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Abstract

Memorization of the relation between entities in a dataset can lead to privacy issues when using a trained model for question answering. We introduce Relational Memorization (RM) to understand, quantify and control this phenomenon. While bounding general memorization can have detrimental effects on the performance of a trained model, bounding RM does not prevent effective learning. The difference is most pronounced when the data distribution is long-tailed, with many queries having only few training examples: Impeding general memorization prevents effective learning, while impeding only relational memorization still allows learning general properties of the underlying concepts. We formalize the notion of Relational Privacy (RP) and, inspired by Differential Privacy (DP), we provide a possible definition of Differential Relational Privacy (DrP). These notions can be used to describe and compute bounds on the amount of RM in a trained model. We illustrate Relational Privacy concepts in experiments with large-scale models for Question Answering.

1. Introduction

Consider training a deep neural network for question answering (QA) with data that may contain sensitive information, say a list of names and their corresponding phone numbers. The tendency of large neural networks to memorize training data can raise privacy concerns if sensitive information can be exfiltrated. Current tools from Differential Privacy (DP) help shield the data, but usually at the price of a steep performance loss, forcing users to either forgo privacy or accuracy. In some cases, however, the sensitive information may be not in the data itself, but rather in the relation among data points. For example, the collection of phone numbers in a given area code may be public domain, but not their association with names. Is it possible to extract utility from data while preserving privacy about relations within? We call this variant of DP Relational Privacy (RP).

To frame RP more precisely and relate it to existing work in DP, we start with a simplified setting. Learning consists of estimating the parameters \( w \) of a model using independent training samples \( \{ z_i \}_{i=1}^N \) that can be decomposed as \( z_i = (x_i, y_i) \), where \( x_i \) contains information (e.g., an email address or phone number) deemed private only if associated with \( y_i \), which denotes the remaining part of the sample (e.g., a name or an identifier). This decomposition reflects the internal structure of the samples, which can be different depending on the task of interest and domain (e.g., an image of an object and its background in a visual recognition system). Our first goal towards enabling RP is to quantify and control the information about \( x_i \) that an attacker can recover from the parameters of a trained model, \( w \), and knowledge about the remaining part of the sample, \( y_i \).

The trade-off between accuracy and privacy in DP hardens when the task requires learning long-tailed distributions. In QA, for example, each of the many possible queries is likely to have only few training examples; good performance of the system hinges on memorizing them. DP and its variants forbid learning any statistic of \( x_i \) unless a large enough number of samples has been observed. We instead focus on enabling models to use \( x_i \) so long as its relation to \( y_i \) is protected.

Previous work (Feldman, 2020; Feldman & Zhang, 2020) addressed memorization as the amount of information a model captures from a single sample. In their setting, what matters more is the sensitivity of a training algorithm with respect to an individual training sample, which is the subject matter of DP. A short-cut to RP could be to declare a portion of the data private, for instance phone numbers in the example above, and train the model using Selective DP (sDP) (Shi et al., 2021). Imposing sDP constrains the information that can be extracted on the component \( x_i \), which therefore bounds memorization of the relation between \( x_i \) and \( y_i \). While this can guarantee relational privacy, it also hampers the training process, for instance by preventing the model from learning the general format of phone numbers.
Marginal and Relational Memorization

To study relational information, in §3 we decompose the amount of information that a model can memorize about a sample $x_i$ in its parameters (weights) $w$ and that can be exfiltrated given knowledge of $y_i$ as the sum of two terms:

$$\text{mem}_W(X_i|Y_i) = I(X_i;W) - I_i(X_i; Y_i; W) \quad (1)$$

$$= \text{mem}_W^m(X_i) + \text{mem}_W^r(X_i, Y_i), \quad (2)$$

where $I$ denotes the mutual information. The first term measures the amount of information that the weights contain about $x_i$ per se, independent of its relation with other entities, (e.g., which $x_i$'s were present in the training set, what are their statistics or distribution). We call this term Marginal Memorization (MM); it is important to measure the risk of membership attacks, but it is not central to RP. The second, on the other hand, measures the amount of information that the weights contain about the relation between $x_i$ and $y_i$. This is key to quantify the risk of adversarial extraction of private information about $x_i$ pertaining to a specific individual $y_i$ (or vice versa). We will call this term Relational Memorization (RM).

Contributions

Armed with the definition of Marginal Memorization and Relational Memorization, the next step is to derive estimates or bounds, so we can focus on controlling them. In particular, Relational Privacy hinges on controlling the latter.

We show that both DP and sDP only bound the sum of Relational and Marginal Memorization. We also show that Selective DP on the components $y_i$ alone bounds RM. We then state a necessary and sufficient condition that a training algorithm must respect in order to be Relational Private (RP), that is to completely avoid relational memorization (RM).

These are only first steps in the broad scope of Differential Relational Privacy (DrP), that aims to develop new tools to provide and guarantee privacy in the setting of this work. To further our investigation, we concentrate on a restricted class of models and present an analytical expression for memorization in linear models. This helps illustrate the concepts and may shed light on the more general problem.

Finally, through experiments on Question Answering tasks, we efficiently quantify the amount of memorization in the trained models. In particular, we confirm that the emergence of the phenomenon can be associated to a particular instance of RM, which is a non-trivial result of the interaction between the particular internal structure of the data, the model used and the learning dynamics.

In summary:

1. We introduce the concept of Relational Memorization to quantify the information that the weights of a trained model contain about the relation among parts of the data, rather than the raw data themselves. To the best of our knowledge, this area of investigation has received little attention despite the increasing importance of privacy in large deep neural networks;

2. We quantify and characterize the amount of information that can be extracted from a trained model and part of a training sample in order to recover the remaining part. We establish connections with Differential Privacy, and introduce the notion of Relational Privacy, with possible algorithmic constraints and methods to foster it – which we refer to as Differential Relational Privacy;

3. We empirically probe some of the concepts introduced on Question Answering tasks. We provide an efficient policy to estimate memorization in this setting. We believe these to be the first experiments on memorization and privacy in a relational setting for QA.

2. Related Work

Differential Privacy (Dwork & Roth, 2014) is an established tool to provide strong guarantees on the maximum amount of information that any attacker can extract from a trained model about an individual training sample. In particular, it allows users to select the desired trade-off between privacy and accuracy of the model, mediated by a privacy parameter $\epsilon$, which can be chosen based on the application. Specifically designed training algorithms, such as DP-SGD (Abadi et al., 2016), allow training machine learning models while guaranteeing a given $\epsilon$-DP requirement. DP-SGD can be further improved by adapting to the structure of deep networks (Yu et al., 2021; Andrew et al., 2021).

However, even with the current techniques, DP is a strong constraint and training large machine learning models while guaranteeing strong privacy for each sample remains challenging (Tramer & Boneh, 2021), since large models can easily memorize information about the training set (Nasr et al., 2019; Shokri et al., 2017). This is especially true on long-tailed tasks, where each class may only have few representatives in the training set. In this case, it may be difficult, or impossible, to separate the general information about the class from that of individual samples (Feldman, 2020; Feldman & Zhang, 2020). Under these conditions, learning with strong privacy constrain can severely impact accuracy. To address this issue, Shi et al. (2021) proposed Selective DP, that aims to improve utility in the case where only a subset of the information in each sample is considered private. Our work follows this general aim, to mitigate the utility loss from DP. In particular, we study the setting where it is not individual components of the samples that
should be considered private, but rather their relation.

There is a strong relation between privacy and memorization in inductive learning. Memorization is often defined as the influence a training sample has on the model outputs (Feldman, 2020; Feldman & Zhang, 2020; Harutyunyan et al., 2021). Memorization has been studied in particular in Natural Language Processing (NLP), where it has been observed that large language models can output snippets of training text, when queried the right prefix (Carlini et al., 2021; Zhao et al., 2020; Raunak et al., 2020). This naturally encourages models to memorize the input verbatim, in order to achieve low training loss. Similarly, on downstream tasks like summarization and translation, where the correct ground truth target may be ambiguous, it has also been observed that memorized content may be outputted (Zhao et al., 2020; Raunak et al., 2021).

On the other hand, we focus on the setting where most of the privacy concerns are on the relation among data, such as in Question Answering (QA). In QA, a language model is trained to answer questions about an input text. In particular, QA datasets consists of samples organized as a context, a question, and a ground-truth answer to it. In principle, a well performing model does not need to memorize to achieve zero training error, as the correct answer can be inferred from the context. However, we show that memorization is possible even in this setting. To the best of our knowledge, the empirical study of memorization in QA models is largely unexplored.

3. Relational Memorization and Privacy

We investigate the scenario where the training set is composed of N independent training samples \( S = \{ z_i \}_{i=1}^N \), such that each \( z_i \) can be decomposed as \( z_i = (x_i, y_i) \), where \( x_i \in \mathcal{X} \) and \( y_i \in \mathcal{Y} \). We use capitalized letters to refer to random variables, and lower-case for samples from their distribution. Let \( \mathcal{A} \) be a stochastic training algorithm, which takes as input the dataset \( S \) and outputs a probability distribution \( p(w|S) = \mathcal{A}(S) \) over the weights space \( \mathcal{W} \). We want to characterize the information being memorized in the weights \( W \) about a sample \( X_i \), and which can potentially be extrapolated given the knowledge of \( Y_i \):

\[
\text{mem}_W(X_i|Y_i) = \sup_{\mathcal{R}} I(\mathcal{R}(W; Y_i); X_i) - I(Y_i; X_i) \tag{3}
\]

where \( \mathcal{R} \) is a particular policy of recovery, that uses the trained model \( W \) and the available part of the sample \( Y_i \). The supremum of the mutual information between the recovery and the unknown attribute describes the success of the attack. The mutual information between the two attributes represents the information an attacker already has about \( X_i \) given \( Y_i \), without accessing to the model, which we subtract. For example, a name could already provide some information about the country of the individual, and therefore to the prefix of their phone number.

From the Data Processing Inequality and other basic properties of Mutual Information, we have:

\[
\text{mem}_W(X_i|Y_i) = \sup_{\mathcal{R}} I(\mathcal{R}(W; Y_i); X_i) - I(Y_i; X_i) = I((W, Y_i); X_i) - I(Y_i; X_i) \tag{4}
\]

\[
= I(W; X_i) - I(Y_i; X_i) - I(W; X_i|Y_i) + I(W; X_i|Y_i) =: \text{mem}_W^Y(X_i) + \text{mem}_W(X_i, Y_i),
\]

where we defined the Marginal Memorization (MM):

\[
\text{mem}_W^Y(X_i) := I(W; X_i),
\]

and the Relational Memorization (RM):

\[
\text{mem}_W(X_i, Y_i) := -I_Y(X_i; Y_i|W). \tag{6}
\]

Here \( I_Y(X_i; Y_i|W) := I(X_i, Y_i) - I(X_i, Y_i|W) \) is the interaction information between the three random variables, which can also be negative. \( \text{mem}_W(X_i|Y_i) \) is always positive, since it can also be written as \( \text{mem}_W(X_i|Y_i) = I(W; X_i|Y_i) \).

Marginal Memorization describes how much information the model contains about the random variable \( X_i \), independently on its relation with \( Y_i \). This quantity is equivalent to the information we would be able to extract from the model \( W \) about \( X_i \) without any knowledge of the context \( Y_i \). Relational Memorization (RM) instead represents how knowledge of \( Y_i \) could reveal information about the associated entity \( X_i \). We are interested on the conditions under which an algorithm \( \mathcal{A} \) can guarantee an upper bound on these two separate terms.

3.1. Towards Differential Relational Privacy

We now want to derive an algorithmic constraint that limits the amount of Relational Memorization. In particular, to guarantee that an attacker is unable to access additional information about the relation between \( X_i \) and \( Y_i \) if given access to the weights, we want \( \text{mem}_W(X_i, Y_i) = I(X_i; Y_i) - I(X_i; Y_i|W) \leq 0 \). Renner & Maurer (2002) study under which conditions the mutual information between two random variables \( I(X; Y) \), is larger or smaller than their mutual information conditioned on a third random variable, \( I(X; Y|W) \).

Adapting their results to our setting, we get the following necessary and sufficient condition to guarantee that a model does not memorize any relation between entities in the data.

**Theorem 3.1 (Renner & Maurer (2002)).** Given a fixed algorithm \( \mathcal{A} : (\mathcal{X} \times \mathcal{Y})^n \to \mathcal{W} \), if, for every joint distribution
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$P_{XY}$ such that the independent samples $(X_i, Y_i) \sim P_{XY}$, we have $\text{mem}_W(X_i, Y_i) \leq 0$, then the model does not fit spurious correlations between $Y_i$ and $X_i$, which means that

$$p(w|x_i, y_i) = r(w, x_i)s(w, y_i),$$  \hspace{1cm} (7)

where $r, s$ are generic functions from $\mathcal{W} \times \mathcal{X}$ to $\mathbb{R}$ and from $\mathcal{W} \times \mathcal{Y}$ to $\mathbb{R}$.

**Vice versa**, if the algorithm $A$ with respect to $p$ (Sablayrolles et al., 2019). This definition encodes the requirement of having a model

To this end, we introduce the following definition.

**Definition 3.2 (Factorized model).** We call a model $W \sim A(S)$ factorized if, for every $i$, there exist two functions $r(w, x_i), s(w, y_i)$ such that:

$$p(w|x_i, y_i) = r(w, x_i)s(w, y_i),$$

for all $(x_i, y_i) \in \mathcal{X} \times \mathcal{Y}$.

Equation 3 allows us to measure, after training, whether a given model memorizes a sample. However, in practice it is important to design algorithms that can guarantee, before training, that relational information will not be memorized. To this end, we introduce the following definition.

**Definition 3.3 (Differential Relational Privacy).** An algorithm $A : S \rightarrow W$ is $\varepsilon$-Differential Relational Private (DrP) with respect to $x$ and $y$ if there exists a random variable $W$ factorized with respect to $X_i$ and $Y_i$, such that, for all $w$,

$$p(w|x_i, y_i) \leq e^\varepsilon \hat{p}(w|x_i, y_i),$$  \hspace{1cm} (9)

where $p(w|x_i, y_i)$ and $\hat{p}(w|x_i, y_i)$ are the conditional probability distributions of $W$ and $W'$ respectively.

This definition encodes the requirement of having a model “$\varepsilon$-close” to a factorized one. The previous considerations and results suggest that encouraging disentanglement and penalizing correlations promote Relational Privacy. This can be achieved, for example, using data augmentation, which is already known to provide increasing privacy guarantees (Sablayrolles et al., 2019).

### 3.2. Connection with Differential Privacy

Differential Privacy (DP) (Dwork et al., 2006) is a formal definition of privacy that limits the usage of information from a sample when training a model. In this section, we show how different notions of DP protect against different types of memorization. We start by recalling the definition of DP.

**Definition 3.4.** An algorithm $A : S \rightarrow W$ is $\varepsilon$-DP if, for any two adjacent training sets $S, S' \in S$, and for every $w \in W$, the following holds.

$$p(w|S) \leq e^\varepsilon p(w|S'),$$  \hspace{1cm} (10)

where adjacent means that $S$ and $S'$ differ only by one sample $s$.

As specified before, $p(w|S) = A(S)$ is the probability distribution of the weights after training on the dataset $S$ using a (stochastic) training algorithm $A$.

DP requires that each individual sample by itself cannot have a large effect on the final outcome of the training. This may make learning difficult in few-shot or long-tail tasks, where only a few samples are available for a given class or question. Several alternative definitions of DP have been proposed trying to gain better utility on a dataset by restricting privacy to a subset of the information in a sample. In particular, we refer to Shi et al. (2021), that defines Selective DP (sDP) for structured data. Their definition, in our settings (if we consider $x$ to be the private component), takes this form:

**Definition 3.5.** An algorithm $A : S \rightarrow W$ is $\varepsilon$-sDP if, for any two selective-adjacent training sets $S, S' \in S$, and for every $w \in W$, the following holds.

$$p(w|S) \leq e^\varepsilon p(w|S'),$$  \hspace{1cm} (11)

where selective-adjacent means that $S$ and $S'$ differ only over the private component of one sample. In other words, only one sample is different in the two datasets, and this sample will take the forms $s = (x, y)$ and $s' = (x', y)$.

Notice that strict sDP or DP conditions with $\varepsilon = 0$ would imply a factorized model (Definition 3.2) with $r = 1$ for sDP and complete independence in DP.

We now show that, for any $\varepsilon$, Selective DP (and consequently also the stronger DP) are also bound on the maximum possible amount of memorization in the model (proof in Appendix B.1, based on Cuff & Yu (2016)):

**Theorem 3.6.** An $\varepsilon$-sDP Algorithm (over the $x$ component) guarantees, for all $i$-s,

$$\text{mem}_W(X_i|Y_i) \leq \varepsilon.$$  \hspace{1cm} (12)

**Corollary 3.7.** An $\varepsilon$-DP Algorithm guarantees, for all $i$-s,

$$\text{mem}_W(X_i|Y_i) \leq \varepsilon.$$  \hspace{1cm} (13)

Since we are interested in bounding the Relational Memorization our model has with respect to $x_i$ and $y_i$, we provide the following bound (proof in Appendix B.2):

**Theorem 3.8.** An $\varepsilon$-sDP Algorithm (over the $y$ component) guarantees, for all $i$-s,

$$\text{mem}_W(X_i|Y_i) \leq \varepsilon.$$  \hspace{1cm} (14)
The intuition behind Theorem 3.8 is that, if we want to bound the information the model has about the relation between \(x_i\) and \(y_i\), bounding the information the model has about \(y_i\) is sufficient. The previous definitions and results show that DP is sufficient to bound Relational Memorization. The theorem also suggests that moving the sDP constraint over the non-sensitive component of the sample can be a solution (for example, a phone number alone, without the name of the owner, may not present privacy issues), if it impacts positively the performances of the model.

4. Empirical Measurement of Memorization

Directly estimating the Relational Memorization score in Equation 3 on real datasets and models may prove challenging. Here, we propose an efficient way to estimate the expected RM, based on performing inference over sub-parts of training and validation samples.

Consider a dataset \(S = \{(x_i, y_i)\}_{i=1}^N\), and let \(x_i\) denote the target information to extract, while \(y_i\) denotes the remaining part of the sample. For example, in an image classification task, \(y_i\) would represent the background, and \(x_i\) the right label of the object that was corrupted from the sample image \(z_i\). In Question Answering, \(y_i\) would be the context of sample \(z_i\), after we removed the sub-strings that enable to give the right answer \((x_i)\) to the relative question (see Table 1, for example).

We will work under the following assumptions:

1. the training algorithm is symmetric with respect to the input samples, which leads to \(I(W, Y_i; X_i) = I(W, Y_j; X_j)\), for every couple of training samples. This term will be indicated by \(I(W, Y; X)\). This assumption is satisfied, for example, by stochastic gradient descent (SGD).

2. \(p(x_i) \simeq c = e^{-H(X)}\). We are assuming ground truth to be equi-probable. This may be the case, for example, in image classification, and is a reasonable approximation on the numerical answers on the QA datasets we will use in the experiments;

3. an almost optimal policy of attack is using corrupted samples for inference (this also resembles what we do with linear models in §5). This permits us to write \(p(x_i|y_i, w) = q_w((-, y_i))_{x_i}\), where \(q_w\) is the probability distribution described by the trained model. This assumption stands close to the setting that considers black-box attacks on the model;

4. either the model has strong confidence on the reconstruction, which means \(q_w((-, y_i))_{x_i} \simeq 1\), or almost no confidence, \(q_w((-, y_i))_{x_i} \simeq p(x_i) \simeq c\).

5. since the algorithm is symmetric, \(I(X; W) \simeq I(X; R(W))\), where \(R\) is an attack that interrogates the model in a way that each sample \(x_i\) is returned with probability \(1/n\);

6. we assume \(nc \gg 1\). Or alternatively, \(\log n \gg H(X)\).

This, again, is reasonable in our experimental settings.

We say that an attack over the sample \(i\) is successful if \(\arg \max q_w((-, y_i)) = x_i\) (the model returns the right label or answer given the corrupted input). If we call \(r_{tr}\) and \(r_{val}\) the success rates of the attacks on the training and validation set, it can be shown (see Appendix B.4) that the expected RM the model has for \(x\) and \(y\) takes the form

\[
\text{mem} = H(X)(r_{tr} - r_{val}).
\] (15)

The expected Relational Memorization between the two components, on our dataset, will be the difference of the recovery scores between the training set and a validation set.

In practice, in our experiments, we will have small control on the entropy of the random variable \(X\). Thus, we will compute a normalized version of the RM,

\[
\text{mem} = r_{tr} - r_{val}.
\] (16)

5. Relational Memorization in Linear Models

In order to better gauge what affects Relational Memorization, we explicitly compute Relational Memorization in linear models on a prototypical regression task. Deep learning models have been shown to mimic linear models in the limit of wide networks (Jacot et al., 2018; Lee et al., 2019), and linear approximations of them have been shown to perform comparably to their non-linear counterparts in different...

\[\text{Figure 1. Memorization can decrease over time. While in over-parametrized models memorization generally increase over time, we show that when the size of the linear model in §5 is comparable with the number of samples (here } d = n = 1000\text{) gradient descent may exhibit a non-trivial dynamics where the model first memorizes relations, but forget them later on (right).}\]
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| Context                                                                 | Corrupted Context                                                                 | Question                                                                 | Answer                                                                 | Answer on Corrupted |
|-------------------------------------------------------------------------|-----------------------------------------------------------------------------------|--------------------------------------------------------------------------|------------------------------------------------------------------------|---------------------|
| On February 6, 2016, one day before her performance at the Super Bowl, Beyoncé released a new single exclusively on music streaming service Tidal called "Formation". | On February 6, 2016, one day before her performance at the Super Bowl, Beyoncé released a new single exclusively on music streaming service Tidal called "Formation". | What day did Beyoncé release her single, Formation? | February 6, 2016 | February 6, 2016 |
| In the county, the population was spread out with 23.5% under the age of 18 to 24, 28.5% from 25 to 44, 25.9% from 45 to 64, and 14.2% who were 65 years of age or older. The median age was 40 years. For every 100 females, there were 93.8 males. For every 100 females age 18 and over, there were 90.5 males. | In the county, the population was spread out with .% under the age of .% from to , .% from to , .% from to , and .% who were years of age or older. The median age was years. For every females, there were . males. For every females age and over, there were . males. | How many in percent wasn’t under 18 for the county? | 76.5 | 76.5 |

Table 1. Examples from the SQuAD and DROP training sets. The model may give the correct answer on corrupted samples, even though there is not the necessary information in the context anymore (second example). This happens because the model memorizes the relation between the context and the ground truth answer. If the document contains private information, the model may still output that information even though that information is not in the query.

tasks (Harutyunyan et al., 2021; Achille et al., 2021). Therefore, studying this setting can provide insights for more general models.

Let us suppose we have a dataset with $N$ samples $(z_i, y_i)_{1 \leq i \leq N}$, where $y_i$ is the ground truth of the inputs $z_i$’s. Let us consider the case where $z_i = (x_i, y_i)$ and $g_i = x_i$. In particular the inputs are vectors made by two independent components, $x_i \in \mathbb{R}$ and $y_i \in \mathbb{R}^d$. The labels are a function of only the first component of $z_i$. We define $Z$ to be the matrix with $z_i$ as the $i$-th row, and at the same way $X$ and $Y$. In particular, we have $Z = [X, Y]$. As before, we can think about $x_i$ as the component of the samples we want to recover through $y_i$. We will study how the relation between $d$ and $n$ can influence the learned model.

The empirical loss can be written as

$$L(w) = \frac{1}{2n} \sum_i (w^\top z_i - x_i)^2.$$  \hfill (17)

The minimizer $w^* = \arg\min L(w)$ satisfies the following equation

$$Z^\top (Zw^* - X) = 0.$$  \hfill (18)

When $d < n$, the solution is unique (if the samples are not linearly dependent) and it is easy to verify that $w^* = e_1^{d+1}$, where $e_q^p$ is the $q$-th element of the canonical base in $\mathbb{R}^p$. This means that neither the $x_i$'s nor the $y_i$'s influence the model, then Relational Memorization is 0.

When $d \geq n$ the solution is no longer unique and different algorithms may converge to different global minima, which may exhibit different memorization. In Appendix B.3, we study memorization when training with gradient descent, starting with zero initialization $w(0) = 0$. The main results are that, after training, feeding the model the query $\tilde{z}_i = [0, y_i]$, an attacker would be able to recover $x_i$. In other words, $y_i$ behaves as a decryption key to obtain $x_i$ through the model. Moreover, in the limit of $d \gg n$, the solution becomes almost independent of the first components $x_i$, since overfitting dominates (see Appendix B.3). Therefore, we have $\text{mem}_w(X, Y_i) \approx \text{mem}_w(X_i|Y_i) = H(X)$.

These results suggest that, if the nuisance component of the samples is high dimensional, it will be easier to over-fit. In particular, over-parametrized models are more susceptible to Relational Memorization between the two parts of the sample. This can hold in more general contexts. For example, in a QA task, if the context contains the same string of the answer, even if with a different meaning, it can be over-fitted by the model, and related to the ground truth answer to the question.

Finally, when $d \approx n$ so that the number of training samples is comparable with the size of the model, we observe non-trivial memorization dynamics even in simple linear models. In particular, in Fig. 1 we observe that some relations are first learned but then forgotten with additional training.

6. Experiments

Datasets. We empirically investigate Memorization in Question Answering (QA) tasks. We focus on two QA datasets: SQuAD (Rajpurkar et al., 2016) and DROP (Dua et al., 2019). In these datasets, every sample is formed by a context, a question, and a ground-truth answer. An example for both SQuAD and DROP, is provided in Table 1, respectively in the first and second row. DROP, differently from SQuAD, focuses its questions on discrete reasoning over paragraphs. Sometimes, this implies the absence of
the ground-truth answer in the context, making it more difficult for language models to achieve high performance. In SQuAD, instead, the answer string is always contained in the context. Both are well-studied QA datasets, with a reasonably high fraction of numerical questions. SQuAD contains 22% of questions where the answer contains a digit, while DROP contains 69% of numerical questions. This allows an especially simple experimental design for the study of memorization.

Models. We make use of T5-small (Raffel et al., 2020) and numnet+ (Ran et al., 2019) to perform our experiments on the datasets mentioned above. We made use of the same hyperparameters listed in the relative references, to make our experiments easy to reproduce.

6.1. Dataset Memorization

To measure the amount of memorization in our trained models, we apply the policy described in §4, applying directly Equation 16. Given the availability of numerical answers \(x_i\) in the two datasets, we define \(y_i\) to be equal to the sample \(z_i\), after we remove all the digits from the context (we leave the question untouched), we call this procedure corruption. We opted for this corruption procedure since it is fast and easy to implement.

There will be samples where it is still possible to obtain the right answer from the corrupted context. This is the case for non-numerical questions, for example. We mitigate this problem in SQuAD, where most of the answers are not numerical, measuring the RM only on its numerical subset.

Some numerical questions may still be solvable, since the answer is present in words in the context, or because of prior information in the model (T5 is pre-trained on web pages, where both datasets come from). Also, the model can of course return the right answer by chance. However, these factors are all considered in our definition of Memorization, when we subtract the term \(I(X_1, Y_1)\).

We measure mem’ between \(X_1\) and \(Y_1\), to show that QA models can memorize. To compute the rate \(r\) of success of the reconstruction attacks, we make use of both metrics F1 and EM (exact match). In the datasets we use, those metrics are computed asymmetrically between the training set and the validation set: in fact, on the validation set there are more possible ground truth answers, that are compared with the answer provided by the trained model. This biases the scores on the validation set to be slightly higher.

In the following paragraphs, we present our empirical findings, connecting the role that data, model, and training time have on the emergence of RM.

Data. Using the T5-small model, and fine-tuning it over

| T5/SQUAD | NUMNET+/DROP |
|----------|--------------|
| EM       | F1           | EM   | F1   |
| \(s_{TR}\) | 79.2         | 89.0 | 79.9 | 84.7 |
| \(s_{VAL}\) | 84.0         | 90.0 | 78.6 | 82.3 |
| \(r_{TR}\) | 0.1          | 23.5 | 35.8 | 39.2 |
| \(r_{VAL}\) | 1.9          | 26.0 | 31.5 | 34.7 |
| \(m\)    | -1.8         | -2.5 | 4.2  | 4.5  |

Table 2. Memorization scores on SQUAD and DROP. We report scores \((s_{TR}, s_{VAL})\), recovery scores \((r_{TR}, r_{VAL})\), and normalized memorization \((m)\) for T5-small trained on SQUAD and for numnet+ trained on DROP. On SQUAD the scores computed only on the subsets of the datasets containing only numerical answers. The Relational Memorization results negative in SQUAD. This is caused by an asymmetry between the scoring metric on training and validation set, that provides more available correct answers on the validation set. These results suggest lack of memorization for SQUAD, but a meaningful amount of memorization for DROP.

Figure 2. Complex QA datasets display memorization. We report the F1 (left) and EM (right) scores when training a T5-small model on DROP, as a function of the training epoch. We observe that the a large gap between the corrupted train (dashed blue line) and the corrupted val (dashed orange) suggesting an high-memorization. In particular, in this range of epochs, we have on average \(m_{EM} = 10.9\) and \(m_{F1} = 9.6\).
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Figure 3. Over-training stimulates memorization. We show how longer training in an over-parametrized model affects Relational Memorization using T5-small on DROP. In this case, overtraining leads to increasing memorization (right two plots).

Model. numnet+ (Ran et al., 2019) is an architecture explicitly designed to reach good performance on the DROP dataset. Using a model with higher performances, overfitting decreases. However, we can observe that Memorization still occurs (see Table 2). On T5-small, the extent of memorization is still larger (10.9 against 4.2, in the EM metric), especially at larger epochs (Figure 2 and Figure 3). This experiment shows how even high performing models can still exhibit memorization in QA tasks, but confirms that smaller generalization error usually implies lower memorization. Experiments on T5-base and findings on how the size of the model can affect memorization can be found in Appendix A.1.

Training Time. Overtraining is associated with memorization. In Figure 3, we show that this is what we empirically see in training dynamics like T5-small over DROP. However, we see that memorization starts from epoch 10, while the validation accuracy keeps increasing until epoch 50. This implies that memorization cannot be associated with only post-learning times.

This dynamics of memorization and learning can also behave very differently. For example, in the linear model discussed in §5, if the number of parameters is larger but with the same order of magnitude of the data points, we observe a local maximum in the memorization instead (see Figure 1): the memorization first increases, but then decreases. This indicates that relational information is being forgotten as the training progresses, in contrast with the previous case, and with the usual empirical observation in over-parametrized models, where Memorization is directly associated with over-training (see Appendix B.3 for more details and an explanation of this phenomenon).

7. Conclusions

We study an under-explored privacy problem in trained machine learning models, where the concern is not the privacy of the data themselves, but of the relation among their components. In particular, we decompose the memorization often observed in large machine learning models in different factors that can be studied and controlled independently. Our analysis allows extracting utility from the data while preserving the privacy of their relation. This is especially important for long-tail problems such as Question Answering, where each question may come with relatively few samples. We establish connection with Differential Privacy, showing that different notions of DP can bound different aspects of memorization. While memorization for large transformer models has been shown empirically on reconstruction tasks, such as next word prediction, we empirically study memorization in QA tasks which, in principle, do not require memorization to reach perfect training loss. Here we show that transformers can indeed still memorize sensitive information, but whether that happens depends on a combination of non-trivial factors.

In §3.2 we showed that Relational Memorization can be controlled through existing notions in differential privacy. However, these may be a blunt upper-bound to RM. Designing differential privacy algorithms that can take full advantage of the RM setting may further improve the accuracy of private model on long-tail data. Our Definition 3.3 is a first step in this direction.

In addition, RM could go beyond Question Answering. QA problems provide a clear separation between private data and context. This simplifies the experimental design and the measurement of RM. However, the notion of RM applies more widely to other tasks, such as relations between entities in images. We leave extending RM to these compelling cases to future work.
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A. Additional Experiments

A.1. Memorization in T5-base on the DROP dataset

![Figure 4. Memorization in T5-base on DROP. Performances, as well as Memorization, are higher in this model.](image)

We perform the same experiments over the DROP task with the model T5-base, a bigger version of T5-small. From Figure 4, we see that the value of RM at epoch 40 is already larger than RM at epoch 100 in the case of T5-small (Figure 2). Also the performances increase.

B. Additional Proofs

B.1. Proof of Theorem 3.6

**Proof.** Dropping the index $i$ to ease the notation

$$mem_W(X|Y) = I(W; X|Y) = \int p(y) \int p(w, x|y) \log \frac{p(w, x|y)}{p(w|y)p(x|y)} = \int p(w, x, y) \log \frac{p(w, x, y)}{p(w|y)}.$$  \hspace{1cm} (19)

From the definition of $\varepsilon$-Selective DP over $x$ we have, for all $x'$

$$p(w|x, y) \leq e^\varepsilon p(w|x', y)$$

$$e^{-\varepsilon} \leq \frac{p(w|x', y)}{p(w|x, y)}$$  \hspace{1cm} (20)

Integrating both sides over $p(x'|y)$ gives

$$e^{-\varepsilon} \leq \int_{x'} \frac{p(w|x', y)}{p(w|x, y)} p(x'|y) = \frac{p(w|y)}{p(w|x, y)}.$$  \hspace{1cm} (21)

Merging the last inequality, with equation 19, gives

$$mem_W(X|Y) = I(W; X|Y) = \int p(w, x, y) \log \frac{p(w|y)}{p(w|x, y)} \leq \int p(w, x, y) \log e^\varepsilon = \varepsilon.$$  \hspace{1cm} (22)

**B.2. Proof of Theorem 3.8**

**Proof.** Dropping the index as in the previous proof, we can write

$$mem_W^r(X, Y) = -I_0(X_i; Y_i; W) = I(W; Y|X) - I(W; Y) \leq I(W; Y|X)$$  \hspace{1cm} (23)

In the previous proof we showed that $\varepsilon$-Selective DP over $x$ implies $I(W; X|Y) \leq \varepsilon$. In the same way, we can then prove that $\varepsilon$-Selective DP over $y$ implies $I(W; Y|X) \leq \varepsilon$, which proves the theorem. \qed
B.3. Computation for RM in linear models, with $d \geq n$

Let the singular value decomposition of $Y$ be $Y = V D U^\top$, with $D$ a $n \times d$ matrix, with the singular values of $Y$. The solution of the optimization problem respects the following equation

$$Zw^* - X = 0. \tag{24}$$

Also, since we assume $w(t = 0) = 0$, we have that if $v \in \text{Ker}(Z)$, then $v^\top w(t) = 0$ for all $t$-s (the dynamics happens only outside this subspace). From Equation 24, we know that we can write the minimizer as

$$w^* = e_1 + \frac{v}{\|v\|^2}, \tag{25}$$

where $v = [1, Y^{-1} X]$. $Y^{-1}$ is a right inverse of $Y$. It can be shown that the unique convergence point is

$$w^* = e_1 + \frac{v^*}{\|v^*\|^2}, \tag{26}$$

where we picked the right inverse $Y^{-1} = UD^{-1}V^\top$, where $D^{-1}$ contains the inverse of the singular values in the diagonal in the upper part, and is 0 in the last $d - n$ rows. This is because all $v \in \text{Ker}(Z)$, and if we assumed $v \neq v^*$ to solve Equation 25, we would have got a contradiction checking the orthogonality constraint over both $v$ and $v^*$.

At this point, after training, an attacker can recover the value of $\|v^*\|$ feeding the model the synthetic query $z = e_1 + 1$. After this, the attacker can easily obtain $x_i/\|v\|^2$ feeding the model the query $\tilde{z}_i = [0, y_i]$, completing the recovery.

If we assume the $z_i$ to be sampled independently from a standard Gaussian distribution, $z_i \sim \mathcal{N}(0, I_{d+1})$, we have control on the singular values of $Y$ (in the limit of large $d$), and we can provide more quantitative intuition on the result. If $d \simeq n$, $\|v^*\|$ becomes very large, and the solution doesn’t separate from $e_1$ that much. If $d \gg n$, $\|v^*\| \simeq 1$. This generates a solution that is almost 0 in the first component, and larger on the other entries (overfitting with no learning).

The dynamics, for finite $t$, is regulated by the spectrum of $D^2 + V^\top X X^\top V$. If $d \gg n$, the second term gets negligible, implying an homogeneous evolution of $w$, which means that Memorization increases with the same rate as the learning. On the other hand, if $d \simeq n$, the dynamics splits, and learning is slower than memorization. This implies that the Relational Memorization, after a critical time, starts to decrease. Numerical simulation of these behaviors, is illustrated in Figure 5.

![Figure 5](image_url)

**Figure 5.** Numerical simulation of the task described in §5. Data are sampled from a Gaussian distribution. Scores are computed as $1 - L$, where $L$ is the empirical Loss in Equation 17. Memorization is computed as the expected error in reconstructing the $x_i$-s. On the left, simulated dynamics with $n = 300, d = 2000$. On the right, $n = d = 1000$.

B.4. Measure of Relational Memorization

We can write:

$$I(W, Y; X) = \mathbb{E}_{w \sim p(w|x, y)} \mathbb{E}_{x, y \sim P_X Y} \log \frac{p(x|y, w)}{p(x)} \approx \frac{1}{N} \sum_i \log \frac{p(x_i|y_i, w)}{p(x_i)} \tag{27}$$
In the last approximation, we average over our samples, and we do not average on different training processes. Using the assumption on the optimality of the attack,

\[ I(W, Y; X) \approx \frac{1}{N} \sum_i \log \frac{p(x_i|y_i, w)}{p(x_i)} \approx \frac{1}{N} \sum_i \log \frac{q_w(-y_i)x_i}{p(x_i)}. \]  

(28)

Defining now \( r_{tr} \) the fraction of samples on the training set where \( q_w(-y_i)x_i \approx 1 \), and using \( p(x_i) \approx c \), we get

\[ I(W, Y; X) \approx \frac{1}{N} \sum_i \log \frac{q_w(-y_i)x_i}{p(x_i)} \approx r_{tr}(-\log c) = H(X)r_{tr}. \]  

(29)

Since the samples are iid, we can write

\[ I(Y_i; X_i) = I(Y; X), \]  

(30)

In particular, the previous equation holds also for validation samples. We will indicate them as \((\tilde{X}, \tilde{Y})\). Since they are (jointly) independent on the trained model \( W \), we can write

\[ I(X; Y) = I(\tilde{X}; \tilde{Y}) = I(W; \tilde{Y}; \tilde{X}). \]  

(31)

This form is exactly the previous computation, but on the validation set.

\[ I(X; Y) \approx H(X)r_{val}. \]  

(32)

This gives

\[ \text{mem} = H(X)(r_{tr} - r_{val}). \]  

(33)

To obtain an estimate on Relational Memorization, we need to control \( \text{mem}^m = I(W; X) = \sup_R I(R(W); X_i) \), where \( R \) are again recovery attacks. Using the last assumptions, this computation reduces to computing \( I(R; X) \), where \( R \) is a random variable defined as follows

\[ R = \begin{cases} X, & \text{with probability } 1/n; \\ \text{i.i.d. to } X & \text{with probability } (n - 1)/n. \end{cases} \]  

(34)

Using the definition of mutual information, and the last assumption we get

\[
I(R; X) = \sum p(r_i, x_j) \log \frac{p(r_i, x_j)}{p(r_i)p(x_j)} \\
= \sum_{i \neq j} \frac{n - 1}{n} c^2 \log \frac{n - 1}{n} + \sum_{i = j} \frac{n - 1}{n} c^2 \log \frac{n - 1 + 1/c}{n} \\
= (1 - c) \frac{n - 1}{n} \log \frac{n - 1}{n} + c \frac{n - 1 + 1/c}{n} \log \frac{n - 1 + 1/c}{n} \\
\approx -\frac{1 - c}{n} + \frac{1}{n} = \frac{c}{n} = e^{-H(X)}/n \ll H(X).
\]  

(35)

Therefore, in these settings, we have

\[ \text{mem}^r = \text{mem} - \text{mem}^m \approx \text{mem} \approx H(X)(r_{tr} - r_{val}). \]  

(36)