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Abstract

Modeling quasar spectra is a fundamental task in astrophysics as quasars are the tell-tale sign of cosmic evolution. We introduce a novel unsupervised learning algorithm, Quasar Factor Analysis (QFA), for recovering the intrinsic quasar continua from noisy quasar spectra. QFA assumes that the Lyα forest can be approximated as a Gaussian process, and the continuum can be well described as a latent factor model. We show that QFA can learn, through unsupervised learning and directly from the quasar spectra, the quasar continua and Lyα forest simultaneously. Compared to previous methods, QFA achieves state-of-the-art performance for quasar continuum prediction robustly but without the need for predefined training continua. In addition, the generative and probabilistic nature of QFA paves the way to understanding the evolution of black holes as well as performing out-of-distribution detection and other Bayesian downstream inferences.

1. Introduction

Powered by the accretion of matter into the supermassive black holes in the galactic nuclei, luminous quasars have played a crucial role in astronomy as the lighthouses in the distant universe since their first discovery in the 1960s. Over the last 30 years, along with the unprecedented breakthroughs in quasar spectral observations (e.g., SDSS Survey, Lyke et al., 2020), absorption systems in quasar spectra have been widely used to probe the state and matter distribution of intergalactic medium (IGM). The intervening gas between the quasar and us creates characteristic absorption superimposed on the quasar spectra, known as the Lyα forest. However, to extract information from the Lyα forest, one would first need to recover the intrinsic quasar continua. Any imperfection in continuum reconstruction can incur non-negligible uncertainties for any other downstream tasks, from inferring the cosmological parameters to understanding the physics of the IGM and constraining the astrophysics of reionization (Lee & Spergel, 2011; Palanque-Delabrouille et al., 2013; Chabanier et al., 2019; Montero-Camacho & Mao, 2020; Bosman et al., 2021).

Due to its central role, different methods have been proposed to determine the intrinsic quasar continua, such as power-law explorations (Fan et al., 2006), principal component analysis (PCA, Suzuki et al., 2005; Lee et al., 2012; Davies et al., 2018) and deep learning techniques including multi-layer perceptron (MLP, Šurovský et al., 2020; Liu & Bordoloi, 2021) and normalizing flow (Reiman et al., 2020). However, most methods proposed thus far belong to the nature of supervised learning. These methods are based on a training set of quasar spectra with pre-determined continua. As there is no way to know the ground truth continua, such continuum “labels” are usually determined in an ad-hoc way through hand-fitting spectra with a high signal-to-noise ratio (SNR). Consequently, even though SDSS has observed more than 750,000 quasar spectra to date, typically only 0.01% – 1% spectra with high SNR were used to construct the training set in previous works.

As the high SNR quasar spectra are often a biased subset of the entire quasar population, even with adequately supervised training, previous methods often struggle to generalize to all observed quasar spectra. These limitations invariably call for an unsupervised learning method, directly learning the distribution of the quasar spectra. However, unsupervised learning does not a priori lead to continuum; as quasar spectra are the composite of the quasar continuum, the intervening Lyα forest, and noise, these components are entirely degenerate. Thus, breaking this degeneracy requires us to harness the power of machine “learning” while including sufficient physical prior for the “modeling.”

Here we propose Quasar Factor Analysis (QFA), an unsupervised algorithm that resolves these challenges that bottleneck the field: QFA can learn directly from millions of quasar spectra without any training continuum. It provides a fully probabilistic posterior of the continuum given the quasar spectrum. Furthermore, QFA provides physically
meaningful spectrum embedding and enables us to perform out-of-distribution detection from noisy data.

2. Method

**Statistical quasar model:** Let $S$ be a quasar spectrum. We model the quasar spectrum as the composite of the continuum, $C$, and the Ly$\alpha$ forest,

$$S = C \circ \exp(-\tau(z)) + \omega(z) + \epsilon,$$

where $z$ is the redshift of the absorption systems, $\epsilon \sim \mathcal{N}(0, \Sigma_e)$ is the noise and, “$\circ$” denotes element-wise product. In this model, we specifically separate the continuum from the absorption features in the modeling. In this way, through unsupervised learning, we could learn the two components simultaneously, breaking the degeneracy between continuum and absorption.

The absorption is characterized by two terms, $\exp(-\tau(z))$ and $\omega(z) \sim \mathcal{N}(0, \Sigma_\omega(z))$. The former is commonly known as the mean transmission field and is fixed using the measurement from Becker et al. (2013). On the other hand, $\omega(z)$ is a learnable system that approximates the unaccounted random fluctuations caused by the absorbers. We further assume $\Sigma_\omega$ is a diagonal matrix and

$$\text{diag}(\Sigma_\omega) = \omega_0 \circ (1 - \exp(-\tau_0(1 + z)^\beta) + c_0)^2,$$

where $\omega_0, \tau_0, \beta, c_0$ are free parameters which we will optimize for.

Previous works largely inspired this particular Ly$\alpha$ model (Ho et al., 2020; du Mas des Bourboux et al., 2020) which show that modeling the absorption field as a Gaussian process with the absorber redshift dependency is a robust description of the quasar absorption. Although not explicitly shown, we assume that absorption terms only apply to wavelength bluer than the quasar Ly$\alpha$ emission as the Universe expands and redshifts the quasar continuum. The Ly$\alpha$ forest only imprints on the blue part of the quasar spectrum.

As for the continuum $C$, previous PCA based methods (Suzuki et al., 2005; Lee et al., 2012; Davies et al., 2018), have demonstrated that the quasar continua can be robustly captured with a linear latent model. Guided by these successes, we describe the quasar continua with a latent factor model as follows:

$$C = \mu + F h + \Psi,$$

generalizing PCA to a probabilistic model while going beyond the orthonormal basis as assumed in the PCA formalism. $\mu$ is the mean vector. $\Psi \sim \mathcal{N}(0, \Sigma_\psi)$ represents the “stochastic” term capturing variances that are not modeled by the latent model, and $F \in \mathbb{R}^{N_s \times N_h}$ is the factor loading matrix. Here $N_s$ is the dimension of spectra, $N_h$ is the dimension of hidden variable and $N_h \ll N_s$. All of these are learnable parameters that will be optimized through maximum likelihood estimation. Moreover, $h \sim \mathcal{N}(0, I)$ is the factor or hidden variable with a much lower dimension (here we chose it to be eight), for which we will infer its posterior.

Finally, let $A$ be the diagonal matrix of $\exp(-\tau_0(z))$, it follows that the distribution of the quasar spectrum $S$ can be approximated as:

$$S \sim \mathcal{N}(A \mu, A(FF^T + \Sigma_\psi)A^T + \Sigma_\omega + \Sigma_\epsilon).$$

**Maximum likelihood optimization:** Given our statistical model of the quasar spectra, it then follows that for any observed set of $N$ training quasar spectra with their measurement uncertainties $D = \{S^{(i)}, \Sigma^{(i)}_e, z^{(i)}\}$, we can optimize the model parameters $M = \{\mu, F, \Sigma_\psi, \omega_0, \tau_0, \beta, c_0\}$ simultaneously through maximizing the likelihood. In particular, the log-likelihood of all the observations can be written as

$$\mathcal{L}(M) = \frac{1}{N} \sum_{i=1}^{N} \log \Pr(S^{(i)}|\Sigma^{(i)}_e, z^{(i)}, M),$$

We note that training such a non-conventional latent factor model with multiple massive moving parts cannot be solved with the classical EM method (Barber, 2012) but is made possible with the modern-day deep learning framework. We develop our codes in Pytorch. The codes are available on Github. The models are optimized via Adam algorithm (Kingma & Ba, 2014) to search for a local minimum $M^*$.

**Regularization and tricks:** Due to the large number of model parameters ($\sim 2 \times 10^4$) and the strong degeneracy between continuum, absorption, and noise, carefully designed model regularization and optimization procedures are needed to ensure that QFA converges. First, as the variations between different continua are relatively small compared to the mean continuum, we expect the learned continuum components to have small deviations from zero. This inspires us to assign a L2 regularization to model parameters. We further avoid model singularity by setting minimum values of $\Sigma_\psi$ and $\Sigma_\omega$ as well as early stopping when the average negative log-likelihood is smaller than zero. Finally, to enforce that the predicted continua are smooth radiation profiles, we smooth each continuum component with a running window every 20 epochs during training.

**Continuum inference:** Once the model parameters are optimized, recall that the continuum is modeled as $\mu + F h$. Therefore, to drive the probabilistic output of the continuum, it suffices to derive the posterior distribution of the hidden variable $h$ given the observed quasar spectrum $S$, or mathematically,

$$P(h|z, S, \Sigma_\epsilon, M^*) \propto P(S|z, h, \Sigma_\epsilon, M^*)P(h).$$

Here we assume a standard normal distribution for the prior of $h$, or $h \sim \mathcal{N}(0, I)$. 
3. Data

We evaluate model performance both on SDSS spectra and mock quasar spectra. For the SDSS data set, we select 90,606 quasar spectra with SNR greater than 2 and redshift from 2 to 3.5 from the SDSS data release 16 quasar catalogue (Lyke et al., 2020). To numerically evaluate model performance, we also generate mock quasar spectra with which the ground truth continua are known. More specifically, we measure continua of the SDSS data set with PCA components given by Pàris et al. (2011), learn the distribution of the PCA coefficients via a Gaussian Mixture Model and sample new continua from the distribution of the coefficients. As for the mock absorption field, we adopt the well-calibrated SDSS catalogue 11 quasar-Lyα mock data set (Bautista et al., 2015). We further add Gaussian random noise to mock spectra to mimic observations. Besides, to demonstrate that our model can generalize to other quasar spectra outside the high SNR data with which the PCA model was trained, we also assume $\lesssim 10\%$ random linear perturbations to the mock continua. Our final mock data set consists of $\sim 150,000$ quasar spectra.

4. Results

Comparison to classical methods: We first compare QFA's performance on the mock data set with the more widely adopted PCA algorithm (hereafter PCA, Pàris et al., 2011). By fitting all $\sim 150,000$ mock spectra, we found that when fitting mock spectra are generated from the PCA basis without perturbation, both QFA and PCA reach a median $\sim 2\%$ relative error (integrated over all pixels). Our result demonstrates that even without any training continuum, QFA can perform on par with PCA, recovering continua from noisy data based entirely on unsupervised learning.

More importantly, as we perturb the mock continua, PCA fails to generalize and incurs a relative error of $\sim 4\%$, while QFA maintains the same level of performance, at a $\sim 2\%$ relative error on the blue side. Furthermore, on the red side, QFA can reach a relative error of $\lesssim 1\%$, but PCA often incurs a non-negligible $\sim 3 - 4\%$ relative error.

Fig. 2 further demonstrates that QFA also performs well on actual SDSS quasar spectra. As shown in Fig. 2, PCA fails to generalize to some low SNR quasar spectra; the biased training based on high SNR leads to a nonphysical continuum. However, QFA performs well and achieves a more sensible continuum, consistent with the mock test.

Model interpretability: As QFA assumes a linear latent model for the continuum, it decomposes quasar continua into the key contributing components. Applying QFA to the actual SDSS DR 16 quasar spectra appears to lead to physically sensible components. As shown in Fig. 2, these individual components include Lyα emission, CIV emission, and the power-law slope components. Our model learns these components directly from the quasar spectra without training continua, thus not biasing us to only the high SNR and hence, low-redshift quasar data. We found that, within the redshift range covered by SDSS DR16 ($z = 2 - 3.5$), the individual physical components of the quasar continua have no detectable evolution with redshift, demonstrating that the quasar population has not evolved much during this period. Additionally, QFA reveals also a well-documented correlation known as the Baldwin effect (Baldwin, 1977). The Baldwin effect posits that the component corresponding to CIV emission strength negatively correlates with the quasar monochromatic luminosity, which QFA bears out.

Outlier detection: Finally, QFA’s probabilistic nature enables also out-of-distribution detection. Specifically, for any observed spectrum, the likelihood can be evaluated with Equation 4. We applied our method to the SDSS DR16 data and performed outlier detection following Zhao et al.
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Figure 2. Left: QFA provides a probabilistic output and describes the continuum more sensibly than PCA. Shown in black is an SDSS quasar spectrum. The Orange region denotes the 95% confidence interval for QFA posterior prediction. The PCA model trained on high SNR training spectra fails to generalize to lower SNR samples, whereas QFA recovers the continuum accurately. In addition, the unsupervised deep learning method (normalizing flows or NF) fails as it suffers from mode collapse, and the reconstructed flux converges to mean spectrum. Such failure leads to problematic continuum inference with NF. Right: The continuum components learned by QFA are physically sensible, including one probing the Ly\(\alpha\) emission and the other a power-law slope reminiscent of Fan et al. (2006). The CIV component shaded in blue shows the Baldwin effect (see text).

Figure 3. The generative and probabilistic nature of QFA allows it to perform outlier detection effectively. The background contour shows the likelihood of all the SDSS DR16 spectra. Color-coded at the low-likelihood peripheric regions shows some of the outlier objects of interest, classified by their respective classes. The bottom left corner exemplifies the spectra of some of these outliers.

5. Discussion and Conclusion

Deep learning? As our method is rooted in describing the distribution of quasar spectra, a natural question arises: Can more sophisticated deep learning generative models better describe the quasar spectra distribution? Applying deep learning was the first attempt in this study. In particular, we assumed two separate normalizing flows (Rezende & Mohamed, 2015) to capture the continua and the absorption features. We pre-trained each normalizing flow to learn their respective domain and then perform variational inference on real spectra, with the hope that the two normalizing flows will domain-adapt to any synthetic gap in their respective domain. However, the lack of physical prior often leads to the reconstruction collapsing to the mean spectrum, as shown in Fig. 2. The inability to break the degeneracy subsequently leads to poor continuum reconstruction. Thus, the lack of rigidity on the physical prior and the high model complexity render unsupervised deep learning infeasible in this particular context.

In Summary, we demonstrate that we could recover the quasar continua robustly without any training continua. QFA harnesses the entire data set with heteroscedastic noise through unsupervised learning and can reach state-of-the-art performance for quasar continuum recovery. With more quasar spectra being collected from ongoing spectroscopic surveys such as DESI and SDSS-V, QFA might prove critical. It does not rely on continuum labels and can automatically adapt to latent variations in the data set. But perhaps
more interesting, in a time where deep learning has reigned supreme in many areas of astronomy, our work sheds light that classical machine “learning” with physical “modeling” can remain powerful, harnessing the best of both worlds.
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