Abstract—It has been shown that cooperative localization is capable of improving both the positioning accuracy and coverage in scenarios where the global positioning system (GPS) has a poor performance. However, due to its potentially excessive computational complexity, at the time of writing the application of cooperative localization remains limited in practice. In this paper, we address the efficient cooperative positioning problem in wireless sensor networks. A space-time hierarchical-graph based scheme exhibiting fast convergence is proposed for localizing the agent nodes. In contrast to conventional methods, agent nodes are divided into different layers with the aid of the space-time hierarchical-model and their positions are estimated gradually. In particular, an information propagation rule is conceived upon considering the quality of positional information. According to the rule, the information always propagates from the upper layers to a certain lower layer and the message passing process is further optimized at each layer. Hence, the potential error propagation can be mitigated. Additionally, both position estimation and position broadcasting are carried out by the sensor nodes. Furthermore, a sensor activation mechanism is conceived, which is capable of significantly reducing both the energy consumption and the network traffic overhead incurred by the localization process. The analytical and numerical results provided demonstrate the superiority of our space-time hierarchical-graph based cooperative localization scheme over the benchmarking schemes considered.
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1. INTRODUCTION

Having accurate positional information is a vital requirement in various applications, such as traffic control, security tracking, search and rescue operations, medical assistance and the Internet of Things [1]–[7]. This wide range of applications has inspired growing interests in localization in wireless sensor networks (WSNs) [8]–[10]. In a WSN, it is usually assumed that anchor nodes whose positions are known can be employed for locating the agent nodes.

In general, the existing positioning techniques may be classified into two categories: non-cooperative methods and cooperative methods. For the non-cooperative methods [11]–[14], an agent node is localized by measuring the distances between itself and the anchors, whose positions are known. In contrast to the non-cooperative methods, cooperation among the agents is capable of improving positioning accuracy, wherein an agent measures the distances from itself to both the anchors and the other agents [15]. Recently, cooperative localization has attracted significant research interests [15]–[26]. Most of the state-of-the-art cooperative localization methods are based on the point estimation philosophy, as exemplified by the maximum likelihood method [15], the non-linear least squares method [15], the two-step linear least squares method [16] and the geometric optimization methods [17]. However, these approaches estimate the positions of all the agent nodes in a “hard-decision” manner, and they do not take the statistical properties of the estimation error into further consideration. Therefore, these schemes suffer from the lack of a statistical interpretation that could be useful for developing new methods exhibiting an improved performance.

Compared to the above-mentioned point estimation methods, Bayesian approaches consider the position of an agent node as a random variable, and their goal is to estimate the a posteriori marginal probability density functions (PDF) of all agents’ positions, which is regarded as a localization inference problem. Nevertheless, the marginalization of the joint a posteriori PDF of all the agent nodes imposes a potentially excessive computational complexity, especially in large-scale networks. As a remedy, graphical model based methods have been proposed in [15], [27] for simplifying the localization inference problem [15], [18], [20]. The message-passing methods constitute the class of “best-known” methods which make inference on the graph, resulting in an approximately optimal solution [15], [27]. In particular, the belief propagation (BP) algorithm [25] represents an efficient message-passing method of calculating the marginal distribution based on probabilistic graphical models, and it can be applied to cooperative localization in WSNs [15], [29]. It is noted that the computational complexity of the BP algorithm is proportional to the total number of links on the graph, thus it is much more efficient than the naive “brute-force” method, which imposes an exponentially increasing computational complexity when computing the marginal probabilities. However, the standard BP is unable to resolve a non-Gaussian uncertainty, which is often encountered in a practical localization scenario. In contrast to the standard BP, the nonparametric belief propagation (NBP) is a sample-based algorithm, which can be readily applied in non-Gaussian inference problems [18], [29].
Therefore, the NBP is more suitable for localization. Having said this, an impediment of NBP (and also of BP) is that for graphs exhibiting loops, there are no guarantees concerning the quality of the marginal beliefs as well as the convergence of the algorithm. Moreover, the employment of NBP is impractical in dense WSNs, because directly employing all the links of the graph for localization without any pre-selection leads to a high computational complexity, a high network traffic, as well as an increased energy consumption.

In order to mitigate the influence of loops in the graph, a generalized belief propagation (GBP) algorithm was proposed in [20], [30]. However, GBP also remains unsuitable for large-scale WSNs owing to its excessive computational complexity. In addition, although the NBP defined over spanning trees with breadth first search (NBP-BFS) [31], the tree-rewighted belief propagation (TRW-BP) [21] and the NBP defined over the minimum spanning tree (NBP-MIN) [32] techniques are potentially capable of outperforming NBP when dealing with loops, they also have their particular limitations. To elaborate a little further, NBP-BFS exhibits poor performance in WSNs having sparse nodes, NBP-MIN is less attractive than the standard NBP in WSNs having short transmission radius, while TRW-BP is unsuitable for a distributed implementation, since it requires the knowledge of the PDFs over all spanning trees.

On the other hand, in order to facilitate a more practical implementation that imposes both a reduced network traffic and a low computational complexity, a technique referred to as information censoring has been considered in [22]–[24], which results in carefully controlled information propagation. In [22], [23], the Cramér-Rao bound (CRB) was considered as a criterion for removing any unreliable positional information. Nevertheless, it is possible that some censored information remains helpful to particular agent nodes. Therefore, a more judicious control of information propagation (message passing) is required for improving the positioning quality and for reducing the computational complexity. The bootstrap percolation approach of [33], [34] is capable of controlling error propagation, hence it has attracted substantial attention in recent years. It was shown in [26] that bootstrap percolation relying on a hard threshold is capable of carrying out iterative localization [25]. However, some agent nodes that do not satisfy the above hard threshold cannot be localized with the aid of this approach. In our previous work [35], we have shown that for non-Bayesian cooperative positioning (e.g. point estimation), soft threshold aided bootstrap percolation is capable of improving the localization performance, despite reducing both the computational complexity and the energy consumption.

In this paper, we aim to extend the bootstrap percolation approach for solving the Bayesian localization problem. To achieve this goal, a novel NBP-based cooperative localization scheme is proposed, which is capable of reducing the network traffic, whilst accelerating the convergence of the positioning algorithm. More specifically, a space-time hierarchical-graph based description of the network is proposed, which relies on the bootstrap percolation philosophy for facilitating the implementation of NBP-based cooperative localization, where the agent nodes are divided into different layers, and the localization process is carried out in a layer-by-layer manner. In particular, based on the framework of the space-time hierarchical-graph description of the network, a beneficial information propagation rule is conceived for controlling the information propagation. This rule includes a joint design of inter-layer message passing and intra-layer message passing. Among different layers, the messages always propagate from the upper layers to a certain lower layer. However, the messages originating from lower layers, which contain the erroneous information, are not allowed to propagate to the upper layers. As a result, the impact of any erroneous information can be mitigated. Within a single layer, the messages are allowed to be exchanged among intra-layer sensor nodes, when there are insufficient reference nodes (including both agent and anchor nodes) in connection. By employing the proposed information propagation rule, the positioning accuracy can be significantly improved. Additionally, in order to manage the energy consumption and network traffic more effectively, both position estimation and position broadcasting are supported by the sensor nodes. In contrast to traditional cooperative methods, we put our emphasis on the behavior constraints of sensor nodes by employing a specific activation mechanism. Note that the activated agent nodes are capable of estimating their positions and of broadcasting their positional information, whereas the inactive agent nodes remain silent in order to save energy and to reduce the network traffic. Our main contributions in this paper are summarized as follows.

1) An NBP-based cooperative localization scheme, which exploits the proposed space-time hierarchical-graph, is conceived for WSNs. By formulating the localization inference problem subject to additional constraints, a reliable solution can be guaranteed. Provided that we stipulate the constraint that there should be at least three reference nodes in support of position estimation, reliable positional information may be gleaned. Additionally, this constraint ensures that the feasible region is shrunken into a small region surrounding the optimal solution.

2) Inspired by the bootstrap percolation strategy, a space-time hierarchical-graph is formulated, which is capable of mitigating the influence of loops contained in the graph. The soft connection constraint invoked by our strategy ensures that most of the agent nodes share a sufficiently high number of reference nodes for their position estimation action. Compared to the traditional spanning tree method of [31] that does not rely on a sufficiently high number of reference nodes, the proposed space-time hierarchical-graph is characterized by multiple layers emerging from invoking the bootstrap percolation strategy. Therefore, the positioning result becomes more accurate.

3) An information propagation rule designed for our space-time hierarchical-graph is investigated, which relies on the joint design of the inter-layer as well as intra-layer message passing. The inter-layer message passing is capable of mitigating the error propagation, while the
 intra-layer message passing ensures that all beneficial information can indeed be fully exploited. Additionally, with the aid of a beneficial activation mechanism, both efficient information control and energy/traffic management can be achieved by relying on this rule.

4) The computational complexity and network traffic of the proposed scheme is analyzed. Since both of them are related to the number of actively participating links of the graph, we adopt the average number of links used in the entire network as the metric of comparing the complexity of different NBP algorithms. We demonstrate that the proposed scheme is capable of significantly reducing the computational complexity and network traffic by censoring the unreliable messages emerging from the lower layers.

The rest of this paper is organized as follows. In Section II, we describe the system model and formulate the problem considered. In Section III, we characterize the localization inference problem on a graphical model and propose a novel space-time hierarchical-graph based scheme for cooperative localization. We present both the computational complexity and network traffic analysis of the proposed algorithm in Section IV, and characterize the positioning performance in Section V. Finally, our conclusions are offered in Section VI.

Notations: $N(\mu, \sigma^2)$ denotes a normal distribution with expectation of $\mu$ and standard deviation of $\sigma$; $|\cdot|$ denotes the cardinality of a set; $||\cdot||$ represents the L2-norm of a vector; $\mathbb{E}\{\cdot\}$ stands for the expectation operation; $\emptyset$ denotes an empty set; $A \setminus B = \{x|\ x \in A \text{ and } x \notin B\}$ denotes the relative complement of $B$ in $A$; $H(x)$ is the entropy of $x$; $\mathbb{I}\{P\}$ is the indicator function, which has a value of one when $P$ is true and zero otherwise; $\text{Cov}[]$ denotes the covariance; and $\mathbb{I}$ is the identity matrix. Table I summarizes some of the major variables used in this paper.

### Table I

| Variable/Notation | Definition |
|-------------------|------------|
| $x_i$             | Two-dimensional position of agent $i$, $i \in I := \{1, \ldots, N\}$ |
| $x_j$             | Two-dimensional position of anchor $j$, $j \in J := \{N + 1, \ldots, N + M\}$ |
| $\tilde{d}_{vi}$  | Noisy measurement of the distance between node $v$ and node $i$ |
| $d(x_v, x_i)$     | Actual distance between node $v$ and node $i$ |
| $n_{vi}$          | Noise of the distance measurement between node $v$ and node $i$ |
| $R$               | Transmission radius |
| $S_i$             | Set of neighboring nodes of node $i$ |
| $p(x_i)$          | Prior distribution of the position of node $i$ |
| $Q$               | A clique which is a subset of $V$ |
| $\psi_i(x_i)$     | The single-node potential of node $i$ |
| $\psi_{vi}(x_v, x_i)$ | The pairwise potential between node $i$ and node $v$ |
| $b_i^l(x_i)$      | Belief (or marginal distribution) on the position of node $i$ at time slot $t$ |
| $m_{vi}^l(x_i)$   | Message from node $v$ to node $i$ at time slot $t$ |
| $\gamma_i(x_i)$   | Redundancy at node $i$ to represent the diversity of two arbitrary distributions |
| $F_i$             | A set containing the selected sensor nodes for information fusion, hence it is a subset of $S_i$ |
| $A_l$             | The set of agents that are activated on layer $l$ |
| $R^l$             | The set of candidate reference nodes on layer $l$ |
| $L$               | The number of layers in the hierarchical NBP algorithm |
| $K$               | The number of weighted samples of NBP |

We consider a two-dimensional WSN consisting of two types of sensor nodes: $N$ agents and $M$ anchors. The agents have unknown positions at $x_i$, $i \in I := \{1, \ldots, N\}$, and $x_i$ is a two-dimensional random variable representing the position of agent node $i$. Similarly, the anchors have known positions at $x_j$, $j \in J := \{N + 1, \ldots, N + M\}$. Thus, all sensor node indices are included in $V = I \cup J$. We assume that agent node $i$ acquires a noisy measurement $\tilde{d}_{vi}$, which is the estimated distance from sensor node $v$ ($v$ can be either an agent or an anchor) to agent node $i$ during each time slot. Then, we have

$$\tilde{d}_{vi} = d(x_v, x_i) + n_{vi}, \ v \in V, \ i \in I,$$

where $d(x_v, x_i) = ||x_v - x_i||$ is the actual distance between node $v$ as well as node $i$, and $n_{vi}$ is the measurement noise, which may obey log-normal, Gaussian or any other appropriate distribution measured in various deployment districts. It is worth noting that NBP is applicable to all the possible distributions, since NBP is a sample-based nonparametric method. Without loss of generality, we assume that $n_{vi} \sim N(0, \sigma_{ni}^2)$ [15], and the probability of the event that node $v$ and node $i$
can detect each other is given by
\[ p_d(x_v, x_i) = \begin{cases} 1, & ||x_v - x_i|| \leq R, \\ 0, & \text{otherwise}, \end{cases} \] (2)
where \( R \) represents the transmission radius. Note that the pair of nodes \( v \) and \( i \) involved in the detection have been connected with each other via an edge, which is denoted by \((v, i)\), satisfying \((v, i) \in E\), where \( E \) is a set containing all the edges. Then, for each sensor node \( i \in I \), the set of neighboring nodes connected to node \( i \) is given by \( S_i = \{ v \mid ||x_v - x_i|| \leq R, v \in V \} \). Additionally, we assume that the position of a sensor node \( v \) has an a priori distribution of \( p(x_v) \). For an agent, \( p(x_v) \) is a uniform distribution over the entire area, while that of an anchor is the Dirac Delta function at its true position. Furthermore, we assume that a) the positions of the agent nodes are independent \( a \ priori \), i.e., we have \( p(x_1, \ldots, x_N) = \prod_{i=1}^{N} p(x_i); \) b) the relative positions during arbitrary time slots are conditionally independent and depend only on the two nodes involved, i.e., we have \( p(\{\tilde{d}_{vi}\}|x_1, \ldots, x_N) = \prod_{i=1}^{N} \prod_{v \in S_i} p(\tilde{d}_{vi}|x_v, x_i) \), where \( \{\tilde{d}_{vi}\} \) denotes the set of measurements concerning the distance from sensor node \( i \) to sensor node \( v, i \in I, v \in V, i \neq v \). Then, the joint PDF of the positions of all agents can be characterized as
\[ p(x_1, \ldots, x_N, \{\tilde{d}_{vi}\}) = \prod_{(v, i) \in E} p_d(x_v, x_i) \prod_{(v, i) \in E} p(\tilde{d}_{vi}|x_v, x_i) \prod_{v \in V} p(x_v). \] (3)
Our objective is to compute (or approximate) the \textit{a posteriori} marginal PDF \( p(x_i|\{\tilde{d}_{vi}\}) \) for each agent node \( i \). Then, either the minimum mean square error (MMSE) estimator or the maximum \textit{a posteriori} (MAP) estimator can be employed for completing the location estimation process. In this paper, the MMSE estimator that has a relatively low computational complexity is invoked, since ideally the position inference process should impose a low computational complexity and a low additional network traffic, which is also the objective of our proposed scheme to be presented in the forthcoming sections.

III. THE PROPOSED SPACE-TIME HIERARCHICAL LOCALIZATION SCHEME

In this section, we first present the statistical framework invoked for sensor localization relying on a graph. By formulating the localization inference problem subject to additional constraints, finding an accurate solution is guaranteed by the proposed scheme. Then, upon exploiting the idea of bootstrap percolation subject to soft connection constraints, a space-time hierarchical graphical model is formulated. Based on this model, we conceive an information propagation rule defined over the space-time hierarchical-graph, which requires a joint design of the inter-layer message-passing and intra-layer message-passing. Finally, a new NBP-based localization algorithm is conceived, which carries out the localization inference based on the proposed space-time hierarchical model.

![Fig. 1. An example of cooperative localization. where A, B, C and D are the agent nodes, while 1, 2, 3, 4 and 5 are the anchor nodes. (a) represents an undirected graph, (b) represents a bidirected graph, (c) represents an unidirectional graph.](image)

A. Inference on Graph

A graphical model is a probabilistic model which employs a graph for denoting the conditional independence structure of \( N \) random variables. Typically, there are two types of graphical models, namely the directed graphical models (Bayesian networks) \([23]\) and the undirected graphical models (Markov networks) \([15], [18], [20]\). As shown in Fig. 1, cooperative localization can be defined on either an undirected graphical model or a directed graphical model (including unidirectional graphs and bidirected graphs). A factor graph (FG) is capable of providing a unified interpretation of these graphical models and lends itself to a low-complexity implementation of distributed localization.

An FG is a bipartite bidirected graph that illustrates how a complicated global function relying on many variable factors may be simplified into the product of several simple local functions, where each local function has fewer variables. More specifically, an FG has a variable node representing each variable, a function node for each local function, and an edge connecting a variable node to a function node if and only if the variable is an argument of the local function. The relationship between the FG and the joint distribution of all variables can be quantified using the potential functions \( \psi_Q \), which are defined on each “clique” \( Q \) of the graph. Explicitly, a clique is a subset of the complete set \( V \) of variable nodes, and every two vertices in the clique are connected if the clique contains more than one vertices. The joint PDF of all agent positions is then formulated as:
\[ p(x_1, \ldots, x_N) \propto \prod_{\text{clique } Q} \psi_Q(\{x_q : q \in Q\}). \] (4)
For the distance-based localization in our system model, the joint \textit{a posteriori} distribution of the sensor positions can be
expressed by the potential functions defined over the set \( V \) of variable nodes as follows

\[
p(x_1, \ldots, x_N | \{ d_{ui} \}) \propto \prod_{v \in V} \psi_v(x_v) \prod_{(v, i) \in E} \psi_{vi}(x_v, x_i), \quad v \in V,
\]

where \( \psi_v(x_v) \) represents the single-node potential, which is defined as the \textit{a priori} information concerning the position of sensor node \( v \), i.e., we have \( \psi_v(x_v) = p(x_v) \). Additionally, \( \psi_{vi}(x_v, x_i) \) is the pairwise potential between node \( v \) and node \( i \), which is defined as \( \psi_{vi}(x_v, x_i) = p_d(x_v, x_i)p(\tilde{d}_{vi}|x_v, x_i) \).

Having defined a statistical framework for sensor localization relying on a graph, we can now estimate the locations of agents by applying the classic message-passing algorithms for fusion, hence it is a subset of \( S_i \); furthermore, \( \delta \) is a small value, which indicates that the reference node employed provides reliable positional information. Because we have \( \gamma(x_u) \rightarrow 0 \), \( u \in F_i \), \( |F_i| \geq 3 \), and \( F_i \subset S_i \), node \( i \) has three well-positioned neighboring nodes. According to the principle of trilateration \cite{15,36}, the “just-suffciently accurate” position of node \( i \) can be readily obtained for the next-stage process to refine it. Based on the theory of NBP \cite{18,29}, \( p(x_i|\{x_u, d_{ui}\}) \) (i.e., the approximate PDF of node \( i \) estimated by the neighboring nodes \( u \in F_i \)) closely resembles \( p(x_i^*) \) (i.e., the true distribution of the position of node \( i \)).

\[\text{B. Hierarchical Graphical Model} \]

In this subsection, a hierarchical graphical model considering the quality of the positional information of the sensor nodes is presented. For notational convenience, we further define the set of anchor indices as \( A_0 = \{ j \mid j \in J \} \), and treat the set of all the anchor nodes as the root layer in the hierarchical graphical model. Additionally, both position estimation and position broadcasting are carried out by the sensor nodes. In order to control the behaviors of the sensor nodes, either the active or the inactive state is assigned to each sensor node. Note that only the active nodes are capable of estimating the positions and broadcasting messages. In the initial step, the anchor nodes are active, while the agent nodes remain silent. Then, when the inactive agent nodes are in connection with the active nodes and the number of these
active nodes satisfies the threshold value, the agent nodes are gradually activated by exploiting the bootstrap percolation strategy, which simply spreads activation from the already activated nodes to the hitherto inactive nodes. To elaborate a little further, let us define $A_l$ as the set of agent nodes that are activated on layer $l$, where layer $l$ is defined as the specific set of agents having the same level of confidence in position estimation. Explicitly, a coarse-grained definition of the confidence in the position estimate at node $i$ is given by

$$C_f(N_i) = \begin{cases} 
1, & N_i = 1, \\
2, & N_i = 2, \\
3, & N_i \geq 3,
\end{cases}$$

(10)

where we have $N_i = |\mathcal{F}_i|$. It is readily observed from (10) that the confidence of an agent node is closely related to its degree of connectivity with the active nodes. Note that when the agent node is connected to at least three active nodes, its belief can be acquired as a steady unimodal distribution, while a bimodal distribution is obtained when the agent node is connected to two active nodes. If an agent node is connected to a single active node, the best possible estimates of its location are denoted by $\mathcal{S}_i$, $\mathcal{C}_i$, and we have $\mathcal{S}_i \cap \mathcal{C}_i = \emptyset$. The set of candidate reference nodes given by the preceding $l$ layers is defined as

$$\mathcal{R}^l = \bigcup_{m=l}^{l-1} \mathcal{F}_m,$$

(11)

Thus, the remaining agent nodes located above the $(l-1)$th layer are included in $\mathcal{B}_l = \{i | i \in \mathcal{R}^l\}$, and we have $\mathcal{B}_l \cap \mathcal{R}^l = \emptyset$. To assist agent node $i$ in the localization, we select some neighboring nodes of the agent node $i$ from the candidate reference nodes to constitute a new set as follows:

$$\mathcal{F}_i^l = \mathcal{S}_i \cap \mathcal{R}^l.$$  

(12)

Relying on (12), $\mathcal{F}_i^l$ is regarded as the set of the activated neighboring nodes of agent node $i$ accumulated from the preceding $l$ layers. Considering the nodes’ confidence in their position estimate, we can divide the remaining agent nodes having unknown positions in the set $\mathcal{B}_l$ into three subsets having different connection degree thresholds. These subsets are denoted by $\mathcal{B}_{l,c}$, $\mathcal{B}_{l,1}$, $\mathcal{B}_{l,2}$, satisfying $\mathcal{B}_l = \cup_{c=1,2,3} \mathcal{B}_{l,c}$, where $c$ is the connection degree threshold. The specific nonempty subset whose elements have high confidence values is preferred for constructing $A_l$. Therefore, $A_l$ can be expressed as

$$A_l = \arg \max_{c=1,2,3} C_f(\mathcal{B}_{l,c}),$$

(13)

s.t. $\mathcal{B}_{l,c} \neq \emptyset$.

We can see from (13) that $A_l$ is determined by the particular subset $\mathcal{B}_{l,c}$ which has the highest confidence in the position estimate. In the layering process, we invoke the strategy of bootstrap percolation. In contrast to the conventional bootstrap percolation which uses a fixed threshold, the proposed bootstrap percolation strategy employs an adaptive connection degree threshold.

According to the space-time hierarchical framework, agent nodes gradually infer their locations. Consider the example shown in Fig. 3, where all the agent nodes $A$, $B$, $C$, and $D$ remain silent in the initial step, while the anchor nodes 1, 2, 3, 4, and 5 are active. The anchor nodes are collectively assigned to the root layer, while the agent nodes $A$, $B$, $C$, and $D$ are divided into four layers according to the connection constraints of (13). Agent node $A$, which represents a class of sensor nodes connected with at least three reference (active) nodes, is activated first. Then, agent node $A$ broadcasts its position to the neighboring agent nodes $B$ and $C$ (note that node $D$ is not a neighboring node of $A$, as shown in Fig. 1). Afterwards, agent node $B$ is activated, since it is connected to a sufficient number of reliable reference nodes, namely to $A$, 4 and 5. Then, agent node $B$ estimates its own position and broadcasts the estimate to its neighboring node $C$. Subsequently, the connection constraints of (13) are rechecked, and node $C$ can infer its positional distribution based on the messages sent from reference nodes $A$, 2, and 3. Finally, node $D$ is activated by reference nodes $C$ and 5. In contrast to the traditional methods of [13], where the sensor nodes exchange their messages without control, we put emphasis on the behavior constraints of the sensor nodes – only the active nodes are allowed to estimate positions and broadcast the position information. As a beneficial result, an effective scheme of managing the energy consumption and network traffic imposed by the localization process is realized. According to the hierarchical approach that relies on the bootstrap percolation strategy described by (11),
Layer $m$ is activated at time $t_m$, and layer $n$ is activated at time $t_n$. The solid arrows denote the inter-layer messages, and the dashed arrows represent the intra-layer messages. For inter-layer message passing, messages always flow from upper layers to a lower layer. For the intra-layer message passing, such as layer $n$, sensor nodes having an insufficient number of active links can exchange messages for the sake of assisting each other in the position estimation, whereas sensor nodes having a sufficient number of active links on layer $m$ do not exchange messages.

Fig. 4. The message flow on the hierarchical graph. For inter-layer message passing, messages always flow from upper layers to a lower layer. For the intra-layer message passing, such as layer $n$, sensor nodes having an insufficient number of active links can exchange messages for the sake of assisting each other in the position estimation, whereas sensor nodes having a sufficient number of active links on layer $m$ do not exchange messages.

(12), and (13), the agent nodes satisfying the constraint of (13) first estimate their positions, and then assist the other hitherto inactive sensor nodes to complete localization.

In the next subsection, we will elaborate both on the information propagation rule and on the information fusion among the sensors based on the proposed hierarchical graph model.

C. The NBP Positioning Algorithm Based on the Space-Time Hierarchical-Graph

In this subsection, an information propagation rule based on the hierarchical graph model of Fig. 3 is presented first. Then, an NBP algorithm is developed for the space-time hierarchical-graph. In contrast to the standard NBP positioning algorithm where all sensor nodes exchange messages iteratively, we divide the agent nodes into multiple layers and message exchange is extended from the upper layers to a certain lower layer, as shown in Section III-B. Based on such a space-time division, it can be observed that each layer is activated by its upper layers during different time slots, relying on an initialization from the root layer and on satisfying the constraint in (13). Therefore, the proposed scheme has the potential of realizing accurate localization during different time slots. More particularly, in the proposed scheme we have three types of messages according to the corresponding layers, namely the message received from the upper layers (MUL), the message gleaned from the same layer (MSL), and those emanating from the lower layers (MLL). Based on (13), the MUL has a high confidence, thus we should make full use of it as reliable information; the MSL serves as auxiliary information, when the agent nodes are connected to an insufficient number of reliable reference nodes; and the MLL is regarded as erroneous or misleading information. In order to take full advantage of all valuable information, whilst avoiding misleading information, we define the information propagation rule as

1) inter-layer message passing: messages always propagate from upper layers to a lower layer.

2) intra-layer message passing: messages are exchanged among agent nodes, while considering the connection degree threshold $c$.

The agent nodes connected to more than two reference nodes (i.e. $c = 3$ according to (13)) are not allowed to exchange messages (i.e. no MSL), since they are regarded as misleading information. By contrast, the agent nodes connected to less than three reference nodes (i.e. $c = 1$ or 2 according to (13)) are allowed to exchange their positional information for the sake of assisting each other in improving the positioning accuracy (i.e. the MSL is required when $c = 1$ or 2).

According to the proposed information propagation rule, the messages flow arranged in a controlled manner along the above-mentioned direction is shown in Fig. 4. Based on this carefully controlled information propagation, a spanning tree is formulated by the layering process. The anchor nodes constitute the root layer of the spanning tree, and the agent nodes satisfying the constraint of (13) constitute the leaf layers. Agent nodes at different layers are activated during different time slots for invoking the NBP algorithm. Provided that the positional information of agents on one layer becomes convergent after several iterations, the next layer starts to execute the NBP algorithm.
Given our information propagation rule, let us now elaborate on the information fusion rule invoked in NBP. As shown in Fig. 5, the agent node \( i \) on layer \( l \) receives the MUL; when the agent node \( i \) is connected with an insufficient node (i.e., less than three) of reference nodes, it also receives the MSL. Then, node \( i \) updates its belief by fusing the messages received during time slot \( t \) as follows:

\[
b'_t(x_i) \propto \psi'_t(x_i) \prod_{u \in F'_i} m'_u(x_i), \quad i \in A_l, \tag{14}
\]

where the set of reference nodes is given by

\[
F_i = \begin{cases} 
F'_i, & |F'_i| \geq 3, \\
F'_i \cup A_l, & |F'_i| < 3.
\end{cases}
\tag{15}
\]

Note that \( F'_i \) contains all the activated neighboring nodes of node \( i \) from the upper layers according to (12). When the number of reference nodes is less than three, \( A_l \) contains the agent nodes that are in the same layer, and these nodes may assist node \( i \) to update its belief. Furthermore, according to (7), the message \( m'_u(x_i) \) received from reference node \( u \) by node \( i \) at time slot \( t \) is expressed as

\[
m'_u(x_i) = \int_{x_u} b^{-1}_{ui}(x_u) \psi'_u(x_u, x_i) dx_u, \quad i \in A_l, \ u \in F'_i,
\tag{16}
\]

where \( b^{-1}_{ui}(x_u) \) is the belief at node \( u \) in the time slot \( t - 1 \), representing the estimated location PDF of reference node \( u \) in the \((t-1)\)th time slot. In order to apply the NBP algorithm, we first obtain the nonparametric expression of \( b'_1(x_i) \) in terms of \( K \) weighted samples as follows (13):

\[
b'_1(x_i) = \{x_i^{(k)}, w_i^{(k)}\}, \quad k = 1, 2, \ldots, K,
\tag{17}
\]

which is known as the NBP marginal. Note that \( x_i^{(k)} \) is the \( k \)th sample of the belief \( b'_1(x_i) \), and \( w_i^{(k)} \) is the corresponding weight of \( x_i^{(k)} \). Similarly, the nonparametric sample-based expression of \( m'_u(x_i) \), namely the NBP message, is given by a Gaussian mixture message generated with the aid of \( K \) weighted samples, i.e.,

\[
m'_u(x_i) = \{m_{ui}^{(k)}, w_{ui}^{(k)}, \Lambda_{ui}\}, \quad u \in F'_i, \quad k = 1, 2, \ldots, K,
\tag{18}
\]

where \( m_{ui}^{(k)} \) is the \( k \)th sample of the message arriving from reference node \( u \) to node \( i \), \( w_{ui}^{(k)} \) is the corresponding weight of \( m_{ui}^{(k)} \), and \( \Lambda_{ui} \) is the variance of the samples, which is approximated as \( \sigma_{ui}^2 I \).

For the sake of clarity, the detailed process of computing the NBP messages and beliefs (marginals) is summarized in Algorithm 1 (15). Based on these NBP messages and beliefs, the proposed NBP-based space-time hierarchical positioning procedure is summarized in Algorithm 2.

**Remark 1.** Algorithm 1 provides the detailed process of computing the NBP messages and marginals at time slot \( t \), where \( h \geq 1 \) is a sampling parameter. The parameter \( h \) is adjustable. A larger \( h \) indicates relying on more fused information and on increased processing time.

**Remark 2.** By exploiting a heuristic search relying on the bootstrap percolation strategy, the agent nodes are divided into multiple layers. Thus, a space division of the positions is obtained, which is capable of mitigating the influence of loops in a graph. Based on the proposed information propagation rule, the messages flow in controlled directions and the MLL is regarded as misleading information, which is censored. Additionally, localization estimation is implemented in a layer-by-layer manner, where the agents gradually infer their positions by selecting reference nodes from the upper layers. In this way, the network traffic overhead can be dramatically reduced. Moreover, for the agent nodes that have an insufficient number of reliable reference nodes, the messages can be exchanged
among agents on the same layer (intra-layer message passing). As a result, all helpful information can be exploited for improving the localization accuracy.

### IV. Computational Complexity and Network Traffic Overhead

In this section, we analyze both the computational complexity and network traffic overhead of the proposed NBP-based space-time hierarchical positioning algorithm. Both the computational complexity and the network traffic are related to the number of actively participating links on the graph, hence we adopt the average number of links used in the entire network as an indirect metric for comparing the complexity of different NBP algorithms. In particular, a comparison is made among the proposed algorithm, the standard NBP algorithm and the low-complexity NBP defined over spanning trees with breadth first search (NBP-BFS) [31]. We consider $M$ anchor nodes placed at fixed positions and $N$ agent nodes randomly distributed over an $a \times a$ square area. The communication range is given by $R = pa$, where $p$ is a proportionality coefficient. Then $N_{\text{msg}}$, which is the average number of messages fused by an agent node, can be written as

$$N_{\text{msg}} = \frac{N}{a^2} \times \pi(pa)^2 = N\pi p^2. \tag{19}$$

In the standard NBP algorithm, all messages are employed for information fusion. Thus, the computational complexity of the standard NBP algorithm is characterized by

$$O_{\text{NBP}} = N \cdot N_{\text{msg}} = N^2\pi p^2. \tag{20}$$

When using the NBP-BFS algorithm, $N - 1$ edges are retained in the graph and there are two messages on each edge, thus the computational complexity of the NBP-BFS is determined by

$$O_{\text{BFS}} = 2(N - 1). \tag{21}$$

By comparison, as far as the proposed hierarchical NBP scheme is concerned, all the sensor nodes are divided into $L$ layers. Therefore, the computational complexity of the proposed algorithm in each iteration is approximately determined by

$$O_{\text{layer}} = \bar{N} \cdot N_{\text{layer}} = \frac{N}{L} \cdot \frac{N\pi p^2}{L} = \frac{1}{L^2} \cdot N^2\pi p^2 = \frac{O_{\text{NBP}}}{L^2}, \tag{22}$$

where $\bar{N}$ stands for the average number of agent nodes in each layer, $N_{\text{layer}}$ represents the average number of messages that have to be fused. In particular, if $L = 1$, the proposed algorithm shares the same complexity as the standard NBP. The complexity comparison results of the three algorithms are summarized in Table II.

| Algorithm       | NBP     | NBP−BFS | Hierarchical NBP |
|-----------------|---------|---------|------------------|
| Complexity      | $\pi N^2 p^2$ | $2N - 2$ | $\frac{1}{1}\pi N^2 p^2$ |

![Fig. 6. Complexity comparison of different NBP algorithms in terms of the average number of links used in the entire network, where $p = 0.2$ is fixed and $N$ changes from 50 to 100.](image)

![Fig. 7. Complexity comparison of different NBP algorithms in terms of the average number of links used in the entire network, where $N = 100$ is fixed and $p$ changes from 0.2 to 0.6.](image)

If we have $O_{\text{layer}} < O_{\text{BFS}}$, the following conditions should be satisfied,

$$\frac{N^2\pi p^2}{L^2} < 2(N - 1), \quad \frac{N\pi p^2}{L^2} < 2, \quad B_{\text{NBP}} p^2 < 2L^2,$$

which implies that the proposed algorithm tends to exhibit a reduced complexity when more layers are created. As shown in Fig. 6, we consider a typical large-scale network [15] having 13 anchors distributed in a square area of $100\text{m} \times 100\text{m}$, i.e. $a = 100$, and the transmission radius is fixed to $R = 20\text{m}$, hence $p = 0.2$ and $N$ changes from 50 to 100. It can be observed from Fig. 6 that when the number of agent nodes increases, the complexity of the standard NBP also increases, since there are more messages that have to be fused, while the proposed algorithm dramatically reduces the complexity. Fig. 7 shows our complexity comparison of the
different NBP algorithms subject to the fixed \( N = 100 \) and to the transmission radius varying from 20m to 60m, i.e., \( p \) ranges from 0.2 to 0.6. We can see that upon increasing the transmission radius, the average number of links in the network increases, hence resulting in an increased complexity for the NBP. By comparison, the proposed hierarchical scheme significantly reduces the number of participating links, thus it has a reduced complexity. Additionally, we can see from Fig. 7 that when there are less layers, the proposed algorithm suffers from a higher complexity than NBP-BFS. Moreover, when the number of layers \( L \) increases, the complexity of the proposed algorithm decreases and it has the potential to become lower than that of NBP-BFS.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, numerical simulations are carried out for evaluating the performance of the different positioning algorithms considered. In summary, compared to the standard NBP algorithm, the proposed space-time hierarchical localization scheme attains a performance gain by censoring the MLL that contains misleading information. In contrast to the low-complexity NBP-BFS of \(^{[31]}\), which runs the NBP on a spanning tree without considering the appropriate number of reference nodes, the proposed scheme runs NBP on a space-time hierarchical-graph, which ensures that most of the agent nodes share a sufficiently high number of reference nodes for localization, thus a performance gain is achieved.

A. Simulation Setup

We consider a 50m x 50m square area in our simulations, where a number of anchor nodes are placed at fixed positions and a large number of agent nodes are randomly distributed across the area. The network deployment parameters are summarized in Table III, and the \textit{a priori} positions of the anchors are shown in Fig. 8, where ‘\( \star \)’ denotes the locations of the anchor nodes in Network 1 and Network 2; ‘\( \bullet \)’ denotes the locations of the anchors in Network 3; and ‘\( . \)’ denotes the locations of the agents. The range measurement noise is modeled using the Gaussian distribution with zero mean and a standard deviation linearly depending on the distance. Thus the estimated distance is given by \( d = d + n_s, n_s \sim \mathcal{N}(0, (s_0 + k_s \times d)^2) \), where \( s_0 \) and \( k_s \) are constant values. In the simulations, it is assumed that \( s_0 = 0.2 \text{m} \) and \( k_s = 0.01 \). The transmission radius is 12m, and we use \( K = 200 \) samples for approximating the beliefs and messages. The central processing unit (CPU) utilized for the simulations is an Intel Core i5-4570 CPU. Two criteria are utilized for evaluating the performance, including the CPU running time\(^ {1} \) and the error distribution \( \text{CDF} \), which is given by

\[
\text{CDF}(e_{th}) = \mathbb{P}\{|||x - \hat{x}|| < e_{th}\}, \tag{23}
\]

where \( x = [x_1, \ldots, x_N], \hat{x} = [\hat{x}_1, \ldots, \hat{x}_N], \) and \( e_{th} \) is the positioning error threshold of an agent. In the simulations, the estimated parameters are exchanged among the sensor nodes 10 times. All the positioning errors are obtained for 1000 randomly generated networks.

B. Performance Results and Discussions

Fig. 9, Fig. 10 and Fig. 11 show the positioning performance of the proposed NBP based space-time hierarchical positioning algorithm subject to differently initialized connection degree thresholds given in \(^{[15]}\) for the three networks specified in Table III, respectively. The positioning performance of Network 1 is better than that of the other two networks, because Network 1 has enough anchor nodes and dense agents. Note that when the connection degree threshold is initialized to zero, the proposed space-time hierarchical NBP reduces to the standard NBP. It can be seen that the proposed space-time hierarchical NBP algorithm using a connection degree threshold higher than two outperforms the standard NBP algorithm (i.e., the connection degree threshold is initialized as \( c = 0 \)), due to its resilience against error propagation. Additionally, we evaluated the scenario where different hierarchical graphs are generated corresponding to differently initialized connection degree thresholds. We observe from Fig. 9, Fig. 10 and Fig. 11 that there are no significant

\(^{1}\) Apart from the metric of "the average number of links used in the entire network," which is used in Table II, the CPU running time is invoked in the simulations as a complementary metric for numerically characterizing the computational complexity.

---

**TABLE III**

| Deployments of different networks | Network 1 | Network 2 | Network 3 |
|----------------------------------|-----------|-----------|-----------|
| Agents                           | 13        | 13        | 9         |
| Anchors                          | 100       | 50        | 100       |

---

Fig. 8. Deployment of anchor nodes. The circles indicate the radio range of the anchors having a transmission radius of \( R = 12 \text{m} \).
Fig. 9. Comparison of positioning error CDFs of hierarchical NBP under differently initialized connection thresholds for Network 1 specified in Table III.

Fig. 10. Comparison of positioning error CDFs of hierarchical NBP under differently initialized connection thresholds for Network 2 specified in Table III.

Fig. 11. Comparison of positioning error CDFs of hierarchical NBP under differently initialized connection thresholds for Network 3 of Table III.

Fig. 12. CPU running time comparison of hierarchical NBP under different connection thresholds for the three networks of Table III, respectively.

positioning performance differences for the proposed space-time hierarchical NBP algorithm, when the connection degree thresholds are increased from zero to two. Moreover, the space-time hierarchical NBP algorithm exhibits a significantly improved performance when the connection degree threshold is higher than two. Fig. 12 shows that the CPU running time of the proposed space-time hierarchical NBP algorithm can be reduced when more layers are created, which is consistent with the complexity analysis results shown in Section IV.

The CDF comparison of different NBP algorithms for Network 1 and Network 2 is shown in Fig. 13, where it is observed that the CDF of the NBP-BFS [31] indicates a poor positioning performance, because insufficient information is gleaned. By comparison, the space-time hierarchical NBP (where the connection degree threshold is initialized as three) makes full use of all beneficial information and mitigates error propagation, thus attaining an improved positioning error performance. We can see that the proposed space-time hierarchical NBP shows the best performance, and most of the sensor nodes are located within a positioning error of less than 1 m. In addition to its beneficial performance gain, we can see from Table IV that the proposed space-time hierarchical NBP algorithm significantly reduces the complexity, hence incurring a reduced CPU running time. We observe that with the aid of the proposed space-time hierarchical strategy, the NBP can be executed roughly 15 and 10 times faster than the standard NBP for Network 1 and Network 2, respectively.

VI. CONCLUSIONS

In this paper, a space-time hierarchical-graph was proposed for efficient cooperative positioning in WSNs. Specifically,
a bootstrap percolation strategy relying on soft constraints was utilized for controlling the actions of sensor nodes. As a benefit of the hierarchical mechanism, agent nodes that satisfy our connection constraints are activated gradually for estimating their positions, while the sensors that do not satisfy the connection constraints remain silent. Hence, the energy consumption/network traffic overhead imposed by the localization process is significantly reduced compared to that of the benchmarking schemes considered. Additionally, an information propagation rule was designed by exploiting the hierarchical graph. As a result, the messages always flow in the direction from the sensor nodes of higher confidence to those having a lower confidence. Therefore, the error propagation can be effectively mitigated, yielding an accelerated position-convergence. In our future work, the bootstrap percolation strategy relying on soft constraints and other features of WSNs (e.g. multi-hop) may be exploited in network forming, which is expected to provide an improved performance gain or to reduce the network traffic overhead imposed by the localization process.

REFERENCES

[1] M. Z. Win, A. Conti, S. Mazuelas, Y. Shen, W. Giford, D. Dardari, and M. Chiani, “Network localization and navigation via cooperation,” IEEE Commun. Mag., vol. 49, no. 5, pp. 56–62, May 2011.

[2] N. Patwari, J. N. Ash, S. Kyperountas, A. O. Hero III, R. L. Moses, and N. S. Correal, “Locating the nodes: Cooperative localization in wireless sensor networks,” IEEE Signal Processing Mag., vol. 22, no. 4, pp. 54–69, Jul. 2005.

[3] S. Gezici, Z. Tian, G. B. Giannakis, H. Kobayashi, A. F. Molisch, H. V. Poor, and Z. Sahinoglu, “Localization via ultra-wideband radios: A look at positioning aspects for future sensor networks,” IEEE Signal Processing Mag., vol. 22, no. 4, pp. 70–84, Jul. 2005.

[4] R. D. Taranto, S. Murptisretty, R. Raultfe, D. Slock, T. Svensson, and H. Wymeersch, “Location-aware communications for 5G networks: How location information can improve scalability, latency, and robustness of 5G,” IEEE Signal Processing Mag., vol. 31, no. 6, pp. 102–112, Nov. 2014.

[5] Y. Shen, H. Wymeersch, and M. Z. Win, “Fundamental limits of wideband localization – Part II: Cooperative networks,” IEEE Trans. Inf. Theory, vol. 56, no. 10, pp. 4981–5000, Oct. 2010.

[6] X. Shen and P. Varshney, “Sensor selection based on generalized information gain for target tracking in large sensor networks,” IEEE Trans. Autom. Control, vol. 52, no. 12, pp. 2216–2230, Dec. 2007.

[7] J. S. Jennings, G. Whelan, and W. F. Evans, “Cooperative search and rescue with a team of mobile robots,” in Proc. 8th IEEE Int. Conf. Advanced Robotics (ICAR), Monterey, USA, Jul. 1997, pp. 193–200.

[8] J. Zhang, P. V. Orlik, Z. Sahinoglu, A. F. Molisch, and P. Kuney, “UWB systems for wireless sensor networks,” Proc. IEEE, vol. 97, no. 2, pp. 313–331, Feb. 2009.

[9] Y. Shen, S. Mazuelas, and M. Z. Win, “Network navigation: Theory and interpretation,” IEEE J. Sel. Areas Commun., vol. 30, no. 9, pp. 1823–1834, Oct. 2012.

[10] S. Masadeh, R. Niu, and P. Varshney, “Dynamic bit allocation for object tracking in wireless sensor networks,” IEEE Trans. Signal Process., vol. 60, no. 10, pp. 4508–4503, Oct. 2012.

[11] D. Dardari, A. Conti, U. Fermani, A. Giorgetti, and M. Z. Win, “Ranging with ultrawide bandwidth signals in multipath environments,” Proc. IEEE, vol. 97, no. 2, pp. 404–426, Feb. 2009.

[12] I. Guvenc, Z. Sahinoglu, and P. V. Orlik, “TOA estimation for IR-UWB systems with different transceiver types,” IEEE Trans. Microw. Theory Tech., vol. 54, no. 4, pp. 1876–1886, Jun. 2006.

[13] C. Xu and C. L. Law, “Delay-dependent threshold selection for UWB TOA estimation,” IEEE Commun. Lett., vol. 12, no. 5, pp. 380–382, May 2008.

[14] J. Youssef, B. Denis, C. Godin, and S. Lesecq, “New TOA estimators within energy-based receivers under realistic UWB channel statistics,” in Proc. IEEE 71st Veh. Tech. Conf. (VTC Spring 2010), Taipei, Taiwan, May 2010, pp. 1–5.

[15] H. Wymeersch, J. Lien, and M. Z. Win, “Cooperative localization in wireless networks,” Proc. IEEE, vol. 97, no. 2, pp. 427–450, Feb. 2009.

[16] M. R. Gholami, H. Wymeersch, E. Strom, and M. Rydstrom, “Robust distributed positioning algorithms for cooperative networks,” in Proc. IEEE 12th Int. Signal Process. Advances Wireless Commun. Workshops (SPAWC 2011), Jun. 2011.

[17] M. R. Gholami, H. Wymeersch, E. G. Ström, and M. Rydström, “Wireless network positioning as a convex feasibility problem,” EURASIP J. Wireless Commun. and Networking, vol. 2011, no. 1, pp. 1–15, Nov. 2011.

[18] A. T. Ihler, J. W. Fisher, R. L. Moses, and A. Willsky, “Nonparametric belief propagation for self-localization of sensor networks,” IEEE J. Sel. Areas Commun., vol. 23, no. 4, pp. 809–819, Apr. 2005.

[19] C. Poleden, T. Pedersen, and B. H. Fleury, “A variational message passing algorithm for sensor self-localization in wireless networks,” in Proc. IEEE Int. Symp. Inform. Theory (ISIT 2011), Jul. 2011.

[20] V. Savic and S. Zazo, “Sensor localization using nonparametric generalized belief propagation in network with loops,” in Proc. 12th Int. Conf. Inform. Fusion (FUSION’09), Seattle, USA, Jul. 2009, pp. 1966–1973.

[21] V. Savic, H. Wymeersch, F. Penna, and S. Zazo, “Optimized edge appearance probability for cooperative localization based on tree-reweighted nonparametric belief propagation,” in Proc. IEEE Int. Conf. Acoust. Speech and Signal Process. (ICASSP 2011), Prague, Czech, May 2011, pp. 3028–3031.

[22] K. Das and H. Wymeersch, “Censored cooperative positioning for dense wireless networks,” in IEEE 21st Int. Symp. Personal, Indoor and Mobile Radio Commun. Workshops (PIMRC Workshops 2010), Istanbul, Turkey, Sep. 2010, pp. 262–266.

[23] ——, “Censoring for bayesian cooperative positioning in dense wireless networks,” IEEE J. Sel. Areas Commun., vol. 30, no. 9, pp. 1835–1842, Oct. 2012.
Hui Gao (S’10–M’13) received the B. Eng. degree in information engineering and the Ph.D. degree in signal and information processing from Beijing University of Posts and Telecommunications (BUPT), Beijing, China, in July 2007 and July 2012, respectively. From May 2009 to June 2012, he was a Research Assistant at the Wireless and Mobile Communications Technology R&D Center, Tsinghua University, Beijing. From April 2012 to June 2012, he was also a Research Assistant with Singapore University of Technology and Design, Singapore, where he later worked as a Postdoctoral Researcher from July 2012 to February 2014. He is currently an Assistant Professor with the School of Information and Communication Engineering, BUPT. His current research interests include massive multiple-input-multiple-output systems, cooperative communications, and ultrawideband wireless communications.

Xiaopeng Li received his B.S. degree in Information Engineering from South China University of Technology, Guangzhou, P. R. China, in 2013. He is currently pursuing the M.S. degree in the School of Information and Communication Engineering at Beijing University of Posts and Telecommunications, Beijing, P. R. China. His current research interests include belief propagation and cooperative localization.

Shaoshi Yang (S’09–M’13) received his B.Eng. degree in Information Engineering from Beijing University of Posts and Telecommunications (BUPT), Beijing, China in Jul. 2006, his first Ph.D. degree in Electronics and Electrical Engineering from University of Southampton, U.K. in Dec. 2013, and his second Ph.D. degree in Signal and Information Processing from BUPT in Mar. 2014. He is now working as a Postdoctoral Research Fellow in University of Southampton, U.K. From November 2008 to February 2009, he was an Intern Research Fellow with the Communications Technology Lab (CTL), Intel Labs, Beijing, China, where he focused on Channel Quality Indicator Channel (CQICH) design for mobile WiMAX (802.16m) standard. His research interests include MIMO signal processing, green radio, heterogeneous networks, cross-layer interference management, convex optimization and its applications. He has published in excess of 30 research papers on IEEE journals and conferences.

Shaoshi has received a number of academic and research awards, including the prestigious Dean’s Award for Early Career Research Excellence at University of Southampton; the FMC-Sierra Telecommunications Technology Paper Award at BUPT; the Electronics and Computer Science (ECS) Scholarship of University of Southampton; and the Best PhD Thesis Award of BUPT. He is a member of IEE/IET, and a junior member of Isaac Newton Institute for Mathematical Sciences, Cambridge University, U.K. He also serves as a TPC member of several major IEEE conferences, including IEEE ICC, GLOBECOM, PMRC, ICCVE, HPCC, and as a Guest Associate Editor of IEEE Journal on Selected Areas in Communications. (https://sites.google.com/site/shaoshiyang/)
Lajos Hanzo (M’91-SM’92-F’04) received his degree in electronics in 1976 and his doctorate in 1983. In 2009 he was awarded the honorary doctorate “Doctor Honoris Causa” by the Technical University of Budapest. During his 39-year career in telecommunications he has held various research and academic posts in Hungary, Germany and the UK. Since 1986 he has been with the School of Electronics and Computer Science, University of Southampton, UK, where he holds the chair in telecommunications. He has successfully supervised 100+ PhD students, co-authored 20 John Wiley/IEEE Press books on mobile radio communications totalling in excess of 10 000 pages, published 1400+ research entries at IEEE Xplore, acted both as TPC and General Chair of IEEE conferences, presented keynote lectures and has been awarded a number of distinctions. Currently he is directing a 60-strong academic research team, working on a range of research projects in the field of wireless multimedia communications sponsored by industry, the Engineering and Physical Sciences Research Council (EPSRC) UK, the European Research Council’s Advanced Fellow Grant and the Royal Society’s Wolfson Research Merit Award. He is an enthusiastic supporter of industrial and academic liaison and he offers a range of industrial courses.

Lajos is also a Fellow of the Royal Academy of Engineering, of the Institution of Engineering and Technology (IET), and of the European Association for Signal Processing (EURASIP). He is a Governor of the IEEE VTS. During 2008 - 2012 he was the Editor-in-Chief of the IEEE Press and a Chaired Professor also at Tsinghua University, Beijing. He has 22 000+ citations. For further information on research in progress and associated publications please refer to [http://www-mobile.ecs.soton.ac.uk](http://www-mobile.ecs.soton.ac.uk).