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Abstract

In this paper we introduce an image-based person re-identification dataset collected across five non-overlapping camera views in the large and busy airport in Dublin, Ireland. Unlike all publicly available image-based datasets, our dataset contains timestamp information in addition to frame number, and camera and person IDs. Also our dataset has been fully anonymized to comply with modern data privacy regulations. We apply state-of-the-art person re-identification models to our dataset and show that by leveraging the available timestamp information we are able to achieve a significant gain of 37.43% in mAP and a gain of 30.22% in Rank1 accuracy. We also propose a Bayesian temporal re-ranking post-processing step, which further adds a 10.03% gain in mAP and 9.95% gain in Rank1 accuracy metrics. This work on combining visual and temporal information is not possible on other image-based person re-identification datasets. We believe that the proposed new dataset will enable further development of person re-identification research for challenging real-world applications.

1. Introduction

Person re-identification (re-ID) aims at matching people across multiple non-overlapping camera views. Specifically, given a query image the task is to find a match in a large gallery of images. This task generally falls into the category of image retrieval problems. The environment in which the real-world person re-ID systems are deployed ranges from university campuses and streets to airports and train stations [4]. Currently, deep learning-based person re-ID has reached performance saturation on several public datasets. An example of this is the Market1501 dataset where some methods achieve higher Rank1 accuracy than humans [21]. The so-called “appearance ambiguity” [26] problem, where different individuals may have a similar appearance, makes it difficult for most person re-ID models to improve performance further by focusing solely on visual features.

Modern person re-ID research concentrates on deep learning-based approaches and over time migrated from the handcrafted features and distance metric learning. A timely and comprehensive review of the re-ID methods is provided in [27]. The size of publicly available academic person re-ID datasets has increased over time and this has facilitated the training of large deep learning-based models. Most present person re-ID methods, however, still do not scale to large datasets and ignore spatial-temporal constraints that could potentially alleviate the appearance ambiguity problem. The core of these algorithms is to learn pedestrian features and similarity functions that are view invariant and robust to camera change [19]. These methods are still far from applicable to large-scale real-world scenarios containing a large amount of candidate images (which, following the literature, we refer to as gallery images) that need to be searched to re-identify a person [26, 3]. An airport is a good example of this scenario, where there are potentially thousands of cameras, each generating tens of thousands if not hundreds of thousands of frames per minute, all of which are potential candidates for re-identification should spatial-temporal priors not be taken into account. The re-ID research on fusing visual and spatial-temporal information is, however, being hindered by the availability of suitable datasets. In this work, we make three contributions:

• First, we introduce a new dataset, called DAA [1] collected in the large and busy Dublin Airport in Ireland. The main feature of the DAA dataset is that all images contain time information (timestamps) in addition to the frame number, person, and camera IDs. Also, our dataset has been fully anonymized to comply with the strict data privacy regulations.

The name DAA stands for Dublin Airport Authority
was collected in a more realistic setting, this dataset features images extracted using the DPM detector and thus inherits problems of background clutter and misalignment. Other problems include viewpoint variations, detection errors, and low resolution \cite{Ahmed_2014_CVPR}. The dataset was collected from a total of six cameras (overlapping exists) placed in front of a campus supermarket in Tsinghua University. The authors provide false positive bounding boxes and also 2,793 false alarms and 500,000 distractors. There are 3.6 images on average for each of 1,501 identities and the total number of images amounts to 32,668. DukeMTMC-reID \cite{Zheng_2017_CVPR} is another large-scale dataset introduced in 2017 that features images collected outdoors on the Duke University campus. The dataset contains manually labeled bounding boxes for a total of 1,812 identities from eight cameras. There are 1,404 identities appearing in more than two cameras and 408 identities (distractors) appearing in only one camera \cite{Zheng_2017_CVPR}. Further, the dataset contains 2,228 query images, 17,661 gallery images, and 16,522 training images. Airport \cite{Ahmed_2014_CVPR, Ahmed_2015_SCI} is a relatively recent large-scale image-based person re-ID dataset released in 2018 that is close to our work in both aspects: a real-world airport environment and associated image type and quality. The data were collected from six non-overlapping indoor surveillance cameras in a mid-sized airport in Cleveland, USA. Each camera captured 12-hour long videos at 30 frames per second from 8AM to 8PM. In total, there are 39,902 bounding boxes and 9,651 unique identities. The authors employed the ACF \cite{DPM} framework to extract bounding boxes. Although not elaborated in \cite{Ahmed_2014_CVPR} and \cite{Ahmed_2015_SCI}, the images in the Airport dataset carry some relative time information. An example of an image from the query folder is 00011004_c37_t01_0002.jpg. From here we infer that the time is not given in seconds as \( t \) ranges from 1 to 40 in the query and gallery folders. We presume that this is the video clip number as each video was split in 40 clips (each 5 minutes long) \cite{Ahmed_2015_SCI}. We could not find any publication exploiting this temporal characteristic of the Airport dataset. In contrast to the previous datasets that capture data in public settings, the video data in the Airport dataset was collected under different viewpoints and illumination (front), 45°, 90° (right), 135°, and 180° (back) degrees. The dataset contains manually labeled bounding boxes for a total of 1,812 identities from eight cameras. There are 1,404 identities appearing in more than two cameras and 408 identities (distractors) appearing in only one camera \cite{Ahmed_2015_SCI}. Further, the dataset contains 2,228 query images, 17,661 gallery images, and 16,522 training images. Airport \cite{Ahmed_2014_CVPR, Ahmed_2015_SCI} is a relatively recent large-scale image-based person re-ID dataset released in 2018 that is close to our work in both aspects: a real-world airport environment and associated image type and quality. The data were collected from six non-overlapping indoor surveillance cameras in a mid-sized airport in Cleveland, USA. Each camera captured 12-hour long videos at 30 frames per second from 8AM to 8PM. In total, there are 39,902 bounding boxes and 9,651 unique identities. The authors employed the ACF \cite{DPM} framework to extract bounding boxes. Although not elaborated in \cite{Ahmed_2014_CVPR} and \cite{Ahmed_2015_SCI}, the images in the Airport dataset carry some relative time information. An example of an image from the query folder is 00011004_c37_t01_0002.jpg. From here we infer that the time is not given in seconds as \( t \) ranges from 1 to 40 in the query and gallery folders. We presume that this is the video clip number as each video was split in 40 clips (each 5 minutes long) \cite{Ahmed_2015_SCI}. We could not find any publication exploiting this temporal characteristic of the Airport dataset. In contrast to the previous datasets that capture data in public settings, the video data in the Airport dataset...
Table 2: Performance increase with the introduction of frame numbers on Market1501 and our proposed datasets. TR (Temporal Re-ranking) is our proposed re-ranking approach using temporal prior in Section 5. TLift, proposed in [15], models temporal probability with a Gaussian Kernel. TLift* is the same method as TLift, but uses the Gamma distribution instead.

|                      | Market1501 | Proposed DAA dataset |
|----------------------|------------|----------------------|
|                      | mAP | Rank1 | Rank5 | mAP | Rank1 | Rank5 |
| MLFN                 |     |       |       |     |       |       |
| Original             | 74.3 | 90.1  | 95.9  | 35.9 | 66.2  | 88.7  |
| +TR                  | +2.2 | +1.2  | +1.0  | +6.8 | 0     | -5.6  |
| +TLift               | +1.2 | +2.0  | +1.0  | +4.9 | +1.4  | -4.2  |
| +TLift*              | +1.0 | +1.5  | +0.8  | +7.1 | -2.8  | -4.2  |
| HACNN                |     |       |       |     |       |       |
| Original             | 75.3 | 90.6  | 96.2  | 31.8 | 62.0  | 83.1  |
| +TR                  | +2.2 | +1.6  | +0.5  | +4.6 | 0     | -5.6  |
| +TLift               | +1.3 | +1.7  | +0.9  | +3.9 | -1.4  | -1.4  |
| +TLift*              | +1.2 | +1.6  | +0.7  | +7.1 | -1.4  | -4.2  |

is streamed from the inside of the secure area, beyond the security checkpoint, of an airport [10]. As highlighted by the authors, it is generally very difficult to obtain data from such a camera network, which is similar to ours.

A few papers on spatial-temporal person re-ID [14][19][26] work with DukeMTMC-reID, Market1501, and sometimes the small-scale GRID dataset [17]. In these works a common approach is to treat the frame number as timestamp. The evaluation of the temporal performance of re-ID models is still considered to be under explored [10][26].

In the aforementioned datasets, which contain incomplete temporal information such as frame numbers, relative temporal difference within a camera can be inferred. Temporal differences across cameras, however, are impossible to infer. To demonstrate the extra performance that knowledge of frame numbers could impart, Table 2 shows a performance increase with the introduction of frame numbers on Market1501 and the proposed DAA dataset. We benchmark two state-of-the-art re-ID models such as MLFN [2] and HACNN [12] and observe that using the provided frame numbers can boost performance, especially mAP. Even by just using time prior (Section 5) within each camera, performance is better than that achieved with more complicated ranking methods like TLift [15]. The frame number can only be used to compute the within-camera time difference; however, most applications would require cross-camera search. To compute cross-camera time differences, timestamp information is needed instead of frame numbers. In Section 5 we show that significant improvements can be made just by using the timestamp information included in the proposed DAA dataset to re-rank results. This is shown in Table 2 and Table 5.

We conclude that none of the datasets reviewed above explicitly provide timestamp information and none have been anonymized (see Table 1). It is now accepted that there are significant privacy concerns when releasing new datasets across research communities [20]. At the time of writing, some of the image-based person re-ID datasets listed in Table 1 have been taken offline due to the privacy concerns [22] and/or facing potential legal challenges. It is reasonable to envisage that anonymization of faces could lead to performance decaying. However, recent work [4] shows that face anonymization of person re-ID datasets only marginally affects the performance of state-of-the-art person re-ID methods. Based on these findings we release an anonymized version of this new person re-ID dataset.

3. New Dataset

The proposed DAA dataset was collected in one day from 14-hours long CCTV surveillance videos starting from 3AM to 5PM in one transfer level of the busy airport in Dublin, Ireland. The camera network in this transfer level consists of five digital cameras covering non-overlapping fields of view and streaming videos at variable frame rates. Varying illumination conditions, reflective floor, and reflections in windows and on the walls make up some of the challenges for this work. Figure 2 shows the camera topology of the dataset; Table 7 provides the relative walking distances between cameras.

We extract and tag the timestamp information (in seconds) when processing videos and extracting keyframes with ffmpeg. The inclusion of time information is the most prominent feature of our dataset. We encode metadata about the images in the filenames; an example can be given by 21_c0900_t36000_frame0002300_2.jpg. Here the person ID is 21, and the camera ID is c0900. The t36000 code means this image was sampled at 10AM so that 10 × 60 × 60 = 36,000 seconds. The frame number is 2300 and this is the second bounding box extracted from that frame.

We perform annotation at two levels. In the first-level annotation we extract bounding boxes containing people. The resolution of each camera is 1920 × 1080 pixels. For the query camera C900 we manually annotate the bounding
Figure 1: Examples of anonymized gallery images for the person identity ID=2708. It can be seen that our dataset has such challenging attributes as occlusions, viewpoint variations, pose and illumination variations, missing body parts and background clutter.

Figure 2: Camera topology of our DAA dataset

For the anonymization we adopt the procedure recommended in [4] using the pre-trained TinyFaces face detector [9] to detect the faces first and then blur the regions detected with the large-kernel Gaussian to remove all privacy-sensitive information. We manually verify the quality of anonymization. Our DAA dataset is available under this link: https://bit.ly/3AtXTd6.

4. Methodology

In this section we benchmark some state-of-the-art person re-ID models on our new dataset and show that by using the available temporal constraint we are able significantly to boost performance.

4.1. Performance metrics

We evaluate the performance of re-ID models using the mean average precision (mAP) and Rank1 to Rank20 measures. These metrics rely on ranking images in the gallery dataset according to similarity with the query images. A similarity score is generated for each possible query/gallery image combination. For each query image, this similarity score is then used to rank all of the gallery images according to the estimated likelihood of the gallery image containing the individual in the query image. The top ranked image is the one that the system estimates as having the highest probability of containing the person in the query image, the second ranked image is the next most likely, and so on. Comparing the ranked results with the ground truth (images known to contain the same person as the query image) allows the computation of several metrics. The Rank1 metric evaluates the proportion of queries where the top-ranked gallery image contains the correct person (i.e. the same person appeared in both the query image and the top ranked gallery image); the Rank5 metric evaluates the proportion of queries where at least one of the top-5 ranked gallery images contains the correct person; and Rank10 and Rank20 are the proportion of queries identifying the correct person in at least one of the top 10 or 20 ranked gallery images, respectfully. Mean average precision (mAP) is calculated by taking the mean of average precision (AP) scores across all queries. It gives an estimate of how many images would contain the correct person in the top-n images for all n. In the evaluation of experiments we use a similar approach as in Market1501: gallery images, that share their person ID and camera ID

https://github.com/pierluigiferrari/ssd_keras
We conduct benchmark testing on the proposed DAA dataset. Table 3 details the results of this experiment. We use the Torchreid library by Kaiyang Zhou and Tao Xiang [33] to implement the state-of-the-art models 1 to 5. We adopt a cross-dataset methodology and train each model on the Airport dataset (3,493 images) for 60 epochs and evaluate on our DAA dataset. We train the BoT model for 120 epochs on the Airport dataset. Experiments for each model are repeated 20 times. We report the mean and standard deviation of each metric in these repeated experiments. Table 3 shows that MLFN and BoT are the two best models.

One thing to note when considering the results is that the re-ID work is skewed towards individuals wearing distinctive, often brightly coloured, clothing. Annotation, even manually, of individuals wearing dark clothing can be very challenging. Although ideally we would like to have completed our performance evaluation on a more balanced dataset of individuals, in the context of Dublin Airport, being able to correctly re-identify a few individuals within a crowd and combine this with crowd density mapping has the potential to provide information about general passenger flow through a space, as timestamps at different cameras can be used to pinpoint their appearance in a certain area at a given time.

Next, we proceed eliminating irrelevant gallery images using time information. We achieve the first improvement in our re-ID performance by reducing the number of images that are considered when searching the dataset to re-identify a particular person. Our full annotated dataset contains 1,029 candidate images in total for 71 identities. Considering all of these images for every identity being searched can result in an increased potential for false positives, which can arise, for example, by two individuals appearing very similar by coincidence. By imposing time constraints on gallery images we also reduce the total number of images to be processed and reduce theoretical number of multiplications needed when computing distances between query-gallery pairs.

Clearly, there is a strong prior over the candidate images in the gallery that arises from the fact that temporally close images are more likely to contain the same people. Specifically, people entering the airport for the first time only re-appear in future frames, and after leaving one camera are more likely to appear in another camera within a short period of time. We propose to constrain the search based on the available timestamp information t. In this experiment on our DAA dataset we construct reduced galleries for each query based on t_{query} + Δt where Δt = 30 minutes, for example. This step is based on the observation that a particular person will usually pass from the query camera C0900 through the relevant gallery cameras C0902, C0903, C0904, and C0926 in less than 30 minutes. This approach follows the procedure mentioned in [26], where authors use a spatial-temporal constraint to eliminate lots of irrelevant images in the gallery.

After constructing reduced galleries for each of the 71 query images, we run each re-ID model 71 times and compute the aggregate statistics afterwards. Table 4 shows the results for T_{min} ≤ Δt ≤ T_{max} minutes, clearly demonstrating the enormous improvement in mAP and Ranks 1 to 10. Specifically, we report the average performance gain in mAP across all models for the time interval [0, 30) as 37.43% and 30.22% gain in Rank1 accuracy.

### 5. A Novel Temporal Re-Ranking Approach

The previous experiments of eliminating candidate images that appear outside the Δt minute window from the query image corresponds to applying a box shaped prior distribution to the gallery images. Essentially, this sets the prior probability of an image containing the query identity to zero outside the Δt minute window, and gives equal probability to each candidate image within the Δt minute window. In the following, we describe experiments with more sophisticated priors which have been chosen to reflect the prior belief that, having left a camera, a person is likely to appear in another sooner rather than later. We then use the Bayesian update formula to integrate the evidence coming from the appearance models and the posterior probability of each candidate being relevant.

The following describes the theoretical motivation behind

### Table 3: Benchmarks on our DAA re-ID dataset. Training for each model is repeated 20 times, and mean performance and standard deviation are reported.

| Model       | mAP    | Rank1 | Rank5 | Rank10 | Rank20 |
|-------------|--------|-------|-------|--------|--------|
| 1 PCB       | 33.3 ± 1.6 | 63.8 ± 4.5 | 83.5 ± 3.3 | 88.8 ± 2.2 | 93.7 ± 1.8 |
| 2 MLFN      | 38.0 ± 1.6 | 66.7 ± 3.3 | 86.9 ± 2.8 | 91.7 ± 1.7 | 94.5 ± 0.9 |
| 3 HACNN     | 31.6 ± 0.9 | 65.4 ± 2.9 | 82.7 ± 2.1 | 88.7 ± 2.1 | 93.9 ± 1.5 |
| 4 Resnet50Mid | 32.9 ± 2.0 | 65.7 ± 4.7 | 83.5 ± 2.9 | 89.2 ± 1.6 | 92.7 ± 2.3 |
| 5 MuDeep    | 18.8 ± 0.4 | 52.3 ± 2.5 | 74.2 ± 2.3 | 81.8 ± 2.2 | 89.2 ± 1.3 |
| 6 BoT       | 37.1 ± 1.8 | **72.3 ± 4.4** | **89.5 ± 2.6** | **93.8 ± 2.3** | **96.4 ± 1.5** |

The following describes the theoretical motivation behind
We model the likelihood term on the right hand side of Eq 2 as

\[ P(Y|\Delta t, \Delta s) \propto P(x_q, x_g|Y)P(Y|\Delta t)P(Y|\Delta s). \]

where \( P(x_q, x_g|Y) \) is the probability of observing feature vectors \( x_q \) and \( x_g \) given that they contain the same identity and \( P(Y|\Delta t) \) can be interpreted as the prior probability of relevance conditioned only on time. If we further assume that the probability of observing feature vectors \( x_q \) and \( x_g \) is conditionally independent of \( \Delta t \) and \( \Delta s \) given \( Y \), and also make the naive assumption that \( \Delta t \) and \( \Delta s \) are also independent, then this simplifies to:

\[ P(Y|x_q, x_g, \Delta t, \Delta s) \propto P(x_q, x_g|Y)P(Y|\Delta t)P(Y|\Delta s). \]

We model the likelihood term on the right hand side of Eq 2 using a normal distribution centered on the query, and we use Laplace distribution to model spatial prior. That is:

\[ P(x_q, x_g|Y) \propto \exp \left\{ - \frac{||x_q - x_g||^2}{2\sigma^2} \right\}, \]  

\[ P(Y|\Delta s) \propto \exp \left\{ - \frac{||\Delta s||}{\sigma_s} \right\}, \]

where \( \sigma \) is the standard deviation of the Gaussian and controls how quickly the probability decays as the gallery image moves away from the query image in feature space. Larger \( \sigma \) values reduce the effect of the time prior. \( \sigma \) needs to be re-calibrated for each model separately to account for the differing scales of the feature space. The detailed choice of \( \sigma \) for Table 5 is reported in Table 9.

The prior term \( P(Y|\Delta t) \) in Eq 2 should be selected to reflect the fact that having left a camera, the query person is more likely to appear in another camera sooner rather than later. For example we could choose the Gamma family of distributions to allow flexible control over the prior. In this case, we model the temporal prior term using:

\[ P(Y|\Delta t) \propto (\Delta t)^{\alpha-1} e^{-\Delta t/\beta}, \]

where \( \alpha \) and \( \beta \) are hyperparameters controlling the shape of the distribution. Fig. 4 shows various probability distributions of which the parameters are estimated using empirical distribution of the DAA dataset. Table 8 gives the parameters fit for each probability distribution. Notice how the distributions place more probability that relevant images will appear earlier, and that they can be configured to account for a delay between leaving one camera and entering another.

After ranking by the updated posterior scores we obtain a significant improvement of 10.03% in mAP and 9.95% in Rank1 accuracy metrics compared to the results in Table 4. Again, we report the average performance gain across all models. Table 5 shows the performance improvements for the Gamma time prior distribution for the time interval \([0, 30]\).

An experiment using both spatial and temporal priors is reported in Table 4. We can see that comparing with temporal
Figure 3: Examples of query images and retrieved false positive (left) and false negative (right) samples. The left columns are the query images and the remaining images are retrieved examples.

| Model          | mAP | Rank1 | mAP | Rank1 | mAP | Rank1 | mAP | Rank1 |
|---------------|-----|-------|-----|-------|-----|-------|-----|-------|
| PCB [24]      | -1.2| +1.1  | -0.6| +0.7  | -0.2| +0.3  | +0.4| -0.9  |
| MLFN [2]      | -1.2| +1.3  | -0.5| +1.0  | -0.2| +0.1  | +0.8| -0.4  |
| HACNN [12]    | -1.0| -0.4  | -0.5| +0.0  | +1.0| -0.1  | +1.0| +0.1  |
| Resnet50Mid [28] | -0.9| -0.4  | -0.4| +0.0  | +0.1| -0.1  | +1.0| +0.1  |
| MuDeep [23]   | -2.2| -0.8  | -1.1| -0.1  | +0.3| -0.1  | +0.8| +0.0  |

Table 6: Improved re-ID performance by temporal and spatial re-ranking using a Gamma prior for [0, 30]. $\Delta s^*$ is using $P(Y|\Delta s) \propto \Delta s$ as spatial prior.

re-ranking alone, the result is almost identical. There are two possible explanations. First, the spatial information between subjects in the gallery and probe images are estimated using walking distances between cameras (see Table 7) and this estimation largely ignores subtle spatial differences between subjects. Second, the temporal and spatial priors are related since the more time passed, the larger the chance a subject could have walked further. Introducing the spatial prior provides little new information to improve the ranking. Our performance gain is on a par with the results reported in [32], which are based on the commonly used but computationally expensive re-ranking approach using $k$-reciprocal encoding.

6. Discussion

The individuals annotated and re-identified in this study were typically wearing brightly colored or distinctive clothes, meaning that model performance would likely degrade with
more varied query individuals, as even humans find it harder to distinguish between people wearing darker clothing in CCTV images.

The proposed approach, which takes full advantage of time information, could greatly improve the number of true positive samples retrieved. In fact, by applying time constraints, it increases the number of true positives by around 200%. Applying both prior and time constraints, it increases by around 210%, while both false positives and negatives are suppressed. There are still some hard samples in the gallery that are difficult to separate in the feature space. Figure 3 illustrates some false negative and false positive examples after applying the prior and time constraints. To determine the cut-off rank that dictates the number of negative and positive examples, we use a different ranking threshold for each query. For instance, if there should be 10 matched IDs in the gallery for a certain query, the cut-off rank would be 10, meaning that the top-10 images are retrieved as positive and the remainder is marked negative. We noticed that even with the introduction of time information, pedestrian pose changes and similar clothing colors and styles could be contributing factors to the increasing false positives and negatives.

Notwithstanding, the ability to successfully re-identify at least a proportion of people from annotated images derived from CCTV footage, as demonstrated in this paper, could be of significant interest to the airport authorities. If we assume that the majority of people will move through the airport in a similar way, then the combination of two approaches: re-ID for a few individuals within a crowd and crowd density mapping, could provide key insights into passenger flow. For example, being able to evaluate whether an area of high crowd density at a given point in time is likely to dissipate or transfer to another area in the airport.

The proposed dataset with time prior re-ranking could also be of benefit to the recent development of unsupervised and/or self-supervised learning [25, 13] in re-ID research since the re-ranking process is simple, efficient, and fast. Given timestamp information, re-ranking could plug into any of the current implementations of unsupervised and/or self-supervised learning pipelines.

7. Conclusion

Most of the published person re-ID algorithms conduct supervised training and testing on single labeled datasets of small size, so directly deploying these trained models to a large-scale real-world camera network may lead to poor performance due to underfitting [19]. Also, most re-ID algorithms consider only appearance models and thus concentrate on deep learning for visual feature representation [26]. Our initial experiments with additional temporal constraints demonstrate considerable improvement in person re-ID performance on our DAA dataset, which is now publicly available. This research is not possible on other image-based datasets. Using time-reduced galleries and additional temporal re-ranking step yields the significant performance gain of 47.46% in mAP and 40.17% in Rank1 accuracy as compared to the results previously reported.
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