Robust non-local means filter for ultrasound image denoising
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ABSTRACT

This paper introduces a new approach to non-local means image denoising. Instead of using all pixels located in the search window for estimating the value of a pixel, we identify the highly corrupted pixels and assign less weight to these pixels. This method is called robust non-local means.

Numerical and subjective evaluations using ultrasound images show good performances of the proposed denoising method in recovering the shape of edges and important detailed components, in comparison to traditional ultrasound image denoising methods.
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1. INTRODUCTION

Owing to the fact that ultrasound images are noninvasive and harmless to the human body, they are widely used in different medical applications. These images, however, are corrupted by speckle noise due to the imaging principle. The speckle noise can reduce the contrast of these images and blur the edges and details, such that the reliability of the image decreases and the clinical diagnosis is affected. One can make use of image processing methods for suppressing speckle noise to improve the quality and enhance the diagnostic potential of ultrasound image.

Different methods have been proposed during the last decades for the speckle reduction of ultrasound images. By transforming the multiplicative noise of the ultrasound images into an additive Gaussian one in Log compressed images, the NCD (Nonlinear Coherent Diffusion) method [1] was introduced. The developed version of the Perona and Malik diffusion method called SRAD (Speckle Reducing Anisotropic Diffusion) which casts the typical spatial adaptive filters into diffusion model was proposed to remove speckle noise of ultrasound images [2,3]. Due to the fact that the diffusion coefficient depends on noise in each iteration step, OSRAD (Oriented SRAD) filter [4] was proposed which is an extension of SRAD. This method was motivated by analyzing the properties of the numerical framework associated with SRAD filter by means of a semi-explicit scheme. This method is based on matrix anisotropic diffusion and is able to make the several diffusions across to the curvature directions. Several methods based on Total Variation (TV) minimization approach for ultrasound image despeckling have been introduced (for example see [5,6]). These methods use the norm of TV as the smoothing term. In addition, some methods use Rayleigh distribution to model the distribution of noise in the ultrasound images [7,8]. Based on the Rayleigh distribution modeling, different ultrasound image denoising methods were proposed [9–11]. The TV norm exploited in these methods for preservation of edges is not in harmony with speckle removing due to the fact that the noise is very large. In other words, the details are blurred when noise is suppressed or details are preserved but the noise is not well eliminated.

Morphological component analysis using nonlinear operators (erosion, dilation, opening and closing), is one of the effective tools for decomposition of the given signal or image into superposed contributions from different sources. Owing to the fact that the noise free signal or image and the noise are fundamentally different morphological components, one can easily consider them as two different sources and adopt the morphological component analysis to separate the unknown noise from the noiseless signal or image. Methods based on morphological analysis can easily handle the denoising task when the image is contaminated by the non-additive noise such as salt and pepper noise and multiplicative noise [12-13].

Denoising methods applied to ordinary images [14-17] can be used for ultrasound image despeckling after applying a Log transformation to them. One of the most powerful denoising methods is non-local means which can be used along with a Log transformation to reduce noise of ultrasound images. In this method the similarity between two pixels depends on the similarity of the patches surrounding the pixels [18]. A new modification to the weights of the NL-means (non-local means) method is proposed in this paper such that the more a pixel is noisy, the less weight it has.
We call this method robust NL-means. Experimental results demonstrate that this method has a better performance when denoising ultrasound images corrupted by multiplicative noise compared with the traditional NL-means method.

The organization of this paper is as follows. In the next section, the NL-means algorithm is briefly reviewed and the proposed method is presented in detail. Experimental results, including a comparison with the traditional NL-means methods, are given in section 3. Finally, section 4 presents the conclusions.

2. PROPOSED ROBUST NL-MEANS ALGORITHM

Suppose that a discrete noisy image is given denoted by \( v = \{ v(i) \mid i \in I \} \), the estimated value for the \( i \)th pixel denoted by \( \text{NL}(i) \), is computed as a weighted average of all the gray levels in the image

\[
\text{NL}(i) = \sum_{j \in I} w(i, j) v(j)
\]

(1)

in which \( w(i, j) \) is the weight corresponding to the value \( v(j) \) for estimating the \( i \)th pixel. Although in the traditional definition of the NL-means algorithm, the pixels of the whole image are considered in the estimation of the intensity of each pixel, for practical applications, the number of pixels considered in the weighted average is limited to a neighborhood search window \( S_i \) around the \( i \)th pixel. In more detail, the weight \( w(i, j) \) is determined by the similarity between the intensities of the local patches \( v(N_i) \) and \( v(N_j) \) centered around the \( i \)th pixel and \( j \)th pixel, respectively, such that \( 0 \leq w(i, j) \leq 1 \) and \( \sum_j w(i, j) = 1 \), where \( N_i \) denotes a square neighborhood, centered around the \( k \)th pixel and is surrounded by the search window \( S_i \). For measuring the similarity, a decreasing function (usually an exponential function) of the weighted Euclidean distance \( \| v(N_i) - v(N_j) \|_{L^2}^2 \) is used, where \( \| v(N_i) - v(N_j) \|_{L^2}^2 \) is the traditional L2-norm which is convolved with a Gaussian kernel of standard deviation \( \sigma \). Owing to the fact that closer pixels are more dependent, they should have larger weights in the window comparison. Therefore, the Gaussian kernel is utilized to assign different weights corresponding to the pixel position, i.e., the central pixel in the window contributes more to the distance compared with the peripheral pixels. The weights \( w(i, j) \) are defined as follows:

\[
w(i, j) = \frac{1}{C(i)} e^{-\frac{\| v(N_i) - v(N_j) \|_{L^2}^2}{h^2}}
\]

(2)

in which \( C(i) \) is the normalizing constant:

\[
C(i) = \sum_{j \in S_i} e^{-\frac{\| v(N_i) - v(N_j) \|_{L^2}^2}{h^2}}
\]

(3)

which guarantees that \( \sum_j w(i, j) = 1 \), and \( h \) is the function parameter by which the decay of the weights as a function of the Euclidean distances is controlled. Because of the fast decay of the exponential function, the computed weights for large Euclidean distances are approximately zero, i.e., this function acts as an automatic threshold. Therefore, the NL-means compares both the intensity level in a single point and the geometrical configuration in a whole neighborhood to achieve a more robust comparison compared with the neighborhood filters.

By using the Euclidean distance for the noisy neighborhoods, one can conclude [18]:

\[
E \| v(N_i) - v(N_j) \|_{L^2}^2 = \| u(N_i) - u(N_j) \|_{L^2}^2 + 2\sigma_n^2
\]

(4)

in which \( u \) is the noise free image, \( v \) denotes the noisy image and \( \sigma_n \) is the standard deviation of noise. Due to the fact that the Euclidean distance preserves the order of the similarity between pixels in the expected value sense, the algorithm is robust.
The ability of the NL-means method to remove the noise and preserve the edges, has made this algorithm one of the most successful ones for image denoising. However, when the noise increases, the performance of this method decreases significantly and the denoised image suffers from blurring and lack of image details [19]. The main reason is that all pixels including highly corrupted pixels and non-corrupted pixels, located in the search window Si , contribute to estimate the value of the ith pixel. Note that less weights should be given to the highly corrupted pixels by an ideal algorithm when the value of the ith pixel is estimated. Therefore, the algorithm should identify the highly corrupted pixels and assign less weights to these pixels. For this purpose, we introduce a new modification to the weights of the NL-means algorithm. In our strategy, a Gaussian filter is firstly applied to the noisy image to reduce the effect of noise as much as possible. Then, to measure the level of corruption for each pixel, an approach based on the local difference value is used. Finally, a decreasing function of this value is taken into account in the calculation of the weights of the NL-means algorithm.

Given a noisy image \( v(j) \), the proposed robust NL-means method, filters the image by a Gaussian kernel to obtain the denoised image \( \hat{v}(j) \). If the difference value between \( v(j) \) and \( \hat{v}(j) \) is large, the jth pixel is considered as a corrupted pixel. So the proposed algorithm uses the denoised image \( \hat{v}(j) \) to obtain the modified weights as follows:

\[
NL(i) = \sum_{j \in S_i} w(i, j) v(j)
\]

\[
w(i, j) = \frac{1}{C(i)} \exp \left( -\frac{||v(N_i) - v(N_j)||_2^2}{h_1^2} - \frac{||v(j) - \hat{v}(j)||}{h_2^2} \right)
\]

where \( h_1 \) and \( h_2 \) are the function parameters controlling the decay of the weights as a function of the Euclidean distances and that of the weights as a function of the level of noise of the jth pixel, respectively. In addition, \( C(i) \) is the normalizing constant. As described before, due to the fast decay of the exponential function, it can be used as an automatic threshold such that if the difference value between \( v(j) \) and \( \hat{v}(j) \) is larger than the threshold, the jth pixel is a highly corrupted pixel and the weight of it in estimating the ith pixel is approximately set to zero.

3. NUMERICAL EXPERIMENTS

The method proposed in this paper is used to remove the speckle noise of medical ultrasound images. The proposed method is compared with several speckle suppression methods such as the Frost filter [20], LEE method [21], SRAD method [2], and ML-means method [18]. The parameters of the proposed method are set to: the size of the search window \( S_i = 21 \times 21 \), the size of the neighborhood window = 7 \times 7, the value of the parameter \( h_1 = 9\sigma_n \), and the values of the parameter \( h_2 = 148 / \sigma_n \), where \( \sigma_n \) is the standard deviation of noise.

Here, two real ultrasound images are used in the experiments which are shown in Figs. 1(a) and 2(a). The results for the Frost filter are shown in Figs. 1(b) and 2(b), those for the LEE method are shown in Figs. 1(c) and 2(c), those for the SRAD method are shown in Figs. 1(d) and 2(d), those for the SRAD method are shown in Figs. 1(e) and 2(e), and those for the proposed method are shown in Figs. 1(f) and 2(f).

The human eye may not be merely sufficient for assessment of the despeckling capability as there are tiny details which are not distinguishable by the human perception. Another problem in assessing real ultrasound images is that original noise-free images is not available. Hence, it is not possible to employ traditional criteria such as PSNR (Peak Signal to Noise Ratio), EPI (Edge Preservation Index), and SSIM (Structural Similarity) [22-24]. However, it is still needed to observe the speckle suppression, edge preservation, and presence of artifacts after the despeckling process. Therefore, an evaluation method that is different from those used for ordinary images has to be designed for ultrasound images. Here, the NIQE (No Reference Image Quality Assessment) [25] is used which does not need the original noise free image to evaluate the performance of despeckling algorithms. The lower the value of NIQE, the better the quality of the denoised image. The NIQE results for the two ultrasound images are shown in Tables 1 and 2, respectively.

As can be seen from the figures, the proposed method not only removes the noise, but also maintains details better than other methods. In addition, the proposed method performs better than other despacking methods in terms of the NIQE index.
Fig. 1. Ultrasound image denoising using different methods. (a) Noisy image. (b) Denoised image using FROST [20]. (c) Denoised image using LEE [21]. (d) Denoised image using SRAD [2]. (e) Denoised image using NL-means [18]. (f) Denoised image using robust NL-means.

Fig. 2. Ultrasound image denoising using different methods. (a) Noisy image. (b) Denoised image using FROST [20]. (c) Denoised image using LEE [21]. (d) Denoised image using SRAD [2]. (e) Denoised image using NL-means [18]. (f) Denoised image using robust NL-means.
Table 1. NIQE values for the first ultrasound images.

| Method          | NIQE   |
|-----------------|--------|
| FROST method    | 27.14  |
| LEE method      | 28.37  |
| SRAD method     | 28.70  |
| NL-means method | 27.57  |
| Proposed method | 25.41  |

Table 2. NIQE values for the second ultrasound images.

| Method          | NIQE   |
|-----------------|--------|
| FROST method    | 25.28  |
| LEE method      | 26.71  |
| SRAD method     | 26.45  |
| NL-means method | 25.96  |
| Proposed method | 23.32  |

4. CONCLUSION

This paper has presented a new despeckling method for removing noise of ultrasound images. The proposed method is a robust one in which the highly corrupted pixels were identified and less weights were assigned to these pixels. The proposed algorithm were tested on two real ultrasound images. The result of the experiments are shown in the figures. In addition, the NIQE metric was used to evaluate the results of various ultrasound despeckling methods. As it was shown in the figures and tables, the proposed method can better remove noise of real ultrasound images.

REFERENCES

[1] K. Elmoniem, A. Youssef, Y. Kadah, Real-time speckle reduction and coherence enhancement in ultrasound imaging via nonlinear anisotropic diffusion, IEEE Trans. Biomed. Eng. 49 (2002) 997–1014.
[2] Y. Yu, S. Acton, Speckle reducing anisotropic diffusion, IEEE Trans. Image Process. 11 (2002) 1260–1270.
[3] Y. Yu, J. Molloy, S. Acton, Three-dimensional speckle reducing anisotropic diffusion, in: Proc. 37th Asilomar Conf. Signals, Systems and Computers, vol. 2, 2003, pp. 1987–1991.
[4] K. Krissian, C. Westin, R. Kikinis, K. Vosburgh, IEEE Trans. Image Process. 16 (2007) 1412–1424.
[5] C. Sheng, Y. Xin, Y. Liping, S. Kun, Total variation-based speckle reduction using multigrid algorithm for ultrasound images, in: Proc. Int. Conf. Image Analysis and Processing, vol. 3617, 2005, pp. 245–252.
[6] K. Djemal, Speckle reduction in ultrasound images by minimization of total variation, in: Proc. Int. Conf. Image Processing, vol. 3, 2005, pp. 357–360.
[7] P. Coupe, P. Hellier, C. Kervrann, C. Barillot, Nonlocal means-based speckle filtering for ultrasound images, IEEE Trans. Image Process. 18 (2009) 2221–2229.
[8] Z. Tao, H. Tagare, J. Beaty, Evaluation of four probability distribution models for speckle in clinical cardiac ultrasound images, IEEE Trans. Med. Imaging 25 (2006) 1483–1491.
[9] L. Denis, F. Tupin, J. Darbon, M. Sigelle, SAR image regularization with fast approximate discrete minimization, IEEE Trans. Image Process. 18 (7) (2009) 1588–1600.
[10] A. Sarti, C. Corsi, E. Mazzini, C. Lamberti, Maximum likelihood segmentation of ultrasound images with Rayleigh distribution, IEEE Trans. Ultrason. Ferroelectr. Freq. Control 52 (6) (2005) 947–960.
[11] G. Andria, F. Attivissimo, L. Lanzolla, M. Savino, A suitable threshold for speckle reduction in ultrasound images, IEEE Trans. Instrum. Meas. 62 (8) (2013) 2270–2279.
[12] Yu, Chong, and Xiong Chen. "Remote sensing image denoising application by generalized morphological component analysis." International Journal of Applied Earth Observation and Geoinformation 33 (2014): 83-97.
[13] Hamid Reza Moetamedzadeh, Nazanin Afrasiabi, Mohammad Reza Hairy Yazdi “A New Image Denoising Algorithm Using Morphological Diffusion” J. Basic. Appl. Sci. Res., 3 (2013): 564-569.
[14] Shahdoosti, H.R. and Hazavei, S.M., 2017. Combined ripplet and total variation image denoising methods using twin support vector machines. Multimedia Tools and Applications, pp.1-19.
[15] Shahdoosti, H.R. and Khayat, O., 2016. Combination of anisotropic diffusion and non-subsampled shearlet transform for image denoising. Journal of Intelligent & Fuzzy Systems, 30(6), pp.3087-3098.
[16] Shahdoosti, H.R. and Hazavei, S.M., 2017. Image denoising in dual contourlet domain using hidden Markov tree models. Digital Signal Processing, 67, pp.17-29.
[17] Shahdoosti, H.R. and Khayat, O., 2016. Image denoising using sparse representation classification and non-subsampled shearlet transform. Signal, Image and Video Processing, 10(6), pp.1081-1087.
[18] Buades, Antoni, Bartomeu Coll, and Jean-Michel Morel. "A non-local algorithm for image denoising." Computer Vision and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference on. Vol. 2. IEEE, 2005.
[19] Kumar, BK Shreyamsha. "Image denoising based on non-local means filter and its method noise thresholding." Signal, image and video processing 7.6 (2013): 1211-1227.
[20] V.S. Frost, J.A. Stiles, K.S. Shanmugan, J.C. Holtzman, A model for radar images and its application to adaptive digital filtering of multiplicative noise, IEEETrans. Pattern Anal. Mach. Intell. (2) (1982) 157–166.
[21] J.-S. Lee, Digital image enhancement and noise filtering by use of local statistics, IEEE Trans. Pattern Anal. Mach. Intell. (2) (1980) 165–168.
[22] O. Khayat, J. Razjouyan, M. Aghvami, H. R. Shahdoosti, and B. Loni, "An automated GA-based fuzzy image enhancement method," In Computational Intelligence for Image Processing, 2009. CHI’09. IEEE Symposium on, pp. 14-19, 2009.
[23] Shahdoosti, H.R. and Javaheri, N., 2017. Pansharpening of Clustered MS and Pan Images Considering Mixed Pixels. IEEE Geoscience and Remote Sensing Letters, 14(6), pp.826-830.
[24] O. Khayat, H. R. Shahdoosti, and A. J. MotJagh, "An Overview on Model Based Approaches in Face Recognition," International Conference on Artificial Intelligence, Knowledge Engineering and Databases, pp. 109-115, 2008.
[25] A. Mittal, R. Soundararajan, A.C. Bovik, Making a completely blind imagequality analyzer, IEEE Signal Process. Lett. 20 (3) (2013) 209–212.