Uses of complex metrics in cosmology

Caroline Jonas, Jean-Luc Lehners and Jerome Quintin

Abstract: Complex metrics are a double-edged sword: they allow one to replace singular spacetimes, such as those containing a big bang, with regular metrics, yet they can also describe unphysical solutions in which quantum transitions may be more probable than ordinary classical evolution. In the cosmological context, we investigate a criterion proposed by Witten (based on works of Kontsevich & Segal and of Louko & Sorkin) to decide whether a complex metric is allowable or not. Because of the freedom to deform complex metrics using Cauchy’s theorem, deciding whether a metric is allowable in general requires solving a complicated optimisation problem. We describe a method that allows one to quickly determine the allowability of minisuperspace metrics. This enables us to study the off-shell structure of minisuperspace path integrals, which we investigate for various boundary conditions. Classical transitions always reside on the boundary of the domain of allowable metrics, and care must be taken in defining appropriate integration contours for the corresponding gravitational path integral. Perhaps more surprisingly, we find that proposed quantum (‘tunnelling’) transitions from a contracting to an expanding universe violate the allowability criterion and may thus be unphysical. No-boundary solutions, by contrast, are found to be allowable, and moreover we demonstrate that with an initial momentum condition an integration contour over allowable metrics may be explicitly described in arbitrary spacetime dimensions.

Keywords: Classical Theories of Gravity, Field Theories in Higher Dimensions, Models of Quantum Gravity, Solitons Monopoles and Instantons

ArXiv ePrint: 2205.15332
1 Introduction

Einstein’s equations work just as well with complex-valued metrics as with real-valued ones. In loose analogy with quantum mechanics, where we work with a complex wave function, yet real observables, there seems to be no obstacle to use complex-valued metrics as long as the observable quantities remain real. In fact, analytically continued metrics have proven very useful, with the best-known examples linked to black hole physics: complexified black hole metrics provide the shortest route to calculating thermodynamic properties of black holes [1].

In cosmology, the main hope is that complex metrics may be able to regularise the big bang by replacing it with a non-singular geometry. In this vein, complex metrics may provide glimpses of quantum gravity, allowing us to see beyond the singularity that is all but unavoidable when working with Lorentzian metrics and stable matter fields [2–6]. Moreover, in the path integral approach to quantum gravity, where one sums over geometries, it is very natural to include complex metrics in the sum, for instance in order to find good integration contours [7].
Despite these appealing features, it seems clear that not all complex metrics can make physical sense. For example, Witten has discussed complex wormhole solutions with vanishing action [8] — it is clear that such geometries should not be included in a path integral, as they would have the same weighting as classical solutions. Hence there must be some criterion (or perhaps a whole set of criteria) that specifies which metrics are allowed and which not.

This question has been discussed over many years (e.g., [9–12]) and sparked renewed interest recently. In a seminal work, Louko & Sorkin discussed topology change in two dimensions and proposed that one should only allow complex geometries on which a real scalar field theory can be consistently defined [10]. By consistently defined, they meant that the path integral for a scalar field should be manifestly convergent on allowed geometries. Quite independently, Kontsevich & Segal have considered the question of which background geometries are suitable for defining quantum field theories on them [13]. Their criterion may be seen as a generalisation of that of [10] to arbitrary dimensions and arbitrary quantum fields with local energy momentum tensors. Witten then proposed to investigate this same criterion in quantum gravity [8], noting that complex metrics that have proven useful, such as complexified black holes, satisfy said convergence conditions, while a number of pathological metrics, such as the complex wormholes mentioned before, do not.

In the same spirit, we wish to continue an exploration of the Louko-Sorkin-Kontsevich-Segal-Witten (LSKSW) criterion in the context of early universe cosmology, in particular in minisuperspace models. In a preliminary study, one of us [14] had noted that the LSKSW criterion may have significant consequences for gravitational integration contours and that no-boundary saddle points lie on the boundary of the allowed domain of metrics when the no-boundary wave function is defined in momentum space. Here we generalise the latter finding to arbitrary spacetime dimensions and also identify suitable integration contours. The boundary of the space of allowable metrics again plays a big role, just as it did in the work of Kontsevich & Segal. Indeed, Lorentzian metrics all reside on the boundary, but we find that in minisuperspace path integrals, it can be non-trivial to reach this boundary along an integration contour. Crucial in such an analysis is the ability to identify which metrics are allowable and which not. This is a rather non-trivial task, and we discuss several methods that tackle this question. We also discuss examples of quantum transitions across (or rather ‘around’) the big bang, from a contracting to an expanding universe. The examples we consider are found to be non-allowable, and they cast doubt on whether quantum bounces may be consistent. This is a striking example showing the impact that a restriction on complex metrics can have.

This work may also be seen as a refinement of our earlier work on cosmological amplitudes [15], the take-home message being that semi-classical consistency is a powerful condition, and models that satisfy it should be given our serious attention. In the absence of laboratory experiments creating universes, mathematical consistency may yet lead us to the far reaches and the early times of our universe.

The table of contents above provides the outline for our paper. A word on notation: we use Greek letters to denote spacetime indices regardless of the metric signature and for any spacetime dimensions. We also use units of $8\pi G_N = 1$ throughout, and in numerical computations we set the cosmological constant to $\Lambda = 3$ unless stated otherwise.
2 Metric allowability

2.1 Pathological complex metrics

As recently emphasized by Witten [8], when considering the gravitational path integral it proves necessary to restrict the sum over complex metrics; many pathological examples can be constructed when one allows the metric to take any complex values. Here we will illustrate this point with an example familiar from the no-boundary proposal.

The no-boundary proposal is a theory for the initial conditions of the universe, originally proposed by Hartle & Hawking [16]. It is formulated as a Euclidean path integral over compact and regular four-dimensional manifolds, whose only boundary is the present three-dimensional hypersurface. In the semi-classical limit, this path integral is approximated by the sum over its saddle point geometries (also referred to as instanton geometries). These geometries are generally complex, making the no-boundary proposal an ideal testbed for a criterion of allowable complex metrics. The simplest instanton is given by the lower half of a four-sphere \( S^4 \) glued at its equator to the waist of a four-dimensional de Sitter hyperboloid \( dS_4 \). The metrics are given by the line elements

\[
\begin{align*}
\text{d} s^2_{S^4} &= \text{d}\tau^2 + \frac{\sin^2(H\tau)}{H^2} \text{d}\Omega_3^2, \\
\text{d} s^2_{dS_4} &= -\text{d}t^2 + \frac{\cosh^2(Ht)}{H^2} \text{d}\Omega_3^2,
\end{align*}
\]

(2.1a)

(2.1b)

where \( \text{d}\Omega_3^{(3)} \) is the metric on a three-sphere of constant radius \( 1/H \), and the two metrics are related to each other through the following Wick rotation:

\[
t = -i \left( \tau - \frac{\pi}{2H} \right).
\]

(2.2)

If we decide to glue onto the ‘South Pole’ of the half four-sphere an entire new four-sphere, we find a new instanton solution. We can actually add \( n \) such four-spheres below our original instanton to create \( n \) new instanton solutions. An example of this is given in figure 1 with two additional spheres. These instanton geometries provide a large contribution to the wave function,

\[
\Psi \sim \exp \left[ -\frac{1}{2} \left( n + \frac{1}{2} \right) \frac{I(S^4)}{h} + i\varphi \right] = \exp \left[ +\frac{4\pi^2}{h} \left( \frac{2n+1}{H^2} + iH \left( q_1 - \frac{1}{H^2} \right)^{3/2} \right) \right],
\]

(2.3)

where \( I(S^4) \) is the on-shell Euclidean Einstein-Hilbert (EH) action of the four-sphere, \( \varphi \) is the phase given by the de Sitter hyperboloid, and \( q_1 \) is the value of the scale factor squared evaluated on the final hypersurface. We see that the amplitude of the wave function grows exponentially with \( n \), which would imply that the more four-spheres we glue below the solution, the more probable it becomes, and the wave function diverges as \( n \to \infty \). This is a nonsensical result, and we would not want the path integral to sum over these geometries. We will see that the criterion on complex metrics studied here renders non-allowable the addition of any number of Euclidean four-spheres to the original no-boundary proposal, irrespective of the time path chosen, thus resolving the puzzle just presented.
Figure 1. Left: spacetime depiction of the no-boundary solution with two additional spheres glued onto the original South Pole. ‘Time’ evolves forwards from bottom to top: it is Euclidean when the geometries are spheres and Lorentzian when it becomes the hyperboloid. Right: graphical representation of the time path (orange curve) in the complex plane for $\tau$, where the horizontal axis denotes Euclidean time (real $\tau$, imaginary $t$) and where the vertical axis denotes Lorentzian time (imaginary $\tau$, real $t$). The curve changes direction at the moment of the Wick rotation (of $90^\circ$ in the complex plane). The blue dots indicate the south poles of the Euclidean spheres, and the black dot indicates the late-time Lorentzian de Sitter geometry. The dotted orange curves show possible deformations of the time path such that the zeroes of the scale factor are avoided by going into the Lorentzian direction.

It is important to stress that the exact time path followed in the example given above is not necessarily rigid: if the boundary conditions remain respected, changes in the complex time path do not modify the action and therefore the path integral.\footnote{This is essentially due to the fundamental theorem of calculus for complex analytic functions, which implies independence of path. Therefore, the statement applies as long as the complex time paths lie in a simply connected open domain of $\mathbb{C}$ and as long as the Lagrangian for the given model is analytic (or equivalently holomorphic) on that domain, i.e., Cauchy’s integral theorem must hold. As such, this cannot hold if singularities exist within the given domain. This caveat is relevant in situations where large anisotropies are present, see [17]. In the present paper we restrict our analysis to isotropic cosmologies.} For instance, while the transition from Euclidean to Lorentzian time is instantaneous in the description given above of the original no-boundary proposal (and as depicted in the left-hand side of figure 1), it need not be infinitely sharp. The transition can certainly be smooth as depicted on the right-hand side of figure 1, and this yields the same wave function — therefore, we consider the time paths equivalent. Moreover, the path could certainly avoid the zeroes of the scale factor where the spheres’ poles meet by doing an infinitesimal deformation into the Lorentzian direction — this is depicted by the dotted curves in the right plot of figure 1. Generally, such deformations would take the form

$$ds^2 = \tau'(u)^2 du^2 + \frac{\sin^2[H\tau(u)]}{H^2} d\Omega^2(3), \quad (2.4)$$

where $u$ is a real variable with domain $\mathcal{U} \subseteq \mathbb{R}$ (usually some closed interval) parameterising the deformation $\tau(u) : \mathcal{U} \mapsto \mathbb{C}$. This function is assumed to be continuously differentiable,
and its derivative is denoted by a prime. The resulting time path is also assumed to be simple, such that it admits no closed time loop.

### 2.2 The LSKSW allowability criterion

Now that we have motivated the necessity of distinguishing between ‘good’ and ‘bad’ complex metrics in the context of quantum cosmology, we will present one possible criterion for making this distinction, namely the LSKSW criterion.

The genesis of this criterion goes back to Louko & Sorkin [10], where they formulated a first version for scalar fields in $1 + 1$ dimensions. Their point was that even though the variational principle for deriving equations of motions from the EH action works with smooth and invertible metrics, non-invertible metrics are sometimes necessary in cases of physical interest, such as topology changes in two spacetime dimensions, which are necessary, e.g., to compute the fundamental vertex of string theory (‘crotch’ singularity). They hence desired to extend the class of metrics entering the definition of the EH action by relaxing the non-invertibility assumption, rendering topology change kinematically possible. To this aim, they studied 2-dimensional Lorentzian analytic metrics vanishing at one single point and showed that those spacetimes can be regularised by a simple $+i\epsilon$ prescription. Crucially, they fix the sign of the regulator by requiring that the action for a massless scalar field, $S[\phi] = -\frac{1}{2} \int d^2 x \sqrt{-g} g^{\mu\nu} \partial\mu\phi\partial\nu\phi$, where $g \equiv \det(g_{\mu\nu})$, has a positive imaginary part, $\text{Im}(S[\phi]) > 0$, assuming that $\phi$ is real valued on the regularised spacetime. That way, the path integral $\int D\phi \exp \left( \frac{i}{\hbar} S[\phi] \right)$ is convergent on this regularised spacetime. Louko & Sorkin also noticed that by diagonalising the metric, $g_{\mu\nu} = \text{diag}(\lambda_0(0), \lambda_1(1))$, one could rewrite the convergence condition as $\text{Im}[\sqrt{-g}] = \text{Im}[\sqrt{-\lambda_0(0)\lambda_1(1)}] < 0$, and they speculated on the possibility of defining a similar criterion for other types of matter fields such as an electromagnetic field strength.

The second contribution to this criterion came from Kontsevich & Segal [13], who in the spirit of replacing the axioms of quantum field theory (QFT) characterised complex background geometries as allowable if any QFT could be consistently defined on these backgrounds. More precisely, on a spacetime manifold $\mathcal{M}$ of dimension $D \geq 2$, the complex invertible metric $g$ is allowable if the (kinetic part of the) Euclidean action for any real non-zero $p$-form gauge field $A$ with associated $q$-form field strength $F = dA$, $q = p + 1$, has a positive real part:

$$I_q[A] = \frac{1}{2q!} \int_{\mathcal{M}} d^D x \sqrt{\det(g)} g^{\mu_1\nu_1} \cdots g^{\mu_q\nu_q} F_{\mu_1\cdots\mu_q} F_{\nu_1\cdots\nu_q};$$

$g$ is allowable if $\forall q \leq D$, $\text{Re}(I_q[A]) > 0$. (2.5)

When $\text{Re}(I_q[A]) > 0$, the Euclidean path integral constructed from this action, of the form $\int DA \exp (-I_q[A]/\hbar)$, is convergent. When $q = 0$, there is no interpretation in terms of the field strength of a gauge field, but this case corresponds to a scalar field mass term, as already discussed by Louko & Sorkin [10] in two dimensions, and we see that their criterion matches the general proposition given here. As an illustrative example, the action of a real
massive scalar field on a Lorentzian background reads

$$S[\phi] = -\frac{1}{2} \int dt \, d^{D-1}x \sqrt{-g_L} \left( g_L^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi + m^2 \phi^2 \right)$$

$$= -\frac{i}{2} \int d\tau \, d^{D-1}x \sqrt{-g_E} \left( g_E^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi + m^2 \phi^2 \right) = iI[\phi], \quad (2.6)$$

where we used the Wick rotation $t = -i \tau$ for the second equality to transform the Lorentzian background metric to the Euclidean one. We recover the correct relation between the Lorentzian and Euclidean actions,

$$\text{Im} (S[\phi]) > 0 \Leftrightarrow \text{Im} \left( \sqrt{-g_L} \right) < 0, \quad (2.7)$$

is completely equivalent to convergence of the Euclidean path integral, which requires

$$\text{Im} (iI[\phi]) = \text{Re} (I[\phi]) > 0 \Leftrightarrow \text{Re} \left( \sqrt{g_E} \right) > 0. \quad (2.8)$$

In what follows (in particular, for the derivation of a pointwise criterion in the next paragraph), it will be less ambiguous to work with the Euclidean version of the criterion, as stipulated in (2.5). Nevertheless, it is important to understand that the criterion really applies to any complex metrics, whether Euclidean, Lorentzian, or anything in between. Therefore, in the example above, the requirements $\text{Re}[\sqrt{g}] > 0$ and $\text{Im}[\sqrt{-g}] < 0$ should be completely equivalent. Note, however, that this equivalence only holds when a particular choice of sign is taken for the square root of the determinant of the metric, namely $\sqrt{-g} = -i\sqrt{g}$. This choice is consistent with the $+$ sign usually taken when evaluating the square root of the determinant of a Lorentzian metric.

As proven in [13] and also rederived in [8, 14], the definition of allowable metrics (2.5) can be re-expressed as a very useful pointwise criterion: at a point $x \in \mathcal{M}$, the metric can be put in diagonal form

$$g_{\mu\nu}(x) = \lambda_{(\mu)}(x) \delta_{\mu\nu};$$

then the metric is allowable if and only if

$$\Sigma(x) \equiv \sum_{\mu=0}^{D-1} \left| \text{Arg} \left[ \lambda_{(\mu)}(x) \right] \right| < \pi \quad \forall \ x \in \mathcal{M}. \quad (2.9)$$

This is found by considering the pointwise inequality

$$\text{Re} \left[ \sqrt{g} g^{\mu_1 \nu_1} \cdots g^{\mu_q \nu_q} F_{\mu_1 \cdots \mu_q} F_{\nu_1 \cdots \nu_q} \right] > 0, \quad (2.10)$$

which follows from (2.5), for successive values of $q$. This is the version of the criterion we will use in the rest of this paper. We will refer to $\Sigma(x)$ as the LSKSW function and to the inequality $\Sigma(x) < \pi$ as the LSKSW or allowability bound.

A few comments before going further. Kontsevich & Segal require working with real gauge fields because they aim to define quantum states in Hilbert space using path integrals. A Euclidean transition amplitude, written in the Schrödinger picture as a bra and a ket

\footnote{The diagonalisation should be done such that the coordinates remain real, i.e., it is only the matrix coefficients that may be complex valued.}
sandwiching an evolution operator, \( \Psi[1 \rightarrow 2] = \langle 2 | \exp \left( -\tau \hat{H}/\hbar \right) | 1 \rangle \) (where \( \hat{H} \) is the Hamiltonian operator), corresponds to a path integral fixed at its two ends. In this sense, a quantum state composed of an evolved ket \(|\psi_1\rangle = \exp \left( -\tau \hat{H}/\hbar \right) | 1 \rangle \) can be viewed as a path integral fixed at only one of its ends. Then, if the matter fields are real, the path integral over them can be carried out along the real line and integration contours can be defined locally in field space. However, if the matter fields are allowed to take complex values, then the path integral is defined via analytic continuation, and the thimbles in the complexified field space, along which one integrates, depend on the two ends of integration. Thus, these thimbles cannot be specified \textit{a priori} when only one end is fixed, obstructing the definition of quantum states. One might wonder if this argument is too strong and if well-defined transition amplitudes might be enough. Kontsevich & Segal use their axioms to argue that they lead to unitary QFTs, which is evidently a desirable property. It is not clear at present if such a proof could be extended to complexified fields (presumably with additional restrictions). Another argument for why one should only consider real matter fields is that for \( p \)-forms with \( p \geq 1 \) (i.e., not scalar fields) the field configurations also include some integer variables often called the monopole numbers, the instanton numbers, or the fluxes, and integers cannot be analytically continued, though, as noted in [8], this would only lead to a weaker global, and not a local, restriction. Finally, we point out that the addition of a complex scalar field in the no-boundary proposal introduces strong non-localities since in that case the South Pole values of the scalar field are found to depend on the final size of the universe [18], leading to the highly non-local picture of a universe constantly ‘recalculating itself’ as it expands — this effect can be avoided if the scalar field remains real and at an extremum of the potential.

The final step in this allowability criterion, taken by Witten in [8], consists in applying the criterion (2.5) not only to QFTs on curved backgrounds, but also to quantum gravity. This application is speculative because here no formal proof exists (simply because quantum gravity is not a complete theory). Nevertheless, the criterion is supported at the semi-classical level by the fact that all ‘good’ examples of complex metrics leading to sensible results were found to be allowable, while all ‘bad’ examples were non-allowable. This is also the case for the pathological metric described in the previous subsection, as we will show in section 4.

Here we apply the allowability criterion to quantum cosmology, including off-shell configurations, significantly extending what was initiated in ref. [14]. For early universe cosmological models, there is no doubt that such a criterion must exist, and the LSKSW criterion is the only sensible one we have at our disposal for now. Given the support we find for this criterion, we suspect that it will eventually be derived directly from some underlying physical principles of quantum gravity, though the full quantum gravity criterion might well end up being even more restrictive.

### 2.3 Computational methods to determine allowability

The condition (2.9) provides a conceptually simple way of characterising allowable complex metrics. In practice, determining whether a given metric satisfies this condition or not can, however, be a rather involved task. To simplify it, we have devised several methods, which
are particularly well suited to minisuperspace models in which the metric is parameterised by several functions of time only. The first two methods are conceptually simple, but not always conclusive, while the method presented in section 2.3.3 always works as a criterion of allowability.

### 2.3.1 Optimising deformations of the time contour

In [8, 14], the on-shell metric of the no-boundary solution was found to be allowable by deforming the time contour in the complex plane so as to find a time path where the LSKSW bound was satisfied everywhere. Similarly, here we consider a metric to be allowable if a continuous and differentiable deformation of the time contour, keeping boundary points fixed, can render it allowable. As already explained, this is justified by the fact that such a change does not alter the value of the action (as long as there are no holes in the domain), nor any observable quantities such as the transition amplitude calculated from the path integral.

In general, the aim is, therefore, to try to find one time path that satisfies the LSKSW bound. A time-consuming (and not very efficient) way is to run an optimisation algorithm on the value of the LSKSW function, where the optimisation parameters characterise the time path in a judicious way, until finding a set of parameters for which \( \Sigma(t) < \pi \forall t \).

It is useful to work with a normalised time variable that is such that the boundary conditions of a particular solution are set at an initial time \( t = 0 \) and a final time \( t = 1 \). The idea is then to promote the real, straight path from \( t = 0 \) to \( t = 1 \) to a complex path \( t(u) : [0, 1] \rightarrow \mathbb{C} \) such that \( t(0) = 0 \) and \( t(1) = 1 \). The function \( t(u) \) may depend on a number of real parameters \( c_1, c_2, \ldots \) (say \( n \) of them, collectively written \( \vec{c} \)), so let us actually denote the parameterised path by \( t(u; \vec{c}) \). Given some compact domain \( \mathcal{A} \subset \mathbb{R}^n \) for the set of parameters, the optimisation procedure then corresponds to finding whether

\[
\min_{\vec{c} \in \mathcal{A}} \max_{u \in [0, 1]} \Sigma(t(u; \vec{c})) < \pi.
\]

This equation uses the fact that demanding \( \Sigma(t(u; \vec{c})) < \pi \forall u \in [0, 1] \) at fixed \( \vec{c} \) is equivalent to requiring the maximal value of \( \Sigma(t(u; \vec{c})) \) for \( u \) in the range from 0 to 1 to lie below \( \pi \) (again at fixed \( \vec{c} \)). Then, this becomes a minimisation problem in the parameter space \( \mathcal{A} \), where one succeeds as soon as a set of parameters \( \vec{c} \) is found such that the LSKSW bound is satisfied.\(^3\) If the global minimum does not respect the LSKSW bound, then this means that either the parameterisation of the time path is not good enough, or the bound

\(^3\) We work with homogeneous metrics for the rest of this work, hence the LSKSW function will only depend on time, not on space.

\(^4\) A word on methodology: the numerical implementation of the above optimisation problem has been carried out using the basin-hopping algorithm (see, e.g., [19, 20]) of the SciPy Python package [21]. The procedure is set up such that there are two nested basin-hopping optimisations: at every point \( \vec{c} \) in the parameter space \( \mathcal{A} \) explored by the outer minimisation, an inner maximisation is called over \( u \in [0, 1] \) to find the global maximum of \( \Sigma \). If this maximum is below \( \pi \), the algorithm is stopped; otherwise, the optimisation over \( \mathcal{A} \) is continued until a certain number of iterations has been reached. This cannot guarantee that the value on the left-hand side of (2.11) is truly a global minimum, but it is often sufficient to find local minima. When performing an optimisation for many different metrics, we took advantage of parallelisation using the multiprocessing package.
is actually impossible to satisfy (in which case the metric is non-allowable). However, this
method cannot be conclusive in such a case, as it would require computationally checking
an infinite number of possibilities. We will present more conclusive techniques in the
next sub-sections, but this numerical optimisation is useful to develop intuition about al-
lowable metrics. For this purpose, we have used the following parameterisation (with a
5-dimensional parameter space), which is a linear combination of the straight path with
the addition of the first three terms of a Fourier series in the complex time direction, to-
gether with a power-law function (inspired by the path that worked in [14]) that starts by
following the direction in which the metric is Euclidean and then smoothly interpolates to
the direction in which it is Lorentzian:

$$t(u; c_1, \ldots, c_5) = c_5[ u + ic_1 \sin(\pi u) + ic_2 \sin(2\pi u) + ic_3 \sin(3\pi u)]$$
$$ + (1 - c_5)e^{i(\vartheta - \pi/2)}[(1 - (1 - u)c_4)\sin(\vartheta) + iu^{c_4}\cos(\vartheta)]. \quad (2.12)$$

In the above, $\vartheta \equiv \text{Arg}(-N)$ is used to appropriately rotate the power-law part of the path
as a function of the fixed lapse $N$ for a given (on- or off-shell) solution. Various numerical
ranges have been explored for $c_1, \ldots, c_5$, but as an example, many successful paths could be
found with the Fourier coefficients $c_1, c_2, c_3 \in [-1/2, 1/2]$, power-law coefficient $c_4 \in [1, 10]$, and linear weighting coefficient $c_5 \in [0, 1]$. In the figures presented below, this numerical
optimisation (when successful) was used in conjunction with the more analytic techniques
that we will describe next.

### 2.3.2 Checking for uncrossable ridges

There is a neat verification that can be performed in order to check whether a certain
solution may immediately violate the LSKSW bound for any time paths. To do so, let us
split our diagonalised homogeneous metric into temporal and spatial parts. For instance,
we can write quite generally our metric ansatz in the form

$$\text{ds}^2 = -f(t)dt^2 + \sum_{j=1}^{D-1} q_{(j)}(t)(\sigma^j)^2 = -f(t(u))t'(u)^2du^2 + \sum_{j=1}^{D-1} q_{(j)}(t(u))(\sigma^j)^2, \quad (2.13)$$

where the $\sigma^j$s are differential 1-forms on the spatial hypersurface, and then the LSKSW
function reads

$$\Sigma(t(u)) \equiv \Sigma_{\text{temporal}}(t(u)) + \Sigma_{\text{spatial}}(t(u)) = \left|\text{Arg} \left[-f(t(u))t'(u)^2\right]\right| + \sum_{j=1}^{D-1} \left|\text{Arg} \left[q_{(j)}(t(u))\right]\right|. \quad (2.14)$$

Due to the absolute values, one has $\Sigma_{\text{temporal}}(t(u)) \geq 0$ and $\Sigma_{\text{spatial}}(t(u)) \geq 0$, thus one
always has $\Sigma(t(u)) \geq \Sigma_{\text{temporal}}(t(u))$ and $\Sigma(t(u)) \geq \Sigma_{\text{spatial}}(t(u))$. From this, the existence
of a connected path from $t(0) = 0$ to $t(1) = 1$ where $\Sigma_{\text{spatial}}(t(u)) < \pi \forall u \in [0, 1]$ is a
necessary (but not sufficient) condition for the existence of a path satisfying the LSKSW
bound. Thus, if there is an obstruction to the existence of any such connected paths, it is
a sufficient criterion to declare that the LSKSW bound is violated (or at best saturated,
I.e., with $\Sigma = \pi$) for this metric. The advantage of this criterion is that it only depends on
Figure 2. An example of the ridge obstruction picture in the complexified \( t \) plane. The ‘seas’ (cyan regions) are where \( \Sigma_{\text{spatial}}(t) < \pi \), and the ‘ridges’ (red regions) are where \( \Sigma_{\text{spatial}}(t) \geq \pi \). On the left, one has an example where the ridges do not present an obstruction and where we can find a simply connected smooth path between \( t = 0 \) and \( t = 1 \) (represented in both pictures by the black dots) along which \( \Sigma_{\text{spatial}}(t) < \pi \). Whether the LSKSW bound can actually be satisfied along such a path is however not guaranteed and must be decided based on other methods. On the right, one has an example where there is a ridge obstructing the way between \( t = 0 \) and \( t = 1 \). This implies that the LSKSW bound is necessarily violated.

In practice, we must typically restricts ourselves to a bounded, closed domain of the complex plane (therefore compact; let us call it \( \mathcal{B} \subset \mathbb{C} \)). If the real part of the time path grows monotonically (so that Lorentzian time never stops or turns around), then this sets the restriction \( \text{Re}(t) \in [0, 1] \). Similarly, we can set some bound regarding how far in the imaginary direction a time path can go, e.g., \( \text{Im}(t) \in [-1, 1] \) (in this case, \( \mathcal{B} \) is rectangular). We then simply need to check whether there exists a simply connected subset \( \mathcal{S} \subseteq \mathcal{B} \) where \( \Sigma_{\text{spatial}}(t) < \pi \ \forall \ t \in \mathcal{S} \), which contains the start and end points \( t = 0 \) and \( t = 1 \). If there is no such region \( \mathcal{S} \), then this means that time paths within \( \mathcal{B} \) inevitably have to cross a region where \( \Sigma_{\text{spatial}}(t) \geq \pi \), hence violating the LSKSW bound. In many cases, even if \( \mathcal{B} \) is compact, this can be enough to convince oneself that the result in fact holds true for \( \mathcal{B} \) extending to positive and negative imaginary infinity.

Pictorially, such an obstruction resembles a ‘ridge’ exceeding the ‘sea’ of \( \Sigma_{\text{spatial}} < \pi \) points and blocking the way between \( t = 0 \) and \( t = 1 \); as an example see figure 2. This ‘no-ridge criterion’ is very useful when we start investigating specific early universe cosmological models. Indeed, we will be concerned with homogeneous and isotropic metrics, which are solutions to general relativity with a cosmological constant for various boundary conditions. In particular, we will study classical transitions, as well as the no-boundary proposal with Neumann-Dirichlet and Dirichlet-Dirichlet boundary conditions. The path integral for all those scale factor solutions will involve summing over geometries in the complex plane for the lapse \( N \). Thus, for any fixed value of \( N \), we have a metric for which we can write down
the LSKSW function and apply the no-ridge criterion. The way we assess this criterion is by using a ‘walking algorithm’: upon discretising the region $B$, one starts from $t = 0$ and explores the complex time plane by trying to go forwards in $\text{Re}(t)$ in small increments and reach $t = 1$, while always staying ‘in the water’, i.e., keeping $\Sigma_{\text{spatial}}(t) < \pi$. If it is impossible, we declare the metric non-allowable. While this is approximate in the sense that the numerical procedure has limited precision (given by the inverse lattice spacing) and in the sense that it is restricted to a bounded region of the complex plane, we have found the method to be perfectly robust. Some results are displayed in figure 3. It is important to notice that the no-ridge criterion already renders non-allowable large portions of the geometries, especially at large $|N|$. This indicates the potential power of the LSKSW criterion to constrain complex metrics that should be non-allowable in path integrals.

**Figure 3.** Results of the walking algorithm for the different models that will be studied in this work. In red: points where a ridge is found (the LSKSW bound is violated). In grey: points where no obstruction is found, hence where further investigation is needed. Saddle points (i.e., classical solutions) are represented in blue.
2.3.3 Allowable time domains

We are now in a position to describe our most powerful method to determine allowability. To explain it, let us turn our attention to a particular homogeneous and isotropic metric of the form of eq. (2.13), which is of common use in minisuperspace quantum cosmology [22], and which we use repeatedly throughout this work:

$$\text{d}s^2 = -\frac{N^2}{q(t)} \text{d}t^2 + q(t) \text{d}\Omega^2_{(D-1)} = -\frac{N^2}{q(t(u))} t'(u)^2 \text{d}u^2 + q(t(u)) \text{d}\Omega^2_{(D-1)}.$$ (2.15)

For this metric, the LSKSW criterion [where the LSKSW function is of the form of (2.14)] reads

$$\Sigma(t(u)) = \left| \text{Arg} \left[ -\frac{N^2}{q(t(u))} t'(u)^2 \right] \right| + (D-1) \left| \text{Arg} [q(t(u))] \right| < \pi \quad \forall \, u \in [0, 1].$$ (2.16)

Suppose we are dealing with a geometry that passed the no-ridge criterion, i.e., for which there exist time paths such that \(\Sigma_{\text{spatial}}(t(u)) = (D - 1) |\text{Arg}[q(t(u))]| < \pi \, \forall \, u \in [0, 1];\) this tells us that on these paths the quantity \(\pi - (D - 1) |\text{Arg}[q(t(u))]|\) is always positive. Then, our goal is to isolate \(t'(u)\) from the temporal part of the LSKSW function in order to obtain an ordinary differential inequality — said differently, at each point in the complexified time plane there will be a range of directions \(t'(u)\) which are such that the LSKSW bound remains satisfied. The inequality (2.16) is equivalent to (unless otherwise stated, the equations must hold for any values of \(u\) in the range \([0,1]\))

$$-\pi + (D - 1) |\text{Arg} [q(t(u))]| < \text{Arg} \left[ -\frac{N^2}{q(t(u))} t'(u)^2 \right] < \pi - (D - 1) |\text{Arg} [q(t(u))]|.$$ (2.17)

Upon using properties of the complex argument, this condition can be rewritten as

$$F_{\text{min}}(t(u)) < \text{Arg} \left[ t'(u) \right] < F_{\text{max}}(t(u)),$$ (2.18)

where we defined

$$F_{\text{min}}(t(u)) \equiv -(n + 1)\pi + \frac{D - 1}{2} |\text{Arg}[q(t(u))]| - \frac{1}{2} \text{Arg} \left[ \frac{N^2}{q(t(u))} \right],$$

$$F_{\text{max}}(t(u)) \equiv -n\pi - \frac{D - 1}{2} |\text{Arg}[q(t(u))]| - \frac{1}{2} \text{Arg} \left[ \frac{N^2}{q(t(u))} \right],$$ (2.19)

and where \(n \in \{-2, -1, 0, 1\}\) appears due to the fact that the principal value of the argument of a complex number has to remain within the range \((-\pi, \pi]\).

The inequalities (2.18) imply that, at any point \(t(u) \in \mathbb{C}\), the slope of a time path passing through that point has to lie within some interval delimited by \(F_{\text{min}}(t(u))\) and \(F_{\text{max}}(t(u))\) in order to respect the LSKSW bound at that point. Therefore, one can actually find lower and upper bounds on the allowable time paths. Indeed, since the paths all have to start at \(t(0) = 0\), one can solve the corresponding initial value problems (IVPs) for the ordinary differential equations\(^5\) \(\text{Arg}[t'_{\text{min}}(u)] = F_{\text{min}}(t(\text{min}(u))\) and \(\text{Arg}[t'_{\text{max}}(u)] = F_{\text{max}}(t(\text{min}(u))\) and

---

\(^5\)Since \(F_{\text{min}}\) and \(F_{\text{max}}\) can take four different values each in order to have the correct principal value for the complex argument, one actually has to solve four IVPs for \(t_{\text{min}}(u)\) and four for \(t_{\text{max}}(u)\). It is nevertheless straightforward to then verify which solutions correspond to the correct lower and upper bounds.
\[ \text{Arg}[t'_{\text{max}}(u)] = F_{\text{max}}(t_{\text{max}}(u)). \] Then, it follows from Petrovitsch’s theorem [23] that time paths \( t(u) \) respecting the inequalities (2.18) have to lie within the curves \( t_{\text{min}}(u) \) and \( t_{\text{max}}(u) \) for all values of \( u > 0 \). This means that the LSKSW bound is satisfied if and only if the region within the curves \( t_{\text{min}}(u) \) and \( t_{\text{max}}(u) \) contains the required end point \( t = 1 \).

This method is powerful since one can use it to conclusively determine whether or not a given solution has time paths respecting the LSKSW bound, without having to find (or optimise) an actual allowable path. Practically, it often involves solving a few IVPs by resorting to numerical algorithms, which always comes with some level of numerical imprecision, but the method has proved itself to be quite robust. We will show examples of how this method is used in the subsequent sections.

2.4 Comment on Lorentzian metrics

Here we show that any homogeneous Lorentzian metrics cannot be changed by a (smooth) complex deformation of the time path into geometries that respect the LSKSW bound everywhere. In fact, we show that these metrics at best saturate the LSKSW bound.

We consider a homogeneous metric ansatz of the form (in particular, it could be a Bianchi spacetime of any type)

\[ ds^2 = -N^2 dt^2 + \sum_{j=1}^{D-1} a^2_j(t)(\sigma^j)^2, \quad (2.20) \]

whose LSKSW function reads

\[ \Sigma(t) = |\text{Arg}[-N^2]| + \sum_{j=1}^{D-1} |\text{Arg}[a^2_j(t)]|. \quad (2.21) \]

If the metric (2.20) is real and Lorentzian for some solutions \( a_j(t) \in [a_0, a_1] \forall \ t \in [t_0, t_1] \), then in particular the lapse \( N \) and the scale factors squared \( a^2_j(t) \) are real valued everywhere, hence one immediately concludes that the LSKSW bound is saturated with \( \Sigma(t) = \pi \forall \ t \in [t_0, t_1] \).

If we now consider complex time paths with the same boundaries \( t(0) = t_0 \in \mathbb{R}, \ t(1) = t_1 \in \mathbb{R} \), the metric and LSKSW function respectively become

\[ ds^2 = -N^2 t'(u)^2 du^2 + \sum_{j=1}^{D-1} a^2_j(t(u))(\sigma^j)^2, \quad (2.22a) \]

\[ \Sigma(t(u)) = |\text{Arg}[-N^2 t'(u)^2]| + \sum_{j=1}^{D-1} |\text{Arg}[a^2_j(t(u))]|. \quad (2.22b) \]

Then for \( t(u) \in \mathbb{C} \forall u \in (0,1) \), the scale factor becomes complex, and the spatial part of the LSKSW function may become non-zero. Thus, any hope of reducing \( \Sigma \) below \( \pi \) lies in having a time path with a non-trivial direction such that \( \Sigma_{\text{temporal}} < \pi - \Sigma_{\text{spatial}} \). However, for the time path to start and end on the real-\( t \) axis at \( t_0 \) and \( t_1 \), respectively, the time trajectory must ‘turn around’ in the imaginary direction, and so there must exist at least one point \( u_* \in (0,1) \) along the trajectory where \( \text{Im}[t'(u_*)] = 0 \) and so where \( t'(u_*) \) is...
Figure 4. Example of a smooth deformation of the time path between $t_0 = 0$ and $t_1 = 1$ in the complex plane. The point $t(u_\star)$ is plotted in red, where the tangent of the complex path is parallel to the real axis, and thus where $\text{Arg}[t'(u_\star)] = 0$.

purely real and positive (assuming again the real part of time always grows monotonically), hence where $\text{Arg}[t'(u_\star)] = 0$. See figure 4 for a depiction. Therefore, the temporal part of the LSKSW function equates $\pi$ at that point, and thus we find that $\Sigma(t(u_\star)) \geq \pi$. Consequently, the LSKSW bound is violated (or again at best saturated$^6$).

The way to regularise all these metrics is by adding a factor $(1 \mp i\epsilon)$, $0 < \epsilon \ll 1$, to the time-time component of the metric [8] (see also [24]). This is not a smooth deformation, in the sense that the two choices of $\mp$ sign are not smoothly related [8]. This regularisation implies a change in the value of the action and hence is a true deformation of the metric and not just a rewriting. As we will see, there are contexts in which such an $i\epsilon$ deformation is useful.

To end this section, let us mention that saturating the LSKSW bound (when $\Sigma = \pi$ everywhere, as in the case of real Lorentzian metrics described in this subsection) is synonym of conditionally convergent path integrals, which may or may not be problematic. Indeed, while reasonable QFTs may not be properly defined on backgrounds violating the LSKSW bound ($\Sigma > \pi$) since they lead to divergent path integrals, this is not necessarily true for metrics saturating the bound. Conditionally convergent integrals are more subtle to treat than traditional Gaussian-like integrals, and as path integrals they dependent on the order of integration. Therefore, absolute convergence is favorable, and that is why the LSKSW bound ($\text{Re}(I) > 0$ or $\Sigma < \pi$) does not allow for equality, only strict inequality. Let us note that Picard-Lefschetz theory is exactly the right tool to define conditionally convergent integrals, re-writing them as sums of absolutely convergent integrals (see, e.g., [25, 26]). Thus, one could say that Picard-Lefschetz theory provides a way of unambiguously defining what is meant by a conditionally convergent integral, removing the ambiguities with orders of integration. Applying this procedure to gravity would thus be the obvious thing to do [26], but there is a subtlety, which we will encounter in all specific examples studied.

$^6$Saturation is generally not even realised with a complex time path here since it could only occur if $a^2_{ij}(t(u_\star))$ had a phase of $2n\pi$, $n \in \{1, 2, \cdots\}$, in every spatial direction $j$ (a phase of 0 is excluded since $t(u_\star)$ itself would have a non-zero phase). However, since the phases of the $a^2_{ij}$s vary continuously from 0 at the start of the path, one would necessarily cross another location where at least one of the phases is $\pi$, and hence where the LSKSW bound is violated.
below \cite{8, 14}, namely that the resulting integration contours run into regions that do not satisfy the allowability bound — thus, in all cases we have studied, we find that the steepest descent integration contours provided by Picard-Lefschetz theory are cut off.

3 Classical transitions

The first cosmological geometries for which we are going to study the allowability criterion are those related to classical transitions in a closed, 4-dimensional universe. Assuming general relativity with a positive cosmological constant $\Lambda$ without matter and using the $3 + 1$ decomposition of the metric where $N$ is the lapse, $\beta$ is the shift, and $h$ is the metric on spatial hypersurfaces, the transition amplitude between two three-dimensional hypersurfaces $\Sigma_0, \Sigma_1 \subset \mathcal{M}$ can be computed via the gravitational path integral

$$\Psi[\Sigma_0 \to \Sigma_1] = \int_{\Sigma_0} DN D\beta Dh \exp \left( \frac{i}{\hbar} \int_{\mathcal{M}} d^4x \sqrt{-g} \left( \frac{R}{2} - \Lambda \right) + \sum_{n=0,1} b_n \int_{\Sigma_n} d^3x \sqrt{\det(h)} K \right),$$

where $R$ is the four-dimensional Ricci scalar and $K$ is the trace of the three-dimensional extrinsic curvature tensor on the hypersurfaces $\Sigma_{0,1}$ bounding the 4-manifold $\mathcal{M}$. The coefficients $b_n \in \{-1, 0, 1\}$ of the Gibbons-Hawking-York surface terms determine the type of boundary conditions one may impose. We will be interested in transitions between large, classical values of the scale factor, hence $b_0 = -1$ and $b_1 = 1$. For such transitions, we would like to study both the saddle points and the off-shell geometries that are summed over in the path integral.

As is often the case when considering early universe cosmological models, we restrict the metric to a minisuperspace model. We further assume closed spatial sections, so the spacetime’s manifold topology is $\mathbb{R} \times S^3$. If we keep the minimum possible number of degrees of freedom, we may usefully write the metric as

$$ds^2 = -\frac{N^2}{q(t)} dt^2 + q(t) d\Omega^2_{(3)},$$

where $q(t)$ is the squared-scale factor and $N$ is the lapse function. This simplified ansatz enables calculations to be performed analytically. In particular, the shift integration becomes trivial, and the action turns out to be quadratic in $q$ \cite{22},

$$S = 2\pi^2 \int dt \, N \left( -\frac{3q^2}{4N^2} + 3 - \Lambda q \right),$$

hence the path integral over the scale factor is a simple Gaussian integral. (A dot denotes a derivative with respect to $t$.) Despite its simplicity, this Friedmann-Lemaître-Robertson-Walker (FLRW) form of the metric is a good approximation of our early universe, which is experimentally known to be extremely homogeneous and isotropic (e.g., from observations of the cosmic microwave background \cite{27}).

The analysis of the path integral proceeds as follows \cite{22}: from the action, one performs the variational principle with respect to $N$ and $q$; the classical solution $\bar{q}$ to the resulting
equation of motion for \( q \), which respects the boundary conditions \( q(0) = q_0 \) and \( q(1) = q_1 \) \((q_0 \leq q_1)\), is then found to be

\[
\bar{q}(t) = \frac{\Lambda}{3} N^2 t (t - 1) + (q_1 - q_0) t + q_0.
\]

This solution allows one to perform the integral over the scale factor by a change of variables \([22, 26]\), reducing the action (now on-shell in the scale factor, but not in the lapse) to

\[
S_{\text{on-shell}}(N) = 2\pi^2 \left[ \frac{\Lambda^2}{36} N^3 + \left( 3 - \frac{\Lambda(q_0 + q_1)}{2} \right) N - \frac{3(q_1 - q_0)^2}{4N} \right].
\]

We are then left with an integral over the lapse, \( \Psi \sim \int_{C} dN \exp \left[ \frac{i}{\hbar} S_{\text{on-shell}}(N) \right] \), along some contour \( C \) in the complex plane. This integral can be performed in the saddle point approximation; the four saddle points are found to be

\[
N_{\text{SP}} = \frac{3}{\Lambda} \left( \pm \sqrt{\frac{\Lambda q_1}{3} - 1} \pm \sqrt{\frac{\Lambda q_0}{3} - 1} \right) .
\]

These four saddle points are real valued as long as the scale factor is never smaller than the waist of the de Sitter hyperboloid, i.e., if \( 3/\Lambda \leq q_0 \leq q_1 \), hence the geometries they describe fall in the category of Lorentzian homogeneous metrics discussed in section 2.4, which as we have shown reside on the boundary of the domain of allowable complex metrics.

The two inner saddle points (which are time reversals of one another) describe expanding de Sitter solutions, where the scale factor monotonically increases from \( q_0 \) to \( q_1 \), while the outer saddle points (again time reversals of one another) describe classical de Sitter bouncing solutions, where the scale factor first decreases from \( q_0 \) to the waist of the de Sitter hyperboloid \((q = 3/\Lambda)\) and from there increases again up to \( q_1 \).

We aim to study the structure of this lapse integral in more detail, in particular the locations of the saddle points and the associated steepest descent contours. For this we must determine the allowability of the metrics that enter this integral, i.e., the metrics that satisfy the equation of motion for the scale factor, but which are off-shell regarding the lapse constraint. We may start by looking at large \(|N|\): writing \( N = |N| e^{i \text{Arg}(N)} \), the classical solution is well approximated by

\[
\bar{q}(t) \big|_{|N| \to \infty} \simeq \frac{\Lambda}{3} |N|^2 e^{2i \text{Arg}(N)} t (t - 1)
\]

when \( t \neq 0, 1 \). Whatever simply connected complex time path \( t(u) \) we take, it must necessarily cross the line \( \text{Re}[t(u)] = 1/2 \) if it evolves continuously from \( t = 0 \) to \( t = 1 \). Then at that point we can write \( t = 1/2 + i\rho \) for some \( \rho \in \mathbb{R} \), and so \( t(t - 1) = -1/4 - \rho^2 \) is a negative real number. Therefore, the spatial part of the LSKSW function at \( t = 1/2 + i\rho \) reads

\[
\Sigma_{\text{spatial}}(t = 1/2 + i\rho) = 3|\text{Arg} \left[ \bar{q}(1/2 + i\rho) \right]| \simeq 3 \left| \text{Arg} \left[ \left( -\frac{1}{4} - \rho^2 \right) \frac{\Lambda}{3} |N|^2 e^{2i \text{Arg}(N)} \right] \right| = 3|\pm \pi + 2 \text{Arg}(N)| .
\]
Since \( \Sigma \geq \Sigma_{\text{spatial}} \), this means that for \( |N| \to \infty \), if

\[
|\pm \pi + 2 \text{Arg}(N)| \geq \frac{\pi}{3},
\]

the LSKSW bound is for sure violated and the metric is not allowable. We conclude that, asymptotically, the metrics in question are not allowable if

\[
\text{Arg}(N) \in (-\pi, -2\pi/3] \cup [-\pi/3, \pi/3] \cup [2\pi/3, \pi],
\]

leaving only two wedges centered on the Euclidean axis. Note that this means that, perhaps surprisingly, metrics for which the real part of the lapse is large are not allowable. This is due to the fact that when the real part of the lapse gets very large, the squared-scale factor starts diving to negative values for some interval of time (because the first, negative term in (3.4) will dominate for values of \( t \) not near \( 0, 1 \)), and thus the signature of the metric changes.

How large must \( |N| \) be for the approximation (3.7) to hold? To estimate this, let us use (3.4) to compute

\[
\bar{q}(1/2 + i\rho) = \frac{\Lambda |N|^2 e^{2i\text{Arg}(N)}}{3} \left( -\frac{1}{4} - \rho^2 \right) + \frac{q_1 + q_0}{2} + i\rho(q_1 - q_0),
\]

\[
= -\frac{\Lambda |N|^2 (1/4 + \rho^2)}{3} e^{2i\text{Arg}(N)} + \frac{(q_1 + q_0)}{2} \sqrt{1 + 4\rho^2 \left( \frac{q_1 - q_0}{q_1 + q_0} \right)^2} e^{i\varphi},
\]

where \( \varphi \equiv \text{Arg}\left[(q_1 + q_0)/2 + i\rho(q_1 - q_0)\right] \). The large \( |N| \) approximation is thus valid when the norm of the first complex number in (3.11) is much larger than the norm of the second one, which reduces to requiring

\[
|N|^2 \gg \frac{6(q_1 + q_0)}{\Lambda (1 + 4\rho^2)} \sqrt{1 + 4\rho^2 \left( \frac{q_1 - q_0}{q_1 + q_0} \right)^2}. \tag{3.12}
\]

The combination of factors \( [1 + 4\rho^2(q_1 - q_0)^2(q_1 + q_0)^{-2}]^{1/2}/(1 + 4\rho^2) \) is always contained between 0 and 1, so the strongest constraint arises when it is equal to 1, and in this case we find that the approximation is valid when

\[
|N|^2 \gg \frac{6}{\Lambda} (q_1 + q_0). \tag{3.13}
\]

For example for \( \Lambda = 3, q_0 = 2 \) and \( q_1 = 10 \), we find that the approximation is valid when \( |N|^2 \gg 24 \) (so if, e.g., \( |N| \gtrsim 15.5 \), then (3.13) is respected by at least one order of magnitude).

The other analytical result we can find is for the ‘Euclidean axis’ \( N = iN_E, N_E \in \mathbb{R} \). In this case,

\[
\bar{q}(t) = -\frac{\Lambda}{3} N^2_E t(t-1) + (q_1 - q_0) t + q_0 \tag{3.14}
\]

is real (and positive) when time is real, that is when the time path goes straight from 0 to 1 on the real-time axis. Also, the time-time component of the metric is positive definite. Thus, one finds \( \text{Arg}[\bar{q}(t)] = 0 \), and moreover \( \text{Arg}[\bar{N}^2/\bar{q}(t)] = \text{Arg}[+N^2_E/\bar{q}(t)] = 0 \).
Figure 5. Analytical results for the classical transition from $q_0 = 2$ to $q_1 = 10$. The red regions represent the asymptotic region of non-allowability (3.10) (starting at $|N| = 15.5$) and the Lorentzian axis (proved to saturate the LSKSW bound in section 2.4), while the Euclidean axis highlighted in cyan is allowable. The saddle points are not shown, but they are located at $N_{SP} = \pm 2, \pm 4$, so the region of particular interest for the path integral (e.g., $N \lesssim 6$) remains unconstrained at this point.

Consequently, the LSKSW function is constantly null on the real-time axis when the lapse is purely imaginary, and as such the LSKSW bound is satisfied on the whole Euclidean axis. Another interesting observation is that for large $N_E$, we have $\bar{q}(t) \approx -\frac{\Lambda}{3} N_E^2 t(t-1)$, hence the metric becomes

$$ds^2 = \frac{N_E^2}{\bar{q}(t)} dt^2 + \bar{q}(t)d\Omega^2(3) \approx \frac{3}{\Lambda t(1-t)} dt^2 + \frac{\Lambda}{3} N_E^2 t(1-t)d\Omega^2(3) = \frac{3}{\Lambda} dT^2 + \frac{\Lambda}{12} N_E^2 \cos^2(T)d\Omega^2(3),$$

(3.15)

where we defined a new time coordinate $T$ according to $2t - 1 \equiv \sin T$, with $-\pi/2 \leq T \leq \pi/2$. Thus, at very large $N_E$ the metric approximately corresponds to a full (huge) 4-sphere. The metric describes a Euclidean geometry that starts out near zero (in fact at $q_0$), expands to a huge size and then shrinks again to almost zero (in fact to $q_1$).

We have shown, analytically, that $2\pi/3$ intervals for $\text{Arg}(N)$ (at large $|N|$) about the Lorentzian axis always violate the LSKSW bound, while the Euclidean axis with purely imaginary lapse always respects the allowability criterion. These analytical results are summarised in figure 5.

To assess the allowability of (off-shell) metrics everywhere else in the complex lapse plane, in particular around the saddle points and along the steepest descent contours, we have to resort to the methods described in section 2.3, which involve numerical computations. Specifically, we allow the time path from $t = 0$ to $t = 1$ to be deformed to any simply connected smooth path in the complexified time plane, while leaving the end points (where the boundary conditions are imposed) fixed. We would like to know if at least one path exists such that the resulting metric is allowable. One of the methods used (cf. section 2.3.3) is to note that, at each point in the complex $t$ plane, there is a range of directions for
Figure 6. *Left:* complexified time plane for a solution with classical boundary conditions just off-shell of the expanding saddle point. Here $q_0 = 2$, $q_1 = 10$, and $\Lambda = 3$, and the perturbation about the expanding saddle is taken to be $N = 2 - i/10$. Black dots reside at $t = 0$ and $t = 1$, indicating the end points of the time path specifying the metric. The blue directed line is the line of maximal angle, and the red directed line is that of minimal angle, so an allowable path must reside in between under forward time evolution — recall we want $\text{Re}(t)$ to grow monotonically from 0 to 1. How those minimal and maximal angle directed lines are found is explained in section 2.3.3. We can see that the point $t = 1$ is reachable while staying below the blue line, for example using the black dashed path, which is simply on the real-$t$ axis here. *Right:* we explicitly verify that the dashed path is indeed allowable, by plotting the full $\Sigma$ along it. It everywhere stays below the limiting value $\pi$, indicated by the orange line.

which the LSKSW bound is satisfied, i.e., for which $\Sigma < \pi$. Starting from $t = 0$, we can follow both the path where at each point we choose the maximum angle allowed and the path of minimum angle. Any allowable paths must reside in between these two lines. In figure 6, paths must have an angle smaller than the blue curve and larger than the red curve, and we can see that the allowed region contains the point $t = 1$, and hence one may reach it via an allowable path. This example corresponds to a lapse value just off-shell of the expanding saddle point. An example of an allowable path is given by the dashed line in the figure (just the real straight line in that example), and in the right panel we plot $\Sigma$ in order to explicitly verify that this geometry is indeed allowable.

In contrast, for a value of the lapse just off-shell of the bouncing saddle point, we find a different result, as illustrated in figure 7. There, we see that it is impossible to draw a simply connected time path from $t = 0$ to $t = 1$ while remaining below the blue curve and above the red one and while avoiding regions where the LSKSW bound is violated already from spatial part of the metric (which is independent of the angle of the path). Therefore, we may already expect the bouncing saddle point to be more difficult to approach along allowable metrics.

Using all the tools explained in section 2.3, such as the lines of minimal and maximal angles for the time path (for which we gave a couple of examples above), we can determine the allowability of every point in the complexified lapse plane; see figure 8 for an example of full results. We find that the inner (expanding) saddle points are always reachable by
Figure 7. Same plot as on the left-hand side of figure 6, except now the lapse is taken to have the value $N = 4 - i/10$, which is just off-shell of the bouncing saddle point. We added shaded regions, which correspond to non-allowable metrics according to the spatial LSKSW criterion alone, i.e., in these regions $3|\text{Arg}[q(t)]| \geq \pi$. Time paths respecting the full LSKSW bound must reside in between the blue and red directed lines, hence it is impossible to reach $t = 1$ in this example, and the metric is thus not allowable. In particular, a path reaching $t = 1$ necessarily has to cross the blue line, where we know $\Sigma = \pi$.

allowable complex metrics, i.e., they are surrounded by the domain of allowability, while the outer (bouncing) saddle points appear not to be reachable. We find that this is always true when the final scale factor is large enough, $q_f \gtrsim 2$. This effect is, however, presumably due to the restrictive nature of our metric ansatz (motivation for this will be given shortly). This may not mean that bouncing saddles are not reachable via any off-shell contours, but rather that we are forced to depart from the minisuperspace steepest descent contour if we want to reach them. For example if we consider the following family of metrics for $\varepsilon \in (0, 1)$,

$$
\frac{d}{dt} = -\frac{(1 - i\varepsilon)^2 N^2}{\bar{q}(t)} dt^2 + \bar{q}(t) d\Omega^2(3),
$$

and evaluate them on the outer saddle point, then we see that they form a continuous path in the space of off-shell metrics, which are all allowable and such that the limit $\varepsilon \to 0^+$ of this continuous path is the bouncing saddle point metric. These metrics have a weighting that depends on $\varepsilon$, and one can then link them to an integration contour that asymptotes to the Euclidean axis at large lapse values, though such an integration contour will not be a steepest descent contour.

Note in passing that the non-singular bouncing saddle point geometry does not violate the null energy condition (NEC) — though it saturates it — hence satisfying the NEC.

---

7Indeed, whenever the lapse is real and taking the time path to be the real straight line, one finds $\Sigma(t) = |\text{Arg}[-(1 - i\varepsilon)^2]| = |\pi - \arctan(2\varepsilon/(1 - \varepsilon^2))|$, which is always strictly smaller than $\pi$ for any value of $\varepsilon \in (0, 1)$. 
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Figure 8. Complex lapse plane for the classical transition from a small scale factor, $q_0 = 2$, to a larger scale factor, $q_1 = 10$, with $\Lambda = 3$. Saddle points (at $N_{SP} = \pm 2, \pm 4$) are in blue, and contours of steepest ascent and descent are in black. The inner saddle points, corresponding to expanding solutions, are reachable via allowable complex metrics (in cyan), while the outer saddle points, corresponding to classical bouncing solutions, appear not to be reachable as they are surrounded by red — non-allowable — points. However, as argued in the core text, this is most likely an artifact of our metric ansatz, which proves to be too restrictive in the present case.

does not guarantee metric allowability.\footnote{The weak energy condition (WEC) is violated, however. Satisfying the WEC may well imply allowability, but the converse is not generally true [24].} In fact, the NEC is also saturated for the inner saddle points, and it is violated for the off-shell geometries that reside on the real-$N$ line in between inner and outer saddles. The whole real-$N$ line saturates the LSKSW bound, but a large interval of points in between the inner and outer saddles can be infinitely close to satisfying the LSKSW bound, yet violate the NEC. So once again, there appears to be no equivalence between metric non-allowability and NEC violation.

If we now consider a bounce where the initial and final scale factor values are small, then we find that the classically bouncing saddle point solutions are in fact reachable through allowable minisuperspace metrics along the steepest descent contour. An example with $q_0 = q_1 = 1.81$ (and saddle points at $N_{SP} = \pm 1.8$) is given in figure 9. We find that this is a generic property when both $q_0$ and $q_1$ are smaller than 2. This is surprising as it does not appear physically reasonable to have reachable ‘small bounces’, yet non-reachable ‘large bounces’, because the geometries are effectively the same — their likeliness could be different, but this has nothing to do with the allowability criterion (and thus with their ‘reachability’). That is why we were led to conclude that the apparent ‘non-reachability’ of the large bouncing saddle points is an artifact of the minisuperspace approximation.

Let us elaborate on the apparent paradox with ‘large bounces’ not being reachable. One could imagine a scenario where we have only two saddle points, which are time reversals.
Figure 9. Classical transition with $q_0 = q_1 = 1.81$. The saddle points (in blue) — which correspond to classically bouncing backgrounds — are reachable by allowable metrics along the steepest descent contours (in black).

of each other, with $q_0 = 1$ and $q_1 \gg 1$. Then, we could glue the contracting saddle with the expanding one (both reachable according to the allowability criterion), but this would be exactly the same classical solution as a large bouncing saddle with $q_0 = q_1 \gg 1$ (which is apparently not reachable under the same criterion). There are two important distinctions, though: first, the transition amplitude for these scenarios is not the same since the scenario with a contraction and an expansion implies a measurement being made when the universe is indeed small, while there is no such prior knowledge for a ‘large bounce’. Second, if we imagine an off-shell approach to these saddle points with a slight imaginary part to the lapse — all real saddles are on the boundary of the LSKSW bound anyway — then the solutions are actually no more equal due to the imaginary part of $q$ (and thus their LSKSW functions differ). These distinctions resolve the paradox.

These examples serve to stress that the minisuperspace model is often over-restrictive when considering the path integral approach to early universe models, and they also highlight the difficulty in finding appropriate contours of integration for the gravitational path integral. Even though the mathematically most natural procedure would be to look for steepest descent paths, we can see here quite explicitly that such paths may conflict with the criterion for allowability of complex metrics. In such cases, it is then important to find out if suitable integration contours, like the one indicated in (3.16), exist and if the saddle points in question are reachable. We will find further examples of this subtlety in section 5.

4 Quantum bounces

Quantum theory allows for dynamical evolution in situations where the classical theory would forbid any transitions. For instance, a particle may tunnel across a potential barrier
even if it does not possess enough kinetic energy to overcome the barrier. Such classically forbidden evolutions are typically unlikely, but possible. They may be usefully described by motions in complex time [28–30] or, in the gravitational context, by complex metrics. A prominent example is provided by Coleman-De Luccia instantons, which describe the nucleation of a bubble of true vacuum in a false vacuum region of the universe [31]. These transitions are clearly allowable, as the corresponding metrics are purely Euclidean. But one may also envisage even more momentous transitions, such as a universe (or perhaps just a region thereof) tunneling from a contracting phase to an expanding phase, thus circumventing the big bang by moving around it in complexified field space. Examples of such transitions have been presented in [32–34] and they involve genuinely complex metrics. Here we would like to assess whether such transitions are allowable or not.

The transitions presented by Bramberger et al. [32] all involved a complexified scalar field in addition to a complex metric, and as such they would immediately be ruled out by the assumptions going into the LSKSW criterion. However, one may easily envisage analogous situations where the scalar field remains real (for some transitions in [32] the scalar is almost real), or where it is absent altogether. We refer to the paper [32] for explicit numerical examples of quantum bounce solutions. For our purposes here, it is helpful to realise that the prototype for the transitions in [32] is a kind of back-to-back gluing of no-boundary geometries, which we can analyse straightforwardly.

If the vacuum energy \( \Lambda = (D - 1)(D - 2)H^2/2 \) is constant, either because it consists of a cosmological constant or of a scalar field at an extremum of the potential, the scale factor (in a spatially closed universe) is given by

\[
a(t) = \frac{1}{H} \cosh(Ht) .
\]

This solution already bounces at the classical level, hence if this were the true solution, we would have no need for a quantum bounce. However, a classical bounce requires extremely fine tuned initial conditions and cannot be regarded as realistic. It is far more likely that the initial conditions depart somewhat from the ones leading to the solution (4.1), in particular if anisotropies are present. Then in the contracting phase the true classical solution deviates more and more from the pure \( \cosh(Ht) \) solution, ending in a big crunch (as anisotropies grow much faster than the homogeneous curvature term that is required to induce a classical bounce; see [35] for an analysis of when a bounce can occur). We can then circumvent this crunch by choosing a path in the complexified time plane that links up with an expanding solution (see figure 10), avoiding the crunch and providing a possible channel for the contracting universe to reach an expanding phase.

More precisely, in the contracting part of the solution the imaginary part of \( t \) vanishes and \( t \) is negative. After the transition one wishes to follow a line with \( \text{Im}(Ht) = \pi \) (or in general one with \( \text{Im}(Ht) = n\pi, \ n \in \mathbb{Z} \)), along which we can find the expanding branch for positive \( t \) (for odd \( n \) the scale factor is negative, but this is immaterial as the metric contains \( a^2 \)). The coordinate value \( Ht = i\pi/2 \) would then be the no-boundary point, where the manifold degenerates to a point. We can regularise this by transitioning slightly away from \( \text{Re}(t) = 0 \), i.e., we can interpolate between contracting and expanding branches along...
Figure 10. Lines of real (in blue) and pure imaginary (in orange) scale factor values in the complexified time plane, for $a(t) = \cosh(t)$. In this figure, real Lorentzian time is horizontal and Euclidean time vertical. One can model a quantum bounce (dashed black line) by linking a contracting universe to an expanding one at a different, parallel line of real field values, but such a path necessarily passes through a line on which the scale factor is imaginary (orange line).

This line, or indeed any other path connecting the two branches, must pass through the line $Ht = x + i\pi/2, x \in (-\infty, \infty)$, but along that line $a = H^{-1}\cosh(x + i\pi/2) = iH^{-1}\sinh(x)$. Thus, the scale factor squared $a^2 = -H^{-2}\sinh^2(x)$ is a negative real number along that line, and hence on that line we have, following from $\Sigma(t) \geq \Sigma_{\text{spatial}}(t) = (D-1)|\text{Arg}[a(t)^2]|$ for a $D$-dimensional FLRW spacetime,

$$\Sigma \geq (D-1)\pi, \quad (4.2)$$

so that such solutions are not allowable. In more general situations, the lines of real field values are somewhat deformed, but if the dynamics contains an attractor (such as inflation), then lines of real field values are asymptotically parallel to real-time axis. In attempting to interpolate between two such lines one will then once again pass a locus where the scale factor is pure imaginary [in fact it is already enough if its argument is larger than $\pi/(D-1)$], and then the metric is seen not to be allowable.

As an aside, we can now see that the no-boundary solutions with multiple spheres attached, discussed in section 2.1 as motivation, are not allowable for the same reason: each time a new sphere gets attached, the regularised time path that passes around the zeroes of the scale factor (i.e., following the dotted lines in figure 1) crosses a line where the scale factor is purely imaginary and where the LSKSW bound is violated.

Let us now comment in more detail on why (with hindsight) it is a good thing that the quantum bounces are excluded from the path integral. The prototype example described above closely resembles the gluing together of two no-boundary geometries. Studies of these geometries (e.g., [36, 37]) have shown that they come in two types, related by complex conjugation (i.e., corresponding to whether one links the contracting solution with an
expanding one at either positive or negative imaginary time values). If the solution exhibits a negative weighting, then it occurs with exponentially suppressed probability, of order $e^{-|I(S^4)|/\hbar}$, where $I(S^4)$ is the action of the 4-sphere with radius $1/H$. However, in that case fluctuations around the solution obtain positive weighting proportional to the size of the fluctuations squared. In other words, fluctuations obtain an inverse Gaussian probability distribution, ultimately destroying the consistency of the model. The complex conjugate solution has stable perturbations, obeying a Gaussian probability distribution, but in that case the weighting is positive, now of order $e^{+|I(S^4)|/\hbar}$, implying that such solutions would occur with higher probability than classical evolution. Quantum transitions of this sort would thus be the norm, and not the exception, in clear contradiction with our actual experience. We may summarise by saying that quantum bounces built out of approximate complexified de Sitter solutions are thus unstable, either at the background or at the perturbative level, and their exclusion gives support to the validity of the LSKSW criterion.

A different type of quantum bounce has been explored by Boyle, Turok, and collaborators [33, 34] and goes by the name of two-sheeted universe (or CPT-symmetric universe). In this model, no inflationary phase is assumed, and in fact in the approach of the big bang the universe is dominated by radiation all the way. The metric then approaches the form

$$\begin{align*}
\text{d}s^2 &= \eta^2(-\text{d}\eta^2 + \text{d}x^2 + \text{d}y^2 + \text{d}z^2),
\end{align*}$$

(4.3)

where $\eta$ denotes the conformal time, and it was assumed that the spatial sections of the universe are flat. If $\eta$ remains real valued, this geometry describes two cones, one for $\eta > 0$ and one for $\eta < 0$, joined at their tips where $\eta$ vanishes. The idea of [33] is to pass around the big bang at $\eta = 0$ by taking a path in the complexified time plane. Suppose this path is just a semi-circle at a small radius, i.e., $\eta = r e^{i\theta}$ with $\theta$ spanning $[0, \pi]$ and $r > 0$ kept constant. Then at $\theta = \pi/2$ we have $\eta = ir \Rightarrow \eta^2 = -r$ and consequently, from the spatial part of (4.3) and the LSKSW bound, we find $\Sigma \geq (D - 1)\pi$, which violates the LSKSW bound in all dimensions greater than 2. More generally, the locus of negative values of $\eta^2$ emanates radially from $\eta = 0$ and is necessarily crossed as we pass from $\eta > 0$ to $\eta < 0$ by any continuous path avoiding the singularity at $\eta = 0$. Hence it would seem that the two-sheeted universe is not allowable. We should point out a possible caveat: in the works on the two-sheeted universe, it is emphasised that in the approach to the big bang conformal symmetry might become manifest [38–40]. If this symmetry, or any other, becomes exact then this would modify some of the assumptions that go into the derivation of the LSKSW bound, as the matter contributions would also have to obey the symmetry in question. Since this would limit the possible matter types that have to possess convergent actions, this would allow for more general metrics than those satisfying the LSKSW criterion. In particular, for exact conformal symmetry the scale factor of the universe is not restricted. It will be of interest to pursue this question in future work.

5 No-boundary wave function

Our universe underwent several phases of evolution, in which different matter components dominated the dynamics, e.g., the phases of radiation, matter or dark energy domination.
In order to describe the cosmic evolution during a given phase, we must specify initial conditions, which in fact are the final conditions of the prior phase. Hawking argued \cite{41} that the implied infinite regression can be avoided if the initial phase of the universe was described by a compact, regular geometry, so that there would be no need to specify further conditions at the beginning. In fact such a no-boundary geometry would effectively replace the big bang singularity and provide initial conditions for the universe. As implied by the singularity theorems of Penrose and Hawking (e.g., \cite{5}), a Lorentzian geometry is necessarily singular at the big bang and cannot satisfy the advocated compactness and regularity requirements. However, a Euclidean (or more generally complex) geometry can. This led Hartle & Hawking to propose that the wave function of the universe should be given by a (formally Euclidean) path integral summing over compact and regular metrics \cite{16}. Precisely defining such a path integral has been a long standing goal, due to various complications, of which we will highlight two. The first is the conformal mode problem, namely the fact that the kinetic term for the scale factor of the universe has the opposite sign to the matter kinetic terms, obstructing the convergence of the Euclidean path integral. The second issue is that compactness is a condition on the scale factor, while regularity is a condition on the expansion rate — since these are canonically conjugate variables, the uncertainty principle forbids one to impose both conditions simultaneously in the definition of the path integral.

In recent years, there has been significant progress on these issues, when the path integral is restricted to minisuperspace metrics, i.e., to non-generic metrics with (physically motivated) symmetries. For instance, the integrals can be defined on appropriate integration contours using Picard-Lefschetz theory \cite{26} (see also \cite{22}). Also, it was found that imposing compactness leads to problems with the stability of perturbations \cite{42} (and consequently with the consistency of the calculations \cite{37}; for contrasting views see \cite{43–45}), while imposing regularity in fact leads to a satisfactory definition of the no-boundary wave function \cite{46–49}.\footnote{\[Moreover, imposing a regularity/momentum condition is directly related to the gravitational path integral in asymptotically anti-de Sitter spacetimes via analytic continuation \cite{49, 50}.\]}

We will review both constructions below, from the point of view of the question of allowability of metrics. For the sum over regular metrics, we can prove that no-boundary geometries are allowable in arbitrary spacetime dimensions, that they always reside on the boundary of the domain of allowable metrics, and moreover that appropriate integration contours for the path integral exist. For the sum over compact metrics, the saddle points are allowable but not on the boundary of the allowable domain. Here, as we will explain, the restrictions implied by the criterion of allowability may in fact permit a definition of the path integral avoiding the above-mentioned issues with perturbative instabilities.

5.1 Sum over regular metrics

In the present section, we return to the minisuperspace model already used in section 3, but now in arbitrary spacetime dimension $D$; in particular, the action is taken to be

$$S = \frac{1}{2} \int d^D x \sqrt{-g} \left( R - 2\Lambda \right).$$

(5.1)
Hence the spatial sections of the metric (3.2) are taken to be \((D - 1)\)-spheres, i.e., with metric \(d\Omega^2_{(D-1)}\). First, we should determine what condition we must put on metrics in order for them to be regular. For this purpose it is useful to look at the constraint/Friedmann equation (which follows from the variation of the action (5.1) with respect to the lapse)

\[
\frac{\dot{q}^2}{4N^2} + 1 = \frac{2\Lambda}{(D - 1)(D - 2)} q. \tag{5.2}
\]

Regularity of this equation at \(q = 0\) requires \(\dot{q} = \pm 2Ni\). The presence of the imaginary unit \(i\) implies that the expansion rate must be imaginary, or in other words, the metric must start out Euclidean near \(q = 0\). The choice of sign for \(\dot{q}\) corresponds to the effective choice of Wick rotation. In order for perturbations (e.g., tensor perturbations) to be stable [42], we must choose the positive sign \(\dot{q}|_{\text{origin}} = 2Ni\) (regularity condition).

As discussed in section 3, the path integral is sliced such that the time coordinate \(t\) runs from \(t = 0\) to \(t = 1\). On the initial hypersurface \(t = 0\) we will thus impose the regularity (Neumann) condition above, and on the final hypersurface we will stick to a Dirichlet condition \(q(t = 1) = q_1\):

\[
\Psi(q_1) = \int Dq_1 \int_{\dot{q} = 2Ni}^q Dq \exp\left(\frac{i}{\hbar} S\right). \tag{5.4}
\]

In 4 dimensions, this path integral has been studied in detail in [48–50]. There it was shown that the integral over \(q\) can be performed by writing \(q(t) = \bar{q}(t) + Q(t)\), where \(\bar{q}\) denotes a solution to the equation of motion that follows from the variation with respect to \(q\),

\[
\ddot{q} = \frac{4\Lambda N^2}{(D - 1)(D - 2)}, \tag{5.5}
\]

while \(Q(t)\) is an arbitrary fluctuation satisfying the boundary conditions \(\dot{Q}(t = 0) = Q(t = 1) = 0\). In 4 dimensions, the integral over \(Q\) is a Gaussian and simply yields a numerical factor. In general dimensions, this integral cannot be performed so easily, and we leave a full analysis for future work. We can nevertheless make progress by looking at solutions to the equation of motion, which for mixed Neumann-Dirichlet (ND) boundary conditions are explicitly given by

\[
\bar{q}_{\text{ND}}(t) = \frac{2\Lambda N^2}{(D - 1)(D - 2)} (t^2 - 1) + 2Ni(t - 1) + q_1. \tag{5.6}
\]

The path integral will then sum over a subset of these backgrounds, depending on the integration contour for \(N\). We want to know whether the complexified lapse space has a special structure and which regions correspond to (non-)allowable metrics.

The location of the no-boundary saddle points \(N\) can be determined by asking that \(\bar{q}_{\text{ND}}(t = 0)|_{N} = 0\), yielding

\[
N_\pm = \frac{(D - 1)(D - 2)}{2\Lambda} \left( -i \pm \sqrt{\frac{2\Lambda}{(D - 1)(D - 2)} q_1 - 1} \right). \tag{5.7}
\]
Figure 11. Left: complexified $t$ plane for the saddle point solutions with Neumann-Dirichlet boundary conditions. Here $q_1 = 10$ and $\Lambda = (D - 1)(D - 2)/2$. The shaded region corresponds to non-allowed metrics according to the spatial LSKSW criterion alone, i.e., in these regions $(D - 1)|\text{Arg}(q)| \geq \pi$. Black dots reside at $t = 0$ and $t = 1$, indicating the end points of the time path specifying the metric. The blue line is the line of maximal angle and the red that of minimal angle — an allowable path must reside in between. How those lines are found is explained in section 2.3.3. We can see that the point $t = 1$ is reachable while staying below the blue and above the red lines, for example using the black dashed path. Right: we explicitly verify that the dashed path is indeed allowable, by plotting the full $\Sigma$ along it. It everywhere stays below the limiting value $\pi$, indicated by the orange line.

We should first verify that the saddle points are allowable. We can do this using the methods described in section 2. Specifically, we allow the time path from $t = 0$ to $t = 1$ to be deformed. Starting from $t = 0$, we follow both the path where at each point we choose the maximum angle allowed and the path of minimum angle, see (2.18). In figure 11 we can see that the allowed region contains the point $t = 1$, and hence one may reach it via an allowable path. An example of such a path is given by the dashed line in the figure, and in the right panel we plot $\Sigma$ in order to explicitly verify that this geometry is indeed allowable. Explicitly, the path that we chose is given by

$$t(u) = e^{i(\alpha - \pi/2)} \left[ u(2 - u) \sin(\alpha) + iu^2 \cos(\alpha) \right], \quad \alpha = -\text{Arg}(N_+), \quad 0 \leq u \leq 1.$$  \hspace{1cm} (5.8)

Note that the calculation works in any dimensions, since one can choose a length unit such that $\Lambda = (D - 1)(D - 2)/2$, which reduces the calculations in all dimensions to a single calculation.

Having noticed that the saddle points are allowable, we may also establish that they are on the boundary of the allowable domain, as they are surrounded in some directions by non-allowable metrics. This was shown previously in [14], and we will generalise the arguments used there. In fact it is enough to consider only the spatial part of the metric. If this part already violates the allowability bound, then no change of time path can render the geometry allowable. As one may easily verify, the strongest constraint arises at $t = 0$. Then let us look at values of the lapse near the saddle points, $N = N_+ + \zeta$, for some $\zeta \in \mathbb{C}$ with $|\zeta| \ll 1$. Then $q(0) \approx \pm 2\sqrt{\frac{2\Lambda}{(D-1)(D-2)}} q_1 - 1$. We are interested in the case where
Figure 12. The red regions show the domain in the complexified lapse plane that is non-allowable according to the spatial LSKSW bound only, in 7 dimensions (left panel) and in 100 dimensions (right panel). Here we have chosen $\Lambda = (D-1)(D-2)/2$ and $q_1 = 10$. In higher dimensions, the non-allowable region grows, leaving only a narrow cross-shaped region available, but the saddles (blue dots) remain at the boundary of the allowable domain. The full black curves depict the thimbles, and the dashed ones represent an example of T-shaped allowable integration contour.

$q_1 > \frac{(D-1)(D-2)}{2\Lambda}$, corresponding to a universe larger than the Hubble radius. Then the corresponding metric has a chance of being allowable only if $(D-1)|\text{Arg}(q)| < \pi$, which leaves the wedges

$$-rac{\pi}{D-1} < \text{Arg}(\zeta) < \frac{\pi}{D-1} \quad \text{(for } N_-) \quad \text{and} \quad \frac{(D-2)\pi}{D-1} < \text{Arg}(\zeta) < \frac{D\pi}{D-1} \quad \text{(for } N_+) \, .$$

(5.9)

Hence we can see that starting from the saddle points only a narrow wedge (around the direction in which the other saddle resides) is potentially allowable. Numerically, we can plot the disallowed regions in the entire complexified lapse plane, see the examples in figure 12. For these plots we again use only the spatial part of the metric, near $t = 0$, which implies that we can exclude regions where

$$(D-1)|\text{Arg} \left( q_1 - 2NI - \frac{2\Lambda}{(D-1)(D-2)} N^2 \right) | \geq \pi \, .$$

(5.10)

As the figure shows, in high dimensions this only leaves a very narrow cross-shaped region including the Euclidean axis and the thickened line segment joining the two saddle points. Moreover, the thimbles are now to a significant extent in the non-allowable region. However, in the following we will show that T-shaped integration contours over allowable metrics (running up the imaginary axis and then extending sideways to the two saddle points; shown by the dashed, black lines in figure 12) remain. Hence the path integral may in fact be defined as a sum over allowable metrics.

Before doing this, let us briefly specialise to 4 dimensions, where we can use both our optimisation techniques and the method of maximal-minimal angles to determine numerically which regions of the complex lapse plane are actually allowable; see figure 13 for the
Figure 13. A numerical plot of the allowed (cyan) and disallowed (red) metrics in the complexified lapse plane satisfying initial Neumann and final Dirichlet conditions, as appropriate for a momentum space definition of the no-boundary wave function. Here $D = 4$, $\Lambda = 3$, $\dot{q}|_{t=0} = +2Ni$, and $q(t = 1) = 10$. The shaded orange region is the disallowed region discussed and plotted in figure 12, though in 4 dimensions here. The saddle points (in blue) reside at the boundary of the allowable domain. The steepest ascent/descent lines (in black) emanating from the saddle points are seen to significantly impinge on the non-allowable region. Nevertheless, integration contours residing entirely in the lower half plane remain allowed.

results. This figure shows that the spatial bound used above already captures the non-allowable domain pretty well, but that in actuality it is somewhat larger, implying that for some geometries for which the spatial part of the metric would be allowable, no suitable time path can be found along which $\Sigma$ remains below $\pi$ everywhere. In particular, the region on and surrounding the real lapse axis is revealed not to be allowed. Importantly, we see though that the metrics along the negative Euclidean axis and those along the line segment between the two saddles remain allowable. We will now analytically show that this property remains true in all dimensions $D$.

Thus, going back again to arbitrary dimension $D$, we will demonstrate that within the mentioned T-shaped region appropriate time paths exist that render the metrics allowable. Here we choose units such that $\Lambda = (D - 1)(D - 2)/2$. We will start with metrics on the imaginary axis, say $N = iN_E$. Then the metric takes the form

$$
\bar{q}_{ND}(t)|_{N=iN_E} = q_1 + N_E^2(1 - t^2) + 2N_E(1 - t).
$$

Here we can simply stick to the real time path where $t$ spans $[0, 1]$. Then, given that the metric is real, all we need to verify is that it remains positive at all times. The only term that can give a negative contribution is the last term, when $N_E < 0$. The most stringent bound then arises when $t = 0$, but then we find that the minimum of $q$ occurs when $N_E = -1$. This minimal value is $q_{\text{min}} = q_1 - 1$, and it is positive as long as $q_1 > 1$, i.e., as
long as the final hypersurface is larger than the waist of the de Sitter hyperboloid. This is
in any case needed in order to obtain a classical universe.

For lapse values on the segment in between the two saddles, we have to choose a
different time path \( t(u) \in \mathbb{C} \), as \( q \) becomes complex along the real-\( t \) line and thus in high-enough dimensions the LSKSW bound would surely be violated. However there exists a
real-\( q \) curve that connects \( t = 0 \) to \( t = 1 \). If we follow that curve, then the LSKSW bound
will always be satisfied or at most saturated, because on this path the spatial part of the
bound is zero and then we can have a contribution of at most \( \pi \) from the path-dependent part \( \left| \text{Arg}\left[ -N^2t'(u)^2/q(t(u)) \right] \right| \). More explicitly, on the line \( N = N' - i, N' \in (-\infty, \infty) \), and with \( t(u) = v(u) + iw(u), v(u), w(u) \in \mathbb{R} \), we have

\[
\tilde{q}_{\text{ND}}(t(u))|_{N=-i+N'} = q_1 - (v(u) - 1)^2 \\
+ \left[ 2N'(2v(u) - 1) + w(u) \right] w(u) + N'^2 \left( v(u)^2 - w(u)^2 - 1 \right) \\
+ 2i \left[ N'(v(u) + w(u)) \right] \left[ 1 - v(u) + N'w(u) \right] . \tag{5.12}
\]

The imaginary part vanishes on the lines \( w = -N'v \) and \( w = (v - 1)/N' \) (as long as \( N \neq 0 \)). These lines respectively run through \( t = 0 \) (\( v = w = 0 \)) and \( t = 1 \) (\( v = 1 \) and \( w = 0 \)), and moreover they cross at \( v = 1/(N'^2 + 1) \), \( w = -N'/N'^2 + 1 \). Noting that \( q(t = 0) = q_1 - 1 - N'^2 \) must remain positive for the LSKSW bound not to be violated requires \( |N'| < \sqrt{q_1 - 1} \), which is precisely the condition that the lapse must lie in between the two saddles. With this condition (and if \( N \neq 0 \)), it is straightforward to show that on the line segments \( w = -N'v \) for \( 0 \leq v \leq 1/(N'^2 + 1) \) and \( w = (v - 1)/N' \) for \( 1/(N'^2 + 1) \leq v \leq 1 \), \( \tilde{q}_{\text{ND}} \) is not only real, but also positive (we are restricted to \( 0 \leq v \leq 1 \) so that \( \text{Re}(t(u)) \in [0,1] \)). For completeness let us check the value of the LSKSW bound.

On the first line segment, we can take \( t(u) = u - iN' \), so that \( t'(u) = 1 - iN' \) and hence \( \text{Arg}\left[ -N'^2t'(u)^2/\tilde{q}_{\text{ND}}(t(u)) \right] = \text{Arg}((1 + N'^2)^2) = 0 \). On the second line segment, we can take \( t(u) = u + i(u - 1)/N' \), so that \( t'(u) = 1 + i/N' \) and hence \( \text{Arg}\left[ -N'^2t'(u)^2/\tilde{q}_{\text{ND}}(t(u)) \right] = \text{Arg}[-(N + 1/N')^2] = \pi \). Thus on the second segment the LSKSW bound is saturated. By slightly smoothing out the path, just as at the saddle point itself, one can ensure that the LSKSW bound is satisfied. Obviously, the higher the dimension, the closer one has to stay to the real \( q \) segment described above.

Therefore, we can understand why the T-shaped region remains allowable up to arbi-
trarily large dimensions, and the path integral may be defined with two lapse integration
contours that remain inside the allowed region from \(-i\infty\) up and then left or right re-
spectively towards the two saddle points (e.g., the T-shaped contours shown in figure 12 by
the dashed black lines). At the saddle points, the integration contours come to an end,
as they then run into a disallowed region. Presumably, this changes the semi-classical approx-
imation to the wave function insignificantly, though it would of course be of interest to
investigate this question further.

### 5.2 Sum over compact metrics

In the previous sub-section, we saw that the no-boundary proposal, when defined in mo-
momentum space, is compatible with a restriction to allowable metrics only, in arbitrary
spacetime dimension. This is significant, as the no-boundary proposal relies on the use of complex metrics. In the present section, we would like to perform a similar analysis for the no-boundary wave function defined in field space, i.e., as a sum over compact metrics. We will work exclusively in 4 dimensions.

Summing over compact metrics means that we will impose an initial Dirichlet condition, namely \( q(t = 0) = 0 \), while retaining also a Dirichlet condition on the final hypersurface, \( q(t = 1) = q_1 \). Our approach will follow the same steps as in the previous section. Once again, the path integral over the scale factor can be carried out by expanding around a background, \( q(t) = \bar{q}(t) + Q(t) \), with \( Q(0) = Q(1) = 0 \) but otherwise arbitrary. A background solution to the equation of motion (5.5) satisfying the Dirichlet boundary conditions is given by

\[
\bar{q}_{DD}(t) = \frac{\Lambda}{3} N^2 t(t-1) + q_1 t. \tag{5.13}
\]

The integral over \( Q \) is a Gaussian integral, which just changes the measure by a factor of \( \frac{1}{\sqrt{N}} \), which we will ignore since we are ultimately interested in the semi-classical limit. This leaves an ordinary integral over the lapse,

\[
\Psi_{DD}(q_1) = \int dN \exp \left[ \frac{2\pi^2 i}{\hbar} \left( \frac{\Lambda^2}{36} N^3 + \left( 3 - \frac{\Lambda q_1}{2} \right) N - \frac{3q_1^2}{4N} \right) \right]. \tag{5.14}
\]

The saddle points of the integrand are given by

\[
N_{SP} = \frac{3}{\Lambda} \left( \pm \sqrt{\frac{\Lambda q_1}{3}} - 1 \pm i \right). \tag{5.15}
\]

There are 4 saddle points, obtained by choosing the signs above independently. Their physical properties differ starkly [22, 26, 42]. The two saddle points in the lower half plane have an enhanced weighting \( \exp \left( + \frac{1}{2\hbar} |\mathcal{I}(S^4)| \right) \) (where \( \mathcal{I}(S^4) \) is the action on a 4-sphere of radius \( \sqrt{3/\Lambda} \)), and perturbations around these geometries are stable. By contrast, the two saddle points in the upper half plane have a suppressed weighting \( \exp \left( - \frac{1}{2\hbar} |\mathcal{I}(S^4)| \right) \) and unstable perturbations (as discussed in detail in [37, 43]). The saddle points and the associated steepest ascent/descent contours are shown in the left panel of figure 14. Based on this, we can explain the objection to defining the no-boundary wave function by a sum over compact metrics raised in [37]: there exists a steepest descent contour from each of the saddle points in the lower half plane that links up with a saddle point in the upper half plane. Hence, any integration contour that includes a stable saddle point will necessarily also include an unstable saddle point, thus rendering the calculation inconsistent. Our aim here is to explore the structure of the space of metrics from the point of view of the LSKSW bound, to see if this has any impact on the definition of the no-boundary wave function.

As before, we apply the numerical methods described in section 2.3. Our results are shown in figure 14. In these graphs, which show a grid of geometries in the complexified lapse plane, the blue dots represent the saddle points. Cyan dots indicate metrics that are allowable, while red dots show metrics that are not allowable according to the LSKSW criterion. There are at least two interesting features: the first is that the saddle points,
Figure 14. In the left panel, a numerical plot in the complexified lapse plane of the allowed (cyan) and disallowed (red) metrics satisfying initial and final Dirichlet conditions, as appropriate for a field space definition of the no-boundary wave function. Here $D = 4$, $\Lambda = 3$, $q(t = 0) = 0$, and $q(t = 1) = 10$. This time the saddle points (in blue) do not reside at the boundary of the allowable domain, but are surrounded by allowable metrics, as can be seen more clearly in the zoomed in version in the right panel.

In contrast to the definition in momentum space, do not reside on the boundary of the allowed domain, but rather are surrounded by well behaved geometries (see in particular the magnified plot in the right panel). This suggests that the momentum space and field space no-boundary wave functions cannot be exact Fourier transforms of each other, though in the semi-classical limit they may be closely related. The second feature is that the real-$N$ axis contains only disallowed geometries. These metrics are in fact exactly Lorentzian, as can be seen from (5.13). As such, they saturate the LSKSW bound, $\Sigma = \pi$. Thus, with our minisuperspace metric ansatz (3.2), this line divides the space of metrics into two separate halves, the upper- and the lower-half planes. Any contour of integration is cut off on this line, and hence the argument given above, namely that the saddles in the lower-half plane automatically link up with those in the upper-half plane, becomes moot. Hence, within the assumptions of the present model, one can define a no-boundary wave function as a sum over compact metrics after all, the contour of integration being restricted to the steepest descent contours in the lower half plane (i.e., the contours coming from $-i\infty$ and passing through either of the saddle points). If one desires a real wave function, as advocated by Hartle & Hawking [16], then one can sum both contours with equal weight.

A word of caution is required, however: our analysis above took place within a very restricted set of metrics (namely within minisuperspace). An important question is whether the no-boundary wave function could be defined as a sum over compact metrics in full generality. This question translates into the question of whether or not there exist allowable metrics with zero weighting that satisfy the Dirichlet boundary conditions $q(0) = 0$, $q(1) = q_1$, for arbitrary $q_1 > 3/\Lambda$, and which can continuously link an integration contour stemming
from a saddle in the lower-half plane to an integration contour stemming from a saddle in the upper-half plane. Answering this question is beyond the scope of the present work.

We nevertheless make the conjecture that the configuration space of metrics will always be split into two disconnected regions of allowability containing the complex conjugated saddle points, as it appears to be the case for FLRW metrics studied here due to the uncrossable line of non-allowable real Lorentzian metrics. If this conjecture is proven true, then it would put on strong footing the assertion that the no-boundary wave function as a sum over compact metrics can indeed be well defined and stable.

6 Discussion and conclusions

We have analysed minisuperspace quantum cosmological models in light of the Louko-Sorkin-Kontsevich-Segal-Witten criterion for allowing or discarding complex metrics. We find that in situations which are well understood, the criterion gives reasonable results. For instance, there is no obstruction for calculating transition amplitudes between classical configurations of the universe, though we found that some care must be taken in using the criterion on off-shell metrics with restricted functional freedom.

In more speculative settings, the power of the allowability bound becomes manifest: in particular, we find that simple examples of quantum bounces, i.e., quantum transitions between contracting and expanding universes, are not allowable. This raises the important question of whether quantum bounces are disallowed by quantum gravity in general. (Note that many studies of quantum bounces are based on working with the wave function alone and do not investigate the effective geometry that is implied.) It is certainly an interesting challenge to find an allowable complex metric mediating a quantum bounce. Conversely, one may ask if it is possible to prove that no quantum bounces can be allowable. Such a result would have far reaching consequences, as it would be a strong indication that the universe indeed had a beginning almost 14 billion years ago.

Regarding such a beginning, the no-boundary proposal still remains the best understood effective description to date. Here we find that when the no-boundary wave function is defined (in momentum space) as a sum over regular metrics, then its saddle points are allowable and moreover they sit on the edge of the domain of allowable metrics, in any spacetime dimension. Furthermore, we explicitly identified suitable integration contours in all dimensions. It is significant that this no-boundary path integral fits so well with the criterion on allowable metrics since it requires the use of complex metrics. We also found encouraging results regarding a definition of the no-boundary wave function in field space, as a sum over compact metrics. In minisuperspace, the Lorentzian metrics with real lapse and zero weighting divide the space of metrics into two halves. Restricting the sum to just one of those halves would in fact allow for a consistent definition, in which the stable saddle points of the integral are disconnected from unstable configurations. Whether such a division of the domain of metrics into two halves (one with positive and one with negative weightings) continues to hold for more general metrics is a crucial open question for future research.
In this work, we showed at many instances that if the LSKSW criterion is applied, there are situations in which one cannot use (full) steepest descent contours as integration contours. Rather, at some point one is forced to deviate from the thimbles. If we stick to minisuperspace, then we have to cut the integration contours off; if we allow a larger class of metrics, we can presumably continue the contours within this larger class. It is not that we have no control over the thimbles, or that we do not trust the thimbles, it is just that they would have been the optimal integration contours, but one cannot use them in full for this purpose. Here, we should emphasise that we analyse the structure of the lapse integral assuming that the scale factor is already on-shell.\footnote{Let us point out here that many of our conclusions still hold even if $q$ is treated off-shell. In particular, all real Lorentzian homogeneous metrics are still on the boundary of the LSKSW bound, violating it. As such, configurations on the real-lapse line are still non-allowable and create a separation among allowable geometries. It is hard to comment on other off-shell configurations (both in $N$ and $q$) in more generality though, and this certainly deserves closer scrutiny in a future study. Evidently, the analysis of the (non-)allowability of saddle points, for instance such as those considered in the section on quantum bounces, remains unaffected by these considerations.} It then becomes clear that off-shell one may not need to cut off the integration contour; however, the contours are not thimbles anymore then, i.e., they cannot remain the steepest descent paths. This is a consequence of the LSKSW criterion; whether this consequence is desirable or not needs to be discussed. Yet, it also means that the cut-off points are not necessarily physical. These might merely imply that the integration contour has to leave the thimbles there.

The success of the LSKSW criterion to date motivates asking whether and how it might fit into a more general quantum gravity framework. These aspects provide many avenues for future investigations. First, we note that the criterion may be seen as an instance of demanding well-defined semi-classical physics. This provides a direct link to our work on finite amplitudes \cite{15} and also to the swampland program — it was speculated both in \cite{15} and in \cite{51} that ultimately most swampland conditions might follow from a strict implementation of semi-classical consistency conditions. But are there more basic underlying principles, from which semi-classical consistency would follow as an approximation? And could the swampland distance conjecture \cite{52}, which limits the field range over which integrations can be performed, weaken the LSKSW criterion since it would modify the convergence condition for scalar fields? Second, in theories containing extra spatial dimensions, one may ask whether there are links between allowability in different dimensions. For instance, how do the allowability criteria in different dimensions mesh when higher-dimensional metric degrees of freedom actually count as fluxes or scalars from the lower-dimensional point of view? And third, is there a special meaning to the boundary of the allowed space of metrics in quantum gravity? Many physically useful metrics reside on this boundary, and a first step would be to try to determine the shape of this boundary. Are we compelled to live on this edge?
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