Amortized Bayesian Inference of GISAXS Data with Normalizing Flows
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Abstract

Grazing-Incidence Small-Angle X-ray Scattering (GISAXS) is a modern imaging technique used in material research to study nanoscale materials. Reconstruction of the parameters of an imaged object imposes an ill-posed inverse problem that is further complicated when only an in-plane GISAXS signal is available. Traditionally used inference algorithms such as Approximate Bayesian Computation (ABC) rely on computationally expensive scattering simulation software, rendering analysis highly time-consuming. We propose a simulation-based framework that combines variational auto-encoders and normalizing flows to estimate the posterior distribution of object parameters given its GISAXS data. We apply the inference pipeline to experimental data and demonstrate that our method reduces the inference cost by orders of magnitude while producing consistent results with ABC.

1 Introduction

X-ray scattering Structural and morphological properties of surfaces and multi-layer thin films can be investigated by grazing-incidence small angle X-ray scattering (GISAXS). An incident X-ray beam hits the sample under grazing incidence, after which its scattering pattern is recorded by a 2D area detector. The analysis of GISAXS patterns allows one to observe in-situ transient surface and subsurface density profiles with nanometer depth resolution. It is important for studying the growth of nanomaterials, as demonstrated by Metwalli et al. [1], and for investigating the (sub-)picosecond surface dynamics of laser-irradiated solids, as shown by Randolph et al. [2]. The reconstruction of the structural properties is complicated by multiple scattering contributions and the missing phase information. As the number of layers grows, the scattering patterns get highly complex, rendering the inference computationally infeasible without prior knowledge about imaged objects.

Related work Traditionally, a simulated GISAXS pattern of a sample model is generated and compared with the experimentally measured pattern. Iterative fitting processes adjust the model parameters by minimizing $\chi^2$ until they match the experimental GISAXS pattern [2][3]. Executing a forward model iteratively makes a comprehensive analysis of GISAXS images highly time-consuming, which in turn limits the throughput of large-scale neutron and X-ray facilities. The need for accelerated inference motivated the spread of machine learning-based algorithms [13][14]. Cherukara et al. [4] demonstrated the real-time inversion of Wide-Angle X-ray scattering using generative neural networks yielding 500 times faster inference compared to standard iterative algorithms. Ikemoto et al. [5] and
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Figure 1: A schematic overview of the proposed inference pipeline for GISAXS data (A). In the first step, conditional probability \( p(X, z|\zeta) \) over GISAXS data \( X \) and latent variables \( z \) given the in-plane GISAXS signal \( \zeta \) is approximated by conditional VAEs (B). The probabilistic model allows us to compute robust representation \( c \) that can be obtained even when only \( \zeta \) is given as input. Afterwards, we approximate posterior distribution \( p(y|c) \) over object parameters with normalizing flows (D), yielding fast inference that allows accelerating feedback during experiments (C).

Liu et al. [6] use convolutional neural networks for the one-step classification of experimental images. At the same time, Van Herck et al. [7] infer the rotation distribution of nanoparticle arrangements. Similar to our use case, Mironov et al. [8] use convolutional neural networks with uncertainty quantification to estimate film parameters from neutron reflectivity curves.

Our contribution In this paper, we develop an inference framework allowing for fast and robust reconstruction of GISAXS data to accelerate GISAXS data analysis. As the signal-to-noise ratio (SNR) of experimental images might suffer from distortions caused by grazing-incidence geometry [9], we mainly focus on using an in-plane scattering signal as input. Despite the recent success of discriminative neural networks, such models do not account for the inherent ambiguity of reconstruction and, as a rule, do not provide a researcher with uncertainty quantification. Instead of learning a function from images to parameters, we use the Bayesian approach and estimate the posterior distribution of object parameters given the GISAXS data. Our framework has a two-fold structure. In the first step, we learn a robust probabilistic representation of the GISAXS generative process with variational auto-encoders [10]. Second, we model the posterior distribution via likelihood-free inference [11] with normalizing flows [12].

2 Methods

Conditional variational auto-encoders Variational autoencoders (VAE) [10] is a framework to model the data generation process via approximation of joint probability \( p(x, z) \) over observed variables \( x \) and latent variables \( z \). It combines a generative model \( p_\theta(x|z) \), an inference model \( q_\phi(z|x) \) and a prior \( p(z) \), allowing unconditional data generation from a learned distribution model. Conditional VAES (CVAEs) [15] is an extension of the framework that models a conditional distribution \( p(x, z|y) \) including an encoder \( p(z|x, y) \) and a decoder \( p(x|z, y) \). To learn the model parameters \( \theta, \phi \), one maximizes the conditional log-likelihood \( \log p_\theta(x|y) \) via maximizing the evidence lower bound [10][15]. Subsequently, one can sample from conditional distribution \( p_\theta(x|y, z) \) where random noise

\[ f_s(u_\theta(c)) \circ \ldots \circ f_1(u, c) \]
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1We define the in-plane scattering signal (profile) as the average of a central region (see Fig. 1A) of an image over the lateral dimension of a detector with subtracted parasitic scattering signal from the beamstop.
We are interested in estimating the intractable posterior distribution of unobserved variable $y$ given an observation $x$. One particular class of neural density estimators that scales well to high-dimensional data is normalizing flows (NFs) [10], the technique that was applied to inverse problems in various domains, including astronomy [17], lattice field theory [18], and high-energy physics [19]. In the framework, a latent random variable $v$ distributed according to a simple base distribution $p(v)$ undergoes a sequence of $K$ invertible parameterized transformations $z_k = f_k(z_{k-1})$, where $z_0 = u$ and $z_K = x$. The framework can be further generalized to model the posterior distribution $p(x|y)$ by conditioning each function $f_k$ as well as the prior distribution $p(v|y)$ to the context variable $y$. For a model density $p_K(x|y)$ to approximate the true density $p(x|y)$, the negative log-likelihood of the observed data under the model is minimized.

### Proposed framework

We aim to estimate the posterior distribution $p(y|X)$ of object parameters given corresponding GISAXS data $X$. As the likelihood of the data-generating process is intractable, we employ simulation-based inference [11] via NFs. Due to the scarcity of experimental data, we train the model on synthetic GISAXS data generated by state-of-the-art BornAgain [20] software. Although one can generate arbitrarily many simulated patterns, the distribution of these patterns can alter drastically from the distribution of experimental data. The discrepancy might render the model trained on simulated data inapplicable to real-world data, thus requiring more robust-to-noise data representations such as in-plane GISAXS signals $\zeta$ derived from experimental images $X$. To generalize our framework to both modalities, we use CVAEs to learn conditional probability model $p_{\theta_2}(X, z|\zeta)$. Combined, the framework’s generative models allow us to estimate the posterior distribution over parameters $y$ given $X$ and $\zeta$ factorized as follows:

$$p_{\theta_1, \theta_2}(y|\zeta, z, X) = p_{\theta_1}(y|\zeta, z) \cdot p_{\theta_2}(z|X, \zeta) \cdot p(X) \cdot p(\zeta) \approx p_{\theta_1}(y|\zeta, z) \cdot p(z) \cdot p(\zeta)$$

(1)

where we use the chain rule and assume that $y$ and $X$ are conditionally independent given $\zeta, z$. Therefore, when only the in-plane signal $\zeta$ is available, latent variables are sampled from a prior $p(z)$ (denoted by $\dagger$). Otherwise, one uses GISAXS data to sample $z \sim q_{\theta_2}(z|X, \zeta)$ (denoted by $\dagger$). Parameters $\theta_1$ and $\theta_2$ are optimized by minimizing the sum of loss objectives of NFs and CVAEs. More details on the implementation and optimization procedure are provided in Appendix A.1 A.2.

### 3 Experiments

**Synthetic data** In this paper, we focus on metallic multi-layer materials consisting of multiple repetitions of Tantalum (Ta) and Copper nitride (Cu$_3$N). The final goal of our research is to apply the inference pipeline to experimental GISAXS data obtained by irradiating a 12-layer sample (TaO - 5×(Ta - Cu$_3$N) - Ta) (see Appendix A.3 for experimental details). We use BornAgain [20] to simulate synthetic labelled GISAXS patterns. We generate $10^5$ images with varied parameters of each layer for 5-layer samples (TaO-Ta-Cu$_3$N), 7-layer samples, 12-layer samples (TaO-Ta-Cu$_3$N...), and $6 \cdot 10^5$ images for 12-layer samples. Precisely, each layer is described by six parameters: dispersion,
Table 1: Application of our framework to experimental data. We quantify the deviation of the posterior distribution estimated by our framework from the one estimated by ABC+KDE with Wasserstein distance between marginal 1D distributions averaged across all parameters. We also provide log probability estimated by each framework for parameters obtained by Randolph et al. [2] and MAE between these parameters and values with the highest probability attributed by the corresponding framework. We also compute the inference time and dataset preparation time (500k data points) required for both frameworks for a single CPU/GPU.

| Model description | Log probability | MAE | Inference time, s | Dataset prep-n, s | Amortized |
|-------------------|-----------------|-----|-------------------|-------------------|-----------|
| ABC + KDE         | 22.1*           | 0.34| 18 \cdot 10^6     | -                 | no        |
| NFs + CVAEs       | 0.06 ± 0.04     | 0.33| 4.56              | 18 \cdot 10^6     | yes       |

* The average value over multiple bandwidth values (0.15-0.3) of KDE is calculated.

** If the same dataset is re-used each time, the inference time is 45 s.

absorption, thickness, roughness, Hurst parameter and lateral correlation length. During dataset generation, we uniformly sample the value of each parameter from a predefined range and simulate a GISAXS image via BornAgain. For each image, we compute the in-plane scattering signal (see Appendix A.4 for details on parameter ranges, simulation parameters and preprocessing).

** Model description** In this work, we employ two NFs+CVAEs models for inference on GISAXS data, each corresponding to a specific scenario. When a 2D GISAXS scattering signal is given, we use the first part of the equation \[ \hat{y} \] denoted by * to reconstruct the posterior over sample parameters \( y \).

Otherwise, when only an in-plane signal is provided, we employ the second part of the equation for inference and denote the model by \( \hat{\dagger} \).

** Baselines and evaluation** As a baseline approach, we use the combination of kernel density estimation (KDE) (Gaussian kernel, 0.2 bandwidth) and approximate Bayesian computation (ABC) \[ \text{[11]} \] with Euclidean distance as distance measure and uniform distribution over predefined parameter range as prior. We set the acceptance threshold such that the acceptance rate is equal to 0.002 on average. To perform inference with ABC, we use precomputed training datasets. As an evaluation metric, we use log (natural) probability and normalized mean absolute error (MAE), i.e. scaled to a dimension range, between object parameters obtained by Randolph et al. [2] and parameters with the highest log probability assigned by an inference algorithm.

** Material complexity & dataset size** We here analyze the influence of material complexity (and hence the number of parameters) on the performance of our inference framework (see Fig. 2 left). It can be seen that neural density estimators consistently outperform ABC even with an in-plane scattering signal given as input (NFs+CVAEs(\( \hat{\dagger} \))). Each algorithm’s performance worsens as the number of parameters increases as each layer contributes to the scattering pattern rendering highly complex GISAXS images. Besides, the deeper the layer, the weaker its contribution to the GISAXS image and hence the higher the uncertainty of an estimator. All estimators yield better performance as the number of training data points grows (see Fig. 2 right), with NFs + CVAEs demonstrating significantly higher log probability on test data than ABC for any dataset size.

** Experimental results** We apply our framework to perform inference on experimental data (see Table 1, Fig. 1C). The low value of Wasserstein distance between 1D marginal distributions indicates significant overlap between posteriors estimated by NFs+CVAEs(\( \hat{\dagger} \)) and ABC+KDE. Besides, MAE between expert fit and parameters with the highest log probability is slightly smaller for our framework. While the performance of both approaches is similar, the inference of our model is significantly faster. As it is amortized, inference time scales efficiently with the number of observations, while all the steps of ABC have to be repeated for a new observation. Therefore our model can be re-used for multiple observations on large-scale facilities, significantly accelerating data analysis. It is also possible to use CVAEs to reconstruct GISAXS image \( X \) from its in-plane scattering signal \( \zeta \) (see Fig. 3). Here, we sample latent variables \( z \sim N(0; 1) \) and use decoder to predict image \( X \) given \( z \) and \( \zeta \). One can see that Bragg and Yoneda peaks in both experimental and reconstructed images match well.
4 Conclusions

In this work, we utilized a neural density estimator to perform rapid parameter inference on GISAXS data, focusing on data with low SNR when only an in-plane scattering signal is available for inference. We propose a framework based on NFs and CVAEs that estimates object parameters’ posterior distribution, given an experimental GISAXS image. We validate our approach on synthetic GISAXS data generated by BornAgain with different pattern complexity and apply it to an experimental GISAXS image obtained from complex multi-layer material. The method demonstrates inference speed-up by over six orders of magnitude compared to the traditional ABC framework enjoying GPU parallelization while yielding a consistent estimated posterior distribution. Furthermore, our method is amortized, meaning it scales efficiently when applied to many observations once trained. We expect the model to be applied to experiments on large-scale facilities that generate many independent and identically distributed observations and ultimately accelerate the analysis of GISAXS data.

Broader impact statement

In this work, we applied a simulation-based inference framework to GISAXS data. We hope to continue developing the method to achieve the robust and reliable reconstruction of scattering data. We plan to eventually incorporate the framework into the inference pipeline on facilities where it can substantially accelerate experiments. Overall, the proposed approach might save resources and indirectly reduce the carbon footprint of scattering facilities. However, one must be careful as relying on learned density estimators requires rigorous cross-checking.
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A Appendix

A.1 Model implementation

Similarly to the model of Mishra-Sharma et al. [17], we employ masked autoregressive flows [22] as the transformation flow with 8 transformations made of a 2-layer masked autoregressive MLP with a hidden layer size of 128. The model was implemented with nflows library [23]. Model parameters are optimized by minimizing the following objective:

$$\mathcal{L}_{NFs}(x, y; \theta) = -\log p_K(x|y) = -\log p(f^{-1}(x, y)) - \sum_{k=1}^{K} \log \left| \det \frac{dz_k}{dz_{k-1}} \right|$$  \hspace{1cm} (2)

To build CVAEs, we use a convolution neural network-based encoder and decoder that are reversed (transposed) versions of one another. Encoder/decoder has 6 blocks where each block consists of a
convolutional operator with kernel size 3, batch normalization and SiLU activation. Additionally, we have a conditional encoder - a 2-layer MLP with 128 hidden units. The loss function of CVAEs is defined as follows:

\[ \mathcal{L}_{CVAEs}(x, y; \theta, \phi) = -KL(q_\phi(z|x, y) || p(z)) + \mathbb{E}_{q_\phi(z|x, y)} \left[ \log p_\theta(x|y, z) \right] \]  

where \( KL \) denotes the Kullback-Leibler divergence \[16\]. Thus, we minimize the sum of loss objectives to train the parameters of the framework:

\[ \mathcal{L}_{NFs+CVAEs}(y, \zeta, z, X; \theta_1, \theta_2) = \mathcal{L}_{NFs}(y, (\zeta, z); \theta_1) + \mathcal{L}_{CVAEs}(X, \zeta; \theta_2) \]  

Hyperparameters of our framework, such as the number of hidden units and learning rate, were optimized by grid search using \textit{wandb} \[24\].

### A.2 Optimization procedure

We optimize parameters of each model separately from one another by minimizing the corresponding loss objective (Eq. 3, 2). We reserve 20% of training data for validation and 1000 data points for testing. For each model, AdamW \[21\] optimizer is used with initial learning rate \(10^{-3}\) and weight decay \(10^{-2}\). CVAEs are trained for 30 epochs with early stopping and learning rate decaying by the factor of 0.1 every 10 epochs. We train normalizing flows for 100 epochs with early stopping and decreasing learning rate by 0.1 every 30 epochs. For each model, the training was performed in mini-batches of size 32. We use NVIDIA Tesla V100 GPU from the Hemera HPC system of HZDR.

### A.3 Experimental data

We use the same experimental data as Randolph et al. \[2\]. The experimental multi-layer material was grown on a 700 µm thick silicon wafer carrying a Ta seed layer on a 100 nm thick layer of thermal silicon. The experimental GISAXS images have been measured at the EH6 station at the SACLA XFEL facility in Japan \[25\] by irradiating the multi-layer sample with 8.81 keV X-ray photons under the grazing incidence angle of 0.64° and recording the scattered intensity with a 2D-area detector (MPPCCD). A beamstop has blocked the strong specular peak as it is orders of magnitude more intense than the diffusely scattered signal.

### A.4 BornAgain simulation

BornAgain software uses the DWBA formalism to synthesize GISAXS patterns for a given object and experimental setup. We use multi-layer objects, describing each layer by characteristic properties (see Table 3). We access BornAgain via Python script, which can be found in our GitHub repository. We indicate the experimental parameters used in each simulation in Table 2. Table 3 presents the sample parameters with corresponding ranges from which we sampled uniformly when generating datasets.

**Table 2: Experimental setup**

| Experimental parameters | value  |
|-------------------------|--------|
| pixel size              | 50 µm  |
| pixel y-direction       | 512    |
| distance in y-direction | 25.6 mm|
| pixel z-direction       | 1024   |
| distance in z-direction | 51.2 mm|
| sample detector distance| 1277 mm|
| y-position of specular reflection | 10.75 mm |
| wavelength              | 0.14073 mm |
| incident angle          | 0.64°  |
| azimuthal angle         | 0.0°   |
| beam intensity          | \(10^{13}\) |
| constant background     | 60     |

**Table 3: Parameter ranges**

| Layer parameters | range (Ta) | range (Cu₃N) |
|------------------|------------|--------------|
| dispersion, \(-10^{-5}\) | 1 - 4 | 0.8 - 3 |
| absorption, \(-10^{-7}\) | 0.1 - 90 | 0.1 - 90 |
| thickness, nm | 0.3 - 4.7 | 0.3 - 12.0 |
| roughness, nm | 0.3 - 5 | 0.3 - 5 |
| Hurst parameter | 0.1 - 0.9 | 0.1 - 0.9 |
| lateral correlation length, nm | 3 - 30 | 3 - 30 |

### A.5 In-plane GISAXS signal computation

To obtain an in-plane signal, we first take only the center cut of 30 pixels along the lateral dimension of a detector around the specular beam as done for the experimental data \[2\]. We then average over...
the lateral dimension of the detector and split the resulting curve into two parts: before and after the beam stop. Next, we normalize each part and concatenate them yielding an array of length 359. We subtract an underlying background signal related to parasitic scattering from the beamstop for experimental data. The parasitic scattering model was taken from [2].