Compensation Tracker: Reprocessing Lost Object for Multi-Object Tracking
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Abstract

Tracking by detection paradigm is one of the most popular object tracking methods. However, it is very dependent on the performance of the detector. When the detector has a behavior of missing detection, the tracking result will be directly affected. In this paper, we analyze the phenomenon of the lost tracking object in real-time tracking model on MOT2020 dataset. Based on simple and traditional methods, we propose a compensation tracker to further alleviate the lost tracking problem caused by missing detection. It consists of a motion compensation module and an object selection module. The proposed method not only can re-track missing tracking objects from lost objects, but also does not require additional networks so as to maintain speed-accuracy trade-off of the real-time model. Our method only needs to be embedded into the tracker to work without retraining the network. Experiments show that the compensation tracker can efficaciously improve the performance of the model and reduce identity switches. With limited costs, the compensation tracker successfully enhances the baseline tracking performance by a large margin and reaches 66% of MOTA and 67% of IDF1 on MOT2020 dataset.

1. Introduction

Currently, multi-object tracking is one of the basic tasks of computer vision with wide applications in many fields, for example, intelligent security, automatic driving, pedestrian tracking, intelligent monitoring and so on [13]. Tracking by detection (TBD) framework is the current mainstream tracking paradigm.

In order to improve tracking performance, existing researches usually use multiple sub-networks for object information extraction and data association. Such methods generally use networks or modules with information sharing function such as RNN [32], LSTM [24] and Siamese network [39][12] to save information of tracked objects and complete spatio-temporal matching. In addition, the use of various object information, for example motion information, spatio-temporal information, appearance information and affinity information [48][20][47][10][41], will complicate the information extraction network. Also, these methods will increase additional computation cost and do harm to the inference speed. Many researchers notice that the speed of tracking model is as important as the tracking performance. For the real-time model, the structure of the detection network cannot be too complicated. Simultaneously, methods of data association should be simple and effective. So, real-time model usually uses detector with speed-accuracy trade-off, for instance, RetinaNet [29], CenterNet [54][56][57][52], Yolov3 [36][45][44], Faster RCNN [1] and so on. On the other hand, a series of simple and fast data association methods are also proposed such as bounding box (BBox) intersection ratio (IoU) matching [5][6][3], motion prediction [22][20] and appearance matching [50][54][49][37]. This kinds of information can be obtained by traditional methods or can be learned together with detection task. Therefore, these easily available object characteristics are often used for data association in the real-time model.

In the existing real-time model, both end-to-end model and non-end-to-end model are essentially TBD paradigm. In other words, the performance of the detector plays a decisive role in the tracking result. It’s seen in Fig.1. When an object can be tracked in the past frame but cannot be detected in a certain frame due to the unstable performance of the detector (Yellow Arrow Object), the object will not be able to be matched by data association and is considered as an unmatched tracked object. To this end, the tracking result will not include this object and mark them as lost object. This phenomenon will lead to missing tracking and cause ID switches of the missing tracking object so as to impair the tracking performance.

The above discussion raises some questions: Is the detector stable enough to avoid missing detection? Are these missing tracking objects not in the tracking area or...
invisible? The answer is negative! In the existing researches, additional neural networks such as Siamese networks [10, 48, 9] and RNN [18, 47, 38] are often used in the model to re-track lost objects. However, these methods will increase a lot of computation costs and are not friendly to real-time tracking. Using lightweight networks to re-track lost objects will not perform well under complicated scenes [8]. We hope to maintain the speed-accuracy trade-off and re-track the missing tracking objects from the lost objects with computation costs as little as possible. We believe that the tracker not only can exploit the information provided by the detector to perform data association, but also can use the past information to predict position and compensate for missing tracking objects. Based on this motivation, we propose compensation tracker (CT) based on simple and effective methods to reprocess the lost objects. It contains a motion compensation module and an object selection module. CT screens out the highly credible missing tracking objects from lost objects and re-tracks them without adding abundant computation consumption. As can be seen in Fig. 1, The proposed method can effectively alleviate the problem of missing tracking caused by the instability of the detector. Especially in dense crowd regions, the proposed method can greatly improve the tracking performance of the model and reduce ID switches without re-training the network. The contributions of this paper are summarized as follows:

1. Indicating and analyzing the lost tracking phenomenon of each sub-dataset on MOT2020 dataset.

2. We propose a compensation tracker based on motion compensation and object selection. By performing motion prediction and reasonable features judgment for the lost objects, CT selects out missing tracking objects with high reliability and re-tracks them in the result.

3. Extensive experiments show that the reasonable use of traditional methods not only can achieve outstanding compensation result, but also only limited computation costs is produced. Particularly in the dense crowd areas, our method has prominent improvements for the tracking performance of the model.

2. Related Works

Towards Real-Time Tracking. According to the association way of detection information, TBD paradigm can be divided into end-to-end tracking model and non-end-to-end tracking model. POI [50] obtains appearance features through GoogLeNet [43] and combines offline and online tracking methods to object similarity association. Similarly, Sort [3] utilizes IoU correlation between the predicted BBox and the detected BBox to accomplish data association. IoU Tracker [5] only employs the IoU between tracked BBox and the detected BBox for data association. Although its tracking speed is very fast, the tracking performance is not accurate enough. Based on Sort, Deep-Sort [45] treats the detection result as the tracking benchmark and uses a Re-Identification network (Re-ID) to acquire appearance information for further data matching. It also proposes a cascade matching method and combines with the Hungarian [25] algorithm for appearance features matching. Subsequently, MOTDT [8] uses a lightweight network (SqueezeNet [21]) to estimate the trajectory scores of each lost object and makes use of the score map to re-track the missing tracking objects from lost objects. JDE [44] simultaneously learns detection information and appearance embedding information in Yolov3 [36]. Some researches [56, 1, 29, 34] also use other detectors or detection optimization methods to improve tracking performance. Based on the JDE, FairMOTV1 [52] utilizes CenterNet [57] to learn detection information and appearance information. It exploits the advantages of heatmaps detection to obtain object information that is more friendly to data association. FairMOTV2 [54] optimizes the training methods and corrects the ground truth (GT) labels on the basis of FairMOTV1. We use FairMOTV1 (FairV1) as the baseline and analyze the phenomenon of lost object on it.
| Model Sets | Lost Objects Number | Compensation Objects Number | Lost Objects Number | Compensation Objects Number |
|------------|---------------------|-----------------------------|---------------------|-----------------------------|
| MOT20-01   | 5016                | 1559                        | 5888                | 1832                        |
| MOT20-02   | 34434               | 11361                       | 41949               | 15147                       |
| MOT20-03   | 86814               | 32531                       | 72649               | 30985                       |
| MOT20-05   | 255953              | 96167                       | 223091              | 90558.0                     |

Table 1. The Statistical number of lost objects and compensation objects in FairV1 and JDE on MOT2020 training dataset.

In the sequel, the pipeline end-to-end methods [42, 33] associate tracked objects in spatio-temporal sequences in adjacent frame. The author designs a pipeline IoU learning method and a pipeline IoU matching method for object association. Chained-Tracker [35] considers that the BBox of adjacent frame are the paired-matching relationship. The author designs a paired boxes loss and corresponding matching method for data association. Center-Track [56] provides a more concise tracking framework. It directly exploits the heatmap offsets direction of adjacent frame for data association. Quasi-Dense [34] makes use of Bi-Softmax and Quasi-Dense similarity learning to improve the robustness of Re-ID features. However, whether it is end-to-end or non-end-to-end tracking paradigm, they excessively rely on the detection quality and emerge from the phenomenon of missing tracking.

Towards Lost Object Tracking. Using a variety of object information to improve matching accuracy is one of the solutions to avoid lost tracking. Therefore, many researchers prone to use RNN, LSTM [18, 59, 38, 24] or other methods with information preservation and decision-making to optimize the data association of multiple object information. Besides, employing Siamese network [12, 10, 11] for each detected object is also another network solution. Some researchers utilize additional attention networks to extract more powerful appearance features and solve the ambiguous feature problems caused by frequent object interaction and insufficient affinity [48, 59]. In recent years, graph neural networks (GNN) have been gradually used for object tracking. Some researches [58, 7, 30, 27] exploit the powerful information transmission capability and graph matching ability of GNN for data matching so as to improve the tracking performance. Multi-hypothesis tracking [4] generates real trajectory and hypothesis trajectory by Kalman filtering [22]. Through clustering and pruning, the algorithm controls the number of hypothetical trajectories and evaluates the credibility of hypothetical trajectories as real trajectories by log-likelihood estimation scores [4, 22]. This method also depends on the performance of the detector and makes insufficient use of the input image features. Based on IoU Tracker, V-IoU [6] processes the lost objects with a visual single object tracker to enhance the continuity of the trajectory. But it depends on the performance of the filter and it will fail to track the missing tracking object under the condition of object deformation and camera motion. Our method only needs to be embedded into the tracker and does not require extra networks. When the object cannot be matched by the basic tracker, CT firstly performs motion compensation to re-predict its position. Then the motion compensation information and hand-crafted appearance information of the object are used to determine whether the object is credible or not. Our method not only inherits the advantages of V-IoU, but also takes the advantages of appearance information to improve the accuracy of object selection.

3. Analysis of Lost Object

Experiments Setting. All trained network parameters in experiments are from the corresponding authors. The model parameters used for statistic and analysis have not been trained by MOT2020 training dataset. We use DLA34 [51] with DCNv2 [60] in FairV1 and JDE-1088x608 in JDE for statistical experiments. All hyper-parameters will be consistent and the same as authors setting.

Analysis on MOT2020 Result. MOT2020 dataset is a dense crowd sequences with an average of 246 pedestrians in each frame [15]. These sequences include indoor/outdoor and day/night scenes. The sequences with dense crowds and insufficient illumination are a great challenge for detection stability and tracking performance. As can be seen in Fig. 2. The tracking quantity of two models (FairV1 & JDE) accounts for about 60% in GT. These results indicate that the generalization ability of two models are not good enough in dense regions. There is a high probability in lost tracking due to the poor performance of detector. As can be seen
in Table 1, the two models have lost objects in each sub-dataset. In lost objects set, there are some missing tracking objects caused by missing detection. We believe that the tracker can make full use of the existing tracked information to predict position and compensate the output for missing tracking objects. Based on this idea, we use the motion compensation module and the object selection module in CT instead of CNN or GNN. The motion compensation module is used to re-predict the position of the lost object while the object selection module is responsible for feature selection and feature matching. By position judgment and hand-crafted feature matching, CT selects out the highly reliable objects (missing tracking objects) from lost objects and compensates output sequences for them (compensation objects). As can be seen in Fig 3. To this end, FairV1 can be added the tracking sequences by an average of 12.7% and JDE can be increased in the tracking sequences by an average of 17%. This result proves that our compensation objects is effective and credible. To sum up, CT succeeds in improving the tracking performance of the model in dense crowd areas.

4. Methods

4.1. Design of Compensation Tracker

In this section, we will introduce the compensation tracker in detail. It contains three main tracking modules: basic tracker, motion compensation (MC) and object selection (OS). The tracking pipeline can be seen in Fig 3 (K and J represent the object number in the corresponding set).

Basic Tracker. Given an image of frame $t$, the detected object set $D_t$ can be obtained by network recognition. At frame $t-1$, we can get successfully tracked object set $T_{t-1}$ and lost tracking object set $L_{t-1}$ from the previous frame. Then, the basic tracker performs cascade matching including IoU matching and appearance matching on $D_t$, $L_{t-1}$ and $T_{t-1}$ [52, 44]. Cascade matching outputs three kinds of objects containing matched tracked objects, newly detected objects (unmatched detected objects) and lost tracking objects (unmatched tracked objects). For the matched tracked objects and the newly detected objects, we update their information and their tracked clipping box images $CB_t$. Subsequently, the matched tracked objects and the newly detected objects are transmitted in the tracked object set $T_t$ (tracking result). And the lost tracking object set $L_t$ is inputted in CT.

Motion Compensation. Motion compensation module re-predicts the positions for lost tracking object set $L_t$ and outputs the re-predicted results set $PB_t$. Next, CT implements object selection based on re-predicted results $PB_t$.

Object Selection. For filtering out the invisible BBox and correcting BBox’s size, CT carries out confidence interference filtering, boundary interference filtering and BBox correction for predicted $PB_t$. Afterwards, IoU interference filtering is used for suppressing the overlap BBox between the predicted $PB_t$ and the tracked object set $T_t$. Next, we crop the BBox image $PB^K_t$ according to the predicted BBox. Because the object is tracked in the previous frame, the finally tracked clipping BBox image $CB^K_{t-1}$ is retained. We use $PB^K_t$ and $CB^K_{t-1}$ for hand-crafted appearance extraction and matching in appearance interference filtering. If an object can be selected out by object selection, we consider that it is the missing tracking object $MT^K_t$ that caused by failing to be detected and we compensate for them in the tracked object set $T_t$. Otherwise, this lost object that cannot be compensated will be saved in $L_t$ at most 30 frames.

4.2. Motion Compensation

In the motion compensation module, we use the Kalman filter with uniform motion and linear observation by default. Its input can be defined as:

$$Mean = [x, y, a, h, \dot{x}, \dot{y}, \dot{a}, \dot{h}]$$  

(1)

where $x$ and $y$ are the horizontal and vertical coordinates of the BBox respectively. $a$ is the ratio between BBox’s width and BBox’s height. $h$ is the height of the BBox. $\dot{x}, \dot{y}, \dot{a}, \dot{h}$ are the velocities of the corresponding components. $[x, y, a, h]$ are directly observed as object states.

Then, taking $Mean_{t-1}$ as input and calculating the error covariance matrix between the calculation value at frame $t$ and the real value at frame $t-1$:

$$Mean'_t = F_tMean_{t-1} + A_tX_t$$  

(2)

$$Cova'_t = F_tCova_{t-1}F_t^T + Q$$  

(3)

where $Mean'_t$ is the estimation value of the system state at frame $t$. $Mean_{t-1}$ is the real value of the system state at frame $t-1$. $F_t$ is the motion transformation matrix from the previous state to the current state. $A_t$ is the control matrix. $X_t$ is the control variable. $Cova'_t$ is the covariance matrix of the error between the calculation value and the real value. $Cova_{t-1}$ is the covariance matrix of the error between the estimation value and the real value. $T$ is the transpose operator. $Q$ is the multi-variate normal distribution of covariance matrix. Next, Kalman gain is calculated:

$$K_t = Cova'_t H_t^T (H_tCova'_t H_t^T + R)^{-1}$$  

(4)

$$Mean_t = Mean'_t + K_t(Z_t - H_tMean'_t)$$  

(5)

where $K_t$ is the Kalman gain. $Z_t$ is the system measurement value. $H_t$ is the measurement transfer matrix and $R$ is covariance matrix of observation noise [45] [22].

Finally, the error covariance matrix between the estimation value and the real value is updated:

$$Cova_t = (1 - K_t \cdot H_t)Cova'_t$$  

(6)
Figure 3. Online tracking pipeline of compensation tracker. The above figure shows the overall data flow and the relationship between the basic tracker and the compensation tracker. Actually, CT is the extension of the basic tracker. When an object is tracked at frame $t - 1$ and is not detected at frame $t$, the object cannot be matched by cascade matching and is considered as lost object $L^K_t$. Then, $L^K_t$ is transmitted in the compensation tracker for motion compensation and object selection. Meanwhile, tracked object $J$ will be updated their information. After processing the selection result and the association result, the tracker outputs the final tracking result for object tracking.

4.3. Object Selection

Experiments show that only using the motion compensation module to unconditionally compensate for the lost objects will result in wrong compensation. In this section, we will further introduce how to screen the BBox predicted by motion compensation to find out the missing tracking object and compensate for them.

Confidence Interference Filtering (CI Filtering). Error bounding box (EBBox) is generated by the fact that the tracked object has been lost or the object has not been detected in so many frames, but the motion compensation is still carried out. Referring to the maximum reserving frame value of the lost object in the baseline, we consider it as the maximum of compensation frame value and employ the compensation confidence threshold to avoid the generation of EBBox. The compensation confidence is defined as follow:

$$C_{ci} = I\{S_{ts} - L_{ts} > 0\} \quad s.t. S_{ts} > C_F$$  \hspace{1cm} (7)

where $C_{ci}$ is the compensation confidence. $S_{ts}$ is the number of times that the object is successfully tracked. $L_{ts}$ is the number of times that the object is lost in tracking and $C_F$ is the compensation frame value. When a lost object does not meet the above formula, the object will be filtered out. It’s seen in Fig. 4.

Boundary Interference Filtering (BI Filtering). When the tracked scene moves relatively fast, only using the confidence interference filtering will not achieve an optimal compensation result. When a lost object moves away from the tracking area, we need to judge the center position of its predicted BBox by the following formula:

$$C_{bi} = I\{x - x_w * \alpha > 0 \quad \wedge \quad w - x - x_w * \alpha > 0\}$$  \hspace{1cm} (8)

where $C_{bi}$ is the confidence of BI Filtering. $x$ is the center point abscissa of the predicted BBox. $x_w$ is the width of the predicted BBox. $\alpha$ is a boundary weight. $w$ is the width of the image. When a predicted BBox of lost object does not satisfy formula $(8)$, the object will be filtered out. As it’s seen in Fig. 5.

IoU Interference Filtering (IoU Filtering). In order to improve the compensation result, we also eliminate the BBox with object occlusion and object overlap to further prevent wrong compensation. The filtering effect can be seen in Fig. 6. We compare the predicted compensation

...
BBox set \( PB_t \) with the tracked object set \( T_t \) containing their area ratio, IoU and BBox embedding degree.

Figure 6. Diagram of IoU interference filtering result. It is obvious from the figure that the wrong BBox has been removed.

**Appearance Interference Filtering (AI Filtering).** IoU Filtering cannot solve the problem of occlusion by other objects and severe drift of BBox. So, we use the position information predicted by motion compensation to extract the clipping box image \( PCB^K_t \) at the current frame. Afterwards, the hand-crafted feature similarity between \( PCB^K_t \) and the finally tracked clipping box image \( CB^K_{t-1} \) will be evaluated. Firstly, the two clipping BBox images will be filtered by Gaussian kernel and down-sampled twice respectively. Then, the Gaussian difference calculation between them and themselves will be performed [28]:

\[
D(p_x, p_y, \sigma) = L(p_x, p_y, S_f \theta_f) - L(p_x, p_y, \sigma) \quad (9)
\]

where \( D(\cdot) \) is a Gaussian differential operator. \( D(p_x, p_y, \sigma) \) is the Gaussian differential image. \( p_x \) and \( p_y \) are pixel position of the image. \( L(\cdot) \) is the Gaussian smoothed image which is produced from the convolution of a variable-scale Gaussian with an input image. \( \sigma \) is the scale space operator of the Gaussian kernel function. \( S_f \) is the feature pyramid scaling factor. After getting \( D(p_x, p_y, \sigma) \) from formula (9), the algorithm finds the extremum in it and inputs the extremum point sets into formula (10) to obtain the modulus and direction of each extremum region [28].

\[
\begin{align*}
  m(p_x, p_y) &= ||(L(p_{x+1}, p_y) - L(p_{x-1}, p_y)) + (L(p_x, p_{y+1}) - L(p_x, p_{y-1}))||_2 \\
  \theta(p_x, p_y) &= tan^{-1}\left(\frac{L(p_{x+1}, p_y) - L(p_{x-1}, p_y)}{L(p_x, p_{y+1}) - L(p_x, p_{y-1})}\right) 
\end{align*}
\]

where \( m(p_x, p_y) \) is the modulus of the extreme points and \( \theta(p_x, p_y) \) is the direction of the extremum points.

Set \( m \) and set \( \theta \) are input into the Histogram of Oriented Gradients [14] to generate the 128 dimension vectors set. Finally, K-Nearest-Neighbor (KNN) matching is performed for measuring the Euclidean distance of these vectors [19]. If there are enough matching points, the lost object is treated as the missing tracking object and will be re-tracked. The matching formula is as follows:

\[
C_{ai} = \mathbb{I} \left[ \mathcal{K}(H(m^K_{t-1}, \theta^K_{t-1}), H(m^K_t, \theta^K_t)) > \sigma_m \right] \quad (11)
\]

where \( C_{ai} \) is the confidence of AI Filtering. \( \mathcal{K} \) is the KNN matching function. \( \mathcal{H} \) is the Histogram of Oriented Gradients. \( m^K_{t-1} \) and \( \theta^K_{t-1} \) are the modulus and direction of \( CB^K_{t-1} \) respectively. \( m^K_t \) and \( \theta^K_t \) are the modulus and direction of \( PCB^K_t \) respectively. \( \sigma_m \) is the threshold for KNN matching.

**BBox Correction (BBox Correction).** Since the predicted BBox will have an inaccurate size, the object cannot be marked accurately. The BBox’s size in adjacent frame changes very limited. When the change of area between lost BBox and its predicted BBox is greater than 1.1, the compensation BBox will be resized in the original size. Algorithm 1 describes how the proposed method works for the lost objects.

| Algorithm 1: Compensation Tracker |
|-----------------------------------|
| **Input:** |
| \( L_l \) is the lost object set at frame \( t \) |
| \( T_t \) is the tracked object set at frame \( t \) |
| \( CB^K_{t-1} \) is the K-th clipping box image at frame \( t - 1 \) |
| \( PCB^K_t \) is the K-th clipping box image at frame \( t \) |
| **Output:** |
| \( MT_t \) is the missing tracking object set at frame \( t \) |
| **for** \( l_K \in L_l \) **do** |
| \( Mean_t, Cova_t \leftarrow MC(l_K, Mean_t, Cova_t) \) |
| **by** (6) \( \{7\} \) \( \{8\} \) \( \{9\} \) \( \{10\} \) \( \{11\} \) |
| \( Mean_t \leftarrow BBox\_Correction(Mean_t, l_K, Mean_t) \) |
| \( C_{bi} \leftarrow CI\_Filtering(l_K) \) |
| \( C_{bi} \leftarrow BI\_Filtering(Mean_t) \) |
| **for** \( T^i_t \in T_t \) **do** |
| \( l_K \leftarrow IoU\_Filtering(Mean_t, T^i_t) \) |
| **end for** |
| \( C_{ai} \leftarrow AI\_Filtering(CB^K_{t-1}, PCB^K_t) \) |
| **by** \( \{2\} \) \( \{3\} \) \( \{4\} \) \( \{5\} \) \( \{6\} \) \( \{12\} \) \( \{13\} \) |
| \( C_{ai} \leftarrow Mean_t, Cova_t \) |
| **if** \( C_{ci} \land C_{bi} \land C_{ai} \) **then** |
| \( l_K \leftarrow Update\_Parameter(Mean_t, Cova_t) \) |
| **end if** |
| **end for** |
| **return** \( MT_t \) |

5. Experiments

5.1. Experiment Details

We carry out extensive evaluations on MOT2015 [26] dataset, MOT2016 [31] dataset, MOT2017 [31] dataset and the latest MOT2020 [15] dataset. Besides, we achieved relatively good results and metrics precision in all datasets.

**Experiments Platform.** Our experiments are implemented on Pytorch. The computer used in the experiment is equipped with Xeon Platinum 8163 CPU and
RTX2080 Ti. Furthermore, we use the trained model parameters of the DLA network for experiments in baseline. And JDE-1088x608 is employed in JDE in ablation experiments. All the trained model parameters are provided by corresponding author. These networks are trained with the following datasets including MOT2017 [31], Caltech [16], CityPersons [53], CuhkSysu [46], PRW [55] and ETH [17].

Evaluation Metrics. CLEAR MOT Metrics [2] and IDF1 are used for measuring tracking result. These metrics include multi-object tracking accuracy (MOTA), ID switches (ID.Sw), the ratio of correctly identified detections over the average number of GT and computed detections (IDF1), multi-object tracking precision (MOTP), the most tracked object (MT), the most lost object (ML), the average number of false alarms per frame (FAF), the total number of times a trajectory is fragmented (Frag), the number of false positives (FP) and the number of false negatives (FN) [13]. And FPS is obtained by running on a single RTX2080 Ti.

5.2. Hyper-Parameter Experiments

There are three adjustable parameters in CT. They are the compensation frame value $C_F$, matching threshold $\sigma_m$ and boundary weight $\alpha$ respectively. Parameters setting do not require heuristic algorithms and do not need to be adjusted for each dataset. $C_F$ is a hyper-parameter that already exists in baseline and JDE. Considering that it also has an impact on the compensation result, we also discuss its robustness. The sensitivity experiments of three hyperparameters on MOT15 and MOT16 are shown in Table 2. $C_F$ is the maximum pre-stored threshold for lost objects. Too large $C_F$ will result in too many pre-stored lost objects and too many memory costs. This setting will lead to ambiguous object matching and reduce tracking accuracy. Too small $C_F$ will raise the problem that missing tracking objects cannot be re-tracked and its ID switches frequently. $\sigma_m$ affects the appearance matching precision of missing tracking objects. If $\sigma_m$ is too large, the objects with high reliability cannot be re-tracked. Besides, $\alpha$ is used to filter out the objects that are out of boundary and deal with the drifting problem of the predicted BBox. It only has weak influences on IDF1, FP and FN. Experiments on MOT15 and MOT16 show that the hyper-parameters in CT are robust.

5.3. Ablation Experiments

As can be seen in Table 3. After using the motion compensation module, some metrics such as MOTA, IDF1 and ID.Sw have been significantly improved due to compensation for the missing tracking objects. However, because of unconditional compensation, some EBBoxes still appear. After conducting the object selection, MOTA and IDF1 can be further improved while only a little quantity of ID switches are raised. Additionally, the speed costs of motion compensation and object selection are only 0.6 FPS and 1.1 FPS respectively.

As can be seen in Table 4. On MOT2016 test dataset, the result of the JDE with CT is better than itself. CT improves JDE by 3.3% on IDF1, 0.6% on MOTA, 0.7% on MT and 1.2% on ML. This result manifests that our tracker can effectively enhance tracking performance and optimize data association of lost objects. Especially on the 2020 training dataset, the improvement is more prominent and various metrics achieve greater gains. Among this metrics, MOTA increased by 6.2%, IDF1 increased by 11% and ID.Sw decreased by 7474. For the baseline model, various metrics have also been improved on MOT2016 dataset. CT alleviates baseline by 1.1% on MOTA, 2.5% on MT, 3.2% on ML and 41 on ID.Sw. It can also be seen in Table 4 that there is a significant gains in MOT2020 tracking result. After employing CT, tracking instability problem is further alleviated and various metrics such as MOTA, IDF1 have been improved to a certain extent. More importantly, ID.Sw on MOT2020 surpasses baseline by 8579.

This is because CT alleviates the lost tracking problem caused by the detector instability so that missing tracking objects can be effectively re-tracked. Also, our tracker not only accurately compensates for missing tracking objects, but also lessen unnecessary ID switches. Something is worthy noticeable that time consumption of CT is limited and
the average costs approximate 2-3 frames on two 'Private' real-time models.

For the sake of further demonstrating the data association performance of the CT, Sort, MOTDT and Tracktor ('Public' Tracker) are also used for 'Public' ablation experiments.

As can be seen in Table 5, after using CT, the performance of Sort can be further improved on MOT2020 test dataset. Among these metrics, MOTA increased by 0.6% and MT increased by 0.9%. Especially in ID.Sw and Frag, the reductions are 1499 and 10313 respectively. On MOT2020 training dataset, Sort with CT can obtain 7.1 gains, 18.1 gains to Sort counterparts in MOTA and IDF1.

Above all, ID.Sw declines by 9253. It can be seen in Table 5 that the tracking continuity (MT & ML) have also been greatly improved. On the other hand, MOTDT utilizes SqueezeNet to score and re-track lost objects. We replace this network with CT. As it’s seen in Table 5, there is a great challenge for the performance of the lightweight network on MOT2020 dataset. However, CT uses historical reliable information and hand-crafted feature information obtained by traditional methods. The extraction way of traditional methods is stabler than network prediction under the complicated circumstances. Compared with MOTDT, our method has various degrees improvements on MOT2020.

Notably on MOT2020 test dataset, our method achieves 2513 gains in Frag, 211 gains in ID.Sw, 1.4 gains in MOTA, 4.4% gains in MT and 1.1 gains in IDF1. Also, we replace Tracktor’s camera motion with CT for experiments on MOT2020. Although CT’s ID.Sw is higher than camera motion, CT still outperforms Tracktor on MOTA, MT and ML. There are 2.3 gains and 1.2 gains in MOTA of Tracktor with CT on MOT2020 training dataset and test dataset respectively. In terms of the performance of ‘Public’ ablation experiments, CT is effective in data association and has the capability to re-track missing tracking objects.

### 5.4. Comparison with state-of-art Online Models

#### MOT2016 & MOT2017

As can be seen in Table 6, the evaluation result of our method on MOT2016 and MOT2017 are outstanding. There are improvements in MOTA (69.8%), IDF1 (71.1%), MT (42%) and ML (15.8%) on MOT2016 test channel. On MOT2017 test channel, MOTA, IDF1, MT and ML are 68.8%, 70.2%, 40.8% and 17.7% respectively. These metrics are higher than other online tracking models and reach the state-of-art performance.

#### MOT2020

The effect of CT is more remarkable on MOT2020 test result. It can be clearly seen in Table 7, CT can reach great gains in MOTA (66%), IDF1 (67%), Frag (4154) and ID.Sw (2237). What’s more, CT surpasses FairV1 by 7.3% on MOTA, 3.3% on IDF1 and 14.9% on FAF. Our method outperforms other ‘private’ models on Frag and ID.Sw. Compared with FairV1, the total number of ID.Sw drops from 6013 to 2237. Based on the performance on the three datasets, our tracker effectively optimizes tracking performance by preventing the performance degradation caused by missing detection.

### 6. Conclusion

In this paper, we point out the shortcomings of tracking by detection model and analyze the phenomenon of lost object in the real-time model in dense crowd area. Considering the computation burden, we propose a simple and effective compensation tracker and name it as CT. The proposed method has the advantage of plug and play without re-training the network. Our method employs traditional methods to re-track lost objects instead of additional networks. Extensive experiments indicate that the proposed method is able to effectively improve the tracking performance of real-time models with limited time consumption.
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