Neural Network Guided Evolutionary Fuzzing for Finding Traffic Violations of Autonomous Vehicles

Ziyuan Zhong, Gail Kaiser, Senior Member, IEEE, and Baishakhi Ray, Member, IEEE

Abstract—Self-driving cars and trucks, autonomous vehicles (AVs), should not be accepted by regulatory bodies and the public until they have much higher confidence in their safety and reliability — which can most practically and convincingly be achieved by testing. But existing testing methods are inadequate for checking the end-to-end behaviors of AV controllers against complex, real-world corner cases involving interactions with multiple independent agents such as pedestrians and human-driven vehicles. While test-driving AVs on streets and highways fails to capture many rare events, existing simulation-based testing methods mainly focus on simple scenarios and do not scale well for complex driving situations that require sophisticated awareness of the surroundings. To address these limitations, we propose a new fuzz testing technique, called AutoFuzz, which can leverage widely-used AV simulators’ API grammars to generate semantically and temporally valid complex driving scenarios (sequences of scenes). To efficiently search for traffic-violations-inducing scenarios in a large search space, we propose a constrained neural network (NN) evolutionary search method to optimize AutoFuzz. Evaluation of our prototype on one state-of-the-art learning-based controller, two rule-based controllers, and one industrial-grade controller in five scenarios shows that AutoFuzz efficiently finds hundreds of traffic violations in high-fidelity simulation environments. For each scenario, AutoFuzz can find on average 10-39% more unique traffic violations than the best-performing baseline method. Further, fine-tuning the learning-based controller with the traffic violations found by AutoFuzz successfully reduced the traffic violations found in the new version of the AV controller software.
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1 INTRODUCTION

The rapid growth of autonomous driving technologies has made self-driving cars around the corner. As of June 2021, there are 55 autonomous vehicle (AV) companies actively testing self-driving cars on public roads in California [1]. However, the safety of these cars remains a significant concern, underpinning wide deployment — there were 43 reported collisions involving self-driving cars in 2020 alone that resulted in property damage, bodily injury, or death [2]. Before mass adoption of AV for our day-to-day transportation, it is thus imperative to conduct comprehensive testing to improve their safety and reliability.

However, real-world testing (e.g., monitoring an AV on a regular road) is extremely expensive and may fail to test against realistic variations of corner cases. Simulation-based testing is a popular and practical alternative [3], [4], [5], [6]. In a simulated environment, the main AV software, known as the ego car controller, receives multi-dimensional inputs from various sensors (e.g., Cameras, LiDAR, Radar, etc.) and processes the sensors’ information to drive the car.

A good simulation-based testing framework should test the ego car controller by simulating challenging real-life situations — especially the ones that emulate real-world violations made by human drivers that lead to crashes, such as those shown in Table 1. These crash scenarios are rather involved, e.g., a leading car suddenly stopped to avoid a pedestrian and got hit by a following vehicle. However, simulating such involved crash scenarios is non-trivial, especially because the ego car can interact with its surroundings (e.g., driving path, weather, stationery, and moving agents, etc.) in an exponential number of ways. Yet, simulating some crash-inducing scenarios, even in this large space, is not so difficult—for example, one can simply place a stationary object on the ego car’s path to simulate a crash. Further, many traffic violations can be reported with slight variations of essentially the same situation (e.g., changing a never seen object’s color). Thus one of the requirements for a successful simulation-based testing framework is to simulate scenarios that can lead to many diverse violations.

For traditional software, fuzz testing (a.k.a. fuzzing) [8], [9] is a popular way to find diverse bugs by navigating large search spaces. At a high level, fuzzing mutates existing test cases to generate new tests with an objective to discover new bugs. However, incorporating fuzzing into simulation testing of AVs is not straightforward, as the test inputs (i.e., driving scenarios in our case) have many features and inter-dependencies, and random mutations of arbitrary features will lead to semantically incorrect scenarios. Although the simulator will eventually reject such inputs, the computational effort on generating and validating these invalid test cases...
will waste a large portion of the testing budget. Thus, each generated scene and sequence of scenes (a scenario consists of a sequence of scenes) should be semantically correct as well as triggering diverse traffic violations.

Our Approach. We address these challenges by designing a grammar-guided learning-based fuzzer, called AutoFuzz (Fig. 1). A self-driving car simulator takes some valid initial scene configuration as input (consisting of: road map; starting position and destination of the ego car; initial locations, directions, and velocities of other cars and pedestrians; etc.) and starts the simulation with the initial scene to generate a series of semantically valid consecutive scenes in the constrained driving environment. For initial scene generation, AutoFuzz leverages the API grammar provided by the simulator and fuzzes the grammar-constrained input space, treating the simulator as black-box (Section 4). In particular, AutoFuzz runs in an evolutionary fuzzing setting where it is optimized to generate test input that the target simulator uses to initiate a scenario, running the ego car through corresponding time steps such that it may lead to a traffic violation. However, if we optimize the search to only find violation-producing inputs (i.e., binary objective), it will be challenging to converge in a sparse space. Instead, following previous work on AV testing [6], [10], [11], [12], we formulate the fuzzing process as a smooth multi-objective search that guides the ego car to the point of interest.

To quantify the notion of traffic violation diversity, we define the concept of unique violation, where the configurations of two violation-producing input scenes should be apart by a user-defined threshold. AutoFuzz is optimized towards finding unique violations rather than every possible traffic violation. However, unique violation-producing inputs are sparse, and sparsity increases as the uniqueness threshold becomes more stringent. In such a sparse domain, the success of a fuzzer depends heavily on its initial seed selection and mutation strategy [13], as successful mutants are often limited in a sparse high-dimensional space, and chances of finding them without any guidance are thin. Besides, when a violation has been found, it is not trivial to automatically derive new violations with different parameters since a specific scenario leading to a violation can be very similar to a specific scenario leading to a safe outcome. One example is shown in Fig. 6 where a small change of the leading vehicle’s speed can lead to drastically different results. To address these, we propose a novel seed selection and mutation strategy. Our key insight is, we can learn from the success/failure of the past mutants to produce traffic violations and incorporate that knowledge in our fuzzing strategy. In particular, we devise a novel (i) learning-based seed selection and (ii) a gradient-guided mutation strategy that exploits knowledge learned from previous simulations.

Seed Selection. AutoFuzz learns from previous test runs’ behavior in an incremental learning setting and leverages past knowledge to filter out new test cases (a.k.a. seeds) that are unlikely to produce unique traffic violations. In particular, at each generation, we train a Neural Network (NN) classifier [13], [14], [15], [16] on previous runs’ results to predict if a new input will lead to a unique traffic violation. The confidence scores of the NN’s prediction are then used to rank the candidate inputs from highest to lowest, with the top ones are selected.

Mutation Strategy. The selected seeds are further mutated to increase their likelihood of causing unique traffic violations. Here we leverage a projected gradient descent (PGD) [17] strategy from the ML-based adversarial attack domain. At a high level, a small mutation is added to every relatively lower confident input from the seed selection step to increase the NN’s confidence in it, by iteratively back-propagating the NN’s gradient. However, naively applying gradient-guided mutation can generate invalid inputs. We resolve this problem by projecting each mutation back into a feasible region. The projection finds a feasible mutation value that obeys the grammar constraints and is also closest to the original mutation value. For this AutoFuzz applies a gradient-guided linear regression, where the grammar constraints are expressed as linear equations and the corresponding fields of the mutation values are variables.

Compared with previous works using evolutionary search based methods for AV testing [6], [12], [18], our proposed seed selection and mutation strategy enable AutoFuzz to find more unique traffic violations. Besides, unlike previous works which focus on one particular (mostly proprietary) system in a couple of fixed scenarios running in a particular simulator, we show the effectiveness of our proposed open source fuzzer AutoFuzz in the combination of multiple AV controllers, scenarios, and simulators.

In summary, we make the following contributions:

- We introduce AutoFuzz, a grammar-based fuzzing technique to test AV controllers, which leverages the simulator’s API specification to generate semantically valid test scenarios.
- We propose a novel learning-based seed selection and mutation strategy to optimize AutoFuzz for finding more unique traffic violations.

### TABLE 1

| Crash Scenario                                      | # Per Year | Economic Cost | Years Lost |
|-----------------------------------------------------|------------|---------------|------------|
| A leading vehicle stopped                           | 975 k      | $15,388 m    | 240 k      |
| Vehicle lost control without taking any action      | 529 k      | $15,796 m    | 478 k      |
| Vehicle(s) Turning at Non-Signalized Junctions     | 435 k      | $7343 m      | 138 k      |
| A leading vehicle decelerating                      | 428 k      | $6390 m      | 100 k      |
| Vehicle drove off road without taking any action    | 334 k      | $9005 m      | 270k       |
| Straight Crossing Paths at Non-Signalized Junctions | 264 k      | $7290 m      | 174 k      |

Without taking any action means the vehicle is going straight or negotiating a curve than explicitly making turns / changing lanes / leaving a parking position.

**Fig. 1.** AutoFuzz high-level overview.

**TABLE 1**

**Dominant Scenarios Leading to Car Crashes as Per National Highway Traffic Safety Administration (NHTSA) report [7]**

| Crash Scenario                                      | # Per Year | Economic Cost | Years Lost |
|-----------------------------------------------------|------------|---------------|------------|
| A leading vehicle stopped                           | 975 k      | $15,388 m    | 240 k      |
| Vehicle lost control without taking any action      | 529 k      | $15,796 m    | 478 k      |
| Vehicle(s) Turning at Non-Signalized Junctions     | 435 k      | $7343 m      | 138 k      |
| A leading vehicle decelerating                      | 428 k      | $6390 m      | 100 k      |
| Vehicle drove off road without taking any action    | 334 k      | $9005 m      | 270k       |
| Straight Crossing Paths at Non-Signalized Junctions | 264 k      | $7290 m      | 174 k      |

Without taking any action means the vehicle is going straight or negotiating a curve than explicitly making turns / changing lanes / leaving a parking position.
We evaluate our AutoFuzz prototype on four AV controllers [19], [20], [21] in two simulators [22], [23]. On average, AutoFuzz can find 10-39% more unique traffic violations per scenario than the best-performing baseline method.

- We reduce traffic violations by 75-100% for the learning-based controller by fine-tuning it with the traffic violation-producing test cases.
- We make AutoFuzz’s source code and representative traffic violations available at https://github.com/autofuzz2020/AutoFuzz[24].

**Contribution to SE Field.** First, the proposed seed selection and mutation strategy can be potentially applied to other fuzzing areas where inputs take a long time to execute, and one needs to leverage time and effectiveness. Second, AutoFuzz is the first open-source general framework for fuzz testing for AVs in high-fidelity simulators. It allows a user to test a new system under a user-specified scenario in popular, open-source high-fidelity simulators. Besides, it allows a researcher to compare a new AV fuzzing method with existing methods easily. We believe the paper along with AutoFuzz can make the research in the field of AV testing more accessible and efficient to the community.

2 BACKGROUND

2.1 Definitions

First, we define a few terms based on [25], [26]:

A **Scene** is a frame in the simulation that contains the detailed properties (e.g., location, velocity, acceleration) of the ego-car, other moving objects, the surrounding stationary objects, and road conditions. For example, the ego car is at map location (20, 20) with speed 5m/s facing north on a rainy afternoon.

A **Scenario** is “the temporal development between several scenes in a sequence of scenes” [25]. Two scenes could specify the same initial locations for the ego-car and other objects but different velocities, etc., resulting in different scenarios.

A **Functional Scenario** is a natural language description of an abstract scenario, e.g., the ego-car crosses an intersection. The examples in Table 1 belong to this category. Since such an abstract functional scenario cannot be fuzzed directly, we design a corresponding logical scenario as a special implementation of the former.

A **Logical Scenario** is the parameterized space where search during the fuzzing will be bounded. For example, the ego car that is crossing the intersection in the above example will start and end at locations $(x_s, y_s)$ and $(x_e, y_e)$, respectively, where $x_s, y_s \in [0, 20]$ and $x_e, y_e \in [20, 40]$.

A **Specific Scenario** is a concrete instance in the logical search space, e.g., the ego car crossing the intersection will start at (10, 10) and end at (30, 30). A specific scenario usually takes 30-50 seconds—if the simulation runs at 10Hz, this gives around 300-500 consecutive scenes.

2.2 Testing Autonomous Vehicle Controllers

There are three ways to test a controller: real-world, individual component, and simulation.

**Real-world testing** involves running the controller on the road. However, as per Table 1, many pre-crash functional scenarios may only occur in certain corner cases, i.e., variations in background buildings, weather, the behaviors of other vehicles, etc. It is extremely difficult to focus real-world testing towards such rare events.

**Single component testing** primarily focuses on the perception component or the planning component. The works for the perception component differ on the place perturbed: road sign [27], billboard [28], LiDAR input[29], camera image [30], [31], [32], LiDAR and camera image [33], and the target they attack: perception[27], [28], [29], [30], motion planning [34], lane following controller [31], [32]. The works for the planning component differ on the characteristics of the scenarios to look for: avoidable collisions [35], patterns satisfaction [36], and requirements violation [37]. However, this line of research tends to miss more involved interactions between different components [38].

**Simulator-based end-to-end testing** treats the ego-car controller as an end-to-end system and usually uses high-fidelity simulations to find failure cases. Gambi et al. [4] create simulations that reproduce specific scenarios according to the functional scenarios leading to real-car crashes in police reports. However, their system does not support testing different variations of the constructed specific scenarios, which is important to test for corner case behavior. Most other works study how to efficiently find challenging specific scenarios in a parameterized logical scenario space.

These works usually model the logical scenario with only one or two agents having relatively simple behavior. However, many real-world crashes involve multiple dynamic agents with involved interaction (e.g., a leading car brakes when the ego car gets close within a certain distance). Further, these works usually focus only on collisions rather than other traffic violations like going off-road. Furthermore, the search methods used, e.g., adaptive sampling [3] bayesian optimization [5], topic modeling [20], reinforcement learning [39], flow-based density estimation [40] tend to be either highly sensitive to hyper-parameters and proposal distributions [3] or not scale well to high-dimensional search space [5], [20], [39], [40].

Among these, perhaps the closest to our work are evolutionary-based algorithms [10], [18], [41], [42] and their variants (with NN [12] or Decision Tree [6] for seed filtration) on testing AV Advanced Driver-Assistance Systems (ADAS). These methods can scale to high-dimensional input search spaces. Unfortunately, they are currently only used for testing one particular ADAS system or its component (e.g., Automated Emergency Braking (AEB) [6], Pedestrian Detection Vision based (PeVi) [12], OpenPilot [42], and an integration component [10]) under one particular logical scenario, testing a controller on road networks without any additional elements (e.g., weather, obstacle, and traffic) [41], or focusing on finding collision accidents in a logical scenario with other cars constantly changing lanes [18]. In contrast, our proposed AutoFuzz is generalized to different AV systems and scenarios. Our learning-based seed selection and mutation strategy further enables AutoFuzz to disclose more unique traffic violations than the existing methods. We adapt the algorithms from [6], [12], [18] in our setting, and compare with AutoFuzz.

2.3 Motivating Example

AutoFuzz aims to generate traffic violations by an ego car controller by fuzzing the input scenes. AutoFuzz starts with a
logical driving scenario that involves traffic violations, designed based on the top pre-crash functional scenarios from NHSTA [7] (see Table 1). For instance, “vehicle leading ego car stopped” and “non-signalized junction” are the top causes of manual car crashes, and AutoFuzz tests how an AV behaves in such situations. Fig. 2 presents this scenario. To simulate a crash in such a situation, AutoFuzz starts the simulation with a green car leading an orange ego car near a non-signalized junction (Fig. 2-t(0)). From there, with fuzzing, AutoFuzz generates the following crash: the ego-car is going to turn right while the leading car suddenly slows down to avoid hitting a pedestrian who is crossing the road (Fig. 2-t(1)). This leads the ego car to collide with the leading car (Fig. 2-t(2)). To simulate the collision, AutoFuzz leverages CARLA’s APIs related to vehicle, pedestrian, and cross-road in the map. Since the forces that influence collision are mainly the pedestrian’s behavior and the leading vehicle’s behavior, starting with these agents and starting location in the map, AutoFuzz needs to search for valid driving directions for all the agents, their speeds, road condition, etc. to simulate the crash. Exemplary challenging specific scenarios in addition to the collision shown here include the pedestrian gets occluded by the leading vehicle (as shown in Fig. 6), and the background is at night with heavy rain. The detailed search space of this logical scenario is provided in Appendix H in supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TSE.2022.3195640.

3 API Grammar

Fig. 3 shows a simplified version of the APIs that AutoFuzz uses to simulate crashes in our prototype implementation for CARLA. The core of the simulation is an initial driving Scene with four main components: a route map, the ego car whose controller is under test, some static and dynamic objects (e.g., other vehicles, pedestrians, etc.), and background like weather and road conditions.

CARLA provides the API specifications as a set of Python APIs [22], [43]. For example, calling CarlaDataProvider.request_new_actor(pedestrian_model, spawn_point) creates a pedestrian, where pedestrian_model is a pedestrian asset predefined in CARLA and spawn_point specifies the pedestrian’s initial location and direction. From such specifications we construct a test-generation grammar, $G(Map, Ego Car, Objects, Background)$, shown in Listing 1. Encoding the grammar in JSON format allows us to specify values for each field. We extend the grammar by adding two constraints for restricting the search region (see Listing 1) and additional conditions (e.g., the distance between the ego-car and the leading car must be greater than a certain distance).

After processing CARLA’s APIs, we get a Test Grammar, $G$, as $G(Map, Ego Car, Objects, Background, Search Range, Constraint)$, where the underlined components are optional. The details of search range and constraints are provided in Appendix D in supplementary material, available online.

Listing 1. An example Test Grammar, $G$, from CARLA’s specification. The JSON-encoded grammar snippet is for the pedestrian in the motivating example. The constraints specified at the bottom express one vehicle’s target_speed $\leq 0.5 \times$ of another vehicle’s target_speed.

| pedestrian_0: |
|---------------|
| setup:       |
|             |
| location:    |
|             |
| x: [-123, -83], (normal, None, 10), |
| y: [3.5, 43.5], (normal, None, 10) |
| direction:   |
|             |
| [0, 360],    |
| type:        |
|             |
| [0, 12] |
| trigger_event: |
|              |
| trigger_distance: [2, 50], |
| target_speed: [10, 40], |
| travel_distance: [0, 50] |
| customized_constraints: |
|                       |
| [ { coefficients: [5, -0.5], |
| labels: [vehicle[0].trigger_event.target_speed, |
| vehicle[1].trigger_event.target_speed], |
| value: 0 ] |

4 Methodology

Leveraging the API grammar as described in Section 4.2, AutoFuzz fuzzes inputs to the ego-car’s controller in a black-box manner. We make several design decisions to address the following questions: (i) How to define unique violation to simulate diverse traffic violations? (Section 4.1) (ii) How to generate only semantically valid scenes? (Section 4.2) and (iii) How to design the fuzzing algorithm to produce more valid unique traffic violations? (Section 4.3)

4.1 Diverse Traffic Violations

We focus on two types of violations: collision and going out-of-road. A collision consists of colliding with other moving or stationary objects. An out-of-road violation consists of going into a wrong lane (opposite direction traffic), onto the road’s shoulder or literally off-road.

The goal of a good fuzzer should be to find diverse bugs. However, defining diversity for traffic violations is a hard problem. Merely comparing the violation-inducing inputs may lead to infinitely different violations. For example, let’s assume that a stationary pedestrian in front of a car results in a crash. By modifying unrelated input parameters (e.g., the position of another pedestrian far from the crash site, the position of another vehicle in a different lane, etc.), possibly outside the vision of the ego-car controller, we can generate an infinite number of different violations. But such...
the violation’s diversity for higher dimensional logical scenarios. First, since $th_1\%$ is the percentage of the total number of changeable fields that need to be different, given a fixed $th_1\%$, as the number of changeable fields goes up, the number of changeable fields that need to be different for two violations to be considered different also goes up. Second, the current definition enables a user to specify the thresholds $th_1\%$ and $th_2\%$ according to one’s need. For scenarios with higher dimensions, larger $th_1\%$ can be used.

**Benefits of Finding More Unique Violations.** There are two benefits of finding more unique violations for AV testing. First, it enables engineers to better identify the limitation of the AV under test. Different violations can potentially expose different functionality issues and/or with different causes. Compared with the formulation of finding the Pareto front as in [12], our method allows more exploration and thus can find not only the most severe violations but also less severe violations that should be avoided and can be potentially useful for improving the AV under test (e.g., collisions at low speed). Such violations tend to be missed by methods optimized for Pareto front since they usually generate new seeds based on the most extreme violations so far at each generation. Second, by maximizing the number of unique violations found, the “violation coverage” in the user specified logical scenarios maximized. Instead of maximizing the “branch coverage” as in the traditional fuzz testing, we maximize the number of unique specific scenarios (for each logical scenario) that induce violations. This can help a tester to validate if an AV can perform well in the specified logical scenarios expected.

**4.2 Fuzzing With API Grammar**

*AutoFuzz* takes the API grammar as input and fuzzes following the grammar spec. The user first selects a route map where the ego-car controller will drive and a starting initial scene encoded according to the API grammar. Users can optionally specify a customized search region and constraints. *AutoFuzz* uses these pieces of information to sample initial scenes (also called seeds in fuzzing); Each sampled initial scene obeys the API grammar constraints encoded according to the API grammar. Users can optionally specify a customized search region and constraints. *AutoFuzz* runs iteratively: *AutoFuzz* samples the grammatically valid initial scenes (Step-1), and the simulator runs these initial scenes with the controller under test to collect the results as per the objective functions, as detailed in Section 4.3.1. *AutoFuzz* leverages feedback from previous runs to generate new seeds, i.e., favors the ones that have better potential to lead to violations over others (Step-II) and further mutates them (Step-III). The API grammar constraints are followed while incorporating feedback to create new mutants, so all the mutants are also semantically valid. The new seeds are then fed into the simulator to run. The traffic violations found are reported, and their corresponding seeds added to the seed pool. This repeats until the budget expires.

**4.3 Fuzzing Under Evolutionary Framework**

*AutoFuzz* aims to maximize the number of unique traffic violations found within a given resource budget (e.g., # simulations). This is an optimization problem, where *AutoFuzz* searches

---

redundancy is not interesting nor useful. Thus, criteria for precisely defining *unique* traffic violations is needed.

Abdessalem et al. [6] define that two test specific scenarios are distinct if they differ in “the value of at least one static variable or in the value of at least one dynamic variable with a significant margin.” This definition fails in our high-dimensional scenarios, as the example above could be considered different violations by their criteria. We instead count the number of unique violations as:

**Unique Violation.** For a given type of traffic violation (collision or out-of-road), two violations caused by specific scenarios $x$ and $y$ are *unique* if at least $th_1\%$ of the total number of changeable fields are different between the two, where $th_1$ is a configurable threshold.

For a discrete field, the corresponding values are different if they are non-identical in $x$ and $y$ (e.g., “color” field is different between a black and a white car). For a continuous field, the corresponding normalized values should be distinguishable by at least $th_2\%$, where $th_2$ is a user-defined threshold. For instance, if the speed range of a car is $[0,10]$ m/s, and two violations occur at speeds $3$ m/s and $4$ m/s, the field is considered to be the same between the two violations since $\frac{4-3}{4-0} = 0.1 < 0.15$, where $th_3\% = 15$.

**Scalability of the Definition.** Compared with the definition in [6], the new definition has two benefits in terms promoting
over the entire input space of grammatically valid initial scenes to maximize unique violations found by simulating from those scenes. More formally, if $\mathcal{X}$ is the space of all possible valid input scenes, AutoFuzz searches over $\mathcal{X}$ to maximize traffic violation count ($Y$) within a fixed budget, say $T$. Thus, if $B_t$ is the set of traffic violations found by input $x_t \in \mathcal{X}$ at fuzzing step $t$, then more formally fuzzing is: 
\[
Y_T = \max \{ \sum_{t=1}^T B_t \}.
\]
Here $\| \|$ is the norm and $\bigcup_{t=1}^T$ represents the union of all violations over all possible inputs.

Since the input space $\mathcal{X}$ is prohibitively large, an exhaustive search to optimize the equation is infeasible. Instead, one needs to identify and focus the search on promising regions to optimize the number of unique violations. Fuzzing based on evolutionary algorithms is a common approach for such optimization. Starting with some initial inputs, evolutionary fuzzers tend to select new inputs that find new violations and further mutate those successful inputs to generate further new inputs. Thus, the success of fuzzing depends on careful design of the following three parts:

i) **Objective function ($F$):** How to design a objective function to maximize unique bugs?

ii) **Seed Selection ($x \in \mathcal{X}$):** Which inputs to mutate [44]?

iii) **Mutation($m$):** How to mutate [16], [45], [46]?

Thus, the next generated input at time $t$, $x_t$ depends on $(x_{t-1}, m)$, where $x_{t-1} := x_1, \ldots, x_{t-1}$. The set of traffic violations $B_t$ found by $x_t$ can be represented as a function ($F$) of these fuzzing parameters, i.e., $B_t = -F(x_{t-1}, m)$, such that minimizing $F$ will maximize the unique traffic violations. Thus, more formally, evolutionary fuzzing (with $x_0$ as an initial seed input) can be written as:

\[
Y_T = \min_{x_{t-1}, m} \left\| \bigcup_{t=1}^T F(x_{t-1}, m) \right\|.
\]  

(1)

In the following, we discuss the details of the fuzzing.

### 4.3.1 Objective Function

The ultimate goal of the fuzzing algorithm is to maximize diverse traffic violations found. However, as the bug-producing inputs are sparse, we need more violation-specific guidance to help the ego car move towards the violation points. For example, to generate a collision with a pedestrian, we need to guide both the ego car and the pedestrian closer to each other. Thus, we need a smoother objective function that helps lead towards the traffic violation. To this end we define the following objective functions:

| Violation Type | Objective                      | Definition                                      |
|----------------|--------------------------------|-------------------------------------------------|
| Collision      | $F_{\text{collision}}$         | speed of ego-car at collision                    |
|                | $F_{\text{object}}$            | minimum distance to other objects               |
|                | $F_{\text{view}}$              | minimum angle from camera’s view                |
| Out-of-road    | $F_{\text{wronglane}}$         | minimum distance to an opposite lane            |
|                | $F_{\text{offroad}}$           | minimum distance to a non-drivable region       |
|                | $F_{\text{deviation}}$         | maximum deviation from interpolated route       |

**Collision.** We optimize for the weighted sum of the three smooth objective functions: $F_{\text{collision}}$, $F_{\text{object}}$, and $F_{\text{view}}$ similar to the objectives used in [6], [10], [12]. $F_{\text{collision}}$ and $F_{\text{object}}$ promote the severity of collision and the chance of collision, respectively. $F_{\text{view}}$ is set to $-1$ as per [6] when no collision happens. $F_{\text{view}}$ promotes cases where the object(s) involved are within the camera’s view.

**Out-of-road.** This is implemented by a weighted sum of the three smooth objectives: $F_{\text{wronglane}}$, $F_{\text{offroad}}$, and $F_{\text{deviation}}$. $F_{\text{deviation}}$ is adapted from the objective of “maximum distance deviated from lane center” in [11].

We further define $F_{\text{wronglane}}$ and $F_{\text{offroad}}$ to strengthen the signals for driving into an incorrect lane or off the road, respectively. Fig. 15 in Appendix E in supplementary material, available online provides an illustration.

For each traffic violation type, we formulate the fuzzing problem as a constrained multi-objective optimization. Let $x$ be an input, i.e., a specific scenario with all the searchable fields. Denote $F_i(x)$ for $i = 1, \ldots, n$ to be $n$ objective functions, $w_i$ to be some user-provided weights, and $g_j(x)$ for $j = 1, \ldots, p$ to be $p$ constraints, where each constraint is expressed as $\leq 0$ form. Then, the objective function $F(x)$ of Eq. (1) can be expressed as a constrained weighted sum:

\[
\min_x \sum_{i=1}^n w_i F_i(x), \text{s.t. } g_j(x) \leq 0 \forall j = 1, \ldots, p.
\]

Unlike [6], [12], we optimize for a weighted sum of objective functions rather than search for a Pareto front of the involved objective functions, because our goal is to find the maximum number of unique traffic violations rather than traffic violations with the Pareto front of multiple objectives.

### 4.3.2 Seed Selection

Common evolutionary fuzzers like AFL [47] maintain a seed queue and tend to favor some seeds over others. Smart seed selection strategies give a significant boost to fuzzing performance to not waste limited resources by running fruitless seeds [48], [49]. In our case, a bad seed may lead to running several scenes without simulating a traffic violation. We devise an incremental learning-based seed selection strategy, as shown in Fig. 1.

For each generation $t$ of our evolutionary search, a Neural Network ($NN_{t-1}$) is trained with all the seeds executed up to generation $t - 1$, such that the NN learns to differentiate between successful versus unsuccessful seeds. $NN_{t-1}$ is used to predict the seeds generated in generation $t$. It ranks all the candidate seeds of generation $t$ based on its confidence of leading to a unique traffic violation. AutoFuzz then selects the top $S$ seeds that are more likely to produce violations, where $S$ is a configurable parameter. Fig. 4 illustrates this process. The top row shows all the seeds generated in a particular generation. The NN ranks them based on their potential to produce unique violations—darker color is more violation prone than lighter. The top $S$ seeds are then selected for future steps (in the second row.)

### 4.3.3 Mutation

Among the top $s$ seeds selected in the previous step, not all are equally likely to lead to unique violations. In particular, the NN has lower confidence on the bottom seeds of the ranked list (the lighter color seeds in the second row of Fig. 4). AutoFuzz further mutates such lower confidence
seeds to increase their potential to simulate traffic violations. A constrained gradient-guided perturbation mutates the lower confidence seeds towards higher confidence (the third row in Fig. 4 where all the seeds become dark red). This perturbation is generated by iteratively back-propagating the input’s gradient with respect to the NN’s prediction. We describe the perturbation algorithm in Section 5.

5 IMPLEMENTATION DETAILS

We realize our evolutionary fuzzing design discussed in Section 4 following the main steps: Sampling, Seed Selection, and Mutation (see Fig. 1). Algorithm 2 in Appendix A in supplementary material, available online gives the detailed algorithm.

Step-I: Sampling: This step samples test seed cases from the entire input space by obeying the constraints enforced by the API grammar. We use two sampling strategies: (i) random and (ii) genetic algorithm (GA). Each field is sampled based on a user-specified distribution, search range, and constraints (see Listing 1). In either strategy, when the specified constraints are not satisfied, each variable will be re-sampled. If the specified constraints and cannot satisfy after a specified number of attempts, the program will raise an error. We filter out seeds similar to those corresponding to previous relevant traffic violations. In the fuzzing literature, this step is commonly used for test suite minimization [10].

At each generation, the GA considers the previous seeds with results, selects from them new parent test cases, and generates new seeds through crossover and mutation.

Selection: We adopt binary tournament selection with replacement, like the original NSGA2 implementation [50], as well as the variations in [6], [12]. Two duplicates are created for each sample and randomly paired. Each pair’s winner is then randomly paired as the parents for this generation’s mating process. The rank of two individuals is determined by the objective function in Section 4.3.1.

Crossover & Mutation: Simulated Binary Crossover [51], a classical crossover method commonly used for floating point numbers, is adopted, as in [6], [12], [50]. A distribution index (η) is used to control the similarity of the offspring and their parents. The larger η is, the more similar the offspring are w.r.t. their parents. We set η = 5 and probability = 0.8 to enable more diversity. If a larger η is used, the offspring will be more similar to their parents, so it takes longer to find distinct offspring for methods with uniqueness filtration and results in fewer unique bugs found for methods without. If a smaller η is used, the offspring will be too distinct from their parents and violation-inducing parents won’t be fully leveraged. Polynomial Mutation is applied to each discrete and continuous variable [52]. For discrete variables, we treat the value as continuous during the mutation and round later. We clip the values at specified boundary values. Following [6], mutation rate is set to $\frac{5}{k}$, where $k$ is the number of variables per instance. We further set the mutation magnitude $\eta_m$ to 5 for larger mutations.

Algorithm 1. Constrained Gradient Guided Mutation

Input: $x$: test case, $f$: NN forward function of predicting a test case’s likelihood of being a traffic violation, $\mathbf{th}_{\text{conf1}}$: threshold of conducting a perturbation, $\mathbf{th}_{\text{conf2}}$: threshold of stopping a perturbation, $n$: maximum number of iterations, $\lambda$: step size, $c$: constraints, $e$: maximum perturbation bound, $x_{\text{min}}$: minimum allowable values, $x_{\text{max}}$: maximum allowable values

Output: $x'$: mutated test cases

1: $x' = x$
2: $i = 0$
3: if $f(x') > \mathbf{th}_{\text{conf1}}$ then
4: return $x$;
5: end
6: while $i < n$ do
7: $i = i + 1$
8: $dx = \lambda \frac{df(x')}{dx'}$
9: $x' = x' + dx$
10: $x' = \text{clip}(x', x_{\text{min}}, x_{\text{max}})$
11: $dx = \text{clip}(x' - x, -e, e)$
12: if check-constraint-violation ($c$, $dx$) $\Rightarrow$ True then
13: $dx = \text{linear-regression}(c, dx)$
14: end
15: if is-similar ($X$, $x + dx$) then
16: break;
17: end
18: $x' = x + dx$
19: if $f(x') > \mathbf{th}_{\text{conf2}}$ then
20: break;
21: end
22: end
23: return $x'$

Step-II: Seed Selection: As described in Section 4.3.2, we boost fuzzing performance with a learning-based seed selection strategy. We train a shallow neural network (1-hidden layer) using the previous seed test cases to predict if a test case leads to a traffic violation. The NN ranks the next generation seeds based on its confidence of leading to a traffic violation and most likely tests are selected. Some previous work [12] also leverages an NN for seed selection. There are several major differences. First, we train a single NN for binary classification of traffic violations rather than several NNs for regressing over all objective values as in [12]. Thus we rank test cases based on the confidence value of finding a traffic violation rather than the Pareto front from multiple NNs. This design choice is motivated by our goal to find maximum number of valid, diverse traffic violations rather than finding the best set of traffic violations achieving the optimal trade-off among multiple objectives at the same time. Second, we iteratively train the NN in an active learning setting rather than training fixed ones at the beginning. This active training results in increasingly more training samples than the initial population and, thus, improved NN approximation over time. We show both design choices introduce performance gains in the experiment section.

Fig. 4. Seed selection & mutation strategy per generation.
Step-III: Constrained Gradient-Guided Mutation: As per Section 4.3.3, we apply a constrained gradient-guided mutation on the selected top test cases to maximize their likelihood of leading to traffic violations. The procedure, shown in Algorithm 1, is adapted from the constrained adversarial attack in [53].

A test case \( x \) is perturbed only when the NN’s confidence in its leading to a traffic violation, \( f(x) \), is smaller than a threshold \( \theta_{conf1} \). If a test case is already considered highly likely to lead to a traffic violation, there may be no extra benefit in further perturbing it. Otherwise, an iterative process begins (line 6-21). At each iteration, a small perturbation \( dx \) is generated (line 8) via back-propagation from maximizing the test case’s NN confidence. The perturbation is then clipped based on allowable input value domains and a user-specified maximum perturbation bound \( \epsilon \) (line 9-11). Next, the perturbation is checked against grammar constraints (line 12). If necessary, a linear regression projects it back within the constraints. The perturbed test case is then checked against previously found traffic violations (line 15). If a similar test case already found a traffic violation, the perturbation process ends, and the latest perturbation won’t be applied. Otherwise, the current perturbation is applied on top of the perturbed test case from the last iteration (line 18). The new perturbed test case is then fed into NN for its confidence of leading a traffic violation. If larger than a specified threshold \( \theta_{conf2} \), the mutated test case will be returned and the mutation procedure ends. Otherwise, a new iteration begins.

One difficulty here is to make sure the perturbed test case still satisfies the grammar constraints. The simplest solution is to discard the perturbations (and subsequent iterations) that lead to constraint violation. However, as shown in [53], the insight for linear constraints is if an original (unperturbed) test case satisfies the constraints and the perturbation alone satisfies the constraints as well, then the perturbed test case also satisfies the constraints. Thus, only the perturbation needs to be checked against the constraints after each iteration. If some constraints are violated, we apply a linear regression to the perturbation to map it back within the constrained region (motivated by [53]). For the linear regression, the non-constant part of the constraints are weights \( W \) where each row corresponds to the coefficients of one constraint, the constant parts \( y \) are the objectives, and the projected perturbation \( dx_{proj} \) are the variables to search for. The linear regression starts with the perturbation \( dx \) and find the the projection \( dx_{proj} = \arg \min_{dx_{proj}} \| Wdx_{proj} - y \| \).

### 6 Experimental Design

**Environment.** Our primary evaluation uses the Carla (version 0.9.9) simulator [22]. To show the generalization of our approach, we further conduct evaluation using the SVL (version 2021.3) simulator [23] in RQ4. All the algorithms are built on top of pyomo [54], an open-source Python framework for single- and multi-objective algorithms.

**Scenarios.** We run AutoFuzz under five different logical scenarios (Table 2) inspired by the NHTSA report [7].

**Selection.** The first three logical scenarios cover the top six pre-crash functional scenarios in terms of frequency and incurred economic cost as shown in Table 1. The last two scenarios are also common logical scenarios ranked fourth and eighth among the pre-crash scenarios of two-vehicle light-vehicle crashes in terms of occurrence frequency [7]. Note that the other frequent scenarios have been covered by the first three.

**Adaptation.** To use a NHTSA pre-crash scenario for testing, we let the ego car be a vehicle involved in each crash scenario. To make the scenario searchable, we convert each functional scenario into a logical scenario (defined in Section 2.1) that satisfies the functional scenario’s description. For example, in the scenario “A leading vehicle decelerating/stopped”, the ego car is the following vehicle. We set the search range of the location of the leading vehicle to be in the same lane and ahead of the ego car. Additionally, we set the search range of the speed of the leading vehicle after being activated to be slower than that of its initial speed. These designs enable every generated specific scenario to satisfy the logical scenario “A leading vehicle decelerating/ stopped”.

**Validity.** The scenarios we use are supposed to be within the operation design domain (ODD) of the AV controllers under test which are all supposed to handle regular traffic scenarios. To check that they can handle the base scenarios, we conduct a validity test for each scenario. The result shows that, when no other vehicles/pedestrians are present, the corresponding AV controller can successfully reach its destination without incurring traffic violations. When there are other vehicles/pedestrians, the corresponding controller...
succeeds with no violations in some cases but not others. Our goal is to find those violations.

**Autocontroller.** We test two rule-based PID controllers, **pid-1** [20] and **pid-2** [19], one end-to-end controller [19], (**lbc**), and one modular controller [21], (**APOLLO6.0**). lbc is a vision-based, end-to-end controller proposed in [19]. PID controllers assume knowledge of the states of other objects in the environment and the trajectory to follow. They attempt to reach the next planned location with a specified speed by adjusting controls for brake, throttle, steering and try to minimize the mismatch with the desired speed and direction while avoiding collision with other objects. pid-1 is a default rule-based controller in CARLA's official release [22] and has been used as the main system under test in existing literature [20]. pid-2 is a rule-based pid controller implemented by the authors in [19] to collect data to train lbc. APOLLO6.0 is an industrial-grade, modular controller [21].

**Hyper-Parameters.** The NN for seed selection has a hidden layer of size 150. We use the Adam optimizer with 30 epochs and batch-size 200. \( \theta_{\text{conf1}} \) is set to be the 0.25 \( \times \) \( p \)-th highest NN confidence value among training data, where \( p \) is the percentage of the training data leading to traffic violations, and \( \theta_{\text{conf2}} \) is set to 0.9. \( \epsilon \) is set to be 1, \( n \) is set to 255 and \( \lambda \) is set to 1/255 so an input seed can be perturbed to any other input seed in the input domain. We collected seeds up to 10 generations (and thus 500 simulations) by default. The default method used for seed collection is **GA-UN**.

**Metrics.** When we compare search quality, we use the percentage of **unique** traffic violations found over the corresponding number of simulations run. We use the number of simulations rather than time because the former is platform independent. Moreover, the time costs mainly come from simulations. On average, each simulation takes about 40 seconds, while the generation process only takes about 10 seconds and is only invoked once per generation. A simulation ends if a violation happens, the ego car reaches the destination, or time (50 seconds) runs out. When counting collision traffic violations for lbc, pid-1, and pid-2, we only count those where the collision happened within the view of the controller’s front camera and the controller did not stop to avoid the collision. For APOLLO6.0, since it is equipped with LiDAR (providing 360 degrees view), we count all collision traffic violations where it did not stop to avoid them. We further manually checked a set of found collision scenarios and found they can be avoided if the controllers maneuver correctly. For example, in Fig. 11, if APOLLO6.0 slows down earlier, both collisions could be avoided. When the baseline method AV-FUZZER is considered (i.e., Figs. 7 and 10), since it does not have a seed collection stage, for a fair comparison, the number of simulations for the seed collection stage of other methods is also included. When the comparison does not involve AV-FUZZER, the number of simulations for seed collection is excluded since all the methods will be set to share the same seed collection stage for a fair comparison. We set uniqueness thresholds \( \theta_{b1} = 10\% \) and \( \theta_{b2} = 50\% \) as default values, and explore the sensitivity of different search methods under nine different combinations.

**Baseline Comparison.** We compare AutoFuzz with three baseline methods shown in Table 3’s baselines row. To fairly compare the fuzzing strategies on equal footing, we used the same objectives from Section 4.3.1 and the same random sampling with uniqueness filtration to generate the initial populations for all. We also compare AutoFuzz with alternative design choices in Table 3’s variants row.

Among the baseline methods, **NSGA2**-DT and **NSGA2**-SM are two multi-objective GA-based methods and AV-FUZZER is a single-objective GA-based method, all of them are adapted from previous work [6], [12], [18]. **NSGA2**-DT calls **NSGA2** [50] as a subroutine. After each run of **NSGA2**, **NSGA2**-DT fits a decision tree over all instances so far. It uses cases that fall into the leaves with more traffic violations than normal cases (a.k.a. “critical regions”) as the initial population for **NSGA2**’s next run. During **NSGA2**, only the generated cases that fall into the critical regions are run. We set search iterations to 5 as in [6]. Since the tree tends to stop splitting very early in our logical scenarios, we decrease the impurity split ratio from 0.01 to 0.0001. We set minimum samples split ratio set to 10%.

**NSGA2**-s trains regression NNs for every search objective and ranks candidate test cases and traffic violations found so far based on the largest Pareto front and crowding distance, as in **NSGA2**. To further compute the effects of uniqueness and incremental learning as well as the effects of weighted sum objective and gradient-guided mutation, we implement **NSGA2-UN-SM-A**—a variant of **NSGA2-5M** with additional duplication elimination and incremental learning. For both **NSGA2**-stand **NSGA2-UN-SM-A** training processes, we first sampled 1000 additional seeds to train three regression NNs. For finding collision violations, the three NNs are trained to predict \( F_{\text{object}} \), \( F_{\text{collision}} \), and \( F_{\text{deviation}} \) respectively; for finding out-of-road violations, the three NNs are trained to predict \( F_{\text{deviation}} \), \( F_{\text{offroad}} \), and \( F_{\text{offroad}} \), resp. The NNs all have one hidden layer with size 100. The batch-size, training

**TABLE 3**

**Proposed Methods, Baselines and Variations**

| Method               | Description                                              |
|----------------------|----------------------------------------------------------|
| AutoFuzz (GA-UN-NN)  | GA-UN-NN / constrained gradient guided mutation (\( \epsilon \)=1.0) |
| **Baselines**         |                                                          |
| NSGA2-DT [6]         | NSGA2w / decision tree                                    |
| NSGA2-SM [12]        | NSGA2w / surrogate model                                  |
| NSGA2-UN-SM-A        | NSGA2-SMw / duplicate elimination and incrementally learned surrogate model |
| **AV-FUZZER** [18]   | global GA / local GA                                      |
| **Variants**          |                                                          |
| GA-UN-NN-GRAD*       | GA-UN-NN-GRADW / a smaller (0.3 rather than 1) maximum perturbation bound \( \epsilon \) |
| RANDOM-UN-NN-GRAD    | NN filtration and constrained gradient guided mutation    |
| GA-UN-NN             | GA-UNw / NN filtration                                    |
| GA-UN                | GAw / duplicate elimination                               |
| RANDOM               | genetic algorithm                                         |
|                      | random sampling                                           |

*GA= Genetic Algorithm, UN = Unique, NN = Neural Network based seed selection, GRAD = Gradient guided mutation.
epoch and optimizer are set to 200, 200, and the Adam optimizer.

AV-FUZZER [18] first runs a global GA for several iterations and enters a local GA with the initial population set to the scenario vectors with the highest fitness scores. It also starts a new global GA every time when the fitness score of the current generation does not increase anymore compared with a running average of the last five generations. We keep the hyper-parameters used as in the original implementation e.g., population size is set to 4.

We did not directly compare with FITEST [10], Assault [11] or FusionFuzz [42] since they are essentially GA with specifically designed objectives targeting testing of the integration component of an AV, a controller’s performance under different road networks, or the fusion component of an AV, respectively, while we focus on testing a black-box end-to-end system on a predefined map available with different specific scenarios by mutating different elements (e.g., weather, agents, their positions and behaviors).

7 RESULTS

To evaluate how efficiently AutoFuzz can find unique traffic violations, we explore the following research questions:

RQ1: Evaluating Performance. How effectively can AutoFuzz find unique violations versus baselines?

RQ2: Evaluating Design Choices. What are the impacts of different design choices on AutoFuzz?

RQ3: Evaluating Repair Impact. Can we leverage traffic violations found by AutoFuzz to improve the controller?

RQ4: Evaluating Generalizability. Can AutoFuzz generalizes to a different system and simulator combination?

RQ1. Evaluating Performance. We first explore whether AutoFuzz can find realistic and unique traffic violations for the AV controllers under test. Note that all the traffic violations are generated by valid specific scenario, as they are created using CARLA’s API interface (we also randomly spot- checked 1000 of them). We run AutoFuzz with GA-UNN-GRAD on all three controllers for 700 simulations, with the search objective to find collision traffic violations in the town05 logical scenario. Note that even though the search objective is set to finding collisions, the process might also find a few off-road traffic violations. Overall, AutoFuzz found 725 unique traffic violations total across the three controllers for this logical scenario. In particular, it found 575 unique traffic violations for the lbc controller, 80 for the pid-1 controller, and 70 for the pid-2 controller. Since pid-1 and pid-2 assume extra knowledge of the states of other environment objects, it is usually harder to find traffic violations. Fig. 5 shows snapshots of example traffic violations found by AutoFuzz. These examples illustrate that starting from the same logical scenario, different violations can be generated because of the high-dimensional input feature space. Fig. 6 shows an example violation of the motivating logical scenario “Turning right while leading car slows down/stops”. A small mutation of the leading vehicle’s speed from 3m/s to 4m/s or 2m/s leads to completely different outcomes. When the leading vehicle’s speed is 3m/s, the ego car has less time to detect the presence of a pedestrian obstructed by the leading vehicle (b2) and ends up with colliding with the pedestrian (c2). When the leading vehicle’s speed is 4m/s, the ego car detects the pedestrian earlier (b3) and avoids the collision by braking on time (c3). When the leading vehicle’s speed is 2m/s, although the ego car detects the pedestrian late (b1), the ego car is at low speed (2.75m/s) so it also manages to avoid the collision (c1). It should also be noted that the collision (c2) can be avoided if the ego car brakes the first time it sees the pedestrian (b2). This traffic violation is non-trivial to be found since the change of the leading NPC vehicle’s initial speed leads to different reactions of the ego car and it is not clear what value of the initial speed along with other parameters in the search space leads to the collision. In fact, AV-FUZZER fails to find this violation since AV-FUZZER gets stuck at another traffic violation involving the ego car’s collision with the slowing down leading NPC vehicle.

We compare AutoFuzz (i.e., GA-UNN-GRAD) with the baseline methods NSGA2-DT, NSGA2-SM, NSGA2-UN-SM-A, and AV-FUZZER under four different logical scenarios. We focus on collision traffic violations for two logical scenarios and off-road traffic violations for the other two. In each setting, we run each method 6 times and report mean and standard deviation. For AV-FUZZER, we fuzz for 1200 simulations. For other methods, we assume 500 pre-collected seeds and fuzz for 700 simulations. Fig. 7 shows the results.
GA-UN-NN-GRAD consistently finds 10%-39% more than the best-performing baseline method. In particular, GA-UN-NN-GRADfinds 41, 51, 135 and 111 more unique traffic violations over the second-best method in the four logical scenarios.

We further conduct Wilcoxon rank-sum test [55] and Vargha-Delaney effect size test [56], [57]. For all the settings, the 90% confidence interval of the effect size between GA-UN-NN-GRAD and the best baseline is (0.834, 1.166) meaning large effect size, and the p-value is 3.95e^-3 suggesting the gain of the proposed method is statistically significant.

After collecting all the violation-producing specific scenarios, we measure how many are truly unique as per our uniqueness criteria. GA-UN-NN-GRAD and NSGA2-UN-SM-AWIN by a large margin. For example, for the turning left non-signalized junction logical scenario, GA-UN-NN-GRAD and NSGA2-UN-SM-AWIN have 100% unique violations while the other three methods have only 42%, 22% and 10%. This is expected since they both have a duplicate elimination component inherent to the search strategy. The results show that the baselines NSGA2-SM, NSGA2-DT, and AV-FUZZER waste many resources by running similar violation-producing specific scenarios.

After introducing duplicate elimination (UN) and incremental learning (A), NSGA2-UN-SM-Afinds more violations than NSGA2-SM. But GA-UN-NN-GRAD still has advantages: (i) Our goal is to maximize the number of unique traffic violations than finding traffic violations with the best Pareto front [6], [12], so a binary classification NN gives a better guide than multiple regression NNs. (ii) The constrained gradient-guided permutation gives a further boost. The second point is shown in the ablation study in RQ 2. Besides, we have observed that AV-FUZZER finds much fewer traffic violations. It even finds fewer unique traffic violations than the seed collection stage (for which GA-UNIS used) of other methods. The main reason is that AV-FUZZER has very limited diversity exploration. In particular, its default mutation rate is small and its local GA starts with the mutated duplicates of the global best scenario vector so far, both of which limit diversity. If the global best scenario vector does not change after several generations, all the local GAs will start with the same duplicates. Moreover, its resampling process picks the farthest scenario vectors from the existing ones but does not consider the distances among the selected scenario vectors, which results in restarting at a local cluster of scenario vectors with limited diversity.

Next, we study if GA-UN-NN-GRAD can effectively find more unique traffic violations over baselines under different initial seeds. We compare the number of unique traffic violations found by GA-UN-NN-GRAD with NSGA2-UN-SM-A and NSGA2-DT for 700 simulations, assuming 500 initial seeds collected by RANDOM and 100 and 1000 initial seeds collected by GA-UN, resp. As shown in Fig. 8, GA-UN-NN-GRAD finds 99, 139, and 121 more unique traffic violations than the baselines.

**Result 1:** AutoFuzz finds hundreds of unique traffic violations across all three controllers. On average, it finds 9%-41% more unique violations over the second-best baseline.

---

**RQ2. Evaluating Design Choices.** We study the influence of each component and choice of hyper-parameters on AutoFuzz. We present the results for the town07 logical scenario, with finding collisions as the objective. However, the observations also hold in general for other logical scenarios and objectives.

We conduct an ablation study on the impact of each GA-UN-NN-GRAD component, comparing the number of unique traffic violations found by GA-UN-NN-GRAD with the six variations shown in Table 3. Fig. 9 presents the results.

- **GA-UN-NN-GRAD** ($\epsilon = 1$ versus $0.3$). With larger $\epsilon$, slightly more violations are detected. A larger $\epsilon$ value can perturb the input with a larger magnitude. Thus, it can have more diverse seeds and reach a better optimum in terms of violations likelihood considered by the NN used for seed-selection and mutation.

- **GA-UN-NN-GRAD random**. GA-UN-NN-GRAD finds more violations indicating the importance of the base sampling strategy.

- **GA-UN-NN-GRAD NSGA2-UN**. GA-UN-NN-GRAD finds more unique violations than GA-UN-NN and GA-UN beats GA-UN. These show the necessity of the gradient-guided mutation component (GRAD) and seed selection component (NN). Furthermore, GA-UN finds slightly more unique traffic violations than GA.
We next explore the sensitivity of different search methods under nine different combinations of uniqueness thresholds, $th_1$ and $th_2$, as discussed in Section 5. We compare them for 300 simulations after the initial seed collection stage. The trend also holds for more simulations. Table 4 shows GA-UN-NN-GRAD finds at least 10-30% more unique traffic violations than the second-best baseline method under seven settings. For the setting (10, 75) and (20, 75), none of the methods can find new traffic violations. This is because the uniqueness constraint is too stringent, so the sampling component cannot find a valid sample that obeys the constraint.

Result 2: Each component of GA-UN-NN-GRAD contributes to the final superior performance and combined they find more unique traffic violations compared to all other settings.

### RQ3. Evaluating Impact on Repair
Since the purpose of finding erroneous behavior in any software is to help with removing the errors, we speculated whether we can leverage the traffic violations found to improve a controller to reduce future traffic violations. We focus on the collisions found for four logical scenarios. For each one, we randomly select 200 detected traffic violations by GA-UN-NN-GRAD for lbc, and split the corresponding specific scenarios into 100 for retraining and 100 for testing. We use pid-1 as a teacher model to run the 100 specific scenarios for retraining and collect the camera data where it finishes successfully. The collected camera images are down-sampled to two frames per sec (about 2000 images) and use them to fine-tune the lbc model for one epoch. Finally, we test the retrained model on the held-out 100 previously failing specific scenarios. Table 5 shows that the retrained controller succeeds in over 75% of the originally failing specific scenarios.

Result 3: In our preliminary study, retraining with traffic violations found by AutoFuzz improved the lbc controller’s performance on failure cases by 75% to 100%.

### RQ4. Evaluating Generalizability
In Section 7 we reported experimental results based on a single simulator, CARLA, and three research-oriented controllers. To evaluate the generalizability of AutoFuzz, we conduct a preliminary study on APOLLO6.0, an industrial-grade AV controller [21], using a different simulator, SVL (version 2021.3) [23], [58]. We analyze the SVL API similarly to CARLA (Section 4.2) and focus on collision traffic violations (Section 4.3.1). We use a logical scenario where the ego car conducts a left turn at a signalized junction while another vehicle comes from the other side and a pedestrian crosses the street. Since the search space has 11 parameters (we do not consider parameters like weather and lighting since their implementations in SVL do not influence LiDAR which APOLLO6.0 mostly relies on for its perception module) to search for, to speed up the convergence of the search process, we reduce the population size to 10. All other hyper-parameters and settings are kept the same as in RQ1. We run AutoFuzz and the best performing baseline NSGA2-UN-SM-A for 14 generations totaling 140 simulations (excluding an initial 100 simulations for the seed collection stage) and run AV-FUZZER for 240 simulations (since it does not have a seed collection stage). We then compare them over the entire 240 simulations. As shown in Fig. 10, on average of six repetitions, GA-UN-NN-GRAD finds 76 unique traffic violations—which is 49% and 375% more, respectively, than the two baseline methods NSGA2-UN-SM-A and AV-FUZZER (51 and 16 unique traffic violations, resp.). We further conduct Wilcoxon rank-sum test and Vargha-Delaney effect size test. The 90% confidence interval of the effect size between GA-UN-NN-GRAD and the best baseline is (0.807, 1.165) meaning large effect size, and the p-value is $5.07e^{-5}$ suggesting the gain of the proposed method is statistically significant.

Fig. 11 shows two exemplary Apollo traffic violations found by AutoFuzz: the ego car turning left collides with a pedestrian crossing the street and an incoming truck, respectively. They expose different functionality errors: fail to avoid a pedestrian and fail to avoid a truck, respectively. An investigation of the two violations identify their different causes. In the pedestrian collision case, the ego car’s detection of the pedestrian is too late and thus the ego car does not have enough time to stop. In the truck collision...
case, the ego car detects the truck stably but does not plan its speed properly.

**Result 2:** AutoFuzz can generalize beyond CARLA. In particular, it can find more unique traffic violations than the baseline methods for APOLLO6.0 in SVL.

### 8 Related Work

Section 2.2 presents the work most related to this paper. This section covers other peripheral works.

**Grammar-Based Fuzzing.** Fuzzing produces input variations and tries to find failure cases for the software under test [59], [60]. Fuzzing tends to work well with relatively simple input formats such as image [61] or audio [62]. For more complex input formats such as cloud service APIs [63] or language compilers [64], researchers often use grammar-based fuzzing [65], [66]

- to obey domain-specific constraints and narrow down the search space for producing effective and valid inputs.

**Language Specification and Testing.** OpenScenario [67] is an open file format for describing the dynamic contents of driving simulations at a logical level [68], but it is at an early stage. GeoScenario [69] provides a language describing a specific scenario to be simulated; [70] develops a simulation-based testing framework for AV. Neither provides a parametric search space that can be easily fuzzed. In contrast, we parameterize functional scenarios that allows users to specify the range and distributions of parameters and their constraints for automatically finding traffic violations.

### 9 Discussion & Threats to Validity

**Realism.** Our evaluation results are limited by the simulator implementations. Some reported traffic violations might be due to interactions between the simulator and controller, e.g., message passing delays, rather than the controller itself. To mitigate this threat to internal validity, we experimented with two simulators (CARLA and SVL) and four different controllers (lbc, pid1, pid2, APOLLO6.0). Further, to make the simulated crashes close to the real world, we construct logical scenarios based on the most frequent pre-crash functional scenarios from an NHTSA report. The example shown in Fig. 12 is a complex high-dimensional (328d) scenario with many agents. Since to fully consider the temporal development (e.g., specifying the location of a vehicle at every time step), the search space can grow quickly and makes the searching process intractable, and during most accidents the movements of the involved vehicles/pedestrians can usually be decomposed into a couple of atomic behaviors, we currently consider one behavior development in CARLA and only the initial state (e.g., location, orientation, and speed) in SVL. The integration of more temporal developments into AutoFuzz is relatively easy. Besides, given our fuzzing strategy’s black-box nature, the additional behavior developments should only have limited influence.

**Road Infrastructures.** The road infrastructures considered in the current work are the default ones in the built-in maps in the simulators, which are mostly modeled based on the current road infrastructures in the United States. Different road infrastructures (e.g., those designed for deploying AVs) can influence the behavior of the AV under test [71], [72]. However, the public road infrastructures with support for connected autonomous vehicles (CAVs) are not yet available and may not be available for quite some time. Nevertheless, there are not-connected AVs on conventional public roads now [73], some of which led to fatal accidents [74]. Thus, it is necessary to study traffic violations by individual AVs on the current road infrastructures. We leave an exploration of road infrastructures with the support for CAVs for future work.

**Unique Violations.** The uniqueness of traffic violations is hard to define precisely. We mitigate this threat to construct validity by extending the definition used in [6] with additional configurable parameters $t_{th1}$ and $t_{th2}$, enabling users to control uniqueness stringency. A more desirable definition might be based on the internal system fault causing the violation. For example, two traffic violations can be considered distinct if one is due to a failure of detecting a pedestrian for 2 seconds and the other is due to a sub-optimal tracking for 5 seconds. However, this is not feasible in our black-box testing setting where we assume no knowledge of the system under test. Besides, general methods to locate the root cause for a violation is itself an open question since it is non-trivial to assign the responsibility of a violation to different components of an AV at different time steps and the AV under test can have drastically different sub-components (e.g., lbc is an end-to-end neural network based system while APOLLO6.0 is a modular based system). Another desirable definition might be search space causal related, e.g., only variables interacting with the ego car or that have an impact on ego car behavior count. However, efficiently determining the features contributing to a failure behavior is still an open challenge. One idea is to keep all other features fixed while changing the value of one feature and observe whether the failure behavior persists. If so, that feature can be potentially considered
unrelated. This method faces some major limitations: First, as the number of features and the range for each feature become large, it is practically infeasible to conduct such analysis within a given time budget. Second, the features may not be independent and changing them one-by-one will miss the dependencies. Third, there is no consensus on quantifying if the causes of two failure cases are the same. For example, a car may collide with a pedestrian at slightly different locations for two simulations. Should we consider the cause to stay the same? It might be worth looking into the behavior of the controller's internal states, which goes beyond the ability of a black-box testing framework. Because of these challenges, we leave an in-depth study of this topic for future work.

Policy Implication: Public officials should be educated on the severe implications of studies like our own, and urged to make a comprehensive AV safety testing standard. AV must be shown to satisfy the safety requirements in the necessary testing process (e.g., having acceptably few traffic violations) in order to be allowed to deploy on the public roads.

10 Conclusion
We present AutoFuzz, a grammar-based fuzzing technique for finding traffic violations in AV controllers during simulation-based testing. A traffic violation indicates a flaw in the controller that needs to be fixed. AutoFuzz leverages the simulator’s API specification to generate inputs (seed scenes) from which the simulator will generate semantically and temporally valid specific scenarios. It performs an NN-guided evolutionary search over the API grammar, seeking seeds that lead to distinct traffic violations. Evaluation of our prototype implementation on four AV controllers shows that AutoFuzz successfully finds hundreds of realistic unique traffic violations resembling complex real-world crashes and other driving offenses, outperforming the baseline methods. Furthermore, we leverage traffic violations found to improve a learning-based controller’s behavior on similar cases.
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