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Abstract

Noncommutative geometry is based on an idea that an associative algebra can be regarded as "an algebra of functions on a noncommutative space". The major contribution to noncommutative geometry was made by A. Connes, who, in particular, analyzed Yang-Mills theories on noncommutative spaces, using important notions that were introduced in his papers (connection, Chern character, etc). It was found recently that Yang-Mills theories on noncommutative spaces appear naturally in string/M-theory; the notions and results of noncommutative geometry were applied very successfully to the problems of physics.

In this paper we give a mostly self-contained review of some aspects of M(atrix) theory, of Connes’ noncommutative geometry and of applications of noncommutative geometry to M(atrix) theory. The topics include introduction to BFSS and IKKT matrix models, compactifications on noncommutative tori, a review of basic notions of noncommutative geometry with a detailed discussion of noncommutative tori, Morita equivalence and SO\((d, d; \mathbb{Z})\)-duality, an elementary discussion of instantons and noncommutative orbifolds. The review is primarily intended for physicists who would like to learn some basic techniques of noncommutative geometry and how they can be applied in string theory and to mathematicians who would like to learn about some new problems arising in theoretical physics.
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1 Introduction

First of all we would like to give an exposition of some basic facts about M(atrix) theory that is completely independent of any string theory textbooks. We will consider M(atrix) model as a starting point and we will show that string theory can be obtained from it. More precisely M(atrix) theory should be considered as a nonperturbative formulation of string theory.

Our second goal is to give an exposition of Connes’ differential noncommutative geometry and to show that it arises very naturally in the framework of M(atrix) theory. We will show that noncommutative geometry can be used in the consideration of dualities, in analysis of BPS states, etc.

We address the present review to mathematicians who would like to learn about some mathematical problems arising at the forefront of modern theoretical physics and to physicists who would like to study some basic notions of noncommutative geometry and see how they can be applied to physics. We do not assume that a mathematician reading this review has any preliminary knowledge of string theory or M-theory. However some acquaintance with the basic notions of supersymmetry is desired (for example see IAS school lectures [12]). Also we do not suppose that a reader - physicist has any prior knowledge of noncommutative geometry.

Let us describe very briefly the place of M(atrix) theory in a recent development. (The exposition below is addressed primarily to mathematicians.) In the mid nineties a new era in String theory began with explorations of nonperturbative effects in the theory. New remarkable objects called D-branes were discovered. It was found that these objects play fundamental role in establishing various duality relations between the known five consistent superstring theories. Those dualities led to a conjecture that all of those theories can be obtained as limiting cases of some hypothetical unifying theory that was christened M-theory. (There are different versions of interpretation of the letter M in the name of the theory, such as Mystery, Mother, Membrane.) Not much is known precisely about this theory. It is supposed to live in 11 space-time dimensions and it has to be invariant under 11-dimensional Poincare group. The low energy limit of M-theory is known to be 11-dimensional supergravity theory. After compactification on a circle M-theory describes a 10-dimensional superstring. Of course a mathematician would be unable to work with a theory having such a vague definition. Nevertheless, physicists manage to obtain many consistent and beautiful results. More than that, to the delight of mathematicians, one of physicists conjectures can be formulated in a precise mathematical way. It was conjectured that M-theory can be formulated in the framework of matrix quantum mechanics. This conjecture is known by the name “M(atrix) theory”. Originally it was formulated in terms of reduction of 10-dimensional super Yang-Mills theory (SYM) to 1+0 dimensions (this means that one considers a 10D theory in which all fields are independent of spatial coordinates). Another form of M(atrix) theory was later proposed in [2]. In that version the 10D SYM is reduced to a point.

The relation of M(atrix) theory to String/M-theory is not completely clear but there exist some impressive consistency checks. It was found in [3] that noncommutative geometry arises very naturally in the framework of M(atrix) theory. It was shown later that the notions and theorems of noncommutative geometry can be used very efficiently to analyze dualities, BPS spectrum, etc. After this paper the appearance of noncommutative geometry was understood from various other viewpoints. The subject is currently very popular and the number of
papers trying to relate noncommutative geometry and String/M-theory grows exponentially. We will not try (and are not able) to review any essential part of those developments. Also we will not attempt to explain the “string part of the story” (we refer the reader to papers [4], [5], [6], [7], [8], [9] for a review of M(atrix) theory and its relation with string theory and to paper [79] for a very clear explanation of how noncommutative space-time geometry emerges in the framework of string theory).

Almost all of physics papers dealing with the notion of noncommutative space do not use the well developed apparatus of noncommutative geometry [37]. In particular the Yang-Mills theory on noncommutative spaces is usually considered only on free modules (corresponding to trivial vector bundles) and more general projective modules (nontrivial bundles) are disregarded. One of our main goals is to give an accessible exposition of some of the important notions and theorems of noncommutative geometry and to show how they can be applied to concrete problems in physics. We hope to convince a reader-physicist that noncommutative geometry is not more complicated than the commutative one. As a matter of fact in many instances it turns out to be simpler than the last one. (The commutative geometry can be considered as a degeneration of a noncommutative geometry and a generic situation is often simpler than a degenerate one.) However, the reader should have in mind that we give an exposition only of a very small part of noncommutative geometry; many notions and results we need can be found in the very first paper by A. Connes devoted to this subject [36]. If the reader would like to study noncommutative geometry more thoroughly, he should turn to the beautiful exposition of it in the book [37] and to papers [38], [39] for recent reviews.

The present text constitutes only a part of what we are planning to write. We restrict ourselves mostly to the theory and applications of unital algebras (algebras having a unit element) with the main example being an algebra of functions on a noncommutative torus. In the commutative case unital algebras correspond to algebras of functions on compact spaces. Thus, we will be saying very little about noncommutative \( \mathbb{R}^d \) spaces. The theory of non-unital algebras is also well developed and equally important but it is more complicated. We are planning to consider non-unital algebras in the second part of this review. In particular, we are going to discuss in it solitons and instantons on noncommutative \( \mathbb{R}^d \).

Still we hope the present text will be useful for the growing audience of mathematicians and physicists interested in applications of noncommutative geometry to physics. We hope to write the second part of the review in the nearest future.

2 Yang-Mills theory reduced to a point

Let us consider gauge fields \( A_\mu(x) \) on the space \( \mathbb{R}^d \). A gauge field can be considered as a one-form \( A = A_\mu dx^\mu \) on \( \mathbb{R}^d \) taking values in the Lie algebra \( \mathfrak{g} \) of the gauge group \( G \). The field strength of the gauge field \( A \) can be defined as a \( \mathfrak{g} \)-valued two-form \( F = \frac{i}{2} F_{\mu\nu} dx^\mu dx^\nu \) where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] \). Let us further assume that the Lie algebra \( \mathfrak{g} \) is equipped with an invariant inner product \( \langle \cdot, \cdot \rangle \), i.e. \( \langle [a, b], c \rangle = \langle a, [b, c] \rangle \) for any \( a, b, c \in \mathfrak{g} \). For example if \( \mathfrak{g} = su(N) \) then one defines \( \langle a, b \rangle = Tr a^* b \). If the space \( \mathbb{R}^d \) is provided with Minkowski or Euclidean metric one can define a Yang-Mills action functional using the formula

\[
S = \frac{1}{4} \int \langle F_{\mu\nu}, F^{\mu\nu} \rangle dV \equiv \frac{1}{4} \langle F, F \rangle. \tag{1}
\]
This functional is invariant under gauge transformations
\[ A_\mu \mapsto g^{-1} A_\mu g + g^{-1} (\partial_\mu g) \]  
(2)
where \( g(x) \) is a \( G \)-valued function on \( \mathbb{R}^d \). We would like to consider the reduction of Yang-Mills functional to a point. This means that we consider the functional (1) on constant fields (and disregard the infinite volume element that appears from integration). This gives us a functional defined on the \( d \)-tuples \( (X_1, X_2, \ldots, X_d) \), \( X_\mu \in \mathfrak{g} \)
\[ S[X] = \frac{1}{4} \langle [X_\mu, X_\nu], [X_\mu, X_\nu] \rangle . \]  
(3)
This functional is invariant under transformations
\[ X_\mu \mapsto g^{-1} X_\mu g \]
where \( g \in G \), i.e. \( X_i \)'s transform by means of the adjoint action of the Lie group \( G \). This invariance is a remnant of the gauge invariance (2).

In particular let us consider a \( 2n \)-dimensional symplectic manifold \((\mathcal{M}, \omega)\) and take \( \mathfrak{g} \) to be a space of smooth real valued functions on \( \mathcal{M} \) with a Lie algebra structure defined by Poisson brackets. An invariant inner product of two elements \( X, Y \in \mathfrak{g} \) is defined by the formula
\[ \langle X, Y \rangle = \int X Y \omega^n . \]
Substituting this data in the general formula (3) we obtain
\[ S[X, \omega] = \frac{1}{4} \int_{\mathcal{M}} \{ X_\mu, X_\nu \}^2 \omega^n \]  
(4)
where \( \{\ldots\} \) stands for Poisson brackets. One can allow the symplectic structure to vary, thus we stressed in the notation \( S[X, \omega] \) that this is a functional of both \( X \) and \( \omega \). As we want to establish a connection of the reduced theory (3) with a string theory we will specialize to the case when \( \mathcal{M} \) is a two-dimensional surface and will change the notation for this case from \( \mathcal{M} \) to \( \Sigma \).

Without losing gauge invariance the functional (4) can be generalized as
\[ S[X, \omega] = \frac{\alpha}{4} \int_{\Sigma} \{ X_\mu, X_\nu \}^2 \omega + \frac{\beta}{2} \int_{\Sigma} \omega \]  
(5)
where \( \alpha \) and \( \beta \) are some fixed numerical factors. The \( d \) elements \( X_1, X_2, \ldots, X_d \) define a mapping \( X : \Sigma \to \mathbb{R}^d \) that gives an embedding of the manifold \( \mathcal{M} \) into \( \mathbb{R}^d \). Thus, \( S[X, \omega] \) can be considered as a functional that depends on a two-dimensional surface (the world-sheet of a string) embedded into (space-time) \( \mathbb{R}^d \) and on a symplectic form \( \omega \). In local coordinates \( (\sigma_0, \sigma_1) \) on \( \Sigma \) the symplectic form can be written as \( \omega = \omega(\sigma_0, \sigma_1) d\sigma_0 d\sigma_1 \). Varying \( \omega(\sigma_0, \sigma_1) \) we get the equation of motion
\[ -\frac{\alpha}{4 \omega^2} (\partial_\mu X^\mu \partial_\nu X^\nu \epsilon_{ab})^2 + \frac{\beta}{2} = 0 \]
that gives
\[ \omega(\sigma_0, \sigma_1) = \sqrt{\alpha/\beta \det(\partial_\mu X^\mu \partial_\nu X_\nu)} . \]
Substituting this solution into (3) we obtain

\[ S[\Sigma] = \sqrt{\alpha \beta} \int_{\Sigma} \sqrt{\text{det}(\partial_a X^\mu \partial_b X_\mu)} . \]  

(6)

This is a Nambu-Goto action of bosonic string with tension \( T = \pm \sqrt{\alpha \beta} \) where the sign depends on the type of the metric in \( \mathbb{R}^d \). The functionals (3) and (6) are classically equivalent in the sense that they have equivalent (isomorphic) spaces of classical solutions.

We have shown that the action functional of bosonic string theory is related to a particular case of functional (3) for some choice of the Lie algebra \( \mathfrak{g} \). It is important to realize that the action functional (5) can be obtained, in some sense, as a limit as \( N \to \infty \) of functions

\[ S[X] = \frac{\alpha}{4} \text{tr} [X^\mu, X^\nu]^2 + \frac{\beta}{2} \text{tr} 1 \]  

(7)

where \( X_\mu \) are \( N \times N \) hermitian matrices. To justify this statement we note that in a quantization procedure we assign to every function \( f(\sigma) \) on a symplectic manifold \( \mathcal{M} \) an operator \( \hat{f} \) acting in some Hilbert space. This assignment is such that for \( \hbar \to 0 \) the Poisson bracket of two functions \( f(\sigma) \) and \( g(\sigma) \) corresponds to \( \hbar^{-1} [\hat{f}, \hat{g}] \) and

\[ (2\pi \hbar)^{-\dim\mathcal{M}/2} \int f(\sigma) \omega^{\dim\mathcal{M}/2} \]  

corresponds to \( \text{tr} \hat{f} \). In the case at hand the manifold \( \mathcal{M} \) is compact and two-dimensional. Therefore, after the quantization we obtain a Hilbert space of finite dimension

\[ N = \text{tr} 1 \approx \frac{\text{Vol}(\mathcal{M})}{2\pi \hbar} . \]

For a rigorous treatment of these questions in the case when \( \mathcal{M} \) is a Kähler manifold we refer the reader to paper [64].

Considering operators in this finite dimensional Hilbert space as matrices and noticing that the limit \( N \to \infty \) corresponds to the limit \( \hbar \to 0 \) we obtain the action functional (5) from the function (7) that can be considered as a version of (3) in the limit \( N \to \infty \).

One can construct \( N=1 \) supersymmetric Yang-Mills theories (SYM) in (space-time) dimensions \( d = 10, 6, 4, 3 \) [10]. (Note that these dimensions correspond to the dimensions of division algebras shifted by 2). In particular in 10=9+1-dimensional Minkowski space we can write down an action functional for \( N=1 \) SYM as

\[ S = \int dV \left[ -\frac{1}{4} \langle F_{\mu\nu}, F^{\mu\nu} \rangle + \frac{1}{2} \langle \psi^\alpha, \sigma_\alpha^{\mu} \nabla_\mu \psi^\beta \rangle \right] . \]  

(8)

Let us explain the conventions we use. The vector indices indices run from 0 to 9 and are raised and lowered by means of the standard flat Minkowski metric tensor \( \eta_{\mu\nu}, \eta_{00} = -1, \eta_{ij} = \delta_{ij}, i,j = 1, \ldots, 9 \). The fields \( \psi^\alpha \) are anticommuting, taking values in \( \mathfrak{g} \). The index \( \alpha = 1, \ldots, 16 \) corresponds to a Majorana-Weyl spinor representation of \( SO(9,1) \). The upper/lower spinor indices correspond to spinors of positive/negative chirality. So we will distinguish systematically between the upper and lower spinor indices. The ten-dimensional \( 32 \times 32 \) Gamma-matrices \( \Gamma_\mu \) are constructed in terms of symmetric \( 16 \times 16 \) matrices \( \sigma_\alpha^{\mu} \), \( (\sigma_\mu)_{\alpha\beta} \) as

\[ \Gamma_\mu = \begin{pmatrix} 0 & \sigma_\alpha^{\mu} \\ (\sigma_\mu)_{\alpha\beta} & 0 \end{pmatrix} \]
The matrices $\sigma^{\alpha\beta}_\mu$, $(\sigma_\mu)_\alpha\beta$ satisfy
\[
\sigma^{\alpha\gamma}_\mu(\sigma_\nu)_{\gamma\beta} + \sigma^{\alpha\gamma}_\nu(\sigma_\mu)_{\gamma\beta} = 2\eta_{\mu\nu}\delta^\alpha_\beta.
\]
as well as the important Fierz identity
\[
(\sigma_\mu)_{\alpha\beta}\sigma^{\mu}_{\gamma\delta} + (\sigma_\mu)_{\gamma\alpha}\sigma^{\mu}_{\beta\delta} + (\sigma_\mu)_{\beta\gamma}\sigma^{\mu}_{\alpha\delta} = 0. \tag{9}
\]
This action is invariant under gauge transformations
\[
A_\mu \mapsto g^{-1}A_\mu g + g^{-1}(\partial_\mu g), \quad \psi_\alpha \mapsto g^{-1}\psi_\alpha g
\]
and supersymmetry transformations
\[
\delta_\epsilon A_\mu = \epsilon^\alpha(\sigma_\mu)_{\alpha\beta}\psi^\beta, \quad \delta_\epsilon \psi_\alpha = \frac{1}{2}(\sigma^{\mu\nu})^\alpha_\beta\epsilon^\beta F_{\mu\nu}
\]
where $\sigma^{\mu\nu} = \sigma^{\mu}_{\nu} - \eta^{\mu\nu}$ and $\epsilon^\alpha$ is a constant Majorana-Weyl spinor parameterizing the transformation.

One can reduce functional (8) to a point and obtain a functional
\[
S[X, \psi] = -\frac{1}{4}[\{X_\mu, X_\nu\}, \{X^\mu, X^\nu\}] + \frac{1}{2}\langle \psi^\alpha, \sigma^{\mu\nu}[X_\mu, \psi^\beta]\rangle \tag{10}
\]
which is invariant under “gauge” transformations
\[
X_\mu \mapsto g^{-1}X_\mu g, \quad \psi^\alpha \mapsto g^{-1}\psi^\alpha g
\]
and supersymmetry transformations
\[
\delta_\epsilon X_\mu = \epsilon\sigma_\mu \psi, \quad \delta_\epsilon \psi = \frac{1}{2}\{X_\mu, X_\nu\}\sigma^{\mu\nu}\epsilon. \tag{11}
\]
In addition to this there are trivial supersymmetry transformations
\[
\delta_\epsilon X_\mu = 0, \quad \delta_\epsilon \psi = \epsilon. \tag{12}
\]

As we have seen above, for a particular choice of the Lie algebra $\mathfrak{g}$ the bosonic analogue of (10) is related to the bosonic string action functional. It is clear then that the whole action (11) is related to some sort of superstring. Indeed as it was shown in [2] the type IIB superstring action functional in the Green-Schwarz formulation in a particular gauge (so called Schild gauge (11)) takes the following form
\[
S_{\text{Schild}} = \int[\alpha(\frac{1}{4}\{X_\mu, X_\nu\}^2 + \frac{1}{2}\psi\sigma^{\mu\nu}\{X_\mu, \psi\}) + \beta]\omega \tag{13}
\]
where $\omega$ is a worldsheet volume element $\omega = \sqrt{g}d\sigma_0d\sigma_1$, $g$ is the determinant of the worldsheet metric. This action can be obtained from (11) by choosing $\mathfrak{g}$ as in the bosonic case to be a Lie algebra of functions on a two dimensional surface $\Sigma$ equipped with a symplectic structure $\omega$, and adding a term proportional to $\int \omega$. 

7
3 Matrix models

3.1 IKKT matrix model

We start with a U(N) 10-dimensional super Yang-Mills theory on $\mathbb{R}^{9+1}$ defined by (8). We would like to look at reductions of this theory to (0 + 1)-dimensions and to a point. The reduction to a point was discussed above. It leads to a functional

$$S = -\alpha \left( \frac{1}{4} \text{Tr} [X^\mu, X^\nu]^2 + \frac{1}{2} \text{Tr} \psi^\alpha \sigma^\mu_{\alpha\beta}[X_\mu, \psi^\beta] \right) + \beta \text{Tr} \mathbb{1} \quad (14)$$

which is called IKKT matrix model and was introduced in [2]. Here $X^\mu$, $\mu = 0, \ldots, 9$ and $\psi^\alpha$, $\alpha = 1, \ldots, 16$ are $N \times N$ hermitian matrices of even and odd Grassmann parity respectively. (Strictly speaking the last term in (14) has no analog in Yang-Mills theory on a noncompact space and its addition should be considered as a possible generalization.) Here $\alpha$ and $\beta$ are constants. One can use the considerations above to prove that IIB superstring action can be obtained from (14) by means of some limiting procedure. Moreover it can be argued that (14) gives a nonperturbative definition of IIB superstring theory. We refer the reader to review [15] and references therein for a discussion of this proposal. The above mentioned limiting procedure and its relevance to string theory in Schild gauge were also discussed in papers [61], [62], [63].

3.2 BFSS matrix quantum mechanics

Reduction to (0 + 1)-dimensions leads to the so called BFSS matrix model [1]. The Lagrangian of this theory is

$$L = \text{Tr} \left( \frac{1}{2} \nabla_t X^i \nabla_t X_i - \frac{1}{4} [X_i, X_j]^2 + \frac{1}{2} \psi^0 \nabla_t \psi + \frac{1}{2} \psi^i \sigma^i [\psi, X_i] \right) \quad (15)$$

where $\nabla_t = \partial_t + X_0$, indices $i, j$ run from 1 to 9. This Lagrangian is invariant with respect to gauge transformations

$$\delta X_i = [X_i, g], \quad \delta X_0 = \partial_t g + [X_0, g], \quad \delta \psi^\alpha = [\psi^\alpha, g]$$

where $g = g(t) \in U(N)$ and with respect to two kinds of supersymmetry transformations. Transformations of the first kind have the form

$$\delta_* X_i = \epsilon \sigma_i \psi, \quad \delta_* \psi = \frac{1}{2} [X_i, X_j] \sigma^{ij} \epsilon + [\nabla_t, X_j] \sigma^0 \epsilon \quad (16)$$

and transformations of the second kind read

$$\tilde{\delta} X_i = \delta X_0 = 0, \quad \tilde{\delta} \psi = \epsilon \quad (17)$$

The Lagrangian (15) is also invariant under $SO(9)$ rotations and under translations

$$X_i \mapsto X_i + c_i \quad (18)$$

where $c_i$ belong to the center of $u(N)$.

This model was first considered in [20] as a maximally supersymmetric gauge quantum mechanics. In [1] a large $N$ limit of this model was considered as a main ingredient of the so
corresponding to (15) in the following form

the structure constants in the chosen basis. One can write now the classical Hamiltonian

\[ \psi \]

and the variables \( i, j \) repeating indices running over the following sets of values:

\[ \Pi_i, \quad (\text{The expression (19) means that we have a constrained classical system with Hamiltonian} \]

One can realize these operators in terms of differential operators in the space \( F \) where \( R \) notice that for simplicity we took the metric coming from \( \mathcal{M}(\text{atrix}) \) Theory conjecture put forward as a nonperturbative definition of M-theory.

Parts of this conjecture can be tested by studying quantum mechanical properties of the model for finite \( N \).

Instead of the matrix notations employed in (13) it is convenient to fix an orthonormal basis \( T_a \subset u(N), \: a = 1, \ldots, N^2 \) in the Lie algebra \( u(N) \) with respect to the invariant inner product \( \langle a, b \rangle = -2Trab \) which is chosen to be positive definite. Denote \( f_{abc} = \langle T_a, [T_b, T_c] \rangle \) the structure constants in the chosen basis. One can write now the classical Hamiltonian corresponding to (13) in the following form

\[ H = \frac{1}{2} \Pi^i_a \Pi^i_a + \frac{1}{4} f_{abc}X^b_i X^c_j f_{ade} X^d_i X^e_j - \frac{i}{2} f_{abc} X^j_a \psi^\alpha_b (\sigma_j)_{\alpha\beta} \psi^\beta_c - G_a X^a_0 \]  \tag{19} \]

where \( G_a = f_{abc}(X^b_j \Pi^c - \frac{i}{2} \psi^\alpha_b \psi^\alpha_c) \). Here we assume that there is a summation over all of the repeating indices running over the following sets of values: \( i, j = 1, \ldots, 9, \: a, b, \ldots = 1, \ldots, N^2 \), and the variables \( \psi^\alpha \) are assumed to be in a real representation with index \( \alpha = 1, \ldots, 16 \). Also notice that for simplicity we took the metric coming from \( \mathbb{R}^9 \) to be given by identity matrix. The expression (13) means that we have a constrained classical system with Hamiltonian

\[ h(X, \Pi, \psi) = \frac{1}{2} \Pi^i_a \Pi^i_a + \frac{1}{4} f_{abc}X^b_i X^c_j f_{ade} X^d_i X^e_j - \frac{i}{2} f_{abc} X^j_a \psi^\alpha_b \sigma_j^{\alpha\beta} \psi^\beta_c \]  \tag{20} \]

and constraints

\[ G_a(X, \Pi, \psi) = f_{abc}(X^b_j \Pi^c - \frac{i}{2} \psi^\alpha_b \psi^\alpha_c) = 0 \]  \tag{21} \]

\( (X_0 \) plays a role of Lagrange multiplier).

After quantization we obtain a quantum system with a Hamiltonian \( \hat{H} \) given by (20) with \( \Pi^i_a, \: X^a_i, \: \psi^\alpha_a \) replaced by operators \( \pi^a_i, \: x^a_i, \: \hat{\psi}^\alpha_a \) satisfying (anti)commutation relations

\[ [x^a_j, \pi^b_k] = i \delta_j^k \delta^a_b, \quad \{ \hat{\psi}^\alpha_a, \hat{\psi}^\beta_b \} = \delta^\alpha\beta \delta_{ab}. \]

One can realize these operators in terms of differential operators in the space \( E = L_2(\mathbb{R}^{9N^2}) \otimes F \) where \( F \) is the fermionic Fock space. The space \( L_2(\mathbb{R}^{9N^2}) \) can be considered as a space of functions depending on variables \( X^a_i, \: i = 1, \ldots, 9 \) and \( F \) is a finite-dimensional space of irreducible representation of the anticommutation relations for \( \hat{\psi}^\alpha_a \) (i.e. of the Clifford algebra). To take into account constraints (21) we should restrict ourselves to the subspace \( E^{\text{phys}} \) of \( E \) consisting of vectors \( v \) satisfying \( G_a v = 0 \) where \( \hat{G}_a \) stands for the quantum mechanical operator corresponding to the function (21). (This condition can be interpreted as a gauge invariance of vectors in \( E^{\text{phys}} \).) The Hamiltonian \( \hat{H} \) on \( E^{\text{phys}} \) is supersymmetric. More precisely it commutes with supersymmetry generators

\[ Q^\alpha = (\Gamma^j \hat{\psi}^\alpha_j)^a \pi^a_j + \frac{1}{2} f_{abc}(\sigma^{jk} \hat{\psi}^\alpha_j)^a x^a_k x^a_c \]

that are quantum counterparts of the classical supersymmetries (16). On the space \( E^{\text{phys}} \) these generators satisfy

\[ \{ Q^\alpha, Q^\beta \} = 2 \delta^{\alpha\beta} \hat{H}. \]  \tag{22} \]

It follows from these relations that the Hamiltonian \( \hat{H} \) is nonnegative on \( E^{\text{phys}} \).
3.3 Bound states and scattering in BFSS model

Let us fix one of the supersymmetry generators $Q$. Then on the space $E^{\text{phys}}$ we have $\hat{H} = Q^2$. The operator $Q$ is self-adjoint. It follows then that the operator $Q^2$ is nonnegative. The expression

$$V = -\frac{1}{4}[X_i, X_j][X^i, X^j] = \frac{1}{4}f_{abc}X^b_iX^c_jf_{ade}X^d_iX^e_j$$

entering (19) plays the role of the potential energy. It is clear that $\min(V) = 0$ and that the minimum is achieved when the matrices $X_i$ all commute between themselves. Denote the set of 9-tuples of commuting hermitian matrices by $R$. Commuting hermitian matrices can be simultaneously diagonalized by means of a unitary transformation. This means that every point of $R$ is gauge equivalent to a point consisting of diagonal matrices. The set $R$ is unbounded, that is we can have commuting matrices with arbitrarily large entries. We may say that the graph of $V$ has valleys surrounded by potential walls that become steeper and steeper as one goes along the valley to infinity. This description can be given a more precise meaning as follows. Consider the function $V$ in a neighborhood of a point $(X_1, \ldots, X_9) \in R$ where $X_i = \text{diag}(d^{(1)}_i, \ldots, d^{(N)}_i)$. Then the second derivatives of $V$ in the directions orthogonal to $R$ will be large as

$$\sqrt{\sum_{k=1}^{N} (d^{(k)}_i - d^{(k)}_j)^2} \to \infty. \quad (23)$$

To analyze the low lying excitations of our Hamiltonian and the time evolution of wave functions we can apply the Born-Oppenheimer method considering the coordinates on $R$ as slow variables and coordinates in the directions transverse to $R$ as fast ones. One can check [29] that the effective Hamiltonian that governs the dependence of a wave function of slow variables in the limit (23) is a free Hamiltonian

$$H_{\text{eff}} = -\frac{1}{2} \frac{\partial^2}{\partial D_\mu^i \partial D_\mu^i} \quad (24)$$

where $D_\mu^i$, $\mu = 1, \ldots, 9$, $i = 1, \ldots, N$ are orthonormal set of coordinates along $R$. This statement would be wrong if one would consider only the bosonic part of the Hamiltonian at hand. An intuitive explanation of the effect is as follows. If we consider the potential for the bosonic degrees of freedom as it was pointed above it gets infinitely steep as we go to infinity. This means that the transverse excitations have a larger and larger ground energy in the limit (23). In a purely bosonic theory this will not let a finite energy wave packet traveling along the valley escape to infinity. In the supersymmetric theory however the transverse excitations are described by a system of supersymmetric oscillators that has a vanishing ground state energy. In fact one can show how a wave packet can escape to infinity [28]. Quantitatively this fact is reveals itself in (24).

Thus we see that in our approximation the model describes a system of $N$ free non-interacting identical (bosonic) particles. If we take into account subleading terms of the approximation we obtain an interaction between these particles. One can talk then about their scattering.

It follows from the above consideration that the Hamiltonian (19) has a continuous spectrum starting at zero. One can prove however that there are also bound states at threshold.
Note that singling out the \( u(1) \) part of the Lie algebra \( u(N) \) one obtains a decomposition of the Hamiltonian \( H \) into two noninteracting parts. The summand corresponding to the \( u(1) \) part is just a free Hamiltonian. One can prove that the \( su(N) \) part of the Hamiltonian has at least one normalizable state having zero energy (a normalizable ground state). To prove this assertion it is sufficient to show that the operator \( Q \) has at least one normalizable zero mode. This follows in its turn from the fact that the index of \( Q \) is equal to one. The computation of this index is a nontrivial task because the operator \( Q \) is not Fredholm. For \( N = 2 \) a convincing computation of the index was done in \[21\]. For \( N > 2 \) such a justification is still missing. A computation of the index for \( N > 2 \) containing some gaps follows from a combination of results obtained in \[23\], \[24\]. See also \[23\], \[26\] for other approaches. The fact that the index is equal to one is a strong indication that the ground state is unique. For \( N = 2 \) there are additional arguments in favor of this conjecture \[27\].

One can also consider a problem of scattering of the bound states that according to the BFSS conjecture describes scattering of 11-dimensional supergravitons. Note that when we single out the \( U(1) \) part of the gauge group the bosonic part of the theory is that of a free nonrelativistic particle and describes a center of mass degree of freedom. The \( U(1) \) fermions in their turn generate a Fock space of dimension \( 2^k = 256 \) that describes supergraviton polarization states \[31\].

Consider a set \( R_{n_1,\ldots,n_k} \) consisting of 9-tuples of hermitian matrices \( X_1, \ldots, X_9 \) that can be transformed simultaneously into a block-diagonal form with blocks of sizes \( n_1 \times n_1, \ldots, n_k \times n_k \). Here \( n_1, \ldots, n_k \) are natural numbers such that their sum is equal to \( N \) (the size of matrices \( X_i \)). The set \( R \) we considered above coincides with \( R_{1,1,\ldots,1} \). One can apply the Born-Oppenheimer approximation to the scattering problem regarding coordinates along \( R_{n_1,\ldots,n_k} \) as slow variables and coordinates in the transverse directions as the fast ones. Each block then describes a supergraviton. The asymptotic state in the scattering problem should be a superposition of \( k \) ground state wave functions for each block respectively. For further discussion of scattering in BFSS Matrix Theory and its comparison with supergravity see papers \[30\], \[31\], \[32\] and references therein.

4 Compactifications

4.1 Compactification on a circle. Relation between IKKT and BFSS models

Compactifying the IKKT or BFSS model on a circle in the direction \( X_1 \) means that we would like to define a restriction of the IKKT/BFSS action to the space where an equivalence relation \( X_1 \sim X_1 + 2\pi R_1 \mathbf{1} \) is satisfied. Here \( \mathbf{1} \) is the identity matrix and \( R_1 \) is a radius of compactification. By equivalence relation in this context one should understand gauge equivalence. Thus, one considers the following equations

\[
UX_1U^{-1} = X_1 + 2\pi R_1 \mathbf{1},
\]

\[
UX_iU^{-1} = X_i, \quad i \neq 1,
\]

\[
U\psi^\alpha U^{-1} = \psi^\alpha
\]

(25)

where \( U \) is a unitary matrix. This equation cannot be satisfied (unless \( R_1 = 0 \)) if \( X_i, \psi^\alpha \) are finite matrices as can be easily seen by taking the trace of both sides of the first equation in (25). However there are solutions in terms of operators in infinite-dimensional Hilbert space.
Let $\mathcal{H} = L_2(S^1) \otimes \mathcal{H}'$ where $\mathcal{H}'$ is some Hilbert space (finite or infinite dimensional). Then we have the following solutions to (25) in terms of operators in $\mathcal{H}$

$$
X_1 = 2\pi i R_1 \frac{\partial}{\partial \sigma} + A_1(\sigma), \\
X_i = A_i(\sigma), \ i \neq 1, \\
\psi^\alpha = \Psi^\alpha(\sigma), \\
(Uf)(\sigma) = e^{i\sigma f(\sigma)}
$$

(26)

where $0 \leq \sigma \leq 2\pi$ is a coordinate on $S^1 = \mathbb{R}/2\pi\mathbb{Z}$, $A_i(\sigma)$ are operators acting on $\mathcal{H}'$ depending on $\sigma$ as on a parameter. Here our conventions are such that $X_\mu$, $\Psi^\alpha$ are Hermitian operators on $\mathcal{H}$. One can prove that all other solutions to (25) are gauge equivalent to solution (26). The choice of the direction $X_1$ in the above discussion is absolutely inessential. One can replace $X_1$ by any of $X_i$, $i = 1, \ldots, 9$ in the BFSS or IKKT model. Note that for the IKKT model these directions are space-like.

Here we would like to make some general comments about the metric signature in both models. The BFSS model is a reduction of the 10-dimensional SYM model to $0 + 1$ dimensions that breaks the original $SO(9,1)$ Lorentz invariance. One ends up with a theory that only possesses the invariance under $SO(9)$ spatial rotations. All of the directions we can compactify are spatial. The IKKT model was defined above as a reduction of 10D SYM to a point. The metric inherited from $\mathbb{R}^{10}$ naturally has Minkowski signature and the model is $SO(9,1)$ invariant. To put all of the directions in the discussion of IKKT compactifications on equal footing we can consider a Euclidean version of the model. This will also permit us to establish a connection between both models. We are going to show below that the Euclidean IKKT model compactified on a circle gives the BFSS model at finite temperature.

If one wants to use the Euclidean signature metric in the IKKT action (14) one encounters complications related to the non-existence of Majorana-Weyl fermions in the Euclidean space. However as far as physical quantities such as correlation functions are concerned it is just a technicality. The configuration space of the IKKT model is $\mathcal{M} = (u(N))^{10} \otimes (\Pi u(N))^{16}$ where $\Pi$ stands for the parity reversion operator (in the sense of a Grassmann algebra). One can extend the action functional to the space $\mathcal{M}_C = (\mathrm{Mat}_N(\mathbb{C}))^{10} \otimes (\mathrm{II Mat}_N(\mathbb{C}))^{16}$ in such a way that it is a holomorphic functional on the complex manifold $\mathcal{M}_C$. Any physical quantity can be given in terms of integrals over configuration space containing $e^{-S}$ factor. To perform integration over a complex manifold one needs to specify a real cycle (real slice), i.e. impose some reality conditions on the variables. The result then depends only on the homology class of a chosen cycle. For a complex supermanifold an integral over a holomorphic function depends only on the even part of the chosen cycle. (This is essentially due to the formal algebraic nature of Berezin integral over odd variables.) We can work with complex 10-dimensional Weyl spinors. Then the absence of Majorana-Weyl spinors means that there is no $SO(10,\mathbb{C})$-invariant real slice in the space of Weyl spinors. But this is irrelevant since the result of integration does not depend on a choice of slice for odd variables anyway. From now on when discussing the IKKT model we will assume that the Euclidean $\mathbb{R}^{10}$ metric is being used.

One can also construct an action of the compactified theory starting with the original action (14) or (15), substituting a sequence of finite-dimensional approximations to (26) and performing a proper limiting procedure. Namely the operator $\frac{\partial}{\partial \sigma}$ in (26) can be approximated by means of a finite difference operator on a lattice with spacing $a$. Let us consider this
approximation applied for the compactification of the IKKT model on a circle in the direction $X_0$. Taking $a \to 0$ we obtain after a rescaling of numerical constants $\alpha, \beta$ in (14) the following action functional

$$S = R \cdot \int d\sigma \text{Tr} \left[ 2 \sum_{i=1}^{9} (\nabla_0 A_i(\sigma))^2 + \sum_{i,j=1}^{9} [A_i(\sigma), A_j(\sigma)]^2 + 2 \Psi^\alpha(\sigma)\sigma^0_\alpha \nabla_0 \Psi^\beta(\sigma) + 2 \sum_{i=1}^{9} \Psi^\alpha(\sigma)\sigma^j_\alpha [A_i(\sigma), \Psi^\beta(\sigma)] \right]$$

(27)

where $(\nabla_0 f)(\sigma) = iR_0 \frac{\delta f}{\delta \sigma} + [A_0, f](\sigma)$ and $R$ is an overall numerical factor. We obtained an action functional of a matrix quantum mechanics with a compact Euclidean time direction. This is equivalent to considering the BFSS matrix quantum mechanics (15) at finite temperature.

4.2 Compactification on a regular $T^2$

Similarly to the case of a circle considered in the previous section we can write down equations specifying compactification in two directions, $X_1$ and $X_2$

$$U_1 X_1 U_1^{-1} = X_1 + 2\pi R_1 1, \quad U_2 X_2 U_2^{-1} = X_2 + 2\pi R_2 1,$$

$$U_1 X_i U_1^{-1} = X_i, \quad i \neq 1, \quad U_2 X_i U_2^{-1} = X_i, \quad i \neq 2,$$

$$U_1 \psi^\alpha U_1^{-1} = U_2 \psi^\alpha U_2^{-1} = \psi^\alpha$$

(28)

where $R_1$ and $R_2$ are radii of compactification. As above we are going to search for solutions to these equations in terms of operators in an infinite-dimensional Hilbert space $\mathcal{H}$.

It is straightforward to derive from (28) that the quantity $U_1 U_2 U_1^{-1} U_2^{-1}$ commutes with all $X_i$ and $\psi^\alpha$. It is natural then to set it to be a scalar operator, i.e.

$$U_1 U_2 = \lambda U_2 U_1$$

(29)

where $\lambda = e^{2\pi i \theta}$ is a complex constant. Let us start with the case $\lambda = 1$. One can take $\mathcal{H} = L_2(T^2) \oplus \mathcal{H}'$ where $L_2(T^2) \cong L_2(S^1 \times S^1)$ is the $L_2$ space of functions on a two-torus and $\mathcal{H}'$ is some other Hilbert space. Equation (28) can be checked to have the following solution

$$X_1 = 2\pi i R_1 \frac{\partial}{\partial \sigma_1} + A_1(\sigma_1, \sigma_2), \quad X_2 = 2\pi i R_2 \frac{\partial}{\partial \sigma_2} + A_2(\sigma_1, \sigma_2),$$

$$X_i = A_i(\sigma_1, \sigma_2), \quad i \neq 1, 2, \quad \psi^\alpha = \Psi^\alpha(\sigma_1, \sigma_2),$$

$$(U_j f)(\sigma_1, \sigma_2) = e^{i\alpha_j} f(\sigma_1, \sigma_2), \quad j = 1, 2$$

(30)

where $0 \leq \sigma_1, \sigma_2 < 2\pi$ are coordinates on $T^2$ and $A_i, \Psi^\alpha$ are functions on $T^2$ taking values in operators on $\mathcal{H}'$. If the space $\mathcal{H}'$ is finite-dimensional then the total Hilbert space $\mathcal{H}$ can be viewed as a space of sections of a topologically trivial vector bundle $E$ over $T^2$ with a typical fiber $\mathcal{H}'$. The operators $X_1, X_2$ then specify a connection on $E$, the operators $X_i, i \neq 1, 2$ and $\Psi^\alpha$ are sections of the adjoint bundle $E \otimes E^*$ having as a fiber the space of linear operators acting in the corresponding fiber of the bundle $E$. The last equation in (30) just says that $U_j$’s are generators of the algebra of functions on $T^2$ acting on sections of $E$. 
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by point-wise multiplication. One can also construct solutions to (28) in terms of operators acting on a space of sections of topologically nontrivial bundle $E$. In this case again the operators $U_j$ can be represented by pointwise multiplications by functions $\exp(i\sigma_j)$. We can rewrite the first two equations in (28) as

$$X_j U_k = U_k X_j - 2\pi R_j \delta_{jk} U_k = U_k X_j + 2\pi i \frac{\partial U_k}{\partial \sigma_j}$$

that is a Leibniz rule meaning that the operators $X_j$ are connections on $E$. The rest of the equations mean as above that the operators $X_i, i \neq 1, 2$ and $\Psi^\alpha$ are sections of the adjoint bundle. Hence any connection $\nabla_j (\equiv X_j = i\nabla_j, j = 1, 2$ where the factor of $i$ inserted because of our hermiticity conventions, see the general definition of connection in section ...) along with adjoint sections $X_i, i \neq 1, 2$, $\Psi^\alpha$ gives a solution to (28). It can be shown that this solution is in some sense generic.

4.3 Compactification on a noncommutative $T^2$

We now consider the case $\lambda \neq 1$. The relation

$$U_1 U_2 = e^{2\pi i \theta} U_2 U_1$$

(31)

is known in the mathematical literature as a relation defining the algebra of functions on a noncommutative two-torus $T_\theta$ with noncommutativity parameter $\theta$. By definition two unitary operators in Hilbert space obeying (31) specify a representation of a noncommutative two-torus $T_\theta$, or, in other words, a module over $T_\theta$. See section 4.... for more details.

The equations on $X_1, X_2$ can be compactly written as

$$[X_j, U_k] = -2\pi R_j \delta_{jk} U_k, \quad j, k = 1, 2.$$  

(32)

If these equations are satisfied for operators $X_1, X_2$ acting on the same Hilbert space $E$ then by definition one says that $X_1, X_2$ define a connection on a module $E$ (equations (32) can be considered as an analogue of a Leibniz rule). The rest of the equations (28) say that $X_i, i \neq 1, 2$ and $\Psi^\alpha$ commute with $U_j, j = 1, 2$. This means that the corresponding operators are endomorphisms of $T_\theta$ module $E$. Thus, we see that solutions to (28) in the case $\lambda = e^{2\pi i \theta} \neq 1$ can be obtained in terms of connections and endomorphisms of modules over a noncommutative torus $T_\theta$.

Let us give here a concrete example of a module over $T_\theta$ and a connection on it. Consider operators $U_1$ and $U_2$ acting on functions from the Schwartz space $S(\mathbb{R})$ as

$$U_1 : f(x) \mapsto f(x + \theta), \quad U_2 : f(x) \mapsto f(x)e^{2\pi i x}.$$  

(33)

It is easy to see that these operators satisfy (31). Operators obeying the commutation relations (32) can be constructed as

$$X_1 : f(x) \mapsto 2\pi R_1 x \cdot f(x), \quad X_2 : f(x) \mapsto i \frac{df(x)}{dx}.$$  

However these $X_1$ and $X_2$ are not the most general solutions. One can add to the particular solutions written above, that we will denote as $X^{\ast}_i$, any two operators that commute with $U_1$ and $U_2$ (endomorphisms). We can construct such operators in terms of linear combinations of operators

$$Z_{n_1,n_2} : f(x) \mapsto f(x + n_1)e^{2\pi i n_2/\theta}$$
labeled by a pair of integers \( n_1, n_2 \). It can be easily checked that \( Z_{n_1,n_2} \) commute with operators (33). Thus a general solution to (32) can be written as

\[
X_i = X_i^* + \sum_{n_1,n_2 \in \mathbb{Z}} C_i(n_1,n_2)Z_{n_1,n_2}
\]

where \( C_i(n_1,n_2) \) are number coefficients. The rest of the fields \( X_i, i \neq 1,2, \Psi^\alpha \) can be represented as linear combinations of operators \( Z_{n_1,n_2} \) with coefficients of appropriate Grassmann parity.

4.4 Compactifications on \( T^d \) and \( T^d_\theta \)

The above discussion of the two-dimensional case can be directly generalized to the case of \( d \) dimensions. In this case we have the following equations

\[
\begin{align*}
U_j X_k U_j^{-1} &= X_k + \delta_{kj} 2\pi R_k \mathbf{1}, \quad j, k = 1, \ldots, d, \\
U_j X_I U_j^{-1} &= X_I, \quad I > d, \\
U_j \psi^\alpha U_j^{-1} &= \psi^\alpha.
\end{align*}
\]

(34)

It is a matter of a simple calculation to check that equations (34) imply that the products \( U_j U_k U_j^{-1} U_k^{-1} \) commute with all \( X_i \)'s. It is natural to set these combinations to be constants. One obtains then the following commutation relations

\[
U_j U_k = e^{2\pi i \theta^{jk}} U_k U_j
\]

(35)

where \( \theta^{jk} \) is a constant \( d \times d \) matrix. By taking the inverse of both sides in (35) one immediately finds that \( \theta^{jk} - \theta^{kj} \) is an integer. Hence, without loss of generality the matrix \( \theta^{ij} \) can be chosen to be antisymmetric. An algebra generated by \( U_i \)'s satisfying (35) is known as an algebra of functions on a \( d \)-dimensional noncommutative torus \( T^d_\theta \) (where \( \theta \) stands for the matrix \( \theta^{ij} \)). A representation of these commutation relations in terms of operators in a Hilbert space specifies a module \( E \) over the algebra \( T^d_\theta \). The equations in the first line in (34) mean by definition that \( X_j \)'s define a connection on \( E \). Finally the last two equations in (34) are equivalent to saying that \( X_I \) for \( I > d \) and \( \psi^\alpha \) are endomorphisms of \( E \). Below we will construct explicit examples of modules over \( T^d_\theta \) and study connections and endomorphisms thereof.

In the particular case when \( \theta_{jk} \) is a matrix with zero (or integer) entries the equations (34) give a commutative algebra. The whole system of equations (34) can be solved in terms of connections and endomorphisms (sections of the adjoint bundle) of a vector bundle over a \( d \)-dimensional torus \( T^d \).

One can restrict the action functional of BFSS or IKKT matrix model to the set of solutions to (34). This leads to a supersymmetric Yang-Mills theory on a noncommutative torus (see sections 6.1 and 6.2 for details).

4.5 Noncommutative geometry from a constant curvature background

We have shown that noncommutative tori arise very naturally in the consideration of M(atrix) Theory compactifications. Another way to obtain a noncommutative geometry from M(atrix)
theory is based on the expansion of this theory around a certain classical background. The construction is as follows. Consider matrices $\hat{p}_\mu$ satisfying the relation

$$[\hat{p}_\mu, \hat{p}_\nu] = iB_{\mu\nu} \cdot \hat{1}, \text{ if } 0 \leq \mu, \nu \leq d - 1,$$

(36)

$$[\hat{p}_\mu, \hat{p}_\nu] = 0, \text{ otherwise}.$$  

(37)

Here $B_{\mu\nu}$ is a constant $d \times d$ antisymmetric matrix. We will assume that $B_{\mu\nu}$ is invertible.

The equation (36) cannot be satisfied by finite-dimensional matrices. One can work either with an exact solution to (36) in terms of infinite-dimensional matrices or with approximate solutions in terms of $N \times N$ matrices with $N \to \infty$. We will work with infinite-dimensional matrices having in mind that all calculations should be justified by some limiting procedure.

In the case when $B_{\mu\nu}$ is invertible the operators (infinite dimensional matrices) $p_\mu, \mu = 0, \ldots, d - 1$ generate a Heisenberg algebra of $d/2$ degrees of freedom. By Stone-Von Neumann theorem it has a unique irreducible representation and each representation breaks into a direct sum (integral) of those. Let us consider the situation when we have an irreducible representation $F$ of algebra (36). We can realize $F$ in terms of operators acting on functions defined on $\mathbb{R}^{d/2}$ in the following way

$$\hat{p}_1 = b_1 \partial_1, \ldots, \hat{p}_{d/2} = b_{d/2} \partial_{d/2} \quad \hat{p}_{d/2+1} = ib_1 x_1, \ldots, \hat{p}_d = ib_{d/2} x_{d/2}$$

where we assumed that the matrix $B_{\mu\nu}$ is brought to the canonical block-diagonal form

$$
\begin{pmatrix}
0 & \text{diag}(b_1, \ldots, b_{d/2}) \\
-\text{diag}(b_1, \ldots, b_{d/2}) & 0
\end{pmatrix}
$$

where $b_\mu$ are positive numbers.

To a function $\phi(x) \in \mathcal{S}(\mathbb{R}^{d/2})$ we can assign an operator $\hat{\phi}$ on the representation space $\mathcal{F}$ by the formula

$$\hat{\phi} = \int dk \phi(k)e^{ikx}$$

(38)

where $\phi(k)$ are Fourier modes of $\phi(x)$, $C_{ij} = (B^{-1})^{ij}$, and the indices $i, j$ run from 0 to $d - 1$.

We can construct a map from an operator to a function as

$$\hat{\phi} \mapsto \phi(x) = \int dk \phi(k)e^{ikx}$$

where the function $\phi(k)$ corresponds to the representation of operator $\hat{\phi}$ in the form (38). Under this mapping the operator product goes into the so called star product

$$\hat{a} \hat{b} \mapsto a(x) * b(x),$$

$$\phi(x) * \chi(x) = \left( e^{\frac{i}{2} \frac{\partial^\mu}{\partial x^\mu} \frac{\partial^\nu}{\partial y^\nu} \phi(x) \chi(y)} \right)_{x=y}.$$  

(39)

The operator trace of $\hat{a}$ is equal up to a constant factor to the integral of the corresponding function. Namely, we have

$$\text{Tr} \hat{\phi} = \sqrt{\text{det}(B)}(2\pi)^{-d/2} \int d^d x \phi(x).$$  

(40)

Now let us expand the fields $X_\mu$ around the background given by $p_\mu$

$$X_\mu = \hat{p}_\mu + \hat{\phi}_\mu$$
where \( \hat{\phi}_\mu \) are operators that we will assume to be specified by functions \( \phi_\mu(x) \) as in (38).

Applying the above rules (39), (40) we obtain (after omitting an irrelevant infinite constant) that the bosonic part of the IKKT action becomes

\[
S_{\text{bosonic}} = -\frac{1}{4} \sqrt{\det(B)}(2\pi)^{d/2} \int d^d x \, [\nabla_i, \nabla_j]_* * [\nabla^i, \nabla^j]_* + \frac{1}{2} [\nabla_i, \phi_I]_* * [\nabla^i, \phi^I]_* + \frac{1}{4} [\phi_I, \phi_J]_* [\phi^I, \phi^J]_*
\]

(41)

where \( \nabla_j \), \( a = 0, \ldots, d-1 \) stand for a noncommutative analog of covariant derivatives defined by the formula

\[
[\nabla_j, \phi]_* = i \partial_j \phi(x) + \phi_j * \phi(x) - \phi * \phi_j(x).
\]

The indices \( I, J \) in (41) run from \( d \) to 9. It is easy to check that the correspondence between operators and functions transforms the commutator \([\hat{p}_j + \hat{\phi}_j, \hat{\phi}]\) into \([\nabla_j, \phi]_*\). This remark together with formula (40) leads to (41). An analogous procedure can be applied to the fermionic part of (41); it yields

\[
S_{\text{fermionic}} = \frac{1}{2} \sqrt{\det(B)}(2\pi)^{d/2} \int d^d x \, \psi^* \sigma^j [\nabla_j, \psi]_* + \psi * \sigma^j [\phi_I, \psi]_*.
\]

(42)

The first term in the action functional (41) can be called an action functional of noncommutative \( U(1) \) Yang-Mills theory on a noncommutative \( \mathbb{R}^d \) space (more formally this space will be discussed in the next section). The sum of the bosonic part (41) and the fermionic part (42) gives a noncommutative supersymmetric Yang-Mills theory on the same space. The above derivation can be easily generalized to the case when the representation space breaks into a direct sum of \( N > 1 \) irreducible representations of the Heisenberg algebra (36). In that case \( X_\mu = p_\mu \cdot \delta_\mu^a + (\hat{\phi}_\mu) a^b \) where \((\hat{\phi}_\mu) a^b\) is an \( N \times N \) matrix whose entries are operators of the form (38). This leads to a noncommutative \( U(N) \) Yang-Mills theory.

5 Noncommutative geometry

5.1 Algebras of functions and vector bundles

In the next few sections we would like to give a general outline of how the analogs of basic objects of ordinary (commutative) differential geometry, such as algebras of functions, vector bundles and connections can be defined in noncommutative geometry. We will start with algebras of functions and vector bundles, then give an example of a noncommutative space - a quantum \( \mathbb{R}^d \) space and will proceed with general definitions of endomorphisms and connections. All of these general notions will be illustrated by a variety of concrete examples based on noncommutative tori in the subsequent sections.

The key idea of noncommutative geometry is in replacement of commutative algebra of functions on a smooth manifold \( \mathcal{M} \) by a noncommutative deformation of it. One can consider an algebra \( C(\mathcal{M}) \) of continuous functions and construct its noncommutative deformation. The deformed algebra (and in fact any associative noncommutative algebra) can be considered as an algebra of functions on a noncommutative space. In order to build up noncommutative differential geometry one has to consider a deformation of an algebra \( C^\infty(\mathcal{M}) \) of smooth functions on \( \mathcal{M} \). Conventionally noncommutative geometry is developed in the
framework of $C^*$-algebras ([37]). This means that the algebra $A$ of functions on a noncommutative space is assumed to be equipped with an involution (see section 5.1 for the precise definition and a discussion of involutive algebras) and a norm satisfying certain axioms. For most of the aspects of noncommutative geometry we are going to discuss the norm structure will not be essential. We will work therefore with noncommutative associative algebras over complex numbers equipped with an involution and a unit element. Moreover we will concentrate on the deformations of $C^\infty(M)$.

Most of noncommutative geometry constructions have the following pattern. We give a definition of some geometric notion in standard (commutative) geometry in purely algebraic terms, using algebras of functions $C(M)$ or $C^\infty(M)$. To define the corresponding notion for noncommutative spaces we replace in this definition the algebra of functions by a noncommutative algebra. Let us show how to use this idea to obtain a definition of a vector bundle over a noncommutative space. Let $\zeta$ be a vector bundle over $M$ specified by a projection $p : T \to M$. Its space of sections $E$ is an (infinite dimensional) vector space. Any section can be multiplied by a function over $M$ in a pointwise manner. The result is another section. Obviously if one does a successive multiplication of a section by two different functions the result is the same as a multiplication by the product of these functions. This means that the space of sections carries a representation of the algebra of functions. If we consider continuous sections then naturally it carries a representation of the algebra of continuous functions, if we are interested in smooth structures then all sections and functions should be smooth. Phrasing it differently $E$ is a module over the algebra of functions. If the bundle $\zeta$ is a trivial bundle of rank $N$ then the space of (smooth for definiteness) sections $E$ is isomorphic as a vector space to $(C^\infty(M))^N$ with a natural action of the algebra $C^\infty(M)$. This module is called a free module of rank $N$ over $C^\infty(M)$. There is a theorem due to Serre and Swan that states that any vector bundle $\zeta$ can be embedded into a trivial one. Moreover this trivial bundle can be represented as a direct sum of $\zeta$ and some other vector bundle $\zeta'$ ($\zeta'$ can be constructed as an orthogonal complement to $\zeta$ with respect to some inner product). This implies that the module of sections $E$ can be singled out as a direct summand in the module $(C^\infty(M))^N$ for some $N$. Modules that are isomorphic to direct summands of a free module are called projective. We consider only free modules of finite rank, correspondingly our projective modules are always finitely generated. We see that any vector bundle gives rise to a projective module. Conversely every finitely generated projective module over $C^\infty(M)$ can be realized in terms of sections of some vector bundle over $M$. This leads us to a natural generalization of the notion of a vector bundle to noncommutative geometry. The corresponding object is a (finitely generated) projective module over an algebra of functions on a noncommutative space.

5.2 Noncommutative $\mathbb{R}^d$ spaces

As an example of an algebra of functions on a noncommutative space let us consider an associative algebra of operators acting on a Hilbert space $L_2(\mathbb{R}^n)$. One can consider various classes of operators. They correspond to various classes of functions on a noncommutative space. One can choose, for example, the class of all bounded operators acting on $L_2(\mathbb{R}^n)$. This choice is not very convenient, in particular because it does not contain the operators $x^i$ of multiplication by the coordinate $x^i$ and operators $\partial_i$ of differentiation with respect to $x_i$. Here $i$ runs from 1 to $n$. To include those operators we can take the algebra of all linear operators acting on the Schwartz space $S(\mathbb{R}^n)$. Given a linear operator acting on functions of
n variables one can assign to it a function of 2\(n\) variables called a symbol of a linear operator. For example the so called Weyl symbol of an operator can be defined by the formula

\[ A(x, p) = \int d\xi \langle x - \xi/2|\hat{A}|x + \xi/2\rangle e^{ip\xi} \]

where \(\langle x|\hat{A}|y\rangle\) stands for the kernel of operator \(A\). The transition back from the symbol to the operator is called quantization. The Weyl symbol corresponds to symmetric quantization. Notice that one can consider Weyl symbols not only for differential operators but also for other classes of operators. In particular if \(\hat{A}\) is an integral operator with a kernel belonging to the Schwartz space then the Weyl symbol always exists and belongs to the Schwartz space.

It is easy to check that the Weyl symbol of a product of two operators having Weyl symbols \(a(z)\), \(b(z)\) is given by the formula

\[ c(z) \equiv (a \ast b)(z) = \left( e^{\pi i\theta^{jk} \frac{\partial}{\partial x^j} \frac{\partial}{\partial y^k}} a(x) b(y) \right)_{x=y=z}. \] (43)

Here \(z\) stands for the \(d = 2n\)-dimensional vector \((x, p)\), and \(\theta^{jk}\) is a \(d \times d\) antisymmetric matrix

\[ (\theta^{jk}) = \begin{pmatrix} 0 & 1_{n \times n} \\ -1_{n \times n} & 0 \end{pmatrix}. \] (44)

This star product can be generalized as in (39) for the case when (44) is replaced by an arbitrary nondegenerate antisymmetric matrix \(\theta^{jk}\).

It follows from the associativity of operator multiplication that the star product (43) is also associative. Moreover, one can apply formula (43) in the case when \(\theta^{jk}\) is an arbitrary antisymmetric matrix and \(d\) is not necessarily even. The product of functions defined in this way remains associative. It is called Moyal or star product. For nonzero \(\theta\) the multiplication (43) is noncommutative. For example it is easy to calculate the following commutation relation

\[ [x^j, x^k] \ast \equiv x^j \ast x^k - x^k \ast x^j = 2\pi i\theta^{jk}. \] (45)

One can consider various associative algebras of functions where the product is defined by (43). For instance one can consider the space of polynomials in \(x^i\) equipped with the star product, that is the algebra generated by hermitian elements \(x^j\) satisfying (45). Another option is to consider the space \(S(\mathbb{R}^d)\) along with the star product multiplication as a noncommutative deformation of the commutative algebra of Schwartz class functions on \(\mathbb{R}^d\). We denote this algebra \(\mathbb{R}^d_\theta\) and call it an algebra of smooth functions on a noncommutative \(d\)-dimensional Euclidean space. One easily sees that when \(\theta \to 0\) the \(\ast\)-multiplication reduces to the usual commutative pointwise multiplication of functions. This means that the matrix \(\theta^{jk}\) can be considered as a parameter of noncommutativity.

Notice that the algebra \(\mathbb{R}^d_\theta\) contains neither the coordinate functions \(x^j\) nor the function identically equal to 1 that would play the role of unit element.

5.3 Endomorphisms and connections

Along with sections of a vector bundle \(\zeta\) that pick a vector in a fiber over every point in the base \(\mathcal{M}\) we can consider sections taking values in linear operators on fibers. Such sections are called endomorphisms of \(\zeta\). More precisely endomorphisms of \(\zeta\) are sections of the vector bundle \(End(\zeta) = \zeta^* \otimes \zeta\) where \(\zeta^*\) is the dual bundle (a bundle whose fibers
are dual vector spaces to the corresponding fibers of $\zeta$). The space of sections of $\text{End}(\zeta)$ is naturally a vector space but in addition to that endomorphisms can be multiplied by means of a pointwise composition of the corresponding linear operators acting on fibers. This gives a structure of associative algebra to the space of endomorphisms. A pointwise matrix trace applied to an endomorphism of $\zeta$ gives us a function over $\mathcal{M}$. Let us assume that the manifold $\mathcal{M}$ is equipped with a volume form. If $\mathcal{M}$ is compact we can normalize the volume form so that the volume of $\mathcal{M}$ is 1. Then, the composition of matrix trace and an integral applied to an endomorphism yields a number. One can easily see that this operation defines a trace on the algebra of endomorphisms. The trace of the identity endomorphism equals the dimension of the vector bundle $\zeta$. In general for any associative algebra $A$ a mapping $\text{Tr} : A \rightarrow \mathbb{C}$ is called a trace if it satisfies $\text{Tr}(ab) = \text{Tr}(ba)$ for any $a, b \in A$. If the algebra $A$ is unital (has a unit element) we say that the trace is normalized if $\text{Tr}1 = 1$.

For example one can define a trace on the algebra $\mathbb{R}^d$ by means of integration of functions over $\mathbb{R}^d$. The fact that we take functions from the Schwartz space ensures the convergence of integrals. It is easy to check that the defining property of trace: $\text{Tr}fg = \text{Tr}gf$ is satisfied. Note that due to the noncompactness of the underlying commutative $\mathbb{R}^d$ the algebra $\mathbb{R}^d$ does not contain a unit element. There is no natural way, therefore, to normalize the trace. We will see more examples of noncommutative algebras and traces on them in the subsequent sections. Usually we will assume that our algebras of functions on a noncommutative space contain a unit element.

Consider now a projective module $E$ over an associative noncommutative algebra $A$. A linear operator $Z : E \rightarrow E$ is called an endomorphism of module $E$ if it commutes with the action of $A$ on $E$. In other words endomorphisms are $A$-linear maps. Endomorphisms can be added together, composed and multiplied by a complex number. This means that they form an associative algebra denoted $\text{End}_A E$. For example consider a free module $E = A^N$. Its elements are $N$-tuples of elements from $A$ and the action of $A$ is a componentwise multiplication from the left. Endomorphisms of $E$ correspond to $N \times N$ matrices whose entries are elements of $A$. These matrices act on $E$ by multiplication from the right. As an algebra $\text{End}_A A^N$ is isomorphic to $\text{Mat}_N(A^{\text{op}})$ where $A^{\text{op}}$ is an associative algebra whose elements are elements of $A$ and the multiplication $\circ$ is defined as $a \circ b = ba$ where $ba$ is the ordinary product in $A$. This description comes from the fact that we used a right action above.

A normalized trace on $A$ (an analog of the integral over $\mathcal{M}$ in the commutative case) gives rise to a (non-normalized) trace $\text{Tr}$ on the algebra $\text{End}_A E$ that can be described as follows. Since $E$ is projective it can be realized as a direct summand in a free module: $A^N = E \oplus E'$. This decomposition determines an endomorphism $P : A^N \rightarrow A^N$ projecting $A^N$ onto $E$. This means that $P^2 = P$, $Px = x$ for $x \in E$ and $Px' = 0$ for $x' \in E'$. The endomorphisms of module $E$ can be identified with a subalgebra in $\text{Mat}_N(A^{\text{op}})$ of endomorphisms of $A^N$. Namely this subalgebra consists of elements of the form $PaP$. The algebra $\text{Mat}_N(A^{\text{op}})$ has a canonical trace $\tau_N$ that is a composition of the matrix trace with a given normalized trace on $A$. Restricting this trace to the corresponding subalgebra we obtain a canonical trace $\text{Tr}$ on $\text{End}_A E$. By definition the number $\text{Tr}1$ is called the dimension of module $E$ and is denoted $\dim(E)$. Here $1 \in \text{End}_A E$ is the identity endomorphism. It follows from the definition of $\text{Tr}$ that the dimension is equal to the trace of the corresponding projector in $\text{Mat}_N(A^{\text{op}})$

$$\dim(E) = \text{Tr}1 = \tau_N P. \quad (46)$$

Now let us turn to connections on a vector bundle. Let $p : T \rightarrow \mathcal{M}$ be an $n$-dimensional
operators vector bundle. In local coordinates a connection can be written as a collection of differential operators \( \nabla_i = \partial_i + A_i(x) \), \( i = 1, \ldots, \dim \mathcal{M} \) acting on smooth sections of \( T \). Here \( A_i(x) \) are \( N \times N \)-matrix valued functions. Moreover for any vector field \( X = X^i(x)\partial_i \) on \( \mathcal{M} \) we can consider an operator \( \nabla_X = X^i \nabla_i \) satisfying

\[
\nabla_X(f \cdot s) = f \cdot \nabla_X(s) + \delta_X(f) \cdot s
\]

(47)

for any section \( s \) and any function \( f \in C^\infty(\mathcal{M}) \). Here \( \delta_X(f) = X^i \partial_i f \). In addition to this it is required that \( \nabla f_X = f \nabla_X \) for any \( f \in C^\infty(\mathcal{M}) \). This requirement along with (47) can be taken as a definition of connection on a vector bundle. In noncommutative geometry one can give different definitions of connection (see [37]). In the simplest definition we assume that there is a Lie algebra \( L \) that acts on associative algebra \( A \) by means of infinitesimal automorphisms (derivations). This means that we have linear operators \( \delta_X : A \to A \) that linearly depend on \( X \in L \) and satisfy

\[
\delta_X(a \cdot b) = (\delta_X a) \cdot b + a \cdot (\delta_X b)
\]

for any \( a, b \in A \). The mapping \( X \mapsto \delta_X \) is a Lie algebra homomorphism, i.e. \( \delta_{[X,Y]} = [\delta_X, \delta_Y] \).

A connection \( \nabla_X \) on an \( \mathcal{A} \)-module (=module over \( \mathcal{A} \)) defined with respect to the Lie algebra \( L \) and action \( \delta_X \) is by definition a set of linear operators \( \nabla_X, X \in \mathcal{L} \) on \( E \) depending linearly on \( X \) and satisfying the Leibniz rule

\[
\nabla_X(a \cdot e) = a \cdot \nabla_X(e) + \delta_X(a) \cdot e
\]

(48)

for any \( e \in E \) and any \( a \in A \). This is a generalization of (47). It follows from the definition (48) that for any two connections \( \nabla_X \) and \( \nabla'_X \) the difference \( \nabla'_X - \nabla_X \) commutes with the action of \( A \) on \( E \), i.e. is an endomorphism of \( E \).

Hence, if we fix some fiducial connection \( \nabla_X^0 \) on \( E \) an arbitrary connection has the form

\[
\nabla_X = \nabla_X^0 + A_X
\]

(49)

where \( A_X \in End_A E \) depend linearly on \( X \in \mathcal{L} \).

A curvature of connection \( \nabla_X \) is a two-form \( F_{XY} \) on \( \mathcal{L} \) with values in linear operators on \( E \) that measures a deviation of mapping \( X \mapsto \nabla_X \) from being a Lie algebra homomorphism:

\[
F_{XY} = [\nabla_X, \nabla_Y] - \nabla_{[X,Y]}.
\]

It is easy to check that \( F_{XY} \) commute with the action of \( A \) on \( E \), i.e. \( F_{XY} \) take values in the endomorphisms of module \( E \). Suppose now that the Lie algebra \( L \) is abelian and choose a basis \( X_i \) in \( \mathcal{L} \). Then we have the curvature tensor

\[
F_{ij} = [\nabla_i, \nabla_j], \quad \nabla_i \equiv \nabla_X_i.
\]

On any projective module specified by a projector \( P : A^N \to A^N \) one can construct a connection in the following way. The set of derivations \( \delta_X \) acts naturally on the free module \( A^N \). Consider a set of operators \( \nabla_X^{LC} = P \cdot \delta_X \cdot P \). Evidently this operators commute with \( P \) and hence they descend to operators on \( E = P A^N \). Moreover, because \( P \) is an endomorphism of \( A^N \) the operators \( \nabla_X^{LC} \) satisfy \( [\nabla_X^{LC}, a] = P \cdot [\delta_X, a] \cdot P = [\delta_X, a] \cdot P \) that implies (48) when restricted on \( E \). Hence \( \nabla_X^{LC} \) defines a connection on an arbitrary projective module which may be called a Levi-Civita connection. It is easy to check that \( \text{Tr}[\nabla_X^{LC}, \phi] = 0 \)
for any endomorphism $\phi \in \text{End}_AE$. It follows from this identity and the fact that any two connections differ by an endomorphism that

$$\text{Tr}[\nabla_X, \phi] = 0$$ (50) 

for an arbitrary connection $\nabla_X$ and an arbitrary endomorphism $\phi$.

### 5.4 Involutive algebras

An operator $^*$ acting on an associative algebra $A$ is called an (antilinear) involution if $(ab)^* = b^*a^*$, $(a + b)^* = a^* + b^*$, $(\lambda a)^* = \bar{\lambda}a^*$. The standard examples of involution are the complex conjugation in the algebra of functions and hermitian conjugation in the algebra of operators. An element $a \in A$ is called selfadjoint if $a = a^*$ and unitary if $aa^* = a^*a = 1$.

An involution $^*$ on $A$ induces an involution on the matrix algebra $\text{Mat}_N(A)$ by the formula $(a^*)_{ij} = a_{ji}^*$. Therefore, we can talk about selfadjoint and unitary elements of $\text{Mat}_N(A)$.

Identifying the algebra $\text{End}_AE$ of endomorphisms of projective module $E$ with matrices of the form $eae$ where $a \in \text{Mat}_N(A)$ and $e$ is a selfadjoint projector we obtain an involution on $\text{End}_AE$.

If the algebra $A$ is endowed with an involution we can define an $A$-valued inner product in a free module $A^N$ by the formula

$$< (a_1, \ldots, a_N), (b_1, \ldots, b_N) >_A = \sum_{i=1}^{N} a_i^* b_i.$$ 

Embedding a projective module into a free module we obtain an $A$-valued inner product $< ., . >_A$ on a projective module. A connection $\nabla_X : E \to E$ is said to be compatible with the inner product (unitary) if it satisfies

$$< \nabla_X \xi, \eta >_A + < \xi, \nabla_X \eta >_A = \delta_X (< \xi, \eta >_A)$$

for any $\xi, \eta \in E$. If $\text{Tr}$ is a trace on $A$ then $\text{Tr} < ., . >_A$ defines an ordinary $\mathbb{C}$-valued hermitian inner product. The above compatibility condition implies that the operators $\nabla_X$ is an antihermitian operator.

Note that in the ordinary Yang-Mills theory choosing $\nabla_j = \partial_j + iA_j$ corresponds to a hermitian Yang-Mills field $A_j$. The Yang-Mills field strength $F^{a}_{jk} = \partial_j A^a_k - \partial_k A^a_j + f_{bc}^a A^b_j A^c_k$ is hermitian with respect to the invariant inner product on the space of adjoint sections. In our conventions the endomorphisms $A_X$ are antihermitian and so is the curvature $F_{XY}$. In all of the subsequent sections we will assume that we work with unitary connections.

### 5.5 Noncommutative tori

Let us consider an algebra generated as a linear space by elements $U_n$ where $n = (n_1, \ldots, n_d)$ is a $d$-dimensional vector with integer entries. We assume that multiplication in this algebra is given by the formula

$$U_n U_m = e^{2\pi \text{i} n_j \theta^{jk} m_k} U_{n+m}$$ (51)

where $\theta^{jk}$ is an antisymmetric $d \times d$ matrix, and summation over repeated indices is assumed. Denote this algebra by $T^d_\theta$. We introduce an involution $^*$ in $T^d_\theta$ by the rule: $U^*_n = U_{-n}$. The
elements $U_n$ are assumed to be unitary with respect to this involution, i.e. $U_n^*U_n = U_{-n}U_n = 1$. Denote $U_i = U_{e^i}$ where $e^i = (e^i_1, \ldots, e^i_d)$, $e^i_j = \delta^i_j$. These elements satisfy the condition
\[ U_jU_k = e^{2\pi i \theta^{jk}} U_kU_j. \] (52)
It is simple to check the following identity
\[ U_n = U_1^{n_1}U_2^{n_2} \cdots U_d^{n_d} e^{-\pi i \sum_{j<k} n_j n_k \theta^{jk}} \]
where $U_i$ taken to a negative power is understood as the corresponding power of the inverse operator $U_i^{-1} = U_i^*$. Hence, the elements $U_1, \ldots, U_d, U_1^*, \ldots, U_d^*$ are multiplicative generators of $T^d_\theta$.

A unitary representation of $T^d_\theta$ (a $T^d_\theta$-module, or more precisely a left $T^d_\theta$-module) is by definition a set of unitary operators in a Hilbert space $E$ satisfying (52). Clearly in order to specify such a representation it suffices to find $d$ unitary operators obeying (52).

There is a canonical normalized trace on $T^d_\theta$ specified by the rule
\[ \text{Tr} U_n = 0 \text{ if } n \neq 0, \quad \text{Tr} U_0 \equiv \text{Tr} 1 = 1. \] (53)
For $\theta = 0$ we can realize the algebra $T^d_\theta$ as an algebra of trigonometric polynomials on a $d$-dimensional torus $T^d$. Namely if $\sigma^1, \ldots, \sigma^d \in [0, 2\pi)$ are angular coordinates on $T^d$ we can identify $U_n$ with $e^{i \sum \sigma^j n_j}$. Then the trace (53) corresponds to an integral over $T^d$ provided the volume of $T^d$ is 1. It follows from the general discussion in the previous section that this canonical trace gives raise to a trace on the algebra of endomorphisms $\text{End}_{T^d_\theta} E$ of any projective $T^d_\theta$-module $E$.

For a general $\theta$ we can assign to every linear combination of $U_n$ a function on the torus $T^d$ assuming that $U_n$ goes to $e^{i \sum \sigma^j n_j}$. However the multiplication in noncommutative algebra $T^d_\theta$ does not correspond to a pointwise multiplication of functions under this map. It is easy to check that the appropriate multiplication denoted by $*$ for functions on $T^d_\theta$ is given by the formula
\[ (f \ast g)(\sigma) = \left( e^{\pi i \theta^{jk}} \frac{\partial}{\partial \sigma^j} \frac{\partial}{\partial \sigma^k} f(\sigma) g(\nu) \right)_{\nu = \sigma}. \] (54)
This product is called Moyal product. When $\theta$ goes to zero it reduces to the usual pointwise product of functions. In such a way the algebra $T^d_\theta$ can be considered as a noncommutative deformation of the algebra of functions on the commutative torus $T^d$. It is called therefore an algebra of functions on noncommutative torus. Note that finite linear combinations of $U_n$ that we considered until now correspond to a very narrow class of functions on $T^d$. However we can also consider infinite linear combinations. In particular we can consider linear combinations $\sum_n C(n)U_n$ where the coefficients $C(n)$ tend to 0 faster than any power of $||n||$. The algebraic operations can be extended to the set of such linear combinations. One can say that this set constitutes an algebra of smooth functions on a noncommutative torus (the corresponding functions on commutative torus are smooth). From now on we will use the notation $T^d_\theta$ for this algebra. This algebra was first introduced and studied in a seminal paper [36].

The canonical normalized trace (53) can be represented in terms of the ordinary integration of functions on $T^d$
\[ \text{Tr} f = \frac{1}{(2\pi)^d} \int d\sigma^d f(\sigma). \] (55)
Notice that this trace is a positive functional, i.e. $\text{Tr} A^*A \geq 0$ for any $A \in T^d_\theta$. 
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5.6 Projective modules over noncommutative tori

In this section we are going to describe (finitely generated) projective modules over noncommutative tori. They were investigated in depth in [12]. We start with free modules that are analogs of trivial bundles.

Let us consider a free module over $T^d_\theta$ of rank $N$, i.e. $E = (T^d_\theta)^\otimes$ consisting of $N$-tuples of elements from $T^d_\theta$. ($T^d_\theta$ acts by means of multiplication from the left.) Endomorphisms of this module can be identified with $N \times N$ matrices with entries from $T^d_\theta$. These matrices act on $(T^d_\theta)^\otimes$ by means of multiplication from the right. One easily sees that as an algebra $\text{End}_{T^d_\theta} E$ is isomorphic to the matrix algebra $\text{Mat}_N(T^d_\theta)$ where the minus sign comes from the fact that we have a right action (in the notations of section 5.3 we have $(T^d_\theta)^\text{op} \cong T^d_{-\theta}$). Notice that the algebra of endomorphisms is also equipped with a trace (it is given by a combination of matrix trace with the trace defined in (53)). Of course, this is just a particular example of the general fact that there is a canonical trace on the algebra of endomorphisms of any projective module over $T^d_\theta$.

Now we are going to describe a large class of projective modules over $T^d_\theta$, the so called Heisenberg modules. We start with some examples illustrating the main idea and give the most general construction of a Heisenberg module at the end of the section.

Example 1. Consider the Schwartz space $E = \mathcal{S}(\mathbb{R})$. On this space we can define the following two operators: $U_1 : E \to E$, $U_2 : E \to E$ by the formulas

\begin{equation}
(U_1 f)(x) = f(x + \gamma), \quad (U_1 f)(x) = f(x)e^{2\pi i \tilde{\gamma} x}
\end{equation}

where $\gamma$ and $\tilde{\gamma}$ are numbers. One can check that these operators satisfy

\begin{equation}
U_1 U_2 = U_2 U_1 e^{2\pi i \tilde{\gamma} \gamma}.
\end{equation}

This means that these operators represent a 2-dimensional noncommutative torus $T^2_\theta$ with $\theta^{12} = -\theta^{21} = \tilde{\gamma} \gamma$. One can easily describe endomorphisms of this module. They are generated by the operators $Z_1$, $Z_2$:

\begin{equation}
(Z_1 f)(x) = f(x + \tilde{\gamma}^{-1}), \quad (Z_2 f)(x) = f(x)e^{2\pi i \gamma \gamma^{-1}}.
\end{equation}

We see that the algebra $\text{End}_{T^2_\theta} E$ is isomorphic to $T^2_\theta$ where $\tilde{\theta}^{12} = \tilde{\gamma}^{-1} \gamma^{-1}$ that is $\tilde{\theta}^{ij} = (\theta^{-1})^{ij}$.

Example 2. Let us show now how this construction can be generalized. In the two-dimensional case we can assume that the torus is labeled by a single number $\theta^{12} = \theta \in \mathbb{R}$. Elements of our module will be functions $\phi_j(x) \in \mathcal{S}(\mathbb{R} \times \mathbb{Z}_m)$, $x \in \mathbb{R}$, $j \in \mathbb{Z}_m$ where $\mathbb{Z}_m$ is a cyclic group of order $m$. Define the generators

\begin{equation}
(U_1 \phi)_j(x) = \phi_{j-1}(x - \frac{n}{m} + \theta), \quad (U_2 \phi)_j(x) = \phi_j(x)e^{2\pi i (x-jn/m)}
\end{equation}

where $n$ is some integer. It is easy to check that these generators satisfy $U_1 U_2 = U_2 U_1 e^{2\pi i \theta}$. Hence, we constructed modules $E_{n,m}$ over $T^2_\theta$ labeled by two integers $n, m$, with $m > 0$. These modules can be proven to be projective if (and only if) $n - m \theta \neq 0$ that can fail only for rational $\theta$. The integers $n, m$ are related to topological numbers of the module (see section 5.8 for a detailed discussion). It turns out that, assuming $\theta$ is irrational, an arbitrary $T^2_\theta$-module is either a free module or is isomorphic to one of the modules $E_{n,m}$.
In the case when the integers \( m \) and \( n \) are relatively prime (and \( \theta \) is irrational) the endomorphisms of module \( E_{n,m} \) are generated by operators

\[
(Z_1 \phi)_j(x) = \phi_{j-a}(x - \frac{1}{m}) ,
\]
\[
(Z_2 \phi)_j(x) = \phi_j(x)exp \left[ 2\pi i \left( \frac{x}{n-\theta} - \frac{j}{m} \right) \right]
\]

where \( a \) is an integer satisfying \( an - bm = 1 \) for some other integer \( b \). These generators satisfy

\[
Z_1 Z_2 = e^{2\pi i \hat{\theta}} Z_2 Z_1 , \quad \hat{\theta} = \frac{b - a\theta}{n - m\theta} .
\]

That is the endomorphisms themselves constitute a noncommutative torus \( T_{\hat{\theta}} \) with a different noncommutativity parameter \( \hat{\theta} \). In general if \( g.c.d.(m,n) = D > 1 \) one can show that the algebra of endomorphisms of \( E_{n,m} \) is isomorphic to a matrix algebra \( Mat_D(T_{\hat{\theta}}) \). (This follows from the fact that \( E_{n,m} \) is isomorphic to a direct sum of \( D \) copies of \( E_{n',m'} \), \( n' = n/D \), \( m' = m/D \).)

**General construction.** The examples above lead us to the following general construction. Let \( G \) be a direct sum of \( \mathbb{R}^p \) and an abelian finitely generated group, and let \( G^* \) be its dual group. The last one is defined as a group of homomorphisms \( \mu : G \rightarrow S^1 \). We will identify \( S^1 \) with a group of complex numbers with absolute value 1 and will use additive notation for group product in \( G \) and multiplicative notation for group product in \( \mathbb{R}^p \). \( G^* \) is compact \([42]\). (Note that in the decomposition of \( G \) above one has \( 2p + q = d \).) If that is the case then the projective \( T_{\hat{\theta}} \)-module at hand is called a Heisenberg module and denoted \( E_{\Gamma} \).
It is not hard to see that the construction \([58]\) in Example 2 above is precisely of this general form and corresponds to the choice \(G = \mathbb{R}^1 \times \mathbb{Z}_m\). The dual group \(G^*\) can be identified with the group itself and the lattice \(\Gamma \subset G \times G^*\) is generated by the basis \((\gamma_1, \tilde{\gamma}_1) = ((\theta - n/m, -1), (0, 0), (\gamma_2, \tilde{\gamma}_2) = ((0, 0), (1, -n))\).

Let us give here one more example of a Heisenberg module. **Example 3.** If \(\theta\) is rational one can construct a representation of \(T^d_\theta\) by means of finite-dimensional matrices. For a two-torus \(T^2_\theta\), \(\theta^{12} = m/n\) an example of such representation can be constructed via the familiar clock and shift operators on an \(n\)-dimensional vector space:

\[
U_{jk} = e^{2\pi ij m/n} \delta_{j,k}, \quad V_{jk} = \delta_{j+1,k}.
\]

These matrices satisfy \(UV = VU e^{2\pi im/n}\) and thus represent the \(T^2_\theta\). From the point of view of the general construction above this module corresponds to the choice \(G = \mathbb{Z}_n\). It is easy to generalize this construction to any \(T^d_\theta\) with a rational matrix \(\theta\).

Endomorphisms of a Heisenberg module \(E_T\) have a basis consisting of operators \(Z_{(\nu, \tilde{\nu})} = U_{(-\nu, \tilde{\nu}-1)}\) with the pair \((\nu, \tilde{\nu})\) belonging to the dual group \(\Gamma^*\), i.e. satisfying \(\tilde{\nu}(\mu) = \tilde{\mu}(\nu)\) for any \((\mu, \tilde{\mu}) \in \Gamma\). Note that in general \(\Gamma^*\) is not a lattice, it might have some finite order elements. In the case when \(\Gamma^*\) is a lattice the algebra \(\text{End}_{T^d_\theta}E_T\) is naturally isomorphic to a \(d\)-dimensional noncommutative torus \(T^d_\theta\) where \(\theta\) is determined by the lattice \(\Gamma^*\) in the same fashion as it worked for \(\Gamma\). The module \(E_{n,m}\) considered in Example 2 illustrates the above assertion. Namely when the integers \(n\) and \(m\) are relatively prime the algebra \(\text{End}_{T^2_\theta}E_{n,m}\) is generated by operators \([59]\) that evidently are of the same general form as \([58]\). One can easily check that these operators correspond to a basis in \(\Gamma^*\) that is dual to the one in \(\Gamma\) corresponding to \([58]\).

Heisenberg modules play a special role. It was shown by Rieffel \([42]\) that if the matrix \(\theta_{ij}\) is irrational in the sense that at least one of its entries is irrational then any projective module over \(T^d_\theta\) can be represented as a direct sum of Heisenberg modules. In that sense Heisenberg modules can be used as building blocks to construct an arbitrary module.

If a Heisenberg module \(E\) cannot be represented as a direct sum of isomorphic modules \(E = E' \oplus E' \oplus \ldots \oplus E'\) then it is called a basic module. Evidently by the result stated above if \(\theta_{ij}\) is irrational any projective module can be represented as a direct sum of basic modules. Moreover the algebra \(\text{End}_{T^d_\theta}E\) is isomorphic to a noncommutative torus \(T^d_\theta\) for some matrix \(\hat{\theta}_{ij}\).

### 5.7 Connections on noncommutative tori

In order to define a connection on a module \(E\) over noncommutative torus \(T^d_\theta\) we will first define a natural Lie algebra of shifts \(L_\theta\) acting on \(T^d_\theta\). The shortest way to define this Lie algebra is by specifying a basis consisting of derivations \(\delta_j, j = 1, \ldots, d\) satisfying

\[
\delta_j(U_n) = 2\pi in_j U_n.
\]

For the multiplicative generators \(U_j\) the above relation reads as

\[
\delta_j U_k = 2\pi i \delta_{jk} U_k.
\]

This derivations then span a \(d\)-dimensional abelian Lie algebra that we denote \(L_\theta\). However this definition singles out a basis in \(L_\theta\) and one might be interested in a covariant definition of
$L_\theta$ as well as of the corresponding Lie group $\tilde{L}_\theta$ of automorphisms. This covariant definition can be given in the following way. The torus generators $U_n$ we defined above are labeled by elements of a lattice $\mathbb{Z}^d$. Consider this lattice as a $d$-dimensional lattice $D \cong \mathbb{Z}^d$ embedded into $\mathbb{R}^d$. The dual space $\mathbb{R}^d$ acts naturally on $S(\mathbb{Z}^d)$ (the space of functions decreasing faster than any power). Namely to every $x \in \mathbb{R}^d$ we assign a map $\tau_x$ transforming a function $f(\lambda)$ into $e^{2\pi i <x,\lambda>} f(\lambda)$ where $<.,.>$ stands for a natural pairing of elements from $\mathbb{R}^d$ with elements form $\mathbb{R}^d$. For any matrix $\theta$ the map $\tau_x$ can be considered as an automorphism of $T^d_\theta$ (it preserves the relations (51) in an obvious way). This automorphism is trivial if $x \in D^*$ where $D$ is the lattice dual to $D$. Denote the group $\mathbb{R}^d/D^*$ considered as a group of automorphisms of $T^d_\theta$ by $\tilde{L}_\theta$. Then it is easy to check that the Lie algebra of $\tilde{L}_\theta$ is isomorphic to $L_\theta$. The fact that $\tilde{L}_\theta$ is a (commutative torus) is reflected in the relations

$$e^{2\pi i \delta_j} U_n e^{-2\pi i \delta_j} = U_n.$$  

We see that in the basis (65) the periods of the torus $\tilde{L}_\theta$ are all equal to $2\pi$. We call this basis standard.

A connection on a module $E$ over $T^d_\theta$ is a set of operators $\nabla_X : E \to E$, $X \in L_\theta$ depending linearly on $X$ and satisfying

$$[\nabla_X, U_n] = \delta_X(U_n)$$  

(67)

where $U_n$ are operators $E \to E$ representing the corresponding generators of $T^d_\theta$. In the standard basis (65) this relation reads as

$$[\nabla_j, U_n] = 2\pi i n_j U_n.$$  

(68)

Notice that this is precisely one of the relations (14) that emerged in the study of M(atrix) model compactifications on tori (compare also with equation (32) written for the two-dimensional compactification).

Let us give some examples of connections. First consider a free module $E = (T^d_\theta)^N$. Its elements are $N$-tuples $(a_1,\ldots,a_N)$, $a_i \in T^d_\theta$. One constructs a connection $\nabla_i^0$ by setting $\nabla_i^0(a_1,\ldots,a_N) = (\delta_i(a_1),\ldots,\delta_i(a_N))$. As we already described all endomorphisms in terms of matrices with entries in $T^d_\theta$ acting from the right we have a description of an arbitrary connection $\nabla_i = \nabla_i^0 + A_i$, $A_i \in \text{End}_{T^d_\theta} E$.

Consider now a module $E_{m,n}$ over $T^d_\theta$ introduced in the previous section. Its elements are functions $f_j(x)$ of one continuous and one discrete variable. We can try constructing a connection $\nabla_1$, $\nabla_2$ in terms of suitable linear combinations of $\partial/\partial x$ and multiplication by $x$ operators. From (68) we find the following commutation relations

$$[x, U_1] = \frac{n - m\theta}{m} U_1, \quad [x, U_2] = 0,$$

$$[\partial/\partial x, U_1] = 0, \quad [\partial/\partial x, U_2] = 2\pi i U_2.$$  

Therefore, we can set

$$\nabla_1 = \frac{2\pi i m}{n - m\theta} x, \quad \nabla_2 = \frac{\partial}{\partial x}$$  

(69)

(these operators satisfy the defining relations (66)). One readily calculates the curvature of this connection

$$F_{12} = -F_{21} = -\frac{2\pi i m}{n - m\theta} \cdot 1.$$  
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where $1$ denotes the identity endomorphism. In general connections whose curvature equals the identity endomorphism times a numerical tensor are called constant curvature connections. In fact on any Heisenberg module there exists a constant curvature connection. Let us sketch the construction of such a connection. In general a Heisenberg module is constructed on functions on a group $G = \mathbb{R}^p \times \mathbb{Z}^q \times F$. Let $x^1, \ldots, x^p$ be coordinates on the $\mathbb{R}^p$ factor. Then one can construct connections $\nabla_j$ in terms of suitable linear combinations of partial derivatives $\frac{\partial}{\partial x^j}$ and operators acting by multiplications by $x^k$. Evidently such a connection has a constant curvature. In the commutative gauge theory the closest analog of a constant curvature connection over a noncommutative torus is a $U(N)$ connection on a vector bundle over $T^d$ with a vanishing $SU(N)$ part and with a constant (coordinate independent) $U(1)$ part.

5.8 K-theory, Chern character

Let us remind the reader the main idea of K-theory. Given a manifold $\mathcal{M}$ one can consider a set $\text{Vect}(\mathcal{M})$ of all vector bundles over it. More precisely we need to consider bundles defined up to isomorphisms, i.e. equivalence classes. Since we can add bundles by means of the direct sum operation the set $\text{Vect}(\mathcal{M})$ forms a commutative semigroup (we have to add a formal “zero-dimensional” bundle $0$ that plays the role of zero element). There is a standard procedure called a Grothendieck construction that turns this semigroup into a group denoted $K^0(\mathcal{M})$. Elements of $K^0(\mathcal{M})$ are equivalence classes of formal differences $E_1 - E_2$ where $E_1, E_2 \in \text{Vect}(\mathcal{M})$. Two differences $E_1 - E_2$, $E'_1 - E'_2$ are set to be equivalent if there exists $E_3 \in \text{Vect}(\mathcal{M})$ such that

$$E_1 + E'_2 + E'_3 = E'_1 + E_2 + E_3.$$ 

In particular for any vector bundle $E$ there corresponds an element in $K_0(\mathcal{M})$, it is given by the equivalence class of $E - 0$. Note that in general two nonisomorphic bundles might give rise to the same element in $K^0(\mathcal{M})$. Elements of $K^0(\mathcal{M})$ that do not correspond to any vector bundle are called virtual bundles. This definition is very natural from the physical viewpoint. Formal differences $E_1 - E_2$ can be considered as super vector bundles (vector bundles having a linear superspace as a fiber). More precisely $E_1 - E_2$ can be identified with $E_1 \oplus \Pi E_2$ where $\Pi$ denotes the Grassmann parity inversion. The equivalence relation above now reads $E \oplus \Pi E \sim 0$.

Following the idea of algebraization we can recast the above definition of $K^0(\mathcal{M})$ in terms of projective modules over $C^\infty(\mathcal{M})$. In fact the modification is straightforward because a direct sum of vector bundles corresponds to the direct sum of the corresponding projective modules. One can simply replace everywhere above vector bundles by projective modules. Consider now an associative noncommutative algebra $A$. One can first define a semigroup of projective modules over $A$ in a natural way. Applying the Grothendieck construction to this semigroup we obtain a group $K_0(A)$. Again $K_0(A)$ can be described in terms of $\mathbb{Z}_2$-graded modules over $A$ with the equivalence relation $E \oplus \Pi E \sim 0$. The definition of $K_0(A)$ can be applied to any associative algebra. One can define also a group $K_i(A)$, $i \in \mathbb{N}$ as $K_1(A) = K_0(A \otimes C_0(\mathbb{R}^i))$ where $C_0(\mathbb{R}^i)$ is the algebra of continuous functions on $\mathbb{R}^i$ tending to 0 at infinity (we equip this algebra with the sup norm). One can prove that $K_i(A) \cong K_{i+2}(A)$ (Bott periodicity).

The $K$-groups of a noncommutative torus can be computed using the technique due to
Pimsner and Voiculescu [46]. The answer coincides with that for commutative tori:

\[ K_0(T^d_\theta) \cong \mathbb{Z}^{2d-1} \cong K_1(T^d_\theta) . \]

This result is really not surprising because \( K \)-groups are discrete objects and should not change under continuous deformations of algebra.

In the case of standard K-theory of a manifold \( \mathcal{M} \) there exists a mapping called Chern character

\[ \text{ch} : K^0(\mathcal{M}) \to H^\text{even}(\mathcal{M}, \mathbb{Z}) . \] (70)

constructed in the following way. Consider an \( n \)-dimensional vector bundle \( \zeta \) specified by \( p : T \to \mathcal{M} \) and equipped with a connection \( \nabla_X \). It follows from definition (47) that the curvature \( F_{XY} = [\nabla_X, \nabla_Y] \) can be considered as a differential two-form \( F \) with values in endomorphisms of the bundle \( \zeta \). More precisely \( F \) is a section of the bundle \( \Lambda^2 T^\ast(\mathcal{M}) \otimes \text{End}(\zeta) \). Locally \( F \) can be represented in terms of \( N \times N \) matrix-valued differential 2-form. Denote \( F^k = F \wedge ... \wedge F \) - the \( k \)-th exterior power of the form \( F \). Then \( \text{tr} F^k \) are ordinary differential 2k-forms. Here \( \text{tr} \) is a matrix trace. One can prove the following two facts about the forms \( \text{tr} F^k \):

1) The forms \( \text{tr} F^k \) are closed.
2) If \( F(\nabla^1) \) and \( F(\nabla^2) \) are curvatures corresponding to two different connections \( \nabla^1_X \) and \( \nabla^2_X \) then \( \text{tr} F^k(\nabla^1) - \text{tr} F^k(\nabla^2) \) is an exact 2-form.

The second fact implies that the cohomology classes of \( \text{tr} F^k \) does not depend on the choice of connection \( \nabla_X \) and thus depends only on a vector bundle \( \zeta \). Moreover the cohomology classes of the forms \( \frac{1}{(2\pi i)^k} \text{tr} F^k \) turn out to be integral. Therefore, one can consider an inhomogeneous cohomology class

\[ \text{ch}(\zeta) = [\text{tr} \exp \left( \frac{1}{2\pi i} F \right)] \in H^\text{even}(\mathcal{M}, \mathbb{Z}) . \]

This construction naturally gives rise to a mapping (70) from the \( K^0 \)-group to the even integral cohomologies that is called a Chern character. In the case when \( \mathcal{M} \) is a torus \( T^d \) we can choose a basis \( \alpha^i \), \( i = 1, \ldots, d \) of 1-forms in \( H^1(T^d, \mathbb{Z}) \). Then, the whole \( H^\text{even}(T^d, \mathbb{Z}) \) can be considered as an even part of the Grassmann algebra generated by the anticommuting variables \( \alpha^i \) over the integers. The Chern character then has the form \( \text{ch}(\zeta) = n + \frac{1}{2} m_{ij} \alpha^i \alpha^j + \ldots \) where \( n \) is the dimension of \( \zeta \), \( m_{ij} \in \mathbb{Z} \) are magnetic fluxes, etc. The Chern character is associated in physics with a collection of D-branes (for example see [95]). The integer \( n \) is interpreted as a number of D-branes of dimension \( d \), \( m_{ij} \) are numbers of branes of dimension \( d - 2 \) wrapped on a cycles transverse to directions \( i, j \), etc.

Let us now explain how one can define a Chern character of a projective module \( E \) over a noncommutative torus \( T^d_\theta \). Let \( \nabla_X \) be a connection on \( E \) defined with respect to the Lie algebra \( L_\theta \) (Lie algebra of shifts). The curvature \( F_{XY} \) is an exterior two-form on the adjoint vector space \( L_\theta^\ast \) with values in \( \text{End}_{T^d_\theta} E \). As it was already discussed in the previous sections there is a canonical trace \( \text{Tr} \) on the algebra \( \text{End}_{T^d_\theta} E \). We define the Chern character \( \text{ch}(E) \) as

\[ \text{ch}(E) = \text{Tr} \exp \left( \frac{1}{2\pi i} F \right) \in \Lambda^\text{even}(L_\theta^\ast) \] (71)

where \( \Lambda^\text{even}(L^\ast) \) is the even part of the exterior algebra of \( L_\theta^\ast \). Let us choose a basis in \( L_\theta^\ast \) in which the derivations corresponding to basis elements satisfy (65). Denote the exterior
1-forms corresponding to basis elements by \( \alpha^1, \ldots, \alpha^d \). Then an arbitrary element of \( \Lambda^*(L^*_\theta) \) can be represented as a function (a polynomial) of anticommuting variables \( \alpha^i \) or equivalently it corresponds to a collection of antisymmetric tensors. Explicitly we have for the Chern character

\[
\text{ch}(E) = \text{Tr}1 + \frac{1}{2\pi i} \alpha^i \alpha^k \text{Tr}F_{jk} + \frac{1}{2(2\pi i)^2} \alpha^i \alpha^k \alpha^m \text{Tr}F_{jk}F_{lm} + \ldots
\]

Note that the first term in this expansion equals the dimension of \( E \): \( \dim E = \text{Tr}1 \). The factor of \( 1/i \) entering \( (71) \) comes from our convention that \( \nabla_j \) are antihermitian operators, so that the curvature is also antihermitean. One can check that indeed, as the notation suggests, the element \( \text{ch}(E) \) does not depend on the choice of connection. The proof is very similar to the proof in the commutative case. It relies on the relation \( \text{Tr} [\nabla_i, \phi] = 0 \) (formula \( (50) \) that holds for any connection \( \nabla_i \) and any endomorphism \( \phi \). Therefore, we have a map

\[
\text{ch} : K_0(T^d_\theta) \rightarrow \Lambda^{even}(L^*_\theta)
\]

that is an analog of \( (70) \). Thus defined Chern character is a homomorphism, i.e. \( \text{ch}(E_1 \oplus E_2) = \text{ch}(E_1) + \text{ch}(E_2) \). However there is no analog of the multiplicative property that holds in the commutative case: \( \text{ch}(T_1 \otimes T_2) = \text{ch}(T_1) \cdot \text{ch}(T_2) \) where \( T_1, T_2 \) are two vector bundles. The primary reason for that is there is no suitable definition of a tensor product of two projective modules. The Chern character as defined above was first introduced and studied in \[50\].

A distinctive feature of the noncommutative Chern character \( (72) \) is that its image does not consist of integral elements, i.e. there is no lattice in \( L^*_\theta \) that generates the image of Chern character. Equivalently it can be said that the corresponding exterior forms in \( \Lambda^{even}(L^*_\theta) \) do not have integral coefficients for any choice of basis in \( L^*_\theta \). However there is a different integrality statement that replaces the commutative one. Consider a subset \( \Lambda^{even}(\mathbb{Z}^d) \subset \Lambda^{even}(L^*_\theta) \) that consists of polynomials in \( \alpha^j \) having integer coefficients. It was proved by Elliott \( (17) \) that the Chern character is injective and its range on \( K_0(T^d_\theta) \) is given by the image of \( \Lambda^{even}(\mathbb{Z}^d) \) under the action of the operator \( \exp(-\frac{1}{2} \frac{\partial}{\partial \alpha^j} \theta^{jk} \frac{\partial}{\partial \alpha^k}) \). For \( d = 2 \) this follows from \[50\]. This fact implies that the K-group \( K_0(T^d_\theta) \) can be identified with the additive group \( \Lambda^{even}(\mathbb{Z}^d) \). Then a K-theory class \( \mu(E) \in \Lambda^{even}(\mathbb{Z}^d) \) of a module \( E \) can be computed from its Chern character by the formula

\[
\mu(E) = \exp \left( \frac{1}{2} \frac{\partial}{\partial \alpha^j} \theta^{jk} \frac{\partial}{\partial \alpha^k} \right) \text{ch}(E).
\]

Note that the anticommuting variables \( \alpha^i \) and the derivatives \( \frac{\partial}{\partial \alpha^i} \) satisfy the anticommutation relation \( \{ \alpha^i, \frac{\partial}{\partial \alpha^j} \} = \delta^i_j \). The coefficients of \( \mu(E) \) standing at monomials in \( \alpha^i \) are integer numbers to which we will refer to as the topological numbers of moduli. These numbers also can be interpreted as numbers of D-branes of a definite kind although in noncommutative geometry it is difficult to talk about branes as geometrical objects wrapped on torus cycles.

Let us consider here an example of application of formula \( (73) \). In section \[5.7 \] we found a connection on a module \( E_{m,n} \) over a noncommutative two-torus \( T^d_\theta \). Its curvature was calculated to be equal to \( F_{12} = -F_{21} = -\frac{2\pi i m}{n-m} \) where \( \theta = \theta^{12} \). One readily finds that the Chern character is

\[
\text{ch}(E_{m,n}) = \dim(E) - m \frac{\dim(E)}{n - m} \alpha^1 \alpha^2.
\]
Applying formula (73) to this expression we obtain

$$\mu(E) = \frac{\dim(E)}{n - m\theta} (n - m\alpha^1\alpha^2).$$

We see that for this expression to be integral we need the fraction $\frac{\dim(E)}{n - m\theta}$ to be at least rational. In fact a direct calculation via the corresponding projector $\Pi$ shows that $\dim(E) = |n - m\theta|$ so that the above fraction equals $\pm 1$ [36]. Thus, the corresponding K-theory class is $\mu(E) = \tilde{n} - \tilde{m}\alpha^1\alpha^2$. where $\tilde{n} = n \cdot \text{sgn}(n - m\theta)$, $\tilde{m} = m \cdot \text{sgn}(n - m\theta)$. One could alternatively label modules $E_{m,n}$ by pairs of integers $(\tilde{n}, \tilde{m})$ such that $\tilde{n} - \tilde{m}\theta > 0$ [4].

Formula (73) to which we will sometimes refer as Elliott’s formula is probably the most important formula as far as the applications are concerned. As another example of how it works let us discuss a characterization of modules that admit a constant curvature connection in terms of their K-theory class. If a module $E$ can be equipped with a constant curvature connection $[\nabla_j, \nabla_k] = 2\pi i f_{jk}$ the Chern character (71) of module $E$ is a quadratic exponent

$$\text{ch}(E) = \dim(E) \cdot e^{\alpha^i f_{ijk} \alpha^j}.$$ 

In order to calculate $\mu(E)$ by formula (73) it is convenient to apply a Fourier transform for the odd Grassmann variables $\alpha^i$. This allows us to write $\mu(E)$ as

$$\mu(E) = \dim(E)(-1)^{d(d-1)/2} \cdot \int d\beta \int d\gamma \exp(\gamma_i(\alpha^i - \beta^i) + \beta_i f^{ij} \beta_j + \gamma_i \theta_{ij} \gamma_j).$$

We see that $\mu(E)$ can be expressed as a Gaussian integral in $2d$ anticommuting variables. If the corresponding quadratic form is nondegenerate the result of integration is a quadratic exponent. Noting that a degenerate quadratic form can be considered as a limit of nondegenerate ones we see that $\mu(E)$ can be represented as a limit of quadratic exponents; we can call such a function a generalized quadratic exponent. Thus we see that if a module admits a constant curvature connection its K-theory class has to be a generalized quadratic exponent. One can prove [14, 21] that the opposite statement is also true. In the case when $\theta$ is irrational (see more below) this means that whenever $\mu(E)$ is a generalized quadratic exponent there exists a constant curvature connection on $E$.

As it was already noted above not every element in $K_0(T_\theta^d)$ corresponds to an equivalence class of some projective module. The set of elements of $K_0(T_\theta^d)$ that are K-theory classes of projective modules is called a positive cone of $K_0(T_\theta^d)$. A projective module over $T_\theta^d$ can be specified by a hermitian projector $P = P^2$, $P = P^*$ that is an element of the matrix algebra $Mat_N(T_{-\theta})$. From formulas (16) and (55) it follows then

$$\dim(E) = \tau_N P = \tau_N (P \cdot P^*) \geq 0$$

(the last inequality follows from the positivity of trace). Thus, the dimension of module is always a positive number. Moreover it was proved in [12] that if $\theta$ is irrational the positive cone consists exactly of elements with positive dimension. More precisely given an element $\mu \in \Lambda^{\text{even}}(\mathbb{Z}^d)$ one can compute the corresponding Chern character inverting formula (73):

$$\text{ch} = \exp \left( -\frac{1}{2} \frac{\partial}{\partial \alpha^j} \theta^{jk} \frac{\partial}{\partial \alpha^k} \right) \mu. \quad (74)$$

* When $\dim(E) = |n - m\theta| = \tilde{n} - \tilde{m}\theta = 0$ (that can happen only for rational $\theta$) formulas (73) still define some module, however it is not projective.
Then $\mu$ is a K-theory class of some projective module $E$, i.e. $\mu = \mu(E)$, if and only if the zeroth order term $ch_0$ in (74) is strictly positive.

There is another question that arises naturally in regard with the K-group. K-theory classes might not distinguish the modules completely, i.e. two nonisomorphic modules can lie in the same K-theory class. This is what happens in general for vector bundles over commutative tori. However for noncommutative tori $T^d_\theta$ with irrational matrix $\theta$ any two projective modules which represent the same element of $K_0(T^d_\theta)$ are isomorphic (12). In terms of the definition of $K_0$ group as equivalence classes of differences we can equivalently say that for any three projective modules $E_1, E_2, F$ the isomorphism $E_1 \oplus F \cong E_2 \oplus F$ implies $E_1 \cong E_2$. This is the reason the above fact can be called a cancellation property.

It is noteworthy that for irrational $\theta$ there are projective modules whose dimension is arbitrarily small. In particular this implies that any projective module $E$ over a noncommutative torus with irrational $\theta$ can always be split into a direct sum of projective modules. To see how it follows from the results quoted above take a module $E'$ such that $\dim(E') < \dim(E)$. Consider the element in the $K$-group corresponding to the difference $E - E'$. Since $\dim(E - E') = \dim(E) - \dim(E')$ is positive there is a module $E''$ specifying the same element in the $K$-group as $E - E'$. Therefore by cancellation property $E \cong E' \oplus E''$. We see that although the $K_0(T^d_\theta)$ is a finitely generated group there is no finite set of generators for the positive cone (modules themselves). (By taking direct sums of modules from a given finite set of modules we can never obtain a module whose dimension is smaller than the smallest dimension of modules from the given set.)

5.9 Modules with nondegenerate constant curvature connection

Any Heisenberg module has a constant curvature connection, i.e. a connection $\nabla_j$ that satisfies

$$[\nabla_j, \nabla_k] = 2\pi if_{jk}1$$

(75)

where $f_{jk}$ is a real-valued antisymmetric tensor and 1 is a unit endomorphism. In this section we are going to describe a particular class of modules admitting a constant curvature connection, those that have a nondegenerate curvature tensor $f_{jk}$ (of course this is possible only if the dimension $d$ of the torus is even). One can construct examples of such modules taking commutation relations (73) as a starting point. If $f_{jk}$ is nondegenerate then the operators $\nabla_j$ define a representation of Heisenberg algebra. It is well known that there is a unique irreducible representation $F$ of this algebra. Suppose that a representation space $E$ can be decomposed into a direct sum of a finite number of irreducible components: $E \cong F^N \cong F \otimes \mathbb{C}^N$.

We fix the representation $F$ as follows. First let us bring the matrix $f_{ij}$ to a canonical block-diagonal form

$$
(f_{ij}) = \begin{pmatrix}
  f_1\epsilon & 0 & \cdots & 0 \\
  0 & f_2\epsilon & \cdots & 0 \\
  0 & 0 & \ddots & 0 \\
  0 & 0 & \cdots & f_N\epsilon
\end{pmatrix}
$$

(76)

where

$$
\epsilon = \begin{pmatrix}
  0 & 1 \\
  -1 & 0
\end{pmatrix}
$$

(77)

is a $2 \times 2$ matrix and $f_i$ are positive numbers.
Then we can define a representation space as $L_2(\mathbb{R}^g)$ and the operators $\nabla_i$ as
\begin{equation}
\nabla_j = \sqrt{f_{j+1/2}} \partial_j, \quad j \text{ odd}, \quad \nabla_j = 2\pi i \sqrt{f_{j+1}} x_{j-1}, \quad j \text{ even}
\end{equation}
where $\partial_j$, $x_k$, $j, k = 1, \ldots, g$ are derivative and multiplication by $x^k$ operators acting on smooth functions $f(x) \in L_2(\mathbb{R}^g)$. An arbitrary representation of the torus generators $U_i$, $i = 1, \ldots, d$ has the form $U_i = U_i^{st} \cdot u_i$ where $U_i^{st}$ is some standard representation satisfying
\[ [\nabla_j, U_k^{st}] = 2\pi i \delta_{jk} U_k^{st} \]
and $u_i$ is an $N \times N$ unitary matrix. This form of representation of $U_i$ follows from the irreducibility of representation $\mathcal{F}$. A straightforward calculation shows that one can take $U_i^{st}$ to be
\[ U_i^{st} = e^{-(f-1)k\nabla_i}. \]
These operators satisfy
\[ U_j^{st} U_k^{st} = e^{-2\pi i (f-1)k} U_k^{st} U_j^{st}. \]
Since $U_i = U_i^{st} \cdot u_i$ must give a representation of a noncommutative torus it follows from (80) that so must do the operators $u_i$. But the last ones are finite-dimensional matrices so they can only represent a noncommutative torus whose noncommutativity matrix has rational entries, i.e. $u_i$’s have to satisfy
\[ u_i u_j = e^{2\pi i n^{ij}/N} u_j u_i \]
where $N$ is a positive integer and $n^{ij}$ is an integer valued antisymmetric matrix. Putting the formulas (80) and (81) together one finds that $U_i$’s give a representation of a noncommutative torus $T_\theta$ with
\[ \theta^{ij} = -(f-1)^{ij} + n^{ij}/N. \]

It follows from the results obtained by M. Rieffel ([42]) that for finite $N$ (i.e. when $E$ decomposes into a finite number of irreducible components) the module $E$ endowed with $U_i = U_i^{st} \cdot u_i$ as above is a finitely generated projective module over $T_\theta$ with $\theta$ given in (82). Conversely one can show that the finiteness of $N$ is required by the condition of $E$ to be finitely generated and projective. (See [44] for a detailed discussion of modules admitting a constant curvature connection.)

**Topological numbers.** Let us calculate here the topological numbers of the modules constructed above. We assume here that the matrix $\theta_{ij}$ given in (82) has irrational entries. Then a projective module $E$ is uniquely characterized by an integral element $\mu(E)$ of the even part of Grassmann algebra $\Lambda^{even}(\mathbb{R}^d)$. In order to calculate $\mu(E)$ we can use the Elliot’s formula (73) together with the following expression for the Chern character
\[ ch(E) = \dim(E) \cdot \exp(\alpha^i f_{ij} \alpha^j). \]
Substituting (83) into (73) and applying a Fourier transform in Grassmann variables we obtain
\[ \mu(E) = \dim(E) \cdot \text{Pfaff}(f) \cdot \int d\beta \exp\left( \frac{1}{2} \beta_i ((f-1)^{ij} + \theta^{ij}) \beta_j + \alpha^i \beta_i \right) = \dim(E) \cdot \text{Pfaff}(f) \cdot \int d\beta \exp\left( \frac{1}{2} \beta_i n^{ij} \beta_j / N + \alpha^i \beta_i \right). \]
At this point it is convenient to assume that the matrix \( n_{ij} \) is brought to a canonical block-diagonal form similar to (86) with integers \( n_i, i = 1, \ldots, g \) on the diagonal by means of an \( SL(d, \mathbb{Z}) \) transformation (this is always possible, see [49]). Then we can explicitly do the integration in (84) and obtain

\[
\mu(E) = C \cdot \left( \frac{n_1}{N} + \alpha^1 \alpha^2 \right) \left( \frac{n_2}{N} + \alpha^3 \alpha^4 \right) \cdots \left( \frac{n_g}{N} + \alpha^{2g-1} \alpha^{2g} \right)
\]

(85)

where \( C = \dim(E) \cdot \text{Pfaff}(f) \) is a constant that can be determined by the requirement that \( \mu(E) \) is an integral element of Grassmann algebra \( \Lambda(\mathbb{R}^d) \) (i.e. each coefficient is an integer). By looking at the term of the highest order in \( \alpha \) in (85) we immediately realize that \( C \) must be an integer. In fact \( C = N \). We will give a partial proof of this below.

Let us introduce numbers

\[
N_i = \frac{N}{\text{g.c.d.}(N, n_i)}, \quad \tilde{N}_i = \frac{n_i}{\text{g.c.d.}(N, n_i)}
\]

so that for each \( i = 1, \ldots, g \) the pair \( N_i, \tilde{N}_i \) is relatively prime. Then we can rewrite (85) as

\[
\mu(E) = \frac{C}{N_1 N_2 \cdots N_g} \prod_{i=1}^{g} (\tilde{N}_i + N_i \alpha^{2i-1} \alpha^{2i}) \equiv \frac{C}{N_1 N_2 \cdots N_g} \mu_0(E).
\]

(86)

For any integral element \( \nu \in \Lambda^{\text{even}}(\mathbb{R}^d) \) let us introduce a number \( \text{g.c.d.}(\nu) \) which is defined to be the largest integer \( k \) such that \( \nu = k \nu' \) where \( \nu' \) is also integral. Or, in other words \( \text{g.c.d.}(\nu) \) is simply the greatest common divisor of the coefficients of \( \nu \). It is a simple task to prove by induction in \( g \) that \( \text{g.c.d.}(\mu_0(E)) = 1 \). Hence, \( C \) must be an integer divisible by the product \( N_1 N_2 \cdots N_g \). Moreover \( C = \text{g.c.d.}(\mu(E)) N_1 N_2 \cdots N_g \). It is known (for example see [18]) that the dimension of an irreducible representation of the algebra (81) is equal to the product \( N_1 \cdot N_2 \cdots N_g \). Thus, necessarily this product divides \( N \), i.e. \( N = N_1 \cdot N_2 \cdots N_g \cdot N_0 \) where \( N_0 \) is an integer equal to the number of irreducible components in the representation \( \mathbb{C}^N \) of the algebra (81). Evidently \( N_0 \) divides \( \text{g.c.d.}(\mu(E)) \). We will show below that \( \text{g.c.d.}(\mu(E)) \) cannot be bigger than \( N_0 \). This implies that \( C = N \).

Let us look at some particular examples of formula (84). If the matrix \( n^{ij} \) is nondegenerate then \( \mu(E) \) is a quadratic exponent:

\[
\mu(E) = p \cdot \exp\left( \frac{1}{2} \alpha^j (n^{-1})_{ij} \alpha^i N \right), \quad p = N_0 \tilde{N}_1 \cdots \tilde{N}_g
\]

(87)

where \( p = N \cdot \text{Pfaff}(n/N) \) is written in a form where it is manifestly an integer. If \( n^{ij} \) is degenerate then \( \mu(E) \) is a so called generalized quadratic exponent (see [44] and [71], Appendix D). For example if \( n^{ij} = 0 \) for all \( i \) and \( j \) then we obtain from (84)

\[
\mu(E) = N \alpha^1 \alpha^2 \cdots \alpha^d.
\]

(88)

**Moduli space of constant curvature connections.** We showed above that modules endowed with a constant curvature connection correspond to representations of matrix algebra (81). The residual gauge transformations preserving (78) correspond to \( N \times N \) unitary transformations acting on the \( \mathbb{C}^N \) factor of \( E \). Thus, we see that the moduli space of constant curvature connections on a module with fixed \( (N, n^{ij}) \) (or fixed \( \mu(E) \), which is the same) can be described as a space of inequivalent representations of the matrix algebra (81). The center
of algebra \((81)\) is spanned by elements \(u_k\) with \(k \in D \cong \mathbb{Z}^d\) satisfying \(k_i n^{ij} m_j / N \in \mathbb{Z}\) for any \(m \in D\). Such elements correspond to a sublattice of \(D\) that we denote \(\tilde{D}\). To describe the center in a more explicit way it is convenient to choose the basis we used above, in which the matrix \(n^{ij}\) is brought to a block-diagonal canonical form. In this basis generators of the center can be chosen to be elements \((u_i)^{M_i}\) where we set \(M_i = N_{(i+1)/2}, i\)-odd and \(M_i = N_i/2, i\)-even. Thus, in an irreducible representation \((u_i)^{M_i} = \lambda_i \in \mathbb{C}^\times\) are constants of absolute value 1.

Using the substitution
\[
u_i \mapsto c_i u_i \tag{89}\]
where \(c_i\) are constants, \(|c_i| = 1\), we obtain an irreducible representation with values of center generators \(\lambda_i' = \lambda_i c_i^{M_i}\). By means of this substitution one can transform any irrep into the one with \(\lambda_i' = 1\). The last one corresponds to a representation of the algebra specified by relations \((87)\) along with the relations \((u_i)^{M_i} = 1\). This algebra has a unique irreducible representation of dimension \(N_1 \cdot N_2 \cdot \ldots \cdot N_g\) (for example see \([48]\)). Therefore, the space of irreducible representations of algebra \((81)\) is described by means of \(d\) complex numbers \(\lambda_i\) with absolute value 1, i.e. is isomorphic to a (commutative) torus \(T^d \cong \mathbb{R}^d / D^*\). We denote the corresponding irreps by \(E_\Lambda, \Lambda = (\lambda_1, \ldots, \lambda_d)\). In general for any noncommutative torus \(T_\theta\) one can construct a group \(L_\theta\) of automorphisms isomorphic to a commutative torus of the same dimension by means of \((89)\). This torus acts naturally on the space of unitary representations of \(T_\theta\). If \(\theta\) is rational we obtain a transitive action of this automorphism group on the space of irreducible representations. In this case one can consider \(L_\theta\) as a finite covering of \(\tilde{T}^d\).

Let us assume now that the space \(\mathbb{C}^N\) is decomposed into irreducible representations of algebra \((81)\)
\[
\mathbb{C}^N = E_{\Lambda_1} \oplus \ldots \oplus E_{\Lambda_N_0}. \tag{90}\]
Note that in the picture we are working with, gauge transformations are given by unitary linear operators acting on \(E\) that commute with all \(\nabla_i\)'s that is by unitary \(N \times N\) matrices. The matrices representing central elements are diagonalized in the basis specified by decomposition \((84)\). There are residual gauge transformations corresponding to permutations of diagonal entries. Thus, we see that in general the moduli space is isomorphic to \((\tilde{T}^d)^{N_0} / S_{N_0}\). As it was noted in the previous subsection \(N_0\) divides \(g.c.d. (\mu(E))\). On the other hand as we know from \([44], [51]\) any module \(E\) over a noncommutative torus \(T_\theta\) admitting a constant curvature connection \(\nabla_i\) can be represented as a direct sum of \(k\) identical modules \(E = E' \oplus \ldots \oplus E'\) with \(k = g.c.d. (\mu(E))\). This implies that the moduli space of constant curvature connections necessarily contains a subset isomorphic to \((\tilde{T}^d)^k / S_k\). Thus, on dimensional grounds we conclude that \(k = g.c.d. (\mu(E)) = N_0\).

The considerations above were made in the assumption that we have a constant curvature connection whose curvature tensor is nondegenerate. By using the technique of Morita equivalence one can show that a generic case can be always reduced to the nondegenerate one \([53]\). Therefore, the moduli space of constant curvature connections on a module \(E\) is isomorphic to \((\tilde{T}^d)^{g.c.d.(\mu(E))} / S_{N_0}\). For two-dimensional tori this result was first proved in \([45]\).
5.10 Heisenberg modules as deformations of vector bundles

Taking a closer look at the example of a Heisenberg module over \( T^2_\theta \) we notice that it actually gives us a one-parameter family of modules depending on \( \theta \). Moreover this dependence is continuous. An analogous fact is true for a general Heisenberg module. A Heisenberg module is constructed via a lattice \( \Gamma \in G \times G^* \) where \( G \) is an abelian finitely generated group. This group in general is isomorphic to \( \mathbb{R}^p \times \mathbb{Z}^q \times F \) where \( F \) is a finite group. Thus, \( G \) has a continuous factor \( \mathbb{R}^p \) and a discrete factor \( \mathbb{Z}^q \times F \). The dual group has the form \( G^* = \mathbb{R}^p \times T^q \times F^* \) and its continuous and discrete parts are \( \mathbb{R}^p \times T^q \) and \( F^* \) respectively. We can vary the lattice \( \Gamma \) by varying the continuous components of vectors only. The idea is that deforming \( \Gamma \) this way will change \( \theta_{jk} \) without changing the topological numbers \( \mu(E) \). We might be able to deform continuously a projective module \( E \) into a projective module over a commutative torus with \( \theta_{ij} = 0 \) or more generally \( \theta_{ij} \) can have integer entries. But the last one has a description in terms of sections of a vector bundle over a (commutative) torus \( T^d \). One has to make sure that \( \Gamma \) remains a \( d \)-dimensional lattice through the deformation. For example if we consider a module over \( T^2_\theta \) with \( n = 0 \) it does not make sense to go to the \( \theta \to 0 \) limit because we do not end up with a Heisenberg module (\( \Gamma \) does not stay a 2-dimensional lattice in the sense that the factor \( G \times G^*/\Gamma \) does not stay isomorphic to \( T^2 \)). The result of such deformation is still a module over functions on a commutative torus but it is not projective and thus does not correspond to any vector bundle. However in this case one can take instead a limit \( \theta \to n \) for some nonzero integer \( n \). It turns out that choosing an appropriate end point specified by \( \theta_{jk} \) with integral coefficients one can always deform a Heisenberg module into a Heisenberg module over a commutative torus. We conclude from this discussion that it should be possible to go into the opposite direction and describe Heisenberg modules as deformations of spaces of sections of vector bundles over commutative tori. The appropriate vector bundles can be described via twisted boundary conditions.

Let us illustrate this ideas on two-dimensional tori. Consider a nontrivial (twisted) \( U(n) \) gauge bundle over \( T^2 \). A section of this bundle bundle can be represented by a vector function \( \phi_j(\sigma_1, \sigma_2) \) on \( T^2 \) (or more precisely on the universal covering of \( T^2 \) satisfying twisted boundary conditions:

\[
\begin{align*}
\phi_j(\sigma_1 + 2\pi, \sigma_2) &= (\Omega_1)^k_j(\sigma_2)\phi(\sigma_1, \sigma_2), \\
\phi_j(\sigma_1, \sigma_2 + 2\pi) &= (\Omega_2)^k_j(\sigma_1)\phi(\sigma_1, \sigma_2)
\end{align*}
\]

where \((\Omega_1)^k_j(\sigma_2)\) and \((\Omega_2)^k_j(\sigma_1)\) are \( U(n) \)-matrix valued functions specifying the twists. These matrices must satisfy the consistency condition

\[
\Omega_1(\sigma_2 + 2\pi)\Omega_2(\sigma) = \Omega_2(\sigma_1 + 2\pi)\Omega_1(\sigma_2)
\]

called the cocycle condition. (Here for brevity we omitted the matrix indices.) This condition can be solved as

\[
\Omega_1(\sigma_2) = e^{im\sigma_2/n}U, \quad \Omega_2(\sigma_1) = V
\]

where \( U \) and \( V \) are \( n \times n \) clock and shift matrices \( [34] \) and \( m \) is some integer relatively prime with \( n \).

One can find then a general solution to the twisted boundary conditions \([91] \) \([34] \). A section \( \phi_j(\sigma_1, \sigma_2) \) is specified by \( m \) functions \( \hat{\phi}_j(x) \) on \( \mathbb{R}^1 \) (smooth and fast decreasing at
by means of the following formula

\[ \phi_j(\sigma_1, \sigma_2) = \sum_{s \in \mathbb{Z}} \sum_k \exp \left( i \left( \frac{m}{n} (\sigma_2/2\pi + j + ns) + k \right) \sigma_1 \right) \hat{\phi}(\sigma_2/2\pi + j + ns + \frac{nk}{m}) . \]

One can check now that the multiplication of a section \( \phi_j(\sigma_1, \sigma_2) \) by \( e^{i\sigma_1}, e^{i\sigma_2} \) results in the action on the functions \( \hat{\phi}_j(x) \) on \( \mathbb{R}^1 \) that is given by operators \( U_1, U_2 \) defined in (58) for \( \theta = 0 \). The action of operators \( U_i \) as we know can be deformed to give (58) with an arbitrary \( \theta \). We see thus that, indeed, a Heisenberg module over \( T^d_\theta \) can be described as a deformation of the space of sections of a vector bundle over a commutative torus. In this review we will primarily work with the Hilbert space picture. For the details of deformation construction we refer the reader to papers [58], [67], [68], [66].

6 Noncommutative Yang-Mills and super Yang-Mills theories

6.1 YM and SYM on free modules

Let us take a break now from developing the math formalism and describe an object of a more immediate interest in physics - Yang-Mills theory on noncommutative tori.

Let \( E \) be a projective module over an associative noncommutative algebra \( A \). And let \( L \) be a Lie algebra acting on \( A \) with respect to which we define connections. Then one can introduce a noncommutative Yang-Mills action functional more or less in the same way as usual. The action functional is defined on the space of connections on \( E \) and can be written in the form

\[ S_{YM} = \frac{V}{4g^2} \text{Tr} F^k j F_{jk} \]  \( (92) \)

where \( F_{jk} \) are components of a curvature tensor in some fixed basis in \( L \). Here we assume that the Lie algebra \( L \) is equipped with some metric \( g_{ij} \) and we raise and lower indices by means of this metric, \( V = \sqrt{\pm \det(g_{ij})} \) is the corresponding volume and \( g \) is a coupling constant. Note that when \( g_{ij} \) has the Minkowski signature the overall sign in (92) is plus in contrast with the conventional minus in the commutative gauge theory. This is due to our conventions discussed in section 5.4 in which the curvature \( F_{ij} \) is an antihermite operator.

If we consider connections on a free module over \( \mathbb{R}^d_\theta \) or \( T^d_\theta \) this formula can be written in terms of a star product (43) or (54) respectively. If \( x_j \) are coordinates on the underlying commutative space \( \mathbb{R}^d \) or \( T^d \) (in the last case we assume that \( 0 \leq x_j \leq 2\pi \)) a connection on a free module of rank \( N \) can be written as \( \nabla_j = 2\pi \frac{\partial}{\partial x_j} + A^{ab}_j(\sigma_1, \ldots, \sigma_d) \) where \( A^{ab}_j(\sigma_1, \ldots, \sigma_d) \), \( a, b = 1, \ldots, N \) are matrix valued functions specifying an endomorphism. The corresponding curvature tensor reads

\[ F_{jk} = F^{ab}_{jk}(\sigma_1, \ldots, \sigma_d) = [\nabla_j, \nabla_k]^{ab}(\sigma) = 2\pi \partial_j A^{ab}_k(\sigma) - 2\pi \partial_k A^{ab}_j(\sigma) + \sum_c (A^{ac}_j A^{cb}_k - A^{ac}_k A^{cb}_j)(\sigma). \]  \( (93) \)

It remains to plug in this expression into the general formula (92) bearing in mind that one should take for the trace \( \text{Tr} \) a composition of the matrix trace and the canonical trace on \( \mathbb{R}^d_\theta \) or \( T^d_\theta \) respectively that were defined above.
A gauge transformation in the noncommutative Yang-Mills theory is specified by a unitary endomorphism $Z \in \text{End}_A E$. Let us remind that if $A$ is equipped with an involution and $E$ is projective there is an induced involution on the algebra $Z \in \text{End}_A E$. For example in the case of a free module when an endomorphism is specified by a matrix with entries in $A$ the corresponding involution is just a composition of the matrix transposition and an involution in $A$. The gauge transformation on connection reads

$$\nabla_j \mapsto Z \nabla_j Z^*.$$

In the example of Yang-Mills theory on a free module over $\mathbb{R}^d_0 (T^d_0)$ considered above a unitary endomorphism is specified by means of a matrix-valued function $Z^{ab}(\sigma_1, \ldots, \sigma_d)$ satisfying

$$Z \cdot Z^* = \sum_c Z^{ac}(\sigma) \cdot \bar{Z}^{bc}(\sigma) = \delta^{ab} \cdot 1 \equiv 1.$$

The corresponding gauge transformation acts on the gauge field $A^{ab}_j$ as

$$A^{ab}_j \mapsto Z^{ac}(\sigma) \cdot A^{cd}_j(\sigma) \cdot (Z^*)^{db}(\sigma) + 2\pi Z^{ac}(\sigma) \cdot \partial_j (Z^*)^{cb}(\sigma)$$

where $Z^{cd}(\sigma) = \bar{Z}^{dc}(\sigma)$ (a bar stands for the usual conjugation of complex numbers), and summation over repeated matrix indices is assumed.

Consider now a compactification of M(atrix) theory on a $d$-dimensional noncommutative torus $T^d_0$. Let us look at the solutions to the system of equations (84) corresponding to connections and endomorphisms of a free module. The fields $X_i$, $i = 0, \ldots, d - 1$ up to a factor of $i$ are covariant derivatives: $X_j = i\nabla_j$ and are specified as above by means of a gauge field $A^{ab}_j(\sigma)$. The scalar and spinor fields $X_I$, $I = d, \ldots, 9$, $\psi^\alpha$ are endomorphisms specified by matrix valued functions of the corresponding Grassmann parity on commutative $T^d$: $X^{ab}_I(\sigma_1, \ldots, \sigma_d)$, $\psi^{\alpha ab}(\sigma_1, \ldots, \sigma_d)$ where $a, b = 1, \ldots N$. A commutator of $X_I$ and a covariant derivative is also an endomorphism and is given by a function

$$[\nabla_j, X_I]^{ab}(\sigma) = 2\pi \partial_j X^{ab}_I(\sigma) + \sum_c (A^{ac}_j \cdot X^{cb}_I - X^{ac}_I \cdot A^{bc}_j)(\sigma).$$

The same formula also works for the covariant derivative of $\psi^\alpha$. A commutator of two scalar fields $X_I$ is

$$[X_I, X_J]^{ab}(\sigma) = \sum_c (X_I^{ac} \cdot X_J^{cb} - X_I^{ac} \cdot X_J^{bc})(\sigma).$$

One can derive an action of the compactified theory from the M(atrix) theory action (15) or (14) following a procedure similar to the one described in section 4.1. If we start from a solution corresponding to a free module of rank $N$ we get an action functional defined on the set of $N \times N$ matrix valued fields $A^{ab}_j(\sigma)$, $X^{ab}_I(\sigma)$, $\psi^{\alpha ab}(\sigma)$ introduced above, and reads as

$$S = \frac{V}{4g^2} \int d^d\sigma \sum_{ab} (F^{ab}_{jk} \cdot F^{jkba} + [\nabla_i, X_I]^{ab} \cdot [\nabla_i, X_J]^{ba} + [X_I, X_J]^{ac} \cdot [X_I, X_J]^{cb} - 2\psi^{\alpha ab} \sigma^{j \beta} \cdot [\nabla_j, \psi^\beta]^{ba} - 2\psi^{\alpha ab} \sigma^{j \beta} \cdot [X_I, \psi^\beta]^{ba})$$

where $F^{ab}_{jk}$, $[\nabla_j, X_I]$ and $[\nabla_j, \psi^\alpha]^{ab}$, $[X_I, X_J]^{ab}$ are defined as in (53), (44), (23); $g$ is a coupling constant, the indices are being raised and lowered by means of some fixed metric on $L_\theta \cong \mathbb{R}^d$. 38
Note that it follows from the definition of Moyal product that
\[ \int d\sigma (f*g)(\sigma) = \int d\sigma (f\cdot g)(\sigma) \]
so one can omit stars from (96); however Moyal products are still present in (93), (94). The action functional (96) is a functional defining a maximally supersymmetric Yang-Mills
theory on a noncommutative torus \( T^d_\theta \) written explicitly for a free module. We wrote down this functional in such detail mainly for illustrative purposes.

### 6.2 SYM on arbitrary projective modules

Writing out the action functional (96) on a free module we could use the star product combined with the matrix multiplication and integration of ordinary functions on a commutative torus. This was possible due to a simple structure of the algebra \( \text{End}_{T^d_\theta}E \) which our fields are elements of. As it was noted in section 5.6 when we consider a Heisenberg module \( E \) the algebra \( \text{End}_{T^d_\theta}E \) is isomorphic to a matrix algebra over some other (dual) noncommutative torus: \( \text{Mat}_N(T^d_{\hat{\theta}}) \). In that case one could also represent the fields \( A_i, \psi^\alpha, \phi_I \) in terms of functions of the corresponding Grassmann parity on a commutative torus. Then one can write a noncommutative SYM action functional on this module using the Moyal product corresponding to \( \hat{\theta} \) and integration over the commutative torus that corresponds to taking the trace. However for an arbitrary projective module over \( T^d_\theta \) there is no such explicit description of the algebra \( \text{End}_{T^d_\theta}E \) and we should proceed in a more abstract way.

Formally in order to define a super Yang-Mills action functional on an arbitrary projective module over \( T^d_\theta \) one only needs a suitable trace operation. As we already discussed, the last one always exists for any projective module. Below \( \text{Tr} \) stands for the canonical trace on the algebra \( \text{End}_{T^d_\theta}E \). With this notation in mind we can write an action functional of noncommutative supersymmetric Yang-Mills theory on \( T^d_\theta \) for any projective module \( E \) as

\[
S = \frac{V}{4g^2} \text{Tr} \left( F_{jk} F^{jk} + [\nabla_i, X_j][\nabla^i, X^j] + [X_I, X_J][X^I, X^J] - 2\psi^\alpha \sigma^I_{\alpha\beta} [\nabla_j, \psi^\beta] - 2\psi^\alpha \sigma^J_{\alpha\beta} [X_j, \psi^\beta] \right)
\]

(97)

where products and commutators are those of operators acting in \( E \).

On an arbitrary projective module one can also define an analog of the rank of the gauge group in the commutative case. Namely, we say that \( N \) is the rank of the gauge group if the module \( E \) can be represented as a direct sum of \( N \) isomorphic modules \( E = E' \oplus \ldots \oplus E' \). More precisely we should take the largest number \( N \) with this property. It is easy to see then that the algebra of endomorphisms \( \text{End}_{T^d_\theta}E \) is isomorphic to the matrix algebra \( \text{Mat}_N(\text{End}_{T^d_\theta}E') \). This means that the group of gauge transformations is a subalgebra in this matrix algebra that consists of unitary endomorphisms.

The are two kinds of supersymmetry transformations of action (97) denoted \( \delta_\epsilon, \tilde{\delta}_\epsilon \) and defined as

\[
\delta_\epsilon \psi = \frac{1}{2} (\sigma^{jk} F_{jk} \epsilon + \sigma^{ij} [\nabla_j, X_i] \epsilon + \sigma^{IJ} [X_I, X_J] \epsilon), \\
\delta_\epsilon \nabla_j = \epsilon \sigma_j^I \psi, \quad \delta_\epsilon X_J = \epsilon \sigma_J^I \psi, \\
\tilde{\delta}_\epsilon \psi = \epsilon, \quad \tilde{\delta}_\epsilon \nabla_j = 0, \quad \tilde{\delta}_\epsilon X_J = 0.
\]

(98)

where \( \epsilon \) is a constant 16-component Majorana-Weyl spinor. To check that the action (97) is invariant under these transformations one needs to use the Fierz identities for 10-dimensional
Gamma matrices and the identities
\[ \text{Tr}[A, B] = 0, \quad \text{Tr}[\nabla_i, A] = 0 \]
that hold for any endomorphisms \( A, B \). The first of these identities is obvious while the last one can be easily proved by noting that it suffices to prove it for a any single connection \( \nabla^0_i \) and then explicitly checking that it holds for the Levi-Civita connection defined in section 5.3.

Solutions to the equations of motions of (96) invariant under half of the supersymmetries are called 1/2 BPS solutions. One finds from (98) that such solutions satisfy
\[ [\nabla_j, \nabla_k] = 2\pi i f_{jk} \mathbf{1}, \quad \psi^\alpha = 0, \quad [\nabla_j, X_J] = 0, \quad [X_J, X_K] = 0 \]
where \( \mathbf{1} \) is the identity operator and \( f_{jk} \) is a constant antisymmetric matrix. Thus we see that, as far as gauge fields are concerned, 1/2 BPS configurations correspond to constant curvature connections (99).

6.3 BPS states on \( T^2_\theta \)

In this section we will explicitly calculate the energies of BPS states of the SYM theory on a noncommutative spatial two-torus. We will use a semiclassical approximation the exactness of which for BPS states is ensured by the supersymmetry. Instead of working with the full supersymmetric action (97) we will consider the 1 + 2-dimensional YM action functional and constant curvature connections which, by abuse of terminology, we will call BPS fields (they satisfy BPS condition in the supersymmetric theory). It is a valid thing to do because the calculation leads to the same result; the sole role of supersymmetry is to ensure the exactness of the semiclassical approximation. We will consider a noncommutative YM theory on \( \mathbb{R}^1 \times T_\theta \) where \( \mathbb{R}^1 \) is the time direction that is assumed to be commutative and \( T_\theta \equiv T^2_\theta \) is a noncommutative two-torus with
\[ \theta = \begin{pmatrix} 0 & \theta \\ -\theta & 0 \end{pmatrix}. \]

We start with the following action functional
\[ S = \frac{V}{4g^2} \text{Tr} \left( \sum_{\rho\sigma} (F_{\rho\sigma} + \phi_{\rho\sigma}) g^{\rho\mu} g^{\sigma\nu} (F_{\mu\nu} + \phi_{\mu\nu}) \cdot \mathbf{1} \right). \]

Here we explicitly wrote the metric tensor \( g_{\mu\nu} \); \( g \) is the YM coupling constant, \( \phi_{\rho\sigma} \) plays the role of a background field, \( V = R_1 R_2 \) is the volume of the torus, the indices \( \rho, \sigma, \mu, \nu \) take values 0, 1, 2. Note that adding the field \( \phi_{\rho\sigma} \) essentially means adding a term \( \phi_{\mu\nu} \text{Tr} F_{\mu\nu} \) which being proportional to Chern numbers is topological. This means that it does not depend on the choice of connection (it depends only on topological numbers of the module at hand and on \( \theta \)). We added such a term to the action because it will be important in the discussion of Morita equivalence in sections 7.1, 7.2.

**Hamiltonian formalism.** We would like to calculate the energies of BPS states in the Hamiltonian formalism. For the sake of completeness let us carefully go over the phase space
structure. In the gauge $\nabla_0 = \frac{\partial}{\partial t}$ we obtain a Hamiltonian

$$H = \frac{g^2}{2V} \text{Tr} P^i g_{ij} P^j + \frac{V}{4g^2} \text{Tr}(F_{ij} + \phi_{ij} \cdot 1) g^{ik} g^{jl}(F_{kl} + \phi_{kl} \cdot 1). \quad (102)$$

Here $F_{ij}$ is the curvature of connection $\nabla_i$ on a $T_\theta$-module $E$, $P^i \in \text{End}_{T_\theta}E$, and $\text{Tr}$ denotes the trace in $\text{End}_{T_\theta}E$. Thus, $H$ is defined on the space $\text{Conn} \times (\text{End}_{T_\theta}E)^2$. In the derivation of (102) we assumed that the metric $g_{\mu\nu}$ obeys $g_{00} = 0$, $g_{00} = -1$, $g_{ij} = \delta_{ij}R_i^2$ and the antisymmetric tensor $\phi_{\alpha\beta}$ has only spatial nonzero components $\phi_{ij}$ (in this section the Greek indices $\mu, \nu, \ldots$ run from 0 to $d$ and Latin indices $i, j, \ldots$ run from 1 to $d$). The Hamiltonian (102) should be restricted to a subspace $\mathcal{N}$ where the constraint

$$[\nabla_i, P^i] = 0 \quad (103)$$

is satisfied. More precisely, one should consider $H$ as a function on the space $\mathcal{N}/G = \mathcal{P}$ where $G$ is a group of unitary elements of $\text{End}_{T_\theta}E$ (the group of spatial gauge transformations). The symplectic form on the space $\text{Conn} \times (\text{End}_{T_\theta}E)^d$ can be written as

$$\omega = \text{Tr} \delta P^i \wedge \delta \nabla_i. \quad (104)$$

The restriction of this form to $\mathcal{N}$ is degenerate, but it descends to a nondegenerate form on $\mathcal{P} = \mathcal{N}/G$ (on the phase space of our theory). The phase space $\mathcal{P}$ is not simply connected. Its fundamental group is the group of connected components of the gauge group $G$. In other words, $\pi_1(\mathcal{N}/G) = G/G_0 \equiv G^{\text{large}}$ where $G_0$ is the group of “small” gauge transformations (connected component of $G$). One can say that $\pi_1(\mathcal{N}/G)$ is a group of “large” gauge transformations. It is useful to consider the phase space $\mathcal{P}$ as a quotient $\mathcal{P}/G^{\text{large}}$ where $\mathcal{P} = \mathcal{N}/G_0$ is a symplectic manifold obtained from $\mathcal{N}$ by means of factorization with respect to small gauge transformations.

Modules over $T_\theta$ are labeled by pairs of integers $(n, m)$. It is convenient to assume that these numbers are such that $n - \ell m > 0$. We gave an explicit description of these modules $E_{n,m}$ in section 2.4. Let us remind that $\dim(E_{n,m}) = n - m\ell$, $\mu(E_{n,m}) = n - m\alpha_1 \alpha_2$, $\text{ch}(E_{n,m}) = \dim(E_{n,m}) - m\alpha_1 \alpha_2$, and the curvature of a constant curvature connection is $F_{12} = -2\pi i \frac{m}{n - m\ell} \cdot 1$ in the standard basis.

Let us consider modules $E_{n,m}$ where $n$ and $m$ are relatively prime. These modules are basic (see section 2.4) because every module $E_{n,m}$ can be represented as a direct sum of $D$ copies of identical basic modules $E_{n',m'}$. (Here $D = g.c.d.(n, m)$ and $Dn' = n, Dm' = m$.) Let us fix a constant curvature connection $\nabla_0^0$. It follows from the results of [43] that for a basic module any other constant curvature connection can be transformed to the form $\nabla_j^0 + iq_j \cdot 1$ by means of small gauge transformations. Using large gauge transformations one can prove that $\nabla_j^0 + iq_j \cdot 1$ is gauge equivalent to $\nabla_j^0 + i(q_j - \frac{2\pi n}{\dim(E_{n,m})}) \cdot 1$ where $n_j \in \mathbb{Z}$. Therefore, the space of gauge classes of constant curvature connections is a two-dimensional torus. From now on we fix $n, m$ and omit subscripts in the notation of the module $E_{n,m}$.

We will say that a set $(\nabla_i, P^i)$ is a BPS field if $\nabla_i$ is a constant curvature connection and $P^i = p^i \cdot 1$. (After supersymmetrization these fields satisfy the BPS condition). We will obtain the energies of quantum BPS fields restricting our Hamiltonian to the neighborhood of the space of BPS states and quantizing the restricted Hamiltonian. Let us consider the fields of the form

$$\nabla_j = \nabla_j^0 + iq_j \cdot 1 + x_j, \quad (105)$$
\[ P^i = p^i \cdot 1 + \pi^i \]  

(106)

where \( x_i, \pi^j \in \text{End}_{T^\theta} E \), \( \text{Tr} x_i = \text{Tr} \pi^j = 0 \). For a basic module we can identify \( \text{End}_{T^\theta} E \) with a noncommutative torus \( T^\theta \) where

\[ \vartheta = (b - a\vartheta)(\text{dim} E)^{-1}, \quad \text{and} \ a, b \text{ satisfy } mb - an = 1 \]  

(107)

\((\text{[45]}))\). (In the explicit construction of the module \( E_{n,m} \) \((\text{[58]})) these operators were defined in \((\text{[59]}))\). We can consider \( x_i, \pi^j \) as functions on a lattice:

\[ x_i = \sum_k x_i(k)Z_k, \quad \pi^j = \sum_k \pi^j(k)Z_k \]  

where \( Z_k \) are elements of \( T^\theta \) satisfying

\[ Z_kZ_n = \exp(2\pi i \tilde{\vartheta}(k_2n_1 - k_1n_2))Z_nZ_k. \]

(108)

Substituting expressions \((\text{[105]})) and \((\text{[106]})) into the Hamiltonian \((\text{[102]})) , keeping the terms up to the second order in fluctuations \( x_i, p^i \) we obtain

\[ H_{\text{fluct}} = \frac{g^2 \text{dim}(E)}{2R_1R_2} (p^i)^2R^2_i + \frac{1}{2g^2R_1R_2\text{dim}E}(\phi\text{dim}(E) - \pi m)^2 + \]

\[ + \frac{g^2 \text{dim}(E)}{2R_1R_2} \sum_k \pi^i(k)\pi^i(-k)R^2_i + \]

\[ + \frac{2\pi}{2g^2R_1R_2\text{dim}(E)} \sum_k (k_1x_2(k) - k_2x_1(k))(k_1x_2(-k) - k_2x_1(-k)). \]

(109)

In the derivation of this formula we used the relation

\[ [\nabla_j, x_l](k_1, k_2) = \frac{2\pi ik_j}{\text{dim}E}x_l(k_1, k_2). \]

(110)

The constraint \((\text{[103]})) in the approximation at hand now takes the form

\[ k_j\pi^j(k) = 0. \]

(111)

In a neighborhood of the space of BPS fields every field satisfying \((\text{[111]})) can be transformed by means of a small gauge transformation into a field obeying

\[ k_i x_i(k)R_i^{-2} = 0. \]

(112)

This means that in our approximation the conditions \((\text{[111]}), (\text{[112]})) single out a symplectic manifold \( \hat{P} \) that can be identified with \( \hat{P} = \mathcal{N}/G_0 \). It remains to factorize with respect to large gauge transformations to obtain the phase space \( \mathcal{P} \). The group \( G^{\text{large}} = G/G_0 \) of large gauge transformations can be identified with the subgroup \( G^{\text{mon}} \) of \( G \) consisting of the elements \( Z_k \) (more precisely, every coset in \( G/G_0 \) has a unique representative of the form \( Z_k \)). It is easy to check that \( \hat{P} \) is invariant under the action of \( G^{\text{mon}} \). This observation permits us to identify \( \mathcal{P} = \hat{P}/G^{\text{large}} \) with \( \hat{P}/G^{\text{mon}} \). The Hamiltonian \( H \) on \( \hat{P} \) describes a free motion on a plane and an infinite system of harmonic oscillators with frequencies

\[ \omega(k) = \frac{2\pi}{\text{dim}(E)} \sqrt{\frac{k_1^2}{R_1^2} + \frac{k_2^2}{R_2^2}}. \]
More precisely, the fields under consideration can be represented in the form
\[
\nabla_j = \nabla^0_j + i q_j \cdot 1 + \sum_k \mu(k) x_j^\dagger(k) 2^{-1/2}(a(k) + a^\dagger(-k)) Z_k
\]
(113)
\[
P^j = p^j \cdot 1 + \sum_k \pi^\perp_j(k) \mu(k)^{-1}(\dim(E))^{-1} 2^{-1/2}(a(-k) - a^\dagger(k)) Z_k
\]
(114)
where \(a^\dagger(k), a(k)\) are classical counterparts of creation and annihilation operators obeying the canonical commutation relations, \(x_j^\dagger(k)\) is a unit vector satisfying (112), \(\pi^\perp_j(k)\) is a unit vector satisfying (111), and
\[
\mu(k) = \left( \frac{g^2}{R_1 R_2 \dim(E) \omega(k)} \right)^{1/2}.
\]
The Hamiltonian now reads as
\[
H = \frac{g^2 \dim(E)}{2 R_1 R_2} (p^j)^2 R_i^2 + \frac{1}{2 g^2 R_1 R_2 \dim(E)} (\phi \dim(E) - \pi m)^2 + \sum_k \omega(k) a^\dagger(k) a(k).
\]
(115)
The action of the group \(G^{mon}\) on the coordinates \(q_j, p^j, a^\dagger(k), a(k)\) can be expressed by the formulas
\[
q_j \mapsto q_j - \frac{2\pi n_j}{\dim(E)}
\]
(116)
\[
p^j \mapsto p^j
\]
\[
a(k) \mapsto \exp(2\pi i \bar{\vartheta}(n_2 k_1 - n_1 k_2)) a(k)
\]
\[
a^\dagger(k) \mapsto \exp(-2\pi i \bar{\vartheta}(n_2 k_1 - n_1 k_2)) a^\dagger(k)
\]
These formulas follow immediately from the relations (108), (110).

**Quantization.** The quantization of the system with Hamiltonian (115) is straightforward. The corresponding space of states is spanned by the wave functions
\[
\Psi_{p_m; k^j, N_1; \ldots; k^l, N_l} = \exp(ip^m q_m \dim(E)) \prod_{j=1}^l (a^\dagger(k^j))^N_j |0\rangle
\]
(117)
where \(|0\rangle\) is the oscillators ground state. Here \(a^\dagger(k)\) are creation operators and \(p^i\) are eigenvalues of the quantum operator corresponding to the coordinate \(p^i\) (which by abuse of notation we denote by the same letter). The group \(G^{mon}\) acts on the space of states. Under this action the state (117) gets multiplied by the exponential factor
\[
\exp \left( 2\pi i (-n_j p^j + n_j \lambda^j + \bar{\vartheta} \sum_{j=1}^l N_j (k^j_1 n_2 - k^j_2 n_1) ) \right)
\]
where the parameters \(\lambda^j\) have the meaning of topological “theta-angles”. Thus, the invariance of state vectors under the gauge transformations leads to the following quantization law of the \(p^i\) values :
\[
p^j = e^j + \lambda^j + \bar{\vartheta} \sum_{j=1}^l N_j k^j_2,
\]
\[ p^2 = e^2 + \lambda^2 - \tilde{\vartheta} \sum_{j=1}^{l} N_j k_j^i \]  

(118)

where \( e^1 \) and \( e^2 \) are integers. Substituting this quantization condition into the Hamiltonian (115) we get the energy spectrum

\[
E = \frac{g^2 \text{dim}(E)}{2R_1 R_2} (e^1 + \lambda^1 + (b - a\vartheta)(\text{dim}(E))^{-1} \sum_{j=1}^{l} N_j k_j^2)^2 R_1^2 + \\
+ \frac{g^2 \text{dim}(E)}{2R_1 R_2} (e^2 + \lambda^2 - (b - a\vartheta)(\text{dim}(E))^{-1} \sum_{j=1}^{l} N_j k_j^2)^2 R_2^2 + \\
+ \frac{1}{2g^2 R_1 R_2 \text{dim}(E)} (\phi \text{dim}(E) - \pi m)^2 + \frac{2\pi}{\text{dim}(E)} \sum_{j=1}^{l} N_j \sqrt{\left(\frac{k_j^2}{R_1^2}\right)^2 + \left(\frac{k_j^2}{R_2^2}\right)}
\]

(119)

The method used above to obtain the energy spectrum can be applied to calculate eigenvalues of a gauge invariant translation operator (momentum operator). A classical functional defining this operator has the form \( P_i = \text{Tr} F_{ij} P^j \). In the vicinity of a BPS field it takes the form

\[ P_i = m \epsilon_{ij} p^j + \sum_k \frac{k_i}{\text{dim}(E)} a^*(k)a(k). \]

The corresponding operator has the following eigenvalues

\[ m_i = m \epsilon_{ij} e^j - a \sum_j k_j^i N_j \]  

(120)

where \( a \in \mathbb{Z} \) is the integer that enters the expression (107) for \( \tilde{\vartheta} \) and the parameters \( \lambda^i \) are assumed to be equal to zero. Thus, we see that the total momentum is quantized in the usual way (provided \( \lambda^i = 0 \)). This is not surprising, the integrality of eigenvalues is related to the periodicity of the torus. One can rewrite the first two terms of the spectrum (119) (contribution of “electric charges”) using the numbers (120):

\[
E = \frac{g^2}{2R_1 R_2 \text{dim}(E)} (n^1 + n \lambda^1 + \vartheta(m_2 - m \lambda^1))^2 R_1^2 + \\
+ \frac{g^2}{2R_1 R_2 \text{dim}(E)} (n^2 + n \lambda^2 - \vartheta(m_1 + m \lambda^2))^2 R_2^2 
\]

(121)

where

\[
n^1 = e^1 n + b \sum_j N_j k_j^1, \quad n^2 = e^2 n - b \sum_j N_j k_j^2.
\]

(122)

(In (121), for simplicity, we set \( \lambda^i = 0 \).) When some of the fluctuations are in the excited state they contribute to the energy and the integers \( n^i \) can not be considered separately of the quantum numbers related to fluctuations. When all oscillators representing the fluctuations are in the ground state the numbers \( n^i \) and \( m_i \) are related by the formula \( m_i n = m \epsilon_{ij} n^j \) and
thus are not independent. One can fix the numbers \( m_i \) and \( n^j \) and minimize (119) over all \( N_j \) obeying (120), (122). We obtain

\[
E = \frac{g^2}{2R_1R_2\dim(E)}(n^1 + n\lambda^1 + \vartheta(m_2 - m\lambda^1))^2R_1^2 + \\
+ \frac{g^2}{2R_1R_2\dim(E)}(n^2 + n\lambda^2 - \vartheta(m_1 + m\lambda^2))^2R_2^2 + \\
+ \frac{1}{2g^2R_1R_2\dim(E)}(\phi\dim(E) - \pi m)^2 + \\
+ \frac{2\pi}{\dim(E)}\sqrt{\frac{(m_1 n - n^2 m)^2}{R_1^2} + \frac{(m_2 n + n^1)^2}{R_2^2}} \tag{123}
\]

(When minimizing it is convenient to use the simple fact that a norm of a sum of vectors is always larger or equal then the corresponding sum of norms.) It is easy to check that (123) gives energies of 1/4 BPS states; we obtain 1/2 BPS states when all oscillators are in the ground states (i.e. \( m_i n = me_{ij}n^j \)).

### 6.4 Supersymmetry algebra

In this section we will derive the supersymmetry algebra of SYM on an arbitrary projective module over \( T^d_\theta \). It is convenient to adopt the following conventions about indices. The Greek indices from the middle of the alphabet \( \mu, \nu, \ldots \) run from 0 to 9, the small Latin indices \( i, j, \ldots \) take values from 1 to \( d \), and the capital Latin indices \( I, J, \ldots \) take values from \( d + 1 \) to 9. We fix a standard basis of the Lie algebra \( L \) such that the metric tensor \( g_{\mu\nu} \) in this basis satisfies \( g_{00} = -1, g_{\mu0} = 0 \) if \( \mu \neq 0 \), \( g_{ij} = 0 \), \( g_{IJ} = \delta_{IJ} \). In other words \( g_{\mu\nu} \) can be written as the following block matrix

\[
g = \begin{pmatrix}
-1 & 0 & 0 & \ldots & 0 \\
0 & (g_{ij}) & \ldots & 0 & 0 \\
0 & \ldots & 1 & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & 0 \\
0 & 0 & \ldots & \ldots & 1
\end{pmatrix} \tag{124}
\]

where \( g_{ij} \) stands for a \( d \times d \) matrix that defines a metric on the spatial torus. The Greek indices from the beginning of the alphabet will be used as spinor indices. It is convenient to denote the scalar fields \( X_I \in \text{End}_{T^d_\theta}E \) as \( \nabla_I \) then all of the formulas can be written in a more uniform way.

In the previous section for simplicity we considered only the bosonic part of the whole SYM theory (= compactified M(atrix) theory) and discussed the quantization of Yang-Mills theory on a noncommutative torus in the \( \nabla_0 = \partial_t \) gauge. Those considerations can be easily generalized to the supersymmetric case. The Minkowski action functional (101) is defined on the configuration space \( \text{Conn}E \times (\Pi \text{End}_{T^d_\theta}E)^{16} \) where \( \text{Conn}E \) denotes the space of connections on \( E \), \( \Pi \) denotes the parity reversion operator. To describe the Hamiltonian formulation we first restrict ourselves to the space \( \mathcal{M} = \text{Conn}'E \times (\text{End}_{T^d_\theta}E)^9 \times (\Pi \text{End}_{T^d_\theta}E)^{16} \) where \( \text{Conn}'E \) stands for the space of connections satisfying \( \nabla_0 = \partial_t \), the second factor corresponds to a cotangent space to \( \text{Conn}'E \). We denote coordinates on that cotangent
space by $P^\mu$. Let $\mathcal{N} \subset \mathcal{M}$ be a subspace where the Gauss constraint $[\nabla_\mu, P^\mu] + \psi^0 \sigma^\alpha \psi^\alpha = 0$ is satisfied. Then the phase space of the theory is the quotient $\mathcal{P} = \mathcal{N}/G$ where $G$ is the group of spatial gauge transformations. The presymplectic form (i.e. a degenerate closed 2-form) $\omega$ on $\mathcal{M}$ is defined as

$$\omega = \text{Tr} \delta P^\mu \wedge \delta \nabla_\mu + \frac{V}{2g^2} \text{Tr} \delta \psi^\alpha \sigma^0_{\alpha \beta} \delta \psi^\beta.$$  

(125)

It descends to a symplectic form on the phase space $\mathcal{P}$ which determines Poisson brackets $\{\cdot, \cdot\}_{PB}$.

The Hamiltonian corresponding to (97) (with the topological $\phi$-term added) reads

$$H = \frac{g^2}{2V} \text{Tr} P^\mu g_{\mu \nu} P^\nu + \frac{V}{4g^2} \text{Tr} (F_{\mu \nu} + \phi_{\mu \nu} \cdot 1) g_{\nu \rho} g^{\mu \sigma} (F_{\rho \sigma} + \phi_{\rho \sigma} \cdot 1) +$$

$$+ \frac{1}{2} \sum_{\mu \neq 0} \text{Tr} \psi^\alpha \sigma^\mu_{\alpha \beta} [\nabla_\mu, \psi^\beta].$$  

(126)

The action (97) is invariant under the supersymmetry transformations $\delta_\epsilon$ and $\tilde{\delta}_\epsilon$ defined in (98). The corresponding supercharges are given by expressions

$$Q_\alpha = \frac{1}{2} \text{Tr} P^\mu (\sigma_\mu)_{\alpha \beta} \psi^\beta + \frac{V}{4g^2} \text{Tr} F_{\mu \nu} (\sigma^{[0]}_{\mu \nu})_{\alpha \beta} \psi^\beta,$$

(127)

$$\tilde{Q}_\alpha = - \frac{V}{g^2} \sigma^0_{\alpha \beta} \text{Tr} \psi^\beta.$$  

(128)

(Supersymmetry transformations are odd vector fields preserving the symplectic form and therefore are generated by odd functions on the phase space - supercharges.)

As one can readily calculate using (98) and (127), (128) the supersymmetry algebra has the form

$$\{Q_\alpha, Q_\beta\}_{PB} = \frac{1}{2} (H - \Phi)(\sigma_0)_{\alpha \beta} + \frac{1}{2} \frac{V}{16g^2} (\sigma^{[0]}_{ijkl})_{\alpha \beta} C_{ijkl},$$

$$\{\tilde{Q}_\alpha, Q_\beta\}_{PB} = - \frac{1}{2} (\sigma_0)_{\alpha \beta} p^\mu + \frac{V}{4g^2} (\sigma^{[0]}_{[ij]}\sigma_{\alpha \beta} C_{ij},$$

$$\{\tilde{Q}_\alpha, \tilde{Q}_\beta\}_{PB} = \frac{V}{g^2} (\sigma_0)_{\alpha \beta} \text{dim}(E)$$  

(129)

where $H$ is the Hamiltonian (126), $\Phi = \frac{V}{4g^2} \text{Tr} (F_{ij} \phi^{ij} + 1 + 2F_{ij} \phi^{ij})$, $p^\mu = \text{Tr} P^\mu$, $P_\mu = \text{Tr} F_{\mu \nu} P^\nu +$ fermionic term, $C_{ij} = \text{Tr} F_{ij}$, $C_{ijkl} = \text{Tr} F_{ij} F_{kl}$. Note that in (129) we assume that the index $\mu$ does not take the zero value. When calculating Poisson brackets (129) it is convenient to use the identity $\{A, B\}_{PB} = \frac{1}{2} (a(B) - b(A))$ where $a$, $b$ denote the Hamiltonian vector fields corresponding to functions $A$ and $B$ respectively.

After quantization the supersymmetry algebra (129) preserves its form provided $Q_\alpha, \tilde{Q}_\alpha, H$, $P_\mu$, and $p^\mu$ are now considered as self-adjoint operators in a Hilbert space. The quantities $C_{ij}, C_{ijkl}, \Phi, \text{dim}(E)$ are central charges. As usual we define BPS states as states annihilated by a part of supersymmetry operators. The energy $H$ eigenvalues of BPS states can be expressed via values of central charges and eigenvalues of operators $P_\mu, p^\mu$ (the operators $H$, $P_\mu$, and $p^\mu$ all commute with each other). The energy of a 1/4-BPS state on a $d$-dimensional
torus for $d \leq 4$ is given by the formula

$$E = \frac{g^2}{2V \dim(E)} p^\mu g_{\mu \nu} p^\nu + \frac{V}{4g^2 \dim(E)} (C_{ij} + \dim(E) \phi_{ij})(C^{ij} + \dim(E) \phi^{ij}) + \sqrt{\|v\|^2 + \mathcal{P}_i^2 + (\pi/g)^4 (C_2)^2}.$$  

(130)

where $\|v\|^2 = v_i g^{ij} v_j$ stands for the norm squared of a $d$-dimensional vector $v = (\mathcal{P}_i - (\dim(E))^{-1} C_{ij} p^j)$, and

$$C_2 = \frac{1}{8\pi^2} \varepsilon^{ijkl} (C_{ijkl} - (\dim(E))^{-1} C_{ij} C_{kl}).$$

In formula (130) we use the same notations $\mathcal{P}_\mu$, $p^\mu$ for the eigenvalues of the corresponding operators. Note that when the term with the square root vanishes we get a 1/2-BPS state. Here we would like to make few remarks on how to obtain formula (130). First one notices that commutators of supercharges (129) form a block matrix $M_{\alpha \beta}$. The BPS condition means that this matrix has a zero eigenvector. As the block $\{\tilde{Q}_\alpha, \tilde{Q}_\beta\}$ is non-degenerate one can reformulate the BPS condition as the degeneracy condition on some square matrix of dimension twice smaller than that of $M^{\alpha \beta}$. At that point one can apply the standard technique of finding zero eigenvalues of matrices expressed in terms of Gamma matrices (for example see [91] Appendix B).

Note that operators $\mathcal{P}_I$, $p^J$ have a continuum spectrum. We will restrict ourselves to the zero eigenvalue subspace for these operators. Moreover, we will not consider any effects of scalar fields on the spectrum. Below $\mathcal{P}_i$ denotes the operator $\mathrm{Tr} F_{ij} P^j$.

### 6.5 Topological terms from geometric quantization

In this section we would like to discuss how topological terms similar to the theta angle term in the Yang-Mills theory can be incorporated into the Hamiltonian formalism. To this end we use the framework of geometric quantization. This approach is not new and belongs to a kind of mathematical physics folklore (however see [93]). Still by some reason it is not widely known. In this section we will briefly explain the main idea. The material in this section is not essential for understanding of the forthcoming sections and can be skipped at the first reading.

The phase space $\mathcal{P}$ of the theory we consider is not simply connected. It is well known that in such a case there is some freedom in quantization. Namely, in the framework of geometric quantization we can assign to every function $F$ on a phase space an operator $\hat{F}$ defined by the formula

$$\hat{F} \phi = F \phi + \omega^{ij} \frac{\partial F}{\partial x^j} \nabla_i \phi$$  

(131)

where $\nabla_i \phi = \hbar \partial_i + \alpha_i$ is a covariant derivative with respect to $U(1)$-gauge field having the curvature $\omega_{ij}$. (Such a gauge field exists if the cohomology class of $\omega$ is integral.) Here $\omega_{ij}$ is a matrix of symplectic form $\omega$ and $\omega^{ij}$ is the inverse matrix. The operator $\hat{F}$ acts on the space of sections of a line bundle over the phase space. The transition from $F$ to $\hat{F}$ is called prequantization. It satisfies

$$[\hat{F}, \hat{G}] = i\hbar (\{F, G\})$$
where \( \{ F, G \} = \frac{\partial F}{\partial x^i} \omega^{ij} \frac{\partial G}{\partial x^j} \) is the Poisson bracket. Notice that replacing \( \alpha \) with \( \alpha + \delta \alpha \) we change \( \tilde{\mathbf{F}} \) in the following way

\[
\tilde{\mathbf{F}} = \tilde{\mathbf{F}}_{\text{old}} + \delta \alpha (\xi_F) = \tilde{\mathbf{F}}_{\text{old}} + \delta \alpha \xi_i^i.
\] (132)

where \( \xi_F \) stands for the Hamiltonian vector field corresponding to the function \( F \). To define a quantization we should introduce the so called polarization, i.e. exclude half of the variables. Then for every function \( F \) on the phase space we obtain a quantum operator \( \hat{\mathbf{F}} \).

If the gauge field in (131) is replaced by a gauge equivalent field we obtain an equivalent quantization procedure. However, in the case when the phase space is not simply connected the gauge class of \( \nabla_i \) in (131) is not specified uniquely. The simplest choice of the 1-form \( \alpha \) in the system we consider is

\[
\alpha = \text{Tr} P^\mu \delta \nabla_\mu \left( \frac{V}{2g^2} \text{Tr} \psi^0 \delta \psi \right).
\] (133)

But we can also add to this \( \alpha \) any closed 1-form \( \delta \alpha \), for example

\[
\delta \alpha = \lambda^i \text{Tr} \delta \nabla_i + \lambda^{ijk} \text{Tr} \delta \nabla_i \cdot F_{jk}
\] (134)

where \( \lambda^{ijk} \) is an antisymmetric 3-tensor and \( \lambda^i \) is a 1-tensor. One can check that for \( d \leq 4 \) we obtain all gauge classes by adding (134) to (133) (for \( d > 4 \) one should include additional terms labeled by antisymmetric tensors of odd rank \( \geq 5 \)). In the Lagrangian formalism one can include topological terms into the action functional. The addition of all topological terms to the Lagrangian corresponds to the consideration of all possible ways of (pre)quantization in the Hamiltonian formalism. The topological terms can be interpreted as Ramond-Ramond backgrounds from the string theory point of view (see [66], [69] for more details). The additional terms in the action can be expressed in terms of the Chern character. In particular, the consideration of the form \( \alpha + \delta \alpha \) given by (133), (134) corresponds to adding the following terms to the action

\[
S_{\text{top}} = \lambda^i \text{Tr} F_{0i} + \lambda^{ijk} \text{Tr} F_{0i} F_{jk}.
\] (135)

### 6.6 Spectrum of translation operators

Let us make one general remark first. Assume that a first order linear differential operator \( L_A \) defined by \( L_A F = \{ A, F \}_P \) obeys \( e^{2\pi L_A} = 1 \) (in other words the Hamiltonian vector field corresponding to \( A \) generates the group \( U(1) = \mathbb{R}/\mathbb{Z} \)). Then it is easy to check that

\[
e^{2\pi \hat{A}} \hat{F} e^{-2\pi \hat{A}} = \hat{F}
\] (136)

for any function \( F \) on the phase space. It follows from (136) that after quantization we should expect

\[
e^{2\pi i \hat{A}} = \text{const}.
\]

We see that the eigenvalues of \( \hat{A} \) are quantized; they have the form \( m + \mu \) where \( m \in \mathbb{Z} \) and \( \mu \) is a fixed constant.

Now we would like to discuss the spectrum of the operators \( \hat{P}_i, \hat{p}_i \). Consider a Hamiltonian vector field \( \xi_{\mathcal{P}_i} \) corresponding to the gauge invariant momentum functional \( \mathcal{P}_i = \text{Tr} F_{ij} P^j \). The variation of \( \nabla_j \) under the action of \( \xi_{\mathcal{P}_i} \) is equal to \( F_{ij} \). Let us fix a connection \( \nabla^0_i \) on the
module $E$. Then an arbitrary connection has the form $\nabla_i = \nabla_i^0 + X_i$ where $X_i \in \text{End}_{T\theta}E$. Hence, we have

$$\xi_{P_i}(\nabla_j) = F_{ij} = -[\nabla_j, X_i] + [\nabla_i^0, \nabla_j].$$

(137)

Here the first term corresponds to infinitesimal gauge transformation. Therefore, up to a gauge transformation, $P_i$ generates a vector field acting as $\delta \nabla_j = [\nabla_0, \nabla_j]$. Now one can check using the identity $e^{\delta_j} = 1$ that the operator $exp(\nabla_j^0)$ is an endomorphism, i.e.

$$\exp(\nabla_j^0)U_i \exp(-\nabla_j^0) = U_i$$

and since it is unitary it represents a global gauge transformation. This means that on the phase space of our theory (after taking a quotient with respect to the gauge group) the identity $exp(L_{P_j}) = 1$ is satisfied. Here $L_{P_j}$ stands for the differential operator corresponding to $P_j$. As we already mentioned this identity leads to a quantization of $\hat{P}_j$ eigenvalues. Namely, for some fixed constant $\mu_j$ the eigenvalues of $\hat{P}_j$ have the form

$$\hat{P}_j = 2\pi(\mu_j + m_j)$$

(138)

where $m_j$ is an integer. The quantization condition (138) is valid for every choice of quantization procedure (for every $\alpha + \delta \alpha$). However, the constants $\mu_j$ depend on this choice. Using the freedom that we have in the quantization we can take $\mu_j = 0$ when $\delta \alpha = 0$. In the case of non-vanishing $\alpha$ we obtain using (132) and (133)

$$P_j = 2\pi m_j + C_{jk}\lambda^k + C_{ijkl}\lambda^{jkl}.$$  

(139)

Quantization of the electric field zero mode Tr$P^i$ comes from periodicity conditions on the space Conn$'E/G$. The operator Tr$P^i$ can be considered as a generator of translations on that space. As it was first noted in [66] the operator $U_j \exp(-\theta^{jk} \nabla_k)$ commutes with all $U_i$ and thus is an endomorphism. Being unitary this operator determines a gauge transformation. One can easily check that this gauge transformation can be equivalently written as an action of the operator

$$\exp((2\pi \delta_{jk} - \theta^{jl} F_{lk}) \frac{\delta}{\delta \nabla_k})$$

(140)

on the space Conn$'E$. Therefore, on the space Conn$'E/G$ this operator descends to the identity. The Hamiltonian vector field defined by the exponential of (140) corresponds to the functional $2\pi p^k - \theta^{ki} P_i$. Hence, as we explained above the quantum operator $\hat{p}^k - (2\pi)^{-1} \theta^{ki} \hat{P}_i$ has eigenvalues of the form $n^i + \nu^i$ where $n^i \in \mathbb{Z}$ and $\nu^i$ is a fixed number. Proceeding as above we obtain the following quantization law for eigenvalues of Tr$\hat{P}^i$

$$p^i = n^i + \theta^{ij} m_j + \lambda^i \dim E + \lambda^{ijkl} C_{jk}$$

(141)

where $n^i$ is an integer and $m_j$ is the integer specifying the eigenvalue of total momentum operator (133).

6.7 Energies of BPS states in $d= 2, 3, 4$

Now we are ready to write explicit answers for $d = 2, 3, 4$. For $d = 2$ the Chern character can be written as

$$\text{ch}(E) = (n - m \theta) - m \alpha^1 \alpha^2$$
where \( n \) and \( m \) are integers such that \( n - m\vartheta > 0 \). Hence \( \dim E = n - m\vartheta \), \( C_{ij} = -\pi\epsilon_{ij}m \), \( C_2 = 0 \) and we get the following answer for the energies of BPS states

\[
E = \frac{g^2}{2V\dim(E)}(n^i + \vartheta^{ik}m_k + \lambda^i\dim(E))g_{ij}.
\]

\[
\cdot (n^j + \vartheta^{jl}m_l + \lambda^j\dim(E)) +
\]

\[
+ \frac{1}{2Vg^2\dim(E)}(\phi\dim E - \pi m)^2 + \frac{2\pi}{\dim(E)}\|v\| \tag{142}
\]

where \( v = (m, n - m\epsilon_{ij}n^i) \). It is easy to see that this formula coincides with formula (123) that we derived in section 6.3 by a different method.

For a three-dimensional torus the Chern character has the form

\[
\text{ch}(E) = n + \frac{1}{2}\text{tr}(\theta q) + \frac{1}{2}q_{ij}\alpha^i\alpha^j
\]

where \( n \) is an integer and \( q_{ij} \) is an antisymmetric matrix with integral entries. Substituting the expressions \( \dim(E) = n + \frac{1}{2}\text{tr}(\theta q) \), \( C_{ij} = \pi q_{ij} \), \( C_2 = 0 \) into the main formula (130) and using (141), (139) we obtain

\[
E = \frac{g^2}{2V\dim(E)}(n^i + \vartheta^{ik}m_k + \lambda^i\dim(E) + \pi\lambda^{ikl}q_{kl})g_{ij}.
\]

\[
\cdot (n^j + \vartheta^{jl}m_l + \lambda^j\dim(E) + \pi\lambda^{jrs}q_{rs}) +
\]

\[
+ \frac{V}{4g^2\dim(E)}(\pi q_{ij} + \dim(E)\phi_{ij})g^{ik}g^{jl}(\pi q_{kl} + \dim(E)\phi_{kl}) +
\]

\[
+ \frac{\pi}{\dim(E)}\|v\| \tag{143}
\]

where \( v = (m, \dim(E) - q_{ij}(n^j + \vartheta^{ik}m_k)) \).

Finally let us consider the case \( d = 4 \). The Chern character now reads as

\[
\text{ch}(E) = n + \frac{1}{2}\text{tr}(\theta m) + q\text{Pfaff}(\theta) + \frac{1}{2}(m + q\cdot \tilde{\theta})_{ij}\alpha^i\alpha^j + q\alpha^1\alpha^2\alpha^3\alpha^4
\]

where \( n \) and \( q \) are integers, \( m_{ij} \) is an antisymmetric \( 4 \times 4 \) matrix with integral entries, \( (\tilde{\theta})_{ij} = \frac{1}{2}\epsilon_{ijkl}\theta^{kl} \), and \( \text{Pfaff}(\theta) = \frac{1}{8}\theta^{ij}\epsilon_{ijkl}\theta^{kl} = \sqrt{\det}\theta_{ij} \) stands for the Pfaffian of \( \theta \). From this expression for \( \text{ch}(E) \) we see that

\[
\dim(E) = n + \frac{1}{2}\text{tr}(\theta m) + q\text{Pfaff}(\theta), \quad C_{ij} = \pi(m + \tilde{\theta}q)_{ij}
\]

\[
C_{[ijkl]} = \pi^2\epsilon_{ijkl}q, \quad C_2 = (\dim(E))^{-1}(nq - \text{Pfaff}(m)).
\]

Substituting the above expressions into (130) we obtain the following answer for the BPS spectrum

\[
E = \frac{g^2\dim(E)}{2V}(n^i + \lambda^i\dim E + \pi\lambda^{ikl}(m + \tilde{\theta}q)_{kl} + \theta^{ik}m_k)g_{ij}.
\]

\[
\cdot (n^j + \lambda^j\dim E + \pi\lambda^{jrs}(m + \tilde{\theta}q)_{rs} + \theta^{jr}m_r) +
\]

\[
+ \frac{V\pi^2}{4g^2\dim(E)}((m + \tilde{\theta}q)_{ij} + \dim(E)\phi_{ij})g^{ik}g^{jl}((m + \tilde{\theta}q)_{kl} + \dim(E)\phi_{kl}) +
\]

\[
+ \frac{\pi}{\dim(E)}\sqrt{\|v\|^2 + (\pi/g^2)^2(nq - \text{Pfaff}(m))^2}. \tag{144}
\]
Here

\[ v = (v_i) = (m_i \dim(E) - (m + \theta q)_{ij}(n^i + \theta^{jk}m_k) + 2\pi(\delta_{ij}(nq - \text{Pfaff}(m)))) , \]

and \( (\delta_{ij}) = \frac{1}{3!} \epsilon_{ijkl} \delta^{kl} \).

7 Morita equivalence

7.1 Morita equivalence of associative algebras

One says that two associative algebras \( A \) and \( \hat{A} \) are Morita equivalent if there exists a natural identification of modules over these algebras (in mathematical terms this means that the category of \( A \)-modules is equivalent to the category of \( \hat{A} \)-modules). In other words to every \( A \)-module \( E \) there should correspond an \( \hat{A} \)-module \( \hat{E} \) and to every \( A \)-linear map \( \phi : E \to E' \) there should correspond a map \( \hat{\phi} : \hat{E} \to \hat{E}' \). It is required that \( \hat{\phi} \circ \hat{\phi} = \hat{\phi} \circ \hat{\phi} \) and that the above correspondences are bijections (i.e. one-to-one and onto). More precisely we assume that there exists a mapping assigning to every \( \hat{A} \)-module \( \hat{F} \) an \( A \)-module \( F \) in such a way that \( \hat{F} \) is canonically isomorphic \( E \). We also assume that there exists a similar mapping transforming \( A \)-linear maps into \( \hat{A} \)-linear ones. In particular we have an isomorphism between \( \text{End}_A E \) and \( \text{End}_{\hat{A}} \hat{E} \). Let us introduce a notation \( P = \hat{A}^1 \). In other words \( P \) denotes the \( A \)-module corresponding to the one-dimensional free \( A \)-module \( A^1 \). Notice that \( P \) can be also considered as an \((\hat{A}, A)\)-bimodule because \( \text{End}_{\hat{A}} P = \text{End}_{\hat{A}}(A^1) = A^{op} \). Similarly \( Q = \hat{A}^1 \) can be considered as an \((A, \hat{A})\)-bimodule. If we know the bimodule \( P \) we can describe the correspondence \( E \to \hat{E} \) by means of the formula

\[ \hat{E} = P \otimes_A E . \] (145)

Here we use the notion of a tensor product over the algebra \( A \) that can be obtained from the usual tensor product \( \otimes \mathbb{C} \) (tensor product over \( \mathbb{C} \)) by means of identification \( (pa) \otimes e \sim p \otimes (ae) \) for any \( p \in P, e \in E, a \in A \). Note that in this definition we use the fact that \( P \) is a right \( A \)-module and \( E \) is a left module. We omit the proof of (145). Instead we will use (145) as a constructive definition of Morita equivalence. In other words we will take an arbitrary \((\hat{A}, A)\)-bimodule \( P \) as a starting point and use it to define a correspondence between \( A \)-modules and \( \hat{A} \)-modules by formula (145). This construction immediately extends to give a correspondence between \( A \)-linear and \( \hat{A} \)-linear maps. Namely, every \( A \)-linear map \( \phi : E \to E' \) induces an \( \hat{A} \)-linear map \( \hat{\phi} = 1 \otimes \phi : P \otimes_A E \to P \otimes_A E' \). We say that \( P \) generates a Morita equivalence of algebras \( A \) and \( \hat{A} \) if there exists an \((A, \hat{A})\)-bimodule \( Q \) generating the inverse correspondence \( \hat{E} \to E \). Then \( P \) is called an \((\hat{A}, A)\) Morita equivalence bimodule.

One can prove that Morita equivalence bimodules can be characterized as follows. Consider a projective \( A \)-module \( P \) that has the property that \( A^1 \) is isomorphic to a direct summand in \( P^N = P \oplus \ldots \oplus P \) for some \( N \). Then \( P \) is an \((A, \hat{A})\) Morita equivalence bimodule where \( \hat{A} = \text{End}_A P \). Every Morita equivalence bimodule can be obtained by means of this construction. We are not going to give a complete proof of this statement. Let us remark only that the necessity of the conditions we imposed on \( P \) is obvious (the second condition is equivalent to projectivity of the \( \hat{A} \)-module \( \hat{A^1} \)).
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Let us give some examples. First of all for any algebra \( A \) we can take \( P = A^N \). We obtain that any algebra is Morita equivalent to the algebra of \( N \times N \) matrices \( \text{Mat}_N(A) \). If \( A \) is a two-dimensional noncommutative torus \( T^2_\theta \) we can take as \( P \) the module defined by formulas (50). We deduce that the algebra \( T^2_\theta \) is Morita equivalent to the algebra \( T^2_{\hat{\theta}} \). Taking as \( P \) the module \( E_{m,n} \) with \( m \) and \( n \) relatively prime we obtain that \( T^2_{\theta} \) is Morita equivalent to \( T^2_{\hat{\theta}} \) where

\[
\hat{\theta} = \frac{b-a\theta}{n-m\theta}
\]

Here \( a \) and \( b \) are integers satisfying \( an - mb = 1 \). This fact follows from the description of endomorphisms of \( E_{m,n} \), they are generated by the operators (59) that satisfy the commutation relation defining \( T^2_{\hat{\theta}} \).

Consider now the module described in section 5.9 and defined by formula (79). It is not hard to check that its endomorphisms are generated by operators \( e^{\nabla j} \) that satisfy the commutation relations of a noncommutative torus \( T^d_{\theta^{-1}} \). This means that \( d \)-dimensional noncommutative tori \( T^d_{\theta} \) and \( T^d_{\theta^{-1}} \) are Morita equivalent (we assume that \( \theta \) is nondegenerate).

Another set of examples of Morita equivalence is provided by automorphisms of algebra \( A \). In general for any associative algebra \( A \) and any automorphism \( \phi : A \to A \) one can consider a bimodule \( P \) that consists of elements of \( A \) itself with the right action defined by the multiplication by \( a \in A \) from the right and the left multiplication defined as a multiplication by \( \phi(a) \) from the left. Clearly this defines an \((A,A)\) Morita equivalence bimodule. It defines some mapping of projective modules. In the case when \( \phi \) is an inner automorphism the corresponding Morita equivalence is always trivial. Outer automorphisms as the examples below show may result in a nontrivial relabeling of modules.

Noncommutative tori parametrized by the matrices \( \theta^{ij} \) and \( \theta^{ij} + N^{ij} \) that differ by an antisymmetric matrix \( N^{ij} \) with integer entries, are isomorphic. However trivial this isomorphism may look it generates a nontrivial transformation on modules due to the Elliott formula (73) that explicitly depend on the fixed \( \theta^{ij} \). The resulting transformation shuffles the topological numbers that can be considered as a mere relabelling of modules. Another kind of Morita equivalence of this sort has to do with geometric \( SL(d, \mathbb{Z}) \) symmetry of the torus. If \( A \in SL(d, \mathbb{Z}) \) then the tori with \( \theta^{ij} \) and \( \hat{\theta}^{ij} = (A^t \theta A)^{ij} \) are isomorphic. The corresponding Morita equivalence results in a change of basis of the Grassmann algebra \( \Lambda(L^*) \): \( \alpha^i \to (A^t)^i_j \alpha^j \) that changes the topological numbers in the corresponding way.

In general we can take for \( P \) any basic \( T^d_{\theta} \)-module. Then the algebra \( \text{End}_{T^d_{\theta}} P \) is again a noncommutative torus \( T^d_{\hat{\theta}} \) (see section 5.6). One can prove that the matrix \( \hat{\theta} \) is related to \( \theta \) by means of a fractional linear transformation

\[
\hat{\theta} = (M \theta + N)(R \theta + S)^{-1}
\]

where

\[
\begin{pmatrix}
M & N \\
R & S
\end{pmatrix}
\]

is a \( 2d \times 2d \) matrix belonging to the group \( SO(d,d|\mathbb{Z}) \). (This result will be proved in the next section.) Moreover given an element of \( SO(d,d|\mathbb{Z}) \) specified by a matrix (147) the torus \( T^d_{\theta} \) is Morita equivalent to the torus \( T^d_{\hat{\theta}} \) where \( \hat{\theta} \) is related to \( \theta \) by means of the fractional transformation (146) (provided it is well defined, i.e. the denominator is invertible). Let us sketch a proof of this fact here. First note that the group \( SO(d,d|\mathbb{Z}) \) acting on \( \theta \) is generated
by three kinds transformations: the shifts $\theta \to \theta + N$ that embed in the $SO(d, d|\mathbb{Z})$ as matrices with vanishing blocks $M$, $R$, $S$, the $SL(d, \mathbb{Z})$ rotations $\theta \to A^t \theta A$ corresponding to $M = A^t$, $R = (A^t)^{-1}$, $N = S = 0$, a single transformation $\sigma$ called a flip that inverts any given $2 \times 2$ block in matrix $\theta$. More precisely the last transformation act on $\theta$ as follows. Without loss of generality we can assume that $\theta$ has a block form

$$\theta = \begin{pmatrix} \theta_{11} & \theta_{12} \\ \theta_{21} & \theta_{22} \end{pmatrix}.$$ 

where $\theta_{11}$ is a $2 \times 2$ nondegenerate matrix. Then a flip $\sigma$ sends $\theta$ into

$$\sigma_2(\theta) = \begin{pmatrix} \theta_{11}^{-1} & -\theta_{11}^{-1} \theta_{12} \\ \theta_{21} \theta_{11}^{-1} & \theta_{22} - \theta_{21} \theta_{11}^{-1} \theta_{12} \end{pmatrix}. \quad (148)$$

For the particular case of a two-dimensional torus the flip simply inverts the whole matrix $\theta$. One can check that $SL(d, \mathbb{Z})$ rotations, shifts and the flip $\sigma$ generate the whole $SO(d, d|\mathbb{Z})$. The construction of Morita equivalence bimodules corresponding to $SL(d, \mathbb{Z})$ transformations and shifts is obvious. As about the flip transformation one can also explicitly construct the corresponding bimodule. However the construction is a bit technical and we skip it here (see [43]). Let us only note that for two-dimensional tori this bimodule is defined by (56), (57).

### 7.2 Gauge Morita equivalence

For the case of noncommutative tori one can define a notion of gauge Morita equivalence [50]† that allows one to transport connections between modules $E$ and $\hat{E}$. Let $L$ be a $d$-dimensional commutative Lie algebra. We say that $(T^d_\theta, T^d_{\hat{\theta}})$ Morita equivalence bimodule $P$ establishes a gauge Morita equivalence if it is endowed with operators $\nabla^P_X$, $X \in L$ that determine a constant curvature connection simultaneously with respect to $T^d_\theta$ and $T^d_{\hat{\theta}}$, i.e. satisfy

$$\nabla^P_X(ea) = (\nabla^P_X e)a + e(\delta_X a),$$

$$\nabla^P_X(\hat{a}e) = \hat{a}(\nabla^P_X e) + (\hat{\delta}_X \hat{a})e,$$

$$[\nabla^P_X, \nabla^P_Y] = 2\pi i \sigma_{XY} \cdot 1. \quad (149)$$

Here $\delta_X$ and $\hat{\delta}_X$ are standard derivations on $A_\theta$ and $A_{\hat{\theta}}$ respectively. In other words we have two Lie algebra homomorphisms

$$\delta : L \to L_\theta, \quad \hat{\delta} : L \to L_{\hat{\theta}}. \quad (150)$$

It is important to have covariant (independent of the choice of basis in $L$) formulas because it does not happen in general that a standard basis in $L$ defined with respect to $L_\theta$, in which derivations $\delta_i$ satisfy (60), has the same property with respect to $L_{\hat{\theta}}$. Putting it differently we can say that homomorphisms (150) set some particular isomorphism between $L_\theta$ and $L_{\hat{\theta}}$. This isomorphism is just some linear transformation.

Any basic module $E$ is equipped with a standard constant curvature connection $\nabla_i$ the construction of which was described at the end of section 5.7. One can check that this

†In [50] it was called “complete Morita equivalence”. We adopt the term “gauge Morita equivalence” from [79] that seems to be more illuminating.
standard connection satisfies (149) that gives us an example of gauge Morita equivalence bimodule. Sometimes for brevity we will omit the word Morita in the term (gauge) Morita equivalence bimodule. If a pair \((P, \nabla_P^E)\) specifies a gauge \((A_\theta, A_\hat{\theta})\) equivalence bimodule then there exists a correspondence between connections on \(E\) and connections on \(\hat{E}\). A connection \(\nabla_X\) on \(\hat{E}\) corresponding to a given connection \(\nabla_X\) on \(E\) is defined as
\[
\nabla_X \mapsto \hat{\nabla}_X = 1 \otimes \nabla_X + \nabla_P^E \otimes 1
\]
More precisely, an operator \(1 \otimes \nabla_X + \nabla_P^E \otimes 1\) on \(E \otimes \mathbb{C} P\) descends to a connection \(\hat{\nabla}_X\) on \(\hat{E} = P \otimes_{A_\theta} E\). It is straightforward to check that under this mapping gauge equivalent connections go to gauge equivalent ones
\[
\hat{Z}^\dagger \hat{\nabla}_X \hat{Z} = Z^\dagger \nabla_X Z
\]
where \(\hat{Z} = 1 \otimes Z\) is the endomorphism of \(\hat{E} = P \otimes_{A_\theta} E\) corresponding to \(Z \in \text{End}_{T_\theta} E\).

The curvatures of \(\hat{\nabla}_X\) and \(\nabla_X\) are connected by the formula
\[
F_{\hat{X}Y} = \hat{F}_{\hat{X}Y} + 1 \sigma_{XY}
\]
that in particular shows that constant curvature connections go to constant curvature ones.

As we now have a mapping of connections it is natural to ask whether this mapping preserves the Yang-Mills equations of motion. It turns out it does. Moreover, one can define a slight generalization of Yang-Mills action functional in such a way that the values of functionals on \(\nabla_X\) and \(\hat{\nabla}_X\) coincide up to an appropriate rescaling of coupling constants. By a slight modification we mean an action functional of the form
\[
S_{YM} = \frac{V}{4g^2} \text{Tr}(F_{jk} + \Phi_{jk} \cdot 1)(F_{jk} + \Phi_{jk} \cdot 1)
\]
where \(\Phi_{jk}\) is a number valued tensor that can be thought of as some background field. Adding this term corresponds to adding the terms \(\Phi^2 \text{Tr} 1\) and \(\Phi^{jk} \text{Tr} F_{jk}\) that are both topological in nature (they are proportional to \(\text{ch}_0\) and \((\text{ch}_1)_{jk}\) and thus do not affect the Yang-Mills equation of motion. On the other hand adding this term will allow us to compensate the shift (151) by adopting the transformation rule
\[
\Phi_{XY} \mapsto \Phi_{XY} - \sigma_{XY}.
\]
To show that thus defined \(S_{YM}\) is invariant under gauge Morita equivalence one has to take into account two more effects. Firstly, the values of trace change by a factor \(c = \dim(\hat{E})/(\dim(E))^{-1}\) as \(\text{Tr} \hat{A} = c \text{Tr} A\). Secondly, the identification of \(L_\theta\) and \(L_{\hat{\theta}}\) is established by means of some linear transformation \(A^{\hat{\theta}}_k\) the determinant of which will rescale the volume \(V\). Both effects can be absorbed into an appropriate rescaling of the coupling constant. Note that in this consideration it is not important that we consider the Yang-Mills action. It will go through for any gauge invariant action depending only on the combination \(F_{ij} + \Phi_{ij}\). In particular one could consider Born-Infeld type action functionals.

Let us turn now to the derivation of precise transformation rules and the group governing the above duality. Note that formula (151) implies the following relation between the Chern characters of the modules \(E\) and \(\hat{E}\) related by a gauge Morita equivalence
\[
\text{ch}(\hat{E}) = \frac{\dim(\hat{E})}{\dim(E)} e^{\alpha^i \sigma_{jk} a^k} \text{ch}(E).
\]
(Here \( \alpha^j \) corresponds to some basis in \( L_\theta \), the particular choice is not essential here.) This formula is a straightforward consequence of the definition (71) and the last formula in (149). This relation between Chern characters induces by (73) a relation between K-theory classes \( \mu(E) \) and \( \mu(\hat{E}) \). The last ones are integral elements of the Grassmann algebras \( \Lambda(L^*_\theta) \) and \( \Lambda(L^*_\hat{\theta}) \) respectively. This integrality puts a strong restriction on the form of the transformation \( \theta \mapsto \hat{\theta} \) induced by (gauge) Morita equivalence. Eventually it will allow us to determine the group governing the Morita equivalences of noncommutative tori. But first we need to develop some useful machinery.

The Grassmann algebra \( \Lambda \equiv \Lambda(L^*) \) can be considered as a fermionic Fock space carrying two irreducible representations \( \Lambda = \Lambda^{\text{even}} \oplus \Lambda^{\text{odd}} \) of the group \( O(d,d|\mathbb{C}) \). Namely, we have operators \( a^k \) of multiplication by \( \alpha^k \) and operators \( b^k = \frac{\partial}{\partial \alpha^k} \) acting on \( \Lambda \) and satisfying canonical anticommutation relations
\[
\{ a^k, b^l \} = \delta_{kl}, \quad \{ a^k, a^l \} = 0, \quad \{ b^k, b^l \} = 0
\] (155)
that correspond to a Clifford algebra specified by a metric in \( \mathbb{R}^{2d} \)
\[
\begin{pmatrix}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & \ldots & 0 & 0
\end{pmatrix}.
\]
This metric is equivalent to a metric with signature \((d,d)\). One can construct a spinor representation of the group \( O(d,d|\mathbb{C}) \) in the Fock space \( \Lambda \) very much in the same way as one constructs a spinor representation of the Lorentz group starting with a Clifford algebra specified by Dirac gamma matrices. More formally the group \( O(d,d|\mathbb{C}) \) can be regarded as a group of automorphisms of the Clifford algebra (155) (a group of linear canonical transformations). A transformation \( W_g \) given by the formulas
\[
W_g : a^k \mapsto \tilde{a}^k = M^k_l a^l + N^k l b_l, \\
W_g : b^k \mapsto \tilde{b}^k = R^l_k a^l + S^l_k b_l
\] (156)
preserves the canonical anticommutation relations (155) if (and only if) the matrix
\[
g = \begin{pmatrix}
M & N \\
R & S
\end{pmatrix}
\] (157)
belongs to the group \( O(d,d|\mathbb{C}) \). For the inverse matrix we have
\[
g^{-1} = \begin{pmatrix}
S^t & N^t \\
R^t & M^t
\end{pmatrix}.
\] (158)
One can define a projective action of \( O(d,d|\mathbb{C}) \) on \( \Lambda(L^*) \) assigning to every \( g \in O(d,d|\mathbb{C}) \) an operator \( V_g : \Lambda(L^*) \to \Lambda(L^*) \) that satisfies
\[
V_g a^k V_g^{-1} = W_{g^{-1}}(a^k), \quad V_g b_k V_g^{-1} = W_{g^{-1}}(b_k)
\] (159)
where \( W_g \) is defined by formula (156). The projectivity of this action means that the operators operators \( V_g \) are defined only up to a constant factor. It is possible however to define
a double-valued spinor representation of $SO(d, d|\mathbb{C})$ on the Fock space $\Lambda(L^*)$. This can be done by choosing a bilinear form on $\Lambda(L^*)$ and imposing a requirement that operators $V_g$ should preserve this form (see Appendix B in [51] for details). The operators $V_g$ fixed this way specify a spinor representation of $SO(d, d|\mathbb{C})$.

We also define an action $\theta \mapsto g\theta = \hat{\theta}$ of $O(d, d|\mathbb{C})$ on the space of antisymmetric matrices by the formula

$$\hat{\theta} = (M\theta + N)(R\theta + S)^{-1}$$

where $d \times d$ matrices $M, N, R, S$ correspond to an element $g \in O(d, d|\mathbb{C})$ by formula (157). More precisely, this action is defined on a subset of the space of all antisymmetric matrices where the matrix $R\theta + S$ is invertible.

Consider now two noncommutative tori $T_\theta$ and $\hat{T}_\theta$ related by a gauge Morita equivalence. If $E$ is a $T_\theta$-module, $\hat{E}$ is the corresponding $T_\hat{\theta}$-module related by Morita equivalence then it follows from (154), (73) that

$$\mu(\hat{E}) = V_1 V_2 V_3 V_4 \mu(E)$$

where $V_g = V_1 V_2 V_3 V_4$ with

$$V_1 f = \exp(-\frac{1}{2}b_k \hat{\theta}^{kj}b_j)f$$
$$V_2 f = \exp(a^k \sigma_{kj}a^j)f$$
$$V_3 f = \frac{\dim \hat{E}}{\dim E} f(A^t A)$$
$$V_4 f = \exp(\frac{1}{2}b_k \theta^{kj}b_j)f$$

where $f \in \Lambda$. The operator $V_1$ relates $\mu(\hat{E})$ and $ch(\hat{E})$, the operator $V_4$ relates $\mu(E)$ and $ch(E)$. The operator $V_2 V_3$ relates $ch(\hat{E})$ and $ch(E)$. The last relation follows from (154) if we take into account that we should identify $L_\theta$ and $L_{\hat{\theta}}$ by means of some linear operator $A$. (Note that formula (73) holds only in a standard basis.) It is clear from the formulas above that the operators $V_1, V_2, V_3, V_4$, and hence their product too, are linear canonical transformations. We know that $\mu(\hat{E})$ and $\mu(E)$ are integral elements of $\Lambda(L^*)$. Therefore, the operator $V$ transforms integral elements of $\Lambda(L^*)$ into integral elements (i.e. $V$ is an integrality preserving operator). The same is true for the inverse operator $V^{-1}$ because $\mu(E)$ and $\mu(\hat{E})$ are on equal footing. Thus, we can say that the linear canonical transformation $V$ corresponds to an element of $SO(d, d|\mathbb{Z})$. We proved that $\mu(\hat{E})$ and $\mu(E)$ are related by a linear canonical transformation corresponding to an element of $SO(d, d|\mathbb{Z})$. We denote this element by

$$g = \begin{pmatrix} M & N \\ R & S \end{pmatrix}.$$  

This transformation, as well as transformations $V_1$, $V_2$, $V_4$, preserves the bilinear form on $\Lambda(L^*)$ (for $V$ this follows from integrality of $V$ and $V^{-1}$, and for $V_1, V_2, V_4$ it can be checked directly). This means that $V_3$ also preserves the form and therefore

$$\frac{\dim \hat{E}}{\dim E} = |\det(A)|^{-1/2}.\quad (163)$$
Going from $V_1, V_2, V_4$ to the corresponding elements of $SO(d,d|\mathbb{C})$ we obtain

$$
\begin{pmatrix}
M & N \\
R & S
\end{pmatrix} = \begin{pmatrix}
1 & \hat{\theta} \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
-\sigma & 1
\end{pmatrix} \begin{pmatrix}
(A^t)^{-1} & 0 \\
0 & A
\end{pmatrix} \begin{pmatrix}
1 & -\theta \\
0 & 1
\end{pmatrix} = 
\begin{pmatrix}
(A^t)^{-1} - \hat{\theta}\sigma(A^t)^{-1} & -(A^t)^{-1}\theta - \hat{\theta}(\sigma(A^t)^{-1} - A) \\
-\sigma(A^t)^{-1} & \sigma(A^t)^{-1}\theta + A
\end{pmatrix}.
$$

From the last formula one readily obtains

$$
\hat{\theta} = (M\theta + N)(R\theta + S)^{-1},
$$

(164)

$$
A = R\theta + S,
$$

(165)

$$
\sigma = -RA^t = -(R\theta + S)^t.
$$

(166)

This proves that whenever two tori $T_\theta$ and $T_{\hat{\theta}}$ are gauge Morita equivalent the matrices $\theta$ and $\hat{\theta}$ are connected by a fractional transformation (164) corresponding to a subgroup $SO(d,d|\mathbb{Z}) \subset SO(d,d|\mathbb{C})$ - the group of automorphisms of the Clifford algebra $\Lambda(L^*)$. Conversely one can also prove [43] that if $\theta$ and $\hat{\theta}$ are connected by a fractional transformation (164) corresponding to some element of $SO(d,d|\mathbb{Z})$ then the tori $T_\theta$ and $T_{\hat{\theta}}$ are gauge Morita equivalent. In the previous section we sketched the proof of the analogous result for Morita equivalences. It follows from the explicit constructions of equivalence bimodules that the ordinary Morita equivalences can be always promoted to the gauge Morita equivalences. One can choose a suitable constant curvature connection satisfying (149) on a Heisenberg module specifying the equivalence bimodule.

Summarizing our results we see that gauge Morita equivalence of $d$-dimensional noncommutative tori is governed by the group $SO(d,d|\mathbb{Z})$. This group acts on matrices $\theta$ by means of fractional transformations (164) and on topological numbers of modules by means of a spinor representation.

It follows from the above formulas that the curvature tensor, metric tensor, background field $\Phi_{ij}$ and the volume transform according to

$$
F^\nabla_{ij} = A^k_{ki} F^\nabla_{kj} A^l_{jl} + \sigma_{ij}, \quad \hat{g}_{ij} = A^k_{ki} g_{kj} A^l_{jl},
$$

$$
\hat{\Phi}_{ij} = A^k_{ki} \Phi_{kj} A^l_{jl} - \sigma_{ij}, \quad \hat{V} = V|\det A|^{-1}
$$

(167)

where $\sigma_{ij}$ and $A^i_j$ are given in (160), (163).}

### 7.3 Invariance of BPS spectrum

It is straightforward to check that the transformation rules (167) along with formula (163) imply that the action functional $S_{YM}$ given by (153) is invariant under gauge Morita equivalence provided the coupling constant changes according to

$$
\hat{g}^2 = g^2 \cdot |\det A|^{1/2}.
$$

(168)

This result extends straightforwardly to the SYM action functional (97).

As one can see directly from formula (151) the constant curvature connections go into constant curvature ones. Thus 1/2 BPS states are mapped again into 1/2 BPS states. Furthermore it follows from the invariance of the Yang-Mills action functional and the fact that
BPS solutions always minimize the Yang-Mills action for a given set of topological numbers that any BPS solution should go to a BPS solution under a gauge Morita equivalence. In particular the BPS spectrum should be invariant. In sections 6.3, 6.4, 6.7 we derived explicit formulas for BPS energies. One can check directly that they are invariant under transformations induced by \([164]\). Namely we can use the fact that topological numbers transform according to the spinor representation of \(SO(d,d|\mathbb{Z})\) and formulas \([167], [168]\) for transformations of the continuous moduli \(g_{ij}, \Phi_{ij}, g\). To derive the transformation of quantum numbers \(m_j, n_j\) one first notices that the transformation rule for the translation operators \(\hat{P}_j, \hat{p}_j\) is
\[
\hat{P}_j = A^k_j P_k - 2\pi R_{jk} p^k, \quad \hat{p}_j = B^i_j p^i
\]
where \(A = (R\theta + S), B = (A^t)^{-1}\). This can be derived directly using the expressions \(p^j = \text{Tr} P^j, P_j = \text{Tr} F_{jk} P^k\) and formulas \([167]\). Taking into account the quantization laws \([139, 141]\), one finds from \([169]\) that the numbers \((-n_j, m_i)\) transform in the vector representation of \(SO(d,d|\mathbb{Z})\):
\[
\begin{pmatrix}
-\hat{n} \\
\hat{m}
\end{pmatrix} = \begin{pmatrix} M & N \\ R & S \end{pmatrix} \begin{pmatrix}
-n \\
 m
\end{pmatrix}.
\]
(170)

The transformation laws for the topological tensors \(\lambda^i, \lambda^{ijk}\) can be derived from \([133]\) and \([167]\)
\[
\dot{\lambda}^i = |\text{det}(A)|^{1/2} B^i_j \lambda^j + \lambda^{ijk} \sigma_{jk}, \quad \dot{\lambda}^{ijk} = |\text{det}(A)|^{1/2} B^i_j B^k_m B^l_n \lambda^{jmn}
\]
where \(\sigma_{jk}\) is given in \([166]\).

For example for the case of a noncommutative two-torus \(T^2_\theta\) and the Morita equivalence corresponding to \(\vartheta \mapsto -1/\vartheta\) we have in the notations of section 6.3
\[
\begin{array}{c}
n_1 \mapsto -m_1, \quad n_2 \mapsto -m_2, \quad m_1 \mapsto n_2, \quad m_2 \mapsto -n_1, \\
R_2 \mapsto R_1 \vartheta, \quad R_1 \mapsto R_2 \vartheta, \\
\phi \mapsto \phi \vartheta^2 - \vartheta, \quad \lambda^1 \mapsto \lambda^2, \quad \lambda^2 \mapsto -\lambda^1, \quad g^2 \mapsto g^2 \vartheta
\end{array}
\]
(172)

One readily checks that formula \([123]\) for the energy of 1/4 BPS states on \(T^2_\vartheta\) is invariant under this transformation.

In the general case the invariance of BPS spectrum can be checked most easily using the general formula \([130]\) and the transformation rules \([167], [169], [171]\).

8 Noncommutative instantons

8.1 Instantons on \(T^4_\theta\). Definition and a simple example.

Instantons in noncommutative gauge theories were first considered in \([80]\) for noncommutative Euclidean space \(\mathbb{R}^4_\theta\). In \([80]\) the ADHM construction for commutative instantons was generalized. Remarkably it turned out that the presence of nonzero noncommutativity parameter \(\theta^{ij}\) leads to a Nakajima compactification of the instantons moduli space. Despite this interesting results the theory of instantons on \(\mathbb{R}^4_\theta\) has a mathematical subtlety of dealing with an algebra without a unit element. For this reason we prefer to discuss instantons on a noncommutative four-torus \(T^4_\theta\).
Throughout this section we will assume that the Lie algebra $L$ of shifts on the torus is equipped with the standard Euclidean metric $g_{ij} = \delta_{ij}$. In the commutative gauge theory an instanton on Euclidean $\mathbb{R}^4$ (effectively compactified to a four-sphere by imposing the boundary conditions at infinity) is a connection for which the corresponding curvature has a vanishing self-dual part

$$F_{jk}^+ \equiv \frac{1}{2}(F_{jk} + \tilde{F}_{jk}) = 0, \quad \tilde{F}_{jk} \equiv \frac{1}{2}\epsilon_{jkmn}F^{mn}.$$ 

Respectively an antiinstanton has a vanishing anti-self-dual part $F_{jk}^- \equiv \frac{1}{2}(F_{jk} - \tilde{F}_{jk})$. An instanton or antiinstanton solution minimizes the Yang-Mills action for the given Pontryagin number

$$q = \frac{1}{32\pi^2} \int d^4x \langle F_{jk}, \tilde{F}^{jk} \rangle.$$ 

For $U(N)$ gauge theories this number is nothing but the appropriately normalized second Chern-number.

When considering $U(N)$ Yang-Mills fields on a torus a vector bundle in addition to the Pontryagin number is characterized by the first Chern numbers that are equal to magnetic fluxes $\int dx^i dx^j \text{tr} F_{ij}$ and the (anti)instanton solutions in general do not minimize the action. One should also consider solutions whose (anti)self dual part of the curvature lies in the $U(1)$ part and is constant. (For example see [97] for a discussion of this kind of solutions). We will show in the next section how the bound on action generalizes in the presence of nonzero first Chern numbers. However the $U(1)$ part decouples and one can concentrate on $SU(N)$ instanton solutions.

In noncommutative gauge theory one cannot decouple the $U(1)$ part. Let us illustrate this on a simple example. Consider a connection $\nabla_j$ field on a free module of rank two over $T_d^\theta$. This connection can be written as $\nabla_j = \partial_j + iA_{ab}^j(\sigma)$ where $A_{ab}^j(\sigma)$, $a,b = 1,2$ functions on the underlying commutative torus $T^2$ with values in $2 \times 2$ matrices. Assume that $A_{ab}^j(\sigma)$ has a form

$$A_{ab}^j(\sigma) = \begin{pmatrix}
a_j(\sigma) & 0 \\
0 & -a_j(\sigma)
\end{pmatrix}$$

that would be analogous to having the vanishing $U(1)$ part in the commutative theory. Let us make an infinitesimal gauge transformation parameterized by a $2 \times 2$ matrix valued function of the same form with $\pm \lambda(\sigma)$ on the diagonal. In the commutative theory such a transformation would be trivial. But in the noncommutative theory we have

$$\delta A_j = 1_{2 \times 2} \cdot (a_j * \lambda - \lambda * a_j)(\sigma)$$

that is the $U(1)$ part was generated as a result of the gauge transformation.

In view of the above remarks one can give the following definition of an instanton on a noncommutative space. An instanton in a noncommutative gauge theory is a connection such that the selfdual part of the corresponding curvature tensor is proportional to the identity operator, i.e.

$$F_{jk}^+ = i\omega_{jk} \cdot 1$$

where $\omega_{jk}$ is a constant matrix with real entries. The antiinstanton is defined the same way by replacing the selfdual part by antiselfdual. Obviously by such a definition a constant curvature connection is an instanton and an antiinstanton simultaneously. It is easy however to construct an example of an instanton
solution on a module that does not admit a constant curvature connection. To this end assume that the matrix \( \theta_{ij} \) specifying \( T_4^4 \) is of particular form

\[
(\theta_{ij}) = \vartheta \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

where \( \vartheta \) is a number. Evidently \( \theta_{ij} \) is an antiselfdual matrix. Consider a module \( E = E_1 \oplus E_2 \) that is a direct sum of a rank one free module \( E_1 \cong (T_4^4)^1 \) and a module \( E_2 \) considered in section 5.6 specified by formulas (78) (79). For the matrix \( \theta_{ij} \) at hand we have the following representation on functions \( \phi \in \mathcal{S}(\mathbb{R}^2) \)

\[
U_1\phi(x_1, x_2) = \phi(x_1 + \vartheta, x_2) \quad U_2\phi(x_1, x_2) = \phi(x_1, x_2)e^{2\pi i x_1}, \\
U_3\phi(x_1, x_2) = \phi(x_1, x_2 - \vartheta) \quad U_4\phi(x_1, x_2) = \phi(x_1, x_2)e^{2\pi i x_2}.
\]

Let \( \nabla_1^1 = \delta_j \) be the standard connection on \( E_1 \) and let \( \nabla_2^2 : E_2 \to E_2 \) be a connection defined as

\[
\nabla_1^2 = -\frac{2\pi i}{\vartheta} x_1, \quad \nabla_2^2 = \partial_1, \quad \nabla_3^2 = \frac{2\pi i}{\vartheta} x_2, \quad \nabla_4^2 = \partial_2.
\]

This connection has a constant curvature \([\nabla_2^2, \nabla_2^2] = 2\pi i (\theta^{-1})_{jk} \) that is also an antiselfdual tensor. Evidently the connection

\[
\nabla_j = \begin{pmatrix}
\nabla_1^1 & 0 \\
0 & \nabla_2^2
\end{pmatrix}
: E \to E
\]

has a vanishing selfdual part of the curvature and hence is an instanton. On the other hand the module \( E \) does not admit a constant curvature connection because its topological numbers are \( \mu(E) = 1 + \alpha_1 \alpha_2 \alpha_3 \alpha_4 \).

One can generalize this example as follows. Consider a module \( E \) over \( T_4^4 \) (where \( \theta \) need not be in general of the particular form above) that splits into a direct sum of modules \( E = E_1 \oplus \ldots \oplus E_n \) such that each \( E_a \) is equipped with a constant curvature connection \( \nabla_a \). Consider a block diagonal connection \( \nabla_j \) that acts as \( \nabla_j^a \) on each block \( E_a \). The curvature of this connection has the form

\[
F_{ij} = 2\pi i \begin{pmatrix}
f_{ij}^1 \cdot 1 & 0 & \cdots & 0 \\
0 & f_{ij}^2 \cdot 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & f_{ij}^n \cdot 1
\end{pmatrix}
\]

where \( f_{ij}^a \) are constant tensors. The connection at hand will be an (anti)instanton if the tensors \( f_{ij}^a \) all have the same (anti)selfdual part.

### 8.2 Instanton action

Instanton and antiinstanton solutions minimize the Euclidean Yang-Mills action functional

\[
S_{YM}(E, \nabla) = -\frac{1}{4g^2} \text{Tr} F_{jk} F^{jk}
\]
on an arbitrary projective module \( E \) over \( T^4_\theta \).

A bound on the value of Yang-Mills action can be derived starting with an obvious inequality

\[
\text{Tr}(F_{jk} \pm \tilde{F}_{jk} + i\omega_{jk} \cdot 1)^2 \leq 0
\]

that follows from antihermiticity of \( F_{jk} \). Here \( \omega_{jk} \) is an arbitrary constant antisymmetric matrix. Expanding the product and using the definition of the Chern character we obtain

\[
S_{YM} \geq \frac{1}{g^2} \left( \pm 2\pi^2 \text{ch}_2 - \frac{1}{8} \omega^2 \text{ch}_0 - \pi \omega^{jk} (\text{ch}_1)^\pm_{jk} \right).
\]

Maximizing the right hand side over \( \omega_{jk} \) we obtain

\[
S_{YM} \geq S_\pm
\]

where

\[
S_\pm = \frac{2\pi^2}{g^2} (\mp \text{ch}_2 + \frac{(\text{ch}_1)^\pm_{jk} (\text{ch}_1)^\pm_{jk}}{2\text{ch}_0}).
\]

Evidently the bound (173) is saturated on instanton or antiinstanton solutions. The instanton action equals \( S_+ \) and the antiinstanton one is \( S_- \). Note that deriving the above bound we have not really used the fact that we are dealing with a noncommutative torus. Any other space for which the expressions \( \text{Tr}1, \text{Tr}F_{ij}, \text{Tr}F_{ij}F_{jk} \) make sense would also do.

For a noncommutative four-dimensional torus \( T^4_\theta \) the \( K \)-theory class of a projective module \( E \) is given by an element \( \mu(E) \in \Lambda^{even}(L^*) \) that can be written explicitly as

\[
\mu(E) = n + \frac{1}{2} m_{jk} \alpha^j \alpha^k + q \alpha^1 \alpha^2 \alpha^3 \alpha^4.
\]

The corresponding Chern character can be calculated using Elliott’s formula and is equal to

\[
\text{ch}(E) = n + \frac{1}{2} \text{tr}(\theta m) + q \cdot \text{Pfaff}(\theta) + \frac{1}{2} (m + q \cdot \tilde{\theta})_{jk} \alpha^j \alpha^k + q \alpha^1 \alpha^2 \alpha^3 \alpha^4
\]

where \( \tilde{\theta}_{jk} = \frac{1}{2} \epsilon_{jklm} \theta^{lm} \) and \( \text{Pfaff}(\theta) = \frac{1}{4} \theta^{jk} \epsilon_{jklm} \theta_{lm} \). One can substitute now these expressions into (174) to obtain explicitly the values of instanton/antiinstanton actions.

A saturation of bounds of the type (173) is characteristic of BPS solutions in supersymmetric theories. We have discussed this phenomenon in sections 6.4, 6.7. Indeed we can extend an instanton or antiinstanton to a solution in a maximally supersymmetric Yang-Mills theory on \( T^4_\theta \times \mathbb{R}^1 \) where the \( \mathbb{R}^1 \) component stands for the time direction. This theory can be obtained by a compactification of BFSS matrix model on \( T^4_\theta \). The 10-dimensional Majorana-Weyl spinors can be decomposed with respect to representations of the subgroups \( SO(4) \times SO(5,1) \subset SO(9,1) \) corresponding to Lorentz transformations in the compactified and transverse directions:

\[
\psi = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \otimes \left( \begin{array}{c} \lambda^{\alpha,A} \\ 0 \end{array} \right) + \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \otimes \left( \begin{array}{c} 0 \\ \bar{\lambda}_{\bar{\alpha},A} \end{array} \right)
\]

where \( \lambda^{\alpha,A} (\alpha = 1,2) \) transforms only under the first \( SU(2) \) in \( SO(4) = SU(2) \times SU(2) \), while \( \bar{\lambda}_{\bar{\alpha},A} \) changes only under the second \( SU(2) \). Or, equivalently, \( \lambda^{\alpha,A} (\bar{\lambda}_{\bar{\alpha},A}) \) is a Weyl spinor of left (right) chirality for each \( A = 1, \ldots, 4 \). Furthermore, \( \bar{\lambda}_{\bar{\alpha},A} \) transforms in a complex
conjugate of the $SO(5,1)$ representation $\lambda^{\alpha,A}$ while together they furnish a pseudoreal two-spinor representation (for each $\alpha$ that is assumed to be fixed). The particular details of this decomposition will not be important for us here (they can be found for example in paper [100]). We assume that the Dirac $\Gamma$-matrices $\Gamma_{\mu}$ are chosen now according to this decomposition. In particular the $SO(4)$ chirality is defined with respect to the matrix

$$\tilde{\gamma}_5 \equiv \Gamma_1 \Gamma_2 \Gamma_3 \Gamma_4 .$$

The supersymmetry transformation $\delta_\epsilon$ (98) in the presence of decomposition (177) takes the form

$$\delta_\epsilon \psi = \frac{1}{2} (F_{jk}^- \Gamma^{jk} \mu + F_{jk}^+ \Gamma^{jk} \bar{\mu} + \Gamma^{jj} [\nabla_j, X_I] \epsilon + \sigma^{IJ} [X_I, X_J] \epsilon)$$

where $\mu$ and $\bar{\mu}$ are components of $\epsilon$ corresponding to the first and second terms in the decomposition (177) so that $\tilde{\gamma}_5 \mu = \mu$, $\tilde{\gamma}_5 \bar{\mu} = -\bar{\mu}$. From this formula we see that the solution

$$F_{jk}^+ = i \omega_{jk} \cdot 1 , \quad \psi^\alpha = 0 , \quad X_I = 0$$

is preserved by supersymmetry transformations $\delta_{\epsilon_1} + \bar{\delta}_{\epsilon_2}$ where

$$\epsilon = (0, \bar{\mu}) , \quad \bar{\epsilon} = -i \omega_{ij} \Gamma^{ij} \bar{\mu} .$$

An analogous formula with $\epsilon = (\mu, 0)$ gives supersymmetry transformations preserving an antiinstanton solution. This means that in our conventions (anti)instantons are 1/4-BPS fields.

### 9 Noncommutative orbifolds

#### 9.1 Noncommutative toroidal orbifolds

In this section we will consider compactifications of M(atrix) Theory on toroidal orbifolds, including the case when the underlying torus is noncommutative.

Let $D \subset \mathbb{R}^d$ be a $d$-dimensional lattice embedded in $\mathbb{R}^d$ and let $G$ be a finite group acting on $\mathbb{R}^d$ by linear transformations mapping the lattice $D$ to itself. For an element $g \in G$ we will denote the corresponding representation matrix $R_i^j(g)$. One can write down constraints describing compactification of M(atrix) theory on the orbifold $T^d/G$, where $T^d = \mathbb{R}^d/D$:

$$X_j + \delta_{ij} 2\pi \cdot 1 = U_i^{-1} X_j U_i ,$$

$$X_I = U_i^{-1} X_I U_i , \quad \psi_\alpha = U_i^{-1} \psi_\alpha U_i ,$$

$$R_i^j(g) X_j = W^{-1}(g) X_I W(g) ,$$

$$\Lambda_{\alpha\beta}(g) \psi_\beta = W^{-1}(g) \psi_\alpha W(g) , \quad X_I = W^{-1}(g) X_I W(g) .$$

Here $i, j = 1, \ldots, d$ are indices for directions along the torus, $I = d + 1, \ldots, 9$ is an index corresponding to the transverse directions, $\alpha$ is a spinor index; $\Lambda_{\alpha\beta}(g)$ is the matrix of spinor representation of $G$ obeying $\Lambda^\dagger(g) \Gamma^\alpha \Lambda(g) = R_{ij}(g) \Gamma_j ; U_i , W(g)$ - unitary operators. One can check that the quantities $U_i U_j U^{-1}_i U^{-1}_j$ commute with all $X_I, X_I$, and $\psi_\alpha$. It is natural to set them to be proportional to the identity operator. This gives us defining relations of a noncommutative torus

$$U_j U_k = e^{2\pi i d_{jk}} U_k U_j .$$
It is convenient to work with linear generators $U_n$ that can be expressed in terms of products of $U_i$. One can further check that expressions $W(gh)W^{-1}(g)W^{-1}(h)$ and $W^{-1}(g)U_nW(g)U^{-1}_{R^{-1}(g)n}$ also commute with all fields $X_i, X_I, \psi_\alpha$. We assume that these expressions are proportional to the identity operator. This leads us to the following relations
\begin{align}
W(g)W(h) &= W(gh)e^{i\phi(g,h)}, \\
W^{-1}(g)U_nW(g) &= U_{R^{-1}(g)n}e^{i\chi(n,g)}
\end{align}
(182)
where $\phi(g, h), \chi(n, g)$ are constants. The first equation means that operators $W(g)$ furnish a projective representation of $G$. It follows from these equations that the matrix $\theta$ is invariant under the group action $R(g)$. In this review we will confine ourselves to the case of vanishing cocycles $\phi$ and $\chi$. (See [39], [40] for a discussion of cases when cocycle $\phi$ does not vanish. (Note that for cyclic groups both cocycles are always trivial. This means that they can be absorbed into redefined generators.)

One can define an algebra of functions on a noncommutative orbifold as an algebra generated by the operators $U_n$ and $W(g)$ satisfying (51) and
\begin{align}
W^{-1}(g)U_nW(g) &= U_{R^{-1}(g)n}, \\
W(g)W(h) &= W(gh).
\end{align}
(183)
(184)
This construction in mathematics is called a crossed product. Namely, the algebra generated by $U_n$, $W(g)$ is a crossed product of the algebra $T^d_\theta$ and the finite group $G$ whose action on $T^d_\theta$ is specified by means of representation $R$. We will denote this algebra as $T^d_\theta \rtimes_R G$. Again we remark here that allowing central extensions leads to a more general case of so called twisted crossed products.

The algebra $T^d_\theta \rtimes_R G$ can be equipped with an involution $\ast$ by setting $U^*_n = U_{-n}$, $W^*(g) = W(g)$. This makes it possible to embed these algebras into the general theory of $C^*$ algebras. A projective module over an orbifold can be considered as a projective module $E$ over $T^d_\theta$ equipped with operators $W(g), g \in G$ satisfying (53). The equations (178), (180) mean that $X_i$ specifies a $G$-equivariant connection on $E$, i.e. $X_j = i\nabla_j$ where $\nabla_j$ is a $T^d_\theta$-connection satisfying
\begin{align}
R^j_i(g)\nabla_j = W^{-1}(g)\nabla_iW(g).
\end{align}
(185)
The fields $X_I$ are endomorphisms of $E$, commuting both with $U_n$ and $W(g)$ and the spinor fields $\psi_\alpha$ can be called equivariant spinors.

Let us comment here on the supersymmetry of these compactifications. The surviving supersymmetry transformations are transformations (49), (57) corresponding to invariant spinors $\epsilon$, i.e. the ones satisfying $\Lambda(g)\epsilon = \epsilon$. For $d = 4, 6$ this equation has a nontrivial solution provided the representation $R(g)$ lies within an $SU(2)$ or $SU(4)$ subgroup respectively. The possible finite groups $G$ that can be embedded in this way are well known. Those include the examples of $Z_2$ and $Z_4$ four-dimensional orbifolds.

**Example.** Consider $Z_2$ orbifolds of noncommutative tori $T^d_\theta$. The algebra of functions on this orbifold $T^d_\theta \times Z_2$ is generated by the torus generators $U_n$ and a $Z_2$ generator $W$ obeying the relations
\begin{align}
W^2 &= 1, \quad WU_nW = U_{-n}.
\end{align}
(186)
A map $U_n \mapsto U_{-n}$ can be extended to an automorphism of the whole algebra $T^d_\theta$. We will denote this automorphism by $w$ (do not confuse it with the involution $\ast$ that is an
antiautomorphism). A general element of algebra $T_\theta \times \mathbb{Z}_2$ can be written as a formal linear combination $a_0 + a_1 W$ where $a_0, a_1 \in T_\theta^d$. A multiplication of two such expressions is specified by the formula

$$(a_0 + a_1 W)(a'_0 + a'_1 W) = (a_0 a'_0 + a_1 w(a'_1)) + (a_0 a'_1 + a_1 w(a'_1)) W.$$  

One can consider a module over $T_\theta \times \mathbb{Z}_2$ as a module over $T_\theta$ equipped with an operator $W$ satisfying (186). As an example of a module over $T_\theta \times \mathbb{Z}_2$ consider a module $E_{n,m}$ over $T_\theta^2$ defined in (58). An operator representing $W$ can be defined as

$$W \phi_j(x) = \phi_{-j}(-x).$$

One can check that the connection (63) is equivariant, i.e. satisfies

$$W \nabla_j W = -\nabla_j .$$

One can generalize the previous example and consider

$$W \phi_j(x) = \exp \left( \pi i k_1 \frac{a\theta - b}{n - m\theta_2} \right) Z_1^{k_1} Z_2^{k_2} \phi_{-j}(-x)$$

(187)

where the operators $Z_i$ defined in (59) are generators of endomorphisms. It is easy to check that thus defined $W$ also satisfies (186).

The above constructions can be generalized to any Heisenberg module over $T_\theta^d$ as follows. In section 5.6 we defined Heisenberg modules over noncommutative tori by constructing an action of torus generators on functions $f(x) \in \mathcal{S}(G)$. It is straightforward to check that the operator $W_0 : f(x) \mapsto f(-x)$ satisfies the necessary condition (186). Moreover one can modify this operator and consider $W = Z_{(\nu, \tilde{\nu})} W_0$ where $Z_{(\nu, \tilde{\nu})}, (\nu, \tilde{\nu}) \in \Gamma^*$ is an endomorphism that acts on $f(x)$ according to (61) (see section 5.6 for details). For $d = 2$ the example (187) above is precisely of this form.

### 9.2 K-theory of orbifolds

In this section we discuss K-theory of commutative orbifolds. Consider a compact manifold $\mathcal{M}$ and a right action of a finite group $G$ on it. The $K$-theory of the corresponding orbifold is called a $G$-equivariant K-theory on $\mathcal{M}$. ( Everywhere we consider the complex K-theory.) The equivariant K-theory on $\mathcal{M}$ is equivalent to K-theory of noncommutative algebra $C(\mathcal{M}) \rtimes G$ (a noncommutative $C^*$ algebra defined as a crossed product of a commutative algebra $C(\mathcal{M})$ of functions on $\mathcal{M}$ and the group $G$ acting on this algebra). The formal definition in terms of the Grothendieck construction discussed in section 5.8 can be applied directly to the algebra $C(\mathcal{M}) \rtimes G$ to define an orbifold $K$-group. However there is more to be said about the relation of $K^0(\mathcal{M})$ with the orbifold $K$-group.

The group $K(C(\mathcal{M}) \rtimes G) \otimes \mathbb{C}$ can be expressed in homological terms. (Multiplication by $\mathbb{C}$ means that we disregard finite order elements in the K-group.) For the standard K-theory the Chern character defines a map

$$\text{ch} : K^0(\mathcal{M}) \rightarrow H^{even}(\mathcal{M}, \mathbb{Z}).$$

(188)

To define an analogue of this map in the equivariant case one should consider a kind of equivariant cohomology ( "delocalized" equivariant cohomology) $H^*_{\mathbb{C}}(\mathcal{M})$. Following [94] we
will give a direct geometric definition of this cohomology. (It can also be defined algebraically as cyclic cohomology of \( C(\mathcal{M}) \rtimes G \).) The definition can be given in the following way. For \( g \in G \) we define \( \mathcal{M}^g \) as the set of points \( x \in \mathcal{M} \) obeying \( xg = x \). Let us define \( \hat{\mathcal{M}} \) as a disjoint union \( \hat{\mathcal{M}} = \bigcup_{g \in G} \mathcal{M}^g \). One can construct an action of the group \( G \) on \( \hat{\mathcal{M}} \). (If \( xg = x \) then \( (xh)(h^{-1}gh) = xh \). Therefore, one can say that an element \( h \in G \) specifies a map from \( \mathcal{M}^g \) to \( \mathcal{M}^{h^{-1}gh} \).) The group \( H^\text{even}_G(\mathcal{M}) \) can be defined as the \( G \)-invariant part of even-dimensional cohomology of \( \mathcal{M} \):

\[
H^\text{even}_G(\mathcal{M}) = H^\text{even}(\hat{\mathcal{M}}; \mathbb{C}) = \left( \bigoplus_{g \in G} H^\text{even}(\mathcal{M}^g, \mathbb{C}) \right)^G.
\]

One can define the equivariant Chern character

\[
ch_G : K^0_G(\mathcal{M}) \to H^\text{even}_G(\mathcal{M})
\]

and prove that this character induces an isomorphism between \( K^0_G(\mathcal{M}) \otimes \mathbb{C} \) and \( H^\text{even}_G(\mathcal{M}) \). The definition of \( ch_G \) can be given in the following way. We represent an element of \( K^0_G(\mathcal{M}) \) as a \( G \)-equivariant vector bundle \( E \) over \( \mathcal{M} \). This means that an element \( g \in G \) acts on \( E \) defining a linear map of a fiber over \( x \in \mathcal{M} \) into a fiber over \( xg \in \mathcal{M} \). In particular if \( x \in \mathcal{M}^g \) then the fiber \( E_x \) over \( x \) is mapped into \( E_x \) itself by \( g \):

\[
g : E_x \to E_x, \quad x \in \mathcal{M}^g.
\]

Let \( \lambda_1, \lambda_2, \ldots, \lambda_s \) be the set of distinct eigenvalues of this linear transformation. Then, we have a direct sum decomposition into eigenspaces: \( E_x = E^1_x \oplus E^2_x \oplus \ldots \oplus E^s_x \). At the level of vector bundles one has \( E|_{\mathcal{M}^g} = E^1 \oplus E^2 \oplus \ldots \oplus E^s \). The element \( g \) acts on \( E^i \) by multiplication by \( \lambda_i \). Following [14] we define \( ch^G_0(E) \in H^\text{even}(\mathcal{M}^g; \mathbb{C}) \) by

\[
ch^G_0(E) = \sum_{i=1}^s \lambda_i ch(E^i)
\]

where \( ch(E^i) \) is the ordinary (non-equivariant) Chern character of \( E^i \). Then the equivariant Chern character [183] is defined as the direct sum

\[
ch_G(E) = \bigoplus_{g \in G} ch^G_0(E).
\]

Let us illustrate this construction in the case when \( \mathcal{M} = T^d \) and \( G = \mathbb{Z}_2 = \{0, 1\} \) where \( 1 \) acts as \( x \mapsto -x \). In this case \( \mathcal{M}^g \) is equal to \( T^d \) for \( g = 0 \) and \( \mathcal{M}^g \) contains \( 2^d \) points for \( g = 1 \). We see that \( H^\text{even}(\hat{\mathcal{M}}) \) consists of even-dimensional cohomology of \( T^d \) and of \( 2^d \) summands \( H^0(pt; \mathbb{C}) = \mathbb{C} \). All elements of \( H^\text{even}(\hat{\mathcal{M}}) \) are \( \mathbb{Z}_2 \)-invariant. Therefore, \( H^\text{even}_{\mathbb{Z}_2}(T^d) \) has the dimension \( 2^{d-1} + 2^d = 3 \cdot 2^{d-1} \). Therefore (as the \( K \)-group at hand has no torsion)

\[
K^0_{\mathbb{Z}_2}(T^d) = K_0(C(T^d) \rtimes \mathbb{Z}_2) = \mathbb{Z}^{3 \cdot 2^{d-1}}.
\]

In the above considerations we talked about the group \( K^0 \). However one can prove corresponding statements for the group \( K^1 \) and cohomology groups \( H^\text{odd} \). In particular \( H^\text{odd}_{\mathbb{Z}_2}(T^d) = 0 \). This agrees with the fact that \( K^1_{\mathbb{Z}_2}(T^d) = 0 \).
9.3 K-theory of noncommutative $\mathbb{Z}_2$ orbifolds

In this section we will explain how $K$-theoretic invariants can be constructed for noncommutative toroidal $\mathbb{Z}_2$ orbifolds. For shortness we will adopt a new notation for the algebra of functions on these orbifolds $B^d_{\theta} \equiv T_\theta \rtimes \mathbb{Z}_2$. The action of $\mathbb{Z}_2$ on $T^d_{\theta}$ is specified by $w : U_n \mapsto U_{-n}$.

First of all one can calculate the $K$-groups of $B^d_{\theta}$ \cite{98}. As usual it does not change under continuous variations of the matrix $\theta$ and

\[
K_0(B^d_{\theta}) = K_0(B^d_{\theta=0}) = K_0(C(T^d) \rtimes \mathbb{Z}_2) = \mathbb{Z}^{3 \cdot 2^{d-1}},
\]

\[
K_1(B^d_{\theta}) = K_1(B^d_{\theta=0}) = K_1(C(T^d) \rtimes \mathbb{Z}_2) = 0.
\]

We explained already that a module over $B^d_{\theta}$ is a module over $T^d_{\theta}$ equipped with an operator $W$ satisfying \cite{186}. In this construction projective modules over $T^d_{\theta}$ correspond to projective modules over $B^d_{\theta}$. At the end of section 9.1 we introduced $B^d_{\theta}$-modules constructed via Heisenberg modules over $T^d_{\theta}$. It seems that all other $B^d_{\theta}$-modules can be obtained as direct sums of these modules (assuming $\theta$ is irrational). For $d = 2$ this can be derived from the results of \cite{99}.

Of course topological numbers of the underlying $T^d_{\theta}$-module can be considered as topological numbers of the $B^d_{\theta}$-module. However this remark gives only $2^d$ topological numbers out of $3 \cdot 2^{d-1}$ that we need. The remaining $2^{d-1}$ topological numbers can be constructed in the following way. First one notices that in addition to the trace $\tau$ inherited from the canonical trace $\text{Tr}$ on $T^d_{\theta}$:

\[
\tau(a_0 + a_1 W) = \text{Tr}(a_0)
\]

we have $2^{d-1}$ new unbounded traces on $B^d_{\theta}$ denoted $\tau_\epsilon$. They are labeled by a sequence $\epsilon = (\epsilon_1, \ldots, \epsilon_d)$ where each $\epsilon_i = 0, 1$. The traces are defined by the following formula

\[
\tau_\epsilon(a_0 + a_1 W) = 2 \phi_\epsilon(a_1)
\]

(191)

where $\phi_\epsilon$ is a linear functional on $T^d_{\theta}$ specified by the rule

\[
\phi_\epsilon(U_n) = \prod_{i=1}^{d} (-1)^{\epsilon_i n_i}.
\]

(192)

One can check that indeed the functionals $\tau_\epsilon$ satisfy the defining property of trace. One essential difference of this traces from the trace $\tau$ is that they are not positive definite.

In the commutative situation when $\theta = 0$ and $U_n = e^{in \mathbf{x}}$ the functional $\phi_\epsilon$ is nothing but the functional evaluating the value of the function at the fixed point $(\pi \epsilon_1, \ldots, \pi \epsilon_d)$.

Using these traces we can construct new invariants of projective modules over $B^d_{\theta}$:

\[
\tau_\epsilon(E) \equiv \tau_\epsilon(P)
\]

(193)

where $P$ is the projector specifying $E$. One can prove that these invariants are always integer. They are related to the numbers of D-branes “sitting at orbifold singularities”.

(Recall that any projective module $E$ over $B^d_{\theta}$ can be represented as a direct summand in a free module $(B^d_{\theta})^N$. In other words $E = P(B^d_{\theta})^N$ where $P$ is an orthogonal projection: $P^2 = P$, $P^* = P$. This projector is an element of a matrix algebra $\text{Mat}_N(B^d_{\theta})$. Any trace on the algebra $B^d_{\theta}$ gives rise when combine with a matrix trace to a trace on the matrix algebra at hand. The value of this trace on the projector $P$ is a $K$-theoretic invariant.)
In the commutative case one can relate the Chern character \( \text{ch}_G \), \( G = \mathbb{Z}_2 \) considered in the previous section with invariants \( \tau_\epsilon(E) \). Namely the invariants \( \tau_\epsilon(E) \) correspond to characters of the orbifold group representations on the fibers over fixed points in accordance with (190).

10 Literature

In the present review we did not try to provide the main text with historically correct references. Instead we concentrated on references to papers complementing the material we discuss. However in this section we will attempt to review to a certain extent the existing literature on the topics considered in the text. We apologize to those authors whose work we unintentionally forgot to mention.

The BFSS matrix model of M-theory was introduced in paper [1] and is reviewed in [4], [5], [6], [7], [8]. The IKKT matrix model of type IIB string theory was introduced in [9] and further developed in [10], [11], [12]. See [13] for a review.

The book [37] is up to date the most comprehensive textbook on noncommutative geometry. See also papers [38], [39] for recent reviews. The smooth structure on noncommutative tori, connections and Chern character were first introduced in the seminal paper [36]. Most of the standard results about noncommutative tori we have been quoting throughout the review we learned from papers [36], [14], [15], [16], [17]. See also [18] for a review of results about noncommutative tori. The results about the duality group \( SO(d,d|\mathbb{Z}) \) that governs Morita equivalence of noncommutative tori discussed in sections 5.8, 5.9 were obtained in papers [50], [51]. A duality theorem generalizing \( SO(d,d|\mathbb{Z}) \) duality was proposed in [56]. The classification of modules admitting constant curvature connections (sections 5.8, 5.9) was worked out in [51] (Appendix D) and [14]. The picture of Heisenberg modules over noncommutative tori as deformed vector bundles (section 5.10) and its relation with Morita equivalence induced duality was developed in [57], [58], [59], [60].

Compactification of M(atrix) Theory on noncommutative tori was originally considered in [3] and further studied in the forthcoming papers [11], [12], [13], [14], [15], [16], [17]. The emergence of noncommutative geometry from the string theory point of view was understood in [78], [77], [79]. The last paper contains a number of important insights into the question and was especially influential.

A background of the kind that is used in section 4.5 was first considered in [1], [15]. The M(atrix) theory in this background was shown to lead to a noncommutative Yang-Mills theory in papers [16], [17], [18] (section 4.5). The approach to noncommutative Yang-Mills theory in terms of a limit of finite-dimensional matrices was developed in [23], [24], [25].

The BPS spectrum of Matrix theory compactified on noncommutative tori was studied in papers [28], [29], [30], [31], [32], [33], [34], [35], [36]. Our discussion is based on papers [31] (section 4.3), [32] (sections 4.4, 4.5, 4.6), [33] (sections 4.7, 4.8). Geometric quantization is reviewed in [32]. Connection between geometric quantization and topological terms in field theory was studied in [33].

Instantons in noncommutative Yang-Mills theory were first considered in [30]; see [31] for a recent review. Our elementary discussion of instantons on a noncommutative four-torus (sections 8.1, 8.2) closely follows first sections of paper [32] in which a noncommutative geometry generalization of Nahm transform was studied.

Compactification of M(atrix) theory on noncommutative toroidal orbifolds (sections 9.1
- \( [3] \) was studied in papers \([54], [55]\). Our exposition of equivariant K-theory in section \( 9.2 \) follows \([94]\). For \( d = 2 \) the invariants \([193]\) were found and there properties were studied in \([99]\). For a general case see \([54]\).

References

[1] T. Banks, W. Fischler, S. Shenker and L. Susskind, *M-Theory as a Matrix Model: A Conjecture*, Phys. Rev. D55 (1997) 5112, [hep-th/9610043].

[2] N. Ishibashi, H. Kawai, I. Kitazawa, and A. Tsuchiya, *A large-N reduced model as superstring*, Nucl. Phys. B492 (1997) pp. 467-491; [hep-th/9612115].

[3] A. Connes, M. Douglas and A. Schwarz, *Noncommutative geometry and Matrix theory: compactification on tori*, JHEP 02(1998)003; [hep-th/9711162].

[4] T. Banks, *Matrix Theory*, Nucl.Phys.Proc.Suppl. 67 (1998) 180-224; [hep-th/9710231].

[5] T. Banks, *TASI Lectures on Matrix Theory*, [hep-th/9911068].

[6] D. Bigatti and L. Susskind, *Review of Matrix Theory*, [hep-th/9712072].

[7] W. Taylor, *Lectures on D-branes, Gauge Theory and M(atrix)*, [hep-th/9801182].

[8] W. Taylor, *The M(atrix) model of M-theory*, [hep-th/0002010].

[9] D. Bigatti, *Non-commutative spaces in physics and mathematics*, Class. Quant. Grav. 17 (2000) 3403-3428; [hep-th/0006012].

[10] L. Brink, J. Scherk and J. Schwarz, *Supersymmetric Yang-Mills theories*, Nucl. Phys. B121 (1977) 77-92.

[11] A. Schild, Phys. Rev. D16 (1977) 1722.

[12] P. Deligne, P. Etingof, D. S. Freed (eds.) *Quantum field theory for mathematicians, Vol. I, II*, AMS (1999).

[13] Tom Banks, Nathan Seiberg and Stephen Shenker, *Branes from Matrices*, Nucl. Phys. B490 (1997) 91-106; [hep-th/9612157].

[14] M. Li, *Strings from IIB matrices*, Nucl. Phys. B499 (1997) 149-158; [hep-th/9612222].

[15] H. Aoki, S. Iso, H. Kawai, Y. Kitazawa, T. Tada, A. Tsuchiya, *IIB Matrix Model*, Prog.Theor.Phys.Suppl. 134 (1999) 47-83; [hep-th/9908038].

[16] M. Fukuma, H. Kawai, Y. Kitazawa, A. Tsuchiya, *String Field Theory from IIB Matrix Model*, Nucl.Phys. B510 (1998) 158-174; [hep-th/9705128].

[17] H. Aoki, S. Iso, H. Kawai, Y. Kitazawa, T. Tada, *Space-Time Structures from IIB Matrix Model*, Prog.Theor.Phys. 99 (1998) 713-746; [hep-th/9802085].

[18] H. Aoki, N. Ishibashi, S. Iso, H. Kawai, Y. Kitazawa and T. Tada, *Noncommutative Yang-Mills in IIB Matrix Model*, [hep-th/9908141].
[19] Satoshi Iso, Hikaru Kawai, Yoshihisa Kitazawa, Bi-local Fields in Noncommutative Field Theory, Nucl.Phys. B576 (2000) 375-398; hep-th/0001027.
[20] M. Claudson and M. B. Halpern, Nucl. Phys. B250 (1985) 689.
[21] S. Sethi and M. Stern, D-brane bound state redux, hep-th/9705046.
[22] G. Moore, N. Nekrasov and S. Shatashvili, D-particle bound states and generalized instantons, Commun. Math. Phys. 209 (2000) 77-95; hep-th/9803269.
[23] M. B. Green and M. Gutperle, D-particle bound states and the D-instanton measure, JHEP 01 (1998) 005; hep-th/9711107.
[24] M. B. Green and M. Gutperle, D-instanton partition functions, Phys. Rev. D58 (1998) 0460007; hep-th/9804123.
[25] M. Porrati and A. Rozenberg, Bound states at threshold in supersymmetric quantum mechanics, hep-th/9708119.
[26] V. G. Kac and A. V. Smilga, Normalized vacuum states in $N = 4$ supersymmetric quantum mechanics with any gauge group, hep-th/9908096.
[27] M. Halpern and C. Schwartz, Asymptotic search for ground states of SU(2) Matrix theory , Int. J. Mod. Phys. A13 (1998) 4367-4408; hep-th/9712133.
[28] B. de Wit, J. Hoppe and H. Nicolai, Supermembrane is unstable, Nucl. Phys. B305 (1998) 545.
[29] A. Konechny, On asymptotic Hamiltonian for SU(N) Matrix Theory, JHEP 10 (1998) 018; hep-th/9805046.
[30] J. Plefka, M. Serone and A. Waldron, The Matrix Theory S-matrix, Phys. Rev. Lett. 81 (1998) 2866-2869; hep-th/9806081.
[31] J. Plefka, M. Serone and A. Waldron, D=11 SUGRA as the low energy effective action of Matrix Theory: three form scattering, hep-th/9809070.
[32] R. Helling, J. Plefka, M. Serone and A. Waldron, Three Graviton Scattering in M-Theory, Nucl.Phys. B559 (1999) 184-204; hep-th/9905183.
[33] W. Taylor D-brane field theory on compact spaces, Phys. Lett. B394 (1997) 283-287; hep-th/9611042.
[34] O. Ganor, S. Ramgoolam and W. Taylor D-branes fluxes and duality , Nucl. Phys. B492 (1997) 191-204; hep-th/9611203.
[35] J. E. Moyal, Quantum mechanics as a statistical theory, Proc. Cambridge Phil. Soc. 45 (1949), 99-124.
[36] A. Connes, C$^*$ algèbres et géométrie differentielle, C. R. Acad. Sci. Paris, Ser. A-B, 290, 1980.
[37] A. Connes, Noncommutative geometry, Academic Press 1994.
[38] A. Connes, Noncommutative geometry year 2000, math.QA/0011193.
[39] A. Connes, *A short survey of noncommutative geometry*, J. Math. Phys. 41 (2000) 3832-3866; [hep-th/0003006](http://arxiv.org/abs/hep-th/0003006).

[40] M. Rieffel, *Noncommutative tori - a case study of non-commutative differentiable manifolds*, Contemp. Math. 105 (1990) 191-211.

[41] M. Rieffel, *C*-algebras associated with irrational rotations, Pacific. Jr. of Math. Vol. 93, No. 2 (1981) 415-429.

[42] M. Rieffel, *Projective modules over higher-dimensional non-commutative tori*, Can. J. Math., Vol. XL, No. 2 (1988) 257-338.

[43] M. Rieffel and A. Schwarz, *Morita equivalence of multidimensional noncommutative tori*, Int. J. of Math. 10 (2) (1999) 289, [math.QA/9803057](http://arxiv.org/abs/math.QA/9803057).

[44] A. Astashkevich and A. Schwarz, *Projective modules over noncommutative tori: classification of modules with constant curvature connection*, to appear in Jr. of Operator Theory; [math.QA/9904139](http://arxiv.org/abs/math.QA/9904139).

[45] A. Connes and M. Rieffel, *Yang-Mills for non-commutative two-tori*, Contemp. Math. 62 (1987) 237-265.

[46] M. V. Pimsner and D. Voiculescu, *Exact sequences for K-groups and Ext-groups of certain crossed-product C*-algebras*, J. Operator Theory 4 (1980) 93-118.

[47] G. A. Elliott, *On the K-theory of the C*-algebra generated by a projective representation of a torsion-free discrete abelian group*, in *Operator Algebras and Group representations*, Vol. 1, Pitman, London, 1984, pp. 159-164.

[48] P. van Baal, *A simple construction of twist eating solutions*, J. Math. Phys. 27 no. 2 (1986).

[49] J. Igusa, *Theta functions*, Springer, 1972.

[50] A. Schwarz, *Morita equivalence and duality*, Nucl. Phys. B534 (1998) pp. 720-738; [hep-th/9805034](http://arxiv.org/abs/hep-th/9805034).

[51] A. Konechny and A. Schwarz, *BPS states on noncommutative tori and duality*, Nucl. Phys. B550 (1999) 561-584; [hep-th/9811159](http://arxiv.org/abs/hep-th/9811159).

[52] A. Konechny and A. Schwarz, *Supersymmetry algebra and BPS states of M(atrix) theory on noncommutative tori*, Physics Letters B 453 (1999) 23-29, [hep-th/9901077](http://arxiv.org/abs/hep-th/9901077).

[53] A. Konechny and A. Schwarz, *1/4-BPS states on noncommutative tori*, JHEP 09 (1999) 030; [hep-th/9907008](http://arxiv.org/abs/hep-th/9907008).

[54] A. Konechny and A. Schwarz, *Compactification of M(atrix) theory on noncommutative toroidal orbifolds*, Nucl. Phys. B591 (2000) 667-684; [hep-th/9912183](http://arxiv.org/abs/hep-th/9912183).

[55] A. Konechny and A. Schwarz, *Moduli spaces of maximally supersymmetric solutions on noncommutative tori and noncommutative orbifolds*, JHEP 09 (2000) 005, [hep-th/0005174](http://arxiv.org/abs/hep-th/0005174).

[56] A. Schwarz, *Noncommutative supergeometry and duality*, [hep-th/9912212](http://arxiv.org/abs/hep-th/9912212).
[57] B. Pioline and A. Schwarz, *Morita equivalence and T-duality (or B versus Θ)*, JHEP 08 (1999) 021; [hep-th/9908019](http://arxiv.org/abs/hep-th/9908019).

[58] P. M. Ho, *Twisted bundle on quantum torus and BPS states in Matrix theory*, [hep-th/9803166](http://arxiv.org/abs/hep-th/9803166).

[59] P.-M. Ho and Y.-S. Wu, *Noncommutative Gauge Theories in Matrix Theory*, Phys.Rev. D58 (1998) 066003; [hep-th/9801147](http://arxiv.org/abs/hep-th/9801147).

[60] P.-M. Ho, Y.-Y. Wu and Y.-S. Wu, *Towards a Noncommutative Geometric Approach to Matrix Compactification*, Phys.Rev. D58 (1998) 026006; [hep-th/9712201](http://arxiv.org/abs/hep-th/9712201).

[61] D. B. Fairlie, P. Fletcher and C. K. Zachos, *Trigonometric structure constants for new infinite-dimensional algebras*, Phys. Lett. B218 (1989) 203-206.

[62] D. B. Fairlie and C. K. Zachos, *Infinite-dimensional algebras, sine brackets, and SU(∞)*, Phys. Lett. B224 (1989) 101-107.

[63] D. B. Fairlie, P. Fletcher and C. K. Zachos, *Infinite-dimensional algebras and a trigonometric basis for the classical Lie algebras*, J. Math. Phys. 31 (1990) 1088-1094.

[64] M. Bordemann, E. Meinrenken and M. Schlichenmaier, *Toeplitz Quantization of Kähler Manifolds and gl(N) N → ∞*, Commun.Math.Phys. 165 (1994) 281-296; [hep-th/9309134](http://arxiv.org/abs/hep-th/9309134).

[65] C. Hofman and E. Verlinde, *U-Duality of Born-Infeld on the Noncommutative Two-Torus*, JHEP 12 (1998) 010; [hep-th/9810116](http://arxiv.org/abs/hep-th/9810116).

[66] C. Hofman and E. Verlinde, *Gauge bundles and Born-Infeld on the noncommutative torus*, [hep-th/9810219](http://arxiv.org/abs/hep-th/9810219).

[67] B. Morariu and B. Zumino *Super Yang-Mills on the noncommutative torus*, [hep-th/9807198](http://arxiv.org/abs/hep-th/9807198).

[68] D. Brace, B. Morariu and B. Zumino, *Dualities of the Matrix model from T-duality of the type II string*, [hep-th/9810099](http://arxiv.org/abs/hep-th/9810099).

[69] D. Brace, B. Morariu and B. Zumino, *T-duality and Ramond-Ramond Backgrounds in the Matrix Model*, [hep-th/9811213](http://arxiv.org/abs/hep-th/9811213).

[70] D. Brace and B. Morariu, *A Note on the BPS Spectrum of the Matrix Model*, JHEP 02 (1999) 004; [hep-th/9810185](http://arxiv.org/abs/hep-th/9810185).

[71] M. Douglas and C. Hull, *D-Branes and the noncommutative torus*, JHEP 02 (1998) 008; [hep-th/9711163](http://arxiv.org/abs/hep-th/9711163).

[72] Y.-K. E. Cheung and M. Krogh, *Noncommutative geometry from 0-branes in a background B-field*, Nucl. Phys. B528 (1998) 185.

[73] T. Kawano and K. Okuyama, *Matrix theory on noncommutative torus*, Phys. Lett. B433 (1998) 29; [hep-th/9803044](http://arxiv.org/abs/hep-th/9803044).

[74] M. Li, *Comments on supersymmetric Yang-Mills theory on a noncommutative torus*, [hep-th/9802052](http://arxiv.org/abs/hep-th/9802052).
[75] M. Berkooz, *Non-local field theories and the noncommutative torus*, Phys. Lett. B430 (1998) 237-241; hep-th/9802069.

[76] R. Casalbuoni, *Algebraic treatment of compactification on noncommutative tori*, Phys. Lett. B431 (1998) 69-72; Phys.Lett. B431 (1998) 69-72; hep-th/9801170.

[77] C. Chu and P.-M. Ho, *Constrained quantization of open string in background B field and noncommutative D-brane*, hep-th/9906192.

[78] V. Schomerus, *D-branes and deformation quantization*, JHEP 06 (1999) 030; hep-th/9903203.

[79] N. Seiberg and E. Witten, *String Theory and Noncommutative Geometry*, JHEP 9909 (1999) 032; hep-th/9908142.

[80] N. Nekrasov and A. Schwarz, *Instantons on noncommutative R^4 and (2,0) superconformal six dimensional theory*, hep-th/9802068.

[81] N. Nekrasov, *Trieste lectures on solitons in noncommutative gauge theories*, hep-th/0011095.

[82] A. Astashkevich, N. Nekrasov and A. Schwarz, *On noncommutative Nahm transform*, Commun.Math.Phys. 211 (2000) 167-182; hep-th/9810147.

[83] O. J. Ganor, A. Yu. Mikhailov and N. Saulina, *Constructions of Non Commutative Instantons on T^4 and K_3*, Nucl. Phys. B591 (2000) 547-583; hep-th/0007236.

[84] A. Fayyazuddin, Y. Makeenko, P. Olesen, D.J. Smith, K. Zarembo, *Towards a Non-perturbative Formulation of IIB Superstrings by Matrix Models*, Nucl.Phys. B499 (1997) 159-182; hep-th/9703038.

[85] J. Ambjorn, Y.M. Makeenko, J. Nishimura, R.J. Szabo, *Finite N Matrix Models of Noncommutative Gauge Theory*, JHEP 11 (1999) 029; hep-th/9911041.

[86] J. Ambjorn, Y.M. Makeenko, J. Nishimura, R.J. Szabo, *Nonperturbative Dynamics of Noncommutative Gauge Theory*, Phys.Lett. B480 (2000) 399-408; hep-th/0002158.

[87] J. Ambjorn, Y.M. Makeenko, J. Nishimura, R.J. Szabo, *Lattice Gauge Fields and Discrete Noncommutative Yang-Mills Theory*, JHEP 05 (2000) 023; hep-th/0004147.

[88] G. Landi, F. Lizzi, R.J. Szabo, *String Geometry and the Noncommutative Torus*, Commun. Math. Phys. 206 (1999) 603-637; hep-th/9806099.

[89] F. Lizzi and R. J. Szabo, *Noncommutative Geometry and String Duality*, hep-th/9904064.

[90] M. Douglas, *D-branes and discrete torsion*, hep-th/9807233.

[91] N.A. Obers and B. Pioline, *U-duality and M-Theory*, hep-th/9809039.

[92] A.A. Kirillov, *Geometric Quantization*, Encyclopedia of Mathematical Sciences, Vol. 4, p. 230.

[93] K. Gawedzki, *Gauge field periodic vacua and geometric quantization*, unpublished.
[94] P. Baum and A. Connes, *Chern character for discrete groups*, A Fête of Topology, Academic Press, Boston, MA, 1988, 163-232.

[95] E. Witten, *D-branes and K-theory*, JHEP 9812 (1998) 019; hep-th/9810188.

[96] D-E. Diaconescu, M. Douglas and J. Gomis, *Fractional branes and wrapped branes*, JHEP 9802 013 (1998); hep-th/9712230.

[97] Z. Guralnik and S. Ramgoolam, *Torons and D-brane bound states*, hep-th/9702099.

[98] C. Farsi and N. Watling, Math. Ann. 296 (1993), no. 4, 739-741.

[99] S. G. Walters, *Projective modules over the noncommutative sphere*, J. London Math. Soc. (2) 51 (1995) 589-602; *Chern characters of Fourier modules*, Can. J. Math (1999), 39 pages (to appear); *K-theory of noncommutative spheres arising from the Fourier automorphism*, preprint (1999), 38 pages.

[100] A.V. Belitsky, S. Vandoren and P. van Nieuwenhuizen, *Yang-Mills- and D-instantons*, Class. Quant. Grav. 17 (2000) 3521-3570; hep-th/0004186.