STEIN’S METHOD OF EXCHANGEABLE PAIRS FOR ABSOLUTELY CONTINUOUS, UNIVARIATE DISTRIBUTIONS WITH APPLICATIONS TO THE POLYA URN MODEL

CHRISTIAN DÖBLER

ABSTRACT. We propose a way of finding a Stein type characterization of a given absolutely continuous distribution $\mu$ on $\mathbb{R}$ which is motivated by a regression property satisfied by an exchangeable pair $(W, W')$ where $\mathcal{L}(W)$ is supposed or known to be close to $\mu$. We also develop the exchangeable pairs approach within this setting. This general procedure is then specialized to the class of Beta distributions and as an application, a convergence rate for the relative number of drawn red balls among the first $n$ drawings from a Polya urn is computed.

1. Introduction

Since its introduction in [Ste72] in 1972 Stein’s method has become a very famous and useful tool for proving distributional convergence. One of its main advantages is, that it usually automatically yields a concrete error bound for various distributional distances. Being first only developed for normal approximation, it was observed by several authors, that Stein’s technique of characterizing operators is by no means restricted to the normal distribution (see, e.g. [Che75] for the Poisson distribution, [Ste86] and [SDHR04] for absolutely continuous distributions on $\mathbb{R}$). Highly recommendable accounts of Stein’s method are the books [CGS11] for the normal approximation and [BC05] for a general introduction into the method.

In this paper we consider an absolutely continuous distribution $\mu$ on $(\mathbb{R}, \mathcal{B})$ with density function $p$ and corresponding distribution function $F$. Let $-\infty \leq a < b \leq \infty$ be extended real numbers, such that $\text{supp}(\mu) \subseteq [a, b]$ and such that for each choice of real numbers $a' > a$ and $b' < b$ we have that $\text{supp}(\mu) \nsubseteq [a', b]$ and $\text{supp}(\mu) \nsubseteq (a, b')$, i.e. if $a$ is real, then it is the left endpoint of the support of $\mu$ and if $b$ is real it is the right endpoint of $\text{supp}(\mu)$. Here and in what follows, the closing operation is with respect to the usual topology on $\mathbb{R}$. If the density $p$ is positive on $(a, b)$ and absolutely continuous on every compact subinterval of $(a, b)$, then the so called density approach
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within Stein’s method gives a Stein identity and even a Stein characterization for $\mu$ (see [SDHR04], [CST11] or [CGS11]). In short, a real valued random variable $X$ has distribution $\mu$ if and only if for each function $f$ in a suitable class $F$ we have

$$E[f'(X) + \psi(X)f(X)] = 0,$$

where $\psi(x) := \frac{d}{dx}\log p(x)$ is the logarithmic derivative of $p$. For a given Borel-measurable test function $h$ with $\int_{\mathbb{R}}|h(x)|d\mu(x) < \infty$ this characterization motivates the so called Stein’s equation

$$f'(x) + \psi(x)f(x) = h(x) - \mu(h),$$

to be solved for $f$, where we write $\mu(h)$ for $\int_{\mathbb{R}}h(x)d\mu$. It turns out, that a solution $f_h$ to (2) on $(a,b)$ is given by

$$f_h(x) := \frac{1}{p(x)}\int_{-\infty}^{x} (h(y) - \mu(h))p(y)dy = -\frac{1}{p(x)}\int_{x}^{\infty} (h(y) - \mu(h))p(y)dy$$

and that, if $f_h$ is bounded and $\frac{1}{p}$ is unbounded on $(a,b)$, then $f_h$ is the only bounded solution on $(a,b)$. For general properties of the solutions $f_h$ see [CS11] or [CGS11]. Note that for general Borel-measurable $h$ it cannot be expected that there exists a solution $f$ which is differentiable on all of $(a,b)$ and satisfies (2) pointwise. Thus, a solution is understood to be an almost everywhere differentiable and Borel-measurable function which satisfies (2) at all points $x \in (a,b)$ where it is in fact differentiable and contrary to the usual convention, at the remaining points $x \in (a,b)$ one defines $f'(x) := -\psi(x) + h(x) - \mu(h)$. This yields a Borel-measurable function $f'$ on $(a,b)$ such that (2) holds for each $x \in (a,b)$.

In order to understand the exchangeable pairs technique in the framework of the density approach it might be helpful to recall the exchangeable pairs method in the situation of normal approximation. This method, which was first presented in Stein’s monograph [Ste86], is a cornerstone of Stein’s method of normal approximation and is still the most frequently used coupling. This is due to the wide applicability of standard couplings like the Gibbs sampler or making one time step in a reversible Markov chain, which generally yield exchangeable pairs. By definition, an exchangeable pair is a pair $(W, W')$ of random variables, defined on a common probability space, such that their joint distribution is symmetric, i.e. such that $(W, W') \overset{D}{=} (W', W)$. In [Ste86], in order to show that a given real-valued random variable $W$ is approximately standard normally distributed, Stein proposes the construction of another random variable $W'$, a small random perturbation of $W$, on the
same space as $W$ such that $(W, W')$ forms an exchangeable pair and additionally the following linear regression property holds:

$$E[W' - W | W] = -\lambda W$$

Here, $\lambda \in (0, 1)$ is a constant which is typically close to zero for conveniently chosen $W'$. If this condition is satisfied, then the distributional distance of $\mathcal{L}(W)$ to $N(0, 1)$ can be efficiently bounded in various metrics, including the Kolmogorov and Wasserstein metrics (see, e.g. [Ste86], [CS05] or [CGS11] for the common “plug-in theorems”).

The range of examples to which this technique could be applied was considerably extended by the work [RR97] of Rinott and Rotar who proved normal approximation theorems allowing the linear regression property to be satisfied only approximately. Specifically, they assumed the existence of a random quantity $R$, which is dominated by $\lambda W$ in size, such that

$$E[W' - W | W] = -\lambda W + R.$$  

Note, that necessarily $R$ is $\sigma(W)$-measurable and that unlike condition (4), condition (5) is not a true condition on the pair $(W, W')$ since we can always define $R := E[W' - W | W] + \lambda W$ for each given constant $\lambda > 0$. However, the “plug-in theorems” in [RR97], [SS06] or [CGS11] clarify that $R$ has to be of smaller order than $\lambda$ in order to yield useful bounds. Since $W$ is supposed to have a “true” distributional limit, it follows that both, $\lambda$ and $R$, are at least asymptotically unique (see also the introduction of [RR09] for the discussion of this topic). When dealing with our possibly non-normal distribution $\mu$, the question is what condition to substitute for the linear regression property (4) or (5). This question was successfully answered independently by Eichelsbacher and Löwe in [EL10] and by Chatterjee and Shao in [CS11]. They pointed out, that in this more general setting the appropriate regression property is

$$E[W' - W | W] = \lambda \psi(W) + R,$$

where, again $\lambda > 0$ is constant and $R$ is of smaller order than $\lambda \psi(W)$. In order to give a flavour of the resulting “plug-in theorems”, we present parts of Theorem 2.4 from [EL10].

**Theorem 1.1.** Let the density $p$ be positive and absolutely continuous on $(a, b)$. Suppose that there exist positive real constants $c_1, c_2$ and $c_3$ such that for any Lipschitz-continuous function $h : (a, b) \rightarrow \mathbb{R}$ with minimal Lipschitz constant $\|h'\|_\infty$, the solution $f_h$ given by (3) satisfies
\[ \| f_h \|_\infty \leq c_1 \| h \|_\infty, \quad \| f'_h \|_\infty \leq c_2 \| h' \|_\infty \quad \text{and} \quad \| f''_h \|_\infty \leq c_3 \| h' \|_\infty, \]

where, for a function \( f : (a, b) \to \mathbb{R} \) we let \( \| f \|_\infty \) be its essential supremum norm.

Then, for any exchangeable pair \((W, W')\) satisfying condition (6) we have

\[ \begin{align*}
|E[h(W)] - \mu(h)| & \leq \| h' \|_\infty \left( c_2 E \left[ \left| 1 - \frac{1}{2\lambda} E[(W - W')^2 | W] \right| \right] + \frac{c_3}{4\lambda} E[|W' - W|^3] + \frac{c_1}{\lambda} \sqrt{E[R^2]} \right).
\end{align*} \]

The third term of the bound (7) reveals that, in fact, \( R \) must be of smaller order than \( \lambda \) in order for the bound to be useful and from the second term we conclude that \( \lambda \) should such that \( E[(W' - W)^2] \approx 2\lambda \). The first term appearing in the bound on the right hand side of (7) is usually interpreted such, that the random variable \( E[(W' - W)^2 | W] / 2\lambda \) must “obey a law of large numbers” to obtain decreasing bounds. Bounding this term is often decisive for the success of applying Theorem 1.1.

Having discussed the method of exchangeable pairs within the density approach, we now address the problem, that condition (6) with negligible remainder term \( R \) is in some examples not satisfied by an exchangeable pair, which, however, appears natural to us for our approximation problem. For example, in many situations where the exchangeable pair \((W, W')\) is constructed via the Gibbs sampler, we have a regression property of the form

\[ E[W' - W|W] = \lambda \left( -c(W - E[Z]) \right) + R, \]

where \( \lambda, c > 0 \) are constants (the reason why \( \lambda \) and \( c \) are not subsumed into a single constant will become clear later on) and where, again, \( R \) is a negligible remainder. Here, again \( Z \sim \mu \). Following the theory of the paper [CS11], condition (8) suggests approximating \( W \) with a normal distribution with mean \( E[Z] \) and variance \( \frac{1}{c} \). But there are situations, where the exchangeable pair \((W, W')\) is good, meaning that the difference \( |W' - W| \) is “small”, condition (8) is satisfied and where we know that \( W \) is approximately distributed as a non-normal random variable \( Z \sim \mu \) and so the normal approximation is inappropriate. In general, this either means that the above discussed law of large numbers cannot hold or that the resulting error term \( R \) in (6) is not negligible. These observations motivate a new version of Stein’s method, that allows for a more general regression property.

Suppose, that an appropriately chosen exchangeable pair \((W, W')\) satisfies the following general regression property:
(9) \[ E[W' - W|W] = \lambda \gamma(W) + R, \]

where \( \lambda > 0 \) is constant, \( \gamma \) is a measurable function, whose domain contains \((a,b)\) and will be discussed further below and where \( R \) is a negligible remainder term. We will see, that it will be advantageous if the term \( \gamma(x) \cdot g(x) \) appears in the “new” Stein equation. So we make the following ansatz for the Stein identity:

(10) \[ E[\eta(Z)g'(Z) + \gamma(Z)g(Z)] = 0, \]

where \( \eta \) is another function which still has to be found.

Starting from the Stein identity (10) our aim is to identify the function \( \eta \). If this approach is succesful, the Stein equation corresponding to a meaurable function \( h \) will be

(11) \[ \eta(x)g'(x) + \gamma(x)g(x) = h(x) - \mu(h). \]

Let \( f_h \) be the solution (3) to the equation (2). For the solution \( g_h \) of (11) we make the ansatz \( g_h(x) = \alpha(x)f_h(x) \) for some (sufficiently smooth) function \( \alpha \). We will always let \( \tilde{h} := h - \mu(h) \) and obtain

\[
\begin{align*}
\eta(x)g_h'(x) &= \eta(x)(\alpha'(x)f_h(x) + \alpha(x)f_h'(x)) \\
&= \eta(x)\alpha'(x)f_h(x) + \eta(x)\alpha(x)(\tilde{h}(x) - \eta(x)\psi(x)f_h(x)) \\
&= \eta(x)\alpha'(x)f_h(x) + \eta(x)\alpha(x)\tilde{h}(x) - \eta(x)\psi(x)g_h(x) \\
&= \tilde{h}(x) - \gamma(x)g_h(x).
\end{align*}
\]

(12)

For this identity to hold, irrespective of the test function \( h \), it must be the case that \( \alpha(x) = \frac{1}{\eta(x)} \) (particularly \( \eta \) must be differentiable at least almost everywhere) and hence

(13) \[ \alpha'(x) = -\frac{\eta'(x)}{\eta(x)^2} = -\frac{\eta'(x)}{\eta(x)} \alpha(x). \]

Plugging this into (12) we obtain

\[ \eta(x)g_h'(x) = -\eta'(x)g_h(x) - \eta(x)\psi(x)g_h(x) + \tilde{h}(x). \]

This equals \( \tilde{h}(x) - \gamma(x)g_h(x) \) if and only if \( \eta \) satisfies the ordinary differential equation
\begin{equation}
\eta'(x) = \gamma(x) - \psi(x)\eta(x).
\end{equation}

This is a first order linear differential equation, which can of course be solved explicitly by the method of variation of the constant. It turns out, that the right solution is given by
\begin{equation}
\eta(x) = \frac{1}{p(x)} \int_a^x \gamma(t)p(t)\,dt,
\end{equation}
at least, if \(\int_a^b |\gamma(t)|p(t)\,dt = E[|\gamma(Z)|] < \infty\). But this is a very natural condition to hold, since the function \(\gamma\) was motivated by the regression property \((9)\) and so, if the random variables \(W\) and \(W'\) are integrable we obtain that both sides of \((9)\) must be \(P\)-integrable and, in fact
\[
E[\lambda \gamma(W) + R] = E\left[ E[W' - W|W] \right] = E[W'] - E[W] = 0.
\]
Neglecting the remainder term \(R\) we thus see that \(E[\gamma(W)]\) should exist and, in fact, be close to zero. So since \(W \approx Z\) we find it reasonable that \(E[\gamma(Z)]\) exists and even equals zero. Furthermore, it is a matter of routine to check, that \(\eta\) as given in \((15)\) indeed still satisfies \((14)\). The above calculations starting with \((10)\) were rather formal but crucial for the motivation and understanding of our approach. The paper is organized in the following way. Rigorous results and the abstract theory for general \(\mu\) are presented in Section 2. These results are then further specialized to the Beta distributions in Section 3. In Section 4 the theory combined with a suitable exchangeable pairs coupling is used to prove a rate of convergence of order \(\frac{1}{n}\) in a Polya urn model (see Theorem 4.3). In Section 5 some rather lengthy or technical proofs can be found and a sufficiently general version of de l’Hôpital’s rule for merely absolutely continuous functions is provided. This result justifies all the invocations of this famous rule in the present work.
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**2. The general theory**

In this section we state the main results concerning bounds on the solution of the Stein equation \((11)\) and its first two derivatives and present a general “plug-in
theorem” within a general exchangeable pairs approach. In order to derive precise results, we have to impose conditions on the density $p$ of $\mu$ and on the coefficient $\gamma$ from (11), which was motivated by (9). In applications it might be the case that a sequence of random variables of unbounded support converges in distribution to a random variable $Z$ with bounded support. Usually Stein’s method for the distribution $\mu$ of $Z$ cannot handle such approximation problems, since the Stein equation and its solution are only defined on $(a, b)$ or $(a, b)$. However, in many practical cases, the coefficients in Stein’s equation are given by certain “analytical expressions”, which also make sense on $\mathbb{R} \setminus (a, b)$ and hence, also the Stein solution can be defined there. In order to cover these situations, too, we will have to assume a number of conditions in this section. Those readers, who are only interested in approximation problems for random sequences, whose support is contained in $(a, b)$ may restrict their attention to the relevant results. For reasons of readability most proofs are deferred to the appendix, only some short ones and the proof of Proposition 2.31 are given in this section.

In the following we always let $Z$ be a real-valued random variable with distribution $\mu$. We will always assume the following conditions on the density $p$ and the coefficient $\gamma$:

**CONDITION 2.1.** The density $p$ is positive on the interval $(a, b)$ and absolutely continuous on every compact interval $[c, d] \subseteq (a, b)$.

**CONDITION 2.2.** The function $\gamma : (a, b) \to \mathbb{R}$ is such that

(i) $\gamma$ is continuous on $(a, b)$

(ii) $\gamma$ is strictly decreasing on $(a, b)$

(iii) $\int_a^b |\gamma(t)| p(t) dt < \infty$ and in fact $E[\gamma(Z)] = \int_a^b \gamma(t) p(t) dt = 0$

(iv) There is a unique $x_0 \in (a, b)$ with $\gamma(x_0) = 0$.

**REMARK 2.3.** Note that in Condition 2.2 (iv) is actually implied by (i),(ii) and (iii) and the intermediate value theorem. Furthermore, (iv) implies that $\gamma$ is positive on $(a, x_0)$ and is negative on $(x_0, b)$.

By item (iii) in Condition 2.2 we can define the function $I : (a, b) \to \mathbb{R}$ by $I(x) := \int_x^b \gamma(t) p(t) dt$ which is continuously differentiable on $(a, b)$ if $\gamma$ satisfies Condition 2.2.

**PROPOSITION 2.4.** Under Conditions 2.1 and 2.2 the function $I$ has the following properties:

(a) $I(x) = -\int_x^b \gamma(t) p(t) dt$

(b) $I(x) > 0$ for each $x \in (a, b)$

(c) $I$ is strictly increasing on $(a, x_0)$ and strictly decreasing on $(x_0, b)$ and hence attains its global maximum at $x_0$. 

Proof. Of course, (a) is immediately implied by item (iii) from Condition 2.2. To prove (b) and (c) first observe that by (iii) we have \( \lim_{x \to a} I(x) = 0 = \lim_{x \to b} I(x) \). Furthermore, \( I'(x) = \gamma(x)p(x) \) is positive on \((a, x_0)\) and negative on \((x_0, b)\) implying the results.

We begin developing Stein’s method for the distribution \( \mu \) satisfying Condition 2.1 and the coefficient \( \gamma \) of the unknown function \( g \) in (11), which we assume to fulfill Condition 2.2. We define the function \( \eta : (a, b) \to \mathbb{R} \) by (13) and for a given Borel-measurable test function \( h \) with \( E[|h(Z)|] < \infty \) we consider the Stein equation (11). In most cases of practical interest we will have \( \lim_{x \to a} \eta(x) = 0 \) if \( a > -\infty \) so that we can define \( \eta(a) = 0 \) to obtain a function which is continuous at \( a \). The same remark holds for \( b \) (see also Proposition 2.3 down below and the discussion following it). Note that we can also write \( \eta(x) = \frac{I(x)}{p(x)} \) and so we can infer several properties of \( \eta \) from those of the function \( I \).

**Proposition 2.5.** Under Conditions 2.1 and 2.2 the function \( \eta \) has the following properties:

(a) \( \eta \) is positive on \((a, b)\), absolutely continuous on every compact subinterval \([c, d] \subseteq (a, b)\) and \( \eta'(x) = \gamma(x) - \psi(x) \eta(x) \) for \( \lambda \)-almost all \( x \in (a, b) \).

(b) \( \lim_{x \to a} \eta(x)p(x) = \lim_{x \to b} \eta(x)p(x) = 0 \)

(c) If \( \lim_{x \to a} p(x) = 0 \), then \( \lim_{x \to a} \eta(x) = \frac{\gamma(a)}{\lim_{x \to a} \psi(x)} \), if this limit exists.

(d) If \( \lim \inf_{x \to a} p(x) \in (0, \infty) \cup \{\infty\} \) then \( \lim_{x \to a} \eta(x) = 0 \)

(e) If \( \lim_{x \to b} p(x) = 0 \), then \( \lim_{x \to b} \eta(x) = \frac{\gamma(b)}{\lim_{x \to b} \psi(x)} \), if this limit exists.

(f) If \( \lim \inf_{x \to b} p(x) \in (0, \infty) \cup \{\infty\} \) then \( \lim_{x \to b} \eta(x) = 0 \)

Proof. The first part of (a) follows from the fact, that \( I \) is positive on \((a, b)\) and \( C^1 \) on \((a, b)\) and hence absolutely continuous on \([c, d]\) and that \( p \) is also absolutely continuous and bounded below by a positive constant on \([c, d]\). The rest of (a) has already been observed. Items (b), (d) and (f) follow immediately from the properties of the function \( I \) in Proposition 2.4. To prove (c), we use de l’Hôpital’s rule (see Theorem 5.1) to derive

\[
\lim_{x \to a} \eta(x) = \lim_{x \to a} \frac{I(x)}{p(x)} = \lim_{x \to a} \frac{\gamma(x)p(x)}{p'(x)} = \gamma(a) \frac{1}{\lim_{x \to a} \psi(x)}.
\]

In a similar way one can prove (e).

The following “Mill’s ratio” condition on the density \( p \) and the corresponding distribution function \( F \) is often satisfied and will yield \( \lim_{x \to a} \eta(x) = \lim_{x \to b} \eta(x) = 0 \).

**Condition 2.6.** The density \( p \) of \( \mu \) satisfies all the properties from Condition 2.1 and also the following:
(i) If \( a > -\infty \), then \( \lim_{x \downarrow a} \frac{F(x)}{p(x)} = 0 \).

(ii) If \( b < \infty \), then \( \lim_{x \uparrow b} \frac{1 - F(x)}{p(x)} = 0 \).

**Remark 2.7.** (a) Condition 2.6 is always satisfied if the density \( p \) is bounded away from zero in suitable neighbourhoods of \( a \) and \( b \).

(b) Assume that both, \( a > -\infty \) and \( b < \infty \) and that \( \lim_{x \downarrow a} p(x) = \lim_{x \uparrow b} p(x) = 0 \). Then Condition 2.6 is satisfied, if there is a \( \delta > 0 \) such that \( p \) is increasing on \((a, a + \delta)\) and decreasing on \((b - \delta, b)\). This is easily seen by the inequality

\[
F(x) = \int_{a}^{x} p(t) dt \leq p(x)(x - a),
\]

valid for \( x \in (a, a + \delta) \) and a similar one for the right end point \( b \).

(c) Suppose that \( a > -\infty \) and \( b < \infty \), that \( \lim_{x \downarrow a} p(x) = \lim_{x \uparrow b} p(x) = 0 \) and that there is a \( \delta > 0 \) such that \( p \) is convex on \((a, a + \delta)\) and on \((b - \delta, b)\). Then the assumptions of (b) and hence Condition 2.6 is satisfied. In fact, first we can extend \( p \) to a continuous and convex function on \([a, b]\) by setting \( p(a) := 0 \). Now, let \( a < x < y < a + \delta \). Then, there exists a \( \lambda \in (0, 1) \) with \( x = \lambda a + (1 - \lambda)y \) and by convexity we have:

\[
p(y) - p(x) = p(y) - p(\lambda a + (1 - \lambda)y) \geq p(y) - \lambda p(a) - (1 - \lambda)p(y)
\]

\[
= \lambda p(y) > 0
\]

Thus, \( p \) is strictly increasing on \((a, a + \delta)\). Similarly, one shows, that \( p \) is strictly decreasing on \((b - \delta, b)\), if \( p \) is convex there.

(d) If \( p \) is analytic at \( a \) and \( b \), then Condition 2.6 is also satisfied. Indeed, if there is an \( r > 0 \) such that \( p(x) = \sum_{k=0}^{\infty} c_k (x - a)^k \) for all \( x \in (a, a + r) \), then the function \( f : (a - r, a + r) \to \mathbb{R} \) with \( f(x) := \sum_{k=0}^{\infty} c_k (x - a)^k \) is well-defined. Let \( n_0 := \min\{k \geq 0 \mid c_k \neq 0\} \). Then \( n_0 < \infty \) since \( \text{supp}(\mu) = (a, b) \). If \( n_0 = 0 \) and hence \( f(a) = c_0 = \lim_{x \downarrow a} p(x) \neq 0 \), then there is nothing to show. Otherwise, we have

\[
p(x) = (x - a)^{n_0} \sum_{k=n_0}^{\infty} c_k (x - a)^{k-n_0}
\]

and

\[
p'(x) = (x - a)^{n_0-1} \sum_{k=n_0}^{\infty} k c_k (x - a)^{k-n_0}
\]

for \( x \in (a, a + r) \) and hence, by de l’Hôpital’s rule

\[
\lim_{x \downarrow a} \frac{F(x)}{p(x)} = \lim_{x \downarrow a} \frac{p(x)}{p'(x)} = \lim_{x \downarrow a} \frac{\sum_{k=n_0}^{\infty} c_k (x - a)^{k-n_0}}{\sum_{k=n_0}^{\infty} k c_k (x - a)^{k-n_0}} = \frac{c_{n_0}}{n_0 c_{n_0}} \lim_{x \downarrow a} (x - a) = 0.
\]

\( \Box \)

The following proposition provides the announced result.
Proposition 2.8. Assume Condition 2.6. Then the function \( \eta \) vanishes at the finite end points of the support \((a, b)\) of \( \mu \), i.e. if \( a > -\infty \), then \( \lim_{x \searrow a} \eta(x) = 0 \) and if \( b < \infty \), then \( \lim_{x \nearrow b} \eta(x) = 0 \). Hence, we may extend \( \eta \) to a continuous function on \((a, b)\) by letting \( \eta(a) := \eta(b) := 0 \).

Proof. Suppose, that \( a > -\infty \). Then, by the positivity of \( I \) and the monotonicity of \( \gamma \), for \( a < x < b \):

\[
0 < I(x) = \int_a^x \gamma(t)p(t)dt < \gamma(a) \int_a^x p(t)dt = \gamma(a)F(x)
\]

Hence,

\[
0 \leq \liminf_{x \searrow a} \eta(x) \leq \limsup_{x \searrow a} \eta(x) = \limsup_{x \searrow a} \frac{I(x)}{p(x)} \leq \gamma(a) \lim_{x \searrow a} \frac{F(x)}{p(x)} = 0,
\]

so that \( \lim_{x \searrow a} \eta(x) = 0 \). The proof of \( \lim_{x \nearrow b} \eta(x) = 0 \) for finite \( b \) is similar by using the representation \( I(x) = -\int_x^b \gamma(t)p(t)dt \) and is therefore omitted. \( \square \)

From our above heuristic calculations we know that the function \( g_h : (a, b) \to \mathbb{R} \) with

\[
g_h(x) := \frac{1}{p(x)\eta(x)} \int_a^x (h(t) - \mu(h))p(t)dt
\]

solves the Stein equation (11) for \( x \in (a, b) \). This can also be proved directly by differentiation and the formula for \( g_h \) could also be derived by the method of variation of the constant using the fact that \( \log(p \cdot \eta) \) is a primitive function of \( \frac{\gamma}{\eta} \), which follows from (14). If we can show that \( g_h \) is bounded, then it will immediately follow from Proposition 2.5 (a) that \( g_h \) is the only bounded solution of (11), since the solutions of the corresponding homogeneous equation are constant multiples of \( \frac{1}{p \eta} \).

Since we do not exclude approximating random variables which take on the values \( a \) or \( b \), we show that the solution \( g_h \) can be extended continuously to \( a \) and \( b \), if \( h \) is continuous there. By the properties of the function \( I = p\eta \) on \((a, b)\), from Proposition 2.5 the continuity of \( \gamma \) and by de l’Hôpital’s rule (see Theorem 5.1) we have

\[
\lim_{x \searrow a} g_h(x) = \lim_{x \searrow a} \frac{\int_a^x \tilde{h}(t)p(t)dt}{I(x)} = \lim_{x \searrow a} \frac{\tilde{h}(x)p(x)}{\gamma(x)p(x)} = \lim_{x \searrow a} \frac{\tilde{h}(x)}{\gamma(x)} = \frac{\tilde{h}(a)}{\gamma(a)}
\]
and, similarly, \( \lim_{x \to b} g_h(x) = \frac{\tilde{h}(b)}{\gamma(b)} \), if \( h \) is continuous at \( a \) and \( b \). Thus, we can conclude the following proposition.

**Proposition 2.9.** Assume Conditions 2.1 and 2.2 and let \( h : \mathbb{R} \to \mathbb{R} \) be a Borel-measurable test function with \( E[|h(Z)|] < \infty \) and being continuous at \( a \) and \( b \). Then the Stein solution \( g_h \) as defined above may be extended to a continuous function on \( \mathbb{R} \) by letting

\[
g_h(a) := \frac{h(a) - \mu(h)}{\gamma(a)} \quad \text{and} \quad g_h(b) := \frac{h(b) - \mu(h)}{\gamma(b)}.
\]

As is typical for Stein’s method, its success within the applications considerably depends on good bounds on the solutions \( g_h \) and their derivative(s), generally uniformly over some given class \( \mathcal{H} \) of test functions \( h \).

The next step will be to prove such bounds. It has to be mentioned that we cannot expect to derive concrete good bounds in full generality, but that sometimes further conditions have to be imposed either on the distribution \( \mu \) (e.g. through the density \( p \)) or on the coefficient \( \gamma \). Nevertheless, we will derive bounds involving functional expressions which can a posteriori be simplified, computed or further bounded for concrete distributions. So our abstract viewpoint will pay off. Moreover, some of our bounds will actually hold in complete generality.

The next Proposition contains a bound for the solutions \( g_h \) for bounded and Borel-measurable test functions \( h \).

**Proposition 2.10.** Assume Conditions 2.1 and 2.2 and let \( m \) be a median for \( \mu \). Then, for \( h : (a, b) \to \mathbb{R} \) Borel-measurable and bounded we have

\[
\|g_h\|_\infty \leq \frac{\|h - \mu(h)\|_\infty}{2I(m)} = \frac{\|h - \mu(h)\|_\infty}{2 \int_m^a \gamma(t)p(t)dt}.
\]

The proof is deferred to the appendix. The following corollary specializes this result to the case that \( \gamma(x) = -c(x - E[Z]) \) and that \( \mu \) is symmetric with respect to its median, which is then equal to its expected value \( E[Z] \), that is \( Z - m \overset{D}{=} m - Z \).

**Corollary 2.11.** In addition to Conditions 2.1 and 2.2 assume that the distribution \( \mu \) is symmetric with respect to \( m = E[Z] \) and that \( \gamma(x) = -c(x - E[Z]) \) for some positive constant \( c \). Then for each bounded and Borel-measurable test function \( h : (a, b) \to \mathbb{R} \) we have

\[
\|g_h\|_\infty \leq \frac{\|h - \mu(h)\|_\infty}{cE[|Z - m|]}
\]
Proof. In this case we clearly have \( I(m) = \frac{\alpha}{2}E[|Z-m|] \) which implies the result by Proposition 2.10.

In the case that \( \mu = N(0,1) \) and \( c = 1 \) this result specializes to the well known bound \( \sqrt{\frac{2}{\pi}} \|h - \mu(h)\|_{\infty} \) (see [CGS11] or [CS05], e.g.).

Remark 2.12. In the formulation of Proposition 2.10 it might surprise that there is no bound mentioned for \( \|g_h\|_{\infty} \). This is because, in general a bound of the form \( \|g_h\|_{\infty} \leq C\|h\|_{\infty} \) does not exist with a finite constant \( C \) in this setup. Note that this is contrary to the density approach, where one generally has such a bound (see [CS11] or [CGS11]).

Next, we will turn to Lipschitz continuous test functions \( h \). In contrast to bounded measurable test functions, there we will also be able to prove useful bounds for \( \|g_h\|_{\infty} \).

In order to obtain bounds for Lipschitz continuous test functions we need a further condition on the distribution \( \mu \) which guarantees that its expected value exists.

Condition 2.13. The density \( p \) is positive on the interval \((a, b)\) and absolutely continuous on every compact interval \([c, d] \subseteq (a, b)\). Furthermore, \( E[|Z|] = \int_{(a,b)} x |p(x)|dx < \infty \).

The following proposition, which is also proved in the appendix, includes bounds for both, \( g_h \) and \( g_h' \), when \( h \) is Lipschitz.

Proposition 2.14. Under Conditions 2.13 and 2.2 we have for any Lipschitz continuous test function \( h : (a, b) \to \mathbb{R} \) and any \( x \in (a, b) \):

(a) \( |g_h(x)| \leq \|h'|_{\infty} \frac{F(x)E[|Z|]^2 - \int_a^x y p(y)dy}{I(x)} \)

(b) \( |g_h'(x)| \leq \|h'|_{\infty} \frac{\int_a^x F(s)ds G(x) + \int_a^x (1 - F(s))ds H(x)}{p(x)\eta(x)^2} \)

Here, for \( x \in (a, b) \) the positive functions \( H(x) \) and \( G(x) \) are defined by

\[
H(x) := I(x) - \gamma(x)F(x) = p(x)\eta(x) - \gamma(x)F(x) \quad \text{and} \quad G(x) := H(x) + \gamma(x) .
\]

Remark 2.15. In general, the term \( S(x) := \frac{F(x)E[|Z|]^2 - \int_a^x y p(y)dy}{I(x)} \) cannot be bounded uniformly in \( x \in (a, b) \) unless \( |\gamma| \) grows at least linearly in \( x \).

Corollary 2.16. Assume Condition 2.13 and that \( \gamma(x) = c(E[|Z|] - x) \) for some \( c > 0 \). Then we have for any Lipschitz continuous test function \( h : (a, b) \to \mathbb{R} \) and each \( x \in (a, b) \):

(a) \( \|g_h\|_{\infty} \leq \frac{\|h'\|_{\infty}}{c} \)

(b) \( |g_h'(x)| \leq \frac{2\|h'\|_{\infty} H(x) G(x)}{c} = 2\|h'\|_{\infty} \frac{\int_a^x F(s)ds \int_a^x (1 - F(t))dt}{\eta(x)(E[|Z|]F(x) - \int_a^x y p(y)dy)} \)
Proof. Claim (a) follows from Proposition 2.14 (a) and the observation that in this case we have

\[ I(x) = \int_a^x \gamma(y)p(y)dy = c \int_a^x (E[Z] - y)p(y)dy = c(E[Z]F(x) - \int_a^x yp(y)dy). \]

Part (b) follows from Proposition 2.14 (b) and Lemma 5.2 by observing that in this case

\[ H(x) = I(x) - \gamma(x)F(x) = c \left( \int_a^x (E[Z] - t)p(t)dt - (E[Z] - x)F(x) \right) \]
\[ = c \left( E[Z]F(x) - \int_a^x tp(t)dt - E[Z]F(x) + xF(x) \right) \]
\[ = c \int_a^x F(s)ds \]

and, similarly, \( G(x) = c \int_x^b (1 - F(s))ds. \) \( \square \)

Remark 2.17. (i) It is quite remarkable that in the case of normal approximation (via its classical Stein equation) the bound given in Corollary 2.16 (a) even improves on the best bound \( 2\|h'\|_\infty \) currently mentioned in the literature (see, e.g. [CGS11] or [CS05]). In fact, in this case \( c = 1 \) and thus our bound reduces to \( \|h'\|_\infty \).

(ii) For concrete distributions the ratio appearing in the bound for \( g_h'(x) \) may be bounded uniformly in \( x \) by some constant which can sometimes also be computed explicitly. Nevertheless, in [EV12] the authors give mild conditions for the existence of a finite constant \( k \) such that \( \|g_h''\|_\infty \leq k\|h'\|_\infty \) for any Lipschitz-continuous \( h \). In practice, these conditions are usually met. However, there is no hope of estimating the constant \( k \) by their method of proof. Thus, for concrete distributions and explicit constants it might therefore by useful to work with our bound from Corollary 2.16 (b).

(iii) For the normal distribution and also for the larger class of distributions discussed in [EL10], one also has a bound of the form \( \|g_h''\|_\infty \leq C\|h'\|_\infty \) for some finite constant \( C \) holding for each Lipschitz function \( h \). As was shown by a universal example in [EV12], such a bound cannot be expected unless \( a = -\infty \) and \( b = \infty \), if one takes \( \gamma(x) = c(E[Z] - x) \). This is why we will have to assume that \( h' \) is also Lipschitz, for example by demanding that \( h \) has two bounded derivatives. For the Stein solutions of the density approach, however, there are
many examples of distributions, whose support is strictly included in \( \mathbb{R} \) but for which such bounds are available (see, e.g., chapter 13 of [CGST11]).

Next, we will discuss, how we can express the density \( p \) of \( \mu \) in terms of \( \gamma \) and \( \eta \). This will be useful to bound the second derivative of \( g_h \) in some special cases. Let \( x_0 \) be as in Condition 2.2. Since \( \eta' = \gamma - \eta \psi \) and hence \( \psi = \frac{\gamma - \eta'}{\eta} \), we have

\[
(20) \quad p(x) = p(x_0) \exp\left( \int_{x_0}^x \psi(t) \, dt \right) = p(x_0) \exp\left( \int_{x_0}^x \frac{\gamma(t) - \eta'(t)}{\eta(t)} \, dt \right).
\]

Formula (20) is a more general version of formula (3.14) in [NV09] and is also derived in [KT12]. Now, differentiating Stein’s equation (11), we obtain for \( h \) Lipschitz

\[
(22) \quad \eta(x)g''_h(x) + g'_h(x)(\eta'(x) + \gamma(x)) = h'(x) - \gamma'(x)g_h(x) =: h_2(x).
\]

This means, that the function \( \tilde{g} := g'_h \) is a solution of the Stein equation corresponding to the test function \( h_2 \) for the distribution \( \tilde{\mu} \) which satisfies the Stein identity

\[
E\left[ \eta(Y)f'(Y) + (\eta'(Y) + \gamma(Y))f(Y) \right] = 0,
\]

where \( Y \sim \tilde{\mu} \). From (20) we know that a density \( \tilde{p} \) of \( \tilde{\mu} \) is given by

\[
(23) \quad \tilde{p}(x) = \frac{\tilde{K}}{\eta(x)} \exp\left( \int_{x_0}^x \frac{\eta'(t) - \gamma(t)}{\eta(t)} \, dt \right) = \tilde{K} \exp\left( \int_{x_0}^x \frac{\gamma(t)}{\eta(t)} \, dt \right),
\]

where \( \tilde{K}, \tilde{K} > 0 \) are suitable normalizing constants. Thus, if we have bounds for the first derivative of the Stein solutions for the distribution \( \tilde{\mu} \) and for Lipschitz functions \( h \), then we obtain from this observation bounds on \( g''_h \) for \( h \) such that \( h_2 \) is Lipschitz (if \( \gamma(x) = c(E[Z] - x) \), this essentially means that \( h' \) must be Lipschitz). Of course, it has to be verified, that \( \tilde{\mu}(h_2) = 0 \) in order to use these bounds. But this will follow immediately, if one can show that \( \tilde{g} \) belongs to a class of functions for which the Stein identity for \( \tilde{\mu} \) is valid.

In the following we are going to adress the question of how to extend Stein’s equation and its solution on \( \mathbb{R} \setminus (a, b) \). To this end, we suppose that the functions \( \gamma \) and \( \eta \) both have a natural extension to all of \( \mathbb{R} \), for example that they are given by some “analytical expression” on \( (a, b) \) which still makes sense on \( \mathbb{R} \setminus (a, b) \). We will need the following condition.
CONDITION 2.18. The functions $\gamma$ and $\eta$ are defined as before on $(a, b)$ and may be extended on $\mathbb{R}$ such that the following properties are satisfied:

(i) On $(a, b)$ the function $\gamma$ has all the properties listed in Condition 2.1 and is continuous and strictly decreasing on $\mathbb{R}$.

(ii) The function $\eta$ is given by (15) for $x \in (a, b)$ and is absolutely continuous on every compact sub-interval $[c, d] \subseteq \mathbb{R}$. Furthermore, $\eta(x) \neq 0$ for all $x \in \mathbb{R} \setminus \{a, b\}$.

Let $h : \mathbb{R} \to \mathbb{R}$ be a given Borel-measurable test function with $E[|h(Z)|] < \infty$. Then we have the following Stein equation, valid now for all $x \in \mathbb{R}$:

\begin{equation}
\eta(x)g'(x) + \gamma(x)g(x) = h(x) - \mu(h) =: \tilde{h}(x)
\end{equation}

We already know, how to solve (24) for $x \in (a, b)$. So now, we will assume that at least one of $a$ and $b$ is finite and try to solve the equation outside $(a, b)$. Furthermore, we will discuss conditions that ensure that the composed solution $g_h$ behaves nicely at the edges $a$ and/or $b$. We will henceforth assume Condition 2.18.

For $x \neq a, b$ equation (24) is clearly equivalent to

\begin{equation}
g'(x) = -\frac{\gamma(x)}{\eta(x)} g(x) + \frac{\tilde{h}(x)}{\eta(x)}.
\end{equation}

Let us assume that both $a > -\infty$ and $b < \infty$ (the other cases are of course included) and let $F_l$ be any primitive function of $\frac{\gamma}{\eta}$ on $(-\infty, a)$. Such a function exists by continuity and is hence continuously differentiable. By the method of variation of the constant one may derive the following formula for $x \in (-\infty, a)$:

\begin{equation}
g_h(x) := \exp(-F_l(x)) \int_a^x \frac{\tilde{h}(t)}{\eta(t)} \exp(F_l(t)) dt,
\end{equation}

if this integral exists. Note that this property does not depend on the particular choice of the primitive function $F_l$. For a fixed primitive function $F_l$ of $\frac{\gamma}{\eta}$ on $(-\infty, a)$ we define the function

\[ q_l := \frac{\exp(F_l)}{\eta} \]

Analogously, for a given primitive function $F_r$ of $\frac{\gamma}{\eta}$ on $(b, \infty)$ we define the function

\[ q_r := \frac{\exp(F_r)}{\eta} \].
Note that inside the interval \((a, b)\) we have that \(\log(\eta p)\) is a primitive of \(\frac{x}{\eta}\) and hence \(q_t\) plays the role of \(p\) on \((-\infty, a)\) (and similarly for \(q_r\)). As we have observed, we will need the following Condition:

**CONDITION 2.19.** There exist primitive functions \(F_l : (\infty, a) \to \mathbb{R}\) and \(F_r : (b, \infty) \to \mathbb{R}\) of \(\frac{x}{\eta}\) on \((-\infty, a)\) and on \((b, \infty)\), respectively, such that for each \(x \in (-\infty, a)\) the function \(q_t\) is integrable over \([x, a]\) and for each \(y \in (b, \infty)\) the function \(q_r\) is integrable over \((b, y)\). We may thus define functions \(Q_l : (\infty, a) \to \mathbb{R}\) by \(Q_l(x) := \int_a^x q_t(t) dt\) and \(Q_r : (b, \infty) \to \mathbb{R}\) by \(Q_r(y) := \int_b^y q_r(t) dt\).

Similarly, for \(x \in (b, \infty)\) we arrive at the definition

\[
(27) \quad g_h(x) := \exp\left(-F_r(x)\right) \int_b^x \frac{\tilde{h}(t)}{\eta(t)} \exp(F_r(t)) dt = \exp\left(-F_r(x)\right) \int_b^x \tilde{h}(t) q_r(t) dt ,
\]

if this integral exists. So, in the following we will always implicitly assume that also \(\int_b^y |\tilde{h}(t) q_r(t)| dt < \infty\) and \(\int_x^a |\tilde{h}(t) q_t(t)| dt < \infty\) both hold for each \(x \in (-\infty, a)\) and each \(y \in (b, \infty)\).

**REMARK 2.20.** Note that the definition of the solution \(g_h\) does not depend on the choice of the primitive functions \(F_l\) and \(F_r\) since two such functions may only differ by an additive constant.

Next, we prove that the above constructed solution \(g_h\) is continuous as long as \(h\) is continuous at \(a\) and \(b\). To deal with the limits \(\lim_{x \nearrow a} g_h(x)\) and \(\lim_{x \searrow b} g_h(x)\) we first formulate a condition which will usually be satisfied in practice.

**CONDITION 2.21.** The functions \(F_l\) and \(F_r\) satisfy \(\lim_{x \nearrow a} F_l(x) = \pm \infty\) and \(\lim_{x \searrow b} F_r(x) = \pm \infty\).

Again, the validity of this condition does not depend on the choice of the functions \(F_l\) and \(F_r\). By Condition 2.21 we may again apply de l’Hôpital’s rule to compute

\[
\lim_{x \nearrow a} g_h(x) = \lim_{x \nearrow a} \frac{\int_a^x \tilde{h}(t) q_t(t) dt}{\exp(F_l(x))} = \lim_{x \nearrow a} \frac{\tilde{h}(x) q_t(x)}{\exp(F_l(x)) F'_l(x)}
\]

\[
(28) \quad = \lim_{x \nearrow a} \frac{\tilde{h}(x) q_t(x)}{\gamma(x) q_t(x)} = \lim_{x \nearrow a} \frac{\tilde{h}(x)}{\gamma(x)} = \frac{1}{\gamma(a)} \lim_{x \nearrow a} \tilde{h}(x)
\]

and, similarly, \(\lim_{x \searrow b} g_h(x) = \frac{1}{\gamma(b)} \lim_{x \searrow b} \tilde{h}(x)\), if these limits exist. Again, the continuity of \(h\) at \(a\) and \(b\) is sufficient for this to hold. By Proposition 2.9 we can thus conclude the following proposition.
Proposition 2.22. Assume Conditions 2.18, 2.19 and 2.21 and let \( h : \mathbb{R} \to \mathbb{R} \) be a Borel-measurable test function satisfying the above integrability conditions and being continuous at \( a \) and \( b \). Then the Stein solution \( g_h \) as defined above may be extended to a continuous function on \( \mathbb{R} \) by letting

\[
g_h(a) := \frac{h(a) - \mu(h)}{\gamma(a)} \quad \text{and} \quad g_h(b) := \frac{h(b) - \mu(h)}{\gamma(b)} .
\]

Next, we want to present bounds on \( g_h(x) \) and \( g_h'(x) \) for \( x \notin [a, b] \). But first we will show that our conditions already imply that \( \eta(x) < 0 \) if \( x < a \) or \( x > b \). Since \( F'_r(x) = \frac{\gamma(x)}{\eta(x)} \) is then negative on \((-\infty, a)\) this also ensues that \( \lim_{x \uparrow a} F_1(x) = -\infty \). Similarly, \( \lim_{x \uparrow b} F_r(x) = -\infty \).

Proposition 2.23. Assume Conditions 2.18, 2.19 and 2.21. Then the functions \( \eta \), \( F_1 \) and \( F_r \) have the following properties:

(a) For all \( x \in \mathbb{R} \setminus [a, b] \) we have \( \eta(x) < 0 \). Especially, by continuity we have \( \eta(a) = \eta(b) = 0 \).

(b) We have \( \lim_{x \uparrow a} F_1(x) = \lim_{x \uparrow b} F_r(x) = -\infty \).

Proof. To prove (a), first note, that by Condition 2.18 \( \eta \) has no sign changes on \((-\infty, a)\). Suppose contrarily to the assertion, that \( \eta(x) > 0 \) for all \( x \in (-\infty, a) \). Then, the function \( q_t \) is also positive and hence \( 0 \leq \int_x^a q_t(t) dt = -Q_t(x) \) for each \( x \in (-\infty, a) \). By Conditions 2.19 and 2.21 we may apply de l’Hôpital’s rule to conclude

\[
0 \leq \lim_{x \uparrow a} \frac{-Q_t(x)}{\exp(F_1(x))} = \lim_{x \uparrow a} \frac{-q_t(x)}{\exp(F_1(x))} = \lim_{x \uparrow a} \frac{-q_t(x)}{\gamma(x) q_t(x)} = -\lim_{x \uparrow a} \frac{1}{\gamma(x)} = \frac{-1}{\gamma(a)} < 0 ,
\]

by Condition 2.18. This is a contradiction and hence we must have \( \eta(x) < 0 \) for \( x \in (-\infty, a) \). Similarly, one shows that also \( \eta(x) < 0 \) for \( x \in (b, \infty) \).

To prove (b), note that \( F'_r(x) = \frac{\gamma(x)}{\eta(x)} < 0 \) for \( x < a \). By Condition 2.21 this necessarily implies that \( \lim_{x \uparrow a} F_1(x) = -\infty \). Analogously, we have \( F'_r(x) > 0 \) for \( x > b \) (since \( \gamma(x) < 0 \) there) which by Condition 2.21 implies that \( \lim_{x \uparrow b} F_r(x) = -\infty \). \( \square \)

Proposition 2.23 particularly implies the conclusion of Proposition 2.8 and hence makes Condition 2.6 redundant, at least as far as the assertion of this proposition is concerned. In order to get general bounds, we will need yet another condition on the functions \( F_1 \) and \( F_r \).
CONDITION 2.24. The functions $F_l$ and $F_r$ satisfy $\lim_{x \to -\infty} F_l(x) = \lim_{x \to \infty} F_r(x) = +\infty$.

The next result gives bounds on $g_h$ for bounded, Borel-measurable functions $h$. As usual, the proof is in the appendix.

**Proposition 2.25.** Assume Conditions 2.18, 2.19, 2.21 and 2.24 and let $m$ be a median for $\mu$. Then, for any bounded and Borel-measurable test function $h : \mathbb{R} \to \mathbb{R}$ we have

$$\|g_h\|_\infty \leq \|h - \mu(h)\|_\infty \max \left( \frac{1}{2I(m)}, \frac{1}{\gamma(a)}, \frac{-1}{\gamma(b)} \right).$$

Before turning to Lipschitz test functions, we discuss properties of the functions $\exp(F_l)$ and $\exp(F_r)$, respectively. In particular, we will show, that they correspond to the function $I$ on $(a, b)$ and have similar integral representations.

**Proposition 2.26.** We define the functions $I_l : (-\infty, a) \to \mathbb{R}$ and $I_r : (b, \infty) \to \mathbb{R}$ by $I_l(x) := \exp(F_l(x))$ and $I_r(x) := \exp(F_r(x))$. Then the following representations hold:

(a) For each $x \in (-\infty, a)$ we have $I_l(x) = \int_a^x \gamma(t) q_t(t) dt$.
(b) For each $x \in (b, \infty)$ we have $I_r(x) = \int_b^x \gamma(t) q_r(t) dt$.

In particular, these integrals exist.

**Proof.** We only prove (a). Let $x \in (-\infty, a)$ and let $(a_n)_{n \in \mathbb{N}}$ be any sequence in $(-\infty, a)$ with $\lim_{n \to \infty} a_n = a$. Then, for each $n \in \mathbb{N}$

$$\int_{a_n}^x \gamma(t) q_t(t) dt = \int_{a_n}^x \frac{\gamma(t)}{\eta(t)} \exp(F_l(t)) dt = \int_{a_n}^x F_l'(t) \exp(F_l(t)) dt$$

$$= \int_{F_l(a_n)}^{F_l(x)} e^{s} ds = \exp(F_l(x)) - \exp(F_l(a_n))$$

$$\xrightarrow{n \to \infty} \exp(F_l(x)).$$

by Proposition 2.23. Hence $\int_{a}^{x} \gamma(t) q_t(t) dt$ exists and equals $I_l(x)$.

**Proposition 2.27.** Assume Conditions 2.13, 2.18, 2.19, 2.21 and 2.24. Then, for any Lipschitz-continuous test function $h : \mathbb{R} \to \mathbb{R}$ the following bounds hold true:

(a) For each $x \in (-\infty, a)$ we have $|g_h(x)| \leq \|h'\|_\infty \frac{Q_l(x) E[Z] - \int_{l(x)}^{x} s q_l(s) ds}{I_l(x)}$.

(b) For each $x \in (b, \infty)$ we have $|g_h(x)| \leq \|h'\|_\infty \frac{Q_r(x) E[Z] - \int_{r(x)}^{x} s q_r(s) ds}{I_r(x)}$. 
(c) For each \( x \in (-\infty, a) \) we have

\[
|g_h'(x)| \leq \frac{\|h'\|_{\infty}}{-\eta(x)I_l(x)} \left( \gamma(x) \left( -xQ_l(x) + \int_a^x tq_l(t)dt \right) + (E[Z] - x) \left( Q_l(x)\gamma(x) - I_l(x) \right) \right)
\]

(d) For each \( x \in (b, \infty) \) we have

\[
|g_h'(x)| \leq \frac{\|h'\|_{\infty}}{-\eta(x)I_r(x)} \left( \gamma(x) \left( xQ_r(x) - \int_b^x tq_r(t)dt \right) + (x - E[Z]) \left( \gamma(x)Q_r(x) - I_r(x) \right) \right)
\]

Corollary 2.28. Assume Conditions 2.13, 2.18, 2.19, 2.21 and 2.24 and that\( \gamma(x) = c(E[Z] - x) \) for some \( c > 0 \). Then, for any Lipschitz-continuous test function \( h : \mathbb{R} \to \mathbb{R} \) one has the following bounds:

(a) \( \|g_h\|_{\infty} \leq \frac{\|h'\|_{\infty}}{c} \)

(b) For each \( x \in (-\infty, a) \) we have

\[
|g_h'(x)| \leq 2\|h'\|_{\infty} \frac{\gamma(x) \left( -xQ_l(x) + \int_a^x tq_l(t)dt \right)}{-\eta(x)I_l(x)}
\]

(c) For each \( x \in (b, \infty) \) we have

\[
|g_h'(x)| \leq 2\|h'\|_{\infty} \frac{\gamma(x) \left( xQ_r(x) - \int_b^x tq_r(t)dt \right)}{-\eta(x)I_r(x)}
\]

Again, the proof is in the appendix.

Next, we will give a short account of the properties of the solutions \( g_z \) corresponding to the test functions \( h_z := 1_{(-\infty, z]} \), \( z \in \mathbb{R} \), yielding the Kolmogorov distance. In general, these functions are only of interest for \( z \in (a, b) \) since for any real-valued random variable \( W \) and any \( z \leq a \) we have

\[
\left| P(W \leq z) - P(Z \leq z) \right| = P(W \leq z)
\]

and for any \( z \geq b \) we have

\[
\left| P(W \leq z) - P(Z \leq z) \right| = 1 - P(W \leq z) = P(W > z).
\]
These probabilities have nothing to do with the distribution $\mu$ of $Z$ and hence, one should be able to bound them as well directly for a given $W$. Thus, we will focus on $z \in (a, b)$.

**Proposition 2.29.** Let $z \in (a, b)$ be given. Then, under the Conditions 2.1, 2.18, 2.19 and 2.21 we have:

$$g_z(x) = \begin{cases} \frac{(1-F(z))Q_l(x)}{I_l(x)}, & x < a \\ \frac{1-F(z)}{I_l(x)}, & x = a \\ \frac{\gamma(a)}{I_l(x)}F(z)(1-F(z)) - \frac{F(z)(1-F(z))}{I_l(x)}, & a < x \leq z \\ \frac{1}{I_l(x)}, & z < x < b \\ -\frac{\gamma(b)}{I_l(x)}F(z)Q_r(x), & x = b \\ \frac{-F(z)Q_r(x)}{I_r(x)}, & x > b \end{cases}$$

Furthermore, one has the bounds $\|g_z\|_\infty = \frac{F(z)(1-F(z))}{I_l(x)}$ and also $\sup_{z \in (a, b)} \|g_z\|_\infty < \infty$. The functions $g_z$ are absolutely continuous on every compact sub-interval of $\mathbb{R}$ and

$$g'_z(x) = \begin{cases} \frac{-(1-F(z))q(x)(\gamma(x)Q_l(x)-I_l(x))}{I_l(x)^2}, & x < a \\ \frac{(1-F(z))p(x)(I(x)-\gamma(x)F(x))}{I_l(x)^2}, & a < x < z \\ \frac{-F(z)p(x)(I(x)+\gamma(x)(1-F(x)))}{I_l(x)^2}, & z < x < b \\ -\frac{F(z)q_r(x)(I_r(x)-\gamma(x)Q_r(x))}{I_r(x)^2}, & x > b \end{cases}$$

**Remark 2.30.** (i) It is clear, that a similar discussion of the solutions $g_z$ is possible, if $a = -\infty$ or $b = \infty$.

(ii) Note, that we can write $g'_z(x) = \frac{(1-F(z))p(x)H(x)}{I_l(x)^2}$ for $x \in (a, z)$ and $g'_z(x) = \frac{-F(z)p(x)G(x)}{I_l(x)^2}$ for $x \in (z, b)$, with the functions $H$ and $G$ from Proposition 2.14. For concrete distributions one may often prove, that $g'_z$ is increasing on $(a, z)$ and decreasing on $(z, b)$, but this seems to be hard to prove in generality, if it is true at all.

Finally, in our general setting, we will prove suitable “plug-in theorems” for exchangeable pairs satisfying our general regression property (9). As was observed in [Rö10], for the normal distribution, in case of univariate distributional approximations, one does not need the full strength of exchangeability, but equality in distribution of the random variables $W$ and $W'$ is sufficient. This may allow for a greater choice of admissible couplings in several situations, or at least, relaxes the verification of asserted properties.
In the following, let \((\Omega, \mathcal{A}, P)\) be a probability space and let \(W, W'\) be real-valued random variables defined on this space such that \(W \overset{D}{=} W'\). Let, as before, \(\mu\) be our target distribution with support \((a, b)\) fulfilling Condition 2.1. From now on we will assume, that the random variables \(W\) and \(W'\) only have values in an interval \(I \supseteq (a, b)\) where both functions \(\eta\) and \(\gamma\) are defined (recall that it might be the case that \(\eta\) can only be defined on \((a, b)\)).

**Proposition 2.31.** Assume, that \(\gamma\) satisfies Condition 2.2 and that \(W\) is square integrable with \(E[|\gamma(W)|] < \infty\). Furthermore, let the pair \((W, W')\) satisfy the general regression property (9). Let \(f : I \to \mathbb{R}\) be an absolutely continuous function with \(\|f\|_\infty, \|f'\|_\infty < \infty\), where \(f'\) is a given, Borel-measurable version of the derivative of \(f\). Then we have

\[
\left| E[\eta(W)f'(W) + \gamma(W)f(W)] \right| \\
\leq \|f'\|_\infty E \left[ |\eta(W) - \frac{1}{2\lambda} E[(W' - W)^2|W]| \right] \\
+ \frac{1}{\lambda} E \left[ (W' - W)^2 \int_0^1 (1-s)|f'(W) - f'((W + s(W' - W)))|ds \right] \\
+ \frac{\|f\|_\infty}{\lambda} E[|R|].
\]  

(29)

If \(f'\) is also absolutely continuous and \(\|f''\|_\infty < \infty\) for some Borel-measurable version \(f''\) of the second derivative, then we also have the bound

\[
\left| E[\eta(W)f'(W) + \gamma(W)f(W)] \right| \\
\leq \|f'\|_\infty E \left[ |\eta(W) - \frac{1}{2\lambda} E[(W' - W)^2|W]| \right] \\
+ \frac{\|f''\|_\infty}{6\lambda} E[|W' - W|^3] \\
+ \frac{\|f\|_\infty}{\lambda} E[|R|].
\]  

(30)

**Proof.** Let \(x_0\) be as in Condition 2.2 and define the function \(G : I \to \mathbb{R}\) by \(G(x) := \int_{x_0}^x f(y)dy\). Then, by a suitable version of Taylor’s formula, for each \(x, x' \in I\) we have
\[
G(x') - G(x) = G'(x)(x' - x) + \int_x^{x'} (x' - t)G''(t)dt \nonumber \\
= f(x)(x' - x) + \int_x^{x'} (x' - t)f'(t)dt \\
= f(x)(x' - x) + (x' - x)^2 \int_0^1 (1-s)f'(x + s(x' - x))ds. 
\]

Hence, by distributional equality, we obtain

\[
0 = E[G(W')] - E[G(W)] = E[f(W)(W' - W)] + E[(W' - W)^2 \int_0^1 (1-s)f'((W + s(W' - W)))ds] \\
= E[f(W)\gamma(W)] + E[f(W)R] \\
+ E[(W' - W)^2 \int_0^1 (1-s)f'((W + s(W' - W)))ds], 
\]

yielding

\[
E[f(W)\gamma(W)] = -\frac{1}{\lambda}E[(W' - W)^2 \int_0^1 (1-s)f'((W + s(W' - W)))ds] - \frac{1}{\lambda}E[f(W)R].  
\]

This immediately implies the identity

\[
E[\eta(W)f'(W) + \gamma(W)f(W)] \\
= E[f'(W)(\eta(W) - \frac{1}{2\lambda}(W' - W)^2)] \\
+ \frac{1}{\lambda}E[(W' - W)^2 \int_0^1 (1-s)\left(f'(W) - f'((W + s(W' - W)))\right)ds] \\
- \frac{1}{\lambda}E[f(W)R]. 
\]

From (32) and the assumptions on \( f \) the bound (29) now easily follows. To prove (30) it suffices to observe that
\[
\left| f'(W) - f'(W + s(W' - W)) \right| \leq \|f''\|_\infty s|W' - W|
\]
and \( \int_0^1 s(1 - s)ds = \frac{1}{6}. \)

\textbf{Remark 2.32.}  
(i) From the first term on the right hand side of (29) we see, that the bound can only be useful, if \( E[(W' - W)^2|W] \approx 2\lambda \eta(W). \) Similarly, the third term reveals, that, indeed, \( R \) should be of smaller order than \( \lambda. \)

(ii) The proof shows, that Proposition 2.31 can easily be generalized to the situation, where there is a \( \sigma \)-algebra \( \mathcal{F} \) with \( \sigma(W) \subseteq \mathcal{F} \subseteq \mathcal{A} \) and the more general regression property

\[
E[W' - W|\mathcal{F}] = \lambda \gamma(W) + R
\]
with some \( \mathcal{F} \)-measurable remainder term \( R \) is satisfied.

(iii) If \( \mathcal{H} \) is some class of test functions, such that there are finite, positive constants \( c_0, c_1 \) and \( c_2 \) with \( \|g_h\|_\infty \leq c_0, \|g'_h\|_\infty \leq c_1 \) and \( \|g''_h\|_\infty \leq c_2 \) for each \( h \in \mathcal{H}, \) then (30) immediately yields a bound on the distance

\[
d_{\mathcal{H}}(\mu, \mathcal{L}(W)) = \sup_{h \in \mathcal{H}} \left| E[h(W)] - E[h(Z)] \right|.
\]

\section{3. Stein’s method for Beta distributions}

In this section we will specialize the abstract theory from section 2 to the family of Beta distributions. This is not the first time, that Stein’s method for Beta distributions is considered. In \cite{Sch01} the Stein equation is found, but no bounds on the solutions are given. Specialized to the Beta distributions, the general results from the papers \cite{KT12} and \cite{EV12} yield useful bounds on the Stein solutions and their first derivatives. Our bounds are qualitatively comparable to those from \cite{EV12}.

The class of Beta distributions is rather large including as special cases the arcsine distribution, the semi-circle law and the uniform distribution over an interval. Usually, the family of Beta distributions is defined as a family of distributions on \([0,1]\) depending on two parameters \( a, b > 0. \) Recall, that for \( a, b > 0, \) the Beta function \( B(a, b) := \int_0^1 x^{a-1}(1 - x)^{b-1}dx \) is well-defined and hence, the function \( q_{a,b}(x) := \frac{1}{B(a,b)}x^{a-1}(1 - x)^{b-1}1_{(0,1)}(x) \) is a probability density function. The corresponding distribution \( \nu_{a,b} \) is called the \textit{Beta distribution} on \([0,1]\) corresponding to the parameters \( a \) and \( b. \)

However, in some cases, including the semicircular law, it is more convenient to consider the corresponding distribution on \([-1,1]\). Using the substitution rule, it is a matter of routine to check, that for \( \alpha, \beta > -1 \) the function \( p_{\alpha,\beta}(x) := C\alpha,\beta(1-x)^{\alpha}(1+x)^{\beta}1_{(-1,1)}(x) \) is also a probability density function, where \( C\alpha,\beta := \frac{1}{B\alpha+1,\beta+1} = \ldots \)
\[ \frac{\Gamma(\alpha+\beta+2)}{2^{\alpha+\beta+1}\Gamma(\alpha+1)\Gamma(\beta+1)}. \]

Here, we have used the well-known relation \( B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \) between the Beta function and Euler's Gamma function. The probability distribution corresponding to the density \( p_{\alpha,\beta} \) will be denoted by \( \mu_{\alpha,\beta} \) and is called the Beta distribution on \([-1,1]\) corresponding to the parameters \( \alpha \) and \( \beta \). We denote its distribution function by \( F_{\alpha,\beta} \). Thus, \( F_{\alpha,\beta}(x) = \int_{-\infty}^{x} p_{\alpha,\beta}(t)dt, \ x \in \mathbb{R}. \) One can easily see that if \( X \sim \nu_{a,b} \) and if we define \( Y := 2X - 1, \) then \( Y \sim \mu_{b-1,a+1}. \) Conversely, if \( Y \sim \mu_{\alpha,\beta} \) and if \( X := \frac{Y+1}{2}, \) then \( X \sim \nu_{\beta+1,a+1}. \) As this transformation is merely a matter of translation and scaling it will only be necessary to develop the theory for one of these intervals. For definiteness we choose the interval \([-1,1]\) but will later on transfer our theory to the corresponding distributions on \([0,1]\).

From now on, fix \( \alpha, \beta > -1. \) Now, we introduce a Stein identity for the Beta distribution \( \mu_{\alpha,\beta}. \) It is easily checked, that its density \( p_{\alpha,\beta} \) satisfies the ordinary differential equation

\[ 0 = (x^2 - 1)p'_{\alpha,\beta}(x) - (\alpha + \beta)xp_{\alpha,\beta}(x) + (\beta - \alpha)p_{\alpha,\beta}(x) =: Af(x) \]

Integrating by parts one obtains the conjugate operator \( L := A^*, \) which is defined by the equation \( \langle Af, g \rangle_{L^2} = \langle f, A^*g \rangle_{L^2}, \) and which is known to serve as a characterizing operator for the distribution \( \mu_{\alpha,\beta}. \) To be concrete, in our case we have

\[ Lg(x) = (1 - x^2)g'(x) - (\alpha + \beta + 2)g(x) + (\beta - \alpha)g(x) \]

for smooth enough functions \( g, \) yielding the Stein identity

\[ E\left[(1 - Z^2)g'(Z) - [(\alpha + \beta + 2)Z + (\alpha - \beta)]g(Z)\right] = 0, \]

where \( Z \sim \mu_{\alpha,\beta}. \)

Next we want to show that the operator \( L \) characterizes the distribution \( \mu_{\alpha,\beta}. \) To do so, we introduce the function \( g_{\alpha,\beta}(x) := C(\alpha,\beta)(1 - x)^{\alpha+1}(1 + x)^{\beta+1}1_{(-1,1)}(x) = (1-x^2)p_{\alpha,\beta}(x) \) and the class \( \mathcal{K}_{\alpha,\beta} \) consisting of all continuous and piecewise continuously differentiable functions \( g : \mathbb{R} \to \mathbb{R} \) vanishing at infinity with

\[ \int_{\mathbb{R}} |g'(x)|g_{\alpha,\beta}(x)dx < \infty. \]

Our observations lead to the following proposition.

**Proposition 3.1** (Stein characterization for \( \mu_{\alpha,\beta} \)). A real-valued random variable is distributed according to \( \mu_{\alpha,\beta} \) if and only if for all functions \( g \in \mathcal{K}_{\alpha,\beta} \) the expected values \( E[(1 - X^2)g'(X)] \) and \( E[(\alpha + \beta + 2)Xg(X) + (\alpha - \beta)g(X)] \) exist and coincide.
**Proof.** First, let \( L(X) = \mu_{\alpha, \beta} \) and let \( g \in K_{\alpha, \beta} \). By the hypothesis and the transformation formula, we have

\[
\int_{\mathbb{R}} |g'(x)| g_{\alpha, \beta}(x) dx = C(\alpha, \beta) \int_{-1}^{1} |g'(x)|(1 - x)^{\alpha + 1}(1 + x)^{\beta + 1} dx
\]

\[
= C(\alpha, \beta) \int_{-1}^{1} (1 - x^2)g'(x)|(1 - x)^{\alpha}(1 + x)^{\beta} dx = \int_{\mathbb{R}} |(1 - x^2)g'(x)| p_{\alpha, \beta}(x) dx
\]

\[
= E[(1 - X^2)g'(X)].
\]

Hence the expected value \( E[(1 - X^2)g'(X)] \) exists. Since \( g \) is continuous, it is bounded on \([-1, 1]\) and so the expected value \( E[(\alpha + \beta + 2)Xg(X) + (\alpha - \beta)g(X)] \) exists, too. Again, by the transformation rule and since \( g \) and \( g_{\alpha, \beta} \) are absolutely continuous on \([-1, 1]\) we can use integration by parts and have

\[
E[(1 - X^2)g'(X)] = \int_{\mathbb{R}} (1 - x^2)g'(x)p_{\alpha, \beta}(x) dx = \int_{-1}^{1} g'(x)g_{\alpha, \beta}(x) dx
\]

\[
= g_{\alpha, \beta}|_{-1}^{1} - \int_{-1}^{1} g(x)g'_{\alpha, \beta}(x) dx
\]

\[
= 0 - C(\alpha, \beta) \int_{-1}^{1} g(x)[(\beta + 1)(1 + x)^{\beta}(1 - x)^{\alpha + 1} - (\alpha + 1)(1 - x)^{\alpha}(1 + x)^{\beta + 1}] dx
\]

\[
= - \int_{-1}^{1} g(x)[\beta - \alpha - x(\beta + \alpha + 2)]C(\alpha, \beta)(1 - x)^{\alpha}(1 + x)^{\beta} dx
\]

\[
= \int_{\mathbb{R}} g(x)[\alpha - \beta + x(\alpha + \beta + 2)]p_{\alpha, \beta}(x) dx
\]

\[
= E[(\alpha + \beta + 2)Xg(X) + (\alpha - \beta)g(X)].
\]

For the converse fix an arbitrary \( z \in \mathbb{R} \setminus \{-1, +1\} \) and consider the solution \( g_z \) to Stein’s equation

\[
(35) \quad (1 - x^2)g'(x) - (\alpha + \beta + 2)xg(x) + (\beta - \alpha)g(x) = h_z(x) - \mu_{\alpha, \beta}((-\infty, z]),
\]

where \( h_z := 1_{(-\infty, z]} \). It will be shown in Proposition 3.2 below that \( g_z \in K_{\alpha, \beta} \), so that by hypothesis we have
\begin{align*}
0 &= E[(1 - X^2)g'(X) - (\alpha + \beta + 2)Xg(X) + (\beta - \alpha)g(X)] \\
&= E[h_z(X) - \mu_{\alpha,\beta}((-\infty, z))] \\
&= P(X \leq z) - \mu_{\alpha,\beta}((\infty, z)).
\end{align*}

Since \( z \in \mathbb{R} \setminus \{-1,+1\} \) was arbitrary and by continuity from the right of distribution functions, the proof is complete. \( \square \)

Since we have fixed the parameters \( \alpha \) and \( \beta \), henceforth we may and will suppress them as sub-indices at objects which might well depend on the \( m \) (for example we will simply write \( p \) for \( p_{\alpha,\beta} \) and so on). As we would like to use the theory from section 2 we have to make sure, that our Stein identity for the Beta distribution fits into this framework, i.e. that relation (15) is satisfied with \( \eta(x) = 1 - x^2 \) and

\[ \gamma(x) = -((\alpha + \beta + 2)x + (\beta - \alpha) = -[(\alpha + \beta + 2)x + (\beta - \beta)] = (\alpha + \beta + 2)(E[Z] - x), \]

where we have used, that \( E[Z] = \frac{\beta - \alpha}{\alpha + \beta + 2} \). In principle, this is clear, because we have just established a Stein characterization for \( \mu \) and given the density \( p \) and the function \( \gamma \), the corresponding \( \eta \) is, of course, unique. However, we give a formal proof.

According to (15) we must show that

\[ (1 - x^2)p(x) = \int_{-1}^{x} [-((\alpha + \beta + 2)t + (\beta - \alpha)]p(t)dt \]

holds for all \( x \in (-1, 1) \). First note, that

\[ \psi(x) = \frac{p'(x)}{p(x)} = \frac{-(\alpha + \beta)x + \beta - \alpha}{1 - x^2}. \]

Differentiating the left hand side of (36), we obtain

\[ \frac{d}{dx}(1 - x^2)p(x) = -2xp(x) + (1 - x^2)p'(x) = p(x)(-2x + (1 - x^2)\psi(x)) \]

\[ = p(x)[-((\alpha + \beta + 2)x + (\beta - \alpha)] \]

which is of course the derivative of the right hand side, too. Since

\[ \lim_{x \rightarrow -1}(1 - x^2)p(x) = 0 = \lim_{x \rightarrow -1}\int_{-1}^{x} [-((\alpha + \beta + 2)t + (\beta - \alpha)]p(t)dt \]

relation (36) is proved. Note, that we may extend the functions \( \gamma \) and \( \eta \) to functions on \( \mathbb{R} \) by just the same “analytical” expressions as above. Next we will show that all
the conditions from section 2 are satisfied in the special case of Beta distributions. It is easy to see, that Conditions 2.1, 2.2, 2.2 and 2.18 are satisfied by the functions \( \gamma, \eta \) and \( p \).

Condition 2.6 is also satisfied but need not be proved, because its most important conclusion, namely that \( \eta(1) = \eta(-1) = 0 \) is clear from the above discussion. To verify Conditions 2.19, 2.21 and 2.24, we must first define the functions \( F_l \) on \((-\infty, -1)\) and \( F_r \) on \((1, \infty)\). We claim, that the functions

\[
F_l(x) := (\alpha + 1) \log(1 - x) + (\beta + 1) \log(-1 - x), \quad x < -1
\]

and

\[
F_r(x) := (\alpha + 1) \log(x - 1) + (\beta + 1) \log(1 + x), \quad x > 1
\]

do the job. In fact,

\[
F'_l(x) = \frac{\alpha + 1}{1 - x}(-1) + \frac{\beta + 1}{-1 - x}(-1) = \frac{-(\alpha + \beta + 2)x + \beta - \alpha}{1 - x^2} = \frac{\gamma(x)}{\eta(x)}
\]

for each \( x < -1 \) and similarly \( F'_r(x) = \frac{\gamma(x)}{\eta(x)} \) for \( x > 1 \). From these two functions we obtain the functions \( q_l : (-\infty, -1) \to \mathbb{R} \) and \( q_r : (1, \infty) \to \mathbb{R} \) defined by

\[
q_l(x) := \frac{\exp(F_l(x))}{\eta(x)} = \frac{(1 - x)^{\alpha + 1}(-1 - x)^{\beta + 1}}{1 - x^2} = (1 - x)^\alpha(-1 - x)^\beta
\]

and

\[
q_r(x) := \frac{\exp(F_r(x))}{\eta(x)} = \frac{(x - 1)^{\alpha + 1}(1 + x)^{\beta + 1}}{1 - x^2} = (x - 1)^\alpha(1 + x)^\beta.
\]

These two functions are of course locally integrable and hence, Condition 2.19 is satisfied. Since

\[
\lim_{x \to -1} F_l(x) = -\infty = \lim_{x \to 1^-} F_r(x)
\]

and

\[
\lim_{x \to -\infty} F_l(x) = +\infty = \lim_{x \to \infty} F_r(x),
\]

Conditions 2.21 and 2.24 also hold. Consequently, all results from section 2 are valid in particular for the case of Beta distributions.

Now, let \( h : \mathbb{R} \to \mathbb{R} \) be a given Borel-measurable test function with

\[
\int_{\mathbb{R}} |h(x)|p(x)dx < \infty, \quad \int_{-1}^{-1} |h(x)|(-q_l(x))dx < \infty \quad \text{for each} \quad x < -1 \quad \text{and} \quad \int_{1}^{1} |h(x)|(-q_r(x))dx < \infty \quad \text{for each} \quad x > 1
\]

and let \( \tilde{h} = h - \mu(h) \). Consider the corresponding Stein equation


\[(1 - x^2)g'(x) - (\alpha + \beta + 2)xg(x) + (\beta - \alpha)g(x) = h(x) - \mu_{\alpha,\beta}(h) =: \bar{h}(x).\]

Then, according to the theory from section 2, the Stein solution corresponding to (37) is given by the function \(g_h : \mathbb{R} \rightarrow \mathbb{R}\) with

\[
g_h(x) = \begin{cases} 
\exp(-F_r(x)) \int_{-1}^{x} \bar{h}(t)q_r(t)dt, & x < -1 \\
\frac{1}{2^{\beta+2}} \int_{-1}^{x} \bar{h}(t)p(t)dt, & -1 < x < 1 \\
\frac{1}{2^{\alpha+2}} \int_{-1}^{x} \bar{h}(t)p(t)dt, & x = 1 \\
\exp(-F_l(x)) \int_{1}^{x} \bar{h}(t)q_l(t)dt, & x > 1 
\end{cases}
\]

Here, the values of \(g_h\) at \(\pm 1\) are arbitrary, but they are chosen such that \(g_h\) is continuous, whenever \(h\) is continuous at \(\pm 1\). This follows immediately from Proposition 2.22.

The next result, which is also proved in the appendix, completes the proof of Proposition 3.1 by showing that the solution \(g_z\) is in the class \(K_{\alpha,\beta}\) whenever \(z \neq \pm 1\).

**Proposition 3.2.** For each \(z \in \mathbb{R} \setminus \{-1, +1\}\) the solution \(g_z\) belongs to the class \(K_{\alpha,\beta}\), which was defined above before Proposition 3.1.

Next, we will derive some results for the solutions \(g_h\) from corresponding results in Section 2.

**Proposition 3.3.** Let \(h : \mathbb{R} \rightarrow \mathbb{R}\) be bounded and Borel-measurable and let \(m\) be a median for \(\mu\). Then, we have the bound:

\[
\|g_h\|_{\infty} \leq \|h - \mu(h)\|_{\infty} \max\left(\frac{1}{2(1 - m^2)p(m)}, \frac{1}{2\beta + 2}, \frac{1}{2\alpha + 2}\right)
\]

**Proof.** Since \(\gamma(-1) = 2\beta + 2\) and \(\gamma(1) = -2\alpha - 2\), this immediately follows from Proposition 2.23. \(\square\)

**Proposition 3.4.** Let \(h : \mathbb{R} \rightarrow \mathbb{R}\) be Lipschitz-continuous. Then, we have the following bounds:

(a) \(\|g_h\|_{\infty} \leq \frac{\|h'\|_{\infty}}{\alpha + \beta + 2}\)

(b) There exists a constant \(K_1\), only depending on \(\alpha\) and \(\beta\) such that \(\|g_h\|_{\infty} \leq K_1\|h'\|_{\infty}\).
The proof is in the appendix.

Now, consider a twice differentiable function \( h : \mathbb{R} \to \mathbb{R} \) with bounded first and second derivative. Recall the discussion following Remark 2.17. It easily follows from (23) that, in the case of Beta distributions, we have \( \tilde{\mu}_{\alpha,\beta} = \mu_{\alpha+1,\beta+1} \) and we have to show that the function \( \tilde{g} := g'_h \) satisfies the Stein identity for \( \mu_{\alpha+1,\beta+1} \), i.e. for \( Y \sim \mu_{\alpha+1,\beta+1} \) we have

\[
E \left[ (1 - Y)^2 \tilde{g}'(Y) + \left[ -(\alpha + \beta + 4)Y + \beta - \alpha \right] \tilde{g}(Y) \right] = 0. 
\]

The following lemma, which is proved in the appendix, will be useful.

**Lemma 3.5.** For the Beta distribution \( \mu_{\alpha,\beta} \) and a given bounded, Borel-measurable function \( u : \mathbb{R} \to \mathbb{R} \), the Stein equation

\[
\eta(x)f'(x) + \gamma(x)f(x) = u(x)
\]

has a bounded solution \( f \) on \((-1,1)\) if and only if \( E[u(Z)] = 0 \).

Now, from Proposition 3.4 (b) we know that \( \tilde{g} \) is bounded and from (22) we know that \( \tilde{g} \) satisfies the Stein equation corresponding to \( \tilde{\mu} \) for the test function \( h_2(x) = h'(x) - \gamma'(x)g_h(x) \). By Lemma 3.5 we thus have that

\[
\int_{\mathbb{R}} h_2(x) d\mu_{\alpha+1,\beta+1}(x) = 0. 
\]

Hence, \( \tilde{g} \) must be the only bounded solution to the Stein equation for \( \mu_{\alpha+1,\beta+1} \) corresponding to the test function \( h_2 \). Since

\[
h_2(x) = h'(x) - \gamma'(x)g_h(x) = h'(x) + (\alpha + \beta + 2)g_h(x)
\]

we have

\[
h'_2(x) = h''(x) + (\alpha + \beta + 2)g'_h(x)
\]

and from Proposition 3.4 we see that \( h_2 \) is Lipschitz with minimal Lipschitz constant

\[
\|h'_2\|_{\infty} \leq \|h''\|_{\infty} + (\alpha + \beta + 2)K_1(\alpha, \beta)\|h'\|_{\infty}
\]

where the constant \( K_1(\alpha, \beta) \) from Proposition 3.4 only depends on \( \alpha \) and \( \beta \). Applying Proposition 3.4 again, this time to the distribution \( \mu_{\alpha+1,\beta+1} \) and the Stein solution \( \tilde{g} \), we obtain

\[
\|g''_h\|_{\infty} = \|\tilde{g}'\|_{\infty} \leq K_1(\alpha + 1, \beta + 1)\|h'_2\|_{\infty} 
\leq K_1(\alpha + 1, \beta + 1)\left(\|h''\|_{\infty} + (\alpha + \beta + 2)K_1(\alpha, \beta)\|h'\|_{\infty}\right).
\]

Hence, there is a constant \( K_2 \) depending only on \( \alpha \) and \( \beta \) such that
for all twice differentiable functions $h$ with bounded first and second derivative.

We have thus proved the following proposition.

**Proposition 3.6.** There exists a finite constant $K_2$ depending only on $\alpha$ and $\beta$ such that for each twice differentiable function $h : \mathbb{R} \to \mathbb{R}$ with bounded first and second derivative we have the bound

\[
\|g_h''\|_{\infty} \leq K_2(\|h'\|_{\infty} + \|h''\|_{\infty})
\]

Now we are in the position to provide a “plug-in theorem” for the Beta approximation using exchangeable pairs.

**Theorem 3.7.** Let $W, W'$ be identically distributed, real-valued random variables on a common probability space $(\Omega, \mathcal{A}, P)$ satisfying the regression property

\[
E[W' - W|W] = \lambda \gamma(W) + R
\]

for some constant $\lambda > 0$ and a random variable $R$. Then for each twice differentiable function $h$ with bounded first and second derivative and with $E[|h(W)|] < \infty$ we have the bound

\[
|E[h(W)] - \mu_{\alpha, \beta}(h)| \\
\leq K_1\|h'\|_{\infty} E \left[ \eta(W) - \frac{1}{2\lambda} E \left[ (W' - W)^2 |W' \right] \right] \\
+ \frac{K_2(\|h'\|_{\infty} + \|h''\|_{\infty})}{6\lambda} E\left[ |W' - W|^3 \right] \\
+ \frac{\|h'\|_{\infty}}{(\alpha + \beta + 2)\lambda} E\left[ |R| \right],
\]

where the constants $K_1$ and $K_2$ are from Propositions 3.4 and 3.6, respectively.

**Proof.** This immediately follows from Propositions 2.31, 3.4, 3.6 and since $g_h$ is a solution to Stein’s equation (II). \[\square\]

In the following we will transfer the developed theory to the Beta distributions $\nu_{a,b}$ on $[0, 1]$. We start with the Stein identity for $\nu_{a,b}$, where $a, b > 0$ are fixed parameters. Let $X \sim \nu_{a,b}$, then $Y := 2X - 1 \sim \mu_{b-1,a-1}$ and hence for each smooth enough function $f$ we have

\[
0 = E\left[ (1 - Y^2) f'(Y) - (a + b)Y f(Y) + (a - b) f(Y) \right].
\]
Let $\tilde{f}(x) := f(2x - 1)$. Then $\tilde{f}'(x) = 2f'(2x - 1)$ and $\tilde{f}(X) = f(Y)$. Hence, we obtain

\[
0 = E\left[ (1 - Y^2)\tilde{f}'(Y) - (a + b)Yf(Y) + (a - b)f(Y) \right]
= E\left[ 4X(1 - X)\tilde{f}'(2X - 1) - (a + b)(2X - 1)\tilde{f}'(2X - 1) + (a - b)\tilde{f}'(2X - 1) \right]
= E\left[ 2X(1 - X)\tilde{f}'(X) - 2(a + b)X\tilde{f}'(X) + 2a\tilde{f}'(X) \right]
= 2E\left[ X(1 - X)\tilde{f}'(X) - (a + b)X\tilde{f}'(X) + a\tilde{f}'(X) \right].
\]

So, a Stein identity for $X \sim \nu_{a,b}$ is given by

\[
E\left[ X(1 - X)\tilde{f}'(X) + \left[ -(a + b)X + a \right]f(X) \right] = 0
\]

for all smooth enough functions $f : \mathbb{R} \to \mathbb{R}$. Hence, for $\nu_{a,b}$ the functions $\eta$ and $\gamma$ are given by $\eta(x) = x(1 - x)$ and $\gamma(x) = -(a + b)x + a = (a + b)\left(\frac{x}{a+b} - x\right)$. Note, that $E[X] = \frac{a}{a+b}$ if $X \sim \nu_{a,b}$. Having derived the Stein identity for $\nu_{a,b}$, the Stein equation corresponding to a Borel-measurable test function $h : \mathbb{R} \to \mathbb{R}$ with $\int_{\mathbb{R}}|h(x)|d\nu_{a,b}(x) < \infty$ is given by

\[
(41) \quad x(1 - x)f'(x) + \left[ -(a + b)x + a \right]f(x) = h(x) - \nu_{a,b}(h) =: \hat{h}(x).
\]

Let a test function $h : \mathbb{R} \to \mathbb{R}$ with $\int_{\mathbb{R}}|h(x)|d\nu_{a,b}(x) < \infty$ be given and let $h_1(y) := h\left(\frac{y+1}{2}\right)$. Consider the above constructed solution $g$ to the Stein equation for $\nu_{b-1,a-1}$ corresponding to the test function $h_1$. In the following let the real variables $x$ and $y$ be related by $y := 2x - 1$ or $x := \frac{y+1}{2}$. Letting $f(x) := 2g(2x - 1)$ and noting $f'(x) = 4g(y)$ we obtain

\[
x(1 - x)f'(x) + \left[ -(a + b)x + a \right]f(x)
= \frac{y+1}{2}(1 - y) + \frac{y+1}{2}4g'(y) + \left[ -(a + b)(y + 1) + 2a \right]g(y)
= (1 - y^2)g'(y) + \left[ -(a + b)y + a - b \right]g(y)
= h_1(y) - \mu_{b-1,a-1}(h_1) = h(x) - \nu_{a,b}(h),
\]

since for any admissible function $u : \mathbb{R} \to \mathbb{R}$ we have $E[u(X)] = E[u_1(Y)]$ where $u_1(y) := u\left(\frac{y+1}{2}\right)$. Hence, $f$ is a solution to (41). Thus, we immediately get bounds on the solutions of the Stein equation for $\nu_{a,b}$ from our above developed theory. In the following, we will always denote by $f_h$ the Stein solution to (41) which is constructed in the explained way.

**Proposition 3.8.** Let $h : \mathbb{R} \to \mathbb{R}$ be Borel-measurable with $\int_{\mathbb{R}}|h(x)|d\nu_{a,b}(x) < \infty$. 

(a) If \( h \) is bounded, then \( \| f_h \|_\infty \leq \| h - \nu_{a,b}(h) \|_\infty \max\left(\frac{1}{2m(1-m)K_a(h(m))}, \frac{1}{a}, \frac{1}{b}\right) \), where \( m \) is a median for \( \nu_{a,b} \).

(b) If \( h \) is Lipschitz, then \( \| f_h \|_\infty \leq \frac{2}{a+b} \| h' \|_\infty \) and \( \| f_h' \|_\infty \leq C_1 \| h' \|_\infty \), where \( C_1 \) only depends on \( a \) and \( b \).

(c) If \( h \) is twice differentiable with bounded first and second derivative, then \( \| f''_h \|_\infty \leq C_2 (\| h' \|_\infty + \| h'' \|_\infty ) \), where \( C_2 \) only depends on \( a \) and \( b \).

Proof. Claim (a) follows from Proposition 2.25. Since \( f_h(x) = 2g_h(2x - 1) \) for all \( x \in \mathbb{R} \), (b) and (c) follow from Propositions 3.4 and 3.6.

Now, let \( V, V' \) be identically distributed, real-valued random variables on a common probability space \((\Omega, \mathcal{A}, P)\). For the approximation of \( \mathcal{L}(V) \) by \( \nu_{a,b} \) the general regression property from Section 2 is

\[
E[V' - V | V] = \lambda(a + b)(\frac{a}{a+b} - V) + R,
\]

where, again, \( \lambda > 0 \) is constant and \( R \) is a hopefully small remainder term. For the distribution \( \nu_{a,b} \), Theorem 3.7 becomes the following:

**Theorem 3.9.** Let \( V, V' \) be identically distributed, real-valued random variables on a common probability space \((\Omega, \mathcal{A}, P)\) satisfying equation (42). Then, for each twice differentiable function \( h : \mathbb{R} \to \mathbb{R} \) with bounded first and second derivative and with \( E[|h(V)|] < \infty \) we have the bound

\[
\left| E[h(V)] - \nu_{a,b}(h) \right| \\
\leq C_1 \| h' \|_\infty E\left[ |V(1-V) - \frac{1}{2\lambda}E[(V' - V)^2|V]| \right] \\
+ \frac{C_2 (\| h' \|_\infty + \| h'' \|_\infty )}{6\lambda} E[|V' - V|^3] \\
+ \frac{2\| h' \|_\infty}{(a+b)\lambda} E[|R|],
\]

where the constants \( C_1 \) and \( C_2 \) are those from Proposition 3.8.

Proof. The assertion is clear from Propositions 2.31 and 3.8 and since \( f_h \) is a solution to Stein’s equation (41). \( \square \)

4. Application to the Polya urn model

In this section we prove a quantitative version of the fact that the relative number of drawn red balls in a Polya urn model converges in distribution to a suitable Beta distribution, if the number of total drawings tends to infinity. This model will
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serve as an application of our Stein method for the Beta distribution, as developed in section 3. We start by introducing the stochastic model:

Imagine an urn containing at the beginning $r$ red and $w$ white balls and fix an integer $c > 0$. At each time point $n \in \mathbb{N}$ a ball is drawn at random from the urn, its color is noticed and this ball together with $c$ further balls of the same color is replaced to the urn. For each $n \in \mathbb{N}$ let $X_n$ be the indicator random variable of the event that the $n$-th drawn ball is a red one. Then $S_n := \sum_{j=1}^{n} X_j$ denotes the total number of drawn red balls among the first $n$ drawings. It is a well-known fact from elementary probability theory that for each $n \in \mathbb{N}$ and all $x_1, \ldots, x_n \in \{0, 1\}$ we have

$$P(X_1 = x_1, \ldots, X_n = x_n) = \prod_{k=0}^{n-1} \left( \frac{r + cx_k}{s + w + cl} \right),$$

where $k := \sum_{j=1}^{n} x_j$. This shows particularly that the sequence $(X_j)_{j \in \mathbb{N}}$ is exchangeable.

It now follows, that for each $k = 0, \ldots, n$ we have

$$P(S_n = k) = \binom{n}{k} \prod_{i=0}^{k-1} \left( \frac{r + ci}{s + w + cl} \right),$$

or, with $a := \frac{r}{c}$ and $b := \frac{w}{c}$,

$$P(S_n = k) = \binom{n}{k} \frac{a^k b^{n-k}}{(a+b)^n}.$$

The distribution of $S_n$ is usually referred to as the Polya distribution with parameters $n, a$ and $b$. It is a well-known fact that the distribution of $\frac{1}{n} S_n$ converges weakly to the distribution $\nu_{a,b}$ as $n$ goes to infinity, where the Beta distribution $\nu_{a,b}$ was defined in section 3. A convenient way to prove this weak convergence result is to use the formula

$$P(S_n = k) = \int_0^1 b(k; n, p) d\nu_{a,b}(p),$$

(43)

together with the weak law of large numbers for Bernoulli random variables to deal with the binomial probabilities $b(k; n, p) = \binom{n}{k} p^k (1 - p)^{n-k}$.

Formula (43) can be proved by a straight-forward computation using the relations $B(a+1, b) = \frac{a}{a+b} B(a, b)$ and $B(a, b) = B(b, a)$ for the Beta function, where $a, b > 0$, and can also be viewed as a consequence of a special instance of de Finetti’s representation theorem for infinite exchangeable sequences. Note, however, that one
generally does not know the corresponding mixing measure from de Finetti’s theorem and hence, identity (43) is not a direct consequence of this theorem.

From now on, we will present a Stein’s method proof of the above distributional convergence result and, as usual, also derive a rate of convergence. We will usually suppress the time index \( n \) and let \( V := V_n := \frac{1}{n} S_n \) denote the random variable of interest. For the construction of the exchangeable pair, we use the well-known Gibbs sampling procedure with the slight simplification, that due to exchangeability of \( X_1, \ldots, X_n \) we need not choose at random the index of the summand from \( S_n \), which has to be replaced. Instead, we will always replace \( X_n \) by \( X_n' \), which is constructed as follows:

Observe \( X_1 = x_1, \ldots, X_n = x_n \) and construct \( X_n' \) according to the distribution \( \mathcal{L}(X_n | X_1 = x_1, \ldots, X_{n-1} = x_{n-1}) \). Then, letting \( V' := V'_n := V - \frac{1}{n} X_n + \frac{1}{n} X_n' \), the pair \((V, V')\) is exchangeable. In order to use Stein’s method of exchangeable pairs, we need to establish a suitable regression property. This is the content of the following proposition.

**Proposition 4.1.** The exchangeable pair \((V, V')\) satisfies the regression property

\[
E[V' - V | V] = \frac{a + b}{n(a + b + n - 1)} \left( \frac{a}{a + b} - V \right) = \lambda \gamma_{a,b}(V),
\]

where \( \gamma_{a,b}(x) = (a + b) \left( \frac{a}{a + b} - x \right) \) and \( \lambda = \lambda_n = \frac{1}{n(a + b + n - 1)} \).

**Proof.** We have \( V' - V = \frac{X_n'}{n} - \frac{X_n}{n} \) and by exchangeability of \( X_1, \ldots, X_n \) it clearly holds that \( E[X_n | V] = E[X_n | S_n] = \frac{1}{n} S_n = V \). Also, by the definition of \( X_n' \) and since \( X_n' \) only assumes the values 0 and 1 we have for any \( x_1, \ldots, x_{n-1} \in \{0, 1\} \)

\[
E[X_n' | X_1 = x_1, \ldots, X_n = x_n] = E[X_n | X_1 = x_1, \ldots, X_{n-1} = x_{n-1}]
\]

\[= P(X_n = 1 | X_1 = x_1, \ldots, X_{n-1} = x_{n-1}) = \frac{r + c \sum_{j=1}^{n-1} x_j}{r + w + c(n - 1)}, \]

and hence,

\[
E[X_n' | X_1, \ldots, X_n] = \frac{r + c \sum_{j=1}^{n-1} X_j}{r + w + c(n - 1)} = \frac{r + cnV - cX_n}{r + w + c(n - 1)}.
\]

Thus, since \( \sigma(V) \subseteq \sigma(X_1, \ldots, X_n) \), we obtain
\[ E[X_n'|V] = E\left[ E[X_n'|X_1, \ldots, X_n] \mid V \right] \]
\[ = \frac{r + cnV - cV}{r + w + c(n - 1)} = \frac{r + c(n - 1)V}{r + w + c(n - 1)} \]
\[ = \frac{a + (n - 1)V}{a + b + n - 1}. \]

Finally, we have
\[ E[V' - V|V] = 1 \]
\[ = \frac{1}{n} E[X_n' - X_n|V] = \frac{1}{n} a + \frac{(n - 1)V}{a + b + n - 1} - \frac{1}{n} \]
\[ = \frac{a - (a + b)V}{n(a + b + n - 1)} = \frac{a + b}{n(a + b + n - 1)} \left( \frac{a}{a + b} - V \right), \]

as was to be shown. \hfill \Box

Next, we will compute the quantity \( E[(V' - V)^2|V] \).

**Proposition 4.2.** We have for the above constructed exchangeable pair \((V, V')\)
\[ E[(V' - V)^2|V] = \frac{1}{n^2(a + b + n - 1)} \left( (2n + b - a)V - 2nV^2 + a \right) \]
and hence
\[ \frac{1}{2\lambda} E[(V' - V)^2|V] = V(1 - V) + \frac{b - a}{2n} V + \frac{a}{2n}. \]

**Proof.** From the general theory of Gibbs sampling (see the author’s PhD thesis, to appear) it is known, that
\[ E[(V' - V)^2|V] \]
\[ = \frac{1}{n^2} \left( E[X_n|V] + E[E[X_n^2|X_1, \ldots, X_{n-1}] \mid V] - 2E[X_nE[X_n|X_1, \ldots, X_{n-1}]|V] \right). \]

Since \( X_n^2 = X_n \) we have from the proof of Proposition 4.1 that
\[ E[X_n^2|X_1, \ldots, X_{n-1}] = E[X_n|X_1, \ldots, X_{n-1}] = \frac{a + nV - X_n}{a + b + n - 1}, \]
and hence
\[ E[E[X_n^2|X_1, \ldots, X_{n-1}] \mid V] = \frac{a + (n - 1)V}{a + b + n - 1}, \]
where we have used \( E[X_n|V] = V \) again. Finally, we compute
\[
E[X_n E[X_n | X_1, \ldots, X_{n-1}] | V] = E \left[ \frac{aX_n + nVX_n - X_n^2}{a + b + n - 1} \right] | V \\
= \frac{aV + nV^2 - V}{a + b + n - 1} = \frac{(a - 1)V + nV^2}{a + b + n - 1}.
\]

Putting pieces together, we eventually obtain

\[
E[(V' - V)^2 | V] = \frac{1}{n^2} \left( V + \frac{a + (n - 1)V}{a + b + n - 1} - 2 \frac{(a - 1)V + nV^2}{a + b + n - 1} \right) = \frac{1}{n^2(a + b + n - 1)} \left( (2n + b - a)V - 2nV^2 + a \right).
\]

The last assertion easily follows from this and from \(\lambda = \frac{1}{n(a + b + n - 1)}\). □

Recall that for the distribution \(\nu_{a,b}\) we have \(\eta(x) := \eta_{a,b}(x) = x(1 - x)\) and hence, we obtain from Proposition 4.2 that

\[
\begin{align*}
E[|\eta(V) - \frac{1}{2\lambda} E[(V' - V)^2 | V]|] &= E\left[ |\frac{a - b}{2n}V - \frac{a}{2n}| \right] \leq \frac{|a - b| + a}{2n}, \\
\end{align*}
\]

since \(|V| \leq 1\). Similarly, since \(|V' - V| = \frac{1}{n} |X'_n - X_n| \leq \frac{1}{n}\) we have

\[
\begin{align*}
\frac{1}{6\lambda} E[|V' - V|^3] &\leq \frac{n(a + b + n - 1)}{6} \frac{1}{n^3} = \frac{a + b + n - 1}{6n^2} \\
&= \frac{1}{6n} + \frac{a + b - 1}{6n^2} = O\left(\frac{1}{n}\right).
\end{align*}
\]

From Theorem 3.9 we can now conclude the following result.

**Theorem 4.3.** For each twice differentiable function \(h : \mathbb{R} \to \mathbb{R}\) with bounded first and second derivative we have

\[
\begin{align*}
&|E[h(V)] - \nu_{a,b}(h)| \\
&\leq \left( C_1 \|h''\|_{\infty} \frac{|a - b| + a}{2} + C_2 (\|h''\|_{\infty} + \|h'\|_{\infty}) \left( \frac{1}{6} + \frac{a + b - 1}{6n} \right) \right) \frac{1}{n} \\
&= O\left(\frac{1}{n}\right),
\end{align*}
\]

with the constants \(C_1\) and \(C_2\) from Proposition 3.8.
Proof. Since $V$ assumes only values in $[0,1]$, the condition $E[|h(V)|] < \infty$ from Theorem 3.9 is trivially met. The assertion now follows immediately from Theorem 3.9, (44) and (45).

□

Remark 4.4. (a) In [GR12] the authors use a different technique within Stein’s method for the Beta distributions, which compares the Stein characterization of the target distribution with that of the approximating discrete distribution, to prove that, in the special case $c = 1$, the convergence rate of order $n^{-1}$ from Theorem 4.3 even holds in the Wasserstein distance and they compute an explicit constant in the bound. They also show that the rate of convergence is optimal. Using their technique and the bounds from Proposition 3.8 one can easily see that the rate of order $n^{-1}$ in the Wasserstein distance also holds in the case $c \geq 2$. However, in order to obtain an explicit constant, some further work has to be done to bound the constant $C_1$ from Proposition 3.8 in the case that one of the values $a, b$ is strictly smaller than one.

(b) In [FG] the authors use the zero bias coupling within Stein’s method for normal approximation to prove bounds on the distance of a normalized version of the quantity $V$ to the standard normal distribution. In particular, they show that a CLT holds whenever the parameters $n, a$ and $b$ tend to infinity in a suitable fashion.

5. Appendix

In this section we provide the proofs of some of the results from Sections 2 and 3 and state and prove some further auxiliary results, which are only used within proofs.

5.1. A general version of de l’Hôpital’s rule. The following result justifies all our calculations, which invoke de l’Hôpital’s rule. Its proof is suppressed for reasons of space, but will be given in the author’s PhD thesis.

Theorem 5.1 (Generalization of one of de l’Hôpital’s rules). Let $a < b$ be extended real numbers and let $f, g : (a, b) \to \mathbb{R}$ be functions with the following properties:

(i) If $a < a' < b' < b$, then both, $f$ and $g$, are absolutely continuous on $[a', b']$.

(ii) We have $g'(x) > 0$ for $\lambda$-almost all $x \in (a, b)$ and with $E := \{x \in (a, b) : g'(x) \neq 0\}$ it holds that $\lim_{n \to \infty} \int_{E} f(x_n) g'(x_n) = \delta \in \mathbb{R}$ for each sequence $(x_n)_{n \in \mathbb{N}} \in E$ converging to $a$.

If $\lim_{x \searrow a} f(x) = \lim_{x \nearrow a} g(x) = 0$, then $g(x) \neq 0$ for all $x \in (a, b)$ and

$$\lim_{x \searrow a} \frac{f(x)}{g(x)} = \delta.$$

If $\lim_{x \nearrow a} f(x) = \lim_{x \searrow a} g(x) = 0$, then $f(x) \neq 0$ for all $x \in (a, b)$ and

$$\lim_{x \nearrow a} \frac{f(x)}{g(x)} = \delta.$$
The same conclusion holds if \( g'(x) < 0 \) for almost all \( x \in (a, b) \) and an analogous result is true for \( \lim_{x \to b} \).

5.2. Proofs from Section 2.

Proof of Proposition 2.10. With \( \tilde{h} = h - \mu(h) \), since \( I = \eta \cdot p \), we have for \( a < x < b \)

\[
|g_h(x)| = \left| \frac{\int_a^x \tilde{h}(t)p(t)dt}{p(x)\eta(x)} \right| = \left| \frac{\int_a^x \tilde{h}(t)p(t)dt}{I(x)} \right| \leq \|\tilde{h}\|_{\infty} \frac{F(x)}{I(x)}
\]

Let \( M : (a, b) \to \mathbb{R} \) be given by \( M(x) := \frac{F(x)}{I(x)} \). By l'Hôpital's rule (see Theorem 5.1) we have

\[
\lim_{x \searrow a} M(x) = \lim_{x \searrow a} \frac{p(x)}{\gamma(x)\eta(x)} = \lim_{x \searrow a} \frac{1}{\gamma(x)} = \frac{1}{\lim_{x \searrow a} \gamma(x)}
\]

which exists in \([0, \infty)\) by Condition 2.2. Here, we used the convention \( \frac{1}{\infty} = 0 \). Moreover,

\[
\lim_{x \to b} M(x) = \frac{1}{\lim_{x \to b} I(x)} = +\infty
\]

again by Condition 2.2 and by Proposition 2.4. Furthermore, we have

\[
M'(x) = \frac{p(x)I(x) - p(x)\gamma(x)F(x)}{I(x)^2} = \frac{p(x)}{I(x)^2} \left( I(x) - \gamma(x)F(x) \right) > 0
\]

for each \( x \in (a, b) \) since by the positivity of \( p \) and because \( \gamma \) is strictly decreasing

\[
I(x) = \int_a^x \gamma(t)p(t)dt > \gamma(x) \int_a^x p(t)dt = \gamma(x)F(x).
\]

Hence, \( M \) is strictly increasing and thus for each \( x \in (a, m) \):

\[
|g_h(x)| \leq \|\tilde{h}\|_{\infty} \frac{F(m)}{I(m)} = \frac{\|h - \mu(h)\|_{\infty}}{2I(m)}.
\]

The same bound can be proved for \( x \in (m, b) \) by using the representation

\[
g_h(x) = -\frac{1}{I(x)} \int_x^b (h(t) - \mu(h))p(t)dt
\]

and the fact that also \( 1 - F(m) = \frac{1}{2} \).

\( \square \)

The following two well-known lemmas will be needed for the proof of Proposition 2.14. Their proofs are included only for reasons of completeness.
Lemma 5.2. Let \(-\infty \leq a < b \leq \infty\) and let \(\mu\) be a probability measure (not necessarily absolutely continuous with respect to \(\lambda\)) with \(\text{supp}(\mu) \subseteq (a, b)\). Let \(F\) be the distribution function corresponding to \(\mu\) and suppose that \(\int_a^b |x| d\mu(x) < \infty\). Then, for each \(x \in (a, b)\) we have

(a) \(\int_a^x F(t) dt = xF(x) - \int_{(a,x]} s d\mu(s)\)

(b) \(\int_x^b (1 - F(t)) dt = \int_{(x, \infty)} s d\mu(s) - x(1 - F(x))\)

Proof. By Fubini’s theorem we have

\[
\int_a^x F(t) dt = \int_{-\infty}^x F(t) dt = \int_{(-\infty, x]} F(t) dt = \int_{(-\infty, x]} \left( \int_{(-\infty, t]} d\mu(s) \right) dt
\]

\[
= \int_{(-\infty, x]} \left( \int_{[s, x]} dt \right) d\mu(s) = \int_{(-\infty, x]} (x - s) d\mu(s)
\]

\[
= xF(x) - \int_{(-\infty, x]} s d\mu(s)
\]

This proves (a). Similarly, we have

\[
\int_x^b (1 - F(t)) dt = \int_x^\infty (1 - F(t)) dt = \int_{(x, \infty)} \mu((t, \infty)) dt
\]

\[
= \int_{(x, \infty)} \int_{(t, \infty)} d\mu(s) dt = \int_{(x, \infty)} \int_{(x, s]} dt d\mu(s)
\]

\[
= \int_{(x, \infty)} (s - x) d\mu(s)
\]

\[
= \int_{(x, \infty)} s d\mu(s) - x(1 - F(x)),
\]

proving (b). \(\square\)

Lemma 5.3. Let \(-\infty \leq a < b \leq \infty\) and let \(\mu\) be a probability measure (not necessarily absolutely continuous with respect to \(\lambda\)) with \(\text{supp}(\mu) \subseteq (a, b)\). Let \(F\) be the distribution function corresponding to \(\mu\), let \(Z \sim \mu\) and let \(h : (a, b) \to \mathbb{R}\) be Lipschitz continuous with \(E[|h(Z)|] < \infty\). Then the following assertions hold true:

(a) For each \(y \in \mathbb{R}\) we have

\[
h(y) - \mu(h) = \int_{-\infty}^y F(s) h'(s) ds - \int_{-\infty}^y (1 - F(s)) h'(s) ds.
\]
(b) For each \( x \in (a, b) \) we have
\[
\int_{(a,x]} (h(y) - \mu(h)) \, d\mu(y) = -(1 - F(x)) \int_a^x F(s)h'(s) \, ds - F(x) \int_x^b (1 - F(s))h'(s) \, ds.
\]

**Proof.** Since \( \mu \) is a probability measure we have by the fundamental theorem of calculus for Lebesgue integration and by Fubini’s theorem

\[
h(y) - \mu(h) = \int \left( h(y) - h(t) \right) d\mu(t) = \int \left( \int_0^y h'(s) \, ds \right) d\mu(t)
\]

\[
= \int_{(-\infty,y]} \left( \int_{t,y]} h'(s) \, ds \right) d\mu(t) - \int_{(y,\infty)} \left( \int_{[y,t]} h'(s) \, ds \right) d\mu(t)
\]

\[
= \int_{(-\infty,y]} \left( \int_{(-\infty,s]} d\mu(t) \right) h'(s) \, ds - \int_{(y,\infty)} \left( \int_{(s,\infty)} d\mu(t) \right) h'(s) \, ds
\]

\[
= \int_{(-\infty,y]} F(s)h'(s) \, ds - \int_{(y,\infty)} (1 - F(s))h'(s) \, ds
\]

\[
= \int_{-\infty}^y F(s)h'(s) \, ds - \int_y^\infty (1 - F(s))h'(s) \, ds.
\]

This proves (a). As to (b), we have using (a) and its proof.
\[
\int_{(a,x]} (h(y) - \mu(h))d\mu(y) = \int_{(-\infty,x]} (h(y) - \mu(h))d\mu(y)
\]
\[
= \int_{(-\infty,x]} \left( \int_{(-\infty,y]} F(s)h'(s)ds - \int_{(y,\infty)} (1 - F(s))h'(s)ds \right)d\mu(y)
\]
\[
= \int_{(-\infty,x]} F(s)h'(s)d\mu(y) - \int_{(-\infty,x]} \int_{(y,\infty)} (1 - F(s))h'(s)d\mu(y)ds
\]
\[
= \int_{(-\infty,x]} F(s)h'(s)\left( \int_{(s,x]} d\mu(y) \right)ds - \int_{(-\infty,x]} \int_{(y,\infty)} (1 - F(s))h'(s)\left( \int_{(-\infty,x]} d\mu(y) \right)ds
\]
\[
= \int_{(-\infty,x]} F(s)h'(s)(F(x) - F(s))ds - \int_{(-\infty,x]} F(s)(1 - F(s))h'(s)ds
\]
\[
- \int_{(x,\infty)} F(x)(1 - F(s))h'(s)ds
\]
\[
= \int_{-\infty}^{x} \left( F(s)F(x)h'(s) - F(s)^2h'(s) + F(s)^2h'(s) - F(s)h'(s) \right)ds
\]
\[
- F(x) \int_{x}^{\infty} (1 - F(s))h'(s)ds
\]
\[
= - (1 - F(x)) \int_{-\infty}^{x} F(s)h'(s)ds - F(x) \int_{x}^{\infty} (1 - F(s))h'(s)ds
\]
\[
= - (1 - F(x)) \int_{a}^{x} F(s)h'(s)ds - F(x) \int_{x}^{b} (1 - F(s))h'(s)ds,
\]
as claimed. \qed

**Proof of Proposition 2.14.** First, we prove (a). Recall the representation

\[
g_h(x) = \frac{1}{I(x)} \int_{-}\int_{a}^{x} (h(y) - \mu(h))p(y)dy = \frac{1}{I(x)} \int_{(a,x]} (h(y) - \mu(h))d\mu(y).
\]

By Lemmas 5.3 and 5.2 we thus obtain that
\[ |I(x)g_h(x)| \]
\[ = \left| -(1 - F(x)) \int_a^x F(s)h'(s)ds - F(x) \int_x^b (1 - F(s))h'(s)ds \right| \]
\[ \leq \|h'\|_\infty \left( (1 - F(x)) \int_a^x F(s)ds + F(x) \int_x^b (1 - F(s))ds \right) \]
\[ = \|h'\|_\infty \left( (1 - F(x)) \left(xF(x) - \int_a^x sp(s)ds + F(x) \left(-x(1 - F(x)) + \int_x^b sp(s)ds\right)\right) \right) \]
\[ = \|h'\|_\infty \left( -\int_a^x sp(s)ds + F(x) \left(\int_a^x sp(s)ds + \int_x^b sp(s)ds\right)\right) \]
\[ = \|h'\|_\infty \left( F(x)E[Z] - \int_a^x yp(y)dy \right), \]

implying (a).

Now, we turn to the proof of (b). By Stein’s equation (11) we obtain for \( x \in (a, b) \)

\[ g'_h(x) = \frac{1}{\eta(x)} \left( \tilde{h}(x) - \gamma(x)g_h(x) \right), \]

where we have again written \( \tilde{h} = h - \mu(h) \). Using Lemma [5.3] again, we obtain

\[ g'_h(x) = \frac{1}{\eta(x)} \left( \int_a^x F(s)h'(s)ds \left(1 + \frac{\gamma(x)(1 - F(x))}{\eta(x)p(x)}\right) \right) \]
\[ + \int_x^b (1 - F(s))h'(s)ds \left(-1 + \frac{\gamma(x)F(x)}{\eta(x)p(x)}\right) \]
\[ = \int_a^x F(s)h'(s)ds \left(\frac{\eta(x)p(x) + \gamma(x)(1 - F(x))}{\eta(x)^2 p(x)}\right) \]
\[ + \int_x^b (1 - F(s))h'(s)ds \left(\frac{-\eta(x)p(x) + \gamma(x)F(x)}{\eta(x)^2 p(x)}\right) \]

Now consider the functions \( H, G : [a, b] \to \mathbb{R} \) with \( H(x) = I(x) - \gamma(x)F(x) = \eta(x)p(x) - \gamma(x)F(x) \) and \( G(x) = H(x) + \gamma(x) = \eta(x)p(x) + \gamma(x)(1 - F(x)) \). It was already observed in the proof of Proposition [2.10] that \( H \) is positive on \( (a, b) \).
Similarly we prove the positivity of $G$ on $(a, b)$: For $x$ in $(a, b)$ we have, since $p$ is positive and $\gamma$ is strictly decreasing

\[
G(x) = I(x) + \gamma(x)(1 - F(x)) = - \int_x^b \gamma(t)p(t)dt + \gamma(x)(1 - F(x)) > -\gamma(x)(1 - F(x)) + \gamma(x)(1 - F(x)) = 0.
\]

By (47) we can thus bound

\[
|g_h'(x)| \leq \|h'|_\infty \left( \int_a^x F(s)ds \frac{G(x)}{\eta(x)^2 p(x)} + \int_x^b (1 - F(s))ds \frac{H(x)}{\eta(x)^2 p(x)} \right),
\]

which reduces to the bound asserted in (b).

\[\square\]

**Proof of Proposition 2.25.** The bound on $|g_h(x)|$ for $x \in (a, b)$ has already been proved in Proposition 2.10. Let $x \in (-\infty, a)$. Then we have by the negativity of $q_l$ which follows from Proposition 2.23:

\[
|g_h(x)| = \left| \int_a^x \tilde{h}(t)q_l(t)dt \right| \leq \|\tilde{h}\|_\infty \left| \int_a^x q_l(t)dt \right| \leq \|\tilde{h}\|_\infty \left| \int_a^x q_l(t)dt \right| = \|\tilde{h}\|_\infty \left| \int_a^x q_l(t)dt \right| = \|\tilde{h}\|_\infty \frac{Q_l(x)}{\exp(F_l(x))}
\]

We want to show, that this is bounded from above by $\|\tilde{h}\|_\infty \frac{\gamma(a)}{\gamma(a)}$. To this end, we define the function $D(x) := \exp\left(\frac{F_l(x)}{\gamma(a)}\right) - Q_l(x)$, $x \in (-\infty, a)$, and show that $D(x) > 0$. By Condition 2.19 and Proposition 2.23 we have $\lim_{x \to a} D(x) = 0$ and furthermore

\[
D'(x) = \left( \frac{\gamma(x)}{\eta(x)} \frac{\exp(F_l(x))}{\gamma(a)} \right) - q_l(x) = q_l(x)\left(\frac{\gamma(x)}{\gamma(a)} - 1\right) < 0,
\]

since $q_l(x) < 0$ and $\gamma(x) > \gamma(a)$ by Condition 2.18. Thus, $D$ is strictly decreasing and hence $D(x) > 0$ for each $x \in (-\infty, a)$. This proves the desired bound for $x \in (-\infty, a)$. Similarly one proves that $|g_h(x)| \leq \|\tilde{h}\|_\infty \frac{\gamma(a)}{\gamma(0)}$ for each $x \in (b, \infty)$.

\[\square\]

Next, we will state a lemma, which replaces Lemma 5.2 outside the support $(a, b)$. 


Lemma 5.4. (a) For each $x \in (-\infty,a)$ we have $\int_x^a Q_l(t)dt = -xQ_l(x) + \int_a^x tq_l(t)dt$ and $I_l(x) < \gamma(x)Q_l(x)$.
(b) For each $x \in (b,\infty)$ we have $\int_b^x Q_r(t)dt = xQ_r(x) - \int_b^x tq_r(t)dt$ and $I_r(x) < \gamma(x)Q_r(x)$.

Proof. By Fubini’s theorem we have

$$\int_x^a Q_l(t)dt = \int_x^a \left( \int_t^a q_l(s)ds \right)dt = -\int_x^a \left( \int_t^a q_l(s)ds \right)dt$$

$$= -\int_x^a \left( \int_x^s 1dt \right)q_l(s)ds = -\int_x^a (s-x)q_l(s)ds$$

$$= -xQ_l(x) + \int_a^x sq_l(s)ds,$$

which proves the first part of (a). The second claim of (a) follows from (a), the positivity of $-q_l$ on $(-\infty,a)$ and from the monotonicity of $\gamma$:

$$I_l(x) = \int_a^x \gamma(t)q_l(t)dt = \int_x^a \gamma(t)(-q_l(t))dt$$

$$< \gamma(x) \int_x^a (-q_l(t))dt = \gamma(x) \int_a^x q_l(t)dt$$

$$= \gamma(x)Q_l(x).$$

The proof of (b) is similar but easier, and is therefore omitted. \qed

The next lemma replaces Lemma 5.3 outside of the support of $\mu$.

Lemma 5.5. (a) For each $x \in (-\infty,a)$ we have

$$h(x) - \mu(h) = -\int_x^b (1-F(s))h'(s)ds = -\int_x^a h'(s)ds - \int_a^b (1-F(s))h'(s)ds$$

and

$$g_h(x) = \frac{1}{I_l(x)} \left( -\int_x^a (Q_l(x)-Q_l(s))h'(s)ds - Q_l(x) \int_a^b (1-F(s))h'(s)ds \right)$$

$$= \frac{1}{I_l(x)} \left( \int_x^a Q_l(s)h'(s)ds - Q_l(x) \int_x^b (1-F(s))h'(s)ds \right).$$
(b) For each \( x \in (b, \infty) \) we have \( h(x) - \mu(h) = \int_a^x F(s)h'(s)\,ds \) and

\[
g_h(x) = \frac{1}{I_r(x)} \left( Q_r(x) \int_a^b F(s)h'(s)\,ds + \int_a^x h'(s)(Q_r(x) - Q_r(s))\,ds \right)
\]

\[
= \frac{1}{I_r(x)} \left( Q_r(x) \int_a^x F(s)h'(s)\,ds - \int_b^x Q_r(s)h'(s)\,ds \right).
\]

**Proof.** We only prove (a) since the proof of (b) is very similar. The first claim follows from Lemma 5.3 (a) since \( F(s) = 0 \) for \( s < a \) and \( F(s) = 1 \) for \( x \geq b \). The second claim follows from the first one and from Fubini’s theorem by

\[
g_h(x) = \frac{1}{I_l(x)} \int_a^x \hat{h}(y)q_l(y)\,dy = \frac{1}{I_l(x)} \int_a^x \left( - \int_y^b (1 - F(s))h'(s)\,ds \right) q_l(y)\,dy
\]

\[
= \frac{1}{I_l(x)} \int_x^b (1 - F(s))h'(s) \left( \int_x^{a \land s} q_l(y)\,dy \right) ds
\]

\[
= \frac{1}{I_l(x)} \int_x^b (1 - F(s))h'(s)(Q_l(a \land s) - Q_l(x))\,ds
\]

\[
= \frac{1}{I_l(x)} \int_a^x h'(s)(Q_l(s) - Q_l(x))\,ds + \frac{1}{I_l(x)} \int_b^a (1 - F(s))h'(s)(Q_l(a) - Q_l(x))
\]

\[
= \frac{1}{I_l(x)} \left( - \int_x^a (Q_l(x) - Q_l(s))h'(s)\,ds - Q_l(x) \int_a^x (1 - F(s))h'(s)\,ds \right).
\]

This is the first representation for \( g_h(x) \) in the assertion. The second one follows, since \( 1 - F(s) = 1 \) for \( s < a \) and hence

\[
- \int_x^a (Q_l(x) - Q_l(s))h'(s)\,ds = \int_x^a Q_l(s)h'(s)\,ds - Q_l(x) \int_x^a (1 - F(s))h'(s)\,ds.
\]
Proof of Proposition 2.27. We only prove (a) and (c), since the proofs of (b) and (d) are similar. To prove (a), we observe that by Lemma 5.5 we have
\[g_h(x) = \frac{1}{I_t(x)} \left( - \int_x^a (Q_t(x) - Q_t(s))h'(s)ds - Q_t(x) \int_a^b (1 - F(s))h'(s)ds \right).\]
Since \(Q_t\) is decreasing \((Q'_t = q_t < 0)\) and positive on \((-\infty, a)\) this implies
\[|g_h(x)| \leq \frac{\|h'\|_{\infty}}{I_t(x)} \left( \int_x^a (Q_t(x) - Q_t(s))ds + Q_t(x) \int_a^b (1 - F(s))ds \right).\]
By Lemma 5.2 and Lemma 5.4 (a) the right hand side equals
\[
\frac{\|h'\|_{\infty}}{I_t(x)} \left( (a - x)Q_t(x) + xQ_t(x) - \int_a^x sq_t(s)ds + Q_t(x)(E[Z] - a) \right)
\]
which is the claimed bound. Now, we turn to the proof of (c). By Stein’s equation (24) and Lemma 5.5 (a) we have for each \(x \in (-\infty, a)\):
\[
g'_h(x) = \frac{\tilde{h}(x)}{\eta(x)} - \frac{\gamma(x)}{\eta(x)}g_h(x) = -\frac{1}{\eta(x)} \int_x^b (1 - F(s))h'(s)ds
\]
\[-\frac{\gamma(x)}{\eta(x)I_t(x)} \left( \int_x^a Q_t(s)h'(s)ds - Q_t(x) \int_x^b (1 - F(s))h'(s)ds \right)
\]
\[= -\frac{1}{\eta(x)I_t(x)} \left( \gamma(x) \int_x^a Q_t(s)h'(s)ds + \int_x^b (1 - F(s))h'(s)ds \left( I_t(x) - Q_t(x)\gamma(x) \right) \right)
\]
By Lemma 5.2 (a) we have
\[
\int_x^b (1 - F(s))ds = a - x + \int_a^b (1 - F(s))ds = a - x + E[Z] - a = E[Z] - x.
\]
Hence, by Lemma 5.4 (a) this implies
\[ |g'_h(x)| \leq \frac{\|h'\|_\infty}{-\eta(x)I_t(x)} \left( \gamma(x) \int_x^a Q_l(s)ds + \int_x^b (1 - F(s))ds \left( Q_t(x)\gamma(x) - I_t(x) \right) \right) \]

\[ = \frac{\|h'\|_\infty}{-\eta(x)I_t(x)} \left( \gamma(x) \left( -xQ_l(x) + \int_x^a t_q(l(t))dt \right) + (E[Z] - x) \left( Q_t(x)\gamma(x) - I_t(x) \right) \right) \]

which was to be shown. □

Proof of Corollary 2.28. In this case, we have the relations

\[ I_t(x) = c \int_a^x \left(E[Z] - t\right)q_l(t)dt = c \left( Q_t(x)E[Z] - \int_a^x t_q(l(t))dt \right) \]

\[ I_r(x) = c \int_b^x \left(E[Z] - t\right)q_r(t)dt = c \left( Q_r(x)E[Z] - \int_b^x t_q(r(t))dt \right). \]

These together with Proposition 2.27 (a), (b) and Corollary 2.16 immediately imply (a). As to (b), by (49) we have

\[ (E[Z] - x) \left( Q_t(x)\gamma(x) - I_t(x) \right) \]

\[ = (E[Z] - x) \left( cE[Z]Q_l(x) - cxQ_l(x) - c \left( Q_t(x)E[Z] - \int_a^x t_q(l(t))dt \right) \right) \]

\[ = c(E[Z] - x) \left( -xQ_l(x) + \int_a^x t_q(l(t))dt \right) \]

\[ = \gamma(x) \left( -xQ_l(x) + \int_a^x t_q(l(t))dt \right). \]

This and Proposition 2.27 (c) imply claim (b). Assertion (c) may be proved similarly. □

Proof of Proposition 2.29. For any \( x \in (a, b) \) we have:

\[ g_z(x) = \frac{1}{I(x)} \int_a^x (1_{(\infty, z)}(t) - P(Z \leq z))p(t)dt \]

\[ = \frac{1}{I(x)} \left( \int_a^{x \land z} p(t)dt - F(z)F(x) \right) \]

\[ = \frac{F(x \land z) - F(z)F(x)}{I(x)}, \]

proving the desired representation of \( g_z \) inside the interval \((a, b)\). Now, for \( x \in (a, b) \) let \( M(x) := \frac{F(x)}{I(x)} \) and \( N(x) := \frac{1 - F(x)}{I(x)} \). Then we have
\[ M'(x) = \frac{p(x)I(x) - p(x)\gamma(x)F(x)}{I(x)^2} = \frac{p(x)}{I(x)^2} \left( I(x) - \gamma(x)F(x) \right) \]
\[ = \frac{p(x)}{I(x)^2}H(x) > 0 \]

and

\[ N'(x) = \frac{-p(x)I(x) - p(x)\gamma(x)(1 - F(x))}{I(x)^2} = \frac{-p(x)}{I(x)^2} \left( I(x) + (1 - F(x))\gamma(x) \right) \]
\[ = \frac{-p(x)}{I(x)^2}G(x) < 0 , \]

since \( G(x) = (I(x) + (1 - F(x))\gamma(x)) \) is positive by Proposition 2.14. Thus, \( M \) is strictly increasing and \( N \) is strictly decreasing on \((a, b)\). Since \( g_z(x) = (1 - F(z))M(x) \) for \( x \in (a, z] \) and \( g_z(x) = F(z)N(x) \) for \( x \in (z, b) \), this implies, that \( \sup_{x \in (a, b)} g_z(x) = g_z(z) = \frac{F(z)(1 - F(z))}{I_z} \). It also implies the claimed representation of \( g'_z(x) \) for \( x \in (a, b) \setminus \{ z \} \). Furthermore, by de l'Hôpital’s rule, we have

\[ \lim_{x \searrow a} g_z(x) = (1 - F(z)) \lim_{x \searrow a} M(x) = (1 - F(z)) \lim_{x \searrow a} \frac{p(x)}{p(x)\gamma(x)} \]
\[ = \lim_{x \searrow a} \frac{1 - F(z)}{\gamma(x)} = \frac{1 - F(z)}{\gamma(a)} \]

and

\[ \lim_{x \nearrow b} g_z(x) = F(z) \lim_{x \nearrow b} N(x) = F(z) \lim_{x \nearrow b} \frac{-p(x)}{p(x)\gamma(x)} \]
\[ = \lim_{x \nearrow b} \frac{-F(z)}{\gamma(x)} = \frac{-F(z)}{\gamma(b)} . \]

Note, that these limits could also be derived from Proposition 2.22.

Next, consider \( x \in (-\infty, a) \). For such an \( x \) we have

\[ g_z(x) = \frac{1}{I_z(x)} \int_a^x (1_{(-\infty,z]}(t) - P(Z \leq z))q(t)dt = \frac{(1 - F(z))Q_z(x)}{I_z(x)} . \]

Moreover we have
\[
\frac{d}{dx} Q_t(x) = \frac{q_t(I_t(x) - \gamma(x)q_t(x)Q_t(x))}{I_t(x)^2} = \frac{-q_t(x)}{I_t(x)^2} (\gamma(x)Q_t(x) - I_t(x)) > 0
\]

by Lemma 5.4. Thus, \( g_z \) is increasing on \((-\infty, a)\) and hence, again by de l'Hôpital's rule,

\[
\sup_{x \in (-\infty, a)} |g_z(x)| = \sup_{x \in (-\infty, a)} g_z(x) = (1 - F(z)) \lim_{x \to a} \frac{Q_t(x)}{I_t(x)}
\]

\[
= (1 - F(z)) \lim_{x \to a} \gamma(x) = (1 - F(z)) \lim_{x \to a} \frac{1}{\gamma(x)}
\]

\[
= \frac{1 - F(z)}{\gamma(a)}.
\]

Since \( g_z'(x) = (1 - F(z)) \frac{d}{dx} \frac{Q_t(x)}{I_t(x)} \) we have also derived the desired formula for \( g_z'(x) \) for \( x \in (-\infty, a) \). The calculations for \( x \in (b, \infty) \) are completely analogous and therefore omitted. From our computations we can already infer, that \( \|g_z\|_{\infty} = \frac{F(z)(1 - F(z))}{I(z)} \). So, it remains to show that this quantity is bounded in \( z \in (a, b) \). Since it is a continuous function of \( z \), we only have to show that it has finite limits on the edge of the interval \((a, b)\). But, of course,

\[
\lim_{z \searrow a} \frac{F(z)(1 - F(z))}{I(z)} = \lim_{z \searrow a} \frac{F(z)}{I(z)} = \lim_{z \searrow a} M(z) = \frac{1}{\gamma(a)}
\]

and, similarly, \( \lim_{z \nearrow b} \frac{F(z)(1 - F(z))}{I(z)} = \lim_{z \nearrow b} N(z) = -\frac{1}{\gamma(b)} \). This concludes the proof. \( \square \)

5.3. Proofs from Section 3.

Proof of Proposition 3.2 Let us focus on the case \( z \in (-1, 1) \), the cases \( z < -1 \) and \( z > 1 \) being similar and even easier. Of course, \( g_z \) is continuously differentiable on each of the intervals \((-\infty, -1), (-1, z), (z, 1) \) and \((1, \infty)\) and from Proposition 2.22 we know that \( g_z \) is continuous on \( \mathbb{R} \) since \( z \neq \pm 1 \). By a result from calculus, to show that, for example, \( g_z \) is \( C^1 \) on \([-1, z] \), it is sufficient to prove that \( \lim_{x \searrow -1} g_z'(x) \) exists in \( \mathbb{R} \). To this end we recall from Remark 2.30 that for \(-1 < x < z \) we have

\[
g_z'(x) = (1 - F(z)) \frac{p(x)H(x)}{I(x)^2} = (1 - F(z)) \frac{H(x)}{(1 - x^2)p(x)}.
\]
Using de l'Hôpital’s rule \([5.1]\) and Lemma \([5.6]\) (a) below, we obtain
\[
\lim_{x \to 1^-} g'_z(x) = (1 - F(z)) \lim_{x \to 1^-} \frac{H(x)}{(1 - x^2)p(x)}
= (1 - F(z)) \lim_{x \to 1^-} \frac{(\alpha + \beta + 2)F(x)}{(1 - x^2)p(x)}[\beta - \alpha - (\alpha + \beta + 4)x]
= \frac{1 - F(z)}{2\beta + 4} \lim_{x \to 1^-} \frac{(\alpha + \beta + 2)F(x)}{(1 - x^2)p(x)}
= \frac{1 - F(z)}{2\beta + 4} \lim_{x \to 1^-} \frac{(\alpha + \beta + 2)p(x)}{p(x)[\beta - \alpha - (\alpha + \beta + 2)x]}
= \frac{(1 - F(z))(\alpha + \beta + 2)}{(2\beta + 4)(2\beta + 2)}.
\]

Hence, \(g_z\) is continuously differentiable on \([-1, z]\). That \(g_z\) is continuously differentiable on the intervals \((-\infty, 1], [z, 1] \) and \([1, \infty)\) can be proved similarly by using the representations for \(g'_z(x)\) from Proposition \([2.29]\). It also turns out, that the right and left hand derivatives of \(g_z\) at \(\pm 1\) coincide, so that it is in fact differentiable at these points.

So, we conclude, that \(g_z\) is continuous and piecewise continuously differentiable on \(\mathbb{R}\). Next, we show that \(g_z\) vanishes at infinity. This even applies to any bounded test function \(h\), since e.g. for \(x > 1\) we have
\[
|g_h(x)| = |\exp(-F_r(x)) \int_1^x \tilde{h}(t)q_r(t)dt| 
\leq \|\tilde{h}\|_\infty \int_1^x q_r(t)dt \frac{1}{(x - 1)^{\alpha + 1}(1 + x)^{\beta + 1}}
\]
and by de l'Hôpital’s rule
\[
\lim_{x \to \infty} \frac{\int_1^x q_r(t)dt}{(x - 1)^{\alpha + 1}(1 + x)^{\beta + 1}} = \lim_{x \to \infty} \frac{\int_1^x (t - 1)^{\alpha}(1 + t)^{\beta}dt}{(x - 1)^{\alpha + 1}(1 + x)^{\beta + 1}}
= \lim_{x \to \infty} \frac{(x - 1)^{\alpha}(1 + x)^{\beta}}{(x - 1)^{\alpha + 1}(1 + x)^{\beta + 1}}
= \lim_{x \to \infty} \frac{1}{(\alpha + 1)(1 + x) + (\beta + 1)(x - 1)} = 0.
\]

Hence, \(\lim_{x \to \infty} g_h(x) = 0\). Similarly, one can prove that \(\lim_{x \to -\infty} g_h(x) = 0\).
It remains to show that
\[
\int_{-1}^{1} |g'_z(x)|q_{\alpha,\beta}(x)dx = \int_{-1}^{1} |g'_z(x)|(1 - x^2)p(x)dx < \infty.
\]

To this end, it suffices to see that the function \(|g'_z(x)|(1 - x^2)p(x)\) is bounded on \((-1, z)\) and on \((z, 1)\). Since it is continuous on \((-1, z]\) and on \((z, 1)\) (where \(g'_z(z) := \lim_{x \to z} g'_z(x)\) for definiteness), this claim will follow if we have proved that \(\lim_{x \to \pm 1} g'_z(x)(1 - x^2)p(x) = 0\). For \(x \in (-1, z)\) we have

\[
g'_z(x)(1 - x^2)p(x) = (1 - F(z)) \frac{H(x)}{1 - x^2} \quad \text{and}
\]

\[
\lim_{x \to -1} \frac{H(x)}{1 - x^2} = \lim_{x \to -1} \frac{\alpha + \beta + 2}{-2x} F(x) = 0,
\]

proving the claim for \(-1\). Since it may be proved analogously for \(+1\) the proof is complete. \(\square\)

The following lemma will be useful for the proof of Proposition 3.4.

**Lemma 5.6.** The functions \(p, q_t, q_r\) and \(\eta\) satisfy the following equations for each integer \(k \geq 1:\)

(a) \(\frac{d}{dx}(\eta(x)^k p(x)) = \eta(x)^{k-1} p(x) [(k - 1)\eta'(x) + \gamma(x)] \) for each \(x \in (-1, 1)\)

(b) \(\frac{d}{dx}(\eta(x)^k q_t(x)) = \eta(x)^{k-1} q_t(x) [(k - 1)\eta'(x) + \gamma(x)] \) for each \(x \in (-\infty, -1)\)

(c) \(\frac{d}{dx}(\eta(x)^k q_r(x)) = \eta(x)^{k-1} q_r(x) [(k - 1)\eta'(x) + \gamma(x)] \) for each \(x \in (1, \infty)\)

**Proof.** First we prove (a). By (14) we have, multiplying by \(p(x)\),

\[
\eta(x)p'(x) = p(x)(\gamma(x) - \eta'(x)).
\]

Hence, by the product rule we obtain

\[
\frac{d}{dx}(\eta(x)^k p(x)) = k\eta(x)^{k-1}\eta'(x)p(x) + \eta(x)^k p'(x)
\]

\[
= \eta(x)^{k-1}[k\eta'(x)p(x) + \eta(x)p'(x)]
\]

\[
= \eta(x)^{k-1}p(x)[k\eta'(x) + \gamma(x) - \eta'(x)]
\]

\[
= \eta(x)^{k-1}p(x)[(k - 1)\eta'(x) + \gamma(x)],
\]

proving (a). As to (b), we observe that by the definition of \(q_t = \frac{\exp \circ F_t}{\eta}\) we have on the one hand
\[
\frac{d}{dx}(\eta(x)q_l(x)) = \frac{d}{dx} \exp(F_l(x)) = \exp(F_l(x)) \frac{\gamma(x)}{\eta(x)} = \gamma(x)q_l(x)
\]

and on the other hand, by the product rule,

\[
\frac{d}{dx}(\eta(x)q_l(x)) = \eta'(x)q_l(x) + q_l'(x)\eta(x).
\]

These two equations yield

\[
\eta(x)q_l'(x) = \gamma(x)q_l(x) - \eta'(x)q_l(x) = q_l(x)\left(\gamma(x) - \eta'(x)\right).
\]

Now the proof follows the lines of proof for \(p\) as above. Similarly one may prove (c).

Proof of Proposition 3.4. Assertion (a) immediately follows from Corollary 2.28 (a) since in this case \(c = \alpha + \beta + 2\). Now, we turn to the proof of (b). First, consider \(x \in (-1, 1)\). By Corollary 2.16 (b) we have for \(x \in (-1, 1)\):

\[
|g_h'(x)| \leq 2\|h'\|_\infty \frac{H(x)G(x)}{\alpha + \beta + 2} \frac{I(x)\eta(x)}{I(x)\eta(x)}.
\]

For \(x \in (-1, 1)\) let

\[
S(x) := \frac{H(x)G(x)}{I(x)\eta(x)} = \frac{H(x)G(x)}{\eta(x)^2p(x)}.
\]

Then \(S\) is continuous on \((-1, 1)\) and hence, to show that \(S\) is bounded on \((-1, 1)\), it suffices to prove that \(S\) has finite limits at \(\pm 1\). Since \(\lim_{x \to -1} G(x) = \gamma(-1) = 2\beta + 2\) we obtain, using Lemma 5.6 and de l'Hôpital’s rule:
\[
\lim_{x \to -1} S(x) = \lim_{x \to -1} G(x) \lim_{x \to -1} \frac{H(x)}{\eta(x)^2 p(x)}
= \gamma(-1) \lim_{x \to -1} \frac{H'(x)}{\eta'(x) + \gamma(x)} \lim_{x \to -1} \frac{(\alpha + \beta + 2)F(x)}{p(x)}
= \gamma(-1)(\alpha + \beta + 2) \lim_{x \to -1} \frac{F(x)}{\eta(x)p(x)}
= \gamma(-1)(\alpha + \beta + 2) \lim_{x \to -1} \frac{1}{\gamma(x)} = \gamma(-1)(\alpha + \beta + 2) \frac{1}{\gamma(-1)}
= \frac{\alpha + \beta + 2}{2\beta + 4} < \infty
\]

Here we have used, that \( H'(x) = -\gamma'(x)F(x) = (\alpha + \beta + 2)F(x) \). Similarly one shows that
\[
\lim_{x \to 1} S(x) = \frac{\alpha + \beta + 2}{2\alpha + 4}.
\]

Thus, we have shown that \( \sup_{x \in (-1, 1)} S(x) < \infty \). Now, we consider \( x \in (-\infty, -1) \).

From Corollary 2.28 (b) we have
\[
|g'_h(x)| \leq 2\|H'\|_\infty \frac{\gamma(x)(-xQ_l(x) + \int_0^x tQ_l(t)dt)}{-\eta(x)I_l(x)}.
\]

For \( x \in (-\infty, -1) \) we consider the function
\[
S_l(x) := \frac{\gamma(x)(-xQ_l(x) + \int_0^x tQ_l(t)dt)}{-\eta(x)I_l(x)} = \frac{\gamma(x) \int_0^x Q(t)dt}{\eta(x)^2 q_l(x)}.
\]

Clearly, \( S_l \) is a continuous function on \( (-\infty, -1) \). To show that it is bounded, it thus suffices to prove that \( \lim_{x \to -1} S_l(x) < \infty \) and \( \lim_{x \to -\infty} S_l(x) < \infty \). Using Lemma 5.6 and de l’Hôpital’s rule, we obtain
\[
\lim_{x \to -1} S_l(x) = \lim_{x \to -1} \gamma(x) \lim_{x \to -1} \frac{\int_a^x Q(t) dt}{\eta(x)^2 q_l(x)} = \\
\gamma(-1) \lim_{x \to -1} \frac{Q_l(x)}{\eta(x) q_l(x) \left[ \eta'(x) + \gamma(x) \right]} = \\
\frac{\gamma(-1)}{2\beta + 4} \lim_{x \to -1} \frac{q_l(x)}{\gamma(q_l(x))} = \frac{\gamma(-1)}{2\beta + 4} \lim_{x \to -1} \frac{1}{\gamma(x)} = \\
\frac{1}{2\beta + 4} < \infty.
\]

Next, we will show that \(\lim_{x \to -\infty} S_l(x) = 0\). We actually have
\[
\lim_{x \to -\infty} \frac{\gamma(x)}{\eta(x)} = \lim_{x \to -\infty} \frac{-(\alpha + 2)x + \beta - \alpha}{1 - x^2} = 0
\]
and by de l'Hôpital's rule, also
\[
\lim_{x \to -\infty} \frac{\int_a^x Q(t) dt}{\eta(x) q_l(x)} = \lim_{x \to -\infty} \frac{q_l(x)}{\eta(x) \gamma(x)} = \lim_{x \to -\infty} \frac{1}{\gamma(x)} = 0.
\]

Here we have used that \(\eta(x) q_l(x) = -(1 - x)^{\alpha + 1} (-1 - x)^{\beta + 1} \to -\infty\) as \(x \to -\infty\). Hence, \(\lim_{x \to -\infty} S_l(x) = 0\) and \(\sup_{x \in (-\infty, -1)} S_l(x) < \infty\). Since we can show in a similar manner that \(\sup_{x \in (1, \infty)} S_r(x) < \infty\), where \(S_r\) is defined in the obvious way, the proof is complete. \(\Box\)

**Proof of Lemma 3.5.** If \(E[u(Z)] = 0\), then the usual Stein solution is bounded on \((-1, 1)\) by Proposition 3.3. For the converse, let us assume that \(E[u(Z)] \neq 0\). As was already noted in Section 2, the solutions of the homogeneous equation corresponding to (40) are exactly the multiples of \(\frac{1}{\eta p}\). Thus, every solution \(f\) of (40) has the form
\[
f(x) = \frac{\int_{-1}^x u(t)p(t)dt + c}{\eta(x)p(x)}, \quad x \in (-1, 1),
\]
for some \(c \in \mathbb{R}\). If \(c = 0\), then
\[
\lim_{x \to 1} f(x) = \lim_{x \to -1} \frac{\int_{-1}^x u(t)p(t)dt}{\eta(x)p(x)} = \pm \infty,
\]
since \(E[u(Z)] \neq 0\). Hence, \(f\) is unbounded near 1. If \(c \neq 0\) we have
\[
\lim_{x \to -1} f(x) = \lim_{x \to -1} \frac{c}{\eta(x)p(x)} = \pm \infty.
\]

So, \( f \) is unbounded near \(-1\). Hence, in any case \( f \) is unbounded on \((-1, 1)\). \( \square \)
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