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This paper considers an autonomous cloud-based multi-robot system designed to execute highly repetitive tasks in a dynamic environment such as a modern megastore. Cloud level is intended for performing the most demanding operations in order to unload the robots that are users of cloud services in this architecture. For path planning on global level D* Lite algorithm is applied, bearing in mind its high efficiency in dynamic environments. In order to introduce smart cost map for further improvement of path planning in complex and crowded environment, implementation of fuzzy inference system and learning algorithm is proposed. The results indicate the possibility of applying a similar concept in different real-world robotics applications, in order to reduce the total paths length, as well as to minimize the risk in path planning related to the human-robot interactions.
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1. Introduction

The basic purpose of an algorithm used in the robot path planning process is to determine a valid path from the start to the goal position of the robot in its configuration space. Robot configuration space implies an approach that fully defines the location of a robot, that is, all its degrees of freedom [24], in the environment in which it moves and performs tasks. In the case of multi-robot path planning, the situation is much more complicated since the growth of the joint configuration space is exponentially proportional to the number of robots [19]. Therefore, single-robot path planning techniques cannot be applied in the case of a multi-robot system without some adaptation.

Generally speaking, there are two approaches that can be applied to algorithms designed for planning the path of a multi-robot system [36]. The first approach involves a coupled technique that treats the multi-robot system as a single entity so that the paths of all robots of that system are calculated simultaneously and coordinated in the joint configuration space. Therefore, this approach can guarantee the completeness of the solution (all paths will be calculated if a solution is possible), but its disadvantages are that it is difficult to apply to a large number of robots and usually does not provide a solution in real time. The second approach involves a decoupled technique that, within a multi-robot system, first calculates the path of each individual robot independently of the others, and then applies some method of motion coordination to avoid conflict situations. This approach is fast and usually provides a real-time solution, but its disadvantages are that it cannot guarantee the completeness of the solution, as well as that movement of multiple robots along independently calculated paths can cause conflicting situations that cannot be solved.

This paper discusses an autonomous cloud-based multi-robot system designed to perform highly repetitive tasks in a dynamic environment such as a modern megastore. In robotics, the method often used to calculate the path involves the use of an algorithm for planning rough path on global level integrated with an algorithm for planning precise path on local level [11]. In complex environments such as a megastore, algorithm for planning the path on global level defines path that do not take into account crowds and other constraints. Therefore, a human-aware algorithm for planning takes into account the crowds (as well as other limitations not covered by this paper) on local level and defines a valid local path. Such solutions are common, but if the algorithm for planning the path on global level does not fully take into account crowds, this can reduce the efficiency of the entire system and increase the risk of the task [2]. In addition, in some situations a local planner cannot solve the problem, so it is necessary to replan the path on global level during the robot motion. These situations are specially considered in this paper because they can significantly slow the robot and cause at the same time increasing the total paths length.

In order to construct a crowd-sensitive global planner, knowledge about the crowds global changes or behavior is required. This is not always feasible, because over time the crowds can behave differently. In some cases, crowd density has a relatively repeatable dynamic of change on daily, weekly or some other time basis. For instance, in some part of the store the crowd is likely to be larger every day in the morning, in the second one every weekend, in the third one for holidays or special events. Therefore, it is desirable that robots should be capable to predict crowd density change, whenever and wherever possible, in order to improve the efficiency of task and motion planning. To this end, the implementation of fuzzy inference system (FIS) is proposed, which should ensure that in the initial phase of planning the global planner takes into consideration the crowds whose density change is predictable. The goal is to penalize the path passing through the high-cluttered parts of the store proportionately to the crowd density.

In addition to using FIS, robots have the ability to learn online in order to reuse detection of unexpec ted long-lasting changes (that do not move/change for a certain period of time) in environment structures from previous iterations for more efficient task and motion planning in the next iteration. The changes that are referred to here are, for example, accidentally spilled larger quantities of goods that occupy certain parts of the store for some time, temporarily blocked or opened passages, etc. To this end, it is proposed to use the learning algorithm based on the online statistical estimation of changes in the environment.
D* Lite is applied as graph-based algorithm for planning the path on global level. In this paper, it is adapted so that it can be used to plan the path of a multi-robot system. A decoupled path planning technique is applied with robots motion coordination to avoid conflict situations.

As it is known, graph based algorithms require a cost map of the robot environment to operate on. Consequently, one of the approaches to improve path planning is to generate a smart cost map. The cost map is used to store various information about the environment that affects the robots motion. This area has not been sufficiently studied, especially in the case of crowded environment, and provides many opportunities for further research. In that context, the contribution of this paper is reflected in the original application of FIS to exploit predictable changes in crowd density (in spatio-temporal domain), in order to generate smart cost map to improve autonomous robot path planning in crowded environment. In addition, it is also proposed a learning algorithm that has the same purpose as the FIS, but exploits data of other characteristics. This learning algorithm is based on the M-out-of-N detector, which is most commonly used in radar technology. In this case, the original application of this technique is presented to detect the presence or absence of an obstacle in a cell of smart cost map.

In summary, the common goal of applying fuzzy logic and online learning is to generate a smart cost map that is used for defining path in the initial planning phase so that they are similar to the real ones to a feasible extent. This will be an attempt to reduce the number of paths corrections during robots motion and thus to improve system efficiency. Replanning the paths increases the execution time of the task to a lesser or larger extent, often implies robots delays, degrades path quality as well as overall performance of the system. As a result, it can be expected that the total length of the paths will be reduced (the sum of the path length of all robots in all iterations in one cycle), making them on average “smoother” in terms of a smaller number of sharp changes in direction (easier to follow by robots). The aim is also to reduce the risk in path planning, which refers to the movement of humans and robots in the same environment, that is, to ensure an amount of safe space between robots and crowds. That improves the overall performance of the system. The same idea can be implemented in industrial and other similar environments.

2. Related Work

Graph-based techniques are used with both algorithms - algorithms for planning the path for single-robot and algorithms for planning the path for multi-robot system. M* algorithm [35] is based on the search for path in joint configuration space with dimensionality gradation depending on the need for motion coordination. In [4] A* algorithm for multi-robot path planning is proposed using decoupled approach and priorities. A lattice variant of A* algorithm for planning the path for multi-robot system is proposed in [8]. D* is an incremental algorithm widely used for path planning in a completely unknown or partially known environment, both for single robot and for multi-robot systems [6]. A multi-agent version of D* Lite, which is a variant of D* [18], is proposed in [1]. Another approach to apply D* Lite for planning the path for multi-robot system with implemented concept of parallel processing is proposed in [30]. Here, during the planning, other robots, except the origin, are considered as obstacles.

In addition to the above mentioned, in recent years one of the main directions of research in robotics is application of different learning techniques to robot path planning, in order to improve its efficiency. In [29] a mission coordination architecture is proposed, which executes planning the path through check-points and assigning priorities, based on statistical estimation of changes in the environment with purpose to improve the replanning process. The robot motion planner proposed in [20, 25, 43] uses a formed database that stores segments of the local paths depending on the geometric shape of the obstacles, in order to form a global path based on them depending on the specific situation. Another learning based method to reuse information from previous motion plans, the environment, and types of the obstacles is presented in [15]. Path planning using experience is also proposed in [14, 32, 33], where so-called experience graphs are introduced, which in fact represent a path network from previous iterations. This approach is very useful in the environment which possesses a significant amount of underlying structure that is under-utilized in a classic path planning and
mobile manipulation. If there is no experience planning is done from the beginning, of course. In [5] and [9], the concept of learning based on the experience of trajectories in high-dimensional space is described, and this knowledge is used by robots for planning in the next iterations. An interesting approach of using learned maneuvers from previous situations that required avoiding collisions with obstacles in order to improve planning in subsequent iterations is considered in [34]. In [28] the concept of robot path planning using external preferences and suggestions by the user is addressed.

When using graph based algorithms, researchers often focus on smart cost map to improve path planning process. In [12] it is described how the clever design of a grid based cost map contributes to the robustness of the system in a real application. This approach used so-called combined cost map. It incorporates a cost map derived from known static obstacles, as well as a cost map based on the structure of roads in the environment and other available information about terrain that can affect the robots motion. Dynamic obstacles in this cost map are presented as a high cost region around the obstacle to ensure a safe distance. In [26] a cost map based on probability is presented, which takes into account the uncertainty of terrain characteristics for each grid cell in the map. The final cost map allows the calculation of the optimal path between the two points in the environment, as well as the distribution of likely paths between the points. To construct a crowd-sensitive path planner based on smart cost map is a special challenge. In [40] it is presented approach based on learning the cost map that best defines previously observed motion and trajectories of pedestrians. This approach uses a cost map at the beginning of the process that ignores predictions of future pedestrian locations. Then, in such a map, robot paths are planned, at the same time pedestrian trajectories are simulated (on the basis of previous observations), and based on that, new costs are defined in a cost map proportional to the hindrance probability at each cell. The paper [37] presents similar cloud-based path planning concept using D* Lite algorithm, but there the implementation of Multi-criteria decision making (MCDM) using Full consistency method (FUCOM) for improvement the efficiency of path planning is proposed. The application of MCDM using FUCOM provides an adaptive approach to path planning, in terms of optimizing the global cost map taking into account all factors affecting the robots motion in the environment and having in mind a mission specificity that requires the management of risks arising from different sources. In [2] two algorithms (CUSUM-A* and Risk-A*) that learn a cost map in crowded environments and plan from it are described. These algorithms continuously upgrade crowd models based on current observations. The CUSUM-A* algorithm uses in the path planning process prior knowledge of changes in the crowds in the spatio-temporal domain, while Risk-A* focuses on optimizing path costs in terms of human-robot interactions.

Based on the analysis of the literature, it can be concluded that the smart cost map is a good approach to improve robots’ path planning in general, even in environments they share with humans. Despite the unpredictability of human movement, it can often be stated that in public objects, especially in stores and similar environments, crowd density has a relatively repeatable dynamic of change (in spatio-temporal domain), that can be used to generate smart cost maps to improve robot path planning. The existing literature does not sufficiently consider this issue. The same can be said for the application of learning algorithms to improve robot path planning in crowded environments. Keeping that in mind, the tendency of this paper is to contribute to overcoming mentioned research gap.

3. System Overview

Multi-robot systems have many applications and the field of application is constantly expanding. For the purpose of performing mission successfully, the allocation of tasks among the robots in multi-robot system, path planning and motion coordination must be primarily defined. With the aim of a wider application of a group of robots, they need to be as simple as possible, energy efficient, low cost, and at the same time to perform the assigned tasks reliably. Clearly, some of these requirements are conflicting. The solution can be based on cloud technology. With the application of cloud technology, it can be achieved that the multi-robot system uses the capacities and resources of the cloud (information, memory, communication
architecture has been designed, which consists of the following modules: Data base, Store, Goods flow, Warehouse, System manager and Robots (Figure 1).

**Figure 1**
Block diagram of the system architecture

The module “Data base” is intended to provide a store and warehouse map (free fields, dynamic and static obstacles, shelves with goods), as well as information on articles specification and distribution on shelves in the store and in the warehouse.

The module “Store” simulates a dynamic environment in the store in sense of appearance and movements of the buyers. The number of buyers is given as an initial parameter in the phase of initialization, while their moving is of a random nature. This module also simulates the changes in environment in the sense of blocking certain initially free cells or releasing the initially blocked transits. The initial map of the store and warehouse is shown in Figure 2.

The module “Goods flow” monitors picking of the goods from the shelves in the store and purchase of the same (with the cash register verification). This module also processes the loss of the goods due to the expiration date and/or damaging etc., updates the list and schedule of goods in the store and generates the goods amendments.

The module “Warehouse” monitors the situation in the warehouse and delivery dynamics (updates the list and schedule of warehoused goods).
The module “Robots” in a simulated environment represents robots that move along defined paths, observe the environment with their sensors, and perform assigned tasks. In this case, the system consists of three robots for the transport of goods (homogeneous system).

The module “System manager” is a cloud level. It is designed to perform the most complicated tasks, primarily related to data processing and activity coordination, which ensure the successful functioning of multi-robot system, for example: receipt of the requests for adding the goods to the shelves in the store, making the plan of transport the goods from the warehouse to the store (in accordance to the received requests for adding the goods to the shelves, the number of available robots and optimization criteria), making the plan of engaging the available robots with the start and goal positions of each robot, planning or replanning the path of robots, application of the fuzzy inference system and learning algorithm in order to improve the path planning efficiency, motion coordination, finding a solution to conflicting situations, map update with gathered data.

Figure 2
Map of the store and warehouse

Figure 3
Gantt chart of operations allocation between the modules

A direct consequence of this is the unloading of robots as they are able to use cloud services. Since the mentioned architecture is of a modular type, it can be adapted for various other applications. This may include increasing the number of robots in a system, of heterogeneous or homogenous type.

4. Improvement of Multi-Robot Path Planning

4.1. Some Properties of D* Lite Algorithm

In order to plan the robot motion, the environment map can be presented as a 2D uniform resolution occupancy grid. In this grid, each cell is assigned a traversal cost greater than zero, which represents the difficulty of entering that cell. This grid is usually approximated as a discrete graph and some graph-based search technique can be applied for path planning. One of the techniques by which this can be performed is to define the centre of each cell as a single node in the corresponding graph. Adjacent nodes are con-
nected with the edges. Edge cost is usually adopted as some combination of the traversal cost of nodes it connects and the edge length [11]. Generally speaking, the purpose of robot path planning algorithms, including those from the A* family, is to find a path from start to goal position with minimal total cost.

The A* algorithm calculates a path assuming that the graph in which the search is performed is static, i.e. not to change. However, the real situation is usually often such that the environment in which the robot moves is only partially known or even completely unknown. In this case, path planning process is usually done assuming that parts of the environment that are unknown at that moment are free to pass, while the robot observes the environment during its motion and the map is updated on the basis of this data. In addition, changes in the environment may occur during the robot motion. In both cases, the environment map available for mission planning is dynamic and therefore the graph used for path planning also changes. A consequence of this may be that the solution generated by the A* algorithm is not optimal or even not valid. In order to avoid this, in the mentioned cases A* algorithm resets the search process (expansion of the cells) and calculates the path from the beginning (relative to the current position of the robot), without the possibility of using the search results from the previous steps. These problems are more effectively solved by so-called incremental algorithms (an extension of A* algorithm), bearing in mind that when changes in the environment map are detected, they use the results from the previous search steps to calculate a new one or to correct an existing path if necessary. D* Lite belongs to these algorithms [17].

D* Lite is a variant of the more famous D* algorithm. It is at least as efficient as the D*, and differs from it by algorithmic steps and is simpler in this respect. D* Lite works by generating an initial solution basically in a similar way as the A* algorithm. Then, if changes in the environment are detected, D* Lite performs a replanning process to check the current solution and, if necessary, to correct it or calculate the new one with the maximum possible use of search results from previous iterations. In other words, if a graph change occurs D* Lite does not reset the search (does not return that process to the beginning). This makes D* Lite significantly more efficient than the basic A* algorithm.

D* Lite unlike basic version of A* searches path from $s_{goal}$ to $s_{start}$. During operation, D* Lite generates and updates the value of the following functions that characterize cell s:

- $g(s)$, the minimum cost of moving from $s_{goal}$ to s found so far;
- $h(s)$ or heuristic value, estimates the minimum cost of moving from s to $s_{start}$. Using heuristic value ensures that the search tree is directed toward the most optimistic cells in terms of belonging to the optimal path from start to goal cell (this speeds up the search);
- $f(s) = g(s) + h(s)$, estimates the minimum cost of moving from $s_{start}$ via s to $s_{goal}$;
- $rhs(s) = \min_{s' \in Succ(s)} (c(s, s') + g(s'))$ or $rhs(s) = 0$ if $s = s_{goal}$, one step lookahead estimate of s and represents path cost derived from looking at the g values of its neighbors. In implementation, each cell maintains a pointer to the cell from which it derives its $rhs$ value, so the robot should follow the pointers from its current cell to pursue an optimal path to the goal.

The pseudocode of of D* Lite is shown in Algorithm 1 [22] and its main steps will be explained below. During the path searching, D* Lite classifies cells as consistent if $g(s) = rhs(s)$, or inconsistent in other case. Cells that are inconsistent can be overconsistent (if $g(s) > rhs(s)$) or underconsistent (if $g(s) < rhs(s)$). Similar to other algorithms from the A* and D* family, D* Lite generates and updates OPEN list (set of inconsistent cells) to perform efficient expansion of these cells and develop a search tree. Expansion of cells (the cell becomes expanded when it is removed from OPEN list) is based on the key function as in line 8, while its value is defined as in line 1. Initializing the D* Lite algorithm involves defining the goal cell parameters so that it becomes inconsistent and inserted into the OPEN list (lines 15-17). The planner then calculates the minimum cost path by calling the ComputePath() function (line 19). The robot moves along the calculated path ($s_{start}$ is also updated). If some changes in the environment occur during the motion of the robot within the range of its sensor, the algorithm updates the $rhs$ parameters of all cells directly affected by the change and inserts those cells that become inconsistent in the OPEN list (lines 20-23). After that, it performs checking/replanning the path by recall-
ing the ComputePath() function. Line 18 essentially means that in a real implementation the planner ends its work when it becomes \( s_{start} = s_{goal} \) (when the robot reaches the goal cell).

**Algorithm 1:** D* Lite algorithm (basic version)

```markdown
**key(s)**
return \[\min(g(s), rhs(s)) + h(s_{start}, s); \min(g(s), rhs(s))\];

**UpdateCell(s)**
02. if s was not visited before
03. \( g(s) = \infty \);
04. if \((s \neq s_{goal})\) rhs(s) = \( \min_{\text{neighbor}(s)}(c(s, s') + g(s')) \);
05. if \((s \in \text{OPEN})\) remove s from OPEN;
06. if \((g(s) \neq \text{rhs(s)})\) insert s into OPEN with key(s);

**ComputePath()**
07. while \((\min_{\text{OPEN}}(\text{key}(s)) < \text{key}(s_{start}) OR \text{rhs}(s_{start}) \neq g(s_{start}))\)
08. remove cell s with the minimum key from OPEN;
09. if \((g(s) > \text{rhs(s)})\)
10. \( g(s) = \text{rhs(s)}; \)
11. for all \( s' \in \text{Pred}(s) \) UpdateCell(s');
12. else
13. \( g(s) = \infty \);
14. for all \( s' \in \text{Pred}(s) \bigcup \{s\} \) UpdateCell(s');

**Main()**
15. \( g(s_{start}) = \text{rhs}(s_{start}) = \infty; g(s_{goal}) = \infty; \)
16. \( \text{rhs}(s_{goal}) = 0; \text{OPEN} = \emptyset; \)
17. insert \( s_{goal} \) into OPEN with key(s_{goal});
18. forever
19. ComputePath();
20. wait for changes in edge costs;
21. for all directed edges \((u, v)\) with changed edge costs
22. Update the edge cost \( c(u, v); \)
23. UpdateCell(u);
```

If the edge costs are equal to the lengths of the corresponding transitions, then D* Lite generates the path of the least cost which in this case is also the shortest path in the graph-representation of the environment.

A measure of the efficiency of algorithms that perform path planning based on graph search is the number of expanded nodes [21, 22]. By expanding a fewer cells, the algorithm comes to the solution (calculates the path) faster. Analyzing from the aspect of D* Lite algorithm, any detected change in the environment during the motion of the robot leads to calling the function for checking the validity of the current path and to correct it if necessary. Within any particular execution of this function no one cell is expanded more than twice [23]. Multiplying the calling of this function generally causes a cumulative increase in the total number of expanded cells in planning/re-planning process.

### 4.2. Fuzzy Inference System

The megastore environment usually involves static structures, such as walls and shelves, whose location is apriori known and they are not considered as particular challenge for generating the path of robots. On other side, people (workers and/or buyers) that move relatively unpredictably can slow or stop the robots, increasing their travel time and total paths length. Modern technologies provide a relatively simple monitoring of statistics on the average popularity in some location depending on the time. One of the examples of statistical data processing in this regard is Google’s Popular times graph. This graph shows how busy some location typically is during different times of the day and it is based on the average number of visitors over the last several weeks.

From the aspect of robots path planning in crowded and complex environment, such as megastore, changes in crowd density or the average number of buyers per unit of the time are important information, because they can affect navigation costs, as it was mentioned. If dynamic of change of crowd density in store or its parts is relatively repeatable over time (for example at a daily or weekly level), this can be used to improve the efficiency of task and motion planning for robots that operate in this environment. Having that in mind, in this paper the application of fuzzy inference system is proposed in order to regulate the change in the traversal cost of the cells in the map to follow the patterns of change in the crowd density. In our approach, traversal cost of the cells depends on the time (i.e. iteration number of the robots engagement) and the distance of the cells from the predefined part of the store. In this way, D* Lite will generate initial path through the areas that are expected to be high-cluttered only when open space or other more favorable options are not available.

Suppose that the map of store (Figure 2) is presented as a discrete grid of 16x16 cells, intended for planning the path on global level. In order to present the proposed concept for improvement of path planning in this me-
gastore scenario, our approach makes assumption that in one part of store - around the third row of shelves (Figure 2), the dynamic of change of crowd density is relatively repeatable on a daily level. From the aspect of the search algorithm, a larger number of buyers in some part of the store mean higher probability of occupancy of appropriate cells in map. Therefore, the repetitive statistics is supposed to be as follows:

- probability of occupancy of the cells nearest to the third row of shelves depending on the iteration number (part of the day) is as shown in Figure 4,
- moving away from the third row of shelves for one cell in all directions the probability of occupancy decreases by 33%.

Also, it is supposed that the time between two consecutive iterations of engagement of a multi-robot system for transport of goods is approximately constant - about 10 minutes. Working time of megastore is from 6h to 23h, so the total number of iterations of the engagement of the multi-robot system is about 100.

**Figure 4**
Probability of occupancy of the cells nearest to the third row of shelves depending on the time

![Probability of occupancy of the cells nearest to the third row of shelves depending on the time](Image)

**Figure 5**
Block diagram of fuzzy inference system for calculating the traversal cost of the cells

![Block diagram of the proposed fuzzy inference system](Image)

Block diagram of the proposed fuzzy inference system is shown in Figure 5.

The fuzzy membership functions for the input linguistic variables, as well as the output linguistic variable are given in Figure 6.

The fuzzy rules for determining the traversal cost of cells in the map are constructed as in Table 1.

Fuzzy logic techniques are efficient in solving complex, ill-defined problems that are characterized by uncertainty of environment and fuzziness of information [36, 37]. Taking into account that disturbances and noises are common sources of uncertainties, it can be concluded that from the aspect of fuzzy implementation this system is highly resistant to noise and disturbance [38, 39, 40].
the engagement of the multi-robot system is about 10 minutes. Working time of megastore system for transport of goods is approximately 100.

From the aspect of the search algorithm, a larger crowd density is relatively repeatable on a daily level. Also, it is supposed that the time between two consecutive iterations of engagement of a multi-robot system is from 6h to 23h, so the total number of iterations of engagement in this megastore scenario, our approach makes inference system is proposed in order to regulate the traversal cost of the cells.

Figure 4. Probability of occupancy of the cells nearest to the third row of shelves depending on the iteration number (part of the day). It is supposed that in one part of store - around the third row of shelves moving away from the third row of shelves for one cell in all directions the probability of occupancy decreases by 33%.

Figure 5. Block diagram of fuzzy inference system for calculating traversal cost of the cells.

Suppose that the map of store (Figure 2) is presented as a discrete grid of 16x16 cells, intended for planning the path on global level. In order to present the proposed concept for improvement of path planning in this megastore scenario, our approach makes use of fuzzy inference system is shown in Figure 5. The input linguistic variables, as well as the output linguistic variables, are given in Figure 6. The input variable 1 “iteration number” (i.e. part of the day) and the input variable 2 “distance of the cell to the third row of shelves (in number of cells)” are mapped to the output variable “traversal cost of the cell”.

Figure 6
Fuzzy membership functions

(a) Input variable 1 “iteration number” (i.e. part of the day)

(b) Input variable 2 “distance of the cell to the third row of shelves (in number of cells)”

(c) Output variable “traversal cost of the cell”
Table 1
Fuzzy rules table for calculating the traversal cost of the cells in the map

| Rule number | Fuzzy input 1 | Fuzzy input 2 | Fuzzy output |
|------------|--------------|---------------|--------------|
| 1          | morning      | small distance| medium cost  |
| 2          | morning      | not small distance | small cost   |
| 3          | noon         | small distance | large cost   |
| 4          | noon         | medium distance| medium cost  |
| 5          | noon         | large distance | small cost   |
| 6          | afternoon    | small distance | medium cost  |
| 7          | afternoon    | not small distance | small cost   |
| 8          | evening      | -              | small cost   |

Connection type “AND”

4.3. Online Learning

In addition to fuzzy inference system, it is proposed to integrate in considered architecture, under the introduced assumptions, an online learning algorithm based on binary moving-window or $M$-out-of-$N$ detector [10]. With this learning-based approach, we will try to obtain reusing data collected with robots’ sensors from previous iterations whenever possible, in order to additionally improve the performance of multi-robot system with every execution of repetitive tasks.

As the robots travel and observe the environment, they update the map. The updating of the map in essence depends on the number of robots, their paths, as well as the range of sensors. In order to apply proposed learning algorithm, status of each cell of map observed by iterations of robots engagement is presented as binary time series of “0” (free cell) and “1” (blocked cell). The moving-window slides on these bits and the change of the start cell status (status according to the basic map) for the initial path generation process in the first subsequent iteration is declared when test statistics satisfies the following: there exist at least $M$ of $N$ bits of the opposite value in regard to the actual bit value, where $N$ is the window length (Figure 7). Applied to specific case, this means that if in the $N$ successive iterations an obstacle is detected $M$ times in a cell that should be free according to the basic map, then during generation process of the initial path in the first subsequent iteration this cell is declared as blocked. In general, the same logic is applied to cells that should be blocked according to the basic map. Of course, there will be iterations that some cells are outside of the sensors range of all robots, so at the end of these iterations statuses as in the start (basic) map are assigned to them (with the aim of statistical estimation in the learning algorithm).

Figure 7
Block diagram of learning system

This detector provides the forgetting of past iterations, which is regulated by window length $N$. Parameter $M$ is adjusted according to the specific environment, depending on the period of engagement of robots and expected changes in the environment.

Suggested learning system has a simple structure and therefore it is very easy to be implemented. After each iteration, “System Manager” performs the analysis of detected changes in the environment, as well as the analysis of the effects of applying the learning algorithm in previous iterations. The results of these anal-
ysis can be used in further upgrading of the proposed concept to correct the application of the learning algorithm (in terms of correction the values of parameters $M$ and $N$, etc).

The resistance of this segment of the system to the influence of disturbances and noises mostly depends on the probability of detection $P_D$ and false alarm $P_F$ of the applied $M$-out-of-$N$ detector, which will be defined below [10].

If the probability of detection of single cell status changing in map by robot’s sensors, i.e. bit status changing in learning algorithm in each of $N$ single bits is $p_d$, then the probability of declaring a initial bit status changing in at list $M$ out of $N$ bits, is:

$$P_D = \sum_{k=M}^{N} \binom{N}{k} p_d^k (1-p_d)^{(N-k)}.$$  

Similarly, if the probability of false alarm per single cell status changing in map by robot’s sensors is $p_{fa}$, then the probability of declaring a false alarm in at least $M$ out of $N$ bits, resulting in the declaration of a false initial bit status changing, is:

$$P_F = \sum_{k=M}^{N} \binom{N}{k} p_{fa}^k (1-p_{fa})^{(N-k)}.$$  

In real systems, $P_D$ and $P_F$ depend on the characteristics of the robot’s sensors, but also on the characteristics of the multi-robot system and the environment in which the robots move, and it is usually valid that $p_d \gg p_{fa}$.

5. Simulation, Results and Discussion

The simulation was organized completely in accordance with Figure 1 and the description of the system architecture given in Section 3.

All modules are included, but some processes can be underlined as specific from the aspect of the topic of this paper, as follows:

- checking the shelves and determining the percentage of their fullness with goods after the specified intervals,
- generating a notification if the shelf fullness is lower than the preset level,
- planning the engagement of the available robots for goods transport from the warehouse to the store with the specification of the start and the goal positions of each robot,
- planning/replanning of robots paths,
- implementation of fuzzy inference system and learning algorithm with a purpose of improvement the path planning efficiency,
- motion coordination,
- solving a conflict situations and updating of environment map based on information collected with robots sensors.

These are the most complicated and time consuming tasks, so they are performed on cloud level in simulation (Figure 1).

In order to test the characteristics of the proposed approach for improvement the efficiency of path planning on global level, we applied it to a large number of various data sets in simulated megastore scenario. The map of store in accordance with Section 4.2, is represented as a discrete 16x16 grid. To apply graph-based search technique, it is adopted that the robot can move from an unblocked cell to one of the eight neighboring cells, if it is also unblocked (eight-connected graph). The costs of edges are obtained by multiplying of the traversal cost of the cell in which the robot makes the move and the length of the edge (one for orthogonal movements or $\sqrt{2}$ for diagonal movements), while the costs of edges into obstacles are infinite.

The information about environment changing is not apriori available to robots and system manager. As the robots move from start to goal locations, they receive new information concerning the traversability of surrounding cells within sensor range (one cell in all directions).

Fuzzy system and learning algorithm were tested separately to simplify the analysis of the effect of their application. This approach is applied because these two systems work independently and are designed to improve path planning by exploiting different information from the environment and its dynamics. With this in mind, in a real situation they would not interfere with each other, but the effects of their application would collectively contribute to the improvement of path planning. The cloud approach has always been applied, both in the case of the fuzzy system application and in the case of the learning algorithm application.

In order to test fuzzy inference system presented in Section 4.2, the probability of occupancy of the cells
nearest to the third row of shelves depending on the iteration number was exactly as on the graph in the Figure 4, but with the possibility of deviation in each iteration of ± 20% (to test at the same time the robustness of the system and the proposed method from the aspect of fuzzy implementation). Also, moving away from the third row of shelves for one cell in all directions the probability of occupancy decreases by 33%. The traversal costs of the cells are defined in accordance with the Figure 6.

The results of robots path planning in the phase of goods transport from the warehouse to the store, in iterations that present the effects of using fuzzy inference system, are shown in Figure 8.

Dashed line represents initially computed path, while continuous line is final path. These two lines do not match in general case, having in mind that during the robot motion along the initial path the changes in an environment are detected which can require the correction of the motion plan.

The situation shown in Figure 8 a) and Figure 8 b) implies the time when the crowd in the observed part of the store is not large, so the fuzzy inference system defines relatively low traversal cost of the appropriate cells in the map. In this case, D* Lite algorithm generates the same initial solution regardless of whether or not fuzzy logic is applied. There is no correction of global path, also. On the other side, in Figure 8 c) and Figure 8 d), path planning in situation of the largest crowd density is presented. It can be seen that Robot 1 was forced to make two corrections of the path (on global level) in the situation without using the fuzzy system.

**Figure 8**  
Path planning results without using FIS and with using FIS
inference system. The assumption is that a local planner cannot solve this problem in a safe way so a path replanning on global level is needed. In the situation with the application of the fuzzy inference system there was no correction of the path. Also, it can be concluded that path in situation without using the fuzzy inference system is quite risky from the aspect of the human-robot interactions.

We have run several cycles with 100 consecutive iterations in every cycle and calculated mean total paths length per cycle. We got that the mean total paths length per cycle in the situation with the implementation of the fuzzy system is shorter for about 2% compared to the option without the application of a fuzzy system.

**Figure 9**
Scenarios I and II overview (new obstacles are shown in grey)

**Figure 10**
Path planning results without using learning algorithm and with using learning algorithm

Also, the simulation experiments for testing learning approach were conducted in the same map and discrete grid. Two scenarios are presented in Figure 9.
In scenario I there is one obstacle that occupied several cells with occupancy-time $T_1 = 30T$, where $T$ is time between two consecutive iterations of robots engagement. In scenario II three obstacles appeared with occupancy-times $T_{21}$, $T_{22}$ and $T_{23}$ ($T_{21} \neq T_{22} \neq T_{23}$) with duration between $10T$ and $35T$. The parameters of binary moving-window detector are set to $M=3$ and $N=5$.

For every scenario we have run several cycles with 100 consecutive iterations in every cycle and calculated mean expanded cells and mean total paths length per cycle.

The results of robots path planning in the phase of transport of goods from the warehouse to the store, for scenarios I and II in iterations that present the effects of using learning algorithm, are shown in Figure 10.

The statistics for described scenarios is shown in Table 2.

Table 2
Mean total paths length reduction with using learning algorithm

| Scenario | Mean total paths length per cycle of 100 iterations (without learning algorithm) | Mean total paths length per cycle of 100 iterations (with learning algorithm) | Reduction (%) |
|----------|---------------------------------------------------------------------------------|---------------------------------------------------------------------------------|--------------|
| I        | 4342                                                                            | 4289                                                                            | 1.22%        |
| II       | 4558                                                                            | 4391                                                                            | 3.66%        |

Based on Table 2, it can be concluded that mean total paths lengths are significantly reduced with using learning algorithm (Figure 10 b and Figure 10 d), compared to situations when learning is not applied (Figure 10 a and Figure 10 c). This is because the application of learning algorithm, as well as the fuzzy inference system, provides an adaptive approach to path calculating by $D^*$ Lite, with taking into account the experience in early planning phase. In this way the creation of smart cost map is achieved, so that the initial paths on global level are searched with predicted changes in the environment.

The robustness of the system and the proposed method from the aspect of learning algorithm implementation depends in general on probability of detection and false alarm of applied $M$-out-of-$N$ detector and this problem is considered in Section 4.3.

6. Conclusions

In this paper an autonomous cloud-based multi-robot system designed to execute highly repetitive tasks in a dynamic environment such as a modern megastore is considered. Cloud level is intended for performing the most demanding operations related to data processing, allocation of tasks between robots, application of the fuzzy inference system and learning algorithm, path planning and replanning, motion coordination, etc. A direct consequence of this is the unloading of robots because they are users of cloud services in this architecture.

$D^*$ Lite is applied as algorithm for path planning on global level, taking into account its high efficiency in environments that are partially known or completely unknown. In order to further improve path planning process in complex and crowded environment, implementation of smart cost map based on fuzzy inference system and learning algorithm is proposed.

Proposed concept substantially reduces the total paths length. This makes preconditions for energy saving, as well as for increasing the average speed of the robots, so that they reach the destination for a shorter time and perform tasks more efficiently. Also, the risk in path planning related to the human-robot interactions can be reduced.

The important advantage of the system is simplicity of implementation. Its main disadvantage is sensitivity of the communication loss.

A perspective for future works would be to implement some advanced machine learning techniques in combination with multi-criteria decision making methods, in order to reinforce smart cost map intended for path planning. The idea is based on the fact that a dynamic environment may have, besides crowds and obstacles, other specifics that affect the robots motion [41, 42] and that are desirable to consider in the initial planning process.
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