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Abstract—Automatic recognition of spontaneous facial expressions is a major challenge in the field of affective computing. Head rotation, face pose, illumination variation, occlusion etc. are the attributes that increase the complexity of recognition of spontaneous expressions in practical applications. Effective recognition of expressions depends significantly on the quality of the database used. Most well-known facial expression databases consist of posed expressions. However, currently there is a huge demand for spontaneous expression databases for the pragmatic implementation of the facial expression recognition algorithms. In this paper, we propose and establish a new facial expression database containing spontaneous expressions of both male and female participants of Indian origin. The database consists of 428 segmented video clips of the spontaneous facial expressions of 50 participants. In our experiment, emotions were induced among the participants by using emotional videos and simultaneously their self-ratings were collected for each experienced emotion. Facial expression clips were annotated carefully by four trained decoders, which were further validated by the nature of stimuli used and self-report of emotions. An extensive analysis was carried out on the database using several machine learning algorithms and the results are provided for future reference. Such a spontaneous database will help in the development and validation of algorithms for recognition of spontaneous expressions.

Index Terms—Affective annotation, database, emotion elicitation, facial expression recognition, spontaneous expression.

1 INTRODUCTION

Facial expression is a fundamental mode of communicating human emotions. Among the various channels that communicate human emotions – voice, textual content, gestures and facial expressions – it is considered one of the most accurate [1]. Hence, its relevance in the context of Human-Computer Interaction (HCI) is of primary importance. Automatic recognition of emotions through facial expressions, thus, becomes relevant for HCI as well as a number of other contexts [2] such as human monitoring, intelligent assistance, surveillance and so on. Tagging of affective states in the media content can be helpful in quick categorization of a large number of media files for automatic and effective content retrieval. Design of such systems [3] depend on reliable facial expression databases which include a number of parameters such as posed vs. natural expressions, gender, cultural variations, expression intensity variation, face pose, occlusion, contexts in which emotions are generated, etc. Well-labeled videos of facial behavior and emotion tagged images in the databases are, thus, of crucial importance. These are essential for training, testing and validation of algorithms for development of robust systems. Besides, recent research focuses on discrimination of fake expressions from the genuine ones [4]; all these provide a strong reason to create databases for high resolution videos of naturally elicited emotions.

Creation of an emotion database is a difficult and time consuming task [5]. However, database creation is an essential step in the creation of a system that will recognize human emotions. Spontaneous emotion elicitation requires significant effort in the selection of proper stimuli which can lead to rich display of intended emotions. Secondly, the process involves tagging of emotions by trained individuals manually which makes the databases highly reliable. Since perception of expressions and their intensity is subjective in nature, such expert ratings are essential for the purpose of validation.

Paul Ekman has reported the presence of six universal categories of facial expressions of emotions based on a number of cross-cultural studies [6] [7], regardless of cultural differences. Though a trained eye can recognize the facial expressions of people around the globe, it is very challenging for a machine to recognize the emotional states automatically. Machines recognize expressions based on the features extracted from the face such as shape, appearance etc. Due to variations in texture and shape of faces of people from different cultures and races, the advancement of affective computing relies on databases of faces from different ethnicity [8]. To the knowledge of the authors, no such emotion database exists for Indian faces. Moreover, the majority of the existing databases are created under tightly controlled laboratory environments [9] which do not represent the real world expressions that we come
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across in our daily lives.

For reliable analysis of facial expression recognition algorithms, an Indian Spontaneous Expression Database (ISED) has been reported in this paper. The details of the experiment design for simultaneous elicitation and capturing of genuine expressions, its protocol, and annotation of emotion in the database are described in this paper. The performance of different expression recognition algorithms on this database are studied in detail. Strategies used for addressing the challenges for database creation are provided explicitly. In the database, emotions were induced through emotion-inducing videos in participants, along with simultaneous recording of videos at high frame rates. Basically, four kind of emotions are elicited and recorded, namely, (a) happiness, (b) sadness, (c) surprise, and (d) disgust. The emotional responses are segmented manually and annotated by trained decoders. Information such as expression intensity, gender, type of occlusion etc. are provided. Position of face, eye and nose in peak expression frames are also included in the database. This database, consisting of videos of full-blown as well as controlled facial expressions, will prove suitable for development of robust algorithms for automatic and non-intrusive detection of emotions from visual cues. To reduce intrusion and guaranty spontaneous emotion elicitation, concealed cameras were used without prior knowledge of the subjects and recording of physiological signals such as Electro-Encephalograph (EEG), Electro-Cardiograph (ECG) etc. were avoided.

The paper is organized as follows. Section 2 presents a review of earlier works. Section 3 presents the protocol followed during the experiments. Section 4 discusses the database content and its availability for research purpose. The evaluation of database is carried out in section 5. Section 6 concludes the paper.

2 BRIEF REVIEW OF EXISTING EXPRESSION DATABASES

Research on automatic affect recognition received an impetus around the late 1990s with early efforts of Mase [10] and Kobayashi [11] toward affect recognition from facial images. Since then, a number of emotion databases have been developed to advance the automatic recognition of affective states. In 1997, Lyons et al. [12] created the Japanese Female Facial Expressions (JAFFE) database which consists of 213 images of seven different emotional facial expressions (Sadness, happiness, surprise, anger, disgust, fear, and neutral) by 10 subjects. This database also includes the averaged semantic ratings of 60 Japanese female students on a scale of five. Another widely used database in this field is Cohn-Kanade AU-Coded Facial Expression database [13] which includes 486 sequences by 97 posers. Each sequence includes proceeding of a peak expression from a neutral expression. FACS coded peak expression and an emotion label for each sequence is provided in this database. However, these databases comprise posed expressions only.

Literature [14] emphasises the use of dynamic information in temporal domain — the changes in facial muscles with time — for accurately classifying emotions than the static data available in images. New efforts to create audio-visual databases include the work of [15], [16], [17], and [18]. Valstar and Pantic [19] have reported MMI database in which video clips with both frontal and profile views are included for posed expressions. The posed data include 20 participants showing 31 action units and 28 participants expressing six basic emotions. Annotation of the emotion and intensity has been included in the database for proper utilization of the database.

The necessity for spontaneous facial expression databases is emphasized in [8]. Excluding some attempts ([17], [20], [5], [21], [22], [23], [24]), most of the publicly available emotion databases include posed facial expressions only. In posed expression databases, the subjects are asked to display different basic emotional expressions, while in spontaneous expression database, the expressions are natural. The need for real time detection of emotion in practical contexts has encouraged researchers to create spontaneous emotion databases. The Extended Cohn-Kanade Dataset (CK+) [25] is an extension of [13] which includes posed expressions of 123 multi-ethnicity subjects along with the spontaneous smile expressions. The Geneva Multimodal Emotion Portrayal (GEMEP) corpus [26] includes the FACS coded emotion portrayals by trained actors which, though not spontaneous, are very close to the spontaneous expressions.

Works of Ekman [27] correlated the facial muscle movements with the underlying emotional state. Facial Action Coding System (FACS) measures all visually observable facial movements in terms of Action Units (AUs). Using this concept of facial muscle movements, posed expression databases include the reproduction of different emotion which are unnatural and hardly found in actual situations [17]. Spontaneous expressions differ from posed ones remarkably in terms of intensity, configuration, and duration. Apart from this, synthesis of some AUs are barely achievable [28] without undergoing the associated emotional state. Therefore, in most cases, the posed expressions are exaggerated, while the spontaneous ones are subtle and differ in appearance. In [29], high accuracy levels in automatic detection of posed expressions are reported; but accuracy for spontaneous expressions is still low. Because of the difficulty in elicitation of facial expressions and rigorous, time-consuming manual labour for the annotation of underlying emotional state in video clips, only a few spontaneous databases exist so far. Spontaneous expressions are very subtle, short lived, and often a mixture of pure expressions. So it is very difficult to reliably annotate the complex natural expressions. Recent efforts in HCI include understanding human emotions using multimodal signals such as voice, facial expression, posture, gesture, etc. Further, the relation between facial expressions and affective state is also necessary for proper assessment of cognitive states. The limited number of databases has always been an issue for researchers working in the field of emotion recognition. An ideal corpus should include high quality recording of rich emotional experience from different modalities along with the tagging of the emotional content.
In Belfast induced emotions database [17], emotions are induced using laboratory-based tasks and continuous trace ratings of the coloured responses are generated in terms of valence and intensity scale. It uses both active and passive tasks (watching emotional videos) to engage the subjects and thereby elicit emotion. In [15], to observe the range of emotional behaviour in a learning environment, non-verbal behaviour from cues such as facial expressions, eye-gaze and head posture data are collected to assess affective states during interaction and learning. In [16], spontaneous emotions are induced by activities such as playing computer games and conducting adaptive intelligence tests. Wang et al. [5] have developed a natural emotional database, containing both visible and infrared images, induced by film clips. They have recorded both spontaneous and posed expressions in three varied illumination conditions. In [18], the authors have used strategies to induce different emotions by exposing the subjects to different situations.

When creating the spontaneous facial expression databases, it is necessary to validate that the facial expression of a person is corresponding to the emotional state of the person. To create such an authentic validated database, Sebe et al. [30] have indicated some guidelines. The subjects should not be aware of being tested for elicitation of their emotional states; otherwise it influences their emotional states. Secondly, the subject’s self-report should be documented after the test to validate the emotional states of the subjects. Thirdly, the presence of the experimenter may influence the elicitation of facial expression. Spontaneous emotion elicitation is possible through human to human interaction, human to computer interaction, by emotion eliciting tasks or by induction through picture, music, or videos [20].

However, in [15], [16], [17], [18] and [5], the subjects were aware of being monitored and the experiments were conducted in the presence of the experimenter, thus, violating the two guidelines mentioned by [30]. Hence the elicited emotion may not be purely spontaneous due to the possibility of social masking. In [31], the authors have created face database including facial expression videos elicited by watching emotional video clips. However, the annotation of the emotional state is not provided. VAM audio-visual database [22] is another spontaneous database where the clips are segmented form a German talk show and annotated using valence-activation scale. However, this does not permit self-report, nor the ability to elicit pure emotions. In [32], creation of a multimodal spontaneous emotion database is reported where audio-visual signals are captured along with feet pressure signal, thermal image, and body gesture by eliciting emotion by displaying pictures and videos as well as through interview. Recently, DEAP database [33] has been created which includes face videos of 22 participants along with physiological signal recording such as electro-encephalograph (EEG), electromyograph (EMG), electro-oculograph (EOG), blood volume pulse (BVP), skin temperature, and Galvanic Skin Response (GSR). However, the more the number of signals recorded during the experiments, the more the chances of failure in eliciting natural expressions. Both the above databases suffer from excessive intrusion.

DISFA [21] includes full intensity FACS coding expressions of 27 participants elicited by viewing a video clip of duration of 4 minutes. Videos were captured at 20 fps at 1024x768 resolution. AU annotation for each frame is included in the database. However, the database has no description about elicitation of pure emotions. HUMAINe database [23] contains spontaneous video clips through different activities and conversations. It is a multimodal database including audio-visual data, physiological recordings (ECG, GSR, skin temperature, breathing, EMG and BVP) and performance data. Both global as well as frame-by-frame emotion label is provided. Conversations with individual SAL characters were used as the stimulus in the SEMAINe database [24] and the video was recorded at a spatial resolution of 780x580 pixels at 50 fps. The recordings of 150 participants are annotated on valence-arousal scale. In the above said databases, the participants were aware of being recorded. Moreover, the self-assessment were absent in the above said databases, so it is difficult to establish the ground truth.

The proposed experiment design takes care of all the above limitations and is in accordance with the guidelines developed by Sebe et al. [30]. The strategy of self-report of emotion and the use of hidden camera to record spontaneous expressions are adapted only in very few databases [30], [34]. Therefore, genuine expressions are captured during the experiments unlike the experiments in [17], [5], [24], [32], [33].

In practical scenarios, there is a possibility of observing mixed emotions. However, in this experiment, the passive mode of emotion elicitation provides scope for elicitation of pure emotions. The ISED contains high quality near frontal face recordings of spontaneous emotions at high resolution and frame rates along with information regarding gender of the participants, the ground-truth of emotional clips and its intensity, and the peak emotion intensity frame in the video clips. The head, the eyes and the nose positions in the peak intensity frames are also provided for easy access of the database. It covers the expressions of participants from different parts of India and from different cultural and linguistic backgrounds. Emotion elicitation was carried out without the presence of the ex-

| Summary of Database Content |
|----------------------------|
| Number of video clips | 428 |
| Number of participants | 50 (29 male, 21 female) |
| Emotions elicited | Happiness (227 clips) |
| | Surprise (73 clips) |
| | Sadness (48 clips) |
| | Disgust (80 clips) |
| Clip duration | 1-10 sec |
| Clip selection | Manual |
| Self-report of emotion | Yes |
| Emotion rating scale | 0-5 (0: no emotion, 5: maximum intensity) |
experiment and recorded by a hidden camera; hence, spontaneous expressions were recorded. The facial expression annotation was conducted by four trained decoders of both gender. All these enhance the reliability of the database. Finally, the database is evaluated using baseline algorithms as an elementary assessment of usefulness of the database.

3 Creation of the Database

The ISED includes video and still facial images of spontaneous emotions. The emotion were elicited through passive elicitation by watching emotion inducing videos. Subjects were left alone in the experimental room and a hidden camera recorded their facial expressions. All the video clips included in the database vary from one to 10 seconds in length. The details of the database are provided in Table 1. The details of the videos used for emotion elicitation are provided in Table 2.

While constructing the ISED, the spontaneous emotion induction methods were administered carefully in specially designed artificial environments. Hence, the elicited emotions, though induced, look very natural and can be referred to as natural emotional expressions [35]. As expected in any experiment involving human subjects, the effectiveness of the used stimuli in emotion induction can have wide variance based on subjective perception and the state of mind of the subjects. For example, a specific video clip was reported as very disgusting by most of the subjects, while a few reported it to be fearful or sad. Similarly, the intensity of emotion elicitation varied for individuals for the same video. However, as observed from Table 2, the video clips were successful in eliciting the targeted emotion in most of the participants. In cases where the self-report, type of stimuli and decoders’ assessments showed significant variances, the clips were not included in the ISED.

The facial expressions of emotions present in the recorded videos were extracted by specially trained decoders selected by screening more than a 100 prospective decoders. Four decoders, two of each gender, were selected on the basis of their ability to detect emotions on 28 multi-ethnic images of faces (Japanese and Caucasian Facial Expressions of Emotion database [36] images) exposed for 1/15th of a second. Their success rates were found to be above 95%. They were later trained using Micro Expression Training Tool and Subtle Expression Training Tool [37] until they achieved an accuracy rate of more than 90%. They were also familiarized with Facial Action Coding System.

3.1 Experiment Setup

Forced or posed expressions can be captured by voluntary participation of the subjects. However, as discussed earlier, for spontaneous emotion elicitation and capture of such data, awareness of the experiments’ intents and presence can be a barrier in elicitation of spontaneous emotions [30]. The subjects’ awareness about experimental intent can be detrimental. Secondly, video documentation done without the knowledge of the subjects would again aid spontaneous emotion manifestation. Awareness of the presence of camera is similar to the presence of an experimenter and subjects often mask their emotions. Thirdly, such experiments should ideally be conducted indoors where noise, movement, and other such distractions can be controlled and proper ambient lighting maintained for quality recording of videos. Based on the suggestions of subjects during pilot studies we concluded that directly lighting the subjects made them suspicious and conscious and also disturbed their viewing experience. Hence, ambient reflected lighting was used.

The whole experiment was set up in an isolated room of area 3mx3m with a single door. As discussed earlier, for elicitation of natural emotions, the participants were not informed about the goal of the experiments beforehand and the video were captured using a hidden camera. To conceal the camera, a wooden box was built with a window made of one-way glasses so that the camera could capture videos of the subject if placed inside the box, but the subject would not be aware of its presence. Two reflected light sources were used to create ambient lighting conditions, thereby providing a good environment to watch movies from participants’ point of view and enough lighting to capture good quality videos from experiment point of view. The camera was concealed in the wooden box as shown in the Fig. 1.

During passive emotion elicitation, a monitor was put on a table in front of the concealed camera box. Participants were asked to sit comfortably on a height-adjustable movable chair and watch the video/film clips. In order to provide privacy to the encoders for full blown emotion induction, the subjects were allowed to watch videos alone in the experimental room. To avoid suspicion subjects were allowed to sit at their own ease without any other restrictions inside the experimental room. The doors and windows were kept shut during the entire period of the experiment to avoid external interference.

3.2 Camera Setup

A Nikon D-5200 camera was used for video recording which can record videos at 50 frames per second with a resolution of 1920x1080. A Nikon D-7000 was used as a backup which could also record with the same resolution.

![Fig. 1. The Experimental Set-up. (1) chair for subject, (2) table, (3) laptop, (4-5) light sources, (6) camera on tripod, (7) the wooden box to conceal camera, (8) experiment room](Image)
The camera was placed inside the wooden box concealed from the subjects at a height of 1.5 m from the ground. The distance between the subject and the camera was approximately 0.8 m to 1.5 m.

### 3.3 Illumination Setup

Proper lighting is essential while recording videos at high frame. Due to very short image acquisition time, unless the light intensity is considerably high, the captured videos look dark. To address this issue, a pair of studio lights were bounced off the walls in the experiment room to create suitable ambient illumination and in order to reduce the discomfort of directing light into the face of subjects. The subjects were informed that the soft ambient light was used to create a pleasant and comfortable viewing atmosphere.

### 3.4 Subjects

Fifty healthy participants, 29 males and 21 females, voluntarily participated in the experiment. The participants were of the age group ranging from 18 to 22 years and were from different regions of India. We administered General Health Questionnaire (GHQ) and State-Trait Anxiety Inventory (STAI) prior to the experiments for screening for physical illness or mental distress. They were debriefed at the end of the experiments. The database includes the videos of the participants who signed the consent form agreeing to their facial videos being used for research purpose. The participants were from different states, different backgrounds, and different cultures. Of them, 38% belong to the north zone of India, 24% are from east zone, 22% are from south zone and 16% are from west zone of India.

### 3.5 Stimuli

Video clips (18 seconds to 4.5 minutes in duration) identified on the basis of pilot studies (as well as clips used in earlier studies such as The Emotional Movie Database [38] and Emotion Elicitation Using Films [39] etc.) were used to elicit emotions. Four emotions were elicited, namely, happiness, surprise, sadness, and disgust.

Carvalho et al. [38] reported that the video clips are more effective stimuli than the other stimuli for evoking emotional responses. Selection of emotional videos is an important step as it affects the strength of emotion that one can feel. The emotional videos were collected from different databases that have been used for similar studies (viz. [38], [39], [40], [41]) and some of the selected videos were from other sources such as Bollywood films and YouTube.

Since the participants were all Indian, the videos were selected carefully to elicit emotions for the target demography. Ten individuals including the decoders were asked to watch and rate the collected videos. The rating was carried out on a scale of 0-5 for different emotions where 0 indicates no emotion at all and 5 indicates very high intensity of elicited emotion. The average rating for each video was calculated. Some videos were found to elicit multiple emotions. Videos eliciting multiple emotions may lead to a mixed emotional expression, and hence were rejected. The videos which were unanimous in eliciting one specific emotion with higher intensity were selected. Keeping in mind the Indian cultural context, for each of the four emotions we used one video clip suggested by the databases and the other from non-database videos, and in each case selected the one that had got the highest ratings from our decoders. Including two neutral video clips, 10 such video clips were selected for different emotions such as happiness, surprise, sadness, and disgust. The agreement between the coders was found to be 0.81 by computing Fleiss’s kappa [42]. Fleiss’s kappa of more than 0.8 is considered as very reliable degree of agreement. Since eliciting anger fear is difficult in passive elicitation, it was not considered. Similarly, fear elicitation was also not carried out because of ethical issues. The length of the selected clips varies from 18 seconds to 4.5 minutes which is in accordance with the recommended length of emotional video as described in [39]. The happiness and surprise videos were

---

**Table 2**

**Details of Emotional Video Clips Used for Emotion Elicitation**

| Content of Video clips                      | Percentage of participants labeled the video clips into different categories in self-assessment report (values in %) | Duration |
|--------------------------------------------|-----------------------------------------------------------------------------------------------------------------|----------|
| Robin (EEF)                                | Happiness | Surprise | Sadness | Disgust | Fear | Anger |----------|
| A scene from Jaane Bhi Do Yaaron [Bollywood movie - 1983] | 86 | 14 | 0 | 16 | 0 | 0 | 2:32 |
| Disney Earth (EMDB)                        | - | - | - | - | - | - | 1:03 |
| Unbelievable stunts                        | - | - | - | - | - | - | 1:03 |
| Scary accident compilations                | 4 | 96 | 0 | 0 | 12 | 0 | 1:43 |
| Diary of a Nymphomaniac (EMDB)             | 0 | 70 | 82 | 0 | 24 | 0 | 1:48 |
| Very sad movie clip                        | 0 | 0 | 100 | 0 | 2 | 6 | 4:03 |
| Disney Earth (EMDB)                        | - | - | - | - | - | - | 0:31 |
| Pink Flamingos (EEF)                       | 2 | 0 | 4 | 94 | 0 | 0 | 0:37 |
| Eating live cockroaches                    | 0 | 2 | 4 | 94 | 6 | 4 | 1:53 |

The videos used from the reported literatures are mentioned in the brackets. Here EMDB stands for “The Emotional Movie Database” [38] and EEF stands for “Emotion Elicitation Using Films” [39]. Note that the participants were allowed to assign multiple emotional labels to one video clip.
shorter, while the sadness inducing videos were longer as it takes more time to build up sadness. The selected videos were strong enough to elicit moderate emotions, but not cause ethical concern.

3.6 Self-Report of Emotion

Lack of accurate assessment of emotional experience in the subjects can jeopardize an experiment. To identify the emotion experienced by the subjects, one may directly ask them or infer from physiological signals. Since our design was non-intrusive, self-report forms were included for subjective assessment of emotions. Instead of telling anything about the experiment, the subjects were informed that they had to participate in a survey where they had to assess the emotional content and intensity of the video clips; and for accurate assessment of emotions they had to get immersed in the viewing experience and experience the emotions. At the end of each video clip, they were informed to note down the emotions that the video clip communicated and the intensity with which they felt them on a scale of zero to five. They were given a list of six basic emotions [43], but were also told that they could add other emotions if they wanted. Hence, the self-report of emotion was gathered without the subjects knowing that they were being assessed. The average emotion reported by the participants in their self-assessment report gives an insight to the expressivity of the subjects to different emotion categories which is provided in Fig. 2. Compared to the other emotions, happiness videos were rated slightly lower. On the other hand, the disgust videos were very successful at eliciting the targeted emotion.

3.7 Occlusions

Presence of an obstacle such as spectacles, hair, beard, moustache etc. disguises some of the important information in facial expression which is often a challenge for practical implementation. Therefore, for the experiments, we decided to include some subjects who wore spectacles. Some of the male subjects also had moustaches and beards. They were also not restricted from touching their chins or cheeks since this also lead to partial obstruction which we intend to capture.

3.8 Experiment Procedure

The volunteers were asked to fill up GHQ and STAI and screened before being allowed to participate in the experiments. The participants were made aware of their rights to withdraw from the experiment at any time they desire. As mentioned earlier, their task was to watch the video clips, identify the emotions expressed and rate the intensity of emotions. Therefore, they were taken to the experiment room and left alone with a rating sheet where they could evaluate the emotions they experienced after watching each video. The camera was switched on before the subject entered the experiment room. During debriefing it was found that none of the subjects had detected the concealed camera or suspected any other mode of recording. We observed some persons make the recordings of face difficult by occluding their face, leaning forward, or looking away from screen (mostly during disgust) when watching the videos. Hence, the arrangement of table, arm-rest and distance of viewing were altered to control this without making the subject suspicious by explicit instructions. However, they were encouraged not to close their eyes during disgust or other such negative emotions so that their ratings would be accurate. The self-report of emotion was generated as described earlier. A gap of 15 seconds was provided between subsequent clips for rating of the previously shown clip.

The videos were shown in two sessions, of 12-14 minutes duration each. The sequence in which the emotion induction clips were presented was happiness, surprise, sadness and disgust. The first session included happiness, and surprise followed by a break of five minutes. The second session includes videos of sadness and disgust. In the beginning, we showed a funny video to make the participant comfortable with the experiment environment. Another amusement video was used at the end of the second session in order to dispel the feelings of sadness and disgust and make the participants happy. To avoid the sudden transition of one emotional clip to another, some neutral videos were introduced between two different emotion clips. Throughout the experiment, the order of the videos was kept the same.

After the experiments, the subjects were taken to a different room where they were debriefed. They were made aware of the project and the requirement of spontaneous expression database for improvement of computer vision algorithms in emotion recognition and requested to provide a written consent for use of the recordings for academic and research purpose. Their questions regarding the database, the video content, and the projects were clarified. They were not pressurized in any way to consent to the use of their in the database. A few participants refused to contribute to the database. In all such cases their video clips were permanently destroyed.

3.9 Ethics statement

The experimental procedure and the video content shown to the participants were approved by the Institutional Ethics Committee (IEC) of IIT Kharagpur. The participants were also informed that they had the right to quit the experiment at any time. The video recordings of the subjects were included in the database only after they gave a written consent for the use of their videos for research
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4 DATABASE CONTENT

The created database contains subtle to full blown elicitation of different emotions. It contains facial expression videos and still images of 50 participants with the emotion ground truth and its intensity. A few examples of the database images are provided in Fig. 3. Different occlusions are shown in Fig. 4 and all expressions of the same participant are shown in Fig. 5.

The recording data for each participant was around 30 minutes long. The video clips were manually screened for facial expressions and segmented out. The length of the extracted clips vary from 1 sec to 10 sec. The average duration of the segmented clips are 4 seconds. We observed that the expression duration varied with the kind of emotion. For example, it is very difficult to get a small clip for sadness, because of its gradual evolution and persistence over a relatively long time. On the other hand, surprise expressions set very fast and disappeared in a moment. For expressions that lasted for a long time, we segmented out a short clip out of it labeling one emotion to it at the center of the clip. It was observed that most of the expressions were accompanied by head and body movements. All subjects did not show all types of expressions. However, we found happiness and disgust to be induced easily, while sadness was very difficult to induce. However, some participants showed spontaneous surprise easily through passive induction.

The segmented clips were annotated by four trained decoders to tag the six basic emotional expressions viz. happiness, sadness, surprise, fear, anger and disgust, and the corresponding intensity on a six-point scale. In the scale of 0-5, higher value in the scale corresponds to high intensity of elicited emotion. The clips which are classified to the same emotion by all decoders were considered for inclusion in basic emotion category. The intensity of such clips were decided by taking average of ratings of all decoders [5]. The reliability of agreement between four raters is also evaluated by using Fleiss’s kappa [42]. Here the evaluation is based on the classification of the video clips into the categories of expressions. The Fleiss’s kappa coefficient of the labeling was 0.847, indicating a very good consistency. Since the spontaneous expression of an individual does not remain the same with different situation and even varies across time, several expressions of the same participants are included in the database. Moreover, the face pose and the intensity of expression vary in different video clips of a participant while displaying the same expression. Fig. 6 shows the variation of expression intensity and face pose in different video clips. The emotion category was validated by the type of video the participants had watched during invoking that expression and the self-report of emotions. Thus, the segmented expression clips were included in the database based on agreement of type of stimuli used, ratings of the coders, and the self-report of emotion by the participants. Thus, we strongly believe that the
videos included in our database are genuine and spontaneous. In some cases, we observed mixed emotion which was difficult to annotate to the basic emotion categories. In such cases, the clips were excluded from the database.

Most of the video clips start with a neutral face and end either with the peak expression or after the off-set of the expression. Thus, it provides the researchers a chance to model the transition of spontaneous facial expressions from the neutral face. However, the sadness clips were segmented around the peak expression frames. Thus, the neutral face may not be at the starting frame of a sadness clip.

4.1 **Availability**

The ISED database can be obtained by writing a mail at iseddatabase@gmail.com. The description of the database is available at https://sites.google.com/site/iseddatabase/. An End User License Agreement (EULA) needs to be produced for accessing the database.

5 **EVALUATION OF THE DATABASE**

This section describes the procedures that has been carried out to obtain the baseline results using the database. This elementary assessment provides an insight to the usability of the database. We conducted the expression recognition experiment using combination of different types of facial features and classifiers. The peak expression faces in all the video clips were used in the experiment. Though most of the images are near frontal, some are with face occlusion and head rotations. Among the selected peak images, 227, 73, 48, and 80 images belong to the class happiness, surprise, sadness, and disgust respectively.

Face detection is the first step in expression recognition. Viola-Jones Haar cascade classifiers were used for face detection which resulted an accuracy of 89.72% in our dataset. The presence of off-plane head rotation and occlusion are the primary reasons behind the poor performance of the face detector. However, for establishing the baseline, the face position was selected manually in the images where the face detector failed. Similar techniques were adopted for eye and nose localization. The eyes and nose positions were also manually marked in case the Haar classifier failed. The ground truth of face position, eye positions and nose position in all peak images are also included in the database.

The eye locations were used to suppress the effect of scale, position and in-plane rotation. The face image was first rotated to bring the eyes to the same horizontal level. Then the image was scaled so that the eye centers were positioned at a particular distance. The face region was extracted in all the images and resized to a standard resolution of 96x96. The face images were converted into grayscale images for further processing. A Gaussian mask was applied to the whole image to remove noise followed by histogram equalization. Ten-fold cross validation was adopted in our experiments.

5.1 **Feature Extraction**

The accuracy of expression recognition highly depends upon the selection of appropriate features to represent the expressive face. The geometric or the appearance features or the combination of both can be used for this purpose. We have experimented with different types of feature extraction techniques as described below.

5.1.1 **Grayscale Intensities**

After preprocessing of the face image, the pixel intensities of the gray image were used as feature vectors for classifying expressions [5]. Since the pixel intensities vary from 0–255, they were normalized to zero mean and unit variance.

In another set of experiments, the eye region and the lips region was segmented and the corresponding pixel intensities were used for expression classification [44]. The eye region was selected based on the positions of the eyes. Similarly, the lips region was determined with respect to the position of the nose. The size of the selected regions depend upon the size of the face. In Fig. 7, the process for selection of eye and mouth regions is provided.

5.1.2 **Local Binary Pattern (LBP)**

LBP operator compares the pixel values in a location to its neighboring pixel values and generates a binary number representing the pattern [45]. The histograms of LBP image forms a robust feature descriptor against illumination variation. We used LBP histograms (LBP<sub>p,q</sub>), uniform LBP (LBP<sub>p,q</sub> u2) histograms, and rotational invariant uniform LBP patterns (LBP<sub>p,q</sub> F<sub>u2</sub>) in our experiments.

The LBP histogram represents the patterns of the whole image which lacks the spatial information. The LBP histograms from the image sub regions can be concatenated to capture the details of the position of the patterns. In our experiments, we divided the face image into 3x3, 5x5 and 7x6 non-overlapping regions to construct the enhanced
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**Fig. 7. Selection of lips and eye regions**

**Fig. 8. Multi-block feature extraction using m x n number of regions**
feature vector. Fig. 8 describes the procedure of multi-block LBP feature extraction technique where local features are extracted by dividing the face into \( m \times n \) sub-regions.

### 5.1.3 Gabor Wavelets

Gabor wavelets [46] are well known for their ability to capture discriminative features with orientation specific frequency bands. The magnitude response obtained by Gabor filters of different orientation and spatial frequency can represent the image features in a single vector. In our implementation, we used five scales and eight orientations; thus forty Gabor filter banks in total.

### 5.1.4 Local Gabor Binary Pattern (LGBP)

The LGBP of an image is obtained by applying LBP operator on the Gabor magnitude images of different orientation and spatial frequency. Thus the multi-resolution and multi-orientation relation between the spatial frequency values are incorporated in the feature vector. A detailed study of facial expression recognition using LGBP features is provided in [47] and [48]. It has been proved that LGBP is very robust to illumination variation and misalignments.

In our experiments, LGBP features were extracted from 40 Gabor magnitude maps (5 scales and 8 orientations) by diving each Gabor maps into \( 3 \times 3, 5 \times 5 \) and \( 7 \times 6 \) sub-regions. The uniform binary patterns \((LBP_{u,3}^{t,R})\) and the rotation invariant uniform binary patterns \((LBP_{u,5}^{t,R})\) were used to encode the texture of the region.

#### 5.1.5 PHOG descriptor

Object boundaries play vital role in object representation and identification. Histogram of oriented gradients (HOG) can represent the object geometry which is obtained by dividing the image into several blocks, calculating the histograms of edge directions in each block and concatenating the histograms of different blocks into a single shape descriptor. The angular range \( 0 \sim 180^\circ \) can be quantized into several binwidths for obtaining the histogram of the edge orientations. Bosch et al. [49] proposed pyramid of histogram of gradients (PHOG) descriptors which represents the position of the orientations along with the HOG features. The spatial location of the object is encoded by calculating the HOG features of the object at different resolutions and concatenating them to form the feature vector. Thus PHOG features of an object are robust against the slight shape change, rotation and illumination variation in the image.

In our experiments, nine histograms were used for the angular orientations for each \( 8 \times 8 \) cell to represent the object. A three layer pyramid structure was used for accurately representing the shape.

### 5.2 Expression Classification

Different classification techniques were adopted in our experiment following different literature. The eye and lips regions were extracted from the aligned face images as in [44]. The feature extraction techniques described in section 5.1 such as LBP, Gabor filters, LGBP, PHOG etc. were carried out on the whole face or on the eye and lips regions. The feature normalization was carried out to map the features to zero mean with unit variance.

Feature selection is an important step before feeding the data to a classifier. Principal Component Analysis (PCA) is widely used as a dimensionality reduction tool which reduces the dimension of the feature vector with minimal loss of information. Adaboost selects a fewer dimensions from the feature vector that provides significant accuracy during classification into different classes. Adaboost is also a fast classifier.

In our experiments, PCA was primarily used for reducing dimensionality of the feature vector. However, while applying Adaboost, PCA was not applied beforehand since Adaboost automatically selects a few features. In all scenarios with application of PCA, the number of principal components were selected in such a way that the original signal can be reconstructed with an error less than 5%.

We implemented PCA and PCA+LDA (Linear Discriminant Analysis) framework for grey intensity features as reported in [5]. In [50] and [51], the face region is divided into several sub-regions and the feature vector is constructed by concatenating the local features extracted from each sub-region. In our experiments, we adopted this
method to extract LBP related features. As described in [52], multiclass Adaboost was used for expression classification using features of whole face or parts of face. One-against-one multiclass Support Vector Machines (SVM) [53] with linear as well as radial basis function kernels were also used for classification. However, it is not reported due to its poor performance on our database. Cohen et al. [54] used the Naïve Bayes classifiers for emotion classification as it is reported to be successful in many practical problems. We have also implemented Naïve Bayes and K Nearest Neighbor (KNN) classifiers in our experiments.

5.3 Results and Discussion

A series of experiments with different feature extraction techniques, dimensionality reduction techniques and various classifiers were conducted for analysis of ISED expression images. However, performances of a few selected combinations are provided in Table 3 which produced significant accuracy. The precision, recall and F1 score for each experimental method are also provided.

As observed from Table 3, the grey intensity of the face region achieved an average recognition rate of 75.5% by using PCA + LDA classifier. However, the performance of grey intensities of the eye and lips regions was relatively lower compared to the performance of whole face image indicating the fact that some of the important information were missing. This was also supported by the results of Gabor features. By applying Gabor filter banks with 5 scales and 8 orientations on the whole face image, the accuracy was observed to be 82% with an F1 score of 0.78. In contrast, the same Gabor features could achieve an accuracy of 78% while applied on lips and eye regions.

The LBP operators were found to be successful in expression classification for the ISED images. We experimented with various LBP features extracted from different number of regions of face image as shown in Table 4. The LBP$u_1^u$ features performed poorly in comparison to LBP$u_2^u$ and LBP$u_1^u$ features. The LBP$u_1^u$ features achieved the recognition rate of 82.47% which was the best among all the LBP based techniques. It is also clear from Table 4 that extraction of features from $7 \times 6$ number of regions improves the classification accuracy since the local features are encoded properly.

The PHOG features did not perform well when extracted from either the whole face or the specific facial regions. The reason behind the failure of the shape features may be explained by the fact that the database images are having different head rotations along with different intensities of expressions. Further, occlusions change the shape of the region. Thus, a general rule for associating certain shape features to an expression is difficult.

LGBP features outperformed the rest feature extraction techniques. We have implemented 5 scale and 8 orientation Gabor filter bank followed by $LBP_{x_1}^u$ and $LBP_{x_2}^u$ for extracting LGBP features. As observed from Table 3, LGBP features encoded by $LBP_{x_2}^u$ from $5 \times 5$ facial regions achieved best recognition accuracy of 86.46%. On the other hand, based on F1 score, uniform pattern LGBP from $3 \times 3$ regions performed best with an F1 score of 0.8233. Table 5 displays the results obtained by dividing the Gabor maps into different number of regions. The confusion matrix of the results obtained by using LGBP features with $LBP_{x_2}^u$ from $5 \times 5$ number of regions is provided in Table 6. It was observed that the LGBP features with uniform patterns performed better than rotation invariant patterns. Further, the recognition rate of $LBP_{x_2}^u$ was similar when extracted from different number of facial sub-regions. Therefore, minimum number of divisions are preferred to reduce the feature dimension.

Among the classifiers, LDA technique excelled in our experiments. Other classifiers such as multi class SVM, Adaboost, KNN, and Naïve Bayes did not perform well compared to the performance of LDA technique. The poor performance of SVM in our database was probably because of the imbalanced dataset. Moreover, the number of training samples is less. Thus, LDA is the suitable tool for finding the hyper-plane that minimizes the intra-class scatter, while maximizing the inter-class scatter.

The best results obtained by both LBP and Gabor features are almost comparable. However, LGBP features yielded best results with an accuracy about 86% which is better than both LBP and Gabor. This may be explained by considering the fact that LGBP features combine the attributes of both LBP and Gabor. However, the computational
cost of LGBP is very high compared to the individual features. In real-time applications, the LBP features may be used since its computational complexity is very low compared to other feature extraction techniques.

The best expression recognition performances of our baseline algorithms are still low which may further be improved by extracting features from specific regions of the face. Addressing the illumination variations and face occlusions may also be considered to improve the accuracy. The presence of wide variations in facial expressions and their intensities along with the occlusion, facial poses and arbitrary head movements are the practical scenarios which should be tackled for improving the facial expression recognition systems.

6 Conclusion

Emotion recognition using facial expressions - a medium for a natural way of communication with machines - needs spontaneous facial expression databases with reliable annotation of emotions. The ISED contains emotional responses in the Indian context and fulfills a number of aspects of the desired requirements. The database includes mild to strong spontaneous facial expressions. Its realistic nature can help researchers to develop algorithms for recognition of human emotions in practical situations. Several strategies are adopted for the creation of the database which have been briefly described. The tasks are designed to keep the subjects engaged and to induce spontaneous emotions. Since the expressions of an individual varies across time, several expressions of the same participants are included in the ISED. The data collected after recording of the experiments are further reduced to small video clips containing only the emotional expressions. The video clips of the database are annotated carefully by trained decoders, which are further validated by the self-report of emotion by the participants and the type of stimuli used. We observed significant elicitation of sadness and surprise in a few subjects, while most of the subjects displayed happiness and disgust expressions easily.

Some evaluation protocols were carried out to provide reference evaluation results for researchers for further improvement of the expression recognition techniques. The presence of unrestricted head movements and various face poses are the primary issues which may be addressed to improve the accuracy. Further, the face occlusions through spectacles, facial hair, hand etc. are also present in ISED which increase the complexity of expression recognition. The spontaneous facial expressions of ISED with a reliable ground truth would help the researchers to develop and validate their algorithms for practical applications.
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