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Abstract

We develop Yang-Baxter integrability structures connected with the quantum affine superalgebra $U_q(\hat{sl}(2|1))$. Baxter’s Q-operators are explicitly constructed as supertraces of certain monodromy matrices associated with ($q$-deformed) bosonic and fermionic oscillator algebras. There are six different Q-operators in this case, obeying a few fundamental fusion relations, which imply all functional relations between various commuting transfer matrices. The results are universal in the sense that they do not depend on the quantum space of states and apply both to lattice models and to continuous quantum field theory models as well.
1 Introduction

The method of the Q-operator, introduced by Baxter in his seminal paper [1] on the exact solution of the eight-vertex model, finds many applications in the theory of integrable quantum systems. Its relationship to the algebraic structure of quantum groups [2, 3] was unraveled in [4, 5]. This method does not require the existence of the “bare” vacuum state and therefore has wider applicability than the traditional approaches to integrable systems such the coordinate [6] or algebraic Bethe Ansatz [7].

Here we consider integrable models of statistical mechanics and quantum field theory associated with the quantum affine superalgebra \( \mathcal{U}_{q}(\mathfrak{sl}(2|1)) \). The fundamental \( R \)-matrix serving these models was found by Perk and Schultz [8],

\[
R(x) = q^{\frac{1}{2}e_{13} - x^{\frac{1}{2}e_{11} + \frac{1}{2}e_{21}}} \begin{pmatrix}
(q^{-1} - q)q^{-\frac{1}{2}x e_{21}} & (q^{-1} - q)q^{-\frac{1}{2}x e_{31}} \\
(q^{-1} - q)e_{12} & q^{e_{22} - x^{\frac{1}{2}e_{22} + \frac{1}{2}}} & (q^{-1} - q)q^{-\frac{1}{2}x e_{32}} \\
(q^{-1} - q)e_{13} & (q^{-1} - q)e_{23} & q^{e_{33} - x q^{e_{33} - \frac{1}{2}}}
\end{pmatrix}, \tag{1.1}
\]

where \( e_{ij} \) is a \( 3 \times 3 \) matrix whose \((k, l)\) element is \( \delta_{ik}\delta_{jl} \). It defines an “interaction-round-a-vertex” model on the square lattice with three different states, \( s = 1, 2, 3 \), for each lattice edge. The states “1” and “2” will be referred to as bosonic (even) states and the state “3” as a fermionic (odd) state. We will call this model as the 3-state \( gl(2|1) \)-Perk-Schultz model or just as the “3-state model”. It is worth noting that the paper [8] contains more general \( R \)-matrices with an arbitrary number of states per edge associated with the \( \mathcal{U}_{q}(\mathfrak{sl}(m|n)) \) superalgebras. We also remark that closely related \( R \)-matrices for the non-graded case of \( \mathcal{U}_{q}(\mathfrak{sl}(m)) \) were previously given by Cherednik [9].

The edge configurations of the whole lattice in the 3-state \( gl(2|1) \)-Perk-Schultz model obey simple kinematic constraints, analogous to the “arrow conservation law” in the ordinary 6-vertex model. Here we consider the periodic boundary conditions in the horizontal direction. Then for every allowed edge configuration the numbers \( m_{1}, m_{2}, m_{3} \), counting the edges of the types “1”, “2” and “3” in a horizontal row are the same for all rows of the lattice. The row-to-row transfer matrix of the model reduces to a block-diagonal form, where the blocks are labeled by these conserved numbers. Note that, \( m_{1} + m_{2} + m_{3} = L \), where \( L \) is the horizontal size of the lattice.

The spin chain Hamiltonian connected with the \( gl(2|1) \)-Perk-Schultz model describes the trigonometric generalization [8, 10, 11] of the supersymmetric \( t-J \) model [12]. Both models (rational and trigonometric, and also their multicomponent analogs) were studied by many authors (see for example, [13]-[48]). Owing to the edge-type conservation properties discussed above these models can be solved via the “nested” Bethe Ansatz [12, 13]. The problem of the diagonalization of the Hamiltonian is then reduced to the solution of certain algebraic equations, called the Bethe Ansatz equations, where the number of unknowns depends edge occupation numbers \( m_{1}, m_{2}, m_{3} \). It is important to note that the integrability of the model is not affected by an introduction of two arbitrary “horizontal fields” (or “boundary twists”) which requires only simple modifications to the transfer matrix and to the Hamiltonian. We found this generalization to be extremely useful. In the following we will always consider the non-zero field case.

It was remarked many times [23, 24, 34, 39, 44, 45, 49–51] that there are equivalent, but different, forms of the Bethe Ansatz in the model. In fact, it is easy to argue that there are precisely 3! = 6 different Bethe Ansätze in this case. They are related by permutations of the occupation numbers \( m_{1}, m_{2}, m_{3} \). Indeed, there are three ways choose the bare vacuum state and then two ways to proceed on the second “nested” stage of the Bethe Ansatz. Of course, the super-symmetry does
not play any special role in this respect. Exactly the same counting also takes place for all models related with $U_q(\widehat{sl}(3))$ algebra, see [52, 53]. It is important to realize, however, that the above arguments fully apply only to a generic non-zero field case. If the fields are vanishing (or take some special values) then only a few of these Bethe Ansätze are well defined, while the other suffer from the “beyond the equator” problem, first encountered in [54] for the XXX-model.

The three-state $gl(2|1)$-Perk-Schultz $R$-matrix is just one representative of an infinite set of $R$-matrices associated with the $U_q(\widehat{sl}(2|1))$ algebra. These $R$-matrices can be constructed as different specializations of the universal $R$-matrix. In particular, there are the so-called fusion [55] $R$-matrices related to the matrix representations of the finite-dimensional algebra $U_q(gl(2|1))$. Other important $R$-matrices connected with the ($q$-deformed) oscillator algebras and continuous quantum field theory. There are two ways this variety could be used. First, one can consider models with different quantum spaces of states. Second, for the same quantum space there are “higher” or “fusion” transfer matrices corresponding to different finite-dimensional representation of $U_q(gl(2|1))$ in the “auxiliary” space. All these transfer-matrices are operator-valued functions of a (multiplicative) spectral variable “$x$”. We will call them the $T$-operators. The $T$-operators with different values of $x$ form a commuting family of operators. They satisfy a number of important functional relations, called the fusion relations (see eqs.(3.12) below). For the case of $U_q(\widehat{sl}(2|1))$ related models a complete set of these relations was proposed in [33–35] (see also, [28, 30, 45, 46, 56, 57]). However, a direct algebraic proof of these relations in full generality, i.e., for an arbitrary quantum space and a generic value of the deformation parameter $q$, was not hitherto known. Here we fill this gap.

The precise form of the functional relations, obviously, depends on the normalization of the $T$-operators. Here we use a distinguished normalization determined by the universal $R$-matrix (see Eqs. (2.16) and (2.39) below). The functional relations then take a universal form, which do not contain various model-dependent scalar factor. Such factors are usually present in the transfer matrix relations in lattice theory. To restore these factors in our approach one needs to explicitly calculate the specializations of the universal $R$-matrix for particular models. Here we compute these factors for the 3-state lattice model and in the case of the continuous conformal field theory, arising in quantization of the AKNS soliton hierarchy [58].

An important part in the theory of integrable quantum systems is played by the so-called $Q$-operators, introduced by Baxter in his pioneering work on the eight-vertex model of lattice statistics [1]. The $Q$-operators belong to the same commuting family of operators, as the $T$-operators. In this paper we present a complete algebraic theory of the $Q$-operators for the models related with $U_q(\widehat{sl}(2|1))$ algebra. There are six different $Q$-operators in this case. We denote them as $Q_i(x)$ and $\overline{Q}_i(x)$, $i = 1, 2, 3$. They are single-valued functions in the whole complex plane of the variable of $x$, except the origin $x = 0$, where they have simple algebraic branching points,

$$Q_k(e^{2\pi i} x) = e^{2\pi i S_k} Q_k(x), \quad \overline{Q}_k(e^{2\pi i} x) = e^{-2\pi i S_k} \overline{Q}_k(x), \quad k = 1, 2, 3, \quad (1.2)$$

Here $S_1$, $S_2$ and $S_3$, such that $S_1 + S_2 + S_3 = 0$, are constant operators (acting in the quantum space) given by certain linear combinations of the Cartan generators of $U_q(\widehat{sl}(2|1))$ and external field parameters. They commute among themselves and with all the other operators in the commuting family. Their eigenvalues $S_i$ are conserved quantum numbers, which in the case of the 3-state lattice model reduce to the edge occupation $m_1$, $m_2$ and $m_3$, mentioned above (see Eq. (1.4) below).

From an algebraic point of view the $Q$-operators are very similar to the transfer matrices. They are constructed as traces of certain (in general, infinite-dimensional) monodromy matrices, arising as specializations of the universal $R$-matrix to the representations of the fermionic
and bosonic q-oscillator algebras. Using some special decomposition properties of products of these infinite-dimensional representations we show that the Q-operators satisfies a few fundamental functional relations. There are four independent Wronskian-type relations between the Q-operators,

\[
    c_{12} = c_{13} Q_1(q^{+\frac{1}{2}}) \overline{Q}_1(q^{-\frac{1}{2}}) - c_{23} Q_2(q^{+\frac{1}{2}}) \overline{Q}_2(q^{-\frac{1}{2}}),
\]

\[
    c_{12} = c_{13} Q_1(q^{-\frac{1}{2}}) \overline{Q}_1(q^{+\frac{1}{2}}) - c_{23} Q_2(q^{-\frac{1}{2}}) \overline{Q}_2(q^{+\frac{1}{2}}),
\]

\[
    c_{21} Q_3(x) = \overline{Q}_1(qx) \overline{Q}_2(q^{-1}x) - \overline{Q}_1(q^{-1}x) \overline{Q}_2(qx),
\]

\[
    c_{12} \overline{Q}_3(x) = Q_1(qx) Q_2(q^{-1}x) - Q_1(q^{-1}x) Q_2(qx),
\]

where \( c_{ij} = (z_i - z_j)/\sqrt{z_i z_j} \), with \( z_1 = q^{2s_1}, z_2 = q^{2s_2} \) and \( z_3 = z_1 z_2 = q^{-2s_3} \).

The fusion transfer matrices are expressed as polynomial combinations of the Q-operators. In particular, the fundamental transfer matrix (corresponding to the three-dimensional representation in the auxiliary space) is given by

\[
    T(x) = c_{13} Q_1(q^{\frac{3}{2}}) \overline{Q}_1(q^{-\frac{3}{2}}) - c_{23} Q_2(q^{\frac{3}{2}}) \overline{Q}_2(q^{-\frac{3}{2}})
\]

(1.4)

With an account of \([133]\) the last formula can be transformed to any of the six equivalent forms

\[
    T(x) = p_i \overline{Q}_1(q^{-p_i - \frac{1}{2}}) + p_j Q_1(q^{-p_i - \frac{3}{2}}) \overline{Q}_1(q^{-p_j - \frac{1}{2}}) + p_k Q_k(q^{-p_i + p_j + 2p_k - \frac{3}{2}})
\]

(1.5)

where \( p_1 = p_2 = -p_3 = 1 \) and \( (i, j, k) \) is any permutation of \((1, 2, 3)\), which are the standard Bethe Ansatz type expressions for the transfer matrix. All the above functional relations are written in the normalization of the universal R-matrix (used for both T and Q operators). They can be easily adjusted for the traditional normalization in the lattice theory, where the corresponding eigenvalues \( T(x) \) and \( Q_i(x) \) and \( \overline{Q}_i(x) \) become finite polynomials of \( x \). For instance, for the 3-state lattice model

\[
    T(x) = p_i f(q^{2p_i - \frac{1}{2}}) \overline{Q}_i(q^{-p_i - \frac{1}{2}}) + p_j f(q^{-\frac{1}{2}}) \overline{Q}_i(q^{p_j - \frac{1}{2}}) Q_k(q^{p_i - p_j - \frac{1}{2}}) + p_k f(q^{-\frac{1}{2}}) \overline{Q}_k(q^{p_i + p_j - \frac{3}{2}}) Q_k(q^{p_i - p_j - \frac{1}{2}})
\]

(1.6)

where \( f(x) = (1 - x)^L \) and

\[
    Q_i(x) = x^{S_i} \prod_{\ell=1}^{m_i} (1 - x/x^{(i)}_\ell), \quad \overline{Q}_i(x) = x^{-S_i} \prod_{\ell=1}^{L-m_i} (1 - x/x^{(i)}_\ell).
\]

(1.7)

The zeroes \( \{x^{(i)}_\ell\}, \ell = 1, 2, \ldots, m_i \) and \( \{x^{(i)}_\ell\}, \ell = 1, 2, \ldots, L - m_i, i = 1, 2, 3 \), satisfy the Bethe Ansatz equations,

\[
    -\frac{p_i}{p_j} \frac{f(q^{+p_i} x^{(i)}_\ell)}{f(q^{-p_i} x^{(i)}_\ell)} = \frac{\overline{Q}_i(q^{+2p_j} x^{(i)}_\ell)}{\overline{Q}_i(q^{-2p_j} x^{(i)}_\ell)} \frac{Q_k(q^{-p_j} x^{(i)}_\ell)}{Q_k(q^{+p_j} x^{(i)}_\ell)}, \quad \ell = 1, 2, \ldots, L - m_i
\]

(1.8)

\[
    -\frac{p_j}{p_k} = \frac{\overline{Q}_i(q^{-p_j} x^{(k)}_\ell)}{\overline{Q}_i(q^{+p_j} x^{(k)}_\ell)} \frac{Q_k(q^{+2p_j} x^{(k)}_\ell)}{Q_k(q^{-2p_j} x^{(k)}_\ell)}, \quad \ell = 1, 2, \ldots, m_k
\]
where, as before, \((i, j, k)\) denotes an arbitrary permutation of \((1, 2, 3)\). Further, the eigenvalues of \(S_1, S_2\) and \(S_3\), entering the exponents in \((1.7)\), are given by

\[
2S_1 = L - m_1 + b_1, \quad 2S_2 = L - m_2 + b_2, \quad 2S_3 = -L - m_3 - b_1 - b_2,
\]

where \(m_1\) and \(m_2\) and \(m_3 = L - m_1 - m_2\) are the edge occupation numbers, and \(b_1\) and \(b_2\) are arbitrary field parameters.

Eqs. \((1.8)\) provide six self-contained sets of the Bethe Ansatz equations only involving zeros, belonging to a pair of the eigenvalues \((A_i(x), \overline{A}_j(x)), \ i \neq j\). Once any such pair is determined, the remaining zeroes can be found from the functional equations.

The organization of the paper is as follows. The algebraic definitions of the \(R\)-matrices, transfer matrices and \(Q\)-operators are given in Section \(2\). This section also contains necessary information about the representation theory of \(U_q(\widehat{sl}(2|1))\). The functional relations are presented in Section \(3\). Their applications in continuous quantum field theory and their connections to the spectral theory of ordinary differential equations are considered in Section \(4\). A direct algebraic proof of the functional relations is given in Section \(5\). Technical details of calculations are removed to four Appendices.

Some of our results in Sect. \(3\) partially overlap with those in [44] devoted to some models in the rational case \(q = 1\). Our approach to the \(Q\)-operators is different from that of [44]; in particular, it is applicable for an arbitrary quantum space and to generic values of \(q\).

## 2 Yang-Baxter equation, transfer matrices and \(Q\)-operators

### 2.1 The universal \(R\)-matrix

The quantum affine algebra \(A = U_q(\widehat{sl}(2|1))\) [59] (see also [60]) is generated by the elements \(h_0, h_1, h_2, e_0, e_1, e_2\) and \(f_0, f_1, f_2\), which are of two types: “fermionic” and “bosonic”. The elements \(e_0, e_2, f_0, f_2\) are fermionic, while all the other generating elements are bosonic. It is convenient to assign the parity

\[
p(X) = \begin{cases} 
1, & X = e_0, e_2, f_0, f_2, \\
0, & X = e_1, f_1, h_0, h_1, h_2,
\end{cases}
\]

such that

\[
p(XY) = p(X) + p(Y) \pmod{2}, \quad X, Y \in A,
\]

and introduce the generalized commutator

\[
[X, Y]_q = XY - (-1)^{p(X)p(Y)} q YX.
\]

Note, in particular, that \([X, Y] \equiv [X, Y]_1\) is reduced to the ordinary commutator when at least one of the elements \(X, Y\) is even and to the anti-commutator when both of them are odd. The algebra \(U_q(\widehat{sl}(2|1))\) is defined by the following commutation relations

\[
[h_i, h_j] = 0, \quad [h_i, e_j] = a_{ij}e_j, \quad [h_i, f_j] = -a_{ij}f_j, \quad [e_i, f_j] = \delta_{ij} \frac{q^{h_i} - q^{-h_i}}{q - q^{-1}},
\]

where \(i, j = 0, 1, 2\), the Serre relations

\[
e_j^2 = f_j^2 = [e_1, [e_1, e_j]_{q^{-1}}]_q = [f_1, [f_1, f_j]_{q^{-1}}]_q = 0, \quad j = 0, 2,
\]
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and the extra Serre relations
\[ [e_0, [e_2, [e_0, [e_2, e_1]_{q^{-1}}]]]_q = [e_2, [e_0, [e_2, e_0, e_1]_{q^{-1}}]]_q, \]  
\[ [f_0, [f_2, [f_0, [f_2, f_1]_{q^{-1}}]]]_q = [f_2, [f_0, [f_2, f_0, f_1]_{q^{-1}}]]_q . \]  
(2.6)

(2.7)

As usual, \((a_{ij})\) denotes the Cartan matrix
\[
(a_{ij})_{0 \leq i,j \leq 2} = \begin{pmatrix}
0 & -1 & 1 \\
-1 & 2 & -1 \\
1 & -1 & 0
\end{pmatrix},
\]  
(2.8)

Note, that the sum
\[ k = h_0 + h_1 + h_2, \]  
(2.9)

is a central element, commuting with all other elements of the algebra. In this paper, we consider the case \(k = 0\).

The algebra \(A = U_q(\widehat{sl}(2|1))\) is a Hopf algebra with the co-multiplication
\[
\Delta : A \longrightarrow A \otimes_s A
\]  
(2.10)

defined as
\[
\Delta(h_i) = h_i \otimes_s 1 + 1 \otimes_s h_i, \\
\Delta(e_i) = e_i \otimes_s 1 + q^{h_i} \otimes_s e_i, \\
\Delta(f_i) = f_i \otimes_s q^{-h_i} + 1 \otimes_s f_i,
\]  
(2.11)

where \(i = 0, 1, 2\) and \(\otimes_s\) denotes the graded tensor product, such that
\[
(A \otimes_s B)(C \otimes_s D) = (-1)^{p(B)p(C)} AC \otimes_s BD
\]  
(2.12)

There is another co-multiplication \(\Delta'\) obtained from (2.11) by interchanging factors of the direct products,
\[
\Delta' = \sigma \circ \Delta, \quad \sigma \circ (X \otimes_s Y) = (-1)^{p(X)p(Y)} Y \otimes_s X, \quad X,Y \in A.
\]  
(2.13)

The Borel subalgebras \(B_+ \subset A\) and \(B_- \subset A\) are generated by \(h_0, h_1, h_2, e_0, e_1, e_2\) and \(h_0, h_1, h_2, f_0, f_1, f_2\), respectively. There exists a unique element \([61, 62]\)
\[
\mathcal{R} \in B_+ \otimes B_-,
\]  
(2.14)

satisfying the following relations
\[
\Delta'(a) \mathcal{R} = \mathcal{R} \Delta(a) \quad (\forall a \in A),
\]  
(2.15)

\[
(\Delta \otimes_s 1) \mathcal{R} = \mathcal{R}^{13} \mathcal{R}^{23},
\]
\[
(1 \otimes_s \Delta) \mathcal{R} = \mathcal{R}^{13} \mathcal{R}^{12}
\]

where \(\mathcal{R}^{12}, \mathcal{R}^{13}, \mathcal{R}^{23} \in A \otimes_s A \otimes_s A\) and \(\mathcal{R}^{12} = \mathcal{R} \otimes 1, \mathcal{R}^{23} = 1 \otimes \mathcal{R}, \mathcal{R}^{13} = (\sigma \otimes 1) \mathcal{R}^{23}.\) The element \(\mathcal{R}\) is called the universal \(R\)-matrix. It satisfies the Yang-Baxter equation
\[
\mathcal{R}^{12} \mathcal{R}^{13} \mathcal{R}^{23} = \mathcal{R}^{23} \mathcal{R}^{13} \mathcal{R}^{12},
\]  
(2.16)
which is a simple corollary of the definitions (2.15). The universal $R$-matrix is understood as a formal series in generators in $B_+ \otimes B_-$. Its dependence on the Cartan elements can be isolated as a simple factor,

$$\mathcal{R} = \overline{\mathcal{R}} \, q^\mathcal{K}, \quad \mathcal{K} = -h_0 \otimes h_2 - h_2 \otimes h_0,$$

where the “reduced” universal $R$-matrix

$$\overline{\mathcal{R}} = \text{series in } (e_j \otimes 1) \text{ and } (1 \otimes f_j),$$

is a series in $(e_j \otimes 1) \in B_+ \otimes 1$ and $(1 \otimes f_j) \in 1 \otimes B_-$, $j = 0, 1, 2$, and does not contain Cartan elements. Remind that we assume $k = h_0 + h_1 + h_2 = 0$. A few first terms in (2.18) can be readily calculated directly from the definitions (2.14) and (2.15),

$$\overline{\mathcal{R}} = 1 - (q - q^{-1}) \sum_{j=0}^{2} (-1)^{p(j)} e_j \otimes_s f_j + \frac{(q - q^{-1})^2}{q^2 + 1} (e_1)^2 \otimes_s (f_1)^2$$

$$+ (q - q^{-1}) \sum_{i \neq j} \left\{ e_i e_j \otimes_s f_i f_j - (-1)^{p(i)p(j)} q^{-\alpha_i \epsilon_j} e_i e_j \otimes_s f_i f_j \right\} + \cdots,$$  

(2.19)

The symbol $p(j)$ denotes the parity of the corresponding element $e_j$, namely

$$p(0) = p(2) = 1, \quad p(1) = 0.$$  

(2.20)

The higher terms in (2.19) soon become very complicated and their general form is unknown. This complexity should not be surprising, since the universal $R$-matrix contains infinitely many nontrivial solutions of the Yang-Baxter equation associated with $U_q(\widehat{sl}(2|1))$. Fortunately, for applications one only needs certain specializations of universal $R$-matrix, which can be calculated explicitly. Almost all these specializations are associated with the evaluation homomorphisms from the infinite-dimensional algebra $U_q(\widehat{sl}(2|1))$ (and from its Borel subalgebras) into finite-dimensional algebras. The most important case is the evaluation map to the finite-dimensional quantum algebra $U_q(gl(2|1))$. This algebra is generated by the elements $E_{ii}$, $i = 0, 1, 2$ and $E_{ij}$, $(i, j) = (1, 2), (2, 1), (2, 3), (3, 2)$, for which we also use the notations

$$E_\alpha = E_{12}, \quad E_\beta = E_{23}, \quad F_\alpha = E_{21}, \quad F_\beta = E_{32},$$

(2.21)

and

$$H_\alpha = E_{11} - E_{22}, \quad H_\beta = E_{22} + E_{33}, \quad H_{\alpha + \beta} = E_{11} + E_{33}.$$  

(2.22)

The elements $E_\beta$ and $F_\beta$ are odd, $p(E_\beta) = p(F_\beta) = 1$, all other generators are even. They satisfy the following relations (written with the generalized commutator (2.23))

$$[E_{ii}, E_{jj}] = 0, \quad [E_{ii}, E_{kl}] = (\delta_{ik} - \delta_{il})E_{kl}, \quad [E_{\alpha i}, F_{\alpha j}] = \delta_{\alpha_i, \alpha_j} \frac{q^{H_{\alpha_i}} - q^{-H_{\alpha_i}}}{q - q^{-1}},$$

$$E_\beta^2 = F_\beta^2 = [E_\alpha, [E_\alpha, E_\beta]_{q^{-1}}]_q = [F_\alpha, [F_\alpha, F_\beta]_{q^{-1}}]_q = 0,$$  

(2.23)

where the Greek indices $\alpha_i$ and $\alpha_j$ take two values $\alpha$ or $\beta$. Introduce the following elements

$$E_{13} = q^{E_{22} + 2E_{33}} [E_{12}, E_{23}]_{q^{-1}}, \quad E_{31} = [E_{32}, E_{21}]_{q^{-1}} q^{-E_{22} - 2E_{33}}$$

$$\overline{E}_{13} = q^{-E_{22} - 2E_{33}} [E_{12}, E_{23}]_{q^{-1}}, \quad \overline{E}_{31} = [E_{32}, E_{21}]_q q^{E_{22} + 2E_{33}}$$  

(2.24)

$$E_{13} = q^{E_{22} + 2E_{33}} [E_{12}, E_{23}]_{q^{-1}}, \quad E_{31} = [E_{32}, E_{21}]_{q^{-1}} q^{-E_{22} - 2E_{33}}$$

(2.25)
Let $x$ be a complex (spectral) parameter. Define the evaluation map

$$\text{Ev}_x : \quad U_q(\widehat{sl}(2|1)) \longrightarrow U_q(gl(2|1))$$

as follows,

$$\text{Ev}_x(h_0) = -E_{11} - E_{33}, \quad \text{Ev}_x(h_1) = E_{11} - E_{22}, \quad \text{Ev}_x(h_2) = E_{22} + E_{33},$$

$$\text{Ev}_x(e_0) = -x E_{31}, \quad \text{Ev}_x(e_1) = E_{12}, \quad \text{Ev}_x(e_2) = E_{23},$$

$$\text{Ev}_x(f_0) = x^{-1} E_{13}, \quad \text{Ev}_x(f_1) = E_{21}, \quad \text{Ev}_x(f_2) = E_{32}. \quad (2.26)$$

One can check that this map is an algebra homomorphism as all the defining relations \((2.4) - (2.7)\) becomes corollaries of \((2.23)\).

A brief introduction into the representation theory of $U_q(gl(2|1))$ is given in the Appendix A. We also summarize some important facts here. Let $\pi_{\mu}$, with $\mu = (\mu_1, \mu_2, \mu_3)$, such that $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}$, denotes the irreducible finite-dimensional representation of the $U_q(gl(2|1))$ with the highest weight $\mu$ and the highest weight vector $|0\rangle >$ defined as

$$E_{12} |0\rangle >= E_{23} |0\rangle >= 0, \quad E_{ii} |0\rangle >= \mu_i |0\rangle, \quad i = 1, 2, 3. \quad (2.27)$$

Any such representation is realized by linear transformations $\text{End}(V)$ of some graded vector space $V = V_0 \oplus V_1$, where $p(V_0) = 0$ and $p(V_1) = 1$. The latter is always a subspace of the vector space generated by a free action of the elements $E_{21}$ and $E_{32}$ on the highest weight vector (note that the action of $E_{32}$ changes the parity, while the action of $E_{21}$ leaves it unchanged). There are bases of $V$, called homogeneous, where all basis vectors $|v_i\rangle$ have definite parities, i.e., $v_i \in V_0$ or $v_i \in V_1$ for any $v_i$. Let $A$ be an arbitrary matrix $A \in \text{End}(V)$, and $A_{ij}$ denote its matrix elements in a homogeneous basis $A v_k = \sum_j v_j A_{jk}$. The supertrace of $A$ over $V$ is defined as \(\text{Str}_V A = \sum_j (-1)^{q(v_j)} A_{jj}\).

Further, let $\pi_{\mu}(x)$ be the representation of $U_q(\widehat{sl}(2|1))$ obtained by the composition of $\pi_{\mu}$ with the evaluation map \((2.26)\),

$$\pi_{\mu}(x) = \pi_{\mu} \circ \text{Ev}_x. \quad (2.28)$$

Then the finite-dimensional $R$-matrices, obtained from the universal $R$-matrix,

$$R_{\mu_1\mu_2}(x_1/x_2) = (\pi_{\mu_1}(x_1) \otimes \pi_{\mu_2}(x_2))[R] \quad (2.29)$$

satisfy appropriate specializations of the Yang-Baxter equation \((2.16)\),

$$R_{\mu_1\mu_2}(x_1/x_2) R_{\mu_1\mu_3}(x_1/x_3) R_{\mu_2\mu_3}(x_2/x_3) = R_{\mu_2\mu_3}(x_2/x_3) R_{\mu_1\mu_3}(x_1/x_3) R_{\mu_1\mu_2}(x_1/x_2) \quad (2.30)$$

### 2.2 T-operators (transfer matrices)

First, let us review standard definitions of the transfer matrices in lattice models. The $R$-matrix $R_{\mu\nu}(x)$, defined in \((2.29)\), acts in the graded product of two representation spaces $V_\mu \otimes_s V_\nu$. It is convenient to consider the first of these spaces as an “auxiliary space” and the second one as a “quantum space”. The transfer matrix for a homogeneous periodic chain of the length $L$ is defined as follows,

$$T_{\mu}(x|\nu, y, L) = \text{Str}_{\pi_{\mu}} \left( D \underbrace{R_{\mu\nu}(x/y) \otimes_s R_{\mu\nu}(x/y) \otimes_s \cdots \otimes_s R_{\mu\nu}(x/y)}_{L-\text{times}} \right), \quad (2.31)$$

\(^1\text{Note there is another (non-equivalent) evaluation map obtained from \((2.26)\), if } E_{31} \text{ and } E_{13} \text{ are replaced with } F_{31} \text{ and } F_{13}.\)
where the tensor product is taken with respect to the quantum spaces $V_\nu = \pi_\nu(y)$, while the matrix product and the supertrace is taken with respect to the auxiliary space $V_\mu = \pi_\mu(x)$.

The boundary operator $\bf D$ reads

$$\bf D = q^{b_1 E_{11} + b_2 E_{22} + (b_1 + b_2) E_{33}} = \mathcal{E} v_x \left[ q^{-b_1 h_0 + b_2 h_2} \right],$$

where $E_{11}, E_{22}, E_{33}$ are defined in (2.23) and $b_1, b_2$ denotes two arbitrary horizontal field parameters. The transfer matrix (2.31) acts in a Hilbert space

$$\bf T_\mu(x|\nu, y, L) : \mathcal{H}^{(\nu)} \rightarrow \mathcal{H}^{(\nu)}, \quad \mathcal{H}^{(\nu)} = \underbrace{V_\nu \otimes \cdots \otimes V_\nu}_{L\text{-times}},$$

which is the graded product of $L$ copies of the space $V_\nu = \pi_\nu(y)$.

The symbols $\mu$ and $\nu$ in the notation for the transfer matrix $\bf T_\mu(x|\nu, y, L)$, obviously, refer to the auxiliary and quantum spaces respectively. For the same quantum space $\mathcal{H}^{(\nu)}$ there is an infinite number of different transfer matrices, corresponding to different choices of the representation $\mu$ in the auxiliary space. The Yang-Baxter equation (2.30) implies that these matrices form a commuting family

$$[\bf T_{\mu_1}(x|\nu, y, L), \bf T_{\mu_2}(x|\nu, y, L)] = 0, \quad \text{for all } \mu_1, \mu_2, x_1, x_2. \quad (2.34)$$

Note that due to the invariance property of the $R$-matrix (which trivially follows from (2.11) and the first relation in (2.15))

$$(\bf D_{\mu} \otimes \mathcal{S} \bf D_\nu) \bf R_{\mu\nu}(x) = \bf R_{\mu\nu}(x) (\bf D_{\mu} \otimes \mathcal{S} \bf D_\nu), \quad \bf D_\mu = \pi_\mu[\bf D],$$

the commutativity (2.34) is not affected by the presence of non-zero fields in definition (2.31).

Below we will derive algebraic relation between different transfer matrices, using decomposition properties of products of representations of the quantum affine superalgebra $U_q(\hat{sl}(2|1))$ in the auxiliary space. We would like to stress that our results are independent on the quantum space of the model. To facilitate these considerations it is useful to make a model-independent definition of the transfer-matrices,

$$\bf T_\mu(x) = \left( \mathcal{S} \text{tr}_{\pi_\mu(x)} \otimes 1 \right) \left[ (q^{-b_1 h_0 + b_2 h_2} \otimes 1) \mathcal{R} \right],$$

where $\mathcal{R}$ is the universal $R$-matrix, and $b_1$ and $b_2$ are the external field parameters. This formula defines a “universal” $\bf T$-operator which is an element of the Borel subalgebra $\mathcal{B}_-$ associated with the quantum space. To specialize it for a particular model one needs to choose an appropriate representation of $\mathcal{B}_-$. For example, choosing the latter to be the product $\pi_\nu(y) \otimes \cdots \otimes \pi_\nu(y)$, where $\pi_\nu(y)$ is defined by (2.28), one immediately obtains\footnote{To evaluate the RHS of (2.37) one needs to repeatedly use the third equation in (2.15).} the lattice transfer matrix (2.31)

$$\bf T_\mu(x|\nu, y, L) = \left( \pi_\nu(y) \otimes \cdots \otimes \pi_\nu(y) \right) \left[ \bf T_\mu(x) \right], \quad (2.37)$$

Another important example of the specialization of (2.30), related with the continuous superconformal field theory associated with $U_q(\hat{sl}(2|1))$ algebra, is considered in Section 4.

It is convenient to define new operators

$$z_1 = q^{2S_1} = q^{h_2 + b_1}, \quad z_2 = q^{2S_2} = q^{-h_0 + b_2}, \quad z_3 = q^{-2S_3} = z_1 z_2, \quad (2.38)$$

where the tensor product is taken with respect to the quantum spaces $V_\nu = \pi_\nu(y)$, while the matrix product and the supertrace is taken with respect to the auxiliary space $V_\mu = \pi_\mu(x)$.\footnote{To evaluate the RHS of (2.37) one needs to repeatedly use the third equation in (2.15).}
which are elements of the same Borel subalgebra $B_-$. The definition (2.36) can be then rewritten as
\[
T_\mu(x) = \left( \text{Str}_{\pi_\mu(x)} \otimes 1 \right) \left[ (1 \otimes z_1)^{-(h_0 \otimes 1)} (1 \otimes z_2)^{(h_2 \otimes 1)} \overline{R} \right]
\]
where $\overline{R}$ is now the reduced universal $R$-matrix from (2.17). The last formula looks a bit cumbersome, so in the following we will use shorthand notations and simply write
\[
T_\mu(x) = \text{Str}_{\pi_\mu(x)} \left[ z_1^{-h_0} z_2^{h_2} \overline{R} \right]
\]
but assume the same meaning as in (2.39).

Now define special notations for the most important $T$-operators (2.40), associated with rectangular Young diagrams. We denote them as $T_m^a(x)$, where $m \geq 0$ is the length and $a \geq 1$ is the height of the corresponding Young diagram, namely,

(i) the operator $T_m^1(x)$ corresponding to the $(2m + 1)$-dimensional class-2 atypical representations with the highest weight $\mu = (m, 0, 0)$,
\[
T_m^1(x) \equiv T_{(m,0,0)}(x), \quad m \in \mathbb{Z}_{\geq 0}.
\]

(ii) the operator $T_m^{-1}(x)$ corresponding to the $(2m + 1)$-dimensional class-1 atypical representations with the highest weight $\mu = (-1, -m, 0)$,
\[
T_m^{-1}(x) \equiv T_{(-1,-m,0)}(x), \quad m \in \mathbb{Z}_{\geq 0}.
\]

(iii) special notations to the operators $T(x)$ and $T(x)$ corresponding to the 3-dimensional representations ($m = 0$ case in (i) and (ii) above)
\[
T(x) \equiv T_1^1(x) \equiv T_{(1,0,0)}(x), \quad \overline{T}(x) \equiv T_{-1}^1(x) \equiv T_{-1}^{(-1,0,0)}(x) \equiv -T_{(-1,-1,0)}(x)
\]

(iv) the operator $T_c^2(x)$ corresponds to the 4-dimensional typical representation $\pi_{\mu}(x)$ with the highest weight $\mu = (c, c, 0)$, where the parameter $c \in \mathbb{C}$ is not necessarily an integer
\[
T_c^2(x) = T_{(c,c,0)}(x q^{c+1}), \quad c \in \mathbb{C}.
\]

It is convenient to define also
\[
T_{c}^{(2)}(x) = T_{(-c-1)}^{(2)}(x)
\]
For $c = 0$ or $c = -1$, the representation $\pi_{(c,c,0)}(x)$ becomes reducible (but still indecomposable). As a result one obtains
\[
T_{0}^{(2)}(x) = T_{-1}^{(2)}(x) = 1 - T_{1}^{(1)}(x), \quad T_{0}^{(2)}(x) = T_{-1}^{(2)}(x) = 1 - T_{1}^{(1)}(x).
\]
Note also that the case $m = 0$ in (2.41) and (2.42) corresponds to trivial one-dimensional representations, so that
\[
T_0^{(1)}(x) \equiv 1, \quad \overline{T}_0^{(1)}(x) \equiv 1.
\]
2.3 Q-operators

An important part in the theory of integrable quantum systems is played by the so-called Q-operators, introduced by Baxter in his pioneering work on the eight-vertex model of lattice statistics [1]. From the algebraic point of view these operators are not much different from the T-operators. They are also constructed as supertraces of certain (in general, infinite-dimensional) monodromy matrices. This is essentially the idea of Baxter’s original work [1], which has been further developed in [4, 5]. In order to construct the Q-operators this way one needs to find alternatives to the evaluation map (2.26). Each side of the Yang-Baxter equation (2.16) is an element of $B_+ \otimes_s \mathcal{A} \otimes_s B_-$. Therefore to obtain a specialization of this relation it is not necessary to have a realization of the full quantum affine superalgebra in all three factors of the direct product. For example, in the first factor one only needs to construct a realization of the Borel subalgebra $B_+$. The evaluation map (2.26) is a particular, but not the only example of such map. Below we construct several maps from $B_+$ into the graded direct products (2.12) of oscillator algebras.

Define the bosonic $q$-oscillator algebra $H_q$,

$$H_q : \quad [b^\pm, b^\pm] = \pm b^\pm, \quad q b^+ b^- - q^{-1} b^- b^+ = \frac{1}{q - q^{-1}}, \quad [b^\pm, b^\mp] = 0$$

and the fermionic oscillator algebra $F$,

$$F : \quad [f^\pm, f^\pm] = \pm f^\pm, \quad f^+ f^- + f^- f^+ = 1, \quad (f^+)^2 = (f^-)^2 = 0,$$

The Fermi operators $f^+$ and $f^-$ are odd, $p(f^+) = p(f^-) = 1$; all the other generators are even.

Define the following three maps. The first one is

$$\rho_1(x) : \quad B_+ \rightarrow H_q \otimes F$$

where $x$ is the spectral parameter,

$$\rho_1(x) : \quad \begin{cases} e_0 \rightarrow x f_2^-, & e_1 \rightarrow b_1^+ q^{\mathcal{H}_2}, & e_2 \rightarrow -q^{\frac{3}{2}} q^{-\mathcal{H}_2} b_1^- f_2^+, \\ h_0 \rightarrow -\mathcal{H}_1, & h_1 \rightarrow 2\mathcal{H}_1 + \mathcal{H}_2, & h_2 \rightarrow -\mathcal{H}_1 - \mathcal{H}_2. \end{cases}$$

The second one

$$\rho_2(x) : \quad B_+ \rightarrow F \otimes H_q$$

is given by

$$\rho_2(x) : \quad \begin{cases} e_0 \rightarrow -q^\frac{1}{2} x q^{-\mathcal{H}_2} f_1^+ b_2^+, & e_1 \rightarrow b_2^-, & e_2 \rightarrow f_1^+ q^{\mathcal{H}_2}, \\ h_0 \rightarrow \mathcal{H}_1 + \mathcal{H}_2, & h_1 \rightarrow -\mathcal{H}_1 - 2\mathcal{H}_2, & h_2 \rightarrow \mathcal{H}_2. \end{cases}$$

And the third one

$$\rho_3(x) : \quad B_+ \rightarrow F \otimes_s F$$

is given by

$$\rho_3(x) : \quad \begin{cases} e_0 \rightarrow x f_1^+ q^{-\mathcal{H}_2}, & e_1 \rightarrow q^{-\frac{1}{2}} q^{\mathcal{H}_2} f_1^- f_2^+ / (q - q^{-1}), & e_2 \rightarrow f_2^-, \\ h_0 \rightarrow -\mathcal{H}_2, & h_1 \rightarrow -\mathcal{H}_1 + \mathcal{H}_2, & h_2 \rightarrow \mathcal{H}_1. \end{cases}$$
The indices 1 and 2 above refer respectively to the first and second factors in the tensor products (2.50), (2.52) and (2.54).

The operators $\tilde{Q}_i(x)$ are defined similarly to the $\mathbf{T}$-operators (2.40),

$$\tilde{Q}_i(x) = x^{S_i} \tilde{A}_i(x), \quad \tilde{A}_i(x) = Z_i^{-1} \mathrm{Str}_{\rho_i(x)} \left[ z_1^{-h_0} z_2^{h_2} \mathcal{R} \right], \quad i = 1, 2, 3, \quad (2.56)$$

where $S_i$, $i = 1, 2, 3$ are defined in (2.35) and the normalization constants read

$$Z_i = \mathrm{Str}_{\rho_i(x)} \left[ z_1^{-h_0} z_2^{h_2} \right]. \quad (2.57)$$

The trace is now taken over the Fock space representations of the $q$-oscillator superalgebras involved in the maps $\rho_i(x)$. An important property of the definition (2.56) is that the supertrace therein (normalized by the constants $Z_i$) is completely determined by the commutation relations (2.48) and (2.49) and the cyclic property of the supertrace, so the specific choice of the representations in (2.56) is not important as long as the supertrace exist. (Notice that the representations of the bosonic $q$-oscillator algebra (2.48) are infinite-dimensional so the question of convergence should be kept in mind. There is no real problem here, the convergence can always be achieved with a proper choice of the external field parameters $b_{1,2}$. See Sect.5.2.3 for further details).

The remaining three operators $\overline{Q}_i(x)$ are defined in a similar way

$$\overline{Q}_i(x) = x^{-S_i} \overline{A}_i(x), \quad \overline{A}_i(x) = Z_i^{-1} \mathrm{Str}_{\overline{\rho}_i(x)} \left[ z_1^{-h_0} z_2^{h_2} \mathcal{R} \right], \quad i = 1, 2, 3, \quad (2.58)$$

where normalization constants read

$$\overline{Z}_i = \mathrm{Str}_{\overline{\rho}_i(x)} \left[ z_1^{-h_0} z_2^{h_2} \right], \quad (2.59)$$

and the corresponding maps $\overline{\rho}_i(x)$ are defined as follows. The first one

$$\overline{\rho}_1(x) : \quad \mathbf{B}_+ \rightarrow H_q \otimes \mathbf{F} \quad \mathrm{(2.60)}$$

is given by

$$\overline{\rho}_1(x) : \begin{cases} e_0 \rightarrow x f_2^+, & e_1 \rightarrow b_1^+ q^{H_2}, & e_2 \rightarrow -q^{-\frac{1}{2}} q^{-H_2} b_1^+ f_2^-, \\ h_0 \rightarrow H_1, & h_1 \rightarrow -2H_1 - H_2, & h_2 \rightarrow H_1 + H_2. \end{cases} \quad (2.61)$$

The second one

$$\overline{\rho}_2(x) : \quad \mathbf{B}_+ \rightarrow \mathbf{F} \otimes H_q \quad \mathrm{(2.62)}$$

is given by

$$\overline{\rho}_2(x) : \begin{cases} e_0 \rightarrow -q^{-\frac{1}{2}} x q^{-H_2} f_1^+ b_2^+, & e_1 \rightarrow b_2^+, & e_2 \rightarrow f_1^+ q^{H_2}, \\ h_0 \rightarrow -H_1 - H_2, & h_1 \rightarrow H_1 + 2H_2, & h_2 \rightarrow -H_2. \end{cases} \quad (2.63)$$

And the third one

$$\overline{\rho}_3(x) : \quad \mathbf{B}_+ \rightarrow \mathbf{F} \otimes \mathbf{F} \quad \mathrm{(2.64)}$$

is given by

$$\overline{\rho}_3(x) : \begin{cases} e_0 \rightarrow x f_1^+ q^{-H_2}, & e_1 \rightarrow -q^{\frac{1}{2}} q^{H_2} f_2^+ f_2^-/(q - q^{-1}), & e_2 \rightarrow f_2^+, \\ h_0 \rightarrow H_2, & h_1 \rightarrow H_1 - H_2, & h_2 \rightarrow -H_1. \end{cases} \quad (2.65)$$
2.4 Lattice $R$-matrices

As an illustration of the above construction consider all specializations of the universal $R$-matrix related to the 3-state model \((1.1)\). We postpone details of calculations to a separate publication \([63]\), but present the final results here.

Below we will fix the (local) quantum space at each lattice site to be the 3-dimensional evaluation representation $\pi_{(1,0,0)}(q^{1/2})$ with the weight $\mu = (1,0,0)$ and the spectral parameter $q^{1/2}$, as defined in \((2.28)\). First consider the $L$-operator, obtained as

$$L(x) = N'(x) \left( \text{Ev}_x \otimes_s \pi_{(1,0,0)}(q^{1/2}) \right) \left[ R \right].$$

(2.66)

where $\text{Ev}_x$ is the evaluation map \((2.26)\) and $N'$ is a normalization factor. It is convenient to present this operator

$$L = \sum_{i,j=1}^3 L_{ij} \otimes_s e_{ij}, \quad L_{ij} \in U_q(gl(2|1))$$

(2.67)

where $(e_{ij})_{kl} = \delta_{ik}\delta_{jl}$ is the matrix unit, in the form of a $3 \times 3$ matrix, acting in the quantum space,

$$L = \begin{pmatrix}
L_{11} & L_{12} & L_{13} \\
L_{21} & L_{22} & L_{23} \\
-L_{31} & -L_{32} & L_{33}
\end{pmatrix},$$

(2.68)

whose entries are operators belonging to the finite-dimensional algebra $U_q(gl(2|1))$ (the reader should pay attention to the signs in \((2.68)\)). Remind that the relevant parities are $p(L_{jk}) = p(e_{jk}) = p(j) + p(k) \pmod{2}$, and $p(1) = p(2) = 0$, $p(3) = 1$. The operators $L_{ij}$ act in the auxiliary space. With a suitable choice of the normalization factor $N'(x)$ one obtains (cf. \([64]\))

$$L(x) = \begin{pmatrix}
Cq^{-E_{11}} - q^{1/2}xq^{E_{11}} & -q^{1/2}a_q x q^{E_{11}} E_{21} & -q^{1/2}a_q x q^{E_{11}} E^{33} \\
-a_q C q^{E_{12}} q^{-E_{11}} & Cq^{-E_{22}} - q^{1/2}xq^{E_{22}} & -q^{1/2}a_q x q^{E_{22}} E_{32} \\
-q a_q q^{-E_{33}} E_{13} & -a_q Cq^{E_{23}} q^{-E_{22}} & Cq^{E_{33}} - q^{1/2}x q^{-E_{33}}
\end{pmatrix}$$

(2.69)

where $a_q = (q - q^{-1})$ and

$$C = q^{E_{11} + E_{22} + E_{33}}$$

(2.70)

is a central element of the algebra $U_q(gl(2|1))$. Note that matrix elements of $L(x)$ are first order polynomials in the spectral parameter $x$. Such normalization is especially convenient for lattice models. The factor $N'(x)$ depends on central elements of $U_q(gl(2|1))$, so it depends on the representation. It can be thought of as a diagonal operator also acting in the auxiliary space. In general it is a meromorphic function of $x$. The formula \((2.69)\) can be further specialized by choosing some particular representation $\pi_{\mu}$ of $U_q(gl(2|1))$ in the auxiliary space. The resulting operator is, essentially, a particular case of \((2.29)\) with $\nu = (1,0,0)$ and $y = q^{1/2}$, differing from the later merely by a scalar factor

$$L_{\mu}(x) = \pi_{\mu}[L(x)] = N_{\mu}(x) R_{\mu \nu}(x q^{-\frac{1}{2}}) \bigg|_{\nu = (1,0,0)}$$

(2.71)

where

$$N(\mu_1, \mu_2, \mu_3)(x) = \frac{\psi(xq^{-1/2} + \mu_1 - \mu_2 - \mu_3) \psi(xq^{-1/2} - \mu_1 + \mu_2 - \mu_3)}{\psi(xq^{-1/2} - \mu_1 - \mu_2 - 3\mu_3)}, \quad \psi(x) = 1 - x.$$
Similarly to (2.31) it is convenient to define lattice transfer matrices constructed with this \( L \)-operator,

\[
T^{(L)}_{\mu}(x) = \text{Str}_{\pi}(D \underbrace{L(x) \otimes \cdots \otimes L(x)}_{\text{\(L\)-times}})
\]

\[
= (N_{\mu}(x))^{L} \left( \underbrace{\pi_{\nu}(q^{\frac{1}{L}}) \otimes \cdots \otimes \pi_{\nu}(q^{\frac{1}{L}})}_{\text{\(\nu\)-times}} \right) T_{\nu}(x)
\]

(2.73)

which, to within the scalar factor \( (N_{\mu})^{L} \), coincide with \( T_{\mu}(x)|_{\nu=1,0,0} = \psi(xq^{\frac{3}{L}}) = (1 - xq^{\frac{3}{L}}) \).

(2.74)

Now define additional \( L \)-operator associated with the oscillator algebras (2.48), (2.49).

\[
L_{j}(x) = N_{j}(x) \left( \rho_{j}(x) \otimes \pi_{(1,0,0)}(q^{\frac{1}{L}}) \right) \left[ R \right], \quad j = 1, 2, 3
\]

(2.77)

\[
\overline{L}_{j}(x) = N_{j}(x) \left( \overline{\rho}_{j}(x) \otimes \pi_{(1,0,0)}(q^{\frac{1}{L}}) \right) \left[ R \right], \quad j = 1, 2, 3
\]

(2.78)

where \( R \) is the universal \( R \)-matrix and the maps \( \rho_{j}(x) \) and \( \overline{\rho}_{j}(x) \) defined in the previous subsection. Explicitly, one obtains [63]

\[
L_{1}(x) = \begin{pmatrix}
q^{-\mathcal{H}_{1}-\mathcal{H}_{2}} - qx^{\mathcal{H}_{1}+\mathcal{H}_{2}}C_{b_{1}}C_{f_{2}} & -aq_{x}q^{\mathcal{H}_{1}+\mathcal{H}_{2}}b_{1}^{-}C_{f_{2}} & q^{-\frac{3}{2}}aq_{x}q^{-\mathcal{H}_{2}}f_{2}^{-}
-q_{b_{1}^{-}}q^{-\mathcal{H}_{1}} & q^{\mathcal{H}_{1}} & 0
q^{\mathcal{H}_{2}} & q^{\mathcal{H}_{1}-\mathcal{H}_{2}}f_{2}^{+} & q^{-\mathcal{H}_{2}}
\end{pmatrix}
\]

(2.79)

\[
L_{2}(x) = \begin{pmatrix}
q^{\mathcal{H}_{2}} & -aq_{x}q^{\mathcal{H}_{1}-\mathcal{H}_{2}}b_{2}^{+}C_{f_{1}} & -q^{-1}aq_{x}q^{-\mathcal{H}_{1}-\mathcal{H}_{2}}f_{2}^{-}b_{2}^{+}
-qaq_{x}^{\mathcal{H}_{1}}b_{2}^{-} & q^{-\mathcal{H}_{1}-\mathcal{H}_{2}} - qx^{\mathcal{H}_{1}+\mathcal{H}_{2}}C_{f_{1}}C_{b_{2}} & -qx^{-1}q^{-\mathcal{H}_{1}+\mathcal{H}_{2}}f_{1}^{-}C_{b_{2}}
0 & -qaq^{-\mathcal{H}_{1}}f_{1}^{+} & q^{-\mathcal{H}_{1}}
\end{pmatrix}
\]

(2.80)

\[
L_{3}(x) = \begin{pmatrix}
q^{\mathcal{H}_{1}} & 0 & q^{-\frac{3}{2}}aq_{x}q^{\mathcal{H}_{1}}f_{1}^{+}
-q^{\mathcal{H}_{2}} & q^{-1}aq_{x}q^{-\mathcal{H}_{1}+\mathcal{H}_{2}}f_{2}^{+}C_{f_{1}} & q^{-1}aq_{x}q^{-\mathcal{H}_{1}+\mathcal{H}_{2}}f_{2}^{-}C_{f_{1}}^{-1}
-qaq_{x}^{\mathcal{H}_{2}}f_{2}^{-} & q^{\mathcal{H}_{1}+\mathcal{H}_{2}} - qx^{\mathcal{H}_{1}-\mathcal{H}_{2}}C_{f_{1}}C_{b_{2}}^{-1} & q^{\mathcal{H}_{2}}
\end{pmatrix}
\]

(2.81)
where

\[ \psi = \frac{\psi_{N+1} } {xq^N} \]

and

\[ \mathbf{L}_1(x) = \begin{pmatrix}
q^{\mathcal{H}_1 + \mathcal{H}_2} & -a_q xq^{-\mathcal{H}_1 - \mathcal{H}_2 b^+_1} & q^{-\frac{3}{2} a_q xq^{\mathcal{H}_2 f^+_2}} \\
-a_q b^+_1 q^{\mathcal{H}_1 + 2\mathcal{H}_2} & q^{\mathcal{H}_1} - xq^{\mathcal{H}_1 C_{b_1}} & -q^{-\frac{3}{2} a_q xq^{2\mathcal{H}_2 b^-_1} f^+_2} \\
-q^2 a_q q^{\mathcal{H}_1 - \mathcal{H}_2 b^+_2} & q^2 a_q q^{\mathcal{H}_1 - \mathcal{H}_2 b^+_2} f^+_2 & q^{\mathcal{H}_2} - xq^{-\mathcal{H}_2 C_{f_2}^{-1}}
\end{pmatrix}, \tag{2.82} \]

\[ \mathbf{L}_2(x) = \begin{pmatrix}
q^{-\mathcal{H}_1 - xq^{\mathcal{H}_2 C_{b_2}}} & -a_q xq^{\mathcal{H}_1 + \mathcal{H}_2 b^-_2} & -q^{-2 a_q xq^{\mathcal{H}_1 - \mathcal{H}_2 f^+_1 b^-_2}} \\
-q a_q xq^{-2\mathcal{H}_2 b^+_2} & q^{\mathcal{H}_1 + \mathcal{H}_2} & xq^{-1} q^{\mathcal{H}_1 - \mathcal{H}_2 f^+_1} \\
q a_q f^+_1 b^-_2 & -q a_q xq^{\mathcal{H}_1 + 2\mathcal{H}_2 f^-_1} & q^{\mathcal{H}_1} - xq^{-\mathcal{H}_1 C_{f_1}^{-1}}
\end{pmatrix}, \tag{2.83} \]

\[ \mathbf{L}_3(x) = \begin{pmatrix}
q^{-\mathcal{H}_1} - xq^{\mathcal{H}_1 C_{f_1}} & -q^3 a_q xq^{-2\mathcal{H}_2 f^-_1 f^+_2} & q^{-\frac{3}{2} a_q xq^{-\mathcal{H}_1 - 2\mathcal{H}_2 f^-_1}} \\
q^2 q^{\mathcal{H}_1 + \mathcal{H}_2 f^+_1 f^-_2} & q^{\mathcal{H}_2} - xq^{\mathcal{H}_2 C_{f_2}} & q^{-1} xq^{-\mathcal{H}_1 - \mathcal{H}_2 f^-_2} \\
q^2 a_q q^{\mathcal{H}_1 + \mathcal{H}_2 f^+_1} & -q a_q f^+_1 q^{-\mathcal{H}_2} & q^{\mathcal{H}_1} - \mathcal{H}_2
\end{pmatrix}, \tag{2.84} \]

where \( a_q = (q - q^{-1}) \) and the central charges for the bosonic and fermionic oscillator algebras (2.48) and (2.49) are given by

\[ C_b = q q^{-2\mathcal{H}_b} \left( 1 - (q - q^{-1})^2 b^+ b^- \right), \tag{2.85} \]

\[ C_f = q^{-1} q^{-2\mathcal{H}_f} \left( 1 - f^+ f^- \right). \tag{2.86} \]

The normalization factors read

\[ N_1(x) = \psi(x), \quad N_2(x) = \psi(x), \quad N_3(x) = 1/\psi(x), \quad N_1(x) = 1, \quad N_2(x) = 1, \quad N_3(x) = \psi(xq) \psi(xq^{-1}). \tag{2.87} \]

where \( \psi(x) = 1 - x \). For the 3-state model the eigenvalues of the diagonal operators (2.38) are expressed in terms of the external field parameters \( b_{1,2} \) and the edge occupation numbers (or the “magnon numbers”),

\[ z_1 = q^{2S_1}, \quad z_2 = q^{2S_2}, \quad z_3 = q^{-2S_3}, \tag{2.88} \]

where

\[ 2S_1 = L - m_1 + b_1, \quad 2S_2 = L - m_2 + b_2, \quad 2S_3 = -2S_1 - 2S_2 \tag{2.89} \]

are expressed in terms of the external field parameters \( b_{1,2} \) and the edge occupation numbers (or the “magnon numbers”),

\[ m_i = \sum_{\ell=1}^{L} e_i^{(\ell)}, \quad m_1 + m_2 + m_3 = L, \tag{2.90} \]
where \( c_{ij}^{(\ell)} \) are three by three matrices \( ||c_{ij}^{(\ell)}||_{ab} = \delta_{ia}\delta_{jb}, a, b = 1, 2, 3 \) acting at the \( \ell \)-th site of the chain.

We can now explicitly define lattice Q-operators for the 3-state model,

\[
A_j(x) = Z_j^{-1} \text{Str}_{\rho_j(x)} \left\{ q^{-b_1 h_0 + b_2 h_2} L_j(x) \otimes_s L_j(x) \otimes_s \cdots \otimes_s L_j(x) \right\}
\]

and

\[
A_j(x) = Z_j^{-1} \text{Str}_{\rho_j(x)} \left\{ q^{-b_1 h_0 + b_2 h_2} L_j(x) \otimes_s L_j(x) \otimes_s \cdots \otimes_s L_j(x) \right\}
\]

where \( j = 1, 2, 3 \), the generators \( h_0, h_1 \) in the exponents act in the auxiliary space and the quantities \( Z_j \) and \( \bar{Z}_j \) are given in \( (2.57) \). A word caution: one has to use there the same representations of the oscillator algebras \( (2.48) \) and \( (2.49) \) as in the corresponding formula \( (2.91) \) or \( (2.92) \). Then these definitions become independent on a choice of these representations. The quantities \( Z_j \) and \( \bar{Z}_j \), however, do depend on this choice (see Sect 5.2.3 for further details).

It is evident from \( (2.79, 2.84) \) that \( A_j(x) \) and \( \bar{A}_j(x) \) are operator-valued polynomials in \( x \) of the degree \( L \). They are simply connected with the specializations of the universal Q-operators \( (2.56) \) and \( (2.58) \) to the 3-state model, namely,

\[
A_j(x) = (N_j(x))^L \left( \otimes_{\nu=1}^{\nu=0} \pi_{\nu}(q^{\frac{1}{2}}) \otimes_s \pi_{\nu}(q^{\frac{1}{2}}) \otimes_s \cdots \otimes_s \pi_{\nu}(q^{\frac{1}{2}}) \right) \left[ A_j(x) \right], \quad \nu = (1, 0, 0), \quad (2.93)
\]

and

\[
\bar{A}_j(x) = (\bar{N}_j(x))^L \left( \otimes_{\nu=1}^{\nu=0} \pi_{\nu}(q^{\frac{1}{2}}) \otimes_s \pi_{\nu}(q^{\frac{1}{2}}) \otimes_s \cdots \otimes_s \pi_{\nu}(q^{\frac{1}{2}}) \right) \left[ \bar{A}_j(x) \right], \quad \nu = (1, 0, 0), \quad (2.94)
\]

where \( j = 1, 2, 3 \).

### 3 Functional relations

As is well known \( [65] \), the analyticity of the transfer matrices becomes an extremely powerful condition when combined with the functional relations which the transfer matrices satisfy, and, in principle, allows one to determine all their eigenvalues. Therefore the functional relations for the T- and Q-operators are of a primary interest. We present these relations here, but postpone their proof (which is purely algebraic) to Section 5. It is convenient to split these relations into three groups, (i) the Wronskian-type relations, (ii) the T-Q relations and (iii) the fusion relations. We remark that some of our results in this section overlap with those obtained in \( [44–46, 50] \) for the rational case \( q = 1 \).

#### 3.1 Wronskian-type relations

These relations only involve the Q-operators, defined in \( (2.50) \) and \( (2.58) \). First, there are four independent relations, quoted in the Introduction,

\[
c_{12} = c_{13} Q_1(q^{\frac{1}{2}}x) Q_1(q^{-\frac{1}{2}}x) - c_{23} Q_2(q^{\frac{1}{2}}x) Q_2(q^{-\frac{1}{2}}x)
\]

\[
c_{12} = c_{13} Q_1(q^{\frac{1}{2}}x) Q_1(q^{-\frac{1}{2}}x) - c_{23} Q_2(q^{\frac{1}{2}}x) Q_2(q^{-\frac{1}{2}}x)
\]

\[
(3.1)
\]
and
\[ c_{21} Q_3(x) = \overline{Q}_1(xq)\overline{Q}_2(xq^{-1}) - \overline{Q}_1(xq^{-1})\overline{Q}_2(xq), \]  
\[ c_{12} \overline{Q}_3(x) = Q_1(xq)Q_2(xq^{-1}) - Q_1(xq^{-1})Q_2(xq), \]  
where
\[ c_{ij} = \frac{z_i - z_j}{(z_i z_j)^{\frac{1}{2}}} \]  
with the operators \( z_1, z_2 \) and \( z_3 \) defined in (2.35). Combining these relations one easily obtains
\[ c_{13} Q_3(x)Q_1(x) = \overline{Q}_2(xq) - \overline{Q}_2(xq^{-1}), \]  
\[ c_{23} Q_2(x)Q_3(x) = \overline{Q}_1(xq) - \overline{Q}_1(xq^{-1}), \]  
\[ c_{13} \overline{Q}_3(x)\overline{Q}_1(x) = Q_2(xq^{-1}) - Q_2(xq), \]  
\[ c_{23} \overline{Q}_2(x)\overline{Q}_3(x) = Q_1(xq^{-1}) - Q_1(xq). \]  

For example, substituting (3.2b) into the LHS of (3.4) and using both relations (3.1) in the resulting expression, one gets
\[ c_{13} Q_3(x)Q_1(x) = \frac{c_{13}}{c_{21}}\left\{ \overline{Q}_1(xq)\overline{Q}_2(q^{-1}x)Q_1(x) - \overline{Q}_1(q^{-1}x)\overline{Q}_2(xq)Q_1(x) \right\} 
= \frac{1}{c_{21}} \left\{ \overline{Q}_2(q^{-1}x)\left[ c_{12} + c_{23} Q_2(x)\overline{Q}_2(qx) \right] - \overline{Q}_2(xq)\left[ c_{12} + c_{23} Q_2(x)\overline{Q}_2(q^{-1}x) \right] \right\} 
= \overline{Q}_2(q^{-1}x). \]  

### 3.2 T-Q relations

The next group of relations connects the T- and Q-operators. An important part of this group consists of relations, which express the T-operators as polynomial combinations of the Q-operators. For the operators (2.41), (2.42) and (2.44), introduced above, these relations read
\[ c_{12} T_m^{(1)}(x) = c_{13} Q_1(xq^{m+\frac{1}{2}})\overline{Q}_1(xq^{-m-\frac{1}{2}}) - c_{23} Q_2(xq^{m+\frac{1}{2}})\overline{Q}_2(xq^{-m-\frac{1}{2}}) \]  
\[ c_{12} \overline{T}_m^{(1)}(x) = c_{13} Q_1(xq^{-m-\frac{1}{2}})\overline{Q}_1(xq^{m+\frac{1}{2}}) - c_{23} Q_2(xq^{-m-\frac{1}{2}})\overline{Q}_2(xq^{m+\frac{1}{2}}) \]  
where \( m \in \mathbb{Z}_{\geq 0} \) and
\[ T_m^{(2)}(x) = c_{23} c_{13} Q_3(xq^{-c+\frac{1}{2}})\overline{Q}_3(xq^{c+\frac{1}{2}}) \]  
\[ \overline{T}_m^{(2)}(x) = c_{23} c_{13} Q_3(xq^{c+\frac{1}{2}})\overline{Q}_3(xq^{-c+\frac{1}{2}}) \]  
Taking into account the normalization conditions (2.37) it is easy to see that Eqs. (3.9) with \( m = 0 \) simply reduce to the Wronskian-type relations (3.1). The relation (3.10b) is just a corollary of the definition (2.45).

Using (3.1)-(3.7) one can transform the expressions (3.9) to a more familiar Bethe-Ansatz type form. For example the operators \( T(x) \) and \( \overline{T}(x) \), defined in (2.43), corresponding to the
3-dimensional representations in auxiliary space, can be transformed to any of the six equivalent forms

\[
T(x) = p_1 \frac{Q_i(q^{-p_i-\frac{1}{2}}x)}{Q_k(q^{-p_i+\frac{1}{2}}x)} + p_j \frac{Q_i(q^{p_j+2p_j-\frac{1}{2}}x)}{Q_k(q^{p_j-\frac{1}{2}}x)} + p_k \frac{Q_i(q^{p_j+p_j+2p_k-\frac{1}{2}}x)}{Q_k(q^{p_j+p_j+p_k-\frac{1}{2}}x)},
\]

where \(p_1 = p_2 = -p_3 = 1\) and \((i, j, k)\) is an arbitrary permutation of \((1, 2, 3)\). The most general transfer matrix expression of this type is considered in the Appendix C (see, Eq. (C.8) therein).

### 3.3 Fusion relations

These relations only involve the \(T\)-operators \(T_m(x)\), corresponding to the rectangular Young diagrams of the length \(m \geq 0\) and the height \(a \geq 1\). A complete set of the fusion relations for \(U_q(s\ell(r + 1)\mathfrak{s} + 1)\) involving the \(T\)-operators (3.9) and (3.10) has been previously proposed in [33–35]. These relations were deduced there from the Bethe Ansatz solution of the \((r+s+2)\)-state lattice model. In particular for \(U_q(s\ell(2|1))\) case, they take the form

\[
\begin{align*}
T_m^{(1)}(q^{-1}x)T_m^{(1)}(q^x) &= T_{m-1}^{(1)}(x)T_{m+1}^{(2)}(x) + T_m^{(2)}(x) & \text{for } m \in \mathbb{Z}_{\geq 1},
T_1^{(2)}(q^{-1}x)T_1^{(2)}(q^x) &= T_2^{(2)}(x) + T_1^{(3)}(x),
T_m^{(2)}(q^{-1}x)T_m^{(2)}(q^x) &= T_{m-1}^{(2)}(x)T_{m+1}^{(2)}(x) & \text{for } m \in \mathbb{Z}_{\geq 2},
T_1^{(a)}(q^{-1}x)T_1^{(a)}(q^x) &= T_{1}^{(a-1)}(x)T_{1}^{(a+1)}(x) & \text{for } a \in \mathbb{Z}_{\geq 3},
\end{align*}
\]

where \(T_0^{(1)}(x) = 1\). There is also a duality relation:

\[
T_a^{(2)}(x) = (-1)^{a-1}T_1^{(1+a)}(x) & \text{ for } a \in \mathbb{Z}_{\geq 1},
\]

which maps last two relation in (3.12) into one another. The fusion relations for conjugate representations have also the same form\(^3\)

\[
\begin{align*}
\overline{T}_m^{(1)}(q^{-1}x)\overline{T}_m^{(1)}(q^x) &= \overline{T}_{m-1}^{(1)}(x)\overline{T}_{m+1}^{(1)}(x) + \overline{T}_m^{(2)}(x) & \text{for } m \in \mathbb{Z}_{\geq 1},
\overline{T}_1^{(2)}(q^{-1}x)\overline{T}_1^{(2)}(q^x) &= \overline{T}_2^{(2)}(x) + \overline{T}_1^{(3)}(x),
\overline{T}_m^{(2)}(q^{-1}x)\overline{T}_m^{(2)}(q^x) &= \overline{T}_{m-1}^{(2)}(x)\overline{T}_{m+1}^{(2)}(x) & \text{for } m \in \mathbb{Z}_{\geq 2},
\overline{T}_1^{(a)}(q^{-1}x)\overline{T}_1^{(a)}(q^x) &= \overline{T}_{1}^{(a-1)}(x)\overline{T}_{1}^{(a+1)}(x) & \text{for } a \in \mathbb{Z}_{\geq 3},
\end{align*}
\]

where \(\overline{T}_0^{(1)}(x) = 1\). The corresponding duality relation reads

\[
\overline{T}_a^{(2)}(x) = (-1)^{a-1}\overline{T}_1^{(1+a)}(x) & \text{ for } a \in \mathbb{Z}_{\geq 1},
\]

Note that our results (3.11)–(3.10) imply all the fusion relations (3.12) and (3.14) as trivial corollaries. Additional functional relations for \(T\)-operators are discussed in the Appendix C (see also [57]).

\(^3\)See Appendix B in [33].
Note also that the operator (3.10) satisfies the relation
\[ T_c^{(2)}(q^{-d}x)T_c^{(2)}(q^{d}x) = T_{c-d}^{(2)}(x)T_{c+d}^{(2)}(x) \quad \text{for} \quad c, d \in \mathbb{C}, \] (3.16)
which generalizes the third relation in (3.12). Finally, quote again useful relations (2.46) connecting two types of the T-operators for the atypical and typical representations.

3.4 Eigenvalue equations

The T- and Q-operators with different values of the spectral parameter \( x \) form a commuting family of operators and can be simultaneously diagonalized by an \( x \)-independent similarity transformation. Therefore, the above functional equations are satisfied by eigenvalues of these operators, corresponding to the same eigenstate. The equations are the same for all eigenstates. Here we presented these equations in a universal model-independent form. They are written in the normalization of the universal R-matrix, which is uniquely defined by its series expansion (2.19). This is a distinguished normalization where the functional equations does not contain any \( x \)-dependent scalar factors (however, the eigenvalues in this case are, in general, meromorphic functions of \( x \)). From analytic point of view it is more convenient to work with a normalization where the eigenvalues are entire functions of \( x \) (it is commonly used in the lattice theory since Baxter’s pioneering work [1]). With this “analytic” normalization the functional equations acquire some non-universal scalar factors, depending on the quantum space of the model.

As an example consider the 3-state lattice model. All relevant definition are already given in Section 2.4. First consider the operators \( A_j(x) \) and \( \overline{A}_j(x) \), defined in (2.91) and (2.92), respectively. Let \( A_j(x) \) and \( \overline{A}_j(x) \) denote a set eigenvalues of their eigenvalues, corresponding to the same eigenstate. All these eigenvalues are \( L \)-th degree polynomials in \( x \), where \( L \) is the length of the chain. Moreover, the definitions (2.91) and (2.92) imply
\[ A(0) = \overline{A}(0) = 1. \] (3.17)
Remind that the constants \( z_1, z_2, z_3 \), defined in (2.88), are expressed through the conserved edge occupation numbers \( m_1, m_2 \) and \( m_3 \) and the external field parameters \( b_{1,2} \). Now write the eigenvalues in the product form (cf. (1.7))
\[ A_i(x) = \prod_{\ell=1}^{m_i} (1 - x/x_\ell^{(i)}), \quad \overline{A}_i(x) = \prod_{\ell=1}^{L-m_i} (1 - x/x_\ell^{(i)}). \] (3.18)
where the numbers of zeroes are uniquely determined from elementary considerations of the leading \( x \to \infty \) asymptotics in (2.91) and (2.92). Define the scalar function
\[ f(x) = (1 - x)^L. \] (3.19)
Substituting (2.93) and (2.94) into (3.17) and using the expressions (2.87) for the normalization factors, one obtains,
\[ c_{12} f(q^{\frac{1}{2}}x) = c_{13} z_1^{\frac{1}{2}} A_1(q^{\frac{1}{2}}x) A_1(q^{\frac{1}{2}}x) - c_{23} z_2^{\frac{1}{2}} A_2(q^{\frac{1}{2}}x) A_2(q^{\frac{1}{2}}x), \] (3.20)
\[ c_{12} f(q^{-\frac{1}{2}}x) = c_{13} z_1^{-\frac{1}{2}} A_1(q^{-\frac{1}{2}}x) A_1(q^{\frac{1}{2}}x) - c_{23} z_2^{-\frac{1}{2}} A_2(q^{-\frac{1}{2}}x) A_2(q^{\frac{1}{2}}x) \] (3.21)
Eq.(3.16) is a special case of more general functional relation given in (3.33) of [35].
\begin{align}
c_{21} f(x) A_3(x) &= \left( \frac{z_2}{z_1} \right)^{\frac{1}{2}} \overline{A}_1(xq) \overline{A}_2(xq^{-1}) - \left( \frac{z_1}{z_2} \right)^{\frac{1}{2}} A_1(xq^{-1}) A_2(xq), \quad (3.22) \\
c_{12} \overline{A}_3(x) &= \left( \frac{z_1}{z_2} \right)^{\frac{1}{2}} A_1(xq) A_2(xq^{-1}) - \left( \frac{z_2}{z_1} \right)^{\frac{1}{2}} A_1(xq^{-1}) A_2(xq), \quad (3.23)
\end{align}

and

\begin{align}
c_{13} A_1(x) A_3(x) &= \left( \frac{z_1}{z_3} \right)^{\frac{1}{2}} \overline{A}_2(xq) - \left( \frac{z_3}{z_1} \right)^{\frac{1}{2}} \overline{A}_2(xq^{-1}), \quad (3.24) \\
c_{23} A_2(x) A_3(x) &= \left( \frac{z_2}{z_3} \right)^{\frac{1}{2}} A_1(xq) - \left( \frac{z_3}{z_2} \right)^{\frac{1}{2}} A_1(xq^{-1}), \quad (3.25) \\
c_{13} \overline{A}_1(x) \overline{A}_3(x) &= \left( \frac{z_1}{z_3} \right)^{\frac{1}{2}} f(qx) A_2(xq^{-1}) - \left( \frac{z_3}{z_1} \right)^{\frac{1}{2}} f(q^{-1}x) A_2(xq), \quad (3.26) \\
c_{23} \overline{A}_2(x) \overline{A}_3(x) &= \left( \frac{z_2}{z_3} \right)^{\frac{1}{2}} f(qx) A_1(xq^{-1}) - \left( \frac{z_3}{z_2} \right)^{\frac{1}{2}} f(q^{-1}x) A_1(xq), \quad (3.27)
\end{align}

The eigenvalues \( T_m^{(1)}(x) \) of the \( T \)-operators (3.9) can be written in a similar form

\[ c_{12} T_m^{(1)}(x) = c_{13} z_1^{m+\frac{1}{2}} A_1(xq^{m+\frac{1}{2}}) \overline{A}_1(xq^{-m-\frac{1}{2}}) - c_{23} z_2^{m+\frac{1}{2}} A_2(xq^{m+\frac{1}{2}}) \overline{A}_2(xq^{-m-\frac{1}{2}}). \quad (3.28) \]

The eight relations (3.20)–(3.27) can be solved in different ways. For example, for the coefficients of the polynomials (3.18). Altogether there are exactly 3L unknown coefficients. Let us count the number of equations. Begin by dropping the last four relation among the eight, since they are simple corollaries of the first four. The remaining four relations are of the degrees \( L, L, L + m_3 \) and \( L - m_3 \), respectively. They are trivially satisfied at \( x = 0 \), so we are left with only 4L equations. It is easy to see that \( L \) of them are dependent. For example, expressing \( A_1(x) \) and \( A_2(x) \) from (3.20) and (3.21) and substituting them into (3.23) one immediately concludes that the RHS of (3.22) is always divisible by \( f(x) \). So that \( L \) out of 4L remaining equation are automatically satisfied. Thus the there are exactly 3L polynomial equations for 3L unknown coefficients.

The equations (3.20)–(3.27) can also be solved for the zeroes of the polynomials (3.18). Let us rewrite these equation in the Bethe Ansatz form. Substitute \( x = q^{-\frac{1}{2}} x_\ell^{(1)} \) into (3.20) and \( x = q^{\frac{1}{2}} x_\ell^{(1)} \) into (3.21) and then divide the resulting two equation,

\[ c_{12} f(x_\ell^{(1)}) = -c_{23} z_2^{x_\ell^{(1)}} A_2(q^{-\frac{1}{2}} x_\ell^{(1)} A_2(x_\ell^{(1)}), \quad c_{12} f(x_\ell^{(1)}) = -c_{23} z_2^{x_\ell^{(1)}} A_2(q^{\frac{1}{2}} x_\ell^{(1)} A_2(x_\ell^{(1)}), \quad (3.29) \]

by one another. It follows that

\[ z_2^{-1} = \frac{\overline{A}_2(q^{-1} x_\ell^{(1)})}{\overline{A}_2(q^{1} x_\ell^{(1)})}, \quad \ell = 1, \ldots, m_1. \quad (3.30) \]

where \( x_\ell^{(1)} \) denotes the zeroes of \( A_1(x) \). Performing similar manipulation for other zeroes one obtains the complete set of the Bethe Ansatz type equations.

Zeroes of \( A_1(x) \):

\[ -z_1^{-2} z_3 = \frac{A_1(q^{+2} x_\ell^{(1)})}{A_1(q^{-2} x_\ell^{(1)})} \overline{A}_3(q^{-1} x_\ell^{(1)}) \overline{A}_3(q^{-1} x_\ell^{(1)})^2, \quad z_2^{-1} = \frac{A_2(q^{-1} x_\ell^{(1)})}{A_2(q^{1} x_\ell^{(1)})}, \quad \ell = 1, \ldots, m_1, \quad (3.31) \]
Zeros of $A_2(x)$:

$$-z_2^2z_3 = \frac{A_2(q^{+2}x^{(2)}_\ell)}{A_2(q^{-2}x^{(2)}_\ell)} \frac{A_3(q^{-1}x^{(2)}_\ell)}{A_3(q^{+1}x^{(2)}_\ell)}, \quad z_1^{-1} = \frac{A_1(q^{-1}x^{(2)}_\ell)}{A_1(q^{+1}x^{(2)}_\ell)}, \quad \ell = 1, \ldots, m_2 , \quad (3.32)$$

Zeros of $A_3(x)$:

$$z_1^{-1} = \frac{A_1(q^{-1}x^{(3)}_\ell)}{A_1(q^{+1}x^{(3)}_\ell)}, \quad z_2^{-1} = \frac{A_2(q^{-1}x^{(3)}_\ell)}{A_2(q^{+1}x^{(3)}_\ell)}, \quad \ell = 1, \ldots, m_3 , \quad (3.33)$$

Zeros of $\overline{A}_1(x)$:

$$-z_1^2z_3^{-1} \frac{f(q^{+1}x^{(1)}_\ell)}{f(q^{-1}x^{(1)}_\ell)} = \frac{\overline{A}_1(q^{+2}x^{(1)}_\ell)}{\overline{A}_1(q^{-2}x^{(1)}_\ell)} \frac{A_3(q^{-1}x^{(1)}_\ell)}{A_3(q^{+1}x^{(1)}_\ell)}, \quad z_2^2 \frac{f(q^{-1}x^{(1)}_\ell)}{f(q^{+1}x^{(1)}_\ell)} = \frac{A_2(q^{-1}x^{(1)}_\ell)}{A_2(q^{+1}x^{(1)}_\ell)}, \quad \ell = 1, \ldots, L - m_1 , \quad (3.34)$$

Zeros of $\overline{A}_2(x)$:

$$-z_2^2z_3^{-1} \frac{f(q^{+1}x^{(2)}_\ell)}{f(q^{-1}x^{(2)}_\ell)} = \frac{\overline{A}_2(q^{+2}x^{(2)}_\ell)}{\overline{A}_2(q^{-2}x^{(2)}_\ell)} \frac{A_3(q^{-1}x^{(2)}_\ell)}{A_3(q^{+1}x^{(2)}_\ell)}, \quad z_1^{-1} \frac{f(q^{-1}x^{(2)}_\ell)}{f(q^{+1}x^{(2)}_\ell)} = \frac{A_1(q^{-1}x^{(2)}_\ell)}{A_1(q^{+1}x^{(2)}_\ell)}, \quad \ell = 1, \ldots, L - m_2 , \quad (3.35)$$

Zeros of $\overline{A}_3(x)$:

$$z_1 \frac{f(q^{-1}x^{(3)}_\ell)}{f(q^{+1}x^{(3)}_\ell)} = \frac{A_1(q^{-1}x^{(3)}_\ell)}{A_1(q^{+1}x^{(3)}_\ell)}, \quad z_2 \frac{f(q^{-1}x^{(3)}_\ell)}{f(q^{+1}x^{(3)}_\ell)} = \frac{A_2(q^{-1}x^{(3)}_\ell)}{A_2(q^{+1}x^{(3)}_\ell)}, \quad \ell = 1, \ldots, L - m_3 , \quad (3.36)$$

All factors $z_1, z_2, z_3$, in the above equations can be absorbed into redefined eigenvalues

$$Q_i(x) = x^{z_i}, A_i(x), \quad Q_i(x) = x^{-z_i}, A_i(x), \quad (3.37)$$

The equations (3.31)-(3.36) then become identical to the system (1.8), quoted in the introduction.

There are six self-contained sets of the Bethe Ansatz equations involving only subsets of zeros, belonging to any of the six pairs of the eigenvalues $(A_i(x), \overline{A}_j(x)), \ i \neq j$. Once any such pair is determined, the remaining eigenvalues can be easily found by using the above functional equations.

Finally note that for small chains the eigenvalues can, of course, be found from direct diagonalization the of $Q$-operators (thanks to that we now have their explicit definitions (2.91) and (2.92)). As an illustration consider the simplest, but still interesting, case of a 1-site chain, $L = 1$. Evaluating the trace in (2.91) and (2.92) one obtains the operators $A_i(x)$ and $\overline{A}_i(x)$ in the form of diagonal 3x3 matrices. We list their eigenvalues below.

---

For instance, if $(A_1(x), \overline{A}_2(x))$ is known then: (i) $A_3(x)$ and $\overline{A}_3(x)$ are explicitly expressed from (3.31) and (3.27), (ii) (3.22) and (3.23) then become linear equations for the coefficients of $A_2(x)$ and $\overline{A}_1(x)$.
1. \( m_1 = 1, m_2 = 0, m_3 = 0, z_1 = q^{b_1}, z_2 = q^{b_2 + 1}, z_3 = q^{b_1 + b_2 + 1}, \)

\[
A_1(x) = 1 - x \frac{(z_1 - z_2)(q^{-2}z_2 - 1)}{(z_1 - q^{-2}z_2)(z_2 - 1)}, \quad A_2(x) = 1, \quad A_3(x) = 1, \tag{3.38}
\]

\[
\overline{A}_1(x) = 1, \quad \overline{A}_2(x) = 1 - q^{-1}x \frac{z_1 - z_2}{z_1 - q^{-2}z_2}, \quad \overline{A}_3(x) = 1 - q^{-1}x \frac{q^{-2}z_2 - q^2}{z_2 - 1}, \tag{3.39}
\]

2. \( m_1 = 0, m_2 = 1, m_3 = 0, z_1 = q^{b_1 + 1}, z_2 = q^{b_2}, z_3 = q^{b_1 + b_2 + 1}, \)

\[
A_1(x) = 1, \quad A_2(x) = 1 - x \frac{(z_1 - z_2)(z_1 - q^2)}{(z_1 - q^2 z_2)(z_1 - 1)}, \quad A_3(x) = 1, \tag{3.40}
\]

\[
\overline{A}_1(x) = 1 - qx \frac{z_1 - z_2}{z_1 - q^2 z_2}, \quad \overline{A}_2(x) = 1, \quad \overline{A}_3(x) = 1 - qx \frac{q^{-2}z_1 - 1}{z_1 - 1}, \tag{3.41}
\]

3. \( m_1 = 0, m_2 = 0, m_3 = 1, z_1 = q^{b_1 + 1}, z_2 = q^{b_2 + 1}, z_3 = q^{b_1 + b_2 + 2}, \)

\[
A_1(x) = 1, \quad A_2(x) = 1, \quad A_3(x) = 1 - x \frac{(q^{-2}z_1 - 1)(z_2 - q^2)}{(z_1 - 1)(z_2 - 1)}, \tag{3.42}
\]

\[
\overline{A}_1(x) = 1 - qx \frac{q^{-2}z_2 - 1}{z_2 - 1}, \quad \overline{A}_2(x) = 1 - q^{-1}x \frac{z_1 - q^2}{z_1 - 1}, \quad \overline{A}_3(x) = 1, \tag{3.43}
\]

It is easy to check that these eigenvalues satisfy all the functional and Bethe Ansatz type equations given above, as they, of course, should do.

### 4 Applications in continuous quantum field theory.

In this section, we explain how the general results of the previous sections can be specialized to the problems of the continuous quantum field theory in two dimensions.

#### 4.1 T- and Q-operators in conformal field theory

The Borel subalgebra \( \mathcal{B}_+ \) of \( U_q(\hat{sl}(2|1)) \), defined after (2.13), can be realized with two chiral Bose fields

\[
\phi^{(k)}(u) = X^{(k)} + P^{(k)}u + \sum_{n \neq 0} a_n^{(k)} e^{inu}, \quad k = 1, 2, \tag{4.1}
\]

where \( P^{(k)} \) and \( X^{(k)} \) and \( a_n^{(k)} (n = \pm 1, \pm 2, \pm 3, \ldots) \) are operators which satisfy the commutation relations of the Heisenberg algebra,

\[
[X^{(k)}, P^{(l)}] = i \delta_{kl}, \quad [a^{(k)}_m, a^{(l)}_n] = n \delta_{kl} \delta_{m+n,0} . \tag{4.2}
\]

The variable \( u \) is interpreted as the coordinate on the 2D cylinder of the circumference \( 2\pi \). The field \( \phi(u) = (\phi^{(1)}(u), \phi^{(2)}(u)) \) is a quasi-periodic function of \( u \),

\[
\phi(u + 2\pi) = \phi(u) + 2\pi \mathbf{P}, \quad \mathbf{P} = (P^{(1)}, P^{(2)}) . \tag{4.3}
\]

Let \( \alpha_1, \alpha_2, \alpha_3 \) be 2-dimensional vectors

\[
\alpha_0 = (\beta, \gamma), \quad \alpha_1 = (-2\beta, 0), \quad \alpha_2 = (\beta, -\gamma), \quad \alpha_0 + \alpha_1 + \alpha_2 = 0, \tag{4.4}
\]

23
\[
\beta^2 + \gamma^2 = 1.
\] (4.5)

Introduce the vertex operators
\[
V_j(u) = e^{i\alpha_j \phi(u)} : j = 0, 1, 2,
\] (4.6)
where \( \alpha_j \phi(u) = \alpha_j^{(1)}(u) + \alpha_j^{(2)}(u) \) denote the Euclidean scalar product of two-dimensional vectors \( \alpha_j = (\alpha_j^{(1)}, \alpha_j^{(2)}) \) and \( \phi(u) \), and the symbol \( : \ldots : \) denotes the following normal ordering
\[
e^{i\alpha_j \phi(u)} := \exp \left( i \sum_{n=1}^{\infty} \frac{\alpha_j a_n}{n} e^{-i\beta^n} \right) \exp \left( -i \sum_{n=1}^{\infty} \frac{\alpha_j a_n}{n} e^{i\gamma^n} \right),
\] (4.7)
where \( a_n = (a_n^{(1)}, a_n^{(2)}) \), \( X = (X^{(1)}, X^{(2)}) \). It is easy to show that
\[
P V_j(u) = V_j(u) (\alpha_j + P),
\] (4.8)
and
\[
V_j(u) V_j(v) = (-1)^{p(j)q} V_j(v) V_j(u) \quad \text{for} \quad u > v
\] (4.9)
where the Cartan matrix and the parity \( p(j) \) are the same as in (2.8) and (2.20) and
\[
q = e^{-2i\pi \beta^2}.
\] (4.10)

Let \( \mathcal{F}_p \) be the Fock space generated by the free action of the operators \( a^{(k)}_n \), with \( n < 0, k = 1, 2 \) on the vacuum state \( |p\rangle, \quad p = (p^{(1)}, p^{(2)}) \), defined as
\[
P |p\rangle = p |p\rangle, \quad a_n |p\rangle = 0, \quad n > 0.
\] (4.11)

The vertex operators act invariantly in the extended Fock space,
\[
V_j(u) : \hat{\mathcal{F}}_p \rightarrow \hat{\mathcal{F}}_p, \quad \hat{\mathcal{F}}_p = \bigoplus_{(n_1, n_2, n_3) \in \mathbb{Z}^3} \mathcal{F}_{p + n_1 \alpha_1 + n_2 \alpha_2 + n_3 \alpha_3}.
\] (4.12)

This space supports the action of the Borel subalgebra \( \mathcal{B}_- \subset U_q(\hat{sl}(2|1)) \), if one realizes its generators as
\[
h_0 = \frac{p^{(1)} - p^{(2)}}{2\beta}, \quad h_1 = -\frac{p^{(1)}}{\beta}, \quad h_2 = \frac{p^{(1)}}{2\beta} + \frac{p^{(2)}}{2\gamma}, \quad h_0 + h_1 + h_2 = 0,
\] (4.13)
\[
f_j = -\frac{(-1)^{p(j)}}{q - q^{-1}} \int_0^{2\pi} V_j(u) du, \quad j = 0, 1, 2.
\] (4.14)

The commutation relations (2.4) between (4.13) and (4.14) trivially follow from (4.8). The generators (4.14) satisfy the Serre relations (2.5) and (2.7). To see this one needs to rewrite the products of \( f_j \)'s in the form of ordered integrals. An example of such calculations is given in the Appendix [D].

Consider now the specialization of the reduced universal \( R \)-matrix (2.19) to the representation (4.14) in the quantum space (it is the second space in (2.14)). It has an extremely elegant form
\[
\mathcal{Z} = \mathcal{R}_{l_j} = \mathcal{P} \exp \left( \int_0^{2\pi} \mathcal{Z}(u) du \right),
\] (4.15)
where
\[ \mathcal{Z}(u) = e_0 \otimes_s V_0(u) + e_1 \otimes_s V_1(u) + e_2 \otimes_s V_2(u). \] (4.16)

It was first discovered in [66] for finite-dimensional quantized algebras and then generalized in [67] for the case of the quantum affine algebra \( U_q(sl(2)). \) A proof can be found in [53]. For the consistency of the fermionic grading we also assume\(^6\)
\[ (e_i \otimes_s V_i(u))(e_j \otimes V_j(v)) = (-1)^{p(i)p(j)}(e_i e_j \otimes V_i(u)V_j(v)). \] (4.17)

It follows then that the following “universal” \( L \)-operator
\[ \mathcal{L} = \mathcal{P} \exp \left( \int_0^{2\pi} \mathcal{Z}(u) du \right) q^\mathcal{K}, \quad \mathcal{K} = -\frac{p^{(1)}}{2\beta}(h_0 + h_2) + \frac{p^{(2)}}{2\gamma}(h_2 - h_0), \] (4.18)

obtained from (4.15) and (2.17) satisfy the Yang-Baxter equation
\[ \mathcal{R}_{12} \mathcal{L}_1 \mathcal{L}_2 = \mathcal{L}_2 \mathcal{L}_1 \mathcal{R}_{12}. \] (4.19)

where \( \mathcal{R}_{12} \) is the universal \( R \)-matrix. The operator (4.18) is an element of the Borel subalgebra \( \mathcal{B}_+ \) whose coefficients are operators acting in the quantum space (4.12).

Now we can define commuting \( T \)- and \( Q \)-operators, acting in the Fock space of the Bose fields (4.1), using our universal formulae (2.40), (4.11) and (2.59). For the reason explained below we make a special choice of the external parameters \( b_{1,2} \) in (2.38) such that
\[ z_1 = q^{p^{(2)}/\gamma + p^{(1)}/\beta}, \quad z_2 = q^{p^{(2)}/\gamma - p^{(1)}/\beta}, \quad z_3 = z_1 z_2 \] (4.20)

The definition (2.40) then become\(^7\)
\[ T_\mu^{(CFT)}(x) = \text{Str}_{\pi_\mu(x)} \left[ z_1^{-h_0} z_2^{-h_2} \mathcal{L} \right] \] (4.21)
\[ = \text{Str}_{\pi_\mu(x)} \left[ q^{2\mathcal{K}} \mathcal{P} \exp \left( \int_0^{2\pi} (e_0 \otimes_s V_0(u) + e_1 \otimes_s V_1(u) + e_2 \otimes_s V_2(u)) du \right) \right] \]

where \( \mathcal{K} \) is given by (4.18). An important case is the 3-dimensional representations
\[ T^{(CFT)}(x) \equiv T^{(CFT)}_{(1,0,0)}(x), \quad \overline{T}^{(CFT)}(x) \equiv -T^{(CFT)}_{(-1,-1,0)}(x). \] (4.22)

Similarly define the corresponding \( Q \)-operators
\[ K_i^{(CFT)}(x) = Z_i^{-1} \text{Str}_{\pi_i(x)} \left[ q^{2\mathcal{K}} \mathcal{P} \exp \left( \int_0^{2\pi} \mathcal{Z}(u) du \right) \right], \] (4.23)
\[ \overline{K}_i^{(CFT)}(x) = Z_i^{-1} \text{Str}_{\pi_i(x)} \left[ q^{2\mathcal{K}} \mathcal{P} \exp \left( \int_0^{2\pi} \mathcal{Z}(u) du \right) \right], \]

where \( i = 1, 2, 3, \mathcal{Z}(u) \) is defined in (4.17) and \( Z_i, \overline{Z}_i \) are given by (2.57) with \( z_1, z_2 \) and \( z_3 \) defined in (4.20).

\(^6\)The only effect of the extra signs arising from this relation is the negation of the spectral parameter \( x \).

\(^7\)Note that the choice (4.20) leads to an extra factor \( q^\mathcal{K} \) in (4.22) in addition to the one which comes from universal \( R \)-matrix.
For the choice \( (4.20) \) all the operators \( (4.22) \) and \( (4.23) \) commute with an infinite series of the local integral of motion (LIM), \( \mathbb{I}_n, n = 1, 2, 3, \ldots, \infty, \)

\[
[\mathbb{I}_n, T^{(\text{CFT})}_\mu(x)] = [\mathbb{I}_n, A^{(\text{CFT})}_\mu(x)] = [\mathbb{I}_n, \overline{A}^{(\text{CFT})}_\mu(x)] = 0
\]

(4.24)
of a two-dimensional CFT which arise in quantization of the AKNS soliton hierarchy \([58]\). They are defined as integrals

\[
\mathbb{I}_n = \int_0^{2\pi} W_{n+1}(u) \, du.
\]

(4.25)
where the local densities are \( W_{n+1}(u) \) are some polynomials in the \( u \)-derivatives of the Bose fields \( (4.1) \) (the \( k \)-th density \( W_k(u) \) is of the degree \( k \) in the derivative \( \partial_u \)). The first non-trivial densities read [58],

\[
W_2(u) = -\frac{1}{2} (\partial_u \phi^{(1)}(u))^2 - \frac{1}{2} (\partial_u \phi^{(2)}(u))^2 + \frac{1}{\sqrt{2}n} \partial_u^2 \phi^{(1)}(u),
\]

(4.26)
\[
W_3(u) = \frac{6n + 4}{6\sqrt{2}} (\partial_u \phi^{(1)}(u))^3 + \frac{n}{\sqrt{2}} (\partial_u \phi^{(1)}(u))^2 \partial_u \phi^{(2)}(u) + \frac{n\sqrt{n}}{2} \partial_u^2 \phi^{(1)}(u) \partial_u \phi^{(2)}(u)
\]

\[
- \frac{(n + 2)\sqrt{n}}{2} \partial_u \phi^{(1)}(u) \partial_u^2 \phi^{(2)}(u) + \frac{n + 2}{6\sqrt{2}} \partial_u^3 \phi^{(2)}(u),
\]

(4.27)
where \( \sqrt{n} = i\sqrt{2}/\beta \) is a parameter used in \([58]\) instead of our \( \beta \) in \( (4.10) \). Note also that their chiral Bose fields \( X(u) \) and \( Y(u) \) are related to \( (4.1) \) as \( X(u) = \phi^{(1)}(u)/\sqrt{2} \) and \( Y(u) = \phi^{(2)}(u)/\sqrt{2} \).

The CFT versions of the \( \mathbf{T} \)- and \( \mathbf{Q} \)-operators defined above act invariantly in the single Fock space \( \mathcal{F}_p \) (even though the \( \mathbf{L} \)-operator \( (4.18) \) acts in the extended space \( (4.12) \)). They satisfy all the functional relation given in Sections 3.1–3.3, without any modifications\(^8\). One just need to supply the superscript \( (CFT) \) to all the \( \mathbf{T} \)- and \( \mathbf{Q} \)-operators and identify the quantities \( z_1, z_2, z_3 \) therein with those defined in \( (2.38) \). Note that the vacuum state \( (4.11) \) is an eigenstate for all these operators

\[
T^{(\text{CFT})}_\mu(x)|p\rangle = T^{(\text{vac})}_\mu(x)|p\rangle >, \quad A^{(\text{CFT})}_i(x)|p\rangle = A^{(\text{vac})}_i(x)|p\rangle >, \quad \overline{A}^{(\text{CFT})}_i(x)|p\rangle = \overline{A}^{(\text{vac})}_i(x)|p\rangle >.
\]

(4.28)
(4.29)
The eigenvalues satisfy the functional relations

\[
c_{12} = c_{13} \, z_1^{\frac{1}{2}} A^{(\text{vac})}_1(q + \frac{i}{2} x) \overline{A}^{(\text{vac})}_1(q - \frac{i}{2} x) - c_{23} z_2^{\frac{1}{2}} A^{(\text{vac})}_2(q + \frac{i}{2} x) \overline{A}^{(\text{vac})}_2(q - \frac{i}{2} x),
\]

(4.30)
\[
c_{12} = c_{13} \, z_1^{-\frac{1}{2}} A^{(\text{vac})}_1(q - \frac{i}{2} x) \overline{A}^{(\text{vac})}_1(q + \frac{i}{2} x) - c_{23} z_2^{-\frac{1}{2}} A^{(\text{vac})}_2(q - \frac{i}{2} x) \overline{A}^{(\text{vac})}_2(q + \frac{i}{2} x)
\]

(4.31)
which are corollaries of \( (3.1) \).

The operators \( (4.22) \) and \( (4.23) \) understood as series in spectral parameter \( x \). The first nontrivial terms in their expansions can be obtained from the third order term in the expansion of the universal \( R \)-matrix given in the Appendix D

\[
T^{(\text{CFT})}(x) = z_1 + z_2 - z_3 + xG_1 + O(x^2),
\]

(4.32)
\[
\overline{T}^{(\text{CFT})}(x) = -z_3^{-1} + z_2^{-1} + z_1^{-1} - x(z_1 z_2 z_3)^{-1}G_1 + O(x^2),
\]

(4.33)

\(^8\)Let us stress that in the considered case of CFT no additional scalar factors arise in the functional relations (unlike the lattice models).
where \( T^{(\text{CFT})}(x) \) and \( \overline{T}^{(\text{CFT})}(x) \) are defined in \([4,22]\). The quantities \( G_1 \) and \( \overline{G}_1 \) are **non-local** integrals of motion defined as linear combinations of ordered integrals of the vertex operators,

\[
G_1 = z_1 J(1, 2, 0) + z_2 J(2, 0, 1) - z_3 J(0, 1, 2), \quad (4.33)
\]

\[
\overline{G}_1 = -z_3 z_2 J(0, 2, 1) - z_1 z_3 J(1, 0, 2) + z_2 z_1 J(2, 1, 0), \quad (4.34)
\]

where

\[
J(i_1, i_2, \ldots, i_n) = \int_{u_1 \geq u_2 \geq \cdots \geq u_n} V_{i_1}(u_1) V_{i_2}(u_2) \cdots V_{i_n}(u_n) du_1 du_2 \cdots du_n. \quad (4.35)
\]

Similarly for the \( Q \)-operators \([4,23]\) one has

\[
\begin{align*}
\overline{T}_{1}^{(\text{CFT})}(x) &= 1 - \frac{q^2 x (q^{-1} z_1 G_1 + \overline{G}_1)}{(q - q^{-1})(q^2 z_2 - z_1)(z_3 - z_1)} + O(x^2), \\
\overline{T}_{2}^{(\text{CFT})}(x) &= 1 - \frac{q^2 x (q^{-1} z_2 G_1 + \overline{G}_1)}{(q - q^{-1})(q^2 z_1 - z_2)(z_3 - z_2)} + O(x^2), \\
\overline{T}_{3}^{(\text{CFT})}(x) &= 1 - \frac{q^{-\frac{1}{2}} x (q z_3 G_1 + \overline{G}_1)}{(q - q^{-1})(z_1 - z_3)(z_2 - z_3)} + O(x^2), \\
\overline{A}_{1}^{(\text{CFT})}(x) &= 1 + \frac{q^{-\frac{3}{2}} x (q z_1 G_1 + \overline{G}_1)}{(q - q^{-1})(q^{-2} z_2 - z_1)(z_3 - z_1)} + O(x^2), \\
\overline{A}_{2}^{(\text{CFT})}(x) &= 1 + \frac{q^{-\frac{3}{2}} x (q z_2 G_1 + \overline{G}_1)}{(q - q^{-1})(q^{-2} z_1 - z_2)(z_3 - z_2)} + O(x^2), \\
\overline{A}_{3}^{(\text{CFT})}(x) &= 1 + \frac{q^2 x (q^{-1} z_3 G_1 + \overline{G}_1)}{(q - q^{-1})(z_1 - z_3)(z_2 - z_3)} + O(x^2). 
\end{align*} \tag{4.36}
\]

Note, that the \( T \)-operators similar to \([4,22]\) but with a different realization of the vertex operators (through two Bose and two Fermi free fields) were introduced in \([68]\) in connection with a CFT with an extended (super)symmetry which arises in quantization of a supersymmetric extension of the KdV hierarchy (also related with the \( U_q(\hat{sl}(2|1)) \) algebra). As stated in \([68]\) their analog of the \( L \)-operator \([4,18]\) satisfy the same Yang-Baxter equation \([4,19]\). Our results then imply that their \( T \)-operators obey exactly the same functional relations as in Section 3, provided one uses the same definitions \([4,22]\), but with their realization of the vertex operators and also define by \([4,23]\) the corresponding \( Q \)-operators, which were not considered in \([68]\). It would be interesting to further clarify these connections.

### 4.2 Connections with the spectral theory of differential equations.

Here we briefly illustrate the remarkable correspondence between the spectral theory of the Schrödinger equation and the integrable structure of the conformal field theory, which attracted much attention recently \([69–73]\). This correspondence relates some spectral characteristics of certain ordinary differential equations (and, more generally, integro-differential equations \([73]\)) to the eigenvalues of the continuous analogs of the Baxter’s \( Q \)-operators in quantum field theory with the conformal symmetry (in general, with an extended (super)conformal symmetry).

The relevant differential equation in our case is, in fact, a one-dimensional Schrödinger equation on the half-line,

\[
\left\{ - \frac{d^2}{dy^2} + \frac{\ell(\ell + 1)}{y^2} + r y^{\alpha - 1} + y^{2\alpha} - E \right\} \Psi(y) = 0, \quad 0 < y < +\infty. \tag{4.37}
\]
with real \(0 < \alpha < \infty\) and arbitrary \(r\) and \(\ell\). It was first considered in the case \(l = 0\) and \(\alpha > 0\) by Suzuki \[72\], who pointed out its connection to the quantum affine superalgebra \(U_q(\hat{sl}(2|1))\) and to the corresponding Bethe Ansatz equations. Eq.(4.37) with \(l \neq 0\) appeared in \[74\]. The full equation with arbitrary values of \(\ell\) and \(r\), in the regime \(\alpha < -1\), was recently considered in \[58\] in connection with the quantization of the integrable AKNS soliton hierarchy.

Here we consider the case \(\alpha > 0\) with arbitrary values of \(\ell\) and \(r\). To simplify our considerations we will assume that \(\alpha > 1\), however the results apply to the full range \(0 < \alpha < \infty\). For \(\text{Re} \, \ell > -\frac{1}{2}\), Eq.(4.37) has a unique solution, satisfying the condition

\[
\psi(y,E,r,\ell) = \left(\frac{2}{\alpha + 1}\right)^{\frac{2\ell + 2 + \alpha}{2(\alpha + 1)}} \Gamma \left(-\frac{2\ell + 1}{\alpha + 1}\right) y^{\ell + 1} + O(y^{\ell + 3}), \quad \text{as} \quad y \to 0. \tag{4.38}
\]

This solution can be analytically continued outside the domain \(\text{Re} \, \ell > -\frac{1}{2}\). Obviously, the function \(\psi(y,E,r,-\ell - 1)\), defined in this way, satisfy the same equation (4.37) and for generic values of \(\ell\) the two solutions

\[
\psi_1(y) = \psi(y,E,r,\ell), \quad \psi_2(y) = \psi(y,E,r,-\ell - 1), \tag{4.39}
\]

are linearly independent, since

\[
(4\pi i)^{-1} \text{Wr} [\psi_1, \psi_2] = \left(q^{\ell + \frac{1}{2}} - q^{-\ell - \frac{1}{2}}\right)^{-1}, \tag{4.40}
\]

where \(\text{Wr}[f,g] = f\partial_y g - \partial_y fg\) denotes the usual Wronskian and

\[
q = \exp \left(\frac{2\pi i}{\alpha + 1}\right). \tag{4.41}
\]

From now on we will make the \(\ell\)-dependence implicit, considering \(\ell\) as a fixed parameter. Further, for all values of \(E\) the equation (4.37) has a unique solution \(\chi(y,E,r)\) which decays at \(y \to +\infty\). We normalize this solution as

\[
\chi(y,E,r) \to \left(\frac{2}{\alpha + 1}\right)^{-\frac{2\ell + 2 + \alpha}{2(\alpha + 1)}} y^{\frac{\alpha + 1}{\alpha + 1}} \exp\left(-\frac{y^{\alpha + 1}}{\alpha + 1}\right), \quad y \to +\infty. \tag{4.42}
\]

It can be expanded in the basis (4.39)

\[
\chi(y,E,r) = D_2(E,r) \frac{\psi_1(y)}{\Gamma \left(\frac{\alpha + r - 2\ell}{2(\alpha + 1)}\right)} + D_1(E,r) \frac{\psi_2(y)}{\Gamma \left(\frac{\alpha + r + 2\ell + 2}{2(\alpha + 1)}\right)}, \tag{4.43}
\]

where the connection coefficients \(D_{1,2}(E,r)\), which are entire functions of \(E\), are of our primary interest. They normalized by the condition

\[
D_{1,2}(E,r) = 1 + O(E), \quad E \to 0. \tag{4.44}
\]

This follows from the fact that for \(E = 0\) the substitution

\[
\Psi(y) = y^{\ell + 1} \exp\left(-\frac{y^{\alpha + 1}}{\alpha + 1}\right) w \left(\frac{2 y^{\alpha + 1}}{\alpha + 1}\right) \tag{4.45}
\]

brings Eq.(4.37) to the Kummer equation

\[
z \frac{d^2}{dz^2} w(z) + (b - z) \frac{d}{dz} w(z) - a w(z) = 0 \tag{4.46}
\]
It is easy to see then that Eq. (4.43) with \( E = 0 \) reduces to the relation between Kummer’s functions given in §13.1.3 of ref. [75].

The connection coefficients \( D_{1,2}(E, r) \) in (4.43) can be interpreted as the spectral determinants. Indeed, at certain isolated values of \( E \) one of the solutions \( (4.39) \) will decay for \( x \to +\infty \) and, thus, becomes proportional to \( \chi(y, E, r) \). One of the terms in the RHS of (4.43) then vanish. Let \( \{ E_n^{(i)}(r) \}_{n=1}^\infty, \ i = 1, 2 \) denotes ordered spectral sets such that

\[
\psi_1(y, E_n^{(1)}(r)) \to 0, \quad \psi_2(y, E_n^{(2)}(r)) \to 0, \quad y \to \infty .
\]

It is easy to see then that

\[
D_i(E, r) = \prod_{n=1}^\infty \left( 1 - \frac{E}{E_n^{(i)}(r)} \right), \quad i = 1, 2 .
\]

Simple WKB analysis shows that at large \( n \) the eigenvalues \( E_n^{(1,2)}(r) \) accumulate along positive real axis and that

\[
E_n^{(1,2)}(r) \sim n^{2\alpha} \ , \quad n \to \infty .
\]

Therefore for \( \alpha > 1 \) the infinite products (4.49) converge as written. It follows then

\[
\log D_{1,2}(E, r) \simeq \text{const}(-E)^{\frac{\alpha+1}{\alpha}}, \quad E \to \infty, \quad |\text{arg}(-E)| < \pi .
\]

Strictly speaking, the spectral conditions (4.48) only define (4.49) up to the multiplication by an entire function without zeroes. However, comparing (4.51) with the large \( E \) asymptotics, which follows from the quasi-classical approximation to (4.43), one concludes that this function is a constant and then from (4.44) that it is equal to one.

The spectral determinants \( D_{1,2}(E, r) \) satisfy certain functional equation, which we will now derive. The key observation is that Eq. (4.37) is invariant under the transformation

\[
\hat{\Omega}: \quad y \to q^{1/2} y, \quad r \to -r, \quad \ell \to \ell, \quad E \to q^{-1} E ,
\]

where \( q \) is the same as in (4.31). Therefore the functions

\[
\chi_k(y) = (iq^{-\frac{1}{2}})^k \hat{\Omega}^k \left[ \chi(y, E, r) \right], \quad k = 0, 1, 2, \ldots, \infty ,
\]

also satisfy (4.37). It is easy to check that

\[
\text{Wr} \{ \chi_0, \chi_1 \} = 2 .
\]

The solutions (4.39) are simply transformed under (4.52),

\[
\hat{\Omega}[\psi_1(y)] = q^{(\ell+1)/2} \psi_1(y), \quad \hat{\Omega}[\psi_2(y)] = q^{-\ell/2} \psi_2(y)
\]

Introduce the constants,

\[
(z_1)_{\frac{1}{2}} = iq^{\frac{\ell-1}{4}} - q^{-\frac{\ell+1}{4}}, \quad (z_2)_{\frac{1}{2}} = -iq^{-\frac{\ell+1}{4}} - q^{\frac{\ell-1}{4}}, \quad (z_3)_{\frac{1}{2}} = (z_1 z_2)_{\frac{1}{2}} = q^{-\frac{\ell}{4}},
\]

and also \( c_{ij} = (z_i - z_j)/(z_i z_j)^{\frac{1}{2}} \),

\[
c_{12} = q^{-\ell} - q^{\ell+4}, \quad c_{13} = iq^{\frac{\ell}{4} + \frac{\ell+1}{4}} + iq^{\frac{\ell}{4} - \frac{\ell+1}{4}}, \quad c_{23} = -iq^{\frac{\ell}{4} + \frac{\ell+1}{4}} - iq^{\frac{\ell}{4} - \frac{\ell+1}{4}},
\]

\[
a = \frac{\alpha + r + 2\ell + 2}{2(\alpha + 1)}, \quad b = \frac{\alpha + 2\ell + 2}{\alpha + 1} . \quad (4.47)
\]
It follows from \((4.43)\) and \((4.53)-(4.57)\) that
\[
c_{12} = c_{13} \frac{1}{3} D_1(qE, r) D_2(E, -r) - c_{23} \frac{1}{2} D_1(E, -r) D_2(qE, r) .
\] (4.58)

Negating \(r\) in the last relation one also gets
\[
c_{12} = c_{13} \frac{1}{3} D_1(E, r) D_2(qE, -r) - c_{23} \frac{1}{2} D_1(qE, -r) D_2(E, r) .
\] (4.59)

We now want to identify the functions \(D_{1,2}(E, \pm r)\) with the vacuum eigenvalues \(\mathcal{A}_{1,2}^{(\text{vac})}(x)\) and \(\mathcal{A}_{1,2}^{(\text{vac})}(x)\) of the \(Q\)-operators of the super-conformal field theory considered in Section 4.1. First let us identify the parameters \(q\) and \(z_1, z_2, z_3\) of this Section defined in \((4.11)\) and \((4.16)\) with those in \((4.10)\) and \((4.20)\). We expect the following exact correspondence
\[
D_1(E, r) = \mathcal{A}_{1}^{(\text{vac})}(\rho E), \quad D_1(E, -r) = \mathcal{A}_{3}^{(\text{vac})}(\rho E), \quad i = 1, 2,
\] (4.60)
where \(\rho\) is a scalar factor depending on \(\alpha\). For an elementary consistency check one can easily verify that these quantities obey the same normalization conditions \((4.36)\) and \((4.11)\) and satisfy the identical functional relations \((4.30)\), \((4.31)\) and \((4.58)\), \((4.59)\). A complete proof of \((4.60)\) (and, in particular, the calculation of the constant \(\rho\)) requires much deeper considerations which (hopefully) will be presented elsewhere. Here we only mention that the vacuum eigenvalues of some other commuting operators plays the role of the Stokes multipliers describing the monodromy properties of the differential equation near its irregular singular point \(y = \infty\). Every three solutions of \((4.37)\) satisfy a linear relation, in particular,
\[
\chi_n(y, E, r) = X_n(E, r) \chi_0(y, E, r) + Y_n(E, r) \chi_1(y, E, r), \quad n \in \mathbb{Z},
\] (4.61)
where \(\chi_n\) is defined in \((4.53)\). Using \((4.40)\) and \((4.43)\) and assuming the correspondence \((4.60)\) it is not difficult to show that
\[
X_{2k}(E, r) = (z_3)^{\frac{1}{2}} \mathcal{T}_{-k}^{(1)(\text{vac})}(q^{-k} x), \quad Y_{2k+1}(E, r) = \mathcal{T}_{k}^{(1)(\text{vac})}(q^{-k} x), \quad k \in \mathbb{Z}
\] (4.62)
and (omitting unimportant factors here)
\[
X_{2k+1}(E, r) \sim \left(\frac{z_1}{z_2}\right)^{\frac{1}{2}} \mathcal{A}_1^{(\text{vac})}(q^{-2k-1} x) \mathcal{A}_2^{(\text{vac})}(q^{-k} x) - \left(\frac{z_2}{z_1}\right)^{\frac{1}{2}} \mathcal{A}_1^{(\text{vac})}(q^{-k} x) \mathcal{A}_2^{(\text{vac})}(q^{-2k-1} x)
\]
\[
Y_{2k}(E, r) \sim \left(\frac{z_1}{z_2}\right)^{\frac{1}{2}} \mathcal{A}_1^{(\text{vac})}(x) \mathcal{A}_2^{(\text{vac})}(q^{-2k} x) - \left(\frac{z_2}{z_1}\right)^{\frac{1}{2}} \mathcal{A}_1^{(\text{vac})}(q^{-2k} x) \mathcal{A}_2^{(\text{vac})}(x)
\] (4.63)
where \(x \equiv \rho E\). It is interesting to note that
\[
Y_2(E) \sim \mathcal{A}_3^{(\text{vac})}(q^{-1} x), \quad X_3(E) \sim \mathcal{A}_3^{(\text{vac})}(q^{-2} x).
\] (4.64)

5 Algebraic proof of the functional relations

In this section we will prove all the functional relations among the \(Q\)-operators and \(T\)-operators, given in Sect. 3. Fortunately, due to symmetry transformations (see below) a set of functional relations, which require a separate proof, reduces to only three relations \((3.2a)\), \((3.9a)\) and \((3.10a)\). Their proof is presented below.
5.1 Symmetry transformations

The $T$- and $Q$-operators possess a number of simple, but important symmetry relations. Consider the following automorphism of the algebra $U_q(sl(2|1))$,

$$
\sigma_{02} : \begin{cases} 
  e_0 \rightarrow e_2, & e_1 \rightarrow e_1, & e_2 \rightarrow e_0, \\
  f_0 \rightarrow f_2, & f_1 \rightarrow f_1, & f_2 \rightarrow f_0, \\
  h_0 \rightarrow h_2, & h_1 \rightarrow h_1, & h_2 \rightarrow h_0.
\end{cases}
$$

(5.1)

Note that this is an involution $(\sigma_{02})^2 = 1$. It is easy to see that all the defining relations (2.4), (2.5), (2.6) are invariant with respect to (5.1). This transformation also preserves the parities of the elements of the algebra and the co-multiplication (2.11),

$$
\Delta(\sigma_{02}) = \sigma_{02} \otimes \sigma_{02}.
$$

(5.2)

It follows then that the universal $R$-matrix is invariant with respect to the diagonal action of $\sigma_{02}$,

$$
(\sigma_{02} \otimes \sigma_{02})[R] = R.
$$

(5.3)

Further, let the external field parameters $b_1$ and $b_2$ in (2.36) are also replaced

$$
\sigma_{02} : \quad b_1 \rightarrow -b_2, \quad b_2 \rightarrow -b_1,
$$

(5.4)

simultaneously with (5.1). Note that the combined transformation (5.1), (5.4) acts on the operators $z_{1,2,3}$ from (2.38) as follows

$$
\sigma_{02} : \quad z_1 \rightarrow 1/z_2, \quad z_2 \rightarrow 1/z_1, \quad z_3 \rightarrow 1/z_3.
$$

(5.5)

Further, the substitution $\sigma_{02}$ is also an automorphism of the Borel subalgebra $B_+$ ($B_-$) and, therefore, transforms its representations into each other. Namely, for the maps $\rho_i(x)$ and $\overline{\rho}_i(x)$, introduced in Section 2.3, such transformation leads to the following relations

$$
\rho_i(x) \rightarrow \rho_i(x) \cdot \sigma_{02} \simeq \overline{\rho}_{3-i}(x), \quad \rho_3(x) \rightarrow \rho_3(x) \cdot \sigma_{02} \simeq \overline{\rho}_2(x),
$$

$$
\overline{\rho}_i(x) \rightarrow \overline{\rho}_i(x) \cdot \sigma_{02} \simeq \rho_{3-i}(x), \quad \overline{\rho}_3(x) \rightarrow \overline{\rho}_3(x) \cdot \sigma_{02} \simeq \rho_2(x), \quad i = 1, 2.
$$

(5.6)

By definition, the $Q$-operators (2.54) and (2.55) are elements of the Borel subalgebra $B_-$, associated with the quantum space. It is easy to see that the action of the automorphism $\sigma_{02}$ on this subalgebra (together with the substitution (5.4)) will induce some permutation of the $Q$-operators. Namely, from (5.3), (5.5) and (5.6) it follows that this action is

$$
Q_i(x) \rightarrow \sigma_{02}[Q_i(x)] = \overline{Q}_{3-i}(x), \quad Q_3(x) \rightarrow \sigma_{02}[Q_3(x)] = \overline{Q}_3(x), \quad i = 1, 2.
$$

(5.7)

Similarly, taking into account (3.9), (5.5) and (5.7) one gets

$$
T_m^{(1)}(x) \rightarrow \sigma_{02}[T_m^{(1)}(x)] = T_{-m-1}^{(1)}(x), \quad m \in \mathbb{Z}.
$$

(5.8)

The stated equivalences hold up to certain similarity transformations of the products of the oscillator algebras (2.48), (2.49), which does affect the (super)trace.
Finally, the proof of the functional relations, given below, is based on decomposition properties of products of the representations of $B_+(U_q(\hat{sl}(2|1)))$ with respect to the co-multiplication (2.11). Owing to (5.2), the whole set of the functional relations splits into pairs of relations following from each other under the substitution (5.7), (5.8).

This symmetry leaves only three independent functional relations: (3.2a), (3.9a) with $m \in \mathbb{Z}_{\geq 0}$ and (3.10a), while all other relations become their simple corollaries. To proceed further with an algebraic proof of the remaining three relations we need some new notations.

5.2 Additional notations

5.2.1 Shifted modules

For any $j_0, j_2 \in \mathbb{C}$, let $p_{[j_0, j_2]}$ be a shift automorphism of the Borel subalgebra $B_+ \subset U_q(\hat{sl}(2|1))$ such that

$$p_{[j_0, j_2]}(e_i) = e_i, \quad p_{[j_0, j_2]}(h_0) = h_0 + j_0, \quad p_{[j_0, j_2]}(h_1) = h_1 - j_0 - j_2, \quad p_{[j_0, j_2]}(h_2) = h_2 + j_2.$$ (5.9)

For any representation $\pi$ of $B_+$ define shifted representation

$$\pi[j_0, j_2] = \pi \cdot p_{[j_0, j_2]}.$$

We will often use the following identity

$$\text{Str}_{\pi[j_0, j_2]}(z_1^{-h_0 - j_0 z_2} \mathcal{R}) = \text{Str}_{\pi}(z_1^{-h_0 - j_0 z_2} \mathcal{R}) = z_1^{-j_0 j_2} \text{Str}_{\pi}(z_1^{-h_0 z_2} \mathcal{R}),$$ (5.10)

where the super trace is understood as $\text{Str}_{\pi[j_0, j_2]} \otimes 1$ or as $\text{Str}_\pi \otimes 1$, see the note after (2.40). Here we used the fact that the reduced universal $R$-matrix $\mathcal{R} \in B_+ \otimes B_-$, defined in (2.17) and (2.18), does not contain powers of the Cartan elements $h_i \otimes 1$.

5.2.2 Modified versions of the maps $\rho_i$ and $\overline{\rho}_i$

From now on and to the rest of the paper (including all appendices) we will use a slightly modified version of the maps introduced in Sect. 2.3

$$\rho'_1(x) = x^{+(1 \otimes \mathcal{H}')} \cdot \rho_1(x) \cdot x^{-(1 \otimes \mathcal{H}')}, \quad \overline{\rho}'_1(x) = x^{-(1 \otimes \mathcal{H}')} \cdot \overline{\rho}_1(x) \cdot x^{+(1 \otimes \mathcal{H}')},$$

$$\rho'_2(x) = \rho_2(x), \quad \overline{\rho}'_2(x) = \overline{\rho}_2(x),$$

$$\rho'_3(x) = x^{-(\mathcal{H}' \otimes 1)} \cdot \rho_3(x) \cdot x^{+(\mathcal{H}' \otimes 1)}, \quad \overline{\rho}'_3(x) = x^{+(\mathcal{H}' \otimes 1)} \cdot \overline{\rho}_3(x) \cdot x^{-(\mathcal{H}' \otimes 1)}.$$ (5.11)

They contain additional similarity transformation in some fermionic Fock spaces. Obviously, these transformations do not affect the definition of the $Q$-operators, which only involve the super-trace.

5.2.3 Fock spaces for oscillator algebras

It was already remarked that the definitions (2.56) and (2.58) does not depend on a choice of representations of oscillator algebras (2.48) and (2.49). For definiteness, assume that $|q| = 1$, but not a root of unity $q^N \neq 1$ (the reasonings can also be repeated when $|q| \neq 1$). Consider, for
example, the simplest non-trivial trace, $\text{Tr}(e^{-\omega H_b} b^+ b^-)$, for the bosonic algebra (2.48). Using
the commutation relation and the cyclic property of the trace, one obtains

$$
\text{Tr}(e^{\omega H_b} b^+ b^-) = q^{-2} \text{Tr}(e^{\omega H_b} b^- b^+) + \frac{1}{q(q - q^{-1})} \text{Tr}(e^{\omega H_b})
$$

(5.12)

$$
= q^{-2} e^{-\omega} \text{Tr}(e^{\omega H_b} b^+ b^-) + \frac{1}{q(q - q^{-1})} \text{Tr}(e^{\omega H_b}).
$$

(5.13)

It follows then

$$
\frac{\text{Tr}(e^{\omega H_b} b^+ b^-)}{\text{Tr}(e^{\omega H_b})} = \frac{1}{q(q - q^{-1})(1 - q^{-2}e^{-\omega})}.
$$

(5.14)

The only assumption made in this calculation is the existence of the trace.

The same quantity (5.14) can also be calculated by using the highest weight representations (Fock representations) of the algebra (2.48). This algebra has only two non-equivalent Fock representations $w_{\pm}(\mathcal{H}_q)$, acting on the bases $|k\rangle_{\pm}, k \in \mathbb{Z}_{\geq 0},$

$$
w_{\pm}(b^\mp)|k\rangle_{\pm} = |k + 1\rangle_{\pm}, \quad w_{\pm}(b^\pm)|k\rangle_{\pm} = \frac{1 - q^{\mp 2k}}{(q - q^{-1})^2} |k - 1\rangle_{\pm}, \quad w_{\pm}(H_b)|k\rangle_{\pm} = \mp k|k\rangle_{\pm},
$$

(5.15)

where one needs to take all upper or all lower signs. Using these definitions, one easily obtains two expressions

$$
\begin{align*}
\text{Tr}_{w_{\pm}}(e^{\omega H_b}) &= \sum_{k=0}^{\infty} e^{-k\omega} = \frac{1}{1 - e^{-\omega}}, \\
\text{Tr}_{w_{\pm}}(e^{\omega H_b} b^+ b^-) &= \sum_{k=0}^{\infty} e^{-k\omega} \frac{(1 - q^{-2}e^{-\omega})^k}{(q - q^{-1})^2} = \frac{1}{q(q - q^{-1})(1 - q^{-2}e^{-\omega})},
\end{align*}
$$

(5.16)

which imply formula (5.14). For $|q| = 1$ the above series converge for $\text{Re} \omega > 0$. Thus, the last calculation only implies (5.14) in the half-plane $\text{Re} \omega > 0$. Of course, the final answer is a meromorphic function of $\omega$ and can be analytically continued to the whole complex $\omega$-plane.

One can perform a similar calculation using the second Fock representation, $w_-$, which requires $\text{Re} \omega < 0$. Note that a replacement of $w_{\pm}$ with $w_-$ in (5.16) changes the values of the trace. However, the final result for the ratio (5.14) remains the same, as expected. To summarize, for explicit calculations one can use any of the Fock representations (5.14), depending on convenience.

For the fermionic algebra (2.49) there is only one two-dimensional Fock representation (up to the shifts of the $\mathcal{H}_f$). However, to streamline the notations we define two representations

$$
w_{\pm}(f^\pm)|0\rangle_{\pm} = 0, \quad w_{\pm}(f^\pm)|1\rangle_{\pm} = |0\rangle_{\pm}, \\
w_{\pm}(f^\mp)|0\rangle_{\pm} = |1\rangle_{\pm}, \quad w_{\pm}(f^\mp)|1\rangle_{\pm} = 0, \\
w_{\pm}(H_f)|k\rangle_{\pm} = \mp k|k\rangle_{\pm}, \quad k \in \{0, 1\},
$$

(5.17)

differing by an exchange of the basis vectors $|0\rangle$ and $|1\rangle$ and a shift of $\mathcal{H}_f$.

Each of the definitions (2.56) and (2.58) involves the super-trace over some representation of the direct product of two oscillator algebras, entering the corresponding map $\rho_i(x)$ or $\overline{\rho}_i(x)$. According to the above discussion this representation in each case can be chosen in four ways $W_{\xi_1,\xi_2} = w_{\xi_1} \otimes w_{\xi_2}$, labeled by two sign variables $\xi_1, \xi_2 = \pm$. For the map $\rho_a(x)$ (resp. $\overline{\rho}_a(x)$),
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we will denote such representation as \( W_{a_1, a_2}^\pm(x) \) (resp. \( \overline{W}_{a_1, a_2}^\pm(x) \)). Explicit form of the action of the Borel subalgebra \( \mathcal{B}_+ \) in the basis of these Fock representation is given in Appendix [B.3]. Here we will use the following 6 representations: \( \overline{W}_{1}^{++,}(x) \), \( \overline{W}_{2}^{--}(x) \), \( 
abla_{3}^{++}(x) \), \( W_{1}^{--}(x) \), \( W_{2}^{++}(x) \) and \( W_{3}^{+-}(x) \), completely presented in [B.9]-[B.14]. The normalization constants (2.57) and (2.59) for these representations are

\[
Z_1 = Z_1 = \frac{z_2(z_1 - z_3)}{z_3(z_1 - z_2)}, \quad Z_2 = Z_2 = \frac{z_3 - z_2}{z_1 - z_2}, \quad Z_3 = Z_3 = \frac{(z_3 - z_1)(z_2 - z_3)}{z_2 z_3},
\]

where \( z_1 z_2 z_3^{-1} = 1 \).

As an example, we give here the representation \( W_{3}^{+-}(x) \). It is a 4-dimensional representation spanned on the vectors

\[
|m, n >_{+-} = |m >_+ \otimes_s |n >_+ = (f_1^-m |0 >_+ \otimes_s (f_2^+)^n |0 >_- = (f_1^-m (f_2^+)^n |0 >_+ , \quad (5.19)
\]

where \( m, n = 0, 1 \), with the following action of the generators of \( \mathcal{B}_+ \)

\[
e_0 |m, n >_{+-} = q^{-n} |m - 1, n >_{+-},
\]

\[
e_1 |m, n >_{+-} = \frac{(-1)^m q^{m+1} x}{q - q^{-1}} |m + 1, n + 1 >_{+-},
\]

\[
e_2 |m, n >_{+-} = (-1)^m |m, n - 1 >_{+-},
\]

\[
(h_0, h_1, h_2) |m, n >_{+-} = (-n, m + n, -m) |m, n >_{+-},
\]

where \( |m, n >_{+-} \) vanishes if either of the indices \( m, n \) take values \(-1\) or \(+2\). The parities of the vectors (important for the super trace) are equal to

\[
p( |m, n >_{+-} ) = (m + n) \pmod{2} . \quad (5.21)
\]

### 5.3 Wronskian-type relation (3.2) for \( Q \)-operators

Below we will prove the relation (3.2a). Using (2.56) and (2.58) we will write it in the form

\[
-c_{12} \mathcal{H}_3(x) = \left( \frac{z_2}{z_1} \right)^{1/2} \mathcal{H}_1(xq) \mathcal{H}_2(xq^{-1}) - \left( \frac{z_1}{z_2} \right)^{1/2} \mathcal{H}_1(xq^{-1}) \mathcal{H}_2(xq). \quad (5.22)
\]

Making now a particular choice of representations for oscillator algebras (which utilizes the freedom explained in the previous subsection) one can rewrite this functional relation as

\[
\frac{z_2}{z_2 - z_1} \text{Str}_{W_{3}^{+-}(x)} \left( z_1^{-h_0} z_2 h_2 \mathcal{R} \right) = \text{Str}_{\overline{W}_{1}^{++}(xq) \otimes_s \overline{W}_{2}^{--}(xq^{-1})} \left( z_1^{-h_0} z_2 h_2 \mathcal{R} \right) - \frac{z_1}{z_2} \text{Str}_{\overline{W}_{1}^{++}(xq^{-1}) \otimes_s \overline{W}_{2}^{--}(xq)} \left( z_1^{-h_0} z_2 h_2 \mathcal{R} \right). \quad (5.23)
\]

We will split the proof into two steps.

**Step 1.** First, consider the tensor product module \( \overline{W}_{1}^{++}(xq) \otimes_s \overline{W}_{2}^{--}(xq^{-1}) \). Let us write its basis vectors as

\[
w_{j_1, j_2, j_3, j_4} = |j_1, j_2 >_{++} \otimes_s |j_3, j_4 >_{--}, \quad j_1, j_2 \in \mathbb{Z}_{\geq 0}, \quad j_2, j_3 = 0, 1 \quad (5.24)
\]
where \(|j_1,j_2 >_+\) and \(|j_3,j_4 >_-\) denote bases in \(\overline{W}_1^+ (xq)\) and \(\overline{W}_2^- (xq^{-1})\), defined in \((B.9)\) and \((B.10)\), respectively. We will assume that \(w_{j_1,j_2,j_3,j_4} = 0\), if the indices \(j_1,j_2,j_3,j_4\) lie outside the domain specified in \((5.24)\). Note that the parity \(p(w_{j_1,j_2,j_3,j_4}) = (j_2 + j_3) \mod 2\). Taking into account \((B.9)\), \((B.10)\) and the formula for the co-multiplication \((2.11)\), one can calculate the action of the generators of \(B_+\) on the basis \((5.24)\),

\[
e_0 w_{j_1,j_2,j_3,j_4} = w_{j_1,j_2-1,j_3,j_4} + \frac{(-1)^{j_2} (q^{i-j_2} - q^{-j_2}) q^{-j_1 - \frac{1}{2}}}{(q - q^{-1})^2} w_{j_1,j_2,j_3+1,j_4-1},
\]

\[
e_1 w_{j_1,j_2,j_3,j_4} = q^{-j_2} w_{j_1+1,j_2,j_3,j_4} + q^{2j_1+j_2} w_{j_1,j_2,j_3,j_4+1},
\]

\[
e_2 w_{j_1,j_2,j_3,j_4} = -\frac{x (1 - q^{-2j_1}) q^{j_2 + \frac{3}{2}}}{(q - q^{-1})^2} w_{j_1-1,j_2+1,j_3,j_4} + (-1)^{j_1} q^{-j_1 - j_2 + j_4} w_{j_1,j_2,j_3-1,j_4},
\]

\[
h_0 w_{j_1,j_2,j_3,j_4} = -(j_1 + j_3 + j_4) w_{j_1,j_2,j_3,j_4},
\]

\[
h_1 w_{j_1,j_2,j_3,j_4} = (2j_1 + j_2 + j_3 + 2j_4) w_{j_1,j_2,j_3,j_4},
\]

\[
h_2 w_{j_1,j_2,j_3,j_4} = -(j_1 + j_2 + j_4) w_{j_1,j_2,j_3,j_4}.
\]

It is convenient to define vectors, with the same weights,

\[
w_{m,j}^{(1)} = w_{j,0,0,m-j}, \quad 0 \leq j \leq m,
\]

\[
w_{m,j}^{(2)} = w_{j,1,1,m-j-1}, \quad w_{m,j}^{(3)} = w_{j,1,0,m-j-1}, \quad w_{m,j}^{(4)} = w_{j,0,1,m-j-1}, \quad 0 \leq j \leq m-1,
\]

and introduce the following vectors

\[
v_{00}^{(m)} = \sum_{j=0}^{m} q^{(m-j-2)j} \left[ \begin{array}{c} m \\ j \end{array} \right] w_{m,j}^{(1)} - \frac{x q^{-j - \frac{1}{2}} (m - j)}{q - q^{-1}} w_{m,j}^{(2)},
\]

\[
v_{10}^{(m)} = \sum_{j=0}^{m} q^{(m-j-2)j} \left[ \begin{array}{c} m \\ j \end{array} \right] w_{m+1,j}^{(3)},
\]

\[
v_{01}^{(m)} = \sum_{j=0}^{m} q^{(m-j)j-m} \left[ \begin{array}{c} m \\ j \end{array} \right] w_{m+1,j}^{(4)},
\]

\[
v_{11}^{(m)} = \sum_{j=0}^{m+1} q^{(m-j)j-m} \left( \frac{q^{-\frac{1}{2}} (q - q^{-1})^2}{x} \right) \left[ \begin{array}{c} m \\ j \end{array} \right] w_{m+1,j}^{(1)} + q^{-2j-1} \left[ \begin{array}{c} m \\ j \end{array} \right] w_{m+1,j}^{(2)},
\]

where

\[
\left[ \begin{array}{c} m \\ j \end{array} \right] = \frac{[m]!}{[j]! [m-j]!}, \quad j = 0, 1, \ldots, m, \quad m \geq 0,
\]

are the \(q\)-binomial coefficients,

\[
[m]! = [1][2] \cdots [m], \quad m \in \mathbb{Z}_{\geq 1}, \quad [0]! = 1,
\]

is the \(q\)-factorial and

\[
[r] = (q^r - q^{-r})/(q - q^{-1}).
\]
Here we put \( [m]_{-1} = 0 \) for \( m \in \mathbb{Z}_{\geq 0} \). The action of generators of \( \mathcal{B}_+ \) on these vectors is as follows

\[
e_{0}v_0^{(m)} = 0, \quad e_1v_0^{(m)} = \frac{q^2 - q}{q - q}v_1^{(m)} + v_0^{(m+1)}, \quad e_2v_0^{(m)} = 0,
\]

\[
e_0v_{10}^{(m)} = v_0^{(m)}, \quad e_1v_{10}^{(m)} = qv_0^{(m+1)}, \quad e_2v_{10}^{(m)} = 0,
\]

\[
e_0v_{01}^{(m)} = 0, \quad e_1v_{01}^{(m)} = qv_0^{(m+1)}, \quad e_2v_{01}^{(m)} = v_0^{(m)} ,
\]

\[
e_0v_{11}^{(m)} = q^{-1}v_{01}^{(m)}, \quad e_1v_{11}^{(m)} = q^2v_0^{(m+1)}, \quad e_2v_{11}^{(m)} = -v_{10}^{(m)} ,
\]

and

\[
(h_0, h_1, h_2)_m v_0^{(m)} = ( -m, 2m, -m ) v_0^{(m)}
\]

\[
(h_0, h_1, h_2)_m v_{10}^{(m)} = ( -m, 2m + 1, -m - 1 ) v_{10}^{(m)}
\]

\[
(h_0, h_1, h_2)_m v_{01}^{(m)} = ( -m - 1, 2m + 1, -m ) v_{01}^{(m)}
\]

\[
(h_0, h_1, h_2)_m v_{11}^{(m)} = ( -m - 1, 2m + 2, -m - 1 ) v_{11}^{(m)} .
\]

For each \( m \in \mathbb{Z}_{\geq 0} \), let \( W^{(m)} \) be the vector space spanned by the vectors \( \{ v_0^{(k)}, v_{10}^{(k)}, v_{01}^{(k)}, v_{11}^{(k)} \}_k \). By construction,

\[
\overline{W}_1^{++}(xq) \otimes_s \overline{W}_2^{-}(xq^{-1}) \supset W^{(0)} \supset W^{(1)} \supset W^{(2)} \supset \ldots .
\]

Examining (5.31), it is easy to conclude that

(i) each \( W^{(m)} \) is an invariant subspace with respect to the action of \( \mathcal{B}_+ \),

(ii) for each \( m \in \mathbb{Z}_{\geq 0} \) the factor module \( W^{(m)} / W^{(m+1)} \) is isomorphic to the shifted module \( W_3^{+}(x)[-m, -m] \). To see this one needs to drop all vectors \( v_{jk}^{(m+1)} \) in the RHS of (5.31b) and identify the vectors \( v_{jk}^{(m)} \) therein with \( |j,k| > +\ ) in (5.20).

Applying the identity (5.10) one obtains

\[
\text{Str}_{W^{(0)}}(z_1^{-h_0}z_2^{-h_2}R) = \sum_{m=0}^{\infty} \text{Str}_{W^{(m)}/W^{(m+1)}}(z_1^{-h_0}z_2^{-h_2}R) = \sum_{m=0}^{\infty} \text{Str}_{W_3^{++}(x)[-m, -m]}(z_1^{-h_0}z_2^{-h_2}R)
\]

\[
= \sum_{m=0}^{\infty} \text{Str}_{W_3^{+}(x)}(z_1^{-h_0+m}z_2^{-h_2-m}R) = \frac{z_2}{z_2 - z_1} \text{Str}_{W_3^{+}(x)}(z_1^{-h_0}z_2^{-h_2}R).
\]

(5.32)

**Step 2.** Next we want to show that the factor module \( \overline{W}_1^{++}(xq) \otimes \overline{W}_2^{-}(xq^{-1}) / W^{(0)} \) is isomorphic to \( \overline{W}_1^{++}(xq^{-1}) \otimes_s \overline{W}_2^{-}(xq) \) up to a shift automorphism.
Introduce additional vectors in $\overline{W}_{1}^{+}(xq) \otimes_{v} \overline{W}_{2}^{-}(xq^{-1})$,

\[
\begin{align*}
u_{m,j}^{(1)} &= \frac{q^{j-m+2} m + 1}{m + 1} \sum_{k=j+1}^{m+1} q^{k(m+1-k)} \left[ \begin{array}{c} m+1 \\ j \end{array} \right] w_{m+1,k}^{(1)} & m \geq 0, \ 0 \leq j \leq m, \\
u_{m,j}^{(2)} &= \frac{q^{j-m+2} m + 1}{m - j} \sum_{k=j+1}^{m+1} q^{k(m-k)} \left\{ \frac{q^{-\frac{1}{2}}(q-q^{-1})^{2}[k-j-1]}{[k]} x \right\} \left[ \begin{array}{c} m \\ k-1 \end{array} \right] w_{m+1,k}^{(1)} \\
&\quad + q^{-2k+j} \left[ \begin{array}{c} m \\ k \end{array} \right] w_{m+1,k}^{(2)} & m \geq 1, \ 0 \leq j \leq m-1, \\
u_{m,j}^{(3)} &= \frac{q^{j-m+2} m + 1}{m - j} \sum_{k=j+1}^{m+1} q^{k(m-2-k)} \left[ \begin{array}{c} m \\ k \end{array} \right] w_{m+1,k}^{(3)} & m \geq 1, \ 0 \leq j \leq m-1, \\
u_{m,j}^{(4)} &= \frac{q^{j-m+2} m + 1}{m - j} \sum_{k=j+1}^{m+1} q^{k(m-k)} \left[ \begin{array}{c} m \\ k \end{array} \right] w_{m+1,k}^{(4)} & m \geq 1, \ 0 \leq j \leq m-1.
\end{align*}
\]

Note that the union of the three sets of vectors
\[
\{v_{m,j}^{(m)}\}_{m \in \mathbb{Z}_{\geq 0}} \cup \{u_{m,j}^{(1)}\}_{0 \leq j \leq m, m \in \mathbb{Z}_{\geq 0}} \cup \{u_{m,j}^{(2)}, u_{m,j}^{(3)}, u_{m,j}^{(4)}\}_{0 \leq j \leq m-1, m \in \mathbb{Z}_{\geq 1}}
\]
completely span the vector space $\overline{W}_{1}^{+}(xq) \otimes_{v} \overline{W}_{2}^{-}(xq^{-1})$. The action of $B_{+}$ on the vectors \([5.33]\) is as follows,

\[
\begin{align*}
e_{0}u_{m,j}^{(1)} &= \frac{q^{j+m+2} m + 1}{m} \frac{q^{-j+\frac{1}{2} m + 1}}{q^{-1}} u_{m,j}^{(4)}, & e_{0}u_{m,j}^{(2)} = u_{m,j}^{(4)}, \\
e_{1}u_{m,j}^{(1)} &= q^{j} u_{m+1,j}^{(4)} + u_{m+1,j+1}^{(4)}, & e_{1}u_{m,j}^{(2)} = q^{j} u_{m+1,j}^{(4)} + q^{-1} u_{m+1,j+1}^{(2)}, \\
e_{2}u_{m,j}^{(1)} &= -q^{-j+\frac{1}{2} m + 1} \frac{q^{m+2} x}{q^{-1}} v_{10}^{(m)}, & e_{2}u_{m,j}^{(2)} = -q^{-j+m-2} u_{m,j}^{(3)}, \\
e_{0}u_{m,j}^{(3)} &= u_{m-1,j}^{(1)} + \frac{q^{j+m+2} m + 1}{m} \frac{q^{-j+\frac{1}{2} m + 1}}{q^{-1}} u_{m-1,j}^{(2)}, \\
e_{1}u_{m,j}^{(3)} &= q^{j} u_{m+1,j}^{(3)} + q^{-1} u_{m+1,j+1}^{(3)}, \\
e_{2}u_{m,j}^{(3)} &= 0, \\
e_{0}u_{m,j}^{(4)} &= 0, \\
e_{1}u_{m,j}^{(4)} &= q^{j} u_{m+1,j}^{(4)} + u_{m+1,j+1}^{(4)}, \\
e_{2}u_{m,j}^{(4)} &= q^{-2j+m-1} u_{m-1,j}^{(1)} - \frac{q^{j+m+2} m + 1}{q^{-1}} \frac{q^{-j+\frac{1}{2} m + 1}}{q^{-1}} u_{m-1,j-1}^{(2)} - q^{m+2} x q^{m-\frac{5}{2}} v_{10}^{(m-1)}, \\
\end{align*}
\]

and

\[
\begin{align*}
(h_{0}, h_{1}, h_{2}) v_{m,j}^{(1)} &= ( -m-1, \ 2m+2, \ -m-1 ) u_{m,j}^{(1)}, \\
(h_{0}, h_{1}, h_{2}) v_{m,j}^{(2)} &= ( -m-1, \ 2m+2, \ -m-1 ) u_{m,j}^{(2)}, \\
(h_{0}, h_{1}, h_{2}) v_{m,j}^{(3)} &= ( -m, \ 2m+1, \ -m-1 ) u_{m,j}^{(3)}, \\
(h_{0}, h_{1}, h_{2}) v_{m,j}^{(4)} &= ( -m-1, \ 2m+1, \ -m ) u_{m,j}^{(4)}.
\end{align*}
\]
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where \( u_{0,j}^{(2)} = u_{m,-1}^{(2)} = u_{0,j}^{(3)} = u_{m,-1}^{(3)} = 0 \).

Similarly to \((5.25)\) write down the action of \( B_+ \) on the basis vectors

\[
\{u_{j_1,j_2,j_3,j_4} \mid j_1,j_2 >+ \otimes_s j_3,j_4 >-\}
\]
of the tensor product module \( \overline{W}^{++}_1(xq^{-1}) \otimes_s \overline{W}^{-}_2(xq) \),

\[
e_0 u_{j_1,j_2,j_3,j_4} = u_{j_1,j_2-1,j_3,j_4} + \frac{(-1)^{j_2} q^{-j_1 + \frac{1}{2}} x(q^{j_4} - q^{-j_4})}{(q - q^{-1})^2} u_{j_1,j_2,j_3+1,j_4-1},
\]

\[
e_1 u_{j_1,j_2,j_3,j_4} = q^{-j_2} u_{j_1+1,j_2,j_3,j_4} + q^{2j_1+j_2} u_{j_1,j_2,j_3,j_4+1},
\]

\[
e_2 u_{j_1,j_2,j_3,j_4} = -\frac{q^{2j_2 - \frac{1}{2}} x(1 - q^{-2j_1})}{(q - q^{-1})^2} u_{j_1-1,j_2+1,j_3,j_4} + (-1)^{j_2} q^{-j_1-j_2+j_4} u_{j_1,j_2,j_3-1,j_4},
\]

\[
(\mathcal{h}_0, \mathcal{h}_1, \mathcal{h}_2) u_{j_1,j_2,j_3,j_4} = (-j_1 - j_3 - j_4, 2j_1 + j_2 + j_3 + 2j_4, -j_1 - j_2 - j_4) u_{j_1,j_2,j_3,j_4}
\]

where \( j_1,j_4 \in \mathbb{Z}_{\geq 0} \) and \( j_2,j_3 = 0,1 \), otherwise \( w_{j_1,j_2,j_3,j_4} = 0 \). Also define

\[
\overline{u}^{(1)}_{m,j} = u_{j,0,0,m-j}, \quad 0 \leq j \leq m,
\]

\[
\overline{u}^{(2)}_{m,j} = u_{j,1,1,m-j-1}, \quad \overline{u}^{(3)}_{m,j} = u_{j,1,0,m-j-1}, \quad \overline{u}^{(4)}_{m,j} = u_{j,0,1,m-j-1}, \quad 0 \leq j \leq m - 1.
\]

Comparing \((5.34)\) with \((5.35)\) one concludes that

(iii) the action of generators \( e_k \) on vectors \( \{\overline{u}^{(a)}_{m,j}\} \), defined in \((5.36)\), is exactly the same as that on the vectors \( \{u^{(a)}_{m,j}\} \) in \( \overline{W}^{++}_1(xq) \otimes_s \overline{W}^{-}_2(xq^{-1})/W^{(0)} \). To obtain the latter one needs to omit the terms containing \( v^{(m)}_{ij} \) in the RHS of \((5.34)\).

(iv) the action of \( h_k \) on \( \{\overline{u}^{(a)}_{m,j}\} \) coincides with that for the vector \( \{u^{(a)}_{m,j}\} \) in \( \overline{W}^{++}_1(xq) \otimes_s \overline{W}^{-}_2(xq^{-1})/W^{(0)} \) up to the shift \( m \to m + 1 \).

Thus one concludes that

\[
\overline{W}^{++}_1(xq) \otimes_s \overline{W}^{-}_2(xq^{-1})/W^{(0)} \simeq (\overline{W}^{++}_1(xq^{-1}) \otimes_s \overline{W}^{-}_2(xq))[{-1,-1}].
\]

Using the this formula and applying the identity \((5.10)\) one obtains

\[
\text{Str}_{\overline{W}^{++}_1(xq) \otimes_s \overline{W}^{-}_2(xq^{-1})/W^{(0)}}(z_1^{-h_0} z_2^{-h_2} \mathcal{R}) = \frac{z_1}{z_2} \text{Str}_{\overline{W}^{++}_1(xq^{-1}) \otimes_s \overline{W}^{-}_2(xq)}(z_1^{-h_0} z_2^{-h_2} \mathcal{R}).
\]

Combining this with \((5.32)\) one obtains \((5.23)\). This completes the proof of the relation \((5.24)\).

### 5.4 Factorization formula \((3.10)\) for a typical representation

Here we will prove \((3.10)\), namely

\[
\mathcal{T}^{(2)}_c(x) = (z_1 - z_3)(z_2 - z_3) z_3^{-1} A_3(x q^{-c - \frac{1}{2}}) A_3(x q^{c + \frac{1}{2}}),
\]

where \( \mathcal{T}^{(2)}_c(x) \) is defined in \((2.44)\),

\[
\mathcal{T}^{(2)}_c(x) = \text{Str}_{\pi(c,c,0)}(z_1^{-h_0} z_2^{h_2} \mathcal{R}).
\]
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The 4-dimensional typical representation $\pi_{(c,c,0)}(x)$ of the Borel subalgebra $B_\pm$ is described in the Appendix \[1.2\].

Our proof of (5.39) is based on the decomposition of the 16-dimensional tensor product module $W_3^+(xq^{-c-\frac{1}{2}}) \otimes_s W_3^-(xq^{c+\frac{1}{2}})$ into four 4-dimensional modules. With respect to the actions of $B_\pm$ each of these four 4-dimensional modules is isomorphic to a shifted typical representation $\pi_{(c,c,0)}(xq^c)[s_0^{(a)}, s_2^{(a)}]$ ($a \in \{1, 2, 3, 4\}$), where the shift constants $s_0^{(a)}$ and $s_2^{(a)}$ are given in (5.47).

Introduce a basis in the 16-dimensional tensor product module

$$w_{j_1, j_2, j_3, j_4} = |j_1, j_2 > _\pm \otimes_s |j_3, j_4 > _\pm \in W_3^+(xq^{-c-\frac{1}{2}}) \otimes_s W_3^-(xq^{c+\frac{1}{2}}), \quad (5.41)$$

where $j_1, j_2, j_3, j_4 = 0, 1$, otherwise $w_{j_1, j_2, j_3, j_4} \equiv 0$. The parity of these vectors is $p(w_{j_1, j_2, j_3, j_4}) = j_1 + j_2 + j_3 + j_4 \pmod 2$. Using (B.14), (15.11) and the formula for the co-multiplication (2.11) one can calculate the action of $B_\pm$ in this tensor product module

$$e_0 w_{j_1, j_2, j_3, j_4} = q^{-j_2} w_{j_1-1, j_2, j_3, j_4} + (-1)^{j_1+j_2} q^{j_1-j_2} w_{j_1, j_2, j_3-1, j_4},$$
$$e_1 w_{j_1, j_2, j_3, j_4} = x \left(q^{-c}w_{j_1+1, j_2, j_3, j_4} - q^{c+j_1+j_2} w_{j_1, j_2, j_3+1, j_4+1}\right)/(q - q^{-1}),$$
$$e_2 w_{j_1, j_2, j_3, j_4} = (-1)^{j_1+j_2+j_3} q^{-j_1} w_{j_1, j_2, j_3, j_4-1} + (-1)^{j_1} w_{j_1-1, j_2, j_3, j_4},$$

$$(h_0, h_1, h_2) w_{j_1, j_2, j_3, j_4} = (-j_2 - j_4, j_1 + j_2 + j_3 + j_4, -j_1 - j_3) w_{j_1, j_2, j_3, j_4}. \quad (5.42)$$

We shall change the basis of the module from $\{w_{j_1, j_2, j_3, j_4}\}$ to $\{v_j^{(a)}\}$, where $j, a \in \{1, 2, 3, 4\}$:

$$v_1^{(1)} = -q^{2c-1}(q - q^{-1})w_{0,0,1,1}, \quad v_2^{(1)} = q^{-1}xw_{0,0,1,1},$$
$$v_3^{(1)} = -q^{c-1}(q - q^{-1})w_{0,1,0,0}, \quad v_4^{(1)} = w_{0,1,0,1},$$
$$v_1^{(2)} = xq^{c-1}w_{0,0,1,0}, \quad v_2^{(2)} = -x \left(q^c w_{0,0,1,1} - w_{1,1,0,0}\right)/(q^2 - 1),$$
$$v_3^{(2)} = w_{0,0,0,0}, \quad v_4^{(2)} = q^{-c} \left(q^{2c+2}w_{0,0,0,1} - w_{0,1,0,0}\right)/(q^2 - 1),$$
$$v_1^{(3)} = q^{-c}xw_{1,1,1,0}, \quad v_2^{(3)} = -wx_{1,1,1,1}/(q^2 - 1),$$
$$v_3^{(3)} = -w_{0,0,1,1} +qw_{1,0,0,1}, \quad v_4^{(3)} = q^{-c} \left(w_{0,1,1,1} + qw_{1,0,1,0}\right)/(q^2 - 1),$$
$$v_1^{(4)} = -q^{c-1}xw_{1,0,0,1}, \quad v_2^{(4)} = -x \left(q^{2c+1}w_{1,0,1,1} + w_{1,1,0,0}\right)/(q^2 - 1),$$
$$v_3^{(4)} = w_{1,0,0,0} - w_{0,0,1,0}, \quad v_4^{(4)} = \left(q^{c-2}(w_{0,0,1,1} - w_{1,1,0,0}) + q^{-c}(w_{0,1,1,0} + w_{1,1,0,0})\right)/(q^2 - 1).$$

The action of the generators $e_k$, $k = 0, 1, 2$ in this basis is

$$e_k v_j^{(a)} = \sum_{i=1}^{4} A_{ik}^{(a)} v_i^{(a)} + \sum_{b=0+1}^{4} \sum_{i=1}^{4} B_{ijk}^{(b)} v_i^{(b)}, \quad i, j, a \in \{1, 2, 3, 4\} \quad (5.44)$$

where the only non-zero coefficients $A_{ik}^{(a)}$ are

$$A_{31}^{0} = -A_{21}^{0} = q^{-c-1}x, \quad A_{12}^{1} = q^{1-c}, \quad A_{12}^{2} = [c], \quad A_{34}^{2} = [c+1],$$

where the symbol $[c]$ is defined in (5.39). The coefficients $B_{ijk}^{(b)}$ are known explicitly, but their exact form is not essential in the following. Note that, if the second term in the formula (5.44)
is omitted, then for any fixed value of \( a \) it becomes identical to the corresponding formula for the 4-dimensional representation \( \pi_{(c,c,0)}(xq^{a+1}) \), given in (5.6) up to a similarity transformation. The action of the generators \( h_k \) in this basis is

\[
h_k v_j^{(a)} = (v_{j,k} + s_k^{(a)}) v_j^{(a)}
\]

where \( a \in \{1, 2, 3, 4\} \) and the weights \( \nu_{j,k} \) are exactly the same as in the action of \( h_k \) in the 4-dimensional representation \( \pi_{(c,c,0)}(xq^{c+1}) \), see (5.6) in the Appendix. The shift constants, satisfy the relation \( s_0^{(a)} + s_1^{(a)} + s_2^{(a)} = 0 \); explicitly they read

\[
(s_0^{(a)}, s_1^{(a)}, s_2^{(a)}) = (c - \alpha(a), \alpha(a) + \beta(a), -c - \beta(a)), \quad a \in \{1, 2, 3, 4\}, \tag{5.47}
\]

where

\[
\beta^{(1)} = \beta^{(2)} = 1, \quad \beta^{(3)} = \beta^{(4)} = 2, \quad \alpha^{(1)} = \alpha^{(3)} = 1, \quad \alpha^{(2)} = \alpha^{(4)} = 0.
\]

Let \( W^{(a)}, a \in \{1, 2, 3, 4\} \) denotes the vector space spanned by the vectors \( \{v_1^{(j)}, v_2^{(j)}, v_3^{(j)}, v_4^{(j)}\}_{j=\text{a}} \). By construction, the original tensor product module

\[
W^+_3(xq^{-c-\frac{1}{2}}) \otimes_s W^+_3(xq^{c+\frac{1}{2}}) \simeq W^{(1)}
\]

is isomorphic to \( W^{(1)} \). Examining (5.44) and (5.46) one easily finds that

(i) each \( W^{(a)} \) is an invariant space with respect to the action of \( \mathcal{B}_+ \),

(ii) the following isomorphisms with respect to the action of \( \mathcal{B}_+ \) take place

\[
W^{(a)}/W^{(a+1)} \simeq \pi_{(c,c,0)}(xq^{a+1})[s_0^{(a)}, s_2^{(a)}], \quad a = 1, 2, 3 \tag{5.48}
\]

\[
W^{(4)} \simeq \pi_{(c,c,0)}(xq^{c+1})[s_0^{(4)}, s_2^{(4)}], \tag{5.49}
\]

except that for \( a = 2, 3 \) the parities of all vectors on one side of the correspondence need to be inverted, see below.

Using these results, the definitions (2.56) and (2.58) and the identity (5.10) one obtains

\[
Z_3 \mathcal{A}_3(xq^{-c-\frac{1}{2}}) \mathcal{A}_3(xq^{c+\frac{1}{2}}) = \text{Str}_{W^+_3(xq^{-c-\frac{1}{2}}) \otimes_s W^+_3(xq^{c+\frac{1}{2}})}(z_1^{-h_0} z_2^{h_2} \mathcal{R})
\]

\[
= \text{Str}_{W^{(1)}}(z_1^{-h_0} z_2^{h_2} \mathcal{R}) + \sum_{a=1}^{3} \text{Str}_{W^{(a)}/W^{(a+1)}}(z_1^{-h_0} z_2^{h_2} \mathcal{R}) + \text{Str}_{W^{(4)}}(z_1^{-h_0} z_2^{h_2} \mathcal{R})
\]

\[
= \sum_{a=1}^{4} (-1)^{\gamma_a} \text{Str}_{\pi_{(c,c,0)}(xq^{c+1})}(z_1^{-h_0 - s_0^{(a)}} z_2^{h_2 + s_2^{(a)}} \mathcal{R})
\]

\[
= \sum_{a=1}^{4} (-1)^{\gamma_a} \text{Str}_{\pi_{(c,c,0)}(xq^{c+1})}(z_1^{-h_0 - s_0^{(a)}} z_2^{h_2 + s_2^{(a)}} \mathcal{R})
\]

\[
= \sum_{a=1}^{4} \text{Str}_{\pi_{(c,c,0)}(xq^{c+1})}(z_1^{-h_0} z_2^{h_2} \mathcal{R})
\]

\[
= \prod_{a=1}^{4} \text{Str}_{\pi_{(c,c,0)}(xq^{c+1})}(z_1^{-h_0} z_2^{h_2} \mathcal{R})
\]

\[
= \mathcal{A}_3(xq^{c+1}) \mathcal{A}_3(xq^{-c-\frac{1}{2}})
\]

The sign factor \((-1)^{\gamma_a}, \gamma_1 = \gamma_4 = 0, \gamma_2 = \gamma_3 = 1\), takes into account the parity of the vectors \( p(v_1^{(a)}) = \gamma_a \) (which needs to be compared with the (even) parity of the highest weight vector in the representation \( \pi_{(c,c,0)} \)). Using the expressions for the constants (5.18) one finally arrives to (5.50).
5.5 Wronskian type T-Q relation (5.9)

In this section it will be more convenient to use the Fock representations $W_{1}^{-}(x), W_{2}^{+}(x)$ $W_{1}^{++}(x)$ and $W_{1}^{--}(x)$ defined in (B.15), (B.16), (B.17) and (B.19). Note that these are different from those used in Sect. 5.2.3, 5.3. The normalization constants (2.57) and (2.59) for these new representations read

$$Z_{1} = Z_{1} = \frac{z_{1}(1-z_{2})}{z_{1}-z_{2}}, \quad Z_{2} = Z_{2} = \frac{z_{1}-1}{z_{1}-z_{2}}.$$  (5.51)

We will prove (3.9a),

$$T_{m}^{(1)}(x) = \frac{c_{13}}{c_{12}} z_{1}^{m+\frac{1}{2}} A_{1}(x q^{m+\frac{1}{2}}) A_{1}(x q^{-m-\frac{1}{2}}) - c_{23}^{2} z_{2}^{m+\frac{1}{2}} A_{2}(x q^{m+\frac{1}{2}}) A_{2}(x q^{-m-\frac{1}{2}}).$$  (5.52)

for $m \in \mathbb{Z}_{\geq 0}$. For this purpose, we introduce more general T-operators, corresponding to the infinite-dimensional representations of $U_{q}(\widehat{\mathfrak{sl}}(2|1))$,

$$T_{m}^{+}(x) = \text{Str}_{\pi_{(m,0,0)}^{+}(x)}(z_{1}^{m} x q^{m} z_{2}^{-h_{2} \mathcal{R}}), \quad T_{m}^{-}(x) = \text{Str}_{\pi_{(m,0,0)}^{-}(x)}(z_{1}^{m} x q^{m} z_{2}^{h_{2} \mathcal{R}}),$$  (5.53)

where $m \in \mathbb{C}$. The representations $\pi_{(m,0,0)}^{+}(x)$ and $\pi_{(m,0,0)}^{-}(x)$ are defined in the Appendix B. For integer values of $m \in \mathbb{Z}$ one of these representations becomes reducible and can be decomposed into a semi-direct sum of a finite-dimensional representation and an infinite-dimensional atypical representation. These properties are studied in details in the Appendix B. Here we quote just one relevant formula (5.4),

$$\pi_{(m,0,0)}^{+}(x)/\pi_{(m,0,0)}^{[0]}(x) \simeq \pi_{(m+1,0,0)}^{-}(x), \quad m \in \mathbb{Z}_{\geq 0}$$  (5.54)

The finite-dimensional representations $\pi_{(m,0,0)}^{[0]}(x)$, which appears above is precisely that entering in the definition of the T-operators (2.41), namely,

$$T_{m}^{(1)}(x) = \text{Str}_{\pi_{(m,0,0)}^{[0]}(x)}(z_{1}^{m} x q^{m} z_{2}^{-h_{2} \mathcal{R}}), \quad m \in \mathbb{Z}_{\geq 0},$$  (5.55)

$$T_{m}^{(1)}(x) = -\text{Str}_{\pi_{(m+1,0,0)}^{[0]}(x)}(z_{1}^{m+1} x q^{m+1} z_{2}^{-h_{2} \mathcal{R}}), \quad m \in \mathbb{Z}_{\geq -2},$$  (5.56)

$$T_{-1}^{(1)}(x) = -\text{Str}_{\pi_{(m+1,0,0)}^{[0]}(x)}(z_{1}^{m+1} x q^{m+1} z_{2}^{-h_{2} \mathcal{R}})$$

On the level of supertraces Eq.(5.54) implies

$$T_{m}^{(1)}(x) = T_{m}^{+}(x) - T_{m}^{-}(x), \quad m \in \mathbb{Z}_{\geq 0},$$  (5.57)

where the operators $T_{m}^{\pm}(x)$ are defined by (5.53). As we shall see below, these operators factorize into products of two Q-operators

$$T_{m}^{+}(x) = \frac{c_{13}}{c_{12}} z_{1}^{m+\frac{1}{2}} A_{1}(x q^{m+\frac{1}{2}}) A_{1}(x q^{-m-\frac{1}{2}}),$$  (5.58)

$$T_{m}^{-}(x) = \frac{c_{23}}{c_{12}} z_{2}^{m+\frac{1}{2}} A_{2}(x q^{m+\frac{1}{2}}) A_{2}(x q^{-m-\frac{1}{2}}).$$  (5.59)

The superscript “$p$” in the notation $\pi_{\mu}^{[p]}(x)$ denotes the parity of the highest weight vector. The representations $\pi_{\mu}^{[p]}(x)$ with $p = 0$ and $p = 1$ only differ by an overall sign of the supertrace, but otherwise equivalent.
These factorization properties hold for an arbitrary value of \( m \in \mathbb{C} \) (even though for \((5.56)\) one needs only integer values of \( m \)). Thus, the Wronskian-like formula \((5.52)\) in question is a corollary of the factorization relations \((5.57)\) and \((5.58)\). Their proof is presented below. Actually, one needs to prove one of these relations, since they follow from one another under the symmetry transformation \((5.5)\), \((5.7)\).

### 5.5.1 Factorization formula \((5.57)\) for infinite-dimensional representations

The formula \((5.57)\) reflects rather special properties of tensor product module \( W_1^{++}(xq^{m+\frac{1}{2}}) \otimes_s W_1^{--}(xq^{-m-\frac{1}{2}}) \). Below we will show that this infinite-dimensional module can be decomposed into an infinite number of infinite-dimensional modules, each of which is isomorphic to a shifted evaluation module \( \pi_{(m,0,0)}^+(x)[j_0,j_2] \) with \( j_0,j_2 \in \mathbb{Z} \).

Let us write the basis in \( W_1^{++}(xq^{m+\frac{1}{2}}) \otimes_s W_1^{--}(xq^{-m-\frac{1}{2}}) \) as

\[
w_{j_1,j_2,j_3,j_4} = |j_1,j_2 > \otimes_s |j_3,j_4 >, \quad j_1,j_2,j_3,j_4 \in \mathbb{Z}_{\geq 0}, \quad j_2,j_4 \in \{0,1\},
\]

\((5.59)\)

where \( |j_1,j_2 > \) and \( |j_3,j_4 > \) denote the basis vectors in \( W_1^{++}(xq^{m+\frac{1}{2}}) \) and \( W_1^{--}(xq^{-m-\frac{1}{2}}) \), defined in \((B.15)\) and \((B.17)\), respectively. The parity of these vectors is

\[
p(w_{j_1,j_2,j_3,j_4}) = j_2 + j_4 \mod 2.
\]

As usual, we assume that \( w_{j_1,j_2,j_3,j_4} = 0 \), if the indices \( j_1,j_2,j_3,j_4 \) lie outside the domain specified in \((5.59)\). Taking into account \((B.15)\), \((B.17)\) and the formula for the co-multiplication \((2.11)\), one can find the action of the generators of \( B_+ \),

\[
e_0 w_{j_1,j_2,j_3,j_4} = w_{j_1,j_2+1,j_3,j_4} + (-1)^{j_2} q^{j_1} w_{j_1,j_2,j_3+1,j_4+1},
\]

\[
e_1 w_{j_1,j_2,j_3,j_4} = \frac{1}{q - q^{-1}} (q^{-j_1-j_2}[j_1] w_{j_1-1,j_2,j_3,j_4} - q^{-2j_1-j_2+j_3+j_4}[j_3] w_{j_1,j_2,j_3-1,j_4}),
\]

\[
e_2 w_{j_1,j_2,j_3,j_4} = -x (q^{m+1} w_{j_1+1,j_2-1,j_3,j_4} + (-1)^{j_2} q^{j_1+j_2-m-1} w_{j_1,j_2,j_3+1,j_4-1}),
\]

\((h_0,h_1,h_2) w_{j_1,j_2,j_3,j_4} = (j_1 + j_3, -2j_1 - j_2 - 2j_3 - j_4, j_1 + j_2 + j_3 + j_4) w_{j_1,j_2,j_3,j_4},
\]

\((5.60)\)

It is convenient to define vectors, with the same weights,

\[
w^{(1)}_{n,j} = w_{j,0,n-j,0}, \quad w^{(2)}_{n,j} = w_{j,0,n-j,1}, \quad w^{(3)}_{n,j} = w_{j,1,n-j,0}, \quad w^{(4)}_{n,j} = w_{j,1,n-j,1},
\]

\((5.61)\)

where \( 0 \leq j \leq n, \quad n \in \mathbb{Z}_{\geq 0} \). Introduce the following vectors,

\[
v^{(1)}_{n,j} = q^{-j/2-m} \lambda_j x \sum_{k=0}^{n} q^{-k(k-n-2j-2)} \left[ \begin{array}{c} n \\ k \end{array} \right] w^{(1)}_{j+n,k},
\]

\[
v^{(2)}_{n,j} = q^{-3j/2}(q - q^{-1}) \lambda_j \sum_{k=0}^{n} q^{-k(k-n-2j-3)} \left[ \begin{array}{c} n \\ k \end{array} \right] w^{(2)}_{j+n,k},
\]

\[
v^{(3)}_{n,j} = q^{+j/2-m} \lambda_j x \sum_{k=0}^{n} q^{-k(k-n-2j-2)} \left[ \begin{array}{c} n \\ k \end{array} \right] (w^{(3)}_{j+n,k} + q^{2m-2j+k} w^{(2)}_{j+n,k}),
\]

\[
v^{(4)}_{n,j} = -q^{-j/2}(q - q^{-1}) \lambda_j \sum_{k=0}^{n} q^{-k(k-n-2j-3)} \left[ \begin{array}{c} n \\ k \end{array} \right] w^{(4)}_{j+n,k},
\]

\((5.62)\)
where $n, j \in \mathbb{Z}_{\geq 0}$ and $\lambda_j = q^{-j^2/2} (q^{-1} - q)^j$. Their parities are given by

$$p(v^{(2)}_{n,k}) = p(v^{(3)}_{n,k}) = 1, \quad p(v^{(1)}_{n,k}) = p(v^{(4)}_{n,k}) = 0.$$  

The action of $\mathcal{B}_+$ on these vectors is as follows

$$e_0 v^{(1)}_{n,j} = -x[m - j]v^{(2)}_{n,j} + q^{-j}v^{(3)}_{n,j}, \quad e_1 v^{(1)}_{n,j} = [j]v^{(1)}_{n,j-1}, \quad e_2 v^{(1)}_{n,j} = 0,$$

$$e_0 v^{(2)}_{n,j} = -q^{-j}v^{(4)}_{n,j}, \quad e_1 v^{(2)}_{n,j} = [j]v^{(2)}_{n,j-1}, \quad e_2 v^{(2)}_{n,j} = v^{(1)}_{n,j+1},$$

$$e_0 v^{(3)}_{n,j} = -x[m - j]v^{(4)}_{n,j}, \quad e_1 v^{(3)}_{n,j} = [j]v^{(3)}_{n,j-1}, \quad e_2 v^{(3)}_{n,j} = -xq^{m-j-1}v^{(1)}_{n+1,j},$$

$$e_0 v^{(4)}_{n,j} = 0, \quad e_1 v^{(4)}_{n,j} = [j]v^{(4)}_{n,j-1}, \quad e_2 v^{(4)}_{n,j} = v^{(3)}_{n,j+1} + xq^{m-j-2}v^{(2)}_{n+1,j},$$

and

$$\begin{align*}
(h_0, h_1, h_2) v^{(1)}_{n,j} &= (n + j, -2n - 2j, n + j) v^{(1)}_{n,j}, \\
(h_0, h_1, h_2) v^{(2)}_{n,j} &= (n + j, -2n - 2j - 1, n + j + 1) v^{(2)}_{n,j}, \\
(h_0, h_1, h_2) v^{(3)}_{n,j} &= (n + j, -2n - 2j - 1, n + j + 1) v^{(3)}_{n,j}, \\
(h_0, h_1, h_2) v^{(4)}_{n,j} &= (n + j, -2n - 2j - 2, n + j + 2) v^{(4)}_{n,j}.
\end{align*}$$

Introduce vector spaces

$$W_{2n}, \quad \text{spanned by the vectors } \left\{ \begin{array}{c} v^{(1)}_{p,j}, \ v^{(2)}_{p,j}, \ v^{(3)}_{p,j}, \ v^{(4)}_{p,j} \end{array} \right\}_{p=n, j=0}^{\infty},$$

$$W_{2n+1}, \quad \text{spanned by the vectors } \left\{ \begin{array}{c} v^{(1)}_{p+1,j}, \ v^{(2)}_{p+1,j}, \ v^{(3)}_{p,j}, \ v^{(4)}_{p,j} \end{array} \right\}_{p=n, j=0}^{\infty},$$

where $n \in \mathbb{Z}_{\geq 0}$. By construction,

$$W_{1}^{++} (xq^{m+\frac{1}{2}}) \otimes_s \overline{W}_{1}^{--} (xq^{-m-\frac{1}{2}}) = W^{(0)} \supset W^{(1)} \supset W^{(2)} \ldots$$

Examining (5.63), we find that

(i) for any $n \in \mathbb{Z}_{\geq 0}$, $W^{(n+1)}$ is an invariant subspace of $W^{(n)}$ with respect to the action of $\mathcal{B}_+$.

(ii) for any $n \in \mathbb{Z}_{\geq 0}$, the following isomorphisms with respect to the action of $\mathcal{B}_+$ take place

$$W^{(2n)}/W^{(2n+1)} \simeq \pi_{(m,0,0)}^{+}(x)[n + m, n],$$

$$W^{(2n+1)}/W^{(2n+2)} \simeq \pi_{(m,0,0)}^{+}(x)[n + m, n + 1],$$

except for that the parities of all the vectors on one side of the second formula, (5.67), need to be inverted (note that $v^{(1)}_{n,j}$ is even and $v^{(3)}_{n,j}$ is odd). Remind that the representation $\pi_{(m,0,0)}^{+}(x)$ is defined in (15.2).
Using these results and the identity (5.10), we obtain

\[ \text{Str}_{W_{1}^{++}}(x_q^{m+\frac{1}{2}} \otimes W_{1}^{-}(x_q^{-m-\frac{1}{2}}) (z_1^{-h_0} z_2^{h_2}) = \text{Str}_{W^{(0)}}(z_1^{-h_0} z_2^{h_2}) } \]

\[ = \sum_{n=0}^{\infty} \text{Str}_{W^{(n)}/W^{(n+1)}}(z_1^{-h_0} z_2^{h_2}) \]

\[ = \sum_{n=0}^{\infty} \text{Str}_{\pi^{+}_{(m,0,0)}(x)[n+m,n]}(z_1^{-h_0} z_2^{h_2}) - \sum_{n=0}^{\infty} \text{Str}_{\pi^{+}_{(m,0,0)}(x)[n+m,n+1]}(z_1^{-h_0} z_2^{h_2}) \]

\[ = \sum_{n=0}^{\infty} \text{Str}_{\pi^{+}_{(m,0,0)}(x)}(z_1^{-h_0-n-m} z_2^{h_2+n}) - \sum_{n=0}^{\infty} \text{Str}_{\pi^{+}_{(m,0,0)}(x)}(z_1^{-h_0-n-m} z_2^{h_2+n+1}) \]

\[ = (1 - z_2)z_1^{1-m} \text{Str}_{\pi^{+}_{(m,0,0)}(x)}(z_1^{-h_0} z_2^{h_2}) \].

Then using the definitions (2.56), (2.57), (2.58), (2.59), (3.3), (5.51), (5.53) one finally arrive to (5.57). This completes the proof of the relation (5.52).

6 Concluding remarks

The Baxter’s Q-operators find many important applications in the theory of integrable quantum systems. In this paper we have developed an algebraic theory of the Q-operators for solvable models associated with the quantized affine algebra \( U_q(\hat{sl}(2|1)) \), extending previously known results for \( U_q(\hat{sl}(2)) \) [4,5] and \( U_q(\hat{sl}(3)) \) [53] (see also [76] and [77] for \( U_q(\hat{sl}(n)) \) case).

Our general formalism has been illustrated by two representative cases: the 3-state lattice model and a continuous quantum field theory, associated with the AKNS soliton hierarchy. Here we assumed a generic value of the deformation parameter \( q \neq 1 \). The isotropic case \( q = 1 \) can be obtained by a more or less straightforward limiting procedure (though requires additional considerations, similar to [78]) and will be considered elsewhere.

Finally, note very useful connections between functional relations in solvable models with the theory of the (super) characters and symmetric functions. Namely we refer to the Weyl first and second formulae for the Schur functions. Actually, there two different but related, “second” formulae, often called the Jacobi-Trudy and Giambelli formulae, respectively. These formulae have super-symmetric generalizations. They are referred to by adding the adjective “super-symmetric” to the respective name (except that the super-symmetric analog of the first Weyl formula is usually called the Sergeev-Pragacz formula). These connections are discussed in the Appendix C.
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Appendix A. Highest weight representations of $U_q(gl(2|1))$

Here we briefly discuss the representation theory of $U_q(gl(2|1))$. Let $V = V_0 \oplus V_1$ be a $\mathbb{Z}_2$ graded vector space with the parity $p$ such that $p(v) = 0$ (even) for $v \in V_0$ and $p(v) = 1$ (odd) for $v \in V_1$. There is a basis $\{v_i\}$ of $V$, called a homogeneous basis, such that $v_i \in V_0$ or $v_i \in V_1$. For any linear operator $A \in \text{End}(V)$, its matrix expression in this basis reads $Av_k = \sum_j v_j A_{jk}$. The supertrace of $A$ is defined as $\text{Str} A = \sum_j (-1)^{p(v_j)} A_{jj}$.

A.1 Finite-dimensional representations

In this paper we only need the highest weight representations of $U_q(gl(2|1))$. Any such representation can be constructed by the so-called induced module construction, which was proposed by Kac [79] for the $q = 1$ case and generalized to the $q$-generic case in [80]. It is built on the highest weight vector $|0\rangle$

$$E_{12} |0\rangle = E_{23} |0\rangle = 0, \quad E_{ii} |0\rangle = \mu_i |0\rangle, \quad i = 1, 2, 3. \quad (A.1)$$

with the weight $\mu = (\mu_1, \mu_2, \mu_3)$, where $\mu_1, \mu_2, \mu_3 \in \mathbb{C}$. The module is finite-dimensional when $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}$ and will be denoted, in this case, as $\hat{\pi}_\mu$.

The pair of numbers $[b_1, b_2]$, where $b_1 = \mu_1 - \mu_2$ and $b_2 = \mu_2 + \mu_3$, is called the Kac-Dynkin label of $\hat{\pi}_\mu$. Note that two modules $\hat{\pi}_{(\mu_1, \mu_2, \mu_3)}$ and $\hat{\pi}_{(\mu_1+\eta, \mu_2+\eta, \mu_3-\eta)}$, where $\eta$ is arbitrary, have the same Kac-Dynkin label. In general, $\hat{\pi}_\mu$ is not an irreducible representation. The corresponding irreducible representation, obtained by factoring out a maximal proper invariant subspace of $\hat{\pi}_\mu$, will be denoted as $\pi_\mu$. Sometimes, we will use the notation $\pi_\mu^{[p]}$ to indicate the parity $p$ of the highest weight vector of $\pi_\mu$. There are three types of finite dimensional representations:

(i) typical representations

$$\dim \pi_\mu = 4(\mu_1 - \mu_2 + 1), \quad (\mu_2 + \mu_3)(\mu_1 + \mu_3 + 1) \neq 0, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}, \quad (A.2)$$

(ii) class-1 atypical representation,

$$\dim \pi_\mu = 2(\mu_1 - \mu_2) + 3, \quad \mu_1 + \mu_3 + 1 = 0, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq -1}, \quad (A.3)$$

(iii) class-2 atypical representation,

$$\dim \pi_\mu = 2(\mu_1 - \mu_2) + 1, \quad \mu_2 + \mu_3 = 0, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}. \quad (A.4)$$

11 “Workshop and Summer School: From Statistical Mechanics to Conformal and Quantum Field Theory”, the university of Melbourne, January, 2007 [http://www.smft2007.ms.unimelb.edu.au/program/LectureSeries.html]; meeting of the Physical Society of Japan, March, 2007; "Physics and Mathematics of interacting quantum systems in low dimensions", the University of Tokyo (Kashiwa), 24-26 May, 2007 [http://oshikawa.issp.u-tokyo.ac.jp/pmiqs/poster.html]; La 79eme Rencontre entre physiciens theo-riciens et mathemati-ciens “Supersymmetry and Integrability”, IRMA Strasbourg, June, 2007 [http://wwwirma.u-strasbg.fr/article383.html]; Annual Statistical Mechanics Meeting, Australian National University, December, 2007.
Note that the case $\mu_1 - \mu_2 = -1$ in (A.3) is special; see (A.13) below.

### A.1.1 Typical representations

Below we present the action of the generators of $U_q(\mathfrak{gl}(2|1))$ on a basis of $\tilde{\pi}_\mu$. Let $2l = \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}$. Here we use a (slightly modified) basis from [81]. There are 4 sets of vectors

\[
\{w_j^{(1)}\}_{j=0}^{2l} \subset V^{(1)}, \quad \{w_j^{(2)}\}_{j=0}^{2l+1} \subset V^{(2)}, \quad \{w_j^{(3)}\}_{j=0}^{2l-1} \subset V^{(3)}, \quad \{w_j^{(4)}\}_{j=0}^{2l} \subset V^{(4)}, \quad \text{(A.5)}
\]

where $V^{(a)}$, $a = 1, 2, 3, 4$ denote the vector spaces spanned by these sets. Below we allow the index $j$ to take arbitrary integer values and assume that $w_j^{(a)} \equiv 0$, if $j$ lies outside the intervals specified in (A.5) for each value of $a = 1, 2, 3, 4$. The parities are $p(V^{(1)}) = p(V^{(4)}) = 0$, $p(V^{(2)}) = p(V^{(3)}) = 1$. For $j \in \mathbb{Z}_{\geq 0}$, the action of the generators of $U_q(\mathfrak{gl}(2|1))$ on these vectors reads

\[
(E_{11}, E_{22}, E_{33}) \ w_j^{(1)} = (\mu_1 - j, \mu_2 + j, \mu_3) \ w_j^{(1)},
\]

\[
(E_{11}, E_{22}, E_{33}) \ w_j^{(2)} = (\mu_1 - j, \mu_2 - 1 + j, \mu_3 + 1) \ w_j^{(2)},
\]

\[
(E_{11}, E_{22}, E_{33}) \ w_j^{(3)} = (\mu_1 - 1 - j, \mu_2 + j, \mu_3 + 1) \ w_j^{(3)},
\]

\[
(E_{11}, E_{22}, E_{33}) \ w_j^{(4)} = (\mu_1 - 1 - j, \mu_2 - 1 + j, \mu_3 + 2) \ w_j^{(4)},
\]

\[
E_{12} w_j^{(1)} = [j] w_j^{(1)} - 1, \quad E_{12} w_j^{(2)} = [j] w_j^{(2)},
\]

\[
E_{12} w_j^{(3)} = [j] w_j^{(3)} - 1, \quad E_{12} w_j^{(4)} = [j] w_j^{(4)},
\]

\[
E_{21} w_j^{(1)} = [2l - j] w_j^{(1)} - 1, \quad E_{21} w_j^{(2)} = [2l - 1 - j] w_j^{(2)} - 1,
\]

\[
E_{21} w_j^{(3)} = [2l - 1 - j] w_j^{(3)} - 1, \quad E_{21} w_j^{(4)} = [2l - j] w_j^{(4)} - 1,
\]

\[
E_{23} w_j^{(1)} = 0, \quad E_{23} w_j^{(2)} = [\mu_2 + \mu_3][2l + 1 - j] w_j^{(1)},
\]

\[
E_{23} w_j^{(3)} = [\mu_1 + \mu_3 + 1][2l + 1] w_j^{(1)} - [\mu_2 + \mu_3][2l - j] w_j^{(3)},
\]

\[
E_{32} w_j^{(1)} = w_j^{(2)} + [j] w_j^{(3)} - 1, \quad E_{32} w_j^{(2)} = [j] w_j^{(4)} - 1, \quad E_{32} w_j^{(3)} = -w_j^{(4)}, \quad E_{32} w_j^{(4)} = 0,
\]

\[
E_{31} w_j^{(1)} = q^{-2\mu_3} \left\{ -q^{-1-\mu_1} w_j^{(2)} + q^{-\mu_2}[2l - j] w_j^{(3)} \right\}, \quad \text{(A.6)}
\]

\[
E_{31} w_j^{(2)} = q^{-1+\mu_2 - 2\mu_3} [2l + 1 - j] w_j^{(4)},
\]

\[
E_{31} w_j^{(3)} = q^{-2+\mu_2 - 2\mu_3} w_j^{(4)} + 1, \quad E_{31} w_j^{(4)} = 0,
\]

\[
E_{13} w_j^{(1)} = 0, \quad E_{13} w_j^{(2)} = -q^{1+\mu_1 + 2\mu_3}[j][\mu_2 + \mu_3] w_j^{(1)},
\]

\[
E_{13} w_j^{(3)} = q^{\mu_2 + 2\mu_3}[\mu_1 + \mu_3 + 1] w_j^{(1)},
\]

\[
E_{13} w_j^{(4)} = q^{1+2\mu_3} \left\{ q^{\mu_2}[\mu_1 + \mu_3 + 1] w_j^{(2)} + q^{1+\mu_1}[j][\mu_2 + \mu_3] w_j^{(3)} \right\}.
\]
The vector \( w_0^{(1)} \) is the highest weight vector \(^{12}\) (denoted as \(|0\rangle \) in (A.1)). When the weights \((\mu_1, \mu_2, \mu_3)\) meet the conditions (A.2) the above formulae define a typical irreducible representation \( \pi_\mu \) of the dimension \( \dim \pi_\mu = 4(\mu_1 - \mu_2 + 1) \).

**A.1.2 The 4-dimensional typical representation**

The typical representation \( \pi_{(\mu_1, \mu_1, \mu_3)} \) is 4-dimensional; it is spanned by the vectors \( w_0^{(1)}, w_0^{(2)}, w_1^{(2)}, w_0^{(4)} \). From (A.6), one obtains

\[
\begin{align*}
(E_{11}, E_{22}, E_{33}) w_0^{(1)} &= (\mu_1, \mu_1, \mu_3) w_0^{(1)}, \\
(E_{11}, E_{22}, E_{33}) w_0^{(2)} &= (\mu_1, \mu_1 - 1, \mu_3 + 1) w_0^{(2)}, \\
(E_{11}, E_{22}, E_{33}) w_1^{(2)} &= (\mu_1 - 1, \mu_1, \mu_3 + 1) w_1^{(2)}, \\
(E_{11}, E_{22}, E_{33}) w_0^{(4)} &= (\mu_1 - 1, \mu_1 - 1, \mu_3 + 2) w_0^{(4)}, \\
E_{12} w_1^{(2)} &= w_0^{(2)}, \\
E_{23} w_0^{(2)} &= [\mu_1 + \mu_3] w_0^{(1)}, \\
E_{32} w_0^{(1)} &= w_0^{(2)}, \\
E_{31} w_0^{(1)} &= -q^{-1-\mu_1-2\mu_3} w_1^{(2)}, \\
E_{13} w_1^{(2)} &= -q^{1+\mu_1+2\mu_3} [\mu_1 + \mu_3] w_0^{(1)}, \\
E_{13} w_0^{(4)} &= q^{1+\mu_1+2\mu_3} [\mu_1 + \mu_3 + 1] w_0^{(2)}.
\end{align*}
\]

where all other matrix element vanish.

**A.1.3 Class-1 atypical representation**

When the weights fall to the case (A.3) the module \( \hat{\pi}_{(\mu_1, \mu_2, -1-\mu_1)} \) has an invariant subspace \((V^{(3)} + V^{(4)})\), where \( V^{(a)} \) is defined in (A.4). The factor space \( \hat{\pi}_{(\mu_1, \mu_2, -1-\mu_1)}/(V^{(3)} + V^{(4)}) \) corresponds to the \((2(\mu_1 - \mu_2) + 3)\)-dimensional class-1 atypical representation \( \pi_0^{[0]}_{(\mu_1, \mu_2, -1-\mu_1)} \).

The action of the generators of \( U_q(\mathfrak{gl}(2|1)) \) is obtained from (A.6) by dropping the vectors \( w_j^{(3)} \) and \( w_j^{(4)} \). For \( j \in \mathbb{Z}_{\geq 0} \) one obtains

\[
\begin{align*}
(E_{11}, E_{22}, E_{33}) w_j^{(1)} &= (\mu_1 - j, \mu_2 + j, -1 - \mu_1) w_j^{(1)}, \\
(E_{11}, E_{22}, E_{33}) w_j^{(2)} &= (\mu_1 - j, \mu_2 - 1 + j, -\mu_1) w_j^{(2)}, \\
E_{12} w_j^{(1)} &= [j] w_{j-1}^{(1)}, \\
E_{21} w_j^{(1)} &= [2l - j] w_{j+1}^{(1)}, \\
E_{23} w_j^{(2)} &= -[2l + 1 - j] w_j^{(1)}, \\
E_{31} w_j^{(1)} &= -q^{1+\mu_1} w_j^{(2)}, \\
E_{13} w_j^{(2)} &= q^{1-\mu_1} [j] w_j^{(1)},
\end{align*}
\]

where \( 2l = \mu_1 - \mu_2 \) and all other matrix elements vanish. The basis of this representation consists of the vectors

\[
\{ w_j^{(1)} \}_{j=0}^{2l} \subset V^{(1)}, \quad \{ w_j^{(2)} \}_{j=0}^{2l+1} \subset V^{(2)}.
\]

\(^{12}\)The vector \( w_0^{(2)} \) is the highest weight vector when \( \mu_1 - \mu_2 = -1 \).
Note, that \( w^{(2)}_{2l+1} \) is the lowest weight vector
\[
E_{21} w^{(2)}_{2l+1} = E_{32} w^{(2)}_{2l+1} = 0, \quad (E_{11}, E_{22}, E_{33}) w^{(2)}_{2l+1} = (\mu_2 - 1, \mu_1, -\mu_1) w^{(2)}_{2l+1}.
\] (A.10)

Further, for \( \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 1} \) the invariant subspace \( V^{(3)} + V^{(4)} \) is isomorphic to \( \widehat{\pi}^{[1]}_{(\mu_1 - 1, \mu_2 - 1 - \mu_1)} \) (while in the special point \( \mu_1 - \mu_2 = 0 \) it is isomorphic to \( \pi^{[0]}_{(\mu_1 - 1, \mu_1 - 1, 1 - \mu_1)} \)). In this way one obtains
\[
\frac{\widehat{\pi}^{[1]}_{(\mu_1, \mu_2, 1 - \mu_1)}}{\pi^{[1]}_{(\mu_1 - 1, \mu_2 - 1 - \mu_1)}} \simeq \frac{\pi^{[0]}_{(\mu_1, \mu_2, 1 - \mu_1)}}{\pi^{[0]}_{(\mu_1 - 1, \mu_1 - 1, 1 - \mu_1)}}, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 1},
\] (A.11)
\[
\frac{\widehat{\pi}^{[0]}_{(\mu_1, \mu_1 - 1 - \mu_1)}}{\pi^{[0]}_{(\mu_1 - 1, \mu_1 - 1, 1 - \mu_1)}} \simeq \frac{\pi^{[0]}_{(\mu_1, \mu_1 - 1, 1)}}{\pi^{[0]}_{(\mu_1 - 1, \mu_1 - 1, 1 - \mu_1)}}, \quad \mu_1 - \mu_2 = 0.
\] (A.12)

In the special case \( \mu_1 - \mu_2 = -1 \) the representation \( \widehat{\pi}^{(\mu_1, \mu_1 + 1, -\mu_1 - 1)} \) is one-dimensional. It is spanned by the only vector \( w^{(2)}_0 \) whose weight is equal to \((\mu_1, \mu_1, -\mu_1)\) and the parity is odd,
\[
\frac{\widehat{\pi}^{[1]}_{(\mu_1, \mu_1, 1 - \mu_1)}}{\pi^{[1]}_{(\mu_1, \mu_1, 1)}},
\] (A.13)

### A.1.4 Class-2 atypical representation

As before, let \( V^{(a)} \), \( a = 1, 2, 3, 4 \), be the vector spaces, defined in [A.5]. In the case [A.4] the module \( \widehat{\pi}^{(\mu_1, \mu_2, -\mu_2)} \) is reducible; it contains an invariant subspace \( V^{(2)} \oplus V^{(4)} \). The factor space \( \pi^{[0]}_{(\mu_1, \mu_2, -\mu_2)} / (V^{(2)} \oplus V^{(4)}) \) corresponds to the \( (2\mu_1 - \mu_2 + 1) \)-dimensional class-2 atypical representation \( \pi^{[0]}_{(\mu_1, \mu_2, -\mu_2)} \). To get explicit expressions for its matrix elements, one simply drops all vectors \( w^{(2)}_j \) and \( w^{(4)}_j \) from (A.6). For \( j \in \mathbb{Z}_{\geq 0} \) one obtains
\[
(E_{11}, E_{22}, E_{33}) w^{(3)}_j = \begin{cases} 
(\mu_1 - j, \mu_2 + j, -\mu_2) w^{(1)}_j, & \text{if } j \leq 0, \\
(\mu_1 - 1 - j, \mu_2 + j, -\mu_2 + 1) w^{(3)}_j, & \text{if } j > 0.
\end{cases}
\] (A.14)

E.g.\[
E_{12} w^{(1)}_j = [j] w^{(1)}_{j-1}, \quad E_{12} w^{(3)}_j = [j] w^{(3)}_{j-1},
\]
\[
E_{21} w^{(1)}_j = [2l - j] w^{(1)}_{j+1}, \quad E_{21} w^{(3)}_j = [2l - 1 - j] w^{(3)}_{j+1},
\]
\[
E_{32} w^{(3)}_j = w^{(1)}_{j+1}, \quad E_{32} w^{(1)}_j = [j] w^{(3)}_{j-1},
\]
\[
E_{31} w^{(1)}_j = q^{-\mu_2} [2l - j] w^{(3)}_j, \quad E_{31} w^{(3)}_j = q^{-\mu_2} w^{(1)}_j,
\]
where all other matrix elements vanish. The basis of this representation consists of the vectors
\[
\{w^{(1)}_j\}_{j=0}^{2l} \subset V^{(1)}, \quad \{w^{(3)}_j\}_{j=0}^{2l-1} \subset V^{(3)},
\] (A.15)
of the parities are \( p(w^{(1)}_j) = 0 \) and \( p(w^{(3)}_j) = 1 \). For \( 2l = \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 1} \) the vector \( w^{(3)}_{2l-1} \) is the lowest weight vector
\[
E_{21} w^{(3)}_{2l-1} = E_{32} w^{(3)}_{2l-1} = 0, \quad (E_{11}, E_{22}, E_{33}) w^{(3)}_{2l-1} = (\mu_2, \mu_1 - 1, 1 - \mu_2) w^{(3)}_{2l-1}.
\] (A.16)
A simple inspection shows that the invariant subspace \( \langle V^{(2)} \otimes V^{(4)} \rangle \) of \( \hat{\pi}_{(\mu_1, \mu_2, -\mu_2)} \) is isomorphic to \( \pi^{[1]}_{(\mu_1, \mu_2, 1, -1, -\mu_2)} \) just defined in \( \text{(A.14)} \). Thus, one obtains

\[
\hat{\pi}_{(\mu_1, \mu_2, -\mu_2)}/\pi^{[1]}_{(\mu_1, \mu_2, 1, -1, -\mu_2)} \simeq \pi^{[0]}_{(\mu_1, \mu_2, -\mu_2)}, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}.
\]  
\( \text{(A.17)} \)

**A.2 Infinite-dimensional representations of \( U_q(gl(2|1)) \)**

Below we will not assume any integrality conditions for the difference \( \mu_1 - \mu_2 \), unless otherwise is explicitly stated. Introduce two types of infinite-dimensional representations by the formulae \( \text{(A.8)} \) and \( \text{(A.14)} \) assuming that the weights \( \mu_1, \mu_2 \in \mathbb{C} \) are now arbitrary and the index \( j \) takes an infinite number of integer values \( j = 0, 1, 2, \ldots, \infty \). With these conventions

(iv) Eq. \( \text{(A.8)} \) defines a class-1 infinite-dimensional representation \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)} \),

(v) Eq. \( \text{(A.14)} \) defines a class-2 infinite-dimensional representations \( \pi^{+}_{(\mu_1, \mu_2, -\mu_2)} \).

**A.2.1 Class-1 infinite-dimensional representation \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)} \)**

The action of generators for this representation is defined by \( \text{(A.8)} \), the same formulae as for the finite dimensional representation \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)} \), except that the index \( j \) now runs infinitely many values \( j \in \mathbb{Z}_{\geq 0} \). The basis consists of the vectors \( \{ w^{(1)}_j \}_{j=0}^{\infty} \) and \( \{ w^{(2)}_j \}_{j=0}^{\infty} \) with the parities \( p(w^{(1)}_j) = 0, p(w^{(2)}_j) = 1 \). The highest weight vector is \( w^{(1)}_0 \). We assume also that \( w^{(1)}_j \equiv 0, w^{(2)}_j \equiv 0, \) if \( j < 0 \).

For generic values of \( \mu_1, \mu_2 \) the representation \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)} \) is irreducible. It becomes reducible iff \( \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 1} \). First consider the main case \( \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0} \). In this case \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)} \) contains the class-1 atypical finite dimensional representation \( \pi^{[0]}_{(\mu_1, \mu_2, -1 - \mu_1)} \) as an invariant subspace, while the factor-module

\[
\pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)}/\pi^{[0]}_{(\mu_1, \mu_2, -1 - \mu_1)} \simeq \pi^{+}_{(\mu_1, \mu_2, -1 - \mu_1)}, \quad \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0},
\]  
\( \text{(A.18)} \)

is isomorphic to the infinite-dimensional class-2 representation \( \pi^{+}_{(\mu_2 - 1 - \mu_1, \mu_1, -1 - \mu_1)} \), briefly described above in the beginning of Sect. \( \text{A.2} \) (see Sect. \( \text{A.2.2} \) for more details). To see this let us write basis vectors in the factor module \( \pi^{-}_{(\mu_1, \mu_2, -1 - \mu_1)}/\pi^{[0]}_{(\mu_1, \mu_2, -1 - \mu_1)} \) as \( v^{(1)}_j = w^{(1)}_{j+2l+1} \) and \( v^{(2)}_j = w^{(2)}_{j+2l+2} \), \( j = 0, 1, 2, \ldots, \infty \). Then from \( \text{(A.8)} \) one obtains

\[
(E_{11}, E_{22}, E_{33}) v^{(1)}_j = (\mu_2 - j - 1, \mu_1 + j + 1, -1 - \mu_1) v^{(1)}_j,
\]

\[
(E_{11}, E_{22}, E_{33}) v^{(2)}_j = (\mu_2 - j - 2, \mu_1 + j + 1, -\mu_1) v^{(2)}_j,
\]

\[
E_{12} v^{(1)}_j = [j + 2l + 1] v^{(1)}_{j-1}, \quad E_{12} v^{(2)}_j = [j + 2l + 2] v^{(2)}_{j-1},
\]

\[
E_{21} v^{(1)}_j = -[j + 1] v^{(1)}_{j+1}, \quad E_{21} v^{(2)}_j = -[j + 1] v^{(2)}_{j+1},
\]

\[
E_{23} v^{(2)}_j = [j + 1] v^{(1)}_{j+1}, \quad E_{32} v^{(1)}_j = v^{(2)}_{j-1},
\]

\[
E_{31} v^{(1)}_j = -q^{1+\mu_1} v^{(2)}_j, \quad E_{13} v^{(2)}_j = q^{-1-\mu_1} [j + 2l + 2] v^{(1)}_j.
\]  
\( \text{(A.19)} \)

\( 2l = \mu_1 - \mu_2 \) and all other matrix elements vanish. It is not difficult to check that \( \text{(A.19)} \) becomes identical to \( \text{(A.14)} \), provided the quantities \( \mu_1, \mu_2 \) and \( 2l \) in \( \text{(A.14)} \) are replaced with \( \mu_2 - 1, \)
\[ w^{(1)}_j = \frac{[2l + 2]}{[j + 2l + 1]} v^{(1)}_j, \quad w^{(3)}_j = \frac{u^{(2)}_j}{[j + 2l + 2]} . \quad (A.20) \]

In the special case \( \mu_1 - \mu_2 = -1 \) the invariant subspace of \( \pi^-_{(\mu_1, \mu_2, -1, \mu_1)} \) is one-dimensional; the analog of \( (A.18) \) reads

\[ \pi^-_{(\mu_1, \mu_1 + 1, -\mu_1 - 1)} \simeq \pi^+_{(\mu_1, \mu_1 + 1, -\mu_1 - 1)}, \quad \mu_1 - \mu_2 = -1, \quad (A.21) \]

**A.2.2 Class-2 infinite-dimensional representation \( \pi^+_{(\mu_1, \mu_2, -\mu_2)} \)**

This representation is defined by \( (A.14) \), i.e. by the same formulae as for the finite dimensional representation \( \pi_{(\mu_1, \mu_2, -\mu_2)} \), except that the index \( j \) now runs infinitely many values \( j \in \mathbb{Z}_{\geq 0} \). The basis consists of the vectors \( \{ w^{(1)}_j \}_{j=0}^\infty \) and \( \{ w^{(3)}_j \}_{j=0}^\infty \) with the parities \( p(w^{(1)}_j) = 0 \), \( p(w^{(3)}_j) = 1 \). The highest weight vector is \( w^{(1)}_0 \). We assume also that \( w^{(1)}_j \equiv 0, w^{(3)}_j \equiv 0 \), if \( j < 0 \).

For generic values of \( \mu_1, \mu_2 \) the representation \( \pi^+_{(\mu_1, \mu_2, -\mu_1)} \) is irreducible. It becomes reducible iff \( \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0} \). In this case it contains the class-2 atypical finite dimensional representation \( \pi^{[0]}_{(\mu_1, \mu_2, -\mu_1)} \) as an invariant subspace, while the factor-module

\[ \pi^+_{(\mu_1, \mu_2, -\mu_2)}/\pi^{[0]}_{(\mu_1, \mu_2, -\mu_2)} \simeq \pi_{(\mu_2 - 1, \mu_1 + 1, -\mu_2)}, \quad 2l = \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}, \quad (A.22) \]

is isomorphic to the infinite-dimensional class-1 representation \( \pi^-_{(\mu_2 - 1, \mu_1 + 1, -\mu_2)} \), considered above in Sect.\( \text{A.2.1} \). To see this let us write basis vectors in the factor module \( \pi^+_{(\mu_1, \mu_2, -\mu_2)}/\pi^{[0]}_{(\mu_1, \mu_2, -\mu_2)} \) as \( u^{(1)}_j = w^{(1)}_{j + 2l + 1} \) and \( u^{(3)}_j = w^{(3)}_{j + 2l}, \quad j = 0, 1, 2, \ldots \infty \). Then from \( (A.14) \) one obtains

\[ (E_{11}, E_{22}, E_{33}) \ u^{(1)}_j = ( \mu_2 - j - 1, \mu_1 + j + 1, -\mu_2 ) \ u^{(1)}_j , \]
\[ (E_{11}, E_{22}, E_{33}) \ u^{(3)}_j = ( \mu_2 - 1 - j, \mu_1 + j, -\mu_2 + 1 ) \ u^{(3)}_j , \]
\[ E_{12} u^{(1)}_j = [j + 2l + 1] u^{(1)}_{j+1}, \quad E_{12} u^{(3)}_j = [j + 2l] u^{(3)}_{j+1}, \]
\[ E_{21} u^{(1)}_j = -[j + 1] u^{(1)}_{j+1}, \quad E_{21} u^{(3)}_j = -[j + 1] u^{(3)}_{j+1} , \]
\[ E_{23} u^{(3)}_j = u^{(1)}_j , \quad E_{32} u^{(1)}_j = [j + 2l] u^{(1)}_{j+1} , \]
\[ E_{31} u^{(1)}_j = -q^{\mu_2} [j + 1] u^{(3)}_{j+1}, \quad E_{13} u^{(3)}_j = q^{-\mu_2} u^{(1)}_{j+1} . \quad (A.23) \]

\( 2l = \mu_1 - \mu_2 \) and all other matrix elements vanish. It is not difficult to check that \( (A.23) \) becomes identical to \( (A.8) \), provided the quantities \( \mu_1, \mu_2 \) and \( 2l \) in \( (A.8) \) are replaced with \( \mu_2 - 1, \mu_1 + 1 \) and \(-2 - 2l\), respectively, and the basis in \( (A.8) \) is re-scaled as

\[ w^{(1)}_j = u^{(1)}_j/[j + 2l + 1], \quad w^{(2)}_j = [2l + 1] u^{(3)}_j/[j + 2l] . \quad (A.24) \]

**Appendix B. Representations of the Borel subalgebra \( \mathcal{B}_+(U_q(sl(2|1))) \)**
First we will consider the evaluation representations of $B_+$, based on a composition of the evaluation map (2.28) and the representations of the (non-affine) algebra $U(gl(2|1))$, described in the previous subsections. Next we will consider representations obtained by the composition of the maps (5.11) with the Fock representations of the oscillator algebras (2.48) and (2.49). This leads to the following set of representations (which are all used in this paper)

- **Finite dimensional representations**
  
  (I) typical $\pi_{(\mu_1, \mu_2, \mu_3)}(x)$, \quad $\dim = 4$,  
  
  (II) class-1 atypical $\pi_{(\mu_1, \mu_2, -\mu_1-1)}(x)$, \quad $\dim = 2(\mu_1 - \mu_2) + 3$, $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq -1}$,  
  
  (III) class-2 atypical $\pi_{\mu_1, \mu_2, -\mu_2}(x)$, \quad $\dim = 2(\mu_1 - \mu_2) + 1$, $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}$,  
  
  (IV) oscillator-type $W_3(x)$ and $\overline{W}_3(x)$, \quad $\dim = 4$.

- **Infinite-dimensional representations**
  
  (V) class-1 atypical $\pi_{(\mu_1, \mu_2, -\mu_1-1)}(x)$,  
  
  (VI) class-2 atypical $\pi_{\mu_1, \mu_2, -\mu_2}(x)$,  
  
  (VII) oscillator-type $W_1(x)$, $\overline{W}_1(x)$, $W_2(x)$, $\overline{W}_2(x)$.

**Remark:** There is a trivial isomorphism involving a shift of the spectral parameter for any evaluation representation $V_{(\nu_1, \nu_2, \nu_3)}(x)$ of $B_+$ with spectral parameter $x$ and the highest weight $(\nu_1, \nu_2, \nu_3)$

\[ V_{(\nu_1, \nu_2, \nu_3)}(x) \simeq V_{(\nu_1+\eta, \nu_2+\eta, \nu_3-\eta)}(xq^{-\eta}). \]  

(B.1)

**B.1 Atypical representations of $B_+$**

**B.1.1 Class 2 representations**

Let us start from the class-2 representations. Both the finite dimensional $\pi_{\mu_1, \mu_2, -\mu_2}(x)$, $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0}$, and the infinite-dimensional $\pi_{\mu_1, \mu_2, -\mu_2}^+(x)$, $\mu_1 - \mu_2 \in \mathbb{C}$, representations are defined by the same formulae (which follow from (2.28) and (A.14))

\[
(h_0, h_1, h_2) \; w_j^{(1)} = (j - 2l, \quad 2l - 2j, \quad j) \; w_j^{(1)}, \\
(h_0, h_1, h_2) \; w_j^{(3)} = (j - 2l, \quad 2l - 2j - 1, \quad j + 1) \; w_j^{(3)}, \\
e_0 w_j^{(1)} = -xq^{\mu_2}[2l - j]w_j^{(3)}, \quad e_1 w_j^{(1)} = [j]w_{j-1}^{(1)}, \quad e_2 w_j^{(1)} = 0, \\
e_0 w_j^{(3)} = 0, \quad e_1 w_j^{(3)} = [j]w_{j-1}^{(3)}, \quad e_2 w_j^{(3)} = w_{j+1}^{(1)}, \]  

\tag{B.2}

where $2l = \mu_1 - \mu_2$ and $w_k^{(1)} = w_k^{(3)} \equiv 0$ if $k < 0$. The parity of the vectors is $p(w_j^{(1)}) = 0$ and $p(w_j^{(3)}) = 1$. The index $j$ takes any non-negative integer values $j \in \mathbb{Z}_{\geq 0}$ in the infinite-dimensional case and a restricted finite set of values in finite dimensional case, corresponding to the basis vectors (A.15).

**B.1.2 Class 1 representations**

Both the finite dimensional $\pi_{(\mu_1, \mu_2, -\mu_1-1)}(x)$, with $\mu_1 - \mu_2 \in \mathbb{Z}_{\geq -1}$, and the infinite-dimensional $\pi_{(\mu_1, \mu_2, -\mu_1-1)}^+(x)$, with $\mu_1 - \mu_2 \in \mathbb{C}$, representations are defined by the same formulae
Explicitly, one obtains the map (2.28) with the relations (A.7). It is spanned by four basis vectors

\[ B \]

Typical representation of under the symmetry transformation \( \sigma \) where

\[ \pi \]

and \( p \)\( l \) \((\text{which follow from (2.28) and (A.8)})\)

\[ \begin{align*}
(h_0, h_1, h_2) \, w_j^{(1)} &= (j + 1, \quad 2l - 2j, \quad -2l + j - 1) \, w_j^{(1)}, \\
(h_0, h_1, h_2) \, w_j^{(2)} &= (j, \quad 2l - 2j + 1, \quad -2l + j - 1) \, w_j^{(2)}, \\
e_0 w_j^{(1)} &= xq^{\mu+1}w_{j+1}^{(2)}, \quad e_1 w_j^{(1)} = [j]w_{j-1}^{(1)}, \quad e_2 w_j^{(1)} = 0, \\
e_0 w_j^{(2)} = 0, \quad e_1 w_j^{(2)} = [j]w_{j-1}^{(2)}, \quad e_2 w_j^{(2)} = -[2l + 1 - j]w_j^{(1)},
\end{align*} \]  

(B.3)

where \( l = (\mu_1 - \mu_2)/2; \quad w_k^{(1)} = w_k^{(2)} = 0 \) if \( k \notin \mathbb{Z}_{>0} \). The parity of the vectors is \( p(w_j^{(1)}) = 0 \) and \( p(w_j^{(2)}) = 1 \). The index \( j \) takes any non-negative integer values \( j \in \mathbb{Z}_{\geq 0} \) in the infinite-dimensional case and a restricted finite set of values in finite dimensional case, corresponding to the basis vectors (A.9).

**B.1.3 Reductions**

For integer values of \( \mu_1 - \mu_2 \) the infinite dimensional representations \( \pi_{(\mu_1, \mu_2, -\mu_2)}^{+}(x) \) and \( \pi_{(\mu_1, \mu_2, -\mu_1 - 1)}(x) \) become reducible. Namely, it follows from (A.18), (A.21) and (A.22) that

\[ \begin{align*}
\pi_{(\mu_1, \mu_2, -\mu_2)}^{+}(x)/\pi_{(\mu_1, \mu_2, -\mu_2)}^{[0]}(x) &\simeq \pi_{(\mu_2 - 1, \mu_1 + 1, -\mu_2)}^{-}(x), \\
\pi_{(\mu_1, \mu_2, -\mu_1 - 1)}^{-}(x)/\pi_{(\mu_1, \mu_2, -\mu_1 - 1)}^{[0]}(x) &\simeq \pi_{(\mu_2 - 1, \mu_1 + 1, -\mu_1 - 1)}^{+}(x) , \\
\pi_{(\mu_1, \mu_1 + 1, -\mu_1 - 1)}^{-}(x)/\pi_{(\mu_1, \mu_1, -\mu_1)}^{[0]}(x) &\simeq \pi_{(\mu_1, \mu_1 + 1, -\mu_1 - 1)}^{+}(x),
\end{align*} \]  

(B.4)

where \( \mu_1, \mu_2 \in \mathbb{C} \), and \( \mu_1 - \mu_2 \in \mathbb{Z}_{\geq 0} \).

**B.1.4 Symmetry**

There is a correspondence

\[ \sigma_{02}[\pi_{(\mu_1, \mu_2, -\mu_2)}^{+}(x)] \simeq \pi_{(-1 - \mu_2, -\mu_1, \mu_2)}^{-}(q^{2\mu_2} x) \]  

(B.5)

under the symmetry transformation \( \sigma_{02} \) discussed in Section 5.1, \( p = 0, 1 \text{ (mod 2)} \).

**B.2 Typical representation of \( \mathcal{B}_{+} \)**

The 4-dimensional representation \( \pi_{(\mu_1, \mu_1, \mu_3)}(x), \mu_1, \mu_3 \in \mathbb{C}, \) is obtained by the composition of the map (2.28) with the relations (A.7). It is spanned by four basis vectors \( w_0^{(1)}, w_0^{(2)}, w_1^{(2)}, w_0^{(4)} \). Explicitly, one obtains

\[ \begin{align*}
(h_0, h_1, h_2) \, w_0^{(1)} &= (\quad -\mu_1 - \mu_3, \quad 0, \quad \mu_1 + \mu_3 \quad) \, w_0^{(1)}, \\
(h_0, h_1, h_2) \, w_0^{(2)} &= (\quad -\mu_1 - \mu_3 - 1, \quad 1, \quad \mu_1 + \mu_3 \quad) \, w_0^{(2)},  \\
(h_0, h_1, h_2) \, w_1^{(2)} &= (\quad -\mu_1 - \mu_3, \quad -1, \quad \mu_1 + \mu_3 + 1 \quad) \, w_1^{(2)}, \\
(h_0, h_1, h_2) \, w_0^{(4)} &= (\quad -\mu_1 - \mu_3 - 1, \quad 0, \quad \mu_1 + \mu_3 + 1 \quad) \, w_0^{(4)},
\end{align*} \]  

(B.6a)

\[ \begin{align*}
e_0 w_0^{(1)} &= xq^{-1-\mu_1-2\mu_3}w_1^{(2)}, \quad e_0 w_0^{(2)} = -xq^{-1-\mu_1-2\mu_3}w_0^{(4)}, \\
e_1 w_1^{(2)} = w_0^{(2)}, \quad e_2 w_0^{(2)} = [\mu_1 + \mu_3]w_0^{(1)}, \quad e_2 w_0^{(4)} = [\mu_1 + \mu_3 + 1]w_1^{(2)},
\end{align*} \]  

(B.6b)
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where all omitted matrix elements vanish. The parities of the vectors read \( p(w_0^{(1)}) = p(w_0^{(4)}) = 0, \ p(w_0^{(2)}) = p(w_1^{(2)}) = 1 \). The representation is irreducible, except when \( (\mu_1 + \mu_3) = 0, -1 \). In the latter case one obtains \(^{13}\)

\[
\pi_{(\mu_1,\mu_1,-\mu_1)}(x)/\pi_{(\mu_1,\mu_1-1,-\mu_1)}(x) \simeq \pi_{(\mu_1,\mu_1,-\mu_1)}(x), \quad \mu_1 + \mu_3 = 0, \tag{B.7}
\]

\[
\pi_{(\mu_1,\mu_1,-\mu_1)}(x)/\pi_{(\mu_1-1,\mu_1-1,-\mu_1)}(x) \simeq \pi_{(\mu_1,\mu_1,-\mu_1)}(x), \quad \mu_1 + \mu_3 = -1. \tag{B.8}
\]

**B.3 Oscillator representations of \( \mathcal{B}_+ \)**

Here we list explicit forms of the basis for the Fock representations introduced in section \(^5\)

(a) module \( \overline{W}_1^{++}(x) \) based on \( \overline{\mathcal{F}}_1(x) \),

\[
|m,n>_{++} = (b_1^n)(f_2^n)|0>_{++}, \quad m \in \mathbb{Z}_{\geq 0}, \quad n \in \{0,1\},
\]

\[
e_0|m,n>_{++} = |m,n-1>_{++},
\]

\[
e_1|m,n>_{++} = q^{-n}|m+1,n>_{++},
\]

\[
e_2|m,n>_{++} = \frac{q^{n+\frac{1}{2}}(1-q^{-2m})x}{(q-q^{-1})^2}|m-1,n+1>_{++},
\]

\[
(h_0,h_1,h_2)|m,n>_{++} = (-m,2m+n,-m-n)|m,n>_{++},
\]

where \( | -1,n>_{++} = |m,-1>_{++} = |m,2>_{++} = 0 \) and \( p(|m,n>_{++}) = n \ (\text{mod} \ 2) \).

(b) module \( \overline{W}_2^- (x) \) based on \( \overline{\mathcal{F}}_2(x) \),

\[
|m,n>_{--} = (f_1^n)(b_2^n)|0>_{--}, \quad m \in \{0,1\}, \quad n \in \mathbb{Z}_{\geq 0},
\]

\[
e_0|m,n>_{--} = \frac{q^n(q^n-q^{-n})x}{(q-q^{-1})^2}|m+1,n-1>_{--},
\]

\[
e_1|m,n>_{--} = |m,n+1>_{--},
\]

\[
e_2|m,n>_{--} = q^n|m-1,n>_{--},
\]

\[
(h_0,h_1,h_2)|m,n>_{--} = (-m-n,m+2n,-n)|m,n>_{--},
\]

where \( | -1,n>_{--} = |2,n>_{--} = |m,-1>_{--} = 0 \) and \( p(|m,n>_{--}) = m \ (\text{mod} \ 2) \).

(c) module \( \overline{W}_3^{+-} (x) \) based on \( \overline{\mathcal{F}}_3(x) \),

\[
|m,n>_{+-} = (f_1^n)(f_2^n)|0>_{+-}, \quad m \in \{0,1\},
\]

\[
e_0|m,n>_{+-} = q^n|m-1,n>_{+-},
\]

\[
e_1|m,n>_{+-} = (-1)^{m+1}\frac{q^{n-\frac{1}{2}}x}{q-q^{-1}}|m+1,n+1>_{+-},
\]

\[
e_2|m,n>_{+-} = (-1)^m|m,n-1>_{+-},
\]

\[
(h_0,h_1,h_2)|m,n>_{+-} = (-n,m+n,-m)|m,n>_{+-},
\]

\(^{13}\)Note that we are using the symbol \( \pi \) instead of \( \hat{\pi} \), despite the representation is reducible at these special points.
where \( | -1, n >_{+-} = \{2, n >_{+-} = |m, -1 >_{+-} = |m, 2 >_{+-} = 0 \) and \( p(|m, n >_{+-}) = m + n \) (mod 2).

(d) module \( W_{1}^{--}(x) \) based on \( \rho_{1}'(x) \),

\[
\begin{align*}
|m, n >_{--} & = (b_{1}^{+})^{m}(f_{2}^{-})^{n}|0 >_{--}, \quad m \in \mathbb{Z}_{\geq 0}, \quad n \in \{0, 1\}, \\
e_{0}|m, n >_{--} & = |m, n - 1 >_{--}, \\
e_{1}|m, n >_{--} & = q^{n}|m + 1, n >_{--}, \\
e_{2}|m, n >_{--} & = \frac{q^{-n - \frac{1}{2}}(1 - q^{2m})x}{(q - q^{-1})^{2}}|m - 1, n + 1 >_{--}, \\
(h_{0}, h_{1}, h_{2})|m, n >_{--} & = (-m, 2m + n, -m - n)|m, n >_{--},
\end{align*}
\]

where \( | -1, n >_{--} = \{2, n >_{--} = |m, -1 >_{--} = |m, 2 >_{--} = 0 \) and \( p(|m, n >_{--}) = n \) (mod 2).

(e) module \( W_{2}^{++}(x) \) based on \( \rho_{2}'(x) \)

\[
\begin{align*}
|m, n >_{++} & = (f_{1}^{-})^{m}(b_{2}^{-})^{n}|0 >_{++}, \quad m \in \{0, 1\}, \quad n \in \mathbb{Z}_{\geq 0}, \\
e_{0}|m, n >_{++} & = \frac{q^{-\frac{1}{2}}(q^{n} - q^{-n})x}{(q - q^{-1})^{2}}|m + 1, n - 1 >_{++}, \\
e_{1}|m, n >_{++} & = |m, n + 1 >_{++}, \\
e_{2}|m, n >_{++} & = q^{-n}|m - 1, n >_{++}, \\
(h_{0}, h_{1}, h_{2})|m, n >_{++} & = (-m - n, m + 2n, -n)|m, n >_{++},
\end{align*}
\]

where \( | -1, n >_{++} = \{2, n >_{++} = |m, -1 >_{++} = |m, 2 >_{++} = 0 \) and \( p(|m, n >_{++}) = m \) (mod 2).

(f) module \( W_{3}^{+-}(x) \) based on \( \rho_{3}'(x) \)

\[
\begin{align*}
|m, n >_{+-} & = (f_{1}^{-})^{m}(f_{2}^{+})^{n}|0 >_{+-}, \quad m, n \in \{0, 1\}, \\
e_{0}|m, n >_{+-} & = q^{-n}|m - 1, n >_{+-}, \\
e_{1}|m, n >_{+-} & = (-1)^{m}\frac{q^{n + \frac{1}{2}}x}{q - q^{-1}}|m + 1, n + 1 >_{+-}, \\
e_{2}|m, n >_{+-} & = (-1)^{m}|m, n - 1 >_{+-}, \\
(h_{0}, h_{1}, h_{2})|m, n >_{+-} & = (-n, m + n, -m)|m, n >_{+-},
\end{align*}
\]

where \( | -1, n >_{+-} = \{2, n >_{+-} = |m, -1 >_{+-} = |m, 2 >_{+-} = 0 \) and \( p(|m, n >_{+-}) = m + n \) (mod 2).
(g) module $W_{1^-}^-(x)$ based on $\mathcal{P}_1'(x)$

\[
|m,n >_-= (b_1^+)^m(b_2^-)^n|0 >_-, \ m \in \mathbb{Z}_{\geq 0}, \ n \in \{0,1\},
\]

\[
e_0|m,n >_-= |m,n + 1 >_-,
\]

\[
e_1|m,n >_-= -\frac{q^{m+n}|m|}{q - q^{-1}}m - 1, n >_-,
\]

\[
e_2|m,n >_-= -q^{-\frac{1}{2}}x|m + 1, n - 1 >_-,
\]

\[
(h_0, h_1, h_2)|m,n >_-= (m, -2m - n, m + n)|m,n >_-,
\]

where $| - 1, n >_- = |m, -1 >_- = |m, 2 >_- = 0$ and $p(|m,n >_-) = n \pmod{2}$.

(h) module $W_{2^+}^+(x)$ based on $\mathcal{P}_2(x)$

\[
|m,n >_{++} = (f_1^-)^m(b_2^+)^n|0 >_{++}, \ m \in \{0,1\}, \ n \in \mathbb{Z}_{\geq 0},
\]

\[
e_0|m,n >_{++} = -q^{n+\frac{1}{2}}x|m - 1, n + 1 >_{++},
\]

\[
e_1|m,n >_{++} = \frac{q^{-n}|n|}{q - q^{-1}}m, n - 1 >_{++},
\]

\[
e_2|m,n >_{++} = q^{-n}|m + 1, n >_{++},
\]

\[
(h_0, h_1, h_2)|m,n >_{++} = (m + n, -m - 2n, m)|m,n >_{++},
\]

where $| - 1, n >_{++} = |2, n >_{++} = |m, -1 >_{++} = 0$ and $p(|m,n >_{++}) = m \pmod{2}$.

(i) module $W_{1^+}^+(x)$ based on $\mathcal{P}_1'(x)$

\[
|m,n >_{++} = (b_1^-)^m(f_2^-)^n|0 >_{++}, \ m \in \mathbb{Z}_{\geq 0}, \ n \in \{0,1\},
\]

\[
e_0|m,n >_{++} = |m,n + 1 >_{++},
\]

\[
e_1|m,n >_{++} = \frac{q^{m-n}|m|}{q - q^{-1}}m - 1, n >_{++},
\]

\[
e_2|m,n >_{++} = -q^{\frac{1}{2}}x|m + 1, n - 1 >_{++},
\]

\[
(h_0, h_1h_2)|m,n >_{++} = (m, -2m - n, m + n)|m,n >_{++},
\]

where $| - 1, n >_{++} = |m, -1 >_{++} = |m, 2 >_{++} = 0$ and $p(|m,n >_{++}) = n \pmod{2}$.

(j) module $W_{2^-}^-(x)$ based on $\mathcal{P}_2'(x)$

\[
|m,n >_- = (f_1^+)^m(b_2^-)^n|0 >_- , \ m \in \{0,1\}, \ n \in \mathbb{Z}_{\geq 0},
\]

\[
e_0|m,n >_- = -q^{-n-\frac{1}{2}}x|m - 1, n + 1 >_-,
\]

\[
e_1|m,n >_- = -\frac{q^n|n|}{q - q^{-1}}|m, n - 1 >_-,
\]

\[
e_2|m,n >_- = q^n|m + 1, n >_-,
\]

\[
(h_0, h_1, h_2)|m,n >_- = (m + n, -m - 2n, n)|m,n >_-,
\]

where $| - 1, n >_- = |2, n >_- = |m, -1 >_- = 0$ and $p(|m,n >_-) = m \pmod{2}$.
Appendix C. Quantum affine superalgebra analogue of the first and second Weyl formulae

The so-called Bazhanov-Reshetikhin formula [82] is a determinant expression of the eigenvalue of the transfer matrix for the fusion model for $U_q(\hat{sl}(m))$. This formula allows a supersymmetric generalization for $U_q(\hat{sl}(m|n))$, which may be called the "quantum supersymmetric Jacobi-Trudi and Giambelli formula" (C.11) and (C.12) [33–35] (see also [83] for $U_q(B_r^{(1)})$ case). This is a quantum affine superalgebra analogue of the second Weyl formula for the transfer matrices. It is natural to consider an analogue of the first Weyl formula. Weyl first formula for the superalgebra $gl(m|n)$ is often called "Sergeev-Pragacz formula" in mathematical literature [85, 86] (see (C.31)). Eqs.(C.15)-(C.18) are quantum affine superalgebra analogue of the Sergeev-Pragacz formula.

C.1 Partitions, Young diagrams and admissible tableaux.

Introduce notations for the integer partitions and Young diagrams (see, e.g., [87] for additional details). A partition is a sequence of integers $\mu = (\mu_1, \mu_2, \ldots)$ such that $\mu_1 \geq \mu_2 \geq \cdots \geq 0$. Repeated entries $k, k, \ldots, k$ of the same integer $k$ in the partition can be abbreviated as $k_{m_k}$, where $m_k$ denotes the corresponding multiplicity. Two partitions are regarded equivalent if all their non-zero elements coincide. For example, $(3, 3, 2, 1, 1, 0, 0) = (3, 3, 2, 1, 1) = (3^2, 2, 1^2)$. Partitions can be visualized by Young diagrams, formed by rows of identical square boxes in the plane. The Young diagram $\mu$, corresponding to a partition $\mu$, has $\mu_k$ boxes in the $k$-th row, see Fig. 1. Individual boxes are referred to by integer coordinates $(i,j) \in \mathbb{Z}^2$, where the row index $i$ increases downwards while the column index $j$ increases from left to right. The top left corner of $\mu$ has coordinates $(1, 1)$. The partition $\mu' = (\mu'_1, \mu'_2, \ldots)$ is called conjugate of $\mu$, where $\mu'_j$ is defined as the maximal integer $k$ such that $\mu_k \geq j$. The Young diagrams for conjugated partitions are obtained from each other by the transposition of rows and columns, as in example in Fig. 2.

Let $\lambda = (\lambda_1, \lambda_2, \ldots)$ and $\mu = (\mu_1, \mu_2, \ldots)$ be two partitions such that $\mu_i \geq \lambda_i : i = 1, 2, \ldots$ and $\lambda_{\mu'_1} = \lambda_{\mu_1}' = 0$. We denote a skew-Young diagram defined by these two partitions as $\lambda \subset \mu$. This is the domain obtained by the subtraction $\mu - \lambda$ as in the example in Fig. 3. If $\lambda$ is an empty set $\phi$, then $\lambda \subset \mu$ coincides with $\mu$. Individual boxes on the skew-Young diagram $\lambda \subset \mu$ are referred to by their coordinates on $\mu$.

Next, define a space of admissible tableaux $\text{Tab}(\nu)$ on a (skew) Young diagram $\nu$. In each box $(i,j)$ of the diagram write an integer $t_{ij}$. An admissible tableau (or, simply, a tableau) $t \in \text{Tab}(\nu)$ is a set of integers $t = \{t_{jk}\}_{(j,k) \in \nu}$, where all $t_{jk} \in B = \{1,2,3\} = B_+ \cup B_-$, $B_+ = \{1,2\}$, $B_- = \{3\}$, satisfy the conditions...
Figure 2: The Young diagram for the partition $\mu' = (5, 3, 2)$, conjugated to $\mu = (3^2, 2, 1^2)$.

Figure 3: The skew Young diagram $\lambda \subset \mu$ with $\lambda = (2, 1)$ and $\mu = (3^2, 2, 1^2)$.

(i) $t_{jk} \leq t_{j+1,k} , t_{j,k+1}$

(ii) $t_{jk} < t_{j,k+1}$ if $t_{jk} \in B_-$ or $t_{j,k+1} \in B_-$

(iii) $t_{jk} < t_{j+1,k}$ if $t_{jk} \in B_+$ or $t_{j+1,k} \in B_+$.

Fig. 4 shows all admissible tableaux for the skew Young diagram $\lambda \subset \mu$ with $\lambda = (1^2)$ and $\mu = (2^3)$.

C.2 Q-operators

Now recall the $Q$-operators $A_i(x)$ and $\overline{A}_i(x)$ defined in (2.56) and (2.58). They satisfy the functional relations of Sect.5.3. When written in terms of $A_i(x)$ and $\overline{A}_i(x)$ these relations have

Figure 4: All admissible tableaux for the skew-Young diagram $\lambda \subset \mu$ with $\lambda = (1^2)$ and $\mu = (2^3)$.
the form
\[ c_{21} A_3(x) = \left( \frac{z_2}{z_1} \right)^{\frac{1}{2}} A_1(xq) A_2(xq^{-1}) - \left( \frac{z_1}{z_2} \right)^{\frac{1}{2}} A_1(xq^{-1}) A_2(x), \quad (C.1) \]
\[ c_{12} \overline{A}_3(x) = \left( \frac{z_1}{z_2} \right)^{\frac{1}{2}} \overline{A}_1(xq) \overline{A}_2(xq^{-1}) - \left( \frac{z_2}{z_1} \right)^{\frac{1}{2}} \overline{A}_1(xq^{-1}) \overline{A}_2(x), \quad (C.2) \]
\[ c_{13} \overline{A}_1(x) A_3(x) = \left( \frac{z_1}{z_3} \right)^{\frac{1}{2}} \overline{A}_2(x) - \left( \frac{z_3}{z_1} \right)^{\frac{1}{2}} \overline{A}_2(xq^{-1}), \quad (C.3) \]
\[ c_{23} \overline{A}_2(x) A_3(x) = \left( \frac{z_2}{z_3} \right)^{\frac{1}{2}} \overline{A}_1(xq^{-1}) - \left( \frac{z_3}{z_2} \right)^{\frac{1}{2}} \overline{A}_1(x), \quad (C.4) \]
\[ c_{13} \overline{A}_1(x) \overline{A}_3(x) = \left( \frac{z_1}{z_3} \right)^{\frac{1}{2}} A_2(xq^{-1}) - \left( \frac{z_3}{z_1} \right)^{\frac{1}{2}} A_2(x), \quad (C.5) \]
\[ c_{23} \overline{A}_2(x) \overline{A}_3(x) = \left( \frac{z_2}{z_3} \right)^{\frac{1}{2}} A_1(xq^{-1}) - \left( \frac{z_3}{z_2} \right)^{\frac{1}{2}} A_1(x). \quad (C.6) \]
where the quantities \( z_1, z_2, z_3 \), defined in (2.38), are constant (\( x \)-independent) operators, satisfying the relation \( z_1 z_2 z_3^{-1} = 1 \).

### C.3 Higher transfer matrices and sums over tableaux

Define operator-valued functions
\[ \mathcal{X}(1, x) = z_1 \frac{A_1(xq^{-\frac{1}{2}})}{A_1(xq^{\frac{1}{2}})}, \quad \mathcal{X}(2, x) = z_2 \frac{A_1(xq^{\frac{1}{2}}) A_3(xq^{-\frac{1}{2}})}{A_1(xq^{\frac{1}{2}}) A_3(xq^{\frac{1}{2}})}, \quad \mathcal{X}(3, x) = z_3 \frac{A_3(xq^{-\frac{1}{2}})}{A_3(xq^{\frac{1}{2}})}, \quad (C.7) \]
of the spectral variable \( x \in \mathbb{C} \). Remind, that all the operators, appearing in (C.1)-(C.7), are commutative. For any skew Young diagram \( \nu \) define an operator
\[ F_{\nu}(x) = \sum_{t \in \text{Tab}(\nu)} \prod_{(i,j) \in \nu} (-1)^{p(t_{i,j})} \mathcal{X}(t_{i,j}, xq^{-\nu_i + \nu'_j - 2i + 2j}), \quad (C.8) \]
where the sum is taken over all admissible tableaux, and the product is taken over all boxes of the Young diagram \( \nu \). The parities are \( p(1) = p(2) = 0, p(3) = 1 \) and the integers \( \nu_1, \nu'_j \) for a skew diagram \( \nu = \lambda \subset \mu \) are defined as \( \nu_1 = \mu_1, \nu'_j = \mu'_j \). For example for the diagram in Fig. 4 one has from (C.8)
\[ F_{(12) \subset (23)}(x) = \]
\[ -\mathcal{X}(1, xq^{-3}) \mathcal{X}(1, xq^3) \mathcal{X}(2, xq) \mathcal{X}(3, xq^{-1}) + \mathcal{X}(1, xq^{-3}) \mathcal{X}(1, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}) + \]
\[ +\mathcal{X}(2, xq^{-3}) \mathcal{X}(2, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}) - \mathcal{X}(1, xq^{-3}) \mathcal{X}(3, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}) \quad (C.9) \]
\[ -\mathcal{X}(2, xq^{-3}) \mathcal{X}(1, xq^3) \mathcal{X}(2, xq) \mathcal{X}(3, xq^{-1}) + \mathcal{X}(2, xq^{-3}) \mathcal{X}(1, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}) \]
\[ +\mathcal{X}(2, xq^{-3}) \mathcal{X}(2, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}) - \mathcal{X}(2, xq^{-3}) \mathcal{X}(3, xq^3) \mathcal{X}(3, xq) \mathcal{X}(3, xq^{-1}). \]

Note, that since \( \overline{A}_1(0) = A_3(0) = 1 \), Eq. (C.8) with \( x = 0 \) reduces to the super-character formula (the supersymmetric Shur function)
\[ S_{\nu}(z_1, z_2|z_3) = \sum_{t \in \text{Tab}(\nu)} \prod_{(i,j) \in \nu} (-1)^{p(t_{i,j})} z_{t_{i,j}} \quad (C.10) \]
for the classical super-algebra $gl(2|1)$.

An important feature of Eq. (C.8) is that it defines an entire function of $x$ (the pole terms cancel out due to the Bethe Ansatz equations [18], see [33–35]). It is expected that this formula defines the most general (higher) transfer matrix, associated with $U_q(s\ell(2|1))$. For example, the quantity $F_{(1)}(x)$ (for the simplest diagram $\nu = (1)$, consisting of one square) exactly coincides with one of the six expressions (3.11) for the fundamental transfer matrix $T(x)$. The general statement will be formulated in the Conjecture [1] below, but before that let us discuss some other properties of (C.8).

Note that sum over the tableaux expressions, like (C.8), arise also in the theory of character for quantum affine algebras [88, 89].

C.4 Bazhanov-Reshetikhin formulae

The definition (C.8) implies the following determinant identities

\[
F_{\lambda \subset \mu}(x) = \det_{1 \leq i,j \leq \mu_1} \left( F_{(1)}(xq^{-\mu_1+\mu_1'-\lambda'_i+i+j-1})(xq^{-\mu_1+\mu_1'+\lambda_i-i-j+1}) \right)
\]

where $F_{(1^a)} = F_{(0)} \equiv 1$ and $F_{(1^a)} = F_{(a)} \equiv 0$ for $a < 0$. For example, for the same operator as in (C.9) one obtains

\[
F_{(2^a) \subset (2^a)}(x) = \det \left( \begin{array}{cc} F_{(1)}(xq^{-3}) & F_{(1)}(xq) \\ 1 & F_{(1)}(xq) \end{array} \right) = \det \left( \begin{array}{cc} F_{(1)}(xq^3) & 0 \\ F_{(0)}(x) & F_{(0)}(xq) \end{array} \right).
\]

The determinant representations (C.11), (C.12) for the algebra $U_q(s\ell(m))$ with $\lambda = \phi$ were first obtained by Bazhanov and Reshetikhin in [82]. For the relevant here case of $U_q(s\ell(m,n))$ these representations were generalized in [33] (see, also [34, 35]).

The fact that (C.8) implies the relations (C.11)-(C.12) is a combinatorial theorem which can be proven by induction on the size of the determinants $\mu_1$ or $\mu_1'$ (this theorem mentioned in [83] in the same context for $U_q(B_r^{(1)})$ case). In the case $x = 0$ the above determinant expressions reduce to the super-symmetric Jacobi-Trudi and Giambelli formulae for the characters of $gl(2|1)$ (or the second Weyl formula). On the other hand, the fact that the tableau sum (or the related determinant formulae (C.11) or (C.12)) exactly coincides with a higher transfer matrix is a non-trivial statement. Obviously, to prove this one needs to connect (C.8) with the definition of transfer matrices by using algebraic properties of representations of the quantum affine algebra (or the corresponding Yangian in the rational case $q = 1$) in the auxiliary space.

So far the formulae (C.11) or (C.12) have been proven only for a few cases: (i) for $U_q(s\ell(2))$ [84], (ii) for $U_q(s\ell(3))$ with an arbitrary quantum space [53] and (iii) for the Yangian case $Y(gl(m|n))$, corresponding to $q = 1$, but when the quantum space is a tensor product of the fundamental $(m + n)$-dimensional representations. In all cases only non-skew diagrams (with $\lambda = 0$) were considered.

C.5 Quantum affine analogue of the first Weyl formula

---

\[\text{The evaluation representations considered here obviously connected with non-skew diagrams as well.}\]
Here we consider quantum affine analogues of the first Weyl formula for the characters. Such representations for the T-operators were first introduced in [4] for \( U_q(\hat{sl}(2)) \) and in [53] for \( U_q(\hat{sl}(3)) \). Examples of such representations for \( U_q(\hat{sl}(2|1)) \) are the Wronskian-like expressions (3.9) and (3.10), considered in the main text. Here it is convenient to rewrite them in terms of \( A_i(x) \) and \( \hat{A}_i(x) \),

\[
T^{(1)}_m(x) = \frac{c_{13}}{c_{12}} z_1^{m+\frac{1}{2}} A_1(x q^{m+\frac{1}{2}}) \hat{A}_1(x q^{-m-\frac{1}{2}}) - \frac{c_{23}}{c_{12}} z_2^{m+\frac{1}{2}} A_2(x q^{m+\frac{1}{2}}) \hat{A}_2(x q^{-m-\frac{1}{2}}), \tag{C.15}
\]

\[
T^{(2)}_m(x) = c_{13} c_{23} z_3^{m+\frac{1}{2}} A_3(x q^{-m-\frac{1}{2}}) \hat{A}_3(x q^{m+\frac{1}{2}}). \tag{C.16}
\]

For any \( m_1, m_2, m_3 \in \mathbb{C} \), define the following functions

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = (-1)^{m_3+1} \frac{c_{31} c_{23}}{c_{12}} \frac{m_1+m_3}{z_3} 
\times \left( z_1^{m_1+m_3+1} z_2^{-m_1+2m_2+m_3} A_1(x q^{m_1-2m_2-m_3+\frac{3}{2}}) \hat{A}_2(x q^{m_1-2m_2-m_3+\frac{1}{2}}) \right) \hat{A}_3(x q^{m_1+m_3+\frac{1}{2}}), \tag{C.17}
\]

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = (-1)^{m_3+1} \frac{c_{13} c_{23}}{c_{12}} \frac{m_1+m_3}{z_3} 
\times \left( z_1^{m_1+m_3+1} z_2^{-m_1+2m_2+m_3} A_1(x q^{m_1+2m_2+m_3+\frac{1}{2}}) \hat{A}_2(x q^{m_1+2m_2+m_3+\frac{3}{2}}) \right) \hat{A}_3(x q^{m_1-m_3-\frac{1}{2}}), \tag{C.18}
\]

where \( c_{ij} = (z_i - z_j)/(z_i z_j)^{\frac{1}{2}} \). They obey the following symmetry relations

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = (-1)^{m_3} \mathcal{T}_{(m_1+m_3,m_2+m_3,0)}(x), \tag{C.19}
\]

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = (-1)^{m_3} \mathcal{T}_{(m_1+m_3,m_2+m_3,0)}(x). \tag{C.20}
\]

From (C.1)–(C.6) it follows, that in a particular case, when \( m_1 = m_2 = m \in \mathbb{C} \) the expressions (C.17) and (C.18) reduce to

\[
\mathcal{T}_{(m,m,m)}(x) = \mathcal{T}_{(m,m,m)}(x) = (-1)^{m_3+1} c_{23} c_{31} z_3^{m_3+\frac{1}{2}} A_3(x q^{-m-3} \frac{1}{2}) \hat{A}_3(x q^{m+3+\frac{1}{2}}). \tag{C.21}
\]

Comparing this with (3.10) one concludes,

\[
T_m^{(2)}(x) = \mathcal{T}_{(m,0,0)}(x). \tag{C.22}
\]

Similarly,

\[
T_m^{(1)}(x q^{-1}) - T_m^{(1)}(x) = \mathcal{T}_{(m,0,0)}(x) \tag{C.23}
\]

\[
T_m^{(1)}(x) - T_m^{(1)}(x) = \mathcal{T}_{(m,0,0)}(x). \tag{C.24}
\]

For the general case we have the following
**Conjecture 1** For \( m_1, m_2, m_3, m_1 - m_2 \in \mathbb{Z}_{\geq 0} \) and \( (m_2 + m_3) \neq 0 \), the expressions (C.17) and (C.18) can be written as tableau sums

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = \mathcal{F}_{(m_1-1)m_3,m_1-m_2)\subset(m_1^{m_3+2})}(x), \tag{C.25}
\]

\[
\mathcal{T}_{(m_1,m_2,m_3)}(x) = \mathcal{F}_{(m_1,m_2,1^{m_3})}(x), \tag{C.26}
\]

and, similarly,

\[
\mathcal{T}_{m}^{(1)}(x) = \mathcal{F}_{(m)}(x), \quad m \in \mathbb{Z}_{\geq 0}. \tag{C.27}
\]

We convinced ourselves in the validity of the these relations by numerous checks for particular values of \( m, m_1, m_2, m_3 \). Apparently there exist an elementary general proof, which we postpone for the future work. For example for \( (m_1, m_2, m_3) = (2, 1, 1) \), one has

\[
\mathcal{T}_{(2,1,1)}(x) = \mathcal{F}_{(1^{1})\subset(2^1)}(x) = \mathcal{F}_{(1^{2})\subset(2^1)}(x), \tag{C.28}
\]

\[
\mathcal{T}_{(2,1,1)}(x) = \mathcal{F}_{(2,1,1)}(x) = \mathcal{F}_{(2,1)}(x). \tag{C.29}
\]

From (C.22) and (C.26) it follows that

\[
\mathcal{T}_{m}^{(2)}(x) = \mathcal{F}_{(m,m,0)}(x), \quad m \in \mathbb{Z}_{\geq 0}. \tag{C.30}
\]

The relations and (C.27) and (C.30) provide one with the tableau sum (and, thus, the determinant expressions (C.11), (C.12)) for the \( T \)-operators (C.15) and (C.16). Remind that the later were derived form the \textit{ab initio} definition of Sect. 2.2. This is the main result in this section.

The \( gl(m|n) \) analog of the first Weyl formula is called the Sergeev-Pragacz formula [85, 86]. It gives an alternative representation of the supersymmetric Shur function, in addition to the tableau sum formula of the type (C.10). Let \( \mu \) be a (non-skew) partition, then [15]

\[
S_{\mu}(x_1, \ldots, x_m|y_1, \ldots, y_n) = \sum_{\sigma \in S_m \times S_n} \text{sgn}(\sigma) \left[ \prod_{i=1}^{m-1} x_i^{m-i} \prod_{j=1}^{n-1} y_j^{n-j} \prod_{(i,j) \in \mu} (x_i - y_j) \right] \prod_{i<j} (x_i - x_j) \prod_{i<j} (y_i - y_j), \tag{C.31}
\]

where the third product in the numerator is taken over all boxes \((i,j) \in \mu\) of the Young diagram \( \mu \). It is assumed that \( x_i \equiv 0 \) if \( i \geq m + 1 \) and \( y_j \equiv 0 \) if \( j \geq n + 1 \). The symbol \( S_m \) (resp. \( S_n \)) denotes the symmetric group of order \( m \) (resp. \( n \)). The notation \( \sigma[\ldots] \) stands for the action of the permutation \( \sigma \) on the variables \( x_1, \ldots, x_m, y_1, \ldots, y_n \) inside the square brackets.

When the spectral parameter vanishes, \( x = 0 \), the Wronskian type relations (C.15) and (C.16), connecting \( T \)- and \( Q \)-operators, reduce to the \( gl(2|1) \) Sergeev-Pragacz formula with \( x_1 = z_1, x_2 = z_2 \) and \( y_1 = z_3 \). Note that a similar statement [63] holds also for any quantum affine superalgebra \( U_q(sl(m|n)) \) with arbitrary \( m \) and \( n \).

[15] The sign of the variables \( y_1, \ldots, y_n \) in [85, 86] is opposite to our definition.
Appendix D. Expansion of the universal R-matrix

The third order in \( e_j \) term in the expansion (2.19) of the reduced universal \( R \)-matrix read

\[
O(e_j^3) \text{ term in } (2.19) = \]
\[
- \frac{q^{-3}(q - q^{-1})^3}{[2][3]} e_1^3 \otimes s f_1^3 + q(q - q^{-1})^2 (e_0 e_1 e_0 \otimes s f_0 f_1 f_0 + e_2 e_1 e_2 \otimes s f_2 f_1 f_2)
+ q^{-1}(q - q^{-1})^2 (e_0 e_0 e_0 \otimes s f_0 f_0 f_0 + e_2 e_0 e_2 \otimes s f_2 f_0 f_2)
+ \frac{(q - q^{-1})^2}{q[2]} \sum_{j \in \{0, 2\}} (q e_j e_2^2 \otimes s f_j f_1^2 + q e_1^2 e_j \otimes s f_j f_j^2 - [2] e_1 e_j e_1 \otimes s f_1 f_j f_1)
+ (q - q^{-1}) \left\{ e_0 e_1 e_2 \otimes s (q[2] f_0 f_1 f_2 - q f_0 f_2 f_1 - q f_1 f_0 f_2 + f_1 f_2 f_0 + f_0 f_1 f_2 - [2] f_2 f_1 f_0)ight.
+ e_2 e_0 e_1 \otimes s (q f_0 f_1 f_0 - q f_2 f_0 f_1 - q f_1 f_0 f_0 + f_0 f_1 f_2 + f_1 f_2 f_0 - [2] f_2 f_1 f_0)
+ e_0 e_2 e_1 \otimes s (q f_0 f_1 f_0 - q f_2 f_1 f_0 - q f_1 f_0 f_0 + f_0 f_1 f_0 + f_1 f_2 f_0 - [2] f_2 f_1 f_0)
+ e_1 e_2 e_0 \otimes s (-q f_0 f_1 f_2 + f_0 f_2 f_0 - q f_1 f_2 f_0 + f_2 f_0 f_0 - [2] f_2 f_1 f_0)
\].
\]

On the other hand the expansion of the CFT \( L \)-operator (4.15) reads

\[
\mathcal{Z} = \mathcal{P} \exp \left( \int \mathcal{Z}(u) du \right) \quad \text{(D.2)}
\]
\[
= 1 + \int \mathcal{Z}(u) du + \int_{u_1 \geq u_2} \mathcal{Z}(u_1) \mathcal{Z}(u_2) du_1 du_2 + \cdots \quad \text{(D.3)}
\]
\[
\mathcal{Z}(u) = e_0 \otimes s V_0(u) + e_1 \otimes s V_1(u) + e_2 \otimes s V_2(u) \quad \text{(D.4)}
\]

where \( \mathcal{Z}(u) \) is defined in (4.13). Introduce the ordered integrals

\[
J(i_1, i_2, \cdots, i_n) = \int_{u_1 \geq u_2 \geq \cdots \geq u_n} V_{i_1}(u_1) V_{i_2}(u_2) \cdots V_{i_n}(u_n) du_1 du_2 \cdots du_n. \quad \text{(D.5)}
\]

Then the products of the vertex operators (4.11) can be written as

\[
f_1 = - \frac{1}{q - q^{-1}} J(1), \quad \text{(D.6)}
\]
\[
f_1^2 = \frac{q[2]}{(q - q^{-1})^2} J(1, 1), \quad \text{(D.7)}
\]
\[
f_1^3 = - \frac{q^3[2][3]}{(q - q^{-1})^3} J(1, 1, 1), \quad \text{(D.8)}
\]
\[ f_{0}f_{1}f_{0} = -\frac{q^{-1}}{(q - q^{-1})^2} J(0, 1, 0), \] (D.9)

\[ f_{2}f_{1}f_{2} = -\frac{q^{-1}}{(q - q^{-1})^2} J(2, 1, 2), \] (D.10)

\[ f_{0}f_{2}f_{0} = -\frac{q}{(q - q^{-1})^2} J(0, 2, 0), \] (D.11)

\[ f_{2}f_{0}f_{2} = -\frac{q}{(q - q^{-1})^2} J(2, 0, 2) \] (D.12)

\[
\begin{pmatrix}
  f_{0}f_{1}^2 \\
  f_{1}f_{0}f_{1} \\
  f_{1}^2f_{0}
\end{pmatrix}
= \frac{[2]}{(q - q^{-1})^3}
\begin{pmatrix}
  q & 1 & q^{-1} \\
  1 & \frac{2}{q} & 1 \\
  q^{-1} & 1 & q
\end{pmatrix}
\begin{pmatrix}
  J(0, 1, 1) \\
  J(1, 0, 1) \\
  J(1, 0, 0)
\end{pmatrix},
\] (D.13)

\[
\begin{pmatrix}
  f_{2}f_{1}^2 \\
  f_{1}f_{2}f_{1} \\
  f_{1}^2f_{2}
\end{pmatrix}
= \frac{[2]}{(q - q^{-1})^3}
\begin{pmatrix}
  q & 1 & q^{-1} \\
  1 & \frac{2}{q} & 1 \\
  q^{-1} & 1 & q
\end{pmatrix}
\begin{pmatrix}
  J(2, 1, 1) \\
  J(1, 2, 1) \\
  J(1, 1, 2)
\end{pmatrix},
\] (D.14)

Determinant of the above matrix is 0. The Serre relations (2.5) for \( \{f_j\} \) follows immediately. Then one can derive

\[ qf_{0}f_{1}^2 - f_{1}f_{0}f_{1} = \frac{q[2]}{(q - q^{-1})^2} \left( J(0, 1, 1) + \frac{J(1, 0, 1)}{[2]} \right), \] (D.15)

\[ qf_{1}^2f_{0} - f_{1}f_{0}f_{1} = \frac{q[2]}{(q - q^{-1})^2} \left( J(1, 1, 0) + \frac{J(1, 0, 1)}{[2]} \right), \] (D.16)

\[ qf_{2}f_{1}^2 - f_{1}f_{2}f_{1} = \frac{q[2]}{(q - q^{-1})^2} \left( J(2, 1, 1) + \frac{J(1, 2, 1)}{[2]} \right), \] (D.17)

\[ qf_{1}^2f_{2} - f_{1}f_{2}f_{1} = \frac{q[2]}{(q - q^{-1})^2} \left( J(1, 1, 2) + \frac{J(1, 2, 1)}{[2]} \right). \] (D.18)

Thanks to the Serre relations (2.5) for \( \{e_j\} \) one can derive

\[
\begin{align*}
  &e_{j}e_{j}^2 \otimes_s J(j, 1, 1) + e_{1}e_{j}e_{1} \otimes_s J(1, j, 1) + e_{1}e_{j} \otimes_s J(1, 1, j) \\
  = &e_{j}e_{j}^2 \otimes_s \left( J(j, 1, 1) + \frac{J(1, j, 1)}{[2]} \right) + e_{1}e_{j} \otimes_s \left( J(1, 1, j) + \frac{J(1, j, 1)}{[2]} \right) \\
  = &\frac{(q - q^{-1})^2}{q[2]} \left\{ e_{j}e_{j}^2 \otimes_s (qf_{j}f_{1}^2 - f_{1}f_{j}f_{1}) + e_{1}e_{j} \otimes_s (qf_{1}^2f_{j} - f_{1}f_{j}f_{1}) \right\} \\
  = &\frac{(q - q^{-1})^2}{q[2]} (qe_{j}e_{j}^2 \otimes_s f_{j}f_{1}^2 + qe_{1}e_{j} \otimes_s f_{1}^2f_{j} - [2]e_{1}e_{j}e_{1} \otimes_s f_{1}f_{j}f_{1}), \tag{D.19}
\end{align*}
\]

where \( j \in \{0, 2\} \). We also have

\[
\begin{pmatrix}
  f_{0}f_{1}f_{2} \\
  f_{0}f_{2}f_{1} \\
  f_{1}f_{0}f_{2} \\
  f_{1}f_{2}f_{0} \\
  f_{2}f_{0}f_{1} \\
  f_{2}f_{1}f_{0}
\end{pmatrix}
= \frac{1}{q^2(q - q^{-1})^3}
\begin{pmatrix}
  -q^2 & -q & -q & q^2 & q & q \\
  -q & -q^2 & -1 & q & q^3 & q^2 \\
  -q & -1 & -q^2 & q^3 & q & q^2 \\
  q^2 & q & q^3 & -q^2 & -1 & -q \\
  q^2 & q^3 & q & -1 & -q^2 & -q \\
  q & q^2 & q^2 & -q & -q & -q^2
\end{pmatrix}
\begin{pmatrix}
  J(0, 1, 2) \\
  J(0, 2, 1) \\
  J(1, 0, 2) \\
  J(1, 2, 0) \\
  J(2, 0, 1) \\
  J(2, 1, 0)
\end{pmatrix}. \tag{D.20}
\]
This relation is invertible. Now one can show that the third order term in (D.4)

\[
\int_{u_1 \geq u_2 \geq u_3} \mathcal{Z}(u_1)\mathcal{Z}(u_2)\mathcal{Z}(u_3)du_1du_2du_3 = \sum_{j_1=0}^2 \sum_{j_2=0}^2 \sum_{j_3=0}^2 (-1)^{p(j_1)p(j_2)+p(j_1)p(j_3)+p(j_2)p(j_3)}
\times e_{j_1} e_{j_2} e_{j_3} \otimes_s \int_{u_1 \geq u_2 \geq u_3} V_{j_1}(u_1)V_{j_2}(u_2)V_{j_3}(u_3)du_1du_2du_3,
\]

(D.21)

exactly coincide with (D.1).
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