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ABSTRACT The National Aeronautics and Space Administration’s (NASA) Deep Space Network (DSN) is responsible for communication and navigation for several NASA and international missions. The DSN comprises three complexes located in Goldstone (California, USA), Canberra (Australia), and Madrid (Spain). This distribution in longitude guarantees a full sky coverage. Each complex has one 70-m and several 34-m antennas. The network routinely serves a few dozen missions. The scheduling of the DSN is complex and involves human interventions as well as automated solutions. In order to increase the level of automation, different computing paradigms have been explored. In this article, we report on the quadratic unconstrained binary optimization (QUBO) formulation of the DSN scheduling, as well as a custom classical solver designed around some of the unique features of this scheduling problem. Thanks to a hybrid framework that extends the size of the problems that can be solved with a quantum annealer, we are able to generate a schedule from the QUBO formulation of the problem for one week’s worth of user antenna requests, which represents the time period scheduled during operation. In other words, this work describes a real-world application of quantum annealing using real-world, operational data. We compare the resulting schedules’ quality to solutions obtained using a mixed-integer linear programming formulation on a commercial solver. Our custom solver, based on a quantum-inspired optimization technique called stochastic Monte Carlo, while much faster in generating schedules, could only treat a subset of requests, and hence, we report its results independently.

INDEX TERMS Deep Space Network (DSN), quantum annealing, quantum inspired optimization, quadratic unconstrained binary optimization (QUBO), scheduling.

I. INTRODUCTION

The Deep Space Network (DSN) is the spacecraft tracking and communication infrastructure for the National Aeronautics and Space Administration’s (NASA) deep space missions. It consists of three sites, approximately equally separated in (terrestrial) longitude, with multiple radio antennas at each site. Fig. 1 summarizes the key characteristics of the three sites.

In the course of a week, there are typically three dozen missions requesting access to one or more DSN antennas, with requests for time ranging from about one hour to several hours. These requests are for time to send commands to a spacecraft, receive data from a spacecraft, conduct observations of a spacecraft for navigational purposes, or even...
conduct science observations of the spacecraft (radio or gravity science). Depending upon the nature of the request, only certain antennas may be able to conduct the track; for instance, because of its location in the sky, only antennas at the Canberra Deep Space Communications Complex (CDSCC) in Australia can transmit commands to or receive data from the Voyager 2 spacecraft and only a single antenna at the Goldstone DSCC can conduct certain gravity science observations with the Juno mission at Jupiter.

An integral aspect of DSN operations is to receive and organize the requests for access to the DSN antennas, then produce a valid schedule that accommodates the various requests subject to constraints of the missions. Further, there are operational constraints, such as antennas needing to be taken out of service for maintenance. Finally, though not frequent, there can be events associated with a mission that result in its requests being assigned a higher priority than those of other missions, a common example is when a spacecraft is entering orbit around an object in the solar system or landing on another body.

Because the DSN scheduling problem has been complex to solve with conventional technologies and this complexity is only projected to increase in the future, we undertook an effort to solve it using quantum and quantum-inspired computing technologies, which offer promising prospects for the future.

In summary, the contributions of this work are the following.

1) A QUBO formulation of the DSN scheduling.
2) Real-world problem results (obtained with D-Wave hybrid solver service) with more than a hundred million QUBO elements.
3) A quantum-inspired custom solver based on stochastic Monte Carlo.
4) A comparison of the results obtained with the QUBO formulation, mixed-integer linear programming (MILP) formulation, and quantum-inspired custom-solver.

A. DSN SCHEDULING

The DSN scheduling is complex process that can take up to a few months, with a typical lead time of four months. Several teams distributed around the world work with missions and users to determine their service needs and generate an initial draft schedule. Then, schedules are improved through an iterative process involving peer-to-peer negotiation between teams. The DSN scheduling process consists a three phases [1]–[5]. The long-range planning and forecasting period typically starts four to six months before execution. During this period, users’ requirements are processed and different analysis (down time, future mission, ...) conducted. The mid-range scheduling phase is when detailed user requirements are specified, integrated, negotiated, and all tracking activities finalized in the schedule. Starting at roughly 4–5 months before execution, users specify their detailed scheduling requirements on a rolling weekly basis. The near real-time phase of DSN scheduling starts roughly 2–3 weeks from execution and includes the period through execution of all the scheduled activities.

The DSN scheduling software systems is heterogeneous and each phase of the process is handled by different tools [1]. The Service Scheduling Software (S$^3$) assembly is focused on the mid-range schedule and near real-time. This service is decentralized and a peer-to-peer collaborative environment. It also automates the scheduling of DSN activities with a request-driven approach. The DSN scheduling engine (DSE) is one of the central components of the S$^3$ system. The DSE has several functions: schedule conflict checking, schedule request interpretation, schedule repair, schedule query, and schedule optimization. The DSE is based on Automated Scheduling and Planning ENvironment (AS- PEN) developed at JPL [6]. ASPEN takes a local, heuristic, iterative search approach to planning, scheduling, and optimization. This approach allows quick iterative improvements of the schedules. A drawback of using a local search is that one cannot guarantee that the candidate schedules are the best.

There have been several efforts in the past to increase the level of DSN scheduling automation in general, and explore nonlocal search algorithms in particular. In 1993, Bell [7] used a Lagrangian relaxation approach with an integer linear programming (ILP) formulation. Johnston [8] described a multiobjective scheduling technique implemented with a differential evolution (DE) algorithm. A parallel implementation of the same algorithm was explored later by Brown and Johnston [9]. A similar evolutionary computation technique known as genetic algorithm (GA) was used by Guillaume et al. [10]. More recently, a squeaky wheel optimization was used to study prioritization and oversubscribed scheduling of the DSN [3]. Recently, a deep reinforcement learning (RL) approach demonstrated that an agent could learn to outperform a random baseline through trial and error in a simulated DSN scheduling environment [11].

B. QUANTUM ANNEALING

Solving the DSN scheduling problem consists in placing as many tracks as possible within a finite time span (one week) while utilizing a limited amount of resources (antennas and equipment) and satisfying other constraints. Alternatively, it could be said that forming a schedule consists in choosing one combination of track placements among all possible combinations of track placements that satisfy the constraints. In this sense, DSN scheduling is a combinatorial problem.

Quantum annealing (QA) is a metaheuristic based on quantum mechanics for solving combinatorial optimization problems. The principle of QA is to encode the solution of a computational problem in the ground state of quantum Hamiltonian. The computation starts from an easy to prepare Hamiltonian and is evolved to a final problem Hamiltonian whose ground state ground state encodes the solution of the
computational problem. In physics, such a problem Hamiltonian is known as the Ising model and is expressed in terms of spins up and down. Instead of half-integer variables representing the spins, the problem Hamiltonian can be expressed in terms of binary variable, $x \in \{0, 1\}$

$$H_P = \sum_i Q_{i,i}x_i + \sum_{i \neq j} Q_{i,j}x_i x_j. \quad (1)$$

The development of quantum annealing is motivated by the possibility that quantum fluctuations and tunneling could provide an advantage over conventional computing. For the past few years, the company D-Wave Inc. has manufactured quantum annealers that are commercially available and can be programmed by setting the linear and quadratic coefficients, $Q_{i,i}$ and $Q_{i,j}$, to study a particular problem Hamiltonian $H_P$ [12]. This company has been using superconducting integrated-circuit technology to fabricate chips that contain approximately 5600 qubits for the Advantage chip released late September 2020. A qubit is a quantum bit. This elementary unit of information behaves quantum mechanically. It can be in a superposition of states and be quantum correlated to other qubits. Those circuits have a planar design where qubits are arranged in a regular array pattern. In practice, geometrical and physical considerations constrain the layout in a 2-D plane. Advantage’s hardware graph topology is called Pegasus and is characterized by 15 connections to other qubits. Those circuits have a planar design where qubits are arranged in a regular array pattern. In practice, geometrical and physical considerations constrain the layout in a 2-D plane. Advantage’s hardware graph topology is called Pegasus and is characterized by 15 connections to other qubits per qubits [13]. In other words, for a given qubit $i$ there are 15 possible $j$’s with potentially nonzero values $Q_{i,j}$.

Problems that can be solved by optimizing (1) are called quadratic unconstrained binary optimization, or QUBO, problems. It is worth noting that this formulation predates the advent of QA. However, it is probably the progress in quantum annealing technology and research that has spurred the research in alternative technologies to solve QUBO problems. Different approaches have been proposed and demonstrated to find solutions to Ising problems with artificial spins implemented with various physical systems: coherent spin machine [14], trapped ions [15], electromechanical system [16]. There are a few commercial options that can solve QUBO problems. Toshiba proposes a solution called simulated bifurcation machine (SBM) which is based on a numerical simulation of the adiabatic evolution of classical nonlinear Hamiltonian systems exhibiting bifurcation phenomena [17]. The maximum size of the Ising problem that can be solved corresponds to a 10 000 variables ($Q_{i,i}$’s) and/or 1 million finite ($Q_{i,j}$) elements [18]. Fujitsu has developed a digital annealer (DA) which is a specialized digital circuit that has 8192 bits fully connected. If we assume that the matrix Q in (1) is upper-triangular, then 8192 bits fully connected would correspond to approximately 33 million elements in the Q matrix. The D-Wave company launched its Hybrid Solver Service (HSS) in February 2020. This service bundles classical computation and its QA chips into one service to extend the size of the problems it can solve. HSS was upgraded in September 2020 when the larger size QA chip Advantage was released. This latest version can handle problems containing up to one million variables and two hundred million weights (elements of the matrix Q) [19]. For a fully connected problems, the number of variables the HSS can handle is 20,000.

The possibility to use QA to solve planning of deep space missions was mentioned as early as 2012 [20]. Venturelli et al. [21] described a job shop scheduling solver based on quantum annealing. The authors used D-Wave’s system Vesuvius, also known as D-Wave Two, which had 509 qubits. The DSN scheduling we describe in this work is similar to the job shop scheduling problem (JSP) described in [21] in that it reduces scheduling to a decision problem which attempts to determine whether jobs (DSN requests) can all be scheduled within a prescribed time (of seven days). However, the real JSP scheduling problem is an optimization problem whose objective is usually to schedule all jobs (and operations) while minimizing the total makespan. Venturelli et al. consider the required modifications to their decision version of the JSP in order to solve the optimization version of the JSP. As we have mentioned above, the DSN scheduling is done on a rolling weekly basis, i.e., for a fixed period of seven days. For this reason, we are solving a decision problem and do not need to extend our model to solve a problem similar to the optimization version of the JSP.

In this article, we describe a QUBO formulation of the deep space network and the results obtained with D-Wave’s HSS accessed via its leap cloud service.

C. INPUT DESCRIPTION

DSN users represent their needs to the $S^3$ software system as scheduling requests [1], [2], [22], [23]. Each such request is interpreted by the DSN scheduling engine. The main elements of a scheduling request are service specification, timing constraints, track relationships, priority, preferences, repetitions, and nonlocal time line constraints.

A set of DSN requests for a given week is generated using information contained in user loading profiles (ULPs), which are outputs of the loading analysis and planning software (LAPS) responsible for long-term planning. For each mission, ULPs specify the following:

1) the number of requested tracks;
2) the set of valid antennas for these tracks;
3) the requested duration for each track;
4) the minimum required duration for each track;
5) the required set up and tear down times for each track.

These ULPs are combined with view periods that are generated using ephemeris data downloaded from JPL’s service preparation subsystem (SPS). A view period is a period a spacecraft is visible from a ground station. In addition to visibility constraints, the set of valid view periods for a given request also encodes the constraint on overlapping visibilities for arrayed requests that simultaneously utilize multiple antennas. View periods that overlap with maintenance periods are trimmed or discarded as necessary.
In this work, a DSN schedule request is characterized by a mission name, week number, year, duration, minimum duration, list of resources, track identity number, set up time, tear down time, and a list of view periods for each resource. Different activity setup and tear down times must be scheduled before and after tracking, respectively. A resource is indicated by the acronym DSS (for deep space station) followed by a number, e.g., DSS-14 for Goldstone 70 m antenna.

A slightly different version of week 40 of 2018 data was published as part of a larger set of data, named SatNet, that was created to allow benchmarking of satellite scheduling optimization schemes based on historical data from the NASA Deep Space Network. SatNet data are an anonymized version of the data where a mission’s name is replaced by an identification number. Other than that, the overall data format, field names and contents are similar to the data used in this work. A description of SatNet data and a link to the GitHub repository where it can be downloaded can be found in [25].

II. QUBO FORMULATIONS

A schedule is generated after processing \( N \) requests \( RQ = \{RQ_1, \ldots, RQ_N\} \). A given request \( RQ_n \) can utilize any of the \( M \) resources (antennas or equipment) prescribed for this request \( RS = \{RS_1, \ldots, RS_M\} \). In turn, periods of visibility of a spacecraft from a particular ground station are calculated and define a set of \( K \) view periods \( VP = \{VP_1, \ldots, VP_K\} \) for each resource \( RS_m \). The times when a spacecraft becomes visible or invisible, respectively, the rise and set times, \( rt \) and \( st \), define the outer boundaries of a view period. The transmission to the spacecraft can begin (end) slightly later (earlier) than the rise and set time (respectively). Those transmissions on and off times, \( in \) and \( tf \), delimit the inner boundaries within which a track can be scheduled. For each request, a set up and tear down time period, \( su \) and \( td \), are given to prepare and remove (respectively) the equipment requested. Those times can occur anywhere between the rise and set times. In addition, a track duration \( d_r \) is prescribed for each request. An activity is defined as the period of time equal to the sum of the set up, track and tear down times. It starts at the start of the set up time and ends at the end of the tear down time. In this work, a track is an individual communication pass [23]. It is the period of time during which an antenna can track a spacecraft and communicate with it.

The objective of the DSN scheduling is to fulfill every request or, in other words, schedule precisely one activity per request. We adopt the following notation where the binary variable \( x_{n,m,k,t} \) is equal to 1 when a track starts at time \( t \) with \( t \) within the view period \( k \) calculated for resource \( m \) of request \( n \), and 0 otherwise. With this notation, the objective function can be written

\[
h_1(\bar{x}) = \sum_{n=1}^{N} \left( \sum_{m=1}^{M} \sum_{k=1}^{K} x_{n,m,k,t} \right) - 1 \tag{2}
\]

with \( tn \leq t \leq tf - d_r \). As a reminder, \( tn \) and \( tf \) delimit the inner boundaries within which a track can be scheduled and \( d_r \) is a track duration prescribed for each request.

In addition, the schedule should be devoid of conflicts (as illustrated in Fig. 2) between requests that use the same resource at the same time. To this end, we seek to minimize the following constraint:

\[
h_2(\bar{x}) = \sum_{(n.m.k,t)} \sum_{(n.m',k',t')} x_{n,m,k,t} x_{n',m',k',t'} \tag{3}
\]

with \( n \neq n' \), \( RS_m = RS_{m'} \), \( t - su \leq t' - su' \leq t + d_r + td \) or \( t' - su' \leq t - su \leq t' + d_r' + td' \). The product in the double sum is equal to 1 when two activities overlap in time and use common resources and 0 otherwise.

The overall cost function compounds both the objective function

\[
H = \alpha h_1(\bar{x}) + \beta h_2(\bar{x}). \tag{4}
\]

Every request has a minimum duration \( d_{min} \) listed in its attributes. If it is different from the requested duration \( d_r \), then the track can be shortened. In this case, the scheduled duration \( d \) is allowed to vary between \( d_{min} \) and \( d_r \), \( d_{min} \leq d \leq d_r \), and the above formulation is modified by replacing \( d_r \) by \( d \) and \( x_{n,m,k,t} \) by \( x_{n,m,k,t,d} \). Finally, we note that the time \( t \) in the above formulation needs to be discretized in practice. We discuss the practical implications of this process in Section III.

A. MULTIPLE ANTENNAS

Some missions require multiple antennas to be used at the same time. For instance, the Voyager 1 and 2 missions left the solar system and consequently several antennas are needed to amplify the communication signals on Earth. The above formulation can accommodate this additional constraint simply by changing the resource condition \( RS_m = RS_{m'} \) for single antennas by \( RS_m \cap RS_{m'} \neq \emptyset \) for multiple antennas in the conflict check (3), where at least one the resource set contains two or more antennas. In this case, the binary variable \( x \) indicates the scheduling of two tracks simultaneously in different antennas.

B. SPLIT TRACKS

Some requests require a track time that is substantially higher than most requests and therefore might be difficult to satisfy. It might be advantageous to split those requests into two or more segments. This advantage, however, is counterbalanced by the extra setup and tear down times necessary to schedule the additional track(s). So, even if in practice a track can be split into more than two subtracks, the penalty incurred in this case would be higher than the penalty for a split in two subtracks (due to the extra setup and tear down times). For this reason and simplicity sake, we allow splitting into two subtracks only in this work to demonstrate the ability of our QUBO formulation. Requests with a duration longer than 8 hours form the set of splittable requests \( SRQ = \{RQ_1, \ldots, RQ_N\} \). Each of those requests can be split into
two tracks, not allowing the shortest track to be shorter than 4 h. Similarly to the multiple antennas case above, the binary variable \( x \) indicates whether two tracks are scheduled.

### III. RESULTS

All the results in this section were obtained with D-Wave leap hybrid solver service (HSS) using the Advantage chip. We used the hybrid solver

\[ \text{hybrid_binary_quadratic_model_version2} \]

which was using the Advantage system1.1 solver as the default back end (that handled the quantum annealer at the time of the experiments, in July, August 2021). All programs are coded in Python. The process to generate schedules from DSN information using the HSS consists of three stages. First, a request list is read in and transformed in a QUBO matrix, \( Q \) see (1). Second, this matrix is submitted to the HSS, which subsequently returns results after a prescribed amount of time. Third, each binary string returned as a solution by the HSS is transformed into a schedule.

The first stage is itself comprised of two successive steps. The DSN information, or request list, is transformed into a list of binary variables \( \{x\} \) and those variables are then used to calculate the cost function (4) or, equivalently, used to calculate the QUBO matrix. Since the first step is central to this work, we detail the transformation of a request list to a list of binary variables with the pseudocode Algorithm 1.

In this work, we are considering two sets of DSN requests (inputs), one for week 44 of 2016 and one for week 40 of 2018, to test our program and QUBO formulation. We chose week 40 of 2018 because it was the one of the most challenging to schedule as the difference between the time requested and the time actually scheduled was the largest during the period starting the first week of 2018 and week 21 of 2019 [24]. The main characteristics of these two datasets are indicated in Table 1. Both datasets offer the flexibility to schedule shorter than requested tracks, with 37.3% (47.7%) of their requests allowing shortening for week 44 of 2016 (week 40 of 2018, respectively). Another feature that facilitates scheduling is the ability to split long requests. There are relatively less requests than can be split than shortened with 10.9% of week 44, 2016 requests and 4.2% of week 40, 2018 requests. Antenna arrays, on the other hands, are more difficult to schedule because one request requires the use of several antennas. Fortunately, there are relatively few of those with 3.9% (7.5%) of week 44, 2016 (week 40, 2018) requests.

Numbers characterizing the first stage of schedule generation, the QUBO generation process, are indicated in Table 2 below. It is important to note that the QUBO generation process is an embarrassingly parallel problem, i.e., a computing problem that can easily be split into an arbitrary number of smaller independent tasks than can be solved in parallel. For a number of variables \( N_{\text{var}} \), this first step is \( O(N_{\text{var}}^2) \) in both classical time and memory. Thanks to this polynomial complexity and the embarrassingly parallel nature of this stage, the run time for this stage could be made as small as needed by parallelizing the code.

The run time of the second stage of the computation, the resolution of the QUBO problem itself, was set to 30 min for both datasets, by setting the hybrid solver option \( \text{time\_limit} \) to 1800 s. The choice of this run time is arbitrary and was motivated by practical considerations. First, there exists a lower bound \( \text{min\_time\_limit} \) for the run time of leap hybrid sampler that depends on the number of QUBO elements, which was equal to 369 and 403 s for week 44, 2016 and week 40, 2018 datasets, respectively. Second, HSS computation is charged proportionally to the run time. This fact motivates the user to strike a compromise between the number of runs and their performances, setting a practical upper bound on the run time. Half hour run time was a good compromise for this work. The hybrid solver returned the amount of time used by the quantum processing unit (QPU), 390,070 microseconds and 519,754 microseconds for week 44, 2016 and week 40, 2018, respectively. These represent 0.02% and 0.03% of the total computation time (1800 seconds). Table 3 below summarizes the main characteristics of the solutions (schedules) obtained with the 2 datasets. 86.3% (80.8%) of all requests of week 44 of 2016 (week 40 of 2018) were satisfied. Both schedules do not contain any conflicts.

One of the two schedules, for week 40 of 2018, is represented in Fig. 3. Different activities are represented with different rectangles on this Gantt chart. An activity is the period of time starting at the start of the set-up period and ending at the end of the tear-down period that immediately follows the track itself. The maintenance periods, in black in Fig. 3, were added after the schedule was generated. In
### Algorithm 1: Binary Variables Generation from DSN Data.

```plaintext
input : A request list \{requests\}
output: A binary variable list \{x\}

// Generate 3 lists of candidate start times \{cst\}, \{cst_1\} and \{cst_2\}:
for request in \{requests\} do
  // Iterate over durations in 30-minute increments:
  for d in \{d_{min}, d_{min} + 30, d_{min} + 60, ..., d_r - d_{min}\} do
    // Generate candidate start time list \{cst\} for single tracks:
    for resource in request resources do
      for view-period in resource view-periods do
        // Define a candidate start time t every 15 minutes of the view-period:
        cst[request][resource][view-period][i] ← (t, d)
      end
    end
    // Generate candidate start time lists \{cst_1\} and \{cst_2\} for split tracks
    // (single request satisfied across 2 tracks):
    if d_r > 8 hours then
      for d_1 ← d_{min} to d_r - d_{min} do
        d_2 ← d - d_1 for resources_1 in request do
          for view-period_1 in resource_1 view-periods do
            // Generate a candidate start time t_1 every 15 minutes (track_1):
            cst_1[request][resource_1][view-period_1][i] ← (t_1, d_1)
          end
        end
      end
    end
  end
end

// Create binary variable list \{x\}:
for each candidate start times i, j in \{cst_1\}, \{cst_2\} do
  track_1 ← (request_1, resource_1, view period_1, i)
  track_2 ← (request_2, resource_2, view period_2, j)
  // Binary variable for a split track:
  x ← (track_1, track_2)
end

Repeat for single tracks list \{cst\} gives x ← (track, track).
```

In other words, the maintenance periods were not part of the optimization process.

In order to illustrate the ability of the QUBO formulation to handle the splitting of long tracks, we have represented in Fig. 4 the four tracks resulting from splitting one Juno (JNO) mission request and one New Horizons Pluto mission (NHPC) request.

Multiple-antenna requests are also well handled by the QUBO formulation as illustrated in Fig. 5 with only the multiantenna tracks displayed.
As mentioned above, there are three successive stages to generate schedule out of DSN input information (weekly request list). As a consequence, the performance of the whole process depends on the performance of each stage.

The QUBO matrix $Q$ generation process starts with a discretization of time within each view periods of a request list. This step associates a candidate start time and duration
to each request, antenna for this request and view-period for this chosen antenna. In this work, we used a 15 min time granularity between successive candidate start times. Then, a map relating this information to each binary variable is created. Each binary variable points to 2 lists of 4 quantities: a request index, an antenna (or list of antennas for multiple-antenna requests), a view-period index and a candidate start time index. This encoding allows to schedule one track as well as two tracks. If the two lists of four quantities for a given binary variable are either the same or different, one or two tracks can be scheduled, respectively. Finally, the QUBO matrix $Q$ is evaluated according to (2)–(4) and the related information in Section II. The hyper-parameters $\alpha$ and $\beta$ in (4) were set to 1 and 1.17, respectively.

In order to assess the performance of our QUBO formulation, we compare our results with those of Claudet et al. [26] who used the same data as we did with a conventional MILP algorithm. The comparison is summarized in Table 4. Claudet et al. ran their algorithm, called $\Delta$-MILP(0), for 30 min and also provided us with results for 7.5 h runs indicated as $\Delta$-MILP(0)-L in Table 4. The metrics $U_{rms}$ and $U_{max}$ are two measures of user satisfaction and are defined in [24]. The first is the root mean squared unsatisfied time fraction and the second, the maximum user unsatisfied time fraction. We give their mathematical expression in the next section with (6) and (7). The best (worst) user satisfaction would result in both those quantities being equal to 0 (1, respectively). The QUBO formulation schedules substantially more requests than the MILP approach for both datasets and run times. The unsatisfied time fraction is substantially higher for the long run of MILP than for the 30 min run indicating that extra requests were scheduled by sacrificing the overall user satisfaction. We notice that the MILP algorithm creates relatively more tracks compared to the number of requests satisfied than the QUBO formulation does. This means that although the MILP-based algorithm can split tracks into more tracks than the QUBO formulation can (two tracks), this ability does not result in a better user satisfaction. Our implementation of the QUBO formulation schedules more tracks, in less time, while achieving a better user satisfaction than the $\Delta$-MILP(0) implementation of [26].

### IV. CUSTOM SOLVER WITH RESULTS

We developed a custom solver specifically designed for the DSN scheduling problem. Owing to the limited time available for its development, we chose only to include request shortening and splitting; this version of the custom solver was not able to schedule multiple antenna requests. Consequently, runs with our implementation of the QUBO formulation result in schedules with more requests satisfied than runs with the custom solvers. The solutions generated with QUBO algorithm satisfied 245 and 269 requests while the solutions generated with the custom solver had satisfied 242 and 261 requests (see Table 5) for week 44, 2016 and week 40, 2018, respectively. Nonetheless the custom solver produces schedules with higher antenna utilization than either the QUBO or $\Delta$-MILP generated solutions.

Although the custom solver is a classical solver, the principle behind the custom solver is quantum-inspired. The underlying optimization process is based on substochastic Monte Carlo [27], a diffusion Monte Carlo algorithm that arises from performing imaginary-time quantum adiabatic evolution. As with usual formulations of adiabatic evolution, one slowly evolves from a “driving Hamiltonian” that represents the kinetic energy of the search algorithm to a “problem Hamiltonian” that encodes the objective function as a diagonal potential energy operator. Implementing this on quantum hardware, that is to do quantum annealing, requires these Hamiltonians be engineered from natural processes. However emulating this in software allows for significantly more flexibility in our selection of kinetic and potential energy. For example, just as in the QUBO version, we opted to maximize the number of requests fulfilled (scaled by the relative amount a requestors time was shorten, when this occurs). However, other metrics could have been used with minimal modification to the solver.

The key advantage of the custom solver over a QUBO formalism is its ability to avoid penalty models. We built the dynamics of the custom solver so that its state always encodes a feasible schedule. Recall that in QUBO expressions of the scheduling problem, the state space consists of binary variables $x_{n,m,k,t}$ that encoded the decision to start a particular request at a particular time on a particular antenna. This leads to quadratic penalty functions to avoid invalid schedules, such as a request being fulfilled multiple times (2) or two conflicting activities on a single antenna (3). The state space of the custom solver is, essentially, a Gantt chart of a feasible schedule like in Fig. 3.
The driving Hamiltonian in the custom solver is actually an algorithm that encodes how one steps from one Gantt chart to a “nearby” one, akin to how one flips one bit in the state space of a QUBO. In the QUBO formalism, flipping a bit represents an attempt to assign a starting time to a currently unfulfilled request, or deallocating a currently scheduled request (hoping it later will be assigned a more effective starting time). The analogue of this for the custom solver is to deallocate the request if applicable, then select a few view periods and attempt to fit the request into the resulting Gantt chart during one of those windows. If this is not possible, then that request remains unfulfilled with the hope that as other requests are moved it will later find a more effective slot.

In practice, we use a “soft scheduling” mechanism. By far the most challenging constraint to satisfy in this approach is ensuring that no two activities on the same antenna overlap in time. When scheduling a request, rather than assigning it a specific activity period we assign it the largest possible time window consistent with the selected view period. If this time window conflicts with time windows already assigned to the antenna, we can attempt to shrink the time windows of all the affected requests to fit in the new request. As long as we do not shrink any time windows shorter than the minimum requested activity times, then we may assign the new request onto the antenna. When we deallocate a request, we can expand the time windows of the remaining requests assigned to that antenna, hence recovering this soft scheduling flexibility for a later assignment attempt.

As a consequence, the solver does not produce the final Gantt chart, but rather one where each scheduled request obtains a time window long enough to hold its activity period. The actual assignment of activity periods into the time window is done in post-processing. At this point one could enforce any secondary desiderata; for this problem there were none and so we simply centered each activity period in the assigned time window.

Substochastic Monte Carlo is a population algorithm that interleaves the kinetics, expressed through the stepping described above, and a birth/death process governed by the potential energy (objective function). The standard quantum annealing schedule is to start the process with strong kinetics and weak potential and evolve to one with no kinetics and a strong potential. Mathematically, one can renormalize time so that the kinetics remains at a constant strength, while the potential increases over the course of the algorithm, which is the approach we take.

Each member of the population, a “walker,” is a Gantt chart of a feasible schedule. We initialize a walker with a greedy algorithm: randomly order the requests and view periods, and schedule as many as possible. Initially, only a modest number of requests get fulfilled.

The optimization algorithm then proceeds over a number of “epochs” as follows.

1) First, each member of the population takes several steps, attempting to allocate or move a requests based on its internal Gantt chart. This forms the kinetic, or diffusion, part of the algorithm.

2) Then the entire population undergoes Gibbs sampling: each walker is given a utility $E$ according to how many requests its Gantt chart fulfills, and progresses to the next epoch with likelihood $\frac{1}{Z}e^{\beta E}$ where $\beta$ is the strength of the potential energy for this epoch and $Z$ is a normalization factor.

That is, a walker whose Gantt chart fulfills more requests is exponentially more likely to survive the Gibbs sampling process.

In practice, we want the population size $P$ to be constant over the course of the algorithm and so we use a more deterministic method for selecting walkers to survive: we assign each walker a weight $\frac{P}{Z}e^{\beta E}$, and select $P$ new walkers according to this weighting. In this way, if $\frac{P}{Z}e^{\beta E} \geq 1$ then such a walker is guaranteed to appear at least $\frac{1}{\frac{P}{Z}e^{\beta E}}$ times in next epoch, while if $\frac{P}{Z}e^{\beta E} < 1$ then this walker has this probability of surviving the sampling.

One can show that as this algorithm runs, the population forms an empirical sample that approximates the quasi-stationary distribution of the quantum ground state, albeit normalized in $L_1$ as opposed to quantum states that are $L_2$-normal. Consequently, this classical diffusion algorithm exhibits behavior akin to quantum tunneling: when walkers get trapped in an unfavorable part of the state space they eventually die in favor of cloning walkers in better positions, and so the walker appears to have tunneled across the state space onto the site of another walker [28].

The current implementation of this custom solver is in Python 3.8, utilizing the multithreading package for basic parallelization. In the first stage of each epoch, each of the $P$ walkers independently evaluate the assignment/deallocation of a request based on its current Gantt chart. As this is “embarrassingly parallel” as commented above, we may perform this part of the algorithm on different threads. Based on some basic parameter optimization, we found the ideal number of walkers is roughly 50–100 for problems of this size, hence we could potentially match the population size to the number of threads available and hence achieve good parallelization for this component of the algorithm. The second phase of each epoch involves assembling the utilities of each walker’s Gantt chart, and sampling based on this, which is not suitable for parallelization, and hence, done in serially on the main thread.

V. EXTENDED QUBO FORMULATION

A. USER SATISFACTION

As mentioned in the previous section, the quality of a schedule can also be evaluated with a quantity that measures user satisfaction. To this end, Mark Johnston has introduced two metrics in [24]. The first one is the overall root mean squared unsatisfied time fraction.
\[
U_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{T_{R_k} - T_{S_i}}{T_{R_k}} \right)^2} \tag{5}
\]

with \(T_{R_k} = \sum_{k \in A_k} t_{R_k}, T_{S_i} = \sum_{k \in A_i} t_{S_k}, \) set of requests for mission \(i\) and \(t_{R_k} (t_{S_k})\) the requested (scheduled) time for request \(k\). Another metric introduced in [24] is the following:

\[
U_{\text{max}} = \max_{i \in \{1 \ldots N\}} \left( \frac{T_{R_k} - T_{S_i}}{T_{R_k}} \right) \tag{6}
\]

which indicates the worst case \(\text{max}\) unsatisfaction of any individual mission, where 1.0 means no requested time for that mission was included in the schedule.

Those metrics can be evaluated after a schedule is generated or, alternatively, be included as constraint in the cost function, which would enforce a given level of user satisfaction is achieved during the optimization. We implemented a version of \(U_{\text{rms}}\) that was compatible with a QUBO formulation by adopting a pseudo \(\ell^1\) norm instead of a \(\ell^2\) norm. The difference \(T_{R_k} - T_{S_i}\) being always positive, there is no need to take the absolute value of the difference. Minimizing the following metric would increase user satisfaction:

\[
U_{\text{us}} = \sum_{m \in M} \frac{1}{T_{R_m}} \sum_{i \in A_m} t_{R_k} - t_{S_i}. \tag{7}
\]

A term \((t_{R_k} - t_{S_i})x_i\) would not penalize a solution when a request would not be selected \((x_i = 0)\). To retain the penalizing terms \(t_{R_k}\) for unscheduled requests, the binary variable \(x\) selecting a given request is applied to the scheduled time \(t_{R_k} - t_{R_k}x_i\) and not the entire time difference. The term \(t_{R_k}\) being a constant with respect to the binary variable, minimizing the metric \(U_{\text{us}}\) (7) is achieved by minimizing

\[
h_{\text{us}}(\bar{x}) = -\sum_{m \in M} \frac{1}{T_{R_m}} \sum_{i \in A_m} t_{S_i}x_i. \tag{8}
\]

Minimizing \(U_{\text{us}}\) is, thus, equivalent to maximizing the scheduled time per mission.

Since we do not know before hand what \(T_{S_m}\) is for each mission \(m\), the formulation should include a term that constrains it to be the sum of all scheduled tracks during the optimization. To this end, we follow a procedure described by Andrew Lucas [29]. The main idea is to introduce a new binary variable \(y\) that selects one integer value \(T_{S_m}\) in the range 1 to a maximum value \(T_{R_m}\), which is known before the computation begins: \(T_{S_m} = \sum_{n=1}^{\log_2 M} n y_n\). When \(y_n = 1\) for one value of \(n\) and all the other \(y_n = 0\) for all \(n' \neq n\), \(T_{S_m} = n\). We must complement (8) with the following term in order to implement the metric (7) in QUBO formulation:

\[
h_{\text{us}2}(\bar{x}) = \sum_{m \in M} \left( \frac{T_{R_m}}{\sum_{n=1}^{\log_2 M} n y_n - \sum_{i \in A_m} t_{S_i}x_i} \right)^2. \tag{9}
\]

However, the maximum scheduled time for a request is about 10 h, or 36,000 s. There can be several dozens of requests per mission. As a consequence, the formulation above could add several 100,000 variables per mission and therefore be unpractical. Andrew Lucas [29] indicated an alternative approach that uses a binary expansion of an integer number \(N\). This expansion uses \(M + 1\) binary variables instead of \(N\) with \(M = \lfloor \log_2 N \rfloor\), drastically reducing the number of \(y\) variables needed. In order to satisfy the user satisfaction metric (7), we implemented the QUBO terms (8) and (9) using this binary expansion and added those two terms to the total cost function (4). We detail the transformation of DSN information into binary variables \(y\) with the pseudocode of Algorithm 2.

We performed several experiments and found quite logically that it was not possible to improve the user satisfaction without sacrificing other metrics (number of requests satisfied, number of conflicts, ...). Using an hyper-parameter equal to 1.43 in (9) and 1.19 in (8) and data from week 44 of 2016, the rms mean squared unsatisfied time fraction \(U_{\text{rms}}\) decreased from 31.15% (no user satisfaction constraint, in (4) alone) to 29.31%. The number of requests satisfied went down from 244 down to the 245 satisfied when no user satisfaction was enforced. The total scheduled time went from 975.90 h to 991.40 h. Fig. 6 shows the number of requests and time scheduled difference between the two implementations.

The results for other missions not shown in Fig. 6 were identical for both implementations. The number of variables increased relatively little to 60,105 from the value indicated in Table 2 while the number of finite QUBO elements of the \(Q\) matrix more than tripled to reach 147,960,129. This last number is commensurate with the maximum numbers of elements allowed by D-Wave HSS, two hundred millions, and thereby gives an indication of the kind of problem size and sophistication that can be currently solved with this
We use the request list from week 44, 2016 to illustrate the performance of this formulation. For this particular week, the Voyager 1 mission, VGR1, was the mission that had the least amount of requested time satisfied resulting in a $U_{\text{rms}}$ of 89.2% when scheduled solely using (4). In order to promote Voyager 1 mission, we set the priority of each of its requests to 1 while setting the priorities of all other requests to 10. The hyper-parameters were set to 1.43 and 1.23 for the $h_P$ and $h_{P_2}$ terms, respectively. The total number of variables was 59,802. As it was the case in the previous section, the addition of the two QUBO terms using the binary representation recommended by Andrew [29] resulted in a relatively modest increase of the number of variables (198) compared to the simple formulation of (4). The number of finite elements in the QUBO matrix $Q$ was 147,329,864. Similarly to the previous section, the additional terms implementing the priority constraint more than tripled the number of elements compared to the number indicated in Table 2. Fig. 7 shows the difference in the number of requests and time scheduled between the formulation with and without priority constraint.

The increase in both the number of requests and number of time scheduled for the Voyager 1 mission is clear. The priority formulation works well and can enable a user to prioritize a mission independently from the time and resource constraints. Enforcing a prioritization of the Voyager 1 mission comes at the cost for other missions. There are less request scheduled (240) with the additional QUBO terms implementing the prioritization than without (245, see Table 4). The root mean squared unsatisfied time fraction $U_{\text{rms}}$ is higher when prioritizing Voyager 1, 37.3%, than when not prioritizing this mission (31.5%).

For the past few years, the introduction of request priorities has been considered for the DSN scheduling [3], [5], [24]. The new prioritization scheme would shift the primary goal from eliminating conflicts, to maximizing the weighted degree of satisfaction of user requirements. This new prioritization scheme is still under development and not used in operations. We emphasize that prioritization method introduced in this section is distinct from the DSN prioritization discussed in [3], [5], and [24]. Our goal in this section was to use the formal equivalence between the scheduled time $T_{s_0}$ in (8) and a priority (weight) freely adjustable to give user the ability to adjust individual request priorities independently and independently from the time and resource constraints of the requests.

VI. CONCLUSION

In this work, we described a QUBO formulation of the DSN scheduling problem. This formulation attempts to maximize the number of requests satisfied while minimizing the number of conflicts between scheduled activities. It allows for the shortening of long tracks, the scheduling of multiple-antenna (2) simultaneously and for the splitting of long tracks into two smaller tracks when the request time is longer than 8 h. The DSN scheduling process operating on a rolling week
basis, we tested our formulation with two different weeks of user requests. Given our choice of problem characteristics such as time granularity, this inputs resulted in QUBO matrices with several tens of thousands of variables. These problem sizes being too large for current quantum annealers, we resorted to using D-Wave HSS.

We compared our results with those of Claudet et al. [26] who used the same data and produced DSN schedules with a conventional MILP technique. Solutions returned by the HSS with our QUBO matrices satisfied substantially more requests, scheduled more hours and had lower unsatisfied time fraction than those obtained with MILP using a fifteen time longer run time than the HSS run time.

We implemented a QUBO formulation to minimize unsatisfied time fraction during the computation of the solutions. This extended formulation succeeded in scheduling more hours in week 44, 2016 than when this constraint was not used, resulting in a lower unsatisfied time fraction.

Using the formal equivalence between a request scheduled time and a request priority, we formulated a QUBO constraint that allows the user to set each request priority independently for each request. This should be contrasted with requests scheduled times that are highly constrained by the problem characteristics (time and resource constraints) and therefore interdependent. We demonstrated the use of this extended formulation by assigning higher priorities to Voyager 1 mission requests, which indeed resulted in a higher number of satisfied requests and higher scheduled time for this mission.

Both the user satisfaction and priority constraints increased the number of QUBO matrix elements to about 150 millions elements, a number commensurate with the current maximum number of elements D-Wave’s HSS can handle (200 millions). This proximity sets a limit on the QUBO formulation sophistication of the deep space network scheduling problem that can be achieved in the near future. This work demonstrated promising prospects of the QUBO formulation to solve the DSN scheduling problem but more work would be needed to accommodate constraints not taken into account in this work (and listed here [2]).

We also described a custom solver approach using quantum-inspired optimization. This solver could not handle a specific type of request, and hence scheduled fewer requests overall than the HSS approach. Yet, among those requests it could treat it produced relatively comparable schedules, in terms of antenna utilization, 9–10 times faster than the HSS solution (even after excluding the time to produce the QUBO). While the custom solver can easily be modified to treat more complex objectives and request priorities, these can be a challenge for QUBO formulations.

In recent years, there has been a revived interest in quadratic unconstrained binary optimization due to the commercial availability of quantum annealers using this formulation and the prospects that this quantum technology could eventually provide an advantage over conventional computing. In a technical report on D-Wave HSS and Advantage chip, McGeoch et al. [19] demonstrated a quantum acceleration using the HSS compared to situations where only the QPU or classical solver were used. Two elements were necessary for this demonstration. First, access to same classical solver used in the HSS is needed for comparison. Second, a large amount of available time on the QPU since the demonstration involved several trial of about 15-h-long runs. We did not have either so we could not assess the role of the quantum hardware in the performance of our computation. We note that [19] is a technical report published by D-Wave. We are not aware of any peer-reviewed publications that could duplicate the results described in [19] and discuss those results in terms of D-Wave HSS 2 design characteristics. In this context, a possible future direction for this work could include the development of a classical software that could solve QUBO problems and that we could utilize in tandem with a QPU within a customized hybrid framework (using dwave-hybrid for instance). This would provide us with the opportunity to assess the solver’s performance in terms of the hybrid framework design and evaluate the relative contribution of the classical and quantum part of the computation.

A fast, efficient, and fair optimization of the initially over-subscribed schedule could save some days of time in the mid-range process, and correspondingly reduce the cost. The optimization described in this work represents an important step toward achieving this goal.
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