The Casimir effect for nonlinear sigma models and the Mermin-Wagner-Hohenberg-Coleman theorem
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The quantum vacuum (Casimir) energy arising from noninteracting massless quanta is known to induce a long-range force, while decays exponentially for massive fields and separations larger than the inverse mass of the quanta involved. Here, we show that the interplay between dimensionality and nonlinearities in the field theory alters this behaviour in a nontrivial way. We argue that the changes are intimately related to the Mermin-Wagner-Hohenberg-Coleman theorem, and illustrate this situation using a nonlinear sigma model as a working example. We compute the quantum vacuum energy, which consists of the usual Casimir contribution plus a semiclassical contribution, and find that the vacuum-induced force is long-ranged at large distance, while displays a complex behaviour at small separations. Finally, even for this relatively simple set-up, we show that nonlinearities are generally responsible for modulations in the force as a function of the coupling constant and the temperature.
I. INTRODUCTION

In quantum field theory, a continuous symmetry cannot be spontaneously broken in $D = 1$ spatial dimension. This fundamental result, due to Mermin and Wagner, Hohenberg, and Coleman [1–3], follows from the argument that when a continuous symmetry is spontaneously broken, massless Goldstone bosons emerge. Since in $D = 1$ the correlation function of massless bosons suffers from a pathological (infrared divergent) behaviour, it follows that spontaneous symmetry breaking cannot occur. The same is true in $D = 2$ spatial dimensions at finite temperature. The beauty of this result lies in its indifference to details: any mechanism capable of inducing the breakdown of a continuous symmetry gets halted once the theory is restricted to $D = 1$ (or $D = 2$ at finite temperature), regardless of the complexity of the system or the details of the quantum field theory. This simple observation hides an important repercussion of the Mermin-Wagner-Hohenberg-Coleman (MWHC) theorem for the Casimir effect.

In its original formulation [4], the Casimir effect refers to the deformations of the electromagnetic quantum vacuum fluctuations caused by the presence of two flat, parallel, and perfectly conducting plates and to the resulting force attracting the plates towards each other. It was later realised [5] that a key feature to the Casimir effect is the presence of massless quanta that induce long-range correlations, a perspective that pointed at much broader implications (for instance, in quantum liquids or superfluids, where long-range correlations may exist due to Goldstone modes of a broken continuous symmetry; see [6–8] for some examples).

While the attractive nature of the Casimir force can be understood, at least in some cases, as a consequence of a reflection symmetry between the boundaries [9], the scaling of the force with the distance is a direct consequence of the conformal invariance, that is the massless-ness of the quanta involved (e.g., the electromagnetic field in the case discussed by Casimir). On the other hand, in the presence of a mass $m$, the Casimir force scales, in $D$ spatial dimensions, as $|F_c| \sim (m\ell)^{D/2}\exp(-m\ell)/\ell^{D+1} (1 + O(m\ell))$ (This formula refers to the set-up of two $D-1$ dimensional flat parallel boundaries with periodic boundary conditions; however, the same exponential suppression occurs for other boundary conditions; see Ref. [10,11] for an elementary derivation). Thus, unless the separation is comparable with the Compton wavelength of the massive quanta involved, the Casimir force is exponentially suppressed. This explains why, for example, it is safe to ignore the contribution of electrons (whose Compton wavelength, $\lambda_e$, is of the order of $2.4 \times 10^{-12}$m) in macroscopic applications of the Casimir effect. Likewise, the Casimir effect for any other massive (Standard Model) field is thought to have no implications at distances above the (hundreds of)
nanometer range, where the Casimir force is routinely measured (e.g., [12–14]).

However, once the quantum field theory under consideration is nonlinear, even if the propagating quanta are effectively massive, the Casimir force need not be exponentially suppressed. It may, in fact, be long-ranged, as in the massless case, or display an even more intricate behaviour, depending on the strength of the interaction or on temperature. We will present our argument explicitly, focusing on a simple example of an $O(N)$ model (for some basics of these models see, for instance, the textbooks [15, 16]) governed by an action of the form

$$S = \int d^Dx dt \left\{ |\partial_\mu n_i|^2 - M^2 \left( |n_i|^2 - r \right) \right\},$$

(1)

where the $n_i$ ($i = 1, 2, \cdots, N$) are complex scalar fields, $M$ is an effective mass, $r$ is a coupling constant, and $D$ represents the spatial dimensionality. Treating the (squared) effective mass $M^2$ as an auxiliary field (viz. as a Lagrange multiplier), the theory is equivalent to the standard nonlinear sigma model [17] with the usual constraint on the norm of the vector $|n_i|^2 = r$. In the limit $r \to 0$, the above action describes $N$ free complex scalar fields with mass $M$, for which the Casimir energy per degree of freedom, $E_{\text{Cas}} \equiv E_{\text{Cas}}/2N$ (assuming periodic boundary conditions) can be written as

$$E_{\text{Cas}} = -\frac{1}{\pi \ell} \int_0^\infty \frac{\sqrt{y^2 - M^2 \ell^2}}{e^y - 1} dy.$$

(2)

The zero mass limit returns $E_{\text{Cas}}^{(0)} = -\pi/6\ell$, while the “large mass” limit, $M \ell \gg 1$, gives $E_{\text{Cas}} \sim E_{\text{Cas}}^{(0)} \sqrt{M \ell} e^{-M \ell}$, that clearly shows the exponential suppression induced by the mass (see Refs. [11, 12]).

In the present case, with a non-vanishing coupling constant, $r$, and fields forced to obey a constraint (i.e., in the presence of field nonlinearities), the effective mass $M^2$ is no longer a free parameter, rather it is fixed according to the constraint imposed on the fields (i.e., by the gap equation) and not by hand. If we fix the dimensionality to be $D = 1$, then the verdict of the MW HC theorem is final: no transition to a massless phase can occur and $M \neq 0$ for any value of the separation $\ell$. This implies that quantum fluctuations are effectively massive and, according to the above discussion, the Casimir force arising from such fluctuations should decay exponentially for separations larger than the inverse mass-gap, that is in the regime $M \ell \gg 1$. However, this view would be intuitive, but naive: in the present situation (differently from the case of free scalar

---

1 This set-up is different from that of two disconnected boundaries (eg, the parallel plates of Casimir’s set-up). For periodic boundary conditions there are no boundaries, but there is still a Casimir force that makes the circle shrink or expand, depending on the sign of the force (For an elementary discussion, see the section ‘The scalar Casimir effect on the circle’ of Ref. [12] pp. 24-26).
fields), the mass suppression appearing in the Casimir force is dictated by the gap equation (that determines how \( M^2 \) depends on the size of the system, \( \ell \), or any other external forcing eventually present), inducing in the Casimir force an additional nonlinear dependence on the separation. It is this implication of the MWHC theorem that causes a dependence of the effective mass \( M \) on the separation and modifies the exponential behaviour in the Casimir force. This behaviour is already evident since, at least, the seminal work of Ref. \([18]\) where the Casimir energy term has been shown to have a dependence scaling as the inverse size of the system, and here, we clarify this by extending the analysis to higher dimensions. Furthermore, in the following, we numerically calculate the total quantum vacuum force and show that it consists of the usual Casimir term, analogous in 1 spatial dimension to that of Ref. \([18]\) plus a contribution proportional to \( M^2 \) (this second contribution is of semiclassical nature, since \( M^2 \) is determined by the one-loop effective equations) and show that, despite the relative simplicity of the set-up, the resulting quantum vacuum force displays a nontrivial behaviour.

## II. DIMENSIONALITY AND MASS GAP

The vacuum of the classical theory \([1]\) is degenerate: anyone of the points of the \( S^{N-1} \) sphere of radius \( \sqrt{\tau} \) is a valid ground state. Once that one of the vacua is picked up, the original \( \mathbb{O}(N) \) symmetry breaks down to \( \mathbb{O}(N-1) \) (the symmetry which now leaves the chosen vacuum unchanged), with Goldstone theorem anticipating the occurrence of \((N-1)\) massless bosons. However, the quantum ground state has here a few different features. The symmetries of the vacuum are determined by the one-loop effective potential: if this potential is extremised by a non-vanishing value of the auxiliary field, say \( \tilde{M}^2 \), then one can expand \( M^2 \) around \( \tilde{M}^2 \), giving rise to massive terms for the fields \( n_i \) in the action \([1]\). This disordered phase does not break the \( \mathbb{O}(N) \) symmetry, so, rather than Goldstone bosons, the theory contains an \( n \)-plet of mass \( \tilde{M} \) particles. However, depending on the dimensionality of the system, \( \tilde{M} \) could in principle vanishes at some critical values of size and temperature. If this occurs, it indicates that a symmetry has been broken and the system has experienced a phase transition \([19]\).

The action \([1]\) is bilinear in the fields \( n_i \). A Gaussian integration of the fields straightforwardly reveals the following *euclideanised* one-loop effective action at large \( N \):

\[
S_{\text{eff}}^E = (N - 1) \text{Tr} \log \left( -\Delta - \frac{\partial^2}{\partial \tau^2} + M^2 \right) - \int_0^\beta d\tau \int d^D x \cdot M^2 \cdot r. \tag{3}
\]

The characterization of the mass gap for the \( \mathbb{C}P^{N-1} \) and \( \mathbb{O}(N) \) models in \( D = 1 \) and subjected
to boundary conditions has been discussed extensively (see, for some examples, Refs. [20–25] and the bibliographies given there). Here, we are assuming that, besides the compactified Euclidean time, there is only one constrained spatial direction \( x_1 \), leaving the remaining \( D - 1 \) directions \( (x_2, \cdots, x_D) \) unconstrained. In practice, we enclose the system within a box of size \( \ell_k \) along the direction \( x_k \), impose periodic identification, and take the limit \( \ell_k \to \infty \) for \( k = 2, \cdots, D \), leaving the direction \( x_1 \) confined. For notational convenience we relabel \( \ell_1 = \ell \) and define \( V_D = \prod_{j=1}^{D} \ell_j \).

This is the typical Casimir enclosure. Zeta-regularization allows to express the one-loop effective action as (see refs. \([26–29]\))

\[
S_{\text{eff}}^E = - (N - 1) (\zeta(0) \log \Lambda^2 + \zeta'(0)) - \int_0^\beta d\tau \int d^D x \cdot M^2 \cdot r,
\]

with

\[
\zeta(s) = \frac{V_D}{\ell} \sum_k \sum_{n=-\infty}^\infty \int \frac{d^{D-1}q}{(2\pi)^{D-1}} \left( q^2 + p_k^2 + 4\pi^2 n^2 / \beta^2 \right)^{-s},
\]

where \( \Lambda \) is a normalization constant and the eigenvalues \( p_k \) are defined by

\[
\left( \frac{\partial^2}{\partial x_1^2} + M^2 \right) f_k = p_k^2 f_k.
\]

Integrating over \( q \) in (5) yields

\[
\zeta(s) = \frac{V_D}{(4\pi)^{D-1} \ell} \frac{\Gamma \left( \frac{1-D}{2} + s \right)}{\Gamma(s)} \sum_k \sum_{n=-\infty}^\infty \left( p_k^2 + 4\pi^2 n^2 / \beta^2 \right)^{\frac{D-1}{2}-s}.
\]

Using the Mellin transform,

\[
\lambda^{-z} \Gamma(z) = \int_0^\infty t^{z-1} e^{-\lambda t} dt,
\]

in Eq. (7), it takes only simple steps to arrive at the following representation

\[
\zeta(s) = \frac{V_D}{(4\pi)^{D-1} \ell} \frac{1}{\Gamma(s)} \int_0^\infty K(t) \times \Theta(t) \frac{dt}{t^{1+\frac{D-1}{2}-s}},
\]

with \( K(t) = \sum_k e^{-tp_k^2} \) being the integrated heat-kernel associated with the differential operator in (6) and

\[
\Theta(t) \equiv \sum_{n=-\infty}^\infty e^{-4\pi^2 n^2 t / \beta^2} = \frac{\beta}{\sqrt{4\pi t}} \left[ 1 + 2 \sum_{n=1}^\infty \left( e^{-\beta^2 n^2 / 4t} \right) \right].
\]

We now write the heat-kernel as follows

\[
K(t) = \frac{\ell}{\sqrt{4\pi t}} e^{-tM^2} (1 + \delta K(t)),
\]
where, for periodic boundary conditions, we have
\[ \delta K(t) = 2 \sum_{k=1}^{\infty} e^{-\frac{t^2}{4k^2}}. \] (12)

For different boundary conditions, the decomposition (11) still holds with a different expression for (12). Substituting and performing the integrals over \( t \), we arrive at the following formula
\[ \zeta(s) = \beta V_D \frac{1}{(4\pi)^{D+1}} \frac{\Gamma(s - D/2)}{\Gamma(s)} (M^2)^{-D/2} \times \]
\[ \times \left\{ 1 + 2 \frac{D/2+1}{s-D/2} \sum_{n=1}^{\infty} \left[ (n\beta M)^{(s-D/2)} K_{D/2-s} (n\beta M) + (n\ell M)^{(s-D/2)} K_{D/2-s} (n\ell M) \right] \right\} + \]
\[ + \frac{2D+1}{s-D+1} \sum_{n,k=1}^{\infty} \left( M \sqrt{k^2 \ell^2 + n^2 \beta^2} \right)^{(s-D/2)} K_{D/2-s} \left( M \sqrt{k^2 \ell^2 + n^2 \beta^2} \right) ; \] (13)

here \( K_\nu(z) \) is the modified Bessel function of the second kind of order \( \nu \). For the derivative we have
\[ \zeta'(0) = \frac{1}{\beta V_D} \left[ \frac{d}{ds} \frac{M^{D+1-2s}}{\Gamma(s)} \left|_{s=0} \right. \right] - \dot{\zeta}_D(0) - \dot{\zeta}_D(0, \ell) + \hat{\zeta}_D(\ell, \beta) , \] (14)

where
\[ \hat{\zeta}_D(x, y) = M^{D+1} \left[ \frac{D+1}{s-D+1/2} \sum_{n,k=1}^{\infty} \left( M \sqrt{k^2 x^2 + n^2 y^2} \right)^{-D/2} K_{D/2-s} \left( M \sqrt{k^2 x^2 + n^2 y^2} \right) \right] . \] (15)

Substituting (13), (14) and (15) in (4), the one-loop effective action follows at ease.

**A. The case \( D = 1 \): Casimir effect on a closed string revisited**

Setting \( D = 1 \) (this is the case where the MWHC theorem implies a non-vanishing mass gap), gives
\[ S_{\text{eff},D=1}^{E} = \beta \int dx \left\{ -\frac{N-1}{4\pi} \left[ M^2 \cdot (\hat{r} - 1) + M^2 \log \left( \frac{M^2}{\Lambda^2} \right) - \varpi_1(0, \ell) - \varpi_1(\beta, 0) + \varpi_1(\beta, \ell) \right] \right\} , \] (16)

where we have rescaled the coupling, \( \hat{r} = 4\pi r/(N-1) \). Implementing the constraint \( \delta S^{E}_{\text{eff}}/\delta M^2 = 0 \) yields
\[ \hat{r} + \log \left( M^2/\Lambda^2 \right) - \frac{\partial \varpi_1(0, \ell)}{\partial M^2} - \frac{\partial \varpi_1(\beta, 0)}{\partial M^2} + \frac{\partial \varpi_1(\beta, \ell)}{\partial M^2} = 0 . \] (17)
FIG. 1. Numerical solution for $M^2$ in $D = 1$ (Left Panel) and in $D = 2$ (Right Panel) as a function of size $\ell$ and temperature $T$ (we have set $\hat{r} = 0.01$). Temperature varies between $T = 0.1$ (bottom-blue curve) and $T = 10$ (top-red curve). The dashed black curve corresponds to the zero temperature limit. According to the MWHC theorem, no minimum is allowed in $M^2 = 0$ for $D = 1$ and $T = 0$. In $D = 2$, as expected from the MWHC theorem, the gap equation can be minimised by $M^2 = 0$ when $T = 0$ and $\ell \to \infty$. For $T \neq 0$, however, $M^2 = 0$ is not allowed for any $\ell$.

The equation above, at any given temperature and size, can exhibit different either one or zero roots, depending on the value of the renormalised coupling constant, $\hat{r}$. The numerical solution $M^2$ of (17), and how this changes with $T$ and $\ell$, is shown in Fig. 1 (Left Panel). In the zero temperature limit, $\beta \to \infty$, the last two terms in (17) vanish, as it is easily seen by noticing that $K_p(z) \sim \sqrt{\pi/(2z)}e^{-z}$, leaving

$$\hat{r} + \log \left( \frac{M^2}{\Lambda^2} \right) - \frac{\partial \varpi_1(0, \ell)}{\partial M^2} = 0.$$  \hfill (18)$$

In the limit of large $\ell$, the last term in (18) can also be ignored, and, in accordance with the MWHC theorem, the logarithm prevents any minima from occurring at $M^2 = 0$. A more relevant regime is that of small $\ell$. The small $\ell$ expansion of the Bessel series contained in the function $\varpi_1(0, \ell)$ yields

$$-\varpi_1(0, \ell) \approx \frac{4\pi^2}{3\ell^2} - 4\pi \sqrt{\frac{M^2}{\ell^2}} - M^2 (2\gamma_e - 1) - M^2 \log \left( \frac{\ell^2 M^2}{16 \pi^2} \right) - \frac{1}{2} \ell^2 M^4 \zeta'(-2).$$  \hfill (19)$$

In this limit the logarithmic singularity in (18) cancels, but a new non-analytic term (leading to a singularity in the mass gap equation) proportional to $\sqrt{M^2}$ appears, again impeding the mass to attain a zero value. The above results can also be confronted with the results of Ref. [24].

All these results are trivially extended (by use of the modular symmetry $\ell \leftrightarrow \beta$) to the limit large $\ell$ and high temperature. Worth of notice is the first term in (19) that does not contribute to the gap equation; in fact, in the euclidean effective action, this is nothing but the vacuum energy.
Multiplying by the overall factor $-(N - 1)/4\pi$ and integrating over the separation, one obtains the Casimir energy of the string $E_s = -(N - 1) \times \frac{\pi}{3\ell}$, that is the Casimir energy of $N - 1$ complex scalar fields with periodic boundary conditions, reproducing known results \[18, 31\].

The renormalised mean quantum vacuum energy density can be expressed as usual as the sum over the energies $\omega_n(M^2)$ of the mode fluctuations (or as the integral over the energy density $E_{\text{vac}} = \int dx \langle T^{00}(x) \rangle$),

$$E_{\text{vac}} = \sum_n \omega_n(M^2) - E_{\infty}. \quad (20)$$

Importantly, in the present case, the energies depend on the mass gap $M^2$ and indirectly on the size of the system. The quantity $E_{\infty}$ is added to normalize the energy to zero once the infinite volume limit is taken. With respect to the usual noninteracting situation – that is $r \to 0$ in \[1\] –, the present case presents two essential differences. One is that the quantity $M^2$ is not set a priori, but is determined by extremisation of the effective action; secondly, the term proportional to $r \times M^2$ in the action also contributes to the vacuum energy by an amount proportional to the mass gap determined at one-loop (this term is a semiclassical contribution, vanishing in the limit $r \to 0$), implying that the vacuum energy has to be computed self-consistently. We implement the calculation in a two-step numerical procedure: we first extremise the effective action and determine the quantity $M^2$, and then compute the Casimir energy according to \[20\]. The quantity $E_{\infty}$ is the counter-term that cancels the infinite asymptotic contribution to the energy and is also evaluated numerically, with its value extracted from the non-renormalised energy at fixed and large separation (this process is repeated from increasing values of the separation until the value of $E_{\infty}$ converges).

Numerical results are shown in Fig. 2. For clarity of illustration, we plot the total force per degree of freedom $F_{\text{tot}} = -\partial E_{\text{tot}}/\partial \ell$ for two illustrative choices of parameters. The main feature that here arises is that, due to field nonlinearities, at fixed size $\ell$ the Casimir force can be non trivially modulated by an external change of the coupling constant $\hat{r}$ and the temperature $T$. In both cases, the force initially becomes stronger (more attractive), then decreases in modulus, eventually approaching zero for large values of $T$, or a constant value proportional to the derivative of the Lüscher term for large $\hat{r}$. At larger distances (along the color gradient in the figures), the force reduces, as one might expect.

---

2 In our notation, $E$ is the energy per degree of freedom.
B. The case $D = 2$: Casimir effect on a cylinder

For $D = 2$ and $T \neq 0$, the Euclidean effective action for the $O(N)$ model reads

$$S_{\text{eff},D=2}^E = \beta \int d^2 x \left\{ -\frac{(N-1)}{\pi} \left[ \frac{M^2 \hat{r}}{4} + \frac{M^3}{6} + M \left( \frac{\text{Li}_2(e^{-M\ell})}{\ell^2} + \frac{\text{Li}_2(e^{-M\beta})}{\beta^2} \right) + \frac{\text{Li}_3(e^{-M\ell})}{\ell^3} + \frac{\text{Li}_3(e^{-M\beta})}{\beta^3} + \sum_{k,n=1}^{\infty} \left( \frac{2Me^{-M\sqrt{k^2\ell^2+\beta^2n^2}}}{k^2\ell^2+\beta^2n^2} + \frac{2e^{-M\sqrt{k^2\ell^2+\beta^2n^2}}}{k^2\ell^2+\beta^2n^2} \right) \right] \right\} ,$$

(21)

where $\text{Li}_\nu(z)$ is the de Jonquières (aka polylogarithm, aka Bose’s) function of order $\nu$. In the large $\ell$ limit, both the last term and $\text{Li}_\nu(e^{-M\ell})$ can be neglected. Imposing then the usual constraint $\delta S_{\text{eff}}^E/\delta M^2 = 0$ leads to the gap equation

$$\frac{2}{\beta} \log \left( 1 - e^{-M\beta} \right) + M + \hat{r} = 0 ,$$

(22)

which clearly shows the log-singular contribution coming from the finite $T$ part (first term). Again, long range interactions are prevented in agreement with the MWHC theorem. In the zero temperature regime, the logarithmic term disappears as expected: massless phases are allowed at large $\ell$ and $T = 0$ (see also Fig. 1, Right Panel). Similarly, due to the compactification of one of the spatial dimensions, finite size effects in the zero temperature limit induce a singular term which also does not allow transitions to a massless phase.

The modulation of the Casimir force as a function of the coupling $\hat{r}$ and of the temperature $T$, at fixed length, is shown in Fig. 3. In particular, the Left Panel shows that, by increasing $\hat{r}$, the force initially becomes slightly more attractive, and then reaches a constant value which is
determined by the small $M$ limit of the $\text{Li}_3(z)$ terms. To larger values of $\hat{r}$ correspond in fact smaller values of the mass gap. The last two terms of the first line in [21] becomes negligible, with $\text{Li}_3(z)$ becoming the dominant terms. Finally, the Right Panel describes changes with temperature. The high temperature behaviour is determined by the fact that, at fixed size, higher temperatures correspond to larger values of $M_\ell$, but also to smaller differences between the two values of $M_\ell$ and $M_\infty$. This implies both the (regularised) energy and its derivative to vanish asymptotically.

C. The case $D > 2$

In the higher dimensional case, the MWHC theorem does not forbid a gapless phase: setting $D > 2$ yields a log term in the effective action, as in (16), but multiplied by a $M^{1+D}$ factor that effectively removes the singularity (see (13)-(15)). For sake of clarity, we set $D = 3$. Then,

$$S_{\text{eff, } D=3}^E = -\beta \int d^3x \frac{(N-1)}{4\pi} \left[ M^2 \hat{r} - \frac{M^4}{8\pi} \log \frac{M^2}{\Lambda^2} + \frac{3M^4}{16\pi} + \frac{\omega_3(\beta, \ell) - \omega_3(\beta, 0) - \omega_3(0, \ell)}{4\pi} \right],$$

(23)

and the gap equation

$$M^2 - M^2 \log \frac{M^2}{\Lambda^2} + 4\pi \hat{r} + \frac{\partial}{\partial M^2} \left[ \omega_3(\beta, \ell) - \omega_3(\beta, 0) - \omega_3(0, \ell) \right] = 0.$$

(24)

At large $\beta$ and large $\ell$, the gap equation does not have a singular point in $M \to 0$. For large $\beta$ and small $\ell$, it is possible to follow the same arguments of section II A and expand $\omega_3(0, \ell)$ for

![Graph](image)

**FIG. 3.** Evolution of the force along with the variation of the rescaled coupling $\hat{r}$ (Left Panel, evaluated at $T = 0.1$) and of the temperature $T$ (Right Panel, at $\hat{r} = 0.25$), at fixed size $\ell$ and $D = 2$. The color gradient corresponds to different sizes $\ell$, from $\ell = 1.8$ (brown) to $\ell = 8$ (cyan).
small size\(^3\)

\[ \varpi_3(0, \ell) \approx -\frac{16\pi^4}{45} \frac{1}{\ell^4} + \frac{4}{3} \varpi_2 \frac{M^2}{\ell^2} - \frac{8}{3} \pi \frac{M^3}{\ell} - M^4\left(\gamma_e - \frac{3}{4}\right) - M^4 \log \left(\frac{\ell M}{4\pi}\right) - \frac{1}{6} \ell^2 M^6 \zeta'(-2). \]  

(25)

It is clear that \(\partial_{M^2} \varpi_3(0, \ell)\) does not bring any singular contribution to (24), as one might expect. There are three different classes of solutions to the gap equation (see Fig. 4). At fixed temperature and coupling constant, there is no solution for \(\ell < \tilde{\ell}\), where \(\tilde{\ell}\) depends on both \(\beta\) and \(\hat{r}\). This means that the quantum vacuum might be not well defined in the region, and the theory does not describe the system consistently. At \(\ell = \tilde{\ell}\) a first (double) root appears, evolving in two different solutions as the size increases. The smaller of these two solutions turns out to be the vacuum ground state, the other being an excited state. At the critical length \(\ell = \hat{\ell}\), the smaller root is \(M^2 = 0\), signalling a phase transition in the coupling space: massless Goldstone modes appear, as the initial \(\mathbb{O}(N)\) symmetry is broken into \(\mathbb{O}(N - 1)\). The same conclusions can be drawn if size \(\ell\) is constrained to some value, and one let the temperature vary.

\[ \text{FIG. 4. The number of roots of the gap equation depends on the competition between the three parameters, size, temperature and coupling constant. The} \text{ Left Panel} \text{ shows what happens varying the size of the system } \ell \text{ when temperature and coupling are fixed (}\beta = 3 \text{ and } \hat{r} = 0.25\text{). There is no solution until } \ell \sim 1.01, \text{ which means no defined quantum vacuum. The theory becomes meaningful when roots appear, with the smaller of the two roots defining the ground state (compare with the} \text{ Right Panel). At } \ell \sim 8.36 \text{ the smaller of the two roots becomes zero, indicating the occurrence of symmetry breaking and the consequent appearance of Goldstone modes. The modular symmetry } \ell \leftrightarrow \beta \text{ ensures the same arguments to apply when temperature varies while } \ell \text{ and } \hat{r} \text{ are kept fixed.} \]

\(^3\text{In alternative, using }\text{(15)}\text{ it is possible to show the general condition }\partial_{M^2} \varpi_3(\beta, \ell) = -\varpi_D^{-2}(\beta, \ell)\)
The present calculation allows to isolate from the total free energy the coefficient of the Lüscher term, $-C_L^{(D)}/L^D$, generalised to $D$ dimensions,

$$C_L^{(D)} = 2 \pi^{-D+1} \cdot \Gamma \left( \frac{D+1}{2} \right) \cdot \zeta(D+1),$$

(26)

whose values are plotted in Fig. 5. Interestingly, the coefficient with the minimum value is the one occurring at $D = 6$.

Fig. 6 summarises the resulting Casimir forces in the $D = 3$ system. Again, for large $\hat{r}$, the mass gap is increasingly smaller. The Casimir energy is dominated by the higher-dimensional counterpart of the Lüscher term (see first term of (25)), whose corresponding force is asymptotically approached by the curves in the Left Panel of Fig. 6. The modulation as a function of the temperature - Right Panel - is similar to the previous cases, with an important caveat: the picture is only valid until a certain critical temperature, depending on $\hat{r}$ and $\ell$, above which, as previously observed, the (formal) absence of a well-defined ground state suggests the loss of validity of the model.

FIG. 5. Lüscher coefficients as a function of the dimension $D$. For $D = 1$, it recovers the standard Lüscher coefficient for a complex scalar field, $C_L^{(1)} = \pi/3$.

FIG. 6. Casimir force in the allowed range of parameters for $D = 3$ as a function of the rescaled coupling $\hat{r}$ (Left Panel, evaluated at $T = 0.1$) and of the temperature $T$ (Right Panel, at $\hat{r} = 0.25$). The color gradient corresponds to different sizes $\ell$, from $\ell = 3$ (brown) to $\ell = 8$ (cyan).
III. DISCUSSION AND CONCLUSIONS

While a nontrivial expression of the quantum vacuum arising in interacting field theories has been appreciated in various contexts (see, for example, Refs. [32–38] and references given there), the present set-up shows that substantial changes in the structure of the quantum vacuum occur even in simple quantum field theories and for the simplest choice of boundary conditions. Not only this leads to nontrivial modulation of the Casimir force as a function of external conditions (e.g., couplings or temperature), but it also regulates the behaviour at small vs large scales. This happens in the present case owing to the nonlinearities of the field theory that imply, in turn, a nonlinear dependence of the mass gap on the size of the system. Obviously the same is expected to generically happen in any interacting quantum field theory.

This leaves us with the following important message: substantial changes in Casimir forces can occur even for massive-nonlinear field theories, whereas one’s expectation would be to see the forces exponentially decaying. This statement is a direct consequence of the Mermin-Wagner-Hohenberg-Coleman theorem: quantum fluctuations in $D = 1$ (and thermal fluctuations in $D = 2$) forbid long-range interactions. The analytic regularization of the one-loop effective potential, indeed, unveils a logarithmic term proportional to $M^{1+D} \log M$ which, for $D = 1$, prevents massless phases to take place (see also Refs. [24, 39]). Imposing periodic boundary conditions, at any separation length $\ell$ the fluctuations acquire an effective mass. In terms of free (Casimir) energy, this dynamically generated mass induces an additional nonlinear dependence on the size of the system and, thereafter, a significant modulation of the Casimir force.

An interesting follow-up of the present analysis concerns the prospect of a sign-flip in the force. It is known that the appropriate tuning of the boundary conditions allows for a change in the sign of the force (see for example Ref. [40, 41]). Here, however, the boundary conditions are periodic, the simplest possible. A possible realisation of a system exhibiting a repulsive phase in the Casimir force even for periodic boundary conditions is the imperfect Bose gas in strongly anisotropic optical lattices [42–44]: whether this property could be effectively described through higher order operators in a $\mathbb{C}P^{N-1}$ or an $\mathcal{O}(N)$ model is currently under scrutiny.

The present findings should trigger further thinking about new ways to probe the quantum vacuum effects in quasi-one-dimensional cold-atomic systems, where nonlinear field theories describe relevant quantum fluctuations and boundary conditions can be mimicked by appropriate insertion of defects [45, 46]. The interest in the Casimir effect for these systems has also recently suggested the definition of a Casimir energy for lattice fermions [47]. Dirac matter quantum rings, quan-
tum cylinders, and other lattice kirigamis with (anti-) periodic boundary conditions (now standard probes to study physical manifestations of the quantum vacuum, see e.g. [48–53]) are the possible arenas where consequences for the Casimir effect due to self-interactions among lattice fermions can be spotted.

An interesting similarity is with colloidal particles immersed in binary liquid mixtures. While these systems are intrinsically higher-dimensional, once specific symmetries are appropriately imposed the dimensionality may be effectively lowered. Analogies with what we have discussed here with the Casimir effect in critical systems (e.g., see Ref. [36]) is certainly worth exploring.

ACKNOWLEDGMENTS

We acknowledge the support of the Japanese Society for the Promotion of Science (Grants-in-Aid for Scientific Research KAKENHI Grant n. 18K03626 and n. 17F17763) and of the Japanese Ministry of Education, Culture, Sports and Science (MEXT-supported Program for the Strategic Research Foundation at Private Universities ‘Topological Science’ Grant No. S1511006). VV is supported by the H2020 programme and by the Secretary of Universities and Research of the Government of Catalonia through a Marie Skłodowska-Curie COFUND fellowship – Beatriu de Pinós programme no. 801370. VV thanks Keio University for hospitality during the initial stage of this work.

[1] N. Mermin and H. Wagner, Absence of ferromagnetism or antiferromagnetism in one-dimensional or two-dimensional isotropic Heisenberg models, Phys. Rev. Lett. 17 (1966) 1133.
[2] P. Hohenberg, Existence of Long-Range Order in One and Two Dimensions, Phys. Rev. 158 (1967) 383.
[3] S. R. Coleman, There are no Goldstone bosons in two-dimensions, Commun. Math. Phys. 31 (1973) 259.
[4] H. Casimir, On the Attraction Between Two Perfectly Conducting Plates, Indag. Math. 10 (1948) 261.
[5] M. E. Fisher and P.-G. de Gennes, Phénomènes aux parois dans un mélange binaire critique, in Simple Views on Condensed Matter (3rd Edition), pp. 237–241, World Scientific Publishing, (2003), DOI.
[6] M. Kardar and R. Golestanian, The ‘friction’ of vacuum, and other fluctuation-induced forces, Rev. Mod. Phys. 71 (1999) 1233 [cond-mat/9711071].
[7] G. Volovik, The Universe in a helium droplet. Oxford University Press, 2006.
[8] M. Schecter and A. Kamenev, *Phonon-Mediated Casimir Interaction between Mobile Impurities in One-Dimensional Quantum Liquids*, *Phys. Rev. Lett.* **112** (2014) 155301.

[9] O. Kenneth and I. Klich, *Opposites attract: A Theorem about the Casimir force*, *Phys. Rev. Lett.* **97** (2006) 160401, quant-ph/0601011.

[10] E. Elizalde and A. Romeo, *Expressions for the zeta Function Regularized Casimir Energy*, *J. Math. Phys.* **30** (1989) 1133.

[11] S. Mamaev and N. Trunov, *Dependence of the vacuum expectation value of the energy momentum tensor on the geometry and topology of the manifold*, *Theor. Math. Phys.* **38** (1979) 228.

[12] M. Bordag, G. Klimchitskaya, U. Mohideen and V. Mostepanenko, *Advances in the Casimir effect*, vol. 145. Oxford University Press, 2009.

[13] G. Klimchitskaya, U. Mohideen and V. Mostepanenko, *The Casimir force between real materials: Experiment and theory*, *Rev. Mod. Phys.* **81** (2009) 1827, 0902.4022.

[14] R. Decca, *Measuring casimir phenomena, in Forces of the Quantum Vacuum: AN Introduction to Casimir Physics. Edited by Leonhardt, Ulf and Simpson, William M. R.*, pp. 195–226, (2015), DOI.

[15] J. Zinn-Justin, *Quantum field theory and critical phenomena*, *Int. Ser. Monogr. Phys.* **113** (2002) 1.

[16] M. Shifman, *Advanced topics in quantum field theory.: A lecture course*. Cambridge Univ. Press, Cambridge, UK, 2, 2012.

[17] L. Abbott, *Bound States of the Two-Dimensional O(n) Model*, *Phys. Rev. D* **14** (1976) 552.

[18] M. Luscher, *Symmetry Breaking Aspects of the Roughening Transition in Gauge Theories*, *Nucl. Phys. B* **180** (1981) 317.

[19] D. Senechal, *The Mass gap of the nonlinear sigma model through the finite temperature effective action*, *Phys. Rev. B* **47** (1993) 8353, cond-mat/9212001.

[20] A. Flachi, G. Fucci, M. Nitta, S. Takada and R. Yoshii, *Ground state modulations in the CP^{N-1} model*, *Phys. Rev. D* **100** (2019) 085006, 1907.00120.

[21] S. Monin, M. Shifman and A. Yung, *Non-Abelian String of a Finite Length*, *Phys. Rev. D* **92** (2015) 025011, 1505.07797.

[22] A. Gorsky and A. Milekhin, *CP(N-1) model on a disk and decay of a non-Abelian string*, *Phys. Rev. D* **88** (2013) 085017, 1306.3565.

[23] A. Gorsky, A. Pikalov and A. Vainshtein, *On instability of ground states in 2D CP^{N-1} and \mathcal{O}^{N} models at large N*, 1811.05449.

[24] S. Bolognesi, S. B. Gudnason, K. Konishi and K. Ohashi, *Large-N CP^{N-1} sigma model on a Euclidean torus: uniqueness and stability of the vacuum*, *JHEP* **12** (2019) 044, 1905.10555.

[25] K. Ishikawa, O. Morikawa, K. Shibata and H. Suzuki, *Vacuum energy of the supersymmetric CP^{N-1} model on \mathbb{R} \times S^{1} in the 1/N expansion*, 2001.07302.

[26] I. Avramidi, *Heat kernel and quantum gravity*, vol. 64. Springer, New York, 2000, 10.1007/3-540-46523-5.

[27] K. Kirsten, *Spectral functions in mathematics and physics*. CRC Press, Boca Raton, 2001.
[28] E. Elizalde, S. Odintsov, A. Romeo, A. Bytsenko and S. Zerbini, *Zeta regularization techniques with applications*. World Scientific, Singapore, 1994.

[29] D. J. Toms, *The Schwinger Action Principle and Effective Action*, Cambridge Monographs on Mathematical Physics. Cambridge University Press, 8, 2012. 10.1017/CBO9780511585913.

[30] G. Fucci and K. Kirsten, *Expansion of Infinite Series Containing Modified Bessel Functions of the Second Kind*, *J. Phys. A* 48 (2015) 435203 [1411.7069].

[31] M. Shifman and A. Yung, *Non-Abelian strings and the Luscher term*, *Phys. Rev. D* 77 (2008) 066008 [0712.3512].

[32] A. Flachi, *Strongly Interacting Fermions and Phases of the Casimir Effect*, *Phys. Rev. Lett.* 110 (2013) 060401 [1301.1193].

[33] A. Flachi, *Interacting Fermions, Boundaries, and Finite Size Effects*, *Phys. Rev. D* 86 (2012) 104047 [1209.4754].

[34] A. Flachi, M. Nitta, S. Takada and R. Yoshii, *Sign Flip in the Casimir Force for Interacting Fermion Systems*, *Phys. Rev. Lett.* 119 (2017) 031601 [1704.04918].

[35] M. Chernodub, V. Goy, A. Molochkov and H. H. Nguyen, *Casimir Effect in Yang-Mills Theory in D=2+1*, *Phys. Rev. Lett.* 121 (2018) 191601 [1805.11887].

[36] A. Gambassi, A. Macioly, C. Hertlein, L. Nellen, L. Helden, C. Bechinger et al., *Critical Casimir effect in classical binary liquid mixtures*, *Phys. Rev. E* 80 (2009) 061143 [0908.1795].

[37] A. Gambassi and S. Dietrich, *Critical Dynamics in Thin Films*, *Journal of Statistical Physics* 123 (2006) 929 [cond-mat/0509770].

[38] C. Hertlein, L. Helden, A. Gambassi, S. Dietrich and C. Bechinger, *Direct measurement of critical Casimir forces*, *Nature* 451 (2008) 172.

[39] A. Flachi, *Remarks on the large-N CP^{N-1} model*, 1912.12376.

[40] M. Asorey and J. Munoz-Castaneda, *Attractive and Repulsive Casimir Vacuum Energy with General Boundary Conditions*, *Nucl. Phys. B* 874 (2013) 852 [1306.4370].

[41] E. Elizalde, S. Odintsov and A. Saharian, *Repulsive Casimir effect from extra dimensions and Robin boundary conditions: From branes to pistons*, *Phys. Rev. D* 79 (2009) 065023 [0902.0717].

[42] M. Burgsmuller, H. Diehl and M. Shpot, *Fluctuation-induced forces in strongly anisotropic critical systems*, *J. Stat. Mech.* 1011 (2010) P11020 [1008.4241].

[43] P. Jakubczyk and J. Wojtkiewicz, *Phase diagram and correlation functions of the anisotropic imperfect Bose gas in d dimensions*, *J. Stat. Mech.* (2018) 053105.

[44] M. Lebek and P. Jakubczyk, *Dimensional crossovers and Casimir forces for the Bose gas in anisotropic optical lattices*, 2003.07458.

[45] D. Jaksch and P. Zoller, *The cold atom Hubbard toolbox*, *Annals of Physics* 315 (2005) 52 [cond-mat/0410614].

[46] E. Zohar, J. I. Cirac and B. Reznik, *Quantum Simulations of Lattice Gauge Theories using Ultracold Atoms in Optical Lattices*, *Rept. Prog. Phys.* 79 (2016) 014401 [1503.02312].
[47] T. Ishikawa, K. Nakayama and K. Suzuki, *Casimir effect for lattice fermions*, [2005.10758](https://arxiv.org/abs/2005.10758).

[48] E. V. Castro, A. Flachi, P. Ribeiro and V. Vitagliano, *Symmetry Breaking and Lattice Kirigami*, [Phys. Rev. Lett. 121 (2018) 221601](https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.121.221601) [1803.09495](https://arxiv.org/abs/1803.09495).

[49] A. Flachi and V. Vitagliano, *Symmetry breaking and lattice kirigami: finite temperature effects*, [Phys. Rev. D 99 (2019) 125010](https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.125010) [1904.06912](https://arxiv.org/abs/1904.06912).

[50] A. Cortijo, F. Guinea and M. A. Vozmediano, *Geometrical and topological aspects of graphene and related materials*, [J. Phys. A 45 (2012) 383001](https://iopscience.iop.org/article/10.1088/1751-8113/45/38/383001) [1112.2054](https://arxiv.org/abs/1112.2054).

[51] F. de Juan, A. Cortijo and M. A. Vozmediano, *Dislocations and torsion in graphene and related systems*, [Nucl. Phys. B 828 (2010) 625](https://www.sciencedirect.com/science/article/pii/S055032130900705X) [0909.4068](https://arxiv.org/abs/0909.4068).

[52] J. Nissinen and G. Volovik, *Elasticity tetrads, mixed axial-gravitational anomalies, and 3+1d quantum Hall effect*, [1812.03175](https://arxiv.org/abs/1812.03175).

[53] J. Nissinen, *Emergent spacetime and gravitational Nieh-Yan anomaly in chiral p + ip Weyl superfluids and superconductors*, [Phys. Rev. Lett. 124 (2020) 117002](https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.124.117002) [1909.05846](https://arxiv.org/abs/1909.05846).