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Abstract

We consider the following weakened version of the Maximal Acyclic Subgraph (MAS) problem: given a directed graph, find minimal $r$ such that one can make the graph acyclic by cutting at most $r$ incoming edges from each vertex. We present an efficient algorithm of solution for this problem and for some of its modifications: when each vertex is assigned with its own maximal number $r_i$ of cut edges, when some of edges are “untouchable”, etc. The same algorithm can be modified for approximate solution of the classical MAS problem. Numerical results are provided for random graphs with the number of vertices from 50 to 1500. They show the rate of approximation for the MAS problem around 0.6.

The main idea is based on finding the closest non-negative Schur stable matrix. In particular, recent methods of minimising spectral radius over special families of matrices are put to good use in those problems.
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1. Introduction

Let $G = (\mathcal{V}, \mathcal{E})$ be a directed graph with the set of vertices $\mathcal{V} = \{g_1, \ldots, g_n\}$ and with the set of edges $\mathcal{E}$. The vertices will be identified with the corresponding numbers $\{1, \ldots, n\}$. The Maximal Acyclic Subgraph (MAS) of $G$ is a graph $\hat{G} = (\mathcal{V}, \hat{\mathcal{E}})$ such that $\hat{\mathcal{E}} \subset \mathcal{E}$, $\hat{G}$ has no cycles, and the number of edges $|\hat{\mathcal{E}}|$ is maximal possible. The MAS problem (in short MAS) is to find a maximal acyclic subgraph of a given graph $G$. This problem is NP-hard [18]. It is not known if efficient algorithms exist to obtain an approximate solution, when the number
of edges of the obtained acyclic subgraph is at least \( \delta |\hat{E}| \) with \( \delta > \frac{1}{2} \), and most likely the answer is negative \[15\].

It is interesting that the simplest algorithm for an approximate solution of MAS gives the best known result \( \delta = \frac{1}{2} \). Indeed, take an arbitrary renumbering of vertices of \( G \) (a permutation \( \sigma \) of the set \( \{1, \ldots, n\} \)), then the set of forward edges in the new enumeration and the set of backward edges are both acyclic and one of them contains at least \( \frac{1}{2} |E| \geq \frac{1}{2} |\hat{E}| \) edges. Hence, every permutation gives an approximate solution to MAS with the factor \( \delta \geq \frac{1}{2} \). In fact, the exact solution of MAS is equivalent to finding an optimal permutation \( \sigma \) with the biggest number of edges \( |\hat{E}| \). See \[6, 8, 15, 17\] for algorithms of approximate solutions and for discussions of the complexity.

We consider a matrix approach to MAS. First we reformulate this problem as finding the closest (in the Frobenius norm) non-negative matrix \( X \) to a given matrix \( A \) with the condition \( \rho(X) = 0 \). One can note that this problem is related to finding the closest Schur stable matrix to a given matrix \( A \). That stabilisation problem is formulated in the same way but with the condition \( \rho(X) = 1 \). Some methods for the Schur stabilization were elaborated in recent literature, but all of them find only local minima, which does not give much for the MAS problem. Nevertheless, replacing the Frobenius norm by the \( L_\infty \)-norm, we obtain the Schur stabilization problem that can be effectively solved \[20\]. In the graph terms this replacement leads to the following problem: find minimal \( r \) such that one can make the graph acyclic by cutting at most \( r \) incoming edges from each vertex. In Section 3 we present an algorithm of solution. For graphs with 100 vertices, the complete solution takes usually a few seconds in a standard laptop, for 1000 vertices it takes about 10 minutes (see Section 6 for numerical results). The algorithm is based on minimising the Perron eigenvalue on special sets of matrices. In Section 4 we formulate several generalisations of our problem which admit similar methods of solution. In Section 5 we come back to the (classical) MAS problem. We show that a slight modification of our method can be used to finding an approximate solution of MAS. The rate of approximation is estimated from below by the value \( \gamma = n^{-2}|E'| \), where \( E' \) is the set of edges of the obtained acyclic subgraph. Obviously \( \delta \geq \gamma \). In the numerical experiments, our method gives the rate of approximation \( \gamma \approx 0.6 \). Finally, in Section 6 we present numerical results and discuss the complexity issue.

Throughout the paper, by the graph of a non-negative \( n \times n \) matrix \( A \) we mean the graph \( G \) with \( n \) vertices \( \{1, \ldots, n\} \) such that there is an edge from a vertex \( i \) to a vertex \( j \) if and only if \( A_{ij} > 0 \). We use a standard componentwise ordering of real matrices: \( A \geq (>\))B if \( A_{ij} \geq (>\)B_{ij} for all \( i, j \); the same for vectors; \( \rho(A) \) denotes the spectral radius of a matrix \( A \), i.e., the largest modulus of its eigenvalues. By the Perron-Frobenius theorem \[10\], chapter 8], if \( A \geq 0 \), then there is an eigenvalue \( \lambda_{\text{max}} = \rho(A) \) with a non-negative eigenvector. This eigenvalue and eigenvector are referred to as leading. The vectors will be denoted by bold letters and their components by standard letters: \( x = (x_1, \ldots, x_n) \). Matrices (vectors) with entries 0 and 1 are Boolean. In particular, an adjacency matrix of a graph \( (A_{ji} = 1 \Leftrightarrow \text{there is an edge from } i \text{ to } j; \text{ otherwise } A_{ji} = 0) \) is Boolean.

We use the notation \( \mathcal{V} = \{1, \ldots, n\} \). This set will be identified with the set of vertices of the graph \( G \). For an arbitrary finite set \( K \), \( |K| \) denotes its cardinality. Let \( X \) be an
$n \times n$ matrix. For a subset $S \subset \mathcal{V}$, we denote by $X|_S$ the $|S| \times |S|$ principal submatrix of $X$, which is a restriction of $X$ to the index set $S$. By $x|_S$ we denote the restriction of the vector $x \in \mathbb{R}^n$ to the $|S|$-dimensional space of vectors with all non-zero components in $S$.

The Frobenius norm is the Euclidean norm on the set of matrices understood as vectors in the $n^2$ dimensional space: $\|X\| = \left[ \sum_{i,j} |X_{ij}|^2 \right]^{1/2}$. We always use this matrix norm if another norm is not specified.

2. The MAS problem vs the closest stable matrix problem

The following simple observation presents the MAS problem in the linear algebraic terms.

**Proposition 1** The MAS problem is equivalent to the following problem: given a graph $G$ with an adjacency matrix $A$, find the closest in Frobenius norm non-negative matrix $X$ with zero spectral radius:

$$\begin{cases}
\|X - A\| \to \min \\
X \geq 0, \quad \rho(X) = 0
\end{cases} \tag{1}$$

Every solution $X$ of the problem (1) is a Boolean matrix whose graph solves the MAS problem for $G$.

**Proof.** The matrix $A$ is Boolean. Hence, if we replace all strictly positive entries of $X$ by ones, then the spectral radius remains zero but the distance $\|X - A\|$ becomes smaller. If for each pair $(i, j)$, we set $X_{ij} = 0$ whenever $A_{ij} = 0$, we obtain the same effect. Consequently, problem (1) can be reduced to the set of Boolean matrices $X$ such that $X \leq A$ i.e., to matrices of subgraphs of $G$. In this case, $\|X - A\|$ is equal to the square root of the number of edges cut to obtain $X$ from $A$. On the other hand, $\rho(X) = 0$ precisely when the graph of $X$ is acyclic. Thus, problem (1) is equivalent to finding the acyclic subgraph obtained from $A$ by cutting the smallest number of edges, i.e., to the MAS problem.

Problem (1) looks similar to the closest stable matrix problem. We formulate only the non-negative version of this problem. Given a matrix $A \geq 0$, find the closest matrix such that $\rho(X) = 1$:

$$\begin{cases}
\|X - A\| \to \min \\
X \geq 0, \quad \rho(X) = 1
\end{cases} \tag{2}$$

This is the same problem (1) but with $\rho = 0$ replaced by $\rho = 1$. The closest stable matrix problem have been studied in a bulk of recent works due to its application in dynamical and controlled systems, mathematical economics, population dynamics, etc. (see [7, 12, 13, 21, 22] for the problem with general matrices and [3, 20, 14] for non-negative matrices). A question arises if the methods of solutions of the closest stable matrix problem can be useful for MAS? The main difficulty is that all known methods find only locally stable matrices. Moreover, problem (1) may have an exponential number of local minima [14]. It turns out, however, that in another matrix norm, the closest stable matrix can be efficiently found. For example,
in the $L_\infty$-norm: $\|X\|_\infty = \max_{i=1,\ldots,n} \sum_{j=1}^n |X_{ij}|$. An algorithm presented in [20] finds the global minimum in the problem (2) with $L_\infty$-norm quite fast even in high dimensions (several thousands). Reformulating the problem in a new norm in term of graphs we come to the following variant of MAS:

**The max-MAS Problem.** Find the minimal integer $r$ such that a given graph $G$ can be made acyclic by cutting at most $r$ incoming edges from each vertex.

If we denote by $c_i$ the sum of cut incoming edges from $i$th vertex, then the MAS problem minimises $\sum_{i=1}^n c_i$ while the max-MAS problem minimises $\max_{i=1,\ldots,n} c_i$. This justifies our terminology. In the next section we will see that this problem can be efficiently solved with an idea of finding the closest stable matrix [20]. Note that in spite of similarity of problems (1) and (2) they are different, since the set of matrices with $\rho(X) = 1$ and with $\rho(X) = 0$ have different structures. Nevertheless, the max-MAS problem can be solved by the method based on the algorithms for solving the problem (2) in $L_\infty$-norm. Moreover, the same method can solve several generalisations of max-MAS. For example, when it is allowed to cut at most $r_i$ incoming edges from the vertex $i$, where $r_1, \ldots, r_n$ are given numbers. Some of those numbers may be zeros, in which case the corresponding vertex is “untouchable”. This and other generalizations are solved in Section 4. Then, in Section 5 we suggest an approximate solution of the classical MAS problem based on the presented algorithms. Numerical results and the complexity issue are presented in Section 6.

## 3. Algorithmic solution for the max-MAS problem

### 3.1. Spectral formulation

The max-MAS problem is formulated in linear algebraic terms as follows:

$$\begin{cases} 
\|X - A\|_\infty \rightarrow \min \\
X \geq 0, \ \rho(X) = 0 
\end{cases} \quad (3)$$

where $A$ is a given Boolean $n \times n$ matrix. The equivalence of this problem to max-MAS is proved in the same way as in Proposition [4]. This problem, it turn, is reduced to

$$\begin{cases} 
\rho(X) \rightarrow \min \\
X \geq 0, \ \|X - A\|_\infty \leq r 
\end{cases} \quad (4)$$

Indeed, if we are able to solve (4) for every integer $r$, then the minimal possible $r$ for which there is a non-negative matrix $X$ such that $\|X - A\|_\infty \leq r$ and $\rho(X) = 0$ is found merely by integer bisection in $r$.

It is more convenient to consider problem (4) in slightly different terms. For the $i$th row of matrix $A$ we denote $\mathcal{B}(A_i, r) = \{x \in \mathbb{R}^n_+ \mid \|A_i - x\|_1 \leq r\}$, where $\|y\|_1 = \sum_{j=1}^n |y_j|$ is the $L_1$-norm. So, $\mathcal{B}(A_i, r)$ is the $L_1$-ball of radius $r$ centered at $A_i$ and intersected with the positive
orthant. Then $\mathcal{B}(A, r)$ denotes the set of matrices with $i$th row from $\mathcal{B}(A_i, r), i = 1, \ldots, n$. Clearly, $\mathcal{B}(A, r)$ is a convex polyhedron in the set of matrices.

Now we focus on the following problem equivalent to (4): for a given Boolean matrix $A$ and for $r \in \mathbb{N}$ solve
\[
\begin{cases}
\rho(X) \rightarrow \min \\
X \in \mathcal{B}(A, r)
\end{cases}
\] (5)
The solution $X$ is always a Boolean matrix. If we find the smallest non-negative integer $r$ for which this problem has a solution, then the graph of this solution $X$ solves the max-MAS problem.

3.2. Minimisation of spectral radius over product families

The problem (5) can be efficiently solved for each $r$. This is because $\mathcal{B}(A, r)$ is a product set of matrices. Optimising the spectral radius over product sets has been investigated in various contexts [19, 24, 20, 1]. Let us have arbitrary compact sets $F_i \in \mathbb{R}^n_+$. The set of matrices $\mathcal{F} = \{X \mid X_i \in F_i, i = 1, \ldots, n\}$ is called a product set. Every matrix from a product set is composed with rows chosen from the sets $F_i$ arbitrarily and independently. The sets $F_i$ are usually referred to as uncertainty sets. All methods of minimising the spectral radius over product families are actually based on the well-known formula
\[
\rho(X) = \sup \{ \lambda \mid \exists u \geq 0, u \neq 0 : X u \geq \lambda u \},
\] (6)
which holds for every non-negative matrix [3]. If we minimise the spectral radius of a matrix over a product set, this formula allows us to treat all rows separately:
\[
\min_{X \in \mathcal{F}} \rho(X) = \sup \{ \lambda \mid \exists u \geq 0, u \neq 0 : \langle X_i, u \rangle \geq \lambda u_i, X_i \in F_i, i = 1, \ldots, n \}. \tag{7}
\]
If all the uncertainty sets $F_i$ are finite, then there are several methods of applying linear programming to this problem. Their complexity, however, depends on the cardinalities of the uncertainty sets [23, 27]. In our case the sets $F_i = \mathcal{B}(A_i, r)$ are polytopes with exponentially many vertices. If the row $A_i$ contains $m_i$ ones and $m_i > r$, then the number of vertices is $\binom{m_i}{r}$. Therefore, the linear problem has an exponential number of inequalities, which makes this approach inefficient for the problem (5).

That is why we make use of another approach based on a recursive relaxation scheme suggested in [11, 20] and called the greedy algorithm. A similar scheme was also applied in Markov decision processes [2, 16, 25]. A crucial point of this approach is the following fact:

**Theorem A.** [19] A matrix $X \in \mathcal{F}$ has the minimal spectral radius over a product set $\mathcal{F}$ if and only if $X$ possesses a leading eigenvector $v$ such that $\langle X_i, v \rangle = \min_{x \in F_i} \langle x, v \rangle$ for each $i = 1, \ldots, n$.

The relaxation scheme works as follows. If in $k$th iteration we have a matrix $X^{(k)} \in \mathcal{F}$, then we compute its leading eigenvector $v^{(k)}$ and then, for every $i = 1, \ldots, n$, we replace the $i$th row of $X^{(k)}$ by the element $X_i \in F_i$ which minimises the scalar product $\langle X_i, v^{(k)} \rangle$.
We obtain $X^{(k+1)}$, etc. Thus, in each iteration we replace every row of the matrix by the optimal row in the corresponding uncertainty set, i.e., by the row making the shortest projection with the leading eigenvector. Formula (6) implies that this scheme is a relaxation: $\rho(X^{(k)})$ is decreasing in $k$, maybe non-strictly. Under some “positivity-like” assumptions on the uncertainty sets $\mathcal{F}^{(k)}$, the spectral radius strictly decreases, and hence the solution is found in finite time.

This scheme, however, has a serious disadvantage: without those “positivity-like” assumptions the algorithm may cycle. Moreover, for sparse matrices the cyclicity happens quite often. A modified greedy algorithm which never cycles was presented in [20]. According to numerical experiments, that algorithm has a very fast convergence and finds the minimum within a few iterations even in high dimensions [9]. Of course, if some of the sets $\mathcal{F}_i$ are of large cardinality, one iteration may take long, since it requires computing of $|\mathcal{F}_i|$ scalar products. This occurs, in particular, in our problem (5), where each set $\mathcal{F}_i = B(A_i, r)$ has an exponential number of extreme points. In this section we overcome this difficulty and modify the greedy algorithm specially for these sets. To this end we begin with introducing some further notation.

An arbitrary non-negative vector $v \in \mathbb{R}_+^n$ defines an ordering on the set $V = \{1, \ldots, n\}$ by the values of components of $v$: $i \geq_j j$ if $v_i \geq v_j$. For every $r \leq n$, we can consider the set of $r$ largest elements of $V$ in this ordering. This set may not be unique if $v$ have some equal components. In this case we take any set of $r$ largest elements. Similarly, for any subset $S \subset V$, we consider the set $S'$ of $r$ largest elements of $S$. We say that the set $S'$ occupies $r$ largest components of $v$. If $|S| < r$, then we say that the whole set $S' = S$ occupies $r$ largest components of $v$ (although it contains less number of elements).

**Definition 1** Let $A$ be a Boolean $n \times n$ matrix and $r \in \mathbb{N}$. Let also $X$ be a Boolean $n \times n$ matrix and $v \in \mathbb{R}_+^n$ be a vector. A row $X_i$ is minimal in the ball $B(A_i, r)$ with respect to $v$ if the set of zeros of $X_i$ on the set $\text{supp} A_i$ occupies $r$ largest components of $v$ on that set.

Thus, if $\|A_i\|_1 > r$, then the minimality of $X_i$ means that in the index set $\text{supp} A_i$, there are $r$ indices corresponding to maximal (in this set) components of the vector $v$ on which all components of $X_i$ are zeros. If $\|A_i\|_1 < r$, then the minimality means simply that $X_i = 0$ on the whole set $\text{supp} A_i$.

It is easy to find the minimal row in the ball $B(A_i, r)$ with respect to a given vector $v$. One needs to order the index set $\text{supp} A_i$ by the values of the components of $v$ and take $r$ biggest (in this order) indices. Denote this set by $J$. If $|\text{supp} A_i| \leq r$, then put $J = \text{supp} A_i$. Then the minimal row is $X_{ij} = 0$ if $j \in J$ and $X_{ij} = A_{ij}$ otherwise.

The minimal row possesses the shortest possible projection to the vector $v$ among all elements of $B(A_i, r)$ as the following lemma asserts.

**Lemma 1** A row $X_i$ is minimal with respect to a vector $v$ in the ball $B(A_i, r)$ precisely when

$$\langle X_i, v \rangle = \min_{x \in B(A_i, r)} \langle x, v \rangle$$

(8)
Proof. Assume $|\text{supp } A_i| > r$. If the set of zeros of $X_i$ does not occupy $r$ largest components of $v$ on $\text{supp } A_i$, then there are numbers $j, k \in \text{supp } A_i$ such that $v_j > v_k$ and $v_j = 1, v_k = 0$. Interchanging those components we reduce the scalar product $\langle X_i, v \rangle$, which is a contradiction. Conversely, assume the set of zeros of $X_i$ occupies $r$ largest components of $v$ on $\text{supp } A_i$, but the minimal scalar product is smaller than for $X_i$ and is attained at some $x \in B(A_i, r)$. It can be assumed that $x$ is an extreme point of the ball $B(A_i, r)$, i.e., a Boolean vector. Hence $\langle A_i - x, v \rangle$ does not exceed the sum of $r$ largest on the set $\text{supp } A_i$ components of $v$, i.e., does not exceed $\langle A_i - X_i, v \rangle$. Hence $\langle x, v \rangle \geq \langle X_i, v \rangle$. If $|\text{supp } A_i| \leq r$, then the minimal (coordinatewise) element of the ball $B(A_i, r)$ is the origin, for which the minimal scalar product is attained.

Remark 1 If $v$ possesses some zero components, then the definition of the minimal row can be reduced to the support of $v$. We reduce all vectors to the set $S = \text{supp } v$ and do not pay attention to other components. Then minimal vectors stay minimal after this reduction.

Theorem 1 Let $A$ be a Boolean matrix and $r \in \mathbb{N}$. The problem (5) reaches its global minimum at some Boolean matrix $X$. This matrix is characterised by the property: there exists a leading eigenvector $v$ of $X$ such that each row $X_i$ is minimal in the ball $B(A_i, r)$ with respect to $v$.

Proof follows by combining Lemma 1 and Theorem A for the sets $F_i = B(A_i, r)$ and for the leading eigenvector $v$ of $X$.

If the eigenvector $v$ is sparse, then it makes sense to reduce all vectors to the set $S = \text{supp } v$ in the spirit of remark 2. Indeed, the scalar product $\langle X_i, v \rangle$ depends only on entries of the vector $X_i$ on the set $S$. Hence, if $v$ is not strictly positive, the criterion of Theorem 1 can be reduced to the set $S$:

Corollary 1 The criterion for solution of the problem (5) in Theorem 1 can be written in the following form. Let $S = \text{supp } v$. Denote by $v', X'_i$, and $A'_i$ the restrictions of those vectors to the set $S$. Then the matrix $X$ is a solution of the problem (3) if and only if there exists a leading eigenvector $v$ of $X$ such that for every $i \in S$ each row $X'_i$ is minimal in the ball $B(A'_i, r)$ with respect to $v'$.

If $v > 0$, then Corollary 1 coincides with Theorem 1. If $v$ has some zero components, then the criterion of Corollary 1 is simpler in practice since it involves only the submatrix $X' = X|_S$.

3.3. Some auxiliary facts on non-negative matrices

A non-negative matrix $A$ is called irreducible if it does not have a nontrivial invariant coordinate subspace, i.e., a subspace spanned by some elements $e_i$ of the canonical basis. A matrix is irreducible if and only if its graph is strongly connected. Reducibility means that
there is a proper nonempty subset \( \Lambda \subset V \) such that for each \( i \in \Lambda \), the support of the \( i \)th column of \( A \) is contained in \( \Lambda \).

For every matrix \( A \geq 0 \), there exists a suitable permutation \( P \) of the basis of \( \mathbb{R}^n \), after which \( A \) gets a block upper triangular form with \( q \geq 1 \) diagonal blocks \( A_j \) called the Frobenius factorization:

\[
P^{-1}AP = \begin{pmatrix}
A_1 & * & \ldots & * \\
0 & A_2 & * & \\
\vdots & \ddots & \ddots & * \\
0 & \ldots & 0 & A_q
\end{pmatrix}.
\] (9)

For each \( j = 1, \ldots, q \), the matrix \( A_j \) in the \( j \)th diagonal block is irreducible. Any non-negative matrix possesses a unique Frobenius factorization up to a permutation of blocks (see [10, chapter 8]).

It is well-known (e.g. [5]) that an irreducible matrix has a simple leading eigenvalue. The converse is not true: a matrix with a simple leading eigenvalue can be reducible.

Let \( A \) be an \( n \times n \) non-negative matrix. Its leading eigenvector \( v \) is called minimal if there is no other leading eigenvector that possesses a strictly smaller (by inclusion) support. A minimal eigenvector is unique up to normalisation if and only if the geometrical multiplicity of the leading eigenvector is one. A minimal leading eigenvector can be found by Frobenius factorization [9]. It suffices to take the smallest \( m \) such that \( \rho(A_m) = \rho(A) \) i.e., the “highest” diagonal block with the maximal spectral radius. Then consider the leading eigenvector \( u \) of the principal submatrix of \( A \) that consists of blocks \( A_1, \ldots, A_m \). Complement this vector by zeros to an \( n \)-dimensional vector and obtain a minimal eigenvector \( \bar{u} \) of the matrix \( P^{-1}AP \). Respectively, the vector \( P\bar{u} \) is the minimal leading eigenvector of \( A \).

Can the minimal leading eigenvector be strictly positive, i.e., possess a full support? Of course. This case is characterized by the following property:

Proposition 2 [20] If a matrix \( A \geq 0 \) has a strictly positive minimal leading eigenvector \( v \), then its leading eigenvalue is simple. In the Frobenius factorisation [9] the spectral radius of \( A_q \) is equal to \( \rho(A) \) and the spectral radii of all the other blocks are smaller than \( \rho(A) \).

In case of positive minimal leading eigenvector we can define the notion of a basic set, which is needed in our algorithm.

Definition 2 Suppose a matrix \( A \) has a strictly positive minimal leading eigenvector. Then the basic set of \( A \) is the support of the leading eigenvector of the matrix \( A^T \).

If the minimal leading eigenvector is strictly positive, then by Proposition 2 the leading eigenvalue is simple. Then so is the leading eigenvalue of of the transposed matrix. This implies the correctness of Definition 2. Another consequence of Proposition 2 is that the basic set can be found without computation of the leading eigenvector of \( A^T \), provided the Frobenius factorisation is available.

Proposition 3 [20] Suppose a matrix \( A \) has a strictly positive minimal leading eigenvector; then the basic set of \( A \) is the set of indices which after the permutation \( P \) form the last block \( A_q \) in the Frobenius factorisation [9].
Proof. By Proposition 2 the matrix $A$ and hence $P^{-1}AP$ has a simple leading eigenvalue which is located in the last block $A_q$ of factorisation (9). Hence the leading eigenvector of $[P^{-1}AP]^T$ has its support in the last block. On the other hand, $[P^{-1}AP]^T = P^{-1}A^TP$, from which the proposition follows.

Now the preliminary work is done and we are ready to present the main result.

3.4. The algorithm of solution of problem (5)

Notation for Algorithm 1. Let $\mathcal{V} = \{1, \ldots, n\}$. For a matrix $X$, vector $x$, and a subset $K \subset \mathcal{V}$, we denote by $X|_K$ and $x|_K$ the restrictions of the matrix and of the vector to the index set $K$ (see Introduction). We use the notions of minimal leading eigenvector (Definition 1) and of the basic set (Definition 2). We use an obvious fact that if $v$ is a minimal leading eigenvector of a matrix $X$ and $S = \text{supp} \ v$, then the matrix $X|_S$ has a strictly positive minimal leading eigenvector $v|_S$. 
Algorithm 1: Algorithm 1 for solving problem (5)

Data: A Boolean $n \times n$ matrix $A$, a number $r \in \mathbb{N}$

Result: A matrix $\hat{X}$ which is a solution of problem (5).

begin

1. Set $X^{(1)} = A$.

(*) $k$th iteration. We have a Boolean $n \times n$ matrix $X^{(k)}$.

2. if $\rho(X^{(k)}) < 1$ then

   STOP. Algorithm 1 terminates. Denote $\hat{X} = X^{(k)}$ and go to return;

else

3. Denote $X = X^{(k)}$. Compute a minimal leading eigenvector $v$ of $X$ (take any of them, if there are several ones), set $S = S^{(k)} = \text{supp } v$, $X' = X|_S$, and go to (**);

(**) Main loop. We have an $n \times n$ matrix $X$, its minimal leading eigenvector $v$, $S \subset V$. We consider a submatrix $X' = X|_S$ and its strictly positive minimal leading eigenvector $v' = v|_S$.

   Let $\mathcal{H} \subset S$ be the basic set of $X'$ and $\mathcal{I}$ be the set of indices $i \in S$ for which the row $X'_i$ is minimal in the ball $B(A'_i, v')$ with respect to the vector $v'$.

5. if $\mathcal{I} = S$ then

   STOP. Algorithm 1 terminates. Define the $n \times n$ matrix $\hat{X}$ as follows:

   $\hat{X}_i = X_i$ for $i \in S$ and $\hat{X}_i = A_i$ for $i \notin S$. Go to return;

else

6. Define the next matrix $\tilde{X}$ as follows:

   If $i \in \mathcal{I}$ or $i \notin S$, then $\tilde{X}_i = X_i$;

   Otherwise, if $i \in S \setminus \mathcal{I}$, then $\tilde{X}_i|_S$ is the minimal row in the ball $B(A'_i, r)$ with respect to $v'$ and $\tilde{X}_{ij} = A_{ij}$ for all $j \notin S$.

   Set $X' = \tilde{X}|_S$;

7. if $\mathcal{H} \subset \mathcal{I}$ then

   $\rho(\tilde{X}') = \rho(X')$, the leading eigenvalue of $\tilde{X}'$ is simple;

   We compute the minimal leading eigenvector $\tilde{v}'$ of $\tilde{X}'$. The set $S$ is not changed;

   if $\tilde{v}' > 0$ then

      set $X = \tilde{X}$, $v = \tilde{v}$, and $S$ is as before. Go to (**);

   else

      set $S = \text{supp } \tilde{v}'$, $X' = \tilde{X}|_S$, and $v' = \tilde{v}|_S$. Go to (**).

else

   we have $\mathcal{H} \notin \mathcal{I}$ and $\rho(\tilde{X}) < \rho(X)$. Set $X^{(k+1)} = \tilde{X}$ and go to the next $(k+1)$st iteration (*);

return $\hat{X}$ is a solution;
3.5. Explanations and proofs

Explanations.

The algorithm is a relaxation scheme: the value of the spectral radius $\rho(X)$ is non-increasing during the whole algorithm.

The algorithm consists of iterations (*), each iteration consists of several steps (**). During all steps (in one iteration) the value $\rho(X)$ is the same. The iteration is completed when this value becomes strictly smaller.

(*): In $k$th iteration we have a matrix $X = X^{(k)}$. We find its minimal leading eigenvector $v$ and denote $S = \text{supp } v$. Then till the end of this iteration we work on the set $S$ without involving other indices. We consider the matrix $X'$, which is a restriction of $X$ to the set $S$. Then the vector $v' = v|_S$ is a positive minimal leading eigenvector of $X'$. We find the basic set $H$ of $X'$ (Definition 1), see (10).

(**): We replace all rows of $X'$ by the minimal rows in the corresponding balls $B(A'_i, r)$ with respect to $v'$. All other elements of $X$ are not changed. We obtain a matrix $\tilde{X}$.

If all rows of $X'$ are already minimal, then $X'$ is a solution, Algorithm 1 terminates.

If all rows with indices in $H$ are already minimal, then the leading eigenvalue of $\tilde{X}'$ is simple (Theorem 2 below). We compute the minimal leading eigenvector $\tilde{v}'$ of $\tilde{X}'$. If $\tilde{v}' > 0$, then denote $v' = \tilde{v}'$, $\tilde{X}' = X'$, keep the same $S$ and go to the next step (**). Otherwise we set $S = \text{supp } \tilde{v}' = S$, restrict everything to this set and go to (**). Thus, we have a sequence of matrices $X'$ with simple leading eigenvalues, unless the support $S$ gets smaller. Then we pass to the smaller support (i.e., to a submatrix), again obtain a sequence of matrices with simple leading eigenvalue, unless the support gets smaller, etc. We do it until in some step not all rows with indices in $H$ are minimal. In this case $\rho(X') < \rho(X)$. We set $X^{(k+1)} = \tilde{X}$ and go to the next iteration (*).

In Algorithm 1 we have three main components:

1) Invariants. In each iteration we have a Boolean matrix $X$, its minimal leading eigenvector $v$ and a set of indices $S = \text{supp } v$;

2) Progress measure. The spectral radius $\rho(X)$ strictly decreases in iterations. Inside each iteration the spectral radius is the same and the index set $S$ is non-increasing. When at
some step $\rho(X)$ strictly decreases, we recompute the set $S$ and start the new iteration with this set.

Inside one step of the algorithm (in the inner loop) the algorithm does not cycle (Theorem \[\text{2}\]).

3) Stopping criterion. The algorithm stops when the current matrix $X' = X|_S$ is minimal in every row. In this case $X$ is also minimal in every row and hence (Theorem \[\text{1}\]) $X$ is a solution of problem \[\text{5}\].

**Theorem 2** Algorithm 1 is well-defined. It finds the global solution of problem \[\text{5}\] in a finite number of steps.

The well-definedness means that at each iteration matrix $X'$ has a leading eigenvector, which is unique up to a normalization. We are proving more: $X'$ has a simple leading eigenvalue. The claim that the algorithm finds the global solution in a finite time means two things: 1) all the intermediate conclusions of the algorithm are correct; 2) the algorithm does not cycle.

**Proof.** First we need to prove the correctness of intermediate conclusions: in steps 2 and 5 the matrix $X$ is optimal; in step 7 the assertion $H \subset J$ implies that $\lambda_{\text{max}}$ is simple and is not changed after this step, and in step 11, $H \not\subset J$ implies that $\lambda_{\text{max}}$ becomes strictly smaller.

Algorithm 1 is a modification of the algorithm from \[20\] derived specially for the uncertainty sets $F_i = B(A_i, r)$. The proofs for the steps 3,5,7,11 are the same as the proof of analogous Theorem 8 from \[20\]. We only replace solutions of the problem $\langle X_i, v \rangle \to \min, X_i \in B(A_i, r)$ by the minimal rows of the matrix $X$ with respect to $v$ (Lemma \[1\]) and use the criterion of the solution of problem \[5\] from Corollary \[1\]. The proof of non-cyclicity is also the same as for Theorem 8 from \[20\]. We also note that due to Theorem \[1\] Algorithm 1 runs over extreme points of the sets $B(A_i, r)$, i.e., over Boolean vectors. Since the total number of Boolean vectors is finite, the non-cyclicity implies that Algorithm 1 terminates within finite time. In step 2 the algorithm terminates since for an integer matrix $X$, $\rho(X) < 1$ means that $\rho(X) = 0$, hence $X$ has the minimal possible spectral radius.

\[\blacksquare\]
4. Solution of the max-MAS problem and generalizations

Solution of the max-MAS problem. Take \( r_0 = \|A_i\|_{\infty} \). Since the ball \( B(A, r_0) \) contains zero matrix, it follows that \( \min_{X \in B(A, r_0)} \rho(X) = 0 \). Then applying Algorithm 1 and the integer bisection on the segment \([0, r_0]\) we find the smallest \( r \) such that \( \min_{X \in B(A, r)} \rho(X) = 0 \). For this \( r \), the matrix \( \hat{X} \) provided by Algorithm 1 and the graph \( \hat{G} \) of this matrix give the answer. Solution is completed.

Before looking at numerical results and discussing the complexity, we note that several generalisations of the max-MAS problem can be solved using slight modifications of our method. Below we formulate three of them.

Problem 1. To each vertex of a graph \( G \), a non-negative integer is assigned. Make the graph acyclic by cutting at most the assigned number of incoming edges from each vertex.

Let a number \( r_i \geq 0 \) be assigned to the \( i \)th vertex, \( i = 1, \ldots, n \). Problem 1 is solved with Algorithm 1 by replacing all balls \( B(A_i, r) \) with \( B(A_i, r_i) \). If the minimal spectral radius is zero, then the answer is affirmative and the matrix of the desired graph is available.

Problem 2. Solve the max-MAS problem for a weighted graphs, with given positive weights of edges.

Solved by usual (non-integer) bisection and invoking Algorithm 1. One needs only to modify the definition of minimal row as follows: the ordering of the \( i \)th row by numbers \( v_j \) is replaced by ordering by numbers \( \alpha_{ij}v_j \), where \( \alpha_{ij} \) is the weight of an edge from \( g_j \) to \( g_i \).

Problem 3. Solve the max-MAS problem with an extra assumption that some of edges are “untouchable”, i.e., it is prohibited to cut them.

Solved as the usual max-MAX with the following modification of the definition of minimal row (Definition 1): For each \( i = 1, \ldots, n \), in \( i \)th row the positions of untouchable edges are removed from the set \( \text{supp} A_i \).

5. The max-MAS problem and an approximate solution for MAS

Having solved the max-MAS problem we obtain an acyclic graph \( \hat{G} \). This graph can be considered as an approximate solution for the MAS problem for the graph \( G \). However, usually \( \hat{G} \) has much less than \( \frac{1}{2}|E| \) edges and so gives a bad approximation for MAS. The reason is obvious: the algorithm of solving the max-MAS problem tries to cut the maximal allowed number of incoming edges from each vertex and therefore cuts more edges than needed. Nevertheless, the following modified scheme gives satisfactory results:
Algorithm 2: Algorithm 2 for approximate solution of MAS

Data: A graph $G$

Result: An acyclic subgraph $\bar{G}$, which is an approximate solution to MAS problem.

begin

1. Apply Algorithm 1 to the graph $G$. Obtain a solution $\hat{G}$ to the max-MAS problem;
2. Take the matrix $\hat{X}$ of $\hat{G}$. Find its Frobenius factorisation: $P^{-1}\hat{X}P$, where $P$ is a permutation matrix;
3. Set $Y_{ij} = [P^{-1}AP]_{ij}$ if $j > i$ and $Y_{ij} = 0$ otherwise;
4. return Set $\bar{X} = PYP^{-1}$. Then the graph $\bar{G}$ of the matrix $\bar{X}$ is an approximate solution for MAS;

end

Explanation. The solution $\hat{X}$ of max-MAS problem has spectral radius equal to zero. Hence its Frobenius factorisation $Z = P^{-1}\hat{X}P$ is upper triangular with zero diagonal. Replacing the over-diagonal part of $Z$ by the over-diagonal part of the matrix $P^{-1}AP$ we keep the spectral radius equal to zero and reduce the distance to the matrix $P^{-1}AP$. Denote the obtained matrix by $Y$. We have $\rho(Y) = 0$ and the inverse permutation $PYP^{-1}$ is an approximate solution for MAS.

Remark 2 In fact Algorithm 2 finds the enumeration of vertices in $V$ corresponding to the max-MAS solution $\hat{G}$. In this enumeration (given by the permutation matrix $P$) the matrix $\hat{X}$ has an upper triangular form with zero diagonal. Then we set $\bar{G}$ to be the acyclic graph corresponding to this enumeration.

Note that Algorithm 2 can easily be modified to find approximate solutions of several generalizations of the MAS problem that inspired by Problems 1-3 in Section 4. For example:

Find the maximal acyclic subgraph under the extra assumptions that at most $r_i$ incoming edges are cut from the $i$th vertex, $i = 1, \ldots, n$, where $\{r_i\}_{i=1}^n$ are given integers.

This corresponds to Problem 2. Problem 3 rises another variant of MAS:

Find the maximal acyclic subgraph under the extra assumptions that some edges are untouchable.

We are not aware of any known algorithms from the literature for approximate solutions of those problems.

6. Numerical efficiency and complexity issue

The algorithm of solution for the max-MAS problem demonstrates a very good efficiency. It consists in integer bisection in parameter $r$, where in each iteration of the bisection we solve problem (5) with Algorithm 1. The total number of iterations therefore does not exceed
$1 + \log_2 \|A\|_\infty$; in each step we apply Algorithm 1. Numerical results are shown in Tables 1 and 2. Table 1 demonstrates results for random graphs with sparsity $\frac{|E|}{n^2}$ between 49% and 91%, Table 2 shows results for sparsity between 5% and 74%. For each dimension $n = |\mathcal{V}|$ from 20 to 1500, we made 20 experiments and put the average number of steps ($\# \text{ steps}$) and the average running time. Let us recall that by one step we mean one computation of the leading eigenvector, because this is the most expensive operation. The experiments were done in a standard laptop. Every time we use the obtained solution for the max-MAS problem to find the approximate solution for the MAS problem (for the same graph). The rate of approximation $\gamma$ is written in the last row.

Every time Algorithm 1 finds the solution within 3-5 steps and this number grows very slow with the dimension. Then to solve the max-MAS problems we need to apply Algorithm 1 at most $\log_2 n + 1$ times. We see form the Tables that for graphs with 250 vertices the complete solution of max-MAS problem takes less than 35 steps, which is done for less than 9 seconds; for graphs with 1000 vertices the solution takes less than 11 minutes. The average rate of approximation $\gamma$ is quite stable and stays close to 0.6 for all dimensions.

| $d$ | 50  | 250 | 500  | 1000 | 1500 |
|-----|-----|-----|------|------|------|
| time | 0.36s | 8.1s | 66.42s | 622.43s | 2860.79s |
| $\# \text{ steps}$ | 17  | 34.6  | 38.5  | 44.7  | 50.3  |
| $\gamma$ | 0.644 | 0.621 | 0.615 | 0.616 | 0.616 |

Table 1. Solving the max-MAS and approximating MAS for graphs with sparsity 9 – 51%

| $d$ | 50  | 250 | 500  | 1000 | 1500 |
|-----|-----|-----|------|------|------|
| time | 0.35s | 6.56s | 61.06s | 605.73s | 2614.02s |
| $\# \text{ steps}$ | 18.9 | 32.1 | 41.8 | 43.1 | 43.7 |
| $\gamma$ | 0.6 | 0.592 | 0.592 | 0.593 | 0.592 |

Table 2. Solving the max-MAS and approximating MAS for graphs with sparsity 26 – 95%

The theoretical complexity of the max-MAS problem is not known for us. We can only conjecture that it is polynomial. The complexity of the problem of minimizing the spectral radius of product families have been studied in the literature, mostly on the Markov decision processes, see [2, 12, 27] and references therein. It is known that it is polynomial in the total cardinality of the uncertainty sets. For our problem, this does not mean the polynomial solvability, since the number of extreme points in the balls $\mathcal{B}(A_i, r)$ can be exponential. On the other hand, it was shown in [9] that for positive strictly convex smooth sets $\mathcal{F}_i$, the greedy algorithm has a quadratic convergence. This certainly explains its fast convergence for finite sets $\mathcal{F}_i$ but does not give good estimate for the theoretical complexity. At least, an idea to approximate the balls $\mathcal{B}(A_i, r)$ by convex smooth set does not work, since the
parameters of quadratic convergence depend on radii of curvature of the sets $\mathcal{F}_i$ which are too large for a tight approximation.
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