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Abstract

TeraHertz (THz) communications are envisioned to help satisfy the ever high data rates demand with massive bandwidth in the future wireless communication systems. However, severe path attenuation, transceiver antenna misalignment, and hardware imperfection greatly alleviate the performance of THz communications. To solve this challenge, we utilize the recently proposed reconfigurable intelligent surface (RIS) technology and provide a comprehensive analytical framework of RIS-aided THz communications. More specifically, we first prove that the small-scale amplitude fading of THz signals can be exactly modeled by the fluctuating two-ray distribution based on recent measurements. Exact statistical characterizations of end-to-end signal-to-noise plus distortion ratio (SNDR) and signal-to-noise ratio (SNR) are derived. Moreover, we propose a novel method of optimizing the phase-shifts at the RIS elements under discrete phase constraints. Finally, we derive analytical expressions for the outage probability and ergodic capacity, respectively. The tight upper bounds of ergodic capacity for both ideal and non-ideal radio frequency chains are obtained. We provided Monte-Carlo simulations to validate the accuracy of our results. It is interesting to find that the impact of path loss is more pronounced compared to others, and increasing the number of elements at the RIS can significantly improve the THz communication system performance.
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I. INTRODUCTION

In the past few years, wireless data traffic has been witnessing unprecedented expansion. Several technological advances, such as artificial intelligence, massive multiple-input multiple-output (MIMO) systems, and full-duplexing, have been presented [1] while the wireless world moves towards the sixth generation (6G). However, developing new spectrum resources for future 6G communication systems is urgently demanded.

Because of the high spectrum availability, THz communication emerges as a key candidate in future generations [2], [3]. However, THz signals have considerably high sensitivity to blockage, i.e., in urban environments with high obstacle density. Thus, the direct usage of THz-band in wireless access scenarios is very challenging. Recently, the reconfigurable intelligent surface (RIS) technology has drawn increasing attention [4]–[6] due to its ability to improve both spectrum and energy efficiency in a cost-effective way. A RIS can be easily coated on existing infrastructures such as walls of buildings, facilitating low-cost and low-complexity implementation. By smartly adjusting the scattering properties of its reflecting elements, the RIS can form equally strong beams in any direction for THz signals.

However, how to model the small-scale amplitude fading of THz signals is still an open question. Methods of modeling and evaluating the performance of THz communications have been extensively studied in the literature. In particular, the authors in [7] delivered a simplified molecular absorption loss model that was used in [8] for the quantification of the THz link capacity. However, the THz system performance is overestimated by neglecting small-scale fading. In [9], the envelope of the fading coefficient was proved by the authors experimentally to follow the Nakagami-\(m\) distribution under both non-line-of-sight (NLoS) and line-of-sight (LoS) conditions. Similarly, experimental verifications of the existence of shadowing in the 300 GHz band were exploited in [10]. Very recently, a THz measurement campaign was conducted in a train test center with trains, tracks, and lampposts [11], which is highly similar to typical train-to-train scenarios. On the other hand, the fluctuating two-ray (FTR) fading model [12] is a generalization of the two-wave with diffuse power fading model, which allows the constant amplitude specular waves of LoS propagation to fluctuate randomly. We fit the measurement data to a Gaussian, Rician, Nakagami-\(m\) and FTR distributions, respectively, and prove that the FTR distribution performs a much better fit than others.

Therefore, with the help of the FTR fading model, we propose a comprehensive analytical framework for RIS-aided THz communications. The impact of transceivers antenna gains, the level of transceivers
hardware imperfections, the transmission distance, the misalignment between the RIS and the destination, the operation frequency, and the environmental conditions including temperature, humidity, and pressure, are all considered in our framework. The main contributions of this paper are summarized as follows:

• In order to model the small-scale amplitude fading of THz signals, we prove that the FTR distribution performs a much better fit than other fading models with the help of the THz measurement data [11]. We derive exact probability density function (PDF) and cumulative distribution function (CDF) expressions of end-to-end signal-to-noise ratio (SNR) and signal-to-noise plus distortion ratio (SNDR) in terms of the multivariate Fox’s $H$-function, respectively.

• For the practical RIS with a finite number of phase-shifts at each element, we propose a binary search tree based phase optimization method. The impact of different number of discrete phase-shifts levels is revealed, and we find that using large discrete phase-shifts levels is able to achieve the performance of RIS with continuous phase-shifts.

• We derive novel exact closed-form expressions of outage probability (OP) and ergodic capacity for the RIS-aided THz communication system with ideal radio frequency (RF) chains. Moreover, the tight upper bound expressions of ergodic capacity for both ideal and non-ideal RF chains are obtained. Important physical and engineering insights have been revealed from the derived results.

The remainder of the paper is structured as follows. We briefly introduce the RIS-aided THz communication system model in Section II. Section III presents the optimal phase-shifts of the RIS’s reflector array under discrete levels constraints. In Section IV we derive exact PDF and CDF expressions of end-to-end SNR and SNDR of the considered system. Important performance metrics, such as OP and ergodic capacity, are obtained in Section V. Numerical results accompanied with Monte-Carlo simulations are presented in Section VI. Finally, the main conclusions are drawn in Section VII.

II. SYSTEM AND SIGNAL MODEL

A. System Description

We focus on a single cell of THz communications with blockages in the propagation environment. As shown in Fig. I, the transmitted signal from S is often blocked by obstacles. Thus, we assume that the direct link between S and D is weak enough to be ignored. This assumption is likely to be true for THz communication systems that are known to suffer from high path and penetration losses resulting in signal blockages. In this case, an RIS equipped with $L$ reflecting elements is set up between the S $\rightarrow$ D link to
Fig. 1. System model of RIS-aided THz communication system.

assist the communications. Both the source (S) and destination (D) are assumed to be equipped with one antenna. Moreover, the controller coordinates S and RIS for channel acquisition and data transmission \[14\].

The signal received from S through RIS for D can be expressed as

\[
y = h_L h_P g_1 \Phi g_2 x + n, \tag{1}
\]

where \(h_L\) is the path gain, \(h_P\) denotes the misalignment fading that results in pointing errors, and \(g_1 \in C^{1 \times L}\) denotes the small-scale fading between S and RIS. \(\Phi = \beta \text{diag} \left[ e^{i\phi_1}, \ldots, e^{i\phi_L} \right]\) with \(\beta \in (0, 1]\) is the phase-shifts matrix, where \(\phi_\ell\) denotes the phase-shift of the \(\ell\)th reflecting element of the RIS and \(i = \sqrt{-1}\), \(g_2 \in C^{L \times 1}\) denotes the small-scale fading between the RIS and the D, \(n\) is modeled as a complex zero-mean additive white Gaussian process with variance \(N_0\), \(x\) is transmit signal satisfying \(\mathbb{E} \left[ |x|^2 \right] = P\) and \(P\) is the transmit power.

Herein, we consider a practical THz communication system. First, the received signal model given in (1) neglects the effect of physical RF transceivers imperfections that is detrimental in high data rate systems \[15\], \[16\], including in-phase and quadrature imbalance (IQI), phase noise (PHN), and amplifier non-linearities. Furthermore, the phase-shift at each element of the RIS can only take a finite number of discrete values due to the hardware constraints.

Notice that our analysis can be generalized to the case of multiple-antennas BS or user. This is due to the reason that we prove that the FTR distribution performs a much better fit to the small-scale amplitude fading of THz communications than other fading models in Section \[13\] and the single FTR distribution can be regarded as the approximation to the distribution of the sum of FTR RVs \[13\]. Thus, when the BS or user is equipped with multiple-antennas, we can still use the single FTR distribution to model the RIS-aided THz communications with the help of the accurate approximation method proposed in \[13\]. Furthermore, the signal in THz communications is highly directional, which implies that the interference among THz links can be significantly small. Therefore, the interference from other cell-users is ignored.

In practice, each element of the RIS is usually designed to maximize the signal reflection \(\beta\). However, the value of \(\beta\) does not affect the algorithm design. Without loss of generality, we set \(\beta = 1\) for simplicity.
These imperfections result in a mismatch between what is actually emitted and the transmit signal \( x \). Furthermore, the received signal is distorted during the reception processing. More specifically, IQI will cause the mirror-interference, local oscillator PHN will result to adjacent carrier interference, and amplifiers non-linearities can be modeled as a complex Gaussian process [15] with the help of Bussgang theorem. Hence, we use a generalized signal model [16], [17] to model the effect of these imperfections, which has been both theoretically and experimentally validated in [18]–[20]. Thus, the baseband equivalent received signal (1) can be expressed as

\[
y = h_L h_F g_1 \Phi g_2 (x + n_S) + n_D + n,
\]

where the parameters \( n_S \) and \( n_D \) are distortion noise from hardware impairments in both S and D [17], respectively, which can be defined as [17], [21]

\[
n_S \sim \mathcal{CN} \left( 0, \kappa^2_S P \right), \tag{3}
\]

\[
n_D \sim \mathcal{CN} \left( 0, \kappa^2_D P |h_L h_F g_1 \Phi g_2|^2 \right), \tag{4}
\]

where \( \kappa_S \) and \( \kappa_D \) are non-negative parameters that characterize the level of hardware impairments in S and D, respectively.

### B. Small-Scale Measurement and Modeling of THz channel

The small-scale fading between BS and RIS is defined as

\[
h_F \triangleq g_1 \Phi g_2, \tag{5}
\]

where \( g_1 = [g_{1,1} e^{j \theta_{1,1}}, \cdots, g_{L,1} e^{j \theta_{L,1}}] \) and \( g_2 = [g_{1,2} e^{j \theta_{1,2}}, \cdots, g_{L,2} e^{j \theta_{L,2}}]^H \). Eq. (5) can be expressed as

\[
h_F = \sum_{\ell=1}^L e^{j (\varphi_{\ell} + \theta_{\ell,1} + \theta_{\ell,2})} g_{\ell,1} g_{\ell,2}. \tag{6}
\]

Recently, the FTR fading channel [24] has received a great amount of research interest, because the FTR model yields a better fit than other conventional channel models with experimental data in high-frequency

---

1Typically, the electrical size of RIS elements is between \( \lambda/8 \) and \( \lambda/4 \), where \( \lambda \) is a wavelength of the signal [23]. This may cause channel correlation between the RIS-related channels. However, the exact correlation model at the RIS is still unknown through experiments or field trials. Thus, we assume that \( g_{\ell,1} \) and \( g_{\ell,2} \) are independent RVs.
communications. The FTR fading consists of two fluctuating specular components with random phases plus a diffuse component. The PDF of the squared FTR RV $\gamma$ can be expressed as \[25\]

$$f_\gamma(\gamma) = \frac{m^m}{\Gamma(m)} \sum_{j=0}^{\infty} \frac{K^j d_j}{j!} f_G(\gamma; j + 1, 2\sigma^2), \quad (7)$$

where

$$f_G(\gamma; j + 1, 2\sigma^2) = \frac{\gamma^j}{\Gamma(j+1)(2\sigma^2)^{j+1}} \exp\left(-\frac{x}{2\sigma^2}\right), \quad (8)$$

and

$$d_n = \Delta \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) \left( \frac{\Delta}{2} \right)^k \sum_{l=0}^{k} \left( \begin{array}{c} k \\ l \end{array} \right) \Gamma(n + m + 2l - k) e^{\frac{n(2l-k)}{2}}$$

$$\times \left( (m + K)^2 - (K\Delta)^2 \right) P_{\frac{n+m}{m}}^{k-2l} \left( \frac{m + K}{\sqrt{(m + K)^2 - (K\Delta)^2}} \right), \quad (9)$$

where $P(\cdot)$ denotes the Legendre function of the first kind \[26\] eq. (8.702), $\gamma(\cdot, \cdot)$ is the incomplete gamma function \[26\] eq. (8.350.1), $m$ denotes the fading severity parameter, $K$ is the average power ratio of the dominant wave to the scattering multipath, and $\Delta$ is a parameter varying from 0 to 1 representing the similarity of two dominant waves. Moreover, the received average SNR is given by $\nu = 2\sigma^2(1 + K)$.

Although the PDF and CDF expressions of the FTR RVs are infinite sums, we can use 40 terms to converge the series for all cases considered in this paper. Furthermore, note that the truncation error is less than $10^{-6}$.

Very recently, a measurement campaign was conducted in a train test center with trains, tracks, and lampposts, which is highly similar to typical train-to-train scenarios. The authors use a novel, recently acquired $M$-sequence correlation-based ultrawideband channel sounder to measure the THz channel. In the measurement, the channel sounder was operated at 304.2 GHz with 8 GHz bandwidth. More details about the measurement campaign can be found in \[11\]. Based on the measurement data, the small scale fading was extracted for each channel impulse response (CIR).

We have fitted the measurement data to a Gaussian, Rician, Nakagami-$m$, and FTR distribution, respectively, which are also compared with the CDF of the measurement data. As shown in Fig. 2 and Fig. 3 we find that the FTR distribution performed a much better fit than other models. In the following, we use the FTR fading model to illustrate the small-scale amplitude fading of THz communications. Furthermore, a simple accurate single FTR approximation to the distribution of the sum of FTR RVs has
been derived [13] with the help of the moment matching method and gradient descent algorithm. We can obtain the parameters of the single FTR distribution using [13, Algorithm 1]. Thus, our proposed analysis can be generalized to the case of multiple-antennas BS or user, because the FTR distribution we used in this paper can be regarded as the approximation to the distribution of the sum of FTR RVs.

C. Misalignment Fading Coefficient

In LoS communication links, pointing accuracy is an important issue in determining link performance and reliability. Prior works on RIS mostly consider the signal can be reflected towards D accurately. However, random building sways, which will be caused by wind loads and thermal expansions, will result in pointing errors and signal to fade at D.
As shown in Fig. 4, we consider that D has a circular detection beam that covers an area $A$, and the radius of the beam is $\alpha$. Furthermore, the RIS has a circular beam of radius $\rho$, where $0 \leq \rho \leq \omega_d$, and $w_d$ denotes the maximum radius of the beam. Moreover, we assume that $r$ is the pointing error expressed as the radial distance of the transmission and reception beams. Due to the symmetry of the beam shapes, the misalignment fading coefficient that represents the fraction of the power collected by D, $h_P$, depends only on the radial distance $r$. Thus, $h_P$ can be approximated as [27, eq. (9)]

$$h_P(r; d) \approx A_o \exp \left( -\frac{2r^2}{w_{eq}^2} \right),$$

(10)

where $\omega_{eq}$ is the equivalent beam-width and $A_o$ is the fraction of the collected power at $r = 0$. Let $u \triangleq \sqrt{2a}/(\sqrt{2w_d})$, where $a$ is the radius of the D’s effective area, and $\omega_d$ is the radius of the RIS’s beam footprint at distance $d$. Thus, $w_{eq}^2$ and $A_0$ can be respectively calculated as

$$w_{eq}^2 = w_d^2 \frac{\sqrt{\pi} \text{erf}(u)}{2u \exp(-u^2)},$$

(11)

and

$$A_0 = [\text{erf}(u)]^2.$$  

(12)

Considering independent identical Gaussian distributions for the elevation and horizontal displacement, the radial displacement at D can be modeled by a Rayleigh distribution as [27, eq. (10)]

$$f_r(r) = \frac{r}{\sigma_S^2} \exp \left( -\frac{r^2}{2\sigma_S^2} \right),$$

(13)

where $\sigma_S^2$ denotes the variance of the pointing error displacement at D. Combining (10) and (13), we can rewrite the PDF of $h_P$ as

$$f_{h_P}(x) = \frac{\gamma^2 x^{\gamma^2-1}}{A_o^{\gamma^2}}$$

$$0 \leq x \leq A_o,$$

(14)

where $\gamma = \frac{w_{eq}}{2\sigma_S}$.

D. Path Gain Coefficient

The path gain coefficient can be evaluated as

$$h_L = h_{FL}h_{AL},$$

(15)
where $h_{FL}$ models the propagation gain, and $h_{AL}$ denotes the molecular absorption gain. With the help of Friis equation, $h_{FL}$ can be expressed as

$$h_{FL} = \frac{c\sqrt{G_tG_r}}{4\pi f (d_1d_2)},$$

(16)

where $G_t$ and $G_r$ represent the antenna orientation dependent transmission and reception gains, respectively. $c$ is the speed of light, $f$ stands for the operating frequency, $d_1$ is the distance between S and RIS, and $d_2$ is the distance between RIS and D. Furthermore, $h_{AL}$ can be evaluated as [7]

$$h_{AL} = \exp\left(-\frac{1}{2}\kappa_\alpha(f)(d_1 + d_2)\right),$$

(17)

where $\kappa_\alpha(f)$ denotes the absorption coefficient. Many methods have been used to evaluate the molecular absorption coefficient [7], [28]. In [7], authors proposed a molecular absorption model that is valid at 275-400 GHz frequency band. This molecular absorption model is also equally accurate from 200 to 400 GHz. Thus, it is suitable to model the band that THz fiber extenders are expected to operate in. With the help of this absorption model, $\kappa_\alpha(f)$ can be expressed as

$$\kappa_\alpha(f) = y_1(f, v) + y_2(f, v) + g(f),$$

(18)

where the parameters $y_1(f, v), y_2(f, v)$ and $g(f)$ are given as [7]

$$y_1(f, v) = \frac{A(v)}{B(v) + \left(\frac{f}{100c} - c_1\right)^2},$$

(19)

$$y_2(f, v) = \frac{C(v)}{D(v) + \left(\frac{f}{100c} - c_2\right)^2},$$

(20)

and

$$g(f) = p_1f^3 + p_2f^2 + p_3f + p_4,$$

(21)

where $c$ denotes the speed of light, $c_1 = 10.835 \text{ cm}^{-1}, c_2 = 12.664 \text{ cm}^{-1}, p_1 = 5.54 \times 10^{-37} \text{ Hz}^{-3}, p_2 = -3.94 \times 10^{-25} \text{ Hz}^{-2}, p_3 = 9.06 \times 10^{-14} \text{ Hz}^{-1}, p_4 = -6.36 \times 10^{-3}, A(v) = 0.2205v(0.1303v + 0.0294), B(v) = (0.4093v + 0.0925)^2, C(v) = 2.014v(0.1702v + 0.0303),$ and $D(v) = (0.537v + 0.0956)^2$. Moreover, $v$ can be evaluated as

$$v = \frac{\phi}{100} \frac{p_{w}(T,p)}{p},$$

(22)
where $T$ is the temperature, $\phi$ and $p$ denote the relative humidity and the atmospheric pressure, respectively. $p_w(T, p)$ stands for the saturated water vapor partial pressure. With the help of Buck’s equation, $p_w(T, p)$ can be calculated as

$$p_w(T, p) = 6.1121 \left(1.0007 + 3.46 \times 10^{-6} p\right) \exp\left(\frac{17.502 T}{240.97 + T}\right).$$  \hspace{1cm} (23)

Using (15)-(23), we finally obtain the path gain coefficient of the considered RIS-aided THz communication system.

III. PHASE SHIFT DESIGN UNDER DISCRETE PHASE SHIFT CONSTRAINTS

A. Optimal Phase Shift Design of RIS’s Reflector Elements

Maximizing the SNR is equivalent to maximizing $|h_F|$. With the help of (6), we can express $|h_F|$ as

$$|h_F| = \left| \sum_{\ell=1}^{L} e^{i(\varphi_\ell + \theta_{\ell,1} + \theta_{\ell,2})} g_{\ell,1} g_{\ell,2} \right| \leq \left| \sum_{\ell=1}^{L} g_{\ell,1} g_{\ell,2} \right|,$$  \hspace{1cm} (24)

where $\varphi_\ell$ is the adjustable phase induced by the $i$th reflecting element of the RIS. The optimal choice of $\varphi_\ell$ can maximizes the instantaneous SNR by letting $\theta_{\ell,1} + \theta_{\ell,2} + \varphi_\ell = \phi$ for all $i$ [4, eq. (12)], where $\phi$ is a constant phase.

However, eliminating the channel phases is difficult because the RIS is assumed to be passive. Recently, a novel and simple algorithm based on the binary search tree was proposed to obtain $\Phi_{\text{opt}}$ without the channel phases information [29]. By maximizing the expectation of the amplitude of the received signal, the optimal choice of $\varphi_\ell$ can be obtained. However, the algorithm proposed in [29] is based on assuming the phase-shifts is continuous at each reflecting element, which is practically difficult to realize due to the hardware limitation of the RIS. Obviously, the design of RIS hardware and control module can be simplified by using discrete phase shifters. Thus, in contrast to the continuous phase-shifts, we consider the practical case where the RIS only has a finite number of discrete phase-shifts that are equally spaced in $[0, 2\pi)$. The set of phase-shifts at each element is given by

$$O = \{0, \Delta \theta, \ldots, \Delta \theta(K - 1)\},$$  \hspace{1cm} (25)

where $\Delta \theta = 2\pi/K$ and $K = \lceil \frac{2\pi}{\Delta \theta} \rceil$. If we use $b$ bits to represent each of the levels, we can also express $K$ as $K = 2^b$. Note that the maximum achievable expectation of the amplitude of the received signal can
be written as

$$\mathbb{E}[|h_L||h_P||h_F|] = |h_L| \mathbb{E}[|h_P|] \mathbb{E}\left[ \sum_{\ell=1}^{L} e^{i(\varphi_{\ell}+\theta_{\ell,1}+\theta_{\ell,2})} g_{\ell,1}g_{\ell,2} \right] \leq |h_L| \mathbb{E}[|h_P|] \mathbb{E}\left[ \sum_{\ell=1}^{L} g_{\ell,1}g_{\ell,2} \right],$$  \hspace{1cm} (26)$$

where $\mathbb{E}[\cdot]$ denotes the mathematical expectation.

Let $E_{re} = \mathbb{E}[|h_L||h_P||h_F|]$ and $E_{opt} = |h_L| \mathbb{E}[|h_P|] \mathbb{E}\left[ \sum_{\ell=1}^{L} g_{\ell,1}g_{\ell,2} \right]$, where $E_{re}$ can be easily measured in the time domain and $E_{opt}$ can be obtained as

$$E_{opt} = \frac{|h_L| \gamma^2 A_o}{\gamma^2 + 1} \sum_{\ell=1}^{L} \prod_{\ell=1}^{2} \frac{m_{\ell}^{2\ell}}{\Gamma(m_{\ell})} \sum_{j_{\ell}=0}^{\infty} \frac{K_{\ell}^{j_{\ell}} d_{\ell j_{\ell}}}{j!} \frac{(2\sigma_{\ell}^2)^{\frac{j_{\ell}}{2}}}{\Gamma(j_{\ell} + 1)} \Gamma \left( \frac{3}{2} + j_{\ell} \right).$$  \hspace{1cm} (27)$$

**Proof:** With the help of [29, eq. (6)], $\mathbb{E}\left[ \sum_{\ell=1}^{L} g_{\ell,1}g_{\ell,2} \right]$ can be expressed as

$$\mathbb{E}\left[ \sum_{\ell=1}^{L} g_{\ell,1}g_{\ell,2} \right] = \sum_{\ell=1}^{L} \prod_{\ell=1}^{2} \frac{m_{\ell}^{2\ell}}{\Gamma(m_{\ell})} \sum_{j_{\ell}=0}^{\infty} \frac{K_{\ell}^{j_{\ell}} d_{\ell j_{\ell}}}{j!} \frac{(2\sigma_{\ell}^2)^{\frac{j_{\ell}}{2}}}{\Gamma(j_{\ell} + 1)} \Gamma \left( \frac{3}{2} + j_{\ell} \right).$$  \hspace{1cm} (28)$$

The $s_{th}$ moment of $|h_P|$ is defined as

$$E[|h_P|^s] = \int_{0}^{A_o} x^s f_{h_P}(x) dx.$$ \hspace{1cm} (29)$$

Substituting (14) into (29), we obtain

$$E[|h_P|^s] = \frac{\gamma^2}{A_o^2} \int_{0}^{A_o} x^{\gamma^2 + s - 1} dx = \frac{\gamma^2}{\gamma^2 + s} A_o^s.$$  \hspace{1cm} (30)$$

By substituting $s = 1$ into (30), $E[|h_P|]$ is derived. Thus, we obtain (27) which completes the proof. \hfill \blacksquare

Combining the above discussion, we present Algorithm 1 to find $\Phi_{opt}$ for the RIS with finite-level phase-shifters. Note that $\text{Mod}[a,b]$ denotes the remainder on division of $a$ by $b$. In a real RIS-aided THz communication system, $\Phi_{opt}$ can be obtained by adjusting $\varphi_{\ell}$ and measuring the expectation of the amplitude of the received signal, $E_{re}$. $E_{opt}$ in only used to test the effectiveness of our algorithm in simulation experiments. The convergence and effectiveness of the algorithm, even when the size of the RIS is large, has been verified in [29] with the continuous phase-shifts ($\Delta\theta \rightarrow 0$). Furthermore, Algorithm 1 can be regarded as iterations of binary search tree algorithms. Therefore, for each iteration, the complexity is shown as $\mathcal{O}(\log_2(K))$. 


**Algorithm 1** The binary search tree algorithm to find $\Phi_{opt}$ for the RIS with finite-level phase-shifters.

**Input:** Input the number of elements on RIS: $L$, the minimum value of phase-shifts: $\Delta \theta$, the maximum achievable expectation: $E_{opt}$ and $E_\ell (\ell = 1, \cdots, L)$, iteration numbers: $M_1$ and $M_2$

**Output:** The phase-shift variable $\phi_\ell (\ell = 1, \cdots, L)$ for each RIS element should be set.

1. Initialize $\phi_{LB} = 0$, $\phi_{UB} = \pi$ and $\ell_{th} = 1$. Set iteration index $LP_1 = LP_2 = t = 0$.
2. while $LP_2 < M_2$ do
3. \hspace{1em} while $\ell_{th} \leq L$ do
4. \hspace{2em} when the phase-shift variable of the $\ell_{th}$ elements is set as $\phi_{LB}$ and $\phi_{UB}$, we use $E_{m_1}$ and $E_{m_2}$ to denote the expectation of the amplitude of the received signal measured at the user, respectively.
5. \hspace{3em} $t \leftarrow t + 1$
6. \hspace{4em} if $E_{m_1} > E_{m_2}$ then
7. \hspace{5em} $\phi_{LB} \leftarrow \text{Mod} \left[ \phi_{LB} + \frac{\pi}{2} + 1, 2 \pi \right]$ and $\phi_{LB} \leftarrow \left[ \phi_{LB}/\Delta \theta \right] \times \Delta \theta$,
8. \hspace{5em} $\phi_{UB} \leftarrow \text{Mod} \left[ \phi_{UB} - \frac{\pi}{2}, 2 \pi \right]$ and $\phi_{UB} \leftarrow \left[ \phi_{UB}/\Delta \theta \right] \times \Delta \theta$.
9. \hspace{3em} else
10. \hspace{4em} $\phi_{UB} \leftarrow \text{Mod} \left[ \phi_{UB} + \frac{\pi}{2}, 2 \pi \right]$ and $\phi_{UB} \leftarrow \left[ \phi_{UB}/\Delta \theta \right] \times \Delta \theta$,
11. \hspace{4em} $\phi_{LB} \leftarrow \text{Mod} \left[ \phi_{LB} - \frac{\pi}{2}, 2 \pi \right]$ and $\phi_{LB} \leftarrow \left[ \phi_{LB}/\Delta \theta \right] \times \Delta \theta$.
12. \hspace{2em} $LP_1 \leftarrow LP_1 + 1$
13. \hspace{1em} $\ell_{th} \leftarrow \ell_{th} + 1$, $t \leftarrow 0$ and $LP_1 \leftarrow 0$.
14. \hspace{1em} $LP_2 \leftarrow LP_2 + 1$, $\phi_\ell \leftarrow \text{Mod} \left[ \phi_\ell + \phi_{LB} \right]$, $\phi_{LB} \leftarrow 0$ and $\phi_{UB} \leftarrow 0$
15. return $\phi_\ell (\ell = 1, \cdots, L)$

**B. Impact of Different Number of Discrete Phase Shift Levels**

We focus on investigating the impact of different number of discrete phase-shifts levels. We define $\zeta \triangleq E_{opt} - E_{re}$ to characterize the error of expectation, and we use the variance of $\theta_{\ell,1} + \theta_{\ell,2} + \phi_\ell$ ($\ell = 1, \cdots, L$) to show the phase error.
In Figs. 5 and 6, we verify the effectiveness of the proposed algorithm with 100 simulation experiments with \( M_1 = 11, M_2 = 5 \) and random initial phase, \( \theta_{1,1}, \theta_{1,2}, \theta_{2,1}, \theta_{2,2}, \theta_{3,1}, \) and \( \theta_{3,2} \), for every choice of \( \Delta \theta \). Figures 5 and 6 respectively, plot an example of the expectation and phase error, assuming \( L = 3, m_{1,1} = m_{1,2} = 10, K_{1,1} = K_{1,2} = 3, v_{1,1} = v_{1,2} = 10, \Delta_{1,1} = \Delta_{1,2} = 0.5, m_{2,1} = m_{2,2} = 5, K_{2,1} = K_{2,2} = 5, v_{2,1} = v_{2,2} = 20, \Delta_{2,1} = \Delta_{2,2} = 0.5, m_{3,1} = m_{3,2} = 15, K_{3,1} = K_{3,2} = 1, v_{3,1} = v_{3,2} = 10 \) and \( \Delta_{3,1} = \Delta_{3,2} = 0.3 \). We calculate the average expectation and phase error of 100 random initial phases to obtain Figs. 5 and 6 and we can observe that the error of expectation and the phase error increase as \( \Delta \theta \) is increased. In addition, we observe that even using the RIS with large \( \Delta \theta \) is able to achieve close power gain to when using RIS with continuous phase-shifts (e.g., the expectation error is less than 0.17 and the phase error is less than 0.015). Furthermore, for once specific simulation experiment, an interesting insight is that we may obtain smaller expectation and phase error when \( \Delta \theta \) is larger, which is because the possible values of phase-shifts under a large \( \Delta \theta \) may contain the optimal choice. As shown in Fig. 7, \( \Delta \theta = \pi/2 \) is better that \( \Delta \theta = \pi/3 \).

![Diagram](image.png)

Fig. 7. The reason why a RIS with a larger \( \Delta \theta \) can obtain larger SNR.

### IV. Exact Statistics of the End-to-End SNR and SNDR

Substituting \( R = \sqrt{\gamma} \) into (7), we can easily obtain the PDF expression of FTR RVs. Let \( Y = \sum_{i=1}^{L} \prod_{\ell=1}^{N} R_{i,\ell} \) as the sum of product of \( N \) FTR RVs, where \( R_{i,\ell} \sim \mathcal{FTR} \left( K_{i,\ell}, m_{i,\ell}, \Delta_{i,\ell}, \sigma_{i,\ell}^2 \right) \) \((i = 1, \cdots, L \) and \( \ell = 1, \cdots, N \)), the exact PDF and CDF of \( Y \) have been respectively derived as \([29, \text{eq. 11}]\) and \([29, \text{eq. ...}\).
\[
\int_{1,0:1}^{1,0;1} \frac{K_{j_1,j_2} y^1 \Gamma(m_{j_1,j_2}) \Gamma(j_1,j_2 + 1)}{1} \]

where \( \{a_n\}^N_1 = (a_1, \ldots, a_N) \).

Note that the multivariable Fox’s \( H \) function is defined in terms of multiple Mellin-Barnes type contour integral as [30, eq. (A.1)]

\[
H[z_1, \ldots, z_r] = H^{0,0:1}_{1,0;1} \left[ \begin{array}{c}
\cdots \\
\cdots \\
1 \end{array} \right] 
\prod_{j=1}^r \left[ \begin{array}{c}
\alpha_j^{(1)} : c_j^{(1)} ; \ldots ; c_j^{(r)} \\
\beta_j^{(1)} : d_j^{(1)} ; \ldots ; d_j^{(r)} \\
\end{array} \right] 
\Gamma \left[ \begin{array}{c}
\cdots \\
\cdots \\
1 \end{array} \right] 
\frac{1}{(2\pi i)^r} \int_{L_1} \cdots \int_{L_r} \Psi(\zeta_1, \ldots, \zeta_r) \left\{ \prod_{j=1}^r \phi_j(\zeta_j) z_j^{\zeta_j} \right\} d\zeta_1 \cdots d\zeta_r,
\]

where

\[
\Psi(\zeta_1, \ldots, \zeta_r) = \prod_{j=1}^n \Gamma \left( 1 - a_j + \sum_{i=1}^r \alpha_j^{(i)} \zeta_i \right) 
\prod_{j=n+1}^p \Gamma \left( a_j - \sum_{i=1}^r \alpha_j^{(i)} \zeta_i \right) 
\prod_{j=1}^q \Gamma \left( 1 - b_j + \sum_{i=1}^r \beta_j^{(i)} \zeta_i \right) B,
\]

\[
\phi_j(\zeta_j) = \prod_{j=n+1}^{m_j} \Gamma \left( \lambda \right) \Gamma \left( \frac{c_j^{(i)} - d_j^{(i)} \zeta_j}{\lambda} \right) \prod_{j=1}^{m_j} \Gamma \left( 1 - c_j^{(i)} + \gamma_j^{(i)} \zeta_j \right)
\]

We have verified that Algorithm \[\text{Algorithm} \] can be used to obtain the phase-shifts of RIS’s elements which enable
the received power tightly close to the optimal received power. Then, we present the instantaneous optimal
SNR and SNDR for the case of ideal and non-ideal RF chains, respectively.

A. Non-Ideal RF Chains

The instantaneous SNDR can be expressed as

\[
\gamma_N = \frac{|h_{FP}|^2 |h_L|^2 P}{\kappa^2|h_{FP}|^2 |h_L|^2 P + N_o},
\]

where \(\kappa^2 \triangleq \kappa_S^2 + \kappa_D^2\). To derive a generic analytical expression for the CDF of the instantaneous SNDR
of non-ideal RF chains, we first present the following useful Lemma.

Lemma 1. Considering hardware impairments, we derive an integral representation for the PDF and
CDF of \(\gamma_N\) in (36) assuming arbitrarily distributed \(|h_F|\) and \(|h_P|\) as

\[
f_{\gamma_N}(x) = \frac{1}{2\sqrt{x(1-x\kappa^2)^3|h_L|^2 P N_o}} \int_0^{A_0} \frac{1}{y} f_{|h_{FP}|}(y) \sqrt{\frac{x N_o}{|h_L|^2 P (1-x\kappa^2)}} f_{|h_P|}(y) dy,
\]

(37)

\[
F_{\gamma_N}(x) = \int_0^{A_0} F_{|h_F|} \left(\frac{1}{y} \sqrt{\frac{x N_o}{|h_L|^2 P (1-x\kappa^2)}} \right) f_{|h_P|}(y) dy.
\]

(38)

Proof: Please refer to Appendix A.

With the help of Lemma 1, for special distributed \(|h_F|\) and \(|h_P|\) in this paper, we first derive the PDF
and CDF of \(|h_{FP}|\) as

Theorem 1. The PDF and CDF of \(|h_{FP}| \triangleq |h_F| \times |h_P|\) can be expressed as

\[
f_{|h_{FP}|}(x) = \sum_{j_1, \ldots, j_L = 0}^{\infty} \sum_{t_1, \ldots, t_L = 0}^{\infty} \prod_{i=1}^{L} \prod_{t=1}^{2} \frac{K_{i,t}^j d_{i,t} m_{i,t} \kappa^2}{j_i! \Gamma(m_{i,t}) \Gamma(j_i + 1)} \left(\frac{1}{x}\right)
\]

\[
\times \sum_{\Delta_0} \prod_{\ell=1}^{2} \left(\sqrt{2\sigma_{1,\ell}}\right)
\]

\[
\left(\begin{array}{c}
(0, 1, \cdots, 1) : u_{h_{FP},1}; \cdots; u_{h_{FP},L} \\
(0, 1, \cdots, 1) : (0, 1, \cdots, 1, \cdots, 0, 1, \cdots, 1) \\
(0, 1, \cdots, 1) : (0, 1, \cdots, 1)
\end{array}\right),
\]

(39)
\[ F_{|h_{FP}|}(x) = \sum_{j_1, \ldots, j_L, l_1=0}^{\infty} \sum_{j_1, \ldots, j_L, l_2=0}^{\infty} \prod_{l=1}^{L} \prod_{\ell=1}^{2} K_{l, \ell}^{j_1, \ell} d_{l, \ell, j_1, \ell} m_{l, \ell} m_{\ell, l} \frac{1}{\Gamma(m_{l, \ell}) \Gamma(j_1, \ell + 1)} \gamma^2 \]
\[ \times H_{0,0,1,3; \ldots; 1,3}^{0,1,3; \ldots; 3,2} \left( \frac{A_0}{x} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1, \ell} \right) \right) \left( 1; 1, \ldots, 1; v_{h_{FP},1}; \ldots; v_{h_{FP},L} \right) - : (0, 1), (-\gamma^2, 1); \cdots; (0, 1), (-\gamma^2, 1) \right) \right), \quad (40) \]

where \( v_{h_{FP}, \ell} = \{(-j, n, 0.5)\}^2_1, (1 - \gamma^2, 1) (\ell = 1, \ldots, L) \).

Proof: Please refer to Appendix B \]

Therefore, the statistics of instantaneous SNDR can be obtained as the following Theorem

**Theorem 2.** The PDF and CDF of \( \gamma_N \) can be derived as

\[ f_{\gamma_N}(x) = \sum_{j_1, \ldots, j_L, l_1=0}^{\infty} \sum_{j_1, \ldots, j_L, l_2=0}^{\infty} \prod_{l=1}^{L} \prod_{\ell=1}^{2} K_{l, \ell}^{j_1, \ell} d_{l, \ell, j_1, \ell} m_{l, \ell} m_{\ell, l} \frac{1}{\Gamma(m_{l, \ell}) \Gamma(j_1, \ell + 1)} \gamma^2 \]
\[ \times H_{0,0,1,3; \ldots; 1,3}^{0,1,3; \ldots; 3,2} \left( A_0 \sqrt{\frac{|h_{FP}|^2 (1-\gamma^2)}{x N_0}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1, \ell} \right) \right) \left( 0; 1, \ldots, 1; v_{h_{FP},1}; \ldots; v_{h_{FP},L} \right) - : (0, 1), (-\gamma^2, 1); \cdots; (0, 1), (-\gamma^2, 1) \right) \right), \quad (41) \]

\[ F_{\gamma_N}(x) = \sum_{j_1, \ldots, j_L, l_1=0}^{\infty} \sum_{j_1, \ldots, j_L, l_2=0}^{\infty} \prod_{l=1}^{L} \prod_{\ell=1}^{2} K_{l, \ell}^{j_1, \ell} d_{l, \ell, j_1, \ell} m_{l, \ell} m_{\ell, l} \frac{1}{\Gamma(m_{l, \ell}) \Gamma(j_1, \ell + 1)} \gamma^2 \]
\[ \times H_{0,0,1,3; \ldots; 1,3}^{0,1,3; \ldots; 3,2} \left( A_0 \sqrt{\frac{|h_{FP}|^2 (1-\gamma^2)}{x N_0}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1, \ell} \right) \right) \left( 1; 1, \ldots, 1; v_{h_{FP},1}; \ldots; v_{h_{FP},L} \right) - : (0, 1), (-\gamma^2, 1); \cdots; (0, 1), (-\gamma^2, 1) \right) \right), \quad (42) \]

Proof: With the help of (37), (38), (39), and (40), the PDF and CDF of \( \gamma_N \) can be easily obtained after performing some mathematical manipulations, which completes the proof. \]

**Remark 1.** The multivariable Fox’s H function can not be evaluated directly by popular mathematical packages in MATLAB or Mathematica. However, many implementations have been proposed \[31\]–\[34\]. In the following, we use an efficient and accurate Python implementation [33] that can provide numerical results of multivariable Fox’s H function in a few seconds. Moreover, the CDF expression of \( |h_{FP}| \) has the similar formula as that of the sum of product of FTR RVs, and the truncation error of \( Y \) has been
presented to show the effect of infinite series on the performance of the CDF expression. With a satisfactory accuracy (e.g., smaller than $10^{-5}$), only a few terms (e.g., less than 30) are needed for all considered cases.

B. Ideal RF Chains

Let us consider the case of ideal RF chains. With the help of (1), we can express the instantaneous SNR of the received signal as

$$\gamma_I = \frac{|h_{FP}|^2|h_L|^2 P}{N_o}.$$  \hspace{1cm} (43)

**Theorem 3.** The PDF and CDF of $\gamma_I$ can be derived as

$$f_{\gamma_I}(x) = \sum_{j_1, \ldots, j_L, \ell_1=0}^{\infty} \sum_{j_{1, \ell, \cdots, j_{L, \ell}}=0}^{\infty} \prod_{i=1}^{L} \prod_{\ell=1}^{2} \frac{K_{i,\ell}^{j_i,\ell} d_{i,\ell}^{m_i,\ell}}{j_{i,\ell}!} \frac{\gamma^2}{\Gamma(m_i,\ell) \Gamma(j_{i,\ell} + 1)} \frac{1}{2x}$$

$$\times H_{0,0;1,3;1,2}^{0,0;1,3;1,2} \left( \begin{array}{c} A_0 \sqrt{\frac{|h_{l}|^2 P}{xN_o}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1,\ell} \right) \\ \vdots \\ A_0 \sqrt{\frac{|h_{l}|^2 P}{xN_o}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{L,\ell} \right) \end{array} \right)$$

$$\times H_{0,0;1,3;1,2}^{0,0;1,3;1,2} \left( \begin{array}{c} (0; 1, \cdots, 1) : v_{h_{FP},1}; \cdots ; v_{h_{FP},L} \\ - : (0, 1), (-\gamma^2, 1) ; \cdots ; (0, 1), (-\gamma^2, 1) \end{array} \right),$$  \hspace{1cm} (44)

$$F_{\gamma_I}(x) = \sum_{j_1, \ldots, j_L, \ell_1=0}^{\infty} \sum_{j_{1, \ell, \cdots, j_{L, \ell}}=0}^{\infty} \prod_{i=1}^{L} \prod_{\ell=1}^{2} \frac{K_{i,\ell}^{j_i,\ell} d_{i,\ell}^{m_i,\ell}}{j_{i,\ell}!} \frac{\gamma^2}{\Gamma(m_i,\ell) \Gamma(j_{i,\ell} + 1)} \frac{1}{x}$$

$$\times H_{0,0;1,3;1,2}^{0,0;1,3;1,2} \left( \begin{array}{c} A_0 \sqrt{\frac{|h_{l}|^2 P}{xN_o}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1,\ell} \right) \\ \vdots \\ A_0 \sqrt{\frac{|h_{l}|^2 P}{xN_o}} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{L,\ell} \right) \end{array} \right)$$

$$\times H_{0,0;1,3;1,2}^{0,0;1,3;1,2} \left( \begin{array}{c} (1; 1, \cdots, 1) : v_{h_{FP},1}; \cdots ; v_{h_{FP},L} \\ - : (0, 1), (-\gamma^2, 1) ; \cdots ; (0, 1), (-\gamma^2, 1) \end{array} \right).$$  \hspace{1cm} (45)

Proof: Substituting $\kappa^2 = 0$ into (39) and (40), we obtain the PDF and CDF of $\gamma_N$ after performing some mathematical manipulations, which completes the proof.

The statistics of $\gamma_I$ and $\gamma_N$ we derived in Theorem 2 and Theorem 3 can be used to obtain exact closed-form expressions for key performance metrics.
V. PERFORMANCE ANALYSIS

A. Outage Probability

The outage probability $P$ can be defined as the probability that the received SNR per signal falls below a given threshold $\gamma_{th}$. Thus, the OP of considered THz communications can be obtained as

$$P_{out} = P(\gamma_\ell < \gamma_{th}) = F_{\gamma_\ell}(\gamma_{th}),$$

(46)

where $\ell \in N, I$. For the case of non-ideal RF chains, the OP of the RIS-aided system can be directly obtained by using (42). Furthermore, we can obtain the OP for the case of ideal RF chains with the help of (45). Thus, we can observe that a RIS equipped with more reflecting elements will also make the OP lower.

B. Ergodic Capacity

Channel capacity is an important performance metric in wireless communication systems. Furthermore, ergodic capacity is the most widely used capacity measure. The ergodic capacity under optimal rate adaptation with constant transmit power is given by [35, eq. (29)]

$$C = \mathbb{E} \left[ \log_2 (1 + \gamma_\ell) \right],$$

(47)

where $\ell \in N, I$.

1) Non-Ideal RF Chains: for the case of non-ideal RF chains, the exact expression of the ergodic capacity is hard to be derived due to the complexity of (41). However, the following theorem returns a closed-form upper bound of the ergodic capacity, which can lead to more generic, and practically more useful and reliable results.

**Proposition 1.** The effective capacity of the RIS-aided THz communications for the case of non-ideal RF chains is bounded by

$$C_N \leq \log_2 \left( 1 + \frac{P|h_L|^2\mathbb{E} \left[ |h_{FP}|^2 \right]}{P\kappa^2|h_L|^2\mathbb{E} \left[ |h_{FP}|^2 \right] + N}\right),$$

(48)
where
\[
\mathbb{E} \left[ |h_{FP}|^2 \right] = \sum_{j_1, \ldots, j_L=0}^{\infty} \sum_{j_{1,2}, \ldots, j_{L_2}=0}^{\infty} \prod_{i=1}^{L} \prod_{\ell=1}^{2} \frac{K_{i,\ell} \gamma^{j_{i,\ell}} \eta_{i,\ell}}{j_{i,\ell}! \Gamma(m_{i,\ell}) \Gamma(j_{i,\ell}+1)} e^{2 \gamma (j_{i,\ell}+1)} \prod_{\ell=1}^{2} \left( e A_0 \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1,\ell} \right) \right) \left( -1; -1, \ldots, -1; (0; -1, \ldots, -1) ; v_{FP,1}; \cdots; v_{FP,L} \right) - \left( (0, 1), (-\gamma^2, 1); \cdots; (0, 1), (-\gamma^2, 1) \right).
\]  
(49)

Proof: Please refer to Appendix C.

2) Ideal RF Chains: For the case of ideal RF chains, we can derive the exact expression of the ergodic capacity using (47).

Proposition 2. The effective capacity of the RIS-aid system for the case of ideal RF chains can be derived as
\[
C = \sum_{j_1, \ldots, j_L=0}^{\infty} \sum_{j_{1,2}, \ldots, j_{L_2}=0}^{\infty} \prod_{i=1}^{L} \prod_{\ell=1}^{2} \frac{K_{i,\ell} \gamma^{j_{i,\ell}} \eta_{i,\ell}}{j_{i,\ell}! \Gamma(m_{i,\ell}) \Gamma(j_{i,\ell}+1)} e^{2 \gamma (j_{i,\ell}+1)} \prod_{\ell=1}^{2} \left( e A_0 \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{1,\ell} \right) \right) \left( (1; -0.5, \ldots, -0.5, -1); (0; 1, \ldots, 1, 0) ; v_{h_{FP,1}}; \cdots; v_{h_{FP,L}}; (0, 1) \right) - \left( (0, 1), (-\gamma^2, 1); \cdots; (0, 1), (-\gamma^2, 1) ; (0, 1), (0, 1) ; (1, 1) \right),
\]  
(50)

where  \( \eta = A_0 \sqrt{\frac{\mathbb{E} [ |h_{FP}|^4 ]}{\mathbb{E} [ |h_{FP}|^2 ]} \prod_{\ell=1}^{2} \left( \sqrt{2} \sigma_{c,\ell} \right) } \).

Proof: Please refer to Appendix D.

Proposition 3. The effective capacity of the RIS-aid system for the case of ideal RF chains can be bounded by
\[
C_I \leq \log_2 \left( 1 + P |h_{FP}|^2 \mathbb{E} [ |h_{FP}|^2 ] \right).
\]  
(51)

Proof: With the help of Jensen’s inequality [36], the ergodic capacity can be upper-bounded as
\[
C_I \leq \log_2 \left( 1 + \mathbb{E} [ |\gamma_i| ] \right).
\]  
(52)

Substituting (43) into (52), we obtain (51) to complete the proof.
From (48), (50), and (51), as expected, we can observe that the multipath parameters \( m \) have a positive effect to the ergodic capacity of RIS-aided THZ communications.

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present numerical results to investigate the joint impacts of misalignment, multipath fading, channel conditions, and transceivers hardware imperfections on the outage and ergodic capacity performance of the RIS-aided THz communications. Following the parameters in [7], we assume that \( T = 27^\circ C, p = 101325 \text{ Pa}, c = 3 \times 10^8 \text{ m/s}, w_d/a = 6, G_t = G_r = 40 \text{ dB}, \) and \( \sigma_S = 0.01 \text{ m}. \)

Figure 8 illustrates the OP performance versus the transmit power with \( d_2 = 20 \text{ m}, N_0 = 0 \text{ dB}, L = 40, m_{\ell,1} = 5, m_{\ell,2} = 7, K_{\ell,1} = 5, K_{\ell,2} = 6, \Delta_{\ell,1} = 0.6, \Delta_{\ell,2} = 0.4, \kappa_S = \kappa_D = 0.1, \) and \( 2\sigma_{\ell,1} (1 + K_{\ell,1}) = 2\sigma_{\ell,2} (1 + K_{\ell,2}) = 20 \text{ dB} (\ell = 1, \cdots, L). \)

For a given transmission distance, we can observe that the OP increases as the relative humidity increases. Furthermore, the increase in the transmission distance of the signal can cause a significant increase in the OP. Comparing the impact of the propagation loss and the molecular absorption loss, we can find an interesting insight is that the propagation loss is more detrimental to the performance of the RIS-aided THz communication system than the molecular absorption loss. This is because the OP degradation caused by the increase of \( d_1 \) is severer than the corresponding degradation caused by the increase of \( \phi_1 \). Moreover, as it can be observed, the outage probability increases as the frequency increases. When the frequency increases from 340 GHz
to 380 GHz, the OP decreases faster than when the frequency increases from 300 GHz to 340 GHz. The reason is that a high molecular absorption exists in 380 GHz because 380 GHz is one of the water vapor resonance frequencies \([37]\). Thus, taking into account the variation of the environmental conditions and the molecular absorption phenomenon is significant for the THz communication system designer.

Figure 9 plots the OP versus the threshold, \(\gamma_{th}\), with \(P = 40\) dB, \(m_{\ell,1} = m_1, m_{\ell,2} = m_2, 2\sigma_{\ell,1} (1 + K_{\ell,1}) = 2\sigma_{\ell,2} (1 + K_{\ell,2}) = 2\sigma (1 + K), \) \(f = 300\) GHz, \(d_1 = 10\) m, \(d_2 = 20\) m, \(N_0 = 1\) dB, \(K_{\ell,1} = 5, K_{\ell,2} = 6, \Delta_{\ell,1} = 0.6, \Delta_{\ell,2} = 0.4,\) \(L = 40,\) and \(2\sigma_{\ell,1} (1 + K_{\ell,1}) = 2\sigma_{\ell,2} (1 + K_{\ell,2}) = 25\) dB \((\ell = 1, \cdots, L)\). Obviously, as the increase of \(\gamma_{th}\), the OP increase. Moreover, Fig. 9 shows the effects of different channel conditions. The OP decreases as shaping parameters \(m_1\) and \(m_2\) increasing because of the better channel conditions. Furthermore, the number of RIS’s reflecting elements, \(L\), has a significant impact on the performance of the RIS-aided THz communications. This is because that the RIS can effectively change the phase of reflected signals to enhance the received signal quality, enabling the desired THz wireless channel to exhibit a perfect line-of-sight.

Figure 10 depicts the ergodic capacity versus the transmit power with \(m_{\ell,1} = 5, m_{\ell,2} = 7, f = 360\) GHz, \(d_1 = 8\) m, \(d_2 = 6\) m, \(N_0 = 1\) dB, \(K_{\ell,1} = 5, K_{\ell,2} = 6, \Delta_{\ell,1} = 0.6, \Delta_{\ell,2} = 0.4, L = 40,\) and \(2\sigma_{\ell,1} (1 + K_{\ell,1}) = 2\sigma_{\ell,2} (1 + K_{\ell,2}) = 25\) \((\ell = 1, \cdots, L)\) for different \(\kappa_S = \kappa_D = \kappa\). We can observe the ergodic capacity increases when the transmission power increases. Thus, increasing the transmission power can be regarded as a direct measure to reduce the impact of hardware imperfections. Furthermore, Fig 10 reveals that the hardware imperfections have a small effect on the ergodic capacity in the low
transmit power regime, but their impact is detrimental in the high transmit power regime. Therefore, the efficient method to increase the ergodic capacity is to decrease the hardware imperfections when the transmit power is high. In addition, we can observe that the derived capacity upper bound is close to the Monte Carlo simulation results.

Figure [11] illustrates the ergodic capacity versus the number of RIS’s reflecting elements with $2\sigma_{\ell,1} (1 + K_{\ell,1}) = 2\sigma_{\ell,2} (1 + K_{\ell,2}) = 2\sigma (1 + K)$, $\kappa_s = \kappa_D = 0$, $m_{\ell,1} = 5$, $m_{\ell,2} = 7$, $d_1 = 8$ m, $d_2 = 6$ m, $N_0 = 1$ dB, $K_{\ell,1} = 5$, $K_{\ell,2} = 6$, $\Delta_{\ell,1} = 0.6$, and $\Delta_{\ell,2} = 0.4$ for different $f$ and $2\sigma (1 + K)$. From Fig. [11] we can observe that the ergodic capacity increases as the increase of number of reflecting elements. This is due to the reason that more elements let RIS has superior capability in manipulating electromagnetic waves. Thus, Equipping RIS with more reflecting elements can significantly improving the performance of wireless communication system. Furthermore, as it can be observed, the ergodic capacity decrease when the operation frequency is changed from 300 GHz to 380 GHz. Thus, it becomes evident that the system’s performance will be significantly influenced by the selection of operation frequency, which also verify the conclusion obtained from Fig. [8].

VII. CONCLUSIONS

We investigate a RIS-aided THz communication system and provide a comprehensive analytical framework. Exact expressions of the end-to-end SNR and SNDR are presented. Furthermore, based on the measurement data, we prove that the FTR distribution performs a good fit for modeling the small-scale amplitude fading of THz signals. A method of the phase-shifts design at the RIS elements under discrete phase-shifts constraints was proposed. Moreover, we investigate the impact of different number of discrete phase-shifts levels. Furthermore, important performance metrics, including the OP and ergodic capacity, are derived with closed-form expressions in terms of the multivariate Fox’s $H$-function. The tight upper bound expressions of ergodic capacity for ideal and non-ideal RF chains are also obtained. Finally, numerical results confirm that the propagation loss is more detrimental to the performance of the RIS-aided THz communication system than the molecular absorption loss, and the RIS can bring significant performance gain for the proposed THz communications.


APPENDIX A

PROOF OF LEMMA

A. Proof of PDF

With the help of (36), $\gamma_N$ can be expressed as

$$\gamma_N = \frac{|h_L|^2P}{N_o} \frac{1}{N_o^2} + \frac{1}{|h_{FP}|^2}.$$  (A-1)

Thus, we obtain

$$\frac{1}{\gamma_N} = \kappa^2 + \frac{N_o}{|h_L|^2P|h_{FP}|^2}.$$  (A-2)

Let us define that $V = \frac{1}{|h_{FP}|^2}$, $W = \frac{N_o}{|h_L|^2P}V = \frac{1}{\gamma_N} - \kappa^2$. The PDF of $V$ and $W$ can be respectively expressed as

$$f_V (v) = -\frac{1}{2v^2} \frac{1}{\sqrt{\frac{1}{v}}} f_{|h_{FP}|} \left( \sqrt{\frac{1}{v}} \right),$$  (A-3)

$$f_W (w) = \frac{|h_L|^2P}{N_o} f_V \left( \frac{|h_L|^2P}{N_o} w \right).$$  (A-4)

Substituting (A-3) into (A-4), we obtain

$$f_W (w) = -\frac{1}{2w^2} \frac{1}{\sqrt{\frac{|h_L|^2P}{N_o} w}} f_{|h_{FP}|} \left( \sqrt{\frac{N_o}{|h_L|^2P}w} \right).$$  (A-5)

By performing the change of variables $\gamma_N = \frac{1}{W + \kappa^2}$, $f_{\gamma_N}$ can be rewritten as

$$f_{\gamma_N} (x) = \frac{1}{x^2} \frac{1}{2(1-x\kappa^2)^2} \frac{1}{\sqrt{\frac{|h_L|^2P}{N_o} \frac{1-x\kappa^2}{x}}} f_{|h_{FP}|} \left( \sqrt{\frac{N_o}{|h_L|^2P(1-x\kappa^2)}} \right).$$  (A-6)

Moreover, with the help of [38, eq. (62)], we obtain the PDF of $|h_{FP}|$ as

$$f_{|h_{FP}|} (x) = \int_0^A \frac{1}{y} f_{|h_{FP}|} \left( \frac{x}{y} \right) f_{|h_{FP}|} (y) dy.$$  (A-7)

Substituting (A-7) into (A-6), we derive the integral representation for the PDF of $|h_{FP}|$ as (37) to complete the proof.
B. Proof of CDF

Following similar procedures as Appendix A-A, we can derive the CDF of $V$ and $W$ as

\[ F_V(v) = F_{|hFP|}\left(\frac{1}{\sqrt{v}}\right), \]

(A-8)

\[ F_W(w) = F_V\left(\frac{|h_L|^2 P}{N_o}w\right). \]

(A-9)

Making the change of variable $\gamma_N = \frac{1}{W+x^2}$, we can derive the CDF of $\gamma_N$ as

\[ F_{\gamma_N}(x) = F_{|hFP|}\left(\sqrt{\frac{xN_o}{|h_L|^2 P (1 - x^2)}}\right). \]

(A-10)

With the help of [38, eq. (65)], the CDF of $|h_{FP}|$ can be expressed as

\[ F_{|h_{FP}|}(x) = \int_0^{A_0} F_{|h_{FP}|}(\frac{y}{x}) f_{|h_{FP}|}(y) dy. \]

(A-11)

Substituting (A-11) into (A-10), the integral representation for the CDF of $|h_{FP}|$ as (38) can be derived to complete the proof.

APPENDIX B

PROOF OF THEOREM

A. Proof of PDF

With the help of the definition of multivariate Fox’s $H$-function [30, eq. (A-1)], eq. (31) can be expressed as

\[ f_{|h_{FP}|}(y) = \sum_{j_1, \ldots, j_L, i_1=0 \ldots, i_L, 2\ell=0}^{\infty} \prod_{i=1}^{L} K_{\ell, \ell}^{j_i, \ell} d_{i, \ell} m_{i, \ell}^{m_{i, \ell}} \frac{1}{\Gamma(m_{i, \ell}) \Gamma(j_i, \ell + 1)} \]

\[ \times \frac{1}{y} \prod_{\ell=1}^{L} \frac{1}{2\pi i} \int_{C_{\ell}} \frac{\prod_{i=1}^{L} \Gamma(1 + j_i, \ell + \frac{1}{2}\varsigma_i) \Gamma(-\varsigma_i)}{\Gamma\left(-\sum_{i=1}^{L} \varsigma_i\right)} \left(y^{-1} \prod_{\ell=1}^{L} \left(\sqrt{2}\sigma_{i, \ell}\right)\right)^{\varsigma_i} d\varsigma_i, \]

(B-1)
where the integration path of $L_\ell$ ($\ell = 1, 2, \cdots, L$) goes from $a_\ell - \infty j$ to $a_\ell + \infty j$ and $a_\ell \in \mathbb{R}$. Substituting (B-1) and (14) into (A-7), we obtain that

$$f_{|hFP|}(x) = \int_0^{A_0} \frac{1}{y} \sum_{j_1, \cdots, j_L = 0}^{\infty} \cdots \sum_{j_1, N, \cdots, j_L, N = 0}^{\infty} \prod_{\ell=1}^{L} \frac{2}{j_\ell!} \frac{1}{\Gamma(m_\ell) \Gamma(j_\ell + 1)} \frac{1}{x} \prod_{\ell=1}^{L} \left( \frac{y}{2} \prod_{\ell=1}^{2} \left( \sqrt{2\sigma_\ell} \right) \right)^{\varsigma_\ell} \frac{1}{A_0^{\varsigma_\ell + 2}} \frac{1}{\Gamma \left( - \sum_{\ell=1}^{L} \varsigma_\ell \right)} \left( x^{\frac{1}{2}} \right) \left( \prod_{\ell=1}^{L} \left( \sqrt{2\sigma_\ell} \right) \right) \int_{L_\ell}^{A_0} \frac{1}{y} \frac{1}{\varsigma_\ell + 2} dy. \quad (B-2)$$

With the help of Fubini’s theorem, the order of integrations in (B-2) can be exchanged. Thus, We obtain

$$f_{|hFP|}(x) = \sum_{j_1, \cdots, j_L = 0}^{\infty} \cdots \sum_{j_1, N, \cdots, j_L, N = 0}^{\infty} \prod_{\ell=1}^{L} \frac{2}{j_\ell!} \frac{1}{\Gamma(m_\ell) \Gamma(j_\ell + 1)} \frac{1}{x} \prod_{\ell=1}^{L} \left( \frac{y}{2} \prod_{\ell=1}^{2} \left( \sqrt{2\sigma_\ell} \right) \right)^{\varsigma_\ell} \frac{1}{A_0^{\varsigma_\ell + 2}} \frac{1}{\Gamma \left( - \sum_{\ell=1}^{L} \varsigma_\ell \right)} \left( x^{\frac{1}{2}} \right) \left( \prod_{\ell=1}^{L} \left( \sqrt{2\sigma_\ell} \right) \right) \int_{L_\ell}^{A_0} \frac{1}{y} \frac{1}{\varsigma_\ell + 2} dy, \quad (B-3)$$

where

$$I_A = \int_0^{A_0} \frac{1}{y^{\varsigma_\ell + 2}} dy = \frac{1}{\varsigma_\ell + 2} A_0^{\varsigma_\ell + 2}. \quad (B-4)$$

With the aid of [26, eq. (8.331.1)], $I_A$ can be expressed as

$$I_A = \frac{\Gamma \left( \varsigma_\ell + 2 \right)}{\Gamma \left( \varsigma_\ell + 2 + 1 \right)} A_0^{\varsigma_\ell + 2}. \quad (B-5)$$

Substituting $I_A$ into (B-3) and using the definition of multivariate Fox’s $H$-function [30, eq. (A-1)], we obtain (39) that completes the proof.

B. Proof of CDF

Using [30, eq. (A-1)], we can rewrite (32) as

$$F_{|hFP|}(y) = \sum_{j_1, \cdots, j_L = 0}^{\infty} \cdots \sum_{j_1, N, \cdots, j_L, N = 0}^{\infty} \prod_{\ell=1}^{L} \frac{2}{j_\ell!} \frac{1}{\Gamma(m_\ell) \Gamma(j_\ell + 1)} \frac{1}{x} \prod_{\ell=1}^{L} \left( \frac{y}{2} \prod_{\ell=1}^{2} \left( \sqrt{2\sigma_\ell} \right) \right)^{\varsigma_\ell} \frac{1}{A_0^{\varsigma_\ell + 2}} \frac{1}{\Gamma \left( - \sum_{\ell=1}^{L} \varsigma_\ell \right)} \left( x^{\frac{1}{2}} \right) \left( \prod_{\ell=1}^{L} \left( \sqrt{2\sigma_\ell} \right) \right) \int_{L_\ell}^{A_0} \frac{1}{y} \frac{1}{\varsigma_\ell + 2} dy. \quad (B-6)$$
Substituting (B-6) and (14) into (A-11), we can express the CDF of $|h_{FP}|$ as

$$F_{|h_{FP}|}(x) = \int_{0}^{A_{o}} \sum_{j_{1,1}=0}^{\infty} \cdots \sum_{j_{1,N}=0}^{\infty} \prod_{l=1}^{L} \prod_{\ell=1}^{2} \frac{K_{l,\ell}^{j_{1,\ell}}d_{\ell}^{j_{1,\ell}}m_{\ell,m_{\ell}}}{\Gamma(m_{\ell})\Gamma(j_{1,\ell}+1)} \frac{1}{\Gamma(m_{\ell})\Gamma(j_{1,\ell}+1)}$$

$$\times \prod_{l=1}^{L} \prod_{\ell=1}^{2} \frac{1}{2\pi i} \int_{L_{l}} \frac{\Gamma(1+j_{1,\ell}+\frac{1}{2}\varsigma_{l})\Gamma(-\varsigma_{l})}{\Gamma(1-\sum_{l=1}^{L}\varsigma_{l})} \left(\frac{y}{x}\right)^{2} \prod_{\ell=1}^{L} \left(\sqrt{2}\sigma_{\ell,\ell}\right)^{\varsigma_{l}} \frac{\gamma^{2}}{A_{o}^{2}} d\varsigma_{l}.$$  

(B-7)

According to Fubini’s theorem, we notice that the order of integration can be interchangeable, and can rewrite (B-7) as

$$F_{|h_{FP}|}(x) = \sum_{j_{1,1}=0}^{\infty} \cdots \sum_{j_{1,N}=0}^{\infty} \prod_{l=1}^{L} \prod_{\ell=1}^{2} \frac{K_{l,\ell}^{j_{1,\ell}}d_{\ell}^{j_{1,\ell}}m_{\ell,m_{\ell}}}{\Gamma(m_{\ell})\Gamma(j_{1,\ell}+1)} \frac{1}{\Gamma(m_{\ell})\Gamma(j_{1,\ell}+1)} \frac{\gamma^{2}}{A_{o}^{2}}$$

$$\times \prod_{l=1}^{L} \prod_{\ell=1}^{2} \frac{1}{2\pi i} \int_{L_{l}} \frac{\Gamma(1+j_{1,\ell}+\frac{1}{2}\varsigma_{l})\Gamma(-\varsigma_{l})}{\Gamma(1-\sum_{l=1}^{L}\varsigma_{l})} \left(\frac{1}{x}\right)^{2} \prod_{\ell=1}^{L} \left(\sqrt{2}\sigma_{\ell,\ell}\right)^{\varsigma_{l}} I_{A} d\varsigma_{l},$$  

(B-8)

where $I_{A}$ has been solved as (B-5). Substituting $I_{A}$ into (B-8), the CDF of $|h_{FP}|$ can be expressed as eq. (40) that completes the proof.

APPENDIX C

PROOF OF PROPOSITION 1

With the help of Jensen’s inequality [36], the upper-bound of the ergodic capacity can be expressed as

$$C_{N} \leq \log_{2}(1 + \mathbb{E}[\gamma_{N}]),$$  

(C-1)

where

$$\mathbb{E}[\gamma_{N}] = \mathbb{E}\left[ \frac{|h_{FP}|^2|h_{L}|^2P}{\kappa^2|h_{FP}|^2|h_{L}|^2P + N_{0}} \right] = \frac{P|h_{L}|^2\mathbb{E}[|h_{FP}|^2]}{P\kappa^2|h_{L}|^2\mathbb{E}[|h_{FP}|^2] + N_{0}}.$$  

(C-2)

The $s_{th}$ moment of $|h_{FP}|$ is defined as

$$\mathbb{E}[|h_{FP}|^{s}] = \int_{0}^{\infty} x^{s} f_{h_{FP}}(x) dx.$$  

(C-3)
Substituting (39) into (C-3), \( \mathbb{E}[|h_{FP}|^\alpha] \) can be expressed as

\[
\mathbb{E}[|h_{FP}|^\alpha] = \sum_{j_1, \ldots, j_L = 0}^{\infty} \cdots \sum_{j_1, \ldots, j_L, N = 0}^{\infty} \prod_{\ell=1}^{L} \frac{2 K_{t,\ell}^{j_{\ell,t}} d_{\ell,j_{\ell,t}} m_{\ell,t}^{m_{\ell,t}}}{j_{\ell,t}! \Gamma(m_{\ell,t}) \Gamma(j_{\ell,t} + 1)} \gamma^2 \times \prod_{\ell=1}^{L} \frac{1}{2 \pi i} \int_{L_{\ell}}^{\infty} (1 + j_{\ell,t} + \frac{1}{2} \varsigma_{\ell}) \Gamma(-\varsigma_{\ell}) \Gamma(\varsigma_{\ell} + \gamma^2) \left( e_{0} \prod_{\ell=1}^{L} \left( \sqrt{2} \sigma_{1,\ell} \right) \right)^{\varsigma_{\ell}} d\varsigma_{\ell}, \tag{C-4}
\]

where

\[
I_{C} = \int_{0}^{\infty} x^{s - \frac{L}{\varsigma_{1}} - 1} dx. \tag{C-5}
\]

Let \( \mathcal{L}\{p(t)\} = P(x) \). With the help of the property of Laplace transform, it follows that

\[
\mathcal{L}\left\{ \int_{0}^{t} p(z) dz \right\} = \frac{P(x)}{x}. \tag{C-6}
\]

According to the final value theorem, we have

\[
\lim_{t \to \infty} \left( \int_{0}^{t} p(z) dz \right) = e^{\frac{P(e)}{e}} = P(e), \tag{C-7}
\]

where \( e \) is a number close to zero (e.g., \( e = 10^{-6} \)). Thus, we can use (C-7) to solve \( I_{C} \) as

\[
I_{C} = \left( \frac{1}{e} \right)^{s - \frac{L}{\varsigma_{1}} - 1} \Gamma \left( s - \sum_{i=1}^{L} \varsigma_{i} \right). \tag{C-8}
\]

Substituting (C-8) into (C-4) and using the definition of multivariate Fox’s H-function [30, eq. (A-1)], we obtain

\[
\mathbb{E}[|h_{FP}|^\alpha] = \sum_{j_1, \ldots, j_L, l = 0}^{\infty} \cdots \sum_{j_1, \ldots, j_L, N, l = 0}^{\infty} \prod_{\ell=1}^{L} \frac{2 K_{t,\ell}^{j_{\ell,t}} d_{\ell,j_{\ell,t}} m_{\ell,t}^{m_{\ell,t}}}{j_{\ell,t}! \Gamma(m_{\ell,t}) \Gamma(j_{\ell,t} + 1)} \gamma^2 \left( e_{0} \prod_{\ell=1}^{L} \left( \sqrt{2} \sigma_{1,\ell} \right) \right)^{\varsigma_{\ell}} \times H_{0}^{0,1,3;\cdots;1,3} \begin{pmatrix} e_{0} \prod_{\ell=1}^{L} \left( \sqrt{2} \sigma_{1,\ell} \right) \\ \vdots \\ e_{0} \prod_{\ell=1}^{L} \left( \sqrt{2} \sigma_{L,\ell} \right) \end{pmatrix} \begin{pmatrix} (1 - s; -1, \cdots, -1), (0; -1, \cdots, -1) : v_{FP,1}; \cdots; v_{FP,L} \\ - : (0,1), (-\gamma^2,1), \cdots; (0,1), (-\gamma^2,1) \end{pmatrix} , \tag{C-9}
\]

Combining (C-9) and (C-2), letting \( s = 2 \), we obtain (48) to complete the proof.
for the case of ideal RF chains, the ergodic capacity can be expressed as

$$C_I = E [\log_2 (1 + \gamma_I)] = \int_0^\infty \log_2 (1 + x) f_{|\gamma_I|} (x) \, dx. \quad (D-1)$$

Substituting (44) into (D-1), we obtain

$$C_I = \frac{1}{2} \sum_{j_1, \ldots, j_L=0}^\infty \sum_{\ell_1=1}^L \prod_{\ell=1}^2 \frac{K_{i,\ell}^j d_{i,\ell} m_{i,\ell}^{m_{i,\ell}}}{j_{i,\ell}! \Gamma(m_{i,\ell}) \Gamma(j_{i,\ell} + 1)}$$

$$\times \prod_{\ell=1}^L \frac{1}{2\pi i} \int_{L_\ell} \frac{\prod_{\ell=1}^2 \Gamma(1 + j_{i,\ell} + \frac{1}{2} \varsigma_i) \Gamma(-\varsigma_i) \Gamma(\varsigma + \gamma^2)}{\Gamma(-\sum_{i=1}^L \varsigma_i) \Gamma(\varsigma_i + \gamma^2 + 1)} \left( A_0 \sqrt{\frac{|h_L|^2 P}{N_o}} \prod_{\ell=1}^2 \left( \sqrt{2} \sigma_{i,\ell} \right)^{\varsigma_i} \right) I_{D_1} d\varsigma_i, \quad (D-2)$$

where

$$I_{D_1} = \int_0^\infty \log_2 (1 + x) x^{\frac{1}{2} - \frac{L}{2} \sum_{i=1}^L \varsigma_i} \, dx. \quad (D-3)$$

With the aid of (39) eq. (01.04.07.0002.01)], $I_{D_1}$ can be expressed as

$$I_{D_1} = \frac{1}{2\pi i} \int_{L_{L+1}} \frac{\Gamma(\varsigma_{L+1} + 1) \Gamma^2 \left( -\varsigma_{L+1} \right)}{\Gamma(1 - \varsigma_{L+1})} I_{D_2} d\varsigma_{L+1}, \quad (D-4)$$

where $I_{D_2}$ can be solved by following similar procedures as (C-7) as

$$I_{D_2} = \int_0^\infty x^{\frac{1}{2} - \frac{L}{2} \sum_{i=1}^L \varsigma_i - \varsigma_{L+1}} \, dx = \left( \frac{1}{e} \right)^{\frac{1}{2} \sum_{i=1}^L \varsigma_i} \Gamma \left( \frac{1}{2} \sum_{i=1}^L \varsigma_i - \varsigma_{L+1} \right). \quad (D-5)$$

Substituting (D-5) and (D-4) into (D-2), we obtain

$$C_I = \sum_{j_1, \ldots, j_L=0}^\infty \sum_{\ell_1=1}^L \prod_{\ell=1}^2 \frac{K_{i,\ell}^j d_{i,\ell} m_{i,\ell}^{m_{i,\ell}}}{j_{i,\ell}! \Gamma(m_{i,\ell}) \Gamma(j_{i,\ell} + 1)} \frac{1}{2}$$

$$\times \prod_{\ell=1}^L \frac{1}{2\pi i} \int_{L_\ell} \frac{\prod_{\ell=1}^2 \Gamma(1 + j_{i,\ell} + \frac{1}{2} \varsigma_i) \Gamma(-\varsigma_i) \Gamma(\varsigma + \gamma^2)}{\Gamma(-\sum_{i=1}^L \varsigma_i) \Gamma(\varsigma_i + \gamma^2 + 1)} \left( A_0 \sqrt{\frac{|h_L|^2 P}{N_o}} \prod_{\ell=1}^2 \left( \sqrt{2} \sigma_{i,\ell} \right)^{\varsigma_i} \right)^\varsigma_i$$

$$\times \frac{1}{2\pi i} \int_{L_{L+1}} \frac{\Gamma(\varsigma_{L+1} + 1) \Gamma^2 \left( -\varsigma_{L+1} \right) \Gamma \left( \frac{1}{2} \sum_{i=1}^L \varsigma_i - \varsigma_{L+1} \right)}{\Gamma(1 - \varsigma_{L+1})} e^{-\varsigma_{L+1}} d\varsigma_{L+1} d\varsigma_i, \quad (D-6)$$

With the help of (30) eq. (A-1)], we can rewrite (D-6) as (50) that completes the proof.
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