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We find that a symbolic walk – performed by a walker with memory given by a Bernoulli shift – is able to distinguish between the random or chaotic topology of a given network. We show this result by means of studying the undirected baker network, which is defined by following the Ulam approach for the baker transformation in order to introduce the effect of deterministic chaos into its structure. The chaotic topology is revealed through the central role played by the nodes associated with the positions corresponding to the shortest periodic orbits of the generating map. They are the overwhelmingly most visited nodes in the limit cycles at which the symbolic walker asymptotically arrives. Our findings contribute to link deterministic chaotic dynamics with the properties of networks constructed using the Ulam approach.
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I. INTRODUCTION

The interest in the study of complex networks has been steadily increasing during recent years. Widespread use of the Internet and communication networks has undoubtedly been one of the major drivers behind this, however the wealth of applications they have are difficult to underestimate. In fact, networks research is interdisciplinary in nature, involving many areas [1, 2]. Their properties are relevant in sociology, epidemiology, economy and also physics, in particular, they could be useful for understanding transport phenomena in complex systems [3, 4]. Networks are usually classified in terms of the shape of the distributions of the node degree $k$, i.e., the number of connections associated to their nodes. Roughly speaking, one has regular networks where $k$ is a constant, also the ER model [5] where the distribution of $k$ is Poissonian, and finally scale free networks that have a power law distribution for their $k$ [6].

On the other hand, characterizing the properties of transport has been an active field of research, with the study of random walks being of particular interest [7]. It is the common practice to consider a walker without memory that in fact leads to different kinds of diffusive processes, also depending on the nature of the medium. But in this work we are interested in studying one of a different kind, which we call symbolic walk (SW). One of the main motivations behind its definition is the possibility to open a two-way research route. On one hand they could be of help to devise more efficient protocols for message delivery in communication networks [8, 9]. On the other, we could profit from networks properties in order to study transport in complex systems. The SW is performed by a walker with minimum information given by a short symbolic sequence derived from a Bernoulli shift [10]. In our case we consider a paradigmatic chaotic system, the baker map [11, 12]. In this sense, the symbol sequence that gives the instructions on how to move to the walker can be associated to a periodic orbit of this map.

We have taken the first step in determining the properties of this kind of walker by means of studying its behavior when moving in different types of regular networks. In doing so we can ask ourselves if this minimally informed walker is able to distinguish between the random or chaotic topology. For that purpose we have defined the baker (chaotic) network following the Ulam approach [13] of partitioning the phase space of the baker map in cells that can be associated to the nodes. This has the advantage of incorporating the chaotic features of the baker transformation into the network structure in a very simple way. In this paper we focus on regular networks since their simplicity allows us to study very interesting mathematical properties without losing the generality of the model we construct. We compare the SW behavior for the baker, random, and also for the ring and the torus networks.

We have found that the SWs universally fall to what we call a limit cycle, i.e. a stationary path on the network that is repeated continuously, resembling the periodic orbits of dynamical systems. Moreover, we have verified that these limit cycles visit the nodes of the baker network associated with the shortest periodic orbits of the baker map with an overwhelming preference. This is not the case for the random network, where no such regularity is observed. We think that with the aid of this minimum information walker we could be able to design message delivery protocols that would profit from the chaotic topology of networks without the need of knowing their details. On the other hand, by studying global properties of complex networks we could be able to unveil features of transport in complex systems. Finally, we consider that these results can be expanded to different kinds of networks (not just regular) and also to the quantum realm.

The paper is organized as follows, in Sec. II we introduce the details of the symbolic walk and the baker network, we study its properties and compare with random regular, ring and torus networks, showing the main results of our work. In Sec. III we give an interpre-
tation of these findings in terms of the shortest paths distributions and the connection among limit cycles on the network and the shortest periodic orbits of the baker map. Finally, in Sec. IV we present our conclusions and ideas for future investigations.

II. THE SW IN REGULAR NETWORKS

A. The SW

A network can be explored in several ways. In a random walk each step of the walker at a given node is chosen at random from all the possible outgoing links. On the other hand, there are very complex paths, far from being random, that depend on multiple variables, as for example the ones followed by someone surfing the WWW or driving a car in a city. Here, we will define the SW as a rule that the walker follows which is deterministic (having memory effects), trying to capture the essential features of this more realistic behavior.

A network path can be characterized by the sequence of nodes that the walker passes through. An alternative way to describe the path is given by the initial node, and the sequence of links followed. We will take the latter approach in order to define the SW. For simplicity we will study only undirected and $k$ regular networks, i.e., networks where the number of neighbors per node is the same for all nodes. This model could be extended to general networks in different ways, but this is out of the scope of the present work.

One of the most extended representations of networks is given by the $N \times N$ adjacency matrix

$$A_{i,j} = \begin{cases} 1 & \text{link from } j \text{ to } i \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (1)

In our case the number of non-zero elements per column and row is fixed to $k$. An alternative representation for networks is given by a $N \times k$ link matrix

$$B(i, m) = j$$  \hspace{1cm} (2)

with $i, j = 1, \ldots, N$ and $m = 1, \ldots, k$ labeling the links between nodes $i$ and $j$. Note that the derivation of $B$ from the adjacency matrix $A$ is not unique, depending on link labels. For simplicity we will write $B$ following the increasing order of the nodes. Note also that undirected networks give rise to symmetrical matrices ($A_{i,j} = A_{j,i}$), while in $B$ this symmetry is expressed as the following: for each $m, i, j$ exists $m'$ such that $B(i, m) = j$ and $B(j, m') = i$, where $i, j = 1, \ldots, N$ and $m, m' = 1, \ldots, k$.

Following the $B$ representation, a path of $t$ steps can be represented by an initial node and a strip of $t$ symbols, instead of the sequence of $t$ nodes $(i_0i_1i_2\ldots i_{t-1}i_t)$. Using this notation, and given an initial node, we define the SW for a strip $\nu = \nu_1, \nu_2, \ldots, \nu_L$ of $L$ symbols (with $\nu_i = 1, \ldots, k$) as the deterministic evolution for infinite times with the sequence of neighbors given by the repetition of $\nu$. Thus, one iteration of the SW with the strip $\nu$ is defined as:

$$i_{t+1} = B(i_t, \nu_{t \mod(L)})$$  \hspace{1cm} (3)

In order to clarify this definition we illustrate the SW with the following example: Fig. 1(a) shows a regular network with $N = 6$ and $k = 3$, which can be represented by means of the adjacency and link matrices $A$ and $B$ as

$$A = \begin{pmatrix} 0 & 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 1 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 3 & 4 & 6 \\ 3 & 4 & 5 \\ 1 & 2 & 5 \\ 1 & 2 & 6 \\ 2 & 3 & 6 \\ 1 & 4 & 5 \end{pmatrix}. \hspace{1cm} (4)$$

The SW chosen for this example is the strip $\nu = 12$. Taking the initial node $i_0 = 2$, and following the SW definition (Eq. 3), the walker takes the first node ($\nu_1 = 1$) and goes to the node $i_1 = B(2,1) = 3$. The next step is $i_2 = 2$, and therefore the path is given by $23232323\ldots$ in node representation. For this case the path could be seen as a periodic orbit of period 2. Choosing the initial condition $i_0 = 6$ we obtain the path $6141414141\ldots$, where the walker converges to what we call a limit cycle of period 2 (again), but after some transitory evolution. We will define two different quantities, $d_t$ and $d_{lc}$, which correspond to the transitory and the limit cycle dimensions respectively. For the dimension of the transitory we take into account all nodes belonging to the path of the walker from the initial node. Note that $d_t \geq d_{lc}$, since the limit cycle is included in the transitory definition, and then we have $d_t = d_{lc} = 2$ for the first initial condition, and $d_t = 3, d_{lc} = 2$ for the latter case.

In this example we only have two different limit cycles with $d_{lc} = 2$ given by $lc = 14$ (or equivalently $lc = 41$) for initial conditions $i_0 = 3, 4, 5, 6$, and $lc = 23$ for initial conditions $i_0 = 1, 2$. The transitory dimensions in all

FIG. 1. (color online) The left panel (a) shows an example of a regular network of order $k = 3$ with $N = 6$. The right panel (b) illustrates the baker network defined by the Ulam procedure. The phase space is divided in $N = N_q \times N_p$ cells ($N_q = N_p = 6$ in this example) and the link between nodes are taken following the baker transformation. The label of each node is given by $i = i_q + (i_p - 1)N_q$ where $i_q = 1, \ldots, N_q$ and $i_p = 1, \ldots, N_p$. Red, blue, and yellow initial areas (left panel) are evolved by the baker transformation (right panel) and define the links between nodes. The red area example shows the links between nodes $8 - 3$ and $8 - 4$.
cases are \( d_t = 2 \) for \( i_0 = 2, 4, d_t = 3 \) for \( i_0 = 1, 3, 6, \) and \( d_t = 4 \) for \( i_0 = 5. \)

### B. Regular networks

Since the SW is expected to behave differently depending on the kind of network it moves in, we consider its dynamics in chaotic, random and also in simple networks. In the following we describe their construction.

The definition of a chaotic network follows the Ulam method for chaotic maps [13–16]. For chaotic networks we have chosen the baker map that has a uniform Lyapunov exponent in the unit square phase space. The Ulam approach for the baker transformation consists of dividing the phase space in \( N = N_q \times N_p \) cells, each one representing a node whose label is given by \( i = i_0 + (i_p - 1)N_q. \) A link between nodes is added if the baker transformation (or its inverse since our network is an undirected one) maps the node \( i \) to the node \( j \) as illustrated in Fig. 1 b). The usual baker transformation is defined as

\[
\begin{align*}
q' &= 2q - [2q] \\
p' &= p/2 + [2q]
\end{align*}
\]

where \([x]\) is the integer part of \( x. \) The degree of the baker network is \( k = 2 \exp \lambda \) with \( \lambda = \ln 2, \) and therefore \( k = 4 \) for this baker map. Note that this 2-baker transformation can be easily generalized to an \( n \)-baker one (i.e. with \( n \) partitions of the phase space) in order to obtain networks with different orders.

The random network construction is done in the usual way, i.e. establishing a two-way link between a random pair of nodes \( i \) and \( j \) and following in that sense until each node has \( k \) links. Finally, we define two different simple regular networks given by the torus and ring topology. The torus network with \( k = 4 \) is defined by means of a two dimensional torus of \( N = N_q \times N_p \) nodes with \( k = 4 \) neighbors each, given by left, right, up and down links. On the other hand, in the ring network all nodes are in a ring, having \( k \) links with their closest neighbors. For the case of \( k = 4 \) each node has links with their first and second closest nodes per side. Note that both simple models can be generalized to other values of \( k. \)

Now that we have defined the main tools used in our investigation we can show the results. The first step is to analyze the statistical properties of the transitory and limit cycles for the SW dynamics. We have fixed the degree of the regular networks at \( k = 4 \) in order to have a simple but non-trivial evolution. We start the evolution from all initial nodes \( i_0 = 1, \ldots , N \), using all symbolic strips \( \nu \) of dimension \( L. \) It is worth noting that when \( L \) is a multiple of \( k, \) the statistics obtained by covering all these possibilities is independent on the order of the nodes and links. For this reason we take \( L = k = 4, \) which include the strips of periods \( L = 1 \) and \( L = 2. \) Therefore, the number of paths taken into account for the full statistics is \( N_t = N \times k^L = N \times 4^4 = 256N. \) The fraction of paths that have transitory and limit cycle dimensions \( d_{tc} \) and \( d_t \) are defined as \( f_{tc} = \#d_{tc}/N_t \) and \( f_t = \#d_t/N_t, \) respectively. The results for \( N = 6400 \) are shown in Fig. 2 for the baker, random, ring and torus networks. The first thing we notice is that the limit cycles of the baker network have just 5 different dimensions in clear contrast with a whole spectrum for the random network, which on the other hand stretches in more or less the same range. If we look at the behavior of the simple networks they resemble the one of the baker network in having limit cycles with a few dimensions, but the range of them is quite different, being larger for the simple network with larger diameters, i.e. the ring. It seems that the chaotic network shares properties from both simple and random ones. When looking at the transitory behavior the simple networks show no new information which corresponds to the fact that their simple topology induces a very regular motion that makes almost coincide both regimes. In the case of the baker network the dimensions of tansitories now cover a wide spectrum while staying in the range of the limit cycles, contrasting once again with the random network, whose dimension spectrum behaves smoother and extends to values much larger than in the former case.

In order to better understand this we have calculated the way in which the limit cycles dimensions behave with respect to the size of the network; results can be seen in Fig. 3. The average limit cycle dimension approximately follows a power law behavior with respect to the network size \( N \) in all cases, i.e. \( \langle d_{lc} \rangle \propto N^\alpha. \) The greatest expo-

![Fig. 2](image_url)

FIG. 2. (color online) Fraction of paths with dimension \( d_{lc} \) and \( d_t (f_{tc} \) and \( f_t), \) on top and bottom panel respectively. The number of nodes is \( N = 6400, \) and the statistics is carried out for all strips \( \nu \) of dimension \( L = 4 \) and all initial conditions \( (i_0 = 1, 2, \ldots, N). \) The regular networks used (with \( k = 4 \)) are the baker, random (5 realizations), ring and torus represented by black circles, red squares, green diamonds and blue triangles, respectively.
FIG. 3. (color online) Average limit cycle dimension \( \langle d_{lc} \rangle \) as a function of network size \( N \) for different networks. Results for the baker, random, ring and torus networks are represented by black, red, green and blue circles, respectively. The average is computed over all SWs (full statistics) with \( L = 4 \), and over 5 random realizations in the random network case. Dashed lines correspond to the power law \( \langle d_{lc} \rangle \propto N^\alpha \), with the fitted exponents: 0.98 ± 0.03 for the ring, 0.50 ± 0.03 for the torus, 0.27 ± 0.09 for the baker, and −0.06 ± 0.04 for the random networks.

Different belongs to the ring network for which we have fitted a value \( \alpha = 0.98 \pm 0.03 \), then comes the torus network with \( \alpha = 0.50 \pm 0.03 \), which can be explained by the fact of having a smaller diameter. For the baker network \( \alpha = 0.27 \pm 0.09 \), but the fluctuations are larger than in all the other cases, confirming how relevant the chaotic structure of the map phase space could be for the corresponding network topology. Finally, the random network behavior is characterized by \( \alpha = −0.06 \pm 0.04 \), which indicates that the average of limit cycle dimensions is almost independent on network size. This different behavior clearly distinguishes it from the chaotic network, and can be associated to the local properties of the random construction. A deeper analysis of the \( \langle d_{lc} \rangle \) growth for the random and baker network cases can be seen in Fig. 4. The values of \( \langle d_{lc} \rangle \) for the random network (top panel) converges to \( \langle d_{lc} \rangle \sim 3 \). This can be explained due to the typical orbit of 3 nodes given by \( i'ii'' \) which dominates the statistics. It is even more evident now, how the SWs are able to distinguish between both kinds of networks, being their average limit cycle dimensions behavior strikingly different. While regularity is the norm in the random case, strong fluctuations are the main feature in the chaotic one, not only shown by the standard deviation \( \langle d_{lc} \rangle \pm \sigma \) values, but also by the maximum values represented by means of blue squares. With the aid of Fig. 4 we are able to underline the marked dependence of the baker network structure on the properties of the chaotic map phase space, whose coarse-graining effects given by the size \( N \) can induce abrupt changes in the links structure. Another interesting conclusion extracted from Fig. 4 is that the maximum \( d_{lc} \) is 2 to 5 times larger for the baker network when compared to the random case.

Finally, we present a very nice way to see the ability of the SWs to tell the difference between the baker and random networks. The joint probability (or fraction) for a path to have both \( d_{lc} \) and \( d_l \) dimensions \( f(d_l,d_{lc}) \) is shown in Fig. 4 in logarithmic scale for the baker network in the top panel and for the random network in the bottom one. In this figure it is visible how the limit cycle dimension of 3 dominates the statistics for both cases, but it is even stronger in the random case. Typical transitory dimensions are larger for the random case, and there is a correlation between large values of \( d_{lc} \) and \( d_l \) for the baker network.

FIG. 4. (color online) Black circles represent the average limit cycle dimension \( \langle d_{lc} \rangle \) as a function of network size \( N \) for the random and baker networks in top and bottom panels, respectively. The calculation corresponds to all SWs (full statistics) with \( L = 4 \), and over 5 random realizations in the random network case. The blue squares represent the maximum limit cycle dimensions, while dashed red lines show the standard deviation \( \langle d_{lc} \rangle \pm \sigma \).

III. LIMIT CYCLES AND SHORT PERIODIC ORBITS

In Sec. II it has become clear that SWs are able to distinguish between the different random or chaotic topology of a given network. But, why is this so? In this Section we are going to try to answer this question.

As a first step we have measured the source-target distances of both the baker and the random networks in order to see if there is a noticeable difference in the way a given pair of nodes are connected. We have used the standard breadth-first search algorithm in order to find the shortest distance for all pairs of nodes in the baker network, and 10 realizations with a 0.1 fraction of all possible pairs for the random network. In Fig. 4 we show...
histograms considering $N = 6400$. There is a significant shortening of the source-target distances for the chaotic network (represented by means of (green) gray line with squares) when compared to the random one ((blue) black line with circles). This could be the reason behind the longer transitory regimes observed for the random case but it is not enough to explain the so limited number of dimensions for the limit cycles found in the baker network.

In order to find out why there are so few different dimensions we begin by showing the number of limit cycles that pass through the node $i$: $\phi_d(i)$. This quantity is shown in decreasing order ($\phi_d(j) \geq \phi_d(j + 1)$) in Fig. 7. Remarkably, there are huge degeneracies for this quantity in the baker network case while not in the random one (the behavior for this latter being quite smooth).

But, can we ascribe these degeneracies to some structure behind the nodes highly preferred by limit cycles? It turns out that we can. These nodes are associated with the shortest periodic orbits of the baker map that we have used to generate the baker network following the Ulam procedure (see Fig. 2 of [12] for a phase space representation of shortest periodic orbits). This is nicely shown in Fig. 8 where we represent the nodes that have the largest values of $\phi_d$ in the phase space of the baker map by means of circles with different size and color. The nodes given by green and orange circles can be associated to the fixed points, those by red and orange circles to the symmetric periodic orbit of period 2 and 4, represented in symbolic dynamics as 01 and 0011 respectively, while black and blue circles are related to the periodic orbits of period 4 0001 and 0111.
FIG. 8. (color online) Phase space representation of the nodes with largest $\phi_d$ for the baker network with $N = 1600$ ($N_q = N_p = 40$) and $L = 4$. Different symbols in the phase space lattice correspond to the following different values of $\phi_d$: 43808, 22048, 11068, 10528, 6688, 5408. For nodes without symbols $\phi_d = 288$. The largest values of $\phi_d$ can be associated with the shortest periodic orbits of the baker map.

**IV. CONCLUSIONS**

In this work we have introduced a new kind of walker which is a deterministic alternative to the random one. We have called the associated dynamics a SW, since the steps of the walker are dictated by a symbolic sequence coming from a Bernoulli shift that can be associated to the periodic orbits of a chaotic system. In our case we have considered the paradigmatic baker map. We have found that this minimal information walker can distinguish between a chaotic network and a random one. This is shown by means of defining the baker (chaotic) network through the Ulam procedure which identifies a node with a given area in phase space. The SW turns out to always fall into what we call limit cycles, which in this context are closed paths. Furthermore, in the baker network case, these closed paths show an overwhelming preference to visit the nodes associated with the shortest periodic orbits of the baker map. This is in clear contrast with what happens for random regular networks, where no such asymptotic behavior has been found.

In this sense, SWs show themselves as a promising idea in the seek of efficient protocols for message delivery in communications networks. As a matter of fact it seems possible to engineer a simple series of instructions taking into account the global properties of a network in order to have a given path as the target. Moreover, this strong link between the properties of Ulam networks and periodic orbits of chaotic systems could lead to a better use of the knowledge coming from both areas, in particular for investigating transport phenomena in complex systems.

In the future we will extend this calculations to more kinds of networks (other than regular and based on other systems). We will also explore the way in which one can select different limit cycles by designing specific protocols. Furthermore, we will study the transport properties of SWs beginning with their first passage times behavior. Finally, we plan to extend this calculations to quantum graphs and maps.
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