Detection of Chlorophyll \textit{a} and CDOM Absorption Coefficient with a Dual-Wavelength Oceanic Lidar: Wavelength Optimization Method
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\textbf{Abstract:} To overcome the retrieval problems in complex water, dual working wavelengths are required instead of a single wavelength in oceanic lidar. The wavelength optimization method of detecting chlorophyll \textit{a} and Colored Dissolved Organic Matter (CDOM) absorption coefficient with a dual-wavelength lidar is studied in this paper. The inversion methods of chlorophyll \textit{a} and CDOM absorption are developed based on the water absorption characteristics, which then lead to the inversion error equations. The effects of the wavelength on the inversion errors are studied. For the case in which $\lambda_1$ and $\lambda_2$ are both random, the errors are relatively small when $\lambda_1$ is chosen between 420 and 560 nm and $\lambda_2$ is selected under 420 nm. For the case in which $\lambda_1$ is fixed at 532 nm, the errors generally decrease with decreasing $\lambda_2$, with minimums around 300 and 356–360 nm under different water conditions. The wavelength optimization method discussed in this paper and the penetration depth criterion will be beneficial to the design of the dual-wavelength lidar.
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1. Introduction

The ocean covers more than 71\% of the earth and plays a highly significant role in the global ecosystem and climate change \cite{1,2}. Several methods are employed for detecting the optical properties of the ocean’s interior. In situ methods, such as the transmissometer and scattering meter, can obtain the marine information accurately, yet are limited by efficiency \cite{3}. The ocean color remote sensing methods measured from the plane or satellite, like Moderate-Resolution Imaging Spectroradiometer, are able to collect global data efficiently over the long term \cite{4}. Nevertheless, the limited information about the depth and dependence on the natural light restricts its applications. Acoustics are widely used for profiling the seawater, but they can only work on underwater platforms, due to a high loss at the air-water interface. Lidar is an effective method that breaks through the above limitations, which is attractive due to its high temporal-spatial resolution and observation ability of deep water. For example, Schulien et al. demonstrated that airborne high-spectral-resolution Lidar (HSRL) measurements were able to accurately measure to 2.5–3 optical depths at 1 m resolution \cite{5}. Thus far, oceanic lidars...
have been employed in detecting fishes, phytoplankton layers, and internal waves, etc., in the upper ocean [6].

At present, a single wavelength is widely employed to measure ocean properties using the lidar technique. As the second-harmonic wavelength of the Nd:YAG laser, 532 nm is generally employed as the working wavelength. For example, Cloud Aerosol Lidar with Orthogonal Polarization (CALIOP) is a simple elastic backscatter lidar with emissions at 532 and 1064 nm. However, for 1064 nm, its in-water attenuation is too large to provide useful subsurface information [7]. Hair et al. used the HSRL at 532 nm, a more advanced lidar that can measure the attenuation and backscattering independently [7,8]. Liu et al. [9], Collister et al. [10], Churnside et al. [11], and Liu et al. [12] also used 532 nm as the working wavelength. If the seawater includes only water molecules and phytoplankton, the single-wavelength lidar can obtain chlorophyll $a$ using the existing bio-optical model. However, colored dissolved organic matter (CDOM) also exist in all ocean waters. Thus chlorophyll $a$ cannot be accurately obtained by using only one wavelength.

Lidar that employs more than one wavelength is a possible method to solve the simultaneous retrieval problem of chlorophyll $a$ and CDOM absorption. Although Gray et al. [13] developed a dual-wavelength lidar at 473 and 532 nm and Strait et al. [14] developed a lidar with a wavelength tunable from 410 to 700 nm, discrimination of chlorophyll $a$ and CDOM absorption has not been realized. Hoge put forward the idea of the dual-wavelength lidar to solve this problem [15] and Hostetler et al. proposed to collect measurements at 355 nm and 532 nm [7]. At present, determining the best dual-wavelengths through a quantitative analysis is beneficial for the ocean lidar community. In this paper, the retrieval equations and the error transfer formulas of CDOM absorption coefficients and chlorophyll $a$ are derived considering a dual-wavelength lidar. The effects of wavelength on errors are analyzed and the wavelength selection method of the dual-wavelength lidar is proposed.

The paper is constructed as follows. In Section 2, an introduction of the retrieval equations and error transfer formulas are described. In Section 3, the wavelength effects on the errors and selection method of the wavelength are presented. In Section 4, we discuss the other factors that might influence the wavelength selection and retrieval accuracy. Concluding remarks are summarized in the last section.

2. Method

Lidar signals contain 2 seawater optical properties, which are 180-degree volume scattering function and lidar attenuation coefficient. Several methods can be used to retrieve the 2 properties from the original signals. For elastic lidar, when the water column is well mixed, the slope method can be used. When the type of particles in the water does not change with depth, the Fernald method is better [16,17]. When changes in the depth profile of the optical properties are not too extreme, it is better to utilize the perturbation method [18–20]. For HSRL, the 2 properties can be retrieved independently [6,21]. The backscattering coefficient can be retrieved from the 180-degree volume scattering function through a conversion factor [8].

Gordon [22] indicated that the lidar attenuation coefficient could be regarded as the diffuse attenuation coefficient using the Kullenberg phase function if the field of view was large enough [23]. According to simulation results obtained by Lee, the diffuse attenuation coefficient can be written as a function of the absorption coefficient and the backscattering coefficient [24]. Therefore, the absorption coefficient can be derived from the lidar-measured diffuse attenuation coefficient and the backscattering coefficient. In addition, Liu found the seawater scattering phase function can be expressed in a two-term Henyey–Greenstein form through simulation. Furthermore, the lidar attenuation coefficient can be directly written as a function of the absorption coefficient and the backscattering coefficient [25]. Therefore, the absorption coefficient can be derived from the lidar attenuation coefficient and the backscattering coefficient. In either case, from the existing theory, the absorption coefficient can be retrieved using the oceanic lidar. Furthermore, for dual-wavelength lidar, the absorption coefficients at the 2 wavelengths can be measured simultaneously.
2.1. Inversion Formula

The main components of the water body included seawater, particles, and CDOM. Each component makes a distinct contribution to the total absorption coefficient, which can be written as

\[ a(\lambda) = a_w(\lambda) + a_p(\lambda) + a_g(\lambda) \]  

(1)

where \( a_w(\lambda) \) is the absorption coefficient of pure seawater, which is only related to the wavelength and has been measured \([26]\). \( a_p(\lambda) \) is the absorption coefficient of the particles, including phytoplankton and a few detritus, and is mainly contributed by chlorophyll \( a \). It can be estimated by \([27]\)

\[ a_p(\lambda) = A(\lambda) \times C^{E(\lambda)} \]  

(2)

where \( A(\lambda) \) is the specific absorption coefficient of chlorophyll \( a \), and the unit is \( \text{m}^{-1} \). \( C \) is the concentration of chlorophyll \( a \), and is expressed in \( \mu\text{g} \text{ L}^{-1} \). \( E(\lambda) \) is the index absorption coefficient of chlorophyll \( a \). The data of \( A(\lambda) \) and \( E(\lambda) \) used in this paper comes from Ocean Optics Web Book \([28]\).

\( a_g(\lambda) \) is the absorption coefficient of CDOM, which shows an exponential decay with \( \lambda \) increasing in the range of 200–800 nm, that is \([29]\)

\[ a_g(\lambda) = a_g(\lambda_0) \times \exp[-S(\lambda - \lambda_0)] \]  

(3)

where \( S \) is the spectral absorption slope, and the unit is \( \text{nm}^{-1} \), \( a_g(\lambda_0) \) is the absorption coefficient of CDOM at the reference wavelength \( \lambda_0 \), which is a representation of the CDOM concentration \([30]\). It is worth noting that the absorption curves of all detritus and CDOM can be described by exponential absorption models \([31]\), and the curves are very similar or even difficult to distinguish. Here we do simplification and express the absorption of both with \( a_g(\lambda) \), which will be meaningful when the absorption of detritus cannot be completely considered in \( a_p(\lambda) \).

The spectral characteristics of the absorption coefficient in the water are shown in Figure 1. The contributions of the pure water particles, and CDOM are shown in Figure 1a, where \( \lambda_0 \) is set at 532 nm, \( C \) is 20 \( \mu\text{g} \text{ L}^{-1} \), \( a_g(\lambda_0) \) is 0.0772 \( \text{m}^{-1} \), and \( S \) is 0.014 \( \text{nm}^{-1} \). \( a_w(\lambda) \) is small if the wavelength is smaller than 550 nm but increases rapidly between 550 and 700 nm. For the particles, there is a primary peak at 440 nm, more significant than the secondary peak near 680 nm. Besides, particles have an elevated absorption near 310 nm, which is likely due to mycosporine-like amino acids (MAAs). MAAs are UV absorbing, compounds that contain either an aminocyclhexenone or aminocyclhexenimine unit. MAAs have been shown to be released from phytoplankton grown in cultures \([32]\). MAAs have also been observed in 83% of the samples analyzed with concentrations ranging from 0 to 2.75 \( \mu\text{M} \) in the particulate organic matter (POM) in ocean samples \([33]\). The CDOM absorption decreases exponentially with the increasing wavelength. The absorption trends of CDOM and particles were opposite between 360 and 440 nm and 550 and 680 nm but similar between 440 and 550 nm and 310 and 360 nm, respectively. The same trend was not conducive to distinguishing the 2 components. Figure 1b shows the total absorption curves under different \( C \) and \( a_g(\lambda_0) \). At shorter wavelengths, particles and CDOM contributed more to the absorption signal.

According to Equations (1)–(3), the dual-wavelength lidar can obtain absorption coefficients at \( \lambda_1 \) and \( \lambda_2 \), which are,

\[
\begin{align*}
\{ a(\lambda_1) &= a_w(\lambda_1) + A(\lambda_1) \times C^{E(\lambda_1)} + a_g(\lambda_0) \times \exp[-S(\lambda_1 - \lambda_0)] \\
\{ a(\lambda_2) &= a_w(\lambda_2) + A(\lambda_2) \times C^{E(\lambda_2)} + a_g(\lambda_0) \times \exp[-S(\lambda_2 - \lambda_0)]
\end{align*}
\]  

(4)

In Equation (4), \( a_w(\lambda) \) varies little with the changes of other components of the water body, thus it can be considered as known. \( A(\lambda) \), \( E(\lambda) \) and \( S \) are assumed to be known. \( C \) can be expressed with \( a_g(\lambda_0) \) using the first equation of Equation (4), then be placed into the second equation. An implicit
function of C is obtained. The implicit function of \( a_g(\lambda_0) \) can be obtained the same way. Therefore the critical parameters of chlorophyll \( a \) and CDOM, \( C \) and \( a_g(\lambda_0) \), can be expressed as, respectively,

\[
\begin{align*}
&\begin{cases}
[a(\lambda_1) - a_w(\lambda_1) - A(\lambda_1) \times C^E(\lambda_1)] \times \exp(S\lambda_1) = a(\lambda_2) - a_w(\lambda_2) - A(\lambda_2) \times C^E(\lambda_2) \times \exp(S\lambda_2) \\
\frac{\partial}{\partial \mu}(a(\lambda_1) - a_w(\lambda_1) - a_\mu(\lambda_1) \times \exp(-S(\lambda_1 - \lambda_0))) \\
\frac{\partial}{\partial \mu}(a(\lambda_2) - a_w(\lambda_2) - a_\mu(\lambda_2) \times \exp(-S(\lambda_2 - \lambda_0)))
\end{cases} \quad E(\lambda_1) = E(\lambda_2)
\end{align*}
\]

(5)

According to Equation (5), \( C \) and \( a_g(\lambda_0) \) can be calculated using the dual-wavelength lidar and the known absorption spectrum of chlorophyll \( a \) and CDOM. Unfortunately, since Equation (5) is a transcendental equation, only numerical solutions of \( C \) and \( a_g(\lambda_0) \) can be obtained, rather than their analytical expressions.

![Figure 1](image)

**Figure 1.** The characteristics of the absorption coefficient in the water: (a) Absorption coefficients of pure seawater [34], Colored Dissolved Organic Matter (CDOM) and particles [27,28,32,35]; (b) total absorption under different \( C \) and \( a_g(\lambda_0) \).

### 2.2. Error Analysis

Due to the instrumental and environmental factors, measured errors of total absorption coefficients at \( \lambda_1 \) and \( \lambda_2 \) were unavoidable. Therefore, it was necessary to evaluate the effects of these measured errors on the retrieval accuracy of \( C \) and \( a_g(\lambda_0) \). The classic error propagation law can be utilized here to study the chlorophyll error as follows

\[
\epsilon_C^2 = \left[ \epsilon_C^{a(\lambda_1)} \right]^2 + \left[ \epsilon_C^{a(\lambda_2)} \right]^2
\]

(6)

where \( \epsilon_C \) is the total relative error of the chlorophyll, \( \epsilon_C^{a(\lambda_1)} \) and \( \epsilon_C^{a(\lambda_2)} \) are relative errors of the chlorophyll contributed by the measurement errors of \( a(\lambda_1) \) and \( a(\lambda_2) \), respectively, those are,

\[
\begin{align*}
\left[ \epsilon_C^{a(\lambda_1)} \right]^2 &= \left[ \frac{\partial a}{\partial \mu}(\lambda_1) \right]^2 \left[ \sigma_a(\lambda_1) \right]^2 = \left[ \Delta a(\lambda_1) \right]^2 \times \left[ \frac{1 + a_\mu(\lambda_1) + a_\mu(\lambda_2) \times \exp(S(\lambda_2 - \lambda_1))}{E(\lambda_1) - E(\lambda_2) \times \frac{A(\lambda_1) \times C^E(\lambda_1) - E(\lambda_1) \times \exp(S(\lambda_1 - \lambda_0))}{A(\lambda_1) \times C^E(\lambda_1)}} \right]^2 \\
\left[ \epsilon_C^{a(\lambda_2)} \right]^2 &= \left[ \frac{\partial a}{\partial \mu}(\lambda_2) \right]^2 \left[ \sigma_a(\lambda_2) \right]^2 = \left[ \Delta a(\lambda_2) \right]^2 \times \left[ \frac{1 + a_\mu(\lambda_2) + a_\mu(\lambda_0) \times \exp(S(\lambda_0 - \lambda_1))}{E(\lambda_1) - E(\lambda_2) \times \frac{A(\lambda_1) \times C^E(\lambda_1) - E(\lambda_1) \times \exp(S(\lambda_1 - \lambda_0))}{A(\lambda_1) \times C^E(\lambda_1)}} \right]^2
\end{align*}
\]

(7)

where \( \sigma \) and \( \Delta \) are the absolute and relative errors of the corresponding quantity. Equation (7) is derived using the differential calculation of Equation (5). Combining Equations (1)–(7), Equation (6) can be simplified as
\[ \varepsilon^2_\lambda = \left[ \sigma_\lambda / a_g(\lambda) \right]^2 + \left[ \sigma_\lambda / a_g(\lambda_2) \right]^2 \times \frac{1}{a_p(\lambda_2)E(\lambda_2)} \times \frac{1}{M_g M_C - M_g} \]  

(8)

where \( M_g = a_p(\lambda_1)/a_p(\lambda_2) \), \( M_C = a_p(\lambda_1)/a_p(\lambda_2) \) and \( M_E = E(\lambda_1)/E(\lambda_2) \). The first term means that the influence of \( \sigma_\lambda / a_g(\lambda_2) \) is \( M_g \) times that of \( \sigma_\lambda / a_g(\lambda_1) \); thus if \( M_g > 1 \), it is more critical to reduce \( \sigma_\lambda / a_g(\lambda_2) \) than \( \sigma_\lambda / a_g(\lambda_1) \) for the chlorophyll retrieval. In the second term, \( E(\lambda_2) \) has a smaller value at short wavelengths, while \( a_p(\lambda_2) \) has a larger value. Thus choosing the second wavelength within short wavelengths is beneficial to the second term. The third term shows that if \( M_g \ll M_E M_C \) or \( M_g \gg M_E M_C \), which roughly means that the trends of the particles and CDOM absorption in Figure 1a are totally different, the retrieval error of chlorophyll could be significantly decreased.

Similarly, the total relative error of \( a_g(\lambda_0) \) is written as

\[ \varepsilon^2_a(\lambda_0) = \left[ \frac{\sigma_a(\lambda_1)}{a_g(\lambda_0)} \right]^2 + \left[ \frac{\sigma_a(\lambda_2)}{a_g(\lambda_0)} \right]^2\]  

(9)

where

\[
\begin{align*}
\left[ \frac{\sigma_a(\lambda_1)}{a_g(\lambda_0)} \right]^2 &= \left[ \frac{\partial_a(\lambda_1)}{a_g(\lambda_0)} \right]^2 \left[ \Delta_a(\lambda_1) \right]^2 = \left[ \Delta_a(\lambda_1) \right]^2 \times \frac{1 + \frac{\partial_a(\lambda_1)A(\lambda_1)E(\lambda_1)}{a_g(\lambda_0)} \times \exp\left(-S(\lambda_1 - \lambda_2)\right) \times \frac{\lambda_1 - E(\lambda_1)}{\lambda_2 - E(\lambda_2)} \times C(\lambda_1 - \lambda_2) \times E(\lambda_1 - \lambda_2) \times C(\lambda_1 - \lambda_2)}{1 - \exp\left(S(\lambda_1 - \lambda_2)\right) \times \frac{\lambda_1 - E(\lambda_1)}{\lambda_2 - E(\lambda_2)} \times C(\lambda_1 - \lambda_2) \times E(\lambda_1 - \lambda_2) \times C(\lambda_1 - \lambda_2)} \right] \\
\left[ \frac{\sigma_a(\lambda_2)}{a_g(\lambda_0)} \right]^2 &= \left[ \frac{\partial_a(\lambda_2)}{a_g(\lambda_0)} \right]^2 \left[ \Delta_a(\lambda_2) \right]^2 = \left[ \Delta_a(\lambda_2) \right]^2 \times \frac{1 + \frac{\partial_a(\lambda_2)A(\lambda_2)E(\lambda_2)}{a_g(\lambda_0)} \times \exp\left(-S(\lambda_1 - \lambda_2)\right)}{1 - \exp\left(S(\lambda_1 - \lambda_2)\right) \times \frac{\lambda_1 - E(\lambda_1)}{\lambda_2 - E(\lambda_2)} \times C(\lambda_1 - \lambda_2) \times E(\lambda_1 - \lambda_2) \times C(\lambda_1 - \lambda_2)} \right]
\end{align*}
\]

(10)

Combining Equations (1)–(5) and (9)–(10), Equation (9) can be rewritten as

\[ \varepsilon^2_a(\lambda_0) = \left[ \sigma_a(\lambda_1) + \sigma_a(\lambda_2) \right] M_C M_E \times \left[ \frac{1}{a_g(\lambda_2)} \right]^2 \times \frac{1}{M_g M_C - M_g} \]  

(11)

Equation (11) is similar to Equation (8). The first term means the influence of \( \sigma_a(\lambda_1) \) is more significant than that of \( \sigma_a(\lambda_2) \) if \( M_C M_E < 1 \). The second term means that a large \( a_g(\lambda_2) \) results in a small error. The third term shows the different trends of the particles and CDOM absorption could decrease the retrieval error.

3. Results

In this section, several steps will be used to illustrate the retrieval of the dual-wavelength lidar. The Monte Carlo (MC) method was used to verify the correctness of the theoretical model of Equations (8) and (11). Then, the effect of the dual-wavelength selection on retrieval errors was analyzed. Furthermore, the relationship between \( \lambda_2 \) and error was analyzed when \( \lambda_1 \) was fixed at 532 nm. Finally, the dual-wavelength lidar method was validated based on the in situ seawater absorption coefficients. Table 1 lists the input seawater optical properties in the following simulation. \( a_g(532) \) was set at 0.01–0.05 m\(^{-1}\), \( C \) was set at 0.5–5.0 \( \mu \)g L\(^{-1}\) and \( S \) was set at 0.011–0.019 nm\(^{-1}\). According to global CDOM (\( a_g(443) \)) and chlorophyll distribution, 0.01–0.05 m\(^{-1}\) for \( a_g(532) \) and 0.5–5 \( \mu \)g L\(^{-1}\) for \( C \) have covered a large dynamic range [29,36]. Studies have shown that the \( S \) value of coastal seawater is usually between 0.011 and 0.018 nm\(^{-1}\) [37] and 0.014–0.019 nm\(^{-1}\) [38].

| Case | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|------|---|---|---|---|---|---|---|
| \( a_g(532) \) (m\(^{-1}\)) | 0.03 | 0.01 | 0.05 | 0.03 | 0.03 | 0.03 | 0.03 |
| \( C \) (\( \mu \)g L\(^{-1}\)) | 2.00 | 2.00 | 2.00 | 0.50 | 5.00 | 2.00 | 2.00 |
| \( S \) (nm\(^{-1}\)) | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.011 | 0.019 |
The correctness of Equations (8) and (11) was verified by the MC method, as shown in Figure 2. \( \lambda_1 = 532 \text{ nm} \) and \( \lambda_2 = 350 \text{ nm} \) were selected to simulate all 7 cases in Table 1. The measurement error of \( b_{bp} \) was 19.84%, and that of \( K_d \) was 17.63% in [5]. Besides, the error of \( K_d \) was 10.06% in [9]. Therefore, we set \( \Delta a(\lambda_1) \) and \( \Delta a(\lambda_2) \) at 20%. In Figure 2a,c, 500 MC results were plotted in red dots, the 3-\( \sigma \) results calculated by the theoretical model were plotted in the black dots, and the true values were plotted in the blue dots. Most of the MC results were within the 3-\( \sigma \) error range showing the great agreement between the theoretical model and the MC method. Notably, \( C^E \) solved by Equation (5) contained negative numbers, resulting in the fact that \( C \) had an imaginary number solution, and thereby the red dots in Figure 2a cannot be exactly surrounded by 3-\( \sigma \). In Figure 2b,d, the root mean squares of the relative errors of the MC results were plotted in red dots, and the theoretical errors were plotted in black dots. It shows that the MC results were very consistent with the theoretical results. Therefore, the theoretical model will be used for the following analysis, which largely decreases the computational costs.

![Figure 2](image)

**Figure 2.** C and \( a_g(532) \) retrieved by the theoretical model and Monte Carlo (MC) method under 7 cases in Table 1. (a) C; (b) relative error of C; (c) \( a_g(532) \); (d) relative error of \( a_g(532) \).

### 3.1. Dual-Wavelength Analysis

Figure 3 shows the relationship between dual-wavelengths and relative errors. \( M_g, M_c, \) and \( M_E \) in Equations (8) and (11) were related to both \( \lambda_1 \) and \( \lambda_2 \). We set \( \Delta a(\lambda_1) \) and \( \Delta a(\lambda_2) \) at 20%, and other parameters as Case 1 in Table 1. The situation \( \lambda_1 > \lambda_2 \) instead of the situation \( \lambda_1 < \lambda_2 \) was considered to enhance the readability of Figure 3. The two situations were similar due to symmetry. Figure 3a,b show the effect of the dual-wavelength selection on C and \( a_g(532) \). The black line indicates that inversion errors are 200%.
In Figure 3a, when $\lambda_1 > 560$ nm or $\lambda_1 < 420$ nm, the relative errors of $C$ were greater than 200% no matter the value of $\lambda_2$. However, for $a_g(532)$ in Figure 3b, the error was small when $\lambda_2$ was below 460 nm. Overall, the $a_g(532)$ relative error was smaller than that of $C$. Difference in contributions of chlorophyll and CDOM caused it. The absorption of CDOM increased exponentially with decreasing wavelength, contributing a large proportion of the total absorption and leading to small errors. When $C = 2.0 \mu g L^{-1}$, chlorophyll absorption was small and similar to that of water, which caused large retrieval errors. When $\lambda_1 > 600$ nm, the errors of $C$ and $a_g(532)$ became significant because their absorptions became smaller than water. In Equation (7), the denominator will become larger, and the numerator will become smaller as $C$ increases, causing smaller chlorophyll errors. That is to say, when the actual chlorophyll concentration was higher than the set value ($C$ can reach 8.19 $\mu g L^{-1}$ at Ross Sea [39]), errors of $C$ can be greatly reduced. Besides, there were many similarities between the two images: For example, when $420$ nm $< \lambda_1 < 560$ nm and $\lambda_2 < 420$ nm, the errors were both small; when the values of $\lambda_1$ and $\lambda_2$ were very close, the errors were large. Furthermore, a circular region with high errors appeared from $330$ nm to $360$ nm, because the $M_C \times M_E$ and $M_g$ values in Equations (8) and (11) were relatively close at this range.

To illustrate inversion accuracy in detail, we selected some $\lambda_1$ to find corresponding $\lambda_2$ that can reach the minimum errors. Under different $\lambda_1$ in Table 2, the $\lambda_2$ that obtains the minimum errors were all at 300 and 358 nm. The results showed the smallest error of chlorophyll inversion can reach 112.06% when $\lambda_1 = 500$ nm and $\lambda_2 = 300$ nm, and for CDOM is 33.38% when $\lambda_1 = 502$ nm and $\lambda_2 = 358$ nm. The errors obtained when $\lambda_2 = 358$ nm and $\lambda_2 = 300$ nm were very close and both small. The results in Figure 3 and Table 2 provide references for the wavelength setting. Considering the inversion accuracy of CDOM only, $\lambda_1$ can be set in a wide range from 400 nm to 700 nm. Considering the accuracy of chlorophyll also, $\lambda_1$ should be set from 420 nm to 560 nm.

### Table 2. Minimum errors when fixing $\lambda_1$ and changing $\lambda_2$ under Case 1 in Table 1.

| Retrieval | $\lambda_1$ (nm) | $\lambda_2$ (nm) | Relative Errors |
|-----------|-----------------|-----------------|-----------------|
| $C$       | 412             | 300             | 230.84%         |
|           | 440             |                 | 140.80%         |
|           | 500             | 300             | 111.76%         |
|           | 532             |                 | 127.16%         |
|           | 672             |                 | 325.96%         |
| $C$       | 412             | 358             | 233.66%         |
|           | 440             |                 | 141.42%         |
|           | 500             | 358             | 112.06%         |
|           | 532             |                 | 127.62%         |
|           | 672             |                 | 326.10%         |
Table 2. Cont.

| Retrieval | λ₁   | λ₂   | Relative Errors |
|-----------|------|------|-----------------|
| aₔ(532)   | 412 nm | 47.64% |
| 440 nm    | 37.58% |
| 502 nm    | 33.64% |
| 532 nm    | 33.60% |
| 672 nm    | 45.98% |

| aₔ(532)   | 412 nm | 48.08% |
| 440 nm    | 37.46% |
| 502 nm    | 33.38% |
| 532 nm    | 33.52% |
| 672 nm    | 47.28% |

3.2. One Fixed Wavelength at 532 nm

Considering the common use of 532 nm Nd: YAG laser in oceanic lidar, it is more practical to add another wavelength channel to improve the accuracy. According to Equations (7) and (10), when λ₁ is determined, the error is only affected by λ₂. With Δλ₁(λ₁) and Δλ₂(λ₂) to 20% and other parameters as Case 1 in Table 1, we found that the errors were large when λ₂ > 420 nm, which was more apparent when λ₂ was between 510 and 570 nm in Figure 4. This was consistent with the fact that the values of MCME-Mg in Equations (8) and (11) were small when the wavelengths were close. Besides, when both wavelengths were 532 nm, the dual-wavelength inversion model was not applicable, leading to the breakpoint at 532 nm in Figure 4. In other words, λ₂ should be set to a shorter wavelength than 420 nm. Therefore, the following analysis only considers the case when λ₂ is between 300 and 420 nm.

![Figure 4](image_url)

Figure 4. The effect of λ₂ on retrieval error when λ₁ is fixed at 532 nm.

As shown in Equations (7) and (10), the error is not only affected by λ₂, but also by chlorophyll concentration(C), CDOM concentration (aₔ(532)), and spectral absorption slope S. To determine the impact of these parameters on the errors, an error analysis was performed under the parameter settings listed in Table 1. The effects of aₔ(532) (Cases 1–3 in Table 1), C (Cases 1, 4, 5 in Table 1) and S (Cases 1, 6, 7 in Table 1) are shown in Figure 5a–c, respectively.

In Figure 5a,b, the inversion errors generally increased with λ₂, although there was a minimum at around 358 nm. Figure 5a shows the inversion errors of chlorophyll became larger with the increase of CDOM concentration, while those of CDOM became smaller. Similarly, the inversion errors of the chlorophyll become smaller as the chlorophyll concentration increases, while those of the CDOM are
nearly unchanged, as shown in Figure 5b. Besides, in Figure 5c, both the errors became smaller as the spectral absorption slope $S$ increased. $S$ determined the wavelength at the minimum error and a larger $S$ will lead to a smaller wavelength. When $S$ was $0.011-0.019 \text{ nm}^{-1}$, the minimum error was obtained when $\lambda_2$ was 356–360 nm.
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Figure 5. Relative errors of chlorophyll (red lines) and CDOM absorption (blue lines) in (a) different $a_\phi$ (532) (Case 1–3 in Table 1); (b) different C (Case 1, 4 and 5 in Table 1); (c) different $S$ (Case 1, 6 and 7 in Table 1).

The retrieval errors were caused by the lidar measurement errors ($\Delta$). Figure 6 shows the influence of instrument measurement error on the inversion results in Case 1. Obviously, the smaller the measurement error, the smaller the inversion errors. Besides, the value of the measurement errors does not affect the relationship between $\lambda_2$ and errors obtained in Figure 5.

![Figure 6](image2)

Figure 6. Relative errors of chlorophyll (red lines) and CDOM absorption (blue lines) in different $\Delta$.

To present the difference between single-wavelength and dual-wavelength inversion, Table 3 lists single-wavelength inversion errors under Cases 1–7 in Table 1. The single wavelength is set to the commonly used 532 nm and the CDOM absorption is not considered during the calculation. Notably, the errors in the single wavelength are not only determined by the measurement errors but
also by the principal errors without considering CDOM absorption. It shows that errors in Table 3 are large (Cases 1, 3, 4, 6, 7) and are less affected by ∆ (Cases 1–7) compared to those using Figures 5 and 6. When the CDOM concentration is low (Case 2) or the chlorophyll concentration is high (Case 5), the single-wavelength lidar’s inversion accuracy is similar to that of the dual-wavelength lidar. In general, the dual-wavelength inversion can distinguish CDOM and chlorophyll. Furthermore, the performance is improved if the concentration difference between the two substances is small. Notably, dual-wavelength inversion is suitable for situations where the measurement error is small. The reason is that the simultaneous measurement errors in dual-wavelength channels will enlarge the chlorophyll error through the inversion method. However, the single-wavelength lidar has only one channel and the influence of measurement errors will be smaller. It can be seen from Figure 6 that when the dual-wavelength inversion is ∆ = 10%, the error is 62.58%. Besides, inversion errors are linearly related to the magnitude of ∆. Thus dual-wavelength inversion has a certain degree of improvement compared with the single-wavelength inversion by an average factor of 1.8.

Table 3. Inversion error of chlorophyll with single-wavelength lidar under Cases 1–7 and different ∆.

| Case | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|------|-----|-----|-----|-----|-----|-----|-----|
| Relative error (∆ = 10%) | 168.27% | 66.13% | 282.32% | 569.08% | 79.63% | 168.27% | 168.27% |
| Relative error (∆ = 20%) | 203.37% | 102.12% | 318.17% | 660.92% | 100.48% | 203.37% | 203.37% |
| Relative error (∆ = 30%) | 243.39% | 142.93% | 360.77% | 793.77% | 126.38% | 243.39% | 243.39% |

3.3. Real Water Simulation

To illustrate the performance of the inversion model better, the in-water measurements were evaluated against the validation. The data were measured by in situ equipment instead of lidar because the multi-wavelength lidar was still not available. The single-wavelength inversion and dual-wavelength inversion are both considered, where the former is 532 nm, and the latter were divided into two cases, namely λ₁ and λ₂ are 532 nm and 412 nm in the first case and 532 nm and 440 nm in the second case, respectively. The data used here came from the field experiment in the Yellow Sea. In situ equipment was lowered into the seawater by a winch on the ship’s back deck to collect inherent optical properties. The absorption coefficients at different depths were collected using WET–Labs ac-9 at 532 nm, 412 nm, and 440 nm. The coincident temperature, salinity, and the data were provided by the SBE CTD. The scattering error in the particulate absorption was then corrected with the third method in [40]. S1 and S2 in Figure 7 represent different collection sites. The S1 collection site was located on Cold Water Mass of the Yellow Sea with a depth of 0–28 m; the S2 collection site was located near Pingshan Island with a depth of 0–16 m. The chlorophyll profile was measured by WET-Labs ECO fluorometer in the same cast of the ac-9 system.

Because the Yellow Sea is greatly affected by terrestrial importing, the molecular weight of CDOM contained in the seawater is larger. Therefore, the diffusion of these CDOM macromolecules in the vertical direction will make the molecular weight of CDOM show a tendency to decrease with the increasing depth [41]. The molecular weight of CDOM is reflected by the spectral absorption slope S in the absorption equation. Low molecular weight CDOM have higher measured values of S. At the same time, the magnitude of S is affected by the fitting wavelength band. To simulate the real water column better, when the depth of the first station (Figure 8a) is < 10 m, set S to 0.011 nm⁻¹, and when the depth is greater than 10 m, set S to 0.015 nm⁻¹; at the second station (Figure 8b), set S to 0.011 nm⁻¹. The results showed that the two methods were consistent with the trend of true values with depth. The single-wavelength results were 2–10 µg L⁻¹ higher than the true value, and dual-wavelength were –2–3 µg L⁻¹. Simultaneously, in dual-wavelength inversion, λ₂ = 412 nm performed better. This shows
that the real water column simulation confirms that the proposed dual-wavelength model can improve accuracy. It is worth noting that there are many errors that may affect results, such as the assumed $S$.
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**Figure 7.** In situ absorption coefficient collected in the Yellow Sea.
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**Figure 8.** Simulated comparison of the retrieval and true results at (a) S1 and (b) S2. Three kinds of retrieval methods are utilized, including (1) dual-wavelengths at 532 and 412 nm, (2) dual-wavelengths at 532 and 440 nm and (3) single wavelength at 532 nm.

4. Discussion

It can be learned from the above results that the smaller $\lambda_2$ is, the smaller the inversion errors when $\lambda_1$ is fixed at 532 nm and $\lambda_2$ is between 300 and 336 nm or 358 and 420 nm when $S = 0.015$ nm$^{-1}$. Notably, there is a minimum when $\lambda_2$ is at 300 and 358 nm. Mannino et al. have used a variety of inversion algorithms in ocean color remote sensing to conclude that the smaller the wavelength, the smaller the relative error of CDOM inversion [42], which is consistent with our conclusion between 300 and 336 nm or 358 and 420 nm. However, the penetration depth should be taken into account when
using lidar. When only the penetration depth is considered, Liu et al. indicated 488 nm is the best detection wavelength for 70% of the world’s oceans. Therefore, 488 nm is the most suitable wavelength when considering the penetration depth of the global ocean [43]. Penetration depth probability, which is defined as the ratio of detection depth $Z_{\text{max}}$ to euphotic depth $Z_{\text{eu}}$, is calculated at 412 and 443 nm by using the method of Liu et al. [43]. It can be seen from Figure 9 that the probability of penetration depth is determined by the laser wavelength.

![Figure 9](image-url)

**Figure 9.** Penetration depth probability at (a) 412 nm and (b) 443 nm using the method in [43].

In Figure 9, the probability of penetration depth exceeding 0.8 at 443 nm is more than 80% while at 412 nm is 55%. Additionally, Liu et al. calculated the probability of exceeding 0.8 at 488 nm is 95% [43]. Therefore, the probability of penetration depth decreases when the wavelength becomes smaller. Perhaps the choice of the additional wavelength requires a balance between the penetration depth probability and the inversion accuracy.

In the inversion equations, in addition to the measurable parameters $a(\lambda_1)$, $a(\lambda_2)$, the matching degree of the empirical parameters, $A(\lambda)$, $E(\lambda)$ and $S$ with the measured water column will also affect the accuracy of the final results. Specifically, the precise absorption coefficient of particles is not only related to the concentration of chlorophyll but also affected by other phytoplankton pigments and MMAs. The auxiliary pigments contained in different types of phytoplankton will cause the expansion of the primary peak (440 nm), such as the presence of a three-peak structure near the primary peak of cyanobacteria. The auxiliary pigments will also cause the appearance of additional absorption maxima, such as multi-dinocycin, which makes absorption peaks appear at less than 370 nm in the absorption spectrum of dinoflagellates [44]. The concentration of MMAs, which strongly absorb near 320 nm, is related to the season and affects the UV absorption of particles. Usually, the concentration of MMAs in winter is less than in summer [32]. CDOM’s $S$ is related to its composition. When the molecular weight of CDOM is larger, the ratio of humic to fulvic acid is larger, leading to a smaller $S$ [45]. It is expected that if the dominant species of phytoplankton and the molecular weight of CDOM in the measured water column are known, $A(\lambda)$, $E(\lambda)$, and $S$ can be corrected, and the inversion results will be more accurate. Therefore, setting a database containing the Spatio-temporal distribution of phytoplankton species and the Spatio-temporal distribution of $S$ values of CDOM is particularly essential.

It is worth noting that the detritus and phytoplankton are classified as particles in the model of the total absorption coefficient, and the model is described as Equations (1) and (2). However, the absorption model of detritus is more similar to CDOM. If the absorption of phytoplankton is independent while the absorptions of detritus and CDOM are combined, Equation (1) may be much universal. In this article, it is necessary to use Equation (1) due to the need to use absorption data...
between 300 and 400 nm. Fortunately, detritus accounts for a small proportion of particles absorption in this model, and particles absorption is dominated by phytoplankton. Therefore, the absorption of the particles is able to partly demonstrate the characteristic of phytoplankton absorption, which makes sense for other situations. We still look forward to the new model in which particles absorption is replaced by phytoplankton absorption, including the data of phytoplankton absorption in UV band.

At the beginning of this manuscript, some methods for obtaining the absorption and backscattering coefficients from $K_d$ are briefly described, but most methods can only be used under certain conditions. A more general method has not been proven, and this is one of the future directions of work.

5. Conclusions

This paper presents an inversion algorithm and error formulas to detect chlorophyll and CDOM absorption coefficients by a dual-wavelength lidar. The error analysis shows that errors in the chlorophyll estimates is relatively small when $\lambda_1$ is chosen between 420 and 560 nm. If considering the inversion accuracy of CDOM only, $\lambda_1$ should be set from 400 nm to 700 nm. At the same time, when the values of $\lambda_1$ and $\lambda_2$ are very close, the error value is enormous. For chlorophyll inversion, $\lambda_1 = 500$ nm and $\lambda_2 = 300$ nm will lead to the minimum error of 112.06%. For CDOM inversion, $\lambda_1 = 502$ nm and $\lambda_2 = 358$ nm will bring the smallest error of 33.38 %. If $\lambda_1$ is fixed at 532 nm, the errors generally increase with increasing $\lambda_2$, with minimums around 300 and 356–360 nm. Actual data simulations show that the relative error of dual-wavelength inversion is smaller than that of single wavelength inversion.

This article discusses and analyzes that the penetration depth is limited when the wavelength is small. When selecting an appropriate $\lambda_2$ for the dual-wavelength lidar, it is necessary to consider the influence of wavelength change on inversion accuracy and penetration depth. In addition, more accurate particles and CDOM absorption models will help improve the inversion accuracy.
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