Quantifying entanglement with scattering experiments
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We show how the entanglement contained in states of spins arranged on a lattice may be quantified with observables arising in scattering experiments. We focus on the partial differential cross-section obtained in neutron scattering from magnetic materials but our results are sufficiently general such that they may also be applied to, e.g., optical Bragg scattering from ultracold atoms in optical lattices or from ion chains. We discuss resonating valence bond states and ground and thermal states of experimentally relevant models—such as Heisenberg, Majumdar-Ghosh, and XY models—in different geometries and with different spin numbers. As a by-product, we find that for the one-dimensional XY model in a transverse field such measurements reveal factorization and the quantum phase transition at zero temperature.

I. INTRODUCTION

Entanglement is a key resource for performing quantum information tasks [1, 2]. At low temperatures, it occurs naturally in quantum many-body systems and its amount (more concretely, its scaling with the size of system partitions) relates to the complexity of descriptions of such systems [3–7]. It also serves to characterize exotic states of matter, a prominent example being topological spin liquids, see, e.g., the recent Refs. [8, 9]. While the task of merely verifying that entanglement is present [10, 11] is quite established and has been demonstrated in a number of experiments [12–22], quantifying its amount rigorously and without any assumptions is a delicate task and has only very recently been experimentally achieved for a large many-body system of bosons in optical lattices in Ref. [23] (see also, e.g., Ref. [24] where the entanglement of a small photonic system was quantified using few measurements). Generally speaking, the difficulty increases with the number of particles carrying the quantum information, i.e., it is especially delicate for large systems for which the available measurements are usually very limited and very far from being informationally complete (in which case full state tomography [15, 25, 26] would be possible). Here, we are interested in such large systems, namely a large number of spins arranged on a lattice. In order to quantify the amount of entanglement that is shared between the spins, we rely only on global measurements typically obtained in scattering experiments. We achieve this by generalizing results of the recent Refs. [27, 28] to arbitrary spin and to more general observables. In the case of neutron scattering from magnetic materials, this enables us to quantify entanglement for arbitrary lattice geometries relying solely on the Fourier transform of the scattering cross-section (or, alternatively, measurements that do not resolve the energy of the scattered neutrons). Our strategy adopts a principle from quantum information theory that is simple yet powerful [29–33]: Given certain observables and their experimentally obtained expectation values, we ask what is the minimal amount of entanglement that is consistent with the obtained outcomes, i.e., given the expectation values of the observables, we minimize over all density matrices that are consistent with them. In this way, we arrive at the least amount of entanglement that is consistent with the measurement outcomes and thus we put a lower bound on the entanglement contained in the sample on which the measurements were performed. By the very nature of this principle, we need not make any assumptions on the system (such as, e.g., the temperature, details of external potentials, the Hamiltonian governing the system, or even the system being in equilibrium).

We consider observables that arise in scattering experiments from $N$ spins arranged on a lattice. Examples include optical Bragg scattering from ultracold atoms in optical lattices [34] or from ion chains [35] and neutron scattering from magnetic materials [36]. These observables may be written as

$$\hat{S}(q) = \sum_{\alpha, \beta} M_{\alpha, \beta}(q) \hat{S}_{\alpha, \beta}(q),$$

where, usually, $q = k_f - k_i$ is the scattering vector, i.e. the difference between the final and the initial wave vector. Here,

$$\hat{S}_{\alpha, \beta}(q) = \sum_{i,j=1}^{N} f_{i,\alpha}^{*}(q)f_{j,\beta}(q)e^{i q \cdot (r_i - r_j)} \hat{S}_i^{\alpha} \hat{S}_j^{\beta},$$

where $r_j$ is the position of the $i$'th spin with corresponding spin operators $\hat{S}_i^{\alpha}$, $\alpha = x, y, z$, and spin quantum number $s$, and the coefficients $M_{\alpha, \beta}(q)$ and $f_{i,\alpha}(q)$ depend on the system under consideration. While keeping our results as general as possible, we will focus on neutron scattering experiments, in which such observables arise as follows.

The neutrons interact magnetically with the atoms of the target sample, whose magnetic moments mostly originate from the orbital motion and spins of unpaired electrons. In many cases an effective spin value can be assigned to either the magnetic atoms or to the entire unit-cell [36]. With the formalism introduced by Van Hove in Ref. [37], the partial differential cross-section can be expressed in terms of time-dependent correlation functions. Accordingly, for unpolarized neutrons, the magnetic cross-section is proportional to [36]

$$\frac{k_f}{k_i} \sum_{\alpha, \beta} (\delta_{\alpha, \beta} - \bar{q}_\alpha \bar{q}_\beta) \sum_{i,j} f_{i,\alpha}(q)^* f_{j,\beta}(q) e^{i q \cdot (r_i - r_j)} \times \int dt e^{-i \omega t} \langle \hat{S}_i^{\alpha}(t) \hat{S}_j^{\beta}(t) \rangle,$$

where

$$\hat{S}_i^{\alpha}(t) \equiv \sum_{\beta} \hat{S}_i^{\alpha, \beta} e^{i q \cdot (r_i - r_j)} \hat{S}_j^{\beta}(t).$$

$$\hat{S}_i^{\alpha}(t) \equiv \sum_{\beta} \hat{S}_i^{\alpha, \beta} e^{i q \cdot (r_i - r_j)} \hat{S}_j^{\beta}(t).$$
where $\omega$ is the energy transferred to the sample. Furthermore, $f_{i,\alpha}(q) = F_i(q) g_{i,\alpha}$, where $F_i(q)$ and $g_{i,\alpha}$ denote the magnetic form factor and the Landé factor of the $i$'th site, respectively, and $\bar{q} = q/|q|$. In general, we allow the $g$-factor to be anisotropic and $f_{i,\alpha}(q)$ to be site-dependent, where $i$ labels the lattice sites with corresponding effective values of $f_{i,\alpha}$ and $\tilde{S}^\alpha_i$ (corresponding to an effective spin quantum number $s$). The magnetic form factor $F_i(q)$ stems from the finite extent of the electron orbitals seen by the neutron with wavelength of the order of interatomic distances. To determine it, a detailed knowledge about the electronic wave functions of the magnetic atoms in the scatterer is required, and its values may be found in the literature. As $k_{i,f}$ are known, one may multiply (3) by $k_i/k_f$ and take the Fourier transform to obtain the instantaneous scattering function $S(q) = \langle \hat{S}(q) \rangle$, where $\hat{S}(q)$ is as in Eq. (1) with $M_{\alpha,\beta}(q) = \delta_{\alpha,\beta} - \bar{q}_\alpha \bar{q}_\beta$. Alternatively, $S(q)$ may be obtained if the requirements of the static approximation are fulfilled [38] and the final energy is not resolved. For quasi-one- or two-dimensional systems one may also consider a special scattering geometry [39–41] to obtain $S(q)$. In Section II, we show how a lower bound to the entanglement shared among $N$ spins—as quantified in terms of the best separable approximation [42] or the (generalized) robustness of entanglement [43, 44]—may be obtained from the expectation value of $\hat{S}(q)$ in Eq. (1). In this way, we quantify entanglement of a collection of $N$ spins without any assumption on the system. In Sections III and IV we show that our method allows to quantify the entanglement of ground and thermal states corresponding to several model Hamiltonians. We conclude with a summary and outlook in Section V.

II. MAIN RESULTS

In this section we will show how observables as in Eq. (1) may serve as lower bounds to the entanglement. We will consider several entanglement monotones and a particular simple form will be derived for the best separable approximation $\mathcal{E}_{BSA}[\hat{\varrho}]$ in the neutron scattering setting: For any scattering vector $q$, we find (see below and Appendix A for details)

$$\mathcal{E}_{BSA}[\hat{\varrho}] \geq 1 - \frac{1}{c_{\min}} \sum_{\alpha,\beta} (\delta_{\alpha,\beta} - \bar{q}_\alpha \bar{q}_\beta) \langle \hat{S}_{\alpha,\beta}(q) \rangle,$$

where $c_{\min}$ is a constant that depends on the spin quantum number $s$ and the magnetic form factors $F_i(q)$ and Landé factors $g_{i,\alpha}$. Hence, a measurement of the Fourier transform of the magnetic scattering cross-section at a single scattering vector directly provides a lower bound to the entanglement contained in the sample. A numerical analysis of the above bound may be found in Section III (see Figs. 1-3) for different physical models that describe, among others, the magnetic compounds summarized in Table 1.

In the remainder of this section, we detail the derivation of the above bound and the bounds on robustness of entanglement measures. We start with a detailed description of the scattering observables under consideration.

A. The observables under consideration

We will see below that for many systems, a measurement of $\langle \hat{S}(q) \rangle$ at a single scattering vector $q$ suffices to put meaningful tight lower bounds on the entanglement quantified via the best separable approximation (BSA). For the robustness measures, however, we have found that measurements at a single scattering vector $q$ do not suffice to obtain non-trivial bounds for large systems (see also Ref. [27]). To this end, we incorporate knowledge of $\langle \hat{S}(q) \rangle$ at several $q$ by slightly generalizing the observables in the introduction to observables of the form

$$\hat{S} = \sum_{q \in Q} \hat{S}(q).$$

As we will see, this summation over measurements obtained at several scattering vectors will result in positive entanglement bounds even in the thermodynamic limit. Here, $Q \subset \mathbb{R}^3$ is some collection of scattering vectors and $\hat{S}(q)$ is defined as in Eq. (1), where we make the following assumptions on the coefficients $M_{\alpha,\beta}(q) \in \mathbb{C}$ and $f_{i,\alpha}(q) \in \mathbb{C}$: We assume that the $3 \times 3$ matrix $M(q)$ with entries $M_{\alpha,\beta}(q)$ is Hermitian, i.e., $M_{\alpha,\beta}(q) = M_{\beta,\alpha}(q)$, and positive semi-definite. We further assume that for each $i = 1, \ldots, N$ the $3 \times 3$ matrix $M^{(i)}$ with entries

$$M^{(i)}_{\alpha,\beta} = \sum_{q \in Q} f_{i,\alpha}^*(q) f_{i,\beta}(q) M_{\alpha,\beta}(q)$$

is real and symmetric, i.e., $M^{(i)}_{\alpha,\beta} = M^{(i)}_{\beta,\alpha} \in \mathbb{R}$. All these assumptions are fulfilled, e.g., in the neutron scattering setting, for which we have $M(q) = 1 - \bar{q} \bar{q}^*$ (see Eq. (3)) and $f_{i,\alpha}(q) = F_i(q) g_{i,\alpha}$ with $g_{i,\alpha} \in \mathbb{R}$.

B. Lower bounds to the entanglement

In what follows, we consider multipartite entanglement in the following sense. Every state $\hat{\varrho}$ that is not fully separable, i.e., of the form

$$\sum_n p_n \bigotimes_{i=1}^N \hat{\varrho}^{(n)}_i \in \mathcal{S}$$

with $p_n > 0$ and $\sum_n p_n = 1$, will be called entangled. Here, we denoted the set of separable states by $\mathcal{S}$. The degree of entanglement is then quantified using entanglement monotones [1, 2], that is, functionals $\mathcal{E}[\hat{\varrho}]$ that do not increase under local operations and classical communication. The monotones under consideration are part of a larger family of monotones that may be expressed as [30]

$$\mathcal{E}_C[\hat{\varrho}] = - \min_{\hat{W} \in \mathcal{W} \cap \mathcal{C}} \text{tr} [\hat{W} \hat{\varrho}]$$

with the convention that $\mathcal{E}_C[\hat{\varrho}] = 0$ if the minimization results in a positive number. Here, $\mathcal{W}$ is the set of entanglement witnesses (Hermitian operators with non-negative expectation...
value for every separable state, i.e., $(\hat{W})_{\text{sep.}} \geq 0$, see Ref. [11] for a review) and the set $\mathcal{C}$ depends on the chosen entanglement measure: If

$$\mathcal{C} = \{ \hat{W} \in \mathcal{W} \mid 1 + \hat{W} \geq 0 \} \quad (9)$$

then $\mathcal{E}_C[\hat{\varrho}] = \mathcal{E}_{BSA}[\hat{\varrho}]$ quantifies entanglement in terms of the best separable approximation [42], which, in essence, answers the question of how much of a separable state is contained in the state $\hat{\varrho}$. For

$$\mathcal{C} = \{ \hat{W} \in \mathcal{W} \mid \text{tr}[\hat{W} \hat{\varrho}] \leq 1 \forall \hat{\varrho} \in \mathcal{S} \} \quad (10)$$

we have $\mathcal{E}_C[\hat{\varrho}] = \mathcal{E}_R[\hat{\varrho}]$, quantifying entanglement in terms of the robustness of entanglement. Finally, if

$$\mathcal{C} = \{ \hat{W} \in \mathcal{W} \mid 1 - \hat{W} \geq 0 \} \quad (11)$$

then $\mathcal{E}_C[\hat{\varrho}] = \mathcal{E}_{GR}[\hat{\varrho}]$ is the generalized robustness of entanglement. These robustness measures [43, 44] quantify the minimal amount of noise (in the form of general state in the case of the generalized robustness and in the form of a separable state in the case of the robustness) that must be mixed in to make $\hat{\varrho}$ separable.

Instead of minimizing over all the entanglement witnesses $\hat{W} \in \mathcal{W} \cap \mathcal{C}$, we construct a single member of the set $\mathcal{W} \cap \mathcal{C}$ of the form

$$\hat{W}_{S,C} = a_C \hat{S} + b_C \mathbb{1} \quad (12)$$

with appropriate real coefficients $a_C$ and $b_C$ (which will depend on the set of scattering vectors $Q$ and the matrices $M(q)$) and $\hat{S}$ as in the previous section. By inspection of Eq. (8), we see that any $\hat{W} \in \mathcal{W} \cap \mathcal{C}$ gives a lower bound to the entanglement monotone and thus for any state $\hat{\varrho}$, one has

$$\mathcal{E}_C[\hat{\varrho}] \geq -a_C \langle \hat{S} \rangle - b_C, \quad (13)$$

which depends only on the expectation value $\langle \hat{S} \rangle = \text{tr}[\hat{S} \hat{\varrho}]$. The coefficients are found in the following way. As the matrices $M(q)$ are assumed to be positive semidefinite, it is straightforward to show that $\hat{S}$ is also positive semidefinite, see Appendix A. Furthermore, one may derive bounds on the minimal and maximal achievable expectation value in fully separable states

$$c_{\min} \leq \langle \hat{S} \rangle_{\text{sep.}} \leq c_{\max}. \quad (14)$$

Together with positive semidefinite-ness of $\hat{S}$, such bounds allow us to arrive at witnesses that are of the form as in Eq. (12) and members of the set $\mathcal{W} \cap \mathcal{C}$. One readily verifies that the coefficients

$$a_{BSA} = \frac{1}{c_{\min}}, \quad b_{BSA} = -1, \quad (15)$$

$$a_R = -\frac{1}{c_{\max} - c_{\min}}, \quad b_R = -c_{\max} a_R, \quad (15)$$

$$a_{GR} = -\frac{1}{c_{\max}}, \quad b_{GR} = 1,$$

fulfill the necessary requirements as defined in Eqs. (9-11). It remains to make the bounds $c_{\min}$ and $c_{\max}$ explicit.

1. Lower bound to the best separable approximation

For each $i = 1, \ldots, N$, denote the eigenvalues of the $3 \times 3$ matrix $M(i)$ in Eq. (6) by $m_{\alpha}^{(i)}$. For product states, so for each summand in Eq. (7), the expectation value $\langle \hat{\varrho} \rangle$ can be written as the product $\langle \hat{\varrho} \rangle = \langle \hat{\varrho} \rangle$, for lattice sites $i \neq j$. The resulting expression can then be bounded with the help of the eigenvalues of the coefficient matrices $M(i)$ in the following way (see Appendix A for details).

$$c_{\min} = \sum_{i=1}^{N} \min_{|\psi\rangle} \sum_{\alpha} m_{\alpha}^{(i)} \left( \langle \psi | S^{2}_i | \psi \rangle - \langle \psi | S_{\alpha} | \psi \rangle^{2} \right), \quad (16)$$

where we recall that $s$ is the spin quantum number corresponding to the $S^{s}_{i}$ and $|Q\rangle$ denotes the number of scattering vectors in the set $Q$. If $f_{i,\alpha}(q) = f(q)$, if $M(q) = (1 - \bar{Q} q^{2})/|f(q)|^{2}$ (similar observables were considered in [28]), one finds

$$c_{\min} = |Q| s, \quad (17)$$

and further values are listed in Ref. [46]. The latter yields the following bound on the best separable approximation. For each $q \in \mathbb{R}^{3}$, inserting Eq. (18) into Eqs. (13) and (15) leads to

$$\mathcal{E}_{BSA}[\hat{\varrho}] \geq 1 - \frac{\delta_{\alpha,\beta}}{NC_{s}} \sum_{i,j} \sum_{i,j} \text{e}^{iq(r_{i} - r_{j})} \langle S^{\alpha}_{i} S^{\beta}_{j} \rangle$$

$$=: \mathcal{E}_{BSA}[\hat{\varrho}] (q). \quad (20)$$

Note that this is a general bound for any state. Whenever the expectation value $\mathcal{E}_{BSA}[\hat{\varrho}] (q)$ is accessible, it provides a lower bound to the entanglement contained in $\hat{\varrho}$ – no matter what the underlying Hamiltonian of the system or the temperature might be, no matter whether the system is in equilibrium or not. If, depending on the experimental situation, $\mathcal{E}_{BSA}[\hat{\varrho}] (q)$ is not accessible, i.e. the special form of $M(q)$ and $f_{i,\alpha}(q)$ is not given, one has to use the observable given in Eqs. (1) and (2) and the general bound in Eq. (16) needs to be applied. Note that, for any state, $\mathcal{E}_{BSA}[\hat{\varrho}] \leq 1$, i.e., whenever we find $\mathcal{E}_{BSA}[\hat{\varrho}] (q) = 1$, the bound is in fact equal to the exact entanglement. In Section III, we present $\mathcal{E}_{BSA}[\hat{\varrho}] (q)$ for several numerically simulated states, see Figs. 1-3, and in Section IV, we discuss some examples for which $\mathcal{E}_{BSA}[\hat{\varrho}] (q)$ may be obtained analytically.
Q lower bounds to the robustness measures for any servable in Eq. (21) may be obtained, we have the following bound is derived in appendix A and reads

\[ b \]

The derivation of the general bound may be found in Appendix A, for clarity, we only state it here for the following special case. We let \( f_{i,\alpha}(q) = f(q) \) and \( M_{\alpha,\beta}(q) = \delta_{\alpha,\beta}/|f(q)|^2 \) such that our observable reads

\[ \hat{S} = \sum_{q \in Q} \sum_{i,j=1}^N e^{iq(r_i-r_j)} \sum_\alpha S^{\alpha}_i S^{\alpha}_j. \]

(21)

We further assume that the \( N = N_1 N_2 N_3 \) spins are arranged on a finite three-dimensional Bravais lattice with primitive vectors \( a_d, d = 1, 2, 3 \), such that \( r_i = \sum_{d=1}^3 i_d a_d \) with \( i_d \in \{1, \ldots, N_d\} \). Further we assume that

\[ Q \subset \left\{ \sum_{d=1}^3 q_d b_d \mid q_d \in \frac{1}{N_d} \{0, \ldots, N_d - 1\} \right\} =: \mathbb{Q}, \]

(22)

where the \( b_d \) are the reciprocal primitive vectors. The upper bound is derived in appendix A and reads

\[ c_{\text{max}} = N|Q|s + N^2 s^2, \]

(23)

see Eq. (A17). Hence, whenever the expectation of the observable in Eq. (21) may be obtained, we have the following lower bounds to the robustness measures for any state. For all \( Q \subset \mathbb{Q} \), we have

\[ \mathcal{E}_R[\hat{\rho}] \geq \frac{\langle \hat{S} \rangle - N|Q|s}{N^2 s^2} - 1 =: \mathcal{E}_R[\hat{\rho}], \]

\[ \mathcal{E}_{GR}[\hat{\rho}] \geq \frac{\langle \hat{S} \rangle}{N|Q|s + N^2 s^2} - 1 =: \mathcal{E}_{GR}[\hat{\rho}], \]

(24)

We present \( \mathcal{E}_R[\hat{\rho}] \) and \( \mathcal{E}_{GR}[\hat{\rho}] \) for several numerically simulated states in Section III, see Fig. 4, and discuss some analytic examples in Section IV.

FIG. 1. Lower bound \( E_{BSA}[\hat{\rho}](q) = E_{BSA}[\hat{\rho}](q_s) \) (Eq. (20)) to the entanglement \( E_{BSA}[\hat{\rho}] \) vs. temperature for thermal states of the quasi-one-dimensional Heisenberg model Eqs. (26,27) for \( s = 1/2, 1, 5/2 \) (left to right) and \( L = 900 [68] \). The gray solid line in the left-most plot depicts the entanglement bound for a ground state of the Majumdar-Gosh model in the limit \( L \rightarrow \infty \). Note that for all shown models the bound \( E_{BSA}[\hat{\rho}] \leq 1 \), which holds for any state \( \hat{\rho} \), is attained at \( T = 0, q_s = 0 \).

III. NUMERICAL ANALYSIS OF MAGNETIC MATERIALS

For all our numerical examples we assume that \( f_{i,\alpha}(q) = f(q) \), that the \( N = L^3 \) spins are arranged on a simple cubic lattice with \( r_i = i \in \{1, \ldots, L\}^3 \) and periodic boundary conditions, and that

\[ Q \subset 2\pi\{0, \ldots, L - 1\}^3/L. \]

(25)

We will consider ground and thermal states, \( \hat{\rho} = e^{-\hat{H}/(k_B T)} / Z \), of quasi-one- and two-dimensional Hamiltonians, that is, Hamiltonians of the form

\[ \hat{H} = \sum_{i_x,i_y=1}^N \hat{H}^{(i_x,i_y)}_{1D} \text{ or } \hat{H} = \sum_{i_z=1}^N \hat{H}^{(i_z)}_{2D}, \]

(26)

i.e., Hamiltonians that correspond to \( L^2 \) mutually uncoupled chains or Hamiltonians that correspond to \( L \) mutually uncoupled two-dimensional systems. We further assume that the individual chains are governed by the same one-dimensional Hamiltonian \( \hat{H}_{1D} \) and will give numerical examples for the one-dimensional Heisenberg model and the XY-chain. Similarly, we assume that the individual two-dimensional systems are governed by the same \( \hat{H}_{2D} \) and provide numerical examples for it being the two-dimensional Heisenberg model.

Results for thermal states are obtained using the loop algorithm of the ALPS quantum Monte Carlo library [47]. For details on the simulation of effective one- and two-dimensional models and the symmetries of the models under consideration see Appendix B and C.

We start with quasi-one-dimensional models, the first of which is the antiferromagnetic one-dimensional Heisenberg model, i.e., the individual chains are governed by the Hamiltonian

\[ \hat{H}^{H}_{1D} = J \sum_{(i,j)} \hat{S}_i \cdot \hat{S}_j = J \sum_{(i,j)} \sum_\alpha S^{\alpha}_i S^{\alpha}_j, \]

(27)
where $\langle \cdot, \cdot \rangle$ denotes summation over nearest neighbors. Various materials may approximately be described by such mutually uncoupled chains and have been studied experimentally using neutron scattering, see Table 1 for some examples. In Fig. 1, we present results for the lower bound $E_{BSA}[\hat{\rho}]$ (26), each of which is described by the XY-model in Eq. (28).

As a second quasi-one-dimensional example, we consider the spin-1/2 XY-chain in a transverse magnetic field,

$$\hat{H}_{1D}^{XY} = \sum_{\langle i,j \rangle} \left[ (1+\gamma) \hat{S}^x_i \hat{S}^x_j + (1-\gamma) \hat{S}^y_i \hat{S}^y_j \right] - h \sum_i \hat{S}^z_i, \quad (28)$$

where $\gamma$ is the anisotropy parameter and $h$ denotes the magnetic field. The system undergoes a quantum phase transition at the critical value $h = 1$ and the ground state factorizes for $\gamma^2 + h^2 = 1$. See Ref. [52] for a comparison of this model to experimental data on Cs$_2$CoCl$_4$ and Ref. [53] for confirmation of the one-dimensional spin-1/2 XY character of the interactions between the pseudospins of the Pr$^{3+}$ ions in PrCl$_3$. The spin-correlation functions for thermal states of this model were extensively studied by Barouch and McCoy in [54] and may be obtained numerically for very large chain lengths. We present lower bounds to the best separable approximation of thermal states of this model in Fig. 2. These bounds are obtained by maximizing the bound $E_{BSA}[\hat{\rho}](q)$ over all $q \in 2\pi \left\{ 0, \ldots, L-1 \right\}^{\times 3}/L$ with $q \neq 0$ and $q_x q_y = 0$.

Further, we maximize over three possible orientations of the chains in real space (oriented along the $x$, $y$, or $z$ direction), see Appendix C for details.

Finally, in Fig. 3, we present results for the quasi-two-dimensional model, in which each two-dimensional subsystem is governed by the Heisenberg model such that the total Hamiltonian reads

$$\hat{H}^H = J \sum_{\langle i,j \rangle} \delta_{i_x,j_x} \sum_{\alpha} \hat{S}^\alpha_{i_x} \hat{S}^\alpha_{j_x}, \quad (29)$$

where we recall that $i = (i_x, i_y, i_z) \in \{1, \ldots, L\}^{\times 3}$. Due to the symmetries of this model, the bound $E_{BSA}[\hat{\rho}](q)$ in Eq. (20) is independent of $q_y$, see Appendix C for details.

To present results on the robustness measures $E_R[\hat{\rho}]$ and $E_{GR}[\hat{\rho}]$, we need to specify the set of scattering vectors $Q$ appearing in the lower bounds $E_R[\hat{\rho}]$ and $E_{GR}[\hat{\rho}]$ in Eqs. (24,21). We use the following choice of scattering vectors:

$$Q(x) = \left\{ q \in Q \left| \sum_{i,j} e^{1/n (r_i-r_j)} \sum_{\alpha} \langle \hat{S}_{i_x}^\alpha \hat{S}_{j_x}^\alpha \rangle \geq x \right. \right\} \quad (30)$$

and then take $Q$ as the $Q(x)$ that maximizes the lower bound. In Fig. 4, we present results for all the Heisenberg models that we also considered for the best separable approximation.

### IV. ANALYTIC EXAMPLES

In this section, we discuss resonating valence bond (RVB) states and the Majumdar-Gosh model, for which an exact expression for the expectation value of $\hat{S}(q)$ (and hence for our entanglement bounds) may be obtained.

In the context of high temperature superconductors, resonating valence bond (RVB) states were introduced by Anderson [55, 56]. They are used to describe quantum-spin-liquids, i.e., states without long-range magnetic order [57], and appear as ground states of frustrated antiferromagnets. Such systems and their description by RVB currently receive increased theoretical as well as experimental attention, see, e.g.,
FIG. 3. Lower bound $E_{BSA}[\hat{\rho}](\mathbf{q}) = E_{BSA}[\hat{\rho}](q_x, q_y)$ (Eq. (20)) to the entanglement $E_{BSA}[\hat{\rho}]$ for thermal states of the quasi-two-dimensional Heisenberg model in Eq. (29) with $s = 1/2, 1/2$ (left to right). Top row shows $E_{BSA}[\hat{\rho}](q_x, q_y)$ for $T/J = 1/4$, bottom row shows cuts through the first Brillouin zone for different temperatures. Cuts are along the line from $(q_x, q_y) = (\pi/2, \pi/2)$ to $(0, 0)$ and along the $x$-axis from $(0, 0)$ to $(3\pi/4, 0)$. Simulated system size is $L = 30$ [68]. Lines are guides to the eye and only data points with $E_{BSA}[\hat{\rho}](q_x, q_y) > 0$ and $(q_x, q_y) \in 2\pi\{0, \ldots, L - 1\} \times 2/L$ are shown.

FIG. 4. Lower bounds $E_R[\hat{\rho}]$ and $E_{GR}[\hat{\rho}]$ (Eqs. (24,21), see main text for the choice of the set $Q$) to the robustness measures $E_R[\hat{\rho}]$ and $E_{GR}[\hat{\rho}]$ as a function of temperature for thermal states of the quasi-one-dimensional (black, see Eqs. (26,27)) and quasi-two-dimensional (blue, see Eq. (27)) Heisenberg model with spin number $s = 1/2$ (solid) and $s = 1$ (dashed). Note that for any state $E_R[\hat{\rho}] \geq E_{GR}[\hat{\rho}]$. Lines are guides to the eye and $N = 900$ spins were simulated [68].

References [8, 9, 58, 59] and Ref. [60] for a recent neutron scattering investigation of the antiferromagnetic Heisenberg model on a Kagomé lattice. Besides the characterization of high-$T_c$ superconductors, quantum spin liquids have potential applications for topological quantum computation [61]. The entanglement properties of RVB states have recently been considered using tools from quantum information theory [62, 63]. Consider a lattice with $N$ (even) sites and a dimer covering $\Delta = \{(i_1, j_1), \ldots, (i_{N/2}, j_{N/2})\}$, i.e., a collection of pairs of lattice sites such that each lattice site belongs to exactly one dimer. To any such dimerization, one may associate a valence bond state $|\psi_{\Delta}\rangle = \otimes_{(i,j)\in\Delta}|\phi_{i,j}\rangle$. Singlet RVB states are superpositions of such states, $|\psi\rangle = \sum_{\Delta} c_{\Delta} |\psi_{\Delta}\rangle$, where each dimer forms a singlet, $|\phi_{i,j}\rangle = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)$. The span of all singlet valence bond states is equal to the singlet sector, i.e., to the spin-zero subspace. For these states, in the limit $q \to 0$, we have $E_{BSA}[|\psi\rangle\langle\psi|](q \to 0) \geq 1 - \frac{1}{N C_2} \sum_\alpha \langle \hat{S}_\alpha^z \rangle = 1$, where $\hat{S}_\alpha^z = \sum_i \hat{S}_i^z$ the total spin along $\alpha$, i.e.,

$$E_{BSA}[|\psi\rangle\langle\psi|](q \to 0) = 1,$$

for all $|\psi\rangle = \sum_{\Delta} c_{\Delta} |\psi_{\Delta}\rangle$, i.e., these states maximally violate the lower bound in Eq. (14) and their entanglement as quantified in terms of the best separable approximation is hence optimally quantified by the neutron scattering observable in Eq. (20).

Hamiltonians for which RVB may describe the ground state and explain low-lying excitations include examples with frustration due to additional next-nearest-neighbor interaction such as the so-called Klein Hamiltonian [64] on two-dimensional lattices and the Majumdar-Ghosh Hamiltonian in
one dimension [65],

\[ \hat{H}_{1D}^{MG} = 2 \sum_i \hat{S}_i \cdot \hat{S}_{i+1} + \sum_i \hat{S}_i \cdot \hat{S}_{i+2}. \]  \hfill (32)

In Ref. [66] it was shown that the ratio of nearest-neighbor and next-nearest neighbor coupling in the quasi-one-dimensional antiferromagnet CuCrO$_4$ is close to 2, putting this magnet in the vicinity of the Majumdar-Ghosh point. Every ground state of \( \hat{H}_{1D}^{MG} \) is a superposition of two-periodic states given by products of nearest-neighbor singlets, i.e., a RVB. The equal weight ground state may be given explicitly exploiting its description as a matrix product state [67]. The correlators can be computed exactly and allow for a particularly concise expression of the structure factor in the thermodynamic limit: The correlators for a single chain of length \( L \) are given by

\[ \langle \hat{S}_i^\alpha \hat{S}_{i+r}^\alpha \rangle = \begin{cases} (-1)^{\frac{r-1}{2}} \frac{1}{2^{\frac{r+1}{2}}} \frac{(-1)^r}{2^{\frac{r+1}{2}}} & \text{for } r > 1, \\ -\frac{1}{2^{\frac{r+1}{2}}} & \text{for } r = 1. \end{cases} \]  \hfill (33)

In the thermodynamic limit we find \( \langle \hat{S}_i^\alpha \hat{S}_{i+r}^\alpha \rangle \approx -\frac{\delta r}{8} \) for \( \alpha = x, y, z \) and \( r > 0 \), which yields

\[ E_{B_{SA}}[\hat{\rho}](q) = 2 \cos(q_x) - 1 \]  \hfill (34)

if every one of the mutually uncoupled chains is in this ground state, see solid line in Fig. 1. With \( Q = \{ q \} \), i.e., \( |Q| = 1 \), we find for the robustness bounds in Eq. (24) that, as \( N \to \infty \),

\[ E_{R}[\hat{\rho}] = \frac{1 - 3 \cos(q_x)}{N} - 1, \]
\[ E_{GR}[\hat{\rho}] = \frac{3(1 - \cos(q_x))}{2 + N} - 1, \]  \hfill (35)

both of which become trivial if \( N \) is too large. Just as for the numerical examples, we see that summation over several scattering vectors is necessary to obtain a non-trivial lower bound: We choose \( Q = \{ q \in Q : \frac{2\pi}{L} \frac{2\pi}{L} - \frac{2\pi}{L} < q_x < \frac{2\pi}{L} + \frac{2\pi}{L} \} \), i.e., \( |Q| = 2cN \). We may then, for large \( L \), replace the summation of the structure factor over different \( q_x \) by an integral according to \( \lim_{L \to \infty} \frac{1}{L} \sum_{q_x = -\frac{2\pi}{L}}^{\frac{2\pi}{L}} f(q_x) = \int_{\frac{2\pi}{L}}^{\frac{2\pi}{L}} f(q_x) dq \). By direct computation of the integral and then maximizing over \( 0 < c < 1/2 \), we find that \( E_{R}[\hat{\rho}] \approx 0.51 \) and \( E_{GR}[\hat{\rho}] \approx 0.23 \) in the thermodynamic limit.

**V. SUMMARY AND OUTLOOK**

We showed how entanglement may be quantified relying on observables typically obtained in scattering experiments. In particular, these observables can be measured via the scattering cross-section in neutron scattering. We showed how such measurements give lower bounds on the entanglement in the sample, bounding the best separable approximation, the robustness of entanglement and the generalized robustness of entanglement. These bounds do neither rely on the knowledge of the systems underlying Hamiltonian nor any other information about the state of the sample material. The detection can be applied to macroscopic systems, because the experimental effort does not increase with the system size – in stark contrast to quantum state tomography. We showed for several model Hamiltonians such as the Heisenberg, Majumdar-Gosh and XY models (for different spin numbers and different spatial geometries), that our method can indeed quantify entanglement in large samples at finite temperature. Interestingly, quantum phase transitions and factorization points are detected by our entanglement bounds. The considered models are well known and applicable to real materials. Therefore our results pave the way for macroscopic entanglement quantification in experiments. This is very important for future applications, which utilize entanglement, e.g., in quantum information science. Our method might also be valuable as an alternative way to check the power of a model to describe the sample material, e.g., if a sample is highly entangled, a classical description certainly fails.
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Appendix A: Bounds for fully separable states

Let $Q \subset \mathbb{R}^3$. For $q \in Q$, $i = 1, \ldots, N$, and $\alpha = x, y, z$, let $f_{i,\alpha}(q) \in \mathbb{C}$ and $r_i \in \mathbb{R}^3$. Further, for each $q \in Q$ let $M(q)$ be a $3 \times 3$ Hermitian positive semi-definite matrix with entries $M_{\alpha,\beta}(q)$. Consider the observable

$$
\hat{S} = \sum_{q \in Q} \sum_{\alpha,\beta} M_{\alpha,\beta}(q) f_{i,\alpha}(q) f_{j,\beta}(q) e^{i q (r_i - r_j)} \hat{S}_i^\alpha \hat{S}_j^\beta,
$$

(A1)

which is positive semi-definite: Denoting $\hat{S}_\alpha(q) = \sum_i f_{i,\alpha}(q) e^{-i q r_i} \hat{S}_i^\alpha$, we have

$$
\hat{S} = \sum_{q \in Q} \sum_{\alpha,\beta} M_{\alpha,\beta}(q) \hat{S}_\alpha(q) \hat{S}_\beta(q),
$$

(A2)

which is positive semidefinite as the $M_{\alpha,\beta}(q)$ are and as for every $q$ and every state vector $|\psi\rangle$ the $3 \times 3$ matrix with entries $\langle \psi | \hat{S}_\alpha(q) \hat{S}_\beta(q) | \psi \rangle$ is positive semidefinite.

For each $i = 1, \ldots, N$ define the $3 \times 3$ matrix $M^{(i)}$ with entries

$$
M^{(i)}_{\alpha,\beta} = \sum_{q \in Q} f_{i,\alpha}^*(q) f_{i,\beta}(q) M_{\alpha,\beta}(q).
$$

(A3)

We assume that these matrices are real symmetric. This is fulfilled, e.g., if $f_{i,\alpha}(q) = F_i(q) g_{i,\alpha}$ with $F_i(q) \in \mathbb{C}$ and $g_{i,\alpha} \in \mathbb{R}$. We further note that these $M^{(i)}$ are positive semidefinite as we assumed that the $M_{\alpha,\beta}(q)$ are positive semidefinite.

We set out to derive upper and lower bounds on the expectation of $\hat{S}$ for product states $|\psi\rangle = \otimes_i |\psi_i\rangle$. The same bounds then also hold for fully separable states $\hat{S} = \sum_n p_n \otimes_i \hat{S}_i^{(n)}$ by convexity. For product states, we have that for all $i \neq j$ the equality $\langle \hat{S}_i^\alpha \hat{S}_j^\beta \rangle = \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\beta \rangle$ holds. Hence,

$$
\langle \hat{S} \rangle = \sum_i \sum_{\alpha,\beta} M^{(i)}_{\alpha,\beta} \langle \hat{S}_i^\alpha \hat{S}_i^\beta \rangle - \sum_i \sum_{\alpha,\beta} M^{(i)}_{\alpha,\beta} \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_i^\beta \rangle \\
+ \sum_{q \in Q} \sum_{\alpha,\beta} \sum_{i,j} M_{\alpha,\beta}(q) f_{i,\alpha}(q) f_{j,\beta}(q) e^{i q (r_i - r_j)} \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\beta \rangle,
$$

(A4)

$$
= A - B + C.
$$

1. Lower bound

The third term, $C$, in Eq. (A4) is non-negative as for each $q$ the matrix $M(q)$ is positive semidefinite. Hence we have the lower bound

$$
\langle \hat{S} \rangle \geq A - B = \sum_i \sum_{\alpha,\beta} M^{(i)}_{\alpha,\beta} \left( \langle \hat{S}_i^\alpha \hat{S}_i^\beta \rangle - \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_i^\beta \rangle \right).
$$

(A5)

As we assumed that for each $i$ the $M^{(i)}$ are real symmetric, there are mutually orthonormal real eigenvectors $m^{(i)}_\gamma$ with corresponding eigenvalues $m^{(i)}_\gamma$ and there is a unitary $\hat{U}_i$ such that $\sum_\alpha |m^{(i)}_\gamma|^2 \hat{S}_i^\alpha = \hat{U}_i^\dagger \hat{S}_i^\gamma \hat{U}_i$ for all $\gamma$. Thus

$$
\sum_{\alpha,\beta} M^{(i)}_{\alpha,\beta} \left( \langle \psi_i | \hat{S}_i^\alpha \hat{S}_i^\beta | \psi_i \rangle - \langle \psi_i | \hat{S}_i^\alpha \rangle \langle \psi_i | \hat{S}_i^\beta \rangle \right) = \sum_\gamma m^{(i)}_\gamma \left( \langle \psi_i | \hat{U}_i^\dagger (\hat{S}_i^\gamma)^2 \hat{U}_i | \psi_i \rangle - \langle \psi_i | \hat{U}_i^\dagger \hat{S}_i^\gamma \hat{U}_i | \psi_i \rangle^2 \right)
\geq \min_{|\psi\rangle \in \mathbb{C}^{2^{n+1}}} \sum_\gamma m^{(i)}_\gamma \left( \langle \psi | (\hat{S}_i^\gamma)^2 | \psi \rangle - \langle \psi | \hat{S}_i^\gamma | \psi \rangle^2 \right),
$$

(A6)

which is $c_{\text{min}}$ presented in the main text.

2. Upper bound

We first bound, similar to above,

$$
A = \sum_i \sum_{\alpha,\beta} M^{(i)}_{\alpha,\beta} \langle \psi_i | \hat{S}_i^\alpha \hat{S}_i^\beta | \psi_i \rangle = \sum_i \sum_\gamma m^{(i)}_\gamma \langle \psi_i | \hat{U}_i^\dagger (\hat{S}_i^\gamma)^2 \hat{U}_i | \psi_i \rangle \leq \sum_i \| \sum_\gamma m^{(i)}_\gamma (\hat{S}_i^\gamma)^2 \|.
$$

(A7)
Now denote by $\mathcal{M}$ the Hermitian $3N \times 3N$ matrix with entries

$$
\mathcal{M}_{i,\alpha,j,\beta} = \sum_{q \in Q} M_{\alpha,\beta}(q) f_{i,\alpha}(q) f_{j,\beta}(q) \left( e^{iq(r_i-r_j)} - \delta_{i,j} \right).
$$

This matrix has $\text{tr}[\mathcal{M}] = 0$, i.e., its largest eigenvalue $\lambda_{\text{max}}$ is non-negative and therefore

$$
C = B = \sum_{\alpha,\beta} \sum_{i,j} \mathcal{M}_{i,\alpha,j,\beta} \langle \hat{S}^\alpha_i \hat{S}^\beta_j \rangle \leq \lambda_{\text{max}} NS^2.
$$

Hence, we have the bound

$$
A - B + C \leq \sum_i \| \sum_\gamma m^{(i)}_\gamma \langle \hat{S}^\gamma_i \rangle \|^2 + \lambda_{\text{max}} NS^2.
$$

This constitutes our general result for $c_{\text{max}}$. To compute it, one needs to find the maximum eigenvalue of the $3N \times 3N$ matrix $\mathcal{M}$ and, for each $i = 1, \ldots, N$, the eigenvalues of the $3 \times 3$ matrix $M^{(i)}$. We now discuss a geometry for which this may be made more explicit.

Let the positions of the $i$th spin be $r_i = r_{k,l} = R_k + x_l$, where $k = 1, \ldots, N_c$ and $l = 1, \ldots, n$ such that $N = nN_c$. Further we let the lattice sites $k = 1, \ldots, N_c$, with $N_c = N_1^c N_2^c N_3^c$, be the sites of a finite Bravais lattice with primitive vectors $a_d$, $d = 1, 2, 3$, such that $R_k = \sum_{d=1}^3 k_d a_d$ with $k_d \in \{1, \ldots, N_d^c \}$. Note that this is more general than in the main text as we allow for $n$ spins in each unit cell. We now assume that $f_{i,\alpha}(q) = f_{k,l,\alpha}(q) = f_{l,\alpha}(q)$, i.e., depends only on $l$. Further we assume that

$$
Q \subset \left\{ \sum_{d=1}^3 q_d b_d \mid q_d \in \frac{1}{N_d} \{0, \ldots, N_d^c - 1\} \right\} = Q,
$$

where the $b_d$ are reciprocal primitive vectors corresponding to the $a_d$. We then have $\frac{1}{N_c} \sum_{p \in Q} e^{ip(R_k-R_{k'})} = \delta_{k,k'}$, which yields

$$
\mathcal{M}_{\alpha,k,l;\beta,k',l'} = \sum_{q \in Q} M_{\alpha,\beta}(q) f^*_{k,l,\alpha}(q) f_{k',l',\beta}(q) \left( e^{iq(R_k-R_{k'})} e^{iq(x_l-x_{l'})} - \delta_{k,k'} \delta_{l,l'} \right)
$$

$$
= \sum_{q \in Q} M'_{\alpha,k,l;\beta,k',l'}(q) \left( e^{iq(R_k-R_{k'})} - \delta_{l,l'} e^{iq(1/N^c)} \sum_{p \in Q} e^{ip(R_k-R_{k'})} \right),
$$

and thus $\lambda_{\text{max}} = N_c \max_{p \in Q} \lambda_{\text{max}}[M''(p)] = N_c \max_{p \in Q} \lambda_{\text{max}}[M''(p)]$, where

$$
M''_{\alpha,k,l;\beta,k',l'}(p) = \sum_{q \in Q} M_{\alpha,\beta}(q) f^*_{k,l,\alpha}(q) f_{k',l',\beta}(q) e^{iq(x_l-x_{l'})} \left( \delta_{p,q} - \delta_{l,l'} 1/N_c \right).
$$

Further,

$$
M^{(i)}_{\alpha,\beta} = M^{(k,l)}_{\alpha,\beta} = M^{(l)}_{\alpha,\beta} = \sum_{q \in Q} f^*_{i,\alpha}(q) f_{l,\beta}(q) M_{\alpha,\beta}(q)
$$

with eigenvalues $m^{(l)}_\gamma$. We hence have the bound

$$
A - B + C \leq N_c \sum_{l=1}^n \| \sum_\gamma m^{(l)}_\gamma \langle \hat{S}^\gamma_i \rangle \|^2 + N^2 N_c \max_{p \in Q} \lambda_{\text{max}}[M''(p)].
$$
Comparing this $c_{\text{max}}$ to the general bound above, one now has to, for each $q \in Q$, find the maximum eigenvalue of a $3n \times 3n$ matrix (where we recall that $n$ is the number of spins in each unit cell) and, for each $l = 1, \ldots, n$, find the eigenvalues of the $3 \times 3$ matrix $M^{(l)}$.

If $f_1(q) = f(q)$ and $M_{\alpha, \beta}(q) = \delta_{\alpha, \beta}/|f(q)|^2$, we have

\[
M''_{\alpha, \beta}(p) = \delta_{\alpha, \beta} \sum_{q \in Q} e^{iq(p-x_\nu)} \left( \delta_{\nu, \nu'} \frac{1}{N} \right) = \delta_{\alpha, \beta} e^{iq(p-x_\nu)} - \delta_{\alpha, \beta} \delta_{\nu, \nu'} \frac{|Q|}{N}\]

(A16)

and $M^{(l)}_{\alpha, \beta} = |Q| \delta_{\alpha, \beta}$, i.e., the bound simplifies to

\[
A - B + C \leq N|Q| s + N^2 s^2,
\]

(A17)

which is $c_{\text{max}}$ in the main text.

Appendix B: Simulation details: Effective one- and two-dimensional systems

Consider

\[
\tilde{S}_{\alpha, \beta}(q) = \sum_{i,j} e^{iq(i-j)} \tilde{S}_i^\alpha \tilde{S}_j^\beta.
\]

(B1)

We write $i = (i_x, i_y, i_z) \in \{1, \ldots, L\}^3$, $q = (q_x, q_y, q_z)$, $\tilde{i} = (i_x, i_y)$, $\tilde{q} = (q_x, q_y)$. If the system consists of mutually uncoupled (in the $z$-direction) two-dimensional systems, we have $\langle \tilde{S}_i^\alpha \tilde{S}_j^\beta \rangle = \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle$ whenever $i_z \neq j_z$, i.e.,

\[
\langle \tilde{S}_{\alpha, \beta}(q) \rangle = \sum_{i,j} e^{iq(i-j)} \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle + \sum_{i,j} e^{iq(i-j)} \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle
\]

\[
= \sum_{i,j} e^{iq(i-j)} \left( \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle + \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle - \langle \tilde{S}_i^\alpha \rangle \langle \tilde{S}_j^\beta \rangle \right) + \left( \sum_{i} e^{iq_i} \langle \tilde{S}_i^\alpha \rangle \right) \left( \sum_{i} e^{iq_i} \langle \tilde{S}_i^\beta \rangle \right)^* \]

\[
= :S_{\alpha, \beta}(q) + M_{\alpha}(q) M_{\beta}^*(q).
\]

Now let the two-dimensional sub-systems be equal. Then, any thermal state of the system is of the form $\tilde{\rho} = \otimes_{i_z} \tilde{\rho}_{i_z}$, where the $\tilde{\rho}_{i_z}$ are equal and each describes a two-dimensional layer at $z$ coordinate $i_z$. Hence,

\[
\langle \tilde{S}_i^\alpha \rangle = \text{tr}[\tilde{S}_i^\alpha \tilde{\rho}] = \text{tr}[\tilde{S}_i^\alpha \tilde{\rho}_{i_z}] = :\langle \tilde{S}_i^\alpha \rangle_{2D}, \quad \text{(B2)}
\]

which does not depend on $i_z$. Similarly, for $i_z = j_z$,

\[
\langle \tilde{S}_i^\alpha \tilde{S}_j^\beta \rangle = \text{tr}[\tilde{S}_i^\alpha \tilde{S}_j^\beta \tilde{\rho}] = \text{tr}[\tilde{S}_i^\alpha \tilde{S}_j^\beta \tilde{\rho}_{i_z}] = :\langle \tilde{S}_i^\alpha \tilde{S}_j^\beta \rangle_{2D}, \quad \text{(B3)}
\]

which does not depend on $i_z$. Hence,

\[
\frac{S_{\alpha, \beta}(q)}{L} = \sum_{i,j} e^{iq(i-j)} \left( \langle \tilde{S}_i^\alpha \tilde{S}_j^\beta \rangle_{2D} - \langle \tilde{S}_i^\alpha \rangle_{2D} \langle \tilde{S}_j^\beta \rangle_{2D} \right),
\]

which does not depend on $q_z$, and

\[
M_{\alpha}(q) = \sum_{i} e^{iqz_i} \langle \tilde{S}_i^\alpha \rangle_{2D} \sum_{i_z} e^{iqz_{i_z}} = L \delta_{q_z, 0} \sum_{i} e^{iqz_i} \langle \tilde{S}_i^\alpha \rangle_{2D}, \quad \text{(B4)}
\]

where we used that $q_z \in 2\pi \{0, \ldots, L\}/L$. Similarly, if the system is quasi-one-dimensional with $\tilde{\rho} = \otimes_{i_z, i_y} \tilde{\rho}_{i_z, i_y}$ and all the $\tilde{\rho}_{i_z, i_y}$ equal, we have

\[
\langle \tilde{S}_{\alpha, \beta}(q) \rangle = S_{\alpha, \beta}(q) + M_{\alpha}(q) M_{\beta}(q)^*,
\]

where,

\[
\frac{S_{\alpha, \beta}(q)}{L^2} = \sum_{i_z, j_z} e^{iq(i_z-j_z)} \left( \langle \tilde{S}_{i_z}^\alpha \tilde{S}_{j_z}^\beta \rangle_{1D} - \langle \tilde{S}_{i_z}^\alpha \rangle_{1D} \langle \tilde{S}_{j_z}^\beta \rangle_{1D} \right),
\]

\[
M_{\alpha}(q) = \delta_{q_z, 0} \delta_{q_y, 0} \sum_{i_z} e^{iqz_i} \langle \tilde{S}_{i_z}^\alpha \rangle_{1D}.
\]
Appendix C: Symmetries

1. Heisenberg models

For all the considered Heisenberg models, we have \( \tilde{H} = (\bigotimes_i \hat{U}_i) \hat{H} (\bigotimes_i \hat{U}_i) \), where all the \( \hat{U}_i \) implement the same spin rotation. This implies \( \langle \hat{S}_i^\alpha \rangle = 0 \) and \( \langle \hat{S}_i^\alpha \hat{S}_j^\beta \rangle = \delta_{\alpha, \beta} \langle \hat{S}_i^z \hat{S}_j^z \rangle \). Hence,

\[
E(q) = \left[ 1 - \sum_{\alpha, \beta} \frac{\delta_{\alpha, \beta} - q_\alpha q_\beta}{NC_x} \sum_{i,j} e^{iq(i-j)} \langle \hat{S}_i^\alpha \hat{S}_j^\beta \rangle \right]
\]

\[
= 1 - \frac{1}{NC_x} \sum_{i,j} e^{iq(i-j)} \langle \hat{S}_i^z \hat{S}_j^z \rangle.
\]

(C1)

For the quasi-one- and two-dimensional system we have

\[
E(q) = 1 - \frac{2}{L^2 C_z} \sum_{i \neq j} e^{iq(i-j)} \langle \hat{S}_{i \times j}^z \rangle_{1D}
\]

(C2)

and

\[
E(q) = 1 - \frac{2}{L^2 C_z} \sum_{i \neq j} e^{iq(i-j)} \langle \hat{S}_{i \times j}^z \rangle_{2D},
\]

(C3)

respectively.

2. XY model

The Hamiltonian of the quasi-one-dimensional dimensional XY model,

\[
\hat{H} = \sum_{\langle i,j \rangle} \delta_{i,j} [(1 + \gamma) \hat{S}_i^x \hat{S}_j^x + (1 - \gamma) \hat{S}_i^y \hat{S}_j^y] - \hat{H}_c
\]

(C4)

is invariant under simultaneous rotation of all the spins around their z axis by \( \pi \) (which takes \( \hat{S}_i^x \) to \( -\hat{S}_i^x \), \( \hat{S}_i^y \) to \( -\hat{S}_i^y \), and leaves \( \hat{S}_i^z \) invariant), which implies \( \langle \hat{S}_i^z \rangle = \langle \hat{S}_i^y \rangle = \langle \hat{S}_i^y \rangle = 0 \). Hence, for \( q \) such that \( q_x q_y = 0 \), we find

\[
E(q) = 1 - \frac{1}{NC_z} \sum_{\alpha} (1 - q_\alpha^2) \langle \hat{S}_{\alpha, \alpha}(q) \rangle
\]

(C5)

where, assuming \( q \neq 0 \) and using translational invariance (such that we may write \( s_z = \langle \hat{S}_i^z \rangle \)),

\[
\langle \hat{S}_{\alpha, \alpha}(q) \rangle = \sum_{\langle i,j \rangle} e^{iq(i-j)} \langle \hat{S}_i^\alpha \hat{S}_j^\alpha \rangle = \sum_{\langle i,j \rangle} e^{iq(i-j)} \left( \langle \hat{S}_i^\alpha \hat{S}_j^\alpha \rangle - \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\alpha \rangle \right) + \sum_{\langle i,j \rangle} e^{iq(i-j)} \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\alpha \rangle
\]

\[
= \sum_{\langle i,j \rangle} e^{iq(i-j)} \delta_{i,j} \left( \langle \hat{S}_i^\alpha \hat{S}_j^\alpha \rangle - \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\alpha \rangle \right) + \delta_{\alpha, \beta} s_z^2 N^2 \delta_{q,0}
\]

\[
= \sum_{\langle i,j \rangle} e^{iq(i-j)} \delta_{i,j} \left( \langle \hat{S}_i^\alpha \hat{S}_j^\alpha \rangle - \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\alpha \rangle \right)
\]

\[
= L^2 \sum_{\langle i,j \rangle} e^{iq(i-j)} \left( \langle \hat{S}_i^\alpha \hat{S}_j^\alpha \rangle_{1D} - \langle \hat{S}_i^\alpha \rangle_{1D} \langle \hat{S}_j^\alpha \rangle_{1D} \right) = L^2 \sum_{\langle i,j \rangle} c_{i-j}^\alpha (q_d)
\]

Due to translational invariance, we have \( c_{i}^\alpha (q) = c_{i+L}^\alpha (q) = c_{i-L}^\alpha (q) = (c_{-i}^\alpha (q))^\ast \), and hence for \( L \) even,

\[
\sum_{\langle i,j \rangle} e_{i-j}^\alpha (q) = Le_{0}^\alpha (q) + Le_{L/2}^\alpha (q) + 2L \sum_{l=1}^{L/2-1} \Re[c_{l}^\alpha (q)] = L \left( \frac{1}{4} - \delta_{\alpha, z} s_z^2 \right) + Le_{L/2}^\alpha (q) + 2L \sum_{l=1}^{L/2-1} \Re[c_{l}^\alpha (q)],
\]

(C6)
\[ E(q) = -1 + 4s_z^2(1 - \bar{q}_z^2) - 4 \sum_\alpha (1 - \bar{q}_\alpha^2) \left( c_{\alpha L/2}(q_d) + 2 \sum_{l=1}^{L/2-1} \Re[c_{l}^{\alpha}(q_d)] \right). \] (C7)

For the correlations functions, we use the results of [54] \((1 \leq l \leq L/2)\),
\[ e^{-iql}c_l^x(q) = \frac{1}{4} G_{-l} G_{-l-1} \cdots G_{-1}, \quad e^{-iql}c_l^y(q) = \frac{1}{4} G_{l} G_{l+2} \cdots G_{0}, \quad e^{-iql}c_l^z(q) = -\frac{1}{4} G_l G_{-l}, \] (C8)
where, for \(L \rightarrow \infty\),
\[
\begin{align*}
  s_z &= \frac{1}{2\pi} \int_0^\pi d\phi \frac{\tanh[\beta\Lambda(\phi)/2]}{\Lambda(\phi)} [h - \cos(\phi)], \\
  G_l &= \frac{1}{\pi} \int_0^\pi d\phi \frac{\tanh[\beta\Lambda(\phi)/2]}{\Lambda(\phi)} \cos(\phi l) [h - \cos(\phi)] + \frac{\gamma}{\pi} \int_0^\pi d\phi \frac{\tanh[\beta\Lambda(\phi)/2]}{\Lambda(\phi)} \sin(\phi l) \sin(\phi), \\
  \Lambda(\phi) &= \sqrt{\gamma^2 \sin^2(\phi) + (h - \cos(\phi))^2}. 
\end{align*}
\] (C9)