Monitoring molecular vibronic coherences in a bichromophoric molecule by ultrafast X-ray spectroscopy†

Daniel Keefer,Victor M. Freixas,Huajing Song,Sergei Tretiak and Shaul Mukamel*

The role of quantum-mechanical coherences in the elementary photophysics of functional optoelectronic molecular materials is currently under active study. Designing and controlling stable coherences arising from concerted vibronic dynamics in organic chromophores is the key for numerous applications. Here, we present fundamental insight into the energy transfer properties of a rigid synthetic heterodimer that has been experimentally engineered to study coherences. Quantum non-adiabatic excited state simulations are used to compute X-ray Raman signals, which are able to sensitively monitor the coherence evolution. Our results verify their vibronic nature, that survives multiple conical intersection passages for several hundred femtoseconds at room temperature. Despite the contributions of highly heterogeneous evolution pathways, the coherences are unambiguously visualized by the experimentally accessible X-ray signals. They offer direct information on the dynamics of electronic and structural degrees of freedom, paving the way for detailed coherence measurements in functional organic materials.

Introduction

Organic electronic materials are currently drawing a broad interest due to the morphological organization and crystallinity of molecular chromophores that can be synthetically engineered to tune their electronic properties. For example, in the area of organic solar cells, significant improvements in power conversion efficiencies have been recently achieved by using materials with fused aromatic units that create delocalized electronic states with subsequent localization and charge separation in the course of their photoinduced excited state dynamics. A notable feature of this complex process is charge separation in the course of their photoinduced excited states with subsequent localization and conductor nanostructures.

Using materials with fused aromatic units that create delocalized electronic states with subsequent localization and charge separation in the course of their photoinduced excited state dynamics. A notable feature of this complex process is charge separation in the course of their photoinduced excited states with subsequent localization and conductor nanostructures.

The ubiquitous phenomenon of coherence involves a fixed phase relation between different excited states, potentially enabling manipulation of photoexcited non-radiative pathways to achieve desired efficient transfer of energy and charges, or laser control of chemical dynamics and reactions. Attaining this goal requires fundamental insights into the coherence creation and destruction mechanisms, as a general property of relatively rigid and densely packed multichromophore molecular systems. Over the years, a number of sophisticated experimental techniques such as 2D electronic spectroscopy and ultrafast X-ray spectroscopy were developed to deliver detailed temporal signatures of coherent dynamics.

The recent arrival of X-ray free electron laser beam sources offers unprecedented spatial and temporal scales probes of matter, being an ideal tool to monitor coherences. Design of suitable experimental schemes and interpretation of observed signals are nontrivial and would highly benefit from...
the guiding by atomistic modeling of the underlining electronic and structural dynamics. Such simulations, however, are a daunting task for conventional quantum chemistry since the dynamics typically occurs beyond the Born–Oppenheimer regime and involves the passages through conical intersection (CoIns), controlling pathways and yields of many photo-initiated processes. Moreover, conversion of dynamical trajectories into specific spectroscopic signals directly mimicking experiment is nontrivial as well.

In the present study, we employ non-adiabatic excited state molecular dynamics to track the energy transfer in the molecular heterodimer depicted in Fig. 1(a) upon optical excitation. This system is a representative prototype of coupled multichromophoric systems described by a Frenkel exciton model with sufficient static and dynamic disorder that compete with the interchromophore vibronic coupling, as reported in ref. 35. Two differently substituted fluorescing monomers—5,6-dichloro-2,7’dimethylfluorescein (monomer A) and 4,5,6,7-tetrachloro-2,7’dimethylfluorescein (monomer B)—are linked with a rigid piperazine unit. Our simulation protocol is based on direct quantum molecular simulations using the ab initio multiple cloning (AIMC) approach, that is a controllable

Fig. 1 X-ray stimulated Raman spectroscopy of a heterodimer to monitor coherences. (a) Chemical structure of the heterodimer. The two chromophore moieties are labeled A and B, with the linker L between them. (b) Pulse sequence of the TRUECARS measurement. At time delay $T$ after preparation, the hybrid broadband (500 attosecond) and narrowband (3 fs) X-ray fields $E_0$ and $E_1$ probe the molecular dynamics via a stimulated Raman process. Both have Gaussian envelopes centered around $T$, and their relative phase needs to be controlled. (c) Sketch of the stimulated Raman process that probes coherences between the $S_2$ and $S_1$ electronic states, created due to nuclear wavepacket bifurcation in conical intersection regions. The level scheme shows the valence and core state energies. The probing process should be off-resonant to any core transitions. (d) Orbital representation of electronic transition densities in regions of low (left) and high (right) non-adiabatic coupling. In the former, the density is located on the different monomers A and B in the two electronic states. In the latter, both state densities overlap significantly, giving rise to vibronic coherences and thus the TRUECARS signal. The bottom panel shows the non-adiabatic coupling vector, which is very small (not visible) for low coupling. In the high-coupling region, the excess kinetic energy due to the conical intersection passage is funneled into this motion, being located on both aromatic units of the monomers.
approximation to non-adiabatic dynamics and naturally includes electronic decoherence. Our modeling results are then used to predict nonlinear X-ray signals that track its coherent behavior.

Many linear and non-linear X-ray signals have been proposed to monitor the time-resolved evolution of molecular systems, each with their own properties and advantages. A unique example is TRUECARS, which in contrast to other techniques is not dominated by population contributions, but is solely induced by coherences. It has been originally demonstrated in ref. 39 on an ideal model system of two electronic states coupled to two vibrational degrees of freedom, a minimal requirement for CoIns. There, after a free evolution time of a nuclear wavepacket in an electronically excited state, a CoIn is reached. The wavepacket, initially located only in one of the two states that form the CoIn, then branches. There is now an overlap of nuclear wavepackets between two electronic states, i.e., a vibrational coherence [compare to Fig. 1(c)]. This signature is significantly weaker than the population contributions, and thus hard to detect. TRUECARS employs a hybrid broadband/narrowband X-ray probing scheme that is sensitive only to these coherences. Both probe fields have a Gaussian pulse envelope and are centered at the same time delay, with their phases precisely controlled. While a single probe pulse would only be able to give a high temporal (broadband) or spectral (narrowband) resolution, the hybrid probing setup ensures both. This is required in order to resolve both the ultrafast timings of CoIns, as well as the energy range of few tens of eV that the vibronic coherence spans. TRUECARS is measured by counting the frequency-resolved time-integrated rate of change of photon numbers in the broadband field due to Stokes- and Antistokes-type Raman processes. Recently, TRUECARS was extended by an application to the ultrafast molecular process of photorelaxation in uracil. Using fully \textit{ab initio} molecular quantities, and a Hamiltonian that has been proven to reproduce kinetic rates of the corresponding experiment, the signal was shown to be visible beyond the initial ideal model. Additionally, the Wigner representation of the signal was introduced, revealing fundamental physical properties about the non-adiabatic passage. In the meantime, several other studies have emphasized the possibilities of state of the art XUV and X-ray lasers, accessing the necessary temporal and spectral windows for tracing non-adiabatic events.

All of the aforementioned studies focus on the fundamental physics that can be potentially accessed by various novel techniques. They are either introduced on model systems to highlight their advantages over other techniques in a certain aspect, or applied to small molecules, offering a clear interpretation to verify that they are feasible. The present study goes significantly beyond this in that we apply the TRUECARS technique to the large bichromophoric heterodimer shown in Fig. 1(a), and demonstrate how X-ray free-electron lasers can be exploited from a material design perspective by gaining insight into the coherence evolution in such systems. The interpretation of nonlinear optical signals used to probe coherences is not straightforward since especially for a molecule of this size, several pathways contribute and interfere. TRUECARS offers a background-free measurement in the respect that it is solely induced by coherences.

The most significant difference to the previous TRUECARS studies is that we include not two but all 360 nuclear degrees of freedom in the organic heterodimer shown in Fig. 1(a), and that we include many different initial conditions over a large equilibrated conformational sampling at room temperature. Coherent evolution in this heterogeneous sample, or how it can be probed, poses a significantly more complicated challenge. However, this is a major issue from a material design perspective, where coherent energy transport over larger temporal and spectral scales is crucial. While no direct practical usage of this specific heterodimer has been reported, fused aromatic units currently find application in the design of organic solar cells. Our most important result is that the TRUECARS measurement is able to resolve coherent behaviour at different parts of the conformational space, and even for the strongly heterogeneous dynamics in the ensemble of trajectories.

Results

The excited state molecular dynamics of the heterodimer shown in Fig. 1(a) was calculated using the AIMC approach as implemented to the Non-adiabatic Excited state Molecular Dynamics (NEXMD) package. This has been successfully applied to the modeling of photoinduced energy flow in many other multichromophoric molecules. Details are given in the method section and ESI. A unique heterodimer has been reported, fused aromatic units specifically where coherent energy transport over larger temporal and spectral scales is crucial. While no direct practical usage of this specific heterodimer has been reported, fused aromatic units currently find application in the design of organic solar cells. Our most important result is that the TRUECARS measurement is able to resolve coherent behaviour at different parts of the conformational space, and even for the strongly heterogeneous dynamics in the ensemble of trajectories.

The dimer in Fig. 1(a) consists of two chemically non-equivalent chromophores connected by non-conjugated linkers. We focus on the dynamics of two lowest electronically excited states, \( S_1 \) and \( S_2 \) (Fig. 1(c)). During the photoexcited dynamics, these states are either spatially localized on their parent monomers or become delocalized in the vicinity of CoIns (Fig. 1(c)) as will be analyzed in detail below. All of the AIMC trajectories start in \( S_2 \) and follow the dynamical passage of the photoexcited wavepacket to \( S_1 \) through a CoIn seam, following the protocol described in the Methods section.

The TRUECARS signal (eqn (4)) was calculated for each trajectory. TRUECARS uses a hybrid broadband/narrowband probing scheme employing two X-ray pulses (Fig. 1(b)). The process is off-resonant to any molecular transition, and the signal is only finite when there is an overlap of nuclear wavepackets in two electronic states. Only the average signal over all trajectories is observable experimentally. However, it is useful to first examine individual trajectories to illustrate the different decoherence scenarios. Trajectory 1 as depicted in Fig. 2(a)–(f) is...
one example of the evolution of all relevant quantities. The TRUECARS signal (eqn (4)) is shown in Fig. 2(a). We observe an immediate population transfer to S1 (Fig. 2(b)), followed by a free evolution period with no significant coherence magnitude (Fig. 2(c)) until after 200 fs, where the molecule enters a CoIn region with strong non-adiabatic coupling. A vibronic coherence is created, as indicated by the growing coherence magnitude in Fig. 2(c). This manifests in the emergence of a strong TRUECARS signal (Fig. 2(a) and eqn (4)). It exhibits characteristic oscillations between a gain and loss for positive ($\omega_{\text{R}} > 0$) as well as negative ($\omega_{\text{R}} < 0$) Raman shifts. When the signal is negative at $\omega_{\text{R}} > 0$ and positive at $\omega_{\text{R}} < 0$, energy flows from the molecule to the pulse, and is a Stokes-type process. The inverse situation corresponds to an anti-Stokes process. Once created, the TRUECARS signal does not decay anymore. This is in accordance with the coherence magnitude, surviving the passage through the CoIn. Another strong electron/nuclear coupling region is reached around 350 to 400 fs, involving population transfer between the electronic S1 and S2 states. The coherence survives this event as well. This trajectory has no cloning events and reflects the coherent evolution in both states as found in the experiment.

Fig. 2(a)–(c) shows another strength of the TRUECARS signal compared to population-based techniques. If only population transfer was monitored, a signal would light up or change features at 200 fs and 350 fs, where there is strong population transfer happening. No information about the coherences would be available for the time in between. From a material design perspective, coherent energy transport over a longer temporal and spatial scale is essential, rather than short periods of coherent behavior at specific times. We show that the TRUECARS technique is sensitive to this behavior and can be used as a tool to monitor it, in addition to revealing other fundamental physical properties, as will be discussed below.

The electronic transition densities shown in Fig. 1(c) reveal the connection of the TRUECARS signal to the energy transfer. In low coupling regions, the electronic density of S1 and S2 is located at the different monomers A and B. In the region of strong coupling, the electron densities have overlapping contributions at both monomer sites. This gives rise to vibronic coherences and the TRUECARS signal. The excess energy resulting from the electron–nuclei coupling is funneled into the motion drawn with the black arrows in Fig. 1(c), entailing minor distortions at both monomer aromatic units.

The transient energy splittings between the states participating in the coherence is encoded in the temporal gain/loss oscillations in the TRUECARS signal (Fig. 2(a)). To extract the former from the signal, we present in Fig. 2(e) the Wigner spectrogram (eqn (5)) of a signal trace at constant $\omega_{\text{R}} = 0.4$ eV. It correctly maps the energy splitting shown in (d), and is directly accessible from the TRUECARS signal. (f) Kinetic energy along the direction of the coupling. Right column (g)–(l) same as (a)–(f) but for trajectory 2. The yellow vertical line indicates a cloning event.
Fig. 2(f) shows the time evolution of the kinetic energy, $K_{\text{dir}}$, in the direction of the non-adiabatic coupling $\mathbf{d}_{12}$ (see eqn (S2)$^\dagger$).

The projection of $\mathbf{d}_{12}$ on the basis of equilibrium normal modes calculated in $S_1$ (see Fig. S1$^\dagger$) reveals that the main contributions to the vibronic couplings come through a bundle of high-frequency vibrations with frequencies of $1650–1880$ cm$^{-1}$ (i.e., with corresponding classical periods of $20.2–17.7$ fs)$^\dagger$. Therefore, $K_{\text{dir}}$ experiences $\sim$20 fs oscillations, like the coherence $\rho_{12}$. The amplitude of motion in this direction increases with $\rho_{12}$ that is observed in the TRUECARS signal (compare panel (f) with panels (a) and (c) in Fig. 2). Thus, this TRUECARS signal monitors the electronic coherence built up during the evolution of the molecular systems in phase space regions close to the CoIn seam (i.e., relatively low values of $\Delta E_{12}$ at $\sim220$ and 350 fs).

This corresponds to an increasing $\rho_{12}$ and transient accumulations of excess of energy in the direction of the vibronic coupling. We find that the TRUECARS signal is sensitive to these changes. A further inspection of the structural distortions introduced by the transient increases in the amplitude of nuclear motion in the direction of $\mathbf{d}_{12}$ can be seen in the bottom right of Fig. 1(c), where a typical $\mathbf{d}_{12}$ in the region of strong coupling is depicted. It implies vibrations localized primarily at the fused aromatic units of anthracenes for both monomers.

From Fig. 2, we can draw the following conclusions about the time evolution: the molecule starts in the $S_0$ state, following the absorption of a visible 450–500 nm photon (compare to the absorption spectra in ref. 35 and 47). Upon wavepacket bifurcation at the CoIn (compare Fig. 1(c)), the $S_2$/$S_1$ coherence lasts throughout the propagation time (500 fs). Both the absence of cloning events, and the repeated occurrence of population transfer due to strong non-adiabatic couplings, corroborate the concerted evolution of the nuclear wavepackets in both states and thus the strength and longevity of the coherence. The energy splitting between the two states fluctuates between peaks at 0.1 eV and 0.6 eV and transient accumulation of excess energy in the vibrations that mainly contribute to the vibration coupling can be observed. This information provided by the AIMC simulations is directly accessible experimentally by the TRUECARS signal and its Wigner spectrogram.

A different trajectory is depicted in Fig. 2(g)–(l). In contrast to trajectory 1, where the vibronic coherence emerges only late in the dynamics due to CoIn passage, the molecule starts in a region of strong coupling with initial coherence. The latter is not created directly by the excitation, i.e. by a laser pulse that covers both the $S_0$ to $S_1$ and the $S_0$ to $S_2$ transition. It rather emerges because this specific trajectory is excited at a geometry with strong coupling between $S_2$ and $S_1$, and the system immediately undergoes a non-adiabatic passage. The TRUECARS signal (Fig. 2(g)) is strong at the beginning, and there is constant population transfer (Fig. 2(h)) and high vibrational excitation in the direction of the non-adiabatic coupling (Fig. 2(l)) before 100 fs. At 110 fs, a cloning event occurs, as indicated by the vertical yellow line in Fig. 2(i) and (j). Immediately after this event, the coherence and the TRUECARS signal fade out, the molecular system is no longer excited in the direction of the vibronic coupling, and there is no additional population transfer. This is an example of a short-lived coherence, interrupted by a cloning event, and the subsequent individual evolution of the separate populations in $S_2$ and $S_1$. However, a cloning event does not necessarily imply vanishing coherence. This is demonstrated in Fig. S2$^\dagger$ in the evolution of trajectory 3. Despite many cloning events (9 in total), the coherence is surprisingly persistent throughout the trajectory. The absence of cloning events does not necessarily mean that the coherence never vanishes, as demonstrated in trajectory 1. Analysis of all 476 trajectories shows a highly heterogeneous molecular dynamics and coherence evolution (see ESI for more examples of representative trajectories in Fig. S2–S4)$^\dagger$. The previously discussed trajectories are exemplary cases that contribute to the total ensemble, with many of them exhibiting a strong instantaneous vibronic coherence, and others where it only emerges in the region of CoIns. We observe almost no trajectory where the coherence is absent over the entire 500 fs.

Only the average signal summed over all contributions is experimentally observable, while the individual trajectories represent possible scenarios. The TRUECARS signal in all 476 trajectories, and averaged over all of them with equal weights, is depicted in Fig. 3(a). Despite the highly heterogeneous contributions of the individual trajectories, the TRUECARS signal is visible over the entire simulation time, with stronger magnitudes at e.g. 200–250 fs, where the coherence magnitude spikes,
and weaker ones at e.g. 150 fs and 500 fs. This average signal is a balanced mix of the discussed example trajectories, i.e., between excitation in a strong coupling region with immediate coherence, and contributions where there first is a free wave-packet evolution in a single electronic state, and the non-adiabatic passage occurs after few tens or hundred fs. We further observe that the transient excess of energy localized in the direction of the non-adiabatic coupling is gradually damped with time (Fig. 3(f)).

The population is clearly distributed with a large fraction in \( S_1 \) and a smaller one in the \( S_2 \) state, initially starting in the \( S_3 \), with stronger fluctuations at the beginning (compare Fig. 3(b)). The average coherence magnitude \( \rho_{12} \) (Fig. 3(c)) peaks once at the start of the propagation, followed by a weaker period until 200 fs. At this time, there is a significant increase, meaning that a large fraction of the trajectory ensemble enters a region of strong coupling here. The coherence magnitude stays large after this time, indicating a longer period of coherent evolution until 500 fs. As Fig. 3(c) shows, the Wigner spectrogram of the average signal can correctly map the evolution of the energy splitting between \( S_2 \) and \( S_1 \), with the main feature being located around 0.3 eV throughout the 500 fs. This evolution is in agreement with the averaged energy splitting shown in Fig. 3(d).

The different panels in Fig. 3 exhibit varying oscillation patterns, which are connected in the following way. The relative phase of the two electronic states evolves according to their energy difference. A splitting of 0.3 eV corresponds to an oscillation period of around 14 fs. Such oscillations are visible both in the coherence magnitude \( \rho_{12} \) (Fig. 3(c)), and the temporal evolution of the TRUECARS signal \( \tilde{\rho}_{12} \) (Fig. 3(a)). The energy splitting in \( \rho_{12} \) (Fig. 3(d)) evolves with a different frequency, that is determined by the vibrational motion of the molecule, entering and exiting higher and lower splitting regions on the potential energy hypersurface. Whenever the energy splitting is low, there is a higher chance for population transfer. Thus, the oscillations in Fig. 3(b) correspond to this evolution. The excess kinetic energy in Fig. 3(b) in direction of the non-adiabatic coupling oscillates with similar frequencies as the TRUECARS signal and the coherence magnitude. Indeed, the majority of this energy is contained in modes which match this frequency, being located on the fused aromatic units as shown in Fig. 1(c). The TRUECARS signal is directly sensitive to this feature.

To implement the TRUECARS measurement in its current form, phase-control of the two probe field is required. Using e.g. a 354 eV probe field,\(^{48}\) i.e. a carrier field with an 11.7 attosecond oscillation period, would require zepotosecond-scale delay control to achieve phase control.\(^{48}\) Energy requirements entirely depend on the molecular properties, i.e. the energetic location of electronic states. Significantly lower energies can be used as long as the process is off-resonant. A phase-locked free-electron laser pulse pair has been achieved recently at 47.5 eV,\(^{80}\) which is an important advance in this direction. A possibility to circumvent the necessity of phase-control is to directly use currently available, stochastic X-ray pulses. There, the signal is measured in covariance with the probe field, considering the spectrally uncorrelated fluctuations in each repetition of the experiment.\(^{31}\) Efforts to formulate a stochastic version of the TRUECARS have recently been made.\(^{22}\)

Other than phase-control, the TRUECARS signal primarily depends on three parameters: the intensity of the X-ray probe fields \( E_0 \) and \( E_1 \) in eqn (4), the amount of molecules in the X-ray focal volume, and the coherence magnitude \( \rho_{KL} \). or, more specifically, the magnitude of the expectation value of the transition polarizability.\(^{52}\) While the maximum pulse intensity will be limited by X-ray photoionization, the signal strength can be maximized via a suitable choice of the molecule and by optimizing its density in the experiment. Near-resonant probe pulses can be employed to increase the transition probability, as observed recently for resonant X-ray Raman scattering in the NO molecule.\(^{53}\) A completely resonant version of TRUECARS has been proposed recently,\(^{54}\) where population contributions start to dominate the coherences. Element-specificity in resonant Raman schemes is a key feature that can be exploited to obtain local chemical information around a single X-ray chromophore, but retrieving coherence contributions is difficult due to the dominating population features. Tuning the probe field slightly off-resonance and finding a reasonable trade-off between the competing parameters can be a key factor in realizing a TRUECARS experiment. Off-resonant TRUECARS offers the background-free detection of coherences across the whole molecule, at the cost of a lower experimental cross section due to lower transition probabilities. Specifically in the equilibrated ensemble of the large heterodimer investigated here, energy levels of valence and core states will fluctuate significantly across the vast conformational space. If a certain near-resonant probe pulse frequency is chosen, there might already be some outliers in the ensemble where the transition is resonant, creating additional contributions to the signal that make it more ambiguous. Since the molecule contains several X-ray chromophores, all with different local environments, there are many possible near-resonant transitions that can be chosen. Finding the optimal trade-off between having a large transition polarizability (and thus experimental cross section) and no population contributions will be a highly interesting topic for future simulations and measurements.

Conclusions

We have simulated the excited state photophysics of the heterodimer shown in Fig. 1. Our modeling relies on the AIMC protocol that captures vibronic coherences evolving in non-Born–Oppenheimer dynamics of several electronic states. The coherence between excited states developing over many hundred femtoseconds, as reported in experiments,\(^{35}\) is reproduced. We discussed how current developments in X-ray sources make crucial progress toward realizing a TRUECARS experiment, and potential trade-offs that might be beneficial or necessary. The calculated TRUECARS signal probes the coherence between the \( S_2 \) and \( S_1 \) electronic states via a stimulated Raman process, as sketched in Fig. 1(c). Importantly, the vibronic coherence is visible throughout the entire propagation time and survives the ensemble averaging over all trajectories, with highly heterogeneous evolution and properties in different
parts of the conformational space. Such dynamics and vibronic signatures are expected to be observed in future experiments at X-ray free-electron laser facilities. Our modeling illustrates the power and potential of X-ray sources, where coherences can be probed unambiguously and sensitively, without the background of population contributions. The signal is found to be sensitive to essential physical properties. The energy splitting between the states involved in the coherence could be extracted. Strong coupling regions, where the \( S_0 \) and \( S_1 \) electron densities overlap at both monomers, are captured by the signal.

The heterodimer investigated here was designed to mimic the coherent dynamics in more complicated multi-chromophoric systems. It is expected that the TRUECARS technique could be used to probe dynamics across a broad variety of biological and man-made materials in a similar fashion. This is enabled by the off-resonant probing process, which is universal. The signal does not require any specific core property, and directly probes a coherence between electronic states. Phase-controlled X-ray pulses, necessary for the TRUECARS signal, are currently being developed.\(^{18}\) A very recent study demonstrates that the signal, in a slightly reformulated formalism involving post-processing, can be measured using noisy free-electron laser pulses.\(^{32}\) Our modeling results are thus within reach of current experimental capabilities. Measuring the coherences in this way in different multichromophore molecular systems will increase our understanding of how the coherence is related to the electronic and vibrational energy relaxation fluxes involving multiple passages through the vicinity of conical intersections. The question whether coherences are required for efficient energy transport, and the mechanisms by which they are enabled and act, is an open and controversial debate.\(^{31,32,44}\) We show that the TRUECARS signal is sensitive to these features. X-ray probes backed by direct atomistic non-adiabatic molecular dynamics simulations would enable precise characterization of fundamental interactions in the material resolving collective dynamics of its constituent atoms and electrons.

**Methods**

*Ab initio* multiple cloning (AIMC) has been developed as an extension of the Multi-Configurational Ehrenfest (MCE). It uses the idea of adaptive basis sets from *ab initio* multiple spawning (AIMS),\(^ {23} \) to which it is similar in that respect. Ensembles of individual Ehrenfest trajectories, *i.e.* configurations \( \psi_n(t) \), are used as a basis set to represent the full quantum wave function of electrons and nuclei \( \Psi(t) \):

\[
|\Psi(t)\rangle = \sum_n c_n |\psi_n(t)\rangle.
\]

(1)

Each configuration is factorized into a nuclear part \( \chi_n(t) \) and an electronic part given by a linear combination of adiabatic states \( \phi_i^{(n)} \):

\[
|\psi_n(t)\rangle = |\chi_n\rangle \left( \sum_i a_i^{(n)}(t) |\phi_i^{(n)}\rangle \right).
\]

(2)

\( \chi_n(t) \) is given by coherent states,\(^ {36-37} \) which in the coordinate representation are Gaussian functions centered in the Ehrenfest trajectories. Population transfer between excited states occurs in regions of phase space close to conical intersections, where the Born–Oppenheimer approximation breaks down and the motion of electron and nuclei occurs on the same timescale and is therefore strongly coupled. When reaching such regions, the original nuclear wave packet branches into multiple parts, and a coherence is created. The excess energy flow can follow different relaxation pathways, each dominated by a single electronic state. In such cases, the average Ehrenfest potential energy surface could no longer provide a faithful representation of its individual contributions. AIMP quantifies these cases and replaces the configuration, corresponding to the original Ehrenfest trajectory, by two new configurations, each having the same nuclear wave function but different electronic populations and, therefore, its own distinct mean-field. This splitting is called a cloning event. After that, the two new trajectories evolve independently. Such cloning events allow to naturally account for decoherence of vibronic wavepackets evolving on the sufficiently different potential energy surfaces. More details and technical implementations of the AIM method can be found elsewhere.\(^ {36,37,38} \) We extract from our simulations the coherence between electronic states:

\[
\rho_{KL} = \frac{1}{2} \sum_{m,n} c_m^* c_n \langle \chi_m | \chi_n \rangle \\
\sum_i \left[ |a_k^{(m)}\rangle \langle a_l^{(m)} | \phi_i^{(m)} | \phi_j^{(m)}\rangle \langle \phi_j^{(m)} | a_l^{(m)} \rangle \langle \phi_i^{(m)} | a_k^{(m)} \rangle \right] 
\]

(3)

Both the electronic and the nuclear parts carry their own phases, that evolve according to the time-dependent Schrödinger equation for the respective subsystem. Both types of coherences are needed in order to see the overall coherent effect, and their mixing is accounted for in the molecular wave function when calculating the vibronic coherence magnitude \( \rho_{KL} \).

The TRUECARS signal is given by

\[
S(\nu_R, T) = 2\mathcal{A} \int_{-\infty}^{\infty} dt \, e^{i 2\pi (T-t) \nu_R} \langle \chi(t) | a | \Psi(t) \rangle \langle \Psi(t) | a | \Psi(t) \rangle,
\]

(4)

where \( \nu_R \) is a broadband 500 attosecond and \( \nu_L \) is a narrowband 3 fs pulse, \( \nu_L \) is the observed Raman frequency (using the narrowband as a reference), and \( \mathcal{A} \) denotes the imaginary part. The relevant time-dependent material quantity is the expectation value of the polarizability operator \( a \). Populations do not contribute to the signal, since \( a \) is zero on the diagonal, and only the transition polarizabilities between electronic states are finite. Following the original TRUECARS formulation,\(^ {39} \) we set \( a \) to be constant over the nuclear space, reducing \( \langle |a| |\Psi(t)\rangle \) to the overlap between the two involved electronic states. This is the coherence magnitude \( \rho_{KL} \) extracted from the AIMP calculations (eqn (3)). Since \( a \) is multiplicative, the shape of the TRUECARS signal may depend on the polarizabilities used, but qualitative statements of whether coherences are visible in the...
signal should still hold. This has been demonstrated in ref. 40, where the TRUECARS signal was calculated with fully ab initio polarizabilities. The signal was visible in all cases, and the physical information extracted was of equal quality in all cases.

The Wigner spectrogram of the TRUECARS signal is given by

$$W(T_c, \omega_k) = \int d\tau S(T_c + \frac{\tau}{2}) S(T_c - \frac{\tau}{2}) e^{-i\omega_k \tau},$$

where $S(T)$ is a temporal trace of the frequency-dispersed signal at $\omega_k = 0.4$ eV. $S(T)$ oscillates with a frequency that corresponds to the energy splitting between the states participating in the vibrionic coherence, and the Wigner spectrogram reveals the transient energy splitting along the trajectory.

In summary, the simulation protocol works as follows (more computational details are provided at ESI†): AIMC simulations of the heterodimer (Fig. 1(a)) have been performed at constant energy using a 0.05 fs time step. Initial conditions were obtained from a previous 1 ns ground state dynamics equilibrated at room temperature ($T = 300$ K) using the Langevin thermostat with a friction coefficient $\gamma = 2$ ps$^{-1}$. A classical time step of 0.5 fs has been used for this ground state dynamics. A total of 476 initial positions and momenta were collected for excited state dynamics. The AIMC simulations started by a vertical excitation of the molecular system to the second excited state $S_2$ for all trajectories. The populations for $S_2$ and $S_1$ states and coherences according to eqn (3) are tracked throughout the simulation. Cloning events and the evolution of each cloned trajectory are included. The TRUECARS signal is calculated using $\rho_{12}$ for each trajectory (see Fig. 1(c) for a sketch and level scheme of the probing process). The average signal over all trajectories, corresponding to the experimentally observable scenario, is then calculated, along with the Wigner spectrograms.
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