Revealing the CO X-factor in Dark Molecular Gas through Sensitive ALMA Absorption Observations
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Abstract

Carbon-bearing molecules, particularly CO, have been widely used as tracers of molecular gas in the interstellar medium (ISM). In this work, we aim to study the properties of molecules in diffuse, cold environments, where CO tends to be underabundant and/or thermally excited. We performed one of the most sensitive (down to \( r_{\text{rms}}^{\text{CO}} \approx 0.002 \) and \( r_{\text{rms}}^{\text{HCO}^+} \approx 0.0008 \)) submillimeter molecular absorption line observations toward 13 continuum sources with the ALMA. CO absorption was detected in diffuse ISM down to \( T_A < 0.32 \) mag and HCO\(^+\) was detected down to \( T_A < 0.2 \) mag, where atomic gas and dark molecular gas start to dominate. Multiple transitions measured in absorption toward 3C454.3 allow for a direct determination of excitation temperatures. A stronger linear correlation was found between CO and HCO\(^+\) (Pearson correlation coefficient \( P \approx 0.93 \)) than that of \( N_{\text{CO}} \) and \( N_{\text{H}_2} \) (\( P \approx 0.33 \)), suggesting HCO\(^+\) is a better tracer of \( \text{H}_2 \) than CO in diffuse gas. The derived CO-to-H\(_2\) conversion factor (the CO X-factor) of \((14 \pm 3) \times 10^{20} \) cm\(^{-2}\) (K km s\(^{-1}\))\(^{-1}\) is approximately six times larger than the average value found in the Milky Way.

Unified Astronomy Thesaurus concepts: Interstellar medium (847); Interstellar absorption (831); Interstellar molecules (849)

1. Introduction

Hydrogen is the most abundant element in the universe and plays a crucial role in the chemical evolution of cosmic materials. In contrast to the 21 cm hyperfine transition of atomic hydrogen, molecular hydrogen has no easily accessible transitions (due to a lack of permanent dipole) in the cold (\( T \approx 15\) K) interstellar medium (ISM), where \( \text{H}_2 \) is the dominant component of gases. CO has been the de facto stand-in for \( \text{H}_2 \) in both the Milky Way and external galaxies ever since its discovery (Wilson et al. 1970). Total molecular gas is often estimated through an empirical CO-to-H\(_2\) conversion factor (hereafter, the CO X-factor), namely, \( N_{\text{H}_2} = X_{\text{CO}} N_{\text{CO}} \), a typical mean value of which is \( 2 \times 10^{20} \) cm\(^{-2}\) (K km s\(^{-1}\))\(^{-1}\) for the Milky Way (Bolatto et al. 2013).

However, CO is not always a reliable tracer of \( \text{H}_2 \). A significant fraction of interstellar molecular gas is not traced by CO emission surveys (e.g., Dame et al. 2001) and is often referred to as dark molecular gas (DMG). DMG has been revealed by gamma-ray observations from the Energetic Gamma Ray Experiment Telescope (Grenier et al. 2005) and Fermi (Remy et al. 2017), dust observations with Planck (Planck Collaboration et al. 2011), and C\(^+\) observations from Galactic observations of TeraHertz C\(^+\) (GOTC-\(t\)) survey (Pineda et al. 2013; Langer et al. 2014). CO emission fails to trace DMG in two critical aspects, abundance and excitation. The self-shielding of \( \text{H}_2 \) can be achieved at much lower extinction than that for CO. In regions with intermediate extinctions (\( A_v \approx 0.2–2 \) mag see Li et al. 2018), ultraviolet dissociation significantly reduces the CO abundance from its canonical value of \([\text{CO}]/[\text{H}_2] = 10^{-4}\) (van Dishoeck & Black 1988; Wolffire et al. 2010; Draine 2011). In such regions, the gas density can be lower than the critical density, making transitions such as CO (1–0) subthermally excited, further hampering the usability of CO emission as a \( \text{H}_2 \) tracer.

The “missing” CO emission in diffuse and translucent clouds may lead to a higher CO X-factor than in dense molecular gas. Observational evidence from dust extinction and CO emission has revealed a larger CO X-factor in diffuse regions (\( A_v < 3 \) mag) than in dense gas (Pineda et al. 2010) in the Taurus molecular cloud. Through analyzing diffuse gamma-ray emissions, a similar trend has also been found by Remy et al. (2017) toward six nearby anti-center clouds, which is also generally consistent with measurements based on simple hydrides, namely OH and CH (Xu & Li 2016). However, other studies have reported a mean value of the CO X-factor that is the same in diffuse and dense molecular clouds (Liszt et al. 2010; Liszt 2012), although there are considerable variations between individual sightlines.
Given the high temperatures of background sources, quasar absorption can be a much more sensitive and less biased probe of cold molecular gas, particularly, the DMG in the intermediate-extinction regions. Absorption toward continuum sources has been commonly used to quantify the physical properties of the Galactic ISM (e.g., Heiles & Troland 2003; Dickey 2013; Li et al. 2018; Nguyen et al. 2018; Riquelme et al. 2018). In such absorption programs, it is possible to measure the column density accurately even when a transition is subthermally excited, to detect diffuse gas with lower column density, and to directly measure optical depth. Furthermore, absorption from multiple transitions facilitate an unambiguous determination of excitation temperature and column density simultaneously.

In addition to CO, HCO$^+$ is a key reactant of CO formation, and has been shown to trace H$_2$ well (Liszt & Lucas 1998). The emission of HCO$^+$ is rare and weak in diffuse clouds (tens of mK in brightness temperature, Lucas & Liszt 1996), and excitation temperatures derived from the two lowest transitions are comparable to the CMB (2.7–3.0 K, Godard et al. 2010), making absorption toward strong continuum sources a preferred probe of HCO$^+$ as well.

We have taken deep absorption observations of CO and HCO$^+$ toward 13 millimeter-wavelength point source calibrators using the ALMA. We present our observations and archival data in Section 2, and analyze the absorption profiles of the observed targets in Section 3. We derive the abundance of CO and HCO$^+$ and discuss the advantage of HCO$^+$ as a tracer of molecular gas in Section 5. Analysis of the CO X-factor is presented in Section 6. Our main results and conclusions are presented in Section 7.

2. Observations and Data

We have selected 13 calibration sources (3C454.3, 3C120, B0420-014, B0607-157, B0627-199, B1730-130, B1741-038, B1742-078, B1933-400, B1954-388, B2223-052, B2227-088, and B2243-123) used by worldwide millimeter-wave arrays. In addition, none of these sightlines has CO emission in the CO survey in Dame et al. (2001). The sightlines of these sources lie in DMG (Planck Collaboration et al. 2011, A$_v$: 0.37 mag $\sim$ 2.5 mag) or DMG-threshold (as defined in Li et al. 2018) regions, enabling us to explore the physical properties in DMG sightlines.

2.1. Molecular Lines

We observed CO (1–0) and HCO$^+$ (1–0) spectra toward 13 strong continuum sources with ALMA during 2015. We also observed two higher-energy transitions, CO (2–1) and HCO$^+$ (3–2), toward 3C454.3 to constrain the physical properties (see Section 4). The frequency resolution of the CO (1–0) and HCO$^+$ (1–0) lines is 61.035 KHz, which corresponds to velocity resolutions of 0.21 km s$^{-1}$ at 89 GHz and 0.18 km s$^{-1}$ at 113 GHz. The frequency resolution of the CO (2–1) and HCO$^+$ (3–2) lines is 122.070 KHz, which corresponds to velocity resolutions of 0.159 km s$^{-1}$ at 230 GHz and 0.137 km s$^{-1}$ at 267 GHz. The continuum data cover a 1.8 GHz bandwidth with a frequency resolution of 31 MHz. The calibration of the raw data was performed using Common Astronomy Software Applications (CASA; McMullin et al. 2007). Both calibrated continuum and spectral images were deconvolved with Briggs weighting using the Clean algorithm.

2.2. Archival Reddening Data

We use the $E(B-V)$ map of Green et al. (2018, 2019) to estimate total gas column density. The $E(B-V)$ map is derived by combining high-quality stellar photometry of 800 million stars from Pan-STARRS 1, 200 million stars from 2MASS, and parallaxes of 500 million stars from Gaia (Green et al. 2019). It covers three-quarters of the whole sky at a spatial resolution of 3.4–13.7.

2.3. Archival HI Data

We adopted the corrected HI column density derived from ON-OFF observations in the millennium survey for 3C454.3 and 3C120 (Heiles & Troland 2003; Nguyen et al. 2018). These HI spectra have a velocity resolution of 0.161 km s$^{-1}$ and an rms noise of 56 mK per channel. HI data for other sources are taken from the Parkes Galactic All Sky Survey (GASS; McClure-Griffiths et al. 2009; Kalberla et al. 2010; Kalberla & Haud 2015), in which the column density of HI is calculated by integration over a velocity range of $-400 < V < 400$ km s$^{-1}$ under the assumption of $\tau \ll 1$, and is therefore a lower limit. The GASS data have an angular resolution of 16', a spectral resolution of 0.82 km s$^{-1}$ and an rms noise of 57 mK per channel. In addition, HI data for two bandpass calibrators (2148+0657 and 2232+1143; see Section 3.1) are taken from the Effelsberg-Bonn HI Survey (EBHS), which has an angular resolution of $\sim$11', a spectral resolution of 1.29 km s$^{-1}$ and an rms noise of 90 mK per channel (Winkel et al. 2016).

3. Absorption Profiles

Absorption profiles can provide direct measurement of optical depth, provided that the background source is sufficiently bright. Optical depth can tell us the column density along a sightline, with the proper assumption of the excitation conditions. In this section, we describe the extraction of absorption spectra and the fitting process.

3.1. Detections and Self-calibration

Since our observing targets are strong millimeter-wavelength continuum point sources, we can perform calibration using the sources themselves (self-calibration). Eliminating separate calibrator observations would have cut our observing time by more than half. However, ALMA Phase 2 observations did not support this mode. Thus, we performed our calibration using the standard ALMA pipeline, which uses separate bandpass, phase, and flux calibrators.

Both CO (1–0) and HCO$^+$ (1–0) absorption lines were detected toward 6 of 13 sources: 3C454.3, 3C120, 0607-157, 1730-130, 1741-038, and 1742-078. The two higher-energy transitions—CO (2–1) and HCO$^+$ (3–2)—were detected. In our HCO$^+$ (1–0) absorption profiles, we found two emission components toward 3C120 and 3C454.3 (see Figure 1(a) as an example). High brightness temperatures of 108 K (for 3C120) and 537 K (for 3C454.3) make it hard to believe that the emission could be excited by high-temperature gas, and suggest contamination from a bandpass calibrator. Thus, we performed self-calibration on 3C120 and 3C454.3, as well as their calibrators. As suspected, HCO$^+$ (1–0) absorption was detected toward two bandpass calibrators (2232+1143 and 2148+0657), confirming that the “emission” components above are indeed contamination. The
self-calibrated and normally calibrated spectra for 3C454.3 can be seen in Figure 1 (a). Data reduction toward 3C454.3 and 3C120, (and also 2148+0657 and 2232+1143, which were added to our sample) was therefore conducted by self-calibration. Calibration toward all the other sources was conducted by normal calibration.

3.2. Gaussian Fitting of Absorption Profiles

According to the radiative transfer equation,

\[ T_R^* = J_v(T_{by})e^{-\tau_v} + J_v(T_{ex})(1 - e^{-\tau_v}), \]

where \( T_R^* \) is the main beam brightness temperature, \( \tau_v \) is the optical depth, and \( J_v(T) = (h\nu/k)/(\exp(h\nu/kT) - 1) \). We can then express \( e^{-\tau_v} \) as

\[ e^{-\tau_v} \approx \frac{T_R^* - J_v(T_{by})}{J_v(T_{by}) - J_v(T_{ex})}. \]

When the background continuum source is strong enough (e.g., 3C454.3 with \( J_v(T_{by}) \sim 537 \text{ K} \)), term \( J_v(T_{by}) \gg J_v(T_{ex})(1 - e^{-\tau_v}) \), and Equation (2) can be rewritten as

\[ e^{-\tau_v} \approx \frac{T_R^*}{J_v(T_{by})}. \]  

The \( \tau_v \) of each velocity component was derived by fitting the \( e^{-\tau_v} \) profiles with multiple Gaussian components. Equation (3) is only used for obtaining the \( \tau_v \) value of 3C454.3. The other sources observed in this study have background brightness temperatures between 20 K to 176 K, meaning that we must revert to Equation (2) to compute \( e^{-\tau_v} \) profiles. For these, we adopt representative values of \( T_{ex} \) computed for 3C454 (4.1 K for CO and 2.7 K for HCO\(^+\) in Section 4). The \( e^{-\tau_v} \) profiles of 3C454.3 are shown in Figure 1 (b).

There are 12 CO (1–0) components and 23 HCO\(^+\) (1–0) components in our sample. Each CO (1–0) velocity component has a corresponding HCO\(^+\) (1–0) component. Those sightlines with CO detection suggest that CO has formed in diffuse gas down to a \( A_v \) value of 0.32 mag (converting from \( E(B-V) \) in Table 1 using \( A_v/E(B-V) = 3.1 \)). Eleven HCO\(^+\) components have no CO detections, suggesting that these components lie in diffuse molecular gas where CO cannot form and that they may lie at the edge of the molecular cloud. Specifically, there are two sightlines without CO detections but that are rich
in HCO⁻⁺, indicating that HCO⁺ exists down to a $A_v$ value of 0.19 mag.

The velocity of these absorption profiles varies from $\sim$10–100 km s⁻¹, indicating that the cloud amounts along the sightline are nearby clouds. The optical depths of CO(1–0) and HCO⁺(1–0) are in the ranges of $\sim$0.04–1.55 and $\sim$0.007–0.98, respectively. The line widths of HCO⁺ (0.56–3.96 km s⁻¹) are slightly wider than CO (0.21–3.79 km s⁻¹) by a factor of 1.05, which is consistent with the results of Liszt & Lucas (1998).

### 4. Radiative Transfer Analysis

Multiple absorption lines from CO and HCO⁺ allow us to constrain the physical properties along a sightline. Given the specific input parameters (kinetic temperature, $T_{\text{kin}}$, volume density of collision partners, $n$, e.g., p–H₂, o–H₂, e⁻), column density of specific molecule $N_{\text{mol}}$, and FWHM of a specific line, $\delta v$, we are able to model the observed spectra with RADEX (van der Tak et al. 2007).

In this work, we considered p–H₂ and o–H₂ ([o–H₂]/[p–H₂] = 10⁻³; Le Bourlot 1991; Dislaire et al. 2012) as the collision partners of CO, and H₂ and electrons ($f = H_2$) = 10⁻²⁴; Bhattacharyya et al. 1981; Lucas & Liszt 1996; Liszt 2012) as the collision partners of HCO⁺. Adopting a kinetic temperature of 100 K for the diffuse ISM (Goldsmith 2013; Gerin et al. 2015), we vary the free parameters $n_{\text{H}_2}$, $N_{\text{CO}}$, and $N_{\text{HCO}^+}$ to find the optimum solutions by minimizing $\chi^2$ for the four absorption spectra of CO and HCO⁺ toward 3C454.3. Here $\chi^2$ is defined as

$$\chi^2 = \frac{1}{n} \sum_{i=1}^{4} \frac{(\tau_{\text{model}} - \tau_{\text{obs}})\,^2}{\sigma_{\text{obs}}^2},$$

where $\tau_{\text{model}}$ is the output optical depth generated by RADEX, $\tau_{\text{obs}}$ is the observed optical depth of the four spectra, and $\sigma_{\text{obs}}$ is the uncertainty of the observed optical depth for each transition.

For the other sources, we have only one transition for CO and one for HCO⁺. The same kinetic temperature (100 K) and the $n_{\text{H}_2}$ obtained for 3C454.3 (88 cm⁻³) were then used as the initial assumptions when modeling the optical depth toward the other sources.

Analyzing the fitting results, we obtain the following results:

1. The best-fit values for $n_{\text{H}_2}$, $N_{\text{CO}}$, and $N_{\text{HCO}^+}$ toward 3C454.3 are $87$ cm⁻³, $3.6 \times 10^{14}$ cm⁻², and $1.8 \times 10^{11}$ cm⁻², respectively. The derived excitation temperatures values are 4.1 K for CO and 2.7 K for HCO⁺. Our results are consistent with Goldsmith (2013) ($T_{\text{ex}}$(CO) ~ 2.7 – 13.6 K) and Godard et al. (2010) ($T_{\text{ex}}$(CO) ~ 2.7–3.0 K).

2. By varying the assumed $T_{\text{kin}}$ value from 10 to 300 K, we found that the fractional differences are within 1% for $T_{\text{ex}}$(CO) and $N_{\text{CO}}$, and 0.1% for $T_{\text{ex}}$(HCO⁺) and $N_{\text{HCO}^+}$.

3. The column densities of CO and HCO⁺ components in our sample are in the range of $(0.1–19) \times 10^{14}$ cm⁻² and $(0.07–8.8) \times 10^{11}$ cm⁻², respectively. Three $\sigma$ upper limits in CO column density are given for those components without CO (1–0) detections (red points with arrows in Figure 2). As shown in Figure 2(a), the column densities of CO and HCO⁺ show a positive correlation. The ratio of $N$(HCO⁺)/$N$(CO) decreases by an order of magnitude as the CO column density goes from lower to higher, as shown in Figure 2(b). Similar results have also been reported by Turner (1995), who found that the $N$(HCO⁺)/$N$(CO) ratio is 10 times higher toward regions with low extinction ($A_v < 1$ mag) than that of higher extinction ($A_v > 1.5$ mag). Our samples complement the data points of Lucas & Liszt (1996), extending the relation to a much lower column density (down to $7 \times 10^9$ cm⁻² for HCO⁺).

### 5. HCO⁺ as a Molecular Gas Tracer

In this section, we derive the relative abundance of CO and HCO⁺ with respect to H₂ by $N_{\text{H}_2} = \frac{N_{\text{H}_2} - N_{\text{H}_2}^0}{2}$ (Figure 3). Here, $N_{\text{H}_2}$ is estimated from $E(B–V)$ (shown in Table 1), as described below. $N_{\text{H}_1}$ is obtained as described in Section 2, and for the majority of sightlines represents a lower limit under the optically thin assumption.

Interstellar reddening is caused by dust absorption and scattering. Observations from Lyα absorption toward 100 stars showed a linear relation between total gas column density and interstellar reddening: $N_{\text{H}_1}/E(B–V) = 5.8 \times 10^{21}$ cm⁻² mag⁻¹ (Bohlin et al. 1978). The ratio has been widely used to convert reddening to total gas column density. However, different $N_{\text{H}_1}$(cm⁻²)/$E(B–V)$ ratios have been found in different environments by recent observations. Planck Collaboration et al. (2014) compared reddening from Sloan Digital Sky Survey (SDSS) measurements of quasars with total gas column density in the diffuse ISM, and found a value $\sim$1.2 times larger than that in Bohlin et al. (1978). Liszt (2014a, 2014b) compared $N_{\text{H}_1}$ and $E(B–V)$, resulting in $N_{\text{H}_1}$(cm⁻²)/$E(B–V) = 8.3 \times 10^{21}$ cm⁻² mag⁻¹ for $|b| > 20°$.
and $0.015 \leq E(B-V) \leq 0.075$. Similar results have also been found by Lenz et al. (2017) in low $N_{\text{HI}} (\leq 4 \times 10^{20} \text{cm}^{-2})$ regions, and by Nguyen et al. (2018) along purely atomic sightlines $(8.8 \times 10^{21}$ and $(9.4 \pm 1.6) \times 10^{21} \text{cm}^{-2} \text{mag}^{-1}$, respectively). $\gamma$-ray observations from Fermi show the ratio decreases from atomic clouds to dense molecular clouds by a factor of $\sim 0.6$ (Remy et al. 2018). In our case, the $E(B-V)$ values along sightlines are in the range of 0.06–0.67 mag ($A_{\text{v}}: 0.2 \sim 2$ mag), including both diffuse, atomic-dominated and translucent molecular gas environments. We still adopt the value $N_{\text{H}}(\text{cm}^{-2})/E(B-V)$ derived by Bohlin et al. (1978) for sightlines with $E(B-V) > 0.5$ mag (1730-130, 1741-038, and 1742-078). However, this ratio will lead to $N_{\text{H}} < N_{\text{HI}}$ toward atomic-dominated sightlines (3C454.3, 3C120, 2148+0657, and 2232+1143). Thus, we adopt the value of $(9.4 \pm 1.6) \times 10^{21} \text{cm}^{-2} \text{mag}^{-1}$ for sightlines with $E(B-V) < 0.5$ mag (Table 1). The relationship of the derived $N_{\text{H}}$ and $N_{\text{HI}}$ can be well described as $N_{\text{H}} = 0.4 \times N_{\text{HI}} - 1.2$ (upper panel of Figure 4). We noticed that there was insignificant variation of atomic fractions between these sightlines, indicating that those clouds have similar astrochemical environments.

The relation between the abundance of CO and HCO$^+$ and H$_2$ column density is shown in Figure 3 (data points in Lucas & Liszt 1996; Liszt & Lucas 1998 are included). The abundance of CO ranges from $(0.2 \pm 0.1) \times 10^{-6}$ to $(5 \pm 4) \times 10^{-6}$, which is consistent with previous work from far-ultraviolet spectra of the diffuse ISM (mean value of $\sim 3 \times 10^{-6}$ in Burgh et al. 2007). This value is much lower than typical values in dense molecular clouds (e.g., $10^{-5}$–$10^{-4}$ in Taurus, Goldsmith et al. 2008). The abundance of HCO$^+$ ranges from $(1.0 \pm 0.4) \times 10^{-9}$ to $(3 \pm 2) \times 10^{-9}$. The mean values of molecular abundance are $(2.1 \pm 1.1) \times 10^{-6}$ for CO and $(1.7 \pm 0.3) \times 10^{-9}$ for HCO$^+$ (upper limits are not included). The Pearson correlation coefficient values between the molecular column density and $N_{\text{HI}}$ are 0.33 for CO and 0.93 for HCO$^+$, indicating that HCO$^+$ is a better tracer of molecular gas than CO.

### 6. The CO X-factor

The integrated intensity of CO emission ($W_{\text{CO}}$) is considered to be a good tracer of H$_2$ column density. The CO-to-H$_2$ conversion factor ($X_{\text{CO}}$), which is defined as $X_{\text{CO}} = N_{\text{H}_2}/W_{\text{CO}}$, is important for understanding the evolution of star formation, especially for external galaxies. Due to the distance of extragalactic objects, CO may be the primary or the only
molecular tracer available to explore star formation and determine the total gas mass.

We have reconstructed the CO integrated intensity from the $\tau$ and $T_{\text{ex}}$ obtained from our RADEX modeling. The relation between $W_{\text{CO}}$ and $N_{\text{H}_2}$ is shown in the lower panel of Figure 4. The average X-factor we obtain in our sightlines is $(14 \pm 3) \times 10^{20} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$, which is six times larger than the average value in the Milky Way (Bolatto et al. 2013). Our results are in agreement with observations in regions without $^{12}\text{CO}$ and $^{13}\text{CO}$ emission detections in Taurus ($1.2 \times 10^{21} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$ in Pineda et al. 2010). Numerical simulations by Shetty et al. (2011) presented $X_{\text{CO}-\text{H}_2}$ relations in molecular clouds with different conditions (e.g., density, metallicity), and they found a high X-factor ($\sim 10^{21} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$) where CO abundance is low ($10^{-6}$). In addition, numerical simulations and observations also suggest that turbulence, visual extinction, and metallicity will all influence the CO X-factor (Bell et al. 2006; Shetty et al. 2011). This result indicates that the X-factor should be handled carefully in different physical environments, otherwise the $\text{H}_2$ column density may be underestimated in diffuse gas.

7. Conclusion

We have performed ALMA observations toward 13 continuum sources. The unprecedented sensitivity provided by ALMA allows us to probe cold molecular gas down to a $\tau_{\text{CO}}$ of 0.002 and a $\tau_{\text{HCO}^+}$ of 0.0008. Absorption in both the CO (1–0) and HCO$^+$ (1–0) lines were detected toward 6 of 13 sources. In addition, HCO$^+$ absorption was detected toward two bandpass calibrators (2148+0657 and 2232+1143). Two higher transitions of CO (2–1) and HCO$^+$ (3–2) were observed and detected toward 3C454.3. The main conclusions are as follows:

1. We detect 12 CO (1–0) components and 23 HCO$^+$ (1–0) components, revealing CO in diffuse gas with extinction as low as $A_v \sim 0.32$ mag, where no CO emission was detected.

2. By modeling multiple absorption lines—CO (1–0) and (2–1), and HCO$^+$ (1–0) and (3–2)—toward 3C454.3, we derived excitation temperatures of 4.1 K for CO and 2.7 K for HCO$^+$. Those temperatures are comparable to the continuum background temperature, making them extremely hard to detect in emission surveys.

3. The derived column densities of CO and HCO$^+$ show a positive correlation, while the abundance ratio $[\text{CO}] / [\text{HCO}^+]$ increases by an order of magnitude as the CO column density goes from lower to higher. $N_{\text{HCO}^+}$ has a tight linear relation with $N_{\text{H}_2}$, while $N_{\text{CO}}$ does not. Two sightlines without CO detection are found to be rich in HCO$^+$. All facts are consistent with the understanding that, in this intermediate-extinction region, HCO$^+$ is a better tracer of total molecular gas than CO.

4. Toward these absorption sightlines, we derived the CO X-factor to be $(14 \pm 3) \times 10^{20} \text{ cm}^{-2} (\text{K km s}^{-1})^{-1}$, 6 times larger than the typical value found in the Milky Way. This result is consistent with simulations of clouds going through HI-H$_2$ transitions, where the CO is still building up abundance and has not yet locked up most of the carbon in the ISM.
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Figure 4. Upper panel: The relation of the $\text{H}_2$ column density and the $\text{H}_2$ column density. Lower panel: Relation of the $\text{H}_2$ column density and the integrated intensity of CO (1–0). The red and black points denote sightlines using the $N_{\text{H}_2}/E(B-V)$ conversion factors of Nguyen et al. (2018) and Bohlin et al. (1978), respectively. The empty red circles denote sightlines with H I opacity correction. The red dotted lines show the fit results (points with an upper limit are not included).
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