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Abstract

Natural language is a common type of input for data processing systems. Therefore, it is often required to have a large testing data set of this type. In this context, the task to automatically generate natural language texts, which maintain the properties of real texts is desirable. However, current synthetic data generators do not capture natural language text data sufficiently. In this paper, we present a preliminary study on different generative models for text generation, which maintain specific properties of natural language text, i.e., the sentiment of a review text. In a series of experiments using different data sets and sentiment analysis methods, we show that generative models can generate texts with a specific sentiment and that hidden Markov model based text generation achieves less accuracy than Markov chain based text generation, but can generate a higher number of distinct texts.

1 Introduction

Text generation is the task of automatically generating texts, which maintain specific properties of real texts. In the context of synthetic text generation, generative models are used to generate test data for benchmarking big data systems (Rabl and Jacobsen, 2012). BDGS (Ming et al., 2014) is a text generator that applies latent dirichlet allocation (Blei et al., 2003) as the text data generation model and BigBench (Ghazal et al., 2013) is a benchmark that provides a text generator based on Markov chain model (Rabiner, 1989).

Sentiment analysis (SA) is a method of processing opinions and subjectivity of a text. The task is to find and extract the sentiment polarity expressed in a text.

The goal of the paper is to demonstrate the ability of different generative models, i.e., latent dirichlet allocation (LDA), Markov chains (MC), and hidden Markov model (HMM), to generate text with a specific sentiment. This is an important problem because the sentiment of a text may be crucial in several applications like extracting the customers reviews about books, movies, or food and classifying them along their sentiment.

The contributions of this paper are as follows. We present a primary study on three different generative models for text generation. LDA and MC are used for text generation in previous work (Ming et al., 2014; Ghazal et al., 2013). We introduce the well known HMM to use it for text generation and compare it with LDA and MC. In a series of experiments, we analyze the scalability, cardinality, and the ability to generate text with a sentiment. For sentiment analysis, we use state-of-the-art methods. The evaluation indicates that the models can generate texts with a specific sentiment. The hidden Markov model achieves a lower accuracy than Markov chains, but can generate more distinct texts.

The remainder of the paper is organized as follows. Sections 2 and 3 provide an overview on generative models and sentiment analysis approaches. In Section 4 the results of the preliminary experiments are presented. Finally, Section 5 presents a summary and discusses directions for future work.

2 Generative Models

We describe in this section the previously mentioned generative models for text generation.

2.1 Latent Dirichlet Allocation

Latent dirichlet allocation (LDA) is a generative probabilistic model and can be applied for text generation (Ming et al., 2014). Documents are modeled as mixtures over latent topics and topics...
are described by a distribution over words. The
generation process in LDA has following steps for
each document, as described in (Blei et al., 2003):

1. Choose \( N \sim \text{Poisson}(\xi) \) as the length of a the
document.
2. Choose \( \theta \sim \text{Dir}(\alpha) \) as the mixture of latent
topics of the document.
3. For each of \( N \) words \( w_n \):
   (a) Choose a topic \( z_n \sim \text{Multinomial}(\theta) \)
   (b) Choose a word \( w_n \) from \( p(w_n | z_n, \beta) \), a
       multinomial probability conditioned on
       the topic \( z_n \).

To learn a LDA model of text documents the
library lda-c\(^1\) is used. BDGS (Ming et al., 2014)
is used to generate text based on these models.

\(1\)http://www.cs.princeton.edu/~blei/lda-c

2.2 Markov Chain

A Markov chain is a sequence of random variables
with the Markov property (Rabiner, 1989). Suppose
\( X = (X_1, X_2, \ldots, X_T) \) is a sequence of ran-
dom variables and \( W = (w_1, w_2, \ldots, w_n) \) the state
space. Then the Markov property is:

1. Transition probability depends only on the
   previous state.
   \( P(X_t = w_t | X_1, \ldots, X_{t-1}) = P(X_t =
   w_t | X_{t-1}) \)
2. Transition probability depends on k previous
   states (K-order markov chain).
   \( P(X_t = w_t | X_1, \ldots, X_{t-1}) = P(X_t =
   w_t | X_{t-k}, \ldots, X_{t-1}) \)

A first order Markov chain will only consider
the probability of a word appearing after another
one. To get more realistic text, higher order n-
gram models should be used for generating the text
(Ghazal et al., 2013).

2.3 Hidden Markov Model

A hidden Markov model (HMM) is a Markov
process with unobserved states and an observ-
able variable (Rabiner, 1989). The hidden
states have a probability distribution over the
possible observable outputs. Suppose \( X =
(X_1, X_2, \ldots, X_T) \) is a sequence of hidden random
variables, \( H = (h_1, h_2, \ldots, h_n) \) the state space and
\( O = (o_1, o_2, \ldots, o_m) \) an observable variable. Ad-
ditionally to MC, HMM is defined as:

1. Observation probability depends only on the
current hidden state.
   \( P(O_t = o_j | X_t = h_i) \)

A basic task of HMM is the supervised learning
process, where given a set of hidden and observed
sequences, the most likely model that produced
the observed sequence is searched. A typical ap-
lication for this problem is part-of-speech tag-
ging, where the observed variables are the words
and the hidden states are the part-of-speech tags
(Brants, 2000; Cutting et al., 1992).

HMM is used for text generation as follows.
First, the text is tagged using a part-of-speech tag-
ger from the Stanford CoreNLP library (Manning
et al., 2014). Then, the most likely model that pro-
duces those sequences is computed. The hidden
state transitions and observations are counted and
used as relative frequencies to estimate the tran-
sition probabilities.

3 Sentiment Analysis

Two different approaches of sentiment analysis
can be identified. The first approach uses lexicons
to retrieve the sentiment polarity of a text. This
lexicons contain dictionaries of positive, negative,
and neutral words and the sentiment polarity is re-
trieved according to the words in a text. Machine
learning uses annotated texts with a given senti-
ment to build a classification model. Sentiment
analysis is implemented as a binary classification
problem (Pang et al., 2002).

3.1 SentiWordNet

SentiWordNet (Baccianella et al., 2010) is a
widely used lexical resource in sentiment analy-
sis and is based on the English lexical dictionary
WordNet (Miller, 1995). This lexical dictionary
groups words into synonym sets, which are called
synsets, and provides relations between these
synsets. SentiWordNet associates each synset with
three numeric polarity scores: positive, negative
and neutral.

To retrieve the sentiment of a word based on
this lexicon, the average scores of all associated
synsets of a given word are considered and it is as-
sessed as to be positive, if the average score of the
positive polarity is greater than that of the negative. The overall average of all words is calculated to assess the sentiment of a text.

3.2 Supervised Classification

Machine learning can be applied to build a supervised classification model. Text elements are represented by a feature vectors. The features can be the words of the text or their part-of-speech tags.

Support vector machines (SVMs) have been shown to be appropriate for text categorization (Joachims, 1998). In binary classification, the task is to find a hyperplane that separates the document vectors in the two classes and to maximize the margin between them. SVMs are widely used in sentiment analysis (Pang et al., 2002).

For training and testing LibShortText library\(^2\) is used (Fan et al., 2008).

3.3 Stanford Sentiment Treebank

Socher et al. (2013) have introduced a treebank, which includes phrases and sentences annotated with fine-grained sentiment labels. In the five class fine-grained classification task following labels are used: very negative, negative, neutral, positive, and very positive.

As described in (Manning et al., 2014), sentiment analysis is performed with a model over parse trees. Nodes of a parse tree of each sentence are given a sentiment score. The overall score of the sentence is given at the root node of the parse tree. But it is unclear how to combine the sentiments over many sentences. We count all sentiment representations and take the mean as the overall sentiment of a set of sentences.

4 Experiments

In a series of experiments we analyzed the scalability, cardinality and the ability to generate text with a sentiment.

4.1 Experiment 1: Scalability

In this experiment the scalability of the presented models are measured on data sets of different sizes.

We use the food reviews data set used in (McAuley and Leskovec, 2013) and construct seven sub data sets with 10K, 50K, 100K, 200K, 300K and 500K food reviews respectively. We measure the execution time of the learning algorithms of the models on each of these sub data sets.

Figure 1: Execution time of LDA, MC and HMM on data sets of different sizes. HMM achieves a smaller execution time than LDA but greater than MC.

Figure 1 shows for each sub data set the execution time of the learning phase. As we can see, MC outperforms the other methods in terms of scalability because it only builds n-grams. HMM has a higher execution time because the data sets have to be tagged using a part-of-speech tagger. LDA performs the worst due to the extensive learning phase.

4.2 Experiment 2: Cardinality

In this experiment the cardinality of the synthetic data sets are measured. The cardinality is defined as the amount of distinct text elements in the generated data set. Two text elements are the same if they have the exact same string. A text element can be an arbitrary type of text, i.e. a sentence or a document. This will show the upscaling behavior in terms of the ability to generate distinct texts.

We use a data set of 10,662 movie reviews used in (Pang and Lee, 2005), which contains an equal number of positive and negative reviews, and divide it into two data sets along their sentiment polarity. On both data sets we build the presented models, which we utilize to scale up by factors of 1, 2, 10, 100 and 1000.

Figure 2 shows that the LDA and HMM models performs best in generating distinct text elements, where almost all text elements are distinct. The MC model generates the smallest amount of distinct text elements, e.g. only 62% distinct text elements using scale up factor 1000. The next word in LDA and HMM only depend on the latent vari-

---

\(^2\)http://www.csie.ntu.edu.tw/~cjlin/libshorttext/
Figure 2: The relative amount of distinct text elements in the synthetic datasets. The synthetic datasets are generated by scale up factors of 1, 2, 10, 100 and 1000. MC generates the smallest amount of distinct text elements, while LDA and HMM generate almost no duplicates.

Table 1: This table shows the F-measures of the original and synthetic data sets for the positive and negative class separately. The synthetic data sets are generated by scale up factors of 1, 2 and 10. The sentiment analysis methods are SentiWordNet (a), SVM (b), and Stanford library (c). The HMM achieves a lower F-measure than MC but a higher than LDA on each scale up factor.

|       | positive | negative |
|-------|----------|----------|
|       | (a)      | (b)      | (c)      | (a)      | (b)      | (c)      |
| Original | 63       | 75       | 79       | 57       | 75       | 79       |
| LDA (1x) | 60       | 73       | 68       | 52       | 71       | 58       |
| LDA (2x) | 62       | 70       | 68       | 52       | 69       | 59       |
| LDA (10x)| 63       | 70       | 69       | 55       | 67       | 59       |
| MC (1x)  | 62       | 72       | 75       | 54       | 72       | 70       |
| MC (2x)  | 62       | 73       | 75       | 55       | 73       | 72       |
| MC (10x) | 63       | 74       | 76       | 56       | 73       | 72       |
| HMM (1x) | 61       | 69       | 73       | 54       | 68       | 68       |
| HMM (2x) | 61       | 71       | 73       | 54       | 70       | 67       |
| HMM (10x)| 62       | 71       | 73       | 54       | 70       | 67       |

4.3 Experiment 3: Sentiment-aware Text Generation

In this experiment it is demonstrated that the models learn high-quality language presented models and are able to generate text with a sentiment.

We use the same data set as in the previous experiment and divide it into two data sets along their sentiment polarity. To build an SVM based classifier we split each data set into a training and test data set. On both data sets we learn the presented models, which we utilize to scale up by factors of 1, 2 and 10. We use (a) SentiWordNet (Baccianella et al., 2010), (b) SVM, and (c) the Stanford sentiment analysis library (Socher et al., 2013) to assess whether the generated reviews have the appropriate sentiment.

Table 1 shows the main experimental results. We see that the HMM is more accurately than LDA but less accurately than the MC. The method (c) outperforms the other methods and achieves an F-measure of 79% for the positive and 79% for the negative class. The basic methods (a) and (b) reveal only a modest difference between the original and synthetic data set, while the advanced method (c) illustrates a significant decrease of the F-measure in the synthetic data sets. One reason why the F-measure have declined is that basic methods work by assessing words in isolation. They give positive scores for positive words and negative scores for negative words and then aggregate these scores. Therefore, the order of words is ignored. In contrast, the advanced method builds a representation of the whole sentence based on the sentence structure using the parse tree. Consequently, MC and HMM perform better than LDA because of their ability to capture the order of words.

The F-measures of all models and sentiment analysis methods are almost constant on each scale up factor, which indicates a robust upscaling behavior of these models. The HMM achieves a lower F-measure than MC, but can generate a higher number of distinct text elements than MC.

Figure 3 shows the sentiment polarity of the original data set and synthetic data sets. The first column is the original data set tagged by the Stanford library and is classified about 40% as positive, 49% as negative and 11% as neutral. As we can see, the sentiment polarity of the synthetic data set using MC is most similar to the original one, with about 36% tagged as positive, 43% as negative and 21% as neutral. The experiments indicate that the presented models can generate texts with a specific sentiment.
Figure 3: This figure shows the sentiment polarity of the original data set and synthetic data sets. For sentiment analysis the Stanford library is used. The sentiment polarity of the synthetic data set using MC is most similar to the original one.

4.4 Samples from the models

In this section we qualitatively investigate the capabilities of the presented models. The simplest qualitative experiment is to inspect the samples generated by the three models. We use the movie reviews data set and divide it into two data sets along their sentiment polarity. On both data sets we build the presented models, which we utilize to generate the samples.

The samples below were obtained by generating random texts 10 times and selecting the most interesting sample. The samples declared as negative sentiment, for example, are retrieved from a model learned on the negative sub data set.

4.4.1 Samples from the LDA model

negative sentiment:
credits i’ll emotional uglier camera and can see moore’s wanes reason film written to is by her that that rather

positive sentiment:
simple interdependence particularly and quinn with baran rich questing delicate messenger on wallet comedy-drama such funny check a ,

4.4.2 Samples from the MC model

negative sentiment:
a little thin , leaving these actors , that it gave me no reason to see the same il-

logical things keep happening over and over again

positive sentiment:
often shocking but ultimately worthwhile exploration of the acting , have made to be introverted young men set out to be viewed and treasured for its straight-ahead approach to visualizing nijinsky’s diaries is both inspiring and pure of heart , you can’t go home again

4.4.3 Samples from the HMM model

negative sentiment:
in his franchise , chou-chou , ” the exercise at the love ah-nuld attempted than drama , but pretty predictably , this splitting of the plays to funny routines title of there ’s badly the director , and no beautiful life which is someone on a stagy episode .

positive sentiment:
you is hard n’t of beautiful updating comedy complex family – be acquainted the usual recipe at every quiet but laughs truly a melodramatic at the in her wholesome , heartwarming david that ’s an inevitable bio-pic with museum .

5 Conclusion

In this paper, we presented a primary study on generative models for text generation. A series of experiments indicate that the presented models can generate texts with a specific sentiment. The hidden Markov model achieves a lower F-measure than Markov chain, but can generate a higher number of distinct texts than Markov chains.

In future evaluations the methods will be analyzed within larger and different data sets. Future work will also investigate other generative models for text generation. Grave et al. (2014) introduced a generative model of sentences with latent variables, which takes the syntax into account by using syntactic dependency trees. Sutskever et al. (2011) uses recurrent neural networks to build statistical language models, which can be utilized to generate text.
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