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Abstract—It is nontrivial to achieve exponential stability even for time-invariant nonlinear systems with matched uncertainties and persistent excitation (PE) condition. In this article, without the need for PE condition, we address the problem of global exponential stabilization of strict-feedback systems with mismatched uncertainties and unknown yet time-varying control gains. The resultant control, embedded with time-varying feedback gains, is capable of ensuring global exponential stability of parametric-strict-feedback systems in the absence of persistence of excitation. By using the enhanced Nussbaum function, the previous results are extended to more general nonlinear systems where the sign and magnitude of the time-varying control gain are unknown. In particular, the argument of the Nussbaum function is guaranteed to be always positive with the aid of nonlinear damping design, which is critical to perform a straightforward technical analysis of the boundedness of the Nussbaum function. Finally, the global exponential stability of parameter-varying strict-feedback systems, the boundedness of the control input and the update rate, and the asymptotic constancy of the parameter estimate are established. Numerical simulations are carried out to verify the effectiveness and benefits of the proposed methods.
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I. INTRODUCTION

THE PAST few decades have witnessed extensive developments and applications of nonlinear adaptive control for dynamic systems with unknown parameters [1], [2], [3], [4], [5], [6], [7], [8], [9]. In the early works on adaptive control [1], [2], [3], certain restrictions, such as matching condition, extended matching condition, and growth conditions on system nonlinearities, are normally imposed. The adaptive backstepping technology [4], [5], on the other hand, has completely removed these restrictive conditions, thus motivating a considerable amount of studies on adaptive control of various systems (see [8], [9]). It is noted that most existing works focus primarily on systems with constant parameters and known control directions.

To address the adaptive estimation of time-varying parameters, the pioneering work [10] proposes a method to exponentially stabilize linear time-varying systems in virtue of persistent excitation (PE) condition. Subsequently, such condition is removed in [11] and the linear model is extended to the robot system in [12]. Thereafter, the output feedback scheme is studied in [13], where the so-called projection operation is exploited to guarantee the boundedness of slow time-varying parameter estimate. For more general systems, such as strict-feedback systems, the soft sign function is introduced to cope with unknown parameters in [8] and [9]. More recently, an elegant adaptive scheme based on “congelation of variables” method is proposed in [14] and [15] to asymptotically stabilize parametric strict-feedback systems with fast time-varying parameters, opening a new venue for developing certainty equivalence controller for nonlinear time-varying systems. This method is also used to address the asymptotic/formation tracking of multiagent systems in [16], [17], and [18] and the prescribed performance control of strict-feedback systems in [19].

Interest in adaptive control of nonlinear systems with unknown control direction is stimulated by the development of Nussbaum functions [20] and the corresponding lemmas for stability analysis [21], [22]. The idea behind such control is that by specifying a controller with a Nussbaum gain, so that the controller degrades the system performance in the period with a wrong direction, but rewards the system with quicker movement to the desired state with a higher gain when the sign alternates to a correct direction in the subsequent period. In [23], [24], and [25], based upon this idea, the adaptive neural control, adaptive fuzzy control, and adaptive guaranteed performance control are proposed for nonlinear systems without a priori knowledge of the control direction, but these results need the precise information of the control gain magnitude. When the control coefficient is unknown both in sign and magnitude, some robust and adaptive results (e.g., [26] and [27]) achieving asymptotic stability of the closed-loop
system are established through a particular Nussbaum function \( \exp(x^2) \cos(\pi x/2) \). Recently, the results in [28] and [29] invent a class of enhanced Nussbaum functions to deal with time-varying and/or multivariable unknown control coefficients. The introduction of the Nussbaum functions not only presents the likelihood of realization of the adaptive scheme but also enables some practical applications. Hence, it is meaningful and necessary to address the issue of adaptive control for nonlinear systems with time-varying parameters and unknown control coefficient (including control direction and control gain magnitude).

Motivated by the above analysis, here in this work we develop an adaptive control method to guarantee global exponential stability of parameter-varying strict-feedback systems with unknown control direction. The global exponential stability of nonlinear systems is under explored even if the systems do not involve time-varying parameters and/or unknown control coefficient. The original work that employs acceleration control (with exponential convergence) for stabilizing strict-feedback systems is [30], where a time-varying scaling is used to accelerate the original system dynamics; after stabilizing the accelerated system, the convergence rate of the original system can be assigned by incorporating a suitable time-varying function into the control scheme. The contributions of this article are three-fold.

1) Different from the asymptotic results in [14] and [15] relying on the a priori knowledge of the control direction, our algorithm is effective for parameter-varying systems with unknown control direction.

2) Exponential convergence is normally realized at the rather restrictive PE condition, here we achieve exponential convergence without PE. In addition, the proposed method is capable of dealing with time-varying parameters, covering the existing one [30] on exponential stabilization as a special case.

3) Unlike some prescribed performance control results that ensure the output or the tracking error converges exponentially to near zero [31], [32], [33], [34], [35], [36], global zero-error regulation for all states can be achieved under the proposed method.

The remainder of this article is organized as follows. In Section II, we state the necessary mathematical preliminaries and a key lemma for our main results. We introduce some scalar examples in Section III, to present the main design ideas before turning to general designs. In Section IV-A, an adaptive control scheme is proposed to exponentially stabilize the parameter-varying system with a known control direction; in Section IV-B, this scheme is extended to parameter-varying systems with unknown control direction. In Section V, a comparative simulation is considered to illustrate the main results. Finally, conclusions are given in Section VI.

**Notations:** \( \mathbb{R} \) is the field of reals, \( \mathbb{R}^+ = \{ a \in \mathbb{R} : a > 0 \} \), \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidean space, and \( \mathbb{R}^{n \times m} \) is the set of \( n \times m \) real matrices. \( \mathbb{x} = [x_1, \ldots, x_i] \in \mathbb{R}^d \) denotes a vector. \( \Gamma > 0 \) means that the symmetric matrix \( \Gamma \) with suitable dimensions is positive definite. \( |W_f| = \sqrt{\sum_{i=1}^m \sum_{j=1}^m |W_{ij}|^2} \) denotes the Frobenius norm of matrix \( W \). \( f \in \mathcal{C}^\infty \) denotes a function \( f \) has continuous derivatives of order \( \infty \), and \( f \in \mathcal{L}_\infty \) denotes a function \( f \) is bounded. In addition, \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) denote the classes of Lebesgue-integrable functions. \( \text{sgn}(\cdot) \) denotes the sign function.

**II. PRELIMINARIES**

**A. System Description and Assumptions**

Consider the following single-input single-output nonlinear systems with time-varying parameters [15]:

\[
\begin{align*}
\dot{x}_i &= \phi_{i1}(x_i)\theta(t) + x_{i+1}, \quad i = 1, \ldots, n - 1 \\
\dot{x}_n &= \phi_{n1}(x_n)\theta(t) + b(t)u
\end{align*}
\]

where \( x = [x_1, \ldots, x_n]^T \in \mathbb{R}^d \) and \( u \in \mathbb{R} \) are the state vector and the control, respectively. The regressors \( \phi_{i}(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^q, \; i = 1, \ldots, n \), are smooth mappings and satisfy \( \phi_i(0) = 0 \).

By the mean value theorem, there exist continuous matrix-valued functions \( \Phi_i(\mathbf{x}) \in \mathbb{R}^{q \times i} \) such that \( \phi_i(x) = \Phi_i(x)\xi_i \).

The system parameters \( \theta(t) \in \mathbb{R}^q \) and \( b(t) \in \mathbb{R} \) are unknown and time varying and satisfy the following assumptions:

**Assumption 1 [15]:** The parameter \( \theta(t) \) is piecewise continuous and \( \theta(t) \in \Theta_0 \; \forall t \geq 0 \), where \( \Theta_0 \) is a completely unknown compact set. The “radius” of \( \Theta_0 \), denoted by \( \delta_{\Theta_0} \), is assumed to be known, while \( \Theta_0 \) can be unknown.

**Assumption 2 [15]:** The control direction is known and does not change. We assume that \( b(t) \) is unknown but bounded away from zero in the sense that there exists an unknown constant \( \ell_b \), such that \( 0 < |\ell_b| \leq |b(t)| \) for all \( t \geq 0 \).

**Assumption 3 [15, Sec. 6.3]:** The time-varying control coefficient \( b(t) \neq 0 \) takes values in an unknown compact set \( \Omega_b \). The control direction is unknown and does not change.

**Remark 1:** The conditions imposed on the parameters on the feedback path as in Assumption 1 and the parameter on the input path as in Assumption 2 make the considered model more general than the one considered in [4], [5], [6], [8], and [9] in terms of uncertain parameters as the latter require that \( \theta(t) \) and \( b(t) \) be time invariant. Assumption 3 is a relaxed version of Assumption 2 since it allows that the control direction is unknown.

In our later control development, we present two sets of control schemes: the first one (Theorem 1) is based on Assumption 2, in which the control gain magnitude is allowed to be unknown and time varying and the second one (Theorem 2) is built upon Assumption 3, in which both the control direction and the control gain magnitude are allowed to be unknown.

**Control Objective:** The control objective in this article is to design adaptive control schemes for system (1) to achieve globally exponential stabilization.

This problem has received a lot of attentions. But until recently, the contributions were only achieving that asymptotic stabilization and/or bounded stabilization as in [15] and [26]. The exponentially stable results can only be obtained under the persistence of excitation or under the assumption that \( \theta \) is time invariant and \( b(t) \) is 1 as in [10] and [30].
B. Enhanced Nussbaum Function and Corresponding Lemma

Definition 1 [29]: A $C^\infty$ function $N(\xi): [0, \infty) \mapsto (-\infty, \infty)$ is called an enhanced Nussbaum function if it satisfies

$$
\lim_{\xi \to \infty} \frac{1}{\xi} \int_0^\xi N^+(\tau) d\tau = \infty, \quad \lim_{\xi \to \infty} \sup_{\xi \geq 0} \frac{1}{\xi} N^-(\tau) d\tau = \infty
$$

where $N^+(\xi) = \max\{0, N(\xi)\}$ and $N^-(\xi) = \max\{0, -N(\xi)\}$. A legal fraction (with nonzero denominator) assumption is implicitly made in the above definition which excludes the trivial function $N(\xi) \equiv 0$.

Lemma 1 [29]: Consider two $C^\infty$ functions $V(t): [0, \infty) \mapsto \mathbb{R}^+, N(t): [0, \infty) \mapsto \mathbb{R}^+$. Let $b(t): [0, \infty) \mapsto [b, \bar{b}]$ for two constants $b$ and $\bar{b}$ satisfying $b > 0$. If

$$
\dot{V}(t) \leq b(t) N(\xi) + 1) \dot{\xi}(t)
$$

then $V(t)$ and $\dot{\xi}(t)$ are bounded over $[0, \infty)$.

III. BASIC DESIGN IDEAS

This section introduces the basic design ideas through three simple scalar systems.

A. Exponential Regulation for Systems With Time-Invariant Parameters

To obtain a better understanding of how time-varying scaling may be used to achieve exponential regulation, we consider

$$
\dot{x} = u + ax^2
$$

where $x \in \mathbb{R}$ and $u \in \mathbb{R}$ are the state and the control, respectively, and $a$ is an unknown constant. Let

$$
s = \phi^1 x \triangleq \mu(t)x
$$

with $\lambda > 0$ being the acceleration constant, then

$$
\dot{s} = \mu\left(\lambda x + u + \hat{a}x^2\right) + \mu(a - \hat{a})x^2.
$$

Choose the Lyapunov function as follows:

$$
V = \frac{1}{2} \dot{s}^2 + \frac{1}{2\gamma_a}\left(a - \hat{a}\right)^2
$$

where $\gamma_a > 0$ and $\hat{a}$ is the estimation of $a$, then

$$
\dot{V} = \mu s\left(\lambda x + u + \hat{a}x^2\right) + \frac{1}{\gamma_a}(a - \hat{a})\left(\gamma_a\mu sx^2 - \hat{a}\right).
$$

Denote $a(t) - \ell_a$ by $\Delta_a$. By choosing $u$ and $\dot{\hat{a}}$ as follows:

$$
\dot{\hat{a}} = \gamma_a\mu sx^2
$$

$$
u = -(k + \lambda)x - \hat{a}x^2 + v
$$

where $k > 0$, and $v$ is an auxiliary input, we obtain

$$
\dot{V} = -ks^2 + \mu sv + \mu\Delta_a sx^2.
$$

It follows from (7) that $V \in \mathcal{L}_\infty$ and therefore the boundedness of $s$ and $\hat{a}$ is guaranteed. In fact, the boundedness and the exponential convergence of $x$ are established simultaneously since $x = e^{-\lambda t}$, which further implies the boundedness of $u$. To show the asymptotic constancy of $\hat{a}(t)$, note that $\dot{\hat{a}} = \gamma_a\mu sx^2 = \gamma_a \hat{a} x^2$ and $x(t)$ is a bounded function, then there exists a number $L$ such that $|\bar{a}| \leq Ls^2$. It is seen from (7) that $s \in \mathcal{L}_2$ and hence $\dot{\hat{a}} \in \mathcal{L}_1$, then by using the argument of [37, Th. 3.1], it is concluded that $\hat{a}$ has a limit as $t \to \infty$.

B. Exponential Regulation for Systems With Time-Varying Parameters

Here, we show how to extend the aforementioned method to exponentially stabilize the systems with time-varying parameters. Consider

$$
\dot{x} = u + a(t)x^2
$$

where $x \in \mathbb{R}$ and $u \in \mathbb{R}$ are the state and the control, respectively, and $a(t)$ satisfies Assumption 1. Similar to the state scaling by a $t$-dependent function $\mu(t)$ as in Section III-A, we define $s = \mu(t)x$, then the dynamics of $s$ becomes

$$
\dot{s} = \mu\left(u + a(t)x^2\right) + \mu\lambda x
$$

$$
= \mu(\lambda x + \hat{a}x^2 + u) + \mu(a(t) - \ell_a)x^2 + \mu(\ell_a - \hat{a})x^2
$$

where $\ell_a$ is an unknown constant, $\gamma_a > 0$ and $\hat{a}$ is the estimation of $a$. Choose the Lyapunov function as follows:

$$
V = \frac{1}{2} \dot{s}^2 + \frac{1}{2\gamma_a}\left(\ell_a - \hat{a}\right)^2
$$

then

$$
\dot{V} = \mu s\left(\lambda x + \hat{a}x^2 + u\right) + \mu(a(t) - \ell_a)x^2
$$

$$
+ \frac{1}{\gamma_a}(\ell_a - \hat{a})\left(\gamma_a\mu sx^2 - \hat{a}\right).
$$

Denote $a(t) - \ell_a$ by $\Delta_a$. By choosing $u$ and $\dot{\hat{a}}$ as follows:

$$
\dot{\hat{a}} = \gamma_a\mu sx^2
$$

$$
u = -(k + \lambda)x - \hat{a}x^2 + v
$$

where $k > 0$, and $v$ is an auxiliary input, we obtain

$$
\dot{V} = -ks^2 + \mu sv + \mu\Delta_a sx^2.
$$

Note that the uncertain term $\mu\Delta_a sx^2 = \Delta_a x^2$, and satisfies the matching condition, therefore, one can design $v = -\delta_{\Delta_a} x^2/2 - \delta_{\Delta_a} x^2/2$, with $\delta_{\Delta_a} > |\Delta_a|$, to eliminate the effect of $\mu\Delta_a sx^2$. Here, $\delta_{\Delta_a}$ is assumed to be a known constant, if $\delta_{\Delta_a}$ is unknown, it is also easy to develop a classical adaptive law to build an “estimate” of $\delta_{\Delta_a}$. Therefore, the final control input is

$$
u = -(k + \lambda)x - \hat{a}x^2 - \frac{\delta_{\Delta_a}}{2}x^2 - \frac{\delta_{\Delta_a}}{2}x
$$

and the derivative of $V$ satisfies $\dot{V} \leq -ks^2$. Therefore, we can conclude boundedness of all trajectories of the closed-loop system as well as convergence of $x$ to zero using the same argument as the one used in Section III-A.
Remark 2: Note that the underlying issue becomes more difficult when the control coefficient $b(t)$ is unknown, even if the direction of control is known. To overcome this technical obstacle, we need to design an additional adaptive law to estimate $\ell_b$ (refer Assumption 2 for the meaning of $\ell_b$) while dealing with the time-varying part of $b(t) - \ell_b$ by deliberately designing a negative feedback gain. This will be shown in Section IV.

C. Exponential Regulation for Systems With Time-Varying Parameters and Unknown Control Coefficient

Now we further consider the scenario that both unknown fast time-varying parameters and unknown time-varying control coefficient are involved. We show how to integrate an enhanced Nussbaum function with the congelation of variables method as well as state scaling to design accelerated adaptive control to achieve exponential regulation without the need for PE condition. Consider

$$\dot{x} = b(t)u + a(t)x^2$$  \hspace{1cm} (15)

where $x \in \mathbb{R}$ and $u \in \mathbb{R}$ are the state and the control, respectively, $a(t)$ satisfies Assumption 1, and $b(t)$ satisfies Assumption 3. Let $s = \mu(t)x$ with $\mu(t) = e^{\xi t}$. Now choose

$$V = \frac{1}{2} s^2 + \frac{1}{2\gamma_a}(\ell_a - \hat{a})^2$$

then

$$\dot{V} = \mu s \left( \lambda x + \hat{a}x^2 + b(t)u \right) + \mu(a(t) - \ell_a)sx^2$$

$$+ \frac{1}{\gamma_a}(\ell_a - \hat{a}) \left( \gamma_a sx^2 - \hat{a} \right).$$ \hspace{1cm} (16)

Design

$$u = \mathcal{N}(\hat{\xi})\hat{u}$$

$$\hat{\xi} = \mu \hat{s} \hat{u}$$ \hspace{1cm} (17)

where $\mathcal{N}(\hat{\xi})$ is an enhanced Nussbaum function as described in Definition 1. Substituting (17) into (16), yields

$$\dot{V} = \mu s \left( \lambda x + \hat{a}x^2 + b(t)u \right) + \mu(a(t) - \ell_a)sx^2$$

$$+ \frac{1}{\gamma_a}(\ell_a - \hat{a}) \left( \gamma_a sx^2 - \hat{a} \right)$$

$$+ (b(t)\mathcal{N}(\hat{\xi}) + 1)\hat{\xi}.$$ \hspace{1cm} (18)

Note that although the first two lines of (11) and (18) have a similar structure, we cannot design $\hat{u}$ directly from formula (14), because there is a constraint in Lemma 1, namely, it requires that $\hat{\xi}(t) \geq 0$. To solve this technical obstacle, we design

$$\hat{a} = \gamma_a \mu sx^2$$

$$\hat{u} = (k + \lambda)x + \kappa(\hat{a}, x)x$$ \hspace{1cm} (19)

where $k > 0$ and $\kappa$ is a positive function, which will be designed below. As a result, (18) becomes

$$\dot{V} = -\kappa(\hat{a}, x)x^2 + \mu \hat{a}sx^2 + \mu \Delta_a sx^2$$

$$- ks^2 + (b(t)\mathcal{N}(\hat{\xi}) + 1)\hat{\xi}$$ \hspace{1cm} (20)

where $\Delta_a \triangleq a(t) - \ell_a$. Applying Young’s inequality, we have

$$\mu \hat{a}sx^2 + \mu \Delta_a sx^2 = \hat{a}s^2x + \Delta_a s^2x$$

$$\leq \frac{1}{2} ((\hat{a})^2 + 1)s^2 + \frac{\delta_{\Delta_a}}{2} (x^2 + 1)^2.$$  \hspace{1cm}  

Therefore, we select $\kappa(\hat{a}, x)$ as

$$\kappa(\hat{a}, x) = \frac{1}{2} ((\hat{a})^2 + 1) + \frac{\delta_{\Delta_a}}{2} (x^2 + 1)$$ \hspace{1cm} (21)

with $\delta_{\Delta_a} \geq |\Delta_a|$ being a known constant. Now the derivative of $V$ satisfies

$$\dot{V} \leq -ks^2 + (b(t)\mathcal{N}(\hat{\xi}) + 1)\hat{\xi} \leq (b(t)\mathcal{N}(\hat{\xi}) + 1)\hat{\xi}. \hspace{1cm} (22)$$

Recalling that $\xi = \mu \hat{s} \hat{u} = (k + \lambda + \kappa(\hat{a}, x))s^2 \geq 0$, therefore we can conclude that $V(t)$ and $\xi(t)$ are bounded by virtue of Lemma 1. Then, the boundedness of all trajectories of the closed-loop system as well as convergence of $x$ to zero can be guaranteed by using the same argument as the one used in Section III-A.

Remark 3: It is worth noting that the classical adaptive parameter update law and adaptive control law are equivalent to that designed in (6) if the acceleration constant $\lambda = 0$. This phenomenon is easy to understand since $\lambda = 0$ can be regarded as the dynamics of the original system has not been changed. In addition, the classical adaptive control law for a time-invariant parameter is equivalent to the one design in (12) for time-varying parameters if $\delta_{\Delta_a} = 0$, which is also easy to understand because $\delta_{\Delta_a} = 0$ means that $\ell_a = a(t)$, namely, the parameter will not change with time. In terms of technical realization, these findings are very useful for the controller design of higher-order systems, playing an inspiring role in the design of parameter update laws and control laws.

IV. MAIN RESULTS

Motivated by the appealing features about the time-varying scaling design method, we further explore its applicability to parametric strict-feedback systems with unknown time-varying parameters and unknown control coefficient. The high-order controller design is based upon the Backstepping technology [5]. For each step $i, (i = 1, \ldots, n)$, define the coordinate transformation as follows:

$$z_i = x_i$$

$$z_i = x_i - a_{i-1}, \quad i = 2, \ldots, n$$ \hspace{1cm} (23)

the exponential scaling

$$s_i = e^{\lambda t}z_i = \mu(t)z_i, \quad \lambda > 0$$ \hspace{1cm} (24)

the new regressor vectors

$$w_i(\xi, \theta) = W_i^T z_i = \phi_i - \sum_{j=1}^{i-1} \frac{\partial a_{i-1}}{\partial \xi_j} \phi_j, \quad a_0 = 0.$$ \hspace{1cm} (25)

Remark 4: Once we have $a_i$ is a smooth and bounded function and $a_i(0, \theta) = 0$, then from the coordinate transformation between $\bar{z}_i$ and $\xi$, we know that $\bar{z}_i = 0 \Leftrightarrow z_i = 0$. To design a low-conservative control algorithm while guaranteeing zero steady-state error, we adopt regression matrices design.
approach. Specifically, by using the mean value theorem, we can express $w_i = \phi_i - \sum_{j=1}^{i-1} [(\partial \alpha_{i-1})/\partial x_j] \phi_j$ as follows:

$$w_i = \Phi_i x_i - \sum_{j=1}^{i-1} \frac{\partial \alpha_{i-1}}{\partial x_j} \Phi_j x_j$$

$$= W_i x_i - \sum_{j=1}^{i-1} \frac{\partial \alpha_{i-1}}{\partial x_j} W_j x_j = W_i x_i - W_j x_j = W_i x_i - W_j x_j$$

where $W_i \in \mathbb{R}^{q \times q}$, $W_j \in \mathbb{R}^{q \times q}$, and $W_i \in \mathbb{R}^{q \times q}$ are known smooth and bounded mappings, whose analytic expressions can be derived from the corresponding exact $\Phi_i$ and $\alpha_i$.

Define the tuning functions as follows:

$$\tau_i(x_i, \hat{\theta}, \mu) = \tau_{i-1} + e^{\kappa} w_i x_i = \sum_{j=1}^{i} \mu x_i x_i.$$

To clearly describe the section’s organization, we introduce some auxiliary functions before giving the main theorems

$$\xi_i = \lambda + \frac{1}{2} \left[ (\alpha_i + \gamma_i) \frac{\partial \alpha_i}{\partial \theta} \right]$$

$$\kappa(\varsigma_i, \hat{\theta}, \mu) = \kappa_n + \lambda + \frac{1}{2} \left[ \frac{\partial \varsigma_i}{\partial \theta} + \frac{\partial \varsigma_i}{\partial \mu} \right]$$

where $\delta_{\Delta_0} > 0$, $\varphi > 0$, and $\tau \in \mathbb{R}^n$ is a smooth mapping and satisfying $\psi = \psi^\top z_n$, and

$$\psi = z_n - w_i^\top x_i - \sum_{i=1}^{n} \frac{\partial \alpha_{i-1}}{\partial x_i} x_i - \frac{\partial \alpha_{i-1}}{\partial \theta} r_n$$

where $\Gamma = \Gamma^\top > 0$ is a matrix.

A. Adaptive Control for Parameter-Varying Nonlinear Systems With Known Control Direction

When the control direction is known, we add an additional adaptive law to estimate the time-varying control gain. By the conglomeration of variables method and let $u = \hat{\rho} u$, we can rewrite $b(t)u$ as follows:

$$b(t)u = \hat{\rho} u + \Delta_b \hat{\rho} u - \frac{1}{\kappa} u \left( \frac{1}{\kappa} - \hat{\rho} \right)$$

where $\Delta_b = b(t) - \kappa$, $\kappa$ is an unknown constant, and $\hat{\rho}$ is the estimate of $1/\kappa$. Based on this treatment, we state the following theorem.

Theorem 1: Consider the parameter-varying strict-feedback system (1) with unknown control gain magnitude yet known control direction. If Assumptions 1 and 2 are satisfied, then by using the control law

$$\begin{align*}
\alpha_i(x_i, \hat{\theta}, \mu) &= -(k_i + \xi_i) z_{i-1} - w_i^\top \hat{\theta} \\
\alpha_i(x_i, \hat{\theta}, \mu) &= -(k_i + \xi_i) z_{i-1} - w_i^\top \hat{\theta} + \frac{\partial \alpha_{i-1}}{\partial \theta} \tau_i + \sum_{j=2}^{i-1} \frac{\partial \alpha_{i-1}}{\partial x_j} \Gamma s_i w_i \\
\xi_i &= \kappa(x_i, \hat{\theta}, \mu) z_n \\
u &= \hat{\rho} u
\end{align*}$$

where, for $i = 1, \ldots, n - 1$, the auxiliary variables $\xi_i$, $w_i$, $\xi_i$, and $\kappa$ are defined in (23)–(30), and the adaptive laws

$$\dot{\hat{\rho}} = -\gamma \frac{\text{sgn}(\ell_b)}{\mu} s_n \hat{u}$$

where the initial condition is chosen as $\hat{\rho}(0) > 0$ for $b(t) > 0$ and $\hat{\rho}(0) < 0$ for $b(t) < 0$, and

$$\dot{\hat{\theta}} = \Gamma_n \left( \frac{\tau_n}{\Delta_b} + \hat{\theta} \right), \quad \hat{\theta}(0) \geq 0$$

then the equilibrium is globally exponentially stable, that is, there exist two positive numbers $N$ and $\lambda$, such that $\|x_n(t)\| \leq Ne^{-\lambda t}$, and all signals in the system are ensured be bounded. Furthermore, $\lim_{t \to \infty} \hat{\theta}$ and $\lim_{t \to \infty} \hat{\rho}$ exist.

Proof: The closed-loop dynamics of $s_i$, $i = 1, \ldots, n$ with the control law (32) are given by

$$\dot{s}_i = -\left( k_i + n + i - 1 \right) s_i + \left( k_i + n + i - 1 \right) \frac{\delta_{\Delta_0}}{2} \left( |W_i^2| + 1 \right) s_i$$

Choosing a positive definite, radially unbounded function as a Lyapunov function candidate

$$V = \frac{1}{2} s_n + \frac{1}{2} \left( \ell_b - \hat{\theta} \right) \Gamma_{\theta} - \left( \ell_b - \hat{\theta} \right) - \frac{1}{2} \gamma \frac{\ell_b}{\ell_b - \hat{\theta}}.$$  

The derivative of $V$ is given by

$$V = -\sum_{i=1}^{n} \left( k_i + \frac{1}{2} \right) \frac{\delta_{\Delta_0}}{2} \left( |W_i^2| + n + i - 1 \right) s_i^2$$

$$+ s_n - s_n + \sum_{i=1}^{n} \frac{\partial \alpha_{i-1}}{\partial \theta} \mu s_i w_i$$

$$- \frac{1}{\gamma} \left( \ell_b - \hat{\theta} \right) \frac{\text{sgn}(\ell_b)}{\mu} s_n \hat{u} + \hat{\rho}$$

$$+ \left( \ell_b - \hat{\theta} \right) \Gamma_{\theta} - \left( \ell_b - \hat{\theta} \right) - \frac{1}{\gamma} \frac{\ell_b}{\ell_b - \hat{\theta}}.$$ 

$$- \frac{1}{\gamma} \left( \ell_b - \hat{\theta} \right) \Gamma_{\theta} - \left( \ell_b - \hat{\theta} \right) - \frac{1}{\gamma} \frac{\ell_b}{\ell_b - \hat{\theta}}.$$ 

$$- \frac{1}{\gamma} \left( \ell_b - \hat{\theta} \right) \Gamma_{\theta} - \left( \ell_b - \hat{\theta} \right) - \frac{1}{\gamma} \frac{\ell_b}{\ell_b - \hat{\theta}}.$$
The last term on the right-hand side of (41) is always negative, because \( \hat{\rho} = \text{sgn}(\ell_b)\mu_s\hat{\alpha} \), and:

1. Case I (\( \hat{b}(t) > 0 \)): \( \hat{\rho} \geq 0 \) and \( \Delta_b > 0 \), then \( \Delta_b\hat{\rho}(t) \geq 0 \) for all \( \hat{\rho}(0) > 0 \);
2. Case 2 (\( \hat{b}(t) < 0 \)): \( \hat{\rho} \leq 0 \) and \( \Delta_b < 0 \), then \( \Delta_b\hat{\rho}(t) \geq 0 \) for all \( \hat{\rho}(0) < 0 \);

where \( \hat{\rho}(0) \) is a design parameter, which can be selected according to \( \text{sgn}(\hat{b}(t)) \). According to the above analysis, it follows that \( -\kappa\Delta_b\hat{\rho}\hat{\alpha}^2 \leq 0 \), implying that \( \hat{V} \leq 0 \). Now we have

\[
\Vert \xi_r \Vert \leq \sqrt{\Vert \xi_r(0) \Vert^2 + \frac{\Vert \ell_b - \hat{\theta}(0) \Vert^2}{2\gamma} + \frac{\Vert \ell_b \Vert}{2\gamma \rho} \left( \frac{1}{\ell_b} - \hat{\rho}(0) \right)^2}.
\]  

(42)

In addition, it follows from (23) and (24) that there exists a smooth and bounded mapping \( M_{i-1} \), with \( M_{i-1}(0, \hat{\theta}, \hat{\xi}_{i-1}) = 0 \), such that:

\[
x_i = \mu^{-1} s_i + M_{i-1}(\hat{\xi}_{i-1}, \hat{\theta}, \hat{\xi}_{i-1}) \hat{\xi}_{i-1}
\]  

(43)

and from (43) that the initial condition satisfies

\[
s_i(0) = x_i(0) - M_{i-1}(\hat{\xi}_{i-1}(0), \hat{\theta}(0), \mu(0)) \hat{\xi}_{i-1}(0).
\]  

(44)

Recursively applying (44) results in that there exists a non-negative valued continuous function \( N(\chi_{ni}(0), \hat{\theta}(0), \lambda) \) such that

\[
\Vert \xi_r \Vert \leq N(\chi_{ni}(0), \hat{\theta}(0), \lambda) e^{-\lambda t}.
\]  

(45)

Therefore, the closed-loop system is globally exponentially stable.

Furthermore, it also follows from (41) that \( \hat{\theta} \in \mathcal{L}_\infty \) and \( \hat{\rho} \in \mathcal{L}_\infty \). Recall from (32) that \( \alpha_1 = -(k_1 + \zeta_1)z_1 - w_{i_1} \hat{\theta} \). Since \( z_1 = x_1 \) and \( w_1 = \phi_1 \), we see that \( \alpha_1 \) is bounded and therefore \( z_2 = x_2 - \alpha_1 \) is also bounded. The boundedness of \( \tau_1 = \mu w_1 s_1 = \Phi_1 s_1 \) is then established via (42). In addition, careful examination of (27) and (34) reveals that the quantity \( \mu \) always appears multiplied by \( z_i \), so in any instance where the \( \mu\zeta_i \) appears in the tuning functions or virtual control functions, it also can be guaranteed such functions are bounded. For example, from (32) we have \( \alpha_2 = -\zeta_2 z_2 - z_1 - w_2 \hat{\theta} - w_1 \hat{\theta} \). Continuing in the same fashion, we prove that \( \alpha_i(\ell, \ldots, n - 1) \) and \( u(t) \) are bounded. Rewrite (33) we have \( \hat{\rho} = \gamma_\rho \kappa s_1 \). Since \( s_1 \in \mathcal{L}_2 \), then \( \hat{\rho} \in \mathcal{L}_1 \), then by using the argument similar to [37, Th. 3.1], it is concluded that \( \hat{\rho} \) has a limit as \( t \rightarrow \infty \), establishing the same for \( \hat{\theta} \). This completes the proof.

Remark 5: It is crucial to ascertain that the benefits of the proposed adaptive exponential control as stated in Theorem 1 are not achieved at the price of unbounded input and/or unbounded updating rate. In fact, the design is based upon the exponential scaling (24), followed by a stabilizing adaptive control design for the scaled system. As shown in (6), the product \( e^{\lambda t}x \) in the update law is the scaled state \( \xi \), which is kept bounded by (7). The controller and adaptive laws for high-order systems inherit this feature [see (32) and (34)] and hence the boundedness of which is naturally guaranteed. In addition, after careful examination of (23)–(34), one can find that the control input, estimated parameter, and parameter updating rate are all bounded.

Remark 6: In the absence of nonvanishing uncertainties, the closed-loop signals \( \{s_i\}_{i=1}^n \) converge to zero asymptotically, while causing system states \( \{x_i\}_{i=1}^n \) converge at least \( e^{-\lambda t} \) exponentially fast to zero. Clearly, if we let \( \lambda = 0 \), then the system (1) is asymptotically stable. In this case, Theorem 1 is equivalent to [15, Proposition 1]. More importantly, since the virtual errors decrease gradually with time as the time-varying gains increase, the “peaking” phenomenon occurring in traditional high-gain feedback does not obviously exist here.

B. Adaptive Control for Parameter-Varying Nonlinear Systems With Unknown Control Direction

Significant challenge occurs in adaptive control design when the control gain is unknown and time varying. This is particularly true in the context of time-varying control design for the time-varying control coefficient in this section and the one for the time-invariant control coefficient in [22], [23], [24], and [26] is that the former requires that the independent variable of the Nussbaum function must always be non-negative, thereby
Theorem 2: Consider the parameter-varying strict-feedback system (1) with unknown control gain magnitude and unknown control direction. If Assumptions 1 and 3 are satisfied, then by using the control law

\begin{equation}
\begin{cases}
\dot{u} = \kappa (\dot{s}_n, \dot{\theta}, \mu) z_n \\
\dot{\xi} = \mu s_n \dot{u} = \kappa s_n^2 \\
u = N(\xi) \tilde{u}
\end{cases}
\end{equation}

(46)

and the virtual control laws as given in (32) and the adaptive law as given in (34), then the equilibrium is globally exponentially stable, that is there exist two positive numbers \(N\) and \(\lambda\), such that \(\|x_n(t)\| \leq Ne^{-\lambda t}\); and all signals in the system are ensured to be bounded. Furthermore, \(\lim_{t \to \infty} \dot{\theta}\) and \(\lim_{t \to \infty} \hat{\theta}\) exist.

Proof: Recalling that

\[ u = N(\xi) \tilde{u} \]

\[ \dot{\xi} = \mu s_n \dot{u} \]

(47)

The dynamic of \(s_n\) under (47) is given by

\[ \dot{s}_n = \mu \dot{z}_n + \dot{\mu} z_n \]

\[ = \mu \left( (b(t)u + \phi^\top \theta(t)) - \sum_{j=1}^{n-1} \frac{\partial \alpha_{n-1}}{\partial x_j} (x_{j+1} + \phi^\top \theta(t)) \right) \]

\[ - \frac{\partial \alpha_{n-1}}{\partial \theta} \dot{\theta} - \frac{\partial \alpha_{n-1}}{\partial \mu} \lambda \mu \]

+ \lambda s_n. \quad (48)

\[
\text{Since} \\
\mu s_n b(t)u = \mu s_n b(t) \dot{N}(\xi) \tilde{u} = (b(t) \dot{N}(\xi) + 1) \dot{\xi} - \mu s_n \dot{u} \quad (49)
\]

then the following equation holds:

\[
s_n \dot{\xi} = (b(t) \dot{N}(\xi) + 1) \dot{\xi} + \mu s_n \left( -\dot{u} + \lambda z_n + w_n^\top \dot{\theta} \right) \\
- \sum_{j=1}^{n-1} \frac{\partial \alpha_{n-1}}{\partial x_j} x_{j+1} - \frac{\partial \alpha_{n-1}}{\partial \theta} \dot{\theta} - \frac{\partial \alpha_{n-1}}{\partial \mu} \lambda \mu \]

\[ + \mu s_n w_n^\top (\ell_0 - \dot{\theta}) + \mu s_n w_n^\top \Delta \theta. \quad (50)
\]

Note that the dynamics of \(s_i, i = 1, \ldots, n-1\) remain the same as in (35). Choosing the Lyapunov function candidate as follows:

\[ V = \frac{1}{2} s_n^\top s_n + \frac{1}{2} (\ell_0 - \dot{\theta})^\top \Gamma^{-1} (\ell_0 - \dot{\theta}). \quad (51)\]

According to the proof of Theorem 1 and by virtue of the control law and adaptive law as shown in Theorem 2, we obtain

\[
\dot{V} \leq -\sum_{i=1}^{n-1} k_i s_i^2 - \frac{\delta \Delta \theta}{2} s_{n-1}^\top s_{n-1} - \frac{1}{2\epsilon_{\psi}} s_{n-1}^\top s_{n-1} \\
+ \mu s_n (\lambda z_n - \tilde{u}) + \mu s_n \psi + \mu s_n w_n^\top \Delta \theta \\
+ (b(t) \dot{N}(\xi) + 1) \dot{\xi}. \quad (52)
\]

By recalling (24), (25), (29), (30), and (46), we have

\[
-\mu s_n \tilde{u} + \mu s_n \psi + \mu s_n w_n^\top \Delta \theta \\
\leq -k_n s_n^2 + \frac{\delta \Delta \theta}{2} s_{n-1}^\top s_{n-1} - \frac{1}{2\epsilon_{\psi}} s_{n-1}^\top s_{n-1} \quad (53)
\]

then (52) becomes

\[ \dot{V} \leq (b(t) \dot{N}(\xi) + 1) \dot{\xi}. \quad (54)\]

Note that \(\dot{\xi} = \kappa s_n^2\), and we deliberately design \(\kappa = k_n + \lambda + (1/2)(\delta \Delta \theta (|W_n^2| + 1) + (1/\epsilon_{\psi}) + \epsilon_{\psi} |\dot{\psi}|^2)\) as shown in (29), therefore one can conclude that \(\dot{\xi} = \kappa s_n^2 \geq 0\). By Lemma 1, it follows that \(V(t)\) and \(\xi(t)\) are bounded over \([0, \infty)\). The boundedness of \(V(t)\) leads to the boundedness of \(s_n\) and \(\hat{\theta}\). Note that the virtual control laws \(\alpha_i\) and \(\tilde{u}\) and adaptive law \(\dot{\theta}\) in Theorem 2 have exactly the same form as that of Theorem 1, hence the boundedness of these signals can be can be directly derived from the proof of Theorem 1. It is also follows that \(\dot{\rho}\) has a limit as \(t \to \infty\). The boundedness of \(\xi(t)\) yields the boundedness of \(\dot{N}(\xi)\), which further proves the boundedness of \(u(t)\). In addition, from the proofs of Theorem 1, we know that there exists a non-negative-valued continuous function \(N(x_n(0), \hat{\theta}(0), \lambda)\) such that

\[ \|x_n\| \leq N(x_n(0), \hat{\theta}(0), \lambda) e^{-\lambda t}. \quad (55)\]

Therefore, the closed-loop system is globally exponentially stable. This completes the proof.

Remark 7: In [15], the original time-invariant parameter estimation via a certainty equivalence controller was extended to a time-varying case, which shows that the system satisfying Assumptions 1 and 2 is asymptotically stable. However, it should be noted that the asymptotic results in [15] are not attractive enough for some practical applications since some applications require the system to have a rapid transient response. To study the stabilizing control of systems to achieving rapid transient response, Theorem 1 proposes an exponentially stable controller for parameter-varying nonlinear systems, and Theorem 2 extends Theorem 1 to parameter-varying nonlinear systems with unknown control directions.

Remark 8: Unlike prescribed performance control methods (see [19]), in which, the system output is guaranteed to evolve within a performance function and ultimately decay to a residual set, where the control parameters are determined according to system initial condition, our method ensures that all system states converge to zero within an exponential decay rate. On the other hand, a common technology adopted in prescribed performance control is to transform the “constrained” system into an equivalent “unconstrained” one via a coordinate transformation; however, the key idea in this article is scaling the virtual control errors by a time-varying function and the stability analysis is based on a time-varying Lyapunov function. Furthermore, we establish the global stability of the closed-loop system, without requiring an a priori knowledge of the initial condition.

V. Simulations

Consider the scenario in which a high-performance airplane flying at a high angle of attack aims at stabilizing its wing
Specifically, we set $\delta/D_1\theta$ extracted from [38], as follows:

$$
\dot{\phi} = p \\
\dot{p} = \frac{q}{I_x} S b \left(0.5 C_i \phi \sin(\alpha) + \frac{C_i p b}{2V} + C_{d_k}\right)
$$

(56)

where $\alpha$ is angle of attack in degrees, $\phi$ is the roll angle in radians, and $p$ is the roll rate in radians per second. The constants $q, S, b, I_x,$ and $V$ are the dynamic pressure, wing reference area, wing span, roll moment of inertia, and freestream air speed, respectively. The coefficients $C_i$ and $C_{d_k}$ are the rolling moment derivatives, $C_{d_k}$ is the control surface.

The parametric strict-feedback form of the wing rock model (56) by letting $\phi = x_1, x_2 = p,$ and $C_{d_k} = u$ is

$$
\dot{x}_1 = x_2 + \phi_1^T \theta(t) \\
\dot{x}_2 = b(t)u + \phi_2^T \theta(t)
$$

(57)

where $\phi_1 = 0, \phi_2 = [x_1, x_2]^T, b(t) = q S b / I_x,$ and $\theta(t) = [\theta_1(t), \theta_2(t)]^T = \left[0.5 C_i \sin(\alpha) q S b / I_x, C_i q S b^2 / (2 I_x V)\right]^T.$

Note that [38] provides the following wind-tunnel data at angle of attack $\alpha = 30^\circ$: $\theta_1 = -26.6667$ and $\theta_2 = 0.67485.$ Taking into account that the change of the attack angle will cause $\theta$ to change, therefore we assume in the simulation that $\theta_1$ and $\theta_2$ will periodically change by $\pm 2\%$ on the basis of nominal values, that is $\theta_i(t) = \theta_i + 2\% \theta_i \operatorname{sgn}(\sin(3t))$ for $i = 1, 2.$ In addition, except only knowing that $b(t) \neq 0,$ we have not obtained other information about $b(t)$ from the experimental data. In other words, the control direction and the control magnitude are unknown. Here, we set the control coefficient $b(t)$ as $b(t) = -2 + 0.2 \sin(\sin(3t)) \cos(t)$ to simulate the parameter changes at different angles of attack. Note that the parameters $\theta(t)$ and $b(t)$ comprise of a constant nominal part and a time-varying part designed to destabilize the system. For the system under consideration, it is readily verified that Assumptions 1–3 are satisfied, thus the control scheme proposed in Theorems 1 and 2 can be directly applied to stabilize (56) exponentially. Here, we consider three different controllers.

1) **Controller 1:** The adaptive asymptotic controller (AC) proposed in [15].

2) **Controller 2:** The adaptive controller with exponential convergence rate proposed in Theorem 1.

3) **Controller 3:** The adaptive Nussbaum controller with exponential convergence rate proposed in Theorem 2.

For fair comparison, we choose the same initial conditions and the same common design parameters for all controllers. Specifically, we set $\delta_{d_k} = 0.6, k_1 = k_2 = 1, [\theta_1(0), \theta_2(0)] = [0; 0], \Gamma = 0.001 I, \dot{\rho}(0) = -0.3,$ and $[x_1(0); x_2(0)] = [-1; 2.5]$ for Controllers 1–3. Also, we set an additional parameter $\lambda = 0.6$ for Controllers 2 and 3 and choose an enhanced Nussbaum function $N(\xi) = \sin(\xi) \exp(\xi^2)$ with $\xi(0) = 0$ for Controller 3.

The evolutions of the system states and control input are illustrated in Figs. 1 and 2, respectively. The evolution of adaptive parameters $\dot{\theta}_1(t)$ and $\dot{\theta}_2(t)$ are illustrated in Fig. 3; and the evolutions of $\dot{b}(t), \xi(t),$ and $N(\xi)$ are illustrated in Fig. 4. In addition, the time-varying parameters $\dot{\theta}_1(t), \dot{\theta}_2(t),$ and $b(t)$ are illustrated in Fig. 5. From simulation results, one can find that: 1) all signals are bounded and the independent variable of the Nussbaum function is always non-negative; 2) under Theorems 1 and 2, the system state converges to zero at an
have been verified with the help of suitable time-varying Lyapunov functions.

Note that if the sensor output is subject to external disturbance, that is we cannot design the controller using accurate feedback signals, then the adaptive parameters will drift because once the state converges close to the set point, the adaptive update law will be driven primarily by measurement noise and adaptive scaling gain that grows toward time. Therefore, one interesting research topic is the study of time-varying parametric adaptive algorithms that can reject parameter drift. Other further research topics include applying the method to various systems (see [39], [40]) and seeking some suitable ways to guarantee the parameters converge to their desired values (see [41], [42]).

VI. CONCLUSION

The notion of accelerating the convergence process by making use of rate function transformation and the technique of handling time-varying parameters via congelation of variables method are quite appealing in developing accelerated control for parameter-varying strict-feedback systems, which, together with the integration of the enhanced Nussbaum function, could allow new adaptive control (as simple as the traditional adaptive control) to be developed for a class of nonlinear systems with unknown time-varying parameters in the feedback path and input path, yet involving time-varying control gain that is unknown in sign and in magnitude. The stability conditions

exponential speed, while under [15], the state converges to zero at a relatively slow speed, and the overshoot is larger than the former; and 3) the “peaking” phenomenon does not appear in Controller 1, but it appears in Controller 3. As a matter of fact, how to weaken the “peaking” phenomenon produced by the Nussbaum-gain technology (Controller 3) is a challenging yet meaningful problem. In short, the above results illustrate the superiority and effectiveness of our approaches.
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