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Abstract

Collaborative filtering is an effective recommendation approach in which the preference of a user on an item is predicted based on the preferences of other users with similar interests. A big challenge in using collaborative filtering methods is the data sparsity problem which often arises because each user typically only rates very few items and hence the rating matrix is extremely sparse. In this paper, we address this problem by considering multiple collaborative filtering tasks in different domains simultaneously and exploiting the relationships between domains. We refer to it as a multi-domain collaborative filtering (MCF) problem. To solve the MCF problem, we propose a probabilistic framework which uses probabilistic matrix factorization to model the rating problem in each domain and allows the knowledge to be adaptively transferred across different domains by automatically learning the correlation between domains. We also introduce the link function for different domains to correct their biases. Experiments conducted on several real-world applications demonstrate the effectiveness of our methods when compared with some representative methods.

1 Introduction

The amount of information available on the Internet is increasing at an astonishing rate, making information search a more and more challenging task. As such, recommendation plays an important role to bring items of potential interest to our attention. Some popular examples include systems for product recommendation in Amazon.com, movie recommendation in Netflix and MovieLens, and reference recommendation in CiteULike. Collaborative filtering (CF) is an effective recommendation approach based on the intuitive idea that the preference of a user can be predicted by exploiting the information about other users which share similar interests. In particular, CF techniques exploit past activities of the users, such as their transaction history or product satisfaction expressed in ratings, to predict the future activities of the users. In recent years, CF-based recommendation systems have become increasingly popular because it is generally much easier to collect the past activities of users than their profiles, partially due to privacy considerations.

According to a survey on CF [26], different CF techniques can be classified into three categories: memory-based methods, model-based methods, and hybrid methods. Similar to the idea of nearest neighbor classification, memory-based methods make rating prediction based on the rating behavior of other items and users with similar interests. Some representative methods are [10, 23, 16]. One limitation of memory-based methods is that they require the rating data to be dense so that the similarity values can be estimated accurately. Unfortunately, this requirement is not realistic in many applications. To achieve better prediction performance and overcome the shortcomings of memory-based CF methods, model-based CF methods have been proposed and actively studied. Model-based CF techniques use the rating data to learn a model and then use the learned model to make predictions. Many learning models have been used for CF, such as Bayesian belief networks [4], graphical models [11, 28], and dependency networks [9]. Among all model-based CF methods, matrix factorization methods are perhaps the most popular one in recent years [2, 25, 20, 5, 21, 22, 14, 32, 29]. These methods assume that the user and item features lie in some low-dimensional latent space and then make predictions based on the latent features. With the hope to improve performance further, hybrid CF techniques have been proposed to combine memory-based methods with model-based methods, or utilize additional information such as content information. Some examples are [1, 18, 19, 17, 30, 31, 13].

Even though CF methods have achieved great successes in recommendation applications, there still exist some problems which limit their performance. A big challenge is
the data sparsity problem [26] which means that the rating matrix is extremely sparse. Our focus in this paper is on this data sparsity problem. In particular, we consider a multi-domain CF (MCF) problem which jointly models a collection of rating prediction tasks arising from multiple domains. The MCF problem is particularly suitable for large-scale e-commerce and social networking services which often provide a diverse range of products or services. For example, different product or service categories such as books and electronics naturally constitute different domains. By exploiting the correlation between rating prediction problems in different domains, we can transfer the shared knowledge among similar domains to alleviate the data sparsity problem and therefore improve the rating prediction performance in all domains. Specifically, we propose a probabilistic framework which uses probabilistic matrix factorization (PMF) [21] to model the rating prediction problem in each domain and allows the knowledge to be adaptively transferred across different domains by automatically learning the correlation between domains. We also introduce the link function for different domains to correct their biases. Experiments conducted on several real-world applications demonstrate the effectiveness of our method.

The rest of this paper is organized as follows. We present our method in Section 2 and some improvement in Section 3. Some related works are discussed in Section 4. Section 5 reports the experimental results based on some recommendation datasets. Concluding remarks are given in the final section.

2 Multi-Domain Collaborative Filtering

Let \( \mathbf{X}_i \in \mathbb{R}^{m_i \times n_i} \) denote the rating matrix for the \( i \)th domain, where \( i = 1, \ldots, K \). So for each domain we have \( m_i \) users and \( n_i \) items. In total we have \( m \) users in all domains. Let \( \mathbf{U}_i \in \mathbb{R}^{d \times m} \) and \( \mathbf{V}_i \in \mathbb{R}^{d \times n_i} \) denote the latent user and item feature matrices with each column \( \mathbf{U}_j \) and each column \( \mathbf{V}_k \) representing the user-specific and item-specific latent feature vectors, respectively.

We define the conditional distribution over the observed ratings on the \( i \)th domain as

\[
p(\mathbf{X}_i | \mathbf{U}_i, \mathbf{V}_i, \sigma_i) = \prod_{j=1}^{m_i} \prod_{k=1}^{n_i} \mathcal{N}(\mathbf{X}_{ijk} | (\mathbf{U}_j)^T \mathbf{V}_k, \sigma_i^2) \mathbb{I}_{ij} ^{T},
\]

where \( \mathcal{N}(\mathbf{m}, \Sigma) \) denotes the multivariate (or univariate) normal distribution with mean \( \mathbf{m} \) and covariance matrix (or variance) \( \Sigma \), \( \mathbf{X}_{ijk} \) denotes the rating of the \( j \)th user on the \( k \)th item in \( \mathbf{X}_i \), and \( \mathbb{I}_{ij} \) is the indicator function which is equal to 1 if the \( j \)th user rated the \( k \)th item in the \( i \)th domain and 0 otherwise.

We place zero-mean spherical Gaussian priors [27] on the user features and item features as

\[
p(\mathbf{U}_i | \lambda_i) = \prod_{j=1}^{m} \mathcal{N}(\mathbf{U}_j | 0_d, \lambda_i^2 \mathbb{I}_d), \tag{2}
\]

\[
p(\mathbf{V}_i | \eta_i) = \prod_{k=1}^{n_i} \mathcal{N}(\mathbf{V}_k | 0_d, \eta_i^2 \mathbb{I}_d), \tag{3}
\]

where \( 0_d \) denotes the \( d \times 1 \) zero vector and \( \mathbb{I}_d \) denotes the \( d \times d \) identity matrix.

To learn the relationships between different domains, we place a matrix-variate normal distribution [8] on \( \mathbf{U} = [\text{vec}(\mathbf{U}^1), \ldots, \text{vec}(\mathbf{U}^K)] \) where \( \text{vec}(\cdot) \) denotes the operator which converts a matrix into a vector in a columnwise manner:

\[
p(\mathbf{U} | \Omega) = \mathcal{MN}_{md \times K}(\mathbf{U} | 0_{md \times K}, \mathbb{I}_{md} \otimes \Omega), \tag{4}
\]

where \( 0_{a \times b} \) denotes an \( a \times b \) zero matrix, and \( \mathcal{MN}_{a \times b}(\mathbf{M}, \mathbf{A} \otimes \mathbf{B}) \) denotes a matrix-variate normal distribution with mean \( \mathbf{M} \in \mathbb{R}^{a \times b} \), row covariance matrix \( \mathbf{A} \in \mathbb{R}^{a \times a} \) and column covariance matrix \( \mathbf{B} \in \mathbb{R}^{b \times b} \). The probability density function of the matrix-variate normal distribution is defined as

\[
p(\mathbf{X} | \mathbf{M}, \mathbf{A}, \mathbf{B}) = \frac{\exp\left( -\frac{1}{2} \text{tr}(\mathbf{A}^{-1}(\mathbf{X} - \mathbf{M})\mathbf{B}^{-1}(\mathbf{X} - \mathbf{M})^T) \right)}{(2\pi)^{md/2} |\mathbf{A}|^{md/2} |\mathbf{B}|^{md/2}},
\]

where \( \text{tr}(\cdot) \) and \( |\cdot| \) denote the trace and determinant, respectively, of a square matrix. More specifically, here the row covariance matrix \( \mathbb{I}_{md} \) models the relationships between user latent features and the column covariance matrix \( \Omega \) models the relationships between different \( \mathbf{U} \)’s. In other words, \( \Omega \) models the relationships between domains.

2.1 Parameter Learning

The log-posterior over \( \{\mathbf{U}^i\} \) and \( \{\mathbf{V}^i\} \) is given by

\[
\ln p(\{\mathbf{U}^i\}, \{\mathbf{V}^i\} | \mathbf{X}^i, \sigma, \lambda, \eta, \Omega) = -\frac{K}{2} \sum_{i=1}^{K} \frac{1}{2\sigma_i^2} \sum_{j=1}^{m} \sum_{k=1}^{n_i} \mathbf{I}_{ijk}^2 (\mathbf{X}_{ijk} - (\mathbf{U}_j)^T \mathbf{V}_k)^2
\]

\[
-\frac{K}{2} \sum_{i=1}^{K} \frac{1}{2\sigma_i^2} \sum_{j=1}^{m} \sum_{k=1}^{n_i} \mathbf{I}_{ijk} (\mathbf{U}_j)^T \mathbf{U}_j - \frac{1}{2\eta_i^2} \sum_{k=1}^{n_i} \ln \lambda_i^2
\]

\[
-\frac{K}{2} \sum_{i=1}^{K} \ln \eta_i^2 - \frac{1}{2} \text{tr}(\mathbf{U} \mathbf{U}^{-1} \mathbf{T}) - \frac{md}{2} \ln |\Omega| + \text{Const},
\]

where \( \sigma = (\sigma_1, \ldots, \sigma_K)^T \), \( \lambda = (\lambda_1, \ldots, \lambda_K)^T \), and \( \eta = (\eta_1, \ldots, \eta_K)^T \). We maximize

\[
\ln p(\{\mathbf{U}^i\}, \{\mathbf{V}^i\} | \mathbf{X}^i, \sigma, \lambda, \eta, \Omega)
\]

to obtain the maximum a posteriori (MAP) solution of \( \{\mathbf{U}^i\} \) and \( \{\mathbf{V}^i\} \) and the maximum likelihood estimation (MLE) solution of \( \sigma, \lambda, \eta \) and \( \Omega \). We use an alternating
method to minimize $J(\{U^i\}, \{V^i\}, \sigma, \lambda, \eta, \Omega) = -\ln p(\{U^i\}, \{V^i\}|X^i, \sigma, \lambda, \eta, \Omega)$. In what follows, we will present each subproblem separately.

**Optimizing w.r.t. $U_j^i$ when the other variables are fixed**
The derivative of $J$ with respect to $U_j^i$ can be calculated as

$$
\frac{\partial J}{\partial U_j^i} = \frac{1}{\lambda_i} U_j^i + \frac{1}{\sigma_i^2} \sum_{k=1}^{n_i} I_{jk} (V_k^j V_k^j)^T U_j^i - X_{jk} V_k^i
$$

$$
\quad \quad + \sum_{l=1}^{K} U_l^j \psi_{li},
$$

where $\Psi = \Omega^{-1}$ and $\psi_{ij}$ is the $(i,j)$th element of $\Psi$. We set the derivative to zero and obtain the analytical solution as

$$
U_j^i = \left( \sigma_i^2 \left( \frac{1}{\lambda_i} + \psi_{ii} \right) I_d + \sum_{k=1}^{n_i} I_{jk} V_k^j (V_k^j)^T \right)^{-1} \sum_{k=1}^{n_i} I_{jk} X_{jk} V_k^i,
$$

which degenerates to the update solution for single-domain matrix factorization.

**Optimizing w.r.t. $V_k^j$ when the other variables are fixed**
The derivative of $J$ with respect to $V_k^j$ can be calculated as

$$
\frac{\partial J}{\partial V_k^j} = \frac{1}{\eta_i} V_k^j + \frac{1}{\sigma_i^2} \sum_{j=1}^{m} I_{jk} (U_j^i U_j^i)^T V_k^j - X_{jk} U_j^i.
$$

We set the derivative to zero and obtain the analytical solution as

$$
V_k^j = \left( \frac{\sigma_i^2}{\eta_i} I_d + \sum_{j=1}^{m} I_{jk} U_j^i (U_j^i)^T \right)^{-1} \sum_{j=1}^{m} I_{jk} X_{jk} U_j^i.
$$

**Optimizing w.r.t. $\Omega$ when the other variables are fixed**
Since $\Omega$ is defined as a covariance matrix, $\Omega$ and $\Omega^{-1}$ are symmetric matrices. Then the derivative of $J$ with respect to $\Omega^{-1}$ can be calculated as

$$
\frac{\partial J}{\partial \Omega^{-1}} = U^T U - md \Omega - \frac{1}{2} (U^T U - md \Omega) \odot I_K,
$$

where $\odot$ denotes the Hadamard product which is the matrix elementwise product. We set the derivative to zero and get

$$
\Sigma = \frac{1}{2} (\Sigma \odot I_K),
$$

where $\Sigma = U^T U - md \Omega$. Then we have

$$
\Sigma_{ii} = \Sigma_{ii}/2 \Rightarrow \Sigma_{ii} = 0
$$

$$
\Sigma_{ij} = 0, i \neq j,
$$

where $\Sigma_{ij}$ is the $(i,j)$th element of $\Sigma$. So $\Sigma$ is a zero matrix and we obtain the analytical solution for $\Omega$ as

$$
\Omega = \frac{1}{md} U^T U. \quad (8)
$$

Considering Eq. (8), the $(i,j)$th element $\Omega_{ij}$ of $\Omega$, which corresponds to the covariance between the $i$th and $j$th domains, can be computed as

$$
\Omega_{ij} = \frac{1}{md} \left( \text{vec}(U^i)^T \text{vec}(U^j) \right),
$$

which is the scaled dot product of $\text{vec}(U^i)$ and $\text{vec}(U^j)$. Since $\text{vec}(U^i)$ is modeled as latent user features in the $i$th domain, using the dot product to represent covariance matches our intuition.

**Optimizing w.r.t. $\sigma_i$ when the other variables are fixed**
The derivative of $J$ with respect to $\sigma_i^2$ can be calculated as

$$
\frac{\partial J}{\partial \sigma_i^2} = -\frac{1}{2\sigma_i^4} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk} (X_{jk}^i - (U_j^i)^T V_k^i)^2
$$

$$
\quad \quad + \frac{1}{2\sigma_i^2} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}.
$$

We set the derivative to zero and obtain the analytical solution as

$$
\sigma_i^2 = \frac{\sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk} (X_{jk}^i - (U_j^i)^T V_k^i)^2}{\sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}}. \quad (9)
$$

**Optimizing w.r.t. $\lambda_i$ when the other variables are fixed**
The derivative of $J$ with respect to $\lambda_i^2$ can be calculated as

$$
\frac{\partial J}{\partial \lambda_i^2} = -\frac{1}{2\lambda_i^4} \sum_{j=1}^{m} (U_j^i)^T U_j^i + \frac{md}{2\lambda_i^2}.
$$

We set the derivative to zero and obtain the analytical solution as

$$
\lambda_i^2 = \frac{1}{md} \sum_{j=1}^{m} (U_j^i)^T U_j^i. \quad (10)
$$

**Optimizing w.r.t. $\eta_i$ when the other variables are fixed**
The derivative of $J$ with respect to $\eta_i^2$ can be calculated as

$$
\frac{\partial J}{\partial \eta_i^2} = -\frac{1}{2\eta_i^4} \sum_{k=1}^{n_i} (V_k^j)^T V_k^j + \frac{dn_i}{2\eta_i^2}.
$$

We set the derivative to zero and obtain the analytical solution as

$$
\eta_i^2 = \frac{1}{dn_i} \sum_{k=1}^{n_i} (V_k^j)^T V_k^j. \quad (11)
$$
2.2 Discussions

To gain more insights into our method, we plug Eqs. (8), (10) and (11) into $J(\{U^i\}, \{V^i\}, \sigma, \lambda, \eta, \Omega)$. By ignoring some constant terms, $J(\{U^i\}, \{V^i\}, \sigma, \lambda, \eta, \Omega)$ can be reformulated as

$$J(\{U^i\}, \{V^i\}, \sigma, \lambda, \eta, \Omega)$$

$$= \sum_{i=1}^{K} \frac{1}{2\sigma^2_i} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i (X_{jk}^i - (U_j^i)^T V_k^i)^2$$

$$+ \frac{1}{2} \sum_{i=1}^{K} (|\ln \sigma^2_i| \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i) + \frac{md}{2} \sum_{i=1}^{K} \ln \left( \sum_{j=1}^{m} (U_j^i)^2 \right)$$

$$+ \sum_{i=1}^{K} \frac{dn_i}{2} \ln \left( \sum_{k=1}^{n} (V_k^i)^2 \right) + \frac{1}{2(2md)^{K-1}} \ln |U^T U|.$$  

(12)

The first term in Eq. (12) measures the empirical loss on the observed ratings, the second term penalizes the complexity of $\sigma$, the third and fifth terms penalize the complexity of $\{U^i\}$, and the fourth term penalizes the complexity of $\{V^i\}$.

Since

$$\ln \left( \sum_{j=1}^{m} (U_j^i)^T U_j^i \right) = \ln tr\left( U^i (U^i)^T \right)$$

$$\ln \left( \sum_{k=1}^{n} (V_k^i)^T V_k^i \right) = \ln tr\left( V^i (V^i)^T \right),$$

which are related to the trace norms of $U^i$ and $V^i$ [25], the third and fourth terms in Eq. (12) penalize the ranks of $U^i$ and $V^i$, respectively [6]. Moreover, according to [7], using the last term in Eq. (12) is to minimize the product of all singular values of $U^i$ which is related to the rank of $U^i$.

3 Incorporation of Link Function

In the above model, the likelihood for the ratings is Gaussian as defined in Eq. (1). However, since the ratings are discrete integral values, Gaussian likelihood is not very suitable and hence using it may affect the performance of our model. Here we consider a modification of our model which first transforms the original ratings by a so-called link function and then applies the above model on the transformed ratings. In what follows, we will present this modification in detail.

The link function for the $i$th domain is denoted by $g_i(\cdot; \theta_i)$ which is parameterized by $\theta_i$. We require $g_i$ to be monotonically increasing and mapping onto the whole real line; otherwise the probability measure will not be preserved after the transformation. The transformed ratings are denoted by latent variables $Z_{jk}^i = g_i(X_{jk}^i)$. Similar to Eq. (1), the likelihood is defined on $Z_{jk}^i$ as

$$p(Z^i|U^i, V^i, \sigma_i) = \prod_{j=1}^{m} \prod_{k=1}^{n_i} \left[ N(Z_{jk}^i | (U_j^i)^T V_k^i, \sigma_i^2) \right]^{I_{jk}^i}.$$  

Then, using the Jacobian transformation, we obtain the likelihood on $X^i$ as

$$p(X^i|U^i, V^i, \sigma_i)$$

$$= \prod_{j=1}^{m} \prod_{k=1}^{n_i} \left[ N(g_i(X_{jk}^i) | (U_j^i)^T V_k^i, \sigma_i^2) g_i'(X_{jk}^i) \right]^{I_{jk}^i},$$  

(13)

where $g_i'(\cdot)$ denotes the derivative function of $g_i(\cdot)$. For simplicity of discussion, we assume that different domains share the same link function, i.e., $g_i(\cdot) = g_j(\cdot), \forall i \neq j$. We denote the common link function as $g(\cdot)$ which is parameterized by $\theta$.

For parameter learning, we still maximize the log-posterior to get the MAP solution of $\{U^i\}$ and $\{V^i\}$ and the MLE solution of the model parameters including $\sigma, \lambda, \eta, \Omega$ and $\theta$. In this way, both the original model parameters in the above section and the parameters of the link function are learned simultaneously under the same probabilistic framework. We still use an alternating method to optimize the objective function.

In detail, the negative log-posterior of the whole data is computed as

$$J_i(\{U^i\}, \{V^i\}, \sigma, \lambda, \eta, \Omega, \theta)$$

$$= \sum_{i=1}^{K} \frac{1}{2\sigma^2_i} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \left( g(X_{jk}^i) - (U_j^i)^T V_k^i \right)^2$$

$$+ \sum_{i=1}^{K} \frac{1}{2\lambda^2_i} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \left( (U_j^i)^T V_k^i \right)^2$$

$$+ \sum_{i=1}^{K} \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \ln \left( \sum_{j=1}^{m} (U_j^i)^2 \right)$$

$$+ \sum_{i=1}^{K} \frac{dn_i}{2} \ln \eta^2 + \frac{1}{2} \ln |U^T V| + \frac{md}{2} \ln |\Omega|$$

$$- \sum_{i=1}^{K} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \ln g'(X_{jk}^i) + \text{Const}.$$  

(14)

The update equations for $\{U^i\}$, $\{V^i\}$, $\sigma$, $\lambda$ and $\eta$ are similar to Eqs. (6)–(11) by replacing $X_{jk}^i$ with $g(X_{jk}^i)$. For the learning of $\theta$, since there is no analytical update solution, we use a gradient-based method such as the scaled conjugate gradient method\(^1\) to update $\theta$. More specifically, the gradient of $J_i$ with respect to $\theta_i$, the $i$th element of $\theta$, is

\(^1\)http://www.kyb.tuebingen.mpg.de/bs/people/carl/code/minimize/minimize.m
computed as
\[
\frac{\partial J_i}{\partial \theta_l} = \sum_{i=1}^{K} \frac{1}{\sigma_i^2} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \left( g(X_{jk}^i) - (U_j^i)^T V_k^i \right) \frac{\partial g(X_{jk}^i)}{\partial \theta_l}
\]
\[
- \sum_{i=1}^{K} \sum_{j=1}^{m} \sum_{k=1}^{n_i} I_{jk}^i \frac{\partial \ln g'(X_{jk}^i)}{\partial \theta_l}.
\]

When we want to predict the \((g,r)\)th element in \(X^i\), we first predict the latent variable \(Z^i_{qr}\) as
\[
\hat{Z}_{qr}^i = (U_q^i)^T V_r^i,
\]
and then the prediction for \(X^i_{qr}\) is computed as
\[
\hat{X}_{qr}^i = g^{-1}(\hat{Z}_{qr}^i),
\]
where \(g^{-1}(\cdot)\) denotes the inverse function of \(g(\cdot)\). When \(g(\cdot)\) has a simple form, we can easily find the form of \(g^{-1}(\cdot); \) when \(g^{-1}(\cdot)\) is not easy to obtain, we can use numerical methods such as the bisection method to find the unique root of the equation \(g(x) = \hat{Z}_{qr}^i\) due to the monotonic property of \(g(\cdot)\).

In our experiments, we use \(g(x) = a \ln(bx + c) + d (a, b, c > 0, d \in \mathbb{R})\) as the link function. Here \(g(x)\) is monotonically increasing and its domain is the set of all real numbers.

### 4 Related Work

There is not much previous work on the MCF problem. The most related one is [24] which proposes a collective matrix factorization (CMF) method for CF. For the case of MCF, the collective matrix factorization method requires a common latent user feature matrix \(U\) which is shared by all domains. However, in real applications in which different domains have heterogenous properties, this requirement is not very reasonable. Our model can be viewed as a generalization of the collective matrix factorization method where each domain has its own latent user feature matrix and the correlation matrix between different domains is learned to improve the performance of all rating problems in all domains. In this sense, collective matrix factorization can be viewed as a special case of our model by restricting all \(U^i\) to be identical. Moreover, a transfer collaborative filtering model was proposed in [15] which aims at improving the performance of a rating problem with very sparse data with the help of another rating problem which has denser rating data. However, the objective of [15] is different from ours. For example, the model in [15] is to improve one rating problem with the help of another rating problem, but in our case, we want to improve the performance of all rating problems in all domains simultaneously. Moreover, the model in [15] seems to work only for problems with two domains while our model can work for two or more domains in the same way.

### 5 Experiments

In this section, we report some experiments on two real-world datasets along with our analysis on the results.

#### 5.1 Experimental Settings

We test the proposed methods on two public-domain recommendation datasets in which the items come from different domains or sub-domains.

##### 5.1.1 Datasets

We use two commonly used datasets in our experiments including one from movie ratings and one from book ratings. In both datasets, the items can be divided into multiple heterogenous domains.

- **MovieLens**\(^2\) is a widely used movie recommendation dataset. It contains 100,000 ratings in the scale 1–5. The ratings are given by 943 users on 1,682 movies. Besides the rating information, genre information about movies is also available.
- **Book-Crossing**\(^3\) is a public book ratings dataset. A subset of the data is used in our experiment, consisting of ratings on books with category information available on Amazon.com. The subset contains 56,148 ratings in the scale 1–10 and these ratings are given by 28,503 users on 9,009 books.

For the MovieLens dataset, we use the five most popular genres to define the domains, whereas for the Book-Crossing dataset, we use the five general book categories. We randomly select 80% of the rating data from each domain to form the training set and the rest for the test set. Each configuration is iterated 10 times in the experiments.

#### 5.1.2 Evaluation Metric

In this paper, we use root mean squared error (RMSE) as the measure for performance evaluation:

\[
RMSE = \sqrt{\frac{\sum_{i,j}(r_{ij} - \hat{r}_{ij})^2}{N}}, \quad (15)
\]

where \(r_{ij}\) denotes the ground-truth rating of user \(i\) for item \(j\), \(\hat{r}_{ij}\) denotes the predicted rating, and the denominator \(N\) is the number of ratings tested. The smaller the RMSE score, the better the performance.

##### 5.1.3 Baselines

We compare our proposed models with the following two methods:

\(^2\)http://www.grouplens.org/
\(^3\)http://www.informatik.uni-freiburg.de/~cziegler/BX/
Independent collaborative filtering using probabilistic matrix factorization (PMF), which treats different rating prediction problems in different domains independently.

- Collective matrix factorization (CMF) model [24], which handles problems involving multiple matrix factorization tasks.

In the following, we refer to our proposed method in Section 2 as MCF and the one in Section 3 as MCF-LF.

5.2 Experimental Results

5.2.1 Parameter Setting

An appealing advantage of our probabilistic model is that it has very few parameters to set. In fact, the only parameter that needs to be set is the latent dimensionality $d$. Figure 1 shows the effect of the latent dimensionality on the performance of MCF for a subset of the MovieLens dataset. We can see that the performance in terms of RMSE does not change much after $d$ reaches 10. Therefore, we set $d$ to 10 in the following experiments. Other parameters in PMF, CMF, MCF, MCF-LF are randomly generated.

5.2.2 Results

Table 1 shows the experimental results on the MovieLens dataset. We can see that our proposed models have the best performance. The models that take multiple domains into consideration (CMF, MCF, MCF-LF) perform better than PMF which treats different domains independently. MCF, which can learn the similarities between different rating prediction problems, performs better than CMF, demonstrating the effectiveness of exploiting the relationships between different domains. Comparing MCF with its variant MCF-LF which has the link function, we can conclude that the link function brings about performance improvement consistently over all domains.

Table 2 shows the experimental results on the Book-Crossing dataset. MCF and MCF-LF are also the best among all methods compared. Different from the situation in the MovieLens dataset, the performance of CMF is worse than that of PMF, even though CMF considers multiple domains jointly. The reason can be inferred from the correlation matrix in Table 4. Since some domains are uncorrelated (1st and 4th domains, and 2nd and 4th domains), the assumption in CMF that different domains share the same latent user features seems not very reasonable, making the performance of CMF worse than that of PMF. However, since our methods can take the correlations between different domains into consideration, they can achieve better performance.

5.2.3 Analysis on Correlation Matrix

Table 3 shows the correlation matrix between five domains learned from the MovieLens dataset, which seems consistent with intuition. For example, the genres ‘Comedy’ and ‘Thriller’ have the smallest correlation while ‘Romance’ and ‘Drama’ have the largest one. For the genre ‘Action’, we can see that the other genres are ranked into order as: ‘Thriller’, ‘Romance’, ‘Drama’, and ‘Comedy’, which matches our intuition.

Table 4 shows the correlation matrix between five domains learned from the Book-Crossing dataset. Some relations between different domains revealed also seem intuitive. For example, the categories ‘Mystery & Thrillers’ and ‘Business & Investing’ have nearly zero correlation and the same is true for ‘Science Fiction & Fantasy’ and ‘Business & Investing’. Also, categories ‘Science’ and ‘Religion & Spirituality’ have the largest correlation.

Table 3: Mean of correlation matrix learned by MCF-LF on the MovieLens data in different domains. 1st domain: ‘Comedy’; 2nd domain: ‘Romance’; 3rd domain: ‘Drama’; 4th domain: ‘Action’; 5th domain: ‘Thriller’.

|     | 1st     | 2nd     | 3rd     | 4th     | 5th     |
|-----|---------|---------|---------|---------|---------|
| 1st | 1.0000  | 0.8837  | 0.8584  | 0.8319  | 0.8302  |
| 2nd | 0.8837  | 1.0000  | 0.9288  | 0.8855  | 0.8805  |
| 3rd | 0.8584  | 0.9288  | 1.0000  | 0.8647  | 0.8783  |
| 4th | 0.8319  | 0.8855  | 0.8647  | 1.0000  | 0.9122  |
| 5th | 0.8302  | 0.8805  | 0.8783  | 0.9122  | 1.0000  |

6 Conclusion

In this paper, we have addressed the multi-domain collaborative filtering problem in which multiple rating prediction problems are jointly learned. We propose a probabilis-
Table 1: Comparison of different methods on the MovieLens data. Each column records the RMSE scores on one domain and the last column records the RMSE score on the total testing data. Each row records the mean RMSE of the corresponding method over 10 trials. 1st domain: ‘Comedy’; 2nd domain: ‘Romance’; 3rd domain: ‘Drama’; 4th domain: ‘Action’; 5th domain: ‘Thriller’.

| Method   | 1st domain | 2nd domain | 3rd domain | 4th domain | 5th domain | Total   |
|----------|------------|------------|------------|------------|------------|---------|
| PMF      | 0.9642     | 1.2104     | 0.9377     | 1.0035     | 1.0352     | 1.0092  |
| CMF      | 0.8272     | 0.7977     | 0.8120     | 0.7945     | 0.7987     | 0.8088  |
| MCF      | 0.8061     | 0.7914     | 0.7907     | 0.7761     | 0.7859     | 0.7913  |
| MCF-LF   | 0.8017     | 0.7644     | 0.7806     | 0.7607     | 0.7504     | 0.7755  |

Table 2: Comparison of different methods on the Book-Crossing data. Each column records the RMSE scores on one domain and the last column records the RMSE score on the total testing data. Each row records the mean RMSE of the corresponding method over 10 trials. 1st domain: ‘Mystery & Thrillers’; 2nd domain: ‘Science Fiction & Fantasy’; 3rd domain: ‘Science’; 4th domain: ‘Business & Investing’; 5th domain: ‘Religion & Spirituality’.

| Method   | 1st domain | 2nd domain | 3rd domain | 4th domain | 5th domain | Total   |
|----------|------------|------------|------------|------------|------------|---------|
| PMF      | 0.9180     | 0.9795     | 0.8308     | 0.8699     | 0.8812     | 0.9269  |
| CMF      | 0.9620     | 1.0207     | 0.9777     | 0.8465     | 1.0449     | 0.9960  |
| MCF      | 0.7023     | 0.7046     | 0.7585     | 0.7555     | 0.7371     | 0.7158  |
| MCF-LF   | 0.5686     | 0.5791     | 0.6047     | 0.6001     | 0.5953     | 0.5811  |

Table 4: Mean of correlation matrix learned by MCF-LF on the Book-Crossing data in different domains. 1st domain: ‘Mystery & Thrillers’; 2nd domain: ‘Science Fiction & Fantasy’; 3rd domain: ‘Science’; 4th domain: ‘Business & Investing’; 5th domain: ‘Religion & Spirituality’.

|        | 1st  | 2nd  | 3rd  | 4th  | 5th  |
|--------|------|------|------|------|------|
| 1st    | 1.0000 | 0.6839 | 0.4973 | 0.0137 | 0.3887 |
| 2nd    | 0.6839 | 1.0000 | 0.4636 | -0.0489 | 0.6034 |
| 3rd    | 0.4973 | 0.4636 | 1.0000 | 0.7270 | 0.7525 |
| 4th    | 0.0137 | -0.0489 | 0.7270 | 1.0000 | 0.6682 |
| 5th    | 0.3887 | 0.6034 | 0.7525 | 0.6682 | 1.0000 |
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