Controlling the kinematics of a spring-pendulum system using an energy harvesting device
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Abstract
This work focuses on vibration alleviation and energy harvesting in a dynamical system of a spring-pendulum. The structure of the pendulum is modified using an independent electromagnetic harvesting system. The harvesting depends on the oscillation of a magnet in a coil. An endeavor has been made to get both the energy harvesting and mitigation of vibration efficacy of the harvester. The governing kinematics equations are derived using Lagrange’s equations and are solved asymptotically using the multiple scales method to achieve the intended outcome as new and precise results. The resonance states are classified, and the influence of various parameters of the studied system is analyzed. Fixed points at steady states are categorized into stable and unstable. The time behavior of the solutions, the modified amplitudes, and phases are examined and interpreted in the light of their graphical plots. Zones of stability and instability are concerned, in which the system’s behavior is stable for a wide range of used parameters. This model has become essential in recent times as it uses control sensors in industrial applications, buildings, infrastructure, automobiles, and transportation.
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Introduction
In the past few decades, extensive studies have centered on the concept capable of damping harmful vibrations in various sorts of structural engineering: high-rise buildings, bridges, towers, rotary turbines, cables, helicopter feathers, and the robot’s arms.¹ The extensive vibrations are generated by earthquakes, rapid speeds of vehicles, and tremendous winds that may be perilous if they affect the stability and integrity of the structure. Therefore, civil structures require special requirements for vibration alleviation or the addition of isolators between the machine and the excitation generator, modification of the structure to hold vibration far away from resonance positions, or absorption or dispersion of vibration energy using extrinsic apparatus. The primary way to achieve these critical requirements is by dealing with stiffness besides damping control or activating a dynamic vibration absorber (DVA). It can be used to suppress undesired machine vibrations. The simplest form of the DVA consists of a spring-mass-damper (SMD).²³

On the other side, vibration energy, which has recently gained much focus, is a sustainable renewable energy source. Vibrations with large amplitudes can be employed to gather energy harvesting (EH), which is also renowned by energy scavenging (ES). It is defined as turning vibrational kinetic energy into serviceable electric energy. Vibration, mechanical
strain, and stress are considered sources of energy that can be recovered from mechanical systems. Small devices, including wireless sensors and micro-electromechanical systems (MEMS), can be powered by EH.\textsuperscript{4,5}

For decades, batteries have been used as the primary power source for mobile electronic gadgets. However, in MEMS, the scaling rate was far faster than in battery technologies.\textsuperscript{6}

The lack of built-in and effective power sources has become one of the limitations that enable the increasing use of portable and wireless systems in everyday life; since it is impractical to use large batteries and replace them on a regular basis in specific applications, therefore, the use of EH as a major energy source in tiny systems is the best possible idea. Consequently, temporary energy tanks may be exchanged with continuously charged energy store elements using available energy resources, including sunshine, vibration, and heat.\textsuperscript{7–9} Among them, vibration is particularly charming due to its wide uses. Some of the sources of vibrations in environments are vehicle movement and human movements.

Energy can be harvested from these sources using electromagnetic transduction, electrostatic, or piezoelectric. The majority of these vibrations, on the other hand, happen at low frequencies resulting in low power levels at the output; the amount of energy retrieved from these systems is mainly in the order of micro- to milli-watts.\textsuperscript{10–13} The low-frequency property also plays a vital role in mass and energy delivery on a nano-/microscale.\textsuperscript{14–16}

Electromagnetic energy harvesters are instituted on the induction law of Faraday, which states that any change in the magnetic environment of a coil of wire will cause induced electromotive force (EMF) in the coil. It happens according to the magnet’s movement in relation to the coil.\textsuperscript{17} Electrostatic transmutation utilizes capacitors to transmit mechanical energy to an electric field. This capacitor can be used as a current source to power an electric circuit.\textsuperscript{18} A piezoelectric material will produce an electric field during the piezoelectric processing, and therefore, when deformed under stress, a voltage is produced.\textsuperscript{19}

The motion of the pivot point of the spring’s pendulum on various trajectories is investigated in several works.\textsuperscript{20–24} The motion of a solid body pendulum is analyzed in Refs. 20–22 when the pivot point moves in elliptic paths or in Lissajous curves for different linear or non-linear stiffness cases of the spring. The rigid triple-pendulum motion is checked in Ref. 23 under the action of excitation force and the moment when its attached point moves in a circular path. The estimated results are gained applying the multiple scales method (MSM) up to different orders of approximations. In Ref. 24, the MSM is used to carry out the electromagnetic spring-pendulum harvester model; a two-to-one internal of vibratory energy harvesters are studied.

In Ref. 25, the authors demonstrated the numerical study of an auto-parametric pendulum absorber with a composite harvesting system. Moreover, effective electricity is discussed in relation to the system and various electrical standards. A system of energy harvesting is investigated based on the dynamic pendulum absorber and an electromagnetic harvester in Ref. 26. A new system for simultaneous energy harvesting and vibration dampening is presented in Ref. 27. The absorber was an auto-parametric pendulum, and the energy harvester was a pendulum-mounted electromagnetic harvester. The overall behavior of this new absorber combine harvester was investigated, and the results indicated that the harvester did not decrease the vibration reduction efficiency. It has been observed that energy can be harvested for the rotation of the pendulum and chaotic motion. A pendulum system with two independent electromagnetic harvesters has been introduced in Ref. 28. A direct current (DC) electric motor is added to the pendulum’s axis to be a second harvesting machine. The results revealed that the suggested system is greatly increasing the capacity of EH. However, the rotary harvester has lessened the vibration suppression efficiency. In Ref. 29, the vibration absorber was developed into an energy harvesting device and vibration absorbing system to suppress undesired vibrations and to produce an induced voltage that could be used in low voltage applications such as wireless sensors. In Ref. 30, numerical analysis of a semi-active suspension mounted absorber or harvested system has been studied, in which the primary objective is used to damp the primary structure’s vibration and the secondary objective is to simultaneously harvest energy from the absorber’s vibration. The pendulum-tuned mass absorber is adjusted by a magnetic levitation harvester. In Ref. 31, the authors studied the effect of EH and control of vibrations by a specially designed pendulum absorber in addition to the use of non-linear vibration absorbers as an energy harvester. The use of an energy recovery device has been shown to increase vibration reduction in the low-frequency range. In Ref. 32, the authors focus on a new pendulum absorber harvester configuration that permits for amended shaking suppression and EH properties. The new absorber structure refers to the use of magnets, its performance is studied theoretically and empirically, and the outcomes demonstrate that the new absorber harvester has a better performance than the traditional device regarding both vibration suppression and EH.

The method of harmonic balance (MHB) is applied in Refs. 34, 35 to illustrate the response and stability of EH electrical and mechanical systems, in which the harvesting system is made up of two similar magnets placed securely at the tube’s end. Between them, a third magnet is magnetically free to ascend. The influence of the parameters of the harvester on system responsiveness and energy recovery around the most important resonance has been thoroughly investigated.
In this paper, we present a simple apparatus based on spring oscillations for harvesting energy from oscillating environments. A power generator converts the mechanical energy of a spring into an electric one, which can be utilized in a variety of applications, including automotive, wireless sensor networks (WSNs), health-monitoring devices, and structural engineering. The researched system’s mathematical model and operating principles are provided. The MSM is being utilized to gain the desired solutions that are matching to the system’s generalized coordinates. The modulation equations are acquired in light of the emerging cases of resonance. The dynamic response curves of the resonance are examined through some plots at values close to the resonance regions, in which the stability of the considered system is examined. The historical variations of the achieved solutions with time are performed. The adjusted phases and the amplitudes are presented to demonstrate the efficacy of the physical parameters at any given moment, where the plots of their phase planes are presented to confirm that we have stable fixed points in these cases of steady state. The types of these points were checked in terms of their stabilities. The non-linear stability analysis of Routh–Hurwitz is examined and discussed.

The problem’s description

This section is proceeded to describe the investigated model. Therefore, let us consider an advanced harvester comprised of a cylindrical tube with two imperishable magnets attached inside the tube at its ends, besides a third movable magnet with a mass $m_1$ that is attached to a massless linear spring with stiffness $k$, damping coefficient $c_2$, and non-extended length $l$. A harmonic excitation force $F(t)$ is imposed upon the magnet beside a moment $M(t)$ acting on the suspension point $\hat{N}$ of the spring. This point is only allowed to move in an elliptic trajectory with minor and major axes $2a$ and $2b$, respectively. Let a point $Q$ be a projection of the point $N$ on a supplementary circle $b$ in which it moves with a constant angular velocity $\Omega$ (see Figure 1(a)). Therefore, the kinematics coordinates of the point $N$ can be written as follows

$$X_N = b \sin(\Omega t), \quad Y_N = a \cos(\Omega t).$$ (1)

Let $c_1$ represents the rotatory damping coefficient of the spring at the rotatory point, $I$ denotes the current due to the oscillations of the magnet in a coil, the harvester electric component composed of $R_L$ which points to the load resistance of the resistor, $L_{out}$ refers to the coil’s inductance, $R_C$ is the coil’s resistance, and $L_{coil}$ express the coil length (see Figure 1(b)).

To derive the equations of motion (EOM), we consider that the variables $U$ and $\phi$ describe the extension of the spring and the rotatory angle, respectively. Therefore, the kinetic energy $T$, the potential one $V$, and the dissipation function $D$ can be expressed as

![Figure 1. (a) A schematic diagram of spring-pendulum with an energy harvester and (b) the harvester model with an electric circuit.](image)
\[ T = \frac{1}{2} m_1 \dot{U}^2 + \frac{1}{2} m_1 (\ell + U)^2 \dot{\phi}^2 + \frac{1}{2} m_1 \Omega^2 \left[ a^2 \sin^2 \Omega t + b^2 \cos^2 \Omega t \right] \\
+ m_1 \Omega [b \sin \phi \cos \Omega t - a \cos \phi \sin \Omega t] \dot{U} + m_1 \Omega (\ell + U) \times [b \cos \phi \cos \Omega t + a \sin \phi \sin \Omega t] \phi, \]

\[ V = m_1 g \left[ (a + \ell + U - [(\ell + U) \cos \phi + a \cos \Omega t]) \right] + \frac{1}{2} \ell U^2, \]

\[ D = \frac{1}{2} c_1 \phi^2 + \frac{1}{2} c_2 \dot{U}^2 \]

Based on (2) and Lagrange's functions \( L = T - V \), we can derive the EOM according to the below equations of Lagrange\textsuperscript{40-42}

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\phi}} \right) - \left( \frac{\partial L}{\partial \phi} \right) = Q_\phi - \left( \frac{\partial D}{\partial \phi} \right), \]

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{U}} \right) - \left( \frac{\partial L}{\partial U} \right) = Q_U - \left( \frac{\partial D}{\partial U} \right), \]

where \( Q_U \) and \( Q_\phi \) are the generalized forces

\[ Q_\phi = M(t) = M_0(t) \cos(\Omega_1 t), \]

\[ Q_U = F(t) = F_0 \cos(\Omega_2 t) \]

Here, \( M_0, F_0 \) and \( \Omega_1, \Omega_2 \) are the amplitudes and the frequencies of the moment \( M(t) \) and the external force \( F(t) \), respectively.

Substituting (2) and (4) into (3) produces the EOM as in the following non-dimensional form

\[ m_1 (\ell + U)^2 \dot{\phi} + c_1 \dot{\phi} + 2m_1 (\ell + U) \dot{U} \dot{\phi} + m_1 g (\ell + U) \sin \phi \\
+ m_1 \Omega^2 (\ell + U) [a \sin \phi \cos(\Omega t) - b \cos \phi \sin(\Omega t)] = M_0(t) \cos(\Omega_1 t) \]

\[ m_1 \dot{U} + c_2 \dot{U} + kU + m_1 g (1 - \cos \phi) - m_1 (\ell + U) \phi^2 \\
- m_1 \Omega^2 [b \sin \phi \sin(\Omega t) + a \cos \phi \cos(\Omega t)] + BL_{\text{coil}} I = F_0 \cos(\Omega_2 t) \]

where dots are the time derivatives.

Applying Kirchhoff Volt Law (KVL) and Faraday’s one\textsuperscript{24} of the electromagnetic induction for the circuit of Figure 1(b), then we can write

\[ L_{\text{ind}} \dot{I} + RI - BL_{\text{coil}} \dot{U} = 0 \]

where \( R \) is the summation of the load resistance \( R_L \) and the coil’s resistance \( R_C \).

Inserting a dimensionless time parameter \( \tau = \frac{w_1 t}{\ell} \), dimensionless coordinates \( x = \frac{U}{\ell} \), \( Z = \left( \frac{L_{\text{ind}}}{BL_{\text{coil}} \ell} \right) I \), \( \phi = \frac{\phi}{w_1} \) besides the following dimensionless parameters

\[ w_1^2 = \frac{g}{\ell}, \quad w_2 = \frac{k}{m_1}, \quad \omega = \frac{w_2}{w_1}, \quad \sigma = \frac{\Omega}{w_1}, \]

\[ p_1 = \frac{\Omega_1}{w_1}, \quad p_2 = \frac{\Omega_2}{w_1}, \quad a = \frac{B^2 L_{\text{coil}}^2}{m_1 g L_{\text{ind}} \ell} \]

\[ \xi_1 = \frac{c_1}{m_1 w_1 \ell^2}, \quad \xi_2 = \frac{c_2}{m_1 w_1}, \quad \chi = \frac{R}{L_{\text{ind}} w_1}, \]

\[ f_1 = \frac{M_0(t)}{m_1 \ell g}, \quad f_2 = \frac{F_0}{m_1 g}. \]
Substitution of (8) into (5), (6), and (7) yields the following dimensionless forms of the EOM

\[
(1 + x)^2 \ddot{x} + \zeta_0 \dot{x} + 2(1 + x)\dot{x} - \frac{m^2}{\ell} (1 + x) [a \sin \varphi \cos (\varpi t) - b \cos \varphi \sin (\varpi t)] = f_1 \cos (p_1 t) \tag{9}
\]

\[
\ddot{x} + \zeta_2 \dot{x} + \omega^2 x + (1 - \cos \varphi) - (1 + x) \dot{x} - \frac{m^2}{\ell} [b \sin \varphi \sin (\varpi t) + a \cos \varphi \cos (\varpi t)] + aZ = f_2 \cos (p_2 t) \tag{10}
\]

\[
\ddot{Z} + \chi Z - \ddot{x} = 0 \tag{11}
\]

where dots denote the differentiation with respect to \( \tau \). The above three equations are considered as non-linear second-order differential equations.

**Asymptotic method of the solutions**

The main objective of this part is to get the desired solutions to the EOM of the preceding system (9)–(11) up to higher order of approximation using one of the significant perturbation approaches known by the multiple scales method (MSM) and to classify the resonance cases.\(^{22}\) It should be pointed out that non-Gaussian random vibration test can also be applied effectively.\(^{43-45}\)

To realize this objective, we approximate the functions \( \sin \varphi \) and \( \cos \varphi \) up to third-order using the Taylor series, which are valid in close proximity to static equilibrium. Therefore, equations (9)–(11) can be rewritten in the form

\[
(1 + x)^2 \ddot{x} + \zeta_0 \dot{x} + 2(1 + x)\dot{x} + (1 + x) \left( \varphi - \frac{\varphi^3}{6} \right) \tag{12}
\]

\[
\ddot{x} + \zeta_2 \dot{x} + \omega^2 x + \frac{\varphi^2}{2} - (1 + x) \dot{x} - \frac{m^2}{\ell} \left[ b \left( \varphi - \frac{\varphi^3}{6} \right) \sin (\varpi t) + a \left( 1 - \frac{\varphi^2}{2} \right) \cos (\varpi t) \right] + aZ = f_2 \cos (p_2 t) \tag{13}
\]

\[
\ddot{Z} + \chi Z - \ddot{x} = 0 \tag{14}
\]

We assume that the generalized coordinates can be expressed in terms of the order \( 0 < \varepsilon < 1 \). Therefore, we consider new variables \( \phi, \chi, \) and \( z \) as follows

\[
\varphi (\tau) = \varepsilon \phi (\tau, \varepsilon), \quad x (\tau) = \varepsilon x (\tau, \varepsilon), \quad Z (\tau) = \varepsilon z (\tau, \varepsilon), \tag{15}
\]

According to MS procedure, we can introduce the functions \( \varphi, \chi, \) and \( z \) in powers of \( \varepsilon \) as follows

\[
\phi = \sum_{k=0}^{2} \varepsilon^k \phi_{k+1}(\tau_0, \tau_1, \tau_2) + O(\varepsilon^3), \tag{16}
\]

\[
y = \sum_{k=0}^{2} \varepsilon^k y_{k+1}(\tau_0, \tau_1, \tau_2) + O(\varepsilon^3),
\]

\[
z = \sum_{k=0}^{2} \varepsilon^k z_{k+1}(\tau_0, \tau_1, \tau_2) + O(\varepsilon^3),
\]

where \( \tau_n = \varepsilon^n \tau \ (n = 0, 1, 2) \) perform diverse time scales, where \( \tau_0 \) and \( \tau_1, \tau_2 \) act as the fast and slow scales, respectively. To define \( \phi, \chi, \) and \( z \) as functions of \( \tau_n \), we transform \( \tau \) to \( \tau_n \) according to the following operators
\[
\begin{align*}
\frac{d}{dt} &= \frac{\partial}{\partial \tau_0} + \epsilon \frac{\partial}{\partial \tau_1} + \epsilon^2 \frac{\partial}{\partial \tau_2}, \\
\frac{d^2}{dt^2} &= \frac{\partial^2}{\partial \tau_0^2} + 2 \epsilon \frac{\partial^2}{\partial \tau_0 \partial \tau_1} + \epsilon^2 \left( \frac{\partial^2}{\partial \tau_1^2} + 2 \frac{\partial^2}{\partial \tau_0 \partial \tau_2} \right) + O(\epsilon^3)
\end{align*}
\]

(17)

It is worthwhile to notice that terms of \(O(\epsilon^3)\) and higher are negligible because to their smallness. The coefficients of damping and the generalized forces are given in terms of \(\epsilon\) as follows
\[
\begin{align*}
a &= \epsilon^2 \tilde{a}, \quad a = \epsilon^2 \tilde{a}, \quad b = \epsilon^2 \tilde{b}, \\
\zeta_j &= \epsilon^2 \tilde{\zeta}_j, \quad f_j = \epsilon^2 \tilde{f}_j, \quad (j = 1, 2)
\end{align*}
\]

(18)

where the parameters \(\tilde{a}, \tilde{a}, \tilde{b}, \tilde{\zeta}_j, \) and \(\tilde{f}_j\) are of unity order.

Substituting (15)–(18) into (12)–(14) and equaling the coefficients of distinct powers of \(\epsilon, \epsilon^2, \) and \(\epsilon^3, \) to yield the below groups of partial differential equations (PDEs). Order of \(\epsilon\)
\[
\begin{align*}
\frac{\partial^2 \phi_1}{\partial \tau_0^2} + \phi_1 &= 0 \\
\frac{\partial^2 y_1}{\partial \tau_0^2} + \omega^2 y_1 &= 0 \\
\frac{\partial z_1}{\partial \tau_0} + \chi z_1 &= \frac{\partial y_1}{\partial \tau_0}
\end{align*}
\]

(19) (20) (21)

Order of \(\epsilon^2\)
\[
\begin{align*}
\frac{\partial^2 \phi_2}{\partial \tau_0^2} + \phi_2 &= -2 \left[ \frac{\partial^2 \phi_1}{\partial \tau_0 \partial \tau_1} + y_1 \frac{\partial^2 y_1}{\partial \tau_0^2} + \frac{\partial y_1}{\partial \tau_0} \frac{\partial \phi_1}{\partial \tau_0} \right] - y_1 \phi_1 + \frac{\sigma^2}{\epsilon} \tilde{b} \sin(\omega \tau_0) \\
\frac{\partial^2 y_2}{\partial \tau_0^2} + \omega^2 y_2 &= -2 \frac{\partial^2 y_1}{\partial \tau_0 \partial \tau_1} + \left( \frac{\partial \phi_1}{\partial \tau_0} \right)^2 - \frac{1}{2} \phi_1^2 + \frac{\sigma^2}{\epsilon} \tilde{a} \cos(\omega \tau_0) \\
\frac{\partial z_2}{\partial \tau_0} + \chi z_2 &= \frac{\partial y_2}{\partial \tau_1} - \frac{\partial z_1}{\partial \tau_1} + \frac{\partial y_1}{\partial \tau_1}
\end{align*}
\]

(22) (23) (24)

Order of \(\epsilon^3\)
\[
\begin{align*}
\frac{\partial^2 \phi_3}{\partial \tau_0^2} + \phi_3 &= \tilde{f}_1 \cos(p_1 \tau_0) - \frac{\sigma^2}{\epsilon} \tilde{a} \phi_1 \cos(\omega \tau_0) + \frac{\sigma^2}{\epsilon} \tilde{b} y_1 \sin(\omega \tau_0) \\
&- 2 \left( \frac{\partial^2 \phi_1}{\partial \tau_0 \partial \tau_2} + \frac{\partial^2 \phi_2}{\partial \tau_0 \partial \tau_1} \right) - 2 \left( y_1 \frac{\partial^2 y_1}{\partial \tau_0^2} + \frac{\partial y_1}{\partial \tau_0} \frac{\partial \phi_1}{\partial \tau_0} \right) - 4 y_1 \frac{\partial^2 \phi_1}{\partial \tau_0 \partial \tau_1} \\
&- y_1^2 \frac{\partial^2 \phi_1}{\partial \tau_0^2} + \zeta_1 \frac{\partial \phi_1}{\partial \tau_0} - 2 y_1 \frac{\partial y_1}{\partial \tau_0} \frac{\partial \phi_1}{\partial \tau_0} - 2 \left( \frac{\partial y_1}{\partial \tau_0} \frac{\partial \phi_2}{\partial \tau_0} + \frac{\partial y_1}{\partial \tau_0} \frac{\partial \phi_1}{\partial \tau_1} \right) + \frac{1}{6} \phi_1^3 \frac{\partial^3 \phi_1}{\partial \tau_1^3} - y_1 \phi_2 - 2 y_2 \phi_1 + \frac{1}{6} \phi_1^3 \frac{\partial^3 \phi_1}{\partial \tau_1^3}
\end{align*}
\]

(25)
\[ \frac{\partial^2 y_3}{\partial t_0^2} + \omega^2 y_3 = \tilde{f}_2 \cos(p_2 t_0) + \frac{\sigma^2}{\ell} \tilde{h} \phi_1 \sin(\sigma t_0) - \frac{\partial^2 y_1}{\partial t_1^2} \]

\[ -2 \left( \frac{\partial^2 y_1}{\partial t_0 \partial t_2} + \frac{\partial^2 y_2}{\partial t_0 \partial t_1} \right) - \frac{\sigma}{\ell^2} \frac{\partial y_1}{\partial t_0} + y_1 \left( \frac{\partial \phi_1}{\partial t_0} \right)^2 \]

\[ - \phi_1 \phi_2 - \tilde{a} z_1 + 2 \left( \frac{\partial \phi_1}{\partial t_0} \frac{\partial \phi_2}{\partial t_0} + \frac{\partial \phi_1}{\partial t_1} \frac{\partial \phi_1}{\partial t_1} \right) + \frac{\partial \phi_2}{\partial t_1} \]

\[ \frac{\partial z_3}{\partial t_0} + \chi z_3 = \frac{\partial y_3}{\partial t_0} \left( \frac{\partial z_2}{\partial t_1} + \frac{\partial z_1}{\partial t_2} \right) + \frac{\partial y_2}{\partial t_1} + \frac{\partial y_1}{\partial t_2} \] (27)

It is worthy to remark that the above three systems of orders of \( \varepsilon \) constitute nine PDEs that can be solved sequentially. To acquire this goal, we begin with the general equations (19)–(21), which can be written as follows

\[ \phi_1 = A_1 e^{\rho t_0} + \bar{\Lambda}_1 e^{-\rho t_0} \] (28)

\[ y_1 = A_2 e^{\rho t_0} + \bar{\Lambda}_2 e^{-\rho t_0} \] (29)

To get the general solution of \( z_1 \), substituting (28) into (22) to obtain a nonhomogeneous PDE which can be solved in the form

\[ z_1 = B_1 e^{\rho t_0} + \frac{i \omega}{\chi + i \omega} A_2 e^{\rho t_0} - \frac{i \omega}{\chi - i \omega} \bar{\Lambda}_2 e^{-\rho t_0} ; \quad i = \sqrt{-1} \] (30)

where \( A_j (j = 1, 2) \) and \( B_1 \) are complex functions of the slow scales \( t_1 \) and \( t_2 \), whereas \( \bar{\Lambda}_j \) points to their complex conjugates.

Substituting (28)–(30) into (22)–(24) and removing terms that give secular terms to obtain uniform asymptotic solutions. Then, the second-order solutions have the forms

\[ \phi_2 = \frac{(1 + 2 \omega)}{1 - (\omega + 1)^2} A_1 A_2 e^{(\omega + 1) t_0} + \frac{(1 - 2 \omega)}{1 - (\omega - 1)^2} \bar{\Lambda}_1 \bar{\Lambda}_2 e^{(\omega - 1) t_0} \]

\[ - \frac{i \sigma^2 \tilde{h}}{2 \ell (1 - \sigma^2)} e^{\sigma t_0} + CC \] (31)

\[ y_2 = \frac{-3 \Lambda_1^2}{2(\omega^2 - 4)} e^{2 t_0} + \frac{\sigma^2 \tilde{a}}{2 \ell (\omega^2 - \sigma^2)} e^{\sigma t_0} + \frac{1}{\omega^2} A_1 \bar{\Lambda}_1 + \bar{\Lambda}_2 \] (32)

\[ z_2 = \frac{-3 i}{(\chi + 2 \ell)(\omega^2 - 4)} A_1^2 e^{2 t_0} + \frac{i \sigma^2 \tilde{a}}{2 \ell (\omega^2 - \sigma^2)(\chi + i \sigma)} e^{\sigma t_0} + CC \] (33)

where \( CC \) indicates the conjugates of the former terms.

Based on the above, we can find the conditions for canceling secular terms from the second approximations in the forms

\[ \frac{\partial A_1}{\partial t_1} = 0, \quad \frac{\partial A_2}{\partial t_1} = 0, \quad \frac{\partial B_1}{\partial t_1} = 0 \] (34)

Therefore, the functions \( A_j (j = 1, 2) \) and \( B_1 \) depend on \( t_2 \) only.

Substituting (28)–(30) and (31)–(34) into (25)–(27) and then canceling terms that yield secular ones to gain the solutions of the third-order approximations. To remove these terms, the following conditions must be satisfied

\[ 2 \ell \frac{\partial A_1}{\partial t_2} + i \tilde{a} A_1 + \frac{6(\omega^2 - 1)}{(\omega^2 - 4)} \Lambda_1 A_2 \bar{\Lambda}_2 - \frac{\omega^4 + 7 \omega^2 - 8}{2 \omega^2 (\omega^2 - 4)} \Lambda_1 \bar{\Lambda}_1 = 0 \] (35)
\[ 2i \omega \frac{\partial A_2}{\partial \tau_2} + i \tilde{\kappa}_2 \omega A_2 + \frac{i \tilde{a} \omega}{(\chi + i \omega)} A_2 + \frac{6(\omega^2 - 1)}{(\omega^2 - 4)} A_1 \overline{A}_1 A_2 = 0 \]  
(36)

\[ \frac{\partial B_1}{\partial \tau_2} - \frac{\partial \chi B_1}{\partial \tau^2} = 0 \]  
(37)

Then, the solutions of the third approximations \( \phi_3, y_3, \) and \( z_3 \) have the forms

\[ \phi_3 = \frac{\tilde{f}_1 e^{ip_{0} \tau_0}}{2(1 - p^2)} + \frac{(49 - \omega^2) A_1 e^{ip_{0} \tau_0}}{48(\omega^2 - 4)} + \frac{i \omega^3 \tilde{b}(\sigma + 2 \omega) A_2 e^{i(\omega + \eta) \tau_0}}{2(\omega^2 - 1)(1 - (\sigma + \omega)^2)} \]

\[ + \frac{i \omega^2 \tilde{a}(1 + 2 \sigma + \omega^2 - \omega^2) A_4 e^{i(\omega + \eta) \tau_0}}{2(\omega^2 - 1)(1 - (\sigma + \omega)^2)} \]

\[ - \frac{\omega \tilde{a}(1 - 2 \sigma + \omega^2 - \omega^2) \overline{A}_1 e^{i(\omega - \eta) \tau_0}}{2(\omega^2 - \omega^2)(1 - (\sigma + \omega)^2)} \]

\[ + \frac{(1 + 6 \omega + 11 \omega^2 + 6 \omega^3) \overline{A}_1 A_2 e^{i(\omega - \eta) \tau_0}}{\omega(\omega + 2)(1 - (\omega + 1)^2)} \]

\[ + \frac{(-1 + 6 \omega - 11 \omega^2 + 6 \omega^3) \overline{A}_1 A_2 e^{i(\omega + 1) \tau_0}}{\omega(\omega - 2)(1 - (\omega - 1)^2)} \]

\[ + \frac{3(\omega - 1)^2 \overline{A}_1^2 A_2 e^{i(\omega - 1) \tau_0}}{\omega(\omega - (\omega - 2)^2)(\omega - 2)} \]  
CC,

\( y_3 = \frac{\tilde{f}_2 e^{ip_{0} \tau_0}}{2(\omega^2 - p^2)} \]

\[ - \frac{\tilde{a} B_1 e^{-ip_{0} \tau_0}}{(\omega^2 + \omega^2)} - \frac{i \omega^3 (2 + \omega) B A_1 e^{i(\omega + 1) \tau_0}}{2(\omega^2 - (\omega + 1)^2)(\omega - 1)} \]

\[ + \frac{i \omega^3 (-2 + \omega) \tilde{b} \overline{A}_1 e^{i(\omega - 1) \tau_0}}{2(\omega^2 - (\omega - 1)^2)(\omega^2 - 1)} + \frac{3(\omega + 1)^2 A_1^2 A_2 e^{i(\omega + 2) \tau_0}}{\omega(\omega^2 - (\omega + 2)^2)(\omega + 2)} \]

\[ + \frac{3(\omega - 1)^2 \overline{A}_1^2 A_2 e^{i(\omega - 2) \tau_0}}{\omega(\omega - (\omega - 2)^2)(\omega - 2)} + \]  
CC,

\[ z_3 = \frac{ip_{0} \tilde{f}_3 e^{ip_{0} \tau_0}}{2(\omega^2 - p^2)(\chi + ip_{0})} + \frac{e^{ip_{0} \tau_0}}{(\chi + i \omega)} \left( 1 - \frac{i \omega}{\chi + i \omega} \right) \left( - \frac{\tilde{a}^2 A_2}{2(\chi + i \omega)} - \frac{\tilde{a}}{2(\chi + i \omega)} A_2 + \frac{3(\omega - 1)^2}{\omega(\omega - 4)} A_1 \overline{A}_1 A_2 \right) \]

\[ + \frac{\omega \tilde{b}(\sigma + 2) \overline{A}_1 e^{i(\omega + 1) \tau_0}}{2(\omega - 1)(\omega^2 - (\omega + 1)^2)(\chi + i(\omega + 1))} \]

\[ + \frac{\omega \tilde{b}(\sigma - 2) \overline{A}_1 e^{i(\omega - 1) \tau_0}}{2(\omega + 1)(\omega^2 - (\omega - 1)^2)(\chi + i(\omega - 1))} + \frac{3i(\omega + 1)^2 A_1^2 A_2 e^{i(\omega + 2) \tau_0}}{\omega(\omega^2 - (\omega + 2)^2)(\chi + i(\omega + 2))} \]

\[ + \frac{3i(\omega - 1)^2 \overline{A}_1^2 A_2 e^{i(\omega - 2) \tau_0}}{\omega(\omega^2 - (\omega - 2)^2)(\chi + i(\omega - 2))} + \]  
CC

The undefined functions \( A_i \) (\( i = 1, 2 \)) and \( B_1 \) can be determined from the removing conditions of secular terms (34) and (35)–(37) besides the following initial conditions

\[ \phi(0) = \eta_{01}, \quad x(0) = \eta_{03}, \quad Z(0) = \eta_{05}, \]

\[ \phi(0) = \eta_{02}, \quad \dot{x}(0) = \eta_{04}, \]

where \( \eta_{01}, \eta_{02}, \ldots, \eta_{05} \) are known quantities.
Resonance cases and stability’s evaluation

In this section, we focus on the classification of the resonance cases. If the denominators of the second and third approximations become zero, resonance is produced. Therefore, several resonance cases can be discovered from equations (31)–(33) and (38)–(40), which may be categorized into three partitions: the first one which is the primary external at \( p_1 \approx 1 \), \( p_2 \approx \omega \); the second one known by internal resonance occurs at \( \omega \approx 1 \), \( \omega \approx 0 \), \( \omega \approx 1 \), \( \omega \approx 2 \), \( \omega \approx \omega \), while the third one is defined by combination resonance in which it arises at \( \omega \approx 1 \pm \omega \), \( \omega \approx \omega - 1 \).

It should be mentioned that if any one of these cases is satisfied, the behavior of the examined will be exceedingly difficult. Furthermore, if the vibrations have values that are not close to the resonance cases, the above approximate solutions will be valid.

To check the stability of the system,\(^{46-48}\) we need to obtain the solvability conditions and the modification equations for the acquired solutions. Therefore, we will examine the two cases of the primary external resonance that occurs simultaneously, that is, we consider a combination of \( p_1 \approx 1 \) and \( p_2 \approx \omega \) which describes the nearness of \( p_1 \) and \( p_2 \) to 1 and \( \omega \), respectively. Then, we insert the detuning parameters \( \sigma_j \) \((j = 1, 2)\) as follows

\[
p_1 = 1 + \sigma_1, \quad p_2 = \omega + \sigma_2. \tag{42}
\]

These parameters are considered as an indication of the distance of the oscillations from the tough resonance. As a result, we define them in terms of \( \epsilon \) according to the following relations

\[
\sigma_j = \epsilon \tilde{\sigma}_j \quad (j = 1, 2) \tag{43}
\]

Substituting (42) and (43) into (22), (23), (25), and (26) and eliminating terms that produce the secular terms, we establish the conditions of solvability in the following forms:

- In accordance with the second-order of approximation

\[
\frac{\partial A_1}{\partial \tau_1} = 0, \quad \frac{\partial A_2}{\partial \tau_1} = 0, \quad \frac{\partial B_1}{\partial \tau_1} = 0. \tag{44}
\]

- In accordance with the third-order of approximation

\[
\tilde{f}_1 e^{i\tilde{\psi}_1} - 4i \frac{\partial A_1}{\partial \tau_2} - 2i \tilde{\xi}_1 A_1 = \frac{12(\omega^2 - 1)}{(\omega^4 - 4)} A_1 A_2 \overline{A}_2 + \frac{\omega^4 + 7\omega^2 - 8}{\omega^2(\omega^2 - 4)} \overline{A}_1^2 \overline{A}_1 = 0, \\
\tilde{f}_2 e^{i\tilde{\psi}_2} - 4i \omega \frac{\partial A_2}{\partial \tau_2} - 2i \tilde{\xi}_2 A_2 - \frac{2i \tilde{\alpha}_2 \omega}{\chi + i\omega} A_2 - \frac{12(\omega^2 - 1)}{(\omega^4 - 4)} A_1 \overline{A}_1 A_2 = 0. \tag{45}
\]

\[
\frac{\partial B_1}{\partial \tau_2} - \frac{\tilde{\alpha} \tilde{\chi} B_1}{\chi + \omega^2} = 0.
\]

From the third equation of (45) and the conditions (44), we can obtain the expression of \( B_1 \) in the form

\[
B_1 = e^{\left(\frac{\omega^2}{2} + \tilde{\psi}(\tau_2)\right)} \tag{46}
\]

where \( B_2 \) is an unknown complex function of the higher slow time scales than \( \tau_2 \).

Referring to the above solvability conditions (44) and (45), we can determine the functions \( A_j \) \((j = 1, 2)\), which depend only on \( \tau_2 \). Therefore, we consider the polar forms \( A_j \) according to the following

\[
A_j = \frac{1}{2} \tilde{h}_j(\tau_2) e^{i\tilde{\psi}_j(\tau_2)}, \quad \tilde{h}_j = \epsilon \tilde{h}_j \quad (j = 1, 2). \tag{47}
\]

where \( \tilde{\psi}_j \) and \( \tilde{h}_j \) are real functions of the amplitudes and phases of the solutions \( y \) and \( \phi \), respectively.

Since \( A_j \) are dependent only on \( \tau_2 \), then their first-order derivatives will have the form
Considering the previous formula (48), we convert PDE (45) to ordinary differential equations (ODEs) according to the following substitution of the modified phases

$$\theta_j(\tau_2) = \tau_1 \tilde{\omega}_j - \psi_j(\tau_2) \quad j = (1, 2)$$

(49)

Substituting (47)–(49) into (45) and then distinguishing the real portions and the imaginary ones, we obtain the desired autonomous system of PDE in the form

$$2 \frac{dh_1}{d\tau} = f_1 \sin \theta_1 - \zeta_1 h_1,$$

$$2 \frac{d\theta_1}{d\tau} = f_1 \cos \theta_1 + 2h_1 \sigma_1 - \frac{3(\omega^2 - 1)}{2(\omega^2 - 4)} h_1 h_2^2 + \frac{(\omega^4 + 7\omega^2 - 8)}{8\omega^2(\omega^2 - 4)} h_1^3,$$

$$2 \omega \frac{dh_2}{d\tau} = f_2 \sin \theta_2 - \zeta_2 \omega h_2 - \frac{\alpha \omega}{\omega_1^2} h_2,$$

$$2 \omega h_2 \frac{d\theta_2}{d\tau} = f_2 \cos \theta_2 + 2\omega \sigma_2 h_2 - \frac{\alpha \omega}{\omega_1^2 + \omega_2^2} h_2^2 - \frac{3(\omega^2 - 1)}{2(\omega^2 - 4)} h_2^2 h_2.$$

(50)

Equations of the above system represent the equations of modulation for both modified phases $\theta_j (j = 1, 2)$ and amplitudes $h_j$ and, respectively, in which it consists of four ODEs from first order that can be obtained when two resonance cases occur at the same instance. The solutions of these equations are plotted for some selected values of the system’s parameters as in Figures 2–6 in accordance with the following data

$c_1 = 0.01 \text{ N.m.s}/\text{rad}$

$M_0 = 0.005 \text{ N.m}$

$F_0 = 0.08 \text{ N}$

$c_2 = 0.02 \text{ N.s}/\text{m}$

$m_1 = (0.009, 0.010, 0.011) \text{ kg}$

$a = 0.01 \text{ m}$

$B = 1 \text{ T}$

$k = 8 \text{ kg.s}^{-2}$

$\ell = (0.02, 0.03, 0.04) \text{ m}$

$b = 0.02 \text{ m}$

$\Omega = 1 \text{ rad.s}^{-1}$

$R = 100 \Omega$

$\omega_1 = (22.13, 18.07, 15.65) \text{ s}^{-1}$

$\sigma_1 = p_1 - 1$

$\Omega_1 = 2 \text{ rad.s}^{-1}$

$L_{\text{coil}} = 1 \text{ m}$

$\omega_2 = (29.81, 28.28, 26.97) \text{ s}^{-1}$

$\sigma_2 = p_2 - \omega$

$\Omega_2 = 3 \text{ rad.s}^{-1}$

$L_{\text{ind}} = 0.1 \text{ H}$

Figure 2. The amplitude’s time history of $h_1$ at $\omega_1 = (22.13, 18.07, 15.65) \text{ s}^{-1}$. 
To investigate the importance of characteristic parameters on the dynamical system behavior, Figures 2–6 are plotted to display the transient responses of the modified amplitudes \( h_j \) and the modified phases \( \theta_j \) (j = 1, 2) at the specific values of \( W_j \). These values correspond to the normal length of the pendulum arm \( \ell \), the mass \( m_1 \) of the magnet of the harvest, and the damping coefficient \( c_j \) (j = 1, 2), as drawn in parts of these figures. Curves of these figures have decay forms when time \( \tau \) goes on, which points to the represented curves behave in a stable manner. Figure 2 sketches the variation of \( h_1 \) with time when \( w_1 = (22.13, 18.07, 15.65) \text{s}^{-1} \). When \( w_1 \) decreases, the vertical range of the wave describes that \( h_1 \) increases. A closer look at the parts of Figure 3 shows that they are calculated when \( c_1, c_2 \), and \( w_2 \) have the values \( (8 \times 10^{-5}, 6 \times 10^{-5}, 4 \times 10^{-5}) \text{N.m.s/rad}, (0.02, 0.009, 0.0002) \text{N.s/m}, \) and \( (29.81, 28.28, 26.97) \text{s}^{-1} \) in which the variation of these parameters are shown in parts (a), (b), and (c), respectively. It is obvious to conclude that the increase of \( c_1 \) and \( c_2 \) values corresponding to the decreasing of the waves describes \( h_1 \) besides a decay behavior of these waves till the end of the time interval as seen in parts (a) and (b) of this figure, respectively. On the other hand, we can explore that the increasing of \( w_2 \) produces decreasing of the amplitudes of the waves, as seen in part (c). The reason of this variation is due to the first equation of the system (50).

The inspection of the indicated curves of Figure 4 shows that the change happened in the amplitude \( h_2 \) with time \( \tau \) when \( w_1, w_2, c_1, \) and \( c_2 \) have the above different selected values. In general, all plotted waves have a decaying manner with the values of these parameters, while the number of oscillations increases with the change of \( w_2 \) and \( c_2 \) than instead of \( w_1 \) and \( c_1 \) as seen in parts (a), (b), (c), and (d) of Figure 4. The comparison between curves of Figures 2 and 3 with the curves of Figure 4 explores that the variation of the waves describes \( h_2 \) has extremely high impulses than the other waves of \( h_1 \) except for the parts describing the variation of the values of \( c_1 \). The main physical reason for these variations is due to the formal construction of the equations of system (50).

On the other side, Figures 5 and 6 introduce the variation of the modified phases \( \theta_j \) (j = 1, 2) versus time \( \tau \) when \( w_j \) (j = 1, 2) and \( c_j \) (j = 1, 2) have distinctive values. It is concluded that the change of the values of \( w_j \) has a minor impact on the waves describing the conduct of \( \theta_2 \) as drawn in Figure 6(a) and (b), while this change becomes apparent sequentially with the other waves of \( \theta_1 \) as shown in the parts (a), (b) of Figure 5. Parts (c) and (d) of the same figures portray the effect of \( c_j \) on the waves of \( \theta_j \) and \( \theta_2 \). The difference between the curves of these parts becomes closer with the variation of \( c_2 \) than \( \theta_1 \), while the transient responses of the phases \( \theta_j \) behave like standing decay waves through the considered time interval and as obviously from Figures 5(d) and 6(d).

Figures 7 and 8 display the paths of amplitudes \( h_j \) (j = 1, 2) via the phases \( \theta_j \) at the same values of the previous data of \( w_j \) and \( c_j \). It is notable that the projections of these paths on the space planes have the form of straight lines with the planes \( h_1 \theta_1 \) when \( w_j \) have different values, as shown in parts (a) and (b) of Figure 7. The variation with \( c_j \) produces curves that turn on themselves several times at the beginning of variation, while these curves coincide with each other at a certain point at the end of a time interval, as indicated in Figure 7(c) and (d). The plotted curves in Figure 8 displays circular spiral curves are

![Image](http://example.com/image.png)
produced when \( w_j \) and \( c_j \) have different values. In other words, the twisting curves converge on a single point, which describes the stable performances of the amplitude \( h_2 \) and the phase \( \theta_2 \).

The drawn curves of Figures 9 and 10 explore the time-histories of solutions \( \varphi \) and \( x \). The plotted curves have the forms of periodic waves, which assert the stability of these obtained solutions. A careful examination of these figures shows that when \( w_1 \) increases, the amplitude of the waves increases, and the oscillations' number decreases, as seen in parts (a) of these figures. Alternatively, the amplitudes of the waves describing the behaviors of these solutions have a slight effect with the changing of \( w_2 \) and \( c_j \) as noticed in parts (b), (c), and (d) of the same figures.

**Figure 4.** The time history of \( h_2 \) at different values of \( w_j (j = 1, 2) \) and \( c_j (j = 1, 2) \).

**Figure 5.** Modulation of the modified phase \( \theta_1 \) versus time \( \tau \) at (a) \( w_1 = (22.13, 18.07, 15.65) \text{s}^{-1} \), (b) \( w_2 = (29.81, 28.28, 26.97) \text{s}^{-1} \), (c) \( c_1 = (8 \times 10^{-5}, 6 \times 10^{-5}, 4 \times 10^{-5}) \text{N.m.s/rad} \), and (d) \( c_2 = (0.02, 0.009, 0.0002) \text{N.s/m} \).
Figure 11 represents the small amplitudes of the current generated by the harvest circuit, leading to low levels of power at the output within milli-watts, which suit the sensor applications. Figure 12 focuses on the shape of the current wave $I$, which reflects the presence of harmonic signals on the fundamental signals at the starting of the waves as transient current due to the RL circuit, and then the current behaves in a stationary form, which is required for uses.

**Steady-state solutions**

This section aims to examine the model’s oscillations at the steady state, that is, when the oscillations of the transient process disappear due to the damping that occurs in the system. In such cases, equation (50) is of great significance in defining for this purpose, where the steady-state conditions correspond to the zero derivatives of the modified phases $\theta_j$ ($j = 1, 2$) and the amplitudes $h_j$. Then, we can write

$$\frac{dh_1}{dt} = \frac{dh_2}{dt} = \frac{d\theta_1}{dt} = \frac{d\theta_2}{dt} = 0$$

(51)

Following these conditions, the following equations can be obtained

$$f_1 \sin \theta_1 - \zeta_1 h_1 = 0,$$

$$f_1 \cos \theta_1 + 2h_1 \sigma_1 - \frac{3(\omega^2 - 1)}{2(\omega^2 - 4)} h_1 h_2^2 + \frac{(\omega^4 + 7\omega^2 - 8)}{8\omega^2(\omega^2 - 4)} h_1^3 = 0,$$

$$f_2 \sin \theta_2 - \zeta_2 \omega h_2 - \frac{\alpha \omega}{(\chi^2 + \omega^2)} h_2 = 0,$$

$$f_2 \cos \theta_2 + 2\omega \sigma_2 h_2 - \frac{\alpha \omega^2}{(\chi^2 + \omega^2)} h_2 - \frac{3(\omega^2 - 1)}{2(\omega^2 - 4)} h_1^2 h_2 = 0$$

(52)

At this end, it can be stated that the preceding system contains four algebraic equations in terms of $h_j$ and $\theta_j$. If we can remove $\theta_j$, we directly acquire the following two equations in terms of the amplitudes $h_j$ and the parameters of detuning $\sigma_j$. 

---

Figure 6. The time history of the modified phase $\theta_2$ at selected values of $w_j$ ($j = 1, 2$) and $\zeta_j$ ($j = 1, 2$).
Moreover, the relationship of the amplitude–frequency of current has the form

\[ z_1 = \frac{\omega h_2}{\varepsilon \sqrt{\chi^2 + \omega^2}} \]  

(54)

The steady-state vibrations are considered as important parts of the examination of the stability analysis of the considered system. To achieve such a case, we consider the performance of the system in a region very close to the fixed points. Therefore, the following expressions of \( h_j \) and \( \theta_j \) are considered

\[ h_j = h_{j0} + h_{j1}, \quad \theta_j = \theta_{j0} + \theta_{j1}, \quad j = (1, 2) \]  

(55)

Here, \( h_{j0}, \theta_{j0} \) are the solutions at the steady state, while \( h_{j1}, \theta_{j1} \) are the tiny perturbations comparing with \( h_{j0}, \theta_{j0} \). Therefore, substituting (55) into (50) to obtain the following system

\[ f_1^2 = \varepsilon^2 h_1^2 + 4 \left[ h_1 \sigma_1 - \frac{3(\omega^2 - 1)}{4(\omega^2 - 4)} h_1 h_2^2 + \frac{\omega^4 + 7\omega^2 - 8}{16\omega^2(\omega^2 - 4)} h_1^3 \right]^2, \]

\[ f_2^2 = 4\omega^2 \left( \frac{\varepsilon^2 h_2}{2} + \frac{\alpha \chi}{2(\chi^2 + \omega^2)} h_2^2 \right)^2 + \left[ \sigma_2 h_2 - \frac{\omega}{2(\chi^2 + \omega^2)} h_2 - \frac{3(\omega^2 - 1)}{4(\omega^2 - 4)} h_1^2 h_2 \right]^2 \]  

(53)
Since $h_j$ and $\theta_j$ are unknown perturbed functions of both the amplitudes and the modified phases, respectively, then, we can write their solutions as a linear superposition of $Z_{\lambda \tau}(s = 1, 2, ..., 4)$ where $\lambda$ and $h_s$ are eigenvalues and constants, respectively. If the steady-state solutions $h_j$ and $\theta_j$ are asymptotically stable, then the real partitions of the roots of the next characteristic equation of (56) should be negative

$$
\lambda^4 + \Gamma_4 \lambda^2 + \Gamma_2 \lambda + \Gamma_4 = 0
$$
where $\Gamma_s (s = 1, 2, \ldots, 4)$ have the forms

$$
\Gamma_1 = \frac{1}{2} \left( \zeta_1 + \zeta_2 + 2d_3 + \frac{f_1 \sin \theta_{10}}{h_{10}} + \frac{f_2 \sin \theta_{20}}{h_{20} \omega} \right),
$$

$$
\Gamma_2 = \frac{1}{4 \omega h_{10} h_{20}} \left\{ \sin \theta_{20} f_2 \sin \theta_{10} f_1 + h_{10} (\zeta_1 + \zeta_2) + 2d_3 \right\} + \omega h_{20} \left[ h_{10} \zeta_1 (2d_3 + \zeta_2) + f_1 (\sin \theta_{10} \right.
$$

$$
\times (2d_3 + \zeta_1 + \zeta_2) + \cos \theta_{10} \left( -2d_2 h_{10} + d_1 h_{20}^2 
$$

$$
-2 \sigma_1 ) \right] + \cos \theta_{20} f_2 h_{10} ( -2d_1 + d_2 h_{10}^2 + 2 \sigma_2 ) \right\}.
$$

**Figure 9.** The effectiveness of the physical parameters $w_j (j = 1, 2)$ and $c_j$ is revealed on the solution $\varphi$.

**Figure 10.** The effect of variation of $w_j (j = 1, 2)$ and $c_j$ on the solution $x$. 
\[ \Gamma_3 = \frac{1}{8h_{10}h_{20}\omega} \left\{ f_1 \left[ \cos\theta_{10}(\sin\theta_{20} f_2 + \omega h_{20}(2d_3 + \xi_2)) \right] \\
\times \left( -2d_2 h_{10}^2 + d_1 h_{20}^2 - 2\sigma_1 \right) + \sin\theta_{10}(\omega h_{20}\xi_1(2d_3 + \xi_2)) \\
+ f_2(\sin\theta_{20}(2d_3 + \xi_1 + \xi_2) + \cos\theta_{20}(2d_5 - d_4 h_{10}^2 - 2\sigma_2)) \right\} \}
\]
\[ \Gamma_4 = \frac{1}{16\omega h_{10}h_{20}} f_1 f_2 \left\{ 2d_3 d_4 \cos\theta_{10} \cos\theta_{20} h_{10}^4 \right. \\
\times (d_1 h_{20}^2 - 2\sigma_1) \left( \sin\theta_{20}(2d_3 + \xi_2) + 2\cos\theta_{20}(d_5 - \sigma_2) \right) + h_{10}^2 \\
\times \left[ -2d_2 \cos\theta_{10} \sin\theta_{20}(2d_3 + \xi_2) + \cos\theta_{20}(-d_4 \sin\theta_{10}\xi_1 + \cos\theta_{10} \\
\times (-4d_2 d_5 + 3d_1 d_4 h_{20}^2 + 2d_4 \sigma_1 + 4d_3 \sigma_2)) \right] \right\} \]
where
\[ d_1 = \frac{3(\omega^2 - 1)}{2(\omega^2 - 4)}, \quad d_4 = \frac{-3(\omega^2 - 1)}{2\omega(\omega^2 - 4)}, \]
\[ d_2 = \frac{3(\omega^4 + 7\omega^2 - 8)}{16\omega^2(\omega^2 - 4)}, \quad d_5 = \frac{\omega\alpha}{2(\chi^2 + \omega^2)}, \]
\[ d_3 = \frac{\chi\alpha}{2(\chi^2 + \omega^2)}. \]

Now, we can write the basic conditions of stability which are in agreement with the Routh–Hurwitz principle\(^{22}\) for the specific steady-state solutions in the forms
\[ \Gamma_1 > 0, \]
\[ \Gamma_1\Gamma_2 - \Gamma_5 > 0, \]
\[ \Gamma_1\Gamma_2\Gamma_3 - \Gamma_3^2 - \Gamma_4^2\Gamma_4 > 0, \]
\[ \Gamma_4(\Gamma_1\Gamma_2\Gamma_3 - \Gamma_3^2 - \Gamma_4^2\Gamma_4) > 0. \] (59)

A closer look at the curves of Figure 13 explores the steady-state solutions of the amplitudes \(h_1\) and \(h_2\) when \(\sigma_1 = p_1 - 1, \sigma_2 = p_2 - \omega\), in the framework of equations of system (53) with the aid of Routh–Hurwitz conditions (59). The blue curves represent the locus of the roots of the first equation of (53), while the red curves indicate the solutions of the second equation of (53). The intersection points of these curves identify the solutions of both equations of (53). The axial amplitudes and adjusting vibration in the steady-state are determined definitively by these points. In addition, oscillations at the steady-state might be stable or unstable. The stable fixed points are marked by small black circles, while the unstable ones are marked by small gray circles. Curves of Figure 13(a) are calculated when \(c_1 = 0.01, c_2 = 0.02, \ell = 0.03\), and \(m = 0.009\) to obtain one stable fixed point at \(P_1\) (see Table 1). Three fixed points \(P_s\) \((s = 2, 3, 4)\) in Table 1 are obtained in Figure 13(b) when \(c_1 = 8 \times 10^{-5}, c_2 = 0.02, \ell = 0.04,\) and \(m = 0.009\), in which one of them is a stable fixed point and the others are unstable. Finally, to provide a better view about the fixed points, let us shed light on Figure 13(c), which has been sketched at \(c_1 = 6 \times 10^{-5}, c_2 = 0.02, \ell = 0.03,\) and \(m = 0.009\). Five fixed points \(P_k\) \((k = 5, 6, ..., 9)\) are achieved (see Table 1) which are classified into one stable fixed point, and the others are found unstable.
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Figure 13. The intersection of the amplitudes \(h_1\) and \(h_2\) to obtain the fixed points.
The analysis of stability

In this section, the non-linear stability approach is used to analyze the stability of the investigated system, in which the stability parameters are carried out as well as the system’s simulation. The detuning parameters $\sigma_j (j = 1, 2)$, the frequency amplitudes $w_j$, and the damping coefficient $c_j (j = 1, 2)$ play an important role, among the most important parameters, in the stabilization process. The stability diagrams are plotted for system (56), taking into account the selected values of these parameters. The modified amplitudes $h_j$ are plotted for various parametrical regions, in which its characteristics are submitted via the phase plane paths. The possible steady-state fixed points are sketched in Figures 14 and 15 with the varying values of $\sigma_1$, where the range of the fixed points is $-10 \leq \sigma_1 \leq 10$. It is observed from Figure 14(a) that at $w_1 = 15.65$, the range of stable fixed points is $-10 \leq \sigma_1 \leq -0.1$ and the unstable one is satisfied in the area $-0.1 < \sigma_1 \leq 10$. Moreover, the stable and unstable areas of fixed points at $w_1 = 22.13, 18.07$ are $-10 \leq \sigma_1 \leq 0$ and $0 < \sigma_1 \leq 10$, respectively. The solid and the dashed curves denote the ranges of stable and unstable fixed points, respectively.

It should be noticed from Figure 14(b) that the possible fixed points are stable in the range $-10 \leq \sigma_1 \leq 0$ while they lose their stabilities in the area $0 < \sigma_1 \leq 10$. It is observed from Figure 14(c) that the area of stable fixed points at $c_1 = 8 \times 10^{-5}$ is $-10 \leq \sigma_1 \leq 0$ while the unstable one lies in the range $0 < \sigma_1 \leq 10$ with one critical fixed point, which is the point between two areas. In the same context, we found two peaks at $c_1 = (6 \times 10^{-5}, 4 \times 10^{-5}) N.m.s/rad$, in which the stable and unstable

Table 1. The fixed points $P_e \ (e = 1, 2, 3, ..., 9)$.

| Fixed points | Coordinates | Kind of fixed points |
|--------------|-------------|----------------------|
| $P_1$        | $(0.1888, 0.0057)$ | Stable |
| $P_2$        | $(0.380, 1.208)$ | Stable |
| $P_3$        | $(2.0554, 2.2506)$ | Unstable |
| $P_4$        | $(2.3102, 2.549)$ | Unstable |
| $P_5$        | $(0.2698, 0.8669)$ | Stable |
| $P_6$        | $(0.9486, 1.4069)$ | Unstable |
| $P_7$        | $(1.1268, 1.6758)$ | Unstable |
| $P_8$        | $(1.4747, 1.4965)$ | Unstable |
| $P_9$        | $(1.5086, 1.640)$ | Unstable |

Figure 14. The frequency response of $h_1$ via $\sigma_1$ at $\sigma_2 = \omega - \omega$ when (a) $w_1 = (22.13, 18.07, 15.65) s^{-1}$, (b) $w_2 = (29.81, 28.28, 26.97) s^{-1}$, (c) $c_1 = (8 \times 10^{-5}, 6 \times 10^{-5}, 4 \times 10^{-5}) N.m.s/rad$, and (d) $c_2 = (0.02, 0.009, 0.0002) N.s/m$. 
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The analysis of stability

In this section, the non-linear stability approach is used to analyze the stability of the investigated system, in which the stability parameters are carried out as well as the system’s simulation. The detuning parameters $\sigma_j (j = 1, 2)$, the frequency amplitudes $w_j$, and the damping coefficient $c_j (j = 1, 2)$ play an important role, among the most important parameters, in the stabilization process. The stability diagrams are plotted for system (56), taking into account the selected values of these parameters. The modified amplitudes $h_j$ are plotted for various parametrical regions, in which its characteristics are submitted via the phase plane paths. The possible steady-state fixed points are sketched in Figures 14 and 15 with the varying values of $\sigma_1$, where the range of the fixed points is $-10 \leq \sigma_1 \leq 10$. It is observed from Figure 14(a) that at $w_1 = 15.65$, the range of stable fixed points is $-10 \leq \sigma_1 \leq -0.1$ and the unstable one is satisfied in the area $-0.1 < \sigma_1 \leq 10$. Moreover, the stable and unstable areas of fixed points at $w_1 = 22.13, 18.07$ are $-10 \leq \sigma_1 \leq 0$ and $0 < \sigma_1 \leq 10$, respectively. The solid and the dashed curves denote the ranges of stable and unstable fixed points, respectively.

It should be noticed from Figure 14(b) that the possible fixed points are stable in the range $-10 \leq \sigma_1 \leq 0$ while they lose their stabilities in the area $0 < \sigma_1 \leq 10$. It is observed from Figure 14(c) that the area of stable fixed points at $c_1 = 8 \times 10^{-5}$ is $-10 \leq \sigma_1 \leq 0$ while the unstable one lies in the range $0 < \sigma_1 \leq 10$ with one critical fixed point, which is the point between two areas. In the same context, we found two peaks at $c_1 = (6 \times 10^{-5}, 4 \times 10^{-5}) N.m.s/rad$, in which the stable and unstable
areas are \(-10 \leq \sigma_1 \leq -0.4\) and \(-0.4 < \sigma_1 \leq 10\), respectively. Finally, the curves of Figure 14(d) reveal that we have only one critical fixed point at \(c_2 = (0.02, 0.009, 0.0002)\) with stable and unstable ranges \(-10 \leq \sigma_1 \leq -0.1\) and \(-0.1 < \sigma_1 \leq 10\), respectively. Based on the preceding presented analysis of Figure 14, we conclude that the amplitude \(h_2\) via \(\sigma_1\) has the same areas of stability and instability as seen in parts of Figure 15. The connection points between these curves characterize the critical values of the celebrity wave at which transcritical bifurcation is done due to one fixed point.

Figures 16 and 17 display the frequency response variation of \(h_j\) \((j = 1, 2)\) via the detuning parameter \(\sigma_2\) for different values of \(w_j\) and \(c_j\) through the range \(-3 \leq \sigma_2 \leq 3\) at \(\sigma_1 = p_1 - 1\). The aim of the graphs is to generate the results of Figure 16, to examine the influence of \(w_j\) and \(c_j\) on the frequency response of \(h_1\) versus \(\sigma_2\). Each curve has only one critical fixed point separated between the stable areas and unstable at \(w_1 = 22.13\), the stable and unstable areas are \(-3 \leq \sigma_2 \leq -0.17\) and \(-0.17 < \sigma_2 \leq 3\), respectively, while at \(w_1 = 18.07\), the stable and unstable areas are \(-3 \leq \sigma_2 \leq -0.27\) and \(-0.27 < \sigma_2 \leq 3\). Later, at \(w_1 = 15.65\), one observes that the stable and unstable areas will be \(-3 \leq \sigma_2 \leq -0.57\) and \(-0.57 < \sigma_2 \leq 3\), respectively.

It is remarked from the curves of Figure 16(b) that there exists only one critical point and one peak when \(w_2 = (29.81, 28.28, 26.97)\) in which the stability and instability areas are found in the ranges \(-3 \leq \sigma_2 \leq -0.27\), \(-3 < \sigma_2 \leq -0.21\), \(-3 \leq \sigma_2 \leq -0.17\), and \(-0.27 < \sigma_2 \leq -0.21\), \(-0.21 < \sigma_2 \leq 3\), \(-0.17 < \sigma_2 \leq 3\), respectively. Here, we can deduce that when \(w_2\) increases, the peaks are slightly shifted down, as seen in Figure 16(b). The reason goes back to the realization of the Routh–Hurwitz conditions during the investigated range and to the equations of modulation (56).
The inspection of the curves displayed in Figure 16(c) shows that there is only one critical fixed point at $c_1 = \frac{8 \times 10^{-5}, 6 \times 10^{-5}, 4 \times 10^{-5}}{\text{N.m.s/rad}}$ besides several peaks on these curves, in which the stable and unstable areas lie in the ranges $-3 \leq \sigma_2 \leq -0.4$ and $-0.4 < \sigma_2 \leq 3$, respectively. On the other hand, at $c_2(= 0.02, 0.009, 0.0002)\text{N.s/m}$, the stable and unstable areas are found in the ranges $-3 \leq \sigma_2 \leq -0.5$ and $-0.5 < \sigma_2 \leq 3$, respectively. The same observations can also be applied to the corresponding parts of Figure 17.

Figure 16. The frequency response of $h_1$ versus $\sigma_2$ at $\sigma_1 = p_1 - 1$ when (a) $w_1 = (22.13, 18.07, 15.65)\text{s}^{-1}$, (b) $w_2 = (29.81, 28.28, 26.97)\text{s}^{-1}$, (c) $c_1 = (8 \times 10^{-5}, 6 \times 10^{-5}, 4 \times 10^{-5})\text{N.m.s/rad}$, and (d) $c_2 = (0.02, 0.009, 0.0002)\text{N.s/m}$.

Figure 17. The variation of the modified amplitude $h_2$ versus the detuning parameter $\sigma_2$ at $\sigma_1 = p_1 - 1$.
Conclusion

The vibration reduction and the energy harvesting of a spring-pendulum of a novel dynamical system are investigated. The structure of the pendulum is adjusted using an independent electromagnetic harvesting device. The harvesting is based on a magnet in an oscillating coil. The harvester’s energy gathering, as well as its vibration mitigation performance, has been improved. Lagrange’s equations are applied to derive the EOM of this system, considering the influence of external forces and moments. Precise standardization of the approximate solutions is obtained using MSM. All secular terms are averted to acquire the solvability requirements and the modulation equations in light of the examination of the external resonance condition. The stability conditions are gained utilizing the Routh–Hurwitz conditions, in which the stability and instability regions are plotted and analyzed according to the determination of stable or unstable fixed points. The temporal histories of the modified phases and amplitudes generalized coordinates, frequency responses curves, and the stability and instability areas are drawn to expose the impact of the various parameters on the attitude of the studied system, in which the system displays transcritical bifurcations at certain values of $\sigma_j$. The relevance of this work lies in its current uses in the control sensors.
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