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Abstract. Knowledge in web documents, Relevance ranking of webpages and so on are some of the under-researched areas in web content mining (WCM). Apart from the general data mining tools used for knowledge discovery in web, there have been few attempts at reviewing WCM and these were from the perspective of the methods used and the problems solved but not in sufficient depth. This existing literature review attempts does not also reveal which problems have been under-researched and which application area has the most attention when it gets to WCM. The goal of this systematic review is to make available a comprehensive and semi-structured overview of WCM methods, problems and solutions proffered. To provide a comprehensive literature review on this subject, 57 publications which include journals, conferences proceeding, and workshops were considered between the periods of 1999-2018. The findings reveal that updating dynamic content, efficient content extraction, eliminating noise blocks etc remain the most prominent challenges associated with WCM with a very high attention on solving these problems in a more efficient manner. Also, most of the solutions proffered to the problems still come with their various limitations which make this area of research fertile for future research. Caching dynamic web data. With regard to content, the techniques used for content extraction in WCM consist of used Data Update Propagation (DUP), Association rule, Object Dependence Graphs, classification techniques, Document Object Model, Vision-Based Segmentation, Hyperlink-Induced Topic Search and so on. Finally, the study revealed that WCM has been mostly applied to general websites which include random webpages seeking to extract specific parameters. The review was able to identify the limitations of the current research on the subject matter and identify future research opportunities in WCM.

1. INTRODUCTION

In the last decades, the web has become the largest publicly accessible data source in the world because of its swift growth. The web possesses some distinctive characteristics which make extracting interesting information and knowledge from it a captivating and challenging task. Some of these characteristics are; huge amount of information, data of different types, heterogeneous information, linked information, noisy information, dynamic information, the web is about business, commerce and a virtual society. These unique characteristics gave an opportunity for data mining and machine learning techniques for extracting useful information from the web[1].
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Therefore, extracting useful information and patterns from Web hyperlink structure, page content, and usage data using data mining and machine learning techniques is known as web data mining. Some of the useful data mining and machine learning techniques for web mining are classification analysis, association rule learning, clustering analysis, support vector machine algorithm, artificial neural networks[2]–[5]. Web mining task can be categorized into three: web structure mining, web usage mining and WCM [1], [6]–[9].

Web structure mining involves discovering useful information or knowledge from hyperlinks. For instance, analysing the nodes and connection structure of a website using graph theory [5], [10]. Two things are discovered: the website structure which shows its interconnectivity to other websites and the document structure of the website specifically, relating to the interconnectivity of pages within the website[11]. Web structure mining minimizes digressive search results and the inability to index the massive amount of data available on the World Wide Web (WWW).

Web usage mining entails extracting patterns and data from server logs to understand client or user actions including where they are from, the number of clients or users who clicked an item on the web page and the sort of activities being done on the website [12]. Large volumes of data are generated and collected daily by organizations. Majority of the data are automatically generated by web servers and collected in logs, which can be analysed to determine the effect of promotion, cross marketing strategies and so on. Also, helping an organization to better structure a website to increase its presence [5].

WCM involves mining useful information from Web pages contents. The contents of webpages are usually textual, images and audio or video data[13], [14]. WCM could be achieved by cluster and classify web pages automatically based on their topics (postings of forums, product descriptions, specific words) to unveil hidden patterns and knowledge. For instance, customers opinions can be unveiled by product reviews and postings made by them on the web.

In this study, the overarching focus of the systematic review is on WCM and seven main research questions are established systematically to evaluate the trends and direct future research areas in WCM. Several journal articles and conference papers on WCM were reviewed to establish the discovered trends.

2. WEB CONTENT MINING

WCM can be broken down into search result and webpage content mining[6]. In web page content mining useful hidden patterns are extracted from web pages contents, while search result mining involves using the contents of web pages to rank web pages for a search query.

In carrying out WCM task, there are challenging issues in automated discovery processes which are due to the varied structure in web resources [15]. Hence, the extraction approaches depend on the web page content data type. The web page contents can be categorized into unstructured data type, which entails unstructured text mining methods such as clustering, summarization, information extraction, information visualization and topic tracking; Structure data type, which entails structure data mining techniques such as page content mining, web crawler and wrapper generation; Semi-structured data, which entails semi-structure data mining techniques such as web data extraction language, object exchange model and top down extraction; and lastly multimedia data type which entails multimedia data mining methods such as shot boundary detection, multimedia miner, SKICAT and colour histogram matching[8].

Useful information such as forum postings, the product description is extracted from web page content as a result of mining processes for several reasons in meeting specific needs. For instance, e-commerce websites, blogs and forums can be mined to discover consumer opinions.

Application areas such as recommender systems, internet search engines, business intelligence, uncovering web robots etc. involve the use of different WCM techniques.
Challenging issues in automated discovery processes are due to the unavailability of structure in web resources [15], hence, various techniques are used for different data types – unstructured data, which is not organized and does not have a specific data type; structured data which is organized and is managed by a Database Management System (DBMS) and semi-structured data are partly organized.

A typical WCM architecture comprises of various processes. These processes vary in relation to the expected result. According to [16], a typical WCM architecture consists of six main components which includes; user, webserver, web content, data mining techniques, recommendation engine and recommendations. The user searches a web server through a query or by maneuvering links around the web pages; the web contents express the users’ interest. Specific contents frequently reviewed by the user are noted and organized in clusters or discovered trends or pattern, using certain data mining algorithms, such as hierarchical agglomerative clustering, semantic characterization and keyword extraction and so on.

3. RESEARCH QUESTIONS

The aim of this research is to answer the following research questions (RQs):

RQ1: What WCM application domain has been explored in literature?

- The motivation for this question is to identify the application domains that have benefited from WCM and why.

RQ2: What kind of methods are the most used for WCM?

- The motivation for this question is to discover trends applied methodologies in web mining thereby establish the state of the art methodologies.

RQ3: What is the dominant WCM problem?

- The motivation for this question is to establish the open problems in WCM.

RQ4: What solutions were offered to the problems identified?

- The motivation of this question is to discover existing solution to the open problems.

RQ5: Which WCM problem has been under-researched?

- The purpose of the answer to RQ5 is to identify gaps for future research.

RQ6: Which journal is dominant in the field of WCM?

- The main motivation for this is to discover most important WCM journal.

RQ7: What is the percentage of publications published after the year 2013?

- This question is directed at discovering the recent contribution trend in WCM.

4. METHODOLOGY

The research questions are structured to express the content of literature review particularly following the approach of [17] and [18]. Scopus database, IEEEExplore and CiteSeerx were the main source for the publication due to their richness in content as regards WCM publications. The search in the earlier mentioned databases was on WCM in the article title, abstract or keywords. Subsequently, the search string was modified to include “web content extraction” and “content extraction”. 80% of the papers used were found in the Scopus database.

To maximize the Scopus database in retrieving the publications we used, we combined keywords to test synonyms used in literature to uncover the variety of publications in WCM. The following restriction help to define the boundary of our study; (i) source type (i.e. journal and conference papers, (ii) publication year - before and including the last quarter of 2017, and (iii) Scopus’ subject area of Computer Science.
4.1. Inclusion criteria:
(1) Web data, WCM, problems, typical application and future trends were guides to arriving at the search criteria and the major topics of the publications, (2) Only the most recent publications were selected in cases of multiple publications.

4.2. Exclusion criteria:
(1) General WCM procedure publications were excluded because they did not focus on solving a problem as regards to WCM. (2) Publications that focused on general WCM tools we also excluded. (3) Journal articles that were not accessible online are excluded. (4) Publications on web mining that focused on solving web structure mining and web usage mining were not used.

Relevant criteria were applied to the titles and abstract of the papers, and in cases where it was not clear enough, the whole publication was scanned to determine the inclusion and exclusion papers for this review. The outcome resulted in 57 publications included in the next research steps. These 57 publications were selected from a total of 78 which was retrieved before applying the inclusion criteria. The year of the publications selected ranged from 1998 to 2018.

5. RESULT AND DISCUSSION

RQ 1: What WCM application area has been treated in literature? To answer the first research question, the application areas are divided into General websites – i.e. random webpages seeking to extract specific parameters, Sports – includes papers that are sport related e.g. Olympics, etc., publishing – content extraction for publishing reasons, news – papers showing content extraction from news webpages, Search Engines – content extraction based on the search results of search engines, multi-language websites – paper that show content extraction from non-English webpages i.e. Chinese, Arabic and Vietnamese webpages, Educational – online course extraction for recommendation, Entertainment – music and video extraction, Social media – extracting twits for various purposes, Tourism – extracting tourist data from tourism related webpages.

From the diagram in Figure 1, it is obvious that general website data has benefited extensively from WCM with a percentage of 53% followed by News with 21%. This result is supported with these references [19]–[26].
RQ2: What kind of methods are the most used for WCM?
To answer this question, we focus on reviewing the methods employed for the most important phase of WCM which is web content extraction. This is because the result of this phase determines the result of the knowledge discovery phase.

The methods used according to literature are explained as follows; [27] used Data Update Propagation (DUP) for web content extraction, [28] used Association Rule for web content extraction but did not cover many Hoover websites. [29] used Object Dependence Graphs (ODG) for efficient web content extraction. [21], [25], [30]–[35] used the classification technique for effectual content extraction, issues such as scalability, noise etc. were discovered at various points. [36]–[38] used Natural Language Processing (NLP) to efficiently extract contents from different webpages. [23]–[25], [39]–[53] used Document Object Model (DOM) to optimize web content extraction. [19], [22], [54] used Vision Based Segmentation for efficient content extraction. [55] used the Hyperlink Induced Topic Search (HITS) to efficiently extract web contents. [20], [30], [54], [56]–[60] showed that clustering can be used for effective web content extraction. [61] used Page Content Rank for content extraction. [62]–[66] used various extraction algorithms, however, noise was still found after they were used. [67] used Key Information Method for web content extraction. [22] used Recognizing Information Page Blocks (RIPB) for effective content extraction. [68], [69] used content code (Content Code Vector (CCV) and Content Code Blurring (CCB)) to extract contents from webpages. [70]–[72] used different web crawling algorithms for content extraction. [71] used Categorization and Information visualization for efficient web content extraction. [30], [73] showed that hashing can be used for effective content mining. [32] used shallow similarity analysis to extract web contents. [73] used block splitting to effectively mine contents from webpages. [26] used Sentiment and Keyword Analysis to efficient extract contents from webpages. [74] used RSS Feed for web content extraction. [75] used a Video text detection-based algorithm to mine contents from webpages. [76] used Name Entity Recognition (NER) to mine twit location from twitter post. From the review of the methods employed in WCM it is obvious that DOM (Document Object Modeling) is mostly used to optimize web content extraction in
RQ3: What is the dominant WCM problem?

The specific pitfalls observed with respect to various WCM researches include the following; data cleaning in WCM is very challenging due to the availability of additional noise sources from the inadequacies of feature extractors[28].

Inability to separate webpages that comprise of tags like DIV other than than the table tag and only Chinese news webpages were considered for experimentation[46]. [55]used Hyperlink Induced Topic Search (HITS) algorithm which works by finding hub and authority page, but it becomes difficult for it to find out those hub web pages that have few authority pages linked with it.

Lihui and Chue in [20] introduced a technique called Semantic Visual Document (SVD) for representing web documents. However, the problem with this approach is that the number of words for the query expansion was selected via intuition and no research was carried out to test their validity.

Smizansky et al in [61] proposed a method called Page Content Rank (PCR), it combines several heuristics that are important for analysing the content of web pages. Nevertheless, the time complexity of obtaining the starting set of pages is a weak point of the PCR implementation. In [49], Pan et al. suggested a technique for web page content extraction based on statistics and link density, yet, the benchmark values in this paper don't generally adjust to some news pages, for example, stock news, so it is still hard to locate an arrangement of all-inclusive parameters. Weninger et al. in [60] developed a method that uses tag ratios. To compute the ratio of several non-HTML tag characters to the total number of HTML tags available, tag ratios are used. However, the limitation of this method is the indentation of the codes in webpages which can provide different tag ratio values. In [39] Bhardwaj and Mangat presented an improved word to leaf ratio (WLR) approach was proposed, but the algorithm does not extract content from the previously mentioned tags if they are used in the background of <div> tag’s property. Mathiyalagan in [32] proposed a framework aimed to enhance the existing string-matching plagiarism detection approach with similarity analysis techniques. In this study the program could not detect similar repeating sections of the same document.

Koltringer and Dickinger in [26] presented an automated WCM approach. The accuracy of the categorization approach is limited due to the human component. The future challenge is to identify processes to build measures and models to help understand how social media, news media and other influences impact destination brand image.

In [59] Menaka and Nagadeepa presented a method that used clustering to extract images from web pages was proposed. However, the training data set was small compare to mostly used pictures in literature. Detecting and updating dynamic content – dynamic contents are produced by most websites ranging from ecommerce sites to sport sites. Creating and updating data on these websites are problems for efficient web content extraction [29], [37]. Efficient content extraction – due to the immense increase of web data, research to explore different fields becomes important, many of these require adequate content for optimizing productivity and efficiency[57], [60], [75]. Detecting and extracting web content structure – webpages contain a lot of contents based on the topic of the webpages which vary from navigation to contact information, also, a webpage may contain many irrelevant topics, these reduces the performance of the efficient content extraction [19], [44]. Identifying and extracting web content blocks – unnecessary blocks are contained in webpages, they include adverts, unnecessary links. Removing these blocks and extracting important informative content blocks becomes necessary[45], [62]. Eliminating noise blocks – noise blocks contain unwanted contents (adverts etc.), they affected content extraction negatively[21], [69], [73]. Others include the following: caching dynamic web data [27], representing knowledge in web documents [20], relevance ranking of webpages [61], enhancing string-matching plagiarism detection approach [32], web crawling and running Natural Language Processing (NLP) parallelly[38], classifying posts as content related or not [35], web content credibility [58]
Figure 2 reveals that the dominant research problem is to achieve an efficient extraction of web contents. In as much as most researchers focused on solving this problem, it still possesses a major problem to researchers as identified in RQ4.

RQ4: What solutions were offered to them and direction for future research?

Some of the proposed solutions to the above problems is described as follows; in the process of information extraction, information from wrapped websites as a source of training data to improve their extractors can be a viable option for further research [28]. [37] proposed adopting the crawler for locating news in Spanish; improve the document representations by constructing logic predicates or conceptual graphs as formal text representations; extend the generalization methods in order to discover other kind of patterns such as: associations, clusters and deviations; specialize the whole process to some domain such as economy or politics. [19] proposed a new approach of extracting web content structure based on visual representation. The use of this plan for versatile content conveyance to encourage better web browsing on cell phones can be considered for future works. [62] suggests that considerations should be on the algorithms as part of a system that crawls web pages, and primary content blocks are extracted from it. It is also imperative to look at the primary content and identify heuristic algorithms to identify the semantics of the content to generate mark-up. In [21], Li and Ezeife proposed a framework, WebPageCleaner, for wiping out noise blocks from web pages for enhancing the precision and productivity of WCM. In [67], Wang, Lu and Zhang suggested incorporating the KIM (Key Information method method) into classification or integration model building to reduce the cost of labelling large training samples is a necessary focus for researchers. [68] suggests that for further work on Content Code Blurring (CCB), researchers will have to include fine tuning of the parameters, combining it with other methods to achieve better results and to incorporate some notion of the Document Object Model (DOM) block elements to enhance recognition of structurally related parts of a document. [49] recommends that further investigation concerning the advancement of search engine interfaces which incorporate concept recovery and extension of semantic and equivalent words are imperative. [23] believes that SDOM can be expanded to a more complicated semantic
environment. More research into integrating semantic into DOM tree is necessary. [60] stated that there is a need for further investigation on the clustering algorithm used in Content Extraction via Tag Ratios (CETR). [71] suggested that it is imperative to compare focused crawling and direct search using a search engine. [77] recommends that for further research, more focus should be made to other algorithms of clustering to improve performance. [72] suggests that more focus should be on refinement of the requirements for DDNA used as a tool in the process of dynamic web data mining and on the problem of interaction between web sites and experiential knowledge base repositories developed during crawling experiences. They also recommended research into the possible application of proposed combination of DDNA and web crawlers as smart decision support assistant in data mining processes. [43] suggest that by collecting the concentration of links in cases where the links contain one or two words, it could be possible to find the menus of the webpage. [25], [39] for further study, suggested adopting their approach for a crawler to efficiently extract informative content from the web, also, it is imperative to automatically infer different data, including name, price, comments, and technical product details, from shopping web domains. [32] suggests that making their program detect similar repeating sections in the same document could be researched on. [40] recommends that researchers could consider incorporating information to their method could be vital and on event information generation. [66] aim to use the extracted content from the BiLEx algorithm as the input source of data to a classification system already built, then improve the system to create a simple search engine. [26] suggests that further conceptualization about how to employ content mining for market research is necessary, and a longitudinal study monitoring online destination representation is an interesting future research avenue. In [57], Huang et al proposed a clustering-based web content extraction algorithm. The algorithm can be adopted into various WCM applications. [70] suggest that for further studies, their proposed procedures can be followed to develop Dynamic Relevance Search Engines (DRSE) that combines personal, social and local data to show relevant results. [35] suggest that their model could be used to group starting posts and replies to yield different analytics about the relatedness of the contents of threads.

According to literature, WCM is a blossoming research area with many opportunities. The above-mentioned suggestions show that the techniques, algorithms and methods presented can be utilized in various ways for implementing ground-breaking research.

RQ 5: Which WCM problem has been under researched?

| S/N | Problems                                              | Paper Count |
|-----|-------------------------------------------------------|-------------|
| 1.  | Detecting and updating dynamic web content            | 2           |
| 2.  | Efficient content extraction                          | 31          |
| 3.  | Detecting and extracting web content structure        | 5           |
| 4.  | Identifying and extracting content blocks             | 5           |
| 5.  | Eliminating Noise blocks                              | 7           |
| 6.  | Others Caching dynamic web data                      | 1           |
|     | Representing knowledge in web document                | 1           |
Based on the review conducted, a lot of WCM problems have been under researched, therefore enabling the domain a practical choice for research. According to this study, the following WCM problems were under researched:

- Caching dynamic web data [27]
- Representing knowledge in web documents [20]
- Relevance ranking of webpages [61]
- Enhancing string-matching plagiarism detection approach [32]
- Web crawling and running Natural Language Processing (NLP) parallelly [38]
- Classifying posts as content related or not [35]
- Web content credibility [58]

RQ6: Which journal is dominant in the field of WCM?

Table 1 gives the summary of the frequency of publications in specific journal, revealing how often they publish content mining research. All journal/conference or workshops that have only one publication have been excluded from the table.

Table 1 shows that in WCM, the journal of Information Processing and Management was dominant across the papers that were reviewed for this study, followed by the IEEE Transactions on knowledge and Data Engineering journal.

| Journal/Conference/Workshop                              | Count |
|----------------------------------------------------------|-------|
| IEEE Transactions on Knowledge and Data Engineering      | 3     |
| IEEE Conference on Computer Communications               | 2     |
| ACM SIGKDD International Conference on Knowledge Discovery and Data Mining | 2     |
| Asia-Pacific web conference                              | 2     |
| Information Processing and Management                    | 5     |
| International Workshop on Database and Expert Systems Applications | 2     |
| Expert Systems with Applications                         | 2     |
RQ7: What is the percentage of publications published after year 2010?

Figure 3 reveals that 36% of the total publications used belong to the 2013 till date category, meaning that there is increase in research on WCM in recent years.

6. CONCLUSION AND FUTURE WORK

In this study, a comprehensive systematic review and analysis of paper published in journals, conference proceedings and workshops in WCM for 20 years was conducted. The aim was to assess the current research articles in WCM to discover the trend in contributions and the open problems in WCM. Through the review the following were observed:

- Application of WCM to general websites has had the most attention followed closely by websites contains one kind of news or the other (Debnath et al., 2005; Kakol et al., 2017; Li & Ezeife, 2006; Sambanthan, & Dhenakaran, 2017).
- Since the knowledge discovery techniques in WCM remain the same as data mining, the major uniqueness’ of methods used for WCM is in the pre-processing of web content, particularly content extraction. The techniques commonly used for content extraction in WCM are Data Update Propagation (DUP), Association rule, Object Dependence Graphs, classification techniques, Document Object Model, Vision Based Segmentation, Hyperlink Induced Topic Search and so on [33], [47][78].
- Detecting and updating dynamic content, efficient content extraction, eliminating noise blocks etc are some of the problems associated with WCM[40]. However, there are more contribution to providing a more efficient content extraction in literature.
- Most of the solutions proffered in literature to the discovered WCM problems still come with their various limitation, therefore, there is need to keep looking for better solutions [35]. [57][79].
- Caching dynamic web data, representing knowledge in web documents, Relevance ranking of webpages, enhancing string-matching plagiarism detection approach were identified to be under researched, thus gives opportunity for future research in the areas.

The above observations imply a very rich research opportunity in WCM. It reveals the limitations of current researches in WCM studies and identifies future research opportunities.
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