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Abstract. Sign language is a beautiful visual language and is also the primary language used by speaking and hearing-impaired people. However, sign language has many complex expressions, which are difficult for the public to understand and master. Sign language recognition algorithms will significantly facilitate communication between hearing-impaired people and normal people. Traditional continuous sign language recognition often uses a sequence learning method based on Convolutional Neural Network (CNN) and Long Short-Term Memory Network (LSTM). These methods can only learn spatial and temporal features separately, which cannot learn the complex spatial-temporal features of sign language. LSTM is also difficult to learn long-term dependencies. To alleviate these problems, this paper proposes a multi-view spatial-temporal continuous sign language recognition network. The network consists of three parts. The first part is a Multi-View Spatial-Temporal Feature Extractor Network (MSTN), which can directly extract the spatial-temporal features of RGB and skeleton data; the second is a sign language encoder network based on transformer, which can learn long-term dependencies; the third is a Connectionist Temporal Classification (CTC) decoder network, which is used to predict the whole meaning of the continuous sign language. Our algorithm is tested on two public sign language datasets SLR-100 and PHOENIX-Weather 2014T (RWTH). As a result, our method achieves excellent performance on both datasets. The word error rate on the SLR-100 dataset is 1.9%, and the word error rate on the RWTHPHOENIX-Weather dataset is 22.8%.
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1 Introduction

Sign language is a conventional visual language, so it is different in every country and region. Sign language mainly uses hand information, movement trajectories, and gesture shapes, supplemented by facial expressions to convey information. It is the most important way for people with hearing impairment and speech impairment to communicate and learn knowledge in daily life. However, sign language is complex and difficult to learn. Therefore, video sign language recognition is becoming more and more important, which can promote better communication between the hearing impaired and the normal hearing people.

There is a big difference between continuous sign language recognition and isolated sign language recognition. Isolated sign language recognition is a classification task
These tasks are similar to action recognition. But isolated sign language recognition is far more complicated than action recognition. This is because sign language actions involve complicated finger interactions and excessive movement of multiple actions, and some sign language vocabulary are very similar. Action recognition only needs to recognize simple actions such as sitting down, bending, etc. Continuous sign language recognition is more complicated than isolated sign language recognition. This is because we need to recognize a series of consecutive sign words, and there is no obvious separation between each word. That is to say, the annotation information of continuous sign language recognition lacks the separation between words, so it belongs to the weakly supervised sequence to sequence task.

In order to promote the development of continuous sign language recognition technology, some researchers have produced large-scale sign language datasets [1,12,15]. Methods based on deep learning have gradually become the mainstream method in recent years. These methods have achieved excellent performance in continuous sign language recognition tasks. Cui et al. [6] proposed recursive convolutional neural network segmentation optimization to recognize continuous sign language. Another study [12] also showed the superiority of deep learning over manual feature-based methods in hierarchical attention in the latent space.

We designed our continuous sign language recognition network into three parts: feature extraction, encoding network, and decoding network. With the development of deep neural network, we could extract depth images, optical flow and skeleton data from RGB frames. Single-modal data has some natural drawbacks: RGB images are easily affected by light and angle; skeleton data lacks facial details, etc. Effective multi-modal data fusion methods can highlight the merits of different modal data, and utilize the specificity and complementarity of multiple modal data to obtain robust sign language representations. At present, only a few continuous sign language recognition algorithms used multi-modal data fusion strategies [27]. In this work, we used the method of fusion skeleton and RGB data, which can not only take advantages of the good robustness of skeleton data, but also take advantages of the rich information of RGB data.

We first used a sliding window to split the sign language data into clips, which can reduce the length of the input sequence and avoid the network from learning too long-term dependencies. The clip data contains spatial-temporal features, which are more conducive to continuous sign language recognition. We used the transformer-based Vision Transformer Network (ViT) [8] to extract RGB clips’ spatial-temporal features and designed an Attention-enhanced Multi-scale 3D Graph Convolutional Network (AM3D-GCN) as the feature extractor of the skeleton clips. This is because the skeleton data could be regarded as natural graph data. Using the GCN network can learn the coordinate information of each joints and the relationship information between the joints. Then, the use of 3D-GCN can directly learn spatial-temporal features. The use of multi-scale architecture can allow the network to learn the dependencies between long-distance joints better. The use of spatial-temporal attention mechanism can further improve the robustness of the network and reduce the negative effects of imprecise points on recognition results.

In the Encoder network part, the previous methods mainly used RNN and its variant network [21]. However, sign language sequences often contain hundreds of frames,
and it is difficult for RNNs to learn such long-term dependence. We designed an encoder network based on Transformer [22], which has the advantages of high efficiency, suitable for long-sequence modelling, and self-attention. In the Decoder network, we designed a CTC decoder network. Finally, the sign language words sequence can be identified from the continuous sign language skeleton data and RGB data.

In general, our contributions are mainly reflected in the following aspects:

1. We used the feature fusion strategy of RGB and skeleton to further improve recognition performance, which can take advantage of the robustness of the skeleton data and the valuable information of RGB data. A sliding window is designed to reduce the input sequence length, which is convenient for the subsequent network to extract spatial-temporal features.

2. In the feature extractor part of the skeleton data, we designed an AM3D-GCN network. Its 3D architecture can directly extract spatial-temporal features; the design of multi-scale parallel GCN enables it to learn features at different levels; the spatial-temporal attention network can further improve its robustness.

3. We designed a continuous sign language encoder network based on Transformer and designed a CTC decoder network. Furthermore, we conducted sufficient experiments on two public sign language datasets, and the recognition results reached the state of art.

2 Related work

2.1 Skeleton based Methods in Isolated Sign Language Recognition

Many researchers used skeleton data for isolated sign language recognition. For example, Devineau et al. [7] used skeletal data to generate fake images and then used Convolution Neural Network (CNN) to process them. Konstantinidis et al. [18] regarded the skeleton data as sequence data and used the Recurrent neural network (RNN) methods to process it. However, the recognition results of the above algorithm were unsatisfactory. This is because when the skeleton data is processed as images or sequence data, the association relationship between the joints is lost.

Skeleton data is natural graph data, so it is very suitable for feature extraction with GCN. SAM-SLR [13] used the fusion of skeleton data, RGB data, optical flow data, and depth data for sign language vocabulary recognition and they designed SL-GCN to extract the skeleton data features. SLR-Net [19] is a GCN algorithm based only on skeleton data. It has achieved the best recognition effect on two public datasets CSL-500 [28] and DEVISIGN-L [26].

2.2 Continuous Sign Language Recognition

In recent years, continuous sign language recognition methods based on deep neural networks [5,6] mostly used the CNN-LSTM network architecture. These methods used CNN to extract spatial features, then used LSTM to learn temporal features. There were also some methods that combine traditional hidden Markov models with deep neural networks. For example, Koller et al. [17] embedded HMM into the CNN-LSTM network.
3 Method

As shown in Fig. 1. Given a sign video $X = (x_1, x_2, ..., x_T)$ with T frames, our goal is to generate a sign glosses sequence $G = (g_1, g_2, ..., g_N)(T >> N)$. This means learning conditional probability $p(G|X)$ in mathematical terms. In addition, our source sequence is video. We first used a sliding window to segment the video, which greatly reduces the input sequence length. We then designed a Multi-View Spatial-Temporal Feature Extractor to extract spatial-temporal features $f_{1:U}$ of RGB and skeleton clips. In addition, we used a transformer-based architecture to get the representations $z_{1:U}$ of the sequence at different time steps. Finally, We trained our method in an end-to-end manner with CTC loss function and get the output glosses sequences.

3.1 MSTFE: Multi-View Spatial-Temporal Feature Extractor

First, the skeleton data was extracted from the RGB video using the OpenPose [3] algorithm. As shown in Fig. 2, a total of 52 joints were used, including 42 joints for the hands, 5 joints for the face, and 5 joints for arms and neck. Then the skeleton data was preprocessed by geometric translation and zooming to reduce the differences caused by the height and body of different people. We used skeleton data and RGB data to perform sign language recognition together.
Given a sign video $X$, we first used a sliding window to generate a set of ordered video clips. The sliding window length has been set to $m$, which means each clip has $m$ frames. RGB clip is represented as $I = (I_1, \ldots, I_U) = \{I_t\}_{t=1}^U$ with $U$ clips, and the skeleton clip set is $S = (S_1, \ldots, S_U) = \{S_t\}_{t=1}^U$. The input of MSTFE is RGB clips and skeleton clips. The spatial-temporal features of RGB clips were extracted by ViT [8], and the spatial-temporal features of skeleton clips were extracted by AM3D-GCN. The features of these different modalities are respectively processed by the FC layer, so that the output dimensions are all 512 dimensions. Then the two features are concatenated to obtain 1024-dimensional features, and then fully connection and ReLU operations are performed on them to obtain the multi-view spatial-temporal representations of $f_{1:U}$, where $f_t \in \mathbb{R}^d$, $d = 1024$. 

Fig. 3: The structure of AM3D-GCN. The network consists of a Multi-scale 3D GCN (MS3D-GCN) and a Spatial-Temporal Attention Network (STAN). “⨁” means add operation, “⊙” means matrix dot-product operation.
3.2 AM3D-GCN: Attention-enhanced Multi-scale 3D GCN

As shown in Fig.3, AM3D-GCN is divided into Multi-Scale 3D GCN (MS3D-GCN) and Spatial-Temporal Attention Network (STAN). The dimension of the input data skeleton Clip is \( S_t \in \mathbb{R}^{V \times C_{in} \times m} \), where \( V \) is the number of joints, \( C_{in} = 2 \) represents the two-dimensional point coordinates, and \( m \) is the number of frames.

3.2.1 Traditional 2D-GCN

Traditional 2D-GCN could extract the spatial features of each skeleton frames. The graph data of 2D-GCN can be built as \( G = (V, \varepsilon) \), where \( V = (V_1, V_2, \cdots V_v) \) is the set of joints, \( \varepsilon \) is the set of edges which means the connection between the joint. \( \varepsilon \) is the set of edges, which can be expressed by the adjacency matrix of \( \bar{A} \in \mathbb{R}^{V \times V}. \)

\[
A_{(k)\cdot i,j} = \begin{cases} 
1, & \text{if } d(V_i, V_j) = 1 \\
0, & \text{otherwise}
\end{cases}
\]

\[
\bar{A} = A + I. \tag{1}
\]

Where \( d(V_i, V_j) \) is the shortest distance on the path of human bones between the two joints \( V_i \) and \( V_j \).

3.2.2 3D-GCN

Based on 2D-GCN, we designed a 3D-GCN that can directly extract spatial-temporal features. The 3D graph \( G_{(m)} = (v_{(m)}, \varepsilon_{(m)}) \), where \( V_{(m)} = (V_1, V_2, \cdots V_{mv}) \) is the joints set of \( m \) frames. The edge set \( \varepsilon_{(m)} \) is defined by tiling \( \bar{A} \) into a block adjacency matrix \( \bar{A}_{(m)} \).

\[
\bar{A}_{(m)} = \begin{bmatrix}
\bar{A} & \cdots & \bar{A} \\
\vdots & \ddots & \vdots \\
\bar{A} & \cdots & \bar{A}
\end{bmatrix} \epsilon \mathbb{R}^{mV \times mV} \tag{2}
\]

Equation (2) means that the \( j \)-th joint of one frame will be connected to the one-hop neighbor joints and all the \( j \)-th joint in \( m \) frames. We can get 3D-GCN as Equation (3). The dimension of \( S_t \) is \( (m; C_{in}; V) \). In order to use equation 2, we resized \( S_t \) as \( (C_{in}; mV) \).

\[
S'_t = \sigma(\bar{D}_{(m)}^{-\frac{1}{2}} \bar{A}_{(m)} \bar{D}_{(m)}^{-\frac{1}{2}} S_t W_k) \tag{3}
\]

Where \( \bar{A}_{(m)} \) is the adjacency matrix, defined by (4), \( \bar{D}_{(m)} \) is diagonal degree matrix of \( \bar{A}_{(m)} \). \( W_k \) means a trainable weight matrix of network. \( \sigma() \) means ReLU activation function.

3.2.3 Multi scale 3D-GCN

The previous GCN algorithms were inefficient in learning the dependencies between long-distance joints. However, the relationship between long-distance joints, such as left and right fingers, is often more important for sign language recognition. Therefore, we designed a multi-scale 3D-GCN to allow the network
to learn the dependencies between distant nodes. As in Equation (4), we constructed $K$ different adjacency matrices by adjusting the scale $k$ to learn features at different distance levels:

$$
A(k)_{i,j} = \begin{cases} 
1, & \text{if } d(V_i, V_j) = k \\
0, & \text{otherwise} 
\end{cases}
$$

$$
\tilde{A}(k) = A(k) + I
$$

$$
\tilde{A}(k,m) = \begin{bmatrix} \tilde{A}(k) & \cdots & \tilde{A}(k) \\
\vdots & \ddots & \vdots \\
\tilde{A}(k) & \cdots & \tilde{A}(k) \end{bmatrix} \in \mathbb{R}^{mV \times mV}
$$

Multi-scale 3D-GCN can be expressed by the following Equation:

$$
S_{t(\text{cat})} = \text{cat} \left[ \sigma \left( \tilde{D}^{-\frac{1}{2}}(k,m) \tilde{A}(k,m) \tilde{D}^{-\frac{1}{2}}(k,m) S_t W_k \right)_{k=1}^K \right]
$$

(5)

Where cat[] means concatenation operator.

### 3.2.4 STAN: Spatial-Temporal Attention Network

$S_{t(\text{cat})}$ were sent to STAN, which can further enhance the robustness of the network and reduce the negative effects of imprecise joints. STAN is a Spatial-Temporal attention network, after the operation of Conv1d, the dimension of $S_{t(\text{cat})}$ became $(mV)$. Padding means copy the feature at the channel dimension to get the attention map (AMP) and $S_{t(\text{out})}$ could be calculated as Equation (6).

$$
S_{t(\text{out})} = S_{t(\text{cat})} + S_{t(\text{cat})} \cdot \text{AMP}
$$

(6)

Where "•" means matrix dot-product operation.

### 3.3 CSLEN: Continuous Sign Language Encoder Network

The Continuous Sign Language Encoder Network was designed based on the transformer encoding network. MSTFE has learned the feature $f_{1:t}$, which is obtained after position encoding $f_{1:t}$. Among them, Position Encoding can generate different vectors according to time step, which is a predefined sine function. The inputs of CSLEN were modelled by a multi head attention layer. Outputs of the multi head attention layer were then passed through a non-linear point wise feed forward layer. There are also residual connections and normalization operations to help training. The output of Transformer encoding network is $Z^U = (z_1, \ldots, z_U)$, which is generated by CSLEN at time step $t$, given the multi-view spatial-temporal representations of all the video clips, $f_{1:t}$.

### 3.4 CTC Decoder Network

CTC can directly optimize the network for segmented sequence data without the need for segmentation and labeling between words, so it is suitable for processing weakly
supervised continuous sign language recognition task. The sequence of continuous sign language and glosses sequence is the same, but sign language is much longer than glosses sequence, so one gloss often corresponds to multiple sign clips. Given spatial-temporal representations, \( z_{1:T} \), we first used a FC layer to process, connected to the softmax activation function, then we used CTC to compute \( p(G|I) \) by marginalizing over all possible \( I \) to \( G \) alignments as:

\[
p(G|I) = \sum_{\pi \in B} p(\pi|I)
\]

where \( \pi \) is a path and \( B \) are the set of all viable paths that correspond to \( G \). We then use the \( p(G^*|I) \) to calculate the CTC loss as:

\[
\mathcal{L} = 1 - p(G^*|I)
\]

where \( G^* \) is the ground truth glosses sequence.

4 Experiments

In this section, we conducted a series of ablation experiments to verify the effectiveness of our multi-modal data fusion strategy and AM3D-GCN. We then compared other SOTA methods, and the results showed that our method performed best on the SLR-100 dataset.

4.1 Evaluation Metric

In continuous SLR, word error rate (WER) is the most widely-used metric to evaluate the performance. WER is essentially an edit distance. In other words, WER indicates the least operations of substitution, insertion, and deletion to transform the predict sentence into the reference sequence:

\[
WER = \frac{\#\text{substitution} + \#\text{insertion} + \#\text{deletion}}{\text{length of reference}}
\]

4.2 Datasets

PHOENIX-Weather 2014T (RWTH) dataset was recorded by nine sign language speakers, with a vocabulary of 1066. It contains 7,096 training pairs, 519 development pairs, and 642 test pairs. The image resolution is 210x260. The continuous SLR dataset (SLR-100) was executed by 50 signers. There are a total of 5,000 video-sentence pairs. The vocabulary is 178. The image resolution is 1280x720.

4.3 Implementation detail

All components of our network were built by PyTorch [20]. We conducted a sliding window on raw videos to generate clips. The window size was set to be 8 with a stride of 4, which means there was 50% overlap between adjacent clips. We also utilized 0.1 dropout rate on MSTFE and transformer layers to mitigate over-fitting. We used the Adam [14] optimizer, the batch size was set to 32, the learning rate and weight decay were set to \( 10^{-3} \).
4.4 Ablation experiments

4.4.1 Ablation Experiments of different model data We used ablation experiments to verify the effectiveness of data in different modes. As shown in Table 1, thanks to the powerful feature extraction capabilities of AM3D-GCN and the refinement of skeleton data, using skeleton data on the SLR-100 dataset is better than that of RGB data. The use of multi-modal fusion methods can also effectively reduce WER.

Table 1: The ablation experiments results of the input data with different models. Tested on SLR-100 dataset.

| RGB clips | skeleton clips | WER |
|-----------|----------------|-----|
| √         |                | 3.2 |
| √         | √              | 2.1 |

4.4.2 Ablation Experiments of AM3D-GCN In this section, we will further verify the effectiveness of the 3D-GCN, Multi-Scale and STAN in the AM3D-GCN. In this part of the experiment, only the skeleton data was input into the network. As shown in Table 2. The first row means using 2D-GCN to extract the spatial representations of each skeleton frame without using sliding windows to segment the clips. It can be seen that the WER is the highest, reaching 3.6%. Analyzing this experimental data, we know that in the continuous sign language recognition task, extracting the spatial-temporal features of clips is better than extracting the spatial features of single-frame data. Then we tested the performance improvement of Multi-Scale and STAN, of which Multi-Scale performed even better. It can be seen that a well-designed feature extraction network can significantly improve the performance of the continuous sign language recognition network.

Table 2: The ablation experiments results of the architecture of AM3D-GCN. Tested on SLR-100 dataset.

| Sliding Window | 2D-GCN | 3D-GCN | Multi-Scale STAN | WER |
|----------------|--------|--------|------------------|-----|
| √              |        |        |                  | 3.6 |
| √              | √      |        |                  | 2.8 |
| √              | √      | √      |                  | 2.4 |
| √              | √      |        | √                | 2.7 |
| √              | √      | √      | √                | 2.1 |

4.5 Compared with other SOTA methods

In this section, we compared our algorithm with other advanced continuous sign language recognition algorithms. Our method ranked first on the SLR-100 dataset and
second on the RWTH dataset. This may be due to the low image quality of the RWTH dataset, which makes it difficult to extract precise joints from it. STMC is also a method based on multi-modal data and has also shown outstanding performance. It can be seen from Table 4 that SLRT, STMC and our method are all based on the Transformer architecture, and their performance is much better than previous models. In summary, multi-modal data and Transformer architecture can effectively reduce the WER of continuous sign language recognition.

| Method          | WER | Method          | WER |
|-----------------|-----|-----------------|-----|
| HAN [23]        | 20.7| Deep Sign [16]  | 38.8|
| LS-HAN [12]     | 17.3| SubUNet [5]     | 40.7|
| SubUNet [5]     | 11.0| Staged-Opt [6]  | 38.7|
| LSTM [10]       | 7.6 | LS-HAN [12]     | 38.3|
| LSTM-attn [10]  | 7.1 | Align-iOpt [21] | 36.7|
| Align-iOpt [21] | 6.1 | SF-Net [24]     | 38.1|
| SF-Net [24]     | 3.8 | SLRT [2]        | 24.6|
| FCN [4]         | 3.0 | FCN [4]         | 23.9|
| STMC [27]       | 2.1 | Ours            | 21.1|
| Ours            | 1.9 | Ours            | 22.8|

### 4.6 Recognition examples

We gave two recognition examples as shown in Fig.4. The original datasets were in Chinese and German respectively. In order to facilitate understanding, we manually translated the predicted results and ground truth into English.

![Fig. 4: Example results of our method. MSTCSLRN: Multi-View Spatial-Temporal Continuous Sign Language Recognition Network](image)
5 Conclusion

In this paper, we designed a novel and effective continuous sign language recognition network, which can be divided into three parts: Multi-View feature Extractor, Continuous Sign Language Encoder Network, and CTC decoder Network. In the past, continuous sign language recognition networks paid more attention to the sequence model and ignored the importance of the feature extraction network. This paper designs a feature extraction network that can simultaneously learn the spatial-temporal representation of RGB and skeleton data. We designed AM3D-GCN to model skeleton clips. It contains 3D-GCN that can effectively learn the spatial-temporal representations, and the multi-scale mechanism can learn the relationship between different distance levels of joints. The spatial-temporal attention network is added to improve its robustness and reduce the negative effects of imprecise joints on the recognition results. Finally, we have designed sufficient experiments to verify the effectiveness of each part of our network. Our method ranked first on the SLR-100 dataset.
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