A GRAPHICAL CONSTRUCTION OF FREE MARKOV CATEGORIES

YIMU YIN

Abstract. We describe how to perform surgeries on Joyal-Street style diagrams and thereby construct free Markov categories. We also show that the construction is functorial over ordered directed acyclic graphs.
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1. Introduction

We shall use the graphical language for symmetric monoidal categories, see [7] for a quick overview. Let \( C \) be a symmetric monoidal category; the monoidal unit is denoted by \( I \), the class of objects by \( C_0 \), and the class of morphisms by \( C_1 \). The defining laws for a cocommutative monoidal comonoid \( A \) in \( C \) may be depicted as follows:

\[
\begin{align*}
\begin{array}{c}
\text{coassociativity} \\
(\delta_A \otimes 1_A) \circ \delta_A = (1_A \otimes \delta_A) \circ \delta_A \\
\text{counitality} \\
(1_A \otimes \epsilon_A) \circ \delta_A = 1_A = (\epsilon_A \otimes 1_A) \circ \delta_A \\
\text{cocommutativity} \\
\sigma_{AA} \circ \delta_A = \delta_A
\end{array}
\end{align*}
\]

Our convention is to draw a string diagram in the lower-left to upper-right direction. Therefore, above, the comultiplication \( \delta_A : A \rightarrow A \otimes A \) is depicted as an upward fork \( \Uparrow \) and the counit \( \epsilon_A : A \rightarrow I \) an upward dead-end \( \uparrow \).

Suppose that for each object \( A \in C \) there are distinguished arrows \( \delta_A : A \rightarrow A \otimes A \), called the duplicate on \( A \), and \( \epsilon_A : A \rightarrow I \), called the discard on \( A \), that form a cocommutative monoidal comonoid as depicted in (1.1) (the qualifier “distinguished” is needed because there may be other
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such entities). Moreover, they respect the monoidal product:

\[
\delta_{A \otimes B} = (1_A \otimes \sigma_{BA} \otimes 1_B) \circ (\delta_A \otimes \delta_B) \quad \epsilon_{A \otimes B} = \epsilon_A \otimes \epsilon_B
\]

Following [2], we call \( C \) a Markov category if the discards are natural, that is, they are the component morphisms of the natural transformation between the identity functor \( 1_C \) and the endofunctor that sends everything to \( I \):

\[
\epsilon_B \circ f = \epsilon_A
\]

However, it is unreasonable to also require duplicates to be natural, see the opening discussion in [2, § 10].

We may forego this discussion on the naturality of discards if the monoidal unit \( I \) is actually terminal, since in that case the desired property would hold automatically; conversely, the naturality of discards, together with the other conditions stipulated above, implies that \( I \) is terminal, and hence \( \epsilon_I = 1_I \). Also note that \( \delta_I = 1_I \) in any strict Markov category. See [2, Remark 2.3].

Accordingly, a Markov functor is a strong symmetric monoidal functor \( F : C \to D \) between two Markov categories that preserves the distinguished comonoids by way of matching duplicates and discards, that is, for all objects \( A \in C \), the diagrams commute, where the horizontal arrows are the structure isomorphisms in question; see [2, Definition 10.14]). Of course the discards are matched automatically, since \( I \) is terminal. Denote by \( \text{MarCat} \) the category of Markov categories and Markov functors. In this paper, for simplicity, \( \text{MarCat} \) is only implicitly treated as a 2-category when we occasionally speak of comonoid equivalence, that is, equivalence in \( \text{MarCat} \).

To formulate the notion of a free Markov category, as in [7], we first need to fix a suitable class of signatures (called “tensor schemes” in [5]), as follows.

A graph monoid is a directed graph \( G = (V(G), A(G), s, t) \) whose set of vertices come with the additional structure of a monoid. A graph monoid homomorphism is a graph homomorphism that is also a homomorphism between the monoids in question.

For any set \( S \), let \( W(S) \) denote the free monoid of words over (the alphabet) \( S \). It is a graph monoid, with the trivial directed graph structure (no arrows). More generally, a free graph monoid is a triple \( (G, S, g) \), where \( G \) is a graph monoid and \( g : S \to V(G) \) is an injection, such that the monoid \( V(G) \) is isomorphic to the free monoid \( W(S) \) over \( g \). We usually just say \( G \) is free graph monoid and leave \( S, g \) implicit in notation when they are not needed in the discussion. Also it is harmless to treat \( S \) as if it is a subset of \( V(G) \).
A free DD-graph monoid is a free graph monoid \((G, S, g)\) such that, for each \(a \in S\), there are distinguished arrows \(a \rightarrow aa\), called the duplicate on \(a\), and \(a \rightarrow \emptyset\), called the discard on \(a\).

A Markov category \(C\) is free over a free DD-graph monoid \(G\) if there is a graph monoid homomorphism \(i : G \rightarrow C\) matching duplicates and discards such that, for any Markov category \(D\), any graph monoid homomorphism \(f : G \rightarrow D\) matching duplicates and discards factors through \(i\), that is, there is a Markov functor \(F : C \rightarrow D\) such that \(f = F \circ i\), and \(F\) is unique up to a unique monoidal natural isomorphism. The objects and morphisms in \(i(G)\) are referred to as generators.

Since Markov categories are symmetric monoidal categories, the same graphical language can be used, but with the additional syntax depicted in (1.1), (1.2), and (1.3). This does not give the free Markov category over a free graph monoid, though, at least not for string diagrams up to isomorphisms. We need a coarser equivalence relation to accommodate the equations in (1.1), (1.2), and (1.3).

Remark 1.1. The surgery method described in this paper works rather well in some applications where free Markov categories play an essential role, see [8]. For other monoidal categories with more complex conditions, it is not that the method does not work, it is just that the equivalence relation so constructed may be hard to parse visually, and consequently working with a graphical language does not seem to offer advantages over a symbolic one, which in a sense defeats the purpose of graphical languages.

For the construction of free Markov categories, there is a more sophisticated combinatorial approach, see [3].

2. Preliminaries on Joyal-Street style diagrams

The discussion below assumes familiarity with the first two chapters of [5]. We begin by recalling some definitions therein.

A generalized topological graph \(\Gamma = (\Gamma, \Gamma_0)\) consists of a Hausdorff space \(\Gamma\) and a finite subset \(\Gamma_0 \subseteq \Gamma\) such that the complement \(\Gamma \setminus \Gamma_0\) is a one-dimensional manifold without boundary and with finitely many connected components. It is acyclic if it has no circuits, that is, there is no embedding from the unit circle in \(\mathbb{R}^2\) into \(\Gamma\), in particular, each of the connected components in \(\Gamma \setminus \Gamma_0\) is homeomorphic to the open unit interval \((0, 1) \subseteq \mathbb{R}\). We shall only consider acyclic graphs and hence may omit the qualifier for brevity.

An element of \(\Gamma_0\) is called a node. A connected component of \(\Gamma \setminus \Gamma_0\) is called an edge. The set of edges of \(\Gamma\) is denoted by \(\Gamma_1\), and the set \(\Gamma \setminus \Gamma\) by \(\partial \Gamma\), where \(\Gamma\) is the topological closure (compactification) of \(\Gamma\). The points in \(\partial \Gamma\) are referred to as the outer nodes of \(\Gamma\) (nodes in \(\Gamma_0\) are also called inner nodes for clarity). Note that \(\partial \Gamma\) and \(\Gamma_0\) together form the boundary of \(\Gamma\).

The compactification \(\hat{\epsilon}\) of an edge \(e\) is homeomorphic to the closed unit interval \([0, 1] \subseteq \mathbb{R}\). An edge \(e\) is called pinned if the inclusion \(e \subseteq \Gamma\) can be extended to an embedding \(\hat{e} \rightarrow \Gamma\), and half-loose if it can only be extended to \(\hat{e}\) minus one endpoint, and loose if neither of the previous two cases holds.

An orientation of an edge \(e\) is just a total ordering on the pair of endpoints of \(\hat{e}\), where the source \(e(0)\) is the image of the first element under the embedding \(\hat{e} \rightarrow \Gamma\) and the target \(e(1)\) that of the last element. We say that \(\Gamma\) is progressive if it carries a choice of orientation for each of its edges. In that case, the input \(\text{in}(x)\) of a node \(x \in \Gamma_0\) is the set of the oriented edges with target \(x\) and the output \(\text{out}(x)\) the set of those with source \(x\). An inner node \(x \in \Gamma_0\) is initial if \(\text{in}(x) = \emptyset\) and terminal if \(\text{out}(x) = \emptyset\). If, in addition, \(\Gamma\) is equipped with a choice of total orderings on \(\text{in}(x)\)
and out(x) for each x ∈ Γ₀ then it is polarized. We shall only consider polarized graphs and hence may omit the qualifier for brevity.

The domain dom(Γ) of Γ consists of the edges whose sources are outer nodes and the codomain cod(Γ) those whose targets are outer nodes. The edges in dom(Γ), cod(Γ) are often identified with the corresponding outer nodes for convenience. We say that Γ is anchored if both dom(Γ) and cod(Γ) are equipped with a total ordering.

**Definition 2.1.** Let C be a symmetric strict monoidal category. A valuation v : Γ → C is a pair of functions

\[ v₁ : Γ₀ → C₁, \quad v₀ : Γ₁ → C₀ \]

such that, for every node x ∈ Γ₀ with in(x) = (a₁, ..., aₙ) and out(x) = (b₁, ..., bₘ), v₁(x) is of the form \( \otimes, v₀(aᵢ) \mapsto \otimes, v₀(bᵢ) \); here if n = 0 or m = 0 then the monoidal product in question is just the monoidal unit I of C. The pair (Γ, v) is called a diagram in C, and is denoted simply by Γ when the context is clear. If Γ is anchored then the domain dom(Γ, v) of (Γ, v) is the object \( \otimes_{eᵢ ∈ \text{dom}(Γ)} v₀(eᵢ) \), where the monoidal product is taken with respect to the ordering on dom(Γ), similarly for the codomain cod(Γ, v) of (Γ, v).

An isomorphism of diagrams Γ → Ω is an isomorphism of the graphs that is compatible with the valuations in the obvious way. If the graphs are anchored then the isomorphism is required to preserve the anchoring too.

A diagram in a free graph monoid (G, S, g) is formulated in the same way, with the valuation v : Γ → (G, S, g) mapping the edges and nodes into the alphabet S and the set A(G) of arrows, respectively.

**Remark 2.2.** Isomorphisms of graphs are homeomorphisms of one-dimensional topological spaces and, insofar as diagrams in symmetric monoidal categories are concerned, they can be equivalently replaced by ambient isotopies of graphs embedded in R⁴, but not in lower dimensions. The reason is simply that, in the graphical language of symmetric monoidal categories, we represent a symmetry as a braid, which is then forced by the axioms to be trivial, and indeed all braids in R⁴ are trivial. For instance, the crossing in the third diagram of \( \[\text{II}\] \) is a projection in R⁴ of the symmetry braid in R⁴, and there is no need to depict, between the two strands, which one lies over which one, precisely because all the cases represent the same braid, that is, the trivial one. Thus, the intersection point therein is not a node of the graph, it is merely the (intentional) overlap of the shadows in R² of the two edges, which do not intersect in R⁴ at all.

**Theorem 2.3** ([5, Theorem 2.3]). The isomorphism classes of anchored diagrams (Γ, v) in the free graph monoid G, denoted by [Γ, v], form the free symmetric monoidal category Fₘ(G) over G.

From here on we assume that Γ is anchored.

Recall that Γ₀ may be ordered as follows: x < y if and only if there is a directed path p in Γ with p(0) = x to p(1) = y; the thus formed partially ordered set is denoted by ˙Γ.

An initial segment of ˙Γ is referred to as a level of Γ, with 0 the smallest one and ˙Γ the largest one.

An edge e is said to be cut by a level L when e(0) ∈ L ∪ dom(Γ) and e(1) ∈ (˙Γ \ L) ∪ cod(Γ).

Let cut(L) denote the set of edges cut by L; we have cut(∅) = dom(Γ) and cut(˙Γ) = cod(Γ).

For a pair of levels L ⊆ M, the layer Γ[L, M] in Γ is the subgraph of Γ such that

- its inner nodes are those in M \ L,
- its pinned edges are those e ∈ Γ₁ with e(0), e(1) ∈ M \ L,
- its loose and half-loose edges are those in cut(L) ∪ cut(M).
So \( \text{cut}(L) = \text{dom}(\Gamma[L, M]) \) and \( \text{cut}(M) = \text{cod}(\Gamma[L, M]) \), and the loose edges are exactly those in \( \text{cut}(L) \cap \text{cut}(M) \), in particular, \( \text{dom}(\Gamma) = \text{dom}(\Gamma[\emptyset, L]) \) and \( \text{cod}(\Gamma) = \text{cod}(\Gamma[L, \hat{\Gamma}]) \).

Any subgraph \( \Gamma' \subseteq \Gamma \) inherits the orientations of the edges and the total orderings of \( \text{in}(x) \subseteq \text{in}(x) \), \( \text{out}(x) \subseteq \text{out}(x) \) for each \( x \in \Gamma' \), and hence is polarized. On the other hand, there is not a natural way to order \( \text{dom}(\Gamma') \setminus \text{dom}(\Gamma) \) or \( \text{cod}(\Gamma') \setminus \text{cod}(\Gamma) \), so \( \Gamma' \) is not naturally anchored unless these two sets are empty.

**Remark 2.4.** Since a layer \( \Gamma[L, M] \) is not naturally anchored, it cannot be used as is to produce a morphism in \( \mathcal{F}_s(G) \). If we choose total orderings on the domain and codomain then of course \( \Gamma[L, M] \) may be turned into an anchored graph, although different choices in general bring about nonisomorphic results. In some situations, what orderings we choose is immaterial, as long as they are compatible. For instance, if \( \Gamma_1, \Gamma_2, \) and \( \Gamma_3 \) are only equipped with partial orderings on the domains and codomains then by writing

\[
[\Gamma, v] = [\Gamma_3, v_3] \circ [\Gamma_2, v_2] \circ [\Gamma_1, v_1]
\]

we mean that the partial orderings may be extended to compatible total orderings so to make the equality hold. In particular, this shall be what is meant when we write

\[
[\Gamma, v] = [\Gamma[M, \hat{\Gamma}], v_3] \circ [\Gamma[L, M], v_2] \circ [\Gamma[\emptyset, L], v_1],
\]

where \( v_1, v_2, \) and \( v_3 \) are the induced valuations.

### 3. Surgeries on diagrams

We continue to work with an anchored graph \( \Gamma \).

**Definition 3.1.** We say that a subgraph \( \Gamma' \subseteq \Gamma \) is normal if

- no directed path in \( \Gamma \) contains two distinct edges in \( \Gamma' \) if one of them is loose in \( \Gamma' \),
- the degree of every \( x \in \Gamma' \) in \( \Gamma' \) is the same as in \( \Gamma \), in other words, all the edges at \( x \) in \( \Gamma \) are included in \( \Gamma' \),
- every directed path \( p \) in \( \Gamma \) with \( p(0), p(1) \in \Gamma' \) belongs to \( \Gamma' \).

For a subgraph \( \Gamma' \subseteq \Gamma \), let \( \Gamma^\circ \) denote the subgraph obtained from \( \Gamma' \) by deleting its loose edges.

Observe that if two subgraphs \( \Gamma', \Gamma'' \) have the same set of nodes and both satisfy the second condition above then \( \Gamma^\circ, \Gamma''^\circ \) must be equal. Also, in a normal subgraph \( \Gamma' \) of \( \Gamma \), if \( x \in \Gamma_0 \) is initial in \( \Gamma' \) then it is initial in \( \Gamma \), similarly if it is terminal.

**Lemma 3.2.** A subgraph \( \Gamma' \subseteq \Gamma \) is normal if and only if there is a layer \( \Gamma[L, M] \) in \( \Gamma \) such that \( \Gamma' \subseteq \Gamma[L, M] \) and \( \Gamma[L, M]^\circ = \Gamma^\circ \).

**Proof.** For the “if” direction, it is enough to show that \( \Gamma[L, M] \) is normal. First, let \( p \) be a directed path in \( \Gamma \). Suppose for contradiction that \( p \) contains two distinct edges \( e, e' \) in \( \Gamma[L, M] \), where \( e \) is loose in \( \Gamma[L, M] \). We have, in \( \hat{\Gamma} \), either \( e(1) \leq e'(0) \) or \( e'(1) \leq e(0) \). For the first case, since \( e \) is cut by \( M \), we have \( e(1) \in \hat{\Gamma} \setminus M \) and hence \( e'(0) \in \hat{\Gamma} \setminus M \), which entails that \( e' \) cannot be in \( \Gamma[L, M] \), contradiction. Similarly, for the second case, since \( e \) is cut by \( L \) as well, we have \( e(0) \in L \) and hence \( e'(1) \in L \), so \( e' \) cannot be in \( \Gamma[L, M] \), contradiction again. Next, if \( p(0), p(1) \in \Gamma[L, M]^\circ = \Gamma \) then clearly \( p \) belongs to \( \Gamma[L, M] \). Lastly, for any \( x \in \Gamma[L, M]^\circ \), if \( e \in \text{in}(x) \) is cut by \( L \) then it belongs to \( \Gamma[L, M] \) by definition, otherwise \( e(0) \in M \setminus L \) and hence \( e \) still belongs to \( \Gamma[L, M] \) by definition, similarly for \( e \in \text{out}(x) \). So \( \Gamma[L, M] \) is normal.

For the “only if” direction, let \( \Gamma' \subseteq \Gamma \) be normal. Let \( L \) be the set of the nodes \( x \in \hat{\Gamma} \) such that either \( x \notin \Gamma_0 \) and \( x < y \) for some \( y \in \Gamma_0 \) or \( x \leq e(0) \in \hat{\Gamma} \) for some loose edge \( e \) in \( \Gamma' \). If the first
case holds and \( z < x \) then \( z \notin \Gamma_0 \), for otherwise \( z < x < y \) and hence \( x \in \Gamma_0' \) too by the third condition in Definition 3.1, contradiction. So \( L \) is a level. Actually, if \( x \leq e(0) \in \hat{\Gamma} \) for some loose edge \( e \) in \( \Gamma' \) then \( x \notin \Gamma_0' \), for otherwise \( x < e(0) \) and there would be a directed path in \( \hat{\Gamma} \) that contains \( e \) and an edge \( e' \) at \( x \), and since \( e' \in \Gamma' \) by the second condition in Definition 3.1, this contradicts the first condition therein. So \( L \cap \Gamma_0' = \emptyset \). Now, let \( M \) be the set of the nodes \( x \in \hat{\Gamma} \) such that \( x \leq y \) for some \( y \in \Gamma_0' \) or \( x \leq e(0) \in \hat{\Gamma} \) for some loose edge \( e \) in \( \Gamma' \). Clearly \( M \) is a level and contains \( L \). We have \( M \setminus L = \Gamma_0' \).

Since \( \Gamma[L, M]^\flat \) is normal too, we have \( \Gamma[L, M]^\flat = \Lambda^\flat \). For any loose edge \( e \) in \( \Gamma' \), if \( e(1) \in M \) then there would be a directed path in \( \hat{\Gamma} \) that contains two distinct edges in \( \Gamma' \), one of which is \( e \), contradicting the first condition in Definition 3.1, so \( e \) is cut by both \( L \) and \( M \), in other words, \( e \) is a loose edge in \( \Gamma[L, M] \). So \( \Gamma' \subseteq \Gamma[L, M] \). \( \square \)

Denote by \( \Gamma^\sharp \) the layer \( \Gamma[L, M] \) constructed from \( \Gamma' \) in the latter half of the proof above.

So normal subgraphs are almost as layers. The point, of course, is that they are more intuitive to work with.

Suppose that \( \Gamma' \subseteq \Gamma \) is a normal subgraph. Let \( \phi : \Omega \to \Gamma' \) be an isomorphism of graphs. Let \( \Lambda \) be a graph and

\[
\alpha : \text{dom}(\Lambda) \to \text{dom}(\Omega), \quad \beta : \text{cod}(\Lambda) \to \text{cod}(\Omega)
\]

bijections. We can graft \( \Lambda \) onto \( \Gamma \) by identifying the edges in \( \text{dom}(\Lambda) \), \( \text{cod}(\Lambda) \) with the corresponding edges in \( \Gamma' \) — for this to work, the loose edges in \( \Gamma' \) need to be duplicated, with one copy each in \( \text{dom}(\Gamma') \) and \( \text{cod}(\Gamma') \) — and then cut out the rest of \( \Gamma' \) from \( \Gamma \). We call this operation the \((\Omega, \Lambda, \phi, \alpha, \beta)\)-surgery on \( \Gamma \) and write \( \Gamma^\Lambda_\Omega(\phi, \alpha, \beta) \) for the resulting graph, where \( \phi \), \( \alpha \), and \( \beta \) shall be dropped from the notation when the context is clear; the triple \((\Omega, \Lambda, \alpha, \beta)\) is referred to as the template of the surgery.

Clearly there are induced bijections

\[
\alpha^\sharp : \text{dom}(\Gamma^\Lambda_\Omega) \to \text{dom}(\Gamma), \quad \beta^\sharp : \text{cod}(\Gamma^\Lambda_\Omega) \to \text{cod}(\Gamma)
\]

and hence \( \Gamma^\Lambda_\Omega \) is indeed naturally anchored; in particular, if \( \Lambda \) is isomorphic to \( \Omega \) (as polarized graphs) then \( \Gamma^\Lambda_\Omega \) is isomorphic to \( \Gamma \) (as anchored polarized graphs). If the template is empty, that is, if \( \Lambda = \emptyset \) then \( \Gamma^\Lambda_\Omega = \Gamma \).

Let \( G \) be a free graph monoid. Let \( v : \Gamma \to G \), \( w : \Lambda \to G \), and \( u : \Omega \to G \) be valuations. Let \( \phi : (\Omega, u) \to (\Gamma', v') \) be an isomorphism of diagrams, where \( v' \) is the restriction of \( v \) to \( \Gamma' \). Suppose that \( u, w \) are compatible with respect to \( \alpha \) and \( \beta \), that is, \( w(e) = (u \circ \alpha)(e) \) for \( e \in \text{dom}(\Lambda) \), and similarly for \( e \in \text{cod}(\Lambda) \). Since \( \Gamma' \subseteq \Gamma \) is normal, there is an induced valuation \( v_w : \Gamma^\Lambda_\Omega \to G \) fusing \( v, w \) together such that \( v_w(e) = (v \circ \alpha^\sharp)(e) \) for \( e \in \text{dom}(\Gamma^\Lambda_\Omega) \), and similarly for \( e \in \text{cod}(\Gamma^\Lambda_\Omega) \). So

\[
\text{dom}(\Gamma^\Lambda_\Omega, v_w) = \text{dom}(\Gamma, v) \quad \text{and} \quad \text{cod}(\Gamma^\Lambda_\Omega, v_w) = \text{cod}(\Gamma, v).
\]

The transition from the diagram \((\Gamma, v)\) to the diagram \((\Gamma^\Lambda_\Omega, v_w)\) is called the \((\Omega, u)/(\Lambda, w), \phi, \alpha, \beta)\)-surgery on \((\Gamma, v)\) with the template \((\Omega, u)/(\Lambda, w), \alpha, \beta)\); again, we usually only show \( \Omega/\Lambda \) in notation.

Observe that a surgery can be reversed (by another surgery) in the sense that the resulting diagram is isomorphic to the one we started with.

**Lemma 3.3.** Let \( \Omega, \Lambda \) be as above. An anchored diagram \((\Xi, t)\) is the result of a surgery on \((\Gamma, v)\) with a template \( \Omega/\Lambda \) if and only if there are

- a normal subgraph \( \Gamma' \subseteq \Gamma \) isomorphic to \( \Omega \),
- total orderings that anchor \( \Lambda \) and \( \Gamma' \),
- a valuation \( w : \Lambda \to G \) with \( \text{dom}(\Lambda, w) = \text{dom}(\Gamma', v') \) and \( \text{cod}(\Lambda, w) = \text{cod}(\Gamma', v') \),
• morphisms \( g, h \) in \( F_s(G) \) such that

\[
h \circ [\Gamma^v; v^\sharp] \circ g = [\Gamma, v] \quad \text{and} \quad h \circ [\Lambda^w, w^\sharp] \circ g = [\Xi, t],
\]

where \( v^\sharp \) is the restriction of \( v \) to \( \Gamma^v \), \( \Lambda^w = \Lambda \uplus (\Gamma^w \setminus \Gamma') \), and \( w^\sharp = w \uplus (v \uplus (\Gamma^w \setminus \Gamma')) \).

**Proof.** The “if” direction is clear. For the “only if” direction, let \( \Gamma' \subseteq \Gamma \) be the normal subgraph in question. By Lemma \( 3.2 \), \( \Gamma' \subseteq \Gamma \) for some levels \( L, M \). Then

\[
[\Gamma, v] = [\Gamma[M, \hat{\Gamma}], v_M] \circ [\Gamma^v, v^\sharp] \circ [\Gamma[\emptyset, L], v_L],
\]

\[
[\Xi, t] = [\Gamma[M, \hat{\Gamma}], v_M] \circ [\Lambda^w, w^\sharp] \circ [\Gamma[\emptyset, L], v_L].
\]

where \( v_M, v_L \) are the induced valuations; here we have used the convention outlined in Remark \( 2.4 \). The lemma follows. \( \square \)

We shall often denote a diagram simply by \( \Gamma \) when the valuation may be left implicit. By the same token, the same symbol may denote both the diagram and the underlying graph.

**Definition 3.4.** Let \( T \) be a symmetric set of templates that contains the empty one; this just means that if \( (\Omega, u)/(\Lambda, w), (\alpha, \beta) \) is in \( T \) then \( (\Lambda, w)/(\Omega, u), \alpha^{-1}, \beta^{-1} \) is also in \( T \). A surgery with a template in \( T \) is referred to as a \( T \)-surgery. Two anchored diagrams \( \Gamma, \Upsilon \) in \( G \) are \( T \)-equivalent, denoted by \( \Gamma \sim_{T} \Upsilon \), if there is a sequence of anchored diagrams

\[
(\Gamma = \Gamma_1, \ldots, \Gamma_n = \Upsilon)
\]

such that, for each \( i \), there is a \( T \)-surgery on \( \Gamma_i \) whose result is isomorphic to \( \Gamma_{i+1} \).

If \( [\Gamma] = [\Upsilon], [\Gamma'] = [\Upsilon'] \), and \( \Gamma \sim_{T} \Gamma' \) then clearly \( \Upsilon \sim_{T} \Upsilon' \). So we may treat \( T \)-equivalence as a relation on the set of objects of \( F_s(G) \). It is also easy to see that if \( [\Gamma] \sim_{T} [\Gamma'] \) and \( [\Upsilon] \sim_{T} [\Upsilon'] \) then

\[
\bullet \quad [\Upsilon] \circ [\Gamma] \sim_{T} [\Upsilon'] \circ [\Gamma'],
\]

\[
\bullet \quad [\Upsilon] \circ [\Gamma] \sim_{T} [\Upsilon'] \circ [\Gamma'] \quad \text{if the compositions are defined.}
\]

So \( T \)-equivalence is indeed a monoidal congruence relation on \( F_s(G) \); we denote it by \( S_T \). It follows that the quotient \( F_s(G)/S_T \) is a symmetric strict monoidal category.

Let \( E_T \) be the monoidal congruence relation on \( F_s(G) \) generated by the pairs \( ([\Omega, u], [\Lambda, w]) \), where \( (\Omega, u)/(\Lambda, w), (\alpha, \beta) \) runs through the templates in \( T \) with any chosen orderings on the domains and codomains of \( \Omega, \Lambda \) that are compatible with \( \alpha, \beta \).

**Corollary 3.5.** \( S_T = E_T \).

**Proof.** That \( S_T \subseteq E_T \) is an easy consequence of Lemma \( 3.3 \). That \( S_T \supseteq E_T \) follows from a routine induction on how \( E_T \) is generated. \( \square \)

### 4. Constructing free Markov categories

Suppose that \( (G, S, g) \) is a free DD-graph monoid.

The five equalities in \( (1.1) \) and \( (1.3) \) give rise to the set of Markov templates and the corresponding Markov surgeries. We describe in detail what these templates are. For coassociativity,

\[
(4.1)
\]

\[
\Lambda_a = \begin{array}{ccc}
H & C & A \\
\uparrow & & \\
T
\end{array} \quad \Omega_a = \begin{array}{ccc}
H & C & A \\
\downarrow & & \\
T
\end{array}
\]
where the subscript “a” indicates the element in the alphabet $S$ as well as the corresponding duplicate in question, the ordering on the output of each node is given from left to right, and the uppercase letters indicate what the bijections $\alpha, \beta$ are (we use letters instead of numerals to avoid unintended orderings). For left counitality,

\[
\Lambda_a = \begin{array}{c}
   H \\
   C
\end{array}
\quad \Omega_a = \begin{array}{c}
   H \\
   C
\end{array}
\]

where the dot indicates that the discard $\epsilon_a$ is assigned to the terminal node, similarly for right counitality. For cocommutativity,

\[
\Lambda_a = \begin{array}{c}
   A \\
   C
\end{array}
\quad \Omega_a = \begin{array}{c}
   A \\
   C
\end{array}
\]

This may seem different from how cocommutativity is depicted in (1.1). As we have explained in Remark 2.2, the crossing is an artifact of representing graphs on a plane and may be dispensed with if we spell out the orderings, which is all that really matters. Finally, for naturality of discard,

\[
\Lambda_f = \begin{array}{c}
   k \\
   1
\end{array}
\quad \Omega_f = \begin{array}{c}
   k \\
   f
\end{array}
\]

where the subscript “f” indicates the arrow in question and the numerals indicate the ordering on the input of $f$ as well as what the bijection $\alpha$ is (there is no need to depict $\beta$ as the graphs have the empty codomain). We also include the versions that switch the roles of $\Lambda, \Omega$ so that the set becomes symmetric. Denote the resulting monoidal congruence relation on $F_s(G)$ by $S_M$.

Let $a = a_1 \ldots a_n$ be an object in $F_s(G)$, where $a_i \in S$. Let $\Gamma$ be the diagram that joins those of $\bigotimes_i \delta_{a_i}, (\bigotimes_i 1_{a_i}) \otimes (\bigotimes_i 1_{a_i})$ together by connecting the codomain of the former with the domain of the latter. Of course $\Gamma$ is not unique, as it depends on the order in which the strings are connected. On the other hand, in light of (4.3), all such $\Gamma$ represent the same morphism in the quotient category $F_s(G) / S_M$, which is denoted by $\delta_a$. Also set $\epsilon_a = \bigotimes_i \epsilon_{a_i}$ in $F_s(G) / S_M$. Then the equalities (1.1), (1.2), and (1.3) hold in $F_s(G) / S_M$ by construction, in other words, $F_s(G) / S_M$ is a Markov category.

Let $i_s : G \to F_s(G)$ be the obvious graph monoid homomorphism (see the proofs of [5] Theorems 1.2, 2.3 for details); note that either one of the diagrams in (4.3) may be designated as the duplicate on $a$ in $F_s(G)$, but the choice is manifestly unnatural, so we do not treat $i_s$ as a graph monoid homomorphism matching duplicates and discards. On the other hand,

\[i_m = (-/S_M) \circ i_s : G \to F_s(G) / S_M\]

is a graph monoid homomorphism matching duplicates and discards.

Now, let $D$ be a Markov category and $f : G \to D$ a graph monoid homomorphism matching duplicates and discards. By Theorem 2.3 there is a strong symmetric monoidal functor

\[F_s : F_s(G) \to D \quad \text{with} \quad f = F_s \circ i_s.\]

Since $D$ is a Markov category, by Corollary 3.5 we must have $F_s([\Upsilon]) = F_s([\Gamma])$ if $[\Upsilon] / S_M = [\Gamma] / S_M$. This yields a Markov functor $F_m : F_s(G) / S_M \to D$ with $f = F_m \circ i_m$. In summary, we
have a commutative diagram

\[
\begin{array}{c}
F_s(G)/S_M \\
\downarrow \quad i_m \\
G
\end{array}
\xleftarrow{f} 
\begin{array}{c}
F_s(G) \\
\downarrow \quad i_s \\
D
\end{array}
\xleftarrow{F_m}
\]

Since \( F_s \) is unique up to a unique monoidal natural isomorphism, so is \( F_m \). In conclusion, we have shown:

**Theorem 4.1.** The quotient category \( F_s(G)/S_M \) is the free Markov category over \( G \).

More informatively, this means that the graphical language of symmetric monoidal categories over \( G \), with the additional syntax depicted in (1.1), (1.2), and (1.3), up to Markov surgeries (instead of isomorphisms as in free symmetric monoidal categories and many other cases discussed in [7]) forms the free Markov category over \( G \), which is strict. Also, as pointed out after the proof of [5, Theorem 1.2], there are a unique symmetric strict monoidal functor \( F_s \) and hence such a unique \( F_m \) that make (4.5) commute.

**Remark 4.2.** In terms of coherence, freeness may be reformulated as follows. A well-formed equation between morphisms in the symbolic language of symmetric monoidal categories follows from the axioms of Markov categories if and only if it holds, up to Markov surgeries, in the graphical language of symmetric monoidal categories.

A node \( x \) of an anchored diagram \((\Gamma, v)\) in \( G \) is **quasi-terminal** if either it is terminal or every maximal directed path \( p \) in \( \Gamma \) with \( p(0) = x \) ends at a terminal node or, in case that \( v(x) \) is a duplicate, this is so for all such paths through one of the prongs. Denote the set of quasi-terminal nodes of \( \Gamma \) by \( \Delta \Gamma \) and its complement by \( \tilde{\Delta} \Gamma = \Gamma_0 \setminus \Delta \Gamma \).

A **splitter path** in \( \Gamma \) is a concatenation of two directed paths joined at the starting nodes. Denote by \( P_\Gamma \) the set of directed paths that end in \( \text{cod}(\Gamma) \) and by \( S_\Gamma \) the set of splitter paths between edges in \( \text{cod}(\Gamma) \).

For the next two lemmas, suppose that \((\Gamma, v), (\Upsilon, w)\) are anchored diagrams belonging to the same \( S_M \)-congruence class.

**Lemma 4.3.** There are

- a bijection \( \pi : \Delta \Gamma \to \Delta \Upsilon \) compatible with the valuations, that is, \( v(x) = w(\pi(x)) \) for all \( x \in \Delta \Gamma \);
- a bijection \( \tilde{\pi} : P_\Gamma \to P_\Upsilon \) compatible with \( \pi \), that is, \( \tilde{\pi} \) restricts to a bijection between the nodes in \( \Delta \Gamma \) belonging to \( p \in P_\Gamma \) and those in \( \Delta \Upsilon \) belonging to \( \tilde{\pi}(p) \);
- a bijection \( \tilde{\pi} : S_\Gamma \to S_\Upsilon \) compatible with \( \pi \).

**Proof.** All these are immediate by an induction on the least number of Markov surgeries required to get from \( \Gamma \) to \( \Upsilon \) and inspection of the Markov templates. \( \square \)

Call the diagram \( \Gamma \) **Markov minimal** if every node in \( \Delta \Gamma \) is terminal; in that case, surgeries with the templates (4.2), (4.4) can no longer be applied in the \( \Omega \)-to-\( \Lambda \) direction. It follows that there is a Markov minimal anchored diagram in every \( S_M \)-congruence class.

We say that \( \Upsilon \) is **Markov congruent** to \( \Gamma \) if they become isomorphic upon surgeries with the templates (1.1), (1.3).
Lemma 4.4. If $\Gamma$, $\Upsilon$ are Markov minimal then they are Markov congruent.

Proof. We show this by an induction on the least number $n$ of Markov surgeries needed to beget $\Upsilon$ from $\Gamma$. The base case $n = 1$ is clear. For the inductive step, let $\sigma_1, \ldots, \sigma_n$ be a sequence of Markov surgeries that begets $\Upsilon$ from $\Gamma$ and $\Gamma_i$ the result of $\sigma_i$. Let $k_i$ be the size of $\Delta_{\Gamma_i}$. We may assume $k_i > 0$ for all $i < n$, for otherwise the claim would follow from the inductive hypothesis.

Let $l < n - 1$ be the least number such that $k_1, \ldots, k_l$ are strictly decreasing. So, for every $i > l$, $\sigma_i$ is a surgery with the template (4.2) or (4.4) applied in the $\Omega$-to-$\Lambda$ direction. Now, if $k_{l-1} = k_l$ then $\sigma_i$ is a surgery with the template (4.1) or (4.3), in which case we can delete $\sigma_i$ together with $\sigma_{i'}$ for some $l < l' < n$ and obtain a contradiction. So $k_i = 0$ for all $i$. The lemma follows.

\[ \square \]

5. Effects in a Markov category

Generalizing the construction of a causal conditional in [11 § 4], we shall define a class of morphisms in an arbitrary Markov category $\mathcal{M}$ that will be of central interest.

We first assume that $\mathcal{M}$ is straight; this just means that $\mathcal{M}$ is strict and the monoid $(\mathcal{M}_0, \otimes, I)$ has no idempotents or elements of finite order other than $I$; these two conditions are met in many natural situations where the results of this paper are intended for application. Note that the second condition holds if and only if $w^n \neq w^m$ for all $w \neq I$ and all $n \neq m > 0$; here $w^n$ is a shorthand for the monoidal product of $n$ copies of $w$ itself; this includes the empty product $w^0 = I$.

Definition 5.1. Let $W = (w_1, \ldots, w_n)$ be a sequence of objects and $w = \otimes_i w_i$. A morphism $w \rightarrow v$ in $\mathcal{M}$ is called a multiplier on $(W, v)$ if it is generated from the duplicates, discards, symmetries, and identities on $w_i$, $1 \leq i \leq n$.

Remark 5.2. The straightness of $\mathcal{M}$ and [11] or, more intuitively, the coherence of the graphical language for Markov categories that has been established above, guarantee that if $n = 1$ then there is a unique multiplier on $(W, w^m)$, which is denoted by $\imath_{w \rightarrow w^m}$. In that case, the multiplier may be depicted as a diagram that contains exactly one terminal node when $m = 0$, no node when $m = 1$, and $i$ nodes for $1 \leq i \leq m - 1$ when $m > 1$, where $i$ is chosen to be conducive to the situation at hand.

Remark 5.3. Suppose that $(\mathcal{M}_0, \otimes, I)$ is indeed a free monoid.

If every $w_i$ is in the alphabet and $w_i \neq w_j$ for all $i \neq j$ then there is again a unique multiplier $\imath_{w \rightarrow v}$ on $(\bar{w}, v)$. For instance, if $w = w_1 w_2 \bar{w}_3$ and $v = \bar{w}_1^2 w_2 w_1 w_2$ then $\imath_{w \rightarrow v}$ may be depicted as the Markov minimal diagram $\begin{tikzpicture}[baseline=(current bounding box.center)]
\node (v1) at (0,0) {$w_1$};
\node (v2) at (1,0) {$w_2$};
\node (v3) at (2,0) {$w_3$};
\draw (v1) -- (v2) -- (v3);
\end{tikzpicture}$, where how the duplicates in the trident are arranged, how the edges at the nodes are ordered, how the copies of the same object in the codomain are ordered, and so on, can all be left unspecified without any ambiguity.

If $w_i = w_j$ for some $i \neq j$ then multipliers may not unique. In fact, this is so even if $w_i \neq w_j$ for all $i \neq j$, because there may be “algebraic relations” among $w_i$, $1 \leq i \leq n$, for example, $w_1 w_2 = w_3$, unless every $w_i$ is in the alphabet, which then is the situation just discussed.

A loop in a directed graph $G = (V(G), A(G), s, t)$ is an arrow in $A(G)$ whose source and target coincide. Note that $G$ could still be acyclic even if it has loops, because a cycle in $G$ does not contain loops by definition. We shall work with directed graphs $G$ such that there is exactly one loop at each vertex in $G$, which is referred to as the identity loop on $v$ and is denoted by $1_v$, for reasons that will become clear.
The category FinDAG has finite directed acyclic graphs with identity loops as objects and graph homomorphisms between them as morphisms.

We have a more flexible notion of morphisms in FinDAG, because arrows can be collapsed due to the presence of identity loops. For instance, under the standard definition, there can be no morphisms from any directed graph with a nonempty set of arrows to the directed graph with exactly one vertex; on the other hand, the one-vertex graph is the terminal object in FinDAG as defined above, that is, every object in FinDAG comes with exactly one morphism to it.

**Definition 5.4.** Let \( W = (w_1, \ldots, w_n) \) be a sequence of objects with \( w_i \neq I \) for all \( i \). For each \( S \subseteq \{1, \ldots, n\} \), let \( w_S = \bigotimes_{i \in S} w_i \), where \( w_0 = I \). For each \( i \), let \( \kappa_i : w_{S_i} \to w_i \) be a morphism with \( i \not\in S_i \); let \( K \) be the set of these morphisms \( \kappa_i \). We associate a directed graph \( G \) with the pair \( (W, K) \): the set \( V(G) \) of vertices is \( \{1, \ldots, n\} \) and there is an arrow \( j \to i \) if and only if \( j \in S_i \). Of course \( G \) may or may not be cyclic. After adding identity loops, we do assume \( G \in \text{FinDAG} \).

Among other things, this implies \( S_i = \emptyset \) for some \( i \); in that case, \( \kappa_i \) shall be depicted as \( \downarrow \).

Let \( S, T \subseteq V(G) \). Let \( G_{S \to T} \) be the subgraph of \( G \) that consists of all the vertices in \( S \cup T \) and all the directed paths that end in \( T \) but do not travel toward \( S \), that is, do not pass through or end in \( S \) (starting in \( S \)) is allowed. Note that, for every \( i \in V(G_{S \to T}) \), if \( i \not\in S \) then its parents in \( G \) are all in \( G_{S \to T} \) as well and if \( i \in S \) then it has no parents in \( G_{S \to T} \).

Construct a diagram in \( M \) as follows. For each \( i \in V(G_{S \to T}) \), let \( \bar{w}_i \) be the monoidal product of as many copies of \( w_i \) as the number of children of \( i \) in \( G_{S \to T} \). Let \( \Gamma_i \) be a diagram of

\[
\begin{align*}
\ell_{w_i \to \bar{w}_i w_i} & \quad \text{if } i \in S \cap T, \\
\ell_{w_i \to \bar{w}_i} & \quad \text{if } i \in S \setminus T, \\
\ell_{w_i \to \bar{w}_i w_i} \circ \kappa_i & \quad \text{if } i \in T \setminus S, \\
\ell_{w_i \to \bar{w}_i} \circ \kappa_i & \quad \text{if } i \not\in S \cup T,
\end{align*}
\]

where in the last cases the diagram for \( \kappa_i \) is the obvious one; note the extra copy of \( w_i \) in the codomain of \( \ell_{w_i \to \bar{w}_i w_i} \). Recall from Remark 5.2 that the multipliers used here are unique and there is no need to specify orderings for their codomains in the diagrams. For each \( j \in V(G_{S \to T}) \), let \( o_j \) be the number of edges in the codomain of \( \Gamma_j \) and \( p_j \) the number of all the edges with the value \( w_j \) in the domains of all the other diagrams \( \Gamma_i \). Observe that \( o_j = p_j + 1 \) if \( j \in T \) and \( o_j = p_j \) in all other cases. So we may identify the corresponding edges and fuse these components \( \Gamma_i \) together into a single diagram, denoted by \( \Gamma_{[w_T || w_S]_{(W,K)}} \), with the domain \( w_S \) and the codomain \( w_T \).

The diagram thus obtained is Markov minimal. It may not be unique up to isomorphisms, but is unique up to Markov congruence. So it represents a unique morphism, which is referred to as the \( (W,K) \)-effect of \( w_S \) on \( w_T \) and is denoted by \([w_T || w_S]_{(W,K)} : w_S \to w_T \), or simply \([w_T]_{(W,K)} \) when \( S = \emptyset \).

We shall write \([w_T || w_S]\) simply as \([T || S]\) when the context is clear. The subscript \((W,K)\) may be dropped from the notation too.

**Lemma 5.5.** For every \( i \in V(G_{S \to T}) \setminus S \) there are a level \( L \) of \( \Gamma_{[T || S]} \) and a subset \( T_i \) of \( V(G_{S \to T}) \) containing \( i \) such that

- \( V(G_{S \to T_i}) \) does not contain any child of \( i \) in \( G_{S \to T} \),
- \( \Gamma_{[T || S]}[\emptyset, L] = \Gamma_{[T_i || S]} \) and \( \Gamma_{[T || S]}[L, \hat{\Gamma}_{[T || S]}] = \Gamma_{[T || T_i]} \).

**Proof.** To begin with, note that the component \( \Gamma_i \subseteq \Gamma_{[T || S]} \) is a normal subgraph. Let \( L \) be the level of \( \Gamma_{[T || S]} \) as constructed in the latter half of the proof of Lemma 3.2 more precisely, \( L \) consists of those nodes \( x \in \hat{\Gamma}_{[T || S]} \) such that \( x \leq y_i \in (\Gamma_i)_0 \), where \( y_i \) is the least node in \( \Gamma_i \), which exists
if \((\Gamma_i)_0 \neq \emptyset\), in particular, if \(i \notin S\). Let \(T_i \subseteq V(G_{S \rightarrow T})\) such that \(j \in T_i\) if and only if there is an edge in \(cut(L)\) with the value \(w_j\). So \(i \in T_i\), and no child \(k\) of \(i\) in \(G_{S \rightarrow T}\) can be an ancestor of any \(j \in T_i\) in \(G\), in other words, \(k \notin V(G_{S \rightarrow T_i})\). Let \(S_i \subseteq S\) such that \(j \in S_i\) if and only if there is an edge in \(cut(\emptyset) \cap cut(L)\), that is, a loose edge of \(\Gamma_{|T_i||S|}[0, L]\), with the value \(w_j\). So every vertex in \((T_i \setminus S) \setminus S_i\) is an ancestor of \(i\) in \(G_{S \rightarrow T}\) (vertices are ancestors of themselves).

Consider any \(j \in V(G_{S \rightarrow T_i})\). Assume \(j \notin S_i\). If \(j \notin T_i \cup S\) then it must be an ancestor of some \(k \in T_i \setminus S_i\) in \(G_{S \rightarrow T_i}\). So, at any rate, \(j\) is an ancestor of \(i\) in \(G_{S \rightarrow T}\). It follows that if \(j \notin T_i\) then the component \(\Gamma_j\) of \(\Gamma_{|T_i||S|}\) is entirely contained in \(\Gamma_{|T_i||S|}[0, L]\) and, more importantly, we have \(e(1) \in L\) for every \(e \in (\Gamma_j)_1\) and hence \(\Gamma_j\) may be computed with respect to \(G_{S \rightarrow T_i}\) too, that is, it may be regarded as a component of \(\Gamma_{|T_i||S|}\). If \(j \in T_i\) then we may choose a suitable diagram of the multiplier in question (recall the last sentence of Remark \(5.2\)) and thereby assume that there is exactly one edge in \(cut(L)\) with the value \(w_j\). In that situation, the portion of the component \(\Gamma_j\) of \(\Gamma_{|T_i||S|}\) contained in \(\Gamma_{|T_i||S|}[0, L]\) is again the component \(\Gamma_j\) of \(\Gamma_{|T_i||S|}\).

Now assume \(j \in S_i\). Then, by the discussion above, any child of \(j\) in \(G_{S \rightarrow T_i}\) would be an ancestor of \(i\) in \(G_{S \rightarrow T}\), which contradicts the definition of \(S_i\). So the component \(\Gamma_j\) of \(\Gamma_{|T_i||S|}\) depicts the identity of \(w_j\), which of course is the same as the loose edge in \(cut(\emptyset) \cap cut(L)\).

Finally, if \(w_k\) is the value of an edge of \(\Gamma_{|T_i||S|}[0, L]\) then \(k\) must belong to \(V(G_{S \rightarrow T_i})\). So we have shown \(\Gamma_{|T_i||S|}[0, L] = \Gamma_{|T_i||S|}\).

By the choice of \(\Gamma_j\) for each \(j \in T_i \setminus S_i\) made above, we may identify \(cut(L)\) with \(T_i\). Then a similar analysis shows that \(\Gamma_{|T_i||S|}[L, \Gamma_{|T_i||S|}] = \Gamma_{|T_i||S|}\) \(\square\)

**Proposition 5.6.** Let \(N\) be another straight Markov category and \(F: M \longrightarrow N\) a strict Markov functor. Then

\[
F([T||S]_{(W,K)}) = [T||S]_{(F(W),F(K))}.
\]

**Proof.** The directed acyclic graph associated with \((F(W),F(K))\) is also \(G\) and hence we may take the diagrams \(\Gamma_{|T||S|_{(W,K)}}, \hat{\Gamma}_{|T||S|_{(F(W),F(K))}}\) to have the same underlying graph with different valuations in different categories.

The **height** of a directed acyclic graph is the maximum number of edges in a directed path. We proceed by induction on the height \(h\) of \(G_{S \rightarrow T}\).

The case \(h = 0\) is rather trivial. The case \(h = 1\) cannot be reduced to the case \(h = 0\), but it is straightforward to check since \(\Gamma_{|T||S|}\) is of the simple form

\[
(5.1)
\]

where \(T^*\) is the set of those vertices \(i \in T \setminus S\) with \(\text{dom}(k_i) \neq \emptyset\) and \(\kappa_{T^*} = \bigotimes_{i \in T^*} \kappa_i\); note that not all the multipliers are displayed herein.

For the inductive step \(h > 1\), let \(i, j, k\) be three distinct vertices in \(G_{S \rightarrow T}\) such that each is a child of the next. Let \(T_j\) be as given by Lemma \(5.3\). Although \(i\) does not belong to \(G_{S \rightarrow T_j}\), the height of \(G_{S \rightarrow T_j}\) may still be \(h\). Anyway, if the heights of \(G_{S \rightarrow T_j}, G_{T_j \rightarrow T}\) are indeed both less than \(h\) then, by the inductive hypothesis,

\[
F([T_j||S]_{(W,K)}) = [T_j||S]_{(F(W),F(K))}, \quad F([T||T_j]_{(W,K)}) = [T||T_j]_{(F(W),F(K))}
\]

and hence, by Lemma \(5.3\),

\[
F([T||S]_{(W,K)}) = F([T||T_j]_{(W,K)} \circ [T_j||S]_{(W,K)}) = [T||T_j]_{(F(W),F(K))} \circ [T_j||S]_{(F(W),F(K))} = [T||S]_{(F(W),F(K))},
\]
where the last equality holds because the construction of $T_j$ only depends on $G_{S \rightarrow T}$, not the diagram. If either of the heights is equal to $h$ then we can break up the graph again in the same way, and eventually the height will have to drop.

More generally, we shall consider *twists* of $[T||S]$, that is, a morphism of the form

$$\tau(T)||\sigma(S) = \iota_{w_T \rightarrow w_{\tau(T)}} \circ [T||S] \circ \iota_{w_{\sigma(S)} \rightarrow w_S},$$

where $\sigma$, $\tau$ are permutations of $S$, $T$ and $\iota_{w_T \rightarrow w_{\tau(T)}}$, $\iota_{w_{\sigma(S)} \rightarrow w_S}$ are the unique multipliers generated from symmetries. Such a twist is determined by the pair of permutations.

**Remark 5.7.** The construction in Definition 5.4 can still be carried out without assuming straightness, albeit not canonically, because we may have to choose monoidal products if $M$ is not strict and multipliers if $w^n = w^m$ could hold for $w \neq I$ and $n \neq m > 0$.

All is not lost for an arbitrary Markov category $M$. Following the discussion in [5, §1.1], we may first strictify $M$ into $st(M)$ as follows (this is a special case of a construction in [6, §2]). The objects of $st(M)$ are the words of the free monoid $W(M_0)$. The *evaluation* map $ev : W(M_0) \longrightarrow M_0$ is given by induction on the length of the word:

$$ev(\emptyset) = I, \quad ev(a) = a \text{ for } a \in M_0, \quad ev(a_1 \ldots a_{n+1}) = ev(a_1 \ldots a_n) \otimes a_{n+1}.$$ 

The arrows $w \longrightarrow w'$ in $st(M)$ are the arrows $ev(w) \longrightarrow ev(w')$ in $M$. The monoidal product $\otimes$ in $st(M)$ is given by concatenation $v \otimes w = vw$ and

$$\begin{array}{ccc}
\text{ev}(vw) & \xrightarrow{f \otimes g} & \text{ev}(v'w') \\
\cong & & \cong \\
\text{ev}(v) \otimes \text{ev}(w) & \xrightarrow{f \otimes g} & \text{ev}(v') \otimes \text{ev}(w')
\end{array}$$

where the vertical arrows are the unique coherence isomorphisms. There are obvious candidates for symmetries, duplicates, and discards in $st(M)$ and it follows from the MacLane coherence theorem that $ev : st(M) \longrightarrow M$ is indeed a Markov functor. Moreover, $ev$ is full and faithful and surjective on isomorphism classes, and hence is a comonoid equivalence (this is rather clear if we apply [2, Proposition 10.16]); its quasi-inverse is the obvious full embedding $al : M \longrightarrow st(M)$, indeed $al$ is the right inverse of ev since ev $\circ$ al is the identity.

Now we may simply define an *effect* in $M$ over a sequence of objects $(a_1, \ldots, a_n)$ to be a morphism of the form $ev([T||S]_{[W,K]}) : ev(w_S) \longrightarrow ev(w_T)$, where $ev(w_i) = a_i$ for all $i$.

### 6. Functoriality over ordered directed acyclic graphs

In any directed acyclic graph $G$, the directed paths induce a partial ordering on $V(G)$. We say that $G$ is *ordered* if $V(G)$ comes equipped with a total ordering that extends this partial ordering. The category $\text{FinODAG}$ has ordered directed acyclic graphs with identity loops as objects and order-preserving graph homomorphisms between them as morphisms. Let $G = (V, A, s, t, \sigma)$ be an object in $\text{FinODAG}$, where the total ordering is expressed by the bijection $\sigma : V \longrightarrow \{1, \ldots, n\}$; we shall also write $V = (v_1, \ldots, v_n)$.

**Terminology 6.1.** Elements of the free monoid $W(V)$ are also referred to as *variables* and those of length 1, that is, the vertices in $V$, *atomic variables*. If no atomic variable occurs more than once in a variable $v$ then $v$ is *singular*; in particular, $\emptyset$ is singular.
Concatenation of two variables $v, w$ is also written as $v \otimes w$. As before, for each $S \subseteq \{1, \ldots, n\}$ let $v_S = \bigotimes_{i \in S} v_i$, where $v_\emptyset = \emptyset$. Write $v_{S'} \subseteq v_S$, or $v_{S'} \in v_S$ if $S'$ is a singleton, and say that $v_{S'}$ is a sub-variable of $v_S$ if $S' \subseteq S$. Write $v_S \cap v_{S'} = v_{S \cap S'}$, $v_S \setminus v_{S'} = v_{S \setminus S'}$, and so on.

**Definition 6.2.** The free DD-graph monoid $W(G)$ has $W(V)$ as its set of vertices and, for each atomic variable $v \in V$, the following arrows added:

\[
\emptyset \xrightarrow{\epsilon_v} v \xrightarrow{\delta_v} vv, \quad \text{pa}(v) \xrightarrow{\kappa_v} v,
\]

where $\text{pa}(v)$ is the singular variable that contains exactly the parents of $v$, and is more accurately denoted by $\text{pa}_G(v)$ if necessary. We refer to $\kappa_v$ as a causal mechanism. If $\text{pa}(v) = \emptyset$ then this adds an arrow $\emptyset \rightarrow v$, which is called an exogenous causal mechanism.

Denote by $F_m(G)$ the free Markov category over $W(G)$. For convenience, set $\kappa_\emptyset = 1_\emptyset$ in $F_m(G)$.

We single out a special case of Definition 6.4 which is the main object of our study below.

**Definition 6.3.** Let $v, w$ be singular variables in $F_m(G)$ and $K$ the set of causal mechanisms. The $(V, K)$-effect of $v$ on $w$ in $F_m(G)$ is referred to as the causal effect of $v$ on $w$ and is denoted simply by $[w|v]$, or by $[w]$ when $v = \emptyset$, which is called the prior on $w$.

This notion was first introduced in \[4, \S 4\], where it is called causal conditional. We call it causal effect because it is closely related to the eponymous notion in the literature on causality.

Let $\phi : H \rightarrow G$ be a morphism in FinODAG. We construct a graph monoid homomorphism $f_\phi : W(G) \rightarrow F_m(H)$ as follows. For any variable $v \in W(G)$, denote by $\phi^{-1}(v)$ the variable $\bigotimes_{w \in v} \bigotimes_{u \in \phi^{-1}(w)} u$ in $F_m(H)$, where “$w \in v$” enumerates the occurrences of atomic variables in $v$, following their order in $v$, and “$u \in \phi^{-1}(w)$” enumerates the elements of the set $\phi^{-1}(w)$, following their order in $V_H$. Clearly $\phi^{-1}(v)$ is singular if and only if $v$ is; in that case, if $v = v_S$ for some $S$ then the order in which the monoidal product $\phi^{-1}(v)$ is taken is the one induced by $V_H$, because morphisms in FinODAG preserve order. Set $f_\phi(v) = \phi^{-1}(v)$. If $v$ is atomic then set

\[
f_\phi(1_v) = 1_{\phi^{-1}(v)}, \quad f_\phi(\epsilon_v) = \epsilon_{\phi^{-1}(v)}, \quad f_\phi(\delta_v) = \delta_{\phi^{-1}(v)}, \quad f_\phi(\kappa_v) = [\phi^{-1}(v)||\phi^{-1}(\text{pa}(v))]|(V_H, K_H),
\]

where $1_v$ stands for the identity loop on $v$ and $K_H = \{\kappa_x : x \in V_H\}$.

Note that $H_{\phi^{-1}(\text{pa}(v)) \rightarrow \phi^{-1}(v)}$ does not contain any vertex that is not already in $\phi^{-1}(\text{pa}(v))$ or $\phi^{-1}(v)$, but this does not mean that it is of height at most 1.

**Definition 6.4** (Refinement). Since $F_m(G)$ is free, the graph monoid homomorphism $f_\phi$ induces a Markov functor, called the $\phi$-refinement:

\[
\phi^* : F_m(G) \rightarrow F_m(H).
\]

In principle, $\phi^*$ is unique up to a unique monoidal natural isomorphism. Here it is simply unique because it must be strict (see the remark after Theorem 4.1).

Heuristically, we think of $\phi$ as a substitution operation because the vertices of the graphs are thought of as the atomic variables in the corresponding “syntactic categories” for causal inference.

**Example 6.5.** Let $v \in F_m(G)$ be a singular variable and $G_v$ be the subgraph of $G$ with all the incoming arrows at $v$ removed. Let $i_v : G_v \rightarrow G$ be the obvious graph embedding. We refer to the $i_v$-refinement

\[
i_v^* : F_m(G) \rightarrow F_m(G_v)
\]
as the $i_v^*$-intervention. So, the only nontrivial assignment in (6.1) for the construction of $i_v^*$ is, for each $u \in v$,

\[
\begin{array}{c}
\kappa_u \\
\vdots
\end{array} \quad \rightarrow \quad \bullet
\]

\[i_v^*(\kappa_u) = \bar{\kappa}_u \otimes \epsilon_{\text{pa}(u)}\]

where $\kappa_u, \bar{\kappa}_u$ are the causal mechanisms on $u$ in $F_m(G), F_m(G_v)$, respectively.

In the definition of $F_m(G)$, we do not have an exogenous causal mechanism $\emptyset \rightarrow w$ for every $w \in V_G$ unless $w$ has no parents in $G$. Of course, such generators, indeed, arbitrary generators, can be introduced to suit the task at hand. In that case, there is no need to go through this subgraph $G_v$ anymore, since (6.2) can already be defined within $F_m(G)$ itself so that $i_v^*$ becomes an endofunctor $F_m(G) \rightarrow F_m(G)$. This is the approach adopted in [4], where a specific interpretation is intended for these exogenous causal mechanisms, namely uniform probability distribution. Casting $i_v^*$ as an endofunctor is merely for convenience and elegance, though, not a technical necessity.

**Proposition 6.6.** Let $v, w$ be singular variables in $F_m(G)$. Then $\phi^*([w|v]) = [\phi^*(w)|\phi^*(v)]$.

This assertion is a bit terse and may seem to be just a consequence of Proposition [5.6]. But the situation becomes clearer if we do not abbreviate the notation:

\[
\begin{align*}
\phi^*([w|v]) &\xrightarrow{\text{Proposition 5.6}} \phi^*([w|v](V_G,K_G)) \\
&\xrightarrow{\text{Proposition 6.6}} [\phi^*(w)|\phi^*(v)](V_H,K_H)
\end{align*}
\]

where $K_G = \{\kappa_u : u \in V_G\}$.

**Proof.** We shall indeed show that the first and last effects in (6.3) are equal. To that end, let $\Gamma_{\phi^*G}$ be the diagram constructed from the diagram $\Gamma_{[\phi^*(w)|\phi^*(v)](V_G,K_G)}$ by depicting each relevant $\phi^*\kappa_v(\kappa_y)$ as $\Gamma_{[\phi^{-1}(w)|\phi^{-1}(v)](V_H,K_H)}$ and then rewriting the multipliers accordingly. After surgeries, we assume that $\Gamma_{\phi^*G}$ is Markov minimal. Abbreviate $\Gamma_{[\phi^*(w)|\phi^*(v)](V_H,K_H)}$ as $\Gamma_H$; note that $\Gamma_H$ is already Markov minimal. Therefore, it is enough to show that $\Gamma_{\phi^*G}$ is Markov congruent to $\Gamma_H$.

If $p$ is a directed path in $H_{\phi^*(w)\rightarrow \phi^*(v)}$ that ends at some vertex $x \in V_H$ then $\phi(p)$ is a directed path in $G_{v\rightarrow w}$ that ends at $\phi(x) \in V_G$ and does not travel toward $v$, unless $p$ is completely collapsed by $\phi$, in which case $\phi(p)$ is the identity map on $\phi(x)$. So $H_{\phi^*(w)\rightarrow \phi^*(v)}(x)$ is a subgraph of $G_{v\rightarrow w}$. This implies that $\Gamma_{\phi^*G}$ has a unique node with the value $\kappa_x$ for every vertex $x \in V(H_{\phi^*(w)\rightarrow \phi^*(v)}) \setminus \phi^*(v)$. Since $\Gamma_{\phi^*G}$ is Markov minimal, we see that if every multiplier involved is depicted as a diagram with at most one node (recall the last sentence of Remark 5.2) then there is a bijection between the maximal directed paths in $\Gamma_{\phi^*G}$ and those in $\Gamma_H$ such that each matching pair thread through edges and nodes with the same values. It follows that $\Gamma_{\phi^*G}$ is Markov congruent to $\Gamma_H$. \hfill \square

**Theorem 6.7** (Functoriality of refinement). The construction of $\phi^*$ is functorial, that is, there is a contravariant functor

\[\text{Ref : FinOdag} \rightarrow \text{MarCat}\]

sending each object $G \in \text{FinOdag}$ to $F_m(G)$ and each morphism $\phi \in \text{FinOdag}$ to $\phi^*$.

**Proof.** We need to check that, for all morphisms $G' \xrightarrow{\psi} G' \xrightarrow{\phi} G$ in FinOdag, $\psi^* \circ \phi^* = (\phi \circ \psi)^*$ as symmetric strict monoidal functors. For objects, this follows from the fact that morphisms in FinOdag preserve order. For morphisms, since the categories are free, it is enough to check that, for all generators $g \in F_m(G)$, $\psi^*(\phi^*(g)) = (\psi \circ \phi)^*(g)$. This is clear if $g$ is $1_v, \epsilon_v, \text{or } \delta_v$. The case $g = \kappa_v$ follows from Proposition 6.6. \hfill \square
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