ON THE LIOUVILLE AND STRONG LIOUVILLE PROPERTIES FOR A CLASS OF NON-LOCAL OPERATORS

DAVID BERGER AND RENÉ L. SCHILLING

Abstract. We prove a necessary and sufficient condition for the Liouville and strong Liouville properties of the infinitesimal generator of a Lévy process and subordinate Lévy processes. Combining our criterion with the necessary and sufficient condition obtained by Alibaud et al., we obtain a characterization of (orthogonal subgroup of) the set of zeros of the characteristic exponent of the Lévy process.

A $C^2$-function $f : \mathbb{R}^n \to \mathbb{R}$ is called harmonic, if $\Delta f = 0$ for the Laplace operator $\Delta$. The classical Liouville theorem states that any bounded harmonic function is constant. Often it is helpful to understand $\Delta f$ as a Schwartz distribution in $\mathcal{D}'(\mathbb{R}^n)$ and to re-formulate the Liouville problem in the following way: The operator $\Delta$ enjoys the Liouville property if

$$
(1) \quad f \in L^\infty(\mathbb{R}^n) \text{ and } \forall \phi \in C_c^\infty(\mathbb{R}^n) : \langle \Delta f, \phi \rangle := \langle f, \Delta \phi \rangle = 0 \implies f \equiv \text{const}
$$

holds; $\langle \cdot, \cdot \rangle$ denotes the (real) dual pairing used in the theory of distributions. An excellent account on the history and the importance of the Liouville property can be found in the paper [1] by Alibaud et al. If the condition $'f \in L^\infty(\mathbb{R}^n)'$ in (1) can be replaced by $'f \geq 0'$, we speak of the strong Liouville property.

Like [1] we are interested in the analogue of (1) for a class of non-local operators with constant ‘coefficients’. Recall that $\frac{1}{2} \Delta$ is the infinitesimal generator of Brownian motion. This is a diffusion process with stationary and independent increments and continuous paths. If we give up the continuity of the sample paths, and consider stochastic processes with independent, stationary increments and right-continuous paths with finite left-hand limits, we get the family of Lévy processes, cf. [15, 11]. It is well known, see [10, 11], that the infinitesimal generator $\mathcal{L}_\psi$ of a Lévy process (in any space $L^p(\mathbb{R}^n), 1 \leq p < \infty$ or in $C_c^\infty(\mathbb{R}^n) = \overline{C_c^\infty(\mathbb{R}^n)}^{\| \cdot \|_\infty}$, cf. [2, Proposition 12.7] and [4, Example 1.3.e), p. 4]) is a pseudo-differential operator

$$
(2) \quad \mathcal{L}_\psi u(\xi) = -\psi(\xi)\hat{u}(\xi), \quad u \in \mathcal{S}(\mathbb{R}^n)
$$

where $\hat{u}(\xi) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{-i\xi \cdot x} u(x) \, dx$ is the Fourier transform and $\mathcal{S}(\mathbb{R}^n)$ is the Schwartz space of rapidly decreasing smooth functions; the inverse Fourier transform is denoted by
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The symbol $\psi : \mathbb{R}^n \to \mathbb{C}$ is a continuous and negative definite function which is uniquely characterized by its Lévy–Khintchine representation
\begin{equation}
\psi(\xi) = -ib \cdot \xi + \frac{1}{2} Q \xi \cdot \xi + \int_{\mathbb{R}^n \setminus \{0\}} \left(1 - e^{i \xi \cdot x} + i \xi \cdot x \mathbb{1}_{(0,1)}(|x|)\right) \nu(dx);
\end{equation}
the ‘coefficients’ $b \in \mathbb{R}^n$, $Q \in \mathbb{R}^{n \times n}$ (a positive semidefinite matrix) and $\nu$ (a Radon measure on $\mathbb{R}^n \setminus \{0\}$ such that $\int_{\mathbb{R}^n \setminus \{0\}} \min\{|x|^2, 1\} \nu(dx) < \infty$) uniquely describe $\psi$. In probabilistic language, the symbol $\psi$ is known as the characteristic exponent of the Lévy process $(X_t)_{t \geq 0}$ and $(b, Q, \nu)$ is the Lévy triplet. This is due to the fact that the law $\mu_t(dy) := \mathbb{P}(X_t \in dy)$ of the random variable $X_t$ satisfies
\begin{equation}
\mathbb{E} e^{i \xi \cdot X_t} = \hat{\mu}_t(\xi) = e^{-\psi(\xi)}, \quad t > 0, \xi \in \mathbb{R}^n;
\end{equation}
the particular structure of the expected value is intimately linked with the property that the random variable $X_t$, resp., $\mu_t$ is infinitely divisible, cf. [15]. It is clear from (3) that $x \mapsto \psi(Ax)$ is, for any invertible matrix $A \in \mathbb{R}^{n \times n}$, again continuous and negative definite; in particular, negative definiteness is preserved under coordinate changes. From (2) we can see that the adjoint $\mathcal{L}^*_{\psi}$ is also a Lévy generator whose symbol $\hat{\psi}$ is the complex conjugate of $\psi$: Let $u, \phi \in S(\mathbb{R}^n)$. By Plancherel’s theorem
\begin{equation}
\langle \mathcal{L}^*_{\psi}u, \phi \rangle = \langle \mathcal{L}^*_{\psi}u, \tilde{\phi} \rangle = \langle -\psi \hat{u}, \tilde{\phi} \rangle = \langle \hat{u}, -\psi \tilde{\phi} \rangle = \langle \hat{u}, \mathcal{L}^*_{\tilde{\psi}}\phi \rangle = \langle u, \mathcal{L}^*_{\tilde{\psi}}\phi \rangle.
\end{equation}
Therefore we have $\mathcal{L}^*_{\tilde{\psi}} = \mathcal{L}^*_{\psi}$ (in any space $L^p(\mathbb{R}^n)$, $p \in [1, \infty]$ and in $C_\infty(\mathbb{R}^n) := \overline{C_\infty(\mathbb{R}^n)}^{|| \cdot ||_\infty}$) and the corresponding Lévy process is just $(-X_t)_{t \geq 0}$.

If we combine (2) and (3) we get a further representation for $\mathcal{L}_{\psi}$ on $S(\mathbb{R}^n)$
\begin{align}
\mathcal{L}_{\psi}u(x) &= b \cdot \nabla u(x) + \frac{1}{2} \nabla \cdot Q \nabla u(x) \\
&\quad + \int_{\mathbb{R}^n \setminus \{0\}} \left(u(x + y) - u(x) - y \cdot \nabla u(x) \mathbb{1}_{(0,1)}(|y|)\right) \nu(dy).
\end{align}
It is not hard to see that this class of operators includes the fractional Laplace operator $-(-\Delta)^\alpha$ for $\alpha \in (0, 2)$.

The main results of our paper is the following version of a Liouville theorem for non-local operators of the type described above:

**Theorem (Liouville).** Let $\mathcal{L}_{\psi}$ be the generator of a Lévy process with characteristic exponent $\psi$. The operator $\mathcal{L}_{\psi}$ has the Liouville property, i.e.
\begin{equation}
f \in L^\infty(\mathbb{R}^n) \quad \text{and} \quad \forall \phi \in C_c^\infty(\mathbb{R}^n) : \langle \mathcal{L}_{\psi}f, \phi \rangle = 0 \implies f \equiv \text{const}
\end{equation}
if, and only if, the zero-set of the characteristic exponent satisfies $\{ \eta \in \mathbb{R}^n \mid \psi(\eta) = 0 \} = \{0\}$.

If, in addition, the Lévy measure $\nu$ satisfies $\int_{|y| \geq 1} g(y) \nu(dy)$ for some submultiplicative function $g : \mathbb{R}^n \to [0, \infty)$ (for the definition of a submultiplicative function see Definition [12]), then
\begin{equation}
0 \leq f \leq g \quad \text{and} \quad \forall \phi \in C_c^\infty(\mathbb{R}^n) : \langle \mathcal{L}_{\psi}f, \phi \rangle = 0 \implies f \equiv \text{const}
\end{equation}
if, and only if, $\{ \eta \in \mathbb{R}^n \mid \psi(\eta) = 0 \} \cup \{ \eta \in \mathbb{R}^n \mid \psi(-i\eta) = 0 \} = \{0\}$.

It is also possible to relax the boundedness assumption on $f$ resulting in a strong Liouville theorem, cf. Theorem [17].

The first part of our theorem complements and gives new insight to the result by Alibaud et al. [1]. They provide necessary and sufficient conditions for the (7) in terms of the Lévy triplet $(b, Q, \nu)$ appearing in (3) (see Section 5 for the precise statement), which
we can identify to be equivalent to \( \{ \eta \in \mathbb{R}^n \mid \psi(\eta) = 0 \} \). In fact, if we combine \([1]\) and our criterion, it turns out that Alibaud et al. actually describe the orthogonal subgroup of the zero set of \( \psi \), i.e. \( \{ \psi = 0 \}_{\leq 1} := \{ x \in \mathbb{R}^n \mid \forall \gamma \in \{ \psi = 0 \} : e^{i\gamma \cdot x} = 1 \} \). Let us point out that the approach of \([1]\) is completely different from ours and, it seems that it is not possible to get a strong Liouville theorem using their methods. Thus, the second part \([5]\) of our theorem is new.

We will give two independent proofs for Liouville’s theorem, one is mainly analytic (see Section 2) and another which is mainly probabilistic (see Section 3). Both approaches have their (dis-)advantages. The analytic argument, which is based on the structure of generalized functions (distributions) in the sense of L. Schwartz, explains the appearance of the zero set of \( \psi = 0 \) and \( \{ \psi = 0 \} \) in a very natural way—but it seems to work only for smooth symbols. The more probabilistic argument is very short, but it requires a deep ‘black-box’ theorem due to Choquet and Deny on certain convolution equations for measures. On the upside, the proof works in all dimensions and links Liouville’s theorem with renewal theory. Section 4 contains a version of Liouville’s theorem where we can identify to be equivalent to \( \{ \eta \in \mathbb{R}^n \mid \psi(\eta) = 0 \} \). Thus, the second part \([5]\) of our theorem is new.

1. General preparations

An important point is the question how we should interpret in a statement like

\[
\phi \mapsto \langle \mathcal{L}_\psi f, \phi \rangle := \langle f, \mathcal{L}_\psi \phi \rangle = \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x) \, dx, \quad \phi \in C_c^\infty(\mathbb{R}^n)
\]

is a Schwartz distribution \( \mathcal{L}_\psi f \in \mathcal{D}'(\mathbb{R}^n) \) of order \( \leq 2 \).

**Lemma 1.** Let \( \mathcal{L}_\psi \) be the generator of a Lévy process. For every \( f \in L^\infty(\mathbb{R}^n) \)

\[
(9) \quad \phi \mapsto \langle \mathcal{L}_\psi f, \phi \rangle := \langle f, \mathcal{L}_\psi \phi \rangle = \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x) \, dx, \quad \phi \in C_c^\infty(\mathbb{R}^n)
\]

**Proof.** \([1]\) Using Taylor’s formula it is not hard to see that \( \| \mathcal{L}_\psi u \|_{L^p} \leq c \sum_{|\alpha| \leq 2} \| \partial^\alpha u \|_{L^p} \)

for all \( 1 \leq p \leq \infty \) and \( u \in C_c^\infty(\mathbb{R}^n) \), see e.g. \([16]\) Lemma 3.4]. If we use \( p = 1 \) and \( \overrightarrow{\psi} \) instead of \( \psi \), we conclude that \( \| \mathcal{L}_\psi \phi \|_{L^1} \leq c \sum_{|\alpha| \leq 2} \| \partial^\alpha \phi \|_{L^1} \leq c K \sum_{|\alpha| \leq 2} \| \partial^\alpha \phi \|_{L^\infty} \)

for all \( \phi \in C_c^\infty(K) \) and all compact sets \( K \subset \mathbb{R}^n \).

Remark 2. It is a classical observation, see e.g. \([1]\) Lemma 1.5, p. 233], that the smoothness of \( f \) is not essential. Since \( \mathcal{L}_\psi \) has constant ‘coefficients’—i.e. the triplet \( (b, Q, \nu) \) appearing in \([3]\) and \([4]\) does not depend on \( x \)—it commutes with convolutions. If \( j_\epsilon \in C_c^\infty(\mathbb{R}^n) \) is the standard kernel for the Friedrichs mollifier and if the convolution \( j_\epsilon * f \) is well-defined, we still have \( \mathcal{L}_\psi(j_\epsilon * f) = 0 \) and we infer from \( j_\epsilon * f = \text{const} \) that \( f \) is constant.

We need the following results on the zero set of a continuous negative definite function.

---

\(^{(1)}\)The lemma is also a direct consequence of the positive maximum principle: If \( \phi \in \mathcal{S}(\mathbb{R}^n) \) attains a positive maximum at \( x_0 \), then \( \mathcal{L}_\psi \phi(x_0) \leq 0 \); see \([11]\) Theorem 6.2] and \([3]\) Theorem 2.21].
Lemma 3. Let \( \psi : \mathbb{R}^n \to \mathbb{C} \) be the symbol of the generator of a Lévy process. The following estimates hold

\[
\sqrt{|\psi(\xi + \eta)|} \leq \sqrt{|\psi(\xi)|} + \sqrt{|\psi(\eta)|}, \quad \xi, \eta \in \mathbb{R}^n; \tag{10}
\]

\[
|\psi(\xi) + \psi(\eta) - \psi(\xi - \eta)|^2 \leq 4|\psi(\xi)||\psi(\eta)|, \quad \xi, \eta \in \mathbb{R}^n; \tag{11}
\]

in particular, the zero-set \( \{\psi = 0\} = \{\xi \in \mathbb{R}^n \mid \psi(\xi) = 0\} \) is a closed subgroup of \((\mathbb{R}^n, +)\) which is either discrete or of the form \( G \oplus E \) for some subspace \( E \subset \mathbb{R}^n \) and a closed discrete subgroup \((\text{a relative lattice}) \) \( G \subset E^\perp \). If \( \{\psi = 0\} \supseteq \{0\} \) is not trivial, \( \psi \) must be periodic, hence the restriction of \( \psi \) to \( \text{span}(G) \) is bounded.

Proof. The inequalities (10), (11) are well-known, see Berg and Forst [2, Proposition 7.15], Jacob [10, Lemma 3.621] or [11, Theorem 6.2] for various proofs. Since \( \psi(-\eta) = \overline{\psi(\eta)} \), the inequality (10) and the continuity of \( \psi \) show that \( \{\psi = 0\} \) is a closed subgroup of \( \mathbb{R}^n \). The decomposition follows from a structure result on closed subgroups of \( \mathbb{R}^n \), see Bourbaki [3, Chapter VII, §1.2, p. 72]. If \( \eta \in \{\psi = 0\} \) and \( \eta \neq 0 \), the estimate (11) shows that \( \psi \) is periodic with period \( \eta \). Since \( \psi \) is continuous, it is bounded on the unit cell of the lattice, hence bounded on the subspace spanned by the lattice. \( \square \)

2. AN ANALYTIC APPROACH

We have seen in Lemma 1 that \( \mathcal{L}_\psi f \) may always be understood as an element of \( \mathcal{D}'(\mathbb{R}^n) \) if \( f \in L^\infty(\mathbb{R}^n) \). On the other hand, the calculation (3) shows that \( \mathcal{L}_\psi u \) can only be a Schwartz distribution \( \mathcal{S}'(\mathbb{R}^n) \) if \( \psi \) is a pointwise multiplier for \( \mathcal{S}(\mathbb{R}^n) \), i.e. a \( C^\infty \)-function which is polynomially bounded along with all of its derivatives. In this section we will first discuss this particular case before we move on to a general proof. The following lemma is also a special case of [12, Lemma 4.3]. In order to keep the presentation self-contained, we include a short argument.

Lemma 4. Let \( \psi : \mathbb{R}^n \to \mathbb{C} \) be a continuous negative definite function given by (3). Then \( \psi \in C^\infty(\mathbb{R}^n) \) if, and only if, the Lévy measure \( \nu \) has finite moments \( \int_{|x| \geq 1} |x|^k \nu(dx) \) of any order \( k \in \mathbb{N}_0 \). If this is the case, \( \psi \) and all of its derivatives are polynomially bounded.

Proof. Without loss of generality we may assume that the representation of (3) \( \psi \) consists only of the integral part.

Note that the integrand appearing in (3) satisfies for any multi-index \( \alpha \in \mathbb{N}_0^n \),

\[
\partial^\alpha_x (1 - e^{i\xi \cdot x} + i\xi \cdot x \mathbb{I}_{(0,1)}(|x|)) = \begin{cases} 
1 - e^{i\xi \cdot x} + i\xi \cdot x \mathbb{I}_{(0,1)}(|x|), & |\alpha| = 0 \\
-|\alpha| x^\alpha e^{i\xi \cdot x} + ix^\alpha \mathbb{I}_{(0,1)}(|x|), & |\alpha| = 1 \\
-|\alpha| x^\alpha e^{i\xi \cdot x}, & |\alpha| \geq 2.
\end{cases}
\]

These expressions are bounded, up to a multiplicative constant, by \( |x|^2(1 + |\xi|^2) \) (if \(|\alpha| = 0\)), \( |x|^{\alpha+1}(1 + |\xi|) \) (if \(|\alpha| = 1\)) or \( |x|^{|\alpha|} \) (if \(|\alpha| \geq 2\)), respectively.

A routine application of the differentiability lemma for parameter-dependent integrals shows that \( \int_{x \neq 0} |x|^\alpha \nu(dy) < \infty \) ensures that the derivatives up to order \( |\alpha| \geq 2 \) exist (and are polynomially bounded). Since \( \int_{|x| \leq 1} |x|^2 \nu(dx) < \infty \) is always satisfied, the condition becomes \( \int_{|x| \geq 1} |x|^\alpha \nu(dx) < \infty \).

In order to show the converse, we note that \( \psi \) is smooth if, and only if, \( \text{Re} \psi \) and \( \text{Im} \psi \) are smooth. Define \( \phi_\xi(t) := \text{Re} \psi(t \xi), t \in \mathbb{R} \). Since \( \text{Re} \psi \) is differentiable, the mean value theorem shows that for some \( \theta = \theta(t) \in (0,1) \)

\[
0 \leq \int_{\mathbb{R}^n \setminus \{0\}} \frac{1 - \cos(t\xi \cdot y)}{t^2} \nu(dy) = \frac{\phi_\xi(t) - \phi_\xi(0)}{t^2} = \frac{\phi'_\xi(t\theta)}{t} \leq \frac{\phi'_\xi(t\theta)}{t\theta}.
\]
Since $\phi_\xi(\cdot)$ is an even function, we have $\phi_\xi'(0) = 0$, and we see that the right-hand side converges to $\phi_\xi''(0)$ as $t \to 0$. Using Fatou’s lemma on the left-hand side reveals

$$\frac{1}{2} \int_{R^n \setminus \{0\}} (\xi \cdot \psi)^2 \nu(dy) \leq \liminf_{t \to 0} \int_{R^n \setminus \{0\}} \frac{1 - \cos(t \xi \cdot \psi)}{t^2} \nu(dy) \leq \phi_\xi''(0).$$

This gives $\int_{R^n \setminus \{0\}} |(\xi \cdot \psi)|^2 \nu(dy) < \infty$. Higher derivatives can be dealt with in a similar fashion using induction over $\phi_\xi^{(2k)}$, the $2k$-th derivative of $\phi_\xi$.

The first part of the proof shows that all derivatives $\partial^a \psi(\xi)$ are bounded by $c(1 + |\xi|^2)$ (if $|\alpha| = 0$) or $c(1 + |\xi|)$ (if $|\alpha| = 1$) or a constant (if $|\alpha| \geq 2$).

We can now state and prove our main theorem for smooth symbols.

**Theorem 5** (Liouville). Let $L_\psi$ be the generator of a Lévy process with characteristic exponent $\psi$ and assume that $\psi$ is a $C^\infty$-function. The operator $L_\psi$ has the Liouville property if, and only if, the zero-set of the symbol satisfies $\{\psi = 0\} = \{0\}$.

**Proof.** Let $f \in L^\infty(R^n)$ and $L_\psi f = 0$ in $D'(R^n)$. In view of Lemma 3 we can assume that $\{\psi = 0\}$ is a discrete group, otherwise we would have a truly lower-dimensional problem. Since $\psi$ is smooth, it is a pointwise multiplier in $S(R^n)$, see Lemma 4 and we conclude that in $S'(R^n)$

$$0 = \langle L_\psi f, \phi \rangle = \langle f, L_\overline{\psi} \phi \rangle = \langle \tilde{f}, \overline{\hat{\psi}} \phi \rangle = \langle \tilde{f}, \overline{\hat{\psi} \phi} \rangle$$

holds for all $\phi \in S(R^n)$ and all $\hat{\phi} \in S(R^n)$ (as the Fourier transform is bijective on $S(R^n)$). We conclude that $\text{supp} \tilde{f} \subset \{\overline{\psi} = 0\} = \{\psi = 0\}$.

We can now use a classical result on the structure of tempered distributions supported in single points, see e.g. Trèves [19, Chapter 24],

$$\tilde{f} = \sum_{\gamma \in \{\psi = 0\}} \sum_{|\alpha| \leq n(\gamma) < \infty} c_{\alpha,\gamma} \partial^\alpha \delta_\gamma$$

or, equivalently,

$$f(x) = \sum_{\gamma \in \{\psi = 0\}} \sum_{|\alpha| \leq n(\gamma) < \infty} (2\pi)^{-n} c_{\alpha,\gamma} (ix)^\alpha e^{-i\gamma \cdot x}.$$

If, in addition, $f$ is bounded, we have $f(x) = (2\pi)^{-n} \sum_{\gamma \in \{\psi = 0\}} c_{\alpha,\gamma} e^{-i\gamma \cdot x}$.

If $\{\psi = 0\} = \{0\}$, it is clear that the Liouville property holds. Conversely, if the Liouville property holds and if $\{\psi = 0\}$ is not trivial, we can always shift a solution $L_\psi f = 0$ in the following way: $f_\eta(x) := f(x) e^{-i\eta \cdot x}$, $\eta \in \{\psi = 0\}$ and we get again $L_\psi f_\eta = 0$; this means that can always achieve that some $c_{\alpha,\gamma} \neq 0$, $\gamma \neq 0$, and we have reached a contradiction to $f_\eta \equiv \text{const}$. Thus, the above representation shows that the Liouville property holds if, and only if, $\{\psi = 0\}$ is trivial. If $\{\psi = 0\} \supset \neq \{0\}$, the solutions to $L_\psi f = 0$ are periodic with periodicity group given by the orthogonal subgroup (cf. [2, Definition 2.8]) of the zero-set $\{\psi = 0\}^{\perp} := \{x \in R^n \mid \forall \gamma \in \{\psi = 0\} : e^{i\gamma \cdot x} = 1\}$.

**Remark 6. a)** Although one can approximate (locally uniformly) any symbol $\psi$ with smooth symbols $\psi_k$—just cut off the Lévy measure $\nu_k(dx) := 1_{B_k(\psi)}(x) \nu(dx)$—it seems to be difficult to obtain a general version of Theorem 5 through a limiting argument.

**b)** It is possible to construct symbols on $R$ which are continuous but nowhere differentiable. Consider, for example a variation of Weierstraß’s nowhere differentiable function (see [3, Theorem 1.31, p. 303])

$$\psi(\xi) := \sum_{k=0}^{\infty} a^k (1 - \cos(b^k \pi \xi)), \quad \xi \in R, \quad a \in (0, 1), \quad b > 1 \quad \text{and} \quad ab \geq 1.$$
which is the characteristic exponent of a Lévy process with Lévy measure $\sum_{k=0}^{\infty} a^k \delta_{b^k}(dx)$.

3. A probabilistic proof

Our starting point is a theorem due to Choquet and Deny [5]; full proofs are given in [6], a probabilistic (martingale) argument is due to Doob, Snell and Williamson [7]. Recall that the support of a measure $\mu$ is the complement of the union of all open $\mu$ null sets, i.e. $\text{supp}(\mu)^c = \bigcup_{U \subset \mathbb{R}^n \text{ open}} \{ \mu(U) = 0 \}$. This means that $x \in \text{supp} \mu$ if, and only if, there is an open neighbourhood $U = U(x)$ with $\mu(U) > 0$.

**Theorem 7** (Choquet–Deny). Let $\mu$ be a probability measure on $\mathbb{R}^n$ and $h$ a bounded and continuous function. One has $h = h * \mu$ if, and only if, every point of the support of $\mu$ is a period of $h$.

In order to apply Theorem 7 to the Liouville problem, we need to reduce the problem to an assertion on probability measures. Since $L_\psi$ is the generator of a Lévy process $(X_t)_{t \geq 0}$, the transition probabilities $\mu_t(dx) := P(X_t \in dx)$, $t \geq 0$, form a convolution semigroup of probability measures. We write $P_t u(x) := u * \mu_t(x) = \mathbb{E} u(X_t + x)$ for the Markov semigroup associated with $(X_t)_{t \geq 0}$. Since $t \mapsto X_t$ is right-continuous, a straightforward application of the dominated convergence theorem shows that $t \mapsto P_t u(x)$ and $x \mapsto P_t u(x)$ are right-continuous, resp. continuous if $u \in C_b(\mathbb{R}^n)$.

**Lemma 8.** Let $L_\psi$ be the generator of a Lévy process and denote by $(P_t)_{t \geq 0}$ and $(R_\lambda)_{\lambda > 0}$ the corresponding semigroup and resolvent family, respectively, and let $f \in C_b(\mathbb{R}^n)$. The following assertions are equivalent:

a) $L_\psi f = 0$ weakly, i.e. $\langle L_\psi f, \phi \rangle = 0$ for all $\phi \in C_c(\mathbb{R}^n)$.

b) $\lambda R_\lambda f = f$ for all $\lambda > 0$.

c) $P_t f = f$ for all $t > 0$.

**Proof.** Since $f$ is bounded, we may assume that $f$ is positive, otherwise we could consider $f + \|f\|_{\infty}$. We are going to show the implications

\[a \implies b \implies c \implies a\]

Assume that $L_\psi f = 0$ weakly for a function $f \in C_b(\mathbb{R}^n)$. Since both $L_\psi$ and $L_\psi = L_{\psi}^c$ generate strongly continuous contraction semigroups in $L^1(\mathbb{R}^n)$, see [2, Proposition 12.7], we know from the Hille–Yosida theorem that $R_\lambda^c$ maps $L^1(\mathbb{R}^n)$ into $D(L_\psi^c)$. Using the fact that the test functions $C_c(\mathbb{R}^n)$ are an operator core for the $L^1$-generator $(L_\psi, D(L_\psi)) = (L_\psi^c, D(L_\psi^c))$, we can find for every $\phi \in \mathcal{S}(\mathbb{R}^n)$ a sequence $(u_n)_{n \in \mathbb{N}} \subset C_c(\mathbb{R}^n)$ such that both $u_n \to R_\lambda^c \phi$ and $L_\psi^c u_n \to L_\psi^c R_\lambda^c \phi$ in $L^1$. Therefore,

$$\langle R_\lambda L_\psi f, \phi \rangle = \langle L_\psi f, R_\lambda^c \phi \rangle = \lim_{n \to \infty} \langle L_\psi f, u_n \rangle.$$ 

By assumption, the right-hand side is zero, i.e. it holds that $\lambda R_\lambda f - f = 0$ for all $\lambda > 0$, and \([c]\) follows.

Since $\lambda R_\lambda f(x) = \int_0^\infty \lambda e^{-\lambda t} (P_t f)(x) \, dt$ we get for fixed $x$ that

$$\lambda R_\lambda f(x) = f(x) \iff \int_0^\infty e^{-\lambda t} (P_t f)(x) \, dt = \frac{\int_0^\infty f(x) \, dt}{\lambda}.$$ 

Because of the uniqueness of the Laplace transform (for positive measures), we infer that $P_t f(x) = f(x)$; here we use the right-continuity of $t \mapsto P_t f(x)$.

Since $P_t^*$ is a strongly continuous semigroup on $L^1(\mathbb{R}^n)$ and $\mathcal{S}(\mathbb{R}^n) \subset D(L_\psi)$, we see that $[c]$ implies

$$0 = \frac{1}{t} \langle P_t f - f, \phi \rangle = \langle f, t^{-1} (P_t^* \phi - \phi) \rangle \xrightarrow{t \to 0} \langle f, L_\psi^c \phi \rangle$$


for any \( \phi \in \mathcal{S}(\mathbb{R}^n) \), and we get \([a]\) \( \square \).

Finally, we will need the following characterization of multivariate lattice distributions. Recall that a probability measure \( \mu \) is said to be a \textbf{lattice distribution} in \( \mathbb{R}^n \) if \( \text{supp} \, \mu \) is a lattice in \( \mathbb{R}^n \).

**Lemma 9.** A probability measure \( \mu \) on \( \mathbb{R}^n \) is a lattice distribution if, and only if, there are linearly independent vectors \( \xi^1, \ldots, \xi^n \in \mathbb{R}^n \) such that the characteristic function satisfies \( |\tilde{\mu}(\xi^j)| = 1 \) for all \( j = 1, \ldots, n \).

**Proof.** In one dimension this is a classic result, see e.g. Lukacs [14, Theorem 2.1.4., pp. 17–18].

If \( n > 1 \) we can mimic the one-dimensional proof. Without loss of generality, we may assume that \( \text{supp} \, \mu \) is a proper lattice, i.e. it is of the form \( \theta^0 + \sum_{j=1}^n l_j \theta^j \) with \( l = (l_1, \ldots, l_n) \in \mathbb{Z}^n \), \( \theta^0 \in \mathbb{R}^n \), and a basis \( \theta^1, \ldots, \theta^n \) of \( \mathbb{R}^n \). Up to a linear transformation, we may even assume that the basis is orthonormal.

If \( \mu \) is a (proper) lattice distribution, it is a discrete distribution of the form \( \mu = \sum_{l \in \mathbb{Z}^n} p_l \delta_{l \theta} \) with \( \Theta_l = \theta^0 + \sum_{j=1}^n l_j \theta^j \), \( p_l \geq 0 \) and \( \sum_{l \in \mathbb{Z}^n} p_l = 1 \). Thus, the characteristic function is given by

\[
\tilde{\mu}(\xi) = \sum_{l \in \mathbb{Z}^n} p_l \exp[i \xi \cdot \Theta_l] = \exp[i \xi \cdot \theta^0] \sum_{l \in \mathbb{Z}^n} p_l \exp[i l_1 \xi \cdot \theta^1 + \cdots + i l_n \xi \cdot \theta^n]
\]

and the claim follows upon taking \( \xi^j = 2\pi|\theta^j|^{-2} \theta^j \), \( j = 1, \ldots, n \).

Conversely, assume that \( |\tilde{\mu}(\xi^j)| = 1 \), that is \( \tilde{\mu}(\xi^j) = e^{i\alpha_j} \) for suitable \( \alpha_j \in \mathbb{R} \). Then

\[
1 = \int_{\mathbb{R}^n} \exp[i (\xi^j \cdot x - \alpha_j)] \mu(dx) = \int_{\mathbb{R}^n} \cos(\xi^j \cdot x - \alpha_j) \mu(dx)
\]

and, since \( \int_{\mathbb{R}^n} 1 \, d\mu = 1 \), we infer that

\[
\int_{\mathbb{R}^n} (1 - \cos(\xi^j \cdot x - \alpha_j)) \, d\mu(dx) = 0.
\]

Since the integrand is positive, we see that \( \xi^j \cdot x - \alpha_j \in 2\pi\mathbb{Z} \) showing that \( \text{supp} \, \mu \) is contained in the lattice spanned by \( (\xi^1, \ldots, \xi^n) \) and shifted by \( \alpha = (\alpha_1, \ldots, \alpha_n) \). \( \square \)

We are now ready for the proof of

**Theorem 10** (Liouville). Let \( \mathcal{L}_\psi \) be the generator of a Lévy process with characteristic exponent \( \psi \). The operator \( \mathcal{L}_\psi \) has the Liouville property (1) if, and only if, the zero-set of the characteristic exponent satisfies \( \{\psi = 0\} = \{0\} \).

**Proof.** Let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be a bounded, non-constant weak solution of \( \mathcal{L}_\psi f = 0 \). The argument used in Remark 2 allows us to assume that \( f \in C^\infty_b(\mathbb{R}^n) \). Thus, we can use Lemma 8 to see that \( \mathcal{L}_\psi f = 0 \) is equivalent to \( \mathcal{P}_t f = f \) for all \( t > 0 \).

As \( f \) is continuous, we know that

\[
\text{Per}(f) := \{x \in \mathbb{R}^n \mid f(x+y) = f(y) \text{ for all } y \in \mathbb{R}^n\}
\]

is a closed subgroup of the additive group \( (\mathbb{R}^n,+) \). An application of the Choquet–Deny theorem, Theorem 7 reveals that

\begin{equation}
\bigcup_{t>0} \text{supp}(\mu_t) \subset \text{Per}(f).
\end{equation}

Since \( \text{Per}(f) \) is a closed additive subgroup of \( \mathbb{R}^n \), it is either discrete or of the form \( G \oplus E \) for some subspace \( E \subset \mathbb{R}^n \) and a closed subgroup (a relative lattice) \( G \subset E^\perp \), see [3, Chapter VII, §1.2, p. 72] or Lemma 3. By a linear isomorphism we may assume that
Per(\(f\)) = \(\mathbb{R}^r \times \mathbb{Z}^{n-r}\). If \(r > 0\), everything is reduced to a lower-dimensional problem, as \(f\) is constant on every affine subspace \(\mathbb{R}^r \times \{z\}\) for each \(z \in \mathbb{R}^{n-r}\)—the new characteristic function is \(\tilde{\mu}_t((0, \ldots, 0, \xi_1, \ldots, \xi_{n-r}))\). Therefore, we may assume that Per(\(f\)) = \(\mathbb{Z}^n\) which implies that \(\mu_t\) is for every \(t > 0\) a non-trivial lattice distribution on \(\mathbb{Z}^n\). From the proof of Lemma 4 we know that \(\tilde{\mu}_t(2\pi e_1) = \tilde{\mu}_t(2\pi e_2) = \cdots = \tilde{\mu}_t(2\pi e_n) = 1\), where \(e_j = (\delta_{ij})_{i \in \{1, \ldots, n\}}\). Since \(\tilde{\mu}_t(\xi) = e^{-t(\xi)}\) and since \(t > 0\) is arbitrary, this means that \(2\pi e_j \in \{\psi = 0\}\) for all \(j = 1, 2, \ldots, n\), and we conclude that \(\{\psi = 0\} \neq \{0\}\).

Conversely assume that \(\{\psi = 0\} \neq \{0\}\). Without loss of generality we may assume that \(\eta = (2\pi, 0, \ldots, 0) \in \{\psi = 0\}\). Denote by \(\pi_1 : (\xi_1, \ldots, \xi_n) \mapsto \xi_1\) the projection onto the first coordinate. Since the image measure \(\mu_t^{(1)} := \mu_t \circ \pi_1^{-1}\) has the characteristic function \(\tilde{\mu}_t^{(1)}(\xi) = \tilde{\mu}_t((\xi_1, 0, \ldots, 0)) = e^{-t\psi(\xi_1, 0, \ldots, 0)}\) for all \(t > 0\), the distribution \(\mu_t\) is a lattice distribution and it is clear that \(f(x) := \sin(2\pi x_1)\) is a solution of \(\mathcal{P}_tf = f\).

Let us point out that the condition in Theorem 10 is equivalent to the fact that \((x, y) \mapsto \sqrt{|\psi(x-y)|}\) defines a distance on \(\mathbb{R}^n\).

4. Towards the strong Liouville property

For the Laplace operator (11) remains valid if we assume \(f \geq 0\) rather than \(f \in L^\infty(\mathbb{R}^n)\). This is the so-called strong Liouville property. In this section we want to discuss how we can relax the condition \(f \in L^\infty(\mathbb{R}^n)\) in the corresponding problem (11) for Lévy generators.

The key to such a result is the following Choquet representation theorem which replaces Theorem 7, see [6]. Here, and in the sequel, we understand that integrals of positive measurable functions always exist in \([0, +\infty]\).

**Theorem 11** (Deny). Let \(\mu\) be a probability measure on \(\mathbb{R}^n\) such that the smallest group containing the support of \(\mu\) is \(\mathbb{R}^n\). All positive solutions of the convolution equation \(h = h \ast \mu\) are of the form

\[
h(x) = \int_{E(\mu)} e^{-\xi \cdot x} \kappa(d\xi)
\]

where \(\kappa\) is a unique (positive) measure with support in the set of the \(\mu\)-harmonic exponentials \(E(\mu) = \{\xi \in \mathbb{R}^n \mid \int_{\mathbb{R}^n} e^{\xi \cdot y} \mu(dy) = 1\}\).

A close inspection of our arguments in Section 3 reveals that we use boundedness of \(f\) for essentially two purposes: a) in order to make sense of the weak formulation \(<\mathcal{L}_\phi f, \phi> = \int f(x)\mathcal{L}_\phi \phi(x)\,dx\) (which requires that \(f \in L^\infty\) as we only know that \(\mathcal{L}_\phi \phi \in L^1\)) and b) to make sense of \(\mathcal{P}_tf(x) = Ef(X_t + x)\) (mainly in Lemma 8 where we reduce the Liouville property to a property of the semigroup). Below we will provide arguments which allow us to get rid of these restrictions if \(f\) satisfies a growth bound. Our results complement previous work by Kühn [13] who looks at not necessarily positive solutions \(f\) which have polynomial growth.

**Definition 12.** A measurable function \(g : \mathbb{R}^n \to (0, \infty)\) is said to be submultiplicative, if there exists some constant \(c > 0\) such that

\[
g(x + y) \leq cg(x)g(y) \quad \text{for all } x, y \in \mathbb{R}^n.
\]

It is well-known that a locally bounded submultiplicative function is exponentially bounded, i.e. \(g(x) \leq \alpha \exp(\beta |x|)\) for suitable constants \(\alpha, \beta > 0\), see [15, Lemma 25.5]. Moreover, submultiplicative functions appear naturally in connection with the existence
of generalized moments of Lévy processes. If \((X_t)_{t \geq 0}\) is a Lévy process with Lévy triplet \((b, Q, \nu)\) and \(g\) a locally bounded submultiplicative function, then

\[
\text{(13) for some (or all) } t : \mathbb{E}g(X_t) < \infty \text{ if, and only if, } \int_{|y| \geq 1} g(y) \nu(dy) < \infty,
\]

cf. [15, Theorem 25.3]. This moment condition allows us to extend \(\langle \mathcal{L}_\psi f, \phi \rangle\) to functions \(f\) which are dominated by a locally bounded submultiplicative function.

**Lemma 13.** Let \(\mathcal{L}_\psi\) be the generator of a Lévy process with characteristic exponent \(\psi\) given by \([3]\) and let \(g : \mathbb{R}^n \to (0, \infty)\) be a locally bounded submultiplicative function. Then we have

\[
\text{(14) } \int_{|y| \geq 1} g(y) \nu(dy) < \infty \text{ if, and only if, } \forall \phi \in C_c^\infty(\mathbb{R}^n) : \|g \mathcal{L}_\psi \phi\|_{L^1} < \infty.
\]

**Proof.** We split the exponent \(\psi\) into two parts,

\[
\psi_1(\xi) := \int_{|y| \geq 1} (1 - e^{\xi y}) \nu(dy) \quad \text{and} \quad \psi_2(\xi) := \psi(\xi) - \psi_1(\xi).
\]

Both \(\psi_1\) and \(\psi_2\) are again characteristic exponents of Lévy processes whose triplets are \((0, 0, \nu_1)\), \(\nu_1(dy) := \mathbb{1}_{[1, \infty)}(|y|) \nu(dy)\) and \((b, Q, \nu_2)\), \(\nu_2(dy) := \mathbb{1}_{(0,1]}(|y|) \nu(dy)\), respectively.

Since the Lévy measure appearing in the definition of \(\mathcal{L}_{\psi_1}\) is supported in \(B_1(0)\), it is easy to see from the integro-differential representation \([8]\) of the generator that \(\text{supp } (\mathcal{L}_{\psi_1} \phi) \subset \text{supp } \phi + B_1(0)\), i.e. \(\mathcal{L}_{\psi_1}\) maps \(C_c^\infty(\mathbb{R}^n)\) into itself. In particular, \(g \mathcal{L}_{\psi_1} \phi \in L^1(dx)\) for every \(\phi \in C_c^\infty(\mathbb{R}^n)\), which means that we can assume that \(\mathcal{L}_\psi = \mathcal{L}_{\psi_1}\).

Notice that

\[
|g(x) \mathcal{L}_{\psi_1} \phi(x)| = \left| \int \phi(x - y)g(x - y) - \phi(x)g(x) \nu_1(dy) \right| \\
+ \int \phi(x - y) [g(x) - g(x - y)] \nu_1(dy) \\
\leq \int |\phi(x - y)g(x - y)| \nu_1(dy) + |g(x)\phi(x)\nu_1(\mathbb{R}^n) \\
+ \int |\phi(x - y)| |g(x) - g(x - y)| \nu_1(dy).
\]

By submultiplicativity and the fact that \(g\) is positive, we get

\[
|g(x - y) - g(x)| = |g(x - y) - g(x - y + y)| \\
\leq g(x - y) + g((x - y) + y) \leq g(x - y)(1 + cg(y)),
\]

and so, since \(\nu_1(\mathbb{R}^n) = \nu(|y| \geq 1) = \|\nu_1\| < \infty\),

\[
\|g \mathcal{L}_{\psi_1} \phi\|_{L^1} \leq 2\|\phi\|_{L^1} \cdot \|\nu_1\| + \int \int |\phi(x - y)g(x - y)| (1 + cg(y)) \nu_1(dy) dx \\
= 3\|\phi\|_{L^1} \cdot \|\nu_1\| + c\|\phi\|_{L^1} \int g(y) \nu_1(dy).
\]

This proves sufficiency in \([14]\).

In order to get necessity, observe that the function \(1 + g\) is again submultiplicative. Since \(\|g \mathcal{L}_{\psi_2} \phi\|_{L^1}\) and \(\|(1 + g) \mathcal{L}_{\psi_2} \phi\|_{L^1}\) are at the same time finite or infinite, we can assume
that \( g(x) \geq 1 \) for all \( x \in \mathbb{R}^n \). Pick \( \phi \in C_c^\infty(\mathbb{R}^n) \) such that \( \mathbb{1}_{B_1(0)} \leq \phi \leq \mathbb{1}_{B_2(0)} \). As in the first part of the proof we can assume that \( \mathcal{L}_\psi = \mathcal{L}_{\psi_1} \). We have

\[
\int |g(x)\mathcal{L}_{\psi_1}\phi(x)| \, dx \geq \int_{|x| \geq 2} g(x) \int_{|y| \geq 1} |\phi(x-y) - \phi(x)| \, \nu(dy) \, dx \\
= \int_{|x| \geq 2} \int_{|y| \geq 1} g(x)\phi(x-y) \, \nu(dy) \, dx.
\]

Since \( g \) is submultiplicative, we see that \( cg(y-x)g(x) \geq g(y) \). Thus,

\[
\int |g(x)\mathcal{L}_{\psi_1}\phi(x)| \, dx \geq \frac{1}{c} \int_{|y| \geq 1} \int_{|x| \geq 2} \phi(x-y) \, dx \, g(y) \, \nu(dy) \\
\geq \frac{1}{c} \int_{|y| \geq 1} \int_{|x-y| \leq 1} \phi(x-y) \, dx \, g(y) \, \nu(dy) \\
= \frac{1}{c} \int_{|y| \geq 1} \frac{dz}{g(z)} \int_{|y| \geq 3} g(y) \, \nu(dy)
\]

finishing the proof.

**Lemma 14.** Let \( (X_t)_{t \in [0, \infty)} \) be a Lévy process with characteristic function \( \psi \) given by (8) and let \( g : \mathbb{R}^n \to (0, \infty) \) be a locally bounded submultiplicative function. For every constant \( C \in (0, \infty) \), the family \( \{g(X_t)\}_{t \in [0, C]} \) is uniformly integrable if, and only if, \( \int_{|y| \geq 1} g(y) \nu(dy) < \infty \).

**Proof.** As in the proof of Lemma 13 we write \( \psi = \psi_1 + \psi_2 \) where \( \psi_1, \psi_2 \) are characteristic exponents of Lévy processes \( X^1 = (X^1_t)_{t \geq 0} \) and \( X^2 = (X^2_t)_{t \geq 0} \) with triplets \( (0, 0, \nu_1), \nu_1(dy) := \mathbb{1}_{[1, \infty)}(|y|) \nu(dy) \) and \( (b, Q, \nu_2), \nu_2(dy) := \mathbb{1}_{(0, 1)}(|y|) \nu(dy) \), respectively.

It is well known, cf. [15], that \( X_t = X^1_t + X^2_t \) and that the processes \( X^1 \) and \( X^2 \) are stochastically independent. Because of the submultiplicativity of \( g \),

\[
\mathbb{E} \left[ g(X^1_t + X^2_t) \mathbb{1}_{\{g(X^1_t + X^2_t) > r\}} \right] \\
\leq c \mathbb{E} \left[ g(X^1_t)g(X^2_t) \mathbb{1}_{\{g(X^1_t)g(X^2_t) > r/c\}} \right] \\
\leq \mathbb{E} \left[ g(X^1_t)g(X^2_t) \left( \mathbb{1}_{\{g(X^1_t) > \sqrt{r/c}\}} + \mathbb{1}_{\{g(X^2_t) > \sqrt{r/c}\}} \right) \right] \\
= \mathbb{E} \left[ g(X^1_t) \mathbb{1}_{\{g(X^1_t) > \sqrt{r/c}\}} \right] \mathbb{E} \left[ g(X^2_t) \right] + \mathbb{E} \left[ g(X^2_t) \mathbb{1}_{\{g(X^2_t) > \sqrt{r/c}\}} \right] \mathbb{E} \left[ g(X^1_t) \right].
\]

Any locally bounded submultiplicative function is exponentially bounded, and so we have \( g(x) \leq \alpha \exp(|\beta x|) \). Since a Lévy process with bounded jumps has exponential moments, cf. [15] Theorem 25.3, p. 159], we see that

\[
\mathbb{E} \left[ g^2(X^2_t) \right] \leq \alpha \mathbb{E} \left[ e^{2|\beta|X^2_t} \right] \leq \sup_{r \leq C} \mathbb{E} \left[ e^{2|\beta|X^2_t} \right] < \infty.
\]

This implies that \( (g(X^2_t))_{t \in [0, C]} \) is \( L^2 \)-bounded, hence uniformly integrable.

In order to prove uniform integrability of \( (g(X^1_t))_{t \in [0, C]} \), we observe that \( X^1_t \) is a compound Poisson process. This is in distribution equal to \( \sum_{i=0}^{N_t} Y_i \) where \( N_t \) is an independent Poisson process with parameter \( \nu_1(\mathbb{R}^n) \), and \( (Y_i)_{i \in \mathbb{N}} \) is an independent (of \( N_t \)) sequence of independent and identically distributed random variables, such that each \( Y_i \) has the
Lemma 15. Let \( \nu \) be the generator of a Lévy process with characteristic function \( \phi \) given by \( \psi \). Assume that \( g : \mathbb{R}^n \to (0, \infty) \) is a locally bounded submultiplicative function satisfying \( \int_{|y| \geq 1} g(y) \nu(dy) < \infty \). For any \( f \in C(\mathbb{R}^n) \) such that \( |f(x)| \leq g(x) \) the following assertions are equivalent:

a) \( \mathcal{L}_\psi f = 0 \) weakly, i.e. \( \langle \mathcal{L}_\psi f, \phi \rangle = 0 \) for all \( \phi \in C_c^\infty(\mathbb{R}^n) \);

b) \( \mathcal{P}_t f = f \) for all \( t > 0 \).

Proof. An obvious variation of the proof of Lemma 14 reveals that also the family \( (g(X_t + z))_{t \in [0, \infty], |z| \leq R} \) is uniformly integrable.

Since \( |f(x)| \leq g(x) \), we see that \( (f(X_t + z))_{t \in [0, \infty], |z| \leq R} \) is also uniformly integrable and we can use Vitali’s convergence theorem (e.g. \( \mathcal{L} \), Theorem 22.7, p. 262) to conclude that \( x \mapsto \mathcal{P}_t f(x) = \mathbb{E} f(X_t + x) \) is continuous.

Let \( \phi \in C_c^\infty(\mathbb{R}^n) \). We see with Dynkin’s formula \( \mathcal{L} \), Lemma 12.2] or \( \mathcal{L} \), p. 27] that

\[
\int_{\mathbb{R}^n} \left[ \mathcal{P}_t f(x) - f(x) \right] \phi(x) \, dx = \int_{\mathbb{R}^n} f(x) \left[ \mathcal{P}_t^* \phi(x) - \phi(x) \right] \, dx = \int_{\mathbb{R}^n} f(x) \int_{0}^{t} \mathcal{P}_s^* \mathcal{L}_\psi \phi(x) \, ds \, dx = \int_{0}^{t} \mathbb{E} \left( \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x - X_s) \, dx \right) \, ds.
\]

(15)

In the last equality we use that \( (-X_t)_{t \geq 0} \) is the Lévy process corresponding to \( \mathcal{P}_t^* \). The use of Fubini’s theorem is justified by a calculation similar to the one in the following paragraph. Thus, if \( \mathcal{L}_\psi f = 0 \) weakly, we see that \( \mathcal{P}_t f = f \).
For the converse, we use Lemma 13 and the calculation
\[
\left| \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x - y) \, dx \right| \leq \int_{\mathbb{R}^n} |g((x - y) + y)| \mathcal{L}_\psi \phi(x - y) \, dx \\
\leq cg(y) \int_{\mathbb{R}^n} g(x - y) \mathcal{L}_\psi \phi(x - y) \, dx \\
= cg(y) \|g \mathcal{L}_\psi \phi\|_{L^1}
\]
to see that the function \( y \mapsto \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x - y) \, dx \) is continuous and bounded by \( g \). Since \( t \mapsto X_t \) is right-continuous and \((g(X_t))_{t \in [0, \infty]} \) is uniformly integrable, we can use Vitali’s convergence theorem to conclude that the function
\[ t \mapsto \mathbb{E} \left( \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x - X_t) \, dx \right) \]
is right-continuous, and so
\[
\lim_{t \to 0} \frac{1}{t} \int_0^t \mathbb{E} \left( \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x - X_s) \, dx \right) \, ds = \int_{\mathbb{R}^n} f(x) \mathcal{L}_\psi \phi(x) \, dx.
\]
Thus, we get from (15) and \( \mathcal{P}_t f = f \) that \( \mathcal{L}_\psi f = 0 \) weakly. \( \square \)

Up to now we have used the fact that the only real zero of the symbol \( \psi \) is \( \xi = 0 \in \mathbb{R}^n \).
We need to extend \( \psi \) to strips in \( C^2(\mathbb{R}) \) and the following lemma shows when this is possible. Since \( x \mapsto e^{\xi \cdot x} \) is a positive function, the integrals \( \mathbb{E} e^{\xi \cdot X_t} = \int e^{\xi \cdot y} \mu_t(dy) \) are always defined in \([0, +\infty] \).

**Lemma 16.** Let \( \mathcal{L}_\psi \) be the generator of a Lévy process \((X_t)_{t \geq 0} \) with characteristic exponent \( \psi \) given by \( \Theta \).

a) For every \( t > 0 \) the set \( F(t) = \{ \xi \in \mathbb{R}^n \mid \mathbb{E} e^{\xi \cdot X_t} < \infty \} \) coincides with \( F = \{ \xi \in \mathbb{R}^n \mid \int_{|y| \geq 1} e^{\xi \cdot y} \nu(dy) < \infty \} \); moreover \( F(t) \), hence \( F \), is a non-empty convex set.

b) \( \eta_0 \in F \) if, and only if, \( \psi \) can be analytically extended to the strip \( \Sigma(\eta_0) = \{ \xi - i\lambda \eta_0 \mid \xi \in \mathbb{R}^n, \lambda \in [0, 1] \} \).

c) We have \( \{ \xi \in \mathbb{R}^n \mid \mathbb{E} e^{\xi \cdot X_t} = 1 \} = \{ \eta \in \mathbb{R}^n \mid \psi(-i\eta) = 0 \} \).

**Proof.** The first part of the lemma follows immediately from the criterion (13) on generalized moments with \( g(y) = e^{\xi \cdot y} \). The convexity of \( F(t) \) is a consequence of Hölder’s inequality.

For the second part, we replace in (3) \( \xi \) by \( \xi - i\eta \) to get (formally)
\[
\psi(\xi - i\eta) = -b \cdot \eta + \frac{1}{2} Q \xi \cdot \xi - \frac{1}{2} Q \eta \cdot \eta + \int_{\mathbb{R}^n \setminus \{0\}} \left( 1 - \cos(\xi \cdot x) e^{\eta \cdot x} + \eta \cdot x \mathbb{1}_{(0,1)}(|x|) \right) \nu(dx)
\]
\[
- ib \cdot \xi - i Q \xi \cdot \eta + i \int_{\mathbb{R}^n \setminus \{0\}} (\xi \cdot x \mathbb{1}_{(0,1)}(|x|) - \sin(\xi \cdot x) e^{\eta \cdot x}) \nu(dx).
\]
From this expression it is immediate that \( \psi(\xi - i\eta) \in C \) if, and only if, \( \eta \in F \). Continuity, resp., one-sided continuity at the boundaries, is now a routine application of the dominated convergence theorem.

Finally, for the last part we use that for a Lévy process \( \mathbb{E} e^{\xi \cdot X_t} = e^{-t\psi(\xi)} \), hence \( \mathbb{E} e^{\eta \cdot X_t} = e^{-t\psi(-i\eta)} \) whenever one side of the latter equality is well-defined. \( \square \)

\(^{(2)}\)If a Lévy exponent can be extended analytically to a strip in the complex domain, then the Lévy–Khintchine representation extends to these complex arguments, cf. [14, Theorem 8.4.2] for the one-dimensional case.
We are finally ready for the proof of the Liouville theorem for positive, exponentially bounded solutions of $\mathcal{L}_\psi f = 0$.

**Theorem 17.** Let $\mathcal{L}_\psi$ be the generator of a Lévy process with characteristic exponent $\psi$ given by (3). Assume that there exists a locally bounded, submultiplicative function $g : \mathbb{R}^n \to [1, \infty)$ satisfying $\int_{|y| \geq 1} g(y)\nu(dy) < \infty$. The following assertions are equivalent:

a) every measurable, positive and $g$-bounded function $0 \leq f \leq g$ such that $\mathcal{L}_\psi f = 0$ weakly is constant.

b) $\{ \xi \in \mathbb{R}^n \mid \psi(\xi) = 0 \} = \{ \eta \in \mathbb{R}^n \mid \psi(-i\eta) = 0 \} = \{ 0 \}$.

**Remark 18.** Our proof shows that the extension of $\psi$ to complex values in Theorem 17 is understood in the sense of Lemma 16. That is, if $\psi$ cannot be extended to a non-degenerate strip in $\mathbb{R}^n \times i\mathbb{R}^n$, then the condition $\{ \eta \in \mathbb{R}^n \mid \psi(-i\eta) = 0 \} = \{ 0 \}$ trivially holds, and $\mathcal{L}_\psi$ satisfies [4].

**Proof of Theorem 17.** As in Remark 2 we can assume that $f \in C^\infty(\mathbb{R}^n)$. If the mollifier is compactly supported, we see that the smoothed-out $f$ is again bounded by the submultiplicative function $g$:

$$f \ast j_\epsilon(x) = \int f(x - y)j_\epsilon(y) \, dy \leq \int g(x - y)j_\epsilon(y) \, dy \leq cg(x) \int g(-y)j_\epsilon(y) \, dy = c'g(x).$$

Assume first that [a] holds. In particular, every positive, bounded function $f$ is $g$-bounded with $g \equiv \|f\|_\infty$. Thus, [a] includes the Liouville property discussed in Theorem 10 and we conclude with Theorem 10 that $\{ \xi \in \mathbb{R}^n \mid \psi(\xi) = 0 \} = \{ 0 \}$. In particular, $\text{supp}(\mu_t)$ generates for almost all $t > 0$ the whole group $(\mathbb{R}^n, +)$, since our condition rules out all lattice laws.

Using Lemma 15 we can reduce $\mathcal{L}_\psi f = 0$ weakly to $\mathcal{P}_t f = f$ for all $t > 0$. Thus, we can apply Theorem 11 to deduce that $f$ has the representation

$$f(x) = \int_{E(\mu_t)} e^{\xi \cdot x} \kappa(d\xi) \text{ with } E(\mu_t) = \left\{ \xi \in \mathbb{R}^n \mid \mathbb{E}e^{\xi \cdot X_t} = \int_{\mathbb{R}^n} e^{\xi \cdot x} \mu_t(dx) = 1 \right\}$$

for some measure $\kappa$ with support in $E(\mu_t)$. From Lemma 10 we know that $E(\mu_t) = \{ \eta \in \mathbb{R}^n \mid \psi(-i\eta) = 0 \}$; if $f$ is constant, the uniqueness of the Choquet representation shows that $E(\mu_t) = \{ 0 \}$, and [b] follows.

Since $\{ \xi \in \mathbb{R}^n \mid \psi(\xi) = 0 \}$ is equivalent to $\text{supp}(\mu_t)$ generating the group $(\mathbb{R}^n, +)$, the above argument already shows the converse implication $[b] \Rightarrow [a]$. \qed

**Example 19.**

a) A typical example where the condition $\{ 0 \} = \{ \xi \in \mathbb{R}^n \mid \mathbb{E}e^{\xi \cdot X_t} = 1 \}$ is violated is Brownian motion with drift. Consider $(B_t + \gamma t)_{t \in [0, \infty)}$ where $(B_t)_{t \geq 0}$ is a standard Brownian motion in $\mathbb{R}^n$ and $\gamma \neq 0$ is the drift. The generator is given by $\frac{1}{2}\Delta + \gamma \cdot \nabla$ and the symbol is $\psi(\xi) = \frac{1}{2}|\xi|^2 - i\gamma \cdot \xi$. Thus,

$$\left(\frac{1}{2}\Delta_x + \gamma \cdot \nabla_x \right) e^{\eta \cdot x} = \left(\frac{1}{2}|\eta|^2 + \gamma \cdot \eta \right) e^{\eta \cdot x} = \psi(-i\eta)e^{\eta \cdot x}.$$ 

Choosing $\eta = -2\gamma$, we see that there exists a non-constant solution. Moreover, it is easy to see that $\mathbb{E} \left(e^{\gamma(B_t + \gamma t)} \right)_{|\eta = -2\gamma} = 1$ for all $t \in [0, \infty)$.

b) If the symbol $\psi : \mathbb{R}^n \to \mathbb{R}$ is real-valued, the Lévy–Khintchine formula (3) becomes

$$\psi(\xi) = \frac{1}{2} Q \xi \cdot \xi + \int_{\mathbb{R}^n \setminus \{0\}} (1 - \cos(\xi \cdot x)) \nu(dx)$$
and on the imaginary axis we have (at least formally)

\[ \Psi(-i\eta) = -\frac{1}{2} Q \eta \cdot \eta + \int_{\mathbb{R}^n \setminus \{0\}} (1 - \cosh(\eta \cdot x)) \nu(dx). \]

Since the integrand \(1 - \cosh u\) is smaller than or equal to 0 and has exactly one zero at \(u = 0\), it is clear that \(\eta \in \mathbb{R}^n \mid \Psi(-i\eta) = 0\) = \{0\} always holds for such symbols.

We close this section with a probabilistic argument which ensures that \(\{\xi \in \mathbb{R}^n \mid \mathbb{E}e^{\xi \cdot X_t} = 1\} = \{0\}\). Recall that a Lévy process is said to be genuinely \(n\)-dimensional if \(X_t\) does not just take values in a hyperplane, i.e. if \(\text{supp}(\mu_t)\) generates the whole group \((\mathbb{R}^n, +)\), cf. [15, p. 156–7].

**Corollary 20.** Let \((X_t)_{t \geq 0}\) be a genuinely \(n\)-dimensional Lévy process with characteristic exponent \(\psi\) given by \((\ref{char})\) such that \(\{\xi \in \mathbb{R}^n \mid \psi(\xi) = 0\} = \{0\}\). If the Lévy process \((\beta \cdot X_t)_{t \geq 0}\) is recurrent for every \(\beta \in \mathbb{R}^n\), then the set \(\{\xi \in \mathbb{R}^n \mid \mathbb{E}e^{\xi \cdot X_t} = 1\}\) is equal to \(\{0\}\); equivalently, \(\Psi(-i\eta)\) does not have any other zero than \(\eta = 0\).

**Proof.** Let \(\beta \in \{\xi \in \mathbb{R}^n \mid \mathbb{E}e^{\xi \cdot X_t} = 1\} \setminus \{0\}\). A short calculation shows that \((\exp(\beta \cdot X_t))_{t \geq 0}\) is a positive, right-continuous martingale satisfying \(\mathbb{E}\exp(\beta \cdot X_t) = 1\) for all \(t \geq 0\). Since \((X_t)_{t \geq 0}\) is genuinely \(n\)-dimensional, the martingale is not a.s. constant. Doob’s martingale convergence theorem proves that \(\exp(\beta \cdot X_t)\) converges a.s. to some finite random variable \(Y_\infty\) as \(t \to \infty\). On the other hand, since \((\beta \cdot X_t)_{t \geq 0}\) is a Lévy process, \(\exp(\beta \cdot X_t)\) can only converge to a finite limit if \(\beta \cdot X_t \to -\infty\); this means that \((\beta \cdot X_t)_{t \geq 0}\) is transient. \(\square\)

5. Further notes and complements

Using **Bochner’s subordination**, cf. [18, Chapter 13], we can give a further characterization of the Liouville property. If \((\mathcal{P}_t)_{t \geq 0}\) is any strongly continuous contraction semigroup and \((\gamma_t)_{t \geq 0}\) a vaguely continuous convolution semigroup of probability measures on the half-line \([0, \infty)\), then \(T_t^h u := \int_0^\infty \mathcal{P}_s u \gamma_t(ds)\) (understood as a Bochner integral) is again a strongly continuous contraction semigroup. The superscript \(h\) in \(T_t^h\) denotes a **Bernstein function**. Bernstein functions uniquely characterize the convolution semigroup \((\gamma_t)_{t \geq 0}\) via the (one-sided) Laplace transform \(\tilde{\gamma}_t(\lambda) := \int_{(0, \infty)} e^{-\lambda s} \gamma_t(ds) = e^{-th(\lambda)},\) and all Bernstein functions are of the form

\[ h(\lambda) = a \lambda + \int_{(0, \infty)} \left(1 - e^{-\lambda s}\right) \pi(ds) \]

where \(a \geq 0\) and \(\pi\) is a measure on \((0, \infty)\) satisfying \(\int_0^\infty \min\{s, 1\} \pi(ds) < \infty\), see [18, Chapter 3]. Of the numerous properties of Bernstein functions let us only note that every \(h \neq 0\) is strictly monotone. Typical examples of Bernstein functions are fractional powers \(h(\lambda) = \lambda^\alpha, \ 0 < \alpha < 1, (a = 0, \pi(ds) = \frac{\alpha}{1-(1-\alpha)s^{-1+\alpha}} ds)\), logarithms \(h(\lambda) = \log(1 + \lambda)\) \((a = 0, \pi(ds) = s^{-1}e^{-s} ds)\), ‘resolvents’ \(h(\lambda) = \frac{\lambda}{\tau + \lambda}, \tau > 0\) \((a = 0, \pi(ds) = \tau e^{-\tau s} ds\) and ‘semigroups’ \(h(\lambda) = 1 - e^{-\lambda t}, t > 0\) \((a = 0, \pi(ds) = \delta_t(ds)\)).

If we extend \(h\) to the complex right-half plane \(H = \{\lambda + i\eta \mid \lambda \geq 0, \eta \in \mathbb{R}\}\), we see from \(\ref{bochner}\) that

\[ \text{Re } h(\zeta) = a \lambda + \int_{(0, \infty)} \left(1 - e^{-\lambda s} \cos(\eta s)\right) \pi(ds), \quad \zeta = \lambda + i\eta \in H. \]

Note that \(e^{-\lambda s} < 1\) if \(\lambda, s > 0\). Thus, if \(a > 0\), \(h(\zeta) = 0\) if, and only if, \(\zeta = 0\). If \(a = 0\) and \(\lambda > 0\), the inequality

\[ 1 - e^{-\lambda s} \cos(\eta s) > 0, \quad \lambda, s > 0 \]
shows that $h(\zeta) = 0$ can only happen if $\lambda = 0$. In this case we also need that
\[ \int_{(0, \infty)} (1 - \cos(\eta s)) \pi(ds) = 0 \]
which is only possible for $\eta \neq 0$ if supp $\pi$ is discrete\(^{(3)}\).

If $\psi$ is the symbol of a Lévy process, then $h \circ \psi$ is also the symbol of a Lévy process and $-h(-L_\psi) = L_{h \circ \psi}$ on $S(\mathbb{R}^n)$; here, $-h(-L_\psi)$ is understood as a function of the operator $-L_\psi$ in virtually any reasonable functional calculus sense, see [18, Chapter 13]. The following corollary can also be seen as a generalization of Lemma [8].

**Corollary 21.** Let $L_\psi$ be the generator of a Lévy process and $h$ a Bernstein function given by (16). If $a \neq 0$ or if supp $\pi$ is not discrete, then $L_\psi$ has the Liouville property \(^{(2)}\) if, and only if, $L_{h \circ \psi}$ has the Liouville property.

In particular, $L_\psi$ has the Liouville property if, and only if, for some (or all) $\tau > 0$ the resolvent $R_\tau := (\tau \text{id} - L_\psi)^{-1}$ enjoys the following property:
\[ f \in L^\infty(\mathbb{R}^n) \text{ and } \tau R_\tau f = f \implies f \equiv \text{const.} \]
Moreover, $L_\psi$ has the Liouville property, if and only if, the semigroup $P_t$ enjoys the following property:
\[ f \in L^\infty(\mathbb{R}^n) \text{ and } P_tf = f \implies f \equiv \text{const.} \]
for at least two values $t = t_1 > 0$ and $t = t_2 > 0$ such that $t_1/t_2 \notin \mathbb{Q}$. If, in addition, $L_\psi$ is self-adjoint, i.e. if $\psi = \overline{\psi}$ is real-valued, then it is enough to have (19) for one $t > 0$.

**Proof.** The first assertion follows from the observation that $\{\zeta \in \mathbb{H} \mid h(\zeta) = 0\} = \{0\}$ implies $\{h \circ \psi = 0\} = \{\psi = 0\}$ and Theorem [10].

For the second part use the Bernstein function $h(\lambda) = \frac{1}{\lambda^2 + a}$ and note that $\lambda = 0$ is the only zero of $h$ in $\mathbb{H}$; moreover $(\phi - \tau R_\tau \phi) = \psi(\tau + \psi)^{-1} \phi$.

Note that $\overline{P_t \phi} = e^{-t\psi} \hat{\phi}$. Let $g_t = 1 - e^{-t\lambda}$ and observe that $g_{t_1}(\zeta) = g_{t_2}(\zeta) = 0$ for $\zeta \in \mathbb{H}$ is only possible if $\zeta = 0$—this is due to the assumption that $t_1/t_2 \notin \mathbb{Q}$.

Finally, if $\psi$ is real-valued, i.e. if $L_\psi$ is self-adjoint, there is no need to extend $h$ to $\mathbb{H}$. In this case, $\{\lambda \geq 0 \mid h(\lambda) = 0\} = \{0\}$ is always trivial (because of the strict monotonicity of $h$) and we can use the previous argument for $h(\lambda) = 1 - e^{-\lambda}$ and the semigroup $P_t$. \(\square\)

The paper [1] by Alibaud et al. contains another characterization of the Liouville property \(^{(2)}\) for Lévy generators using completely different methods: It is based on the characteristic triplet $(b, Q, \nu)$ appearing in the Lévy–Khintchine representation \(^{(3)}\) of $\psi$. If we combine our Theorem [10] with the result of [1], we arrive at an interesting description of the zero-set of a negative definite function.

We need the following notation from [1]. Let $\Sigma$ be the positive semidefinite square root of $Q$ and denote by $\sigma_1, \ldots, \sigma_n$ the column vectors of $\Sigma$. Let $G_\nu = G(\text{supp} \nu)$ be the smallest additive subgroup of $\mathbb{R}^n$ containing supp $\nu$, $V_\nu = \{ x \in G_\nu \mid tx \in G_\nu \forall t \in \mathbb{R}\}$ ($G$ stands for the closure of $G \subset \mathbb{R}^n$), $c_\nu = -\int_{|\nu| < 1} \nu(dy)$ and $W_{\Sigma, b + c_\nu} = \text{span}\{\sigma_1, \ldots, \sigma_n, b + c_\nu\}$.

**Corollary 22.** Let $\psi$ be the characteristic exponent of a Lévy process given by (3). Denote by $\{\psi = 0\}^{(1)}$ the orthogonal subgroup $\{ x \in \mathbb{R}^n \mid \forall \xi \in \{\psi = 0\} : e^{\xi \cdot x} = 1\}$ of the additive group $\{\psi = 0\} \subset \mathbb{R}^n$. Then the following equality holds
\[ \{\psi = 0\}^{(1)} = G_\nu + W_{\Sigma, b + c_\nu}. \]

\(^{(3)}\)If we compare \(^{(3)}\) and [10] for $\lambda = i\eta$, we see that $\eta \mapsto h(i\eta)$ is a continuous and negative definite function, and the exact structure of supp $\pi$ is given in Corollary \(\square\) below.
There is a further characterization of $\{\psi = 0\}^{[\perp]}$ which can be found in Berg and Forst [2 Proposition 8.27]. Denote by $\mu_t$ the probability measure such that $\tilde{\mu}_t = e^{-t\psi}$, i.e. $(\mu_t)_{t\geq 0}$ is the family of transition probabilities of the Lévy process with exponent $\psi$. Then $\{\psi = 0\}^{[\perp]}$ is the smallest closed additive subgroup of $\mathbb{R}^n$ which contains $\bigcup_{t>0}\operatorname{supp}(\mu_t)$.
This implies immediately the following result.

**Corollary 23.** Assume that the Lévy process with characteristic function $\psi$ has transition probabilities $(\mu_t)_{t\geq 0}$ such that for at least one $t_0 > 0$ the measure $\mu_{t_0}(dx) = p_{t_0}(x)\,dx$ has a strictly positive density, i.e. $p_{t_0}(x) > 0$ for all $x \in \mathbb{R}^n$. Then the generator $\mathcal{L}_\psi$ has the Liouville property [7].

It is well known that powers of the Laplace operator also has the Liouville property. This carries over to generators of a Lévy process.

**Proposition 24.** Let $\mathcal{L}_\psi$ be the generator of a Lévy process with characteristic exponent $\psi$ given by [3]. Then $\mathcal{L}_\psi$ has the Liouville property [7] if, and only if, $\mathcal{L}^{-1}_\psi$ has the Liouville property for (some or, equivalently,) every $n \in \mathbb{N}$.

**Proof.** Assume that $\mathcal{L}_\psi$ has the Liouville property. Let $n \geq 2$ and $f \in L^\infty(\mathbb{R}^n)$ such that $\mathcal{L}_\psi^n f = 0$. As before, we may assume that $f \in C^\infty(\mathbb{R}^n)$. We see that $\mathcal{L}_\psi(\mathcal{L}_\psi^n f) = 0$, which implies that $\mathcal{L}_\psi^{-1} f = c$ for some constant $c \in \mathbb{R}$, hence we calculate that
$$P_t \mathcal{L}_\psi^{-2} f - \mathcal{L}_\psi^{-2} f = ct$$
for all $t > 0$, where we use Dynkin’s formula. As the left-hand side is uniformly bounded in $t \in [0, \infty)$, we see that $c = 0$. By using an induction argument, we conclude that $f$ is constant.

Conversely, if $\mathcal{L}_\psi$ does not have the Liouville property, there exists some non-constant function $f \in C^\infty_b(\mathbb{R}^n)$ such that $\mathcal{L}_\psi f = 0$. Moreover, we see that $\mathcal{L}_\psi f = 0$ implies also $\mathcal{L}_\psi^n f = 0$. \qed

**Note added in proof:** If $\psi$ is real-valued, i.e. if the corresponding Lévy process $(X_t)_{t\geq 0}$ is symmetric, then the condition $\{\psi = 0\} = \{0\}$ is also equivalent to the fact that the process has a unique invariant measure, cf. [20]. We are grateful to Prof. P.J. Fitzsimmons for pointing this out to us.
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