Mass Appraisal Modeling of Real Estate in Urban Centers by Geographically and Temporally Weighted Regression: A Case Study of Beijing’s Core Area
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Abstract: The traditional linear regression model of mass appraisal is increasingly unable to satisfy the standard of mass appraisal with large data volumes, complex housing characteristics and high accuracy requirements. Therefore, it is essential to utilize the inherent spatial-temporal characteristics of properties to build a more effective and accurate model. In this research, we take Beijing’s core area, a typical urban center, as the study area of modeling for the first time. Thousands of real transaction data sets with a time span of 2014, 2016 and 2018 are conducted at the community level (community annual average price). Three different models, including multiple regression analysis (MRA) with ordinary least squares (OLS), geographically weighted regression (GWR) and geographically and temporally weighted regression (GTWR), are adopted for comparative analysis. The result indicates that the GTWR model, with an adjusted $R^2$ of 0.8192, performs better in the mass appraisal modeling of real estate. The comparison of different models provides a useful benchmark for policy makers regarding the mass appraisal process of urban centers. The finding also highlights the spatial characteristics of price-related parameters in high-density residential areas, providing an efficient evaluation approach for planning, land management, taxation, insurance, finance and other related fields.
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1. Introduction

The urban center is the core area of an urban structure. It is usually the area with the most concentrated functions of urban politics, economy and culture. The high density of urban centers and the central position of urban functions make it different from the cities’ other areas in many aspects, i.e., high population density, traffic congestion and high land development intensity. As a result, the central area of a city often does not have new residential land for development to build first-hand real estate for housing market. Therefore, the real estate market in central areas mainly consists of second-hand housing transactions. For a city’s real estate market, the government can determine and revise policies regarding planning, land, finance, tax, price and other aspects. Tax policy is a very important part of the policies. China is one of a small number of countries that does not levy annual real estate tax on ownership of residential properties. Recently, in the Government Work Report on March 5, 2019, the idea to “steadily promote the legislation of real estate tax” has been clearly put forward. Referring to the experience of developed countries, real estate tax is often based on the value of the houses [1].
How to assess properties quickly and accurately on a large scale is the basic technical requirement for the real implementation of real estate tax.

Based on this purpose, many scholars enter the research field of mass appraisal modeling of land and real estate from the perspective of economics, statistics, computer science, operational research and geographical science [2–7]. Based on Lancaster’s consumer behavior theory, the classic hedonic pricing model is introduced into the housing market and performs well in the analysis of the mass appraisal model, which is based on the hypothesis that goods are valued on their attributes or characteristics [8]. After years of application, the multiple regression analysis (MRA) model has been considered as the most widely use model with its advantages of a clear formula, wide recognition of tax departments and long-term stable application, especially for the linear multiple regression analysis model [9,10].

At the same time, more and more scholars find the unique spatial characteristics of properties and take spatial factors into account in the establishment of a mass appraisal model. Geographically Weighted Regression (GWR) is a widely used tool for exploring potential spatial heterogeneity in processes over geographic space [11–15]. The traditional MRA model is usually a kind of global model which assumes that the processes generating the observed data are the same everywhere so that a single parameter is estimated for each covariate in the model. However, the GWR model allows this assumption to be realized by calibrating a model at each location to obtain location-specific parameter estimates for each process. Furthermore, many researchers also notice the time dimension of real estate transaction database and combine it with the GWR model. After adding temporal non-stationarity, the conventional GWR model integrates both temporal and spatial information into the mass appraisal modeling and becomes a new form, namely the Geographically and Temporally Weighted Regression (GTWR) model. Huang et al. (2010) first proposed the GTWR model [16], and then Fotheringham et al. (2015) also developed the GTWR model based on their classic GWR model [17]. The GTWR model has good analytical capabilities for data sets with time series and spatial distribution characteristics [18]. Therefore, many scholars in different fields have adopted the GTWR model for analysis, such as satellite-based mapping of air pollution [19], spatial-temporal heterogeneity of industrial pollution [20], and the driving trajectory space-time characteristics [21], etc. At the same time, some scholars also focused on the improvement of model prototypes, such as compatibility with multiscale effect [22], combination with gravity model [23], extension with space-time kriging [24], etc.

It should also be noted that both institutions and scholars have made a lot of efforts for the research of mass appraisal models. Bourassa et al. (2007) compare and summarize the mass appraisal models related to spatial dependence and housing submarkets [25]. McCluskey et al. (2013) concentrate on the accuracy of mass appraisal models and highlight the application potential of spatially weighted approach [26]. Wang and Li (2019) provide a systematic review of mass appraisal models for nearly two decades and identify a 3I-trend, namely AI-based, GIS-based and MIX-based models [27]. At the same time, researchers in many fields have also made effective attempts to the mass appraisal model, such as a multi-criteria decision analysis [28,29], expert system [30], modified evolutionary polynomial regression [31], Markov chain hybrid Monte Carlo method [32], artificial neural networks [33], hierarchical models [34], cluster analysis [35,36], rough set theory [37], reasoning-based models [38], support vector machine [39], geographically weighted principal component analysis [40], spatial error model [41] and geostatistical model [42].

This paper contributes to the study of mass appraisal modeling by utilizing the spatial-temporal characteristics of properties. Therefore, the aim of this article is to build, implement, and test the GTWR model with the community annual average price data in Beijing’s core area to compare the performance with MRA and GWR model. In addition, we also focus on the spatial characteristics of price-related parameters in high-density residential areas, providing an efficient evaluation approach for related fields. The remainder of this article is structured as follows. Section 2 introduces the study area and describes the data structure. It also provides detailed information about the three mass appraisal models which will be applied in this paper. Section 3 compares the results of MRA with the ordinary least squares (OLS) model, GWR model and GTWR model and analyzes the different
situations for mass appraisal modeling of the Beijing core area. The final part presents conclusions and recommendations for future research.

2. Data and Methods

2.1. Study Area

Beijing is the capital of China. It is the political, cultural, international communication and technological innovation center of the nation. According to the Beijing Municipal Bureau of statistics (Release date: May 31, 2019), there are 21.54 million permanent residents in Beijing in 2018, and it is planned to stabilize at 23 million after 2020. The study area is the core area of Beijing, also named the Capital Functional Core Area. It is composed of two administrative regions, Xicheng District and Dongcheng District. The total area is 92.54 square kilometers, including 50.7 square kilometers in Xicheng District and 41.84 square kilometers in Dongcheng District. In 2018, the permanent residents of Xicheng District and Dongcheng District are 1.18 million and 0.82 million, and the corresponding population density (unit: person/km²) are 23333 and 19637 respectively. Figure 1 shows the map of the study area.

![Map of the study area](image)

**Figure 1.** Map of the study area.

2.2. Data Description

The second-hand housing transaction database is from Lianjia, the largest second-hand house trading agency in China, with a local market share of nearly 60% in Beijing. The valuable data come from the records of transaction process in real commercial environment. The database contains average price data of annual transactions in each community and annual average value of all housing attributes in corresponding community. The transaction time span is 2014, 2016 and 2018, respectively. By removing the samples with missing attributes and obviously deviated coordinates, Table 1 shows the number of annual effective transaction samples of communities in Dongcheng District and Xicheng District. The total number of samples is 3064.
Table 1. Transaction sample distributions.

| Year | Xicheng District | Dongcheng District | Total of Communities |
|------|------------------|--------------------|----------------------|
| 2014 | 543              | 350                | 893                  |
| 2016 | 663              | 496                | 1159                 |
| 2018 | 597              | 415                | 1012                 |

Figure 2 shows the spatial distribution and kernel density distribution of community annual average price (Unit: Renminbi (RMB) Yuan/m²). At first, it shows the geographical distribution of communities in core area. Some communities have all the three years’ transactions; some others only have one or two years’. Then, the interpolation of community annual average price is utilized to create a price surface by using the inverse distance weighted (IDW) method [43], for 2014, 2016 and 2018, respectively. IDW is a convenient spatial interpolation method, which can intuitively display the spatial distribution of the communities’ annual average price. It takes the distance between the interpolation point and the sample point as the weight for weighted average. The closer the interpolation point is, the greater the weight is given by the sample point. In this paper, the IDW method is supported by ArcGIS Desktop Software (Version: 10.5; Type: Advanced). And the mathematical power parameter of distance is set to the default value of 2. The distance parameter (search radius type) is defined as an adaptive radius with the default value of 12, which specifies 12 nearest input sample points to be utilized to perform interpolation. Finally, the kernel density of community samples in each year is estimated. The kernel density estimation is a natural extension of the histogram which shows the overall trend and density distribution regularity of the variables [44]. Based on MATLAB Software (Version: R2019b), a normal kernel density function is utilized with \( \log(Price) \) (see Table 2 for definition) on the x-axis, probability density estimate values on the y-axis and default optimal bandwidth.

Residential community refers to a residential area surrounded by urban roads or natural boundaries, with a certain scale of living population, and built with public service facilities to meet the needs of residents. The transaction database of annual average price comes from residential community distributed throughout Beijing’s core area and hence is representative of the core area’s housing market. For mass appraisal of real estate in a city, the community scale is a proper choice. The evaluation value of the community will be the standard baseline of the individual properties within it. Based on the sufficient quantity and coverage of the 3064 community samples, the regression models can be simulated and applied well.

According to the attribute of each community sample in the database, there are 25 variables in total. The community average price is the only independent variable. Based on research purpose, all the dependent variables are divided into four categories: property structure in community, basic condition of community, traffic condition around community and living condition around community. Property structure in community contains community id, buying year, average area, average bedrooms, average decoration condition, average orientation condition. Basic condition of community includes the average house age, average ladder-to-household ratio, average years of property right, average ratio of elevator, average property management fee, number of buildings, number of households, floor area ratio (FAR) and green ratio (GA). Traffic condition around community consists of the shortest distance to bus station and the shortest distance to subway station. Living condition around community contains the shortest distance to kindergarten, the shortest distance to the park, the shortest distance to the hospital, the shortest distance to the shopping mall, the shortest distance to the food market, the shortest distance to the supermarket, the shortest distance to the movie theater, and the shortest distance to the restaurant. All the shortest distance calculations are within the 2 kilometer Euclidean-distance buffer zone. A summary of the detailed information and statistical analysis of the variables is listed in Table 2. It shows a whole picture of the community condition in Beijing’s core area. For property structure in community, the average housing price of the community is 79122 RMB Yuan/m² with an average living area of 71.5 m². Furthermore, the average number of two bedrooms for each property is suitable for a family of three.
The average property decoration condition in the community is 0.33 (from “best = 1” to “worst = 0”), which is a normal condition for second-hand properties.

Figure 2. Spatial distribution and kernel density distribution of community annual average price.
Table 2. Summary of variables.

| Category                          | Variable                                | Definition                                                                 | Obs.  | Minimum | Mean  | Median | Maximum | Std.   |
|-----------------------------------|-----------------------------------------|---------------------------------------------------------------------------|-------|---------|-------|--------|---------|--------|
| **Dependent Variables**           | Price                                   | Annual average transaction price of each community (Renminbi (RMB) Yuan per square meter) | 3064  | 19667.70| 79122.67 | 78380.10 | 148977.00 | 26610.81 |
|                                  | log(Price)                              | Natural logarithm calculation of Price                                     | 3064  | 9.89    | 11.22 | 11.27  | 11.91   | 0.36   |
| **Property Structure in Community** | Year                                    | Transaction year of 2014, 2016 and 2018                                     | 3064  | 2014    | 2016.08 | 2016    | 2018    | 1.58   |
|                                  | Area                                    | Living area (square meter)                                                | 3064  | 7.92    | 71.52 | 61.33  | 303.44  | 32.37  |
|                                  | Bedroom                                 | Number of bedrooms for unit household                                     | 3064  | 1.00    | 2.01  | 2.00   | 5.00    | 0.54   |
|                                  | Decoration                              | Decoration condition (from “best = 1” to “worst = 0”)                    | 3064  | 0.00    | 0.33  | 0.30   | 1.00    | 0.31   |
|                                  | Orientation                             | Orientation condition (from “best = 1” to “worst = 0”)                   | 3064  | 0.00    | 0.70  | 0.80   | 1.00    | 0.34   |
| **Basic Condition of Community** | Age                                     | The age of the buildings till 2019                                        | 3064  | 1.00    | 25.24 | 25.17  | 102.00  | 10.83  |
|                                  | Ladder-to-Household Ratio               | Ladder and Household number ratio for each floor                          | 3064  | 0.73    | 3.64  | 3.00   | 45.00   | 2.32   |
|                                  | Years of Property Right                 | The property right for 70, 50 and 40 years                                | 3064  | 40.00   | 69.59 | 70.00  | 70.00   | 3.23   |
|                                  | Ratio of Elevator                       | Buildings with elevators divided by total buildings                       | 3064  | 0.00    | 0.45  | 0.45   | 1.00    | 0.43   |
|                                  | Property Management Fee                 | Property management fee (RMB Yuan per square meter per month)             | 3064  | 0.50    | 1.86  | 1.86   | 14.00   | 1.25   |
|                                  | Num. Buildings                          | The number of buildings in community                                      | 3064  | 1.00    | 7.90  | 5.00   | 126.00  | 10.09  |
|                                  | Num. Households                         | The number of households in community                                     | 3064  | 1.00    | 597.18| 376.00 | 5877.00 | 651.84 |
|                                  | Floor Area Ratio                        | The ratio of building’s available area to the total area                  | 3064  | 0.09    | 2.74  | 2.74   | 13.89   | 1.27   |
|                                  | Green Ratio                             | The ratio of total green space to the total area of residential land      | 3064  | 0.10    | 0.30  | 0.30   | 0.60    | 0.06   |
| **Traffic Condition around Community** | SD_Bus                                  | Shortest distance to bus station within 2 km (kilometer)                  | 3064  | 0.03    | 0.76  | 0.7    | 2.00    | 0.41   |
|                                  | SD_Subway                               | Shortest distance to subway station within 2 km (kilometer)              | 3064  | 0.12    | 0.90  | 0.79   | 2.00    | 0.49   |
| **Living Condition around Community** | SD_Kindergarten                       | Shortest distance to kindergarten within 2 km (kilometer)                 | 3064  | 0.01    | 0.56  | 0.52   | 2.00    | 0.30   |
|                                  | SD_Park                                 | Shortest distance to park within 2 km (kilometer)                        | 3064  | 0.01    | 0.76  | 0.71   | 1.87    | 0.35   |
|                                  | SD_Hospital                             | Shortest distance to hospital within 2 km (kilometer)                    | 3064  | 0.03    | 0.60  | 0.57   | 1.63    | 0.31   |
|                                  | SD_Shopping mall                        | Shortest distance to shopping mall within 2 km (kilometer)               | 3064  | 0.02    | 1.03  | 0.99   | 2.00    | 0.49   |
|                                  | SD_Food market                          | Shortest distance to food market within 2 km (kilometer)                 | 3064  | 0.03    | 0.60  | 0.58   | 2.00    | 0.31   |
|                                  | SD_Supermarket                          | Shortest distance to supermarket within 2 km (kilometer)                 | 3064  | 0.02    | 0.55  | 0.54   | 2.00    | 0.27   |
|                                  | SD_Restaurant                           | Shortest distance to restaurant within 2 km (kilometer)                  | 3064  | 0.02    | 0.68  | 0.65   | 2.00    | 0.35   |
The orientation condition of the core area’s community has an average level of 0.70. For each property, the orientation weight ranges from 0.00 to 1.00. According to Beijing’s condition, houses facing south get the most light and good ventilation. Therefore, a weight of 1.00 represents the South with the best orientation. The following orientations are East, West and North with the weights of 0.66, 0.33 and 0, respectively. The data of the orientation in this paper are the average value of all properties in the relevant community, which indicates a comprehensive condition of the orientation. The closer the average value is to 1, the better the comprehensive orientation of the community is. For the basic condition of community, the average age of the building is 25 years. This shows that the development time of real estate in the core area is earlier and most communities are built in the 1990s. It also has an average of eight buildings and 597 households. Meanwhile, 45% of the buildings in community have elevators. For the traffic condition around the community, the bus condition with the average shortest distance of 0.76 kilometers is better than the subway condition with the average shortest distance of 0.90 kilometers. For the living condition, the shortest distance to kindergarten is 0.56 kilometers and the communities in the study area have great accessibility to the leisure and living places. The average shortest distance to parks, hospitals, shopping malls, food markets, supermarkets and restaurants are 0.76, 0.60, 1.03, 0.6, 0.55, 0.68 kilometers, respectively. People could walk to these places within 15 minutes (walk speed: 1.0–1.2 m/s) or ride a bike within 5 minutes (bike speed: 3.0–5.0 m/s).

2.3. Methods

2.3.1. Multiple Regression Analysis

Multiple regression analysis (MRA) explains the regression of a dependent variable over more than one independent variable. This makes it suitable for property price analysis because property values are determined by more than one property attribute. Equation (1) shows the formal model of an MRA.

\[ Y = \beta_0 + \beta_1 X_1 + \ldots + \beta_k X_k + \varepsilon, \]

where \( Y \) is the community price, \( X_1, \ldots, X_k \) are the community attributes, \( \beta_0 \) is the constant, \( \beta_1, \ldots, \beta_k \) are the coefficients, \( \varepsilon \) is the error term.

In order to facilitate the calculation and reduce the scale of housing prices, the logarithm calculation is carried out for the annual average house price of the community. In this paper, we adopt the natural logarithm calculation for community price. Then the equation is converted to:

\[ \log(Y) = \beta_0 + \beta_1 X_1 + \ldots + \beta_k X_k + \varepsilon, \]

Generally, the MRA model is usually operated with the ordinary least squares (OLS). OLS is a data-driven methodology which can make the selected regression model has the minimum residual sum of squares of all the observations [45].

2.3.2. GWR Model and GTWR model

The GWR model is also a linear regression model which pays more attention to the local regression based on spatial relationship. The model can be performed as Equation (3).

\[ Y_i = \beta_0(u_i, v_i) + \sum_k \beta_k(u_i, v_i)X_{ik} + \varepsilon_i \quad i = 1, \ldots, n, \]

where \((u_i, v_i)\) represents the \((x, y)\) coordinates of community \(i\), \(\beta_0(u_i, v_i)\) is the constant value or intercept value. \(\beta_k(u_i, v_i)\) are the coefficients of variable \(X_{ik}\) in community \(i\). \(\varepsilon_i\) is the error term.
Then the time variable is introduced into the model. Based on the analysis of Huang et al. (2010) [16], the GTWR model can be performed as Equation (4).

\[ Y_i = \beta_0(u_i, v_i, t_i) + \sum_k \beta_k(u_i, v_i, t_i)X_{ik} + \epsilon_i \quad i = 1, \ldots, n, \tag{4} \]

where \((u_i, v_i, t_i)\) represents the \((x, y, t)\) spatial-temporal coordinates of community \(i\). Other factors in the equation are the same as Equation (3).

Then the linear regression should be solved by estimating \(\beta_k(u_i, v_i, t_i)\) and \(\beta_0(u_i, v_i, t_i)\) in Equation (5).

\[ \hat{\beta}(u_i, v_i, t_i) = \left[X^TW(u_i, v_i, t_i)X\right]^{-1}X^TW(u_i, v_i, t_i)Y, \tag{5} \]

where \(W(u_i, v_i, t_i)\) is the spatial-temporal weight matrix to community \(i\). By defining the spatial distance \(d^S\) and temporal distance \(d^T\), the spatial-temporal distance \(d^{ST}\) can be combined as in Equation (6)

\[ d^{ST} = d^S \otimes d^T, \tag{6} \]

where \(\otimes\) could be any operator for certain situation. Here the + operator is adopted and scale factors of \(\lambda\) and \(\mu\) are selected for \(d^S\) and \(d^T\). Then the spatial-temporal distance of community \(i\) and community \(j\) with transaction year \(t_i\) and \(t_j\) can be represented in Equation (7)

\[ \left( d_{ij}^{ST} \right)^2 = \lambda \left( (u_i - u_j)^2 + (v_i - v_j)^2 \right) + \mu \left( t_i - t_j \right)^2, \tag{7} \]

Based on the First Law of Geography [46], the closer an observation is to community \(i\), the greater the weight. The transaction year is also assumed. A different transaction year has mutual influence, i.e., the closer the transaction year, the greater the weight. This kind of weight is commonly built by Gaussian distance decay-based functions as shown in Equation (8) [47].

\[ W_{ij} = \exp \left( -\frac{\lambda \left( (u_i - u_j)^2 + (v_i - v_j)^2 \right) + \mu \left( t_i - t_j \right)^2}{h_{ST}^2} \right), \tag{8} \]

where \(h_{ST}\) is the parameter of spatial-temporal bandwidth and \(\lambda/\mu\) is the spatial-temporal distance ratio. The \(\lambda/\mu\) value could be optimized by using the cross-validation (CV) or corrected Akaike information criterion (AICc) [48].

3. Results and Discussion

3.1. Multiple Regression Analysis with Ordinary Least Squares

The multiple regression analysis with ordinary least squares is carried out with all the variables in the Beijing core area. Table 3 shows the parameter estimates, their standard error, and inference results. There are six independent variables \((p\text{-value} > 0.05)\) which are not statistically significant with the community price, including the property management fee, the green ratio, the shortest distance to the kindergarten, the shortest distance to the park, the shortest distance to the food market and the shortest distance to the supermarket. The coefficients of different variables reflect the degree and direction of the influence on the dependent variable under different measurement unit. The transaction year is the most important one with the coefficient value of 0.162. Stderror is the standard deviation of regression coefficient; the smaller it is, the more accurate the model is. T-statistic and \(p\)-value are both used to test the significance of the model variables. The larger the t-statistic is, the more significant the corresponding covariate is. The variance inflation factors (VIF) of all independent variables are also tested and all VIF values are smaller than 7.5 (most of them are smaller than 2), indicating that there is no global significant multicollinearity (also called redundant variable) among the explanatory
variables. In terms of the performance of the overall model, the $R^2$ is 0.5680 and the adjusted $R^2$ is 0.5647, indicating that the OLS model can explain 56 percent of the variation in community price in core area.

Table 3. Results of the multiple regression analysis (MRA) with ordinary least squares (OLS).

| Variable                  | Coefficient | StdError | t-Statistic | p-Value | VIF |
|---------------------------|-------------|----------|-------------|---------|-----|
| Intercept                 | -315.851187| 5.620593 | -56.195350 | 0.000000*| ——  |
| Year                      | 0.162138    | 0.002786 | 58.197090  | 0.000000*| 1.059613 |
| Area                      | -0.002677   | 0.000249 | -10.751610 | 0.000000*| 3.572943 |
| Bedroom                   | 0.032368    | 0.012161 | 2.661753   | 0.007810*| 2.368106 |
| Decoration                | 0.140665    | 0.014599 | 9.635222   | 0.000000*| 1.125050 |
| Orientation               | 0.057093    | 0.013688 | 4.170999   | 0.000037*| 1.174621 |
| Age                       | -0.001904   | 0.000535 | -3.557123  | 0.000396*| 1.846311 |
| Ladder Ratio of Household | -0.006975   | 0.001933 | -3.608488  | 0.000327*| 1.108054 |
| Years of Property Right   | 0.004240    | 0.001313 | 3.179919   | 0.001503*| 1.022561 |
| Ratio of Elevator         | 0.029615    | 0.013138 | 2.254163   | 0.024240*| 1.742408 |
| Property management fee   | 0.003770    | 0.004239 | 0.889347   | 0.373872 | 1.037497 |
| Num. Buildings            | 0.004415    | 0.000482 | 9.152315   | 0.000000*| 1.030211 |
| Num. Households           | -0.000036   | 0.000008 | -4.756089  | 0.000000*| 1.344524 |
| Floor Area Ratio          | -0.011992   | 0.003643 | -3.291964  | 0.001023*| 1.170229 |
| Green Ratio               | 0.032692    | 0.075335 | 0.433952   | 0.664370 | 1.038999 |
| SD_Bus                    | -0.037806   | 0.010777 | -3.508051  | 0.000473*| 1.060055 |
| SD_Subway                 | -0.025825   | 0.009012 | -2.865614  | 0.004196*| 1.054826 |
| SD_Kindergarten           | -0.016201   | 0.014863 | -1.090043  | 0.275774 | 1.058128 |
| SD_Park                   | 0.007161    | 0.012712 | 0.563320   | 0.573266 | 1.085705 |
| SD_Hospital               | 0.046371    | 0.014087 | 3.291667   | 0.001024*| 1.037497 |
| SD_Shopping mall          | 0.046011    | 0.009152 | 5.027681   | 0.000001*| 1.116088 |
| SD_Food market            | 0.026466    | 0.014427 | 0.564219   | 0.573266 | 1.095029 |
| SD_Supermarket            | 0.026949    | 0.015890 | 1.696033   | 0.089992 | 1.049578 |
| SD_Restaurant             | -0.064511   | 0.012821 | -5.031700  | 0.000001*| 1.108541 |

OLS Diagnostics

| Number of Observations | 3064 |
|------------------------|------|
| $R^2$                  | 0.567956 |
| Adjusted $R^2$         | 0.564687 |
| AICc$^2$               | -127.522124 |

VIF$^1$: variance inflation factors; AICc$^2$: corrected Akaike information criterion; * a p-value less than 0.05 (typically ≤0.05) is statistically significant.

3.2. Geographically Weighted Regression Model

OLS results in Table 3 shows that 17 significant variables are selected from the total of 23 variables. In order to run the GWR model, the global and local multicollinearity should also be removed. Otherwise, the result will not be feasible. The global multicollinearity could be checked by the VIF values. Variables with large VIF values (above 7.5) are redundant variables. It is more difficult to find out the local multicollinearity. One of the effective ways is to create a thematic map for each of the independent variables and look for areas with little or no variation in values. We combine the OLS results with the thematic map of each variable and finally find out the variables with local multicollinearity are transaction year, ladder-to-household ratio and years of property right. Finally, 14 variables are involved in building the GWR model. The result is shown in Table 4.

The model is implemented by the ArcGIS Desktop Software (Version: 10.5; Type: Advanced). The Gaussian kernel is used for GWR model and the kernel type is fixed. The overall $R^2$ is 0.2215. The adjusted $R^2$ is 0.2007, and the bandwidth is 4098.1515 meters. The bandwidth is an important factor for the GWR model. It determines the smoothness of the model. The optimal result of bandwidth is estimated by the AICc methods. The residual square is 305.0345. The smaller the residual square is,
the more the GWR model fits the observed data. The sigma value is the square root of the normalized residual sum of squares, which is used for AICc calculation. Detailed information is listed in Table 5.

### Table 4. Variables Selection.

| Variables                  | Significant | without Global | without Local |
|----------------------------|-------------|----------------|---------------|
| Transaction Year           | ✓           | ✓              |               |
| Area                       | ✓           | ✓              | ✓             |
| Bedroom                    | ✓           | ✓              | ✓             |
| Decoration                 | ✓           | ✓              |               |
| Orientation                | ✓           | ✓              |               |
| Age                        | ✓           |               |               |
| Ladder Ratio of Household  | ✓           |                |               |
| Years of Property Right    | ✓           |               |               |
| Ratio of Elevator          | ✓           |                |               |
| Property Management Fee    | ✓           |                |               |
| Num. Buildings             | ✓           | ✓              |               |
| Num. Households            | ✓           | ✓              |               |
| Floor Area Ratio           | ✓           | ✓              |               |
| Green Ratio                | ✓           | ✓              |               |
| SD_Bus                     | ✓           | ✓              |               |
| SD_Subway                  | ✓           | ✓              |               |
| SD_Kindergarten            | ✓           | ✓              |               |
| SD_Park                    | ✓           | ✓              |               |
| SD_Hospital                | ✓           |                |               |
| SD_Striping mall           | ✓           |                |               |
| SD_Food market             | ✓           |                |               |
| SD_Supermarket             | ✓           |                |               |
| SD_Restaurant              | ✓           | ✓              |               |

Significant*: Variables with significance in OLS; without Global*: Variables without global multicollinearity; without Local*: Variables without local multicollinearity.

### Table 5. Results of GWR Model.

| Diagnostics Content       | Value         |
|---------------------------|---------------|
| Number of Observations    | 3064          |
| Bandwidth                 | 4098.151518   |
| Residual Squares          | 305.034493    |
| Sigma                     | 0.319754      |
| AICc                      | 1760.556297   |
| R²                        | 0.221452      |
| Adjusted R²               | 0.200689      |

GWR is a local linear regression model and the result reflects that the GWR model can only explain around 20 percent of the variation in the center area of Beijing for the whole dataset of 2014, 2016 and 2018. It reflects that the GWR model is not effective for the multi-year dataset of core area in Beijing. Figure 3 shows the distribution of $R^2$ and standard residual value of the GWR model.

As for the problem of the GWR model in the same community, the different attribute values (independent variables) of 2014, 2016 and 2018 are treated as three different samples, all in the same location. This situation may lead to the fact that different sample data at the same location are calculated and averaged during local regression, which disturbs the spatial characteristics of local regression. Therefore, the result of $R^2$ is very low. For further verification, according to the methodology in this paper, the database is intercepted by year. The data of 2014, 2016 and 2018 are extracted respectively. First, the OLS test is carried out, then global and local multicollinearity tests are taken into progress for the significant variables. Afterward, all final variables are utilized to build the GWR model and the results are shown in Table 6. Obviously, the results of the GWR model for each year separately are
much better than the GWR model with all years’ database. The adjusted $R^2$ of GWR model for 2014, 2016 and 2018 is approximately 0.5374, 0.4618 and 0.6321.

![GWR Model of R-Squared](image1)

**Figure 3.** Distribution of $R^2$ and standard residual of the GWR model.

| GWR Diagnostics       | All Years | 2014    | 2016    | 2018    |
|-----------------------|-----------|---------|---------|---------|
| Number of Observations| 3064      | 893     | 1159    | 1012    |
| Bandwidth             | 4098.151518 | 1290.904633 | 2582.548632 | 1850.362328 |
| Residual Squares      | 305.034493 | 20.984072 | 41.746788 | 14.625219 |
| Sigma                 | 0.319754   | 0.177307 | 0.198781 | 0.129565 |
| AICc                   | 1760.556297 | -398.932944 | -401.695394 | -1184.098235 |
| $R^2$                 | 0.221452   | 0.65381 | 0.508987 | 0.682964 |
| Adjusted $R^2$        | 0.200689   | 0.537363 | 0.461818 | 0.632098 |

### Table 6. Comparison of GWR models.

3.3. **Geographically and Temporally Weighted Regression Model**

The independent variables involved in GTWR model are the same as GWR model. The GTWR model is also provided in ArcGIS Desktop with a plug-in program (Release Version: [https://www.researchgate.net/publication/339567248_GTWrv1_1_20_May2020zip](https://www.researchgate.net/publication/339567248_GTWrv1_1_20_May2020zip)). Algorithm Source: reference [16].

Huang, B.; Wu, B.; Barry, M. Geographically and temporally weighted regression for modeling spatio-temporal variation in house prices. International Journal of Geographical Information Science 2010, 24, 383–401, doi:10.1080/13658810802672469). The Gaussian kernel is used for GTWR model and the kernel type is fixed. The transaction year variable is set as the timestamps according to the program’s instrument. After the calculation, the $R^2$ is 0.8200 and the adjusted $R^2$ is 0.8192. The bandwidth of the GTWR is 0.1122 and the spatial-temporal distance ratio is 0.3731. The detail information of model diagnosis is shown in Table 7. Figure 4 shows the spatial distribution of the standard residuals for the GTWR model in 2014, 2016, and 2018. Where more than 2.5 times of standardized residuals need to be examined. According to the output information and distribution maps, the residuals range from $-0.8759$ to $1.0417$ in 2014, $-1.2920$ to $0.6153$ in 2016 and $-0.6944$ to $0.3574$ in 2018. There is no residual value that is statistically significant clustering of high and/or low residual. This indicates that the GTWR model is reliable.

| Diagnostics Content | Value |
|---------------------|-------|
| Number of Observations | 3064 |
| Bandwidth            | 0.112248 |
| Residual Squares     | 70.5342 |
Table 7. Cont.

| Diagnostics Content       | Value      |
|---------------------------|------------|
| Sigma                     | 0.151724   |
| AICc                      | -1896.93   |
| $R^2$                     | 0.820032   |
| Adjusted $R^2$            | 0.819206   |
| Spatial-temporal Distance Ratio | 0.373068 |

For further analysis, independent variables of Area, Decoration, Shortest Distance of Bus station, Shortest Distance of Hospital and Shortest Distance of Restaurant are selected to conduct the coefficient distribution analysis for each year.

According to Figure 5, cold colors (e.g., black, dark blue) indicate that the area variable has a negative effect on the annual average house price of community. The larger the area is, the lower the average house price is. Warm colors (e.g., red, orange) indicate positive effect. The larger the area is, the higher the average house price is. From 2014 to 2018, the residential area in Xicheng District on the left side of the research area gradually changed from positive to negative. By 2018, only a proportion of the southern residential area has a positive correlation with the housing price. One reason for this change is that within five years, the purchasing ability of a family will not change too much. With the rise of housing prices, if most families still want to make a deal, they can only choose a smaller area of housing. Yet small area housing often has a higher unit price. This leads to the distribution that the smaller the area, the higher the unit price by 2018.

Figure 6 is the coefficient analysis of decoration. Considering the condition of 2014, 2016 and 2018, most communities have the pattern that the better decoration, the higher the housing price. This feature is prevalent in second-hand housing transactions. However, there are still obvious differences in the degree of influence. For instance, the coefficient value of the warm colors (e.g., red, orange) can contribute 20% to 30% of the price. In particular, the southern part of Dongcheng District has the lowest sensitivity to decoration in 2014, but the highest sensitivity in 2018. Generally, keeping other factors the same, the house with exquisite decoration will get a higher valuation than the house with ordinary decoration. However, when the transaction price of the house greatly exceeds the cost of decoration, the buyer will become insensitive to the decoration situation.

Figure 7 shows the distribution of coefficients for the shortest distance from the community to the bus stop. Because the variable here is the minimum distance, the situation is the opposite of the variable for area and decoration. Overall, the central area keeps cold colors (e.g., black, dark blue), which means that the closer to the bus station, the higher the house price. On the contrary, the surrounding areas have the opposite trend. Considering the high density of traffic facilities in the study area, it may be a phenomenon of supersaturation, as the convenience of public transport also means traffic congestion and traffic noise. Meanwhile, the warm colors (e.g., red, orange) of the communities are basically around the second and third ring, which is the urban expressway of Beijing.

Figure 8 is the coefficient distribution of the shortest distance to the hospital. Cold colors (e.g., black, dark blue) indicate that the smaller the shortest distance to the hospital, the higher the house price is. This also represents that these areas are still at a stage of positive demand for medical resources. The overall distribution trend for the three years of 2014, 2016 and 2018 has not changed. On the one hand, hospital construction needs a large investment in public infrastructure construction, which takes many years from input to output. On the other hand, it also reflects that the level of medical resources in the core area remains relatively stable.

Figure 9 shows the coefficient distribution of the shortest distance to the restaurant. Most communities of Xicheng District are in warm colors (e.g., red, orange), indicating that the closer the distance is, the smaller the impact on house prices. It presents a state of oversaturation. Most of the communities in Dongcheng District are in cold colors (e.g., black, dark blue), indicating that the more convenient the distance from the restaurant, the higher the house price.
Figure 4. Standard residuals for the GTWR model in 2014, 2016, and 2018.

Figure 5. Coefficient of area for the GTWR model in 2014, 2016, and 2018.
Figure 6. Coefficient of decoration for the GTWR model in 2014, 2016, and 2018.

Figure 7. Coefficient of SD_Bus for the GTWR model in 2014, 2016, and 2018.
Figure 8. Coefficient of SD_Hospital for the GTWR model in 2014, 2016, and 2018.

Figure 9. Coefficient of SD_Restaurant for the GTWR model in 2014, 2016, and 2018.
4. Conclusions

Mass appraisal is considered when many properties need to be assessed under an evaluation standard on a given date. Compared with the appraiser’s house by house evaluation, the software programs of mass appraisal models can provide a more effective, fair and accurate result, together with easier operation and lower cost in the practical application. In this research, the level of community is used for the mass appraisal modeling with annual average price and other meaningful attributes. The database contains the price data of 2014, 2016 and 2018 in 3064 communities. Three mass appraisal models including the MRA with OLS, the GWR model and the GTWR model are built in the urban center of Beijing core area as the study area. The overall performance of the models is shown in Table 8. From the results of mass appraisal, MRA with OLS, as a global linear regression model, has a general effect and can explain about 56% of the information. In contrast, as a local linear model, the adjusted R$^2$ of GWR is only 0.2007, which is invalid in this experimental area. However, when time factor is introduced to form the GTWR model, it will be able to take advantage of the local model and obtain the adjusted R$^2$ of 0.8192. Housing price data are sensitive to spatial factor. At the same time, the influence of temporal factor on housing prices is also obvious from the results of Table 3 in Section 3.1. Therefore, modeling the sample data with spatial-temporal heterogeneity will be able to more accurately simulate the characteristics of housing price in the research area. Finally, GTWR model can make good use of multi-year community-level data to conduct the mass appraisal modeling.

| Model         | Number of Observations | Bandwidth | AICc        | R$^2$        | Adjusted R$^2$ |
|---------------|------------------------|-----------|-------------|--------------|----------------|
| MRA with OLS  | 3064                   | Global    | −127.522124 | 0.567956     | 0.564687       |
| GWR           | 3064                   | 4098.151518 | 1760.556297 | 0.221452     | 0.200689       |
| GTWR          | 3064                   | 0.112248  | −1896.93    | 0.820032     | 0.819206       |

There are also some limitations in this study that need to be further discussed. First is about the evaluation scale. This study has proved that community scale is feasible and effective. However, the community data is a mathematical processing of the original individual transaction data, which may lose some important information. At the same time, it should be noted that if the transaction dataset for each property is used to execute the mass appraisal for the whole city, the amount of data will be greatly increased. For local linear regression model, the multiple increases of the amount of calculation are a challenge to the stability and efficiency of the model. Finally, compared with the housing price data, the rental data have a higher transaction frequency and is relatively stable in a housing submarket. It can better describe the housing value from the perspective of residence and usage rather than investment. A useful future study will be to introduce the rental data into the construction of the mass appraisal model and make a comparative analysis with the housing price data.
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