Wind Speed Inversion in High Frequency Radar Based on Neural Network
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Wind speed is an important sea surface dynamic parameter which influences a wide variety of oceanic applications. Wave height and wind direction can be extracted from high frequency radar echo spectra with a relatively high accuracy, while the estimation of wind speed is still a challenge. This paper describes an artificial neural network based method to estimate the wind speed in HF radar which can be trained to store the specific but unknown wind-wave relationship by the historical buoy datasets. The method is validated by one-month-long data of SeaSonde radar, the correlation coefficient between the radar estimates and the buoy records is 0.68, and the root mean square error is 1.7 m/s. This method also performs well in a rather wide range of time and space (2 years around and 360 km away). This result shows that the ANN is an efficient tool to help make the wind speed an operational product of the HF radar.

1. Introduction

After Crombie explained the distinct characteristic of the sea echo Doppler spectra obtained by high frequency (HF) radar with Bragg scattering effect, the potential of the HF radar in remote sensing of the sea state parameters was recognized [1]. Barrick further derived the well-known first- and second-order radar cross section (RCS) equations and directly pushed forward the applications of the HF radars [2, 3]. Due to the unique capabilities of large-area, real-time, and all-weather monitoring over the sea surface, HF radar now has gained much attention and has been widely installed and operated all over the world.

As one data product of HF radar, wind speed estimate over the sea is of great help to the development and utilization of the sea resources. It is important for a wide variety of coastal and marine activities, such as sailing, fishing, and wind power generation. Wind over the oceans is typically strong and steady, representing a rich source of renewable energy [4]. It also plays a key role in many oceanographic processes including the air-sea interaction and the climate systems in both regional and global scales. After thirty years of development, the extraction of current velocity and wind direction has achieved great success and they have become mature products of the HF radar. The wave height estimation has also reached relatively high accuracy. However, the wind speed estimation is still a challenge. The conventional wind speed estimation is via an indirect process; that is, it is not directly extracted from the radar echo spectrum but from the wave height and period estimates. It is the wave that generates the radar echo. The solutions to the wind-wave relationship are mainly based on empirical or semiempirical models, which may have different performances in different sea area. The errors in both of the wind-wave model and the wave estimation make it much more difficult to extract the wind speed.

The relationship between the wave parameters and wind speed has been studied for several decades. The common wave parameters used to estimate the wind speed are significant wave height $H_s$ and dominate wave frequency $f_m$. The SMB relationship is such a semiempirical model [5–9]. It has been widely applied in the marine forecasting. However, the wind speed cannot be given in an analytical solution but should be sought by iteration, which depends on a proper initial value and may converge to a wrong estimate. Power regression is another method reported to estimate the wind speed, but it may lead to big errors for both low and high
wind speeds due to the high simplification of the wind-wave relationship [10]. Other indices have also been reported to contain wind speed information, for example, the widening of the first-order Bragg peaks and the frequency position of the second-order peak; however, these methods show a limited applicability, and the estimation error does not show an obvious decrease [11, 12]. To achieve better knowledge of the wind-wave relationship, Mathew and Deo introduced the artificial neural network (ANN) into the wind speed extraction [13]. The ANN is a totally data-driven, empirical way that can inverse the nonlinear relationship between the wind speed and other radar-extracted sea state parameters. Four parameters, that is, the significant wave height, average wave period, wave direction, and wind direction, are input to the ANN, and the output gives the corresponding wind speed estimate. The training process relies on the buoy measurements. The results show that the wind speed estimation error has reached an acceptable level and the ANN is a powerful tool for wind speed inversion. Not alone, the ANN method is also used to inverse the wind speed directly from the first-order Bragg peaks in HF radars [14]. Although this first-order method has a narrower range of wind speed estimation because the Bragg wave involved is easier to be blown into saturation under a wind speed not very high, the result is also encouraging and once more shows the capability of the ANN.

In this paper, we continue to use the ANN method proposed by Mathew and Deo for the wind speed extraction in HF radar. Differently, with the consideration that the wave direction estimate is often not very accurate, especially in the small-aperture radars such as the SeaSonde to be discussed here, we remove it from the input. That is, the ANN involved in this paper is a three-in-one-out network. The historical data recorded by the National Data Buoy Center (NDBC) buoy number 44025 near the east coast of the USA are used to train this ANN, and then the wave height, wave period, and wind direction estimates achieved by the HF radar are input to it to give the wind speed estimate. To cover different sea states, data of a whole year are used in the training process. As a result, the ANN is found to be applicable in rather wide ranges of both time and space. On one hand, the estimation performance of the trained ANN is nearly independent of the data time; for example, the ANN trained by the buoy data in 2008 still works well on the data in 2013. On the other hand, the trained ANN also works well on the data from other buoys as far as several hundreds of kilometers away. The radar involved is a 13 MHz SeaSonde system located at the BRMR site in New Jersey, USA, which serves as part of the Mid Atlantic HF radar network. The radar wind speeds in May, 2012, are estimated by the ANN, which shows a relatively high correlation coefficient of 0.68 and a small root mean square error (RMSE) of 1.7 m/s compared with the buoy measurements. These results are much better than those obtained by the SMB method and the power regression method. The ANN method opens the possibility of making the wind speed estimate an operational data product of the HF radar.

### 2. Methodology

The ANN is a statistical learning algorithm inspired by animal brains which can perform fast parallel, nonlinear computing and complicated information processing. It can be used to estimate unknown functions that depend on a number of inputs. The ANN consists of a group of interconnected nodes (neurons) and their mutual connections [15]. Each node means a specific transfer function, and different weights are assigned to the interconnections between the nodes, which store the memories of learning. The ANN learning is just accomplished by adjusting the weights of the interconnections based on a given training data set. The backpropagation (BP) neural network is an algorithm developed to train a multilayer ANN so that it can learn the appropriate internal representations to allow it to learn arbitrary input-to-output mappings [16]. The BP calculates the gradient of the network error with respect to the weights and then updates the weights opposite to the gradient direction. The BP ANN has been the most widely applied network in classification, data compression, functional approximation, and nonlinear regression due to its strong abilities of nonlinear mapping and generalization.

To confirm that the BP ANN is the best choice for wind speed inversion, we evaluated six different algorithms, as displayed in Table 1. In this evaluation, the buoy data in 2011 were used to get the best parameters of different algorithms, while the buoy data during 2012 were used to test the different algorithms. For all six algorithms, we found that the BP had the best fitting ability. The linear and nonlinear statistical regressions lack sufficient capacity to fit. It can only fit the wind-derived waves for significant wave height as single input parameter. The fitting abilities of RBF (Radial Basis Function) and GRNN (Generalized Regression Neural Network) in wind speed inversion are not as well as BP ANN and ANFIS.

| Algorithm          | Linear regression | Nonlinear regression | RBF   | GRNN  | ANFIS | BP    |
|--------------------|-------------------|----------------------|-------|-------|-------|-------|
| RMSE (m/s)         | 2.50              | 2.65                 | 2.72  | 2.69  | 1.61  | 1.66  |
| MAE (m/s)          | 2.00              | 2.05                 | 2.11  | 2.09  | 1.22  | 1.3   |
| CC                 | 0.67              | 0.62                 | 0.70  | 0.83  | 0.87  | 0.89  |
| SI                 | 0.38              | 0.41                 | 0.42  | 0.41  | 0.25  | 0.25  |

*Table 1: Performance comparison of different algorithms.*
wave period, and wind direction. The hidden layer has six neurons, which is found to offer satisfactory estimation performance. More neurons will make the training slower, while fewer neurons may lead to an insufficient mapping ability. The transfer function of the hidden layer is the log-sigmoid function, and that of the output layer is the tan-sigmoid function. The log-sigmoid function can compress the output value into the range of 0 to 1, and the tan-sigmoid function can compress the output value into the range of −1 to 1. The sigmoid function is advantageous because it can accommodate large signals while allowing pass of small signals without excessive attenuation.

The structure of the ANN is shown in Figure 1. To improve the generalization ability of the ANN and avoid overtraining, we use the Bayesian regularization training method, which can improve the performance of the small-scale network by adding the mean sum of the squares of network weights to the objective function [17, 18]. After the ANN converges, it is able to output the wind speed estimate from the input of HF radar measurements.

Each training data set covers a whole year of data from the NDBC buoy number 44025, located at 40°15′30″ N, 73°9′52″ W, with the wind speed, significant wave height, average wave period, and wind direction being recorded every hour. The ANN trained by the buoy data in 2011 is then applied on the data achieved by the 13 MHz SeaSonde radar which is located at the BRMR site (39°24′30″N, 74°21′41″W) near New Jersey, USA, in 2012. The geographic map is shown in Figure 2 for clarity. The total number of pieces of the buoy data in 2011 is 6292.

To further evaluate the performance of the ANN method, the SMB method and the power regression method are also used on the radar measurements to estimate the wind speed. The SMB relationship is given by

$$gH_s V_{10}^2 = 0.26 \tanh \left[ \frac{(f_m V_{10})^{3/2}}{(3.5g)^{3/2}} \right], \quad (1)$$

where $g$ is the gravity acceleration, $H_s$ is the significant wave height, $f_m$ is the peak frequency of the wave height spectrum, and $V_{10}$ is the wind speed at a height of 10 m above the sea surface. There is not an analytical solution for $V_{10}$, so it should be approached by iteration [6–8]. This equation stands for fetch restricted conditions [9]. The power regression method further ignores the impact of the wave period and directly estimates the wind speed from the wave height by use of the power model:

$$V_{10} = \alpha H_s^\beta, \quad (2)$$

where $\alpha$ and $\beta$ are two constant coefficients which can be determined by fitting to the buoy data.

### 3. Data Processing Results

The buoy data set of a whole year is used to train the ANN. We aim to extract wind speed from the HF radar data in 2012, so we choose the buoy data in 2011 to train the ANN. The average wave heights and wind speeds recorded by the NDBC buoy number 44025 in each month of 2011 and 2012 are listed in Tables 2 and 3, respectively. We can see that the average sea states are lower during the summer months, say May till August, than the winter months, say November till February.
In the training process, the learning ratio is set to be 0.05. After 141 epochs, the ANN converges. When this trained ANN is applied on the buoy data of 2012, satisfactory wind speed estimates are obtained when the wind speeds are greater than 5 m/s, as shown in Figure 3.

For comparison, the SMB method and the power regression method are also tested with the buoy data. The results are shown in Figure 4. As can be seen, the RMSE by the ANN method varies between 1.45 and 1.80 m/s except that it exceeds 2.2 m/s in October and December, and the
correlation coefficient (CC) is greater than 0.82 (up to 0.91) except that it is 0.78 in May. The sea state in fact has an impact on the wind speed estimation. The big errors in October and December are mainly caused by the relatively fewer training samples corresponding to the large wave heights above 5 m, and the decrease of the correlation coefficient in May is mainly due to the low wind speed in that month. Generally, the ANN method outperforms the SMB and power regression methods in all the indices, say the RMSE, mean absolute error (MAE), correlation coefficient (CC), and scatter index (SI,

**Figure 4:** Wind speed estimated by the buoy data per month in 2012. (a) RMSE. (b) MAE. (c) CC. (d) SI.

**Table 3:** Average wave height and wind speed per month in 2012.

| Month | Jan. | Feb. | Mar. | Apr. | May | Jun. | Jul. | Aug. | Sep. | Oct. | Nov. | Dec. |
|-------|------|------|------|------|-----|------|------|------|------|------|------|------|
| Number of pieces of data | 738  | 694  | 742  | 719  | 741 | 718  | 740  | 743  | 715  | 741  | 719  | 528  |
| Wind speed (m/s) | 8.6  | 7.7  | 6.7  | 6.3  | 4.9 | 5.3  | 5.1  | 4.8  | 6.7  | 7.4  | 8.0  | 7.7  |
| Wave height (m) | 1.54 | 1.23 | 1.25 | 1.14 | 1.14  | 0.98 | 0.91 | 0.89 | 1.22 | 1.53 | 1.53 | 1.50 |
Table 4: Performances of wind speed estimation from different buoys in different years by the ANN trained with the buoy data of 2008.

| Buoynumber | 44025 | 44017 | 44008 |
|------------|-------|-------|-------|
| Year       |       |       |       |
| 2009       | 1.61  | 1.54  | 1.45  |
| 2010       | 1.45  | 1.11  | 1.11  |
| 2011       | 1.71  | 1.31  | 0.88  |
| 2012       | 1.59  | 1.28  | 0.90  |
| 2013       | 1.47  | 1.11  | 0.90  |
| 2014       | 1.56  | 1.20  | 0.90  |
| 2010       | 2.04  | 1.48  | 0.82  |
| 2012       | 1.77  | 1.35  | 0.84  |

RMSE (m/s) defined as the ratio of the standard error to the mean absolute value, and its estimation performance is much less sensitive to the sea states. So the ANN method is expected to offer a promising way to estimate the wind speed in HF radars.

According to Table 3, the wind speed in May is significantly lower than that in April, but the wave height is higher than that of April because of the full developed waves and swells. In terms of scatter index and RMSE, we can see that the performance of PR is slightly better than that of SMB. In addition to swell, it also may be the reason that the SMB method is more suitable for the wave without full development in fetch restricted conditions. In May, the results have an unsatisfactory correlation factor of about 0.45, while they show an excellent correlation factor of 0.9 in October, as shown in Figure 4(d). These show that the performance of SMB method is not stable enough and is only suitable for the wind-derived waves in fetch restricted conditions.

Even though traditional SMB wind-wave empirical equations perform badly in swell and fully developed sea conditions, the ANN performs well in May, as Figure 4 shows. In Table 2, we can see that the wave height in April is higher than that in May, while the wind speed is smaller than that in May for swells coming to this sea area frequently in April. These training data contain the relationship between wind speed and other wave parameters in swell and fully developed sea conditions.

Then the significant wave height, wave period, and wind direction from the SeaSonde in May of 2012 are input to the trained ANN to estimate the wind speed. It should be pointed out that these input parameters are extracted not by the commercial software of the SeaSonde but by that of the OSMAR-S developed by Wuhan University, whose performance has been validated by a series of experiments [20–22]. Figure 5 shows the time sequence of the significant wave height estimates. The RMSE and CC between the significant wave heights from the radar and the buoy are 0.24 m and 0.79, respectively. The wind speed estimation results are shown in Figure 6. It can be seen that the ANN method also gives better wind speed estimation than the SMB and power regression methods. The RMSE, MAE, CC, and SI of the wind speed estimation by the ANN method are 1.70 m/s, 1.37 m/s, 0.68, and 0.34, respectively.

Before it is developed into an operational method, the generalization ability of the ANN should also be considered. To evaluate the generalization ability of the ANN in both of the time and space, we further test it on the buoy data of other several years, say 2009 till 2013. The estimation performances in the years are listed in Table 4, from which we can see that the performance of the ANN is almost independent of the time. Even when this ANN is applied on the data of 2012, the result is still satisfactory, quite similar to that achieved by the ANN trained with the data of 2011. This shows strong generalization ability in the time. Then the ANN is applied on the data from other two NDBC buoys, say number 44017 (40°41'39"N, 72°2'52"W) and number 44008 (40°30'10"N, 69°14'53"W), which are about 120 and 360 km away from the buoy number 44025, respectively, as shown in Figure 1. The ANN method once more shows a strong generalization ability in the space, which can be seen in Table 4. Even when the distance exceeds 300 km, the correlation coefficient is still above 0.8. The result of number 44008 is slightly worse than that of number 44017, which should be because the former one is much farther from the coast and thus the bathymetry deepens faster and has a larger influence on the wind-wave relationship. Two deductions can be achieved from these results. The inherent relationship between the wind speed and wave parameter is quite stable in both time and space, and the ANN can recognize this relationship well. Since the buoys can provide in situ measurements with high accuracy while they are usually not deployed very closely to each other,
the HF radar just can accomplish the large-area monitoring task with the help of a limited number of buoys. So we can conclude that the ANN is an efficient tool to realize wind speed extraction in HF radar for operational use.

4. Conclusions

The artificial neural network is a powerful tool that can automatically learn and memorize the unknown, complicated relationship between some correlated parameters. The HF radar can achieve wave height, period, and wind direction estimates directly from the echo Doppler spectra, while the wind speed should be estimated in an indirect way. That is, the wind speed is estimated from the wave parameters via an empirical or semi-empirical method, so the inconsistency between these models and the actual relation forms a main source of error in wind speed estimation. The wave extraction in HF radar has achieved relatively high accuracy, but the imperfect models make the wind speed estimation be still a challenge. The ANN is such an efficient tool that offers improved performance on wind speed estimation in HF radar. Moreover, it is available in a wide range of time and space (2 years around and 360 km away), which opens the possibility of operational use of wind speed from HF radar.
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