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Abstract

We analyze how to obtain non-resonant and resonant Raman spectra within the Placzek as well as the Albrecht approximation. Both approximations are derived from the matrix element for light scattering by application of the Kramers, Heisenberg and Dirac formula. It is shown that the Placzek expression results from a semi-classical approximation of the combined electronic and vibrational transition energies. Molecular hydrogen, water and butadiene are studied as test cases. It turns out that the Placzek approximation agrees qualitatively with the more accurate Albrecht formulation even
in the resonant regime for the excitations of single vibrational quanta. However, multiple vibrational excitations are absent in Placzek, but can be of similar intensities as single excitations under resonance conditions. The Albrecht approximation takes multiple vibrational excitations into account and the resulting simulated spectra exhibit good agreement with experimental Raman spectra in the resonance region as well.

1 Introduction

Raman spectroscopy is a facile and nondestructive tool for the investigation of materials properties and is applied in various fields of materials research. The Raman effect couples light scattering to vibrational modes and thus involves both electronic and nuclear degrees of freedom as well as the coupling thereof. The complex properties of Raman spectra have entered excellent textbooks.\textsuperscript{1,2} Despite the general availability in experiment, the theoretical basis of the Raman effect is rather involved as it is a second order process in the electronic degrees of freedom that are coupled to nuclear vibrational degrees of freedom. Nevertheless, the calculation of Raman spectra by ab initio techniques has a long history. In the past, most approaches are based on the powerful Placzek approximation. In this approximation the Raman intensity is proportional to the derivatives of the polarizability tensor with respect to nuclear coordinates.\textsuperscript{\textsuperscript{13}} In chemistry related literature, the Placzek approximation is usually applied only for excitation energies far from resonance and a large fraction of approaches deduce the Raman intensities from static polarizability derivatives.\textsuperscript{3–9} Some derivations go beyond this, but restrict the calculation also to a single frequency far from resonance.\textsuperscript{10–13} The Placzek approximation is frequently used in the resonance region in solid state Raman spectroscopy.\textsuperscript{14–17} This has been criticized by some authors.\textsuperscript{18}

There are many approaches to address also resonant Raman spectra that mostly start from the assumption that only Franck-Condon-type scattering is important.\textsuperscript{19–24} Apart from pioneering early calculations,\textsuperscript{25} only recently the application of an alternative formulation
within the Albrecht approximation has become tractable within standard electronic structure theory. In these approaches often only the resonant part is taken into account or the calculation is restricted to the static limit.

In the present work we study the calculation of Raman spectra of small molecules in order to benchmark the different approaches used in the literature and to elucidate their connection. In particular, a formalism is presented that yields the Placzek as well as the Albrecht approximations from the Heisenberg-Kramers-Dirac matrix element. In this way the connection between the two approximations can be worked out explicitly.

This article is organized as follows. The underlying theoretical approach is detailed in the following section. Section 3 describes the computational approach and the following sections reports the differences and similarities of the different levels of theory for small molecules.

2 Theory

Raman scattering is nonelastic light scattering, where a system of initial energy $E_I$ absorbs a photon of energy $\hbar \omega_L$ with polarization $\mathbf{u}_L$ and ends up in a state of energy $E_F$ having emitted a photon with energy $\hbar \omega_S$ and polarization $\mathbf{u}_S$. The cross section for this process can be expressed as

$$\frac{d\sigma}{d\Omega} = \frac{\omega_L \omega_S^2}{(4\pi \varepsilon_0)^2 c^4} |V_{FI}|^2 \delta(E_I + \hbar \omega_L - E_F - \hbar \omega_S)$$

(1)

where the $\delta$-function ensures energy conservation. The second order matrix element for light scattering $V_{FI}$ has been derived by Kramers, Heisenberg and Dirac and can be written as

$$V_{FI} = \mathbf{u}_L \cdot \sum_{K \neq I} \left[ \frac{\langle I|D|K \rangle \langle K|D|F \rangle}{E_K - E_I - \hbar \omega_L} + \frac{\langle K|D|F \rangle \langle I|D|K \rangle}{E_K - E_I + \hbar \omega_S} \right] \cdot \mathbf{u}_S ,$$

(2)

where $D$ denotes the dipole operator, a vector with the unit of length times charge. Initial and final states are denoted by $|I\rangle$ and $|F\rangle$, respectively, and include nuclear as well as
electronic degrees of freedom. The sum extends over all intermediate states $|K\rangle$ of the system with their energies $E_K$. Often an imaginary part is added to the photon energies $\hbar \omega_L$ and $\hbar \omega_S$ in eq. (2). This does not affect our further derivations, however.

In order to make the calculation tractable, the Born-Oppenheimer approximation has to be applied resulting in the separation of electronic and nuclear degrees of freedom. For Raman scattering, the electronic ground state is adopted both in the initial and the final states. We therefore write the initial state $|I\rangle$ ($I \equiv 0, i^0$) and final state $|F\rangle$ ($F \equiv 0, f^0$) as products of the electronic ground state $|0\rangle$ and the corresponding initial $|i^0\rangle$ and final $|f^0\rangle$ vibrational states. The intermediate states $|K\rangle$ ($K \equiv e, k^e$) are products of excited electronic states $|e\rangle$ and the corresponding vibrational states $|k^e\rangle$. Furthermore, we assume that the light is exclusively absorbed by the electronic system, i.e. no photon absorption by the nuclear wave function is considered. This should be a good approximation for the usual laser frequencies in the optical range utilized in Raman spectroscopy. The dipole transition matrix elements expressed in these states can be written as

$$
\langle I|D|K\rangle = \langle i^0|m_e(\xi)|k^e\rangle, \quad m_e(\xi) = \langle 0(\xi)|D|e(\xi)\rangle,
$$

(3)

where the dependence of the electronic states on the nuclear coordinates $\xi$ is made explicit. Using the electronic energies of ground and excited states $E_0$ and $E_e$, and the corresponding vibrational energies $\varepsilon_k^e$ and $\varepsilon_i^0$, we may express the matrix element as

$$
V_{FI} = u_L \cdot \sum_e \sum_k \left[ \frac{\langle i^0|m_e|k^e\rangle\langle k^e|m_e^*|f^0\rangle}{E_e - E_0 + \varepsilon_k^e - \varepsilon_i^0 - \hbar \omega_L} + \frac{\langle k^e|m_e^*|f^0\rangle\langle i^0|m_e|k^e\rangle}{E_0 - E_e + \varepsilon_k^e - \varepsilon_i^0 + \hbar \omega_S} \right] \cdot u_S.
$$

(4)

Despite that the energies $E_0$ and $E_e$ correspond to the electronic system they are not depending on nuclear coordinates at this point. Within the independent mode double harmonic (IMDHO) approximation the energies represent the minima of the harmonic oscillators shown in Fig. 1 below.

MW: A: Note, that the matrix element $V_{FI}$ itself does not select initial and final vibrational
states $i^0$ and $f^0$, respectively. State selection is enforced by energy conservation in eq. (1).

The energy difference between the laser and the emitted photon directly reflects the energy difference of vibrational states as

$$\hbar \omega_L - \hbar \omega_S = E_F - E_I = \varepsilon_f^0 - \varepsilon_i^0 .$$

This difference is positive for Stokes and negative for Anti-Stokes scattering.

![Displaced harmonic oscillator model](image)

Figure 1: Displaced harmonic oscillator model for the electronic ground state (blue) and one excited state (red). The black bars on the right show the size of the squared Franck-Condon factors for a transition from the vibrational ground state.

Starting from (4) the widely used Placzek approximation is obtained by employing the semi-classical approximation to replace the energy terms $E_e - E_0 + \varepsilon^e_k - \varepsilon^0_i$ by their main contribution that is the vertical transition energy to this specific electronic state, i.e.

$$E_e - E_0 + \varepsilon^e_k - \varepsilon^0_i \approx E_{\text{vert},e} ,$$

see Fig. 1. The vertical transition energy depends on the nuclear position and is understood
to be inside of the matrix element involving the initial vibrational state $|i^0\rangle$. The equivalent application of a classical Wigner phase space approximation leads to the same result. We will discuss the validity of this assumption further below. Applying the approximation the $k$-dependence of the denominator in eq. 4 vanishes, and the closure relation within the vibrational subspace can be used

$$\sum_k |k^e\rangle\langle k^e| = I_{vib,e} \quad (7)$$

leading to

$$V_{FI} = \langle i^0 | u_L \cdot \sum_e \left[ \frac{m_e m_e^*}{E_{vert,e} - \hbar \omega_L} + \frac{m_e^* m_e}{E_{vert,e} + \hbar \omega_S} \right] \cdot u_S | f^0 \rangle. \quad (8)$$

In case of real valued wave functions (as can always be assumed the case of finite systems in absence of magnetic fields) and using $\omega_L \approx \omega_S$ in the denominator, this matrix element further reduces to

$$V_{FI} = u_L \cdot \langle i^0 | \alpha(\omega_L) | f^0 \rangle \cdot u_S \quad (9)$$

where the polarizability tensor

$$\alpha(\omega) = \sum_e \frac{2E_{vert,e} m_e m_e}{E_{vert,e}^2 - \hbar^2 \omega^2}. \quad (10)$$

of the system in its electronic ground state emerges.

Eq. 9 has important consequences as it represents the overlap between initial and final vibronic states in the electronic ground state that are orthonormal. In order to get a non-vanishing vibrational contribution (apart from the Rayleigh scattering, where $f^0 = i^0$), an operator depending on vibrational coordinates is required. This dependence can be extracted by expanding $\alpha(\omega)$ in terms of normal vibrational coordinates $Q_v$ around the
nuclear equilibrium position $\xi_0$, where usually only the first order is taken into account

$$\alpha(\omega; \xi) = \alpha(\omega; \xi_0) + \sum_v \frac{\partial\alpha(\omega; \xi_0)}{\partial Q_v} \bigg|_{Q_v=0} Q_v. \quad (11)$$

The first term in the expansion (11) corresponds to Rayleigh scattering and the second term contributes to the Raman effect giving

$$|V_{FI}|^2 = \sum_v |\langle f^0 | Q_v | f^0 \rangle|^2 \left| u_L \cdot \frac{\partial\alpha(\omega_L)}{\partial Q_v} \cdot u_S \right|^2. \quad (12)$$

The orthogonality of the vibrational states in the electronic ground state shows that coupling to vibrational excitations is due to the first derivatives in eq. (11) only, and that only single vibrational quanta can be introduced by light scattering within this approximation. Anharmonic effects are mode mixing\textsuperscript{12,13,45} might lead to multiple vibrational excitations. These effects are of second order in the derivative after vibrational coordinates (c.f. Fig. 2 below) and thus beyond the IMDHO model applied here.

The Placzek approximation is very successful for molecules. These have a large electronic “gap”, such that the usual experimental excitation wavelengths $\omega_L$ in the infrared or visible regions are far from any electronic resonances of the molecules. Many calculations even assume the limit $\omega_L \to 0$ and calculate $I_{\text{Ram},v}$ from the static polarizability derived by calculations with static electric fields\textsuperscript{3,9,16,46–50}. This intensity is often interpreted as “the” Raman intensity although experimental approaches report a wavelength dependence of Raman spectra since decades\textsuperscript{27}.

The assumption that all electronic resonances are far from $\hbar \omega_L$ is not valid anymore in solids. Raman spectra are the primary source of information to characterize amorphous carbon for example, where the usual $\omega_L$ are well in the range of electronic excitation frequencies.\textsuperscript{51} Therefore strong effects from variations in $\omega_L$ are reported.\textsuperscript{52} This motivated Profeta and Mauri\textsuperscript{15} to express eq. (8) as function of two independent sets of nuclear coordinates.
\(\xi, \xi'\) in \(m_e\) and \(E_{\text{vert}, e}\), respectively. The polarizability tensor reads then

\[
\alpha(\omega; \xi, \xi') = \sum_e \frac{2E_{\text{vert}, e}(\xi') m_e(\xi) m_e(\xi)}{E_{\text{vert}, e}^2(\xi') - \hbar^2 \omega^2} .
\] (13)

The authors give some reasoning to consider the derivatives after \(\xi\) in \(m_e\), only, which obviously is only part of the contribution. We will call this contribution “Profeta” that is

\[
|V_{FI}^{\text{Profeta}}|^2 = \sum_v |\langle i^0|Q_v|f^0\rangle|^2 \left| u_L \cdot \frac{\partial \alpha(\omega_L; \xi, \xi')}{\partial Q_v} \cdot u_S \right|^2
\] (14)

with the vibrational coordinates \(Q_v\) corresponding to the nuclear coordinates \(\xi\). This part is labeled “three-band terms” by Wang et al.\cite{17} We name the remaining part of (8) “Pl/Pr” as shorthand for Placzek without Profeta in the following. It explicitly reads

\[
|V_{FI}^{\text{Pl/Pr}}|^2 = \sum_v |\langle i^0|Q_v|f^0\rangle|^2 \left| u_L \cdot \frac{\partial \alpha(\omega_L; \xi, \xi')}{\partial Q'_v} \cdot u_S \right|^2
\] (15)

with the vibrational coordinates \(Q'_v\) corresponding to the nuclear coordinates \(\xi'\). This part was labeled as “two-band terms” in Wang et al.\cite{17} We will see further below that neglecting the “Pl/Pr” contribution can be a severe and misleading approximation at least in molecular systems as it disregards the resonant part of the Raman contributions.

In order to go beyond the Placzek approximation, one may start from eq. (4) where we note that in contrast to \(E_{\text{vert}, e} = E_{\text{vert}, e}(\xi)\), all energies are independent of nuclear coordinates. We may expand already the matrix elements in terms of normal coordinates\cite{27,31,53}

\[
m_e(\xi) = m_e(\xi_0) + \sum_v \frac{\partial m_e}{\partial Q_v} \bigg|_{Q_v = 0} Q_v .
\] (16)

The first term of this expansion leads to the Albrecht A term

\[
V_{FI}^A = \sum_e \sum_k \left[ \frac{m_e(\xi^0|k^0\rangle \langle k^0|f^0\rangle m_e}{E_e - E_0 + \varepsilon^0_k - \varepsilon^0_i - \hbar \omega_L} + \frac{m_e(\xi^0|k^0\rangle \langle k^0|f^0\rangle m_e}{E_0 - E_e + \varepsilon^0_k - \varepsilon^0_i + \hbar \omega_S} \right] \cdot u_S
\] (17)
where we use the shorthand notation $m_e = m_e(\xi_0)$. It is also called the Franck-Condon term\cite{1,2,3} and is believed to be dominating for $\omega_L$ in resonance with optically strong transitions\cite{2}. Note, that a non-negligible contribution from Albrecht A to the off resonant Raman spectrum of water was reported recently\cite{3}. Close to resonance often only the first part inside of the brackets is kept since this is the dominating contribution due to the small denominator. The other part is non-resonant and hence much smaller, such that

$$V_{FI}^A = \sum_e u_L \cdot m_e m_e \cdot u_S \sum_k \frac{\langle i^0|k^e\rangle\langle k^e|f^0 \rangle}{E_e - E_0 + \varepsilon_k^e - \varepsilon_i^0 - \hbar \omega_L}$$

represents a good approximation in the neighborhood of resonances\cite{3,30,31}. Eq. (18) also shows that in case of a single, isolated resonance, as it is often present in organic chromophors, the Raman cross section is mainly determined by the weighted Franck-Condon overlaps $\langle i^0|k^e\rangle\langle k^e|f^0 \rangle$ corresponding to this single transition\cite{23}.

Albrecht\cite{27} splits the contributions of the first derivatives in (16) into a resonant part ($B$ term)

$$V_{FI}^B = \sum_e \sum_k u_L \cdot m_e m_e^{v*} + \langle i^0|Q_v|k^e\rangle \langle k^e|f^0 \rangle m_e m_e^{v*} \cdot u_S$$

and a non-resonant part ($C$ term)

$$V_{FI}^C = \sum_e \sum_k u_L \cdot \frac{\langle i^0|k^e\rangle\langle k^e|Q_v|f^0 \rangle m_e m_e^{v*}}{E_e - E_0 + \varepsilon_k^e - \varepsilon_i^0 + \hbar \omega_S} \cdot u_S$$

where the shorthand $m_e^v = \partial m_e / \partial Q_v$ is used. The sum of these two terms are labeled Albrecht $B$ term by Gong et al\cite{30} and is also called Franck-Condon/Franck-Condon/Herzberg-Teller term\cite{1,2,3}. There is also the possibility to consider both derivatives in the matrix elements. This so called Herzberg-Teller term\cite{31} is believed to be only important when the matrix elements vanish, i.e. for symmetry forbidden transitions\cite{58} and is not considered in our work.

In order to simplify the dependence on the polarization vectors $u_L$ and $u_S$, the so called
Raman invariants\cite{1} can be defined from the tensor elements of $\alpha' = \partial \alpha / \partial Q_v$ for the Placzek approximation. These are the mean polarizability\cite{1,11,13}

$$a = \frac{1}{3}(\alpha'_{xx} + \alpha'_{yy} + \alpha'_{yy}),$$

the anisotropy\cite{11} (this quantity is also denoted by $\beta$\cite{31} or $g$\cite{36})

$$\gamma^2 = \frac{1}{2} \left[ |\alpha'_{xx} - \alpha'_{yy}|^2 + |\alpha'_{xx} - \alpha'_{zz}|^2 + |\alpha'_{yy} - \alpha'_{zz}|^2 \right] + \frac{3}{4} \left[ |\alpha'_{xy} + \alpha'_{yx}|^2 + |\alpha'_{xz} + \alpha'_{zx}|^2 + |\alpha'_{yz} + \alpha'_{zy}|^2 \right]$$

(22)

and the asymmetric anisotropy\cite{1} (often assumed to vanish\cite{31} as expected for non-resonant Raman\cite{2}, and also denoted by $d$\cite{36})

$$\delta^2 = \frac{3}{4} \left[ |\alpha'_{xy} - \alpha'_{yx}|^2 + |\alpha'_{xz} - \alpha'_{zx}|^2 + |\alpha'_{yz} - \alpha'_{zy}|^2 \right]$$

(23)

from which the absolute Raman intensity\cite{31,30,19}

$$I_{\text{Ram},v} = 45a^2 + 7\gamma^2 + 5\delta^2$$

(24)

is obtained. This intensity is usually given in units of Å$^4$/amu.\cite{3} Expression (24) is valid only for the most common experimental setup and other combinations of $a, \gamma, \delta$ appear depending on the polarization of incoming and outgoing photons.\cite{1} Similar Raman invariants can also be defined from the tensor element of the matrix element (4) instead of the polarizability derivatives $\alpha'$.\cite{1} The resulting expression for the intensity is similar to (24) and is called $I$ in the following. In order to directly compare $I$ and $I_{\text{Ram},v}$ one would have to multiply the latter with the vibrational matrix element (Franck-Condon factor) $|\langle \phi^0 | Q_v | \phi^0 \rangle|^2$. The intensity $I$ is therefore usually given in (eÅ/eV)$^2$.

In the following, we will compare Placzek and Albrecht approximations using ab-initio
calculations of small molecules. This will show the similarities and differences of the two approximations. We will find that the Albrecht and its semi-classical approximation Placzek largely agree for all excitation frequencies and that in particular the approximation of Profeta corresponds to Albrecht B/C and the missing terms Pl/Pr to Albrecht A. The interested reader is also referred to Appendix [A] that elaborates on a clear connection between Placzek and Albrecht in the limit $\omega_L \to 0$.

3 Methods

The electronic structure of the systems considered here is described by density functional theory (DFT) as implemented in the GPAW software suite\textsuperscript{60,61}. The Kohn-Sham orbitals and the electronic density are described in the projector augmented wave (PAW) method\textsuperscript{62} where the smooth wave functions are represented on real space grids. The exchange correlation functional is approximated in the generalized gradient correction as devised by Perdew, Burke and Ernzerhof (PBE)\textsuperscript{63}. The real space grid was ensured to contain at least 4 Å of vacuum space around each atom. The grid spacing for the wave-functions was chosen to be 0.2 Å, while the density was represented on grids with 0.1 Å spacing. Molecular structures were considered to be relaxed when no force exceed 0.01 eV/Å. Vibrational modes and frequencies are calculated within the finite difference approximation of the dynamical matrix\textsuperscript{3,64}. Excited state properties are calculated in time dependent DFT (TDDFT) linear response formalism as reported by Casida\textsuperscript{65,66}. The range of Kohn-Sham single-particle excitations was large enough to cover all the excitations in the energy ranges displayed, which also ensures convergence of the sum over states in polarizability derivatives and Alrecht terms. The Franck-Condon factors are calculated as described by Guthmuller\textsuperscript{31}.

We use the IMDHO approximation that considers only changes in excited state energies in linear order and no mixing of ground state vibrational modes, i.e. Duschinsky effects\textsuperscript{31} are thus not included. Derivatives of polarizabilities, transition energies and matrix elements
are calculated using finite differences. Note, that this involves arbitrary phases related to the Berry phase in case of the matrix elements from eq. (16) and therefore needs special care as discussed in appendix C.

4 Results

Molecular hydrogen is the simplest existing neutral molecule and serves as a good example to show the basic properties and consequences of the different approximations for obtaining Raman intensities described above. There is only one vibrational mode in H₂ which is found in our calculation at 4337 cm⁻¹ = 0.538 eV in fair agreement to the exact value of 4163.3 cm⁻¹.⁶⁷

![Figure 2: Electronic transition energies \( E_{\text{vert},e} \) and transition dipoles from the ground \( ^1\Sigma_u^+ \) state to \( B^1\Sigma_g^+, C^1\Pi_u \) states of the H₂ molecule depending on the nuclear distance \( R \). Vertical lines indicate the equilibrium distance.](image)

The main ingredients determining Raman intensities are the derivatives of transition energy and dipole matrix element with respect to the normal coordinate of the corresponding vibration in Eqs. (11) and (16). Fig. 2 shows these quantities for the first two optically allowed transitions in the H₂ molecule in dependence of the bond length \( R \). Both quantities depend linearly on \( R \) in agreement with the literature⁶⁸,⁶⁹. Adding a linear function to a
Harmonic potential does only change the potential minimum, but not its form, i.e. the vibrational frequencies in ground and excited state are the same (see also appendix B). Therefore the displaced harmonic oscillator model underlying the definition of the Huang-Rhys parameter \( \gamma \) is indeed justified here. Taking into account only the linear term in a Taylor expansion of the energy around the equilibrium position in the normal modes leads to the displaced harmonic oscillator model depicted in Fig. 1.

![Figure 3](image)

**Figure 3:** a) Full Placzek Raman intensity for H\(_2\) compared to the resonant term only. Vertical lines show optically active transitions with oscillator strength \( f \geq 0.01 \). b) Raman intensity from different approximations. A width of \( \gamma = 0.2 \) eV is applied for Placzek like approximations and \( \gamma = 0.1 \) eV for Albrecht terms.

Fig. 3a) shows the absolute Raman intensity in logarithmic scale as a function of the excitation frequency \( \omega_L \). The Raman intensity display a rather smooth dependence on photon energy for small \( \hbar \omega_L \), i.e. if \( \hbar \omega_L \ll E_e \) for all optically strong electronic transitions energies \( E_e \) in the system. In contrast, the intensity gets strongly peaked close to the transition energies if there is sufficient oscillator strength in the corresponding transitions. A finite width \( \gamma \) is added as complex energy to the full range of \( \hbar \omega_L \) effectively broadening these peaks. Fig. 3a) also compares the contributions of the resonant and non-resonant terms in eq. (8). The non-resonant part can indeed be neglected, except when approaching the static limit \( \hbar \omega_L \rightarrow 0 \), where the non-resonant part is needed to get full intensity.

A comparison of the different approximations and their contributions for H\(_2\) is depicted in Fig. 3b). We report the absolute Raman intensity although the Albrecht terms do not
contain the factor $|\langle i^0|Q_\nu|f^0\rangle|^2$ in eq. (12). The Albrecht matrix elements have been divided by this factor to get comparable numbers. Concentrating on the full Albrecht and Placzek approximation first, the similarity and even overlap of the two approximations for small $\omega_L$ far from the resonances becomes apparent. The two approximations yield the same result in a wide energy range and there is even a qualitative similarity in the resonance regions. The main difference is that the less approximate Albrecht approximation leads to many more peaks than Placzek. The Placzek peaks are at the semi-classical vertical transition energies where the denominator in eq. (8) diverges. In contrast, the Albrecht terms exhibit peaks at each of the phonon decorated electronic excitations in the denominators of A, B and C terms in Eqs. (17)–(20). For this reason we had to apply twice the broadening $\gamma$ in the narrower peaks of Placzek as compared to Albrecht.

Table 1: Static ($\omega_L = 0$) absolute Raman intensities for the H$_2$ molecule in Å$^4$/amu.

|           | full | Albrecht A or Pl/Pr | Albrecht BC or Profeta |
|-----------|------|---------------------|------------------------|
| Albrecht  | 191  | 11.5                | 109                    |
| Placzek   | 188  | 11.4                | 107                    |

Interestingly, and in agreement with the considerations of appendix A, the Profeta approximation turns out to be the semi-classical approximation of the Albrecht BC terms. The term missing in Profeta treatment corresponds to the Albrecht A term. The connections and agreement between Albrecht and Placzek, and Albrecht BC and Profeta are further corroborated by the numerical values for static Raman intensities listed in tab. I. As expected, the Albrecht BC terms dominate for small $\omega_L$, but these terms are not enough to give the full intensity. Even in the limit $\hbar\omega_L/E_e \to 0$ the consideration of the Albrecht A contribution is important and cannot be neglected. Albrecht A clearly dominates in the resonance region and is the main contribution to the full Raman intensity. In certain energy regions the Albrecht A intensity is even larger than full Albrecht, which indicates destructive interference with the Albrecht BC terms. We note that there is no energy region where Albrecht BC (and Profeta) is sufficient to give the correct intensities. Placzek generally provides a good
coarse grained description of the intensity behavior as compared to Albrecht, however.

Figure 4: Single and double vibrational excitation intensities according to the Albrecht A term in the H₂ molecule. A width of $\gamma = 0.1$ eV is applied.

Now we turn to multiple vibrational excitations, the so called overtones and combinations bands in contrast to the fundamentals that correspond to single excitations. Here, we expect severe difference between Albrecht and Placzek approximations since they are impossible in Placzek within the IMDHO approximation. As an example, the intensity of double vibrational excitation in the Albrecht A term of H₂ is compared to the single excitation Albrecht A term in Fig. 4. For low excitation energies and thus far from resonance, the intensity of vibrational double excitation is several orders of magnitude smaller than that of a single excitation. This changes drastically near to resonances, where the intensities become the same size and the intensity of the vibrational double excitation can even overbalance that of the single excitation.

Table 2: Vibrational frequencies in cm$^{-1}$ and Placzek absolute Raman intensities for $\hbar \omega_L/E_e \to 0$ in Å$^2$/amu. A width of $\gamma = 0.2$ eV is applied for the calculations at $\omega_L^{\exp}$.

| mode      | $\omega_v$ | $I_{\text{Ram}}(0)$ | $I_{\text{Ram}}(\omega_L^{\exp} \equiv 514.5\text{nm})$ |
|-----------|-------------|----------------------|-----------------------------------------------------|
| $v_2(1A_1)$ | 1585        | 1595$^a$, 1638$^b$ | 1.4, 0.8$^c$, 0.9$^d$, 1.1$^e$ | 1.4, 1.1$^e$ | 0.9±0.2 |
| $v_1(2A_1)$ | 3477        | 3657$^a$, 3832$^b$ | 112, 109$^c$, 120$^d$, 111$^e$ | 127, 129$^e$ | 108±14 |
| $v_3(1B_2)$ | 3846        | 3756$^a$, 3943$^b$ | 25, 26$^c$, 30$^d$, 26$^e$ | 28, 29$^e$ | 19.2±2.1 |

$^a$exp. vapor$^{11}$, $^b$exp. harmonic$^{12}$, $^c$PW92$^{13}$, $^d$BP86$^{13}$, $^e$PBE$^{14}$, $^f$from ref.$^{12}$
Next we consider the water molecule. We first discuss the results in the limit $\hbar \omega_L / E_e \to 0$ where several other calculations and extensive experimental data (for small $\hbar \omega_L$) are available. The gas-phase water molecule has three independent vibrational modes that are all Raman active. Table 2 shows the good agreement of our calculated absolute Raman intensities in this limit both with experiment as well as with other calculations. There are differences due to different density functionals applied, but all approaches are of roughly the same good accuracy as compared to experiment. Static and dynamic polarizabilities for the experimental wavelength of 514.5 nm (2.41 eV) lead to small differences only. While the very weak Raman intensity of $v_2$ does not change, the stronger $v_1$ and $v_3$ slightly increase. Table 3 lists the static $(\omega_L \to 0)$ absolute Raman contributions from the Albrecht terms.

Table 3: Absolute Raman intensities for $\omega_L = 0$ in the Albrecht approximations from our calculations and from Gong et al. in $\text{Å}^4$/amu.

| mode | exp | Albrecht | Albrecht $^{[30]}$ | Albr. $A$ | Albr. $A^{[30]}$ | $B + C$ | $B + C^{[30]}$ |
|------|-----|----------|--------------------|---------|-----------------|--------|----------------|
| $v_2$ | 0.9 | 2.7      | 1.1                | 0.5     | 0.1             | 5.3    | 1.5            |
| $v_1$ | 108 | 103      | 105                | 7.6     | 11.7            | 56     | 48.3           |
| $v_3$ | 19.2| 30       | 25.7               | 0       | 0               | 30     | 25.7           |

Our calculation agrees well with the the recent results of Gong et al. and we confirm that the Albrecht A term cannot be neglected in this limit for $v_1$ and $v_2$.

Next we increase the energy of the incoming photon to the resonance region as shown in Fig. 5 where $I_{\text{Ram}}$ is depicted on logarithmic scale in the region up to 20 eV. There are dramatic changes in the relative intensities. Coming from small $\omega_L$ all three vibrations show increasing intensity when entering the resonance region. The behavior of the three vibrations is very different, however. While $v_1$ and $v_2$ show a clear peak at the first optically active transition, $v_3$ is unaffected. Interestingly, vibration $v_1$, that is extremely weak in the limit $\omega_L \to 0$ increases most rapidly and even gets the highest contribution around 9 eV. The deep minima in the intensities visible in particular for $v_3$ indicate destructive interference that strongly affects the intensity.

Finally we present the non-resonant and near-resonant Raman spectra of trans-butadiene
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Figure 5: Frequency dependent Placzek-Raman intensities of the three vibrations in water. A width of $\gamma = 0.2$ eV is applied. Optically active transitions with $f \geq 0.02$ are marked by gray lines.

where experimental non-resonant resonant Raman spectra as well as an early theoretical investigation within the Albrecht approximation are available. Duschinsky effects have been reported in this molecule and these are important to understand the fluorescence quantum efficiency. The neglect of mode mixing as in the IMDHO model applied here has been reported to capture the geometry changes in the main optical $1^1A_g \rightarrow 1^1B_u^+$ transition, however. In the experiment this transition is found at 5.92 eV. Our calculated value (5.53 eV) is lower than the experimental one as well as the transition energy in higher level quantum chemistry methods. The oscillator strength is 0.68, which is higher than the experimental value of 0.4, but in concord with other computations. The underestimation of excitation energies in GGAs is well known, while the rather accurate oscillator strength indices a qualitatively correct description of the nature of the excitation. In order to compare our resonant Raman calculations to experiment we have to take account of the differences in excitation energies. Multiple vibrational excitations appear only if there is a nearby resonance and their contribution crucially depends on the energetic distance between $h\omega_L$ and $E_I$ as we have seen in Fig. 4 for H$_2$. In the following we calculate our spectra at 5.92
eV - 5.53 eV = 0.39 eV lower excitation energies than in experiment in order to be at the same energetic distance from the main optical resonance.

Figure 6: Near resonant ($\hbar \omega_L = 5.3$ eV $\cong$ 217.9 nm, see text) and more off-resonant ($\hbar \omega_L = 4.79$ eV $\cong$ 239.5 nm) Raman spectra for trans-butadiene in comparison to the experimental spectra of Chadwick et al. The spectrum labeled full Albrecht (s) contains all Albrecht A-C terms for single vibrational contributions, while the Albrecht A (s+d) term contains vibrational double excitations also. A width of $\gamma = 0.2(0.4)$ eV was applied to Albrecht(Placzek) approximations and the intensities were folded by Lorentzians of 50 cm$^{-1}$ width.

Experimental and calculated spectra related in this way closely resemble each other as is shown in Fig. 6. The spectrum in the non-resonant region (at 4.79 eV in our calculation corresponding to 239.5 nm or 5.18 eV experimentally) has significant contribution from the Albrecht B and C terms and there is nearly no intensity above 2000 cm$^{-1}$. In this frequency range the Placzek approximation gives a good description of the spectrum. Apart from the main peak at 1645 cm$^{-1}$ also other small peaks at lower vibrational energies appear in the calculation similar to experiment as further detailed in Tab. 4 below. This changes near to resonance (5.30 eV in our calculation corresponding to 217.9 nm or 5.69 eV experimentally), where Albrecht A practically determines the full intensity. The Placzek approximation gives much lower intensity as compared to Albrecht. There are also contributions of higher excitations due to the dominating Albrecht A term that naturally appear at higher vibrational
frequencies. These are completely neglected within the Placzek approximation.

Table 4: Vibrational energies (in cm$^{-1}$) and relative intensities of the most active Raman lines. The intensity of the strongest line in $e^4 A^4/eV^2$ is given in brackets. Assignment of modes follows Chadwick et al.$^{76}$, and $\beta, \gamma$ represent in-plane bending and stretching modes, respectively. Numerical settings as in Fig. 6.

| $h\omega_v$ | $h\omega_v$ (exp) | Assignment       | $I_{\text{Albrecht}}$ | $I_{\text{Placzek}}$ | $I_{\text{Albrecht,A}}$ | $I_{\text{Albrecht,c}}$
|-----------|------------------|-------------------|------------------------|------------------------|------------------------|------------------------|
| 502       | 513$^a$, 508$^b$ | $v_9 \beta$(CCC)  | 4.1                    | 3.8                    | 3.9                    | 0.2                    |
| 879       | 910$^a$, 890$^b$ | $v_8 \gamma$(C-C), $\beta$(H) | 0.8                    | 1.1                    | 1.9                    | 1.3                    |
| 1195      | 1204$^a$, 1200$^b$ | $v_7 \gamma$(C-C) | 2.3                    | 3.0                    | 1.4                    | 40.3                   |
| 1272      | 1279$^a$, 1279$^b$ | $v_6 \beta$(H)   | 14.1                   | 16.9                   | 15                     | 0.7                    |
| 1275      |                  | $\beta$(H)       | 1.4                    | 1.8                    | 1.4                    | -                      |
| 1424      | 1442$^a$, 1442$^b$ | $v_5 \beta$(H)   | 1.3                    | 1.7                    | 0.7                    | 0.3                    |
| 1645      | 1643$^a$, 1642$^b$ | $v_4 \gamma$(C-C,C=C) | 100(0.87)             | 100(0.31)              | 100(0.7)               | 100                    |
| 2917      | 2879$^a$         | $v_4 + v_6$      | -                      | -                      | 10.7                   | -                      |
| 3290      | 3267$^a$         | $2v_4$           | -                      | -                      | 23.2                   | -                      |

$^a$experiment of Richards and Nielsen,$^{75}$ $^b$experiment of Chadwick et al.$^{76}$, $^c$non-resonant ($h\omega_L=1.24$ eV) Albrecht from Warshel and Dauber.$^{25}$

The Raman peaks and their intensities are further detailed in tab. 4. As suggested from Fig. 6 our vibrational energies are in good agreement to experiment. There are two in-plane H-bending modes at 1272 cm$^{-1}$ and 1275 cm$^{-1}$ that are probably hard to resolve in the experiment. One of them is the second most intense line in our calculations, while the strong Raman excitation of the 1195 cm$^{-1}$ found in the calculations of Warshel and Dauber.$^{25}$ cannot be confirmed by us (further off-resonant spectra resemble the 4.79 eV spectrum in Fig. 6). Interestingly, the Placzek approximation gives relative intensities in good agreement to Albrecht despite its much lower absolute intensity.

5 Conclusions

We have shown in this contribution how the Placzek and Albrecht terms can be derived from the photon scattering matrix elements in the formulation by Kramers, Heisenberg and Dirac. The widely used Placzek approximation is found to represent the semi-classical limit of the more exact Albrecht formulation. While the excitation energy-dependent peak structure is
much simpler in the Placzek approximation, the overall behavior of the Raman intensities is remarkably similar to Albrecht also in resonance regions for the molecules investigated. The similarity breaks down for multiple excitations of vibrational modes appearing as soon as the photon energy approaches the resonance region. These are forbidden in the Placzek form within the independent mode double harmonic approximation, but are well described within the Albrecht approximation.
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A Connection between Placzek and Albrecht approximations for $\omega_L \rightarrow 0$

We consider the limit of very small excitation energies $\hbar \omega_L$, where small means far from any electronic resonance in the system. This limit can formally be described by $\omega_L \rightarrow 0$. However, this is a formal limit only, as scattering of zero frequency photons is meaningless. Both Placzek and Albrecht approximations should be valid in this limit and the approximations indeed coincide as we will show in the following.

The polarizability tensor $[10]$ in this limit simplifies to $[16]$

$$\alpha(\omega = 0) = \sum_e \frac{2m_{\ell}^e m_{S}^e}{E_{\text{vert},e}}.$$

(25)

This tensor enters the Placzek approximation via its derivatives with respect to vibrational coordinates. Nonzero derivatives arise from two distinct sources: Either from the transition
energy $E_{\text{vert},e}$ or from the matrix elements $m_L^e S$. Without loss of generality, we consider only a single electronic excited state and thus suppress the label $e$ for brevity in the following. The explicit derivative is then

$$\frac{\partial \alpha}{\partial Q} = \frac{2}{E_{\text{vert}}} \left[ m_S m'_L + m_L m'_S \right] - 2m_S m_L \frac{E'_\text{vert}}{E_{\text{vert}}^2}, \quad (26)$$

where the prime denotes the derivative with respect to a nuclear coordinate.

In order to show the equivalence to the Albrecht approximation for $\omega_L \rightarrow 0$, we will discuss the different terms appearing in (26) separately and show that these correspond to the different terms in the Albrecht approximation, i.e. we will show that in the limit of small $\omega_L$

$$V^A \approx -\langle 0^0 | Q | 1^0 \rangle 2m_S m_L \frac{E'_\text{vert}}{E_{\text{vert}}} \quad (27)$$

and

$$V^B + V^C \approx \langle 0^0 | Q | 1^0 \rangle \frac{2}{E_{\text{vert}}} \left[ m_S m'_L + m_L m'_S \right] \quad (28)$$

hold.

We first discuss the Albrecht B term, defined by eq. (19), which becomes in the limit of $\hbar \omega_L / E \rightarrow 0$

$$V^B = m_S m'_L \sum_k \frac{\langle 0^0 | Q | k \rangle \langle k | 1^0 \rangle}{E + k \varepsilon} + m_S m'_L \sum_k \frac{\langle 0^0 | k \rangle \langle k | Q | 1^0 \rangle}{E + k \varepsilon} \quad (29)$$

Replacing the denominator $E + k \varepsilon$ by the vertical transition energy $E_{\text{vert}}$ and applying the completeness relation eq. (7) leads to

$$V^B = \frac{1}{E_{\text{vert}}} \left[ m_S m'_L + m_L m'_S \right] \langle 0^0 | Q | 1^0 \rangle \quad (30)$$

which is the half of the first term in eq. (28). The other half is given by $V^C$ within the same approximation.
To prove (27) we consider real matrix elements

\[
V^A = m_L m_S \sum_k \langle 0^0|k\rangle \langle k|1^0 \rangle \left[ \frac{1}{E + k \varepsilon - \omega_L} + \frac{1}{E + k \varepsilon + \omega_S} \right], \tag{31}
\]

use \( \omega_S \approx \omega_L, \omega_L \to 0 \) and expand in \( \epsilon/E \) up to first order, which leads to

\[
V^A = 2m_L m_S \sum_k \langle 0^0|k\rangle \langle k|1^0 \rangle \frac{1}{E} \left( 1 - k \frac{\varepsilon}{E} \right) \tag{32}
\]

The first term in brackets vanishes due to orthogonality of \( \langle 0^0|1^0 \rangle \) (after closure in \( k^e \)) and one can show that

\[
\sum_k \langle 0^0|k\rangle \langle k|1^0 \rangle = -\frac{\Delta}{\sqrt{2}} \tag{33}
\]

where the dimensionless displacement

\[
\Delta = \sqrt{\frac{\mu \omega}{\hbar}} \left( \xi^{(e)}_0 - \xi^{(0)}_0 \right) \tag{34}
\]

appears (c.f. Fig. 1). One can further show that

\[
\langle 0^0|Q|1^0 \rangle E'_{\text{vert}} = \sqrt{\frac{\hbar}{2\omega}} \left( -\varepsilon \Delta \sqrt{\frac{\omega}{\hbar}} \right) \tag{35}
\]

such that eq. (32) can be written

\[
V^A \approx -2m_L m_S \frac{E'_{\text{vert}}}{E_{\text{vert}}^2} \tag{36}
\]

where \( E \approx E_{\text{vert}} \) entered. This finally proofs the approximate equality of Placzek and Albrecht approximations in the limit \( \omega_L \to 0 \).
B Taylor expansion and displaced harmonic oscillator

Franck-Condon factors can be efficiently calculated within the double harmonic approximation. Deviations from this approximation, the Herzberg-Teller and Duschinsky effects are usually rather small. This property can be understood by expanding the possible effects in a series in the displacement between ground and excited state equilibria $\rho_0$ and $\rho_e$ of some vibrational coordinate $\rho$. The ground state potential in the harmonic approximation is given by

$$E_0(\rho) = E_0(\rho_0) + \frac{1}{2} \mu \omega^2 (\rho - \rho_0)^2,$$  \hspace{1cm} (37)

where $\mu$ is the effective mass and $\omega$ the corresponding frequency of the harmonic potential.

We may expand the excited state energy around $\rho_0$ in a Taylor series up to first order

$$E_e(\rho) = E_e(\rho_0) + \frac{\partial E_e(\rho)}{\partial \rho} \bigg|_{\rho=\rho_0} (\rho - \rho_0) + O[(\rho - \rho_0)^2]$$ \hspace{1cm} (38)

Adding Eqs. \((37)\) and \((38)\) immediately leads to the similar harmonic equation in the excited state

$$E_e(\rho) = E_e(\rho_0) + \frac{1}{2} \mu \omega^2 (\rho - \rho_e)^2$$ \hspace{1cm} (39)

where we have identified $\rho_e = \rho_0 - \frac{\partial E_e(\rho)}{\partial \rho}/(\mu \omega^2)$. Thus the leading term in eq. \((38)\) changes the equilibrium position, but not the vibrational frequency.

C Matrix element derivatives and the Berry phase

The evaluation of Albrecht B and C terms requires derivatives of transition dipoles with respect to nuclear coordinates. An evaluation of such derivatives in finite differences is not straightforward as it involves arbitrary phases that are present in eigenstates of parameter
dependent Hamiltonians and are connected to the Berry phase\cite{205,206}. Similar problems are also present in the evaluation of hopping matrix elements\cite{207}.

The nature of the problem and its solution can be exemplified in one dimension involving a single electronic positional coordinate $x$. An electron might be subject to a parameter dependent Hamiltonian $H(R)$, where in $R$ in our case is a nuclear coordinate. The aim is to calculate the derivative of an normalized eigenstate $f_i(x; R)$ of $H(R)$ with respect to the $R$ in a finite difference expression

$$dR \frac{\partial f_i(x; R)}{\partial R} = f_i(x; R + dR) - f_i(x; R) .$$

(40)

In practical calculations the evaluation of eigenstates at different $R$ are independent of each other\cite{207}. Then every eigenstate $\tilde{f}_i(x; R + dR) = u f_i(x; R + dR)$ with $|u|^2 = 1$ is a perfectly valid eigenstate of $H(R + dR)$ and equally relevant as $f_i(x; R + dR)$ itself. The phase $u$ can spoil the derivative if $\tilde{f}$ is used instead of $f$ in expression (40), however. To recover $f_i(x; R + dR)$ we have to apply

$$dR \frac{\partial f_i(x; R)}{\partial R} = u^* \tilde{f}_i(x; R + dR) - f_i(x; R)$$

(41)

instead, where we correct for the arbitrary phase $u$. The value of this phase factor is reconstructed by using the orthogonality of $f_i$ and $\partial f_i/\partial R$\cite{207} that is required for normalized states. It leads to

$$u = \int dx f^*(x; R)\tilde{f}(x; R + dR) .$$

(42)

We have to be slightly more careful in the case of energetically degenerate states, that are common in molecules. Here, not only a phase $u$ may appear, but the states may also mix. More generally we are faced with

$$\tilde{f}_i(x; R + dR) = \sum_j u_{ij} f_j(x; R + dR)$$

(43)
where the matrix $u$ is unitary, but arbitrary otherwise. It might be sparse, but generally not diagonal. Similar to (42) the matrix elements of $u$ can be reconstructed from

$$u_{ij} = \int dx f_j^*(x; R) \tilde{f}_i(x; R + dR)$$  \hspace{1cm} (44)

when terms containing $dR$ are neglected, i.e. we assume that the matrix $u$ does not change due to the small displacement. This leads to the generalized finite difference equation save from arbitrary phases

$$dR \frac{\partial f(x; R)}{\partial R} = u^H \tilde{f}(x; R + dR) - f(x; R).$$ \hspace{1cm} (45)

where $f$ is the vector of eigenstates $f_i$, $\tilde{f}$ is the vector of eigenstates $\tilde{f}_j$ and the superscript $H$ denotes the Hermitian conjugate.

Similar to the Eigenstates discussed so far, we want to obtain derivatives of transition dipole matrix elements $m_{i\alpha}(R) = \langle f_i(x; R) | \hat{o} | f_\alpha(x; R) \rangle$ in a finite difference expression through

$$dR \frac{\partial m_{i\alpha}(R)}{\partial R} = m_{i\alpha}(R + dR) - m_{i\alpha}(R),$$ \hspace{1cm} (46)

where $i, \alpha$ are the indices of occupied and empty orbitals, respectively. The transition dipoles are calculated in an independent calculation again and thus are mixed and contain arbitrary phases inherited from the orbitals. We may correct for this similar to eq. (45) and write

$$dR \frac{\partial m_{i\alpha}(R)}{\partial R} = \langle [u^H \tilde{f}(R + dR)]_i | \hat{o} | [u^H \tilde{f}(R + dR)]_\alpha \rangle - m_{i\alpha}(R)$$ \hspace{1cm} (47)

or in vector form

$$dR \frac{\partial m(R)}{\partial R} = U^H \tilde{m}(R + dR) - m(R)$$ \hspace{1cm} (48)

with

$$U_{\alpha j \beta} = u_{ij}^* u_{\alpha \beta}$$ \hspace{1cm} (49)
and $\bar{m}_{i\alpha}(R + dR) = \langle \bar{f}_i(x; R + dR) | \partial | \bar{f}_\alpha(x; R + dR) \rangle$.

A new class of phases appears in linear response TDDFT where the eigenvalue equation

$$\Omega F_I = \omega_I^2 F_I$$

(50)
is solved at each position independently. The $\omega_I$ denote transition energies and the eigenvectors $F_I$ may contain arbitrary phases and might be mixed. The matrix elements are then

$$M_I = \sum_{i\alpha} \sqrt{\varepsilon_{\alpha} - \varepsilon_i} (F_I)_{i\alpha} m_{i\alpha}$$

(51)

with the single particle energies $\varepsilon_{i,\alpha}$. The $F_I$ at equilibrium position and the $\bar{F}_J$ at a displaced position are given in the corresponding particle-hole basis that we may contract to single indices $p = (i\alpha), q = (j, \beta)$ to simplify the notation. We may define an overlap similar to Eqs. (44) and (49)

$$W_{IJ} = \sum_{p,q} (\bar{F}_J)_p U_{pq} (F_I)_q^*$$

(52)

where the $U_{pq}$ are needed to connected the two particle-hole bases. This matrix connects the different linear response transition matrix elements via $\bar{M} = WM$, where

$$\bar{M}_I = \sum_{i\alpha} \sqrt{\varepsilon_{\alpha} - \varepsilon_i} (\bar{F}_I)_{i\alpha} \bar{m}_{i\alpha}.$$  

(53)

Note, that the phases of $\bar{F}$ and $\bar{m}$ are both arbitrary and independent of each other. Derivatives of linear response dipole matrix elements are finally obtained as

$$dR \frac{\partial M(R)}{\partial R} = W^H \bar{M}(R + dR) - m(R).$$

(54)
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