Wavelength-resolved Reverberation Mapping of quasar CTS C30.10: Dissecting MgII and FeII emission regions
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ABSTRACT

Context. We present the results of the reverberation monitoring aimed at MgII broad line and FeII pseudocontinuum for the luminous quasar CTS C30.10 (z = 0.90052) with the Southern African Large Telescope covering the years 2012-2021.

Aims. We aimed at disentangling the MgII and UV FeII variability and the first measurement of UV FeII time delay for a distant quasar.

Methods. We used several methods for time-delay measurements, and determined both FeII and MgII time delays as well as performed a wavelength-resolved time delay study for a combination of MgII and FeII in the 2700-2900 Å restframe wavelength range.

Results. We obtain the time delay for MgII of 275 ± 38 Myr in the rest frame. Combining this result with the old measurement of FeII UV time delay for NGC 5548 we discuss for the first time the radius-luminosity relation for UV FeII with the slope consistent with 0 within uncertainties.

Conclusions. Since FeII time delay has a shorter time-delay component but lines are narrower than MgII, we propose that the line delay measurement is biased towards the BLR part facing the observer, with the bulk of the Fe II emission may arise from the more distant BLR region, one that is shielded from the observer.
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1. Introduction

It is widely accepted now that the central engine of an active galactic nucleus (hereafter AGN) consists of the central supermassive black hole (SMBH) and the accretion disk around it (see Krolik 1999; D’Onofrio et al. 2012; Karas et al. 2021, for reviews). The recent observations by the Event Horizon Telescope (EHT) collaboration of the nearest jetted AGN, M87, has provided an elegant proof that the AGN carries a Kerr SMBH of (6.5 ± 0.7) x 10^6 M⊙ (EHT Collaboration et al. 2019a,b). This is also the case of extremely low-luminous systems, such as Sgr A⋆, the closest galactic nucleus, where the bound orbits of S stars and dusty objects provided the evidence for the compact mass of ~ 4 x 10^6 M⊙ (Boehle et al. 2016; Gillessen et al. 2017; Parsa et al. 2017; Gravity Collaboration et al. 2018a, 2020a; Peißker et al. 2020a,b).

However, despite an increasing amount of knowledge, we have a much less detailed understanding of the properties of the plasma/gas and dust located further away from the SMBH, at a fraction of a parsec and more. This material is responsible for the characteristic broad emission lines coming from the Broad Line Region (BLR) as well as the infrared emission...
originating in the dusty/molecular torus (see Netzer 2015, for a review). Broad emission lines from the BLR are the most characteristic features in the optical and UV spectra of bright AGN of type I (Seyfert 1943; Wolter 1959; Schmidt 1963a) that are viewed close to the symmetry axis of the system, including quasars. For type II AGN, broad lines are not visible in direct unpolarized light due to the obscuration by the thick dusty molecular torus. However, they can be revealed in polarized emission thanks to the scattering (type II AGN NGC1068 was the first such a case that revealed broad Balmer lines, see Antonucci & Miller 1985), which led to the unification scheme of AGN where different viewing angles reveal different structures of the nuclear engine (Antonucci 1993; Urry & Padovani 1995).

Generally, the velocity width of the broad emission lines varies from source to source, and the past studies suggest that it could be between $\approx 10^3 \text{ km s}^{-1}$ to $\approx 10^4 \text{ km s}^{-1}$ (Schmidt 1963b; Osterbrock & Mathews 1986; Boroson & Green 1992, Sulentic et al. 2000, Shen et al. 2011). The large emission-line widths in the BLR are caused by the cloud motion, specifically the Doppler broadening, while the responsible radiative process for the broad-line emission is apparently caused by the photoionization by the X-ray/UV radiation of the inner accretion disk, as implied by the significant correlation and the associated time delay of the emission-line light curve with respect to the changes in the irradiating continuum. The so-called reverberation mapping (RM) studies have successfully been performed by now for more than hundreds of objects (e.g., Liutyi & Pronik 1975; Kaspi et al. 2000; Peterson et al. 2004; Bentz et al. 2013; Mejía-Restrepo et al. 2018; Grier et al. 2017; Du et al. 2018a; Yu et al. 2021).

The BLR is basically unresolved, apart from the most recent measurements in the near-infrared domain ($K$ band, 2.2 $\mu$m) performed for three AGN (3C273, IRAS 09149-6206, NGC 3783) with the infrared instrument GRAVITY at the Very Large Telescope Interferometer (Gravity Collaboration et al. 2018b; Gravity Collaboration et al. 2019; Gravity Collaboration et al. 2020b, 2021), thanks to which near-infrared broad hydrogen lines were spatially resolved. These spatially resolved BLR detections confirmed that the BLR is best represented by a thick disc system that rotates around the central source under the influence of the central SMBH. Hence, the GRAVITY observations have justified the RM method for studying the dynamics of BLR and the SMBH. This technique has extensively been employed in active galactic nuclei (AGN) to measure the time lags between the two causally connected light curves. The measured time lags can be directly linked to the physical size of the system via the speed of light. There are three types of RM, namely BLR-RM, X-ray-RM, and the continuum RM mainly seen in AGN (Cackett et al. 2021). It was first proposed by Blandford & McKee (1982) and Peterson (1993) and later it has been widely used to estimate the size of the BLR, accretion-disk size and the structure as well as the SMBH mass in the AGN and quasars (Kaspi et al. 2000, Peterson et al. 2004, Mejía-Restrepo et al. 2018). Recently, it has been discovered that the time delay estimated from the RM can also be used to estimate the luminosity distance of the AGN which can eventually be used to constrain the cosmological parameters (Watson et al. 2011; Haas et al. 2011; Czerny et al. 2013; Martínez-Aldama et al. 2019; Zajaček et al. 2021; Khadka et al. 2021a,b).

Studies of the BLR line widths combined with the RM have clearly shown several important properties of the BLR (see e.g. Wandel et al. 1999; Gaskell 2009; Li et al. 2013; Pancoast et al. 2014; Grier et al. 2017): (i) a considerable stratification of the line-emitting material and (ii) a prevailing Keplerian motion, confined to the accretion-disc plane, but with an additional inflow/outflow or turbulent component. GRAVITY/VLT observations nicely confirmed the conclusion about the overall flatness of the BLR configuration deduced previously from the spectral/variability studies.

Simple time delay measurements of a single emission line do not give much information about the BLR structure, apart from the mean (effective) radius of the emission. More information comes from studies of many emission lines in a given source, and/or from velocity-resolved measurements (Done & Krolik 1996; Wandel et al. 1999; Bentz et al. 2010; Denney et al. 2010; Grier et al. 2012; De Rosa et al. 2015a; Lu et al. 2016; Pei et al. 2017; De Rosa et al. 2018b; Du et al. 2018a; Xiao et al. 2018; Zhang et al. 2019; Hu et al. 2020; Horne et al. 2021; U et al. 2021). These studies have been done so far for relatively nearby sources, for selected objects, including extensively monitored source NGC 5548. This method can reveal the velocity structure of the medium, and therefore it is most suitable not only for most reliable measurement of the time delays of specific lines and establishing the inflow/outflow pattern superimposed on the circular motion but also for the determination of time delays of broader pseudo-continua, such as the optical FeII and particularly for UV FeII pseudo-continuum, strongly overlapping with MgII line. The optical FeII time delay has indeed been measured in a few lower-redshift sources (Bian et al. 2010; Barth et al. 2013; Hu et al. 2015, 2020; Zhang et al. 2019).

Monitoring of more distant objects is in general less frequent but basic time delay measurements in distant quasars were performed in MgII line (Netroth et al. 2006; Shen et al. 2016; Czerny et al. 2019; Zajaček et al. 2020, 2021; Lira et al. 2018a; Homayouni et al. 2020; Yu et al. 2021) and CIV line (Peterson et al. 2005, 2006; Metzroth et al. 2006; De Rosa et al. 2015b; Lira et al. 2018b; Hoormann et al. 2019; Grier et al. 2019; Shen et al. 2019; Kaspi et al. 2021; Penton et al. 2022). In our previous paper about the luminous quasar CTS C30.10, we reported the long-term measurement of MgII emission (Czerny et al. 2019). The reverberation mapping result using various methods revealed a time delay of $562_{-18}^{+38}$ days (rest frame) between the 3000A continuum and the MgII line variations in this source. This result suggests that the radius-luminosity relation derived from the MgII matches with the previous results from the H$\beta$ line. In addition, using the sample of 68 MgII quasars, we demonstrated that the scatter along the radius-luminosity relation is mostly driven by the accretion rate intensity (Martínez-Aldama et al. 2020).

The aim of the current paper is the first determination of time delay of UV FeII with respect to the continuum. Our study is based now on eight years of spectroscopic data for a quasar CTS C30.10 coming from the dedicated monitoring with the Southern African Large Telescope (SALT). We have determined the MgII time delay in this source earlier, on the basis of shorter data ($\approx 6$ yrs) (Czerny et al. 2019). Since UV FeII and MgII decomposition may be biased by the choice of a template, we perform a wavelength-resolved analysis for this source.

The velocity-resolved spectroscopy is an important tool, and can be used to explore the relation between the emission line variations and their velocity information. Eventually, it can also be used to estimate the mass of the central SMBH. In the past, this method has been applied to more than
The source CTS C30.10 is a bright (V = 17.2 mag, NED) quasar in the southern part of the sky identified under the Calán-Tololo Survey (Maiz et al. 1988, 1993). It is located at the redshift of z = 0.90052 (Modzelewska et al. 2014) with R.A. = 04h43m19.9, decl. = 45°37′38.0″ (J2000.0). We have monitored this quasar since December 2012 and the last observation was done on 2021 March 25. The long-term photometric and spectroscopic data have been used in this study. In almost nine years of observations, the source has been visited 36 times by the SALT telescope, and therefore we have 36 observations. The observation number 6 was done on 2014 August 17 and identified as an outlier and eventually was dropped from the further study. Therefore, the further study presented in this work is based on 35 SALT visits.

2.1. Spectroscopy

The spectroscopic observational setup is similar to what is described in Czerny et al. (2019). Here, we have 36 observations, each observation consist of two observing blocks with almost 800 s exposure. The details about the first 26 observations are provided in Czerny et al. (2019) (Table-1). In this work, we present only the later observations in Table 1. The observation number 18 in Czerny et al. (2019) was removed because of being a strong outlier. In this study, we have properly calibrated the observation 18 and it is turnout to contain reliable data and hence used in this work. However, the observation number 6 is still outlier (due to very poor weather conditions) and has not been considered in this work. The reduction of raw SALT data is done by SALT telescope staff, using the standard pipeline (Crawford et al. 2010), and the description about the further procedure of data reduction is provided in Czerny et al. (2019) in details. To correct for the vignetting effects in the SALT spectra a proper calibration with the use of a standard star is done. The detail description of the procedure is can be found in the Section 2.1 of the Modzelewska et al. (2014).

2.2. MgII line fitting

The reduced and calibrated spectra has been model with all possible components including continuum power-law (disk emission), FeII pseudo-continuum, and two components of MgII emission line. The FeII and MgII emission line are expected to produce in the BLR. The spectra covers the wide range of wavelengths from 2700–2900 Å in the rest frame of the source. As suggested by Modzelewska et al. (2014), the FeII pseudo-continuum was modeled by the empirical template d12-m20-20-5 provided by Bruhweiler & Verner (2008) with cloud number density of 10^{12} cm^{-3}, microturbulent velocity of 20 km s^{-1}, and the flux of hydrogen–ionizing photons above 13.6 eV is assume to be 10^{20.5} cm^{-2}s^{-1}. The FeII template was further convolved with a Gaussian profile of width 900 km s^{-1} considering the broadening in the FeII lines.

Detailed modeling of MgII components are discussed in Modzelewska et al. (2014). They have tried various ways to fit the MgII emission lines including single component, two separate emission components, and the single component with the absorption. Here, we have fitted the MgII emission lines with two different components assuming both components are described by Lorentzian shape profile. We also tried the Gaussian profile but the χ^2 values were high compared to Lorentzian profile. An exemplary spectrum fitted with power-law, FeII, and MgII components is shown in Figure 1.

The total equivalent width (EW) of the lines and their error bars for the first 26 observations are presented in Czerny et al. (2019) and rest of the observations are shown in the Table 1 of this work. Detailed descriptions of the parameters can be found in Czerny et al. (2019).

2.3. Photometry

The photometric observations of the source have been done with various telescopes across the globe. Our aim was to have the photometric observations close in time to spectroscopy by SALT, and hence in this regard we alerted many telescopes. Early part of the photometry was already described in Czerny et al. (2019), where the photometric points from 4 telescopes were used (CATALINA survey for the very early observations prior to our monitoring, and later OGLE, SALTICAM SALT, and BMT (Observatorio Cerro Armazones, OCA). Here we include new data from SALTICAM SALT and BMT, as well as the data from four additional telescopes: Las Cumbres - Siding Spring Observatory (SSO) in Australia, SAAO (Lesedi Telescope), Las Cumbres - Cerro Tololo Inter-American Observatory (CTIO) and Las Cumbres - SAAO. There were small systematic shifts between the data from different telescopes so
Table 1. The results of the data fitting to SALT spectroscopy, starting from obs. 27. Earlier data are in Czerny et al. (2019).

| Obs. no. | JD   | $\text{EW(Mg II)}$ | $\text{err+}$ | $\text{err-}$ | $\text{EW(Fe II)}$ | $\text{err+}$ | $\text{err-}$ |
|---------|------|--------------------|---------------|---------------|--------------------|---------------|---------------|
| 27      | 8498.4492 | 23.37              | 0.37          | 0.36          | 6.91               | 0.63          | 0.63          |
| 28      | 8724.5739 | 26.81              | 0.34          | 0.34          | 11.18              | 1.07          | 1.06          |
| 29      | 8762.4741 | 25.72              | 0.49          | 0.44          | 10.87              | 0.83          | 0.87          |
| 30      | 8821.3060 | 27.93              | 0.54          | 0.52          | 12.47              | 0.97          | 0.99          |
| 31      | 8852.4699 | 26.82              | 0.56          | 0.58          | 11.19              | 1.06          | 1.08          |
| 32      | 9075.6137 | 28.26              | 0.42          | 0.39          | 12.31              | 1.09          | 1.10          |
| 33      | 9116.5043 | 28.10              | 0.37          | 0.35          | 11.46              | 0.69          | 0.70          |
| 34      | 9235.4390 | 27.93              | 0.54          | 0.52          | 12.47              | 0.97          | 0.99          |
| 35      | 9291.2792 | 26.82              | 0.56          | 0.58          | 11.19              | 1.06          | 1.08          |
| 36      | 9298.2681 | 30.28              | 0.62          | 0.56          | 11.73              | 1.12          | 1.11          |

Table 2. Estimated flux in MgII and FeII along with their errors. All the values and the errors are in units of $10^{-14}$ erg s$^{-1}$ cm$^{-2}$.

| Obs. no. | $F(\text{MgII})$ | $\text{err}$ | $F(\text{FeII})$ | $\text{err}$ |
|----------|-----------------|--------------|-----------------|--------------|
| 1        | 2.997           | 0.033        | 0.928           | 0.010        |
| 2        | 2.964           | 0.032        | 0.904           | 0.010        |
| 3        | 2.909           | 0.032        | 1.079           | 0.012        |
| 4        | 2.897           | 0.032        | 1.231           | 0.013        |
| 5        | 2.864           | 0.031        | 1.097           | 0.012        |
| 6        | 3.670           | 0.040        | 1.565           | 0.017        |
| 7        | 2.890           | 0.032        | 1.036           | 0.011        |
| 8        | 2.840           | 0.031        | 0.951           | 0.010        |
| 9        | 2.352           | 0.026        | 1.105           | 0.012        |
| 10       | 2.830           | 0.031        | 1.052           | 0.011        |
| 11       | 2.868           | 0.031        | 0.958           | 0.010        |
| 12       | 2.667           | 0.029        | 0.987           | 0.011        |
| 13       | 2.804           | 0.030        | 1.056           | 0.011        |
| 14       | 2.592           | 0.028        | 0.862           | 0.010        |
| 15       | 2.761           | 0.030        | 1.065           | 0.012        |
| 16       | 2.608           | 0.028        | 1.056           | 0.012        |
| 17       | 2.345           | 0.026        | 0.447           | 0.005        |
| 18       | 2.421           | 0.027        | 0.884           | 0.010        |
| 19       | 2.714           | 0.030        | 0.928           | 0.010        |
| 20       | 2.490           | 0.027        | 0.712           | 0.008        |
| 21       | 2.461           | 0.027        | 0.802           | 0.009        |
| 22       | 2.664           | 0.029        | 1.085           | 0.012        |
| 23       | 2.719           | 0.030        | 1.025           | 0.011        |
| 24       | 2.648           | 0.029        | 1.074           | 0.012        |
| 25       | 2.602           | 0.028        | 0.959           | 0.010        |
| 26       | 2.410           | 0.026        | 0.820           | 0.009        |
| 27       | 2.555           | 0.028        | 0.840           | 0.009        |
| 28       | 2.942           | 0.032        | 1.508           | 0.016        |
| 29       | 2.777           | 0.030        | 1.294           | 0.014        |
| 30       | 2.868           | 0.031        | 1.427           | 0.016        |
| 31       | 2.681           | 0.029        | 1.246           | 0.014        |
| 32       | 2.770           | 0.030        | 1.348           | 0.015        |
| 33       | 2.919           | 0.032        | 1.342           | 0.015        |
| 34       | 2.819           | 0.031        | 1.375           | 0.015        |
| 35       | 2.798           | 0.030        | 1.249           | 0.014        |
| 36       | 2.905           | 0.032        | 1.208           | 0.013        |

Fig. 2. Long-term photometric light curve (upper panel), including CATALINA measurements (light green shaded region) from Czerny et al. (2019), and total MgII (middle panel) and FeII (lower panel) lightcurves. Photometric observations are in magnitudes (panel 1) however, MgII and FeII fluxes are in units of $10^{-16}$ and $10^{-17}$ erg s$^{-1}$ cm$^{-2}$. In this study only non-shaded region is used.

The resulting photometric curve is relatively smooth, but with clear variability pattern (see Figure 2).

3. Measurements

3.1. Mean and RMS spectra

To characterize the spectral behavior and the amplitude variation at different wavelengths, we also plot the mean and the root mean square (rms) spectra of the source. The mean and the rms spectra are defined as,

$$\bar{F}_\lambda = \frac{1}{N} \sum_{i=1}^{N} F^i_\lambda$$

(1)

and

$$S_\lambda = \left[ \sum_{i=1}^{N} (F^i_\lambda - \bar{F}_\lambda)^2 \right]^{1/2}$$

(2)

where, $F^i_\lambda$ is the $i$-th spectrum and $N$ is the number of spectra.
3.2. MgII and FeII lightcurves

The lightcurves for the MgII and FeII were created as in our previous papers (Czerny et al. 2019; Zajaček et al. 2020, 2021). The decomposition of each spectrum was done as described in Section 2.2. Each spectrum was then normalized using the photometric data since SALT spectroscopy does not allow for reliable spectrophotometric measurements directly. The final computation of the MgII and FeII flux was done by subtracting the power law component and the FeII or MgII component, correspondingly. The resulting lightcurves are shown in Figure 2, middle and bottom panel.

3.3. Wavelength-resolved lightcurves

We have followed the Hu et al. (2020) method to divide the lightcurves according to the flux distribution in the flux rms spectrum. However, the Hu et al. (2020) method was performed for Hβ and in this paper we present for MgII and FeII emission. After fitting the spectroscopic data with the full model, consisting of the power law continuum, FeII and MgII, we subtracted the power law component from the data in each data set. We then constructed the rms spectrum of the spectrum, and we divided the spectrum into seven bins of equal fluxes. We used less bins than in Hu et al. (2020) since our data are of lower quality. We used the wavelength instead of velocity since we kept a combined contribution of MgII and FeII in the remaining spectrum due to considerable overlap of the two components. The separation of MgII and FeII is not unique, as we discussed in Zajaček et al. (2020) since it depends on the adopted template, and we actually aim at gaining additional insight into their separation directly from variability.

Thus defined wavelength bins were later used to create seven lightcurves from each original spectrum, again after subtraction of the best fitted power law and integrating each spectrum in the appropriate limits.

4. Results

Our lightcurve of CTS C30.10 is relatively long (over 8 years in the observed frame) in comparison with the time delay of 3 years in the observed frame, claimed in the previous paper (Czerny et al. 2019) which allows for much better analysis. However, the overall source variability is still not much higher then before, which supports the view that frequency break in the power spectra of quasars is typically at 1-2 years (e.g. Kozłowski 2016; Stone et al. 2022), and the variability amplitude rises much more slowly with extension of observing time. This saturation of the amplitude was already well seen in CTS C30.10 in the previous data (see Fig. 15 of Czerny et al. 2019).

4.1. Variability

The strength of the variability can be quantified by the excess variance ($\sigma_X^2$), and the fractional rms variability amplitude, $F_{var}$ (Edelson et al. 2002). The $\sigma_X$ is the measurement of intrinsic variability in quasar, and estimated by correcting the total observed light curve with measurement errors. The $F_{var}$ is the square root of the $\sigma_X^2$ normalized by the mean flux value.

The fractional variability is used to characterized the long-term variability in various bands. Its functional form and error on $F_{var}$ is taken from Vaughan et al. (2003).

$$F_{var} = \sqrt{\frac{\sum_{i=1}^{N} (f_i - F)^2 - \text{err}_{f_i}^2}{F^2(N-1)}}$$

(3)

where F denotes the mean flux value, $f_i$ is the individual measurement, and $\text{err}_{f_i}^2$ is the error in the observed flux. The expression for the error on $F_{var}$ is provided in Prince (2019). We also estimated the point-to-point variability which tells about the variability at the shortest time scales. Considering the light curve is denoted by the $f_i$, where i= 1,2,3...N, the point-to-point variability is defined as

$$F_{pp} = \sqrt{\frac{\sum_{i=1}^{N-1} (f_{i+1} - f_i)^2 - \text{err}_{f_i}^2 - \text{err}_{f_{i+1}}^2}{F^2(N-1)}}$$

(4)

The results are given in Table 3. As expected the continuum shows less variability than the individual curves. The curve-1,2,3, and 7 have variability of more than 10% in linear scale and curve-4, 5, and 6 which is dominated by the MgII and FeII contribution show the variability below 10%. The lower fractional variability is also noticed in total MgII and FeII emission consistence with the curve-4, 5, and 6. Further, to check the short scale variability, we estimated $F_{pp}$, for all the curves. For noisy individual curves $F_{pp}$ is of the same order as $F_{var}$. This confirms that the measurements are not dominated by the measurement errors since for the white noise $F_{pp} = 1.4$ $F_{var}$, but variations are quite strong in the shortest timescales. This fast variability is not seen in the continuum, since for the continuum $F_{pp}$ is equal zero. Therefore, these fast variations are not a response to the continuum. Either emission lines show short timescale intrinsic variations, or we underestimate the measurement errors. Both effects are the potential sources of the problem, leading to a scatter in line-continuum relation. The poor correlation between the illuminating hard energy photons and the response of the line is frequently seen in many sources (e.g. Gaskell et al. 2021), although best documented in the monitoring of NGC 5548 (Goad et al. 2016; Gaskell et al. 2021).

4.2. Time delay measurement in total MgII and FeII

We apply several standard methods that are described in more detail in Appendix A.1. The time-delay evaluation using the standard interpolated cross-correlation function (ICCF) indicates a moderately longer peak time delay for the MgII broad line, 383.50$^{+3.22}_{-3.12}$ days in the observer’s frame, in comparison with the FeII pseudo-continuum, 341.00$^{+49.00}_{-51.77}$ days (see Table 4). Interestingly, the correlation coefficient at the peak is higher for the FeII pseudo-continuum, $r = 0.65$ versus $r = 0.55$ for the MgII line, which is also visible in Figure 3, where we plot the ICCF as a function of the time delay for both lines. We stress that due to a large dataset (continuum points and line-emission measurements), the overall time-delay peak became smaller. Previously, in Czerny et al. (2019), we reported the MgII time delay of $\sim$ 1050 days in the observer’s frame. We compare the previous ICCF and the current one in Figure 3. We see that the shift of the best fit time delay is due to a change in the relative importance of the peaks in multi-peak solution. We still see a trace of the 1050 days delay, but the shorter time delay has now higher significance.
Table 3. Variability amplitude for all the curves and the continuum used in this study.

| Rest frame Wavelength (Å) | Light curves | F_{var} | F_{pp} |
|--------------------------|--------------|---------|--------|
|                          | in linear scale (%) | in magnitude | in magnitude | in linear scale (%) |
| 2700.00 − 2725.95        | Curve-1       | 17.00 ± 0.19 | 0.1922 | 0.1961 | 16.27±0.19 |
| 2725.95 − 2750.52        | Curve-2       | 14.88 ± 0.19 | 0.1704 | 0.1818 | 15.32±0.19 |
| 2750.52 − 2774.74        | Curve-3       | 13.88 ± 0.19 | 0.1573 | 0.1564 | 13.11±0.18 |
| 2774.74 − 2800.69        | Curve-4       | 7.64 ± 0.19  | 0.0854 | 0.0903 | 7.95±0.18  |
| 2800.69 − 2826.30        | Curve-5       | 7.68 ± 0.19  | 0.0846 | 0.0840 | 7.49±0.18  |
| 2826.30 − 2860.55        | Curve-6       | 8.97 ± 0.19  | 0.0985 | 0.1069 | 9.61±0.18  |
| 2860.55 − 2899.65        | Curve-7       | 14.10 ± 0.19 | 0.1583 | 0.1655 | 14.29±0.19 |

V-band Continuum
MgII total | 6.63 ±0.19 | 0.0727 | 0.0764 | 6.79±0.18 |
MgII Comp-1 | 8.78±0.18 | 0.0959 | 0.1153 | 10.56±0.18 |
MgII Comp-2 | 11.28±0.19 | 0.1227 | 0.1708 | 15.66±0.19 |
FeII total | 20.61±0.19 | 0.2445 | 0.2614 | 19.91±0.19 |

Table 4. Overview of the time-delay determinations for the total MgII and FeII line total emissions. The time delays are expressed in days with respect to the observer’s frame, unless otherwise stated. The errors estimated for the mean are 1σ standard deviations, while for the time-delay peak the uncertainties consider the 30% of the peak distribution. The median uncertainties express 16% and 84% percentiles of the distribution.

| Method                  | MgII total [days] | FeII total [days] |
|-------------------------|-------------------|-------------------|
| ICCF (centroid)         | 381.06±113.15     | 319.99±102.35     |
| ICCF (peak)             | 383.50±23.32      | 341.00±49.00      |
| ICCF (max r)            | 382.0, r = 0.55   | 340.0, r = 0.65   |
| Javelin - peak (1 run)  | 531.0±0.20        | 504.0±0.10        |
| Javelin(bootstrap, peak)| 529.0±0.15        | 502.0±0.18        |
| Javelin(bootstrap, mean & median) | 504.9±0.34, 528.7±0.12 | 494.3±0.25, 503.3±0.38 |
| χ² (1 run)              | 535.6±12.00       | 324.5±10.00       |
| χ² (bootstrap peak)     | 539.0±0.25        | 330.0±0.25        |
| χ² (bootstrap mean & median) | 526.5±0.71, 456.3±0.14 | 360.9±0.21, 343.2±0.43 |
| von Neumann (1 run)     | 512.0 − 514.0     | 512.0 − 514.0     |
| von Neumann (bootstrap peak) | 511.3±0.12        | 511.3±0.16        |
| von Neumann (bootstrap mean & median) | 328.8±161.1, 446.0±77.0 | 257.4±221.6, 350.0±162.0 |
| Bartels (1 run)         | 512.0 − 514.0     | 512.0 − 514.0     |
| Bartels (bootstrap peak) | 511.3±0.12        | 511.8±0.36        |
| Bartels (bootstrap mean & median) | 351.6±187.2, 487.5±35.5 | 291.3±238.1, 496.0±614.5 |
| DCF (1 run)             | 527.5             | 527.5             |
| DCF (bootstrap peak)    | 527.0±0.21        | 527.0±0.23        |
| DCF (bootstrap mean & median) | 431.8±40.3, 397.5±130.0 | 461.9±26.5, 527.5±10.0 |
| zDCF (Maximum Likelihood peak & full range) | 291.3±106.9, 142.1±481.5 | 353.6±253.8, 1260.4±431.2 |

The JAVELIN code, which models the continuum variability as a damped random walk, reveals a significant peak around ~500 days in the observer’s frame for both the MgII line and the FeII pseudcontinuum. The peak time delay for the MgII emission is longer by ~30 days with respect to the FeII emission time delay, i.e. 530.0±25.4 days versus 500.0±25.2 days, respectively, see Table 4; however, this is not a significant difference given the uncertainties. These peaks and their uncertainties were inferred from 100 bootstrap realizations based on the actual continuum and MgII and FeII line-emission light curves.

The χ² method shows a significant difference between the MgII and FeII line-emission time delays, 535.6 versus 324.5 days, respectively, see Table 4. In Figure 4, we compare the χ² dependency on the time delay for FeII (blue line) and MgII (magenta line) lines, which clearly depicts the shift for the MgII χ² minimum towards a larger time delay. In addition, we compare the χ² dependency between the older MgII and continuum data (Czerny et al. 2019) and the current light curves. For a significantly larger number of continuum and line-emission data points, the MgII time delay gets smaller by approximately a factor of two. Based on the current datasets, we perform 1000 bootstrap realizations, from which the MgII time delay is 539.0±25.0 days that is by ~200 days longer than the FeII peak time delay of 333.0±25.6 days.

The estimators of data regularity/randomness (von Neumann and Bartels) indicate the minimum estimator value for the time delay of ~511 − 512 days in the observer’s frame.
for the MgII line, see Table 4, where we inferred the peak and the mean time delays and the corresponding peak uncertainty based on 1000 bootstrap realizations for each estimator. Essentially the same best time-delay is also found for the FeII line. However, the mean time-delay value for the FeII line is smaller in comparison with the mean value for the MgII line, i.e. 273.0 days vs. 313.8 days for the von Neumann estimator and 289.3 days vs. 339.1 days for the Bartels estimator. This smaller value is caused by the presence of the secondary prominent minimum for the FeII line, which is at \( \sim 327 \) days.

The analysis performed using the discrete correlation function (DCF) indicates a global peak at 527.5 days for both the total MgII and FeII emission light curves (specifically for the slot weighting of light curve pairs with the time step of 5 days). When we constructed 400 bootstrap realizations of continuum–line emission pairs, we obtained the peak time delay of 527.0\( ^{+22.0}_{-25.0} \) days for the MgII total emission and 527.0\( ^{+24.0}_{-25.0} \) days for the FeII total emission, i.e. the time delay appears to be the same within uncertainties for both lines. However, the overall time-delay peak distribution is broad with multiple peaks present.

The time-delay analysis using the \( z \)-transformed discrete correlation function (zDCF) yields the peak values with large uncertainties, especially for the MgII emission, for which we got 291.3\( ^{+190.2}_{-149.2} \) days in the observer’s frame. For the MgII emission, the peak time-delay is actually smaller than the
peak time-delay for the FeII emission, for which we obtained 353.6$^{+77.6}_{-52.2}$ days. The zDCF value as a function of the time delay is depicted in Figure 7 for both lines. The zDCF time-delay peak for the MgII line is broader and has a smaller correlation coefficient of $zDCF = 0.60^{+0.14}_{-0.14}$ than the one for the FeII line, $zDCF = 0.68^{+0.13}_{-0.11}$.

In summary, using different time-delay determination methods, we detect consistently a time-delay peak close to ~520 days for the MgII emission in the observer’s frame, while for the total FeII emission we detect the presence of two time delays, at ~340 days and ~510 days, both of which are usually present in the time-delay distributions. The presence of two peaks of comparable height is occasionally noticed in other lines, like Hβ (Du et al. 2015). When we put together comparable time-delay peaks, we obtain the mean time delays of 523.5$^{+23.6}_{-21.9}$ days for the MgII emission and 513.0$^{+26.2}_{-19.5}$ days for the FeII emission. When calculated with respect to the rest frame of the source at the redshift of $z = 0.90052$, the total MgII-emission time delay is $\tau_{MgII} = 275.5^{+12.4}_{-19.5}$ days. For the total FeII-emission, the longer rest-frame time delay is $\tau_{FeII} = 270.0^{+13.8}_{-25.1}$ days, which is consistent with the MgII time delay within uncertainties. The shorter FeII rest-frame time delay is $\tau_{FeII} = 180.3^{+26.6}_{-20.0}$ days. The light-travel distance of the MgII emission region is 0.23 pc. For the FeII region, the set-up is more complex. Its mean distance is comparable to the MgII emission region, ~0.23 pc, based on the longer time-delay peak. However, the shorter time-delay indicates that the FeII region is more extended in the direction towards the observer, as we will discuss further in Section 5. Due to the non-zero inclination, a part of the FeII region is located by (275.5 – 180.3)° ~0.08 pc closer to the observer. When illuminated by the same photoionizing radiation, a fraction of the FeII-reprocessed photons reaches the observer sooner than the MgII-reprocessed radiation, while the other part shares the same reprocessing region with MgII.

4.3. Wavelength-resolved time lags

As discussed in Section 3.3, seven light curves are created from the different part of the RMS spectrum. The lighcurves are shown in Figure 8. The original curves are properly normalized, but for a better comparison with photometry they are also plotted in magnitude scale, with arbitrary normalization.

To understand the kinematics and the geometry of broad line region (BLR) in quasars, velocity-resolved time lags are essential. Here we present our investigation of BLR kinematics in a bright quasar CTS C30.10 using its MgII+FeII emission, with the continuum power-law subtracted. The MgII+FeII combination is divided into seven different velocity bins after subtraction of the continuum power-law. The corresponding seven light curves have been produced and eventually the time delay with respect to the V-band continuum light curve was investigated using different methodologies. The methods described in Subsection A.1 were used to estimate the time lags (and the uncertainty) between the various curves and the continuum. The results are summarized in Table 5.

ICCF: The Interpolated Cross-Correlation function (ICCF) is shown for each light curve in Figure 9 (left panel). According to the time delay values inferred from the maximum correlation coefficient, see Table 5, the time delay is between 340 and 380 days in the observer’s frame, with the weak increase for light curves 4, 5, and 6. The maximum correlation coefficient is ~ 0.6 – 0.7. The ICCF uses the flux and amplitude randomization technique to estimate the time lag distribution, in particular its centroid and the peak. We estimated the centroid and the peak time lag and corresponding plots are shown in Figure 8. For all the curves the time lags from the centroid are consistent within the errorbar between ~330 – 370 days. However, the time lags from the peak distribution is higher in all the curves compared to centroid values and it lies between ~340 – 385 days. In both the cases, the longer time lags are noted in curve 4, 5 & 6 which is expected as they represents the MgII part of the spectrum.

$\chi^2$: This method is based on the $\chi^2$-minimization technique. The results recovered from this method are generally consistent with the ICCF results. The time delays were found to be between ~324 – 358 days with higher time delays for light curves 4, 5, & 6. The $\chi^2$ values as a function of time delay for individual light curves are shown in Figure 9 (right panel). The higher time delays are consistent with the RMS spectrum shown in Figure 10 where the curve-4 and curve-5 lie exactly in the middle of MgII line emission. The bootstrap technique is also applied to obtain the time-delay peak distribution. We generate 10000 light curve pairs based on the actual seven light curves. Based on the time-delay peak distribution, we determine the final peak and the mean of the distribution. The final peak asymmetric errorbars are inferred from the left and the right standard deviations within 30% of the main peak surroundings. The mean time-delay follows a similar trend of increasing and decreasing time delays towards longer wavelengths, with the largest time delay of 558.3 days for light curve 4.

Data regularity estimators (von Neumann, Bartels): When we apply the data regularity estimators (von Neumann, Bartels) to the seven light curves, we obtain the minimum estimator value at ~ 512 days in the observer’s frame both for von Neumann and Bartels estimators, see Table 5 and Figure 11. However, the estimator profile as a function of the time delay changes qualitatively close to this global minimum – closer to the MgII line wings, the broad minimum is shallower, see Figure 11 for the von-Neumann estimator.
(left panel) and the Bartels estimator (right panel), which also results in the smaller mean value of the peak time delay as inferred from the bootstrap analysis (1000 realizations). This is in contrast to light curves 3, 4, and 5 close to the line center, where the minimum at ~ 512 days is more pronounced, resulting in the larger mean time-delay values.

**DCF:** Investigating the time lags using the DCF method yielded shorter time lags for all the seven light curves in comparison with other methods. The dominant peak in the observer’s frame is at 187.5 days both for the default DCF investigation using the observed light curves as well as in the peak distribution inferred from 200 bootstrap realizations for each light curve. In Table 5, we separately list the peak values for the DCF evaluation using the slot- and the Gauss-weighting of the light curve pairs, where the time bin is constant and we set it to 25 days. For the bootstrap runs, we separately calculate the peak and the mean values of the corresponding time-lag peak distributions. While the peak is always close to 187.5 days, the mean value shifts towards larger values for light curves 4 and 5 since the secondary time-lag peak at ~ 450 – 550 days becomes more prominent for these light curves.

**zDCF:** For the zDCF method, the measured time-delays are in agreement within the uncertainties. The peak values of the time-delay are 327.9 days in the observer’s frame for the first three wavebands, then they increase to 370.5 days for the band 4, 5, and 6. The emission light curve 7 corresponding to the red wing of the line has the peak time delay again at 327.9 days. The zDCF values as a function of the time delay in the observer’s frame are depicted in Figure 12 for individual light curves and results are presented in Table 5. The shift of 42.6 days between the time-delay peaks of the first (as well as the second, third, and the seventh light curves) and the fifth light curve (as well as the fourth and the sixth light curves) is highlighted by the corresponding horizontal lines.

**JAVELIN:** The results from the JAVELIN is shown in Figure 13 and recovered time delays are much higher than the ICCF. For most of the curves (1, 3, 4, 5, 6 & 7) the recovered time delays are between ~502 – 529 days. For curve 2, we found rather a small time delay of the order of 195 days. The zDCF values as a function of the time delay in the observer’s frame has the peak time delay again at 327.9 days. The emission light curve 7 corresponding to the red wing of the line has the peak time delay again at 327.9 days. The zDCF values as a function of the time delay in the observer’s frame is at 187.5 days both for the default DCF investigation using the observed light curves as well as in the peak distribution inferred from 200 bootstrap realizations for each light curve. In Table 5, we separately list the peak values for the DCF evaluation using the slot- and the Gauss-weighting of the light curve pairs, where the time bin is constant and we set it to 25 days. For the bootstrap runs, we separately calculate the peak and the mean values of the corresponding time-lag peak distributions. While the peak is always close to 187.5 days, the mean value shifts towards larger values for light curves 4 and 5 since the secondary time-lag peak at ~ 450 – 550 days becomes more prominent for these light curves.

4.4. Summary of the wavelength-dependent trends and BLR kinematics

The visual summary of the observed trends is given in Figure 10. The time delays in the curves dominated by the MgII emission are longer than for FeII-dominated curves, specifically 1 or 7. The two-component character of MgII line does not show up. Component 1 dominated the curve 4 while component 2 dominates curve 5, but we do not see any differences between the time delays for these two curves. This supports the conclusion that the need for two components rather reflects a more complex line shape than the actual existence of the two physically separated regions, as was already argued by Modzelewska et al. (2014) at the basis of the mass measurement consistency. Some level of asymmetry of the MgII line is frequently seen, and the two-component fits are required (Marziani et al. 2013), but these authors show that nevertheless MgII is a better virial indicator of the BLR motion than Hβ since the centroid shifts with respect to rest frame are lower.

In our wavelength-resolved data we do not see any clear anisotropy along the line shape, the time delay neither decreases or increases systematically with the wavelength. This means that we do not detect traces of an inflow or an outflow. We did not attempt to study the MgII shape separately since subtraction of FeII would anyway lead to large errors in the line wings so we did not expect any new results from such an approach with the current dataset.

5. Discussion

We determined the time delay of the MgII emission and FeII emission with respect to the continuum in the quasar CTS C30.10 (z=0.90052). While MgII time delay was already determined for several sources (see Khadka et al. 2021b for a current list of sources), FeII time delays in the UV were not generally measured. So far UV FeII time delay was reported only for NGC 5548, and Maoz et al. (1993) found a similar time lag for the UV FeII lines as well as the Lyα.

**DCF:** For the DCF method, the measured time-delays in general are in agreement within the uncertainties. The peak values of the time-delay are 327.9 days in the observer’s frame for the first three wavebands, then they increase to 370.5 days for the band 4, 5, and 6. The emission light curve 7 corresponding to the red wing of the line has the peak time delay again at 327.9 days. The zDCF values as a function of the time delay in the observer’s frame are depicted in Figure 12 for individual light curves and results are presented in Table 5. The shift of 42.6 days between the time-delay peaks of the first (as well as the second, third, and the seventh light curves) and the fifth light curve (as well as the fourth and the sixth light curves) is highlighted by the corresponding horizontal lines.

**JAVELIN:** The results from the JAVELIN is shown in Figure 13 and recovered time delays are much higher than the ICCF. For most of the curves (1, 3, 4, 5, 6 & 7) the recovered time delays are between ~502 – 529 days. For curve 2, we found rather a small time delay of the order of 195 days, much smaller than ICCF also. To quantify the errorbars on the time delay results, we applied the bootstrap technique for 1000 realizations and estimated the peak time delay with one-sigma errorbar. The results are presented in Table 5. Time delays corresponding to various curves are shown with RMS spectrum in Figure 10, and it agree with χ^2 methodology for most of the curves.

**5. Discussion**

We determined the time delay of the MgII emission and FeII emission with respect to the continuum in the quasar CTS C30.10 (z=0.90052). While MgII time delay was already determined for several sources (see Khadka et al. 2021b for a current list of sources), FeII time delays in the UV were not generally measured. So far UV FeII time delay was reported only for NGC 5548, and Maoz et al. (1993) found a similar time lag for the UV FeII lines as well as the Lyα.

Using several methods, we determined the MgII time delay at 523.5_+23.6_-13.1 days in the observed frame. The time delay for Fe II was not unique, with two values favored: 513.0_+30.7_-23.4 days and 342.5_+50.6_-17.7 days. This likely suggests a more complex reprocessing region. In some cases it is clear that Fe II has more than one component and is well fitted with two components (Dong et al. 2010, Hryniewicz et al. 2022).

The time delays for FeII seem on average by some 10% shorter than for MgII, for a given method, and indication of much shorter time delay appears. This is rather unexpected at the basis of the kinematic line width. The FeII template used in the spectral fitting was broadened to FWHM ≈ 2115 km s^-1. This broadening was adjusted at the basis of χ^2 optimization by Modzelewska et al. (2014), and tested also with the current data. The MgII line was fitted as a two-component line, and the mean value of the FWHM of component 1 is 2756 ± 122 km s^-1, for the component 2 is 3558 ± 102 km s^-1, and if the line is actually treated as a single component line of more complex shape, the total FWHM is 4868 ± 114 km s^-1. Therefore, the line width implies the location of FeII further out in comparison to MgII, consistent with the ionization potential being lower for FeII.

Therefore we also used a wavelength-resolved approach to a signal containing both MgII and FeII, with the aim to shed more light onto the geometry of the two regions. The data quality is not excellent but we see similar overall trend as for MgII and FeII lightcurves. In Table 4 and Table 5 we give the results for peak as well as median values for a given method. In the case of ICCF, the discussion by Koratkar & Gaskell (1991) shows that the centroid-based values correspond to the luminosity-weighted radius while peak values are more affected by the gas at small radii. However, our ICCF-based results do not show significant differences there, being consistent rather with a relatively compact reprocessing region.
Fig. 8. **First column:** The top panel shows the continuum light curve in magnitude and the other seven panel show the seven curves in different wavebands derived from the combination of photometric and the spectroscopic observations. The corresponding wavebands range are mentioned in Table 3. Curve-1 and curve-7 have unit in $10^{-17}$ and the rest are in $10^{-16}$. **Second column:** This represents the auto-correlation of continuum and the ICCF results for all the curves with respect to continuum. Histograms are the peak (red) and centroid (blue) distribution from the ICCF with 10000 bootstrap realizations.

Fig. 9. Interpolated Cross-Correlation Function (ICCF) and $\chi^2$ values as a function of time delay. **Left panel:** The ICCF as a function of time delay (expressed in days in the observer’s frame) for the seven light curves according to the legend. **Right panel:** The $\chi^2$ value as a function of the time delay (in days) in the observer’s frame for the seven light curves according to the legend.
Table 5. Time delay measurements for seven wavelength bins containing a combination of MgII and FeII emission, after subtraction of the power law component. Curve 1 and 7 contain only FeII, curves 4 and 5 are strongly dominated by MgII.

| with Obs flux | Curve 1 | Curve 2 | Curve 3 | Curve 4 | Curve 5 | Curve 6 | Curve 7 |
|--------------|--------|--------|--------|--------|--------|--------|--------|
| ICCF (max r) | 381.0 (0.68) | 340.0 (0.65) | 380.0 (0.69) | 382.0 (0.61) | 384.0 (0.61) | 384.0 (0.61) | 379.0 (0.64) |
| ICCF (Centroid) | 357.6±48.8 | 322.2±46.7 | 344.5±48.6 | 369.5±46.1 | 364.3±93.6 | 367.5±79.9 | 329.4±64.1 |
| ICCF (peak) | 373.0±33.0 | 340.0±45.0 | 367.0±40.0 | 378.0±33.0 | 382.0±66.0 | 384.0±58.0 | 351.0±56.0 |
| Javelin (minimum 1 run) | 504.0±13.9 | 504.0±13.9 | 504.0±13.9 | 530.0±0.0 | 533.0±12.9 | 505.0±10.4 | 504.0±12.6 |
| Javelin (bootstrap, 1000 run, peak) | 504.0±21.3 | 195.0±21.3 | 504.0±21.3 | 529.0±28.7 | 532.0±29.2 | 514.0±24.0 | 503.0±23.1 |
| χ² (minimum for 1 run) | 333.5 | 324.5 | 324.5 | 524.6 | 538.6 | 407.6 | 336.5 |
| χ² - peak (bootstrap) | 346.5±30.4 | 332.6±22.2 | 332.6±28.3 | 539.3±18.5 | 538.6±19.3 | 538.6±30.1 | 332.6±27.9 |
| χ² - mean (bootstrap) | 371.2±229.0 | 355.3±40.4 | 374.3±262.6 | 588.3±207.0 | 439.9±313.3 | 418.5±266.7 | 347.4±250.9 |
| von Neumann (minimum 1 run) | 512.0 | 335.0 | 512.0 | 512.0 | 512.0 | 512.0 | 512.0 |
| von Neumann - peak (bootstrap) | 511.3±15.5 | 511.3±15.5 | 511.3±12.1 | 511.3±24.0 | 511.3±21.9 | 511.3±10.3 | 511.3±13.7 |
| von Neumann - mean (bootstrap) | 357.4 | 286.4 | 393.3 | 351.9 | 347.6 | 363.4 | 312.7 |
| Bartels (minimum 1 run) | 512.0 | 512.0 | 512.0 | 512.0 | 512.0 | 512.0 | 512.0 |
| Bartels - peak (bootstrap) | 511.9±15.5 | 511.8±15.5 | 511.2±32.2 | 511.2±14.6 | 511.8±22.2 | 511.8±22.2 | 511.7±0.5 |
| Bartels - mean (bootstrap) | 343.5 | 293.1 | 368.2 | 368.9 | 402.1 | 358.8 | 321.8 |
| DCF (25 day; slot) | 187.5 | 187.5 | 187.5 | 187.5 | 187.5 | 187.5 | 187.5 |
| DCF (25 day; gauss) | 187.5 | 312.5 | 187.5 | 187.5 | 187.5 | 187.5 | 187.5 |
| DCF (25 day; slot; bootstrap-peak) | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 |
| DCF (25 day; slot; bootstrap-mean) | 214.9 | 113.4 | 113.4 | 113.4 | 113.4 | 113.4 | 113.4 |
| DCF (25 day; slot; bootstrap-mean) | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 | 187.5±36.7 |
| DCF (25 day; slot; bootstrap-mean) | 165.0 | 150.9 | 133.9 | 133.9 | 265.6 | 204.5 | 111.3 |
| zDCF (min. 20 points per bin) | 327.9±109.9 | 327.9±116.9 | 327.9±116.9 | 327.9±116.9 | 327.9±116.9 | 327.9±116.9 | 327.9±116.9 |

To test independently the extension of the emitting regions we calculated the Auto-correlation function (ACF) of total MgII and FeII along with continuum. The result is shown in Figure 14. The ACF of continuum decays at timescales 250 days. The secondary peak reappears at timescales of 750 days. In their central parts, ACF of FeII is broader than the MgII suggesting more extended emission region for FeII. Both functions, however, show a form of a plateau at timescales 200 - 500 days, which is not a typical feature of AGN lightcurves. All these unexpected effects are likely connected to the apparent similarity of two peaks in the continuum lightcurve, separated by ~1500 days. In still longer data sequence this apparent similarity would likely disappear.

Both MgII and FeII emission regions are however extended, and the apparent discrepancy between the narrower FeII lines but shorter effective FeII delay can be solved as illustrated in Figure 15. If the observer is inclined with respect to the symmetry axis, there is a clear asymmetry in the visibility of the BLR part closer to the observer and the part located at the other side of the black hole. The region emitting mostly MgII can be still transparent for the continuum, so FeII is produced, but FeII emitting region can partially suppress the MgII emission from the near side. The opposite can happen for the farther side - now MgII emitting region is much better exposed while FeII is partially shielded. Since the measured time delay is the weighed average over the entire region, the net FeII time delay can still be shorter since the closest part dominates more.

5.1. BLR kinematics

The wavelength-resolved or velocity-resolved time lags allow us to explore the BLR geometry and kinematics. The distribution of estimated time lags with corresponding wavelength can have different shape namely, symmetric shape suggesting the Keplerian or disk-like rotation of BLR. Results obtained by other authors for Hβ line which also belongs to low ionization lines, like MgII and FeII bring different results. Grier et al. (2017) from their study of four sources did not claim any outflows/inflows although requested the presence of the elliptical orbits.

Velocity-resolved reverberation mapping of 3C120, Ark120, Mrk 6, and SBS 1518+593 was done by Du et al. (2018a). Their results show that the first three AGN has a complex features different from the simple signatures expected for pure outflows, inflow, or Keplerian disk. Moreover, SBS 1518+593 show least asymmetric velocity-resolved time lags characteristic of a Keplerian disk. They also observed a significant change in the velocity-resolved time lags of 3C 120 compared to its previous study, suggesting an evolution of BLR structure. Hu et al. (2020) have studied the quasar PG 0026+129 and their results shows an evidence of two distinct broad line region (BLR). Their velocity-resolved analysis supports two regions but does not imply any simple inflow/outflow pattern. Lu et al. (2016) provides the detail study of reverberation mapping of the broad line region in NGC 5548. Their velocity-binned delay map for the broad Hβ line shows a symmetric response pattern around the line center. They suggest it could
be a plausible kinematic signature of virialized motion of the BLR. Another study of NGC 5548 by Pei et al. (2017) found a complex velocity-lag structure with shorter lags in the line wings of Hβ. They concluded again that the broad line region is dominated by Keplerian motion. The same conclusion, for the same source, was reached by Xiao et al. (2018).

Recently, U et al. (2021) have reported the velocity-resolved Hβ time lags for several nearby bright Seyfert galaxies where they have observed all possible scenario including the Keplerian motion of BLR and the radially in-falling and out-flowing materials. A study of high ionization line velocity structure (CIV) in NGC 5548 has been done by De Rosa et al. (2015a), with the six month long observation taken from Cosmic Origins Spectrograph on the Hubble Space Telescope. They observed a significant correlated variability in the continuum and the broad emission lines. Their velocity-resolved time lag study shows coherent structure in lag versus line of sight velocity for the emission lines, but they do not see clear outflow signatures. This could be related to relatively small Eddington ratio in this source, and no clear shift in CIV, frequently seen in quasars.

In our data we do not see any monotonic increase or a decrease of the time delay with the wavelength which are the signatures of the inflow or the outflow. Thus the dynamics in CTS C30.10 seems to be consistent with the predominantly Keplerian motion. Time delays measured in a wavelength-dependent way for a combination of MgII and FeII as well as separate time delay measurement for total MgII and FeII emission, combined with kinematic line width, imply a stratification in the BLR, but also a clear asymmetry in the visibility of the BLR part closer to the observer and the part which is more distant, as visualized in Figure 15.

5.2. Updated MgII radius-luminosity relation

Following our previous constructions of the MgII-based radius-luminosity (RL) relation (Czerny et al. 2019; Zajaček et al. 2020; Martínez-Aldama et al. 2020; Zajaček et al. 2021; Khadka et al. 2021b), we update this relation for 78 available reverberation-mapped sources, including the updated rest-frame time delay of the total MgII emission for CTS C30.10, $\tau_{\text{MgII}} = 275.5^{+12.4}_{-19.3}$ days, see Figure 16 and 17. The RL relation is generally well defined with a significant positive correlation between the rest-frame MgII time delay and the monochromatic luminosity at 3000Å. The Spearman correlation coefficient is $\rho = 0.49$ ($p = 4.96 \times 10^{-5}$) and the Pearson correlation coefficient is $r = 0.63$ ($p = 8.39 \times 10^{-19}$), which motivates the search for a power-law relation in the form $\tau = K L^\beta$.

We fit the linear function $\log \tau = \alpha \log (L_{3000}/10^{44} \text{erg s}^{-1}) + K$ to the 78 MgII data using the classical least-square fitting procedure as well as the Monte-Carlo Markov Chain algorithm. From the least square fitting, we obtain the best-fit radius-luminosity relation,

$$\log \left( \frac{\tau}{\text{lt. day}} \right) = (0.29 \pm 0.04) \log \left( \frac{L_{3000}}{10^{44} \text{erg s}^{-1}} \right) + (1.67 \pm 0.05),$$  

with the scatter of $\sigma = 0.29$ dex. The best-fit relation is depicted in Figure 16 along with 78 RM sources, 66 of which are colour-coded according to the relative FeII strength, $R_{\text{FeII}}$, which serves as a suitable observational proxy for the accretion-rate intensity (Martínez-Aldama et al. 2020).

Using the MCMC algorithm, including the uncertainty underestimation factor $f$, we obtain the maximum-likelihood radius-luminosity relation,

$$\log \left( \frac{\tau}{\text{lt. day}} \right) = (0.27^{+0.05}_{-0.05}) \log \left( \frac{L_{3000}}{10^{44} \text{erg s}^{-1}} \right) + (1.70^{+0.05}_{-0.05}),$$  

with the scatter of $\sigma = 0.29$ dex. Both the RMS scatter as well as the inferred radius-luminosity relation are consistent within the uncertainties with the values determined from the least-square fitting. The maximum-likelihood relation is shown along with the MgII data in Figure 17 (left panel) alongside the corner plot (right panel) with the slope and the intercept distributions. The new shorter MgII time delay (depicted by a black circle in Figure 16 and 17) now lies within $2\sigma$ prediction interval of the whole sample, see Figure 16, while previously it was within the $1\sigma$ interval. Also for the MCMC fitting, the new MgII time-delay lies within $2\sigma$ of the median RL relation.

In addition, we also consider for comparison the former RL relation based on the reverberation-mapped Hβ sample (Bentz et al. 2013). The Bentz relation has a slope of $\sim 0.5$, i.e. consistent with the simple photoionization theory. We transform the Bentz relation inferred for the monochromatic luminosity at 5100 Å to the RL relation for 3000 Å and obtain $\log \tau = 1.391 + 0.533 \log (L_{3000}/10^{44} \text{erg s}^{-1})$, i.e. the same slope but a slightly smaller intercept (Zajaček et al. 2020). Interestingly, the smaller time delay of CTS C30.10 is now
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Fig. 10. Here we show the wavelength dependent time lags from various methods along with the mean and RMS spectrum. Time lags seem to weakly follow the RMS spectrum.
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is weaker than for the simple RL relation. We show the extended RL relationship using the relative FeII strength with respect to the H\textbeta line, \( R_{\text{FeII}} = \text{EW}(\text{FeII})/\text{EW}(\text{H}\beta) \). The idea was to decrease the scatter of \( \text{H}\beta \) sources along the RL relation, which appears to be driven by the accretion-rate intensity. Since \( R_{\text{FeII}} \) is correlated with the accretion rate, it should provide the correction. Indeed, a certain improvement was reported with the final scatter of 0.196 dex in comparison with the original \( \text{H}\beta \) RL relation with \( \sigma \sim 0.28 \) dex (Du et al. 2018b).

In our case, the relative strength is defined analogously as the ratio of the equivalent width of FeII to the equivalent width of MgII, \( R_{\text{FeII}} = \text{EW}(\text{FeII})/\text{EW}(\text{MgII}) \). Hence, we investigate consistently with this relation, see Figure 17 (left panel). However, the RMS scatter of the whole MgII sample along the Bentz relation is larger (\( \sigma \sim 0.35 \) dex) in comparison with the maximum-likelihood RL relation (\( \sigma \sim 0.29 \) dex).

In Du & Wang (2019), the authors investigated the extended radius-luminosity relationship using the relative FeII strength with respect to the \( \text{H}\beta \) line, \( R_{\text{FeII}} = \text{EW}(\text{FeII})/\text{EW}(\text{H}\beta) \). The idea was to decrease the scatter of \( \text{H}\beta \) sources along the RL relation, which appears to be driven by the accretion-rate intensity. Since \( R_{\text{FeII}} \) is correlated with the accretion rate, it should provide the correction. Indeed, a certain improvement was reported with the final scatter of 0.196 dex in comparison with the original \( \text{H}\beta \) RL relation with \( \sigma \sim 0.28 \) dex (Du et al. 2018b).

5.3. UV FeII radius-luminosity relation

Previously only one measurement of the UV FeII pseudocontinuum was performed for the Seyfert galaxy NGC5548 during the campaign in 1988-1989 with IUE satellite (Maoz et al. 1993). The FeII time delay centroid was inferred to be a few days. The corresponding monochromatic luminosity at 3000 Å for this source is \( L_{3000} = 43.696 \pm 0.051 \) according to the NED database, which was inferred considering the flux densities determined close to 3000 Å.

Here we report two potential time-delay peaks for the UV FeII pseudocontinuum for a more luminous source CTS...
Fig. 13. Javelin bootstrap results with 1000 realizations for all the seven curves (from left to right). The peak and results from this is mentioned in Table 4.

Fig. 14. Auto-correlation function of total MgII and total FeII along with continuum.

C30.10, $t_{\text{FeII}}^{\text{CTS1}} = 180.3^{+26.6}_{-30.0}$ days and $t_{\text{FeII}}^{\text{CTS2}} = 270.0^{+12.4}_{-19.5}$ days. The monochromatic luminosity for the source is $\log [L_{3000} \text{(erg s}^{-1})] = 46.023 \pm 0.026$. Since the UV FeII radius-luminosity relation was not investigated before, the two measurements across three orders of magnitude in luminosity now allow us to make a preliminary discussion of its existence for the first time.

In Figure 19, the preliminary UV FeII radius-luminosity relation is outlined, which confirms the basic trend and the power-law dependency with the slope close to 0.5. Using the smaller FeII time delay of 180.3 days for CTS C30.10 yields the relation $\log \tau = (0.54 \pm 0.04) \log L_{44} + (1.16 \pm 0.08)$, while the larger time delay of 270.0 days leads to $\log \tau = (0.62 \pm 0.03) \log L_{44} + (1.19 \pm 0.06)$. The uncertainties were calculated by the propagation of errors of the time delays and the luminosities of the two sources. The longer time delay for FeII is more consistent with the radius-luminosity relation of Bentz et al. (2013) when renormalized for the monochromatic luminosity at 3000Å. This is in agreement with the picture sketched in Figure 15, where MgII and FeII line-emitting regions share approximately the common mean distance from the SMBH corresponding to $\sim 270 \pm 275.5$ days. The FeII emitting region is, however, more extended towards larger distances from the SMBH, with one side closer to the observer, which produces effectively the second, shorter time-delay peak.
Fig. 15. Schematic representation of MgII and FeII emission regions. The mean distance of the MgII and FeII region from the BH is ∼0.23 pc, estimated from the rest frame time delays, 276 days and 270 days respectively for MgII and FeII. The FeII emission also exhibits a smaller time delay in the rest frame, 180 days, which indicates the larger extent of the FeII region with respect to the MgII emission region in the direction away from the SMBH. Hence, due to a non-negligible inclination of the observer, eventually the reprocessed emission from the FeII region tends to come to the observer sooner. The secondary time delays at ∼570 and ∼680 days can potentially be attributed to the “mirror” effect, i.e. the MgII and FeII emission, respectively, coming to the observer from the other side of the accretion disc, which is supported by the temporal difference of (570 − 270) = 300 days that corresponds to ∼0.25 pc, i.e. one additional disc crossing of photons. However, the FeII emission coming from the more distant part across the disc is partially shielded by the MgII line-emitting region closer in with respect to the observer. Note: color do not represent the density of the cloud.

Fig. 16. The radius-luminosity relation for the currently available 78 MgII sources. The best-fit relation determined by the classical least-square fitting is indicated by the solid green line. The updated MgII emission-line time delay of 275.5^{+12.4}_{−10.5} days is depicted by a black circle, while the old measurement is shown as a gray circle for comparison. The overall scatter is ∼0.29 dex. For 66 sources, we have available the measurements of the relative FeII strength (R_{FeII} parameter), which are colour-coded according to the axis on the right. The dotted and dashed green lines show 1 and 2σ prediction intervals, respectively, for the sample of 78 MgII RM sources.

6. Conclusions

We summarize the main results of nine years of the monitoring of the luminous quasar CTS C30.10 (2012-2021) as follows:

- MgII line-emission exhibits a rest-frame time-delay of 275.5^{+12.4}_{−10.5} days, which is about a factor of two less than previously reported value for this source. This shows that the duration of the monitoring is essential to accurately determine the emission-line time delay, especially if more time-delay peaks are present,
- the MgII time-delay is consistent within 2σ with the best-fit RL relation for all current RM MgII quasars. It also lies on the previously determined Hβ RL relation with the slope close to 0.5,
- the rest-frame time-delay for the FeII emission has two components: 270.0^{+13.8}_{−20.9} days and 180.3^{+26.7}_{−30.0} days. Since the FeII line width is smaller than for the MgII line, it is expected be located further from the SMBH. On the other hand, the mean distance of the emission regions is comparable, as is indicated by the common time-delay component within uncertainties. The shorter time-delay component indicates that the observer predominantly sees the FeII emission region oriented towards them, while the more distant region is mostly shielded by the closer MgII region,
- combining our UV FeII time-delay measurement with the older one in NGC5548, we find that these measure-
mements point towards the existence of the UV FeII radius-luminosity relation, whose slope is consistent with 0.5 within uncertainties. The longer FeII time-delay is consistent with the Hβ RL relation, which indicates that the time-delay of ~ 270 days expresses the mean distance of the FeII region, while the shorter time delay of ~ 180 days is associated with the extension of FeII region closer to the observer and away from the SMBH.

The wavelength-resolved reverberation mapping of the MgII+FeII complex between 2700 and 2900 Å shows that this region is stratified with the core of the MgII emission line having a larger time delay with respect to the wings dominated by FeII, which reflects the geometrical orientation of this complex with respect to the observer.
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Fig. 17. The MgII maximum-likelihood radius-luminosity relation determined using the Markov-Chain Monte Carlo algorithm (left panel). The coefficients as well as the RMS scatter are consistent within uncertainties with the classical fitting algorithm (see Figure 16). CTS C30.10 is depicted using the black circle, while the older time-delay measurement, approximately twice as long, is represented by a gray circle. The dashed violet line shows the Bentz RL relation with the slope of ~ 0.5, which was adjusted for the continuum luminosity at 3000 Å. In the right panel, we show the corner plot representation of the distribution histograms for the two parameters α (slope) and K and constant in the linear fit of log τ = α log L/σ + K to the MgII data. The likelihood function included the underestimation factor f whose distribution is also shown.
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Appendix A: Methods

Appendix A.1: Time lag Measurements

We have applied various time-delay measurement methods to assess a time delay between the continuum and the various wavebands of the emission light curve. This way we minimize the bias of the individual methods.

Appendix A.1.1: ICCF

ICCF stands for the interpolated cross-correlation function that is frequently used to determine the time lag between continuum and the emission lines in quasars. A detailed description of the ICCF is provided in Gaskell & Peterson (1987) and Peterson et al. (1998, 2004). ICCF first interpolates the light curves and then estimates the time lags among the curves. We have used the python version of the ICCF, i.e. pyCCF developed by Sun et al. (2018). The result of pyCCF shows a broader peak in time lags. To estimate the best time lag, we first estimate the centroid and the peak of the distribution and then the time lag corresponding to the “median” of the distribution is considered to be the best time lag. To obtain the uncertainties of the time lags, we have followed the flux randomization (FR) and the random subset selection (RSS) technique discussed in Maoz et al. (1990), & Peterson et al. (1998, 2004). FR and RSS methods randomizes the observed flux with respect to their uncertainties and re-sample the light curves. The procedure has been followed for 10,000 realizations and eventually the CCF was estimated. The centroid and the peak of each CCF run forms a cross-correlation centroid distribution (CCCD) and a cross-correlation peak distribution (CCPD). Further, the value of the time lag and its uncertainty was estimated from the CCCD/CCPD from its 84.13% quantiles.

Appendix A.1.2: JAVELIN

JAVELIN stands for "Just Another Vehicle for Estimating Lags In Nuclei". The method is very commonly used for the reverberation mapping in quasars. The detailed description of the method can be found in Zu et al. (2011). It models the continuum light curve using the damped random walk (Kelly et al. 2009, Kozłowski et al. 2010, Zu et al. 2013) procedure to estimate the time lags between continuum and emission lines. Before estimating the time lags, JAVELIN also models the emission-line light curve as a smoothed, scaled, and a lagged version of the continuum line curve. To determine the best time lag and its uncertainty, we applied the bootstrap method and the procedure is followed for 1000 realizations.

Appendix A.1.3: $\chi^2$

The $\chi^2$ method is another robust technique to detect potential time lags in quasars. Previously, it has mainly been used for detecting time lags caused by lensing in quasars. In fact, a comprehensive study by Czerny et al. (2013) suggests that the $\chi^2$ method works more reliably than the ICCF method in case of the red-noise dominated AGN variability. The $\chi^2$ procedure is similar to the ICCF, where one of the light curves is shifted with respect to the other one, and the $\chi^2$ minimization technique is used to find the similarity between the shifted curve and the original curve. The shifted time corresponding to the minimum $\chi^2$ value is potentially the time delay between the two curves (continuum and emission line). To estimate the error of time lags, the bootstrap procedure has been followed as described for JAVELIN.

Appendix A.1.4: Measures of data regularity/randomness: von Neumann and Bartels estimators

To estimate the best time delay between the continuum and the MgII or the FeII line emission, we applied the measures of data regularity/randomness (Chelouche et al. 2017) that have been previously applied in cryptography or data compression. The estimators of data regularity/make use of the unified light curve that is constructed from the continuum light curve $F_1$ and the time-shifted line-emission light curve $F_2^\tau$: $F(t, \tau) = \{f_i, f_i^\tau\}_{i=1}^N = F_1 \cup F_2^\tau$, where $N = N_1 + N_2$ is the sum of light curve data points. In particular, the optimized von Neumann’s estimator for a time delay $\tau$, $E(\tau)$, is defined as the mean of the squared successive differences of $F(t, \tau)$,

$$E(\tau) = \frac{1}{N-1} \sum_{i=1}^{N-1} [F(t_i) - F(t_{i+1})]^2. \quad (A.1)$$

The minimum of $E(\tau')$ corresponds to the time delay $\tau'$ for which $F(t, \tau)$ is the most ‘regular’, i.e. its power spectrum is dominated by long-term changes while short-term effects are effectively suppressed. In other words, for the minimum of $E(\tau)$, the combined light curve resembles a red-noise process rather than a white-noise variability, and the time delay $\tau'$ may be considered as a good estimate of the true time delay, $\tau \sim \tau_0$. The Bartels estimator is similar to the optimized von Neumann’s scheme, but it makes use of the ranked version of the combined light curve $F_{B}\{t, \tau\}$. The advantage of the measures of data regularity is that they do not introduce a bias to the data via the polynomial interpolation (as the ICCF and $\chi^2$ methods do), the binning in the correlation space (as is performed by the DCF and the zDCF), or the modelling of the continuum variability (e.g. using the damped random-walk process that is used by the JAVELIN).

Appendix A.1.5: DCF

The correlation studies using the discrete correlation function (DCF) formulated by Edelson & Krolik (1988) is also used to estimate the time lags. If we have two discrete data sets $a_i$ and $b_i$ with the standard deviations $\sigma_a$ and $\sigma_b$, the discrete correlation coefficient for all the measured pairs $(a_i-b_i)$ is defined as,

$$UDCF_{ij} = \frac{(a_i - \bar{a})(b_j - \bar{b})}{\sqrt{\sigma_a^2 \sigma_b^2}}.$$  \quad (A.2)

where each pair is associated with a pairwise lag $\Delta t_{ij} = t_j - t_i$. The measurement errors associated with data sets $a_i$ and $b_i$ are denoted as $e_a$ and $e_b$, respectively. Averaging the $UDCF_{ij}$ over $M$ number of pairs, for which $(\tau - \Delta \tau/2) \leq \Delta t_{ij} < (\tau + \Delta \tau/2)$, we obtain,

$$DCF(\tau) = \frac{1}{M} UDCF_{ij}, \quad (A.3)$$

and the error of DCF is defined as,

$$\sigma_{DCF}(\tau) = \frac{1}{M-1} \left\{ \sum \left[ UDCF_{ij} - DCF(\tau) \right] \right\}^{1/2}. \quad (A.4)$$
All the above steps are incorporated within the python script PyDCF (Robertson et al. 2015) which we have used for the time lag estimation.

Appendix A.1.6: $z$-transformed DCF

The $z$-transformed discrete correlation function (DCF) improves the classical DCF by replacing the equal time bins by equal population bins and applies the Fisher’s $z$ transformation to stabilize the skewed distribution of the cross-correlation function (Alexander 1997). In this way, the zDCF outperforms DCF especially for undersampled, sparse, and heterogeneous datasets. The minimum number of light curve points per bin, for which the correlation coefficient is estimated, can be set and we specify it in the main text. In addition, the uncertainty of the cross-correlation function as well as of the time-delay is estimated via a specified number of Monte Carlo simulations. The uncertainty of the candidate time-delay peak is calculated using the Maximum-Likelihood function based on the zDCF values.
Table A.1. Instruments are: 1 - OGLE, 2 - SALT, 3 - BMT, 4 - SSO, 5 - lesedi, 6 - CTIO, 7 - SAAO.

| JD        | magnitude (V-band) [mag] | Error [mag] | Instrument No. |
|-----------|--------------------------|-------------|----------------|
| 6199.799  | 16.954                   | 0.005       | 1              |
| 6210.817  | 16.960                   | 0.004       | 1              |
| 6226.679  | 16.943                   | 0.005       | 1              |
| 6246.698  | 16.945                   | 0.004       | 1              |
| 6257.750  | 16.958                   | 0.006       | 1              |
| 6268.683  | 16.962                   | 0.004       | 1              |
| 6277.685  | 16.972                   | 0.003       | 1              |
| 6286.669  | 16.984                   | 0.005       | 1              |
| 6297.618  | 17.005                   | 0.004       | 1              |
| 6307.576  | 17.014                   | 0.004       | 1              |
|           | 16.990                   | 0.005       | 1              |
| 6317.643  | 17.022                   | 0.004       | 1              |
| 6330.658  | 17.046                   | 0.005       | 1              |
| 6351.550  | 17.050                   | 0.004       | 1              |
| 6379.488  | 17.051                   | 0.005       | 1              |
| 6379.496  | 17.045                   | 0.005       | 1              |
| 6387.514  | 17.065                   | 0.004       | 1              |
| 6637.672  | 17.154                   | 0.004       | 1              |
| 6651.623  | 17.163                   | 0.004       | 1              |
| 6665.606  | 17.167                   | 0.004       | 1              |
| 6678.601  | 17.159                   | 0.004       | 1              |
| 6689.675  | 17.136                   | 0.004       | 1              |
| 6700.638  | 17.145                   | 0.006       | 1              |
| 6715.578  | 17.117                   | 0.004       | 1              |
| 6740.493  | 17.102                   | 0.004       | 1              |
| 7015.536  | 17.013                   | 0.012       | 2              |
| 7036.654  | 17.024                   | 0.004       | 1              |
| 7048.656  | 17.021                   | 0.004       | 1              |
| 7060.607  | 17.031                   | 0.005       | 1              |
| 7084.538  | 17.052                   | 0.005       | 1              |
| 7110.248  | 17.066                   | 0.013       | 2              |
| 7118.510  | 17.055                   | 0.005       | 1              |
| 7240.633  | 17.056                   | 0.012       | 2              |
| 7253.895  | 17.058                   | 0.004       | 1              |
| 7261.886  | 17.020                   | 0.004       | 1              |
| 7267.918  | 17.021                   | 0.005       | 1              |
| 7273.850  | 17.058                   | 0.004       | 1              |
| 7295.846  | 17.052                   | 0.005       | 1              |
| 7306.784  | 17.082                   | 0.004       | 1              |
| 7317.743  | 17.101                   | 0.005       | 1              |
| 7327.778  | 17.109                   | 0.005       | 1              |
| 7340.709  | 17.126                   | 0.004       | 1              |
| 7343.359  | 17.132                   | 0.012       | 2              |
| 7355.698  | 17.119                   | 0.005       | 1              |
| 7363.669  | 17.109                   | 0.004       | 1              |
| 7374.712  | 17.138                   | 0.004       | 1              |
| 7385.561  | 17.154                   | 0.004       | 1              |
| 7398.621  | 17.145                   | 0.004       | 1              |
| 7415.589  | 17.149                   | 0.004       | 1              |
| 7423.396  | 17.112                   | 0.012       | 2              |
| 7426.570  | 17.135                   | 0.004       | 1              |
| 7436.529  | 17.123                   | 0.005       | 1              |
| 7447.531  | 17.115                   | 0.004       | 1              |
| 7457.526  | 17.140                   | 0.004       | 1              |
| 7665.464  | 17.126                   | 0.012       | 2              |
| 7688.436  | 17.107                   | 0.012       | 2              |
| 7717.708  | 17.106                   | 0.004       | 1              |
| 7807.340  | 17.073                   | 0.012       | 2              |
| 7968.647  | 17.124                   | 0.011       | 2              |
| Article number | Page number | Page number | Page number |
|----------------|-------------|-------------|-------------|
| 8041.431       | 17.170      | 0.012       | 2           |
| 8090.742       | 17.195      | 0.036       | 3           |
| 8091.789       | 17.140      | 0.041       | 3           |
| 8092.738       | 17.139      | 0.040       | 3           |
| 8096.809       | 17.138      | 0.028       | 3           |
| 8098.812       | 17.145      | 0.028       | 3           |
| 8100.531       | 17.151      | 0.012       | 2           |
| 8127.660       | 17.109      | 0.029       | 3           |
| 8134.621       | 17.100      | 0.028       | 3           |
| 8141.637       | 17.121      | 0.028       | 3           |
| 8165.516       | 17.101      | 0.029       | 3           |
| 8173.512       | 17.111      | 0.029       | 3           |
| 8180.504       | 17.117      | 0.029       | 3           |
| 8196.539       | 17.087      | 0.028       | 3           |
| 8205.520       | 17.097      | 0.030       | 3           |
| 8210.504       | 17.050      | 0.030       | 3           |
| 8367.887       | 17.042      | 0.032       | 3           |
| 8375.529       | 17.033      | 0.012       | 2           |
| 8414.754       | 17.029      | 0.033       | 3           |
| 8434.360       | 17.017      | 0.012       | 2           |
| 8463.544       | 16.995      | 0.011       | 2           |
| 8498.446       | 16.983      | 0.012       | 2           |
| 8531.121       | 16.952      | 0.035       | 3           |
| 8532.105       | 16.958      | 0.035       | 3           |
| 8539.102       | 16.969      | 0.034       | 3           |
| 8542.039       | 16.981      | 0.033       | 3           |
| 8558.059       | 16.964      | 0.036       | 3           |
| 8569.992       | 17.007      | 0.033       | 3           |
| 8578.984       | 16.971      | 0.034       | 3           |
| 8724.569       | 16.973      | 0.012       | 2           |
| 8821.302       | 17.059      | 0.012       | 2           |
| 8852.467       | 17.070      | 0.012       | 2           |
| 8884.102       | 17.062      | 0.034       | 3           |
| 8901.059       | 17.043      | 0.034       | 3           |
| 9075.609       | 17.103      | 0.012       | 2           |
| 9090.672       | 17.043      | 0.015       | 4           |
| 9099.988       | 17.007      | 0.016       | 5           |
| 9110.766       | 17.042      | 0.014       | 4           |
| 9116.499       | 17.029      | 0.011       | 2           |
| 9120.957       | 17.036      | 0.017       | 5           |
| 9136.012       | 17.015      | 0.016       | 5           |
| 9155.902       | 17.038      | 0.020       | 7           |
| 9172.824       | 17.044      | 0.015       | 7           |
| 9181.047       | 17.034      | 0.017       | 6           |
| 9194.051       | 16.902      | 0.049       | 5           |
| 9196.969       | 17.022      | 0.016       | 5           |
| 9207.879       | 17.053      | 0.015       | 7           |
| 9209.090       | 17.070      | 0.015       | 6           |
| 9224.211       | 17.072      | 0.009       | 6           |
| 9235.435       | 17.090      | 0.012       | 2           |
| 9243.809       | 17.060      | 0.015       | 5           |
| 9258.957       | 17.066      | 0.015       | 5           |
| 9291.273       | 17.110      | 0.012       | 2           |
| 9298.266       | 17.143      | 0.013       | 2           |
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