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Abstract—In this paper, we propose a novel deep unsupervised learning-based approach that jointly optimizes antenna selection and hybrid beamforming to improve the hardware and spectral efficiencies of massive multiple-input-multiple-output (MIMO) downlink systems. By employing ResNet to extract features from the channel matrices, two neural networks, i.e., the antenna selection network (ASNet) and the hybrid beamforming network (BFNet), are respectively proposed for dynamic antenna selection and hybrid beamformer design. Furthermore, a deep probabilistic subsampling trick and a specially designed quantization function are respectively developed for ASNet and BFNet to preserve the differentiability while embedding discrete constraints into the network structures. With the aid of a flexibly designed loss function, ASNet and BFNet are jointly trained in a phased unsupervised way, which avoids the prohibitive computational cost of acquiring training labels in supervised learning. Simulation results demonstrate the advantage of the proposed approach over conventional optimization-based algorithms in terms of both the achieved rate and the computational complexity.
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I. INTRODUCTION

M ASSIVE multiple-input-multiple-output (MIMO) is a promising technology that significantly improves the spectral efficiency with a large number of antennas [1]. It is considered as a key technology for the fifth-generation wireless communication systems (5G) and beyond. However, the fully-digital implementation of massive MIMO systems requires connecting every antenna to an independent radio frequency (RF) chain. Consequently, the dramatically increased number of RF chains leads to extra hardware cost and power consumption, and greatly undermines the feasibility of implementing large-scale antenna arrays at base station (BS), especially in millimeter wave (mmWave) frequency bands [2].

To address this issue, hybrid beamforming has been proposed to preserve most of the array gain with reduced hardware cost and power consumption [3], [4]. In hybrid beamforming, the signal is first processed by a low-dimensional digital beamformer and then passes through a high-dimensional analog beamformer constructed with analog phase shifters that have constant modulus. Unfortunately, hybrid beamformer design is generally accompanied with non-convex optimization and is thus a difficult task. A majority of works focus on minimizing the distance between the hybrid beamformers and the fully-digital beamformers while assume infinite-resolution phase shifters [4]–[6]. However, accurate phase shifters are generally associated with complicated circuits and high energy consumption in practice. Hence, it is typical to use cost-effective phase shifters with low-resolution inputs [7]. Naturally, directly applying algorithms [4]–[6] into low-resolution phase shifters would suffer from severe performance loss. Several hybrid beamforming algorithms have been designed for low-resolution phase shifters. To maximize the spectral efficiency, the authors proposed to iteratively update the columns of the analog beamformer in [8], [9], while in [10], the authors proposed to successively design the low-resolution analog beamformer and combiner. Meanwhile, to minimize the distance between the hybrid beamformers and the fully-digital beamformers, the authors in [11] proposed an iterative algorithm based on the coordinate descent method (CDM) while the authors in [12] proposed to apply lattice decoders. However, all the aforementioned works on hybrid beamforming [4]–[6], [8]–[12] adopt the fully-connected architecture that still requires a large number of phase shifters. In fact, it is possible to further improve hardware efficiency by introducing antenna selection, where only a subarray is activated.

In the past decades, antenna selection has been widely investigated and various algorithms have been developed. In general, finding an optimal antenna subarray relies on the exhaustive search or the branch-and-bound (BAB) search [13] that suffer from high computational complexity, especially for massive MIMO systems. To reduce the complexity, many sub-optimal approaches have been proposed, such as convex optimization [14], dominant-matrix search [15] and greedy search-based antenna selection [16]. Meanwhile, combining antenna selection with hybrid beamforming is a relatively new research topic. In [17], the authors proposed an iterative algorithm to jointly optimize the hybrid beamformers and combiners as well as the antenna selection matrix to maximize the sum rate in a multi-user (MU) MIMO system. However, the algorithm can only cope with infinite-resolution phase shifters. The authors of [18] considered low-resolution phase shifters and...
designed a joint antenna selection and hybrid beamforming algorithm. However, the discussions are restricted to MISO systems, where the user employs only one antenna.

Recently, leveraging machine learning (ML) to solve challenging problems in wireless communications has drawn growing attention. ML has been successfully applied in channel estimation [19], power allocation [20], signal detection [21], etc., while artificial neural networks (ANNs) have proved to be particularly effective [22]. In [23], the authors train a deep neural network (DNN) to approximate complex algorithms for wireless resource allocation with greatly reduced computational overhead. In [24], the author applies a convolutional neural network (CNN) for hybrid beamforming, and the fully-digital beamformer serves as the training label. In [25], the authors proposed a CNN-based framework for singular value decomposition (SVD) and hybrid beamforming, which is trained to minimize the distance between the real and estimated low-rank approximation of channel matrices. There have also been attempts to apply reinforcement learning [26] and model-driven learning [27] for hybrid beamforming. In [28], [29], the authors proposed deep learning-based antenna selection for channel extrapolation to minimize the channel estimation error. Meanwhile, most works formulate the capacity-oriented antenna selection problem as a classification problem, where each category represents a candidate antenna subarray. The problem is then solved by supervised learning, such as support vector machine (SVM) [30] and DNN [31]. In [32], the authors proposed to successively apply two CNNs for joint antenna selection and hybrid beamforming, whose training labels are acquired with the exhaustive antenna subarray search and conventional hybrid beamforming algorithms respectively. The authors of [33] proposed a doubly iterative algorithm, in which an inner loop optimizes the beamforming vectors and an outer loop exhaustively tries all antenna subarrays. To reduce the complexity, a DNN is also employed in [33] to fit the outcomes of the outer loop. Note that the algorithms in [30]–[33] employ supervised learning to train the ML models. Naturally, supervised learning requires the optimal subarray and hybrid beamformer serving as training labels, which involves exhaustive search or BAB search and leads to high computational complexity when the system scales up. Alternatively, one could obtain sub-optimal training labels with the existing algorithms, but the ML models cannot outperform the existing algorithms under this circumstance.

Considering the difficulty of acquiring labels in many scenarios, one could utilize unsupervised learning to train ML models. In [34], the authors proposed a DNN-based algorithm for pilot power allocation in which the sum mean square error (MSE) is defined as the loss function, and thus avoid the complexity of acquiring the global optimal solution as labels. In [35]–[37], hybrid beamforming algorithms for finite-resolution phase shifters are designed through unsupervised learning, where the achieved rate or sum rate performance is chosen as the loss function. However, the extension of the aforementioned approaches to hybrid beamforming with 1-bit phase shifters is not straightforward due to the additional discrete phase constraints. Also, unsupervised learning has not yet been used for the antenna selection problem with binary constraints to the best of the authors’ knowledge.

In this paper, we introduce a joint antenna selection and hybrid beamforming transmitter architecture with 1-bit phase shifters for the massive MIMO downlink. The proposed architecture provides rich flexibility to trade-off between performance and hardware efficiency. We then propose a novel deep unsupervised learning-based approach to solve the joint optimization problem, which consists of two neural networks: the antenna selection network (ASNet) for dynamic antenna selection and the hybrid beamforming network (BFNet) for hybrid beamformer prediction. Both two networks employ ResNet to extract features from the channel matrix. To embed the discrete problem constraints into the network structures while preserving differentiability, we propose a deep probabilistic subsampling trick for ASNet, while for BFNet, we propose a specially designed quantization function. A flexible loss function consisting of the achieved rate and regularizers is introduced, enabling a phased unsupervised training approach to jointly train the two networks. We also present the complexity analysis to compare the proposed approach with conventional algorithms. Simulation results are given to compare the proposed algorithm with conventional and supervised learning-based methods in terms of achieved rate and computation time, which prove the effectiveness and efficiency of the proposed approach.

The rest of the paper is organized as follows. Section II introduces the proposed joint antenna selection and hybrid beamforming architecture for the massive MIMO downlink. The unsupervised learning architecture design and the training procedure are presented in Section III and Section IV, respectively. The complexity of the proposed approach is analyzed in Section V and simulation results are presented in Section VI. Finally, the conclusions are given in Section VII.

Notations: Scalar variables are denoted by normal-face letters $x$, while vectors and matrices are denoted by lower and upper case letters, $\mathbf{x}$ and $\mathbf{X}$, respectively. The real part and imaginary part of $x$ is denoted by $\Re\{x\}$ and $\Im\{x\}$ respectively. We define $[\mathbf{X}]_{i,:}$ and $[\mathbf{X}]_{:,j}$ as the $i$-th column and the $(i,j)$-th element of the matrix $\mathbf{X}$, respectively. The notation $|\mathbf{X}|$ denotes the matrix determinant of $\mathbf{X}$ while $|x|$ denotes the absolute value of $x$. Transpose operators and Hermitian operators are denoted by $(\cdot)^T$ and $(\cdot)^H$, respectively. The Frobenius norm is denoted by $\|\cdot\|_F$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider the downlink of a massive MIMO system as shown in Fig. 1(a). The BS, equipped with $N_{RF}$ RF chains and $N_T$ antennas, selects a subarray of $N_{TS}$ antennas to transmit $N_S$ independent data streams to the receiver with $N_R$ antennas. The numbers of data streams, RF chains and antennas are constrained by $N_S \leq N_{RF} \leq N_{TS} \leq N_T$ and $N_S \leq N_R$. At the BS, the transmitted symbols are processed by a digital beamformer $\mathbf{T}_{BB} \in \mathbb{C}^{N_{RF} \times N_S}$, and then pass through an analog beamformer $\mathbf{T}_{RF} \in \mathbb{C}^{N_{TS} \times N_{RF}}$. To reduce the hardware complexity, we construct the analog beamformer with finite-resolution phase shifters (PSs) that have constant
represents that the no duplicate column exists. Then, $H$ be activated to transmit $x$ binary selection matrix $A$ where $\parallel E \parallel$ with $E$ such that an arbitrary subarray of size $1$ can be activated [38]. The proposed approach can be easily extended to SAS structures by adding constraints to the selection matrix.

switch-based antenna selection architecture as shown in Fig. 1 (c). However, since $N_{TS} = N_{RF} \ll N_T$, the switch-based architecture cannot fully explore the channel diversity of massive MIMO systems, leading to significant performance penalties [7]. Therefore, We focus on the transmitter architecture with $N_{RF} < N_{TS} < N_T$ as shown in Fig. 1(a). The proposed architecture can provide flexible trade-off between the hardware cost and system performance by jointly exploiting the switch module and the phase shifter module with $N_{RF}$ phase shifters.

B. Channel Model

The downlink channel is represented by the Saleh-Valenzuela (SV) model. We define $|\alpha_l|$ as the magnitude of the path gain, $\phi_l$ as the phase of the path gain, $\tau_l$ as the path delay, $B$ as the system bandwidth, $\theta^A_l$ and $\theta^D_l$ as the elevation AoA and AoD of the $l$-th ray. $\alpha^*_l(\cdot)$ and $\alpha^*_l(\cdot)$ as the receive and transmit steering vectors, and $\gamma$ as the normalization factor. By assuming uniform linear array (ULA) with the antenna spacing $d = \frac{\lambda}{2}$ at both the receiving and transmitting sides, the channel matrix $H$ can be written as

$$H = \gamma \sum_{l=1}^{L} |\alpha_l| e^{j\phi_l} e^{2\pi\tau_l B} a_r(\theta^A_l, \phi^A_l) a^*_r(\theta^D_l, \phi^D_l).$$

In this work, we assume that $H$ has been perfectly obtained at the BS side, which is also common for most antenna selection and hybrid beamforming algorithms [8]–[11], [14]–[18]. In reality, however, obtaining CSI can be a major challenge especially with limited RF chains. While we numerically evaluate the achieved performance with imperfect channel estimation in Section VI-B, we refer readers to [39], [40].

Some works on antenna selection adopt sub-array switching (SAS) structures, where the full array is divided into several disjoint subsets, and only one antenna in each subset can be activated [38]. The proposed approach can be extended to SAS structures by adding constraints to the selection matrix.
for end-to-end deep learning designs which directly use the received pilots for precoding.

C. Problem Formulation

We choose the achieved rate as the optimization target for the joint design. Specifically, the optimal antenna subarray and hybrid beamformers $[\mathbf{A}^{opt}, \mathbf{T}_{RF}^{opt}, \mathbf{T}_{BB}^{opt}]$ are found by maximizing the achieved rate

$$ R = \log_2 |\mathbf{I} + \frac{P}{\sigma_n^2 N_S} \mathbf{HAT}_{RF} \mathbf{T}_{BB} \mathbf{T}_{BB}^H \mathbf{T}_{RF}^H \mathbf{A}^H \mathbf{H}^H|.$$  (5)

Then, the formulated joint problem can be written as:

$$\begin{align*}
\text{maximize} & \quad R \\
\text{subject to} & \quad [\mathbf{A}]_{i,j} \in \{0, 1\}, \\
& \quad \mathbf{A}^T \mathbf{A} = \mathbf{I}, \\
& \quad [\mathbf{T}_{RF}]_{i,j} \in \mathcal{F}, \\
& \quad \|\mathbf{T}_{RF} \mathbf{T}_{BB}\|_F^2 = N_S. \\
\end{align*}$$  (6a-d)

Note that when the selection matrix $\mathbf{A}$ and the analog beamformer $\mathbf{T}_{RF}$ are determined, the digital beamformer $\mathbf{T}_{BB}$ that maximize $R$ can be found from the singular value decomposition (SVD) of the effective channel matrix $\mathbf{H}_{eff} = \mathbf{HAT}_{RF}^3$ [4]. Thus, by reducing the optimization variables to $(\mathbf{A}, \mathbf{T}_{RF})$, one can cast the joint problem as an NP-hard combinatorial problem, whose optimal solution can be obtained through an exhaustive search over all possible combinations of $\mathbf{A}$ and $\mathbf{T}_{RF}$. Unfortunately, the exhaustive search requires prohibitively high complexity due to the extremely large searching space, i.e., $\left(\frac{N_T}{N_S}\right)^{2N_T} N_T^{N_B}$. Therefore, we propose to utilize deep learning to solve the joint problem with lower complexity.

Remark. The proposed unsupervised approach can be extended to other scenarios as long as the desired targets in these scenarios have closed form expressions. However, it is still very important to customize neural networks for specific problem attributes. For example, in a multi-user (MU) system with $K$ single-antenna users, the sum rate is given as

$$ R_{MU} = \sum_{k=1}^{K} \log_2(1 + \frac{|\mathbf{h}_k^H \mathbf{AT}_{RF} \mathbf{t}_{BB,k}|^2}{\sum_{j \neq k}^{|\mathbf{h}_k^H \mathbf{AT}_{RF} \mathbf{t}_{BB,j}|^2 + \sigma^2}},$$  (7)

where $\mathbf{h}_k \in \mathbb{C}^{N_T}$ denotes the downlink channel from the BS to the $k$-th user, and $\mathbf{t}_{BB,k}$ is the $k$-th column of $\mathbf{T}_{BB}$. One can directly transfer the proposed approach by using $\mathbf{H}_{MU} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_K]^H$ as the network input and substituting $R_{MU}$ for $R$ in the following context. Our numerical results, however, suggest that the proposed approach performs well in the low-SNR region but experiences a degradation in performance in the high-SNR region. The main cause of such degradation is the existence of the trainable parameters in the denominator. In the high-SNR region, the noise variance $\sigma^2$ approaches zero. Hence, as the neural networks are being trained to cancel the inter-user interference, the denominator

approaches zero, leading to the gradient explosion problem that greatly hinders the convergence of the neural networks. Possible techniques to resolve such a problem include gradient clipping, target function approximation, or special network designs. These techniques, however, are beyond the scope of this paper.

III. NETWORK ARCHITECTURE DESIGN WITH UNSUPERVISED LEARNING

Thanks to its excellent learning capability and low complexity, deep learning is utilized to solve the joint optimization problem (6) by learning the mapping from the channel matrix $\mathbf{H}$ to the optimal subarray and beamformers $[\mathbf{A}^{opt}, \mathbf{T}_{RF}^{opt}, \mathbf{T}_{BB}^{opt}]$. As a commonly employed deep learning technique, supervised learning trains neural networks to minimize the distance between the network output and the optimal solution $[\mathbf{A}^{opt}, \mathbf{T}_{RF}^{opt}, \mathbf{T}_{BB}^{opt}]$ [32], [33]. However, searching for the optimal solution of the joint problem is infeasible since the problem is NP-hard. Alternatively, sub-optimal labels could be obtained by the existing algorithms to perform supervised training, but will prevent ML models from outperforming the existing algorithms. Hence, we adopt unsupervised learning to circumvent the difficulty of acquiring optimal labels. Unsupervised learning, although not rigidly defined, generally refers to acquiring knowledge of a data distribution without annotated labels [41]. In the context of wireless communication, the propagation scenario $S$ defines a data distribution $p_S(\mathbf{H})$, and unsupervised learning refers to training a set of neural network parameters $\Theta$ to maximize the expectation of the achieved rate over possible channel matrices $\mathbb{E}_{p_S} \{ R(\mathbf{H}, \text{Net}(\mathbf{H}, \Theta)) \}$ without using annotated data. It is worth noting that the target $\mathbb{E}_{p_S} \{ R(\mathbf{H}, \text{Net}(\mathbf{H}, \Theta)) \}$ depends on $p_S(\cdot)$, and thus in the learning process the model must implicitly extract knowledge of the data distribution $p_S(\cdot)$. Optimization-based approaches, on the contrary, runs an independent optimization process for each channel matrix without leveraging any learned knowledge of propagation scenarios. Hence, unsupervised learning-based approach can potentially achieve better performance than optimization-based approaches with reduced complexity. Nevertheless, implementing the problem constraints (6b-6e) is a major challenge in unsupervised learning since the loss function generally implies no constraints on the network output, and thus these constraints must be embedded in the network. Next, we propose a deep learning architecture design consisting of the antenna selection network (ASNet) and the hybrid beamforming network (BFNet) to solve the joint optimization problem (6) in an unsupervised way.

A. Feature Extraction with ResNet

The similarity between ASNet and BFNet is the use of deep residual network (ResNet) for extracting features from the channel matrices. Originally proposed in [42], ResNet exhibits significant superiority over plainly stacked CNNs and has been used as the backbone network for various deep learning tasks. In wireless communications, the effectiveness of ResNet-like architectures has been validated in [29], [43], [44]. Define $\mathbf{X}$ as the $a \times b \times c$ real-valued input of ResNet, where $a$, $b$, and $c$ represent the spatial and spectral dimensions. The network architecture comprises a series of residual blocks, each consisting of a convolutional layer followed by nonlinear activation functions such as ReLU. The number of convolutional filters and their spatial size are adjusted based on the specific problem at hand.
Let us list the details of the elementary layers used here:

1) Conv2D layer: The Conv2D layer is powerful in extracting spatial features of the input data, whose output is given as

\[
F_C(X_{in}) = \sigma_C(BN(W_C \ast X_{in} + B_C)),
\]

where \(X_{in}\) denotes the 3-D input tensor, \(\ast\) denotes the convolution operation, \(W_C\) denotes the convolutional filters, \(B_C\) denotes the bias variable of the convolutional layer, and BN(\(⋅\)) denotes the batch normalization layer that is widely used in neural networks to stabilize and accelerate the training process [45]. The activation function \(\sigma_C\) for Conv2D layers is the ReLU function, i.e., \(\sigma_{ReLU}(x) = \max(x, 0)\), unless otherwise specified.

2) Conv2D residual block: Instead of hoping a few plainly stacked Conv2D layers to fit an underlying mapping, we use Conv2D residual blocks to fit these layers with a residual mapping, which is easier to optimize empirically [42]. Unless otherwise specified, the Conv2D residual block consists of two Conv2D blocks and one shortcut, and is defined as

\[
F_R(X_{in}) = F_C \circ F_C(X_{in}) + X_{in}.
\]

3) Fully-connected (FC) layer: The fully-connected layer is a nonlinear transformation from vectors to vectors and can be mathematically represented by

\[
F_{FC}(x_{in}) = \sigma_{FC}(W_{FC}x_{in} + b_{FC}),
\]

where \(x_{in}\) is the 1-D input vector, \(W_{FC}\) is the weight variable, \(b_{FC}\) is the bias variable, and \(\sigma_{FC}(\cdot)\) is the element-wise activation function of the fully-connected layer. The possible activation functions include the ReLU function, the sigmoid function \(\sigma_{Sigmoid}(x) = (e^x - e^{-x})/(e^x + e^{-x})\), and the linear function \(\sigma_{Linear}(x) = x\).

The configuration of the layers is determined by trial-and-error and is illustrated in Fig. 2 (a). Specifically, the input consecutively passes through one Conv2D block, one Conv2D residual block and one more Conv2D block. The resultant feature map is a 3-D tensor, which is then vectorized into a 1-D vector, and fed into one fully-connected layer to generate the final feature vector \(v\) with length \(n\).

**B. ASNet: Embedding Constraints for Antenna Selection**

ASNet first transforms the input channel matrix \(H\) into the \(N_R \times N_T \times 3\) real-valued tensor \(X_{AS}\) by stacking the real part, the imaginary part and the element-wise norm of the channel matrix \(H\), i.e. \([X_{AS}]_{m,n,1} = R([H]_{m,n}), [X_{AS}]_{m,n,2} = \Im([H]_{m,n})\) and \([X_{AS}]_{m,n,3} = ||H||_{m,n}\). Then, the above mentioned ResNet architecture can be applied to extract features from \(X_{AS}\) and generate the feature vector \(v_{AS}\).

For further use, we define \(\phi_1, \phi_2, \ldots, \phi_{N_T}\) with \(\phi_j \in \mathbb{R}^{N_T}\), where each \(\phi_j\) is the output of an independent fully connected

---

**Fig. 2.** (a) ResNet architecture for feature extraction. (b) The proposed joint network architecture in the testing phase, i.e. Net\_TEST. (c) The proposed joint network architecture in the training phase, i.e. Net\_TRAIN.
layer with $v_{AS}$ as its input and $\sigma_{Lin}(x)$ as its activation function.

In the testing phase, ASNet is expected to predict the antenna selection matrix $A$ that satisfies constraints (6b) and (6c) from the feature vector $v_{AS}$. To proceed, we write $A = [a_1, a_2, \ldots, a_{NTS}]$, and thus the constraints (6b) and (6c) equivalently require $a_k$ to be a unit vector of length $N_T$ for any $j \in \{1, \ldots, N_{TS}\}$ and $a_j^T a_k = 0$ for any $j \neq k$. Using the probabilistic subsampling theory [46], each $a_j$ with $j \in \{1, \ldots, N_{TS}\}$ can be derived by one-hot encoding a realization of a categorical random variable $Z_j$. Here $Z_j$ is defined as

$$Z_j \sim \text{Cat}(N_T, p_j).$$

where $\text{Cat}(N_T, p_j)$ denotes a categorical distribution with $\{1, 2, \ldots, N_T\}$ as its sample space and $p(Z_j = k) = p_{j,k}$ as its probability distribution. By definition, $p_j \in \mathbb{R}^{N_T}$ is a normalized probability vector with $p_{j,k} \geq 0$ and $\sum_{k=1}^{N_T} p_{j,k} = 1$. It can be seen that $p_{j,k}$ is simply the probability that the $j$-th selected antenna is the $k$-th transmit antenna. To incorporate the random variable $Z_j$ into the back-propagation algorithm, we first introduce the Gumbel-Max trick [47]–[49] to draw discrete realizations from the categorical distribution $\text{Cat}(N_T, p_j)$ and then relax the discrete realization by the softmax function to endow it with differentiability. More specifically, we reparametrize $p_j$ with the log-probability (logit) vector $\phi_j$ such that

$$p_{j,k} = \frac{\exp \phi_{j,k}}{\sum_{k'=1}^{N_T} \exp \phi_{j,k'}}. \quad (12)$$

With the Gumbel-Max trick, a realization of $Z_j$ is given by

$$z_j = \arg \max_{k \neq z_1, \ldots, z_{j-1}} \{\phi_{j,k} + g_{j,k}\},$$

where $g_{j,k}$ are i.i.d. samples drawn from Gumbel(0, 1) 4, and thus the $j$-th column of $A$ is

$$a_j = \text{onehot}(\{z_j\}) = \text{onehot}(\{\arg \max_{k \neq z_1, \ldots, z_{j-1}} \{\phi_{j,k} + g_{j,k}\}\}). \quad (14)$$

Note that the subscript $k \neq z_1, \ldots, z_{j-1}$ ensures that $a_j^T a_k = 0$ for any $j \neq k$, e.g. no antenna is selected twice. In this way, we parametrize the binary antenna selection matrix $A$ with $\phi_1, \ldots, \phi_{NTS}$, which are continuous outputs of fully connected layers. Next, we approximate the non-differentiable onehot($\arg \max$) operator by the continuous softmax function. Denote $\hat{A} = [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_{NTS}]$ as the continuous approximation of $A$, where $\hat{a}_j \in \mathbb{R}^{NT_T}$ can be element-wisely written as

$$\hat{a}_{j,k} = \frac{\exp((\phi_{j,k} + g_{j,k})/\tau)}{\sum_{k'=1}^{N_T} \exp((\phi_{j,k'} + g_{j,k'})/\tau)}.$$

Here, $\tau$ represents the softmax temperature. As $\tau \to 0$, the columns of $\hat{A}$ become exactly one-hot unit vectors. At

4The cumulative distribution function (CDF) of $X \sim \text{Gumbel}(0, 1)$ is given as $p(X < x) = \exp(-\exp(-x))$. the beginning of training, we use a high initial temperature $\tau_{\text{init}}$ to avoid vanishing gradients. Afterwards, we gradually lower the temperature to a small but non-zero value $\tau_{\text{final}}$ to improve the accuracy of the continuous approximation. Note that in this approximation we not only relaxed the one-hot constraint but also dropped the orthogonality constraint, i.e. $a_j^T a_k = 0$ for any $j \neq k$. Hence, we penalize $\sum_{j \neq k} |a_j^T a_k|^2$ in the loss function to promote training towards orthogonality, as discussed in Section IV-A.

C. BNet: Embedding Constraints for Hybrid Beamformer Design

The input of BNet is the channel matrix with selection $\mathbf{H}_S \in \mathbb{C}^{NT_R \times N_{TS}}$. Similar to ASNet, we transform $\mathbf{H}_S$ into a $N_R \times N_{TS} \times 3$ real-valued tensor $\mathbf{X}_{RF}$ with three channels $\mathbf{X}_{RF,m,n,1} = \Re\{\mathbf{H}_S[m,n]\}$, $\mathbf{X}_{RF,m,n,2} = 3\{\mathbf{H}_S[m,n]\}$ and $\mathbf{X}_{RF,m,n,3} = \Im\{\mathbf{H}_S[m,n]\}$, and use a ResNet architecture to extract features from $\mathbf{X}_{RF}$ and generate the feature vector $v_{RF}$.

To predict the analog beamformer $\mathbf{T}_{RF}$, a fully connected layer with the scaled sigmoid function $\sigma'_{\text{Sig}}(x) = 2\pi \sigma_{\text{Sig}}(x)$ as its activation function is applied to the feature vector $v_{RF}$, whose output is defined as $\omega_{RF} \in \mathbb{R}^{N_{TS} \times N_{RF}}$. Then, $\omega_{RF}$ is reshaped into a matrix $\Omega_{RF} \in \mathbb{R}^{N_{TS} \times N_{RF}}$ such that $\text{vec}(\Omega_{RF}) = \omega_{RF}$. Note that the range of $\sigma_{\text{Sig}}(x)$ is $[0, 2\pi]$. Hence, the elements of $\Omega_{RF}$ fall into the interval $[0, 2\pi]$, and are thus defined as the unquantized phase values of the analog beamformer $\mathbf{T}_{RF}$. As the analog beamformer is implemented with 1-bit phase shifters, the elements of $\mathbf{T}_{RF}$ should have constant modulus $1/\sqrt{N_{TS}}$ and the discrete phase value 0 or $\pi$. To satisfy the phase constraints, in the testing phase the predicted continuous phase value $\Omega_{RF}$ will be quantized using the quantization function

$$f(\theta) = \pi \left\lfloor \frac{\theta}{\pi} \right\rfloor. \quad (16)$$

The constrained analog beamformers $\mathbf{T}_{RF}$ is then constructed with $[\mathbf{T}_{RF}]_{m,n} = \frac{1}{\sqrt{N_{TS}}} e^{j f([\Omega_{RF}]_{m,n})}$. In the training
phase, however, the quantization function $f$ forbids the back-propagation since $f$ has zero gradients almost everywhere. To allow the back-propagation, we approximate $f$ by a function $\hat{f}$ with non-zero gradient in the training phase. Specifically, $\hat{f}$ is written as

$$
\hat{f}(\theta) = \begin{cases} 
\frac{\pi}{1+\exp(-\theta/\alpha)} - \frac{\pi}{1+\exp(-\theta/\alpha)} & 0 \leq x \leq 0.5\pi \\
\frac{\pi}{1+\exp(-\theta/\alpha)} & 0.5\pi < x < 1.5\pi \\
\frac{\pi}{1+\exp(-\theta/\alpha)} + \frac{\pi}{1+\exp(-\theta/2\pi/\alpha)} & 1.5\pi < x \leq 2\pi 
\end{cases}
$$

where $\alpha$ is a scale factor. As shown in Fig. 3, reducing $\alpha$ improves the approximation accuracy, but can lead to vanishing gradients when $\alpha$ is very close to zero. With an appropriate value of $\alpha$, the predicted analog beamformer in the training phase will be constructed as $[\hat{\mathbf{T}}_{RF}]_{m,n} = \frac{1}{\sqrt{N_T}} \exp(j[H_{RF}]_{m,n})$.

To predict the digital beamformer $\hat{\mathbf{BB}}$, two independent fully connected layer are applied to $v_{BF}$ with $\sigma_{Lin}$ as the activation function and $\hat{\mathbf{BB}}_{Re} \in \mathbb{R}^{N_T \times N_S}$ and $\hat{\mathbf{BB}}_{Im} \in \mathbb{R}^{N_T \times N_S}$ as their respective outputs. Then, $\hat{\mathbf{BB}}_{Re}$ is reshaped into a matrix $\hat{\mathbf{BB}}_{Re} \in \mathbb{C}^{N_T \times N_S}$ such that $\text{vec}(\hat{\mathbf{BB}}_{Re}) = \mathbf{t}_{BB}$. Similarly, we obtain $\hat{\mathbf{BB}}_{Im}$ by reshaping $\hat{\mathbf{BB}}_{Im}$. The unnormalized digital beamformer $\hat{\mathbf{BB}} \in \mathbb{C}^{N_T \times N_S}$ is then constructed with $\mathbf{BB} = \hat{\mathbf{BB}}_{Re} + j\hat{\mathbf{BB}}_{Im}$. To satisfy the power constraints, the digital beamformer is normalized in both the testing and training phase, which we give as follows

$$
\mathbf{BB} = \sqrt{\frac{\sigma_{Lin}}{N_T}} \frac{\mathbf{T}_{BB}}{|\mathbf{T}_{RF}\mathbf{T}_{BB}|_F},
$$

$$
\hat{\mathbf{BB}} = \sqrt{\frac{\sigma_{Lin}}{N_T}} \frac{\mathbf{T}_{BB}}{|\mathbf{T}_{RF}\mathbf{T}_{BB}|_F}.
$$

IV. TRAINING THE JOINT NETWORK

To train the joint network in an unsupervised way, the loss function $\mathcal{L}$ is a function of the channel matrix $\mathbf{H}$, the predicted selection matrix $\mathbf{A}$, and the hybrid beamformer $\mathbf{T}$, without requiring the desired optimal solution ($\mathbf{A}^{opt}$, $\mathbf{T}^{opt}$, $\mathbf{BB}^{opt}$). Meanwhile, training the joint network is not an easy task because ASNet and BFNet have very different but strongly coupled tasks. Hence, we propose a phased training approach to promote the convergence of the joint network.

A. Loss Function

The proposed loss function comprises of two parts: the optimization target and the regularizers. Since the network targets at maximizing the achieved rate (5), we define the optimization target term as

$$
\mathcal{L}_{rate} = -\log_{2} \frac{|1+\rho}{\sigma_{Lin}^2 N_S} \hat{\mathbf{H}} \hat{\mathbf{A}} \mathbf{T}^H \mathbf{A}^H \mathbf{H}^H.
$$

We add three regularizers to the loss function to accelerate the training and improve the generalization ability. Each regularizer is multiplied by a weight factor $\lambda_i$ for $i = 1, 2, 3$ to adjust the importance of different penalties. We explain the regularizers as follows:

1) To promote training towards an orthogonal selection matrix, we penalize

$$
\mathcal{L}^{(1)}_{pen} = \lambda_1 \sum_{j \neq k} |\hat{\mathbf{a}}_j^T \hat{\mathbf{a}}_k|^2.
$$

where $\hat{\mathbf{a}}_j$ denotes the $j$-th column of the predicted antenna selection matrix $\hat{\mathbf{A}}$.

2) To accelerate the convergence towards a probability matrix $\mathbf{P}$ with high confidence, we penalize the entropy of the probability distributions as

$$
\mathcal{L}^{(2)}_{pen} = -\lambda_2 \sum_{j=1}^{N_T} \sum_{k=1}^{N_S} p_{j,k} \log_2 p_{j,k}.
$$

3) To prevent the overfitting, we use the well-known $\ell_2$ regularizer on the network parameters [50], i.e.

$$
\mathcal{L}^{(3)}_{pen} = \lambda_3 ||\Theta_{TRAIN}||_2^2,
$$

where $\Theta_{TRAIN}$ denotes a vector containing all trainable network parameters.

We then formulate the loss function as

$$
\mathcal{L} = \mathcal{L}_{rate} + \mathcal{L}^{(1)}_{pen} + \mathcal{L}^{(2)}_{pen} + \mathcal{L}^{(3)}_{pen}.
$$

The loss function is averaged over mini-batches with $K$ samples, i.e.

$$
E(\mathcal{L}) = \frac{1}{K} \sum_{k=1}^{K} \mathcal{L}^{(k)},
$$

where $\mathcal{L}^{(k)}$ denotes the loss function of the $k$-th sample. Unless otherwise specified, we apply the adaptive moment estimation (ADAM) algorithm [51] on $E(\mathcal{L})$ to update the network parameters.
Algorithm 1 Training the joint network

Input: $N_R$, $N_T$, $N_{TS}$, $N_{RF}$, $N_S$, $N_1$, $N_2$, $N_3$, batch size $K$, training dataset $\mathcal{H} = \{H^{(1)}, H^{(2)}, \ldots, H^{(N)}\}$.

Output: $\Theta_{AS}, \Theta_{BF}$

Initialize $\Theta_{AS}, \Theta_{BF}$ and number of batches $n_B$.

for $n = 1$ to $N_1 + N_2 + N_3$ do

for $b = 1$ to $n_B$ do

Draw batch $\mathcal{H}_b = \{H^{(1)}_b, H^{(2)}_b, \ldots, H^{(K)}_b\}$ from $\mathcal{H}$.

$\mathcal{L} \leftarrow 0$.

for $k = 1$ to $K$ do

if $(1 \leq n < N_1)$ then

Construct $H_S^{(k)}$ by selecting $N_{TS}$ columns from $H^{(k)}_b$ randomly.

$\mathbf{T} \leftarrow \text{BFNet}(H_S^{(k)}, \Theta_{BF})$.

$\mathcal{L} \leftarrow \mathcal{L} - \log_2 |1 + \frac{P}{\sigma^2_{AS}} H_S^{(k)} \mathbf{T} \mathbf{T}^H H_S^{(k)H}|$.

else

$\mathbf{A} = \text{ASNet}(H^{(1)}_b, \Theta_{AS})$.

$\mathbf{T} \leftarrow \text{BFNet}(H^{(2)}_b, \mathbf{A}, \Theta_{BF})$.

$\mathcal{L} \leftarrow \mathcal{L} - \log_2 |1 + \frac{P}{\sigma^2_{AS}} H^{(2)}_b \mathbf{A} \mathbf{T} \mathbf{T}^H \mathbf{A}^H H^{(2)}_b H^{(2)H}| + L_{\text{pen}}^{(1)} + L_{\text{pen}}^{(2)}$.

end if

end for

if $(1 \leq n < N_1)$ then

$\Theta_{\text{TRAIN}} \leftarrow \Theta_{BF}, \mu \leftarrow \mu_1$.

else if $(N_1 \leq n < N_2)$ then

$\Theta_{\text{TRAIN}} \leftarrow \Theta_{AS}, \mu \leftarrow \mu_2$.

else

$\Theta_{\text{TRAIN}} \leftarrow [\Theta_{BF}^T, \Theta_{AS}^T]^T, \mu \leftarrow \mu_3$.

end if

$\mathcal{L} \leftarrow \mathcal{L} + L_{\text{pen}}^{(3)}(\Theta_{\text{TRAIN}})$.

Compute $\nabla_{\Theta_{\text{TRAIN}}} \mathcal{L}$.

$\Theta_{\text{TRAIN}} \leftarrow \Theta_{\text{TRAIN}} - \text{ADAM}(\nabla_{\Theta_{\text{TRAIN}}} \mathcal{L}, \mu)$.

end for

end for

return $\{\Theta_{BF}, \Theta_{AS}\}$.

B. Phased Training Approach

Since the loss function (26) allows updating the parameters of ASNet and BFNet simultaneously, one could jointly train the two networks from scratch. However, purely conducting joint training is inefficient because: 1) the two networks have very different tasks, thus requiring different learning rates and learning policies; 2) the joint network has a large number of parameters, affecting the convergence speed. Hence, we split the training stage into three phases. In the first phase, we completely exclude ASNet and train BFNet independently with learning rate $\mu_1$ for $N_1$ epochs. The input of BFNet $H_S$ is constructed by randomly selecting $N_{TS}$ columns of the full channel matrix $H$. Since $L_{\text{pen}}^{(1)}$ and $L_{\text{pen}}^{(2)}$ are only related to ASNet, they are excluded from the loss function (26). This design is based on the consideration that BFNet should predict the hybrid beamformer independently, regardless of any specific antenna selection algorithms. In the second phase, the parameters of BFNet are fixed, and we train ASNet to minimize the loss function with learning rate $\mu_2$ for $N_2$ epochs. The second phase trains ASNet to select antenna subarrays that yield the best performance under a specific hybrid beamforming scheme, i.e. BFNet obtained in phase 1. In the third phase, we make all parameters trainable and fine-tune the joint network with a rather small learning rate $\mu_3$ for $N_3$ epochs. Usually, we have $\mu_3 < \mu_1$ and $\mu_3 < \mu_2$. The training algorithm is concluded in Algorithm 1.

V. COMPLEXITY ANALYSIS

We consider the time complexity of the proposed joint network by measuring the number of floating point operations (FLOPS). Consider that the $l$-th convolutional layer has $d_l$ filter kernels of size $h_l^{(1)} \times h_l^{(2)}$ and operates on an $m_l^{(1)} \times m_l^{(2)}$ feature map which has the same shape as the input channel matrix. We define $d_0 = 3$ as the depth of the input feature map. Then, the complexity of convolutional layers is $O(\sum_{l \in \mathcal{L}_{\text{Conv}}} h_l^{(1)} m_l^{(1)} m_l^{(2)} d_l - 1 d_l)$, where $\mathcal{L}_{\text{Conv}}$ denotes the index set of all convolutional layers. Since the same kernel size and filter number is used, we have $h_l^{(1)} = h_l^{(2)} = h$ and $d_l = d$ for $l \in \mathcal{L}_{\text{Conv}}$. As for the dense layers, the complexity is given as $O(\sum_{l \in \mathcal{L}_{\text{FC}}} n_l^{(1)} n_l^{(2)} n_l^{(\text{out})})$, where $\mathcal{L}_{\text{FC}}$ denotes the index set of all fully-connected layers, and $n_l^{(1)}$ (n_l^{(2)}) denotes the input (output) data size of the $l$-th layer. The number of neurons in each fully-connected layer is $n$ except for the input and output layers. Adding up the complexity of each layer, the FLOPS of ASNet is $h^2 d (3d + 3) N_T N_R + d n T N_T N_R + n N_T N_{TS}$, and the FLOPS of BFNet is $h^2 d (3d + 3) N_{TS} N_T R + d n T N_{TS} N_T R + n N_{RF} N_{TS} + 2 n N_{RF} N_S$. As the system scales up, the kernel size $h$ would remain invariant but $d$ and $n$ would be increased to maintain performance. Hence, considering $N_S \ll N_T$ and $N_{RF} \ll N_T$, the complexity of the proposed networks is approximately $O(d(n + d) N_T)$.

This complexity applies exactly to processing one channel sample in the deployment stage since the forward propagation is executed only one time. The complexity of offline training mainly comes from the gradient computation using backpropagation, which has the same order of complexity as the forward propagation according to [52]. Then, the complexity

| TABLE I | COMPUTATIONAL COMPLEXITY FOR ANTENNA SELECTION AND HYBRID BEAMFORMING ALGORITHMS |
|-----------------|-----------------------------------------------|
| Antenna Selection Algorithm | Computational Complexity |
| Exhaustive search [13] | $O(N_R N_T N_{TS} N_S)$ |
| Greedy search-based [16] | $O(N_R N_T N_{TS})$ |
| Convex optimization-based [14] | $O(N_{TS})$ |
| Proposed ASNet | $O(d + n) N_T N_R$ |

| Hybrid Beamforming Algorithm | Computational Complexity |
|-----------------|-----------------------------------------------|
| Exhaustive search [10] | $O(2^N N_T N_{TS} N_S N_{RF})$ |
| MO-AltMin [5] | $O(N_{TS} N_R N_{RF} T)$ |
| CDM-AltMin [10] | $O(N_{TS} N_R N_{RF} T)$ |
| Babai-AltMin [12] | $O(NT S N_{RF} T)$ |
| Proposed BFNet | $O(d + n) N_T N_{TS}$ |
of the entire training process is $O(N_{\text{data}}ed(d+n)N_R(N_T + N_{TS}))$, where $N_{\text{data}}$ is the number of training samples and $e$ is the number of training epochs. Although it is hard to derive an accurate analytical expression for $e$ since it depends heavily on the training strategy and the data distribution, $e$ is generally polynomial in the number of network layers and training samples according to [53].

We present the complexity of the proposed approach and conventional algorithms for antenna selection or hybrid beamforming in Tab. I, where $T$ denotes the number of iterations for iterative algorithms. It can be seen that the complexity of conventional algorithms increase faster with respect to $N_R$, $N_T$ and $N_{TS}$ compared to the proposed approach.

VI. NUMERICAL EXPERIMENTS

In this section, we provide numerical results to demonstrate the performance of the proposed deep unsupervised learning-based approach for antenna selection and hybrid beamforming.

A. Simulation Settings

We generate the channels for training and evaluating with Wireless InSite, an accurate 3D ray-tracing simulator [54]. As shown in Fig. 4, the Rosslyn city model is adopted as the propagation environment, with a total area of 500×500 m². We uniformly select 100,000 user locations within the red square area, and generate the corresponding downlink channel parameters with the simulator. The simulator considers the 5 most significant propagation paths connecting the BS and the user at the downlink frequency of 2.5 GHz. Then, we construct the dataset of 100,000 channel matrices with equation (3). Among the data points, we randomly select 70,000 points as the training samples, while the rest are selected as the testing samples.

All the Conv2D layers used for simulations have 64 filters of size $3 \times 3$, while all hidden fully-connected layers have 500 neurons, unless otherwise specified. The number of nodes of the input and output layers correspond with the dimensions of input and output vectors, respectively. The hyper parameters of the training process is listed in Tab. II. The softmax temperature $\tau$ exponentially decays from $\tau_{\text{init}}$ to $\tau_{\text{final}}$ when training ASNet. The models are constructed with TensorFlow 2.4.

In Fig. 5 we present the training and testing loss versus training epochs with three different scale factors in the approximating quantization function $f$: (1) $\alpha = 0.1$; (2) $\alpha = 0.01$; (3) $\alpha = 0.001$. We train BFNet solely with ASNet replaced by random antenna selection with learning rate $\mu_1 = 10^{-4}$ in the first 30 epochs. In the next 15 epochs, we fix the weights of BFNet and train ASNet with learning rate $\mu_2 = 10^{-4}$. In the last 15 epochs, the two networks are trained jointly with learning rate $\mu_3 = 5 \times 10^{-5}$. From Fig. 5, we can immediately see the performance gain after the 30-th epoch when we start to optimize ASNet. Further improvements can be witnessed after the 45-th epoch when joint training starts. Meanwhile, the significant impact of $\alpha$ to the convergence performance is demonstrated. With a relatively large $\alpha = 0.1$, the training loss decreases quickly while the testing loss fluctuates, indicating the high mismatch between the approximating quantization function $\hat{f}$ and the real quantization function $f$. On the other hand, $\alpha = 0.001$ results in slow convergence and a loss plateau due to vanishing gradients. Hence, using an appropriate $\alpha$ is critical. In particular, the network has the best overall performance with $\alpha = 0.01$.  

### Table II: The Parameters for Training the Neural Networks

| Parameter   | Value   |
|-------------|---------|
| $\mu_1$     | $10^{-4}$ |
| $\mu_2$     | $10^{-4}$ |
| $\mu_3$     | $5 \times 10^{-5}$ |
| $\tau_{\text{init}}$ | 1.0 |
| $\tau_{\text{final}}$ | 0.1 |
| $\alpha$    | 0.01    |
| Batch size  | 512     |
| $\lambda_1$ | $10^{-2}$ |
| $\lambda_2$ | $10^{-3}$ |
| $\lambda_3$ | $10^{-3}$ |

![Fig. 4. A partial view of the Rosslyn city model adopted in ray-tracing. The blue little box represents the BS, while the red little box represents the possible user locations. Wireless InSite, the ray-tracing simulator, shoots thousands of rays in all directions from the BS and records the strongest 5 paths that reach the user.](image-url)
B. Achieved Rate Performance

We first consider the achieved rate performance versus SNR of the proposed deep unsupervised learning-based approach (BFNet + ASNet) and conventional algorithms. In our setting, the BS, equipped with $N_T = 128$ antennas RF chains communicates with one user with $N_S = 4$ antennas. In Fig. 6, we present the results for (a) $N_{RF} = N_S = 1$ and (b) $N_{RF} = N_S = 2$ when $N_{TS} = 16$ transmitted antennas are selected at the BS side. To the best of the authors’ knowledge, there does not exist a conventional algorithm that jointly considers the antenna selection and hybrid beamforming problem. Hence, the baseline algorithms tackle the joint problem in a successive manner: an antenna selection algorithm selects the antenna subarray based on the full channel matrix, and the resultant selected channel matrix is then processed by a hybrid beamforming algorithm. We consider two antenna selection algorithms: the sub-optimal greedy search-based antenna selection algorithm (GAS) [16] and the random antenna selection (RAS)\(^5\). As for hybrid beamforming, Babai-Alt [12] and CDM-Alt [10] are evaluated. To demonstrate the hybrid beamforming performance of BFNet solely, we also provide the achieved rate of BFNet when the antennas are randomly selected. The performance of the full array structure from Fig. 1(b) is presented as “Full Array”, while the switch-based antenna selection structure from Fig. 1(c) is denoted by “SW-based”. We can see that the proposed approach outperforms all conventional algorithms, which can be attributed to the joint unsupervised training procedure and the well-designed network architecture to efficiently extract features from the channel matrix. Even when the antennas are selected randomly, the hybrid beamforming performance of BFNet is better than the state-of-the-art hybrid beamforming algorithms. It is notable that supervised learning-based hybrid beamforming will not outperform the state-of-the-art algorithm since the latter is used as the ground truth. Thus, the proposed approach is more powerful in hybrid beamformer design than both conventional algorithms and supervised learning-based approach. Compared to the full array architecture, the proposed system design achieves up to 91.3\% performance while saving 87.5\% number of phase shifters. In Fig. 7, we present the achieved rate performance versus the number of selected antennas with SNR = 10 dB and $N_{RF} = N_S = 2$. It can be seen that the proposed algorithm provides the best performance over a wide range of $N_{TS}$. Meanwhile, the trade-off between the performance and the hardware complexity can be achieved by varying $N_{TS}$.

Fig. 8 presents the achieved rate performance of the proposed approach with varying $N_S$ and fixed $N_{TS} = 16$. To satisfy $N_S \leq N_{RF}$ and $N_S \leq N_R$, we set $N_S = N_{RF} = N_R$. As we can see, the proposed approach consistently outperforms conventional algorithms as $N_S$, $N_R$ and $N_{RF}$ increase simultaneously.

In massive MIMO communications, channel estimation is generally a very challenging task, and demands antenna selection and hybrid beamforming algorithms to be robust to imperfect CSI. Hence, we next evaluate the performance of different algorithms with imperfect channel matrices. To model the channel estimation error, we consider a time division duplex (TDD) system where the user sends uplink pilots and the BS utilizes the LMMSE channel estimator [55] to estimate the uplink CSP. The estimated downlink CSI is thus obtained through channel reciprocity. To improve the robustness of the proposed approach, we use the estimated channel matrices to train the joint network for 3 more epochs after the joint network has converged on the original dataset. In Fig. 9, we present the achieved rate performance versus the

\[^5\text{Optimal algorithms such as exhaustive search and BAB search would be computationally infeasible at such a system scale.}\]

\[^6\text{The LMMSE channel estimator requires the channel correlation matrix } R_h \text{ to be known at the BS. In our simulation, } R_h \text{ is estimated using the training samples.}\]
normalized mean square error (NMSE) of channel estimation with \(N_{RF} = N_S = 2\). We can see that the proposed approach still performs well when the channel estimation error exceeds 10\%, and the extra training using corrupted data leads to a performance gain when the NMSE is high. This can be attributed to the fact that the data-driven algorithm learns not only the optimization process but also the data distribution from the highly correlated channel samples.

To compare the performance of the proposed unsupervised learning-based antenna selection against optimal antenna selection and supervised learning-based antenna selection, we choose \(N_T = 32, N_{TS} = 4, N_S = N_{RF} = 2\) and \(N_R = 4\). In this case, the number of candidate subarrays is \(\binom{32}{4} = 35960\) and it takes approximately 160 hours to annotate the entire dataset for supervised learning. The achieved rate performance versus SNR is presented in Fig. 10, where “Sup” denotes supervised learning-based antenna selection, “Opt” denotes optimal antenna selection, and “ETAS” denotes the efficient transmit antenna selection proposed in [56]. We can see the proposed approach can significantly reduce the training overhead while maintaining minuscule performance losses compared to supervised learning.

C. Complexity Performance

We numerically evaluate the complexity performance of the proposed approach by measuring the execution time in the training stage and deployment stage respectively, which are compared with supervised learning-based and conventional approaches. For fair comparisons, we implement all the algorithms with MATLAB on the same CPU-based platform, with a 6-core Intel(R) Core(TM) i5 10505 @ 3.20 GHz CPU and 16 GB system memory.

1) Complexity of the training stage: Tab. III summarizes the execution time of the training stage of the proposed and supervised learning-based approach with \(N_T = 32, N_{TS} = 4,\)
TABLE IV
INFERENCE TIME OF ANTENNA SELECTION AND HYBRID BEAMFORMING ALGORITHMS (IN SECONDS)

| \(N_T\) | 128 | 256 |
|---|---|---|
| \(N_{TS}\) | 8 | 16 | 32 | 16 | 32 | 64 |
| Proposed ASNet | 0.181 | 0.204 | 0.211 | 0.508 | 0.517 | 0.535 |
| Proposed BFNet | 0.019 | 0.028 | 0.052 | 0.023 | 0.057 | 0.167 |
| GAS | 0.147 | 0.281 | 0.493 | 0.328 | 0.583 | 1.142 |
| CDM-Alt | 1.604 | 2.997 | 5.883 | 3.043 | 5.875 | 11.69 |
| Babai-Alt | 0.310 | 0.546 | 1.001 | 0.579 | 1.193 | 1.935 |

\(N_S = N_{RF} = 2\) and \(N_R = 4\). In our experiments, unsupervised learning needs more training epochs to converge than supervised learning, and thus the model training time for unsupervised learning is longer. However, as we can see, supervised learning requires a very long time to generate the training dataset since the exhaustive search is needed to annotate the channel samples. This computational overhead will grow exponentially with the system scale. On the contrary, the proposed approach completely eliminates the overhead of data annotation and thus requires significantly lower dataset generation time.

2) Complexity of the deployment stage: In the deployment stage, the inference time of the proposed approach and other algorithms over 512 channel samples is measured. For the proposed neural networks, we set the batch size equal to 1 to model the real-time deployment. The inference time versus \(N_T\) and \(N_{TS}\) is presented in Tab IV. As we can see, in the vast majority of cases the proposed ASNet requires less time than GAS, while the proposed BFNet always executes faster than CDM-Alt or Babai-Alt. Generally, the proposed approach requires approximately 1 ms to process each sample, implying possible applications in mmWave communications where the channel coherence time is in the order of milliseconds [57].

VII. CONCLUSION

In this paper, we designed a hybrid beamforming architecture with antenna selection to provide rich flexibility and high hardware efficiency. We proposed a deep unsupervised learning-based approach consisting of the antenna selection network (ASNet) and the hybrid beamforming network (BFNet) to effectively solve the joint antenna selection and hybrid beamforming problem. Both two networks employ ResNet for extracting features from the channel matrix. To enable unsupervised learning, we proposed a deep probabilistic subsampling trick for ASNet and a specially designed quantization function for BFNet, and thus the discrete problem constraints can be incorporated into the joint network while preserving differentiability. We proposed a flexible loss function, enabling a phased unsupervised training approach to train the joint network efficiently. Hence, we avoid the difficulty of acquiring training labels commonly faced by supervised learning. Simulation results demonstrate the outperformance of the proposed approach over conventional algorithms in terms of achieved rate and computational complexity.
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