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Abstract: A bivariate Chebyshev polynomials approach is proposed to estimate the dynamic response bounds of nonlinear systems with interval uncertainties. The existing collocation method directly searches the maximum and minimum values of the surrogate model in the entire interval space by the scanning method (SM). The presence of too many uncertain parameters will lead to expansive computational cost. To overcome this shortcoming, the dynamic response is decomposed by a bivariate function decomposition (BFD), established based on high-order Taylor expansion, into the sum of multiple univariate and bivariate response functions. The above univariate and bivariate functions are fitted using Chebyshev polynomials, and polynomial coefficients are obtained through one-dimensional (1D) and two-dimensional (2D) interpolation points. Thus, the solution of the nonlinear dynamic systems with uncertain parameters can be transformed into that of univariate and bivariate Chebyshev interval functions. The extremum values of the low-dimensional Chebyshev interval functions can be found by SM, and then the bounds of dynamic response are acquired by interval arithmetic. Since SM searches for extreme values only in 1D and 2D uncertain domains, the amount of calculation is reduced compared to searching the whole uncertain space. The efficiency, practicability and effectiveness of the proposed interval uncertainty analysis method are proved by three dynamic examples.
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1. Introduction

Dynamic response forecasting of nonlinear systems is of great significance for structural design and analysis of most practical engineering. Traditional dynamic analysis is based on the deterministic model. However, any dynamic system has inevitable uncertainties, such as load fluctuation, manufacturing instability, and dispersion of material properties, which make structural parameters uncertain [1-4]. Hence, the dynamic response of nonlinear systems is also uncertain. Noticeably, small changes associated with parameter uncertainty may largely change the dynamic response [5]. As a result, the influence of uncertainty on dynamic systems must be considered.

In uncertainty analysis, probabilistic and non-probabilistic methods are often employed to quantify the effect of uncertainty on dynamic response. In general, the probability method is the most valuable solution under the premise that the probability density function (PDF) of uncertain parameters is clearly defined [6-8]. Unfortunately, the method has an obvious disadvantage, as it needs complete statistical data to accurately describe the PDF of random variables or fields, and these data are usually inaccessible and expensive in engineering problems. Under the circumstances, some non-probabilistic methods, including fuzzy set [9], evidence theory [10] and interval set [11], are developed to describe the uncertainty caused by limited data and knowledge.

In interval sets, uncertainty is represented by the upper and lower limits of uncertain parameters, rather than other stochastic data. Therefore, it is an effective assistance to the conventional probability method. In the past two decades, interval sets and interval analysis approaches have been widely used in structural dynamic response investigation. The interval arithmetic (IA), which was the first applied for dynamic
response analysis, directly obtains the response interval based on interval algebraic operation rules [12-16]. Since the correlation between uncertain parameters is neglected, IA usually leads to overestimation of interval values, which is called the wrapping effect. This effect is more evident and serious in multidimensional and non-monotonic dynamic systems. There is extensive research on this topic [17,18]. Besides, the affine algorithm [19-21] introduced to remedy the wrapping effect can alleviate overestimation, but can cause serious errors in the case of highly nonlinearity. This is because nonlinear affine operation will induce more noise terms and overestimate response bounds [21]. As long as the uncertainty problem is monotone, the vertex method can get accurate interval results [22-24]. However, it can hardly guarantee or prove monotonicity, especially in the field of structural dynamics.

The Taylor expansion based method (TEBM) performs the first- or second- order Taylor series expansions at the midpoint of uncertain parameters and obtains the dynamic response interval [2,25-29]. The advantage of TEBM is high computational efficiency, and the calculation consumption is raised linearly as the number of interval parameters rises. Meanwhile, it can reduce the wrapping effect due to the dependence among multiple interval parameters. However, TEBM has some disadvantages. First, it is accurate only when the range of uncertain parameters is narrow enough. The subinterval approach is a solution to this problem [30-32]. It divides the large interval into several small intervals, which improves the accuracy of interval analysis. But the amount of calculation will sharply increase as the number of subintervals increases. Second, TEBM requires the first- or even higher- order partial derivatives of the dynamic response concerning the interval variables. In some engineering conditions, the explicit functional relationship between input and output is too complicated, which may make it impossible to acquire first- and higher-order derivatives. Most importantly, TEBM can only moderately relieve overestimation, but may even lead to worse results in case of strong nonlinearity [26,33].

The dynamic response is always highly nonlinear relative to interval parameters. Compared with the above methods, the collocation method (CM) can solve large uncertainty and strongly nonlinear problems. Firstly, CM establishes a surrogate model according to the selected interpolation points. The common proxy models include Chebyshev polynomials [34-36], Legendre polynomials [37-39], and arbitrary polynomial chaos [40,41,11]. Then, the auxiliary algorithms are applied to find the extreme values of the surrogate model, and obtain the interval results of the dynamic response. The common auxiliary algorithms include IA [35,42,43], genetic algorithm (GA) [40,44,45] and SM [46-48,39]. IA has the fastest computing velocity, but often yields calculation errors due to the wrapping effect, especially when the dynamic response is largely uncertain and nonlinear. To this end, many improved IA-based methods have been studied, such as trigonometric function [49] and modified affine basis [50]. These methods only moderately improve the accuracy, but large errors still exist with the precise dynamic interval. Generally, GA achieves the predetermined accuracy through iteration, and its computation is expensive if there are many uncertain parameters. Moreover, when the nonlinearity of the surrogate model is strong, GA may fall into a local optimum. Compared with IA and GA, SM is the most precise, but its samples rise exponentially with the increased number of interval parameters.

This study concentrates on the following issues: When SM is employed to compute the maximum and minimum values of the surrogate model, the existing collocation methods need to search the entire uncertain domain. Thus, when there are many interval parameters, it easily falls into the curse of dimensionality. To increase efficiency and ensure accuracy, this paper proposes a bivariate Chebyshev polynomials method for interval analysis of dynamic response with many uncertain parameters. In this method, BFD decomposes the original dynamic function into the sum of univariate and bivariate response functions, which are then fitted by Chebyshev polynomials. In this way, the nonlinear dynamic systems described by ordinary differential equation (ODEs) can be transformed into 1D and 2D ODEs, and the whole interval space is divided into a linear combination of 1D and 2D spaces. Moreover, the ODEs can be solved by an appropriate numerical solver. Finally, the upper and lower bounds of the dynamic response at each time step are determined using SM and IA.

The statement of nonlinear dynamic system with uncertain parameters is given in Sect. 2. Section 3 illustrates the detailed derivation of Chebyshev interval method based on IA or SM. Then, a bivariate
Chebyshev polynomials method is proposed in Sect. 4. In Sect. 5, the three dynamic cases are presented to verify the effectiveness and practicability of the proposed method.

2. Overview of nonlinear dynamic system with interval parameters

In general, the nonlinear dynamic system is represented by a group of ODEs. In the case of \( l \) state vectors, the \( l \)-dimensional ODEs are demonstrated as:

\[
y'(t) = g(y, x, t), \quad y(t_0) = y_0
\]

where \( g = [g_1, g_2, \ldots, g_l]^T \) is a vector containing nonlinear functions, \( y = [y_1, y_2, \ldots, y_l]^T \) is a dynamic response state vector, and \( y_0 \) is the initial condition vector; \( x = [x_1, x_2, \ldots, x_n]^T \) is an \( n \)-dimensional vector; \( t \subseteq [t_0, t_e] \) is the time range. Equation (1) is a deterministic model that can be computed by any numerical integration approach to obtain the change of \( y \) over time.

In actual engineering, the physical and geometric properties of the structure are uncertain to varying degrees. For uncertain input vector \( x \), if the upper and lower bounds of the parameters can be estimated, then \( x \) can be expressed as:

\[
x \in x^I = \left( x_k^I \right)_k = \left( x_k^C + \Delta x_k^I \right)_k = \left( x_k^C + \Delta x_k \delta_k \right)_k = x^C + \Delta x^D, \quad k = 1, 2, \ldots, n \tag{2}
\]

where the superscript \( I \) is the interval; \( x_k^C \) and \( \Delta x_k \) represent the midpoint and radius of the \( k \)th uncertain parameter respectively; the transformation parameter \( \delta_k \) is a fixed interval \( [-1, 1] \). \( x_k^C \) and \( \Delta x_k \) are defined as:

\[
\Delta x_k = \frac{x_k^U + x_k^L}{2}, \quad \Delta x_k = \frac{x_k^U - x_k^L}{2} \tag{3}
\]

where \( x_k^U \) and \( x_k^L \) represent the upper and lower bounds of \( x_k \), respectively. Since the parameter uncertainty is transitive, the original ODEs become a group of interval ODEs. Therefore, the solution of Eq. (1) subjected to Eq. (2) is also an interval set:

\[
\Gamma = \left\{ y | y'(t) = g(y, x, t), \quad y(t_0) = y_0, x \in x^I \right\} \tag{4}
\]

Generally, the set \( \Gamma \) has a complex region. In interval mathematics [12], solving the nonlinear problem of Eq. (1) constrained by Eq. (2) is synonymous to find a multidimensional rectangle defined by Eq. (4). In other words, the upper and lower bounds of Eq. (4) will be calculated as follows:

\[
y^I = \left[ y, \bar{y} \right] \tag{5}
\]

where

\[
y = \min_{x \in x^I} \left\{ y | y'(t) = g(y, x, t), \quad y(t_0) = y_0, x \in x^I \right\} \tag{6}
\]

and

\[
\bar{y} = \max_{x \in x^I} \left\{ y | y'(t) = g(y, x, t), \quad y(t_0) = y_0, x \in x^I \right\} \tag{7}
\]

Obviously, the interval value of the dynamic response is essentially the supremum and infimum of Eqs. (6) and (7). The simplest and most direct method to solve Eq. (5) is SM [51], but it is computationally intensive. Additionally, IA and TEBM are simple, effective and commonly applied to evaluate interval functions. However, they may lead to overestimation as mentioned in the introduction. Moreover, TEBM is only suitable for small uncertainty problems. To solve the dynamic response problem with large uncertainty
and strong nonlinearity, the Chebyshev interval analysis method is proposed, as elaborated in Sect. 3. Because of the expensive computation in scanning the whole interval space, the proposed method will solve this problem accurately and effectively in Sect. 4.

3. Chebyshev interval analysis method

3.1. Improved Chebyshev interval model

With a combination of Chebyshev polynomials of degree $p$, the dynamic response $y(x)$ in the uncertain domain $X = [-1, 1]^n$ can be approximately expressed as [34,35]:

$$y(x) \approx \sum_{i=0}^{p} \sum_{j=0}^{p} \left( \frac{1}{2} \right)^{i+j} \beta_{i,j} T_{i,j}(X)$$

where $h$ is the number of zeros appearing in the subscript $i \ldots i_n$; $\beta_{i,j}$ is the expansion coefficient; $T_{i,j}(X)$ is the $n$-dimensional Chebyshev polynomial. $x = [x_1, x_2, \ldots, x_n]$ and $X = [X_1, X_2, \ldots, X_n]$ are transformed as follows:

$$X_k = \frac{2x_k - \left( x_k^L + x_k^U \right)}{x_k^U - x_k^L} \in [-1,1], k = 1,2,\ldots,n$$

Let $T_p$ be the Chebyshev polynomial of degree $p$, then:

$$T_p(x_k) = \cos p \theta_k, \text{ where } \theta_k = \arccos(x_k) \in [0,\pi]$$

For $n$-dimensional problems, $T_{i,j}(X)$ is the tensor product of each one-dimensional Chebyshev polynomial $T_p(X_k)$:

$$T_{i,j}(X) = T_{i,j}(X_1,\ldots,X_n) = \prod_{k=1}^{n} T_{i_k}(X_k), k = 1,2,\ldots,n, i_k = 0,1,\ldots,p$$

In addition, each Chebyshev polynomial $T_{i_k}(X_k)$ satisfies the following orthogonal relationship:

$$\langle T_{i_k}(X_k), T_{i_k}(X_k) \rangle = h_i \delta_{i_m}$$

where $h_i = \langle T_i^2(X_k) \rangle$; $\delta_{i_m}$ is the kronecker symbol; $\langle \cdot, \cdot \rangle$ is the inner product of the weight function in the specified domain $[-1,1]^n$. Equation (12) can be further expanded:

$$\langle T_{i_k}(X_k), T_{i_k}(X_k) \rangle = \int_{-1}^{1} \frac{T_{i_k}(X_k) \cdot T_{i_k}(X_k)}{\sqrt{1-X_k^2}} dX_k$$

$$= \int_{0}^{\pi} \cos i_k \theta_k \cos i_m \theta_k d\theta_k = \begin{cases} \pi, & i_k = i_m = 0 \\ \pi/2, & i_k = i_m \neq 0 \\ 0, & i_k \neq i_m \end{cases}$$

According to the orthogonality of Eq. (13), $\beta_{i,j}$ can be determined by:
\[ \beta_{h_{i1}} = \left( \frac{2}{\pi} \right) \int_{-1}^{1} \cdots \int_{-1}^{1} \frac{y(X)T_{n_i}(X)}{\sqrt{1-X_1^2 \cdots 1-X_n^2}} \, dX_1 \cdots dX_n \] (14)

Given the difficulty to directly solve the integral formula of Eq. (14), the Gauss quadrature method [52] is introduced to calculate \( \beta_{h_{i1}} \):

\[ \beta_{h_{i1}} \approx \left( \frac{2}{p+1} \right) \sum_{i_{j1}=1}^{p+1} \cdots \sum_{i_{j1}=1}^{p+1} y(\xi_{h_{i1}}, \ldots, \xi_{h_{i1}}, \ldots, \xi_{h_{i1}}) \cos i_1 \theta_{h_{i1}} \cdots \cos i_n \theta_{h_{i1}} \] (15)

where \( \xi_{h_{i1}} \) is the interpolation point. The zeros of the Chebyshev polynomial of degree \((p+1)\) are the interpolation points, which can be computed as:

\[ \theta_{h_{i1}} = \frac{2j_k - 1}{p+1} \pi, \quad \xi_{h_{i1}} = \frac{x_k^U + x_k^L}{2} + \frac{x_k^U - x_k^L}{2} \cos \theta_{h_{i1}}, \quad k = 1, 2, \ldots, n, \quad j_k = 1, 2, \ldots, p + 1 \] (16)

The number of interpolation points \( M \) for an \( n \)-dimensional problem is \( M = (p+1)^n \) from Eq. (16). Obviously, \( M \) will be large for high-dimensional problems, leading to expensive calculation. To save costs, only a part of the interpolation points are utilized to build the Chebyshev polynomial. Therefore, the Chebyshev surrogate model in Eq. (8) is improved to \( y_{IC}(x) \) as:

\[ y_{IC}(x) = \sum_{0 \leq i_1 + \ldots + i_n \leq p} \left( \frac{1}{2} \right)^h \beta_{i_1 \ldots i_n} T_{i_1}(x) \cdots T_{i_n}(x) = \sum_{0 \leq i_1 + \ldots + i_n \leq p} \left( \frac{1}{2} \right)^h \beta_{i_1 \ldots i_n} \cos i_1 \theta_{i_1} \cdots \cos i_n \theta_{i_n} \] (17)

In Eq. (17), the terms above \( p \) are deleted, and \( k = (n+p)!/(n!p!) \) terms are left. Since not all interpolation points are used to build the Chebyshev polynomial, the Chebyshev surrogate model in Eq. (8) cannot be applied to calculate the coefficients. Wu [34] recommended the least squares method to generate the coefficients and the rules for selecting interpolation points:

\[ \text{if } 2k < (1+p)^n, \text{ then } M = 2k, \text{ else } M = (1+p)^n \] (18)

Considering the interval uncertainty in Eq. (17), the improved Chebyshev interval model (IC) of nonlinear dynamic response can be expressed as:

\[ y_{IC}(x^I) = \sum_{0 \leq i_1 + \ldots + i_n \leq p} \left( \frac{1}{2} \right)^h \beta_{i_1 \ldots i_n} \cos i_1 \theta^I_{i_1} \cdots \cos i_n \theta^I_{i_n} \] (19)

After that, the bounds of \( y_{IC}(x^I) \) are computed. Two methods are commonly used: (1) improved Chebyshev interval model using interval arithmetic (IC+IA); (2) improved Chebyshev interval model using scanning method (IC+SM).

3.2. Improved Chebyshev interval model using interval arithmetic

Since \( \cos \left( 0 \times \theta^I_{i_1} \right) \cdots \cos \left( 0 \times \theta^I_{i_n} \right) = 1 \) and \( \cos i_1 \theta^I_{i_1} \cdots \cos i_n \theta^I_{i_n} = [-1, 1], i_1 + \ldots + i_n \geq 1 \), the interval value of IC+IA, \( y_{IC,IA}(x^I) \), can be expressed as:

\[ y_{IC,IA}(x^I) = \left( \frac{1}{2} \right)^n \beta_{0 \ldots 0} + \sum_{0 \leq i_1 + \ldots + i_n \leq p} \left( \frac{1}{2} \right)^h \beta_{i_1 \ldots i_n} [-1, 1] \] (20)
By expanding Eq. (20), the lower bounds of \( y_{IC,IA}(x^I) \) can be stated as:

\[
y_{IC,IA}(x^I) = \left( \frac{1}{2} \right)^N \sum_{1 \leq i_1, \ldots, i_N \leq 1} \left| \beta_{i_1 \ldots i_N} \right|
\]  

The upper bounds of \( y_{IC,IA}(x^I) \) can be defined as:

\[
y_{IC,IA}(x^I) = \left( \frac{1}{2} \right)^N \sum_{1 \leq i_1, \ldots, i_N \leq 1} \left| \beta_{i_1 \ldots i_N} \right|
\]  

Equations (21) and (22) can reduce the overestimation to a certain extent, but cannot completely eliminate the overestimation [35].

3.3. Improved Chebyshev interval model using scanning method

To reduce the error introduced in solving the bounds of \( \cos i \theta_1 \ldots \cos i_n \theta_n \) using IA, the interval value of \( y_{IC}(x^I) \) is computed by SM.

First, all the sampling points enclosed in the interval \( x^I \) are selected. In each interval \( x_k \in [x^L_k, x^U_k] \), \( e \) equidistant sampling positions are chosen. Let \( \tilde{x} = \{\tilde{x}^1, \tilde{x}^2, \ldots, \tilde{x}^e\} \) be a sampling point, the set of all sampling points \( \tilde{x} \) is formulated as:

\[
\tilde{x} = \left\{ \tilde{x} = \{\tilde{x}^1, \tilde{x}^2, \ldots, \tilde{x}^e\} \right\}, \quad \tilde{x}^j = x^L_k + (j-1) \frac{x^U_k - x^L_k}{e-1}, \quad j = 1, 2, \ldots, e, \quad k = 1, 2, \ldots, n
\]  

In Eq. (23), there are a total of \( e^n \) sampling points.

Second, each given sampling point is substituted into Eq. (17) to calculate the value of \( y_{IC}(\tilde{x}) \). All values of \( y_{IC}(\tilde{x}) \) form the set are:

\[
\Gamma_{IC} = \left\{ y_{IC}(\tilde{x}) \mid \tilde{x} \in \tilde{x} \right\}
\]  

Third, by comparing the values of the elements in \( \Gamma_{IC} \), the lower bounds of \( y_{IC}(x^I) \) can be obtained:

\[
y_{IC,SM}(x^I) = \min \left\{ y_{IC}(\tilde{x}) \mid \tilde{x} \in \tilde{x} \right\}
\]  

Similarly, the upper bounds of \( y_{IC}(x^I) \) is:

\[
y_{IC,SM}(x^I) = \max \left\{ y_{IC}(\tilde{x}) \mid \tilde{x} \in \tilde{x} \right\}
\]  

Equations (25) and (26) are applied to scan the explicit IC constructed by Eq. (19), which improves the computational efficiency compared with the direct scanning of the original dynamic response function. However, considering that the sampling points of IC+SM is \( e^n \), the calculation cost is still unacceptable for the dynamic response problem with more sampling locations or more interval parameters.
4. Bivariate Chebyshev polynomials method

4.1. Construction of Bivariate Chebyshev interval model

To reduce the calculating consumption of scanning the IC, we first decompose the $n$-dimensional dynamic response function into a sum of univariate and bivariate response functions by BFD, and then fit these functions based on Chebyshev polynomials.

4.1.1 Bivariate function decomposition

The original dynamic response function $y(x)$ is processed by high-order Taylor expansion at the midpoint $x^C$ of the uncertain parameters, and then retained to the second-order term [53]:

$$y(x) = y(x^C) + \sum_{j=1}^{\infty} \frac{1}{j!} \sum_{i=0}^{j} y_{j}^{i} \delta x_{i}^{j} + \sum_{j=1}^{\infty} \frac{1}{j!} \sum_{i=0}^{j} y_{j}^{i+h} \delta x_{i}^{j}$$  \hspace{1cm}(27)

where $\delta x_{i}^{j} = (x_{i} - x_{i}^C)^{j}$; $y_{j}^{i} = \frac{\partial y}{\partial x_{i}} |_{x=x}$; $y_{j}^{i+h} = \frac{\partial y}{\partial x_{i}} |_{x=x}$.  

First, let $x_{2} = x_{2}^C, x_{3} = x_{3}^C, \ldots, x_{n} = x_{n}^C$ in Eq. (27), so $y(x)$ becomes the function of $x_{1}$:

$$y(x_{1}, x_{2}^C, \ldots, x_{n}^C) = y(x^C) + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{1} \delta x_{1}^{j}$$  \hspace{1cm}(28)

Similarly, these univariate points $\left( x_{1} = x_{1}^C, x_{2} = x_{2}^C, \ldots, x_{n} = x_{n}^C \right)$ are considered in Eq. (27) separately:

$$y(x_{1}^C, x_{2}, \ldots, x_{n}^C) = y(x^C) + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{1} \delta x_{1}^{j}$$  \hspace{1cm}(29)

If we consider $x_{3} = x_{3}^C, \ldots, x_{n} = x_{n}^C$ in Eq. (27), so $y(x)$ becomes a function containing $x_{1}$ and $x_{2}$:

$$y(x_{1}, x_{2}, x_{3}^C, \ldots, x_{n}^C) = y(x^C) + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{1} \delta x_{1}^{j} + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{2} \delta x_{2}^{j} + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{h} \delta x_{h}^{j}$$  \hspace{1cm}(30)

Similarly, these bivariate points $\left( x_{2} = x_{2}^C, x_{3} = x_{3}^C, \ldots, x_{n} = x_{n}^C \right)$ are considered in Eq. (27) separately:

$$y(x_{1}, x_{2}^C, x_{3}, \ldots, x_{n}^C) = y(x^C) + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{1} \delta x_{1}^{j} + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{2} \delta x_{2}^{j} + \sum_{j=1}^{\infty} \frac{1}{j!} y_{j}^{h} \delta x_{h}^{j}$$  \hspace{1cm}(31)

Second, adding each term in Eqs. (28) and (29), the sum of univariate function is expressed as:
Similarly, the sum of the bivariate function can be obtained by adding Eqs. (30) and (31):

$$
\sum_{k=1}^{n} y(x_k^C, \ldots, x_n^C) = n y(x^C) + \sum_{j=1}^{n} \sum_{k=1}^{n} y_j x_k^j + \sum_{j=1}^{n} \frac{1}{j!} \sum_{k_1 < k_2} \delta x_{k_1}^j \delta x_{k_2}^j
$$

By shifting the terms of Eqs. (32) and (33) separately, we can get:

$$
\sum_{j=1}^{n} \frac{1}{j!} \sum_{k=1}^{n} y_j x_k^j = \sum_{k=1}^{n} y(x_k^C, \ldots, x_n^C) - n y(x^C)
$$

and

$$
(n-1) \sum_{j=1}^{n} \frac{1}{j!} \sum_{k_1 < k_2} \delta x_{k_1}^j \delta x_{k_2}^j = \sum_{k_1 < k_2} y(x_k^C, \ldots, x_n^C) - \frac{n(n-1)}{2} y(x^C)
$$

Finally, substituting Eqs. (34) and (35) into Eq. (27), the bivariate function decomposition (BFD) of $y(x)$ can be expressed as:

$$
y(x) = \sum_{k_1 < k_2} y(x_{k_1}, x_{k_2}) - (n-2) \sum_{k=1}^{n} y(x_k^C, \ldots, x_n^C) + \frac{(n-1)(n-2)}{2} y(x^C)
$$

If $y(x_1^C, \ldots, x_k^C, \ldots, x_n^C)$, $y(x_1^C, \ldots, x_k^C, \ldots, x_n^C)$, and $y(x^C)$ are abbreviated as $y(x_k, x_{k_2})$, $y(x_k)$, and $y_0$, respectively. Thus, Eq. (36) is rewritten as:

$$
y(x) = \sum_{k_1 < k_2} y(x_{k_1}, x_{k_2}) - (n-2) \sum_{k=1}^{n} y(x_k^C, \ldots, x_n^C) + \frac{(n-1)(n-2)}{2} y_0
$$

where $y(x)$ is comprised of $n$ univariate functions and $n(n-1)/2$ bivariate functions. Each univariate function and bivariate functions contain only one and two uncertain parameters respectively, and the other parameters are replaced by their midpoint values.

4.1.2 Bivariate Chebyshev interval model

The above $y(x_k)$ and $y(x_k, x_{k_2})$ are fitted by Eq. (8) separately:

$$
y(x_k) = \sum_{i=0}^{n} \left(\frac{1}{2}\right)^i \beta_i \cos \theta_i
$$

and
where \( \beta_i \) and \( \beta_{h_i} \) represent the expansion coefficient with one uncertain parameter \( x_i \) and two uncertain parameters \( x_i \) and \( x_h \), respectively. According to the judgment rules given by Eq. (18), each univariate and bivariate functions should select \( (p+1) \) and \( (p+1)^2 \) interpolation points, respectively. Thus, \( \beta_i \) and \( \beta_{h_i} \) can be solved by Eq. (15).

Substituting Eqs. (38) and (39) into Eq. (37) and considering interval uncertainty, the bivariate Chebyshev interval model (BC) can be expressed as:

\[
y_{BC}(x^1) = \sum_{i=0}^{p} \sum_{h=0}^{p} \left( \frac{1}{2} \right)^h \beta_i \cos h \theta_i \cos \left( \frac{1}{2} \right) + \left( n-1 \right) \left( n-2 \right) y_0
\]

where \( y(s^1) \) and \( y(s^1, s^2) \) are the univariate and bivariate Chebyshev interval function respectively, which can be calculated by:

\[
y(s^1) = \sum_{i=0}^{p} \beta_i \cos \theta_i
\]

\[
y(s^1, s^2) = \sum_{i=0}^{p} \sum_{h=0}^{p} \beta_{h_i} \cos h \theta_i \cos \left( \frac{1}{2} \right) + \left( n-1 \right) \left( n-2 \right) y_0
\]

The interpolation points required by the Chebyshev model (CM, Eq. (8)), IC, and BC are given in Table 1.

**Table 1 Number of interpolation points needed to construct the surrogate model**

| Number of uncertain parameters (n) | Degree (p) | CM  | IC  | BC  |
|-----------------------------------|------------|-----|-----|-----|
| 5                                 | 6          | 16807 | 924 | 526 |
| 10                                | 5          | 60466176 | 6006 | 1681 |
| 18                                | 4          | 3.81×10^{+2} | 14630 | 3916 |
| n                                 | p          | \((p+1)^p\) | \(2(np)!/(n!p!)\) | \(n(n-1)(p+1)^2+2n(p+1)+1\) |

The number of interpolation points of CM increases exponentially with the rising number of uncertain parameters, but those of IC and BC are dramatically reduced, avoiding the huge calculation costs (Table 1). Furthermore, BC has fewer interpolation points for high-dimensional problems.

After BC is obtained as shown in Eq. (40), then the bounds of \( y_{BC}(x^1) \) are computed. In Sect. 4.2, a bivariate Chebyshev polynomials method (BCM) is proposed to solve the interval value of \( y_{BC}(x^1) \).

### 4.2. Bivariate Chebyshev interval model using auxiliary methods

This section first uses the SM to calculate the limits of \( y(s^1) \) and \( y(s^1, s^2) \), and then obtains the upper and lower bounds of \( y_{BC}(x^1) \) based on IA. Similar to Sect. 3.3, the main steps are given as follows:

First, 1D and 2D sampling points are chosen. For \( y(s^1) \), \( e \) equidistant sampling positions are selected in the interval \( x_i^1 \). Let \( \hat{x}_k = \{ x_k^1, \ldots, x_k^n \} \) denote a 1D sampling point, then the set of all 1D sampling
points $\hat{x}_k$ is:

$$\hat{x}_k = \left\{ x_i^C, \ldots, \hat{x}_j^l, \ldots, x_n^C \right\} \bigg| \hat{x}_j^l = x_i^l + \left( j - 1 \right) \frac{x_j^U - x_i^l}{e - 1}, j = 1, 2, \ldots, e \right\} \quad (42)$$

Thus, each univariate function requires $e$ sampling points.

For $y \left( x_i, x_k \right)$, $e$ equidistant sampling positions are also selected in the intervals $x_i^l$ and $x_k^l$. Let $\left( \hat{x}_i^l, \hat{x}_k^l \right) = \left\{ x_i^C, \ldots, \hat{x}_j^l, \ldots, x_k^C \right\}$ be a 2D sampling point, then the set of all 2D sampling points is:

$$\hat{x}_{i,k} = \left\{ \left( \hat{x}_i^l, \hat{x}_k^l \right) \bigg| \hat{x}_j^l = x_i^l + \left( j - 1 \right) \frac{x_j^U - x_i^l}{e - 1}, \hat{x}_k^l = x_k^l + \left( j - 1 \right) \frac{x_j^U - x_k^l}{e - 1}, j = 1, 2, \ldots, e \right\} \quad (43)$$

Therefore, each bivariate function requires $e^2$ sampling points. The set of all sampling points $\hat{x}_{bc}$ can be stated as:

$$\hat{x}_{bc} = \hat{x}_k \cup \hat{x}_{i,k}, 1 \leq k \leq n; 1 \leq k_1 < k_2 \leq n \quad (44)$$

Obviously, scanning BC requires $n(n-1)e^2/2+en$ sample points in total.

Second, $\hat{x}_j$ is substituted into Eq. (38) to obtain the value of $y(\hat{x}_j)$. Similarly, $\left( \hat{x}_j^l, \hat{x}_j^r \right)$ is inserted into Eq. (39) to acquire the value of $y(\hat{x}_j)$. The set of all values of $y(\hat{x}_j)$ and $y(\hat{x}_j^l, \hat{x}_j^r)$ is:

$$\Gamma_k = \left\{ y(\hat{x}_j) \bigg| \hat{x}_j \in \hat{x}_k \right\} \quad (45)$$

$$\Gamma_{i,k} = \left\{ y(\hat{x}_j^l, \hat{x}_j^r) \bigg| \left( \hat{x}_j^l, \hat{x}_j^r \right) \in \hat{x}_{i,k} \right\} \quad (46)$$

Third, by comparing the values of the elements in $\Gamma_k$ and $\Gamma_{i,k}$, the lower bounds of $y(\hat{x}_j^l)$ and $y(\hat{x}_j^l, \hat{x}_j^r)$ can be expressed as:

$$y(\hat{x}_j^l) = \Gamma_k^l = \min \left\{ y(\hat{x}_j) \bigg| \hat{x}_j \in \hat{x}_k \right\}, \quad y(\hat{x}_j^l, \hat{x}_j^r) = \Gamma_{i,k}^l = \min \left\{ y(\hat{x}_j^l, \hat{x}_j^r) \bigg| \left( \hat{x}_j^l, \hat{x}_j^r \right) \in \hat{x}_{i,k} \right\} \quad (47)$$

Similarly, the upper bounds of $y(\hat{x}_j^l)$ and $y(\hat{x}_j^l, \hat{x}_j^r)$ can be described as:

$$y(\hat{x}_j^r) = \Gamma_k^r = \max \left\{ y(\hat{x}_j) \bigg| \hat{x}_j \in \hat{x}_k \right\}, \quad y(\hat{x}_j^l, \hat{x}_j^r) = \Gamma_{i,k}^r = \max \left\{ y(\hat{x}_j^l, \hat{x}_j^r) \bigg| \left( \hat{x}_j^l, \hat{x}_j^r \right) \in \hat{x}_{i,k} \right\} \quad (48)$$

Finally, substituting Eqs. (47) and (48) into Eq. (41), the lower bounds of BC can be obtained based on IA as:

$$y_{bc}(x^l) = \sum_{k=k_1}^{k_2} \Gamma_{i,k}^l - (n-2) \sum_{k=1}^{n} \Gamma_k + \frac{(n-1)(n-2)}{2} y_0 \quad (49)$$

Similarly, the upper bounds of BC can be expressed as:

$$y_{bc}(x^l) = \sum_{k=k_1}^{k_2} \Gamma_{i,k}^r - (n-2) \sum_{k=1}^{n} \Gamma_k + \frac{(n-1)(n-2)}{2} y_0 \quad (50)$$
Compared with IC+SM in Eqs. (25) and (26), which requires \( n^e \) samples, BCM only needs \( n(n-1)e^2/2+en \). The sample distribution comparison between IC+SM and BCM in a three-dimensional uncertain space is shown in Figure 1. Clearly, BCM has a relatively low computational cost (Fig. 1).

4.3. BCM to solve nonlinear dynamic systems with interval parameters

BCM is introduced for nonlinear dynamic systems expressed by ODE with interval uncertainty. When employing numerical methods to solve differential equations, the time range \( t \subseteq [t_0, t_f] \) is discretized into a group of time points \( \{t_0, t_1, \ldots, t_g, \ldots, t_f\} \), and the solution at each time point is computed. At time \( t_b \), the dynamic response concerning interval parameters can be approximated by BC:

\[
y_{BC}(x^1,t_b) = \sum_{k=1}^{n} y(x_k^1, t_b) - (n-2) \sum_{k=1}^{n} y(x^1_k, t_b) + \frac{(n-1)(n-2)}{2} y_0
\]

In Eq. (51), the original dynamic response is approximated as the sum of multiple univariate and bivariate functions. Then, these functions are explicitly fitted by Chebyshev polynomials, and the expansion coefficients are obtained through solving 1D and 2D ODEs. When the surrogate model is built, the interval of \( y \) at time \( t_b \) can be determined simply by auxiliary methods. Moreover, any numerical method can be used to solve 1D and 2D ODEs. The flowchart of the solution is depicted in Fig. 2:

Step (1). Define the degree \( p \) of the Chebyshev polynomial, the interval of \( x \), the sampling position \( \epsilon \) of each interval parameter, the length of the time period \( t \) and the time step \( \Delta t \).

Step (2). Decompose the original dynamic response into the sum of multiple univariate and bivariate functions by BDE (Eq. (36));

Step (3). Generate 1D and 2D interpolation points by Eq. (16) for fitting the above univariate and bivariate functions. Initialize the loop count index \( b = 0 \), which is used to calculate the iterations of time;

Step (4). Substitute the 1D and 2D interpolation points separately into the original differential equation, and use the numerical method to compute the actual 1D and 2D dynamic responses at the time \( t_b \); \( y(\xi_{j_k}, t_b) \) and \( y(\xi_{j_b}, \xi_{j_b}, t_b) \);

Step (5). Calculate the 1D and 2D expansion coefficients, \( \beta_{j_k} \) and \( \beta_{j_b, j_b} \), to build univariate and bivariate Chebyshev interval functions at the time \( t_b \);

Step (6). Insert the 1D and 2D sampling points into the univariate and bivariate Chebyshev interval functions, and obtain the sets \( \Gamma_k \) and \( \Gamma_{k, k_b} \);

Step (7). Scan to find the maximum and minimum values of \( \Gamma_k \) and \( \Gamma_{k, k_b} \), and get the bounds of univariate and bivariate Chebyshev interval functions;

Step (8). Use IA to compute the interval value of \( y \) at the time \( t_b \);

Step (9). If \( b > t_f / \Delta t \), output the interval change of \( y \) over time; otherwise, let \( b = b + 1 \), and return to step 4.

5. Numerical cases

Three numerical cases are used to verify the effectiveness and accuracy of the proposed method: (1) a double pendulum problem with three interval parameters, (2) a damped spring-mass system with five interval parameters, and (3) a two-degree-of-freedom (DOF) vehicle model with seven interval parameters. SM (regarded as the exact solution), IC+IA, IC+SM, and BCM are used for comparison. All the algorithms are programmed using MATLAB R2019a operated on the same computer. The numerical calculation adopts the Runge-Kutta method.
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5.1. Double pendulum problem

In this double pendulum system (Fig. 3), $\theta_1$ and $\theta_2$ are the angles of the pendulum, $m_1$ and $m_2$ are the masses of the two rods, $L_1$ and $L_2$ are the lengths of the two rods, and $g$ is the local acceleration of gravity.

The ODEs of the highly nonlinear double pendulum system are expressed as [23]:

\[
\begin{align*}
\dot{\theta}_1 &= w_1 \\
\dot{\theta}_2 &= w_2 \\
\ddot{w}_1 &= -g \left(2m_1 + m_2\right) \sin \theta_1 - m_2 g \sin \left(\theta_1 - 2\theta_2\right) - 2m_2 \sin \left(\theta_1 - \theta_2\right) \left(w_2^2 l_2 m_2 \cos \left(\theta_1 - \theta_2\right)\right) \\
\ddot{w}_2 &= -2 \sin \left(\theta_1 - \theta_2\right) \left(w_1^2 l_1 \left(m_1 + m_2\right) + g \left(m_1 + m_2\right) \cos \theta_1 + w_2^2 l_2 m_2 \cos \left(\theta_1 - \theta_2\right)\right)
\end{align*}
\]

(52)

where $w_1$ and $w_2$ represent the angular velocity of the two pendulum rods respectively. In this example, $L_1$, $L_2$ and $g$ are regarded as internal parameters, and their values are $[0.18, 0.22]$ m, $[0.27, 0.33]$ m and $[9.79, 9.81]$ m/s$^2$, respectively. The initial condition is $[\theta_1, \theta_2, w_1, w_2]_{t=0} = [\pi/3, \pi/2, 0, 0]$.

The SM, IC+IA, IC+SM and BCM are used to solve ODEs with interval parameters at time of 0-8 s. The time step is $\Delta t = 0.001$ s. Moreover, the degree $p$ of Chebyshev polynomial is 3, and each interval parameter uses 20 symmetrical sampling positions. The calculation results are plotted in Figs. 4 and 5. For intuitive comparison, ten time points are chosen, and the details are listed in Tables 2 and 3.

IC+SM and BCM provide more accurate results than IC+IA, and IC+SM and BCM almost consistent with SM (Figures 4 and 5, Tables 2 and 3). Moreover, the results of IC+IA diverge slowly with time. In contrast, IC+SM and BCM can effectively reduce the wrapping effect throughout the numerical process.

Compared with SM, IC+SM and BCM are both searching for the maximum and minimum values of the surrogate models, and thus take less computational consumption. IC+SM requires $20^3=8000$ sampling points at each time point for the double pendulum problem with 3 interval parameters. However, BCM only needs 1261 sample points, which is more efficient than IC+SM.

Table 2 Details of top pendulum angle $\theta_1$ in the time period of 8 s (units: rad)

| Time (s) | Lower bound | Upper bound |
|----------|--------------|--------------|
|          | SM           | IC+IA        | IC+SM        | BCM           | SM           | IC+IA        | IC+SM        | BCM           |
| 0.8      | -0.8543      | -0.9029      | -0.8544      | -0.8544       | -0.4543      | -0.4533      | -0.4543      | -0.4542       |
| 1.6      | 0.0185       | -0.1023      | 0.0156       | 0.0173        | 0.3443       | 0.3854       | 0.3450       | 0.3459        |
| 2.4      | 0.1234       | -0.1466      | 0.1271       | 0.1288        | 0.9613       | 1.0821       | 0.9600       | 0.9618        |
| 3.2      | -1.0866      | -1.6320      | -1.0863      | -1.0829       | -0.1943      | -0.0577      | -0.1923      | -0.1892       |
| 4.0      | 0.0511       | -0.2784      | 0.0340       | 0.0190        | 1.0791       | 1.8690       | 1.0784       | 1.0739        |
| 4.8      | -1.1095      | -1.8817      | -1.1114      | -1.1106       | 0.6787       | 1.0945       | 0.7054       | 0.6899        |
| 5.6      | -1.1057      | -1.7901      | -1.0741      | -1.0969       | 0.8960       | 1.7156       | 0.8759       | 0.8985        |
| 6.4      | -0.7084      | -1.3787      | -0.7442      | -0.7374       | 1.1937       | 2.4932       | 1.1865       | 1.1722        |
| 7.2      | -1.2161      | -2.8991      | -1.2131      | -1.1985       | 0.1412       | 1.6460       | 0.1709       | 0.1928        |
| 8.0      | -0.4661      | -1.7594      | -0.3846      | -0.3285       | 1.2052       | 3.0216       | 1.2198       | 1.2025        |
Table 3 Details of bottom pendulum angle $\theta_2$ in the time period of 8 s (units: rad)

| Time (s) | Lower bound | Upper bound |
|---------|-------------|-------------|
|         | SM          | IC+IA       | IC+SM       | BCM         |
| 0.8     | -1.2062     | -1.2501     | -1.2061     | -1.0090     |
| 1.6     | -0.5311     | -0.6246     | -0.5322     | 1.0792      |
| 2.4     | 0.0201      | -0.0274     | 0.0178      | 0.0155      |
| 3.2     | -1.3341     | -1.5338     | -1.3329     | -0.9635     |
| 4.0     | 0.5414      | 0.5347      | 0.5418      | 0.5480      |
| 4.8     | -1.3645     | -2.8188     | -1.3682     | -1.3635     |
| 5.6     | -1.6285     | -3.5069     | -1.6048     | -1.5854     |
| 6.4     | -1.0262     | -1.8687     | -0.9918     | -1.0249     |
| 7.2     | -2.0443     | -3.6193     | -2.0553     | -2.0544     |
| 8.0     | -1.6097     | -2.7139     | -1.6641     | -1.7451     |

Table 4 Information on uncertain parameters of damped spring-mass system

| $M_1$ (kg) | $M_2$ (kg) | $C$ (N·s/m) | $K_1$ (N/m) | $K_2$ (N/m) |
|-----------|------------|-------------|-------------|-------------|
| Mean value| 1          | 1.5         | 100         | 200         |
| Range     | [0.90, 1.10] | [1.35, 1.65] | [90, 110]   | [196, 204]  |

5.2. Damped spring-mass system

In this two-DOF damped spring-mass model (Fig. 6), $M_1$ and $M_2$ are masses, $C$ is the damping coefficient, and $K_1$ and $K_2$ are stiffness of the springs. Besides, the external forces $F=1$ N acts on the mass $M_2$.

The ODEs of the system can be expressed as [54]:

$$
\ddot{y}_1 = -\frac{1}{M_1}(C(\dot{y}_1 - \dot{y}_2) + (K_2 + K_1)y_1 - K_2y_2)
$$

where $y_1$ and $y_2$ are displacements of $M_1$ and $M_2$, respectively. The initial condition is $[\dot{y}_1, \dot{y}_2, y_1, y_2]_{t=0} = [0, 0, 0, 1, 0.1]$. Here, $M_1$, $M_2$, $C$, $K_1$ and $K_2$ are regarded as uncertain parameters (Table 4).

SM, IC+IA, IC+SM and BCM are employed to solve ODEs with interval parameters in 0–100 s. The time step is $\Delta t = 0.02$ s. Given the degree $p$ of the Chebyshev polynomial is 2, each interval parameter uses 10 symmetrical sampling positions. Figures 7 and 8 show the interval bounds of $y_1$ and $y_2$ in the time period 100 s, respectively. Moreover, ten time points are selected, and the details are listed in Tables 5 and 6.

The $y_1$ obtained by IC+IA, IC+SM, and BCM has a smaller error in the linear region (i.e. in the red dashed box) (Fig. 7), which can also be illustrated by $y_2$ in the red dashed box of Fig. 8. However, in the highly nonlinear region (the peaks and valleys of the curve), the error between the dynamic response intervals obtained by IC+IA and SM is considerably large. The displacement intervals of IC+SM and BCM are always close to the accurate solution without major deviation (Figs. 7 and 8, Tables 3 and 4). Therefore, IC+SM and BCM can acquire correct and dependable dynamic response interval throughout the numerical period.

For the damped spring-mass system with five interval parameters, IC+SM requires $10^5$ sample points at each time point, while BCM only needs 1051 sample points, so the computational efficiency is much higher than IC+SM.
Table 5 Details of $y_1$ in the time period of 100 s (units: mm)

| Time (s) | Lower bound | Upper bound |
|----------|-------------|-------------|
|          | SM          | IC+IA       | IC+SM       | BCM          | SM          | IC+IA       | IC+SM       | BCM          |
| 10       | 11.2062     | 11.0505     | 11.2062     | 11.2070      | 13.5391     | 13.5734     | 13.5390     | 13.5382      |
| 20       | 13.0870     | 12.9654     | 13.0889     | 13.0815      | 18.2854     | 18.7440     | 18.2827     | 18.2879      |
| 30       | 0.6179      | -0.4465     | 0.6079      | 0.5979       | 4.3854      | 4.5724      | 4.3912      | 4.4022       |
| 40       | 3.6854      | 3.1234      | 3.6843      | 3.6456       | 10.9346     | 11.3512     | 10.9440     | 10.9489      |
| 50       | 12.8294     | 12.6317     | 12.8326     | 12.7654      | 17.6661     | 19.3253     | 17.6479     | 17.4685      |
| 60       | 1.8721      | -0.6860     | 1.8294      | 1.7146       | 11.9273     | 12.7085     | 11.9550     | 11.9336      |
| 70       | 1.7390      | -1.7747     | 1.7485      | 1.7956       | 9.7877      | 10.9351     | 9.8358      | 10.0338      |
| 80       | 10.1683     | 8.8672      | 10.1039     | 10.0474      | 16.3280     | 19.0967     | 16.3795     | 16.7780      |
| 90       | 3.0456      | 0.6384      | 2.9312      | 2.8175       | 16.0619     | 18.2957     | 16.0976     | 16.4399      |
| 100      | 2.4205      | -1.9202     | 2.4355      | 2.3094       | 8.9206      | 10.4918     | 9.0155      | 9.5719       |

Table 6 Details of $y_2$ in the time period of 100 s (units: mm)

| Time (s) | Lower bound | Upper bound |
|----------|-------------|-------------|
|          | SM          | IC+IA       | IC+SM       | BCM          | SM          | IC+IA       | IC+SM       | BCM          |
| 10       | 18.0203     | 17.7896     | 18.0202     | 18.0221      | 21.3619     | 21.3641     | 21.3619     | 21.3591      |
| 20       | 22.7057     | 22.5875     | 22.7093     | 22.7036      | 29.6782     | 30.3285     | 29.6744     | 29.6769      |
| 30       | 2.6599      | 1.0904      | 2.6478      | 2.6196       | 8.7457      | 8.9655      | 8.7540      | 8.7796       |
| 40       | 6.9182      | 5.8984      | 6.9146      | 6.8594       | 18.5234     | 18.9668     | 18.5435     | 18.4950      |
| 50       | 22.3504     | 22.0842     | 22.3571     | 22.2741      | 28.7331     | 31.2542     | 28.7092     | 28.4825      |
| 60       | 4.7451      | 1.1387      | 4.6806      | 4.4775       | 20.4595     | 21.7372     | 20.5011     | 20.4629      |
| 70       | 4.3720      | -1.3540     | 4.4083      | 4.4731       | 16.7523     | 18.4076     | 16.8309     | 17.0524      |
| 80       | 16.9488     | 15.0073     | 16.8526     | 16.5001      | 26.7209     | 31.7034     | 26.7641     | 26.9268      |
| 90       | 6.6186      | 3.3251      | 6.4366      | 6.1866       | 26.5940     | 30.2784     | 26.6482     | 27.1358      |
| 100      | 5.5161      | -1.0535     | 5.5298      | 5.4636       | 15.3926     | 17.6198     | 15.5524     | 16.3423      |

5.3. Two-DOF vehicle model

To prove that the proposed method is applicable to practical engineering, the third example adopts a two-DOF vehicle model ignoring the influence of steering and suspension system (Fig. 9). In Fig. 9, $O$ is the center of mass; $v$ and $u$ are the lateral and longitudinal velocities of the center of mass respectively; $\beta$ is the sideslip angle of the center of mass; $w_r$ is the yaw velocity; $a$ and $b$ are the distances from the center of mass to the front and rear axles respectively; $\delta$ is the front wheel steering angle.

The ODEs of the two-DOF vehicle can be written as [55]:

\[
(k_1 + k_2) \beta + \frac{1}{u} (a k_1 - b k_2) w_r - k_1 \delta = m (\dot{v} + u \dot{w}_r)
\]

\[
(ak_1 - bk_2) \beta + \frac{1}{u} (a^2 k_1 + b^2 k_2) w_r - ak_1 \delta = I_z \ddot{w}_r
\]

where $k_1$ and $k_2$ are the front and rear wheels cornering stiffness respectively; $m$ is the vehicle mass, $I_z$ is the moment of inertia. $\beta$ can be denoted as:

\[
\beta = \frac{v}{u}, \quad \dot{\beta} = \frac{\dot{v}}{u}
\]

Substituting Eq. (55) into Eq. (54), we can get:
This example considers the dynamic response of the steering angle step input: the step input is defined as the front tire rotating to 2° in 0.2 s, and then keeping the angle unchanged, which can be expressed as:

\[
\delta = \begin{cases} 
\frac{10\pi}{180}, & t < 0.2 \\
\frac{2\pi}{180}, & t \geq 0.2
\end{cases}
\]  

Assuming that all parameters of the vehicle model are uncertain, the information of uncertain parameters is listed in Table 7. The midpoint values of these parameters are all from Ref. [55]. Moreover, the initial condition is \([w_r, w_r]_{t=0} = [0, 0]\).

| Table 7 Information on uncertain parameters of two-DOF vehicle model |
|------------------|------------------|----------------|----------------|------------------|-----------------|-----------------|
| a (m)         | b (m)         | k_1 (N/rad) | k_2 (N/rad) | I_z (kg m^2) | m (kg)          | u (km/h)        |
| Midpoint value | 1.117          | 1.223        | -30000       | -40000         | 2000            | 1188            | 90              |
| Range         | [1.1058, 1.1282] | [1.2107, 1.2353] | [-30300, -29700] | [-40400, -39600] | [1980, 2020] | [1069.2, 1188] | [60, 120]       |

Clearly, this dynamic model is relatively complex. SM, IC+IA, IC+SM and BCM are all applied to solve this dynamic system in a time period of 0-3.5 s. The time step is \(\Delta t = 0.001\) s. Given the degree \(p\) of the Chebyshev polynomial is 2, each interval parameter uses 10 symmetrical sampling positions. The interval bounds of \(w_r\) are shown in Fig. 10. Besides, ten time points are chosen (Table 8).

The interval bounds of \(w_r\) generated by IC+SM and BCM are basically consistent with that of SM, while IC+IA has a large error (Fig. 10). Table 8 and the red dotted box in Fig. 10 demonstrate this result more intuitively. Therefore, BCM has a good accuracy even for complex dynamic systems. However, due to the use of IA in BCM, some overestimation cannot be completely avoided.

Given that IC+SM needs \(10^7\) sample points at each time point for the vehicle model with 7 interval parameters and that BCM only requires 2171 samples, BCM has a very high computational efficiency. Furthermore, the example clearly shows that BCM can achieve high accuracy and low calculation amount when computing the response limits of a nonlinear dynamic system with interval uncertainty.
| Time (s) | Lower bound | Upper bound |
|---------|-------------|-------------|
|         | SM          | IC+IA       | IC+SM       | BCM         | SM          | IC+IA       | IC+SM       | BCM         |
| 0.35    | 5.7502      | 5.6903      | 5.7616      | 5.7623      | 6.9223      | 7.0397      | 6.9154      | 6.9149      |
| 0.70    | 8.1521      | 7.8806      | 8.1763      | 8.1812      | 10.7525     | 11.0215     | 10.7372     | 10.7331     |
| 1.05    | 8.0151      | 7.5020      | 8.0504      | 8.0583      | 10.0307     | 10.3464     | 10.0130     | 9.9704      |
| 1.40    | 6.4533      | 6.2685      | 6.4260      | 6.4080      | 8.8955      | 9.5652      | 8.8661      | 8.8450      |
| 1.75    | 5.8180      | 5.5823      | 5.7874      | 5.7646      | 8.6148      | 9.3717      | 8.5692      | 8.5554      |
| 2.10    | 6.0105      | 5.7757      | 5.9807      | 5.9686      | 8.5715      | 9.1873      | 8.5370      | 8.5269      |
| 2.45    | 6.3393      | 6.1257      | 6.3103      | 6.3047      | 8.5908      | 9.0762      | 8.5464      | 8.5323      |
| 2.80    | 6.4810      | 6.2918      | 6.4522      | 6.4500      | 8.6061      | 9.0500      | 8.5538      | 8.5368      |
| 3.15    | 6.4556      | 6.2847      | 6.4276      | 6.4271      | 8.6105      | 9.0745      | 8.5558      | 8.5383      |
| 3.50    | 6.3966      | 6.2247      | 6.3697      | 6.3643      | 8.6103      | 9.1055      | 8.5562      | 8.5401      |

6. Conclusions

A bivariate Chebyshev polynomials method is put forward to estimate the upper and lower bounds of nonlinear dynamic systems with interval parameters. This method can effectively alleviate the curse of dimensionality caused by scanning the entire uncertain domain. Based on BFD and Chebyshev polynomials, the solving of high-dimensional ODEs with interval parameters is converted into that of 1D and 2D ODEs, and the entire uncertain space is decomposed into a linear combination of 1D and 2D spaces. The upper and lower bounds of the dynamic response at each time step can be easily approximated by SM and IA. Three numerical examples are used to illustrate the feasibility and effectiveness of the method, and the following conclusions can be further summarized:

BCM provide more precise and reliable dynamic response limits than IC-IA. Meantime, the interval value of BCM is almost consistent with those of IC-SM and SM in the whole numerical period, but its computational efficiency is much higher. Hence, BCM is more accurate with less computational cost in solving nonlinear dynamic systems with interval parameters. BCM is also non-intrusive and only requires 1D and 2D interpolation points to obtain a surrogate model of the original response. Thus, BCM is more easy-to-use in practical engineering, particularly for implicit dynamic response with multiple uncertain parameters.
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Appendix

Interval arithmetic

Let \([a^l, a^u]\) and \([b^l, b^u]\) be two intervals, then interval arithmetic can be written as:

\[
[a^l, a^u] + [b^l, b^u] = [a^l + b^l, a^u + b^u]
\]
\[
\begin{align*}
[a^U, a^L] - [b^U, b^L] &= [a^U - b^U, a^L - b^L] \\
[a^U, a^L] \times [b^L, b^U] &= \frac{1}{2} \left( [a^L b^L - a^U b^U, a^L b^U + a^U b^L] \right) \\
[a^L, a^U] \times [b^L, b^U] &= \frac{1}{2} \left( [a^L b^L - a^U b^U, a^L b^U + a^U b^L] \right)
\end{align*}
\] (60)

Least squares method to generate the expansion coefficient

For convenience, \( \gamma_i \) corresponds to the expansion coefficients \( \beta_{i, i} \) in Eq. (17) one by one:

\[
\gamma_0 = \beta_{0,0}, \gamma_1 = \beta_{1,1}, \ldots, \gamma_{k-1} = \beta_{k-1,k-1}
\] (63)

The coefficient \( \gamma \) in Eq. (63) can be calculated by:

\[
\gamma = \left[ \gamma_0 \gamma_1 \ldots \gamma_{k-1} \right]^T = \left( T^T T \right)^{-1} T^T Y
\] (64)

where \( Y = \left[ y(x_1), y(x_2), \ldots, y(x_M) \right] \) is the dynamic output vector at the interpolation point. Then, the interpolation points are transformed as follows:

\[
\tilde{x}_i = \sqrt{2} \xi_i \left( x^L + x^U \right) \quad x^U - x^L \in [-1, 1]^n, \quad i = 1, 2, \ldots, M
\] (65)

Moreover, the matrix \( T \) is the value of Chebyshev polynomial at \( \tilde{x}_i \):

\[
T = \begin{bmatrix}
T_{0,0}(\tilde{x}_1) & \cdots & T_{0,p}(\tilde{x}_1) \\
\vdots & \ddots & \vdots \\
T_{0,0}(\tilde{x}_M) & \cdots & T_{0,p}(\tilde{x}_M)
\end{bmatrix}
\] (66)

References

1. Faes, M., Moens, D.: Recent Trends in the Modeling and Quantification of Non-probabilistic Uncertainty. Archives of Computational Methods in Engineering 27(3), 633-671 (2020).
2. Chen, S.H., Wu, J.: Interval optimization of dynamic response for structures with interval parameters. Comput. Struct. 82(1), 1-11 (2004).
3. Qiu, Z.P., Ma, L.H., Wang, X.J.: Non-probabilistic interval analysis method for dynamic response analysis of nonlinear systems with uncertainty. Journal of Sound and Vibration 319(1-2), 531-540 (2009).
4. Peng, H.J., Shi, B.Y., Wang, X.W., Li, C.: Interval estimation and optimization for motion trajectory of overhead crane under uncertainty. Nonlinear Dyn. 96(2), 1693-1715 (2019).
5. Stefanou, G.: The stochastic finite element method: Past, present and future. Comput. Meth. Appl. Mech. Eng. 198(9-12), 1031-1051 (2009).
6. Stefanou, G., Savvas, D., Papadrakakis, M.: Stochastic finite element analysis of composite structures based on mesoscale random fields of material properties. Comput. Meth. Appl. Mech. Eng. 326, 319-337 (2017).
9. Pishvaee, M.S., Khalaf, M.F.: Novel robust fuzzy mathematical programming methods. Applied Mathematical Modelling 40(1), 407-418 (2016).
10. Jiang, C., Zhang, W., Wang, B., Han, X.: Structural reliability analysis using a copula-function-based evidence theory model. Comput. Struct. 143, 19-31 (2014).
11. Wang, L., Chen, Z., Yang, S.: A polynomial chaos expansion approach for nonlinear dynamic systems with interval uncertainty. Nonlinear Dyn. (2020).
12. Moore, R.E., Bierbaum, F.: Methods and Applications of Interval Analysis. SIAM Society for Industrial & Applied Mathematics, Philadelphia (1979)
13. Wu, J., Zhao, Y.Q., Chen, S.H.: An improved interval analysis method for uncertain structures. Struct. Eng. Mech. 20(6), 713-726 (2005).
14. Wang, X., Qiu, Z., Elishakoff, I.: Non-probabilistic set-theoretic model for structural safety measure. Acta Mechanica 198(1-2), 51-64 (2008).
15. Sofi, A., Romeo, E.: A novel Interval Finite Element Method based on the improved interval analysis. Comput. Meth. Appl. Mech. Eng. 311, 671-697 (2016).
16. Xia, B., Yin, H., Yu, D.: Nondeterministic wave-based methods for low- and mid-frequency response analysis of acoustic field with limited information. Mechanical Systems and Signal Processing 84, 169-183 (2017).
17. Nedialkov, N.S., Jackson, K.R., Corliss, G.F.: Validated solutions of initial value problems for ordinary differential equations. Appl. Math. Comput. 105(1), 21-68 (1999).
18. Berz, M., Makino, K.: Suppression of the Wrapping Effect by Taylor Model-based Verified Integrators: Long-term Stabilization by Shrink Wrapping. Int. j. diff. equ. appl 10(4), 385-403 (2005).
19. Degrauwe, D., Lombaert, G., De Roeck, G.: Improving interval analysis in finite element calculations by means of affine arithmetic. Comput. Struct. 86(3-4), 247-254 (2010).
20. Muscolino, G., Sofi, A.: Stochastic analysis of structures with uncertain-but-bounded parameters via improved interval analysis. Probab. Eng. Eng. Mech. 28, 152-163 (2012).
21. Adusumilli, B.S., Kumar, B.K.: Modified affine arithmetic based continuation power flow analysis for voltage stability assessment under uncertainty. Iet Generation Transmission & Distribution 12(18), 4225-4232 (2018).
22. Jansson, C.: Calculation of exact bounds for the solution set of linear interval systems. Linear Algebra 251(96), 321-340 (1997).
23. Lin, Y., Stadtherr, M.A.: Validated solutions of initial value problems for parametric ODEs. Applied Numerical Mathematics 57(10), 1145-1162 (2007).
24. Xia, Y., Qiu, Z., Friswell, M.I.: The time response of structures with bounded parameters and interval initial conditions. Journal of Sound and Vibration 329(3), 353-365 (2010).
25. Qiu, Z.P., Wang, X.J.: Comparison of dynamic response of structures with uncertain-but-bounded parameters using non-probabilistic interval analysis method and probabilistic approach. Int. J. Solids Struct. 40(20), 5423-5439 (2003).
26. Qiu, Z.P., Wang, X.J.: Parameter perturbation method for dynamic responses of structures with uncertain-but-bounded parameters based on interval analysis. Int. J. Solids Struct. 42(18-19), 4958-4970 (2005).
27. Zhang, X.M., Ding, H., Chen, S.H.: Interval finite element method for dynamic response of closed-loop system with uncertain parameters. Int. J. Numer. Methods Eng. 70(5), 543-562 (2007).
28. Hu, J.X., Qiu, Z.P.: Non-probabilistic convex models and interval analysis method for dynamic response of a beam with bounded uncertainty. Applied Mathematical Modelling 34(3), 725-734 (2010).
29. Zhu, J., Qiu, Z.: Interval analysis for uncertain aerodynamic loads with uncertain-but-bounded parameters. Journal of Fluids and Structures 81, 418-436 (2018).
30. Xia, B.Z., Yu, D.J.: Modified sub-interval perturbation finite element method for 2D acoustic field prediction with large uncertain-but-bounded parameters. Journal of Sound and Vibration 331(16), 3774-3790 (2012).
31. Wang, C., Qiu, Z.: Subinterval perturbation methods for uncertain temperature field prediction with large fuzzy parameters. International Journal of Thermal Sciences 100, 381-390 (2016).
32. Long, X.Y., Jiang, C., Han, X., Tang, J.C., Guan, F.J.: An enhanced subinterval analysis method for uncertain structural problems. Applied Mathematical Modelling 54, 580-593 (2018).
33. Wu, J., Luo, Z., Zhang, Y., Zhang, N., Chen, L.: Interval uncertain method for multibody mechanical systems using Chebyshev inclusion functions. Int. J. Numer. Methods Eng. 95(7), 608-630 (2013).
34. Wu, J., Luo, Z., Zhang, N., Zhang, Y.: A new interval uncertain optimization method for structures using Chebyshev surrogate models. Comput. Struct. 146, 185-196 (2015).
35. Wu, J., Zhang, Y., Chen, L., Luo, Z.: A Chebyshev interval method for nonlinear dynamic systems under uncertainty. Applied Mathematical Modelling 37(6), 4578-4591 (2013).
36. Qin, W., Yin, H., Yu, D.J., Shangguan, W.-B.: A Chebyshev convex method for mid-frequency analysis of built-up structures with large convex uncertainties. Engineering Computations (2020).
37. Xu, M.H., Du, J.K., Wang, C., Li, Y.L.: A dimension-wise analysis method for the structural-acoustic system with interval parameters. Journal of Sound and Vibration 394, 418-433 (2017).
38. Xu, M., Du, J., Wang, C., Li, Y.: Hybrid uncertainty propagation in structural-acoustic systems based on the polynomial chaos expansion and dimension-wise analysis. Comput. Meth. Appl. Mech. Eng. 320, 198-217 (2017).
39. Feng, X., Zhang, Y., Wu, J.: Interval analysis method based on Legendre polynomial approximation for uncertain multibody systems. Advances in Engineering Software 121, 223-234 (2018).
40. Yin, S., Yu, D., Luo, Z., Xia, B.: An arbitrary polynomial chaos expansion approach for response analysis of acoustic systems with epistemic uncertainty. Comput. Meth. Appl. Mech. Eng. 332, 280-302 (2018).
41. Wan, H.-P., Ren, W.-X., Todd, M.D.: Arbitrary polynomial chaos expansion method for uncertainty quantification and global sensitivity analysis in structural dynamics. Mechanical Systems and Signal Processing 142, 106732 (2020).
42. Ma, Y., Wang, Y., Wang, C., Hong, J.: Interval analysis of rotor dynamic response based on Chebyshev polynomials. Chinese Journal of Aeronautics 33(9), 2342-2356 (2020).
43. Xiang, W.W.K., Yan, S.Z., Wu, J.N., Niu, W.D.: Dynamic response and sensitivity analysis for mechanical systems with clearance joints and parameter uncertainties using Chebyshev polynomials method. Mechanical Systems and Signal Processing 138 (2020).
44. Yin, S.W., Yu, D.J., Luo, Z., Xia, B.Z.: Unified polynomial expansion for interval and random response analysis of uncertain structure-acoustic system with arbitrary probability distribution. Comput. Meth. Appl. Mech. Eng. 336, 260-285 (2018).
45. Liu, Y.S., Wang, X.J., Wang, L.: A dynamic evolution scheme for structures with interval uncertainties by using bidirectional sequential Kriging method. Comput. Meth. Appl. Mech. Eng. 348, 712-729 (2019).
46. Wang, Z., Tian, Q., Hu, H.: Dynamics of spatial rigid-flexible multibody systems with uncertain interval parameters. Nonlinear Dyn. 84(2), 527-548 (2016).
47. Wu, J., Luo, L., Zhu, B., Zhang, N., Xie, M.: Dynamic computation for rigid-flexible multibody systems with hybrid uncertainty of randomness and interval. Multibody System Dynamics 47(1), 43-64 (2019).
48. Fu, C., Feng, G.J., Ma, J.J., Lu, K., Yang, Y.F., Gu, F.S.: Predicting the Dynamic Response of Dual-Rotor System Subject to Interval Parametric Uncertainties Based on the Non-Intrusive Metamodel. Mathematics 8(5) (2020).
49. Liu, Z.Z., Wang, T.S., Li, J.F.: A trigonometric interval method for dynamic response analysis of uncertain nonlinear systems. Science China-Physics Mechanics & Astronomy 58(4) (2015).
50. Liu, Z.Z., Wang, T.S., Li, J.F.: Non-intrusive hybrid interval method for uncertain nonlinear systems using derivative information. Acta Mech. Sin. 32(1), 170-180 (2016).
51. Buras, A.J., Jamin, M., Lautenbacher, M.E.: A 1996 Analysis of the CP Violating Ratio epsilon'/epsilon. Physics Letters B 389(4), 749-756 (1996).
52. Abramowitz, M., I., S.: Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables. Dover, New York (1972)
53. Xu, H., Rahman, S.: Decomposition methods for structural reliability analysis. Probab. Eng. Eng. Mech. 20(3), 239-250 (2005).
54. S.S., R.: Mechanial Vibrations. Prentice Hall, , Upper Saddle River, NJ (2011)
55. Wu, J.L., Zhang, Y.Q., Chen, L.P., Chen, P.F., Qin, G.: Uncertain analysis of vehicle handling using interval method. International Journal of Vehicle Design 56(1-4), 81-105 (2011).