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Abstract This article presents a finite difference method of order two for stiff differential equation that will overcome the effects of stiffness since it is A-stable. And, reflect the asymptotic behavior of the solution of the stiff problem since it is L-stable. The classical explicit Runge-Kutta methods of order two are not suitable for stiff problems since the numerical solution will not overcome the effects of stiffness and will not reflect the asymptotic behavior of the solution of the stiff problem (for example, Dahlquist problem). And, they are not both A-stable and L-stable. On applying Euler’s implicit method, the numerical solution will overcome the effects of stiffness and will reflect the asymptotic behavior of the solution of the stiff problem. And hence, it is both A-stable and L-stable. But it is of order one method. A new numerical method which is both A-stable and L-stable and of order two for the numerical solution of a stiff differential equation is presented in this article. It will overcome the effects of stiffness and reflects the asymptotic behaviour of the solution. The new method works well for large values of step size and works well in large domain. The new method is a modified form of the mid-point rule for the stiff problems. The rate of order of convergence is proved to be two both theoretically and numerically. Experimental results show the performance of the method based on the metrics such as stability function, stability region, order star fingers, the rate of order of theoretical and numerical convergence, absolute and relative errors, percentage of numerical solution accuracy and local and global truncation errors both numerically and graphically.
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1 Introduction

The problem considered in this article is the stiff differential equation

$$y'(t) = f(t, y(t)), \quad t \in [a, b], \quad y(a) = \phi.$$  \hspace{1cm} (1)

It is a question of calculating the unknown curve which starts at $t = a$ and satisfies the given stiff differential equation (1). Aiken [1] explained the notion of stiffness and computational aspects of stiffness. It is a collection of information given by many Scientists and Engineers on stiffness.

Numerical methods are tools allowing to approach solutions to problems which can have complex developments or which cannot be solved analytically. In engineering, engineers must tackle problems related to other disciplines such as the mechanics of structures or rocks, biology, chemistry or physics. Before solving these problems it is important to define and adopt a rational framework.

In 1769-1770, Leonhard Euler in his book, Institutionum Calculi Integralis, derived a numerical method for the numerical solution of the problem (1) and it is of the form [4]

$$y_{i+1} = y_i + hf(t_i, y_i), \quad i = 0, 1, 2, \ldots, N - 1, \quad y_0 = \phi$$  \hspace{1cm} (2)

where \{a = t_0, t_1, t_2, \ldots, t_N = b\} is a sequence of points in $[a, b]$, using the step size $h$, $t_i = t_0 + ih$ and $h = t_{i+1} - t_i$, $i = 0, 1, 2, \ldots, N - 1$. Method (2) is consistent with stiff problem (1) when the step size $h$ approaches zero ($h \to 0$). In the literature, for stiff problems, it is proved that method (2) is of order one.

To design a numerical method, the designer must have a deeper knowledge of the stability of the differential equation. For a designer, some tips are given by Mazzia [13]. Gear [8], examined the development of numerical solving techniques from problem identification to the ever final preparation of automatic codes for the solution of classes of similar problems. It is a study of recent works which have advanced the state of the art or which offer the promise of the future. It addresses several issues that are only part of the development path.

Forward Euler’s method serves as the basis to construct more numerical methods. Many explicit numerical methods have been generated from forward Euler’s method in [16–32]. A program in Maple, is presented to numerically solve the initial value problems by Shampine [15]. A program in Matlab, is presented to solve numerically the problem of initial value of the second order in [3]. Chen and Kojouharov in [6] designed a numerical method for parabolic equations with reaction terms that produces positive solutions. Jalghaf et al., in [11] designed explicit stable finite difference methods for diffusion-reaction...
type equations. Hairer in [9] designed explicit rational Runge-Kutta methods for stiff differential equations of high dimensions. Sottas in [33] showed that the rational Runge-Kutta methods are not suitable for stiff ordinary differential equations.

1.1 Main Results of this Article

A new numerical method which is both A-stable and L-stable and of order two for the numerical solution of a stiff differential equation is presented in this article. It will overcome the effects of stiffness and reflects the asymptotic behaviour of the solution. And hence, it is both A-stable and L-stable. The new method is a modified form of the mid-point rule for the stiff problems. The rate of order of convergence is proved to be two both theoretically and numerically. Experimental results show the performance of the method based on the metrics such as stability function, stability region, order star fingers, theoretical and numerical rate of the order of convergence, absolute and relative errors, percentage of numerical solution accuracy and local and global truncation errors both numerically and graphically. The new method works well for large values of step size and works well in large domain.

In brief, this article presents a new numerical method for the numerical solution of the first-order stiff differential equation (1). In section 2, a new numerical method is proposed for the numerical solution of the problem (1). In section 3, stability analysis using the amplification factor is given and in section 4, stability regions, stability function, order star fingers, order star finger region, relative order star region, and relative stability regions for the stiff problem are presented. In section 5, the theoretical rate of the order of convergence is proved. In section 6, the numerical rate of the order of convergence is proved. Finally, in section 7, experimental results show the performance of the method both numerically and graphically.

Throughout this article, C is a constant independent of the nodal point i, and the step size h. The term classical used by Doolan et al., in [7] refers to the numerical methods derived from Taylor’s series expansion which are not exponentially fitted. Explicit in the sense, the unknown term $y_{i+1}$ do not occur on the right hand side of the difference equation. And so, no iteration will be involved to evaluate the solution $y_{i+1}$. Implicit in the sense, the unknown term $y_{i+1}$ occur on the right hand side of the difference equation. And so, iteration will be involved to evaluate the solution $y_{i+1}$ for the convergence of the solution. The classical explicit Runge-Kutta methods of order two refers to [10]

$$y_{i+1} = y_i + \sum_{j=1}^{2} b_j k_j$$

where $k_1 = hf(t_i, y_i)$, and $k_2 = hf(t_i + c_2 h, y_i + a_{21} k_1)$. From this representation we list three explicit Runge-Kutta methods of order two, namely,

1. If $b_1 = \frac{1}{2}$, $b_2 = \frac{1}{2}$, $c_2 = 1$, and $a_{21} = 1$, then one will get the explicit Runge-Kutta method of order two. It is also named Euler-Cauchy method or Improved Euler method.
2. If \( b_1 = 0, b_2 = 1, c_2 = \frac{1}{2}, \) and \( a_{21} = \frac{1}{2}, \) then one will get the explicit Runge-Kutta method of order two. It is also named as mid-point rule.

3. If \( b_1 = \frac{1}{4}, b_2 = \frac{3}{4}, c_2 = \frac{2}{3}, \) and \( a_{21} = \frac{2}{3}, \) then one will get the explicit Runge-Kutta method of order two. It is also named as Heun’s method.

2 Numerical Method

A new numerical method proposed for the numerical solution of the stiff problem (1) is

\[
\begin{align*}
\alpha &= hf(t_i+1, y_{i+1}) \\
\beta &= hf(t_i + \frac{h}{2}, y_{i+1} - \frac{1}{2}(\alpha)) \\
y_{i+1} &= y_i + \beta, \quad i = 0, 1, 2, \ldots, N - 1, \quad y_0 = \phi
\end{align*}
\]  

(3)

where \( \{a = t_0, t_1, t_2, \ldots, t_N = b\} \) is a sequence of points in \([a, b]\), using the step size \( h, \) \( t_i = t_0 + ih \) and \( h = t_{i+1} - t_i, \) \( i = 0, 1, 2, \ldots, N - 1. \) Method (3) is consistent with the problem (1) when the step size \( h \) approaches zero \((h \rightarrow 0)\). The Butcher tableau for the method (3) is

\[
\begin{array}{c|ccc}
1 & 0 & 1 \\
\frac{1}{2} & \frac{1}{2} & 1 \\
0 & 1 & 1
\end{array}
\]

This article focuses on the method which is fully stable on the entire right half of the complex plane since the exact solution of the Dahlquist problem is stable on the entire right half of the complex plane. The new method must be unconditionally stable. The new method should work well for large values of step size and work well in large domain. The method must be both A-stable and L-stable.

3 Stability Result

The stability analysis of the stiff problem is presented using the amplification factor. On applying the method (3) to the Dahlquist problem

\[
y' = -\lambda y, \quad t \in [0, 1], \lambda > 0, \quad y(0) = 1
\]  

(4)

whose exact solution is \( y(t) = \exp(-\lambda t). \) The corresponding difference equation is

\[
\frac{y_{i+1}}{y_i} = \frac{1}{1 + h\lambda + \frac{(h\lambda)^2}{2}}
\]  

(5)

The corresponding amplification factor \( Q(\lambda h) \) is

\[
Q(\lambda h) = \frac{1}{1 + h\lambda + \frac{(h\lambda)^2}{2}}
\]  

(6)
3.1 Stability

A numerical method is stable if

\[ |Q(\lambda h)| \leq 1. \]  \hfill (7)

Using (7), the maximum step size for which the numerical method is stable can be determined. The equation (7) holds for all values of h in [0, 1] and no restriction on h for stability.

Note On applying the explicit method of Runge Kutta of order two (Improved Euler method)

\[ y_{n+1} = y_n + \frac{1}{2}[k_1 + k_2], \quad n = 0, 1, 2, \ldots, N - 1, \quad y_0 = \phi, \]

where \( k_1 = hf(t_n, y_n), \quad k_2 = hf(t_n + h, y_n + k_1) \) to the Dahlquist problem (4), we have the amplification factor \( Q(\lambda h) \) as

\[ Q(\lambda h) = 1 - h\lambda + \frac{(h\lambda)^2}{2}. \]

The expression (7) will not hold for all values of h, but only for \( 0 \leq \lambda h \leq 2 \).

Again, on applying the explicit Runge Kutta method of order two (the midpoint rule),

\[ y_{n+1} = y_n + k_2, \quad n = 0, 1, 2, \ldots, N - 1, \quad y_0 = \phi, \]

where \( k_1 = hf(t_n, y_n), \quad k_2 = hf(t_n + \frac{1}{2}h, y_n + \frac{1}{2}k_1) \) to the Dahlquist problem (4), we have the amplification factor \( Q(\lambda h) \) as

\[ Q(\lambda h) = 1 - h\lambda + \frac{(h\lambda)^2}{2}. \]

The expression (7) will not hold for all values of h, but only for \( 0 \leq \lambda h \leq 2 \).

It is observed that the explicit Runge Kutta methods of order two (Improved Euler method, the midpoint rule, and Heun’s method) have the same amplification factor \( Q(\lambda h) \) as

\[ Q(\lambda h) = 1 - h\lambda + \frac{(h\lambda)^2}{2}. \]
It is observed that the numerical solution is stable only in a small region on the right half of the complex plane and the numerical solution will not overcome the stiffness and will not reflect the asymptotic behavior of the solution. Finally, on applying the implicit Trapezoidal method of order two

\[ y_{n+1} = y_n + \frac{1}{2}[k_1 + k_2], \quad n = 0, 1, 2, \ldots, N-1, \quad y_0 = \phi, \]

where \( k_1 = hf(t_n, y_n), \quad k_2 = hf(t_n + h, y_{n+1}) \)

to the Dahlquist problem (4), we have the amplification factor \( Q(\lambda h) \) as

\[ Q(\lambda h) = \frac{1 - h\lambda}{1 + \frac{h\lambda}{2}}. \]

The expression (7) will hold for all values of \( 0 \leq \lambda h \leq 2 \). The numerical solution is not stable fully on the right half of the complex plane and the numerical solution will not reflect the asymptotic behavior of the solution. So, order two implicit Trapezoidal method is not suitable for the stiff problem (1) in the sense that the numerical solution is not stable fully on the right half of the complex plane.

In this article we have focussed on the method which is fully stable on the entire right half of the complex plane since the exact solution of the Dahlquist problem is stable on the entire right half of the complex plane. And, the method should be both A-stable and L-stable. The above observations motivates to design the numerical method (3) to the stiff problem (1). The exact solution of the Dahlquist problem is stable on the entire right half of the complex plane is the main key point. And, hence the method (3) is designed so that it is unconditionally stable to the Dahlquist problem (4), on the full right half of the complex plane, that is, it will overcome the stiffness and will reflect the asymptotic behavior of the solution.

4 Stability Region

The stability region, order star finger region, relative order star region, and relative stability regions of the solution of the stiff problem are presented using stability function to show boundedness, convergence, and order of numerical solution. Also, stability function is applied to show the numerical method (3) is A-stable and L-stable.

4.1 Stability region of the exact solution

From the exact solution of the Dahlquist problem (4), the stability function of the exact solution is given by

\[ S(z) = \exp(-z) \quad (8) \]

where \( z = h\lambda \), \( z \) is a complex number and the stability region is the full right half of the complex plane shown in Fig. 1. It represent the bounded region \( \{ z : z \in C, \text{Re}(z) \geq 0 \} \).
4.2 Stability region of the numerical solution

On applying a new method (3) to the problem (4), the stability function corresponding to the numerical solution is given by

\[ R(z) = \frac{1}{1 + z + \frac{z^2}{2}} \]  \hspace{1cm} (9)

where \( z = h\lambda \), \( z \) is a complex number and the corresponding stability region is a region outside the contour \( R1(z) = 1 + z + \frac{z^2}{2} \) in the complex plane which is presented in Fig. 2. It represents the bounded region \( \{ z : z \in C, \text{abs}(R1(z)) \geq 1 \} \) = \( \{ z : z \in C, \text{Re}(z) \geq 0 \} \bigcup \{ z : z \in C, \text{Re}(z) \leq 0 \} \) - \( \{ z : z \in C, \text{abs}(R1(z)) \leq 1 \} \). It is observed that the stability region includes the entire right half plane and also, in the left half plane the region outside the region \( \{ z : z \in C, \text{abs}(R1(z)) \leq 1 \} \). \( R(z) \) is the \((0,2)\) Padé approximation to \( \exp(-z) \).

4.3 Order star finger

The number of fingers in the absolute stability region will be considered for the order of the numerical method. In Fig. 3, there are two fingers in the absolute stability region. The numerical method (3) is of order two since the number of fingers in the absolute stability region is two.

4.4 Order Star finger region of the numerical method

The bounded region given in Fig. 4, is the order star finger region of the numerical method (3).

4.5 The Relative Stability Region

The bounded region given in Fig. 5, is the relative stability region or the order star of the first kind for the numerical method.

4.6 Absolute Relative Stability region of the numerical method

For the method (4), absolute stability region is obtained relative comparison with one is given in Fig. 6. It represents the bounded region

\[ \{ z : z \in C, \text{abs}(R1(z)) \leq 1 \} \]

4.7 Order Graph

The degree of the stability function \( R(z) \) is the order of the method.

\[ \text{Order} = \text{deg} \left( \frac{y_{n+1}}{y_n} \right) = \text{deg}(R(z)). \]
4.8 A-Stable

If the stability region of the solution of the numerical method is the full right half-plane then the numerical method is A-stable. The stability region of the numerical solution of the numerical method (3) is the union of the full right half-plane and some region in the left half-plane from Fig. 2. And so, the numerical method is A-stable. The new method will overcome the effects of stiffness since it is A-stable.

Note The stability regions of explicit Runge-Kutta methods and implicit Trapezoidal method of order two are given in Fig. 11 and Fig. 12 respectively. From the figures, it is clear that both the methods are not covering the entire right half of the complex plane. In the case of explicit methods covers only a small region of stability in the neighborhood of the point (2, 0). In case of implicit Trapezoidal method there is a gap in the neighborhood of the point (2, 0). Hence the explicit Runge-Kutta methods ( Improved Euler method, the mid point rule, and Heuns method ) and implicit Trapezoidal method of order two are not A-stable since they can not overcome the effects of stiffness.

4.9 L-Stable

A-stable method is said to be L-stable if the stability function $R(z) \to 0$ as $z \to \infty$. On applying this condition to the numerical method (3), it is observed that the stability function $R(z) \to 0$ as $z \to \infty$ and so the numerical method (3) is L-stable.

Note The stability function $R(z)$ for explicit Runge-Kutta methods ( Improved Euler method, the mid point rule, and Heuns method ) of order two is

$$R(z) = 1 - z + \frac{z^2}{2}.$$  

As $z \to \infty$, $R(z) \to \infty$ and so explicit Runge-Kutta methods of order two are not L-stable. The stability function $R(z)$ for implicit Trapezoidal method of order two is

$$R(z) = \frac{1 - z}{1 + \frac{z}{2}}.$$  

As $z \to \infty$, $R(z) \to -1$ and so the implicit Trapezoidal method of order two is not L-stable. Hence, the explicit Runge-Kutta methods ( Improved Euler method, the mid point rule, and Heuns method ) of order two and implicit Trapezoidal method of order two will not reflect the asymptotic behavior of the solution of the stiff problem.
5 Theoretical Rate of Order of Convergence

In this section, the theoretical rate of order of convergence of the numerical method \((3)\) is proved to be two. The main result of this section is shown in the following theorem.

**Theorem 1**  
If \(y(t)\) is the solution of the given differential equation \((1)\) and \(y_i\) is the numerical solution of the numerical method \((3)\), then, for \(i=0(1)N\), we have an error estimate of the form,

\[
|y(t_i) - y_i| \leq Ch^2
\]  

where \(C\) is independent of \(i\) and \(h\).

**Proof**  
The solution \(y(t)\) of \((1)\) at the nodal point \(t = t_{i+1}\) can be expressed in terms of solution \(y(t)\) at the nodal point at \(t = t_i\), using Taylor’s series as follows:

\[
y(t_{i+1}) = y(t_i) + hy'(t_i) + \frac{h^2}{2!} y''(t_i) + \frac{h^3}{3!} y'''(t_i) + O(h^4), \quad y(t_0) = \phi.
\]  

(11)

where \(h = t_{i+1} - t_i\), \(i = 0, 1, \cdots, N - 1\). The numerical method \((3)\) can be expressed as

\[
\begin{align*}
\alpha &= hf(t_{i+1}, y_{i+1}) \\
\beta &= hf(t_i + \frac{h}{2}, y_i + \frac{1}{2} \alpha) \\
y_{i+1} &= y_i + \beta, \quad i = 0, 1, 2, \cdots, N - 1, \quad y_0 = \phi
\end{align*}
\]  

(12)

where \(h = t_{i+1} - t_i\) and \(y_i = y(t_i), \quad i = 0, 1, \cdots, N\). Equation (11) can be rewritten as

\[
y_{i+1} = y_i + hy'(t_i) + \frac{h^2}{2!} y''(t_i) + \frac{h^3}{8} y'''(t_i) + O(h^4), y_0 = \phi.
\]  

(13)

From equations (11) and (13), we have

\[
y(t_{i+1}) - y_{i+1} = y(t_i) - y_i + \frac{h^3}{24} y'''(t_i) + O(h^4)
\]

\[
e_{i+1} = e_i + \frac{h^3}{24} y'''(t_i) + O(h^4), e_0 = 0
\]  

(14)

where \(e_i = y(t_i) - y_i, \quad i = 0, 1, \cdots, N\). The error per step, local truncation error (LTE) is given by

\[
LTE = \frac{h^3}{24} y'''(t_i) + O(h^4).
\]  

(15)

The error at a given time \(t\) is termed as global truncation error [GTE] can be obtained from (15) by rewriting (15) as follows:
\[ D_i e_i = \frac{h^3}{24} y'''(t_i) + O(h^3) \]

\[ GTE = \frac{h^2}{24} y'''(t_i) + O(h^3). \]  

(16)

From equation (14), we have to find the error estimate for the absolute error. For \( i=0,1,2,...,N-1 \), we have

\[ e_1 = e_0 + \frac{h^3}{24} y'''(t_0) + O(h^4), \quad e_0 = 0 \]  

(17)

\[ e_2 = e_1 + \frac{h^3}{24} y'''(t_1) + O(h^4), \]  

(18)

\[ e_i = e_{i-1} + \frac{h^3}{24} y'''(t_{i-1}) + O(h^4), \]  

(19)

continuing like this finally,

\[ e_N = e_{N-1} = \frac{h^3}{24} y'''(t_{N-1}) + O(h^4). \]  

(20)

From equations (17) to (20), we have,

\[ e_N = \frac{h^3}{24} \sum_{j=0}^{N-1} y'''(t_j) + O(h^4). \]  

(21)

Let \( k = \max |y'''(t_j)| \) for \( j = 0(1)N - 1 \), then,

\[ |e_N| \leq \frac{h^3}{24} \sum_{j=0}^{N-1} |y'''(t_j)| + O(h^4) \]  

(22)

\[ |e_N| \leq \frac{h^3}{24} \sum_{j=0}^{N-1} k + O(h^4) \]

\[ |e_N| \leq \frac{h^3}{24} Nk + O(h^4) \] Since \( N = \frac{b-a}{h} \), we have

\[ |e_N| \leq Ch^2. \]  

(23)

Now for \( i=0 \) and \( i=N \) we have the estimate. And for \( i=1,2,...N-1 \) we shall find the error estimate by taking the equation (19)

\[ e_i = \frac{h^3}{24} \sum_{m=0}^{i-1} y'''(t_m) + O(h^4). \]

\[ |e_i| \leq \frac{h^3}{24} \sum_{m=0}^{i-1} |y'''(t_m)| + O(h^4). \]
since
\[ \sum_{m=0}^{i-1} \left| y''(t_m) \right| \leq \sum_{j=0}^{N-1} \left| y''(t_j) \right| \]

we have,
\[ |e_i| \leq \frac{h^3}{24} \sum_{j=0}^{N-1} \left| y''(t_j) \right| + O(h^4). \] (24)

The right hand side of equation (22) is same as in equation (24), and so,
\[ |e_i| \leq Ch^2 \] (25)

for \( i=1(1)N-1 \). Finally, from (17), (24) and (25) the desired estimate (10) follows for \( i=0(1)N \)
\[ |e_i| \leq Ch^2. \] (26)

Hence the proof.

**Theoretical rate of Order of Convergence**

If \( y(t) \) is the solution of the given differential equation (1) and \( y_i \) is the numerical solution of the numerical method. And, if we have an error estimate of the form,
\[ \max_{0 \leq i \leq N} |y(t_i) - y_i| \leq Ch^n \] (27)

then \( n \) is the theoretical rate of order of convergence of the method and it can be obtained from the estimate (27). Rewrite (27) as \( e_i^h = Ch^n \) and \( e_{2i}^{\frac{h}{2}} = C \left( \frac{h}{2} \right)^n \) then taking the ratio we get the theoretical rate of order of convergence of a numerical method as
\[ n = \frac{\log(e_i^h)}{\log(2)}. \] (28)

where \( e_i^h = y(t_i) - y_i^h \) and \( e_{2i}^{\frac{h}{2}} = y(t_{2i}) - y_{2i}^{\frac{h}{2}} \). Here \( y_i^h \) stands for the numerical solution got by using step size \( h \) and \( y_{2i}^{\frac{h}{2}} \) stands for the numerical solution got by using step size \( \frac{h}{2} \). From (27) and (28) the theoretical rate of the order of convergence of the numerical method (3) is of two \( (n=2) \).

When the exact solution is not known how to find the numerical rate of the order of convergence is the next arising question. To answer this question in the next section an alternate numerical rate of the order of convergence is derived.
6 Numerical Rate of Order of Convergence

In this section, the numerical rate of the order of convergence of the numerical method (3) is proved to be two. The main result of this section is stated in the following theorem.

**Theorem 2** Let $y(t)$ be the solution of the given differential equation (1) and $y_h^i$ and $y_{h/2}^i$ be the numerical solution of the numerical method (3) using step sizes $h$ and $h/2$ respectively. Then, for $i=0(1)N$, we have an error estimate of the form,

$$
|y(t_i) - y_h^i| = \left| \frac{4}{3} y_{h/2}^i - y_h^i \right| \leq C h^2
$$

where $C$ is independent of $i$ and $h$.

**Proof** Let $w_i = \frac{4}{3} (y_{h/2}^i - y_h^i)$ for $i=0(1)N$.
For $i = 0, w_0 = 0$, and for $i=1(1)N$ we have, from (3),

$$
w_{i+1} = w_i + T_3 - T_4
$$

where

$$
T_1 = f(t_{2i+\frac{1}{2}}, y_{2i+1}^h - \frac{h}{2} f(t_{2i+1}, y_{2i+1}^h)),
T_2 = f(t_{2i+\frac{3}{2}}, y_{2i+2}^h - h f(t_{2i+2}, y_{2i+2}^h)),
T_3 = \frac{h}{2} [T_1 + T_2],
T_4 = \frac{4}{3} h f(t_i + \frac{h}{2}, y_{i+1}^h - \frac{h}{2} f(t_{i+1}, y_{i+1}^h))
$$

Using the procedure in Theorem. 1, equation (30) gets the form

$$
w_{i+1} = w_i + \frac{11}{96} h^3 y'''(t_i) + O(h^4)
$$

(31)

From (31), the error per step is given by

$$
LTE = \frac{11}{96} h^3 y'''(t_i) + O(h^4)
$$

(32)

The equation (31) can be rewritten as,

$$
D_w = \frac{11}{96} h^2 y''(t_i) + O(h^3)
$$

and hence the error at a given time $t$ is given by

$$
GTE = \frac{11}{96} h^2 y''(t_i) + O(h^3)
$$

(33)

Now, the equation (33) is for $i=1(1)N$. Adopting the procedure followed in Theorom. 1, for $i=1(1)N$, we have from (31),

$$
w_i = w_{i-1} + \frac{11}{96} h^3 y'''(t_{i-1}) + O(h^4)
$$

(34)
Now, for $i=1(1)N$, we have the relation

$$w_i = \frac{11}{96} h^3 \sum_{m=0}^{i-1} y'''(t_m) + O(h^4).$$

(35)

Following the procedure in Theorem 1, $w_i \leq \frac{11}{96} h^3 \sum_{m=0}^{N-1} y'''(t_m) + O(h^4).$ (36)

Taking absolute value on both sides,

$$|w_i| \leq \frac{11}{96} h^3 \sum_{m=0}^{N-1} |y'''(t_m)| + O(h^4).$$

(37)

Let $k = \max |y'''(t_m)|$, for $m=0,1,2,...,N-1$, then, for $i=1(1)N$,

$$|w_i| \leq \frac{11}{96} h^3 \sum_{m=0}^{N-1} k + O(h^4) \leq \frac{11}{96} h^3 NK + O(h^4) \leq \frac{11}{96} (b-a) h^2 K + O(h^3).$$

(38)

From (30) and (38), we have the required result, for all $i=0(1)N$

$$|w_i| \leq Ch^2.$$  

(39)

Hence the proof.

**Numerical Rate of Order of Convergence** Let $y(t)$ be the solution of the given differential equation (1) and $y^h_i$ and $y^{\frac{h}{2}}_i$ are the numerical solution of the numerical method using step sizes $h$ and $\frac{h}{2}$ respectively. Then, we have an error estimate of the form,

$$\max_{0 \leq i \leq N} |y(t_i) - y^h_i| = \max_{0 \leq i \leq N} \left| \frac{2^n}{2^n - 1} [y^{\frac{h}{2}}_i - y^h_i] \right| \leq Ch^n.$$  

(40)

Here $n$ is the numerical rate of order of convergence of the method and it can be obtained from the estimate (40). Rewrite (40) as $w^h_i = Ch^n$ and $w^{\frac{h}{2}}_i = Ch^{\frac{n}{2}}$, then taking the ratio we get the numerical rate of order of convergence of a numerical method as

$$n = \frac{\log(w^h_i)}{\log(w^{\frac{h}{2}}_i)}.$$  

(41)

where $w_i = \frac{4}{3} [y^{\frac{h}{2}}_i - y^h_i]$ and $w_{2i} = \frac{4}{3} [y^{\frac{h}{4}}_i - y^{\frac{h}{2}}_i]$. Here $y^{\frac{h}{2}}_i$ stands for the numerical solution got by using step size $\frac{h}{2}$ and $y^{\frac{h}{4}}_i$ stands for the numerical solution got by using step size $\frac{h}{4}$. From (40) and (41) the numerical rate of order of convergence of the numerical method (3) is of two ($n=2$).

### 7 Experimental Results

In this section, both numerical and graphical results for four stiff problems are given. Test problems considered are
Test problem 1. \( y' = -\lambda y, y(0) = 1 \). whose solution is \( y(t) = \exp(-\lambda t) \).

Test problem 2. \( y' = -\lambda y^2, y(0) = \frac{1}{18} \) whose solution is \( y(t) = \frac{y(0)}{1 + \lambda y(0)t} \).

Test problem 3. \( y' = 100(sint - y), y(0) = 0 \). whose exact solution is [14] \( y(t) = \frac{\sin(t) - 0.01 \cos(t) + 0.01 \exp(-100t)}{1.0001} \).

Test problem 4. \( y' = \lambda(g(t) - y) + g'(t), y(0) = 1 \). whose exact solution is [17] \( y(t) = g(t) + \exp(-\lambda t), g(t) = 10 - (10 + t)\exp(-t) \).

Using Dahlquist problem (Test Problem 1, \( \lambda = 1 \)), experimental results are provided concerning theoretical and numerical rate of order of convergence, absolute and relative errors, and their percentage. Using test problems 1, and 3, comparison is made with other order one and order two numerical methods. Graphical results are given using the test problems 1, 2, and 3.

7.1 Theoretical Rate of Order of Convergence

If the exact solution is known then the theoretical rate of order of convergence of a numerical method \( P_N \) is defined as

\[
P_N = \frac{\log \left( \frac{e^h_i}{e^2_h_i} \right)}{\log 2}
\]

where \( e^h_i = y(t_i) - y^h_i \) and \( e^{2h}_i = y(t_{2i}) - y^{2h}_i \). \( N \) refers to the number of nodal points for a particular step size \( h \). The average rate can be defined as \( P = \frac{1}{N} \sum P_N \). It is observed from Table 1 for the Dahlquist problem (Test Problem 1, \( \lambda = 1 \)), the theoretical rate of the order of convergence is two.

7.2 Numerical Rate of Order of Convergence

If the exact solution is not known then the numerical rate of order of convergence of a numerical method \( P_N \) is defined as

\[
P_N = \frac{\log \left( \frac{w^h_i}{w^2_h_i} \right)}{\log 2}
\]

where \( w^h_i = \frac{4}{3}[y^h_{2i} - y^h_i] \) and \( w^{2h}_i = \frac{4}{3}[y^{2h}_{4i} - y^{2h}_i] \). \( N \) refers to the number of nodal points for a particular step size \( h \). The average rate can be defined as \( P = \frac{1}{N} \sum P_N \) It is observed from Table 2 for the Dahlquist problem (Test Problem 1, \( \lambda = 1 \)), the numerical rate of the order of convergence is two.

From Tables 1 and 2, it is observed that for the Dahlquist problem (Test Problem 1, \( \lambda = 1 \)), we get the rate of the order of convergence as two.
7.3 Order graph plot

The order graph for the solutions of the Dahlquist problem (Test Problem 1, \(\lambda = 1\)) and the numerical method (3) is plotted in Fig. 7. It is a plot of \(h\) and \(Q(h)\). From the exact solution of Dahlquist problem (Test Problem 1), \(Q(h) = \exp(-h)\) and from the numerical method (3) we have \(Q(h) = \frac{1}{1+b+h+h^2}\).

7.4 Experimental results concerning the error

From the derivation of Theorem 1, it is observed that, the local and global truncation errors get increased from time steps \(t = t_0 = a\) to \(t = t_1\) and upto \(t = t_N = b\) since the numerical method (3) is a recurrence relation between two consecutive time steps \(t = t_i\) and \(t = t_{i+1}\) the error in time step \(t = t_i\) get added with the error in the step \(t = t_{i+1}\). Similarly, absolute and relative errors get increased from time steps \(t = t_0 = a\) to \(t = t_1\) and upto \(t = t_N = b\). This is illustrated in Table 3 using Dahlquist problem (Test Problem 1, \(\lambda = 1\)).

It is observed from Table 3, the value of the absolute error and cumulative absolute error increases from the nodal point \(i=0\) to \(i=16\) and reaches maximum values 2.283E-04 and 2.7383E-03 respectively. Similarly, the value of the relative error and cumulative relative error increases from the nodal point \(i=0\) to \(i=16\) and reaches maximum values 6.2148E-04 and 5.2821E-03 respectively. Accumulation of error at each nodal point cause this effect.

7.5 Experimental results concerning percentage

The ratio of numerical and exact solution \(s_i = \frac{y_i}{y(T_i)}\) and its percentage is calculated. The expected ratio value is 1 at all nodal points and its percentage is 100 at all nodal points. And, the percentage of relative error is zero at all nodal points. The sum of the ratio percentage and the relative error percentage at each nodal point is 100.

It is observed from Table 4 using Dahlquist problem (Test Problem 1, \(\lambda = 1\), at all nodal points, the ratio is 1 from \(i=1\) to \(i=16\). The percentage of the ratio is 100 at all nodal points from \(i=1\) to \(i=16\). The maximum percentage of relative error is 0.0062148.

7.6 Comparative results concerning absolute error

Using Dahlquist problem (Test Problem 1, \(\lambda = 16\) in \([0, 10]\)), Table 5 presents errors due to all schemes concerning maximum absolute errors. The numerical method (3) proposed in this article is compared with explicit Euler Forward method, implicit Euler Backward method, the explicit Runge-Kutta methods (Improved Euler method, the mid point rule, and Heun's method) of order
two, and implicit Trapezoidal method of order two. In Table 5, R-K methods refer to explicit Runge-Kutta methods. From Table 5, it is observed that explicit Runge-Kutta methods, and implicit Trapezoidal method are of order two. Euler’s forward and backward methods are of order one and the new method (3) is of order two. It is observed from the Table 5, the method (3) is better than other order one and two methods for large values of the step size h.

In Table 6, using Test Problem 3 in [0, 25], the numerical method (3) is compared with other methods. Explicit Euler method of order one and explicit Runge-Kutta methods of order two are not suitable for large step size for the Problem 3, and so implicit Euler method and Trapezoidal methods can be compared with method (3). It is observed from the Table 6, the method (3) is better than other order one and two methods for large values of the step size h.

7.7 The Shape of the numerical solution of the stiff problem

The graphical results for the Test Problems 2 in [0, 15], Problem 3 in [0, 25], and Problem 3 in [0, 20] are given in Figures. 8, 9, and 10 respectively using the step size $h = \frac{1}{16}$. The numerical solution is compared with the exact solution and the absolute error is also plotted. It is observed that the numerical solution converges with the exact solution and reflects the asymptotic behavior of the solution of the stiff problem.

Finally, the numerical method (3) will overcome the effects of stiffness and will reflect the asymptotic behavior of the solution of the stiff problem. The method (3) is fully stable on the entire right half of the complex plane since the exact solution of the Dahlquist problem is stable on the entire right half of the complex plane. The new method is unconditionally stable. The new method works well for large values of step size and works well in large domain. The method (3) is both A-stable and L-stable.

8 Conclusions

This article presents a finite difference method of order two for stiff problems that will overcome the effects of stiffness since it is A-stable. And, reflect the asymptotic behavior of the solution of the stiff problem since it is L-stable. The new method works well for large values of step size and works well in large domain.

The classical explicit Runge-Kutta methods of order two are not suitable for stiff problems since the numerical solution will not overcome the effects of stiffness and will not reflect the asymptotic behavior of the solution of the stiff problem (for example, Dahlquist problem). And, they are not both A-stable and L-stable. On applying Euler’s implicit Backward method, the numerical solution will overcome the effects of stiffness and will reflect the asymptotic
behavior of the solution of the stiff problem. And hence, it is both A-stable and L-stable. But it is of order one method.

A new numerical method which is both A-stable and L-stable and of order two for the numerical solution of a stiff differential equation is presented in this article. It will overcome the effects of stiffness and reflects the asymptotic behaviour of the solution. The new method is a modified form of the mid-point rule for the stiff problems. The rate of order of convergence is proved to be two both theoretically and numerically. Experimental results show the performance of the method based on the metrics such as stability function, stability region, order star fingers, theoretical and numerical rate of the order of convergence, absolute and relative errors, percentage of numerical solution accuracy and local and global truncation errors both numerically and graphically.

Calculating the shape of the unknown curve which starts at a given point and satisfies the given stiff differential equation is our problem. The shape of the unknown curve is got by the new A-stable and L-stable numerical method with order two convergence.

In brief, for stiff problems, it is proved that the numerical method (3) is of order two. This means,

1. The error per step is proportional to the cube of the step size,
2. The error at a given time is proportional to the square of the step size.

Both theoretical and numerical rate of the order of convergence is proved to be two. The new method will overcome the effects of stiffness since it is A-stable. And, also, the new method has stronger property than the A-stability. Stability regions, order star, order star finger region, relative order star region, relative absolute region, and order graph are presented for the stiff problem. We hope that Scientists and Engineers will get in deep of the development of numerical methods in the path of development of stability region in the complex plane, percentage of numerical solution accuracy and theoretical and numerical rate and the average rate of the order of convergence.

We suggest to use the order two method presented in this article instead of the classical explicit Runge-Kutta methods of order two since it is unconditionally stable to the Dahlquist problem (4) on the full right half of the complex plane. And, it will overcome the effects of stiffness and reflects the asymptotic behavior of the solution. The future research work will be this method will be applied to system of stiff initial value problems and also for problems of higher dimension.
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Table 1 Theoretical rate of the order of convergence -Test Problem 1 in $[0, 1]$, $\lambda = 1$.

| $h$ | $N$ | max absolute error | theoretical rate $P_N$ | average rate $P^*$ |
|-----|-----|--------------------|------------------------|-------------------|
| $2^{-2}$ | 4 | 3.197043E-03 | – | – |
| $2^{-3}$ | 8 | 8.737092E-04 | 1.871783792 | – |
| $2^{-4}$ | 16 | 2.286294E-04 | 1.934142247 | – |
| $2^{-5}$ | 32 | 5.849056E-05 | 1.942169389 | – |
| $2^{-6}$ | 64 | 1.479500E-05 | 1.963208491 | 2.007647262 |
| $2^{-7}$ | 128 | 3.720425E-06 | 1.991570355 | – |
| $2^{-8}$ | 256 | 9.328073E-07 | 2.043376497 | – |
| $2^{-9}$ | 512 | 2.325505E-07 | 2.094038837 | – |
| $2^{-10}$ | 1024 | 5.852144E-08 | 1.990506867 | – |
Table 2
Numerical rate of the order of convergence - Test Problem 1 in [0, 1], \( \lambda = 1 \).

| \( h \) | \( N \) | max absolute error | numerical rate \( P_N \) | average rate \( P \) |
|---|---|---|---|---|
| \( 2^{-4} \) | 4 | 7.64846E-03 | – | – |
| \( 2^{-3} \) | 8 | 1.290160E-03 | 1.849205020 | – |
| \( 2^{-4} \) | 16 | 3.402686E-04 | 1.922804063 | – |
| \( 2^{-5} \) | 32 | 8.740005E-05 | 1.960942576 | – |
| \( 2^{-6} \) | 64 | 2.214921E-05 | 1.980509139 | 1.95666541 |
| \( 2^{-7} \) | 128 | 5.575234E-06 | 1.990150980 | – |
| \( 2^{-8} \) | 256 | 1.398514E-06 | 1.994828218 | – |
| \( 2^{-9} \) | 512 | 3.500591E-07 | 1.998224280 | – |

Table 3
Exact and numerical solutions, absolute and relative errors - Test Problem 1 in [0, 1], \( \lambda = 1 \).

| \( t = h \cdot t_i \) | \( y(t_i) \) | \( y_i \) | \( e_i = y(t_i) - y_i \) | \( \sum_{j=0}^{i} e_j \) | \( r_i = 1 - \frac{y_i}{y(t_i)} \) | \( \sum_{j=0}^{i} r_j \) |
|---|---|---|---|---|---|---|
| \( 2^{-4} \cdot 0 \) | 1.0000E+00 | 1.0000E+00 | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 |
| \( 2^{-4} \cdot 1 \) | 9.3941E-01 | 9.3945E-01 | 3.6478E-05 | 3.6478E-05 | 3.8831E-05 | 3.8831E-05 |
| \( 2^{-4} \cdot 2 \) | 8.8250E-01 | 8.8257E-01 | 6.8538E-05 | 1.0502E-04 | 7.7664E-05 | 7.7664E-05 |
| \( 2^{-4} \cdot 3 \) | 8.2903E-01 | 8.2913E-01 | 9.6580E-05 | 2.0160E-04 | 1.1650E-04 | 1.1650E-04 |
| \( 2^{-4} \cdot 4 \) | 7.7880E-01 | 7.7892E-01 | 1.2097E-04 | 3.2257E-04 | 1.5533E-04 | 1.5533E-04 |
| \( 2^{-4} \cdot 5 \) | 7.3162E-01 | 7.3176E-01 | 1.4206E-04 | 4.6463E-04 | 1.9417E-04 | 1.9417E-04 |
| \( 2^{-4} \cdot 6 \) | 6.8729E-01 | 6.8745E-01 | 1.6014E-04 | 6.2477E-04 | 2.3299E-04 | 2.3299E-04 |
| \( 2^{-4} \cdot 7 \) | 6.4563E-01 | 6.4582E-01 | 1.7552E-04 | 8.0299E-04 | 2.7185E-04 | 2.7185E-04 |
| \( 2^{-4} \cdot 8 \) | 6.0653E-01 | 6.0672E-01 | 1.8844E-04 | 9.8874E-04 | 3.0699E-04 | 3.0699E-04 |
| \( 2^{-4} \cdot 9 \) | 5.6978E-01 | 5.6998E-01 | 1.9916E-04 | 1.8799E-03 | 3.4053E-04 | 3.4053E-04 |
| \( 2^{-4} \cdot 10 \) | 5.3526E-01 | 5.3547E-01 | 2.0788E-04 | 1.9560E-03 | 3.8883E-04 | 3.8883E-04 |
| \( 2^{-4} \cdot 11 \) | 5.0283E-01 | 5.0305E-01 | 2.1425E-04 | 2.0162E-03 | 4.3723E-04 | 4.3723E-04 |
| \( 2^{-4} \cdot 12 \) | 4.7237E-01 | 4.7259E-01 | 2.2010E-04 | 2.0788E-03 | 4.8697E-04 | 4.8697E-04 |
| \( 2^{-4} \cdot 13 \) | 4.4375E-01 | 4.4397E-01 | 2.2686E-04 | 2.0484E-03 | 5.4042E-04 | 5.4042E-04 |
| \( 2^{-4} \cdot 14 \) | 4.1864E-01 | 4.1709E-01 | 2.3368E-04 | 2.0162E-03 | 5.9377E-04 | 5.9377E-04 |
| \( 2^{-4} \cdot 15 \) | 3.9161E-01 | 3.9183E-01 | 2.4068E-04 | 2.0788E-03 | 6.4609E-04 | 6.4609E-04 |
| \( 2^{-4} \cdot 16 \) | 3.6788E-01 | 3.6811E-01 | 2.4763E-04 | 2.0484E-03 | 6.9832E-04 | 6.9832E-04 |

Fig. 1
Stability region of the exact solution of the Test Problem 1.
### Table 4: Comparison of different numerical methods - Test Problem 1, $\lambda = 1$

| $t_i = h \times i$ | $y(t_i)$ | $\dot{y} = \frac{y(t_i) - y(t_{i-1})}{h}$ | $s_i = \frac{\dot{y}}{\sqrt{4(\lambda - 1)}}$ | $r_i = 1 - \frac{(\dot{y})^2}{4(\lambda - 1)}$ | $r_i, 100$ |
|-------------------|----------|------------------|----------------|----------------|----------------|
| $2^{-1}$          | 1.0000E+00 | 1.0000E+00       | 1              | 100            | 0.0000E+00     | 0.0000E+00 |
| $2^{-1.5}$        | 9.334E+00  | 9.334E+00        | 1              | 100            | 3.333E+00      | 3.333E+00 |
| $2^{-1.9}$        | 8.328E+00  | 8.328E+00        | 1              | 100            | 7.333E+00      | 7.333E+00 |
| $2^{-2}$          | 8.293E+00  | 8.293E+00        | 1              | 100            | 1.166E+00      | 1.166E+00 |
| $2^{-2.5}$        | 7.189E+00  | 7.189E+00        | 1              | 100            | 1.553E+00      | 1.553E+00 |
| $2^{-2.9}$        | 6.872E-01  | 6.872E-01        | 1              | 100            | 2.330E-01      | 2.330E-01 |
| $2^{-3}$          | 6.565E-01  | 6.565E-01        | 1              | 100            | 2.718E-01      | 2.718E-01 |
| $2^{-3.5}$        | 6.063E-01  | 6.063E-01        | 1              | 100            | 3.169E-01      | 3.169E-01 |
| $2^{-3.9}$        | 5.609E-01  | 5.609E-01        | 1              | 100            | 3.695E-01      | 3.695E-01 |
| $2^{-4}$          | 5.352E-01  | 5.352E-01        | 1              | 100            | 4.182E-01      | 4.182E-01 |
| $2^{-4.5}$        | 5.028E-01  | 5.028E-01        | 1              | 100            | 4.723E-01      | 4.723E-01 |
| $2^{-4.9}$        | 4.723E-01  | 4.723E-01        | 1              | 100            | 5.334E-01      | 5.334E-01 |
| $2^{-5}$          | 4.437E-01  | 4.437E-01        | 1              | 100            | 6.029E-01      | 6.029E-01 |
| $2^{-5.5}$        | 4.168E-01  | 4.168E-01        | 1              | 100            | 6.836E-01      | 6.836E-01 |
| $2^{-6}$          | 3.916E-01  | 3.916E-01        | 1              | 100            | 7.776E-01      | 7.776E-01 |
| $2^{-6.5}$        | 3.678E-01  | 3.678E-01        | 1              | 100            | 8.825E-01      | 8.825E-01 |

### Table 5: Comparison of different numerical methods - Test Problem 1, $\lambda = 16$

| $h$ | Euler Forward | Euler Backward | Trapezoidal | R-K methods | Scheme (3) |
|-----|---------------|----------------|-------------|-------------|------------|
| $2^{-1}$ | 3.743E+00 | 1.709E+00 | 1.600E+00 | 1.615E+00 | 1.630E+00 |
| $2^{-2}$ | 2.912E+00 | 1.205E+00 | 1.184E+00 | 1.191E+00 | 1.206E+00 |
| $2^{-3}$ | 2.673E+00 | 1.052E+00 | 1.032E+00 | 1.039E+00 | 1.055E+00 |
| $2^{-4}$ | 1.993E+00 | 7.912E+00 | 7.681E+00 | 7.740E+00 | 7.872E+00 |
| $2^{-5}$ | 1.499E+00 | 4.906E+00 | 4.676E+00 | 4.724E+00 | 4.848E+00 |
| $2^{-6}$ | 1.044E+00 | 3.023E+00 | 2.812E+00 | 2.851E+00 | 2.965E+00 |
| $2^{-7}$ | 6.557E-01 | 1.052E+00 | 1.000E+00 | 1.005E+00 | 1.020E+00 |
| $2^{-8}$ | 3.921E-01 | 6.523E-01 | 6.086E-01 | 6.131E-01 | 6.223E-01 |

### Table 6: Comparison of different numerical methods - Test Problem 3.

| $h$ | Euler Forward | Euler Backward | Trapezoidal | R-K methods | Scheme (3) |
|-----|---------------|----------------|-------------|-------------|------------|
| $2^{-1}$ | 7.164E-01 | 1.241E+00 | 8.613E-03 | 5.405E+03 | 5.781E+03 |
| $2^{-2}$ | 6.084E+00 | 7.264E+00 | 7.776E-14 | 7.880E-14 | 7.978E-14 |
| $2^{-3}$ | 5.686E+00 | 3.710E+00 | 3.803E-16 | 3.896E-16 | 3.989E-16 |
| $2^{-4}$ | 1.007E-00 | 9.833E-03 | 9.562E-03 | 9.670E-03 | 9.778E-03 |
| $2^{-5}$ | 0.0029E+00 | 1.806E-03 | 8.683E-03 | 4.458E-03 | 5.470E-03 |
| $2^{-6}$ | 8.645E-04 | 1.055E-03 | 9.623E-04 | 4.699E-04 | 5.715E-04 |
| $2^{-7}$ | 3.929E-03 | 6.206E-04 | 6.883E-04 | 1.257E-04 | 1.017E-04 |
| $2^{-8}$ | 1.873E-04 | 3.215E-04 | 3.174E-04 | 1.716E-04 | 1.076E-04 |
| $2^{-9}$ | 9.168E-05 | 1.725E-04 | 9.260E-06 | 1.512E-06 | 6.438E-06 |
Fig. 2 Stability region of the numerical solution of the method (3) - Test Problem 1.

Fig. 3 Order star fingers of the numerical solution of the method (3) - Test Problem 1.
Fig. 4 Order star-finger region of the numerical method (3) - Test Problem 1.

Fig. 5 Relative stability region of order star finger of the numerical method (3) - Test Problem 1.
Fig. 6 Absolute relative stability region of the numerical method (3) - Test Problem 1.

Fig. 7 Order graph plot of the numerical method (3) for Test Problem 1.
Fig. 8 Shape of exact solution, numerical solution of method (3) and absolute error- Test Problem 2 in [0, 15] for $h = \frac{1}{16}$, $\lambda = 16$
Fig. 9 Shape of exact solution, numerical solution of method (3) and absolute error- Test Problem 3 in [0, 25] for $h = \frac{25}{16}$. 
Fig. 10 Shape of exact solution, numerical solution of method (3) and absolute error- Test Problem 4 in [0, 20] for $h = \frac{1}{16}, \lambda = 16$
Fig. 11 Stability region of numerical solution of explicit Runge-Kutta methods of order two (Improved Euler method, the mid point rule, and Heuns method) - Test Problem 1.
Fig. 12 Stability region of numerical solution of Trapezoidal method - Test Problem 1.