Correction for neutron self-shielding and gamma-ray self-absorption in prompt-gamma activation analysis for large and irregularly shaped samples†
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Prompt-gamma activation analysis (PGAA) is a useful method to determine the elemental composition of bulky samples, where non-destructivity, representativity, and high metrological quality are of great importance. Voluminous samples significantly attenuate both the exciting neutron beam and the emerging gamma radiation within the sample. We have developed a generally applicable correction for the neutron self-shielding and gamma-ray self-absorption effect for large and irregularly shaped samples, based on digital geometry data and Monte Carlo simulations. The numerical correction gives results that agree well with those from destructive sampling.

Introduction

Prompt-gamma activation analysis (PGAA) is an elemental analysis method based on radiative neutron capture, also known as \((n,\gamma)\) reaction. While the sample is irradiated with a beam of slow neutrons, gamma rays with up to 11 MeV energy emerge from the neutron capture reaction. These gamma rays are characteristic of the emitting nucleus, so the elements are identified based on the gamma-ray energies while the elemental amounts within the irradiated volume are proportional to the areas of the analytical gamma-ray peaks. Using a spectroscopic library, PGAA is capable of quantifying major and minor components as well as several trace elements.

The commonly used analytical techniques for elemental analysis either require destructive sampling, powdering, or even dissolution (e.g. Atomic Absorption Spectrometry (AAS), and Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES) or Mass Spectrometry (ICP-MS)), or their probing volumes are limited both laterally and in depth (e.g. X-ray Fluorescence (XRF), Particle-Induced X-ray Emission (PIXE), Laser-Induced Breakdown Spectrometry (LIBS), and Laser-Ablation Inductively Coupled Plasma Mass Spectrometry (LA-ICP-MS)). These shortcomings ultimately lead to a reduced representativity of the results and make them prone to bias due to the ignoring of inhomogeneities or surface-related contaminations.

Neutrons and energetic gamma rays have, however, much larger penetration depths, up to a few mm or even cm, so they are suitable for measuring the bulk composition of silicate-based samples, such as whole-rock geological samples, meteorites, paleontological samples, prehistoric stone tools, obsidian cores, and ceramics non-destructively. Thanks to the complete uncertainty budget, the results have high metrological value. Both the neutron beam and the gamma detector's acceptance angle can be collimated, so an object can be measured at many positions of interest by scanning, if it is assumed to be inhomogeneous.

When analysing large samples, a complex chain of interactions takes place between the impinging neutrons, the emerging gamma rays and the matter that attenuates the intensities and shifts the energy distributions of both radiation types within the sample. The extent of these matrix effects depends on the matrix composition.

The fundamental equation of PGAA contains a double integral which is a function of the irradiated volume and the neutron energy distribution, and the basic variables in the integrand are assumed to be position and/or energy dependent:

\[
\frac{A_i}{I} = \int V \int_{E_n=0}^{\infty} \Phi(E_n, \tau) \frac{\rho(\tau)}{M} N_{A_i} \sigma_i(E_n) \varepsilon(E_i, \tau) dE_n d\tau \tag{1}
\]

In the practical analysis of homogeneous and regularly shaped samples, however, this is usually simplified to eqn (2) and the negative bias on the resulting masses due to the internal absorption effects is compensated for by using the \(f_n\) and \(f_\gamma\) integral neutron self-shielding and gamma-ray self-absorption factors:

\[
\frac{A_i}{I} = \phi_0 \frac{m}{M} N_{A_i} \sigma_i \varepsilon f_n f_\gamma \tag{2}
\]
In these equations, $A_v$ is the measured peak area in the gamma-ray spectrum at energy $E$, during measurement time $t$, $\bar{r}$ is a position vector, $\rho(\bar{r})$ is the local mass density of the element of interest, $\Phi(E_n, \bar{r})$ is the local energy-differential neutron flux, $m$ is the mass of the element to be quantified (within the illuminated volume $V$), $M$ is its molar mass, and $N_{A}$ is the Avogadro constant. $\sigma_\gamma$ is the so-called partial gamma-ray production cross-section, a compound nuclear constant defined as the product of the thermal neutron capture cross-section ($\sigma_\text{th}$), the isotopic abundance ($\theta$), and the emission probability ($P_\gamma$) of the gamma rays with energy $E_\gamma$: $\sigma_\gamma = \sigma_\text{th} \theta P_\gamma$. $\gamma$, $\rho$, denotes the counting efficiency of the detector at the specified gamma energy and in the given experimental geometry. $\Phi_0$ is the so-called thermal-equivalent flux of the impinging neutrons, defined as $\int_0^\infty \Phi(E_n) \sigma_\gamma(E_n) dE_n = \Phi_0 \sigma_\gamma$. The neutron self-shielding factor, $f_\text{n}$, depends on the energy distribution of the traversing beam, while the gamma-ray self-absorption factor, $f_\gamma$, is a function of the gamma energy. For point-like samples, $f_\text{n}$ and $f_\gamma$ tend to unity. For real samples, $f_\text{n}$ is a common mass scaling factor for all gamma lines, unlike $f_\gamma$, which affects low- and high-energy gammas to different extents. Since we obtain the mass of an element as the weighted average of those determined from several individual analytical lines, an adequate $f_\gamma$ curve is essential to make the element mass values from the several lines self-consistent.

Both the ISO ‘Guide to the Expression of Uncertainty in Measurement’ (GUM) and the Eurachem/Citac ‘Quantifying Uncertainty in Analytical Measurement’ (QUAM) guidelines explicitly state that known biases of an analytical method must be corrected for. The $f$ factors in eqn (2) can be obtained either experimentally by calibration\textsuperscript{a}\textsuperscript{-b} for liquids or disposable mixtures of powders, or can be approximated analytically\textsuperscript{b} (based on the Beer–Lambert law and assuming monoenergetic radiation) or calculated numerically\textsuperscript{a} in the case of some regular sample shapes. However, until now no rigorous solution was routinely applicable to the non-destructive analysis of irregularly shaped large samples with unknown compositions.

In this work, we significantly widen the practical applicability of the prompt-gamma activation analysis technique by presenting a general approach based on eqn (1) to address the attenuation effects of large and/or complex-shaped samples. This was achieved by taking advantage of surface and volumetric imaging techniques, as well as Monte Carlo computer simulations.\textsuperscript{13} The geometries of the objects were captured using 3D structured-light optical scanning or were taken from X-ray/neutron tomography. The layout of the NIPS-NORMA instrument, as well as the placement of the analyte, has been implemented in the MCNP6.2\textsuperscript{11} simulation environment where the interaction of the radiation was modelled, and finally, the required correction factors were deduced.

**Experimental**

**Samples**

PGAA’s most appreciated advantages are non-destructive, bulk representativity, and high metrological quality, which are utilized in the analysis of whole-rock geological samples, meteorites, paleontological samples, prehistoric stone tools, obsidian cores, and ceramics, as well as complex objects made from composite materials.

We have therefore chosen a massive composite rock fragment, a red nodular chert embedded in white-rose limestone, to demonstrate an extreme case from our recent analytical practice. It has dimensions of 124 mm × 61 mm × 156 mm, a total volume of 426 cm$^3$, and a mass of 1025 g, giving an average density of 2.40 g cm$^{-3}$. Composition-wise, it contains amorphous/cryptocrystalline SiO$_2$ and fine-crystalline CaCO$_3$ with a minor Fe content. It is known that iron is inhomogeneously incorporated at the microscale during sedimentation and is responsible for the uneven red or rose coloration of the limestone rock. The slight variation of the macroscopic iron content within the 0.3–0.4 m% range has however no practical influence on the attenuation features of the object. The yellowish weathered cortex makes the outer layers different from the bulk, so results from any competing surface-confined techniques could be bulk representative only after surface cleaning, which is often not approved for real samples due to their uniqueness.

Unlike geological samples, industrial products often have well-controlled homogeneity, shape, and external dimensions. We therefore, carried out a validation experiment on a large Ca-Al-silicate pavement stone block with dimensions of 60 × 100 × 200 mm$^3$, i.e. total volume of 1200 cm$^3$, mass of 2580 g, and bulk density of 2.15 g cm$^{-3}$.

**Digital sample geometry**

To accurately determine the geometries of the samples, we applied 3D structured-light optical scanning, using a RangeVision SMART scanner. It has 0.15 mm spatial accuracy and is capable of creating photorealistic digital models within 10 minutes. The complex outer surfaces of both objects were approximated with 250 000 vertices.

From these data, one can obtain any linear dimensions, the centre of gravity (if the macroscopic mass density is position-independent) to check its balance, the total volume, and a bounding box for collision-protection during the automated sample manipulations within the sample chamber.

Since the homogeneity of geological samples, in general, cannot be assumed, we carried out neutron and X-ray tomography experiments on the object at the RAD station\textsuperscript{14} of the Budapest Neutron Centre to map its internal structure. It was found that although there are two distinct materials in the sample visible to the naked eye, the neutron\textsuperscript{15} and photon attenuation\textsuperscript{16} properties, i.e. the linear attenuation coefficients, are by chance almost equal all over the object (see Fig. 1).

These volumetric CT data can also be used for defining the geometry, as an alternative to 3D scanning. Volume rendering software, such as VGStudio MAX 3.2, can determine the surface at a given grayscale threshold and construct a similar triangular surface mesh.

The ratio of the measured weight and the digital volume readily defines the average density, a vital parameter of the subsequent calculations.
Prompt-gamma experiment

The prompt-gamma measurements were carried out at the NIPS-NORMA station† of the Budapest Neutron Centre. This experimental facility consists of a Compton-suppressed n-type coaxial HPGe (Canberra GR 2318/S) gamma detector placed within a 10–15 cm thick lead shielding, a downstream placed neutron imaging camera, an xyz sample stage, and a sample chamber of 200 × 200 × 200 mm³ internal dimensions made of AlMgSi alloy and lined with 6Li-polymer neutron shielding. The setup was carefully calibrated for point-source gamma-ray detection efficiency\(^1\) and non-linearity\(^2\) of the energy response. The prompt-gamma spectra were evaluated with the gamma spectrometry software Hypermet-PC,\(^3\) while the elemental concentrations were calculated with the Excel macro ProSpeRo.\(^4\)

The pavement stone validation object was placed perpendicularly to the impinging neutron beam and was irradiated for 15 000 s at the half point of its full height with a beam spot of 10 mm \((w)\) × 20 mm \((h)\), at three horizontal positions, i.e. \(Y = 25\) mm, 50 mm and 75 mm from the vertical edge. These are labelled as Pos A–Pos C, respectively. The count rates were between 400 and 500 cps. With this experiment, we aimed to demonstrate that the physics is well handled by our method during upscaling to a large, regularly shaped object.

The irregularly shaped stone object was placed at the centre of the sample stage at an approximately 30 degree angle relative to the beam axis and exposed to a cold neutron beam (thermal equivalent flux: \(2.7 \times 10^7\) cm\(^{-2}\) s\(^{-1}\), beam cross-section: \(10 \times 10\) mm\(^2\)) for 13 500 s, producing a count rate of 470–970 cps in the spectrum. This sample was measured at four positions, with 20 mm vertical increments from the bottom, labelled as Pos 1 to Pos 4 (\(Z = 20, 40, 60,\) and 80 mm). Pos 1 and 2 targeted the limestone part, and Pos 4 the chert part, while Pos 3 contained contributions from both parts.

The physical source of the analytical information, i.e. the geometrical intersection of the neutron beam and the gamma collimator’s solid angle, is a fixed volume in space and is called the isovolume.\(^5\) In our case, it was a chord-like volume, and we moved the object relative to it. For the pavement stone sample, the material’s thickness towards the neutron beam was constant at all measured points and only the attenuation of gamma rays towards the gamma detector varied. In contrast, the stone object’s thickness differed significantly along the neutron beam (shorter or longer chord) as well as towards the gamma detector (thinner or thicker rock layers) for the different measurement positions, so both the spatial distribution of the prompt-gamma production and the lateral self-absorption effects varied.

A second approach to method validation has been that the geological rock object was destructively sampled after the measurement. To mitigate the effect of a potential inhomogeneity, we took samples from both limestone and chert parts at positions strictly coincident with the neutron beam spot positions Pos 1–4. These samples were crushed, powdered, sealed into Teflon bags, and analysed using our validated standard procedure.\(^6\) The base analytical method has been described in ref. 21, while a detailed discussion of the uncertainty budget of the calculation is available in ref. 24.

Monte Carlo simulations

The interaction of ionizing radiation with objects cannot be rigorously calculated with closed analytical formulae. In these cases, one can apply the Monte Carlo technique, where a mathematical model and computer-generated random numbers are used to describe the neutron, photon, or electron transport throughout the material at the event-level. The law of large numbers ensures that a statistical manifold of these individual interactions will truly represent the overall physical effect. To model the interactions, this software uses a comprehensive data library of nuclear reaction cross-sections for many isotopes, elements, particle types, and energies.

We used MCNP version 6.2 along with the nuclear data library Lib80x\(^\ast\) (based on ENDF/B-VIII.0) in our calculations. The geometry of the NIPS-NORMA setup was defined using simple solids to represent various geometrical objects, while the sample was constructed from voxels, just like the detailed patient models in medical physics.\(^7\)

A conversion utility has been programmed in C# language to convert a surface mesh to voxels, using the geometry3Sharp open-source library for geometric computing.\(^7\) The voxels from the triangular surface were constructed using the Generalized Winding Numbers method.\(^8\) The other functionality of this utility is to merge voxels of a high-definition 3D tomogram, loaded in the form of a TIFF image stack. The TIFF files were handled with the LibTIFF.NET library.\(^9\) In both cases, we have chosen \(1 \times 1 \times 1\) mm\(^3\) unit cells for output, as this was found to be the right balance between the computational efficiency and the true representation of the object geometry.

Finally, for the "diluted sample case" calculations, adequate material (or air) was assigned to each of the voxels, and the voxels were written into a formatted text file according to the MCNP6 layout. This keeps the option open to handle any inhomogeneous objects in the future if segmented CT data can be used for a non-binary material assignation. The sample description was linked to the main simulation file with the READ FILE keyword. The energy distribution of the impinging neutron beam was taken from ref. 30.

The direct modeling of the whole radiative neutron capture process by MCNP is computationally inefficient and, due to the...
lack of high-quality gamma-emission data, analytically imprecise, so a two-step process was used. Spatially resolved data for the neutron field and the capture rate of the relevant isotopes were extracted first using the F4 mesh tally feature of MCNP6.

The local capture rate is not solely dependent on the local number of neutrons, as the more energetic neutrons reach deeper layers at a higher survival rate, but they induce a lower reaction rate due to the $1/n^2$ law of neutron capture.\(^{31}\) The volume integral of the F4 capture-rate mesh tally values (subscript $r$) relative to that for an assumed “diluted sample case” (subscript $d$), where the modification of the transmitted beam is negligible, provided the neutron self-shielding coefficient, $f_n$.

$$f_n = \frac{\int_{\Phi_n(E_n, E_d, \tau)\sigma_a(E_n, \tau)\rho_d(\tau)dE_n d\tau}{\int_{\Phi_n(E_n, E_d, \tau)\sigma_a(E_n, \tau)\rho_d(\tau)dE_n d\tau}$$

Calculations with various reduced densities showed that the reduction of the macroscopic material density by a factor of 1000 already resulted in a converging $f_n$ factor. The capture rate abundances per started neutron at the nodes of the orthogonal mesh, $R(\tau)$, are directly related to the emission rates of prompt-gammas by an isotope of interest and form the discretized starting point for dealing with the attenuation of the emitted photons. In the second step of the correction method, this discretized distribution was used as weighting factors to generate the prompt gamma rays and they were propagated through the experimental geometry. The intensities of the analytical peaks in the energy spectrum, representing the energy deposition in the active volume of the HPGe detector crystal (F8 tally), were compared to another artificial case where the object was filled with air, i.e. the absorption of the gamma rays is negligible (subscript $a$). This proportion gave the gamma self-absorption factor, $f_g$.

$$f_g(E_i) = \frac{\int_{\Phi(\tau)\sigma(E_i, \tau)d\tau}{\int_{\Phi(\tau)\sigma(E_i, \tau)d\tau}$$

In eqn (4), $\sigma$ and $\sigma_a$ stand for the pointwise detection efficiency, and they have the attenuation effect incorporated. The product of $f_n$ and $f_g$ has to be pasted into the appropriate column of the ProSpeRo, overriding the default correction factors which are only valid for slab geometry.

The MCNP simulations were executed on an Intel i9-7940X 3.1 GHz workstation, for a few hours each, until convergence was reached.

Results and discussion

Validation experiment

The calculated neutron capture rate field for a nominally 10 $\times$ 10 mm$^2$ pencil beam incident on the pavement stone at Pos A is shown in Fig. 2.

Using these capture rates we generated prompt gammas at several energies and propagated them in the experimental geometry until they reached the HPGe detector and gave rise to the spectrum counts. Since the thickness of the object and the irradiation conditions were constant, the masses within the isovolume were expected to be equal at all three positions. We have chosen the element calcium to verify this, as it is an easily measurable and multiline element with analytical lines covering a wide range of gamma-ray energies from 175 keV to 6420 keV, i.e. very useful to verify the consistency of the correction versus gamma energy.

After making the suitable corrections, a good overall agreement was found between different gamma lines in the same spectrum, as well as between spectra taken at the three different positions. Masses of Ca before and after correction are illustrated in Fig. 3.

Analysis of the stone object

The correction method was finally applied to the stone object that had a complex geometry. The neutron field and the neutron capture rates for the $^{40}Ca$ isotope simulated for a 10 $\times$ 10 mm$^2$ geometry until they reached the HPGe detector and gave rise to the spectrum counts. Since the thickness of the object and the irradiation conditions were constant, the masses within the isovolume were expected to be equal at all three positions. We have chosen the element calcium to verify this, as it is an easily measurable and multiline element with analytical lines covering a wide range of gamma-ray energies from 175 keV to 6420 keV, i.e. very useful to verify the consistency of the correction versus gamma energy.

After making the suitable corrections, a good overall agreement was found between different gamma lines in the same spectrum, as well as between spectra taken at the three different positions. Masses of Ca before and after correction are illustrated in Fig. 3.
The neutron capture rate is proportional to the product of the point-wise and energy-dependent neutron intensity, the local atomic density, and the neutron capture cross-section. The horizontal and vertical cutting planes are coincident with the beam axis. Here we used a 4% threshold to visualize the neutron field, while a lower 1%-cut was used on the capture rates to highlight the contributions of the scattered neutrons (in dark blue) outside the directly irradiated volume. When calculating the position-dependent gamma emission rates based on eqn (1), we can accurately account for both the neutron scattering and the beam hardening effect\textsuperscript{32} too, unlike the conventional Beer–Lambert-formula-based approach.

**Table 1** The Monte Carlo calculated neutron self-shielding factors

| Beam transmission thickness (mm) | $f_n$ factors |
|---------------------------------|--------------|
| Pos 1                           | 0.603        |
| Pos 2                           | 0.642        |
| Pos 3                           | 0.757        |
| Pos 4                           | 0.861        |

beam at Pos 1 of the stone are shown in the top panel of Fig. 4. The neutron capture rate is proportional to the product of the point-wise and energy-dependent neutron intensity, the local atomic density, and the neutron capture cross-section. The horizontal and vertical cutting planes are coincident with the beam axis. Here we used a 4% threshold to visualize the neutron field, while a lower 1%-cut was used on the capture rates to highlight the contributions of the scattered neutrons (in dark blue) outside the directly irradiated volume. When calculating the position-dependent gamma emission rates based on eqn (1), we can accurately account for both the neutron scattering and the beam hardening effect\textsuperscript{32} too, unlike the conventional Beer–Lambert-formula-based approach.

**Table 1** The Monte Carlo calculated neutron self-shielding factors

| Beam transmission thickness (mm) | $f_n$ factors |
|---------------------------------|--------------|
| Pos 1                           | 0.603        |
| Pos 2                           | 0.642        |
| Pos 3                           | 0.757        |
| Pos 4                           | 0.861        |

The calculated integral neutron self-shielding factors are tabulated in Table 1.

Since the front plane of the sample was by chance almost vertical and the gamma detector observed the first 3 cm of the thickness in this configuration, similar amounts of the material produced the analytical signal. Therefore, the registered gamma spectra, experimental total count rates, calculated reaction rate profiles and gamma attenuation curves (Fig. 5) were almost identical for Pos 1 and Pos 2, irrespective of the remaining, unobserved, sample thickness.

**Fig. 5** The MCNP6-simulated gamma attenuation curves and their 1-sigma confidence bands for the stone sample at the four measurement positions, Pos 1–4.

**Fig. 6** The corrected (open symbols) and uncorrected (closed symbols) masses of the element Ca in the active measurement volume. The corrected mass values from analytical peaks at various gamma energies show no energy-dependent tendency and agree within the 1-sigma statistical uncertainty, calculated as described in ref. 24. The interpolation curves were determined with a nonlinear weighted least-squares fit.
Table 2. The corrected bulk elemental compositions found at the four measured positions of the stone sample, compared to those from the destructive sampling at the respective positions. The 1-sigma uncertainties are expressed as a percentage of the determined mass value, and are typically 2–3%. Oxygen masses are derived from the stoichiometry.

|        | Pos 1       | Powder Pos 1 | Pos 2       | Powder Pos 2 | Pos 3       | Powder Pos 3 | Pos 4       | Powder Pos 4 |
|--------|-------------|--------------|-------------|--------------|-------------|--------------|-------------|--------------|
|        | rel m%      | unc%         | rel m%      | unc%         | rel m%      | unc%         | rel m%      | unc%         |
| H      | 0.124 0.9   | 0.161 1.4    | 0.125 1.8   | 0.144 1.3    | 0.141 0.9   | 0.138 1.2    | 0.137 1.2   | 0.134 1.2    |
| B      | 18.0 0.8    | 22.6 1.4     | 19.5 0.9    | 23.8 1.3     | 36.7 0.9    | 37.1 1.2     | 38.6 1.1    | 38.4 1.6     |
| C      | 5.8 5.3     | 6 16         | 5.4 6.0     | 6 12         | -3.5 (DL)   | -3.5 (DL)    | -3.5 (DL)   | -3.5 (DL)    |
| O      | 49.9 5      | 50 5         | 49.5 5      | 51 5         | 48.2 5      | 53 5         | 47 5        | 53 5         |
| Al     | 2.13 1.8    | 0.8 7.8      | 0.85 2.0    | 0.69 4       | 0.67 2.1    | 0.49 2.4     | 0.56 2.3    | 0.49 2.3     |
| Si     | 21.2 1.6    | 21.4 2.05    | 22.4 1.8    | 21.8 1.9     | 43 1.1      | 45 1.3       | 44 1.3      | 45 1.4       |
| Cl     | <30 ppm (DL)| 28 15        | <30 ppm (DL)| 25 16        | 30 ppm 5    | 40 ppm 5     | 32 ppm 5    | 43 ppm 4     |
| K      | 0.243 2.2   | 0.26 2.6     | 0.25 2.2    | 0.24 2.6     | 0.232 1.9   | 0.18 2.2     | 0.207 2.2   | 0.192 1.9    |
| Ca     | 20 2.4      | 21 2.4       | 20 2.7      | 19 2.4       | 3.8 3.1     | 0.27 3.1     | 1.46 2.6    | 0.57 2.6     |
| Ti     | 280 2.9     | 350 3.5      | 390 3.0     | 310 3.2      | 260 2.9     | 210 3.1      | 220 3.1     | 220 2.6      |
| Mn     | 0.055 2.4   | 0.053 2.3    | 0.051 3.9   | 0.049 2.2    | 90 ppm 10   | 20 ppm 5     | 180 ppm 3.1 | 24 ppm 9.2   |
| Fe     | 0.31 2.2    | 0.44 6.1     | 0.36 2.9    | 0.39 6       | 0.32 2.6    | 0.27 2.9     | 0.30 2.6    | 0.33 3.3     |
| Sm     | 0.96 2.2    | 1.14 2.9     | 0.99 2.0    | 1.10 2.2     | 0.62 2.4    | 0.54 2.1     | 0.55 2.8    | 0.38 2.3     |
| Gd     | 1.5 ppm 7.1 | 1.5 ppm 5.9  | 1.5 ppm 9   | 1.4 ppm 7.1  | 0.8 ppm 7   | 0.6 ppm 6    | 0.7 ppm 5   | 0.5 ppm 18   |

When these attenuation curves were applied to the measured raw peak areas, and subsequently the masses within the irradiated volumes, a very good self-consistency for the whole range of gamma-ray energies was obtained, as shown in Fig. 6. The position dependence shows the changing elemental composition with height.

Fig. 5 and 6 illustrate that biases up to 50% occur at low energies and could be successfully corrected for. This becomes important when elements are analysed which have predominantly or exclusively low-energy lines, such as gadolinium, samarium, or boron. The corrected boron contents showed a much better agreement with the flat powder sample results. For instance, the uncorrected boron content of Pos 4 was 33.5 ppm ± 1.1% which after correction became 38.6 ppm ± 1.1%.

The typical relative 1-sigma uncertainties can be as low as 2–3%, similarly to our standard PGAA method; hence, for several elements their previously discarded analytical lines could now be considered. The corrected concentrations, together with their 1-sigma uncertainties, are listed in Table 2. The agreement of the compositions from the bulk measurements and the powder samples shows the potential of the proposed approach.

Conclusions

We worked out a comprehensive correction method to handle the negative matrix effect of PGAA – related to the neutron self-shielding and gamma self-absorption – for voluminous and/or complex-shaped samples. It relies on the geometrical data obtained by 3D scanning that were input into the MCNP simulation model of the Budapest NIPS-NORMA facility, implementing the real experimental sample geometry. Neutrons with known energy- and directional-distributions were propagated through the object and the neutron field, and the capture rates of selected elements were mapped with 3D mesh tallies. In a second step, these were used to define a distributed source of the emerging capture gamma rays with characteristic energies, and to simulate their attenuations while propagating towards the Compton-suppressed HPGe detector.

The method was applied to a rectangular pavement stone of 2.6 kg and a whole-rock geological sample of about 1 kg, to determine their elemental compositions non-destructively. Good general consistency was found between the sets of the measurement positions, as well as with the destructively obtained powder samples analysed with our validated standard procedure. This can justify the use of PGAA as a highly representative analytical technique when large geological, cosmochemical, paleontological, and heritage science objects are to be characterized. A similar procedure can be adapted to other beamline experiments, e.g. neutron imaging, PIXE or synchrotron XRF.
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