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Abstract

Temporal gene expression data (Wen, et. al.) was analyzed using the recently introduced inverse modeling technique of Embedded Complex Logistic Maps (ECLM). Preliminary results indicate a scale-free structure in the gene regulatory network topology and the network's energy dissipation characteristics. General agreement was found with other recent studies using dynamical models and connectivity analysis of other biochemical networks. The highlights of our study are briefly outlined.

1. Introduction

Coupled logistic maps [1,2] have been used to successfully model the dynamics of a variety of collective phenomena present in high-dimensional systems such as partial synchronization, power-law connectivity, and on-off intermittency [13-15, 17]. The ability to model high-dimensional systems with such low dimensional models appears to be aided by the properties of synchronization and long-range order, which help to effectively lower the dimensionality of the system [3, 7]. Despite these successes, and the effective lessening of the "curse of dimensionality" [6] brought about by these effects, reconstruction of the dynamics of complex, high-dimensional systems is a difficult task requiring far more data than can generally be acquired by experiment [5].

Wavelet analysis has been used to model aspects of high-dimensional systems directly from time series data [4]. A kind of localized Fourier Analysis, wavelet analysis is particularly effective in modeling transient or "bursty" behavior of systems [8]. Such behavior is present in a number of complex networks and systems, such as Internet traffic, financial market data, heartbeat time series, EEG data, etc. [8-10].

The method of Embedded Complex Logistic Maps (ECLM) [22,29] is a hybrid analysis method that blends some of the concepts behind wavelet and coupled logistic map methods to deal with the inverse modeling problem. ECLM is based on models within the complex plane that are derived from complex logistic maps (Julia sets [12]). Using ECLM, models are represented by points placed at particular coordinates in the complex plane based on how iterations of these coordinates, or orbits [12], best model individual system components.

To determine the best models for each system component, point-models are scored in their "natural" topology, within and near the Mandelbrot Set [11]. These models of system components, represented by points on the complex plane, are then compared with each other in the same topology. This comparison is aided by metrics on the surface that cluster similarities between point-models [22, 34-36]. By creating individual models and performing global comparisons in this way, ECLM is able to give a picture of local element dynamics in a global framework [22,29].

In this paper, we will discuss results of the method of ECLM applied to a temporal gene expression study of Rat CNS development (Wen, et. al.) [16]. These results will be compared with current theory and findings toward validation of ECLM as well as elucidating some potentially new findings involving scale-free topology and dynamics in gene regulatory networks.

2. ECLM Analysis of a Genetic Network

The input data for this ECLM trial consisted of gene expression data from 112 genes collected at nine different time points over 25 days, stretching from the embryonic stage through birth and post-birth, during rat central nervous system (cervical spinal cord and hippocampal) development [16]. Each of the 9 time points (including 100 corresponding snapshots or perturbations [22]) were fitted to an ECLM point model with $|C| > .95$, where $C$ is the Pearson correlation coefficient (assuming such a model could be found). All the fitted point models were then compared to each other to see which ones had pairwise $|C| > .95$ for the 9 (model) time points. This led to 69 genes with a least one link to another gene (pairwise $|C| > .95$ with at least one other ECLM model). We call these models linking ECLM (LECLM) [22].

2.1 Connectivity Distribution

Scale-free networks have been an area of much study in recent years [21]. In scale-free networks, $P(k)$, the likelihood that a randomly chosen node from the network has $k$ direct interactions, decays as a power law that is free of a characteristic scale [20]. Some recent results have shown scale-free structure in cellular metabolic networks and protein interaction networks. Some very recent results have indicated scale-free structure in
transcription regulatory networks (global RNA expression) [18] and in gene expression networks [19]. It has also been suggested that all gene expression follows Zipf's law [23]. From the perspective of dynamics, scale-free structure has recently been found to spontaneously appear in coupled logistic maps when linking was based on dynamical considerations [17] rather than the notion of preferential attachment [24] usually cited in the evolution of scale-free networks.

The scaling constant of ~1.75 also falls in the range of scaling found in the metabolic and protein studies cited [25-28]. Besides lending support for the validity and usefulness of ECLM, this apparent scale-free connectivity is intriguing because it was produced from a dynamical perspective, using real data from a high-dimensional biological system, not just a model. The finding also has potential significance because the recent studies related to scale-free genetic networks were based on the organism S. cerevisiae, a yeast, and the Wen data is mammalian in origin.

2.2 Cluster Size Distribution

Fig. 2 is a log-log plot of the probability distribution of gene cluster size (cluster of genes whose behavior appeared correlated) for all LECLM. This distribution agrees quite well with the coupled logistic map study [17] where dynamic criteria was used to establish new links in the evolving network and scale-free structure was found. They found a cluster distribution with a power-law part followed by an exponential cutoff (which also begins near the end of this ECLM distribution in Fig. 2) after 100000 iterations of their model. In their study they also extended the cluster distribution curve to model systems with ~500 elements.

2.4 Energy Dissipation

Since this is a dissipative, open system, energy use and its relation to the system dynamics is an important consideration. One can interpret the number of LECLM as the number of ways available to dissipate energy into the system through “driving” or “driven” synchronization (correlated behavior) between genes. In this interpretation, if one rank orders the number of genes involved in one (correlated) gene cluster, two gene clusters, up to 8 (the maximum found for a single gene), then this can be viewed as an energy dissipation distribution for a randomly selected gene within the system. This is based on the notion that more energy will be dissipated into the system by a gene involved in a higher number of clusters or synchronization states [33]. Fig. 3 is a log-log plot of \( P(M) \), the probability of a given gene driving \( M \) synchronization modes. Once again the data sample is small but a clear power-law scaling is seen (scaling constant ~2 and linear correlation > .96). A recent study suggested that almost all biological systems use hierarchical fractal-like networks as a way to minimize energy dissipation by efficiently transporting it between spatial scales [30] this effect occurs in other natural systems as well [31]. One can speculate that this finding is a variant of this type of energy dissipation minimization principle in a genetic network [32]. The interpretation of Fig. 3 as an energy dissipation PDF also seems to favorably match characteristics for other
examples upon which the method of ECLM was applied [22].

Fig. 3: Log-Log probability distribution of $M =$ number of synchronization modes (energy states).

3. Discussion

This ECLM genetic network study produced a vast amount of information that is only just beginning to be analyzed [29, 32]. These preliminary results seem to indicate scale-free aspects in both the topology and dynamics of an actual gene regulatory network. General agreement with current studies also appears to be indicated. Diagrammatic analysis derived from ECLM (not shown in this paper) gives hints of an even deeper form of organization between "driving" and "driven" hubs in the network [29]. In light of recent evidence implying "universal" organizing principles in biological systems [37], one might speculate that these principles are at work on many levels, both structural and dynamic. With further studies and continuing validation of ECLM, we hope to extend these early findings and provide further evidence to support such speculation [32].
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