Ground and Excited State First-Order Properties in Many-Body Expanded Full Configuration Interaction Theory
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Abstract

The recently proposed many-body expanded full configuration interaction (MBE-FCI) method is extended to excited states and static first-order properties different from total, ground state correlation energies. Results are presented for excitation energies and (transition) dipole moments of two prototypical, heteronuclear diatomics—LiH and MgO—in augmented correlation consistent basis sets of up to quadruple-ζ quality. Given that MBE-FCI properties are evaluated without recourse to a sampled wave function and the storage of corresponding reduced density matrices, the memory overhead associated with the calculation of general first-order properties only scales with the dimension of the desired property. In combination with the demonstrated performance, the present developments are bound to admit a wide range of future applications by means of many-body expanded treatments of electron correlation.
The ultimate benchmark of electronic structure theory, full configuration interaction (FCI) theory has attracted renewed interest over the past decade due to the availability of modern, scalable hardware as well as the emergence of a myriad of new ways in which the exact solution to the electronic Schrödinger equation within a given one-electron basis set may be restated. The majority of these efforts have focused on the computation of ground state energies, although studies of the ordering and spacing of excited states have also started to receive attention. The study of general first-order properties, on the other hand, has been left somewhat ignored, following its pinnacle in the 1990s. Given that excitation energies and molecular multipole moments are physical observables, whereas the ground state energy is not, a strong incentive from the chemical sciences arguably exists in favour of the development of new theoretical tools that may universally allow for the calculation of a wide range of properties in order to complement and guide experimental endeavours.

As an exception to the general trend discussed above, quantum Monte Carlo approaches have long retained an interest in the near-exact estimation of general expectation values. Expressed on its usual form as a linear combination of Slater determinants in a discrete basis set, the exact $N$-electron wave function may be described in a systematically improvable fashion by means of initiator FCI quantum Monte Carlo (i-FCIQMC). In the complete absence of initiator bias and in the limit of long samplings, a stochastic sampling of the FCI wave function, in turn to construct the two-electron reduced density matrix (2-RDM), $\Gamma_{pq,rs}$, becomes exact. From the 2-RDM, the one-electron analogue (1-RDM), $\gamma_{pq}$, required for the calculation of, e.g., electronic dipole moments, may be trivially obtained through a partial trace operation. In practice, the so-called replica trick is employed whereby two independent, randomly initialized FCIQMC calculations are performed for a given state to arrive at significantly less biased 2-RDMs, using coefficients from both replica runs. The calculation of transition RDMs, from which transition dipole moments may be computed, is more involved, but may these days also be realized by means of FCIQMC.
Recently, many-body expanded FCI\textsuperscript{74–77} (MBE-FCI) theory has been proposed as an alternative to selected CI,\textsuperscript{78–80} operating by performing an orbital-based decomposition of the FCI correlation problem. By solving for correlation energies without recourse to the full \(N\)-electron electronic wave function, the MBE-FCI method has emerged as an accurate approximation to exact theory, applicable in extended basis sets.\textsuperscript{76} Specifically, a strict partitioning is enforced of the complete set of molecular orbitals (MOs) of a system into a reference and an expansion space. A complete active space CI (CASCI) calculation is then performed in the former of these two spaces, while the residual correlation in the latter space is recovered by decomposing the FCI correlation energy as

\[
E_{\text{FCI}}^0 = E_{\text{ref}}^0 + \sum_p \epsilon_p^0 + \sum_{p<q} \Delta \epsilon_{pq}^0 + \sum_{p<q<r} \Delta \epsilon_{pqr}^0 + \ldots
\]

In Eq. 1, the MOs of the expansion space (of size \(M_{\text{exp}}\)) of unspecified occupancy are labelled by generic indices \(\{p, q, r, s, \ldots\}\), and \(\epsilon_p^0\) designates the correlation energy of a CASCI calculation for the ground state (0) in the composite space of orbital \(p\) and all of the reference space MOs. For a general tuple of \(m\) MOs, \([\Omega]\)\(_m\), its \(m\)th-order increment, \(\Delta \epsilon_{[\Omega]}^m\), is defined through recursion. As outlined in Ref. 81, MOs are screened away from the full expansion space at each order according to their relative (absolute) magnitude, which in turn results in a reduced number of increment calculations at the orders to follow. Ultimately, these successive screenings lead to the convergence of an MBE-FCI calculation.

In the present communication, we extend MBE-FCI theory to excited states and first-order properties for arbitrary states. In analogy with Eq. 1, excitation energies may be computed by an expansion of the energetic gap between the ground and an excited state, \(E_{0n}^0\), rather than the correlation energy

\[
E_{\text{FCI}}^{0n} = E_{\text{ref}}^{0n} + \sum_p \epsilon_p^{0n} + \sum_{p<q} \Delta \epsilon_{pq}^{0n} + \sum_{p<q<r} \Delta \epsilon_{pqr}^{0n} + \ldots
\]
As a CASCI calculation in an active space absent of electron correlation yield no correlation energy (comprising only the Hartree-Fock (HF) solution) and hence no excited states, $\epsilon_p^{0n}$ in Eq. 2 will be defined on par with $r_p^0$ in Eq. 1. For the calculation of static properties, we will here exemplify how this may be achieved in the context of MBE-FCI theory by focussing on electronic dipole and transition dipole moments. From the wave function coefficients of an individual CASCI calculation, the corresponding 1-RDM, $\gamma^n$, for state $n$ may be readily computed, from which an electronic dipole moment is given as

$$\mu_p^n = -\sum_r \text{Tr}[\mu_r \gamma^n]$$  \hspace{1cm} (3)

in terms of dipole integrals, $\mu_r$, in the MO basis for each of the three cartesian components. Letting these quantities take up the role of correlation or excitation energies in Eqs. 1 and 2, respectively, results in the following decomposition of the FCI electronic dipole moment

$$\mu_{FCI}^n = \mu_{\text{ref}}^n + \sum_p \mu_p^n + \sum_{p<q} \Delta \mu_{pq}^n + \sum_{p<q<r} \Delta \mu_{pqr}^n + \ldots$$  \hspace{1cm} (4)

Adding the nuclear component, $\mu_{\text{nuc}} = \sum_K Z_K r_K$, returns the molecular dipole moment. Being a vector rather than a scalar quantity, the screening procedure proceeds along all three cartesian components ($x, y, z$) in the case of dipole moments and must be simultaneously fulfilled for all if a given MO is to be screened away from the expansion space.

For the calculation of ground state dipole moments, increments are evaluated against the HF dipole moment—in line with the correlation energies entering Eq. 1—while excited state electronic dipole moments are evaluated in the absence of a zero point (as in Eq. 2). Finally, transition dipole moments, $t^{0n}$, are evaluated on par with Eq. 4, except for the fact that the individual increments are computed on the basis of transition 1-RDMs, $\gamma^{0n}$, which may be arrived at using the wave functions of both states involved in a given CASCI calculation.
In comparison with MBE-FCI for the computation of ground state correlation energies, the overhead in terms of added compute time and memory demands is minimal, also when contrasted with $i$-FCIQMC and related methods that sample the full 2-RDM, retrieve the 1-RDM, before contracting this with the appropriate property integrals. By virtue of the small active spaces involved in all individual CASCI increment calculations of an MBE-FCI expansion, the additional cost associated with the computation of $\gamma^n$ or $\gamma^0n$, depending on the property in question, is negligible, as we will show below. With regards to storage requirements, these are the same for correlation and excitation energies, while for (transition) dipole moments the only difference is that the increment quantities to store are now tensorial, rather than scalar—specifically for $\mu^n$ and $t^0n$, the memory requirements increase by a factor 3 over an MBE-FCI calculation of the correlation energy. All results to follow have been obtained in an embarrassingly parallel manner using the open-source PyMBE code,\textsuperscript{82} which in turn employs the PySCF code\textsuperscript{83–85} for all electronic structure kernels. All calculations of the present work, for which timings are reported, were run on Intel Xeon E5-2697v4 (Broadwell) nodes (36 cores @ 2.3 GHz, 128 GB).

Fig. 1 presents results for the first and second excited states ($^1\Sigma^+$ symmetry) of LiH in the aug-cc-pV\textsubscript{X}Z basis sets,\textsuperscript{86,87} with MBE-FCI results for excitation energies, dipole moments, and transition dipole moments compared to corresponding $i$-FCIQMC results from Ref. 73. Calculations for a given state and a given property were run independently. The MBE-FCI calculations have all been run in $C_2v$ symmetry using the MOs of a state-averaged complete active space self-consistent field\textsuperscript{88} (CASSCF) calculation in an (4$e$,7$o$) active space coinciding with the employed reference space, and the screening thresholds are discussed in the Supporting Information (SI). The results in Fig. 1 and Fig. S1 of the SI collectively show how the performance of MBE-FCI for ground state correlation energies is reflected not only in a corresponding accuracy for ground state dipole moments, but also transfers to excited state properties as well. In general, the convergence profiles in the 6 individual plots of Fig.
Figure 1: Excitation energies ($E^0 n$, upper panels), dipole moments ($\mu^n$, center panels), and transition dipole moments ($t^0 n$, lower panels) for the first two excited states ($^1\Sigma^+$ symmetry) of LiH in the aug-cc-pVXZ basis sets. Solid and dashed lines denote MBE-FCI and $i$-FCIQMC results, respectively.

1 are all different, as are the MO manifolds being screened away in the calculations, attesting to the fact that the 3 properties in question are inherently unrelated and that the MBE-FCI method is flexible enough to cope with this within an orbital-based expansion framework.

All of the results of the present work have been obtained using the $\pi$-pruning of Ref. 76 (generalized to $C_{\infty v}/C_{2v}$ point groups), which is a prescreening filter that prunes away all increment calculations that fail to simultaneously include the $x$- and $y$-components of a given
Table 1: Timings (core hours) for the LiH calculations in Fig. 1.$^{a,b}$

| Basis Set         | Property | $E^{0n}$ | $\mu^n$ | $\theta^{0n}$ |
|-------------------|----------|----------|---------|---------------|
| Ground State ($^{1}\Sigma^+$) |
| aug-cc-pVDZ       | 3.9      | 4.9      | —       |
| aug-cc-pVDZ ($\pi$) | 0.1      | 0.1      | —       |
| aug-cc-pVTZ ($\pi$) | 10.2     | 11.6     | —       |
| aug-cc-pVQZ ($\pi$) | 443.4    | 465.1    | —       |
| 1st Excited State ($^{1}\Sigma^+$) |
| aug-cc-pVDZ       | 10.6     | 12.9     | 12.9    |
| aug-cc-pVDZ ($\pi$) | 0.3      | 0.3      | 0.3     |
| aug-cc-pVTZ ($\pi$) | 16.6     | 19.4     | 19.4    |
| aug-cc-pVQZ ($\pi$) | 866.2    | 985.6    | 980.5   |
| 2nd Excited State ($^{1}\Sigma^+$) |
| aug-cc-pVDZ       | 10.1     | 12.8     | 12.9    |
| aug-cc-pVDZ ($\pi$) | 0.2      | 0.3      | 0.3     |
| aug-cc-pVTZ ($\pi$) | 14.5     | 16.4     | 17.2    |
| aug-cc-pVQZ ($\pi$) | 813.4    | 904.9    | 897.3   |

$^a$ Intel Xeon E5-2697v4 (Broadwell) nodes (36 cores @ 2.3 GHz, 128 GB).

$^b$ ($\pi$) indicates $\pi$-pruning.

pair of degenerate $\pi$-orbitals. The use of this $\pi$-pruning filter results in much shorter (faster) expansions for linear molecules belonging to non-Abelian point groups, while at the same time warranting convergence onto states spanned by the correct irreducible representation ($^{1}\Sigma^+/A_1$ in our case). Table 1 presents timings in units of core hours that clearly show not only the minimal overhead associated with computing excited and non-energetic properties, but also the reduction in compute time that results from the use of $\pi$-pruning (indicated by ($\pi$) in the table). However, in order to obtain accurate results across all of the tested properties (e.g., for the second root), a tighter screening procedure is needed in combination with $\pi$-pruning, cf. Figs. S2 and S3 of the SI.

We next turn to the problem of MgO in an aug-cc-pVDZ basis set, for which the frozen-core FCI correlation problem is described by the distribution of 16 electrons in 48
orbitals. MBE-FCI results—obtained using reference spaces spanned by (state-averaged) CASSCF(8e,8o) calculations—are presented in Fig. 2, again in comparison with \( i \)-FCIQMC results from Ref. 73. In contrast to the earlier LiH example, the \( i \)-FCIQMC results for MgO are noted in Ref. 73 to be somewhat less converged and hence associated with an increased degree of uncertainty (particularly for \( \mu^1 \)). Be that as it may, \( i \)-FCIQMC was still deemed more accurate than, e.g., high-level coupled cluster results\(^{89,90}\) (CCSDT), in particular in the case of excited state dipole moments, which from the stochastic wave functions in Ref. 73 were shown to depend crucially on highly excited determinants which are less successfully described by means of CCSDT. For instance, CCSDT differs from \( i \)-FCIQMC by +0.04, −0.71, and −0.78 Debye in the prediction of the three dipole moments in question.\(^{73}\)
From the MBE-FCI results in Fig. 2 (all obtained using π-pruning and the same screening thresholds as for LiH), we observe how the method correctly converges onto the individual states of interest. Despite the fact that the three states lie in close proximity of each other, MBE-FCI succeeds in distinguishing between them. In relation to the troublesome dipole moment for the first excited state, this is also the result in Fig. 2 for which the largest discrepancy with respect to i-FCIQMC is observed. In order to determine a more accurate value of $\mu^1$, more walkers would need be employed in i-FCIQMC and a more conservative screening protocol would need be used in the context of MBE-FCI (as for LiH in Fig. S3 of the SI). Finally, consumed core hours are presented in Table 2. As for LiH, these results once again convincingly illustrate the efficacy of the MBE-FCI method as well as the low penalty associated with computing dipole moments over correlation and excitation energies.  

| State | Property | $E^n$ | $\mu^n$ |
|-------|----------|-------|---------|
| 0 ($^1\Sigma^+$) | 4,412 | 6,566 |
| 1 ($^1\Sigma^+$) | 11,320 | 16,720 |
| 2 ($^1\Sigma^+$) | 24,026 | 36,497 |

In summary, we have reported on a new extension of MBE-FCI theory to molecular first-order properties, valid for both ground and excited states. The performance of the resulting implementation has been verified through calculations on the first three roots of the LiH and MgO diatomics by comparing our results to state-of-the-art i-FCIQMC. On the basis of the proven accuracy and efficacy, we foresee that MBE-FCI has the potential to act as a new near-exact benchmark method for first-order properties of small- to modest-sized molecular systems in the years to come. Although the theory depends on a choice of reference space that necessarily encompasses the main determinant(s) of the target state, we are currently working on automatic selection procedures that will allow for the black-box division of a system’s total set of MOs into optimal reference and expansion spaces.
**Acknowledgments**

J.J.E. is grateful to the Alexander von Humboldt Foundation as well as the Independent Research Fund Denmark for financial support. The authors furthermore acknowledge access awarded to the Galileo supercomputer at CINECA (Italy) through the 18th PRACE Project Access Call and the Johannes Gutenberg-Universität Mainz for computing time granted on the MogonII supercomputer.

**Supporting Information**

Additional results are presented in the Supporting Information for the ground state of LiH (Fig. S1), for its excited states in the aug-cc-pVDZ basis set in the absence of π-pruning (Fig. S2), and for its second excited state using tighter screening thresholds (Fig. S3).
References

(1) Knowles, P. J.; Handy, N. C. A New Determinant-Based Full Configuration Interaction Method. Chem. Phys. Lett. **1984**, **111**, 315.

(2) Knowles, P. J.; Handy, N. C. Unlimited Full Configuration Interaction Calculations. J. Chem. Phys. **1989**, **91**, 2396.

(3) Olsen, J.; Roos, B. O.; Jørgensen, P.; Jensen, H. J. Aa. Determinant Based Configuration Interaction Algorithms for Complete and Restricted Configuration Interaction Spaces. J. Chem. Phys. **1988**, **89**, 2185.

(4) Olsen, J.; Jørgensen, P.; Simons, J. Passing the One-Billion Limit in Full Configuration-Interaction (FCI) Calculations. Chem. Phys. Lett. **1990**, **169**, 463.

(5) Olsen, J.; Jørgensen, P.; Koch, H.; Balkova, A.; Bartlett, R. J. Full Configuration-Interaction and State of the Art Correlation Calculations on Water in a Valence Double-Zeta Basis with Polarization Functions. J. Chem. Phys. **1996**, **104**, 8007.

(6) Larsen, H.; Olsen, J.; Jørgensen, P.; Christiansen, O. Full Configuration Interaction Benchmarking of Coupled-Cluster Models for the Lowest Singlet Energy Surfaces of N\textsubscript{2}. J. Chem. Phys. **2000**, **113**, 6677.

(7) Sherrill, C. D.; Leininger, M. L.; Van Huis, T. J.; Schaefer, III, H. F. Structures and Vibrational Frequencies in the Full Configuration Interaction Limit: Predictions for Four Electronic States of Methylene using a Triple-Zeta Plus Double Polarization (TZ2P) Basis. J. Chem. Phys. **1998**, **108**, 1040.

(8) Abrams, M. L.; Sherrill, C. D. Full Configuration Interaction Potential Energy Curves for the X $^1\Sigma_g^+$, B $^1\Delta_g$, and B$'$ $^1\Sigma_g^+$ States of C\textsubscript{2}: A Challenge for Approximate Methods. J. Chem. Phys. **2004**, **121**, 9211.
(9) Booth, G. H.; Cleland, D.; Thom, A. J. W.; Alavi, A. Breaking the Carbon Dimer: The Challenges of Multiple Bond Dissociation With Full Configuration Interaction Quantum Monte Carlo Methods. J. Chem. Phys. 2011, 135, 084104.

(10) Booth, G. H.; Grüneis, A.; Kresse, G.; Alavi, A. Towards an Exact Description of Electronic Wavefunctions in Real Solids. Nature 2013, 493, 365.

(11) Fales, B. S.; Levine, B. G. Nanoscale Multireference Quantum Chemistry: Full Configuration Interaction on Graphical Processing Units. J. Chem. Theory Comput. 2015, 11, 4708.

(12) Vogiatzis, K. D.; Ma, D.; Olsen, J.; Gagliardi, L.; de Jong, W. Pushing Configuration-Interaction to the Limit: Towards Massively Parallel MCSCF Calculations. J. Chem. Phys. 2017, 147, 184111.

(13) White, S. R. Density Matrix Formulation for Quantum Renormalization Groups. Phys. Rev. Lett. 1992, 69, 2863.

(14) White, S. R. Density-Matrix Algorithms for Quantum Renormalization Groups. Phys. Rev. B 1993, 48, 10345.

(15) White, S. R.; Martin, R. L. Ab Initio Quantum Chemistry using the Density Matrix Renormalization Group. J. Chem. Phys. 1999, 110, 4127.

(16) Mitrushenkov, A. O.; Fano, G.; Ortolani, F.; Linguerri, F.; Palmieri, P. Quantum Chemistry using the Density Matrix Renormalization Group. J. Chem. Phys. 2001, 115, 6815.

(17) Chan, G. K.-L.; Head-Gordon, M. Highly Correlated Calculations with a Polynomial Cost Algorithm: A Study of the Density Matrix Renormalization Group. J. Chem. Phys. 2002, 116, 4462.
(18) Chan, G. K.-L. An Algorithm for Large Scale Density Matrix Renormalization Group Calculations. J. Chem. Phys. 2004, 120, 3172.

(19) Sharma, S.; Chan, G. K.-L. Spin-Adapted Density Matrix Renormalization Group Algorithms for Quantum Chemistry. J. Chem. Phys. 2012, 136, 124121.

(20) Olivares-Amaya, R.; Hu, W.; Nakatani, N.; Sharma, S.; Yang, J.; Chan, G. K.-L. The Ab-Initio Density Matrix Renormalization Group in Practice. J. Chem. Phys. 2015, 142, 034102.

(21) Guo, S.; Li, Z.; Chan, G. K.-L. A Perturbative Density Matrix Renormalization Group Algorithm for Large Active Spaces. J. Chem. Theory Comput. 2018, 14, 4063.

(22) Bytautas, L.; Ruedenberg, K. Correlation Energy Extrapolation by Intrinsic Scaling. I. Method and Application to the Neon Atom. J. Chem. Phys. 2004, 121, 10905.

(23) Bytautas, L.; Ruedenberg, K. Correlation Energy Extrapolation by Intrinsic Scaling. IV. Accurate Binding Energies of the Homonuclear Diatomic Molecules Carbon, Nitrogen, Oxygen, and Fluorine. J. Chem. Phys. 2005, 122, 154110.

(24) Bytautas, L.; Ruedenberg, K. The Range of Electron Correlation between Localized Molecular Orbitals. A Full Configuration Interaction Analysis for the NCCN Molecule. J. Phys. Chem. A 2010, 114, 8601.

(25) Boschen, J. S.; Theis, D.; Ruedenberg, K.; Windus, T. L. Correlation Energy Extrapolation by Many-Body Expansion. J. Phys. Chem. A 2017, 121, 836.

(26) Xu, E.; Uejima, M.; Ten-no, S. L. Full Coupled-Cluster Reduction for Accurate Description of Strong Electron Correlation. Phys. Rev. Lett. 2018, 121, 113001.

(27) Deustua, J. E.; Shen, J.; Piecuch, P. Converging High-Level Coupled-Cluster Energetics by Monte Carlo Sampling and Moment Expansions. Phys. Rev. Lett. 2017, 119, 223003.
(28) Deustua, J. E.; Magoulas, I.; Shen, J.; Piecuch, P. Communication: Approaching Exact Quantum Chemistry by Cluster Analysis of Full Configuration Interaction Quantum Monte Carlo Wave Functions. J. Chem. Phys. 2018, 149, 151101.

(29) Deustua, J. E.; Yuwono, S. H.; Shen, J.; Piecuch, P. Accurate Excited-State Energetics by a Combination of Monte Carlo Sampling and Equation-of-Motion Coupled-Cluster Computations. J. Chem. Phys. 2019, 150, 111101.

(30) Yuwono, S. H.; Magoulas, I.; Piecuch, P. Quantum Computation Solves a Half-Century-Old Enigma: Elusive Vibrational States of Magnesium Dimer Found. Sci. Adv. 2020, 6, eaay4058.

(31) Zimmerman, P. M. Incremental Full Configuration Interaction. J. Chem. Phys. 2017, 146, 104102.

(32) Zimmerman, P. M. Strong Correlation in Incremental Full Configuration Interaction. J. Chem. Phys. 2017, 146, 224104.

(33) Petruzielo, F. R.; Holmes, A. A.; Changlani, H. J.; Nightingale, M. P.; Umrigar, C. J. Semistochastic Projector Monte Carlo Method. Phys. Rev. Lett. 2012, 109, 230201.

(34) Holmes, A. A.; Changlani, H. J.; Umrigar, C. J. Efficient Heat-Bath Sampling in Fock Space. J. Chem. Theory Comput. 2016, 12, 1561.

(35) Holmes, A. A.; Tubman, N. M.; Umrigar, C. J. Heat-Bath Configuration Interaction: An Efficient Selected Configuration Interaction Algorithm Inspired by Heat-Bath Sampling. J. Chem. Theory Comput. 2016, 12, 3674.

(36) Sharma, S.; Holmes, A. A.; Jeanmairet, G.; Alavi, A.; Umrigar, C. J. Semistochastic Heat-Bath Configuration Interaction Method: Selected Configuration Interaction with Semistochastic Perturbation Theory. J. Chem. Theory Comput. 2017, 13, 1595.
(37) Li, J.; Otten, M.; Holmes, A. A.; Sharma, S.; Umrigar, C. J. Fast Semistochastic Heat-Bath Configuration Interaction. J. Chem. Phys. 2018, 149, 214110.

(38) Fales, B. S.; Seritan, S.; Settje, N. F.; Levine, B. G.; Koch, H.; Martínez, T. J. Large Scale Electron Correlation Calculations: Rank-Reduced Full Configuration Interaction. J. Chem. Theory Comput. 2018, 14, 4139.

(39) Liu, W.; Hoffmann, M. R. iCI: Iterative CI toward full CI. J. Chem. Theory Comput. 2016, 12, 1169.

(40) Zhang, N.; Liu, W.; Hoffmann, M. R. Iterative Configuration Interaction with Selection. J. Chem. Theory Comput. 2020, 16, 2296.

(41) Coe, J. P. Machine Learning Configuration Interaction. J. Chem. Theory Comput. 2018, 14, 5739.

(42) Tubman, N. M.; Lee, J.; Takeshita, T. Y.; Head-Gordon, M.; Whaley, K. B. A Deterministic Alternative to the Full Configuration Interaction Quantum Monte Carlo Method. J. Chem. Phys. 2016, 145, 044112.

(43) Tubman, N. M.; Freeman, C. D.; Levine, D. S.; Hait, D.; Head-Gordon, M.; Whaley, K. B. Modern Approaches to Exact Diagonalization and Selected Configuration Interaction with the Adaptive Sampling CI Method. J. Chem. Theory Comput. 2020, 16, 2139.

(44) Tubman, N. M.; Levine, D. S.; Hait, D.; Head-Gordon, M.; Whaley, K. B. An Efficient Deterministic Perturbation Theory for Selected Configuration Interaction Methods. arXiv:1808.02049 2018,

(45) Garniron, Y.; Scemama, A.; Giner, E.; Caffarel, M.; Loos, P.-F. Selected Configuration Interaction Dressed by Perturbation. J. Chem. Phys. 2018, 149, 064103.
(46) Schriber, J. B.; Evangelista, F. A. Communication: An Adaptive Configuration Interaction Approach for Strongly Correlated Electrons with Tunable Accuracy. J. Chem. Phys. 2016, 144, 161106.

(47) Zhang, T.; Evangelista, F. A. A Deterministic Projector Configuration Interaction Approach for the Ground State of Quantum Many-Body Systems. J. Chem. Theory Comput. 2016, 12, 4326.

(48) Schriber, J. B.; Evangelista, F. A. Adaptive Configuration Interaction for Computing Challenging Electronic Excited States with Tunable Accuracy. J. Chem. Theory Comput. 2017, 13, 5354.

(49) Wang, Z.; Li, Y.; Lu, J. Coordinate Descent Full Configuration Interaction. J. Chem. Theory Comput. 2019, 15, 3558.

(50) Greene, S. M.; Webber, R. J.; Weare, J.; Berkelbach, T. C. Beyond Walkers in Stochastic Quantum Chemistry: Reducing Error Using Fast Randomized Iteration. J. Chem. Theory Comput. 2019, 15, 4834.

(51) Zimmerman, P. M. Singlet-Triplet Gaps through Incremental Full Configuration Interaction. J. Phys. Chem. A 2017, 121, 4712.

(52) Holmes, A. A.; Umrigar, C. J.; Sharma, S. Excited States Using Semistochastic Heat-Bath Configuration Interaction. J. Chem. Phys. 2017, 147, 164111.

(53) Chien, A. D.; Holmes, A. A.; Otten, M.; Umrigar, C. J.; Sharma, S.; Zimmerman, P. M. Excited States of Methylene, Polyenes, and Ozone from Heat-Bath Configuration Interaction. J. Phys. Chem. A 2018, 122, 2714.

(54) Loos, P.-F.; Scemama, A.; Blondel, A.; Garniron, Y.; Caffarel, M.; Jacquemin, D. A Mountaineering Strategy to Excited States: Highly Accurate Reference Energies and Benchmarks. J. Chem. Theory Comput. 2018, 14, 4360.
(55) Loos, P.-F.; Boggio-Pasqua, M.; Scemama, A.; Caffarel, M.; Jacquemin, D. Reference Energies for Double Excitations. J. Chem. Theory Comput. 2019, 15, 1939.

(56) Loos, P.-F.; Lipparini, F.; Boggio-Pasqua, M.; Scemama, A.; Jacquemin, D. A Mountaineering Strategy to Excited States: Highly Accurate Energies and Benchmarks for Medium Sized Molecules. J. Chem. Theory Comput. 2020, 16, 1711.

(57) Loos, P.-F.; Scemama, A.; Jacquemin, D. The Quest For Highly Accurate Excitation Energies: A Computational Perspective. J. Phys. Chem. Lett. 2020, 11, 2374.

(58) Bauschlicher Jr, C. W.; Taylor, P. R. Full CI Benchmark Calculations for Molecular Properties. Theor. Chim. Acta 1987, 71, 263.

(59) Bauschlicher Jr, C. W.; Langhoff, S. R. Full Configuration Interaction Benchmark Calculations for Transition Moments. Theor. Chim. Acta 1988, 73, 43.

(60) Cremer, D.; Gauss, J.; Kraka, E.; Stanton, J. F.; Bartlett, R. J. A CCSD(T) Investigation of Carbonyl Oxide and Dioxirane. Equilibrium Geometries, Dipole Moments, Infrared Spectra, Heats of Formation and Isomerization Energies. Chem. Phys. Lett. 1993, 209, 547.

(61) Koch, H.; Kobayashi, R.; de Merás, S.; Jørgensen, P. Calculation of Size-Intensive Transition Moments from the Coupled Cluster Singles and Doubles Linear Response Function. J. Chem. Phys. 1994, 100, 4394.

(62) Halkier, A.; Larsen, H.; Olsen, J.; Jørgensen, P.; Gauss, J. Full Configuration Interaction Benchmark Calculations of First-Order One-Electron Properties of BH and HF. J. Chem. Phys. 1999, 110, 734.

(63) Halkier, A.; Kloopper, W.; Helgaker, T.; Jørgensen, P. Basis-Set Convergence of the Molecular Electric Dipole Moment. J. Chem. Phys. 1999, 111, 4424.
(64) Bak, K.; Gauss, J.; Helgaker, T.; Jørgensen, P.; Olsen, J. The Accuracy of Molecular Dipole Moments in Standard Electronic Structure Calculations. Chem. Phys. Lett. 2000, 319, 563.

(65) Foulkes, W. M. C.; Mitas, L.; Needs, R. J.; Rajagopal, G. Quantum Monte Carlo Simulations of Solids. Rev. Mod. Phys. 2001, 73, 33.

(66) Gaudoin, R.; Pitarke, J. M. Hellman-Feynman Operator Sampling in Diffusion Monte Carlo Calculations. Phys. Rev. Lett. 2007, 99, 126406.

(67) Per, M. C.; Snook, I. K.; Russo, S. P. Efficient Calculation of Unbiased Expectation Values in Diffusion Quantum Monte Carlo. Phys. Rev. B 2012, 86, 201107.

(68) Booth, G. H.; Thom, A. J. W.; Alavi, A. Fermion Monte Carlo Without Fixed Nodes: A Game of Life, Death, and Annihilation in Slater Determinant Space. J. Chem. Phys. 2009, 131, 054106.

(69) Cleland, D.; Booth, G. H.; Alavi, A. Communications: Survival of the Fittest: Accelerating Convergence in Full Configuration-Interaction Quantum Monte Carlo. J. Chem. Phys. 2010, 132, 041103.

(70) Thomas, R. E.; Opalka, D.; Overy, C.; Knowles, P. J.; Alavi, A.; Booth, G. H. Analytic Nuclear Forces and Molecular Properties from Full Configuration Interaction Quantum Monte Carlo. J. Chem. Phys. 2015, 143, 054108.

(71) Overy, C.; Booth, G. H.; Blunt, N. S.; Shepherd, J. J.; Cleland, D.; Alavi, A. Unbiased Reduced Density Matrices and Electronic Properties from Full Configuration Interaction Quantum Monte Carlo. J. Chem. Phys. 2014, 141, 244117.

(72) Booth, G. H.; Cleland, D.; Alavi, A.; Tew, D. P. An Explicitly Correlated Approach to Basis Set Incompleteness in Full Configuration Interaction Quantum Monte Carlo. J. Chem. Phys. 2012, 137, 164112.
(73) Blunt, N. S.; Booth, G. H.; Alavi, A. Density Matrices in Full Configuration Interaction Quantum Monte Carlo: Excited States, Transition Dipole Moments, and Parallel Distribution. J. Chem. Phys. 2017, 146, 244105.

(74) Eriksen, J. J.; Lipparini, F.; Gauss, J. Virtual Orbital Many-Body Expansions: A Possible Route towards the Full Configuration Interaction Limit. J. Phys. Chem. Lett. 2017, 8, 4633.

(75) Eriksen, J. J.; Gauss, J. Many-Body Expanded Full Configuration Interaction. I. Weakly Correlated Regime. J. Chem. Theory Comput. 2018, 14, 5180.

(76) Eriksen, J. J.; Gauss, J. Many-Body Expanded Full Configuration Interaction. II. Strongly Correlated Regime. J. Chem. Theory Comput. 2019, 15, 4873.

(77) Eriksen, J. J.; Gauss, J. Generalized Many-Body Expanded Full Configuration Interaction Theory. J. Phys. Chem. Lett. 2019, 10, 7910.

(78) Huron, B.; Malrieu, J.-P.; Rancurel, P. Iterative Perturbation Calculations of Ground and Excited State Energies from Multiconfigurational Zeroth-Order Wavefunctions. J. Chem. Phys. 1973, 58, 5745.

(79) Harrison, R. J. Approximating Full Configuration Interaction with Selected Configuration Interaction and Perturbation Theory. J. Chem. Phys. 1991, 94, 5021.

(80) Stampfuß, P.; Wenzel, W. Improved Implementation and Application of the Individually Selecting Configuration Interaction Method. J. Chem. Phys. 2005, 122, 024110.

(81) Eriksen, J. J.; Anderson, T. A.; Deustua, J. E.; Ghanem, K.; Hait, D.; Hoffmann, M. R.; Lee, S.; Levine, D. S.; Magoulas, I.; Shen, J.; Tubman, N. M.; Whaley, K. B.; Xu, E.; Yao, Y.; Zhang, N.; Alavi, A.; Chan, G. K.-L.; Head-Gordon, M.; Liu, W.; Piecuch, P.; Sharma, S.; Ten-no, S. L.; Umrigar, C. J.; Gauss, J. The Ground State Electronic Energy of Benzene. arXiv:2008.02678 2020.
(82) PyMBE: A Many-Body Expanded Correlation Code by Janus Juul Eriksen, See https://gitlab.com/januseriksen/pymbe.

(83) PySCF: The Python-Based Simulations of Chemistry Framework, See https://pyscf.github.io/.

(84) Sun, Q.; Berkelbach, T. C.; Blunt, N. S.; Booth, G. H.; Guo, S.; Li, Z.; Liu, J.; McClain, J.; Sayfutyarova, E. R.; Sharma, S.; Wouters, S.; Chan, G. K.-L. PySCF: The Python-Based Simulations of Chemistry Framework. WIREs Comput. Mol. Sci. 2018, 8, e1340.

(85) Sun, Q.; Zhang, X.; Banerjee, S.; Bao, P.; Barbry, M.; Blunt, N. S.; Bogdanov, N. A.; Booth, G. H.; Chen, J.; Cui, Z.-H.; Eriksen, J. J.; Gao, Y.; Guo, S.; Hermann, J.; Hermes, M. R.; Koh, K.; Koval, P.; Lehtola, S.; Li, Z.; Liu, J.; Mardirossian, N.; McClain, J. D.; Motta, M.; Mussard, B.; Pham, H. Q.; Pulkin, A.; Purwanto, W.; Robinson, P. J.; Ronca, E.; Sayfutyarova, E.; Scheurer, M.; Schurkus, H. F.; Smith, J. E. T.; Sun, C.; Sun, S.-N.; Upadhyay, S.; Wagner, L. K.; Wang, X.; White, A.; Whitfield, J. D.; Williamson, M. J.; Wouters, S.; Yang, J.; Yu, J. M.; Zhu, T.; Berkelbach, T. C.; Sharma, S.; Sokolov, A.; Chan, G. K.-L. Recent Developments in the PySCF Program Package. J. Chem. Phys. 2020, 153, 024109.

(86) Dunning Jr., T. H. Gaussian Basis Sets for use in Correlated Molecular Calculations. I. The Atoms Boron through Neon and Hydrogen. J. Chem. Phys. 1989, 90, 1007.

(87) Kendall, R. A.; Dunning Jr., T. H.; Harrison, R. J. Electron Affinities of the First-Row Atoms Revisited. Systematic Basis Sets and Wave Functions. J. Chem. Phys. 1992, 96, 6796.

(88) Roos, B. O. The Complete Active Space Self-Consistent Field Method and its Applications in Electronic Structure Calculations. Adv. Chem. Phys. 1987, 69, 399.
(89) (a) Noga, J.; Bartlett, R. J. The Full CCSDT Model for Molecular Electronic Structure. J. Chem. Phys. 1987, 86, 7041; (b) Noga, J.; Bartlett, R. J. Erratum: The Full CCSDT Model for Molecular Electronic Structure. J. Chem. Phys. 1988, 89, 3401.

(90) Scuseria, G. E.; Schaefer, III, H. F. A New Implementation of the Full CCSDT Model for Molecular Electronic Structure. Chem. Phys. Lett. 1988, 152, 382.