NONAUTONOMOUS KOLMOGOROV EQUATIONS IN THE WHOLE SPACE: A SURVEY ON RECENT RESULTS

L. LORENZI

Abstract. In this paper we survey some recent results concerned with nonautonomous Kolmogorov elliptic operators. Particular attention is paid to the case of the nonautonomous Ornstein-Uhlenbeck operator.

1. Introduction

The interest in elliptic operators with unbounded coefficients in $\mathbb{R}^N$ and in smooth unbounded subsets has grown sensibly in the last decades due to their applications in many branches of applied sciences (for instance mathematical finance). Starting from the pioneering papers by Azencott and Itô (see [6, 27] and also [38]) the study of autonomous Kolmogorov operators has spread out and led to an almost rich literature nowadays. We refer the reader to [9] and its bibliography.

One of the keystone in the analysis of autonomous nondegenerate elliptic operators is the study of the Ornstein-Uhlenbeck operator

$$(\mathcal{A}\varphi)(x) = \sum_{i,j=1}^{N} q_{ij} D_{ij}\varphi(x) + \sum_{i,j=1}^{N} b_{ij} x_j D_i\varphi(x), \quad x \in \mathbb{R}^N,$$

where $Q = (q_{ij})$ and $B = (b_{ij})$ are given constant matrices, $Q$ being positive definite. Such analysis begun in the paper [17] and continued in several other papers (among them we quote [10, 29, 35, 37, 39, 41]). The main feature of the Ornstein-Uhlenbeck operator, which makes it easier to be studied than more general operators with unbounded coefficients, is an explicit representation formula for the solution to the Cauchy problem

$$\begin{cases}
D_t u(t, x) = (\mathcal{A} u)(t, x), \quad t > 0, \quad x \in \mathbb{R}^N, \\
u(0, x) = f(x), \quad x \in \mathbb{R}^N,
\end{cases} \quad (1.1)$$

when $f \in C_b(\mathbb{R}^N)$. It turns out that $u(t, x) = (T(t)f)(x)$ for any $t > 0$ and any $x \in \mathbb{R}^N$, where the so called Ornstein-Uhlenbeck semigroup $(T(t))$ is defined by

$$(T(t)f)(x) := \frac{1}{(4\pi)^{N/2}(\det Q_t)^{1/2}} \int_{\mathbb{R}^N} e^{-\frac{1}{4}(Q_t^{-1}v,v)} f(y + e^{tB}x) dy, \quad x \in \mathbb{R}^N,$$

for any $f \in C_b(\mathbb{R}^N)$.

For more general elliptic operators $\mathcal{A}$ with unbounded coefficients of the form

$$(\mathcal{A}\varphi)(x) = \sum_{i,j=1}^{N} q_{ij}(x) D_{ij}\varphi(x) + \sum_{i,j=1}^{N} b_j D_j\varphi(x), \quad x \in \mathbb{R}^N,$$
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it has been proved that, under mild assumptions on the regularity of the coefficients $q_{ij}$ and $b_j$ ($i, j = 1, \ldots, N$), the Cauchy problem (1.1) admits at least a bounded classical solution (i.e. there exists a bounded function $u$ which belongs to $C^{1,2}([0, +\infty) \times \mathbb{R}^N) \cap C([0, +\infty) \times \mathbb{R}^N)$ and solves the Cauchy problem (1.1). In this more general setting no explicit representation formula for the function $u$ is available.

As far as the nonhomogeneous Cauchy problem

$$
\begin{cases}
D_t u(t, x) = (\mathcal{A} u)(t, x) + g(t, x), & t \in [0, T], \quad x \in \mathbb{R}^N, \\
u(0, x) = f(x), & x \in \mathbb{R}^N,
\end{cases}
$$

is concerned, under suitable algebraic and growth conditions on the coefficients of the operator $\mathcal{A}$, some Schauder type results have been proved in [8, 36]. More specifically, in the previous papers it has been proved that if $f \in C^2_b(\mathbb{R}^N)$, $g \in C([0, T] \times \mathbb{R}^N)$ and

$$
\sup_{t \in [0, T]} \|g(t, \cdot)\|_{C^\alpha_b(\mathbb{R}^N)} < +\infty,
$$

for some $\alpha \in (0, 1)$, then Problem (1.2) admits a unique solution $u \in C^{1,2}([0, T] \times \mathbb{R}^N)$ such that

$$
\sup_{t \in [0, T]} \|u(t, \cdot)\|_{C^2_b(\mathbb{R}^N)} \leq C \left( \|f\|_{C^2_b(\mathbb{R}^N)} + \sup_{t \in [0, T]} \|g(t, \cdot)\|_{C^\alpha_b(\mathbb{R}^N)} \right),
$$

for some positive constant $C$, independent of $f$ and $g$.

Differently from the case when the coefficients of $\mathcal{A}$ are bounded, the semigroups associated to elliptic operators with unbounded coefficients are bounded, neither strongly continuous in $\mathcal{BUC}(\mathbb{R}^N)$, nor analytic in $C_b(\mathbb{R}^N)$. Moreover, the usual $L^p$-spaces related to the Lebesgue measure are not the suitable $L^p$-spaces where to consider Kolmogorov semigroups. A simple one-dimensional example in [42] shows that the operator

$$(\mathcal{A} \varphi)(x) = \varphi''(x) - \text{sign}(x)|x|^{1+\varepsilon}\varphi'(x), \quad x \in \mathbb{R},$$

does not generate a strongly continuous semigroup in $L^p(\mathbb{R})$ for whichever $\varepsilon > 0$ and $p \in [1, +\infty)$.

As a matter of fact, the $L^p$-spaces which fit best the properties of semigroups associated with elliptic operators with unbounded coefficients are those related to a particular measure, the so-called invariant measure of the semigroup. Such a measure, when existing, is characterized by the following invariance property:

$$
\int_{\mathbb{R}^N} T(t) f \, d\mu = \int_{\mathbb{R}^N} f \, d\mu, \quad t > 0, \quad f \in C_b(\mathbb{R}^N).
$$

Under rather weak assumptions on the coefficients of the operator $\mathcal{A}$, if an invariant measure of $(T(t))$ exists, then it is unique. The most famous sufficient condition ensuring the existence of an invariant measure is the Has’minskii criterion, which can be stated in term of a so-called Lyapunov function. More specifically, Has’minskii criterion states that the invariant measure exists if there exists a smooth function $\varphi$, tending to $+\infty$ as $|x| \to +\infty$, such that $\mathcal{A} \varphi$ tends to $-\infty$ as $|x| \to +\infty$. In the case of the Ornstein-Uhlenbeck operator, it is known that the invariant measure exists if and only if $\operatorname{Spec}(B)$ is contained in the left open halfplane $\{\lambda \in \mathbb{C} : \Re\lambda < 0\}$.

Whenever the invariant measure exists, the semigroup $(T(t))$ can be extended to $L^p(\mathbb{R}^N, \mu)$ by a semigroup of positive contractions, for any $p \in [1, +\infty)$, which we still denote by $(T(t))$. The characterization of the domain of its infinitesimal generator is an hard and challenging task, solved only in some particular situation.
This is the case, for instance, of the Ornstein-Uhlenbeck semigroup (see [35, 41]) where also the spectrum of the infinitesimal generator and the sector of analyticity have been completely characterized (see [10, 37]). We also quote the papers [18, 32] where some more general situations are considered. In all the cases dealt with in the previous two papers the invariant measure is explicit and this makes the problem easier to be studied. In the general case, the invariant measure is not explicit and only some qualitative properties are known. It is well-known that the invariant measure is absolutely continuous with respect to the Lebesgue measure. Under rather weak assumptions on the smoothness of the coefficients of the operator $\mathcal{A}$ the density of $\mu$ with respect to the Lebesgue measure is locally Hölder continuous in $\mathbb{R}^N$. Global properties of the invariant measure have been proved in [23, 40].

Since the characterization of the domain of the infinitesimal generator $A_p$ of the semigroup $(T(t))$ in $L^p(\mathbb{R}^N, \mu)$ is an hard task in general, it turns out important to determine suitable space of smooth functions which are a core for $A_p$. This problem has been addressed in [2, 3, 4] where sufficient conditions for $C^\infty_c(\mathbb{R}^N)$ to be a core of $A_p$ are given.

Whenever an invariant measure exists, for any $f \in L^p(\mathbb{R}^N, \mu)$ the function $T(t)f$ converges to the mean $\overline{f}$ of $f$ with respect to $\mu$, in $L^p(\mathbb{R}^N, \mu)$ as $t \to +\infty$ for any $p \in (1, +\infty)$. In particular, if the pointwise gradient estimate

$$
|\nabla T(t)f(x)|^2 \leq C e^{\omega t} (T(t)f^2)(x), \quad t > 1, \quad x \in \mathbb{R}^N,
$$

holds true for any $f \in C^0_b(\mathbb{R}^N)$ and some constants $C > 0$ and $\omega < 0$, then $T(t)f$ converges to $\overline{f}$ with exponential rate.

In this paper we are going to survey the recent results in the case of nonautonomous elliptic operators with unbounded coefficients starting from the pioneering paper [19].

The paper is structured as follows. In Section 2 we introduce the evolution operators $(P(t, s))$ associated to nonautonomous elliptic operators

$$(\mathcal{A}\varphi)(s, x) = \sum_{i,j=1}^N q_{ij}(s, x) D_{ij} \varphi(x) + \sum_{i,j=1}^N b_{ij}(s, x) D_i \varphi(x), \quad s \in I, \quad x \in \mathbb{R}^N, \quad (1.3)$$

in $C^0_b(\mathbb{R}^N)$, where $I$ is a right halfline (possibly $I = \mathbb{R}$), listing their main properties. Section 3 is devoted to proving uniform estimates for the derivatives (up to the third-order) of the function $P(t, s)f$ when $f$ belongs to spaces of Hölder continuous functions. As a valuable consequence of such estimates, we state an optimal regularity result in Hölder spaces for the solution to (1.2) when $\mathcal{A}$ is a nonautonomous operator. We then turn our attention to pointwise gradient estimates which are extensively used in the forthcoming sections. Section 4 is devoted to introducing the nonautonomous counterpart of the concept of invariant measures: the so called evolution systems of invariant measures, i.e., a family $\{\mu_s : s \in \mathbb{R}\}$ of probability measures such that

$$
\int_{\mathbb{R}^N} P(t, s)fd\mu_t = \int_{\mathbb{R}^N} fd\mu_s, \quad s < t, \quad f \in C^0_b(\mathbb{R}^N).
$$

From Section 5 we confine ourselves to the case when $I = \mathbb{R}$. In Section 5 we introduce the evolution semigroup $(T(t))$ associated with the evolution operator $(P(t, s))$ both in $C^0_b(\mathbb{R}^{1+N})$- and in $L^p$-spaces related to particular Borel positive measures $\mu$ constructed starting from evolution systems of measures. More specifically, $\mu$ is the unique Borel measure which extends the function

$$
(A, B) \mapsto \int_A \mu_s(B)ds,
$$

defined on Borel sets $A \subset \mathbb{R}$ and $B \subset \mathbb{R}^N$. 
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The semigroup \((T(t))\), defined in \(C_0(\mathbb{R}^{1+N})\), extends to \(L^p(\mathbb{R}^{1+N}, \mu)\) by a strongly continuous semigroup of contractions. In the case of the nonautonomous Ornstein-Uhlenbeck operator, and \(\mu\) coming from the unique evolution system of measures of Gaussian type, the domain of the infinitesimal generator of the evolution semigroup \((T(t))\) is characterized in Subsection 5.7. Section 6 is devoted to the periodic case, i.e., to the case when the coefficients of the nonautonomous operator \(\mathcal{A}\) are \(T\) periodic with respect to \(s\). Section 7 collects some results on the asymptotic behaviour of the evolution operator \((P(t, s))\) in the \(L^p\)-spaces related to evolution systems of measures. Finally, in Section 8 we present some sufficient conditions, in the periodic case, for the generator of \((T(t))\) to be compactly embedded in \(L^p(\mathbb{R}^{1+N}, \mu^2)\), where \(\mu^2\) is the (probability) measure constructed starting from the unique \(T\) periodic evolution systems of measures of \((P(t, s))\).

**Notation.** Given an open set \(\Omega \subset \mathbb{R}^N\) and a smooth function \(u : \Omega \to \mathbb{R}\), we use the notation \(D_i u\) and \(D_{ij} u\) to denote the derivatives \(\frac{\partial u}{\partial x_i}\) and \(\frac{\partial^2 u}{\partial x_i \partial x_j}\), respectively. If \(u\) is a function of the variables \(s\) and \(x\), we denote by \(D_s u\) the derivative \(\frac{\partial u}{\partial s}\).

The subscript "\(b\)" means bounded. Hence, \(C_b(\mathbb{R}^N)\) stands for the set of all continuous functions \(f : \mathbb{R}^N \to \mathbb{R}\) which are bounded. We endow \(C_b(\mathbb{R}^N)\) with the sup-norm. Similarly, for any \(k > 0\), \(C^k_b(\mathbb{R}^N)\) stands for the set of all functions in \(C^k(\mathbb{R}^N)\) which are bounded and have bounded derivatives up to the \([k]\)-th order. It is endowed with the Euclidean norm

\[
\|u\|_{C^k_b(\mathbb{R}^N)} = \sum_{|\alpha| \leq k} \|D^\alpha u\|_{C_b(\mathbb{R}^N)} + \sum_{|\alpha| = k} \sup_{x \neq y} \frac{|D^\alpha u(x) - D^\alpha u(y)|}{|x - y|^{k-|\alpha|}}.
\]

The subscript "\(c\)" always means compactly supported. Hence, \(C^0_c(\mathbb{R}^N)\) stands for the set of all the twice-continuously differentiable functions with compact support in \(\mathbb{R}^N\).

By \(B_R\) we denote the open ball in \(\mathbb{R}^N\) with centre at the origin and radius \(R\), and by \(\overline{B}_R\) its closure. If \(A\) is a measurable set in \(\mathbb{R}^N\), we denote by \(\chi_A\) the characteristic function of the set \(A\). Finally, by \(\langle x, y \rangle\) we denote the Euclidean inner product of the vectors \(x, y \in \mathbb{R}^N\).

## 2. The Evolution Operator in \(C_b(\mathbb{R}^N)\)

In this section we assume the following assumptions on the coefficients of the operator \(\mathcal{A}\) in \([13]\).

**Hypothesis 2.1.**

(i) The coefficients \(a_{ij}\) and \(b_i\) belong to \(C^{\alpha/2, \alpha}_{\text{loc}}(I \times \mathbb{R}^N)\) for any \(i, j = 1, \ldots, N\) and some \(\alpha \in (0, 1)\);

(ii) \(Q\) is uniformly elliptic, i.e., for every \((s, x) \in I \times \mathbb{R}^N\), the matrix \(Q(s, x)\) is symmetric and there exists a function \(\eta : I \times \mathbb{R}^N \to \mathbb{R}\) such that \(0 < \eta_0 := \inf_{I \times \mathbb{R}^N} \eta\) and

\[
\langle Q(s, x)\xi, \xi \rangle \geq \eta(s, x)|\xi|^2, \quad \xi \in \mathbb{R}^N, \ (s, x) \in I \times \mathbb{R}^N;
\]

(iii) for every bounded interval \(J \subset I\) there exist a function \(\varphi = \varphi_J \in C^2(\mathbb{R}^N)\) and a positive number \(\lambda = \lambda_J\) such that

\[
\lim_{|x| \to +\infty} \varphi(x) = +\infty \quad \text{and} \quad \langle \mathcal{A}\varphi \rangle(s, x) - \lambda \varphi(x) \leq 0, \quad (s, x) \in J \times \mathbb{R}^N.
\]

Under the previous set of assumptions one can prove the following result.
Theorem 2.2 ([25, Theorem 2.2]). For any $s \in I$ and any $f \in C_b(\mathbb{R}^N)$, there exists a unique solution $u$ of the Cauchy problem
\[
\begin{cases}
D_t u(t,x) = (\mathcal{A} u)(t,x), & t > s, \quad x \in \mathbb{R}^N, \\
u(s,x) = f(x), & x \in \mathbb{R}^N.
\end{cases}
\]

Furthermore,
\[
\|u(t,\cdot)\|_\infty \leq \|f\|_\infty, \quad t \geq s.
\]

Proof. Uniqueness and Estimate (2.2) follow from a generalized maximum principle. Hypothesis (2.1)(iii) allows to prove that, if $u \in C_b([a, b] \times \mathbb{R}^N) \cap C^{1,2}((a, b) \times \mathbb{R}^N)$ satisfies the differential inequality $D_t u - \mathcal{A} u \leq 0$ in $[a, b] \times \mathbb{R}^N$ and $u(a, \cdot) \leq 0$, then $u(t, x) \leq 0$ for any $(t, x) \in [a, b] \times \mathbb{R}^N$. It suffices to observe that $u$ is the pointwise limit of the sequence of functions $v_n = u - n^{-1} \varphi$ which have a global maximum in $[a, b] \times \mathbb{R}^N$, which should be non positive since $v_n$ is non positive at $t = s$.

The existence part is obtained looking at the solution $u$ to (2.3) as the limit (in a suitable sense) of the solutions to Cauchy-Dirichlet problems in balls.

First one considers the case when $f$ is positive and belongs to $C^{2+\alpha}(\mathbb{R}^N)$. For any $n \in \mathbb{N}$, let $u_n$ be the classical solution to the Cauchy-Dirichlet problem
\[
\begin{cases}
u(t,x) = (\mathcal{A} u)(t,x), & t \in (s, +\infty), \quad x \in B_n, \\
u(t,x) = 0, & t \in (s, +\infty), \quad x \in \partial B_n, \\
u(s,x) = f(x), & x \in B_n.
\end{cases}
\]

If $n_0$ is such that $\text{supp}(f) \subset B(n_0)$, then, for any $n \geq n_0$, the unique classical solution to Problem (2.3) belongs to $C^{1+\alpha/2,\alpha}(s, +\infty) \times B_n)$. Moreover, for any $m > n_0$, there exists a constant $C = C(m)$ independent of $n$, such that
\[
\|u_n\|_{C^{1+\alpha/2,\alpha}(s, +\infty) \times B_m)} \leq C\|f\|_{C^{2+\alpha}(\mathbb{R}^N)},
\]
for any $n > m$. The sequence $(u_n(x))$ is increasing for any $x \in \mathbb{R}^N$, by the classical maximum principle. Hence, the previous estimate and a diagonal argument imply that $u_n$ converges in $C^{1,2}((s, m) \times B(m))$, for any $m \in \mathbb{N}$, to some function $u \in C^{1+\alpha/2,\alpha}(s, +\infty) \times \mathbb{R}^N)$. Clearly, $u$ satisfies the differential equation in (2.1) since any function $u_n$ does in $(s, +\infty) \times B_n$. Moreover, $u(s, \cdot) = f$ since $u_n(s, \cdot) = f$ for any $n \in \mathbb{N}$ and $u_n$ converges to $u$ locally uniformly in $(s, +\infty) \times \mathbb{R}^N$.

In the case when $f \in C_b(\mathbb{R}^N)$, one fixes a sequence $(f_n) \subset C^{2+\alpha}(\mathbb{R}^N)$ converging to $f$ uniformly in $\mathbb{R}^N$ as $n$ tends to $+\infty$. Denote by $u_{f_n}$ the solution to (2.1) with $f$ being replaced by $f_n$. Estimate (2.2) yields
\[
\|u_{f_n} - u_{f_m}\|_{C^{1}(s, +\infty) \times \mathbb{R}^N)} \leq \|f_n - f_m\|_{C^{2+\alpha}(\mathbb{R}^N)}, \quad m, n \in \mathbb{N}.
\]

Therefore, $u_{f_n}$ converges to some function $u \in C_b(s, +\infty) \subset C^{1+\alpha/2,\alpha}(s, +\infty) \times \mathbb{R}^N)$. In particular, $u(s, \cdot) = f$. The classical interior Schauder estimates applied to the sequence $(u_{f_n})$ show that $u_{f_n}$ actually converges in $C^{2,1}_{\text{loc}}((s, +\infty) \times \mathbb{R}^N)$ to $u$. Hence, $u$ is the bounded classical solution of Problem (2.1).

The general case when $f \in C_b(\mathbb{R}^N)$ is a bit trickier to be handled with. Let $(f_n) \subset C^{2+\alpha}(\mathbb{R}^N)$ converge to $f$ locally uniformly in $\mathbb{R}^N$ as $n$ tends to $+\infty$. Again the interior Schauder estimates show that, up to a subsequence, $u_{f_n}$ converges in $C^{2,1}_{\text{loc}}((s, +\infty) \times \mathbb{R}^N)$ to some function $u \in C^{1+\alpha/2,2+\alpha}_{\text{loc}}((s, +\infty) \times \mathbb{R}^N)$, as $n$ tends to $+\infty$. In particular, $u$ solves the differential equation in (2.1).

To prove that $u$ is continuous up to $t = s$ and $u(s, \cdot) = f$, we employ a localization argument. We fix a compact set $K \subset \mathbb{R}^N$ and a smooth and compactly supported function $\varphi$ such that $0 \leq \varphi \leq 1$ and $\varphi \equiv 1$ in $K$. Further, we split $u_{f_n} = u_{\varphi f_n} + u_{(1-\varphi)f_n}$, for any $n \in \mathbb{N}$. Since the function $\varphi f$ is compactly supported in $\mathbb{R}^N$, $u_{\varphi f_n}$ converges to $u_{\varphi f}$ uniformly in $(s, +\infty) \times \mathbb{R}^N$.
Let us now consider the sequence \((u_{(1-\varphi)f_n})\). Fix \(m \in \mathbb{N}\). A comparison argument shows that
\[
|(u_{(1-\varphi)f_n})(t,x)| \leq (1 - u_\varphi(t,x))M, \quad (t,x) \in (s, +\infty) \times \mathbb{R}^N,
\]
where \(M = \sup_{n \in \mathbb{N}} \|f_n\|_{\infty}\). Since \(u_{f_n}\) converges pointwise to \(u\), for any \((t,x) \in (s, +\infty) \times \mathbb{R}^N\) we have
\[
|u(t,x) - f(x)| = \lim_{n \to +\infty} |u_{f_n}(t,x) - f(x)|, \quad (t,x) \in (s, +\infty) \times \mathbb{R}^N,
\]
and, for each \(n \in \mathbb{N}\), we have
\[
|u_{f_n}(t,x) - f(x)| \leq |u_{\varphi f_n}(t,x) - f(x)| + |u_{(1-\varphi)f_n}(t,x)| \leq |u_{\varphi f_n}(t,x) - f(x)| + (1 - u_\varphi(t,x))M.
\]
Letting \(n \to +\infty\) gives
\[
|u(t,x) - f(x)| \leq |u_{\varphi f}(t,x) - f(x)| + (1 - u_\varphi(t,x))M,
\]
Hence, \(u\) can be continuously extended up to \(t = s\) setting \(u(s,\cdot) = f\).

The general case when \(f\) is not everywhere nonnegative then follows splitting \(f = f^+ - f^-\) where \(f^+ = \max\{f, 0\}\) and \(f^- = \max\{-f, 0\}\), and applying the above results to \(f^+\) and \(f^-\). This completes the proof. \(\Box\)

The previous theorem allows to associate an evolution operator \((P(t,s))\) with the operator \(\mathcal{A}_\varphi\). For any \(f \in C_b(\mathbb{R}^N)\), \(P(t,s)f\) is the value at \(t\) of the unique bounded classical solution to Problem \((\text{2.1})\).

**Remark 2.3.** In the case of the nonautonomous Ornstein-Uhlenbeck operator
\[
(\mathcal{A}_0 \varphi)(s,x) = \sum_{i,j=1}^{N} q_{ij}(s)D_{ij}\varphi(x) + \sum_{i,j=1}^{N} b_{ij}(s)x_jD_i\varphi(x), \quad s \in \mathbb{R}, x \in \mathbb{R}^N,
\]
an explicit representation formula for the associated evolution operator \((P_0(t,s))\) is known. More precisely, for any \(f \in C_b(\mathbb{R}^N)\) one has
\[
(P_0(t,s)f)(x) = \frac{1}{(4\pi)^{N/2}(\det Q_{t,s})^{1/2}} \int_{\mathbb{R}^N} e^{-\frac{1}{2} (Q_{t,s}^{-1} y, y)} f(y + U(s,t)x)dy, \quad (2.4)
\]
where \(U(\cdot,s)\) is the solution of the problem
\[
\begin{aligned}
D_t U(t,s) &= -B(t)U(t,s), \quad t \in \mathbb{R}, \\
U(s,s) &= \text{Id},
\end{aligned}
\]
(2.5)
and \(Q_{t,s}\) is the positive definite matrix defined by
\[
Q_{t,s} = \int_{s}^{t} U(s,\xi)Q(\xi)U(s,\xi)^*d\xi, \quad s,t \in \mathbb{R}, s < t.
\]
Note that \(P_0(\cdot,s)f\) is the unique bounded classical solution to Problem \((\text{2.1})\), just assuming that \(q_{ij}\) and \(b_{ij}\) are in \(C_b(\mathbb{R})\) for any \(i,j = 1,\ldots,N\), namely, no local Hölder regularity is required.

The evolution operator \((P(t,s))\) enjoys the following properties.

**Proposition 2.4** \((\text{[23] Propositions 2.4 \& 3.1})\). The following properties hold true.

(i) For any \((t,s) \in I \times I\) such that \(t > s\) and any \(x \in \mathbb{R}^N\), there exists a unique probability measure \(p_{t,s}(x,dy)\) such that
\[
(P(t,s)f)(x) = \int_{\mathbb{R}^N} f(y)p_{t,s}(x,dy). \quad (2.6)
\]
(ii) Each operator $P(t,s)$ can be extended to the set of all bounded Borel functions through Formula (2.6). In particular, for any Borel set $A$ with positive Lebesgue measure, $(P(t,s)\chi_A)(x) > 0$ for any $x \in \mathbb{R}^N$ and any $t > s$.

(iii) Let $(f_n) \subset C_b(\mathbb{R}^N)$ be a bounded sequence and $f \in C_b(\mathbb{R}^N)$. Then:
(a) if $f_n$ converges pointwise to $f$, then $P(\cdot, s)f_n$ converges to $P(\cdot, s)f$ locally uniformly in $(s, +\infty) \times \mathbb{R}^N$;
(b) if $f_n$ converges locally uniformly in $\mathbb{R}^N$ to $f$, then $P(\cdot, s)f_n$ converges to $P(\cdot, s)f$ locally uniformly in $[s, +\infty) \times \mathbb{R}^N$.

**Remark 2.5.** In general, $P(t,s)$ does not transform the local uniform convergence of $f_n$ to $f$ in uniform convergence of $P(t,s)f_n$ to $P(t,s)f$ as $n \to +\infty$. Consider for instance the one dimensional Ornstein-Uhlenbeck operator

$$(\mathcal{O}_t \varphi)(x) = \varphi''(x) + bx\varphi'(x), \quad x \in \mathbb{R}.$$ 

In this case $P(t,s)f$ is given by (2.2) with $U(t,s) = e^{-(t-s)b}$ and

$$Q_{t,s} = \frac{e^{2bt(t-s)} - 1}{2b}, \quad t, s \in \mathbb{R}.$$ 

Let $f_n(x) = e^{in^{-1}x}$ for any $x \in \mathbb{R}$ and any $n \in \mathbb{N}$. $f_n$ converges to 1 locally uniformly in $\mathbb{R}^N$ as $n \to +\infty$. A straightforward computation shows that

$$(P(t,s)f_n)(x) = \exp(-Q_{t,s}n^{-2})e^{i/n}e^{(t-s)b}x, \quad x \in \mathbb{R},$$

which clearly does not converge uniformly in $\mathbb{R}^N$ to $P(t,s)f1 = 1$ as $n \to +\infty$.

One important issue is the continuity of $P(t,s)$ with respect to the variable $s$. Under Hypothesis (2.4) the function $P(t,s)f$ turns out to be continuously differentiable with respect to $s$ in $I \cap (-\infty, t]$ for any $f \in C^2(\mathbb{R}^N)$ constant outside a compact set, and

$$\frac{d}{ds}P(t,s)f = -P(t,s)\mathcal{A}f, \quad t > s.$$ 

In the case when $f$ is just bounded and continuous, the continuity of the function $s \mapsto P(t,s)f$ can be proved if we replace Hypothesis 2.4(iii) with the following stronger condition.

**Hypothesis 2.6.** For every bounded interval $J \subset I$ there exist a function $\varphi = \varphi_J \in C^2(\mathbb{R}^N)$ diverging to $+\infty$ as $|x|$ tends to $+\infty$, and a positive constant $M_J$ such that

$$(\mathcal{A}\varphi)(s,x) \leq M_J, \quad s \in J, \quad x \in \mathbb{R}^N.$$ 

Under this additional assumption, one can prove the following result, which improves Property (iii) of Proposition 2.4.

**Proposition 2.7 (2.5 Proposition 3.6).** Let $(f_n)$ be a bounded sequence in $C_b(\mathbb{R}^N)$, such that $\|f_n\|_\infty \leq M$ for each $n \in \mathbb{N}$ and $f_n$ converges to $f \in C_b(\mathbb{R}^N)$ locally uniformly in $\mathbb{R}^N$. Then, the function $P(\cdot, \cdot)f_n$ converges to $P(\cdot, \cdot)f$ locally uniformly in $\Lambda \times \mathbb{R}^N$, where $\Lambda = \{(t, s) \in I \times I : s \leq t\}$.

Clearly, the previous proposition implies the continuity of the function $(t, s, x) \mapsto (P(t,s)f)(x)$ in $\Lambda \times \mathbb{R}^N$, since this function is continuous when $f \in C^2_b(\mathbb{R}^N)$, and any $f \in C_b(\mathbb{R}^N)$ is the local uniform limit of a sequence of functions in $C^2_b(\mathbb{R}^N)$, which is bounded in the sup-norm.
3. Uniform and gradient estimates and optimal Schauder estimates

Theorem 2.2 shows that the function \( P(t,s)f \) is twice continuously differentiable with respect to the spatial variables in \((s, +\infty) \times \mathbb{R}^N\) but provides us with no information about the boundedness of such derivatives. For the analysis of the long time behaviour of the function \( P(t,s)f \) and of the nonhomogeneous Cauchy problem associated with the operator \( \mathcal{A} \), uniform and pointwise estimates for the spatial derivatives of the function \( P(t,s)f \), when \( f \in C_b(\mathbb{R}^N) \), are of particular interest. As in the autonomous case, they can be proved under stronger assumptions on the coefficients of the operator \( \mathcal{A} \) than Hypothesis 2.1.

3.1. Uniform estimates. Uniform gradient estimates can be proved under some algebraic conditions on the drift coefficients \( b_j \) and some growth conditions on the diffusion coefficients \( q_{ij} \) \((i,j = 1, \ldots, N)\). More precisely, assume the following additional condition of the coefficients of the operator \( \mathcal{A} \).

**Hypothesis 3.1.**

(i) The coefficients \( q_{ij} \) and \( b_i \) \((i,j = 1, \ldots, N)\) and their first-order spatial derivatives belong to \( C^{\alpha/2,\alpha}(I \times \mathbb{R}^N) \);

(ii) there exists a locally upperly bounded function \( r : I \times \mathbb{R}^N \to \mathbb{R} \) such that

\[
\langle \nabla b(s,x)\xi, \xi \rangle \leq r(s,x)|\xi|^2, \quad \xi \in \mathbb{R}^N, \quad (s,x) \in I \times \mathbb{R}^N;
\]

(iii) there exists a locally bounded function \( \zeta : I \to [0, +\infty) \) such that, for every \( i,j,k \in \{1, \ldots, N\} \), we have

\[
|D_kq_{ij}(s,x)| \leq \zeta(s)|\eta(s,x)|, \quad (s,x) \in I \times \mathbb{R}^N.
\]

Under Hypotheses 2.1 and 3.1 the following result holds true.

**Theorem 3.2 (Theorem 4.1).** Let \( s \in I \) and \( T > s \). Then, there exist positive constants \( C_1, C_2 \), depending on \( s \) and \( T \), such that:

(i) for every \( f \in C^1_b(\mathbb{R}^N) \) we have

\[
\|\nabla P(t,s)f\|_\infty \leq C_1\|f\|_{C^1_b(\mathbb{R}^N)}, \quad s < t \leq T;
\]

(ii) for every \( f \in C^1_b(\mathbb{R}^N) \) we have

\[
\|\nabla P(t,s)f\|_\infty \leq \frac{C_2}{\sqrt{t-s}}\|f\|_\infty, \quad s < t \leq T.
\]

The previous estimates show that the spatial gradient of \( P(t,s)f \) satisfies estimates similar to those holding in the case when \( P(t,s) \) is associated with an elliptic operator with smooth and bounded coefficients.

**Remark 3.3.** In the case when the functions \( r \) and \( \xi \) in Hypothesis 3.1 are upperly bounded in \( I \times \mathbb{R}^N \), the constants \( C_1 \) and \( C_2 \) are independent of \( s \in I \). Therefore, Estimates (3.1) and (3.2) can be extended to any \( t > s \). Indeed, if \( t - s > T \), we split \( P(t,s)f = P(t,T)fP(t,T,s)f \) and estimate

\[
\|\nabla P(t,s)f\|_\infty \leq \frac{C_2}{\sqrt{T}}\|P(t,T,s)f\|_\infty \leq \frac{C_2}{\sqrt{T}}\|f\|_\infty,
\]

since \( P(t-T,s) \) is a contraction. Hence,

\[
\|\nabla P(t,s)f\|_\infty \leq C_3 \max\{1, (t-s)^{-\frac{1}{2}}\}\|f\|_\infty, \quad t > s \in I, \quad f \in C^1_b(\mathbb{R}^N),
\]

and

\[
\|\nabla P(t,s)f\|_\infty \leq C_4\|f\|_{C^1_b(\mathbb{R}^N)}, \quad t > s \in I, \quad f \in C^1_b(\mathbb{R}^N),
\]

for some positive constants \( C_3 \) and \( C_4 \), independent of \( s \) and \( t \).
Hypothesis 3.4.

(i) the coefficients \( q_{ij}, b_j \) \((i, j = 1, \ldots, N)\) are thrice continuously differentiable with respect to the spatial variables in \( I \times \mathbb{R}^N \) and they belong to \( C^{\delta/2,\delta}(J \times B_R) \) for some \( \delta \in (0, 1) \), any \( J \subset I \) and any \( R > 0 \), together with their first-, second- and third-order spatial derivatives;

(ii) there exist locally bounded positive functions \( C_1, C_2 : I \rightarrow \mathbb{R} \) such that
\[
|Q(s, x)x| + \text{Tr}(Q(s, x)) \leq C_1(s)(1 + |x|^2)\eta(s, x),
\]
\[
\langle b(s, x), x \rangle \leq C_1(1 + |x|^2)\eta(s, x),
\]
for any \( s \in I \) and any \( x \in \mathbb{R}^N \);

(iii) there exist three locally bounded functions \( K_1, K_2, K_3 : I \rightarrow \mathbb{R}_+ \) such that
\[
|D^2 q_{ij}(s, x)| \leq K_{|\beta|}(s)\eta(s, x),
\]
\[
\sum_{h,k,l,m=1}^{N} D_{lm} q_{hk}(s, x)\xi_{hk}\xi_{lm} \leq K_2(s)\eta(s, x) \sum_{h,k=1}^{N} \xi_{hk}^2,
\]
for any \( i, j = 1, \ldots, N \), any \( |\beta| = 1, 3 \), any \( N \times N \) symmetric matrix \( \Xi = (\xi_{hk}) \) and any \( (s, x) \in I \times \mathbb{R}^N \);

(iv) there exist two functions \( d, r : I \times \mathbb{R}^N \rightarrow \mathbb{R} \) and locally bounded functions \( L_1, L_2 : I \rightarrow \mathbb{R} \) such that
\[
(\nabla_x b(s, x)\xi, \xi) \leq r(s, x)|\xi|^2,
\]
\[
|D^2 b_j(s, x)| \leq d(s, x),
\]
\[
r(s, x) + L_1(s)d(s, x) \leq L_2(s)\eta(s, x),
\]
for any \( s \in I \), any \( |\beta| = 2, 3 \), any \( j = 1, \ldots, N \) and any \( x, \xi \in \mathbb{R}^N \).

Under this set of assumptions, in [31, Theorem 2.4] it has been proved that for any \( h, k = 0, 1, 2, 3 \), with \( h \leq k \) and any \( T > 0 \) there exists a positive constant \( C = C(s, h, k, T) \) such that
\[
\|P(t, s)f\|_{C_b^h(I; \mathbb{R}^N)} \leq C(t - s)^{- \frac{h-k}{2}}\|f\|_{C_b^k(I; \mathbb{R}^N)}, \quad f \in C_b^h(I; \mathbb{R}^N), \quad (3.3)
\]
for any \( t \in (s, s + T] \).

The proof follows the same lines as in the autonomous case and is based on the Bernstein method (see [7]). We sketch the main ideas in the case when \( h = 0 \) and \( k = 3 \). For any \( n \in \mathbb{N} \), let \( \vartheta_n : \mathbb{R}^N \rightarrow \mathbb{R} \) be the radial function defined by \( \vartheta_n(x) = \psi(|x|/n) \) for any \( x \in \mathbb{R}^N \), where \( \psi \) is a smooth nonincreasing function such that \( \chi_{[0, 1/2]} \leq \psi \leq \chi_{[0, 1]} \). We fix \( s \in I \) and define the function
\[
u_n(t, x) = |u_n(t, x)|^2 + a(t-s)\vartheta_n^3(x)|\nabla_x u_n(t, x)|^2 + a^2(t-s)^2\vartheta_n^4(x)|D_x^2 u_n(t, x)|^2
\]
\[
+ a^3(t-s)^3\vartheta_n^6(x)|D_x^3 u_n(t, x)|^2,
\]
for any \( t \in (s, T] \) and any \( x \in B_n \), where \( u_n \) is the (unique) classical solution of the Dirichlet Cauchy problem with \( f \) replaced by \( \vartheta_n f \). The positive parameter \( a \) will be fixed later on.

Function \( v_n \) converges pointwisely as \( n \rightarrow +\infty \) to the function \( v \) defined by
\[
v(t, x) = |(P(t, s)f)|^2 + a(t-s)|(|\nabla_x P(t, s)f)(x)|^2 + a^2(t-s)^2|D_x^2 P(t, s)f(x)|^2
\]
\[
+ a^3(t-s)^3|D_x^3 P(t, s)f(x)|^2,
\]
for any \((t, x) \in (s, +\infty) \times \mathbb{R}^N\), as \( n \rightarrow +\infty \).
To prove Estimates (3.3) it suffices to show that the constant $a$ can be fixed, independently of $n$ such that $v_n \leq \|f\|_{\infty}$ in $[s, s + T] \times B_n$ for any $n \in \mathbb{N}$. This property is obtained employing the classical maximum principle. The function $v_n$ is smooth in $(s, +\infty) \times B_n$ and it vanishes on $(s, +\infty) \times \partial B_n$ since $u_n$ and $\vartheta_n$ do. (This is the reason why the function $\vartheta_n$ is introduced in the definition of $v_n$.) Moreover, $v_n$ can be extended by continuity up to $t = s$ setting $v_n(s, \cdot) = |\vartheta_n|_{\infty}^2$. Using Hypothesis 3.4 one can show that the constant $a$ can be fixed (independently of $n$) such that $D_tv_n - \mathcal{A}v_n \leq 0$ in $(s, s + T] \times B_n$. The classical maximum principle then yields $v_n \leq \|\vartheta_n f\|_{\infty} \leq \|f\|_{\infty}$ as desired.

To prove (3.3) with $h = 1, 2$ and $k = 3$, it suffices to apply the above argument to the functions

$$v_n(t, x) = |u_n(t, x)|^2 + a\vartheta_n^2(x)|\nabla_x u_n(t, x)|^2 + a^2(t-s)\vartheta_n^4(x)|D_2^2 u_n(t, x)|^2 + a^3(t-s^2)\vartheta_n^6(x)|D_2^2 u_n(t, x)|^2,$$

and

$$v_n(t, x) = |u_n(t, x)|^2 + a\vartheta_n^2(x)|\nabla_x u_n(t, x)|^2 + a^2(t-s)\vartheta_n^4(x)|D_2^2 u_n(t, x)|^2 + a^3(t-s^2)\vartheta_n^6(x)|D_2^2 u_n(t, x)|^2,$$

respectively.

**Remark 3.5.** As for the gradient estimates, if the functions $C_i$, $L_i$ ($i = 1, 2$), $K_j$ ($j = 1, 2, 3$), $d$ and $r$ are globally upperly bounded in $I$ and $I \times \mathbb{R}^N$, respectively, then Estimates (3.3) can be extended to any $t > s$, up to replacing $C(t-s)^{-\frac{1}{N}}$ with $\tilde{C}$ max$\{(t-s)^{-\frac{1}{N}}, 1\}$, for some constant $\tilde{C}$, independent of $s$ and $t$.

### 3.2. Optimal Schauder Estimates

Estimates (3.3) are the keystone to prove optimal regularity results for the nonhomogeneous Cauchy problem associated with the operator $\mathcal{A}$. The following result holds true.

**Theorem 3.6.** Fix $[a, b] \subset I$, $\theta \in (0, 1)$, $g \in C^{0, \theta}([a, b] \times \mathbb{R}^N)$ and $f \in C_b^{2+\theta}$. Then, the Cauchy problem

$$\begin{aligned}
D_t u(t, x) &= (\mathcal{A}u)(t, x) + g(t, x), \quad t \in [a, b], \quad x \in \mathbb{R}^N, \\
u(a, x) &= f(x),
\end{aligned} \quad (3.4)$$

admits a unique bounded classical solution. Moreover, $u(t, \cdot) \in C_b^{2+\theta}$ for any $t \in [a, b]$ and there exists a positive constant $C$ such that

$$\sup_{t \in [a, b]} \|u(t, \cdot)\|_{C_b^{2+\theta}} \leq C \left( \|f\|_{C_b^{2+\theta}} + \sup_{t \in [a, b]} \|g(t, \cdot)\|_{C_b^{0, \theta}} \right).$$

**Remark 3.7.** The Cauchy problem (3.4) has been considered in [30] also in some situation where the coefficients of the operator $\mathcal{A}$ are not smooth. More specifically, in [30] the case when the operator $\mathcal{A}$ is given by

$$(\mathcal{A}\varphi)(s, x) = \sum_{i,j=1}^N q_{ij}(s, x)D_{ij}\varphi(x) + \sum_{i,j=1}^N b_{ij}(s)x_jD_{ij}\varphi(x) + \sum_{j=1}^N c_j(s, x)D_j\varphi(x),$$

for any $s \in [0, T]$ and any $x \in \mathbb{R}^N$, has been considered under the following set of assumptions.

**Hypothesis 3.8.**
(i) The coefficients \(c_j\) and \(q_{ij} = q_i j : [0, T] \times \mathbb{R}^N \to \mathbb{R}\) \((i, j = 1, \ldots, N)\) are measurable. Moreover, for any \(s \in [0, T]\) the functions \(c_j(s, \cdot)\) and \(q_{ij}(s, \cdot)\) belong to \(C_\theta^p(\mathbb{R}^N)\) for some \(\theta \in (0, 1)\) and
\[
\sup_{s \in [0, T]} \|c_j(s, \cdot)\|_{C_\theta^p(\mathbb{R}^N)} + \sup_{s \in [0, T]} \|q_{ij}(s, \cdot)\|_{C_\theta^p(\mathbb{R}^N)} < +\infty, \quad i, j = 1, \ldots, N,
\]

(ii) there exists \(\eta_0 > 0\) such that \(\sum_{i,j=1}^{N} q_{ij}(s, x) \xi_i \xi_j \geq \eta_0 |\xi|^2\), for any \(s \in \mathcal{D}\) and any \(x, \xi \in \mathbb{R}^N\), where \(\mathcal{D}\) is a measurable set, whose complement is negligible in \([0, T]\);

(iii) the coefficients \(b_{ij}\) are bounded and measurable in \([0, T]\) for any \(i, j = 1, \ldots, N\).

Assume that \(f \in C_b^{2+\theta}(\mathbb{R}^N)\) and \(g\) is a bounded and measurable function, everywhere defined in \([0, T] \times \mathbb{R}^N\), such that \(g(t, \cdot) \in C_b^p(\mathbb{R}^N)\) for any \(t \in [0, T]\) and
\[
\sup_{t \in [0, T]} \|g(t, \cdot)\|_{C_b^p(\mathbb{R}^N)} < +\infty.
\]

Then, in [30] Theorem 1.2] it has been proved that there exists a unique function \(u\) such that

(i) \(u\) is Lipschitz continuous in \([0, T] \times B_R\) for any \(R > 0\), its first- and second-order spatial derivatives are bounded and continuous functions in \([0, T] \times \mathbb{R}^N\);

(ii) \(u(0, x) = f(x)\) for any \(x \in \mathbb{R}^N\);

(iii) there exists a set \(\mathcal{F} \subset [0, T] \times \mathbb{R}^N\), with negligible complement, such that
\[
D_t u(t, x) = (su'\cdot u)(t, x) + g(t, x) \quad \text{for any} \quad (t, x) \in \mathcal{F}.
\]
Moreover, for any \(x \in \mathbb{R}^N\), the set \(\mathcal{F}(x) = \{t \in [0, T] : (t, x) \in \mathcal{F}\}\) is measurable with measure \(T\).

3.3. **Pointwise gradient estimates.** Pointwise gradient estimates play a particular role in the study of the properties of the evolution operator \(P(t, s)\). By pointwise gradient estimates we mean any estimate of the type
\[
|\nabla_x P(t, s) \varphi(x)|^p \leq c_{P, p}(t-s) (P(t, s)|\nabla \varphi|^p)(x), \quad t > s, \; x \in \mathbb{R}^N; \tag{3.5}
\]
if \(\varphi \in C_b^1(\mathbb{R}^N)\) and
\[
|\nabla_x P(t, s) \varphi(x)|^p \leq C_p \max\{(t-s)^{-p/2}, 1\} c_{P, p}(t-s) (P(t, s)|\varphi|^p)(x), \tag{3.6}
\]
if \(\varphi \in C_b(\mathbb{R}^N)\), for any \(s, t \in I\), with \(s < t\), any \(p > 1\), and some constants \(C_p > 0\) and \(\ell_p \in \mathbb{R}\).

Such estimates have been proved in [28] Theorem 4.5 and [33] Theorem 2.6 under Hypothesis 2.4 and

**Hypothesis 3.9.**

(i) The first-order spatial derivatives of the coefficients \(q_{ij}\) and \(b_i\) \((i, j = 1, \ldots, N)\) exist and belong to \(C_{\alpha, 2, \alpha}^\text{loc}(I \times \mathbb{R}^N)\);

(ii) Hypotheses 3.1(ii)-(iii) are satisfied for some upperly bounded functions \(r : I \times \mathbb{R}^N \to \mathbb{R}\) and \(\zeta : I \to \mathbb{R}_+\);

(iii) the function
\[
(s, x) \mapsto r(s, x) + \frac{N^3(\zeta(s))^2 \eta(s, x)}{4 \min\{p-1, 1\}}
\]
is upperly bounded in \(I \times \mathbb{R}^N\).

The constant \(\ell_p\) in (3.5) and (3.6) is
\[
\ell_p = \sup_{(s, x) \in I \times \mathbb{R}^N} \left( r(s, x) + \frac{N^3(\zeta(s))^2 \eta(s, x)}{4 \min\{p-1, 1\}} \right). \tag{3.7}
\]
4. Evolution systems of invariant measures

Evolution systems of invariant measures (also called entrance laws at \(-\infty\) in \([22]\)) are the nonautonomous counterpart of invariant measure. By definition an evolution system of invariant measures is a one parameter family of probability measures \(\{\mu_s : s \in I\}\) such that

\[
\int_{\mathbb{R}^N} P(t, s) f d\mu_t = \int_{\mathbb{R}^N} f d\mu_s, \tag{4.1}
\]

for any \(s, t \in I\), with \(s < t\) and any \(f \in C_b(\mathbb{R}^N)\).

A sufficient condition ensuring the existence of an evolution system of invariant systems is a variant of the Has’minskii criterion of the autonomous case. More precisely,

**Theorem 4.1** (\([28\text{ Theorem 5.4]} \) see also \([21\text{ Theorem 3.1]}\)). Under Hypotheses \((4.1)-(ii)\), suppose that there exist a positive function \(\varphi \in C^2(\mathbb{R}^N)\) blowing up as \(|x| \to +\infty\), positive constants \(a\) and \(c\), and \(s_0 \in I\) such that

\[
(\mathcal{A}\varphi)(s, x) \leq a - c \varphi(x), \quad (s, x) \in (s_0, +\infty) \times \mathbb{R}^N. \tag{4.2}
\]

Then, there exists an evolution system of invariant measure of \((P(t, s))\).

**Example 4.2.** Condition \((4.2)\) is satisfied, for instance, in the case when the operator \(\mathcal{A}\) is defined on smooth functions \(\varphi\) by

\[
(\mathcal{A}\varphi)(s, x) = \Delta \varphi(x) + \sum_{j=1}^N b_j(s, x) D_j \varphi(x),
\]

under the following assumptions on \(b = (b_1, \ldots, b_N)\).

**Hypothesis 4.3.**

(i) The functions \(b_j (j = 1, \ldots, N)\) and their first-order spatial derivatives belong to \(C^{1/2, \alpha}\) \((I \times \mathbb{R}^N)\) for some \(\alpha \in (0, 1)\);

(ii) the function \(b(\cdot, 0)\) is bounded in \(I\);

(iii) there exists a continuous function \(C : I \to \mathbb{R}\) such that

- (a) \(C\) is bounded from above in \(I\);
- (b) \(\limsup_{t \to +\infty} C(t) < 0\);
- (c) \(\langle \nabla b(t, x), \xi \rangle \leq C(t) \xi^2\) for any \(t \in I\), and \(x, \xi \in \mathbb{R}^N\).

A straightforward computation reveals that, for any \(m \in \mathbb{N}\), the function \(\varphi : \mathbb{R}^N \to \mathbb{R}\), defined by \(\varphi(x) = 1 + |x|^{2m}\) for any \(x \in \mathbb{R}^N\), satisfies Condition \((4.2)\) for some \(s_0 \in I\).

The main difference with the classical Has’minskii criterion is that this latter just requires that the function \(\mathcal{A}\varphi\) tends to \(-\infty\) as \(|x| \to +\infty\) without any condition on the way it diverges to \(-\infty\).

It is worth noting that Condition \((4.2)\) is assumed only in a neighborhood of \(+\infty\) and not in the whole of \(I\). Indeed, if the family \(\{\mu_s : s \in I\}\) satisfies \((4.1)\), then \(\mu_s = P(t, s)^* \mu_t\) for any \(s < t, s \in I\), where \(P(t, s)^*\) denotes the adjoint to the operator \(P(t, s)\). Hence, the measures \(\mu_s\) are uniquely determined by \(\mu_t\) through the evolution operator. The main issue is, thus, the proof of the existence of \(\mu_t\) for \(t\) large.

We mention that the existence of an evolution system of invariant measures has been proved also in \([10]\), under different assumptions on the coefficients of the operator \(\mathcal{A}\), and in \([20]\), for a class of nonautonomous elliptic operators, obtained by perturbing the drift coefficients of an autonomous Ornstein-Uhlenbeck operator by a function \(F : \mathbb{R}^{1+n} \to \mathbb{R}\), which is, roughly speaking, Lipschitz continuous in \(x\) uniformly with respect to \(s\) and of dissipative type.
As a matter of fact, the evolution systems of invariant measures are infinitely many in general, this being in contrast to the autonomous case where the invariant measure is unique whenever the semigroup \((T(t))\) associated with the autonomous operator \(\mathcal{A}\) is strong Feller and irreducible (properties that \((T(t))\) fulfills under very weak assumptions on the coefficients of the operator \(\mathcal{A}\)).

In the case when \(\mathcal{A}_0\) is the nonautonomous Ornstein-Uhlenbeck operator
\[
(\mathcal{A}_0\varphi)(s, x) = \sum_{i,j=1}^{N} q_{ij}(s) D_{ij}\varphi(x) + \sum_{i,j=1}^{N} b_{ij}(s) x_j D_i\varphi(x), \quad (s, x) \in \mathbb{R}^{1+N},
\]
where \(Q = (q_{ij})\) is uniformly positive definite, Geissert and Lunardi in [25, Proposition 2.2] have proved the existence of an evolution system of invariant measures defined through its Fourier transform, by
\[
\hat{\mu}(\xi) = \int_{\mathbb{R}^N} e^{i(x, \xi)} \hat{\mu}(dx), \quad \xi \in \mathbb{R}^N.
\]
Moreover, we set
\[
Q_s = \int_s^{+\infty} U(s, \xi) Q(\xi) U(s, \xi)^* d\xi, \quad s \in \mathbb{R}.
\]
Then,

**Theorem 4.4** ([25 Proposition 2.2 and Lemma 2.3]). Fix \(t_0 \in \mathbb{R}\) and let \(\mu\) be a probability measure in \(\mathbb{R}^N\). Further, let \(\{\mu_t : t \in \mathbb{R}\}\) be the family of probability measures defined through its Fourier transform, by
\[
\hat{\mu}_t(\xi) = \hat{\mu}(U^*(t, t_0)\xi), \quad t \in \mathbb{R}, \quad \xi \in \mathbb{R}^N.
\]
Let \( \{\nu_t : t \in \mathbb{R}\} \) be the family of measures defined, through its Fourier transform, by

\[
\hat{\nu}_t(h) = \exp \left( -\frac{1}{2} \langle Q_t h, h \rangle \right) \hat{\mu}_t(h), \quad t > 0, \ h \in \mathbb{R}^N.
\]

If \( \{\nu_t : t \in \mathbb{R}\} \) is an evolution system of invariant measure of \( (P(t, s)) \), then it has the form (4.3).

Finally, there exists a unique evolution system of invariant measures with finite moments of some/any order, i.e. there exists a unique family \( \{\mu_s : s \in I\} \) of invariant measure such that

\[
\sup_{s \in \mathbb{R}} \int_{\mathbb{R}^N} |x|^p \mu_s(dx) < +\infty,
\]

for some/any \( p > 0 \). For any \( s \in \mathbb{R} \), it holds that

\[
\mu_s(dx) = (4\pi)^{-\frac{N}{2}} (\det Q_s)^{-\frac{1}{2}} e^{-\frac{1}{4} \langle Q_s^{-1} x, x \rangle}, \quad s \in \mathbb{R}, \ x \in \mathbb{R}^N.
\]

For more general nonautonomous Kolmogorov operators, in [28, Theorem 5.6] we have proved the counterpart of the last statement of Theorem 4.4.

**Theorem 4.5.** Assume that there exists \( \omega < 0 \) such that

\[
\|\nabla P(t, s)f\|_\infty \leq Ce^{\omega(t-s)} \|f\|_\infty,
\]

for all \( t \geq s + 1 \), all \( f \in C_b(\mathbb{R}^N) \) and some positive constant \( C \). Then, there exists at most one evolution system of invariant measure \( \{\mu_t : t \in \mathbb{R}\} \) such that

\[
\lim_{t \to +\infty} \mu_t(p)e^{\omega pt} = 0
\]

for some \( p > 0 \).

It is worth noticing that the previous theorem is in complete agreement with the case of the Ornstein-Uhlenbeck operator. Indeed, Condition 13 implies that the Ornstein-Uhlenbeck evolution operator \( P_0(t, s) \) satisfies the pointwise gradient Estimates (5.5) and (5.6) for any \( p > 1 \) with \( \ell_p = \omega \).

Let’s go back to the fundamental Formula (1.1). Using Jensen inequality and (2.6) one can show that \( |P(t, s)f|^p \leq P(t, s)|f|^p \) for any \( s < t \) and any \( f \in C_b(\mathbb{R}^N) \). Hence, using (1.1) one gets

\[
\int_{\mathbb{R}^N} |P(t, s)f|^p d\mu_t \leq \int_{\mathbb{R}^N} P(t, s)|f|^p d\mu_t = \int_{\mathbb{R}^N} |f|^p d\mu_s.
\]

Since \( C_b(\mathbb{R}^N) \) is dense in \( L^p(\mathbb{R}^N, \mu_s) \), the above formula shows that each operator \( P(t, s) \) can be extended to a contraction from \( L^p(\mathbb{R}^N, \mu_s) \) to \( L^p(\mathbb{R}^N, \mu_t) \).

Note that, even if for different values of \( t \) and \( s \) the measures \( \mu_t \) and \( \mu_s \) are equivalent (since they both are equivalent to the Lebesgue measure), the spaces \( L^p(\mathbb{R}^N, \mu_s) \) and \( L^p(\mathbb{R}^N, \mu_t) \) are different, in general. This makes the study of the evolution operator \( (P(t, s)) \) in these \( L^p \)-spaces much more difficult than in the autonomous case where \( \mu_s \equiv \mu \) for any \( s \in \mathbb{R} \) and the semigroup \( (T(t)) \) maps \( L^p(\mathbb{R}^N, \mu) \) into itself. We go back to this point in Section 7.

Since \( \mu_t \) is a probability measure, \( L^p(\mathbb{R}^N, \mu_t) \) contains all the bounded measurable functions. A complete characterization of \( L^p(\mathbb{R}^N, \mu_t) \) is out of scope since the measure \( \mu_t \) is, in general, not explicit. It is thus very important to determine suitable (unbounded) functions which belong to \( L^p(\mathbb{R}^N, \mu_t) \). As a matter of fact, if \( \{\mu_t : t \in I\} \) is the evolution system of measures constructed in [28, Theorem 5.4], then the function \( \varphi \) in (1.2) is \( L^1(\mathbb{R}^N, \mu_t) \) for any \( t \geq s_0 \). Moreover,

\[
\sup_{t \geq s_0} \int_{\mathbb{R}^N} \varphi d\mu_t < +\infty.
\]

Hence, any function \( f \) whose modulus can be controlled from above by \( C\varphi^{1/p} \), for a suitable positive constant \( C \), is in \( L^p(\mathbb{R}^N, \mu_t) \) for any \( t \geq s_0 \).
5. The Evolution Operator and the Evolution Semigroup in Suitable $L^p$-Spaces

From now on, we assume that $I = \mathbb{R}$. Moreover, we assume that Hypothesis 2.1 and Condition (1.2) are satisfied.

As in the classical case (see e.g., [15]), it is natural to introduce a semigroup of linear operators associated with the operator $P(t,s)$. It is defined by

$$
(T(t)f)(s,x) = (P(s,s-t)f(s-t,\cdot))(x), \quad t > 0, \ (s,x) \in \mathbb{R}^{1+N},
$$

(5.1)

for any $f \in C_b(\mathbb{R}^{1+N})$. Clearly, each operator $T(t)$ is a contraction in $C_b(\mathbb{R}^{1+N})$.

Note that $(T(t))$ agrees with the semigroup of the translations when restricted to functions which are independent of $x$. It follows that $(T(t))$ always fails to be strongly continuous in $C_b(\mathbb{R}^{1+N})$. Moreover, it is neither strongly Feller nor irreducible. This means that $T(t)$ does not improve the regularity of the datum $f$. More precisely, it does not improve the regularity with respect to $s$ and it does not transform nonnegative functions in strictly positive functions. (Note that since $P(t,s)f \in C^0(\mathbb{R}^N)$ for any $f \in C_b(\mathbb{R}^N)$ and any $t > s$, the function $T(t)f$ is twice continuously differentiable in $R^{1+N}$ with respect to the spatial variables, for any $f \in C_b(\mathbb{R}^{1+N})$.)

Even if $(T(t))$ is not strongly continuous, one can associate an infinitesimal generator (the so-called weak generator) $G_\infty$ to it, as in the case of semigroups associated with autonomous elliptic operator. There are two equivalent ways to define the weak generator. The first way, the more abstract one, consists in observing that the family of bounded operators $\{R(\lambda) : \lambda > 0\}$, defined by

$$
(R(\lambda)f)(s,x) = \int_0^{+\infty} e^{-\lambda t}(T(t)f)(s,x)dt, \quad (s,x) \in \mathbb{R}^{1+N},
$$

for any $f \in C_b(\mathbb{R}^{1+N})$, satisfies the resolvent identity and each operator of the family is injective. Hence, $\{R(\lambda) : \lambda > 0\}$ is the resolvent family associated with some closed operator, which we call the weak generator of $(T(t))$. A more “concrete” way to introduce $G_\infty$ (which is closer to the definition of the infinitesimal generator of a strongly continuous semigroup) is to define it as follows: $f \in D(G_\infty)$ if and only if

$$
\sup_{t \in (0,1]} \left\| \frac{T(t)f-f}{t} \right\|_\infty < +\infty,
$$

and there exists $g \in C_b(\mathbb{R}^{1+N})$ such that $\frac{T(t)f-f}{t}$ converges to $g$ as $t \to 0^+$ pointwise in $\mathbb{R}^{1+N}$. In this case $G_\infty f = g$.

$D(G_\infty)$ turns out to be the maximal domain of the realization of the operator $\mathcal{G} := \mathcal{A} - D_s$ in $C_b(\mathbb{R}^{1+N})$. More precisely,

**Theorem 5.1** ([34] Theorem 2.8). Under Hypothesis 2.1

$$
D(G_\infty) = \left\{ \psi \in \bigcap_{p < +\infty} W_p^{1,2}(\mathbb{R}^N) \times B_R) \right\}.
$$

(5.2)

Starting from an evolution system $\{\mu_s : s \in \mathbb{R}\}$ of invariant measures of $(P(t,s))$, one can define a positive measure $\mu$ on the $\sigma$-algebra of the Borel sets of $\mathbb{R}^{1+N}$ by extending the map

$$
\mu(A \times B) := \int_A \mu_s(B)ds,
$$

(5.3)

defined on Borel sets $A \subset \mathbb{R}$ and $B \subset \mathbb{R}^N$. 


Note that the function $s \mapsto \mu_s(B)$ is measurable. Indeed, the remark after Proposition 2.7 shows that the function $s \mapsto (P(t,s)f)(x)$ is bounded and continuous in $(-\infty,t)$, for any $x \in \mathbb{R}^N$ and any $f \in C_b(\mathbb{R}^N)$, and Condition 4.2 is stronger than Hypothesis 2.1. Hence, the function

$$s \mapsto \int_{\mathbb{R}^N} (P(t,s)f)(x) \mu_t(dx),$$

is continuous as well in $(-\infty,t)$. Since

$$\mu_s(B) = \int_{\mathbb{R}^N} (P(t,s)\chi_B)(x) \mu_t(dx),$$

and $\chi_B$ is the pointwise limit of a bounded sequence $(f_n) \subset C_b(\mathbb{R}^N)$, the measurability of the function $s \mapsto \mu_s(B)$ follows.

$\mu$ is not a probability measure since $\mu(\mathbb{R}^{1+N}) = +\infty$. Anyway, to some extent we still can call it an invariant measure. Indeed, assuming much more regularity on the coefficients of the operator $A$ we can improve the regularity of the function $\varphi$. More precisely,

**Theorem 5.2** ([12 Theorem 3.8]). Let Hypothesis 2.1 be satisfied. Suppose that $\mu$ is a positive measure satisfying (5.5). Then, $\mu$ is absolutely continuous with respect to the Lebesgue measure and its density $\varphi$ satisfies the following properties:

(i) $\varphi$ is locally $\gamma$-Hölder continuous in $\mathbb{R}^{1+N}$ for any $\gamma \in (0,1)$ and it is everywhere positive in $\mathbb{R}^{1+N}$ (the positivity of the density follows from the Harnack inequality in [3, Theorem 3]);

(ii) the function $\varphi$ belongs to $W^{0,1}_p([-T,T] \times B_R)$ for any $1 \leq p < +\infty$ and any $R, T > 0$.

We stress that the previous theorem has been proved by Bogachev, Krylov and Röckner under weaker assumptions than those in Hypothesis 2.1.

Assuming much more regularity on the coefficients of the operator $\mathcal{A}$ we can improve the regularity of the function $\varphi$. More precisely,

**Theorem 5.3** ([13 Theorem 4.2]). Besides Hypotheses 2.1 assume that $q_{ij} \in C^{\alpha/2,1+\alpha}_{\text{loc}}(\mathbb{R}^{1+N})$ and $b_j \in C^{\alpha/2,1+\alpha}_{\text{loc}}(\mathbb{R}^{1+N})$ for any $i,j = 1, \ldots, N$. Then, the function $\varphi$ belongs to $C^{\alpha/2,1+\alpha}_{\text{loc}}(\mathbb{R}^{1+N})$.

Using (4.7), (5.3) and the density of $C^\infty_0(\mathbb{R}^{1+N})$ into $L^p(\mathbb{R}^{1+N}, \mu)$, it can be easily checked that the semigroup $(T(t))$ can be extended to $L^p(\mathbb{R}^{1+N}, \mu)$ by a strongly continuous semigroup of contractions, for any $p \in [1, +\infty)$, which we still denote by $(T(t))$. Its infinitesimal generator $\mathcal{A}$ turns out to extend the operator $\mathcal{G}$ defined on $C^\infty_0(\mathbb{R}^{1+N})$.

Formula (5.3) shows that $\mu$ is a solution to the equation $\mathcal{G}^* \mu = 0$ in the sense of distributions, where $\mathcal{G}^*$ is the adjoint to the operator $\mathcal{G}$. We mention that such an equation has been extensively studied in these last years by several authors (see e.g. [10, 11, 13, 14]). In all these papers the authors are concerned with the case when the whole space $\mathbb{R}^{1+N}$ is replaced by $[0,1) \times \mathbb{R}^N$ or, more generally, by $(a,b) \times \mathbb{R}^N$ for some $a,b \in \mathbb{R}$ such that $a < b$ (but some of the results in the above
papers apply also to the case of the whole of $\mathbb{R}^{1+N}$. They look for families of probability measures $\{\mu_s : s \in (a, b)\}$ such that the measure $\mu$ defined according to (5.3) satisfies the equation $G^* \mu = 0$ and the initial condition
\[
\lim_{t \to 0} \int_{\mathbb{R}^N} \zeta \, d\mu_t = \int_{\mathbb{R}^N} \zeta \, d\mu,
\]
holds true for any $\zeta \in C_c^\infty(\mathbb{R}^N)$ and some probability measure $\mu$.

5.1. Characterization of the domain of the generator of the $(T_\partial(t))$ in $L^p(\mathbb{R}^{1+N}, \mu)$ and an optimal regularity result. As in the autonomous case the characterization of the domain of $G_p$ is a hard task and, at the best of our knowledge, this problem has been solved only in the case of the nonautonomous Ornstein-Uhlenbeck operator, first, in [25] for $p = 2$ and then, in [24] in the general case. In the previous papers the measure $\mu$ is defined through formula (5.3) where the family $\{\mu_s : s \in \mathbb{R}\}$ is defined by (4.6).

**Theorem 5.4.** Let Condition (4.3) be satisfied. Then, for any $p \in (1, +\infty)$, the operator $G_p$ has domain
\[
D(G_p) = \{u \in L^p(\mathbb{R}^{1+N}, \mu) : D_i u, D_i u, D_j u \in L^p(\mathbb{R}^{1+N}, \mu), \forall i, j = 1, \ldots, N \}
= W^{1, 2}_p(\mathbb{R}^{1+N}, \mu).
\]
Moreover, $G_p u = Gu$ for any $u \in D(G_p)$.

The characterization of the domain of $G_p$ can be rephrased into an optimal regularity result for the equation
\[
D_i u(s, \cdot) = (\partial_\partial - \lambda)u(s, \cdot) + f(s, \cdot), \quad s \in \mathbb{R}, \lambda > 0,
\]
i.e., if $f \in L^p(\mathbb{R}^{1+N}, \mu)$, Equation (5.6) admits a unique solution $u$, which belongs to $W^{1, 2}_p(\mathbb{R}^{1+N}, \mu)$.

In the case $p = 2$, the characterization of $D(G_2)$ is the keystone to prove the following optimal regularity result for the Cauchy problem
\[
\begin{align*}
D_\partial u(s, x) &= (\partial_\partial u)(s, x) + g(s, x), \quad s \in (T_1, T_2), \quad x \in \mathbb{R}^N, \\
u(T_1, x) &= f(x),
\end{align*}
\]
in $L^p$-spaces. More precisely,

**Theorem 5.5** ([25] Theorem 1.3]). Fix $T_1, T_2 \in \mathbb{R}$ such that $T_1 < T_2$, $f \in W^{1, 2}_p(\mathbb{R}^N, \mu_{T_1})$ and $g \in L^2((T_1, T_2) \times \mathbb{R}^N, \mu)$. Then, the Cauchy problem (5.7) admits a unique solution $u \in W^{1, 2}_p((T_1, T_2) \times \mathbb{R}^N, \mu)$. Moreover, there exists a positive constant $C$, independent of $f$ and $g$, such that
\[
\|u\|_{W^{1, 2}_p((T_1, T_2) \times \mathbb{R}^N, \mu)} \leq C \left(\|f\|_{W^{1, 2}_p(\mathbb{R}^N, \mu_{T_1})} + \|g\|_{L^2((T_1, T_2) \times \mathbb{R}^N, \mu)}\right).
\]

The argument in the proof of the previous theorem cannot be straightforwardly extended to the case $p \neq 2$. Hence, extending Theorem 5.5 to the general case $p \neq 2$ is still an open problem.

5.2. Cores of $G_p$. For more general operators only some partial characterization of $D(G_p)$ is known. In the case when the pointwise gradient Estimates (5.5) are following the result holds true.

**Theorem 5.6** ([34] Theorem 3.4]). Suppose that $\ell_p$ is finite (see (5.7)). Then, $D(G_p)$ is continuously embedded into $W^{1, 1}_p(\mathbb{R}^{1+N}, \mu) = \{u \in L^p(\mathbb{R}^{1+N}, \mu) : \nabla u \in (L^p(\mathbb{R}^{1+N}, \mu))^N\}$ and there exist two positive constants $C = C(p)$ and $\lambda_0 = \lambda_0(p)$ such that
\[
\|\nabla u\|_{L^p(\mathbb{R}^{1+N}, \mu)} \leq C\|u\|_{L^p(\mathbb{R}^{1+N}, \mu)}^{\frac{1}{2}}\|\lambda_0 u - G_p u\|_{L^p(\mathbb{R}^{1+N}, \mu)}^{\frac{1}{2}},\]

(5.8)
for any $u \in D(G_p)$. If $\ell_p < 0$, then Estimate (5.8) holds true with $\lambda_0 = 0$.

Theorem 5.7 can be rephrased saying that $W^{0,1}_p(\mathbb{R}^{1+N}, \mu)$ belongs to the class $J_{1/2}$ between $L^p(\mathbb{R}^{1+N}, \mu)$ and $D(G_p)$.

Due to the difficulty in characterizing the domain of $G_p$, it turns out to be extremely important to determine suitable cores for the operator $G_p$, in order to deal with such an operator. Some positive answers to this problem have been given in [34]. More precisely,

**Theorem 5.7** ([34] Theorem 2.1]). Let Hypotheses 2.1 and Condition 4.2 be satisfied. Then, the set

$$D_{\text{comp}}(\mathcal{G}) = \left\{ \psi \in C_b(\mathbb{R}^{1+N}) \cap W^{1,2}_p((-R, R) \times B_R) \mid \text{for any } R > 0, p < +\infty : \right. \left. \mathcal{G}\psi \in C_b(\mathbb{R}^{1+N}), \sup(\psi) \subset [-M, M] \times \mathbb{R}^N, \text{ for some } M > 0 \right\},$$

is a core for the operator $G_p$ for any $p \in [1, +\infty)$.

Under stronger assumptions, $C_{c}^{\infty}(\mathbb{R}^{1+N})$ is a core of $(T(t))$. More specifically,

**Theorem 5.8** ([34] Theorem 4.1]). Let Hypotheses 2.1 ii)-(iii) be satisfied. Further, let the coefficients $q_{ij}$ and $b_j$ ($i, j = 1, \ldots, N$) belong to $C_{\text{loc}}^{\alpha/2,2+\alpha}(\mathbb{R}^{1+N})$ and to $C_{\text{loc}}^{\alpha/2,1+\alpha}(\mathbb{R}^{1+N})$, respectively, for some $\alpha \in (0, 1)$. Fix $p \in (1, +\infty)$ and assume that there exist a strictly positive function $V \in C^2(\mathbb{R}^N)$ blowing up as $|x| \to +\infty$, and a constant $c > 0$ such that the functions

$$(s, x) \mapsto e^{-c|x|} \left[ \frac{\mathcal{G} V(s, x)}{V(x) \log V(x)} \right], \quad (s, x) \mapsto e^{-c|x|} \frac{Q(s, x) \nabla V(x), \nabla V(x)}{(V(x))^2 \log V(x)},$$

belong to $L^p(\mathbb{R}^{1+N}, \mu)$. Then, $C_{c}^{\infty}(\mathbb{R}^{1+N})$ is a core for the operator $G_p$.

Sufficient conditions for Theorem 5.8 hold are given in terms of the coefficients of the operator $\mathcal{A}$ as follows.

**Hypothesis 5.9.**

(i) The coefficients $q_{ij}$ and $b_j$ belong to $C_{\text{loc}}^{\alpha/2,2+\alpha}(\mathbb{R}^{1+N})$ and to $C_{\text{loc}}^{\alpha/2,1+\alpha}(\mathbb{R}^{1+N})$, respectively, for any $i, j = 1, \ldots, N$. Moreover, $q_{ij} = q_{ji}$, for any $i, j = 1, \ldots, N$, and there exists a positive constant $\eta_0$ such that

$$\langle Q(s, x) \xi, \xi \rangle \geq \eta_0 |\xi|^2, \quad \xi \in \mathbb{R}^N, \quad (s, x) \in \mathbb{R}^{1+N}.$$

(ii) There exists a positive constant $k$ such that

(a) \[ \sup_{(s, x) \in \mathbb{R} \times B_M} \left( |q_{ij}(s, x)| + e^{-k|x|}|b_j(s, x)| \right) < +\infty, \]

(b) \[ \sup_{(s, x) \in \mathbb{R} \times B_M} \langle b(s, x), x \rangle < +\infty, \]

for any $M > 0$ and any $i, j = 1, \ldots, N$.

(iii) There exist $\beta, \gamma > 0$ such that

$$\lim_{|x| \to +\infty} \sup_{s \in \mathbb{R}} \left( \gamma \Lambda_s(x)|x|^\beta + \langle b(s, x), x \rangle \right) = -\infty,$$

where $\Lambda_s(x)$ denotes the maximum eigenvalue of the matrix $Q(s, x)$.

(iv) There exists $\delta > 0$ such that $\beta \delta < \gamma$,

$$\limsup_{|x| \to +\infty} \sup_{s \in \mathbb{R}} \left( |x|^\delta - 2 \Lambda_s(x) \exp (\delta p^{-1}|x|^\beta \exp(k|x|)) \right) < +\infty.$$
this point in the forthcoming section. Here, we just list some main differences with respect to the general case dealt with in the previous sections.

for any \((p < q)\) behaviour of the function \(P\) of particular interest since in this setting a satisfactory asymptotic analysis of the

\[ C \quad \text{with} \quad r < t \]

unique \(T\) defined in \(T\) \(\in\) \(\mathbb{R}^{1+N}\) such that

\[ \mu(s) = \mu(s) \leq Le^{|x|} \text{ for any } s \in \mathbb{R} \text{ and some } L > 0. \]

Then, \(\mathcal{A}\) satisfies Hypothesis 5.9.

6. The Periodic Case

The case when the coefficients of the operator \(\mathcal{A}\) are periodic with respect to \(s\) is of particular interest since in this setting a satisfactory asymptotic analysis of the behaviour of the function \(P(t, s)f\) as \(t - s \to +\infty\) can be carried over. We address this point in the forthcoming section. Here, we just list some main differences with respect to the general case dealt with in the previous sections.

We will consider functions defined in \(\mathbb{R}^{1+N}\) which are \(T\)-periodic with respect to the variable \(s\), for some \(T > 0\). We conveniently identify them with functions defined in \(T \times \mathbb{R}^N\) where \(T = [0, T] \mod T\). We thus denote by \(C_0(T \times \mathbb{R}^N)\) (resp. \(C^{\alpha/2, \alpha}_0(T \times \mathbb{R}^N) \alpha \in (0, 1)\)) the set of functions \(f : \mathbb{R}^{1+N} \to \mathbb{R}\) which are bounded, continuous (resp. locally \(\alpha\)-Hölder continuous with respect to the parabolic distance of \(\mathbb{R}^{1+N}\)) and such that \(f(s + T, x) = f(s, x)\) for any \((s, x) \in \mathbb{R}^{1+N}\).

If the coefficients of the operator \(\mathcal{A}\) satisfy Hypothesis 2.1 and are \(T\)-periodic with respect to the variable \(s\), then \(P(t + T, r + T)f = P(t, r)f\) for any \(r, t \in \mathbb{R}\) with \(r < t\). This property shows that the evolution semigroup \((T(t))\) defined by 5.1 maps \(C_0(T \times \mathbb{R}^N)\) onto itself. \((T(t))\) is a contractive semigroup in \(C_0(T \times \mathbb{R}^N)\) but it fails to be strongly continuous. It is not strong Feller, but it improves spatial regularity. More precisely, for any \(f \in C_0(T \times \mathbb{R}^N)\) and any \(t > 0\), the function \(T(t)f\) is twice continuously differentiable in \(\mathbb{R}^{1+N}\) with respect to the spatial variables.

One can define the concept of the weak generator \(G^\omega_\infty\) of the restriction of \(T(t)\) to \(C_0(T \times \mathbb{R}^N)\), which turns out to be the part of \(G_\infty\) in \(C_0(T \times \mathbb{R}^N)\) with

\[ D(G^\omega_\infty) = D(G_\infty) \cap C_0(T \times \mathbb{R}^N) \]  

(6.1)

as a domain, where \(D(G_\infty)\) is given by 5.2.

6.1. Invariant measure and periodic evolution system of invariant measures. In the periodic case, under Condition 1.2 one can prove the existence of a periodic evolution system of invariant measures, i.e. an evolution system of invariant measures such that \(\mu_{s+T} = \mu_s\) for any \(s \in \mathbb{R}\). As it has been already stressed, evolution systems of invariant measures are, in general, infinitely many. But only one of them is \(T\)-periodic.

Theorem 6.1 ([33 Proposition 2.10]) Under Hypothesis 2.1 and assuming that the coefficients of \(\mathcal{A}\) are \(T\)-periodic with respect to the variable \(s\), there exists a unique \(T\)-periodic evolution system of invariant measure for \((P(t, s))\).
Let us denote by \( \{\mu^s : s \in \mathbb{R}\} \) the unique periodic evolution system of measures for the evolution operator \( (P(t,s)) \). Starting from this system we define a Borel measure on \((0, T) \times \mathbb{R}^N\) setting
\[
\mu^t(A \times B) = \frac{1}{T} \int_A \mu^s(B) ds,
\]
(6.2)
on Borel sets \( A \subset (0, T) \) and \( B \subset \mathbb{R}^N \), and then extending it to all the Borel set of \((0, T) \times \mathbb{R}^N\).
\( \mu^t \) is a probability measure and it is invariant for \((T(t))\). Indeed,
\[
\int_{(0,T) \times \mathbb{R}^N} T(t) f d\mu^t = \int_{(0,T) \times \mathbb{R}^N} f d\mu^t,
\]
for any \( f \in C_b(\mathbb{T} \times \mathbb{R}^N) \).

Let us denote by \( L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t) \) the set of all functions \( f : \mathbb{R}^{1+N} \to \mathbb{R} \) such that \( f(\cdot + T, \cdot) = f \) almost everywhere in \( \mathbb{R}^{1+N} \) and \( \int_{(0,T) \times \mathbb{R}^N} |f|^p d\mu^t < +\infty \).

\( L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t) \) is a Banach space when endowed with the norm
\[
\|f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t)} = \left( \int_{(0,T) \times \mathbb{R}^N} |f|^p d\mu^t \right)^{\frac{1}{p}}, \quad f \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t).
\]

\((T(t))\) extends to \( L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t) \) with a strongly continuous semigroup of contractions. In the case when \( \mathcal{A} \) is the nonautonomous \( T \)-periodic Ornstein-Uhlenbeck operator, the domain of the infinitesimal generator \( G^o_\mu \) of \((T(t))\) in \( L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t) \) has been characterized in the case when \( p = 2 \).

**Theorem 6.2** ([25, Theorem 1.2]). Suppose that Condition (4.3) is satisfied. Then,
\[
D(G^o_\mu) = \{ u \in W^{1,2}_{loc}(\mathbb{R}^{1+N}) : D_i u, D_{ij} u \in L^2(\mathbb{T} \times \mathbb{R}^N, \mu^t) \}
\]
In particular, \( D(G^o_\mu) \) is compactly embedded in \( L^2(\mathbb{T} \times \mathbb{R}^N, \mu^t) \).

For more general nonautonomous operators with \( T \)-periodic coefficients with respect to \( s \), some suitable cores have been obtained in [33, 34].

**Theorem 6.3.** Suppose that Hypothesis 2.1, Condition (4.3) are satisfied and the coefficients are \( T \)-periodic with respect to \( s \). Then, the following properties are satisfied.

(i) \( D(G^o_\infty) \) (see (6.1)) is a core of \( G^o_\mu \) for any \( p \in [1, +\infty) \) ( [33, Theorem 6.7]);

(ii) for each \( \tau \in \mathbb{R} \), \( \chi \in C^\infty_c(\mathbb{R}^N) \) and \( \alpha \in C^1_c(\mathbb{R}) \) with \( \text{supp}(\alpha) \subset (a, a + T) \) for some \( a \geq \tau \), let \( u_{\tau, \chi, \alpha} : \mathbb{R}^{1+N} \to \mathbb{R} \) be the \( T \)-periodic (with respect to \( s \)) extension of the function \( (s, x) \mapsto \alpha(s) (P(s, \tau) \chi)(x) \) defined in \( [a, a + T) \times \mathbb{R}^N \). Then, the set \( \mathcal{C} = \{ u_{\tau, \chi, \alpha} : \tau \in \mathbb{R}, \alpha \in C^1_c(\mathbb{R}), \chi \in C^\infty_c(\mathbb{R}^N) \} \) is a core of \( G^o_\mu \) for any \( p \in [1, +\infty) \) ( [33, Proposition 2.12]);

(iii) suppose that there exists a strictly positive function \( V \in C^2(\mathbb{R}^N) \) blowing up as \( |x| \to +\infty \), such that
\[
\frac{d(V)}{V \log V} \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t) \quad \text{and} \quad \frac{Q \nabla V, \nabla V}{V^2 \log V} \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t),
\]
for some \( p \in [1, +\infty) \). Then,
\[
C^\infty_c(\mathbb{T} \times \mathbb{R}^N) := \{ f \in C^\infty(\mathbb{T} \times \mathbb{R}^N) : \text{supp}(f) \subset \mathbb{R} \times B_R \text{ for some } R > 0 \},
\]
is a core for the operator \( G^o_\mu \) ( [33, Theorem 6.8]).

**Remark 6.4.** In the case when \( p = 1 \) and under a different set of assumptions (requiring, in particular, that the diffusion coefficients are bounded), the result in Theorem 6.3(iii) can be obtained as a byproduct of the result in [13, Corollary 1.14].
Example 6.5. Let the operator \( \mathcal{A} \) be defined by

\[
(\mathcal{A} \varphi)(s, x) = (1 + |x|^2)p(\Delta_x \varphi)(x) - g(s)(1 + |x|^2)^p \sum_{j=1}^{N} x_j D_j \varphi(x),
\]

for any \((s, x) \in \mathbb{R}^{1+N}\), where \( g \) is a positive and \( \alpha \)-Hölder continuous (for some \( \alpha \in (0, 1) \)) periodic function, \( p \in \mathbb{N} \cup \{0\} \), \( q \in \mathbb{N} \) satisfy \( p < q \). Then, \( \mathcal{A} \) satisfies the assumptions of Theorem 6.3(iii).

7. Asymptotic behaviour

In the autonomous case is known that, whenever an invariant measure exists, it holds that

\[
\lim_{t \to +\infty} \|T(t)f - \overline{f}\|_{L^p(\mathbb{R}^N, \mu)} = 0,
\]

for any \( f \in L^p(\mathbb{R}^N, \mu) \).

In the nonautonomous case, the counterparts of (7.1) are the following formulas

\[
\lim_{t \to +\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^p(\mathbb{R}^N, \mu_s)} = 0, \quad s \in \mathbb{R}, \quad \varphi \in L^p(\mathbb{R}^N, \mu_s),
\]

and

\[
\lim_{s \to -\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^p(\mathbb{R}^N, \mu_t)} = 0, \quad t \in \mathbb{R}, \quad \varphi \in C_0(\mathbb{R}^N),
\]

where

\[
m_s(f) = \int_{\mathbb{R}^N} f \, d\mu_s, \quad s \in \mathbb{R}.
\]

In the nonperiodic case, the previous estimates have been proved in [25] for the nonautonomous Ornstein-Uhlenbeck operator \( \mathcal{A}_O \). More precisely, Geissert and Lunardi have proved the following result.

Theorem 7.1 ([25] Proposition 2.17). Let

\[
c_0 = \sup \left\{ \frac{\kappa_0^2 \omega}{M(\omega)^2 C^2} : \omega \in (0, \omega_0) \right\},
\]

where \( \omega_0 \) is the supremum of the constant \( \omega \) such that (4.3) holds true for some \( M(\omega) > 0 \), \( \kappa_0 \) is any positive constant such that \( \|B(t)x\| \geq \kappa_0 \|x\| \) for any \( t \in \mathbb{R} \) and any \( x \in \mathbb{R}^N \) and \( C = \sup_{t \in \mathbb{R}} \|B(t)\|_{r,s} \). Then,

\[
\|P_D(t, s)f - m_s(f)\|_{L^2(\mathbb{R}^N, \mu_s)} \leq e^{-c_0(t-s)} \|f\|_{L^2(\mathbb{R}^N, \mu_s)}, \quad s, t \in \mathbb{R}, \quad s < t,
\]

for any \( f \in L^2(\mathbb{R}^N, \mu_s) \).

Estimate (7.4) can be extended to any \( p \in (1, +\infty) \) by interpolation. Indeed, since \( P_D(t, s) \) is a contraction from \( L^1(\mathbb{R}^N, \mu_t) \) into \( L^1(\mathbb{R}^N, \mu_t) \) and from \( L^\infty(\mathbb{R}^N, \mu_t) \) into \( L^\infty(\mathbb{R}^N, \mu_t) \) (recall that each measure \( \mu_t \) is equivalent to the Lebesgue measure), we can estimate

\[
\|P_D(t, s)f - m_s(f)\|_{L^1(\mathbb{R}^N, \mu_t)} \leq 2\|f\|_{L^1(\mathbb{R}^N, \mu_t)},
\]

\[
\|P_D(t, s)f - m_s(f)\|_{L^\infty(\mathbb{R}^N, \mu_t)} \leq 2\|f\|_{L^\infty(\mathbb{R}^N, \mu_t)}.
\]

Stein interpolation theorem now yields

\[
\|P_D(t, s)f - m_s(f)\|_{L^p(\mathbb{R}^N, \mu_t)} \leq C_p e^{-c_0(t-s)} \|f\|_{L^p(\mathbb{R}^N, \mu_t)},
\]

for any \( p \in (1, +\infty) \), where

\[
c_p = \begin{cases} 2 \left( 1 - \frac{1}{p} \right) c_0, & p \in (1, 2), \\ \frac{2}{p c_0}, & p \in [2, +\infty), \end{cases}
\]

\[
C_p = \begin{cases} 2^{\frac{2}{p} - 1}, & p \in (1, 2), \\ 2^{1 - \frac{2}{p}}, & p \in [2, +\infty). \end{cases}
\]
For more general nonautonomous operators, the asymptotic behaviour of $P(t, s)$ is well understood in the case when coefficients are time-periodic (see \cite{33}). Very recently, some of the results in \cite{33} have been proved in the nonperiodic case (see \cite{1}) when the diffusion coefficients are bounded and independent of the spatial variables. The general nonperiodic case is still under investigation.

7.1. The periodic case. The key tool to prove Estimates (7.2) and (7.3) is the analysis of the asymptotic behavior of the evolution semigroup $(T(t))$ in the spaces $L^p(\mathbb{R}^{1+N}, \mu^t)$, where, we recall that the measure $\mu^t$ is the only probability measure which extends the function in (6.2) to the $\sigma$ algebra of all the Borel sets of $(0, T) \times \mathbb{R}^N$, and $\{\mu_i^t : s \in \mathbb{R}\}$ is the unique $T$-periodic evolution systems of invariant measures of $(P(t, s))$.

We stress that the classical arguments for evolution semigroups (see e.g., the monograph \cite{15}) cannot be applied to study the long time behaviour of the function $P(t, s)f - m_s f$ in the $L^p$-spaces associated with the evolution system of invariant measures $\{\mu_i^t : s \in \mathbb{R}\}$. Indeed, the classical theory requires that $(T(t)$ maps $L^p(\mathbb{R}; X)$ into itself, which of course is not the case since $P(t, s)$ maps $L^p(\mathbb{R}^N, \mu_s)$ into $L^p(\mathbb{R}^N, \mu_t)$ and these $L^p$-spaces differ, in general. Nevertheless, there is still a link between (7.2), (7.3) and the asymptotic behaviour of the evolution semigroup $(T(t))$. This link is made clear by the following theorem.

**Theorem 7.2** (\cite{33} Theorem 3.1]. Suppose that Hypotheses (2.1(i)-(ii) and (4.2) are satisfied. For $1 \leq p < +\infty$, consider the following statements:

(i) for any $f \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t)$ we have
\[
\lim_{t \to +\infty} \|T(t) (f - \Pi f)\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^t)} = 0;
\]
(ii) for any $\varphi \in C_b(\mathbb{R}^N)$ we have
\[
\exists/\forall t \in \mathbb{R}, \lim_{s \to +\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^p(\mathbb{R}^N, \mu_i^s)} = 0;
\]
(iii) for some/any $s \in \mathbb{R}$ we have
\[
\lim_{t \to +\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^p(\mathbb{R}^N, \mu_i^s)} = 0, \quad \varphi \in L^p(\mathbb{R}^N, \mu_i^s);
\]
(iv) for any $\varphi \in C_b(\mathbb{R}^N)$ we have
\[
\exists/\forall t \in \mathbb{R}, \lim_{s \to +\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^\infty(\mathbb{R}^n)} = 0, \quad R > 0;
\]
(v) for some/any $s \in \mathbb{R}$ we have
\[
\lim_{t \to +\infty} \|P(t, s)\varphi - m_s \varphi\|_{L^\infty(\mathbb{R}^n)} = 0, \quad \varphi \in C_b(\mathbb{R}^N), \quad R > 0.
\]

For every $p \in [1, +\infty)$, statements (i), (ii), (iii) are equivalent, and they are implied by statements (iv) and (v). If in addition Hypothesis (3.9) holds, for every $p \in [1, +\infty)$ statements (i) to (v) are equivalent.

Here, $\Pi$ is the projection on $L^p(\mathbb{R}^N, \mu^t)$ defined by $(\Pi f)(s, x) = m_s(f)$ for any $(s, x) \in \mathbb{R}^{1+N}$. Note that $\Pi$ commutes with the semigroup $(T(t))$.

**Remark 7.3.** The convergence of $P(t, s)\varphi - m_s \varphi$ to zero is not uniform in $\mathbb{R}^N$, in general, for $\varphi \in C_b(\mathbb{R}^N)$. Take for instance any Ornstein-Uhlenbeck operator
\[
(\alpha D^2 \varphi)(x) = \sum_{i,j=1}^N q_{ij} D^2_{ij} \varphi(x) + \sum_{i,j=1}^N b_{ij} x_j D_i \varphi(x),
\]
where $Q$ is symmetric and positive definite and all the eigenvalues of $B$ have negative real part. Then, $P_D(t, s) = T(t-s)$ and $\mu_t = \mu$ where $\mu$ is the invariant measure of
the associated autonomous Ornstein-Uhlenbeck operator. Let \( f = e^{\langle \cdot, h \rangle} \) for some \( h \in \mathbb{R}^N \setminus \{0\} \). Then,
\[
P_O(t,s)f = \exp \left( -\langle Q_{t-s}h, h \rangle + i\langle \cdot, e^{(t-s)B^*}h \rangle \right), \quad s < t,
\]
where \( Q_t := \int_0^t e^{sB}Qe^{sB} \, ds \). Since \( m_s(f) = e^{-\langle Q_{\infty}h, h \rangle} \), it holds that
\[
P_O(t,s)f - m_s(f) = \left\{ \exp \left( -\langle Q_{t-s}h, h \rangle \right) - \exp \left( -\langle Q_{\infty}h, h \rangle \right) \right\} e^{i\langle \cdot, e^{(t-s)B^*}h \rangle} + \exp \left( -\langle Q_{\infty}h, h \rangle \right) \left( \exp(i\langle \cdot, e^{(t-s)B^*}h \rangle) - 1 \right),
\]
for any \( t > s \). Note that
\[
\sup_{x \in \mathbb{R}^N} \left| \exp(i\langle \cdot, e^{(t-s)B^*}h \rangle) - 1 \right| = 2.
\]
Hence,
\[
\lim_{t \to +\infty} \| P_O(t,s)f - m_s(f) \|_\infty = \lim_{s \to +\infty} \| P_O(t,s)f - m_s(f) \|_\infty = 2 \exp \left( -\langle Q_{\infty}h, h \rangle \right).
\]

**Remark 7.4.** Let us consider the formula
\[
\lim_{t \to +\infty} \| P(t,s)\varphi - m_s\varphi \|_{L^p(\mathbb{R}^N, \mu_t^t)} = 0, \quad \varphi \in L^p(\mathbb{R}^N, \mu_t^t). \tag{7.6}
\]
Here, \( t \) appears both in the evolution operator and in the measure \( \mu_t \), so that one might wonder that the convergence to zero of \( \| P(t,s)\varphi - m_s\varphi \|_{L^p(\mathbb{R}^N, \mu_t^t)} \) is due to the convergence to zero of the density \( \rho_t^t \) of the measure \( \mu_t^t \) as \( t \to +\infty \), this making Formula (7.6) somehow trivial. (Note that the density of \( \mu_t^t \) is the function \( \rho_t^t(t, \cdot) \) by the disintegration theorem for measures.) But this is not the case. Indeed, since \( \{ \mu_t^t : t \in \mathbb{R} \} \) is a \( T \)-periodic evolution systems of measures, it turns out that \( \rho_t^t(t + T, \cdot) = \rho_t^t(t, \cdot) \) for any \( t \), so that \( \rho_t^t(t, \cdot) \) cannot vanish as \( t \to +\infty \).

Also the exponential convergence to zero of \( \| P(t,s)f - m_s(f) \|_{L^p(\mathbb{R}^N, \mu_t^t)} \) as \( t - s \to +\infty \) can be related to the exponential convergence to zero of the function \( T(t)(f - \Pi f) \) as the following theorem shows.

**Theorem 7.5** ([29, Theorem 3.2]). Let Hypothesis [24 hold. Fix \( 1 \leq p \leq +\infty \), \( M > 0 \), \( \omega \in \mathbb{R} \). The following conditions are equivalent:

(a) for every \( t > 0 \) and \( u \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t) \),
\[
\| T(t)(I - \Pi)u \|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t)} \leq M e^{\omega t} \| u \|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t)};
\]

(b) for every \( t > s \) and \( \varphi \in L^p(\mathbb{R}^N, \mu_s^t) \),
\[
\| P(t,s)\varphi - m_s(\varphi) \|_{L^p(\mathbb{R}^N, \mu_t^t)} \leq M e^{\omega(t-s)} \| \varphi \|_{L^p(\mathbb{R}^N, \mu_s^t)}.
\]

Since \( T(t) \) commutes with \( \Pi \) for any \( t > 0 \), \((T(t)(I - \Pi))\) is nothing but the part of \( (T(t)) \) in \((I - \Pi)(L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t))\). Hence, \( T(t)(I - \Pi) \) converges to zero with exponential rate if and only if the growth bound of the semigroup \((T(t)(I - \Pi)) \) is negative or, equivalently, if the spectral bound of \( G_e^e \) is negative, since \( (T(t)) \) and its part in \((I - \Pi)(L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t)) \) satisfy the spectral mapping theorem (see [36, Theorem 2.17 & 3.15]). Computing explicitly the spectrum/growth bound is an hard task in general. It has been computed in the case of the nonautonomous Ornstein-Uhlenbeck operator.

**Theorem 7.6** ([29 Corollary 2.11]). The growth bound of the part of \((T(t)) \) in \((I - \Pi)(L^p(\mathbb{T} \times \mathbb{R}^N, \mu_t^t)) \) is \( \omega_0 \) (where, we recall, \( \omega_0 \) is the supremum of the constant \( \omega \) such that [43].)

For more general nonautonomous operators one can prove the following.
Theorem 7.7 ([33] Theorem 3.6]). Let Hypotheses 2.1 and 3.9 hold. Set
\[ \omega_p := \inf A_p, \quad \gamma_p := \inf B_p, \]
where
\[ A_p := \{ \omega \in \mathbb{R} : \exists M_\omega > 0 \text{ s.t.} \}
\[ \|T(t)(f - \Pi f)\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu t)} \leq M_\omega e^{\omega t}\| f - \Pi f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu t)} \]
\[ \forall t \geq 0, \; f \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu t) \}; \]
\[ B_p := \{ \omega \in \mathbb{R} : \exists N_\omega > 0 \text{ s.t.} \}
\[ \|\nabla_x T(t)f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu t)} \leq N_\omega e^{\omega t}\| f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu t)} \]
\[ \forall t \geq 1, \; f \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu t) \}; \]
Then \( A_p \subset B_p \) for every \( p \in (1, +\infty) \) such that \( \ell_p < +\infty \) (see (5.7)). If the diffusion coefficients are bounded, \( B_p \subset A_p \) for every \( p \geq 2 \).

We recall that, if Hypotheses 2.1 and 3.9 are satisfied then
\[ |\nabla_x P(t,s)\varphi(x)|^p \leq C_P \max\{(t-s)^{-p/2}, 1\} e^{p\ell_p(t-s)}P(t,s)|\varphi|^p(x), \quad x \in \mathbb{R}^N, \]
for any \( \varphi \in C_b(\mathbb{R}^N) \). Hence, for any \( f \in C_b(\mathbb{R}^1 + \mathbb{N}) \) it follows that
\[ \int_{(0,T) \times \mathbb{R}^N} |\nabla_x T(t)f|^p \, \mu t = \frac{1}{T} \int_0^T ds \int_{\mathbb{R}^N} |\nabla_x P(s, s-t) f(s-t, \cdot)|^p \, \mu s \]
\[ \leq \frac{C_P}{T} e^{p\ell_p t} \int_0^T ds \int_{\mathbb{R}^N} P(s, s-t)|f(s-t, \cdot)|^p \, \mu s \]
\[ = \frac{C_P}{T} e^{p\ell_p t} \int_0^T ds \int_{\mathbb{R}^N} |f(s-t, \cdot)|^p \, \mu_{s-t} \]
\[ = \frac{C_P}{T} e^{p\ell_p t} \int_0^T ds \int_{\mathbb{R}^N} |f(s, \cdot)|^p \, \mu_{s-t} \]
for any \( t \geq 1 \). Hence,
\[ \|\nabla_x T(t)f\|_{L^p((0,T) \times \mathbb{R}^N, \mu t)} \leq C e^{\ell_p t}\| f\|_{L^p((0,T) \times \mathbb{R}^N, \mu t)}, \quad t \geq 1. \]
Clearly, this inequality can be extended to any \( f \in L^p(\mathbb{T} \times \mathbb{R}^N, \mu t) \) by density. This shows that \( \ell_p \in B_p \). Hence, a sufficient condition guaranteeing that \( \|P(t,s)f - m_x(f)\|_{L^p(\mathbb{R}^N, \mu t)} \) decreases to zero as \( t - s \to +\infty \) with exponential rate is that \( \ell_p < 0 \).

Even without the assumptions \( \ell_p < 0 \) we can prove that the function \( \|T(t)(I - \Pi)f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu t)} \) tends to 0 as \( t \to +\infty \). More precisely, the following result holds true.

Theorem 7.8 (Theorem 3.5 of [33]). Let Hypotheses 2.1 and 3.9 be satisfied. Further assume either that the diffusion coefficients of the operator \( \mathcal{A} \) are bounded or there exists a positive constant \( C \) such that
\[ \|Q(s,x)\|_{L(\mathbb{R}^N)} \leq C(|x| + 1)V(x), \quad \langle b(s,x), x \rangle \leq C(|x|^2 + 1)V(x), \]
for any \( (s,x) \in \mathbb{R}^{1+N} \). Then, for every \( p \in [1, +\infty] \) Estimate (7.5) holds true.

Proof. We sketch the proof since it can be applied also to the autonomous setting.

Some reductions are in order. Of course, it is enough to prove (7.5) in the case when \( p = 2 \). Indeed, the general case when \( p \neq 2 \) then follows by applying Stein interpolation theorem, since \( (T(t)) \) is bounded both in \( L^1(\mathbb{T} \times \mathbb{R}^N, \mu t) \) and in \( L^\infty(\mathbb{T} \times \mathbb{R}^N, \mu t) = L^\infty(\mathbb{T} \times \mathbb{R}^N) \). Moreover, it is enough to prove (7.5) for functions \( f \) in the core \( \mathcal{C} \) (see Theorem 5.1(iii)).

The proof consists of three steps.

Step 1: One shows that \( \nabla_x T(t)f \) tends to 0 as \( t \to +\infty \) in \( L^2(\mathbb{T} \times \mathbb{R}^N, \mu t) \).
Taking the limit as $n$ approximate the function the diffusion coefficients are unbounded is a bit trickier. Indeed, it is not clear if when the diffusion coefficients of the operator $\mathcal{A} = -\sum_{j} a_j(x) \frac{\partial}{\partial x_j}$ is in $L^2(T \times \mathbb{R}^N, \mu^T)$ to some function $g \in L^2(T \times \mathbb{R}^N, \mu^T)$ as $k \to +\infty$.

Step 2: One proves that, from any sequence $(t_n)$ diverging to $+\infty$, one can extract a subsequence $(t_{n_k})$ such that $T(t_{n_k})(I - \Pi) f$ converges in $L^2(T \times \mathbb{R}^N, \mu^T)$ to some function $g \in L^2(T \times \mathbb{R}^N, \mu^T)$ as $k \to +\infty$.

Step 3: Using Steps 1 and 2 one concludes that $g \equiv 0$.

To prove the convergence to zero of $\nabla_x T(t) f$ one takes advantage of the formula

$$
\int_{(0,T) \times \mathbb{R}^N} (Q\nabla_x f, \nabla_x f) \, d\mu^T \leq - \int_{T \times \mathbb{R}^N} G_p f \, d\mu^T; 
$$

(7.8)

which holds true under our assumptions and is, in fact, an equality if the diffusion coefficients are bounded. In this latter case Formula (7.8) is the so called identité de carré du champ.

Formula (7.8) can be proved heuristically observing that

$$
\mathcal{G} u d\mu^T = 0, \quad u \in D(G_p).
$$

(7.9)

If we formally insert $u = f^2$ in (7.9) and notice that

$$
\mathcal{G}(f^2) = 2f \mathcal{G} f + (Q\nabla_x f, \nabla_x f),
$$

we immediately end up with the identité de carré du champ

$$
\int_{(0,T) \times \mathbb{R}^N} (Q\nabla_x f, \nabla_x f) \, d\mu^T = - \int_{(0,T) \times \mathbb{R}^N} f G_p f \, d\mu^T; 
$$

(7.10)

The main issue is to make the previous argument rigorous. This is easy in the case when the diffusion coefficients of the operator $\mathcal{A}$ are bounded. Indeed, in this case, the function $f^2$ is in $D(G_p^2)$. Clearly $f^2$ is bounded and it belongs to $W^{1,2}(\mathbb{R}^{1+N})$ for any $p < +\infty$. Moreover, $\nabla_x f$ is bounded and continuous in $\mathbb{R}^{1+N}$, since the evolution operator satisfies uniform gradient estimates. Hence, the function $\mathcal{G}(f^2)$ is in $C_b(T \times \mathbb{R}^N)$, thus implying that it belongs to $D(G_p^2) \subset D(G_p^2)$.

Taking the limit as $n \to +\infty$ one ends up with formula (7.8).

Using inequality (7.8) one then proves that

$$
\|T(t)f\|_{L^2(T \times \mathbb{R}^N, \mu^T)}^2 - \|f\|_{L^2(T \times \mathbb{R}^N, \mu^T)}^2 = \frac{2}{T} \int_0^t \int_{(0,T) \times \mathbb{R}^N} (T(r)f, T(r)G_2 f) \, d\mu^T \leq - \frac{2}{T} \int_0^t \int_{(0,T) \times \mathbb{R}^N} |\nabla_x T(t)f| \, d\mu^T, 
$$

for any $t > 0$, from which we immediately get

$$
\frac{2}{T} \int_0^t \int_{(0,T) \times \mathbb{R}^N} |\nabla_x T(t)f|^2 \, d\mu^T \leq \|f\|_{L^2(T \times \mathbb{R}^N, \mu^T)}^2, \quad t > 0,
$$

or, equivalently, that the function

$$
\chi_f(t) = \int_{\mathbb{R}^N} |\nabla_x T(t)f|^2 \, d\mu^T, \quad t > 0
$$

is in $L^1((0, +\infty))$. The function $\chi_f$ is differentiable in $(0, +\infty)$ and using the Hölder inequality, one can easily show that

$$
|\chi_f(t)| \leq 2(\chi_f(t))^{1/2} \chi_{G_2 f}(t))^{1/2} \leq \chi_f(t) + \chi_{G_2 f}(t), \quad t > 0.
$$
The same argument as above applied to the function \( G_2^2 f \) shows that \( \chi_{G_2^2 f} \) is in \( L^1((0, +\infty)) \). Hence, \( \chi_f \in W^{1,1}((0, +\infty)) \) and this implies that \( \chi_f \) tends to 0 as \( t \to +\infty \).

To prove that \( T(t)f \) converges to 0 as \( t \to +\infty \) in \( L^2(\mathbb{T} \times \mathbb{R}^N, \mu) \) one can employ a compactness argument. More specifically, let \( f \) be the \( T \)-periodic (with respect to \( s \)) extension of the function \( (s, x) \mapsto \alpha(s)(P(s, \tau)\chi)(x) \) defined in \([a, a + T] \times \mathbb{R}^N\), where \( \alpha \) and \( \chi \) are compactly supported functions with \( \text{supp} \alpha \subset [a, a + T] \). Hence, \( T(t)(f - \Pi f) \) is the \( T \)-periodic extension of the function \( (s, x) \mapsto \alpha(s-t)(P(s, \tau)\chi)(x) - m\tau \chi) \). One proves that the set \{ \( T(t)(I - \Pi)f : t > 0 \) \} is equibounded (this is clear) and equicontinuous (this is a bit trickier). By Arzelà-Ascoli theorem, there exists a sequence \( (t_n) \) diverging to +\( \infty \) such that \( T(t_n)(I - \Pi)f \) converges to a function \( g \in C_0(\mathbb{T} \times \mathbb{R}^N) \) locally uniformly in \( \mathbb{T} \times \mathbb{R}^N \). As a by product, \( T(t_n)(I - \Pi)f \) converges to \( g \) in \( L^2(\mathbb{T} \times \mathbb{R}^N, \mu_1^2) \) as \( n \to +\infty \).

Next one shows that if \( g = 0 \) observing that \( g \in (I - \Pi)(L^2(\mathbb{T} \times \mathbb{R}^N, \mu_1^2)) \) and \( \nabla x g = 0 \) since \( \nabla T(t_n)(I - \Pi)f \) tends to 0 in \( L^2(\mathbb{R}^{1+N}, \mu) \) as \( n \to +\infty \). (Note that \( (I - \Pi)(L^2(\mathbb{T} \times \mathbb{R}^N, \mu_1^2)) \) can be identified with \( L^2(\mathbb{T}) \).) \( \square \)

**Remark 7.9.** We mention that the identité de carré du champ \( \|[Q(s, x)]\|_{L^1(\mathbb{R})} \leq C(|x| + 1)V(x), \ |\langle bs(x, x), x \rangle| \leq C(|x|^2 + 1)V(x), \) for any \((s, x) \in \mathbb{R}^{1+N}\) and some positive constant \( C \). The identité de carré du champ reads:

\[
\int_{(0,T) \times \mathbb{R}^N} |u|^{p-2} \langle Q\nabla x u, \nabla x u \rangle \chi_{\{u \neq 0\}} \, d\mu^2 = - \frac{1}{p-1} \int_{(0,T) \times \mathbb{R}^N} u |u|^{p-2} G^2_x u \, d\mu^4,
\]

for any \( u \in D(G^2_x) \).

Similarly, under the Hypothesis of Theorem 7.8, the inequality

\[
\int_{(0,T) \times \mathbb{R}^N} |u|^{p-2} \langle Q\nabla x u, \nabla x u \rangle \chi_{\{u \neq 0\}} \, d\mu^2 \leq - \frac{1}{p-1} \int_{(0,T) \times \mathbb{R}^N} u |u|^{p-2} G^2_x u \, d\mu^4,
\]

holds true for any \( p \in (1, +\infty) \) and any \( u \in D(G^2_x) \) (see [33, Proposition 2.15]).

In particular, this latter inequality allows to show that \( D(G^2_x) \) is continuously embedded into \( W_0^{1,1}(\mathbb{T} \times \mathbb{R}^N, \mu^2) \). More precisely, it allows to show that the mapping \( f \mapsto Q^{1/2}\nabla x f \) is bounded from \( D(G^2_x) \) into \( L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2) \).

### 8. SOME INSIGHT ON THE SPECTRUM OF \( G^2_p \)

Even if the spectrum of the generator \( G^2_p \) of the semigroup \( (T(t)) \) is not explicitly known some remarkable results are available.

**Theorem 8.1** ([33, Theorems 3.15 & 3.16]). Let Hypotheses 2.1 and 3.9 hold. Further, assume that the diffusion coefficients are independent of \( x \) and the supremum of the function \( r \) in Hypothesis 3.9 is negative. Then, for any \( p \in (1, +\infty) \), \( D(G^2_p) \) is compactly embedded in \( L^p(\mathbb{T} \times \mathbb{R}^N, \mu) \). Moreover,

(i) the spectrum of \( G^2_p \) consists of isolated eigenvalues independent of \( p \), for \( p \in (1, +\infty) \). The associated spectral projections are independent of \( p \), too;

(ii) the growth bounds \( \omega_p \) defined in (4.4) are independent of \( p \in (1, +\infty) \). Denoting by \( \omega_0 \) their common value, for every \( p \in (1, +\infty) \) we have

\[
\omega_0 = \sup \{ \Re \lambda : \lambda \in \sigma(G^2_p) \setminus i\mathbb{R} \}.
\]
As in the autonomous case, the main tool in the proof of the previous theorem is the Log-Sobolev inequality, which reads:
\[
\int_{(0,T) \times \mathbb{R}^N} |u|^2 \log(|u|) \, dp \, dt \leq \frac{1}{2} \int_0^T \int_{\mathbb{R}^N} |\Pi u|^2 \log(|\Pi u|^2) \, ds + \frac{\Lambda}{|0|} \int_{(0,T) \times \mathbb{R}^N} |\nabla_x u|^2 \, dp \, dt,
\]
for any \( u \in D(C^2_{0,\infty}) \), where \( \Lambda \) denotes the supremum of the eigenvalues of the matrix \( Q(s) \) when \( s \) varies in \([0, T]\).

The results in the previous theorem apply, in particular, in the case of the periodic nonautonomous Ornstein-Uhlenbeck operator. In this situation, as in the autonomous case, some information on the eigenfunctions of the operator \( G_p^2 \) is available. More precisely,

**Theorem 8.2.** Let \( \lambda \) be an eigenvalue of the operator \( G_p^2 \) and let \( u \) be a corresponding eigenfunction. Then,
\[
u(s, x) = \sum_{|\alpha| \leq K} c_\alpha(t) x^\alpha, \quad s \in \mathbb{R}, \ x \in \mathbb{R}^N,
\]
where \( c_\alpha \in W^{1,p}(\mathbb{T}) \) for any \( \alpha \) and \( K \leq \omega^{-1}_0|\Re \lambda|, \omega_0 \) being the supremum of \( \omega > 0 \) such that \( \|e^\omega \| \) holds true for some \( C = C(\omega) > 0 \).

**Proof.** A proof has been given in [25] Proposition 2.5] in the case \( p = 2 \) but it can be extended with the same technique to the case \( p \neq 2 \). It is obtained adapting the techniques of the autonomous case (see [39] Proposition 3.2]) and is based on the pointwise gradient estimates.

Since it is easy and show once more the role played by the gradient estimates, we go into details.

Let \( \lambda \) be an eigenvalue of \( G_p^2 \) and let \( u \) be a corresponding eigenfunction. Then, \( u \in C^\infty(\mathbb{T} \times \mathbb{R}^N) \cap L^2(\mathbb{T} \times \mathbb{R}^N, \mu^2) \) and all its derivatives are in \( L^2(\mathbb{T} \times \mathbb{R}^N, \mu^2) \) as well. Moreover, \( T_O(t)u = e^{\lambda t}u \) for any \( t > 0 \). Hence, \( D_p^2 T_O(t)u = e^{\lambda t} D_p^2 u \) for any multiindex \( \alpha \).

Using the gradient estimate
\[
\|D_p^2 T_O(t, s)f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)} \leq Ce^{-\omega|\alpha|(t-s)} \|f\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)}, \quad t-s > 1, \ f \in L^p(\mathbb{R}^N, \mu_s),
\]
proved in [25] Lemma 3.3] for any \( p \in [1, +\infty] \), any multiindex \( \alpha \), any \( \omega < \omega_0 \) and some positive constant \( C = C(\omega, \alpha) \), one can easily show that
\[
\|D_p^2 T_O(t)u\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)} \leq Ce^{-\omega|\alpha|t} \|u\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)}, \quad t > 1.
\]
It follows that
\[
e^{\lambda t} \|D_p^2 u\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)} \leq Ce^{-\omega|\alpha|t} \|u\|_{L^p(\mathbb{T} \times \mathbb{R}^N, \mu^2)},
\]
from which we can infer that \( D_p^2 u \equiv 0 \) if \( \Re \lambda > -\omega|\alpha| \), letting \( t \to +\infty \). Hence \( u \) is a polynomial with degree not grater than \( \omega^{-1}|\Re \lambda| \) for any \( \omega \in (0, \omega_0) \). The proof is now complete.
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