Strong zero modes provide a paradigm for quantum many-body systems to encode local degrees of freedom that remain coherent far from the ground state. Example systems include $Z_n$ chiral quantum clock models with strong zero modes related to $Z_n$ parafermions. Here we show how these models and their zero modes arise from geometric chirality in fermionic Mott insulators, focusing on $n = 3$ where the Mott insulators are three-leg ladders. We link such ladders to $Z_3$ chiral clock models by combining bosonization with general symmetry considerations. We also introduce a concrete lattice model which we show to map to the $Z_3$ chiral clock model, perturbed by the Uimin-Lai-Sutherland Hamiltonian arising via superexchange. We demonstrate the presence of strong zero modes in this perturbed model by showing that correlators of clock operators at the edge remain close to their initial value for times exponentially long in the system size, even at infinite temperature.

Quantum many-body systems supporting local degrees of freedom that remain coherent for long times even away from the ground state may open up nonzero temperature, or even non-equilibrium, regimes for quantum information processing [1–17]. A key requirement for such coherence is the presence of degeneracies across the energy spectrum. “Strong zero modes” [3] provide a compelling mechanism for this (another route is by many-body localization [9–17]): these are objects that commute with the Hamiltonian (up to corrections exponentially decaying in system size), but they do not commute with a discrete symmetry, hence ensuring spectral degeneracies. When located at the system edge, they furthermore furnish the desired long-time-coherent local degrees of freedom [1–8].

One of the most intriguing paradigms where zero modes appear are quantum clock models with $Z_n \geq 3$ symmetry [1–4]. The zero modes include $Z_n$-parafermions, signifying a (nonlocal) relation to electronic systems proposed for beyond-Majorana schemes of topological quantum computation [1–4, 18–33]. To support strong zero modes, the clock models require a chiral (i.e., reflection-symmetry breaking) deformation of their couplings [1–4, 34–36]. While phase transitions in the chiral quantum clock model universality class have seen realizations [37–41], the chiral quantum clock models themselves, and their strong zero modes, are yet to find their origin in an underlying microscopic system.

Here we describe a paradigm for how chiral quantum clock models and their strong zero modes can arise in Mott insulators. While somewhat abstract in terms of clock models, chirality is a simple geometrical feature for particles hopping on a lattice [42], with examples such as chiral nanotubes, molecules, or crystals [43, 44]. Our approach is centered on the combination of such geometric chirality with strong interactions.

We focus on the simplest case of $Z_3$ symmetry and study spinless fermion systems such as the three-leg ladder in Fig. 1. We take two complementary approaches: (i) bosonization that captures generic features beyond a single microscopic model but which is only phenomenological in interactions, and (ii) strong-interaction perturbation theory for the system in Fig. 1. Using bosonization, we show how chiral-quantum-clock-model physics, including zero modes, can arise in the presence of certain symmetries (e.g., $Z_3$ and time-reversal) and sufficiently strong and chiral interactions. In our lattice system, we provide an explicit mapping to the chiral three-state clock model perturbed by terms arising via superexchange, and assess the presence of strong zero modes by computing dynamical correlators of clock operators at the edge using exact diagonalization.

Models and symmetries.- We set our terminology using the system in Fig. 1. Anticipating the clock-model mapping, we refer to the positions $i$ along the legs as sites. The legs are of length $\ell$ and the sites are $a_0$ apart. The
Hamiltonian is $H = H_0 + H_{\text{int}}$ with

$$H_0 = -\frac{J}{2} \sum_{i,a} c_{i,a}^\dagger c_{i+1,a} + J_\perp \sum_{i,a} c_{i,a}^\dagger c_{i,a+1} + \text{H.c.},$$

$$H_{\text{int}} = \sum_{i,a,b} \left( V_{i} n_{i,a} n_{i+1,a+b} + \frac{U}{2} n_{i,a} n_{i,b} \right).$$

(1)

Here $c_{i,a+3}^\dagger = c_{i,a}^\dagger$ creates a fermion at site $i$ and leg $a \in \{0,1,2\}$; $n_{i,a} = c_{i,a}^\dagger c_{i,a}$ is the corresponding number operator. We use real intraleg and interleg tunneling amplitudes, $J$ and $J_\perp$, respectively.

Geometric chirality is present if $V_1 \neq V_2$. We characterize this by introducing $V = \frac{1}{3} \sum_n V_n$ and

$$V' \sin \Phi = \frac{V_1 - V_2}{\sqrt{3}}, \quad V' \cos \Phi = \frac{2V_0 - V_1 - V_2}{3}.$$  

(2)

The system is invariant under the $\mathbb{Z}_3$ transformation $S$ cyclically permuting the legs. Further symmetries include time-reversal $T$ and, for the bulk physics (i.e., far from the boundaries), lattice translations along the legs. The generic systems we shall discuss are three-leg ladders beyond Eq. (1), but which still respect these symmetries [45]. We work at $1/3$ filling, $\sum_i n_{i,a} a_0/\ell = 1$.

**Low-energy processes.** We next prepare for bosonization by describing the low-energy bulk processes. By low-energy, we mean processes near the Fermi points. Our bosonization thus starts with moderate interactions; however, its phenomenological scope is broader and includes strong interactions [46, 47]. We first diagonalize the $\mathbb{Z}_3$ transformation using $f_{i,a} = \sum_v u_{v,a} c_{i,a}$, where $v$ is a $3 \times 3$ unitary matrix; this diagonalizes the single-particle Hamiltonian into three bands labeled by $\alpha \in \{1,2,3\}$ (Fig. 2 for our concrete model [48]). $\mathbb{Z}_3$ and time-reversal symmetries now act as $S f_{i,a} S^{-1} = \omega^\alpha f_{i,a}$ (where $\omega = e^{2\pi i/3}$), and $T f_{i,a} T^{-1} = f_{i+2,a}$, $T f_{i,3} T^{-1} = f_{i,3}$. At $1/3$ filling, and for moderate band splitting $|J_\perp| \lesssim |J|$ for Eq. (1)), there are six Fermi points $k_f \alpha$. Working near $k_f \alpha$, we can split $f_{i,a}$ into left ($L$) and right ($R$) movers, $L_{i,a} = R_{i,a} e^{ik_{f,\alpha} x} + L_{\alpha}(x) e^{-ik_{f,\alpha} x}$, with $x = ja_0 \in [0,\ell]$. The symmetries (including crystal-momentum conservation) allow three classes of four-fermion processes: forward scattering, band-3 pairing, and “not-3” scattering. Forward scattering contributes to the quadratic part of the theory [46, 47]. The band-3 pairings $O_{p1} = L_1^1 R_1^1 L_3 R_3$ and $O_{p2} = L_2^1 R_1^1 L_2 R_3$ describe the transfer between band-3 fermion pairs and fermions in bands 1, 2. Not-3 scattering $O_3 = L_1^1 R_2^1 L_2 R_1$ does not involve band-3 fermions. These, and their Hermitian conjugates, are the lowest-order symmetry-allowed processes.

**Bosonization.** The complementary character of the $O_{p1}$ and $O_{p2}$ processes translates to the separation into charge and neutral degrees of freedom. This becomes transparent in bosonization, an approach describing the corresponding density fluctuations [46, 47]. We consider densities for charge $N_c = \sum_j N_j$ and neutral $N_1 = N_1 - N_2$, $N_2 = N_1 + 2 - N_2$ combinations, where $N_3$ is the particle number in band $\alpha$. Note that $S = \exp \left( \frac{2\pi i}{3} N_1 \right)$, as implied by the transformation of $f_{i,a}$. We use conjugate pairs of fields $\psi_\alpha$ and $\varphi_\mu$ ($\mu = c,1,2$) whose only nonzero commutators are $[\psi_\alpha(x), \varphi_\mu(y)] = i\delta_{\mu\alpha} \Theta(x-y)$ with $\Theta(x)$ the Heaviside step function. The densities (relative to the Fermi sea) are $\rho_\alpha = \sqrt{\beta_\alpha/\pi} \partial_x \psi_\alpha$, with $\beta_{c,1,2} = 3,2,6$. In terms of these fields, the band-\(\alpha\) electron operators $\psi_\alpha = R_\alpha$ and $\psi_\alpha^\dagger = L_\alpha$ are

$$\psi_{\alpha} \propto \sqrt{\beta_\alpha} \exp \left\{ i/\sqrt{\beta_\alpha} \left[ (\varphi_\alpha + \eta \theta_\alpha)/\sqrt{3} + d_{\alpha} \cdot (\varphi + \eta \theta) \right] \right\}$$

where $\kappa$ are Klein factors, $\varphi = (\varphi_1, \varphi_2)$, $\theta = (\theta_1, \theta_2)$, $d_{1} = (1/\sqrt{2}, 1/\sqrt{6})$, $d_{2} = (-1/\sqrt{2}, 1/\sqrt{6})$, $-d_{3} = d_{1} + d_{2}$ [38, 49, 50]. At the boundaries ($x = 0, \ell$), zero charge current implies $\partial_x \varphi_{\alpha} = \alpha = 0$; in the neutral sector we require only that boundary conditions respect $S$ and $T$.

The low-energy bulk Hamiltonian is $H_{\text{bw}} = H_{\text{fw}} + \int dx V$. Here $H_{\text{fw}}$ encodes single-particle and forward-scattering terms. Although $H_{\text{fw}}$ influences the phase diagram, for the essential features of the gapped regime we are interested in we can focus entirely on

$$V(\theta_1, \varphi_1, \varphi_2) = \frac{g_3}{2} \cos \sqrt{8\pi \theta_1} + g_2 \cos \sqrt{2\pi \theta_1} \cos \sqrt{6\pi \varphi_2} + g_1 \sin \sqrt{2\pi \theta_1} \sin \sqrt{6\pi \varphi} + g_2 \cos \sqrt{12\pi \theta_1}$$

(3)

encoding the $O_{p}$ processes. (We absorbed in $g_{1,2}$ the product $i\kappa_{1,2}$.) The following hold for the neutral-sector couplings $g_{1,2,3}$, regardless of microscopic details: (i) interactions involving only the total density [such as the $U$ term in Eq. (1)] conserve each band particle number and hence do not contribute to $g_{1,2}$; (ii) chirality enters via $g_{1}$.
The physics we are interested in is where $V$ has deep minima confining $\theta_{1,1}$ and $\varphi_2$, a gapped regime that is expected to arise for sufficiently strong repulsive total-density interactions, as we shall confirm for our concrete model Eq. (1). Such strong microscopic interactions may place the problem beyond the scope of the weak-coupling renormalization group. One can, however, seek the chiral clock model phenomenology via a semiclassical analysis [46, 47] of the field configurations that minimize $V$. We start with the charge sector: the field $\theta_c$ is a constant locked to one of the minima of the umklapp cosine. The fluctuations $\rho_c \propto \partial_x \theta_c$ are thus absent; $1/3$-filling now means constant density of one particle per site.

The neutral sector works analogously. We focus on the chiral clock model phenomenology arising for $g_3 \gg 0$, a regime suggested by the contributions of strong repulsive total-density interactions. In the absence of chirality ($g_1 = 0$), a gap arises for large $|g_2| \gg g_3$; in this case the fields $(\sqrt{2\pi} \theta_1, \sqrt{6\pi} \varphi_2)$ are locked to the configuration $\pi n_x, n_x + 2n_y - \frac{1}{3} \text{sgn}(g_1)$, while for $|g_2| \gg g_3$ it can close the gap (provided $|g_1| \approx |g_2|$), similarly to the effects of chiral deformations on the incommensurate and ordered phases of the clock model. The neutral part of $V$ for $g_1 \gg |g_2|$ and $g_1 \neq 0$ is illustrated in Fig. 3.

The correspondence between the fermions $\psi_{\nu a}$ and the fields $\theta_{\mu}, \varphi_{\nu}$ implies that the latter are periodic variables. In particular, $(\theta_{\mu}, \theta_1, \varphi_2) \sim (\theta_{\mu}, \theta_1, \varphi_2) + \sqrt{3} n \cdot \Gamma$ (together with a suitable shift of the conjugate pairs) where $n$ is a vector of integers and $\Gamma = \left( \begin{array}{ccc} \sqrt{3} & 0 & 0 \\ 0 & \sqrt{2} & 0 \\ 1/\sqrt{3} - 3/\sqrt{2} & 1/\sqrt{3} \\ \end{array} \right)$.

Under this compactification, the six minima in Fig. 3, at a given $\theta_c$, are inequivalent. Six inequivalent minima can also be arranged using a single $\theta_1$ (and $\theta_c$) but doubling the $\varphi_2$ interval. The operator $\exp(2\pi i N_2/6)$, which commutes with $H_0$, toggles between the six minima in the latter arrangement; since the values of $N_{c,1}$ specify $\exp(2\pi i N_2/6)$, for a given $N_{c,1}$ there is a single ground state corresponding to a superposition between the six minima. The presence of $Z_3$ symmetry, however, guarantees the conservation only of $N_1 \mod 3$; e.g., boundary terms (or corresponding neutral-sector boundary conditions) generically couple states with $N_1$ and $N_1 + 3$. For fixed particle number $N_c$, we are thus left with three towers of excitations, each labeled by its $Z_3$ eigenvalue.

Zero modes.- A $Z_3$ label in itself does not imply degeneracies in the spectrum. However, a threefold degeneracy arises if a zero-mode operator $\chi$ exists that commutes with the Hamiltonian while toggling the $Z_3$ label. To obtain such zero modes, we consider the ground-state projections $\chi_{0,\ell}$ of neutral operators at the edge ($x = 0, \ell$), taking operators that change $\tilde{N}_1 \mod 3$. Neutrality ensures maintaining a fixed particle number, while being at the edge means that $\chi_{0,\ell}$ create in $(\theta_1, \varphi_2)$ only boundary kinks, a feature compatible [18–21] with commutation with at least the groundstate (or, more generally, sub-gap) sector of the Hamiltonian. As in parafermion systems, there are several choices for $\chi_{0,\ell}$ [21]. We choose $\chi_{0,\ell}$ as the ground-state projection of an operator $\mathcal{O}_\ell(x = 0, \ell)$ in the expansion of $f_1 f_2$, with $\mathcal{O}_\ell \propto e^{i \frac{\sqrt{12} \pi \ell}{6}} e^{i \frac{\sqrt{2} \pi \ell}{6}} e^{i \frac{\sqrt{3} \pi \ell}{6}}$. Hence, $\chi_{0,\ell}$ are local operators with $\mathcal{O}_\ell \chi_{0,\ell} = \chi_{0,\ell} \chi_{0}$. They also satisfy $\chi_{0,\ell} \bar{S} = \omega S \chi_{0,\ell}$, the requisite toggling of the $Z_3$ label. By introducing the nonlocal combination $\chi'_\ell = S \chi_{0,\ell}$, we can also use a pair of mutual $Z_3$-parafermions: $\chi_{0,\ell}' = \omega \chi_{0,\ell}$. The phenomenology recovered here matches that of the chiral clock model [1–4], including the nonlocal nature of its parafermions. However bosonization indicates the zero-mode character of $\chi_{0,\ell}'$ only for sub-gap energies, which is sufficient only for their status as “weak” zero modes [4]. To study whether strong zero modes emerge, and for a concrete illustration of our bosonization phenomenology, we next turn to our microscopic model Eq. (1).

**Strong-interaction perturbation theory.**- We work deep in the Mott insulator regime, $U \gg |J|$. We start with $J = J_1 = V_0 = 0$ in Eq. (1). This limit has a highly degenerate multiplet of lowest-energy states, each with one fermion per site. Turning on a small $V_0$ and $J_1$ splits the low-energy states, without coupling to high-energy states with more than one fermion per site. In contrast, intraleg tunneling $H_J = -\frac{J}{2} \sum_{\ell \neq 0,1} c^\dagger_{\ell,a} c_{\ell+1,a} + \text{H.c.}$ connects low- and high-energy states. To obtain the Hamiltonian gov-
We map fermion bilinears to matrices valid for $U \gg |V_c|, |J|, |J\perp|$.

Using the single occupation per site constraint, $\sum a n_{j,a} = 1$, we can rewrite $H_{\text{eff}}$ in a form where the relation to the chiral clock model becomes manifest [54]. We map fermion bilinears to matrices $c_{j,a}^\dagger c_{j,a+1} \rightarrow M_j^{ab}$, with components $(M_j^{ab})_{kl} = \delta_{ak}\delta_{bl}$ (omitting factors of identity away from site $j$). We find

$$H_{\text{eff}} = \sum_{j,a,b} \left( V_0 n_{j,a} n_{j+1,a+b} + \frac{J^2}{2U} c_{j,a}^\dagger c_{j+1,a} c_{j+1,a}^\dagger c_{j,b} \right) + J_{\perp} \sum_{j,a} (c_{j,a}^\dagger c_{j,a+1} + H.c.),$$

(4)

where we have used Eq. (2) and $N = \ell/a_0$. Here $\tau_j$ and $\sigma_j$ are the clock variables

$$\tau_j = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix}, \quad \sigma_j = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

(6)

while $P_{j,j+1}(a_j|b_j)_{j+1} = |b_j|a_j\rangle_{j+1}$ is the swap operator between neighboring sites. For $J = 0$, Eq. (5) recovers the three-state quantum clock model. It is chiral for $\Phi \neq 0 \mod \pi/3$ [1, 4]. Eqs. (2) and (5) thus explicitly establish the link between geometric and clock-model chirality. For $J \neq 0$, the clock model is perturbed by the Uimin-Lai-Sutherland Hamiltonian [51–53], seen to arise here from superexchange.

For $J = 0$, weak $J_{\perp}$, and $\Phi$ sufficiently away from 0 mod $\pi/3$, the system supports strong zero modes with the same properties as that of $\chi_0$ above [1]. Our next goal is to assess whether these strong zero modes survive the superexchange perturbation. We expect this for $|V'\sin(3\Phi)| \gg |J_{\perp}|, J^2/U$: here the combination of the spectral separation between various $J = J_{\perp} = 0$ domain-wall sectors and the scale separation between the chirality-induced intra-sector splittings versus small $|J_{\perp}|, J^2/U$ might offer protection also against small nonzero $J$ thanks to the restricted manner in which the swap operation acts on domain-wall states [54]. To assess the presence of strong zero modes, we first perform exact diagonalization to study the energy spectrum in this regime (Fig. 4a). The existence of a zero mode that arranges the spectrum in $Z_3$ triplets is manifest, both for the three lowest-lying states whose energy splitting decays consistently with an exponential in $N$, as well as for higher energies where the much smaller triplet splitting is almost invisible on the scale of the figure. Our findings are further corroborated by the $5 < N < 100$ excited-state spectrum in the single-domain-wall sector, where the $Z_3$-triplet splittings decay exponentially with $N$ to a value numerically indistinguishable from zero [54].

We next study dynamical consequences of these zero modes. Their edge-mode nature and exchange properties with $S = \prod_j \sigma_j$ suggest that they contribute significantly to $\tau_j$ at the boundary (in fact, $\tau_{j,N}$ are commuting zero modes for $J = J_{\perp} = 0$ [1, 4], akin to $\chi_{0,0}$). We compute the infinite-temperature correlator $\text{Tr}(\tau_1(t)\tau_1^\dagger(0))$.

The persistence close to the initial value for times exponentially long in $N$ indicates the presence of strong zero modes.

![FIG. 4. a.- Low-lying energies of $H_{\text{eff}}$, measured from the ground state, for various system sizes $N$. The coloring changes for every three consecutive levels, repeating after the sixth color. The values of $J'/2U$ and $J_{\perp}$ (shown at the top, with $\Phi$) are measured in units of $V'$. The lowest excited states have energy (blue guide for the eye) consistent with ground-state-triplet splitting decaying exponentially with $N$. The excited-state-triplet splittings are barely visible on the scale of the figure. b.- The dynamical correlator Tr$(\langle \tau_j(t)\tau_j^\dagger(0) \rangle)$. The persistence close to the initial value for times exponentially long in $N$ indicates the presence of strong zero modes.](image-url)
Conclusions.- We have shown how geometric chirality in a $Z_3$- and $T$-invariant Mott insulator can lead to chiral quantum clock model physics, including strong zero modes. We illuminated this from two complementary perspectives: bosonization based on general symmetry considerations, and the analysis of the model Eq. (1) for strong interactions $U \gg |J|$. In our bosonization, after implementing the Mott-insulating regime by gapping out the charge degrees of freedom, we uncovered fingerprints of the ordered and incommensurate phases of the chiral quantum clock model, and established the presence of zero modes in the ordered phase. This suggests that chiral interactions provide a favorable setting for chiral-quantum-clock-model physics to arise in Mott insulators. Our model Eq. (1) gives concrete evidence for this: for $U \gg |J|$, we explicitly recover the chiral quantum clock model, perturbed by the Uimin-Lai-Sutherland Hamiltonian via superexchange. Our simulations suggest that the strong zero modes survive the superexchange perturbation, leading to the correlators of clock operators at the edge to persist near their initial value for times exponentially long in system size, even at infinite temperature. Interesting directions for future research include the study of the phase diagram and dynamics of our model with approaches that probe the thermodynamic limit. This will, in particular, illuminate where the zero modes we found fall in the refined “strong” versus “almost strong” classification of Refs. [5, 6].
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SUPPLEMENTAL MATERIAL

In this Supplemental Material we explain the correspondence between Eq. (4) and (5) of the main text, and provide further corroborating evidence complementing that in Fig. 4 of the main text.

I. FROM THE FERMION HAMILTONIAN TO THE PERTURBED QUANTUM CLOCK MODEL

In the main text we note that the constraint of single occupation per site, \( \sum_a n_{j,a} = 1 \), allows us to rewrite the fermion Hamiltonian [Eq. (4) of the main text] in the form of a perturbed chiral quantum clock model [Eq. (5) of the main text] using a map between fermion bilinears and matrices \( c_{j,a}^\dagger c_{j,b} \rightarrow M_{j}^{ab} \). In this section, we provide the details behind these observations.

The matrix \( M_{j}^{ab} \) is understood as

\[
M_{j}^{ab} = \mathbb{1}_1 \otimes \mathbb{1}_2 \ldots \mathbb{1}_{j-1} \otimes M_{j}^{ab} \otimes \mathbb{1}_{j+1} \ldots \mathbb{1}_N,
\]

where the entries of the \( 3 \times 3 \) matrix \( M_{j}^{ab} \) are \((M_{j}^{ab})_{kl} = \delta_{ak}\delta_{bl}\). The mapping \( c_{j,a}^\dagger c_{j,b} \rightarrow M_{j}^{ab} \) is possible because the single-occupancy condition sets the local Hilbert space dimension \( \dim(\mathcal{H}_j) = 3 \) for each site \( j \). We define a basis of this local Hilbert space as \( |f_j\rangle = c_{j,a}^\dagger |v_j\rangle \), where \( |v_j\rangle \) is the state with no fermions at site \( j \). Every operator \( \mathcal{O} \) that preserves the single occupation per site condition can be written in this basis using

\[
\mathcal{O} = \sum_{l_1,...,l_N=0}^2 \sum_{k_1,...,k_N=0}^2 \left( \bigotimes_{j=1}^N |k_j\rangle \langle k_j| \right) \mathcal{O} \left( \bigotimes_{l=1}^N |l_i\rangle \langle l_i| \right),
\]

where we have introduced the resolution of the identity \( \sum_{l_1,...,l_N=0}^2 |l_j\rangle \langle l_j| = \mathbb{1}_j \) at each lattice position. For example, for an operator \( \mathcal{A}_i \mathcal{B}_j \) that acts nontrivially at sites \( i \) and \( j \) (\( i < j \)), we have

\[
\mathcal{A}_i \mathcal{B}_j = \sum_{l_i,...,l_N=0}^2 \sum_{k_i,...,k_N=0}^2 \mathbb{1}_1 \otimes \ldots \mathbb{1}_{i-1} \otimes |k_i\rangle \langle k_i| \mathcal{A}_i |l_i\rangle \langle l_i| \otimes \mathbb{1}_{i+1} \otimes \ldots \otimes |k_j\rangle \langle k_j| \mathcal{B}_j |l_j\rangle \langle l_j| \otimes \mathbb{1}_{j+1} \ldots \mathbb{1}_N.
\]

This provides a complete definition of \( \mathcal{A}_i \mathcal{B}_j \) in terms of the matrix elements in each local Hilbert space. For the bilinear \( c_{j,a}^\dagger c_{j,b} \), the matrix elements are

\[
(M_{j}^{ab})_{kl} = \langle k_j| c_{j,a}^\dagger c_{j,b} |l_j\rangle = \langle v_j| c_{j,k} c_{j,a}^\dagger c_{j,b} c_{j,l}^\dagger |v_j\rangle = \delta_{ak}\delta_{bl}.
\]

The relation between the \( c_{j,a}^\dagger c_{j,b} \rightarrow M_{j}^{ab} \) map and the basis used for the matrices [Eq. (6) of the main text]

\[
\tau_j = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix}, \quad \sigma_j = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}
\]

corresponds to the assignments

\[
c_{j,0}^\dagger |v_j\rangle = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad c_{j,1}^\dagger |v_j\rangle = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad \text{and} \quad c_{j,2}^\dagger |v_j\rangle = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}.
\]
To get from the fermion Hamiltonian [Eq. (4) of the main text] to the perturbed chiral quantum clock model [Eq. (5) of the main text], we invert the relations

\[ V = \frac{1}{3} \sum_a V_a, \quad V' \sin \Phi = \frac{V_1 - V_2}{\sqrt{3}} , \quad V' \cos \Phi = \frac{2V_0 - V_1 - V_2}{3} \]  

(14)

to find

\[ V_0 = V + V' \cos \Phi, \quad V_1 = V + V' \cos \left( \Phi - \frac{2\pi}{3} \right), \quad V_2 = V + V' \cos \left( \Phi + \frac{2\pi}{3} \right). \]  

(15)

Combining this, the constraint \( \sum_a n_{j,a} = 1 \), and the mapping Eq. (8), we find that, up to a constant offset, Eq. (4) of the main text maps to the Hamiltonian in Eq. (5) of the main text,

\[ H_{\text{eff}} = \sum_{j=1}^{N} J_{\perp} \sigma_j + \sum_{j=1}^{N-1} \left( \frac{V'e^{i\Phi}}{2} \tau_j \tau_{j+1} + \frac{J^2}{4U} P_{j,j+1} \right) + \text{H.c.}, \]  

(16)

repeated here for convenience.

II. STABILITY OF THE STRONG ZERO MODES

The strong zero modes are expected to be present for \( |V' \sin(3\Phi)| \gg |J_{\perp}|, J^2/U \) (cf. also Sec. II A 2). We investigate this by studying the system-size dependence of (i) the splittings within \( \mathbb{Z}_3 \) triplets and (ii) the dynamics of the correlator \( \text{Tr}(\tau_1(t)\tau_1^\dagger(0)) \). Using exact diagonalization of Eq. (16) [Eq. (5) of the main text], we show that the system continues to display the behavior exemplified in Fig. 4 of the main text for a range of parameters, and even in the presence of weak disorder. We shall also find, by investigating the excited-state spectrum in the single-domain-wall sector for system sizes far beyond that achievable by exact diagonalization, that in the entire range of the \( \mathbb{Z}_3 \)-triplet splittings that we can resolve by machine precision, the splittings continue to decay exponentially with system size for a range of parameters, thus indicating the presence of strong zero modes.

A. \( \mathbb{Z}_3 \)-triplet splittings

1. Exact diagonalization

We first study the low-lying spectrum of Eq. (16) using numerical exact diagonalization. In Fig. 5 we show results for the clean system (i.e., without disorder) for various values of the parameters. We display energy levels belonging to a \( \mathbb{Z}_3 \) triplet using the same color (the colors repeat after the the sixth consecutive triplet). The main parameter influencing how the \( \mathbb{Z}_3 \)-triplet splittings decay with system size \( N \) is observed to be \( J_{\perp}/V' \). For small values of \( J_{\perp}/V' \), the behavior is consistent with the presence of strong zero modes: the triplet splittings decay quickly with \( N \). (In Sec. II A 2, we shall show that the decay is exponential in \( N \).) For larger values (\( J_{\perp} = 0.6V' \)), the rapid decay with \( N \) ceases, signaling a destruction of the zero modes. That the parameter \( J^2/2UV' \) is observed to have only minor effect is significant: it is known that for \( J = 0 \) and small \( J_{\perp} \) the system supports strong zero modes and our findings are consistent with the \( J^2/2U \) perturbation preserving these.

In Fig. 6 we show results for systems with three forms of weak, spatially uncorrelated, disorder. The observed behavior is consistent with the presence of strong zero modes.
FIG. 5. Low-lying spectrum as function of the system size $N$ for different parameters $(J^2, J_\perp, \Phi)$, obtained by exact diagonalization of Eq. (5) of the main text. The energies are measured in units of $V'$, and are relative to the ground state. The ground state and the two lowest levels are shown by blue dashes. Every three next levels (i.e., each $\mathbb{Z}_3$ triplet) are depicted by the same color (the colors repeat after six consecutive triplets). For $J_\perp \leq 0.4$, we see that the levels within a triplet approach each other as the system size increases. For $J_\perp = 0.6$, the results are inconclusive, but point to a destruction of the degeneracies and hence of the strong zero modes.

FIG. 6. Low-lying spectrum for systems with weak disorder, as function of the system size $N$. We disorder the parameters $(J^2, J_\perp, \Phi)$ using the random variable $\delta$, which for each site (bond) is uniformly distributed on the interval $[-0.1, 0.1]$ with no spatial correlations. The conventions are as in Fig. 5. We observe that the splittings within a triplet decay rapidly with $N$. 
To quantify the decay of the excited-state $Z_3$-triplet splittings with the system size $N$, we must reach much larger values of $N$ than those permitted by the exponential-in-$N$ scaling problem size in exact diagonalization. To this end, we focus on phases $\Phi$ in the vicinity of $\Phi = \pi/3$, where an energy window above the ground state, with an extensive number of levels, can be captured by an effective Hamiltonian of size $\propto N$, acting in the subspace of the Hilbert space spanned by the single-domain-wall excitations of

$$H_{\text{eff}}(J = J_{\perp} = 0) = \frac{V'}{2} \sum_i \left( \tau_j \tau_{j+1} e^{i\Phi} + \tau_j \tau_{j+1} e^{-i\Phi} \right).$$

(17)

Our approach generalizes that of Ref. [34] by the inclusion of the Uimin-Lai-Sutherland perturbation. To make contact with this work, we note that the parameters $V'$, $\Phi$ and $J_{\perp}$ in our $H_{\text{eff}}$ [Eq. (5) of the main text and Eq. (16) above] and those of Eq. (9) in Ref. [34] (indicated here by the subscript “ref”) are related as follows:

$$V' = 2J_{\text{ref}}, \quad \Phi = \phi_{\text{ref}} + \pi, \quad J_{\perp} = -f_{\text{ref}}.$$

(18)

Owing to the unitary equivalence (see e.g., Ref. [35]) relating $\Phi$ and $\Phi + 2\pi n/3$ (with $n$ integer), near $\Phi = \pi/3$ and for $J = 0$ our model shares the same physics as that of Ref. [34] for $\phi_{\text{ref}} = 0$. It is near this “nearly ferromagnetic” regime where an effectively noninteracting (hence scaling as $N$) description in terms of the single-domain-wall sector is possible. (Here, “nearly ferromagnetic” is understood in the sense of Ref. [34]; under the unitary transformation relating their model at $\phi_{\text{ref}} = 0$ to ours at $\Phi = \pi/3$, the ferromagnetic $\phi_{\text{ref}} = 0$ ground states of Ref. [34] are mapped to the $\Phi = \pi/3$ ground states of our model which have “antiferromagnetic” or “spiral” character. However, to avoid confusion, we do not call our $\Phi = \pi/3$ “antiferromagnetic” point, but follow the parlance of Ref. [34]. In this sense, the antiferromagnetic point in our model is at $\Phi = 0$.)

To obtain the single-domain-wall Hamiltonian $H_{1\text{dw}}$, we perform first-order perturbation theory in $J^2/2U$ and $J_{\perp}$, for the Hamiltonian Eq. (16). For $J = J_{\perp} = 0$ and $\Phi \approx \pi/3$, the ground states are $|A\rangle \equiv |010210\ldots\rangle, |B\rangle \equiv |102102\ldots\rangle$, and $|C\rangle \equiv |210210\ldots\rangle$, where the entry $a = 0, 1, 2$ at site $j$ refers to $|a\rangle_j$ understood as the right-hand-sides of Eq. (13). (Tensor product signs are omitted in $|A\rangle, |B\rangle, |C\rangle$.) The ground state energy is $E_0 = V'(N - 1)\cos(\Phi + \pi/6)$. The states $|a\rangle_j$ transform under the $Z_3$ symmetry $S$ as $S|a\rangle = |a + 1\rangle, |a + 3\equiv a\rangle$.

There are six types of lowest excited states, given by the domain wall configurations formed from the three previous ground states. Explicitly, the domain wall configurations are

$$|A|B\rangle = \prod_{j=1}^i \sigma_j^+|B\rangle, \quad |B|C\rangle = \prod_{j=1}^i \sigma_j^+|C\rangle, \quad |C|A\rangle = \prod_{j=1}^i \sigma_j^+|A\rangle,$$

$$|A|C\rangle = \prod_{j=1}^i \sigma_j^+|C\rangle, \quad |B|A\rangle = \prod_{j=1}^i \sigma_j^+|A\rangle, \quad |C|B\rangle = \prod_{j=1}^i \sigma_j^+|B\rangle,$$

(19)

(20)

with $i \in [1, N - 1]$. They are related by the $Z_3$ symmetry $S$ as

$$S|A|B\rangle = |B|C\rangle, \quad S|B|C\rangle = |C|A\rangle, \quad S|C|A\rangle = |A|B\rangle,$$

$$S|A|C\rangle = |B|A\rangle, \quad S|B|A\rangle = |C|B\rangle, \quad S|C|B\rangle = |A|C\rangle.$$

(21)

(22)

The symmetry therefore subdivides the set of single domain wall states into two conjugacy classes \{\{|A\rangle, |B\rangle, |C\rangle, |A\rangle\}\} and \{\{|A\rangle, |B\rangle, |C\rangle, |B\rangle\}\} that transform into themselves under the symmetry $S$.

The two conjugacy classes of domain walls involve the local configurations $|00\rangle, |11\rangle, |22\rangle$ and $|01\rangle, |12\rangle, |20\rangle$, respectively, that are penalized by the Hamiltonian. The corresponding energies are $V'\cos\Phi$ and $V'\cos(\Phi - 2\pi/3)$ above the groundstates, respectively. This dependence on $\Phi$ highlights the key feature brought in by chirality, i.e., as we move away from $\Phi = \pi/3$ (note that for $\Phi = \pi/3$ the physics is nonchiral, owing to the unitary transformation sending $\Phi \to \Phi + 2\pi/3$): the two conjugacy classes are split in energy by an amount $\sim V'$. This splitting, when it is much larger than the energy scales $J^2/2U$ and $J_{\perp}$ of the perturbations, introduces an energy barrier which, together with the restricted manner in which the perturbations act on domain-wall states, will be seen to be responsible for the exponentially decaying $Z_3$-triplet splitting indicative of the strong zero mode [1, 4, 34].

For $J_{\perp} \ll V'$ and $J^2/2U \ll V'$, degenerate first order perturbation theory mixes the single-domain-wall states. We first discuss the effect of the $J_{\perp}$ perturbation [34]. In the bulk of the system (away from the boundaries), the Hamiltonian
\[ H_{\perp} = J_{\perp} \sum_{i=2}^{N-1} (\sigma_i^\dagger + \sigma_i) \] induces hopping of a domain wall, and hence leads to a bandwidth \( \sim J_{\perp} \). On the left boundary, the action of \( J_{\perp} (\sigma_i + \sigma_i^\dagger) \) within the single-domain-wall subspace is

\[ |B|_1 A \leftrightarrow |C|_1 A, \quad |A|_1 C \leftrightarrow |B|_1 C, \quad |C|_1 B \leftrightarrow |A|_1 B. \] (23)

On the right boundary, \( J_{\perp} (\sigma_N + \sigma_N^\dagger) \) generates the processes

\[ |B|_{N-1} A \leftrightarrow |B|_{N-1} C, \quad |A|_{N-1} C \leftrightarrow |A|_{N-1} B, \quad |C|_{N-1} B \leftrightarrow |C|_{N-1} A. \] (24)

The perturbation \( H_S = \frac{J^2}{2U} \sum_i P_{i,i+1} \) can also be analyzed using first order perturbation theory. In the bulk, the only nontrivial action of \( H_S \) preserving the single-domain-wall sector in the conjugacy class \( \{|A|B\}, \{|B|C\}, \{|C|A\} \); here the swap invariance of the local configurations \(|00\rangle, |11\rangle, |22\rangle\) results in a mere shift of the energy by \( J^2/2U \). (Note that the absence of a nontrivial action for the complementary class means that, similarly to chirality, \( H_S \) contributes to the splitting between conjugacy classes.) At the left end of the system, we find that in the single-domain-wall subspace \( H_S \) generates the processes

\[ P_{12} |A|_1 C \Rightarrow |B|_2 C, \quad P_{12} |B|_1 A \Rightarrow |C|_2 A, \quad P_{12} |C|_1 B \Rightarrow |A|_2 B, \] (25)

together with the reverse processes

\[ P_{12} |B|_2 C \Rightarrow |A|_1 C, \quad P_{12} |C|_2 A \Rightarrow |B|_1 A, \quad P_{12} |A|_2 B \Rightarrow |C|_1 B. \] (26)

On the right end of the chain, \( H_S \) generates the processes

\[ P_{N-1,N} |B|_{N-1} A \Rightarrow |B|_{N-2} C, \quad P_{N-1,N} |A|_{N-1} C \Rightarrow |A|_{N-2} B, \quad P_{N-1,N} |C|_{N-1} B \Rightarrow |C|_{N-2} A, \] (27)

\[ P_{N-1,N} |B|_{N-2} C \Rightarrow |B|_{N-1} A, \quad P_{N-1,N} |A|_{N-2} B \Rightarrow |A|_{N-1} C, \quad P_{N-1,N} |C|_{N-2} A \Rightarrow |C|_{N-1} B. \] (28)

We therefore find, by combining the above results, that in the basis \([v_1 \ v_2 \ v_3 \ \cdots \ v_{N-3} \ v_{N-2} \ v_{N-1}]\), of the single-domain-wall subspace, where each \( v_i \) represents

\[ v_i = \left[ |A|_i B \right] \left[ |A|_i C \right] \left[ |B|_i C \right] \left[ |B|_i A \right] \left[ |C|_i A \right] \left[ |C|_i B \right], \] (29)

the single-domain-wall Hamiltonian \( H_{\text{idw}} \) is

\[
H_{\text{idw}} = \begin{bmatrix}
L + D & Q + J_{\perp}I & & & & \\
Q^\dagger + J_{\perp}I & D & J_{\perp}I & & & \\
& J_{\perp}I & D & J_{\perp}I & & \\
& & & \ddots & \ddots & \ddots \\
& & & & J_{\perp}I & D & J_{\perp}I \\
& & & & & J_{\perp}I & D + T + J_{\perp}I \\
& & & & & & T^\dagger + J_{\perp}I & D + R
\end{bmatrix}. \tag{30}
\]

Here, \( I \) is the \( 6 \times 6 \) identity matrix,

\[
D = \begin{bmatrix}
\alpha & 0 & 0 & 0 & 0 & 0 \\
0 & \beta & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha & 0 & 0 & 0 \\
0 & 0 & 0 & \beta & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha & 0 \\
0 & 0 & 0 & 0 & 0 & \beta
\end{bmatrix}
\]

where \( \alpha = \frac{J^2}{2U} + V' \cos \Phi \) and \( \beta = V' \cos(\Phi - \frac{2\pi}{3}) \),

\[
J = J_{\perp}, \quad R = J_{\perp}, \quad Q = \frac{J^2}{2U}, \quad T = \frac{J^2}{2U}.
\tag{32}
\]
We next numerically diagonalize $H_{1dw}$ and study the dependence of the $Z_3$-triplet splittings on the system size. We define the splitting as

$$\text{Splitting}_n = \sqrt{(\lambda_1(n) - \lambda_2(n))^2 + (\lambda_2(n) - \lambda_3(n))^2 + (\lambda_3(n) - \lambda_1(n))^2},$$

where $\lambda_{1,2,3}(n)$ are the energy eigenvalues of the $Z_3$ triplet $n$. The $Z_3$-triplet splittings in the low-lying part and in the middle of the single-domain-wall spectrum are shown in Fig. 7 left and right, respectively.

We first focus on the low-lying sector in the nonchiral ferromagnetic limit $\Phi = \pi/3$, taking $J_\perp = 0.1V'$ for concreteness. We observe that for $J = 0$, the splittings decay subexponentially in $N$, consistently with the absence of strong zero modes in the nonchiral quantum clock model [1, 4, 34]. Remarkably, upon the inclusion of nonzero $H_S$ with $J^2/2U > 0.01V'$, the decay becomes exponential, suggesting that the Uimin-Lai-Sutherland perturbation helps the development of the zero mode. This observation can be understood by noting that $H_S$, similarly to chirality, promotes the splitting between the bands of the domain-wall conjugacy classes. Namely, for periodic boundary conditions, the domain walls $F_1 = \{|A|B\}, |B|C\}, |C|A\}$ have band energies $E_+(k) = J^2/2U + V'\cos\Phi + 2J_\perp \cos(k)$, while the other set of domain walls $F_2 = \{|A|C\}, |B|A\}, |C|B\}$ has energies $E_-(k) = V'\cos(\Phi - \pi/3) + 2J_\perp \cos(k)$. The processes that mix states within each family (taking the family $F_1$ for definiteness) can occur only via:

- A member of $F_1$ switching to a member of $F_2$ on one end of the chain, then
- the state in $F_2$ tunneling through the whole system to reach the opposite end, and finally
- the state in the end of the chain switching back to another member of $F_1$.

When the energy difference between the bottom of the higher-energy band and the top of the lower-energy band is greater than zero, i.e.,

$$\Delta = E_+(\pi) - E_-(0) = \frac{J^2}{2U} - \sqrt{3}V'\sin\left(\Phi - \frac{\pi}{3}\right) - 4J_\perp > 0$$

(34)

for $\Phi \lesssim \pi/3$, this leads to an exponentially small (in the system size) matrix element between the states in each family [1, 4, 34]. Note that for $J^2/2U$ sufficiently larger than $J_\perp$, this holds even in the nonchiral $\Phi = \pi/3$ case.

Finally, we study the splittings in the middle of the spectrum of $H_{1dw}$. While in this case we find that $H_S$ alone does not introduce exponentially decaying splittings in the ferromagnetic limit, we also find that for fixed $J_\perp$ and $J$, moving with $\Phi$ away from the nonchiral $\Phi = \pi/3$ limit leads to a transition from a power-law to an exponential decay in the $Z_3$-triplet splittings, suggesting that chiral interactions lead to the emergence of strong zero modes.
B. Dynamical correlator

We complement the above results by examining the dynamical correlator \( \text{Tr}(\tau_1(t)\tau_1^\dagger(0)) \) (defined in the main text) for various values of the parameters. This gives us a probe sensitive to the full spectrum of the system, not only the low-lying states. These correlators, computed using exact diagonalization of Eq. (16), are shown in Fig. 8.

For a clean system (Fig. 8a), and weak \( J^2/2U, J_\perp \), we observe behavior consistent with our findings about the spectrum: The parameter \( J_\perp/V' \) is seen to be the main factor that influences how much increasing \( N \) increases the time for which the correlator persist near its initial value; the influence of \( J^2/(2UV') \) appears to be less important (albeit not negligible), especially for \( \Phi \gtrsim \pi/6 \). (This is the middle and the “ferromagnetic” side of the chiral regime in the “magnetic” nomenclature of Sec. II A 2.)

In the presence of disordered couplings (Fig. 8b), our observations are similar: the results are consistent with the correlator remaining close to its initial value for times that increase exponentially with the system size, and hence with strong zero modes, especially for \( \Phi \gtrsim \pi/6 \). (Note that our disorder simulations are for slightly stronger \( J^2/2U \) and \( J_\perp \) couplings than those in the clean systems.)

The results of Secs. II A and II B provide strong corroborating evidence that the appearance of the strong zero modes requires no fine tuning; the strong zero modes are present in a whole region of the parameter space.
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**FIG. 8.** \( \text{Tr}(\tau_1(t)\tau_1^\dagger(0)) \) for different values of \( (J^2/2UV', J_\perp/V', \Phi) \) and system sizes \( N \), as function of dimensionless time \( V't \).

- a. Results for clean systems.
- b. Results for disordered systems. In the latter case, we disorder the parameters using the random variables \( \epsilon \) and \( \bar{\epsilon} \), which for each site are uniformly distributed on the interval \([0,1,0.12]\) with no spatial correlations.