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The two paradigmatic nonlinear oscillatory models with parametric excitation are studied. The authors provide theoretical evidence for the appearance of extreme events (EEs) in those systems. First, the authors consider a well known Liénard type oscillator that shows the emergence of EEs via two bifurcation routes: Intermittency and period-doubling routes for two different critical values of the excitation frequency. The authors also calculate the return time of two successive EEs, defined as inter-event intervals, that follow Poisson-like distribution, confirm the rarity of the events. Further, the total energy of the Liénard oscillator is estimated to explain the mechanism for the development of EEs. Next, the authors confirmed the emergence of EEs in a parametrically excited microelectromechanical system. In this model, EEs occur due to the appearance of stick-slip bifurcation near the discontinuous boundary of the system. Since the parametric excitation is encountered in several real-world engineering models, like macro and micromechanical oscillators, the implications of the results presented in this paper are perhaps beneficial to understand the development of EEs in such oscillatory systems.

The study of bursting oscillations (large-amplitude oscillations alternated with small-amplitude oscillations) is still an active topic of research due to its ubiquitous nature. Bursting oscillations are encountered and reported in experiments as well as in models of dynamical systems ranging from physics to biology. In contrast with the conventional bursting patterns that occurred in dynamical systems, the development of certain types of oscillatory states, in which the large-amplitude oscillations occasionally appeared in time with an entirely unpredictable nature. These rare and recurrent large-amplitude oscillations are distinguished as extreme oscillations or extreme events (EEs) in the literature. This topic receives significant attention in recent years among the scientific community, and the development of EEs have already been studied and reported in various dynamical systems. In particular, very recently, the emergence of EEs in nonlinear dynamical models influenced by external periodic forcing is reported. Although the emergence of EEs and their mechanism are studied in detail in nonlinear systems with external forcing, very few studies have been reported the appearance of EEs in systems with parametric excitation, in particular, in laser models. However, the influence of parametric excitation to induce EEs in other classes of dynamical systems also requires immediate attention. Therefore, in this paper, the authors provide the theoretical evidence for the appearance of EEs in two paradigmatic nonlinear oscillatory models with parametric excitation. First, the authors consider a well known Liénard type oscillator that shows the emergence of EEs via two different bifurcation routes: Intermittency and period-doubling routes for two different critical values of the excitation frequency. Further, the rarity of the EEs is confirmed by calculating the return time of the two successive EEs defined as inter-event intervals that follow the Poisson-like distribution. The total energy of the system is analytically estimated to explain the emerging mechanism of EEs in this oscillator. Next, the authors demonstrated the emergence of EEs in a parametrically excited microelectromechanical system, in which EEs occurred due to the presence of stick-slip bifurcation near the discontinuous boundary of the system.

1. INTRODUCTION

In dynamical systems, the complex oscillatory patterns with different amplitudes are interspersed. In particular, the coexistence of small and large-amplitude oscillations known as bursting has been encountered and reported in a variety of fields from physics to biology. In contrast with the conventional bursting patterns, there exist intermittent large-amplitude oscillations that occasionally appeared in time are known as extreme oscillations or extreme events (EEs). This type of events occurred in many natural systems and engineering models including oceanography, ecosystems, geophysics, transportation networks, power supply network, mechanical oscillators, neural networks, plasma, optical fiber and lasers, etc and receives notable attention among the scientific community during the past decade. The experimental demonstration of EEs has also been evidenced in many scientific laboratory experiments. Though there is no exact mathematical definition for EEs, according to statistical perspective, it was generally admitted fact that EEs show a long-tailed probability distribution and the peaks which are greater than the threshold height are characterized as EEs. The threshold height is equal to the time-averaged mean value of all the peaks in a measured time series plus 4–8 times the standard deviation derived for the long run. Extreme events with similar statistical properties have already been studied and evidenced in nonlinear dynamical
systems modelled by ordinary as well as partial differential equation\cite{15,16,25-33}. Specifically, in refs\cite{15,16,33}, the authors have reported the influence of external periodic force to induce EEs in a Liénard type oscillatory model and microelectromechanical system (MEMS) model.

In general, an external periodic force might affect the oscillatory system, either additively or multiplicatively. In the former case, the entire system is driven by an external force, and in the latter situation, the periodic force influences on any one of the system parameters, yielding quite different types of solutions. For example, the slow reduction of the catalytic activity in chemical reactions due to chemical erosion decreases the reaction performance\cite{34}. Periodic modulation in one of the system parameter in the microelectromechanical device induces the parametric resonance, which is used as vibration energy harvesters\cite{35-37}. Electrostatically driven microelectromechanical systems are used to design highly effective bandpass filters\cite{38}. In all these examples, there are certain control parameters of the system vary periodically as a function of time or manually altered between a specific range. Further, slowly varying parameters can lead to unusual and counter-intuitive effects such as stabilizing the unstable fixed points in the inverted pendulum\cite{13,40}, periodic delay bifurcation in nonlinear dynamical systems\cite{41}, etc. Therefore, the study of parametric excitation or slowly varying control parameters in nonlinear dynamical systems have been and continued to be an active topic of research in many fields (See the references therein).

Even though the study of EEs and their emerging mechanism in the systems with external forcing are studied and acknowledged by the scientific community, very few studies have been reported the emergence of EEs in parametrically excited nonlinear dynamical systems, especially in laser model\cite{14,42,43}. However, the influence of parametric excitation to induce EEs in other classes of dynamical systems, in particular, macro and micromechanical oscillator models also require immediate attention. Therefore, in the present study, the authors aim to investigate the dynamical changes that occurred in the nonlinear systems in response to the parametric excitation. In particular, they report the evidence of the occurrence of EEs in two paradigmatic examples of nonlinear oscillators, a Liénard type model and in a cantilever-based MEMS model with parametric excitation. When one first considers the Liénard oscillator, for the suitable parameter values, the large-amplitude oscillations appeared via two bifurcation routes, namely intermittency and period-doubling routes at two critical values of the excitation frequency. The threshold height is estimated to classify the EEs from the frequent large-amplitude oscillations. In addition to that, the return time of the two consecutive EEs is calculated, known as inter-event intervals, which follows a Poisson-like distribution confirming the rare occurrence of the events. Further, the authors explained the mechanism responsible for the development of EEs in the Liénard oscillator using the total energy of the system. The occurrence of parametric excitation induced EEs is robust against system dynamics. To verify this, next, the authors consider a MEMS model with discontinuous boundaries\cite{16} to demonstrate the parametric excitation induced EEs. The models with discontinuous boundaries are frequently encountered in mechanical oscillators like cantilever-based microelectromechanical oscillators\cite{50,51}, mass-spring-damper oscillators\cite{52}, systems with friction\cite{53}, etc. Furthermore, the authors show that the existence of stick-slip bifurcation near the discontinuous boundary region is the underlying mechanism for the appearance of EEs in the MEMS model.

One can also note here that, although when one implements the parametric excitation in the internal frequency of the Liénard and MEMS models, the underlying mechanism for the emergence of EEs is different for both the systems. Furthermore, usually, the parametric resonance occurs when the external excitation frequency equals to any integer multiples of the natural frequency of the oscillator. In both the systems, the emergence of EEs appeared for a specific region of the excitation frequency. However, the authors could not find any relation between them in the present study.

The remainder of this paper has been organized as follows: In Sec.\ref{sect:II} the authors introduce the Liénard oscillator with parametric excitation and demonstrate the emergence and mechanism of EEs. Section \ref{sect:II} is devoted to the study of EEs in a parametrically excited MEMS model. Finally, in Sec.\ref{sect:IV} the authors summarize their results with conclusions.

II. EXTREME EVENTS IN THE LIÉNARD OSCILLATOR

A. Dynamical model

To start with, first, the authors consider a specific class of Liénard-type nonlinear oscillator model with parametric excitation; that is,

\[\ddot{x} + \alpha \dot{x} - \gamma [1 + F \cos(\omega t)]x + \beta x^3 = 0, \tag{1}\]

where \(\alpha\) is the magnitude of the position-dependent damping or nonlinear damping, \(\gamma\) is the internal frequency parameter of the oscillator, and \(\beta\) represents the strength of cubic nonlinearity. The parametric excitation amplitude and frequency are represented by \(F\) and \(\omega\), respectively. In this model, the parametric excitation is introduced in the internal frequency of the system. Thus, the intrinsic frequency parameter \(\gamma\) is periodically time-varying as a function of \(F\) and \(\omega\).

Equation (1) is equivalent to a well-known Mathieu’s equation\cite{44} when the damping is linear and \(\beta = 0\). Mathieu’s equation exhibits unstable and stable behavior under parametric excitation, which manifests into EEs in the stochastic generalization\cite{55}. Further, the mechanism causing EEs is also evident in the stochastic case\cite{46}. Nevertheless, in the present study, the authors have considered a deterministic nonlinear equation (1) with parametric excitation and demonstrated the emergence of EEs as a function of excitation parameters. When \(F = 0\) in Eq. (1), the system can be viewed as a cubic anharmonic oscillator with nonstandard Hamiltonian nature\cite{56} or as a conservative nonlinear oscillator perturbed by a nonlinear damping term \((\alpha \dot{x})\). This type of oscillatory model with nonlinear damping arises in a broad class of physical, me-
the present paper, the authors have considered a Liénard oscillator model. Still, instead of the external force driving the system, it acts only on the internal frequency ($\gamma$), resulting in the periodic change in $\gamma$.

Equation (1) is numerically integrated using the fourth-order Runge-Kutta method with the time step of 0.01, and for the present numerical study, the system parameters are fixed as $\alpha = 0.44$, $\gamma = 0.5$, and $\beta = 0.5$. The initial conditions are chosen from the dissipative region. Therefore, the trajectories of the autonomous oscillator damp and approach to the stable fixed-point, or the forced oscillator exhibit periodic or non-periodic solutions based on the values of the excitation parameters. The system dynamics is examined by varying the excitation amplitude in the range of $F \in [0.21, 0.28]$ and frequency $\omega \in [0.6, 1.0]$. The two-parameter bifurcation is depicted in Fig. 1 to show the occurrence of various bifurcations. Further, in Fig. 2 the qualitative changes that occurred in the Liénard oscillator at different bifurcation points are portrayed as a one-parameter bifurcation diagram for $\omega \in [0.6, 1.0]$ by fixing $F = 0.25$ (at which the horizontal line is marked in Fig. 1). The curves marked as PD1, PD2 and PD3 in Fig. 1 represent the parameter values at which the period-doubling cascades occur. These states are manifested in Fig. 3 at which the small-sized chaotic attractor explodes into a large-sized chaotic attractor. The period-doubling cascades then lead the system to exhibit chaotic dynamics when one varies the excitation parameters. The emerging small-amplitude chaos is indicated as SAC in Fig. 1. The onset of small-amplitude chaotic attractor via period-doubling bifurcation is marked in Fig. 2 as SAC for $\omega = 0.8538$. When one further decreases the excitation frequency, the system size is suddenly increased due to the interior crisis, in which the small-size chaotic attractor suddenly bifurcates into a large-size chaotic attractor. The curve LP2 in Fig. 1 denotes the set of parameters at which an interior crisis occurred. This dynamical transition can be visualized from Fig. 2 for $\omega = 0.8153$ at which the small-sized attractor explodes into a large-sized chaotic attractor consist of occasional large-amplitude oscillations alternates with the

![Fig. 1. The two-parameter bifurcation diagram of the Liénard oscillator (1) in the ($F, \omega$) plane depicts the emergence of different bifurcations. The system parameters are fixed as follows: $\alpha = 0.44$, $\gamma = 0.5$, and $\beta = 0.5$. For other details, see the text.](image)

![Fig. 2. The maxima of the dynamical variable $\dot{x}$ of the oscillator (1) are plotted against the parametric excitation frequency in the range of $\omega \in [0.6, 1.0]$ with the fixed value of $F = 0.25$ (where the horizontal line is marked in Fig. 1). The other system parameters are fixed as $\alpha = 0.44$, $\gamma = 0.5$, and $\beta = 0.5$. For other details, see the text.](image)
small-amplitude chaotic oscillations. One can note here that crisis is a common manifestation of chaotic dynamics and EEs which have been observed in many experimental and theoretical studies.\textsuperscript{15,48,62–64} Further, the amplitude of the large-sized attractor is slowly decreasing in size with a reduced value of $\omega$ and when $\omega \approx 0.67934$, the large chaotic attractor suddenly transformed into a periodic attractor via intermittent bifurcation route (marked as LP1 in Figs. 1 and 2). Therefore, from Fig. 2 one can realize that the emergence of large-amplitude oscillations occurred via two bifurcations routes, one is from the period-doubling route when decreasing the excitation frequency from higher values and the second route emerged via intermittency when one increases $\omega$ from lower to higher values. The authors emphasize here that the intermittency route to the onset of EEs have already been reported in several other dynamical models such as neuron models, in semiconductor and optically injected laser system.\textsuperscript{65–67}

In a nutshell, it is evident from Fig. 2 that the chaotic dynamics have emerged through two distinct routes at two different critical values of the excitation frequency. Also, it is clear from Fig. 2 that for $\omega \in (0.67934, 0.8153)$, the Liénard oscillator exhibit large-sized chaotic attractor in which the large-amplitude chaotic oscillations alternates with the small-amplitude chaotic oscillations in the time domain. Specifically, for a certain range of $\omega$, the large-amplitude oscillations occurred occasionally and at random time intervals, which are then characterized as EEs. On the other hand, for other values of $\omega$, the system exhibits frequent large-amplitude chaotic oscillations. Therefore, to distinguish EEs, the authors have used a threshold height, first proposed by Massel\textsuperscript{66} to define extreme rouge waves that occurred in oceans, which has then been widely used to characterize EEs in the literature of extreme value theory in recent times.\textsuperscript{5,15,25,26,33,69–71} The threshold height can be defined from the dynamical aspect as a deviation of several standard deviations away from the average value of the system observable, given as,

$$H_T = \langle P \rangle + n\sigma,$$

(2)

where $\langle P \rangle$ is the time-averaged positive peak value of the $\dot{x}$ component of the Liénard oscillator, $\sigma$ is the standard deviation of the $\dot{x}$ variable, and $n$ is an integer, which is system-dependent. For the Liénard oscillator, the value of $n$ is chosen as 815.72. In order to calculate the threshold height $H_T$, Eq. (1) is numerically integrated for a long run with the iterations of $2 \times 10^4$ time units of the system variable $\dot{x}$, after leaving sufficient transients. During the emergence of frequent large-amplitude oscillations, the average value of the large peaks is very high, and so $H_T$ becomes larger than the largest peaks. On the other hand, the occasional occurrence of large peaks whose amplitude is larger than $H_T$ are identified as EEs.

The temporal evolution of the $\dot{x}$ variable of the Liénard system is plotted in Figs. 3(a) - (d) for different values of excitation frequency $\omega$. Here, the authors have plotted the maxima of $\dot{x}$ variable ($\dot{x}_{\text{max}} > 0$) for better clarity. The red (dark gray) horizontal line in these figures represent the value of $H_T$. For an illustration, if one notices the bifurcation diagram in Fig. 2 with increasing $\omega$, the periodic orbit suddenly bifurcates into a large-sized chaotic attractor at $\omega \approx 0.67934$ via intermittency route. At this value of $\omega$, the system displays a combination of small-amplitude oscillations along with occasional intermittent large-amplitude chaotic bursts. The temporal evolution of the system for $\omega = 0.6794$ is shown in Fig. 3(a), where there exist small-amplitude peaks along with intermittent large-amplitude chaotic bursts, in which few of the large peaks are qualifted as EEs since they are larger than the threshold $H_T$. If one closely look into Fig. 3(a), the bursting or spikes (arrows mark some of them) have occurred almost at periodic intervals. Nevertheless, the time difference between the two successive EEs occurred at random intervals of time. Further, the authors also estimated the probability distribution function (PDF) of the time series (Fig. 3(a)), which shows the long-tail behavior (trademark property of EEs). The PDF is plotted in Fig. 3(e) and the vertical dashed line indicates the value of $H_T$.

Further, when one starts increasing the excitation frequency ($\omega$) for higher values, the occurrence of large-amplitude oscillations is also increasing, and the switching from a small-amplitude oscillation to large-amplitude oscillation is very
Fig. 4. (a) and (c) Inter-event interval (IEI) histogram of the Liénard oscillator shows the Poisson-like distribution confirming the rare nature of the EEs for $\omega = 0.6794$ and $\omega = 0.8153$, respectively. (b) and (d) shows the corresponding joint inter-event intervals. Each open circle demotes a spike. The mean value of JIEI is shown as a dashed line.

The global dynamics of the oscillator (1) as a function of $\alpha$, $F$, and $\omega$ is portrayed as a two-parameter diagram depicted in Fig. 5. In particular, in Fig. 5(a) the authors have varied the parameters $\alpha \in [0.4, 0.45]$ and $\omega \in [0.65, 0.9]$ on a fine grid and integrated the system for a long run for $F = 0.25$. Different dynamical states are separated as follows: The peaks which are above the sub-threshold value of the system observable $\lambda = 1$ are considered as large-amplitude oscillations. Further, to distinguish EEs from the frequent large-amplitude oscillations, the threshold height $H_T$ is used. Here, the value of $H_T$ is calculated at each set of parameters. More specifically, for the set of parameters to which the peak values of the oscillator are larger than $H_T$ are marked as EEs region. Smaller than $H_T$ is identified as the region with frequent large-amplitude oscillations. Furthermore, the chaotic region is separated from the periodic state by estimating the largest Lyapunov exponent of the Liénard oscillator for each set of parameters. The purple (dark gray) region in Fig. 5(a) indicates the EEs, light gray represents the region of very frequent large-amplitude oscillations. The black region stands for the small-amplitude chaos, and finally, the white area indicates the periodic oscillations. The enlarged area of Fig. 5(a) (marked as a rectangle) is depicted in Fig. 5(b) in which EEs region is manifested. Similarly, the same dynamical states as a function of excitation amplitude ($F$) and frequency ($\omega$) is also identified and portrayed with the same color codes in Fig. 5(b) by fixing $\alpha = 0.44$. From Fig. 5 one can notice the two different routes (period-doubling and intermittency) to the emergence of EEs for a wide parameter range. If one fixes $\alpha$ in Fig. 5(a) or $F$ in Fig. 5(c) for a constant value and vary the excitation frequency $\omega$, the emergence of EEs is perceived via intermittency and period-doubling routes.

In the next section, the authors will provide analytical reasoning and mechanism for the development of EEs in the Liénard oscillator.
FIG. 5. (a) The two-parameter diagram in the $(\alpha, \omega)$ plane of the parametrically excited Liénard oscillator shows the occurrence of different types of oscillatory states for $F = 0.25$. Other parameters are fixed as given in Fig. 1. The light-gray represents the region where frequent oscillations occurred, purple (dark-gray) indicates the EE region, the black domain illustrates the region of small-amplitude chaotic oscillations and the white area depicts the periodic oscillations. (b) Magnified area of Fig. 5(a) clearly shows the occurrence of EE points (purple points). (c) Two-parameter diagram of the Liénard oscillator in $(F, \omega)$ plane with $\alpha = 0.44$ shows the occurrence of different oscillatory states.

C. Possible Mechanism for EEs

For $F = 0$ in Eq. (1), the Liénard oscillator has three equilibrium points $X_0 = (0, 0)$, $X_1 = (1/\sqrt{F}, 0)$ and $X_2 = (-1/\sqrt{F}, 0)$. For the chosen parameter values (as in Sec. II A), the system has a saddle point at $X_0 = (0, 0)$, a stable focus at $X_1 = (1, 0)$ and an unstable focus at $X_2 = (-1, 0)$. All these three fixed points are illustrated in Fig. 6 as filled triangle ($X_0$), filled circle ($X_1$), and an open circle ($X_2$), respectively. Interestingly, due to the presence of the nonlinear damping term $(\alpha x t)$ in Eq. (1), the stable focus at $(1, 0)$ is linearly stable and nonlinearly unstable. Hence, the trajectories dissipate and approach to the stable focus if one chooses the initial conditions within some region of the phase-space. Otherwise, the system exhibits nonisochronous periodic oscillations. Therefore, based on the choice of initial conditions the system has either dissipative or conservative nature. One can examine the dual nature of the Liénard oscillator in terms of the total energy of the system. The total energy of the oscillator without parametric excitation ($F = 0$) can be written as

$$E_0 = \frac{1}{2} \left[ x^2 + \frac{\alpha^2}{\beta} \left( x^2 - \frac{\beta}{2} \right) + \frac{\beta}{\Omega} \left( x^2 - \frac{\beta}{2} \right)^2 \right] \times e^{-\frac{\alpha}{2}} \frac{\beta}{\Omega} \tan^{-1} \left[ \frac{\alpha + 2\beta}{2\beta} \right] - \left( \frac{\partial}{\Omega} \right) e^{\frac{\alpha}{2}}. \quad (4)$$

where $\Omega = (\frac{1}{2}) \sqrt{8\beta - \alpha^2}$. For $\gamma \geq 0$ and $8\beta > \alpha^2$, the system displays the dual nature of conservative and dissipative dynamics even if the system admits Hamiltonian. If one substitutes the initial conditions for $(x, \dot{x})$ in Eq. (4), for some initial conditions $E_0$ has negative values and for those initial conditions the system exhibit dissipative dynamics. On the contrary, the system has conservative dynamics, when the total energy of the system $E_0 \geq 0$. The boundary which separates the dissipative and conservative region is called homoclinic orbit. The black region in Fig. 6 displays the total energy of the oscillator when $E_0 < 0$ and so the trajectories originated from this domain have dissipative nature and converge towards the stable focus at $(1, 0)$ when time persists.

In the presence of parametric excitation ($F \neq 0$), the fixed points of the system start oscillating along the x-axis with respect to the excitation forcing $F \sin(\omega t)$. To be more specific, the stable and unstable equilibrium points move symmetrically back and forth as a function of time (but in opposite directions), and the saddle point $X_0$ remains the same. For example, the stable equilibrium point $X_1$ oscillates from $X_{1+} = \left( +\sqrt{\frac{\gamma + F}{\beta}}, 0 \right)$ to $X_{1-} = \left( -\sqrt{\frac{\gamma - F}{\beta}}, 0 \right)$ and the unstable fixed point $X_2$ oscillates from $X_{2+} = \left( -\sqrt{\frac{\gamma + F}{\beta}}, 0 \right)$ to $X_{2-} = \left( +\sqrt{\frac{\gamma - F}{\beta}}, 0 \right)$. These points are marked in Fig. 6 as a filled square ($X_{1+}$), open square ($X_{2+}$), filled diamond ($X_{1-}$) and open square ($X_{2-}$) points for $F = 0.25$. Due to the movement of the equilibrium points, the dissipative and conservative regions of the oscillator oscillates in the time domain as a function of the excitation amplitude and frequency. Consequently, the dissipative region shrinks and expand in the phase-space like a balloon depending on the value of $F \sin(\omega t)$. To confirm this, the total energy of the oscillator is again computed for maximum $(+F)$ and minimum $(-F)$ values of $F \sin(\omega t)$ which is given by

$$E_\pm = \frac{1}{2} \left[ x^2 + \frac{\alpha^2}{\beta} \left( x^2 - \frac{\beta}{2} \right) + \frac{\beta}{\Omega} \left( x^2 - \frac{\beta}{2} \right)^2 \right] \times e^{-\frac{\alpha}{2}} \frac{\beta}{\Omega} \tan^{-1} \left[ \frac{\alpha + 2\beta}{2\beta} \right] - \left( \frac{\partial}{\Omega} \right) e^{\frac{\alpha}{2}} \frac{\beta}{\Omega} \tan^{-1} \left[ \frac{\alpha + 2\beta}{2\beta} \right] - \left( \frac{\partial}{\Omega} \right) e^{\frac{\alpha}{2}}. \quad (5)$$

The dissipative dynamics of $E_+$ and $E_-$ are depicted in Fig. 6 as purple (dark-gray) and aqua (light-gray), respectively. The system shows chaotic dynamics when it satisfies the condition

$$F \geq \frac{\alpha \gamma^{3/2} \sqrt{\beta \sinh \left( \frac{\alpha \gamma}{2 \sqrt{2} \omega^2} \right)}}{2 \sqrt{2} \omega^2}, \quad (6)$$
which was analytically derived from Melnikov’s method by assuming the nonlinear damping (α) and the excitation (F) terms in Eq. (1) as perturbations. For the suitable values of excitation parameters, the oscillator exhibits small-amplitude chaotic oscillations, which is confined in the small area of the phase-space for a long time. During the expansion and contraction of the dissipative region, the system trajectories also crossing the dissipative region near the saddle point, at irregular time intervals, is then strongly repelled towards the unstable direction into the conservative region. Therefore, the trajectories gain energy and make large excursions in the phase-space resulting in large-amplitude oscillations. The trajectories which are making large excursions are then return to the dissipative region after a while and confined in the small-amplitude attractor. The next large excursion is possible only when the above stated condition occurred again.

It is important to emphasize that when one includes an external force as an additive term into the Liénard oscillator, then the movement of the equilibrium points in the phase-space is entirely different than the present case. For instance, if the forcing amplitude (F) has a positive (negative) value, then the fixed points X2 (X1) and X0 move towards each other. When F reaches the maximum (minimum) threshold, the X2 (X1) and X0 equilibrium points collide each other and disappeared via saddle-node bifurcation and only X1 (X2) fixed point is feasible. Hence, the three-fixed-point system is transformed into a single-fixed-point system and vice versa as a function of time. Nevertheless, as discussed earlier, when one includes the forcing as a multiplicative term in the Liénard oscillator, then X1 and X2 equilibrium points move symmetrically back and forth as a function of time (but in opposite directions) and X0 remains in the same position. Thus, the movement of equilibrium points and the emerging mechanism of EEs in the Liénard oscillator with the additive forcing term is different from the mechanism discussed in the present paper.

Considering the current problem, one can also note that the expansion and contraction of the dissipative region occurred periodically regarding the excitation frequency. Whereas, the chaotic dynamics of the system depends on both excitation and internal frequency of the oscillator (in this study, the internal and external excitation frequencies are dissimilar). The large excursions only occurred when these two incidents coexist at the same time near the saddle point. If these two events coexisted at infrequent intervals, then the oscillator exhibit EEs. Otherwise, the large-amplitude oscillations occurred more frequently.

As mentioned earlier, the oscillator has bistable nature based on the choice of initial conditions. If a trajectory is originated from the initial condition that is very near to the dissipative region with energy E1 (which is near, but greater than E+) in the phase-space, then the trajectory emerged from that initial condition is travelled into the E+ region when the excitation F sin(ωt) takes negative values. Since the internal frequency of the oscillator and the excitation frequency are dissimilar, then the trajectories which are crossing the E+ domain are trapped into the dissipative region for a long time, and occasionally comes out of it to make large excursions in the conservative region. This phenomenon is possible only when the initial conditions are originated or near the E+ energy region. Nevertheless, the trajectories that are begun away from the dissipative region (E+) have another basin of attraction with quasiperiodic dynamics. This is clearly illustrated in Fig. 7 in which the dissipative energy regions (E−, E0 and E+) for different values of F (as discussed in Fig. 6) are plotted for comparison. An initial condition (marked as a filled triangle) with energy E1 (E2 > E1 > E+) originated near to the energy region E+ is considered. The trajectory evolved from this initial condition is trapped inside the dissipative region (E+) for a long time and occasionally come out of it, exhibiting EEs. Nevertheless, another initial condition (indicated as a filled circle) with energy E2 started away from the energy region E+ has quasiperiodic dynamics.

Next, the authors have considered another dynamical system, a microelectromechanical cantilever system model, to illustrate the parametric excitation induced EEs phenomenon.

III. EXTREME EVENTS IN MICROELECTROMECHANICAL SYSTEM

The normalized dimensionless equation of motion of the MEMS model is given as

$$\ddot{x} + \alpha \dot{x} + \gamma [1 + F \cos(\omega t)]x - \frac{\beta^2}{(1-x)^2} = 0, \quad (7)$$

where x is the displacement of the movable cantilever structure concerning the x-axis. \(\alpha\) is the strength of the damping force, \(\gamma\) belongs to the stiffness constant of the structure.
\( \beta \) represents the strength of the nonlinear electrostatic actuation force, \( F \) and \( \omega \) are the amplitude and frequency of the parametric excitation, respectively. Equation (7) was numerically integrated using the Runge-Kutta integration method with adaptive step size and to obtain the numerical solutions, the system parameters are fixed as follows: \( \alpha = 0.71 \), \( \gamma = 0.5 \), and \( \beta = 0.32 \). The system (7) has a discontinuous boundary due to the presence of singularity at \( x = 1 \) and so it has two subspaces at \( x > 1 \) and \( x < 1 \). Systems with discontinuous boundaries are frequently encountered in mechanical and laser models. The nonlinear behavior of the system (7) has already been studied in the literature (refer to the review article and the references therein). In particular, theoretical and experimental results on the dynamical behavior of a bistable MEMS oscillator have been investigated. Also, the influence of super-harmonic excitation in the MEMS model is studied, and the emergence of chaotic oscillations via period-doubling bifurcation is observed. In addition to that, the resonance property of the parametrically excited MEMS system without the nonlinear term (\( \beta = 0 \) in Eq. (7)) is studied which is used in microscale gyroscopes.

Further, in a recently reported study, the authors have incorporated the external force as an additive term in the autonomous MEMS model and demonstrated the development of EEs. However, the influence of parametric excitation to induce EEs in the MEMS model and its developing mechanism are still unknown. Therefore, in the present paper, the authors have considered the MEMS model with parametric excitation (forcing as a multiplicative term as given in Eq. (7)) and demonstrated the emergence of EEs as a function of the excitation parameters \( F \) and \( \omega \).

Without the parametric excitation (\( F = 0 \) in Eq. (7)), the system has three equilibrium points \( X_0 = (x_0, 0) \) and \( X_{1,2} = \left( -\frac{2-x_0+\sqrt{(4-3x_0)x_0}}{2}, 0 \right) \) when \( \gamma > 27\beta^2/4 \). Else, the system has only one fixed point of \( X_0 \). Here \( x_0 \) is the solution of the equation \( 4x_0^3 - 2x_0^2 + x_0 - \beta^2/\gamma = 0 \). For the above-chosen parameter values, the system has only one fixed point at \( X_0 = (1.38248, 0) \), which is a stable focus. If one incorporates the parametric excitation and slowly decreases its frequency from higher to lower values by fixing the amplitude of the excitation, then the system exhibits various dynamical states. These dynamical transitions can be visualized by plotting the bifurcation diagram of the system (7), which is depicted in Fig. 8.

The time evolution, phase portraits and the PDFs of the MEMS model are plotted in Fig. 9 for two different values of \( \omega \). Figure 9(a) depicts the time traces of the maxima of the

---

FIG. 7. Evolution of the trajectories of the Liénard oscillator when one chooses the initial conditions in different energy regions. The chosen initial conditions are represented as a filled triangle and the filled circle. The dissipative regions depicted in Fig. 6 for different values of \( F \) are plotted here for comparison. The chaotic dynamics of the oscillator is plotted as pink (light gray) lines when it is started from very near to the region \( E_1 \). The oscillator exhibits quasiperiodic dynamics when one chooses the initial conditions in the \( E_2 \) region (away from \( E_1 \) region).

FIG. 8. The one-parameter bifurcation diagram of the MEMS model (7) as a function of parametric excitation amplitude \( \omega \in (0.84, 0.88) \). The other system parameters are fixed as \( \alpha = 0.71 \), \( \gamma = 0.5 \), \( \beta = 0.32 \), and \( F = 1.48 \). \( H_T \) is plotted as a blue (dark gray) line. The inset depicts the magnified view of the rectangular part to show the critical value of \( \omega \) in which the system exhibit EEs.
system variable $x$ for $\omega = 0.856$, shows the small-amplitude chaotic oscillations. The horizontal line represents the threshold height $H_T$. The corresponding phase-space plot is drawn in Fig. 9(c) and the localized structure of the PDF plotted in Fig. 9(e) also validating the small-amplitude oscillations of the system. The double-hump like the structure of the PDF in Fig. 9(e) shows that the maxima of the system variable $x$ are confined in two different places of the phase-space, which is visible in the attractor (Fig. 9(c)). If $\omega$ is decreased further, then the system exhibits intermittent large-amplitude oscillations along with the small-amplitude chaos as illustrated in Fig. 9(b) for $\omega = 0.845$ as a time series plot. From this figure, one can notice the emergence of frequent large peaks that are coexisted with the small-amplitude oscillations. Among them, only very few peaks are larger than the threshold height $H_T$, qualified as EEs. The large excursions of the orbit in Fig. 9(d) corroborate the appearance of EEs. Moreover, the long-tail nature of the PDF in Fig. 9(f) is also confirming the occurrence of EEs.

The occasional occurrence of the EEs is again confirmed by estimating IEI and JIEI histograms of the MEMS model for $\omega = 0.845$ (equivalent to Fig. 9(b)) which are depicted in Figs. 10(a) and 10(b), respectively. The PDF of the IEI is then fitted by $P(x) = \lambda e^{-\lambda x}$ with scaling parameter $\lambda = 0.00163$ (marked as a blue (dark gray) line in Fig. 10(a)) follows a Poisson-like distribution. Next, the negative exponential distribution of JIEI histogram is plotted in Fig. 10(b) once again confirming the rare emergence of the large-amplitude oscillations. The mean value of the JIEI is shown as a dashed line in Fig. 10(b).

A two-parameter phase diagram in the $(F, \omega)$ plane is plotted in Fig. 11 to identify and distinguish the EEs region from the non-extreme event region. The dark green (gray) area in Fig. 11 represent the non-extreme event region where the maximum peak value of the system observable $x (x_{\text{max}})$ is smaller than $H_T$. Other colored regions denote the large peaks, which are higher than $H_T$, corroborating the extreme event region. Different color gradients indicate different peak values of the MEMS model. One can also note that when the amplitude of the system is increased, then the corresponding
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Fig. 9. Time evolution of the system (7) is plotted in the left vertical panel for different values of forcing frequency (a) $\omega = 0.856$ and (b) $\omega = 0.845$ for $F = 1.48$. The corresponding attractor and the probability density function are depicted in middle [(c) and (d)] and right panels [(e) and (f)], respectively. The horizontal red (dark gray) line in the figures (a) and (b) and vertical dashed line in figures (e) and (f) represents the value of $H_T$ with $n = 4$ in Eq. 2.
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Fig. 10. (a) IEI histogram and (b) JIEI plot of the MEMS model (7) shows the Poisson-like distribution corroborating the emergence of EEs for $\omega = 0.845$ and $F = 1.48$.
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Fig. 11. The two-parameter bifurcation diagram of the system (7) as a function of the parametric excitation amplitude $F \in [1.35, 1.5]$ and excitation frequency $\omega \in [0.84, 0.86]$. The maximum peak value, $x_{\text{max}}$ is indicated in different colors. The dark green (gray) region shows the non-extreme event region where the peak values are below $H_T$. Other colored regions are indicating extreme event dynamics with different $x_{\text{max}}$ values. The white and black filled circles indicate the set of parameter values $(F$ and $\omega$) at which the time series of the Figs. 9(a) and 9(b) are plotted.
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It is important to emphasize here that, although the system is parametrically excited, the emerging mechanism of EEs is similar to the mechanism discussed in ref. Nevertheless, the parameter space in which EEs occurred is entirely different. As discussed earlier, the MEMS model has a discontinuous boundary at $x = 1$. This discontinuity induces the sliding motion of the trajectory in the phase-space. Hence, the trajectories which are entering into this sliding region undergo a stick-slip bifurcation. Therefore the trajectories are sliding over a long distance in the phase-space causes large-amplitude oscillations. The phase-space plot of the system (7)
is plotted in Fig. 12 for three different values of the excitation frequency ($\omega$) to elucidate this phenomenon. First, for $\omega = 0.875$, the system exhibits periodic oscillations where the trajectories (black line in Fig. 12) are far away from the discontinuous boundary (dashed line in the inset of Fig. 12). Next, when one chooses $\omega = 0.856$, the system show small-amplitude chaotic oscillations. However, still, the orbits are not close enough to the discontinuous boundary, and so the system does not undergo the stick-slip bifurcation. The red (dark gray) trajectories in the magnified image plotted as an inset of Fig. 12 confirming this case. Finally, for $\omega = 0.842$, the trajectories are close enough to the discontinuous boundary results in a stick-slip bifurcation. Consequently, the trajectories undergo a large excursion in the phase-space leads to large-amplitude oscillations as depicted in Fig. 12 (bluish-green (light gray) lines). Since the system exhibit chaotic motion, the trajectories perhaps enter into the sliding region only at random intervals of time which is the reason for the rare and random occurrence of the large-amplitude oscillations.

IV. CONCLUSION

To consolidate the results, the authors have investigated the dynamics of the parametrically excited two nonlinear oscillators, namely Liénard type oscillator and MEMS model to demonstrate the emergence of EEs in terms of the parametric excitation parameters. In the Liénard oscillator, the authors confirmed that the appearance of EEs occurred via two distinct dynamical routes: period-doubling and intermittency when varying the excitation frequency. The threshold height $H_T$ is calculated to distinguish EEs from the other dynamical states. Further, the long-tail behavior of the PDF additionally confirms the development of EEs in the Liénard oscillator. Furthermore, the authors also estimated the return time of the two successive EEs defined as IEI, for the long run to quantify the rare occurrence of EEs. They showed that the PDF of the IEI follows the Poisson-like distribution, which reconfirms the emergence of rare events. The possible mechanism responsible for the development of EEs in the Liénard oscillator is discussed based on the total energy of the system. Next, the authors have demonstrated the emergence of EEs in a parametrically excited MEMS model with discontinuous boundary and found that the occurrence of stick-slip bifurcation near the discontinuous boundary is the crucial mechanism for the appearance of EEs. The results presented here may be advantageous to understand the emergence of EEs occurred in macro, and micromechanical oscillators due to parametric excitation and also these bursting oscillations are found to be beneficial for energy harvesting applications.
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