WELL-POSEDNESS IN WEIGHTED SPACES
FOR THE GENERALIZED HARTREE EQUATION WITH \( p < 2 \)
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Abstract. We investigate the well-posedness in the generalized Hartree equation \( iu_t + \Delta u + (|x|^{-(N-\gamma)} * |u|^p)|u|^{p-2}u = 0, \ x \in \mathbb{R}^N, \ 0 < \gamma < N, \) for low powers of nonlinearity, \( p < 2. \) We establish the local well-posedness for a class of data in weighted Sobolev spaces, following ideas of Cazenave and Naumkin [6]. This crucially relies on the boundedness of the Riesz transform in weighted Lebesgue spaces. As a consequence, we obtain a class of data that exists globally, moreover, scatters in positive time. Furthermore, in the focusing case in the \( L^2 \)-supercritical setting we obtain a subset of locally well-posed data with positive energy, which blows up in finite time.

1. Introduction

We consider the initial value problem associated to the generalized Hartree (gHartree), or Schrödinger-Hartree equation,

\[
\begin{aligned}
&iu_t + \Delta u + \mu \left( \frac{1}{|x|^{N-\gamma}} * |u|^p \right) |u|^{p-2}u = 0, \ x \in \mathbb{R}^N, \ t \in \mathbb{R}, \\
&u(x, 0) = u_0(x),
\end{aligned}
\]

where \( 0 < \gamma < N, \ p < 2, \ \mu \in \mathbb{C} \setminus \{0\} \) and \( u = u(x, t) \) is a complex-valued function.

For general nonlinearity \( p \geq 2, \) the local well-posedness in \( H^1 \) was established in [2]. In this regard, our aim is to extend the well-posedness theory for nonlinearity with \( p < 2. \) Such low powers appear, for example, when studying collapse or finite time blow-up in the focusing generalized Hartree equation, e.g., see [28]. The equation (1.1) is a generalization of the standard Hartree equation with \( p = 2, \) which shows in a number of physical models, for further details see the introduction in [2] or review [5]. A generalized version of the Hartree equation allows more flexibility in approaches, thus, we are interested in the powers of nonlinearities when \( 1 < p < 2. \) The typical methods for well-posedness do not work in these low nonlinearities (see discussion on that in [6]), however, using the weighted Sobolev spaces, we are able to obtain the local well-posedness in a certain range of \( p < 2. \) The range that we obtain is not optimal, but rather technical, since this is the first such study in the context of the Hartree-type equation, where we use well-known in harmonic analysis weighted estimates for the Riesz transform. In fact, this approach can be helpful in establishing well-posedness in equations with a potential that can be expressed as a Calderon-Zygmund operator. Inspired by the results in [6] (see also [5, 7, 14, 16, 17, 20]), we introduce a class of initial data, which guarantees existence of local solutions of (1.1) for nonlinearity with power \( p < 2. \) Main difficulties arise in our analysis due to the presence of the Riesz potential operator and the lack of regularity of the term \( \left( \frac{1}{|x|^{N-\gamma}} * |u|^p \right) |u|^{p-2}u \) when \( p < 2. \) Before stating our results, we recall a few invariances and introduce some notation.

The equation (1.1) formally conserves several quantities, in particular, if \( \mu \in \mathbb{R} \setminus \{0\} \), solutions of (1.1) satisfy the mass conservation

\[
M[u(t)] = \int_{\mathbb{R}^N} |u(x, t)|^2 \ dx = M[u_0],
\]

the energy conservation

\[
E[u(t)] = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u(x, t)|^2 \ dx - \frac{\mu}{2p} \int_{\mathbb{R}^N} \left( \frac{1}{|x|^{N-\gamma}} * |u|^p \right)(x, t) \ |u(x, t)|^p \ dx = E[u_0],
\]

and the momentum conservation

\[
P[u(t)] = \text{Im} \left( \int_{\mathbb{R}^N} \overline{u(x, t)} \nabla u(x, t) \ dx \right) = P[u_0].
\]

Next, we fix \( \frac{2}{3} < p < 2 \) and take \( 0 < \gamma < \frac{N(3p-4)}{2p}. \) We choose \( m \in \mathbb{R}^+ \) such that

\[
\max \left\{ \frac{2\gamma + N}{4(p-1)}, \frac{N}{2} \right\} < m < \frac{N-2\gamma}{2(2-p)}.
\]
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Additionally, we consider two positive integers $M_0$ and $M$ satisfying
\begin{equation}
M_0 > \max \left\{ \frac{(N - \gamma)(2mp - N)}{4m(p - 1) - N}, N + m \right\}
\end{equation}
and
\begin{equation}
M > \max \left\{ M_0 - N + 2\left\lfloor \frac{N}{2} \right\rfloor + 2, 4\left\lfloor \frac{N}{2} \right\rfloor + 5 + m \right\}.
\end{equation}
(Here, $\lfloor x \rfloor$ denotes the floor function, i.e., the greatest integer that is less than or equal to $x$).

We define the space $\mathfrak{X} = \mathfrak{X}(m, M, M_0)$ as follows
\begin{equation}
\mathfrak{X} = \left\{ f \in H^{M+M_0-N}(\mathbb{R}^N) : \right.\end{equation}
\begin{equation}
\langle x \rangle^m \partial^\alpha f \in L^\infty(\mathbb{R}^N), \text{ for each multi-index } |\alpha| \leq \left\lfloor \frac{N}{2} \right\rfloor, \end{equation}
\begin{equation}
\text{and } \langle x \rangle^m \partial^\alpha f \in L^2(\mathbb{R}^N), \text{ for each multi-index } \left\lfloor \frac{N}{2} \right\rfloor < |\alpha| \leq M, \end{equation}
where $\langle x \rangle = (1 + |x|^2)^{1/2}$. An example of such a space in 1D is given in (3.3).

Our main result is the following local well-posedness.

**Theorem 1.1.** Let $\frac{4}{5} < p < 2$, $0 < \gamma < \frac{N(3p-4)}{2p}$ and $\mu \in \mathbb{C} \setminus \{0\}$. Assume (1.5)-(1.7) and let $\mathfrak{X}$ be defined by (1.8) and (1.9). If $u_0 \in \mathfrak{X}$ with
\begin{equation}
\|u_0\|_{\mathfrak{X}} = \eta,
\end{equation}
and
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
\end{equation}
then there exist $T = T(m, M, M_0, \eta, \lambda) > 0$ and a unique solution of $u \in C([0,T];\mathfrak{X})$ of the initial value problem (1.1). Moreover, the map data-solution
\begin{equation}
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0,
We also define the variance

\[ V(t) = \int_{\mathbb{R}^N} |x|^2 |u(x,t)|^2 \, dx. \quad (1.14) \]

We note that the existence of blow-up in finite time for negative energy and finite variance in the \( L^2 \)-critical \((s_c = 0)\) and \( L^2 \)-supercritical \((s_c > 0)\) cases extends automatically once the local well-posedness is available for solutions in \( H^1 \). Here, we consider initial data with positive energy.

**Theorem 1.4.** Let \( \max\{2N^2, \frac{1}{2}\} < p < 2 \), \( 0 < \gamma < \min\{N(p-1) - 2, \frac{N(p-1)^2 - 4}{2}, \frac{N(p-1)(3p-4)}{2p}\} \) and \( \mu > 0 \). We take

\[ \max\left\{ \frac{N + 2}{2} \frac{2\gamma + N}{4(p-1)} \right\} < m < \frac{N - 2\gamma}{2(2-p)} \quad (1.15) \]

and \( M_0, M \in \mathbb{Z}^+ \) verifying (1.6) and (1.7). Let \( u_0 \in X \) satisfying (1.11). Assume \( E[u] > 0 \). The following is a sufficient condition for the blow-up in finite time for the solutions to the gHartree equation (1.1) with initial data \( u_0 \) in the mass-supercritical case \((s_c > 0)\) as in (1.13):

\[ \frac{\partial V(0)}{\omega_c M[u_0]} < 4\sqrt{2F(\frac{E[u_0]}{\omega M[u_0]}^\frac{1}{2})}, \quad (1.16) \]

where \( \omega_c^2 = \frac{N^2(N(p-2) + N - \gamma - 2)}{8(N(p-2) + N - \gamma)} \) and the function \( F \) is defined as (here, \( k_c = s_c(p-1) \))

\[ F(x) = \left\{ \begin{array}{ll} \frac{1}{k_c \pi k_c} + x - \frac{1}{k_c}, & \text{if } 0 < x < 1 \\ -\frac{1}{k_c \pi k_c} + x - \frac{1}{k_c}, & \text{if } x \geq 1. \end{array} \right. \quad (1.17) \]

In contrast with Theorem 1.3, one may look for initial data \( u_0 = e^{-ibx^2}v_0, b < 0 \), such that the corresponding solution of (1.1) blows up in finite time. As a consequence of Theorem 1.4, we provide several initial conditions exhibiting this property.

**Corollary 1.5.** Let \( \max\{2N^2, \frac{1}{2}\} < p < 2 \), \( 0 < \gamma < \min\{N(p-1) - 2, \frac{N(p-1)^2 - 4}{2}, \frac{N(p-1)(3p-4)}{2p}\} \) and \( \mu > 0 \). Take

\[ \max\left\{ \frac{N + 2}{2} \frac{2\gamma + N}{4(p-1)} \right\} < m < \frac{N - 2\gamma}{2(2-p)} \]

and \( M_0, M \in \mathbb{Z}^+ \) verifying (1.6) and (1.7). Furthermore, take \( k_c \) and \( \omega_c \) as in the statement of Theorem 1.4. Let \( v_0 \in X \) be real-valued and satisfy (1.11).

(i) Assume

\[ \frac{E[v_0]\|xv_0\|^2_{L^2}}{(M[v_0])^2} < \omega_c^2 \quad (1.18) \]

and

\[ E[v_0]\|xv_0\|^2_{L^2} < \left( \frac{(\omega_c M[v_0])^{2k_c+2}}{(1+k_c)(\omega_c M[v_0])^2 - k_c E[v_0]\|xv_0\|^2_{L^2}} \right)^{1/k_c} . \quad (1.19) \]

Then there exists \( b_1 > b_0 \geq 0 \) such that for all \( b_0 < b < b_1 \) the solution \( u \) of (1.1) associated to \( u_0 = e^{-ibx^2}v_0 \) blows up in finite time. In particular, if \( E[v_0] > 0 \), one can take \( b_0 = 0 \).

(ii) Assume

\[ \frac{E[v_0]\|xv_0\|^2_{L^2}}{(M[v_0])^2} < \frac{\omega_c^2(1+k_c)}{k_c} . \quad (1.20) \]

Then there exist \( b_1 \leq 0 \) such that for all \( b \leq b_1 \) the solution \( u \) of (1.1) with initial condition \( u_0 = e^{-ibx^2}v_0 \) blows up in finite time.

**Remark 1.6.**

(i) The function \( \varphi(x) = \frac{a}{\sqrt{|x|^p}}, a \in \mathbb{C} \setminus \{0\} \), satisfies the hypothesis of Theorem 1.1.

(ii) Setting \( \frac{2N^2}{N - \gamma} < \frac{1}{p} < \frac{N - \gamma}{N - \gamma} \), the results in [21] establish that there exists a non-negative ground state solution of

\[ \Delta \varphi + \varphi = c_\gamma |x|^{-\gamma} \varphi^p \varphi, \quad c_\gamma = \frac{\Gamma(\frac{N-\gamma}{p})}{\Gamma(\frac{N-p}{2}) \pi^{N/2} \gamma |x|^{N-\gamma}} . \quad (1.21) \]

such that \( \varphi \in H^1(\mathbb{R}^N) \) and for \( p < 2 \),

\[ \lim_{|x| \to \infty} (\varphi(x)2^p|x|^N \varphi = c_\gamma \|\varphi\|^p_{L^p} . \quad (1.22) \]

One naturally looks for conditions such that \( (x)^{-\frac{N-\gamma}{p}} \) belongs to the class in Theorem 1.1. However, Theorem 1.1 does not include the ground state solutions of the equation in (1.21).
Let \( 1 \leq r < \infty \), \( L^r(\mathbb{R}^N; d\omega(x)) \) denote the weighted Lebesgue space defined by the norm
\[
\|f\|_{L^r(\mathbb{R}^N; d\omega(x))} = \left( \int_{\mathbb{R}^N} |f(x)|^r \, d\omega(x) \right)^{1/r}
\] (1.23)
with the respective modifications for the case \( r = \infty \). It is typical to denote weighted spaces as \( L^p(\omega) \) or \( L^p(\omega^r) \), but for clarity, we use notation as in (1.23). The Fourier transform and the inverse Fourier transform of a function \( f \) are denoted by \( \hat{f} \) and \( \hat{f}^{-1} \), respectively. For \( s \in \mathbb{R} \), the Bessel potential of order \(-s\) is denoted by \( J^s = (1 - \Delta)^{s/2} \), equivalently, \( J^s \) is defined by the Fourier multiplier with symbol \( |\xi|^s \). The Riesz potential of order \(-s\) is denoted \( D^s = (-\Delta)^{s/2} \), that is, \( D^s \) is the Fourier multiplier operator determined by the function \( |\xi|^s \). Given \( b \in (0, 1) \), we will also be using one of the Stein’s derivatives \( D^s \) (see (2.7) below). The Sobolev spaces \( H^s(\mathbb{R}^N) \) consist of all tempered distributions such that \( \|f\|_{H^s} = \|J^s f\|_{L^2} < \infty \). Given an integer \( l \geq 0 \), the space \( H^l(\mathbb{R}^N; d\omega(x)) \) denotes the weighted Sobolev space defined by the norm
\[
\|f\|_{H^l(\mathbb{R}^N; d\omega(x))}^2 = \sum_{|\beta| \leq l} \int_{\mathbb{R}^N} |\partial^\beta f(x)|^2 \, d\omega(x).
\]
Let \( 1 \leq r \leq \infty \) and \( T > 0 \), if \( A \) denotes a function space (as those introduced above), we define the spaces \( L^r_T A \) and \( L^r_t A \) as follows
\[
\|f\|_{L^r_T A_x} = \left( \int_0^T \|f(\cdot, t)\|_A^p \, dt \right)^{1/r},
\]
\[
\|f\|_{L^r_t A_x} = \left( \int_\mathbb{R} \|f(\cdot, t)\|_A^p \, dt \right)^{1/r}.
\]
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2. Preliminary estimates

This section aims to provide some results relating weighted spaces and fractional derivatives. Additionally, we present some estimates in weighted spaces for solutions of the linear equation associated to (1.1).

2.1. Preliminaries on weighted spaces and fractional derivatives. Since in this subsection we will not provide estimates for the nonlinear problem (1.1), a real number \( p \geq 1 \) will be used for some preliminaries presented in this part. Thus, we say that a non-negative function \( f \in L^p_{\text{loc}}(\mathbb{R}^N) \) satisfies the classical Muckenhoupt \( A_p \) condition with \( 1 < p < \infty \) if
\[
[f]_{A_p} = \sup_Q \left( \int_Q f(x) \, dx \right)^{1/p} \left( \int_Q f(x)^{1-\gamma} \, dx \right)^{\gamma/p-1} < \infty,
\] (2.1)
where the supremum runs over cubes in \( \mathbb{R}^d \) and \( \frac{1}{p} + \frac{\gamma}{p} = 1 \) (see [22]). In particular, we have that (see [10, 26])
\[
|x|^\gamma \in A_p \quad \text{if and only if} \quad \gamma \in (-N, N(p-1)).
\] (2.2)

Motivated by the nonlinear term in (1.1), we will need continuity properties of Riesz potentials in weighted spaces.

Theorem 2.1. ([9, 13, 23]) Given \( 0 < \gamma < N \) and \( 1 < p < \frac{N}{\gamma} \), let
\[
\frac{1}{q} = \frac{1}{p} - \frac{\gamma}{N}.
\] (2.3)
Then the following are equivalent:
(i) \( \omega \in A_{p,q} \):
\[
[\omega]_{A_{p,q}} = \sup_Q \left( \int_Q \omega(x)^q \, dx \right)^{1/q} \left( \int_Q \omega(x)^{-\gamma} \, dx \right)^{1/p'} < \infty,
\] (2.4)
where the supremum is taken over any \( N \)-dimensional cube \( Q \) and \( \frac{1}{p'} + \frac{1}{q'} = 1 \).
(ii) The following inequality holds true

\[ \| (| \cdot |^{-(N-\gamma)} \ast f) \omega \|_{L^p} \lesssim \| f \omega \|_{L^p}, \]

for any \( f \in L^p(\mathbb{R}^N; \omega^p \, dx) \), where the implicit constant is independent of \( f \).

Since we are interested in applying Theorem 2.1 for the case \( \omega = \langle x \rangle \), we have to verify the relations between the indices \( l, p, q \) assuring that \( \langle x \rangle^l \in A_{p,q} \). We can rephrase this last property in terms of the \( A_p \) condition. But first, taking \( p \) and \( q \) as in Theorem 2.1, we set

\[ p^* = 1 + \frac{q}{p'} = q \left( 1 - \frac{\gamma}{N} \right) = p \left( \frac{N - \gamma}{N - \gamma p} \right). \]

Then, by (2.1), (2.2) and (2.4), we deduce

\[ |x|^l \in A_{p,q} \quad \text{if and only if} \quad |x|^q \in A_{p^*}, \]

\[ \text{if and only if} \quad -\frac{N-p\gamma}{p} = -\frac{N}{q} < l < \frac{N(p-1)}{p}. \] (2.5)

Summarizing the previous discussion, we have

**Proposition 2.2.** Let \( 0 < \gamma < N, \ 1 < p < \frac{N}{\gamma} \),

\[ \frac{1}{q} = \frac{1}{p} - \frac{\gamma}{N}, \quad \text{and} \quad -\frac{N-p\gamma}{p} < l < \frac{N(p-1)}{p}. \] (2.6)

Then

\[ \| (| \cdot |^{-(N-\gamma)} \ast f)x^l \|_{L^p} \lesssim \| f \|_{L^p}, \]

for any \( f \in L^p(\mathbb{R}^N; \omega^p \, dx) \), where the implicit constant is independent of \( f \).

We remark that Proposition 2.2 can also be deduced as a consequence of the results due to Stein and Weiss [27]. Next, let \( b \in (0,1) \), we define one of the Stein’s fractional derivatives

\[ \mathcal{D}^b f(x) = \left( \int_{\mathbb{R}^N} \frac{|f(x) - f(y)|^2}{|x - y|^{N+2b}} \, dy \right)^{1/2}, \quad x \in \mathbb{R}^N, \] (2.7)

for a sufficiently regular function \( f \) (for instance, a Schwartz function). To deal with fractional weights, we recall the following characterization of the spaces \( L^p_b(\mathbb{R}^N) = J^{-s}L^p(\mathbb{R}^N) \).

**Theorem 2.3.** ([25]) Let \( b \in (0,1) \) and \( \frac{2N}{N+2b} < p < \infty \). Then \( f \in L^p_b(\mathbb{R}^N) \) if and only if

(i) \( f \in L^p(\mathbb{R}^N) \) and

(ii) \( \mathcal{D}^b f \in L^p(\mathbb{R}^N) \)

with

\[ \| \mathcal{D}^b f \|_{L^p} = \| (1 - \Delta)^{b/2} f \|_{L^p} \sim \| f \|_{L^p} + \| \mathcal{D}^b f \|_{L^p} \sim \| f \|_{L^p} + \| D^b f \|_{L^p} \]

(recalling that \( D^b = (\Delta)^{b/2} \)).

Let us recall some useful consequences of Theorem 2.3. When \( p = 2 \) and \( b \in (0,1) \), one can deduce

\[ \| \mathcal{D}^b (fg) \|_{L^2} \lesssim \| f \mathcal{D}^b g \|_{L^2} + \| g \mathcal{D}^b f \|_{L^2}, \] (2.8)

and also

\[ \| \mathcal{D}^b h \|_{L^\infty} \lesssim \| h \|_{L^\infty} + \| \nabla h \|_{L^\infty}. \] (2.9)

We will apply the following interpolation result deduced in [24, Lemma 4].

**Proposition 2.4.** For any \( a, b > 0, \ \theta \in (0,1) \),

\[ \| \langle x \rangle^{\theta a} (J^{(1-\theta)b}) f \|_{L^2} \lesssim \| J^b f \|_{L^2}^{1-\theta} \| \langle x \rangle^\theta f \|_{L^2}^\theta, \] (2.10)

\[ \| J^{a \theta} (\langle x \rangle^{(1-\theta)b}) f \|_{L^2} \lesssim \| \langle x \rangle^b f \|_{L^2}^{1-\theta} \| J^\theta f \|_{L^2}^\theta. \] (2.11)

**Remark 2.5.** The inequality (2.10) is also valid in \( L^p(\mathbb{R}^N) \), \( 1 < p < \infty \), see [15, Lemma 27].

We also require the following lemma relating weighted estimates between homogeneous and non-homogeneous derivatives.

**Lemma 2.6.** Let \( 0 < b < s \). Then it follows

\[ \| \langle x \rangle^b D^s f \|_{L^2} \lesssim \| \langle x \rangle^b f \|_{L^2} + \| J^{s-b} f \|_{L^2} + \| \langle x \rangle^b J^s f \|_{L^2}. \]
Proof. We write \( b = b_1 + b_2 \), where \( b_1 \in \mathbb{Z}^+ \cup \{0\} \) and \( b_2 \in [0, 1) \). Then by Plancherel’s identity and the linearity of the operator \( D^{b_2} \), we get

\[
\| J_\xi^b (|\xi|^s \hat{f}) \|_{L^2} \lesssim \sum_{0 \leq |\beta| \leq b_1} \| \partial^\beta (|\xi|^s \hat{f}) \|_{L^2} + \| D^{b_2} (\partial^\beta (|\xi|^s \hat{f})) \|_{L^2}.
\] (2.12)

When \( b_2 = 0 \), we will assume that \( D^{b_2} \) is the identity operator. Let us bound each term on the right-hand side of the above inequality. By Leibniz’s rule, we have

\[
\sum_{|\beta| \leq b_1} \| \partial^\beta (|\xi|^s \hat{f}) \|_{L^2} = \sum_{|\beta| \leq b_1} \| \partial^\beta \left( \frac{|\xi|^s}{|\xi|} \right) \hat{f} \|_{L^2}
\]

\[
\lesssim \sum_{|\beta| \leq b_1} \sum_{\beta_1 + \beta_2 = \beta} \| \partial^{\beta_1} \left( \frac{|\xi|^s}{|\xi|} \right) \hat{f} \|_{L^\infty} \| \partial^{\beta_2} \left( \frac{|\xi|^s}{|\xi|} \right) \hat{f} \|_{L^2}
\]

\[
\lesssim \| J_\xi^{b_1+b_2} (|\xi|^s \hat{f}) \|_{L^2},
\]

where given that \( s - b > 0 \), we have used that

\[
\| \partial^{\beta_1} \left( \frac{|\xi|^s}{|\xi|} \right) \|_{L^\infty} \lesssim 1,
\]

for all \( |\beta_1| \leq b_1 \). To deal with the second term on the right-hand side of (2.12), we consider a real-valued smooth function \( \phi \), compactly supported in the set \( |\xi| \leq 2 \), such that \( \phi(\xi) = 1 \) for \( |\xi| \leq 1 \). Then, we split that term as follows

\[
\| D^{b_2} (\partial^\beta (|\xi|^s \hat{f})) \|_{L^2} = \| D^{b_2} (\partial^\beta (|\xi|^s \phi \hat{f})) \|_{L^2} + \| D^{b_2} (\partial^\beta (|\xi|^s (1 - \phi) \hat{f})) \|_{L^2}
\]

\[
= : \mathcal{A}_1(\beta) + \mathcal{A}_2(\beta),
\]

for each \( |\beta| \leq b_1 \). We apply property (2.8) and Theorem 2.3 to get

\[
\mathcal{A}_2(\beta) \lesssim \sum_{\beta_1 + \beta_2 = \beta} \| D^{b_2} (\partial^{\beta_1} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right) \partial^{\beta_2} (|\xi|^s \hat{f})) \|_{L^2}
\]

\[
\lesssim \sum_{\beta_1 + \beta_2 = \beta} \left( \| \partial^{\beta_2} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right) \|_{L^\infty} + \| D^{b_2}_\xi (\partial^{\beta_2} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right)) \|_{L^\infty} \right)
\]

\[
\times \left( \| \partial^{\beta_2} (|\xi|^s \hat{f}) \|_{L^2} + \| D^{b_2}_\xi (\partial^{\beta_2} (|\xi|^s \hat{f})) \|_{L^2} \right)
\]

\[
\lesssim \| J^{b_1+b_2}_\xi (|\xi|^s \hat{f}) \|_{L^2},
\]

where we have used property (2.9) to deduce

\[
\| D^{b_2}_\xi (\partial^{\beta_1} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right)) \|_{L^\infty} \lesssim \| \partial^{\beta_1} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right) \|_{L^\infty} + \| \nabla (\partial^{\beta_1} \left( \frac{|\xi|^s(1 - \phi)}{|\xi|^s} \right)) \|_{L^\infty} < \infty.
\]

We remark that when \( b_2 = 0 \), we will assume that \( D^{b_2}_\xi \) denotes the identity operator. This completes the study of \( \mathcal{A}_2(\beta) \), whenever \( |\beta| \leq b_1 \). Next, we turn to \( \mathcal{A}_1(\beta) \). Assuming that \( |\beta| \geq 1 \), by Theorem 2.3, (2.8) and (2.9), we have

\[
\mathcal{A}_1(\beta) \lesssim \sum_{\beta_1 + \beta_2 + \beta_3 = \beta} \| D^{b_2} (\partial^{\beta_1} (|\xi|^s) \partial^{\beta_2} \phi \partial^{\beta_3} \hat{f})) \|_{L^2} + \| D^{b_2} (\partial^\beta (|\xi|^s) \phi \hat{f})) \|_{L^2}
\]

\[
\lesssim \sum_{\beta_1 + \beta_2 + \beta_3 = \beta} \left( \| \partial^{\beta_1} (|\xi|^s) \|_{L^\infty} + \| \nabla \partial^{\beta_1} (|\xi|^s) \|_{L^\infty} \right) \left( \| \partial^{\beta_2} \phi \partial^{\beta_3} \hat{f}) \|_{L^2} + \| D^{b_2} \partial^{\beta_2} \phi \hat{f}) \|_{L^2} \right)
\]

\[
\lesssim \| J^{b_1+b_2}_\xi \hat{f} \|_{L^2} + \| D^{b_2} (\partial^\beta (|\xi|^s) \phi \hat{f})) \|_{L^2}.
\]

Notice that the conclusion of the above inequality is also valid for \( \beta = 0 \). Now, if \( |\beta| < b_1 \) (assuming that \( b_1 > 0 \)), it follows that \( \nabla (\partial^\beta (|\xi|^s) \phi) \in L^\infty(\mathbb{R}^N) \). Then the estimate for \( \| D^{b_2} (\partial^\beta (|\xi|^s) \phi \hat{f})) \|_{L^2} \) follows from the same arguments as above. Otherwise, if \( |\beta| = b_1 \geq 0 \), we require the following claim.

Claim 2.7. Let \( b_1 \in \mathbb{Z}^+ \cup \{0\} \), \( b_2 \in [0, 1) \), and \( s > b_1 + b_2 \). Then for any multi-index \( \beta \) with \( |\beta| = b_1 \), it follows that

\[
D^{b_2}_\xi (\partial^\beta (|\xi|^s) \phi(\xi)) \lesssim \langle \xi \rangle^{s-b_1-b_2}, \, \xi \neq 0,
\]

when \( b_2 = 0 \), we assume that \( D^{b_2}_\xi \) is the identity operator.
Before proving Claim 2.7, let us complete the estimate for the case $|\beta| = b_1$ in $A_1(\beta)$. Indeed, by Theorem 2.3, property (2.8), and Claim 2.7, we get
\[
\| D^{b_2} (\partial^q (|\xi|^s) \hat{f})\|_{L^2} \lesssim \| \partial^q (|\xi|^s) \phi \|_{L^2} + \| D^{b_2} (\partial^q (|\xi|^s) \phi \hat{f})\|_{L^2} + \| \partial^q (|\xi|^s) \hat{\phi} \|_{L^2} \\
\lesssim \| J^{b_2} \hat{f}\|_{L^2} + \| (\xi)^{s-b_1-b_2} \hat{f}\|_{L^2}.
\]
Collecting the estimates for $A_1(\beta)$ and $A_2(\beta)$, $|\beta| \leq b_1$, and reversing the Fourier variables, we complete the proof of the lemma. □

**Proof of Claim 2.7.** At once we deduce the case $b_2 = 0$, hence, we assume $b_2 > 0$. To simplify the exposition of our arguments, we denote by $F(\xi) := \partial^q (|\xi|^s) \phi(\xi)$. By the definition of the fractional derivative (2.7), we divide our considerations in the following manner
\[
D^s_{\xi}(F(\xi))^2 = \int_{\mathbb{R}^N} \frac{|F(\xi) - F(y)|^2}{|\xi - y|^{N+2b_2}} \, dy + \int_{|y| \geq 2|\xi|} (\cdots) \, dy + \int_{|y| \geq 2|\xi|} (\cdots) \, dy =: B_1 + B_2.
\]
In the support of the integral $B_2$, we have $|y| \gg |\xi|$ and so $|\xi - y| \sim |y|$. Then, since $\phi(y)$ is supported in the set $|y| \leq 2$, we get
\[
B_2 \lesssim \int_{|y| \geq 2|\xi|} \frac{|F(\xi)|^2}{|y|^{N+2b_2}} \, dy + \int_{|y| \geq 2|\xi|} \frac{|F(y)|^2}{|y|^{N+2b_2}} \, dy \lesssim \int_{|y| \geq 2|\xi|} \frac{|\xi|^{2s-2b_1}}{|y|^{N+2b_2}} \, dy + \int_{2|\xi| \leq |y| \leq 2} \frac{|\xi|^{2s-2b_1}}{|y|^{N+2b_2}} \, dy \lesssim \xi^{2s-2b_1-2b_2},
\]
where we have also used that $|\partial^q (|\xi|^s)| \lesssim |\xi|^{s-b_1}$, $|\beta| = b_1$. Next, in virtue of the identity
\[
\partial^q (|\xi|^s) = |\xi|^{s-|\beta|} P_{|\beta|}(\xi), \quad \xi \in \mathbb{R}^N \setminus \{0\},
\]
where $P_{|\beta|}(\xi)$ denotes a homogeneous polynomial of degree $|\beta|$, we write
\[
F(\xi) - F(y) = (|\xi|^{s-|\beta|} P_{|\beta|}(\xi) - |y|^{s-|\beta|} P_{|\beta|}(y)) \phi(\xi) + |y|^{s-|\beta|} P_{|\beta|}(y) (\phi(\xi) - \phi(y))
\]
\[
= |\xi|^{s-|\beta|} (P_{|\beta|}(\xi) - P_{|\beta|}(y)) \phi(\xi) + |\xi|^{s-|\beta|} |y|^{-|\beta|} P_{|\beta|}(y) (|\xi|^{|\beta|} - |y|^{|\beta|}) \phi(\xi)
\]
\[
+ |y|^{-|\beta|} P_{|\beta|}(y) (|\xi|^{s-|\beta|} - |y|^{s-|\beta|}) \phi(\xi) + |y|^{s-|\beta|} P_{|\beta|}(y) (\phi(\xi) - \phi(y)).
\]
Then, since $|y| \leq 2|\xi|$ in the support of the integral defining $B_1$, we have
\[
|F(\xi) - F(y)| \lesssim (|\xi|^{s-|\beta|-1} |\xi - y| + |\xi|^{s-|\beta|-1} |y|^{s-|\beta|}) \| \phi \|_{L^\infty} + |y|^{s-|\beta|} \| \phi(\xi) - \phi(y) \|
\]
\[
= \left\{ \begin{array}{ll}
|\xi|^{s-|\beta|-1} |\xi - y| + |\xi| - |y|^{s-|\beta|} + |\xi|^{s-|\beta|} \| \phi(\xi) - \phi(y) \|, & \text{if } 0 < s - |\beta| \leq 1, \\
|\xi|^{s-|\beta|-1} |\xi - y| + |\xi|^{s-|\beta|} \| \phi(\xi) - \phi(y) \|, & \text{if } s - |\beta| > 1.
\end{array} \right.
\]
Hence, we arrive at
\[
B_2 \lesssim \int_{|y| \leq 2|\xi|} \frac{|\xi - y|^{2-N-2b_2}}{|\xi - y|^{N+2s-2b_1-2b_2}} \, dy + \int_{|y| \leq 2|\xi|} \frac{|\xi - y|^{-N+2s-2b_1-2b_2}}{|\xi|^{2s-2b_1-2b_2}} \, dy
\]
\[
\lesssim \xi^{2s-2b_1-2b_2} (D^{s}_{\xi}(\phi))^2 (\xi).
\]
The proof is complete. □

### 2.2. Some weighted estimates for the linear equation

This part is intended to provide weighted $L^2$ estimates for solutions of the homogeneous Schrödinger equation. We begin by recalling the following result.

**Proposition 2.8.** Let $b \in (0, 1)$. For any $|t| > 0$,
\[
D^b (e^{it|x|^2}) \lesssim |t|^{b/2} + |t|^b |x|^b.
\]

For a proof of Proposition 2.8, see [24, Proposition 2]. We also require an extension to weights of arbitrary size of the result obtained by Nahas and Ponce in [24, Lemma 2]. For the sake of completeness, we provide the proof of this extension.

**Lemma 2.9.** Let $b \in \mathbb{R}^+$. Then for any $t \in \mathbb{R}$
\[
\| \langle x \rangle^b e^{it\Delta} f \|_{L^2} \lesssim \langle t \rangle^b (\| J^b f \|_{L^2} + \| \langle x \rangle^b f \|_{L^2}),
\]
where the implicit constant above is independent of $t$. 

Proof. The case $b \in (0,1)$ is proved in [24, Lemma 2]. Hence, we assume that $b \geq 1$. We write $b = b_1 + b_2$, where $b_1 \in \mathbb{Z}^+$, $b_2 \in [0,1)$. Then by Plancherel's identity and Leibniz's rule, we get

$$\|e^{it\Delta}f\|_{L^2} \lesssim \|e^{it\Delta}f\|_{L^2} + \|e^{it\Delta}f\|_{L^2} \lesssim \|f\|_{L^2} + \sum_{j=1}^{N} \|D^{b_2} (\partial^{b_1}_{\xi_j} (e^{-it|\xi|^2} \hat{f}))\|_{L^2} \lesssim \|f\|_{L^2} + \sum_{j=1}^{N} \sum_{k=0}^{b_1} \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2}.$$ 

Thus, we are reduced to control the second term on the right-hand side of the above inequality. For a given multi-index $\beta$, we use the following straightforward identity

$$\partial^\beta (e^{-it|\xi|^2}) = e^{-it|\xi|^2} \sum_{|\beta|/2} |^{|\beta|/2} P_{|\beta|/2} (\xi),$$

where $P_{\theta}(\xi)$ denotes a homogeneous polynomial of order $l \geq 0$ in the variables $\xi \in \mathbb{R}^N$. Thus, by Theorem 2.3, property (2.8) and Proposition 2.8, we have

$$\sum_{j=1}^{N} \sum_{k=0}^{b_1} \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2} \lesssim \sum_{j=1}^{N} \sum_{k=0}^{b_1} \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2} \lesssim \sum_{j=1}^{N} \sum_{k=0}^{b_1} \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2}$$

where we have used properties (2.8) and (2.9) to deduce

$$\|D^{b_2} (P_{|\theta|/2} (\xi) \partial^{b_1-k}_{\xi_j} \hat{f})\|_{L^2} \lesssim \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2} \lesssim \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2} \lesssim \sum_{j=1}^{N} \sum_{k=0}^{b_1} \|D^{b_2} (\partial^{k}_{\xi_j} (e^{-it|\xi|^2} \partial^{b_1-k}_{\xi_j} \hat{f}))\|_{L^2}.$$ 

At this point the very last term could be written via the term of the fractional operator $D^{b_2}$. As before, when $b_2 = 0$, we will assume that $D^{b_2}$ and $D^{b_2}$ are the identity operator. Before estimating (2.13), let us deduce a more general inequality involving weights and derivatives. Let $b' \in [0,1)$, $m' \in \mathbb{R}^+ \cup \{0\}$ and $k' \in \mathbb{Z}^+ \cup \{0\}$, we claim

$$\|D^{b'} (\langle \xi \rangle^{m'} \partial^{k'}_{\xi_j} \hat{f})\|_{L^2} \lesssim \sum_{0 \leq l \leq k'} \|D^{b'} \partial^{k'-l}_{\xi_j} (\langle \xi \rangle^{m'-l} \hat{f})\|_{L^2} + \|D^{b'} \partial^{k'-m'}_{\xi_j} \hat{f}\|_{L^2}.$$ 

Indeed, let us deduce (2.14). By applying the identity

$$\langle \xi \rangle^{m'} \partial^{k'}_{\xi_j} \hat{f}(\xi) = \sum_{l=0}^{k'} c_l \partial^{k'-l}_{\xi_j} (\partial^{m'}_{\xi_j} \langle \xi \rangle^{m'} \hat{f}(\xi)),$$

we split the left-hand side of (2.14) as follows

$$\|D^{b'} (\langle \xi \rangle^{m'} \partial^{k'}_{\xi_j} \hat{f})\|_{L^2} \lesssim \sum_{0 \leq l \leq k'} \|D^{b'} \partial^{k'-l}_{\xi_j} (\partial^{m'}_{\xi_j} \langle \xi \rangle^{m'-l} \hat{f})\|_{L^2} + \sum_{m' \leq l \leq k'} \|D^{b'} \partial^{k'-l}_{\xi_j} (\partial^{m'}_{\xi_j} \langle \xi \rangle^{m'} \hat{f})\|_{L^2} = I + II.$$
We proceed to estimate each term of the above expression. Theorem 2.3 and (2.9) yield

\[ I \lesssim \sum_{0 \leq l < k'} \sum_{\ell \leq l'} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

\[ \lesssim \sum_{0 \leq l < k'} \sum_{\ell \leq l'} \left( \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^\infty} + \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^\infty} \right) \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

\[ \lesssim \sum_{0 \leq l < k'} \sum_{\ell \leq l'} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

By a similar argument, we get

\[ II \lesssim \sum_{m' \leq l < k'} \sum_{l' \leq l} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \lesssim \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

Collecting the above estimates, we verify (2.14).

Now, let us estimate the first sum on the right-hand side of (2.13). Since the cases \( k = b_1 = 0 \) are easily verified, we assume \( 0 \leq k \leq b_1 - 1 \) and \( 0 \leq l \leq |k/2| \). Thus, these assumptions, (2.14) and Proposition 2.4 yield

\[ \| b_1 + b_2 \|_{L^\infty} \sum_{0 \leq l < k' \leq l < k'} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \lesssim \sum_{0 \leq l < k' \leq l < k'} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

\[ \| b_1 + b_2 \|_{L^\infty} \sum_{0 \leq l < k' \leq l < k'} \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

Since \( \frac{b_1 + b_2}{k - 2l} \leq 1 \), we have \( \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \leq \| b_1 + b_2 \|_{L^2} \), and thus, the above estimate yields the desired result.

On the other hand, we assume \( b_2 > 0 \), \( 0 < k \leq b_1 \) and \( 0 \leq l \leq |k/2| \). Since the case \( k - 2l = 0 \) follows trivially, we assume \( k - 2l > 0 \). By the estimate (2.14) and the interpolation inequality in Proposition 2.4, we get

\[ \| W_\ell (\partial_{\xi_j} \hat{\xi}_\ell) \hat{f} \|_{L^2} \]

Plugging (2.15) and (2.16) into (2.13), and applying Plancherel’s identity, we complete the proof. \( \square \)

We close this section presenting some \( L^\infty(\mathbb{R}^N) \) estimates for solutions of the homogeneous equation associated to \((1.1)\).

**Proposition 2.10.** Let \( b \in \mathbb{R}^+ \), \( k, K \in \mathbb{Z}^+ \cup \{0\} \) and \( s \geq K + 2k + 3 + \lfloor \frac{N}{2} \rfloor + b \). Then for any \( t \in \mathbb{R} \) and any multi-index \( \beta \) of order \( |\beta| \leq K \),

\[ \| (x)^b \partial^\beta e^{it\Delta} f \|_{L^\infty} \lesssim (t)^K \sum_{|\alpha| = k} \| (x)^b \partial^\alpha f \|_{L^\infty} + (t)^{K + 1 + b} \sum_{k < |\alpha| \leq K + 2k + 3 + \lfloor \frac{N}{2} \rfloor} \| (x)^b \partial^\alpha f \|_{L^\infty}. \quad (2.17) \]
Proof. From the relation \( \frac{d^m}{dt^m} (e^{it\Delta} f) = (i\Delta)^k (e^{it\Delta} f) \), we apply Taylor’s formula to find
\[
e^{it\Delta} f = \sum_{j=0}^{k} \frac{(it)^j}{j!} \Delta^j f + \frac{k+1}{k!} \int_0^t (t - t')^k \Delta^{k+1} (e^{it'\Delta} f) \, dt',
\]
for all \( t > 0 \). Then for a given multi-index \( \beta \) of order \( |\beta| \leq K \),
\[
\partial^\beta (e^{it\Delta} f) = \sum_{j=0}^{k} \frac{(it)^j}{j!} \partial^\beta \Delta^j f + \frac{k+1}{k!} \int_0^t (t - t')^k \partial^\beta \Delta^{k+1} (e^{it'\Delta} f) \, dt',
\]
so that by Sobolev embedding \( H^{\frac{N}{2}+1} (\mathbb{R}^N) \rightarrow L^\infty (\mathbb{R}^N) \) and an application of Lemma 2.9, we get
\[
\| \langle x \rangle^b \partial^\beta (e^{it\Delta} f) \|_{L^\infty} \lesssim (t)^k \sum_{|\alpha| \leq K+2k} \| \langle x \rangle^b \partial^\alpha f \|_{L^\infty} + (t)^{k+1} \sum_{2k+2 < |\alpha| \leq K+2k+2} \| \langle x \rangle^b \partial^\alpha f \|_{L^2} \lesssim (t)^{k} \sum_{|\alpha| \leq K} \| \langle x \rangle^b \partial^\alpha f \|_{L^\infty} + (t)^{k+1} \sum_{2k+2 < |\alpha| \leq K+2k+3 + \lfloor \frac{N}{2} \rfloor} \| \langle x \rangle^b \partial^\alpha f \|_{L^2},
\]
for all \( s \geq K + 2k + 3 + \lfloor \frac{N}{2} \rfloor + b \).
\[\square\]

3. Proof of Theorem 1.1

Let \( \frac{1}{4} < p < 2 \) and \( 0 < \gamma < \frac{N(3p-4)}{2p} \). We consider \( m \in \mathbb{R}^+ \), \( M, M_0 \in \mathbb{Z}^+ \) satisfying the conditions (1.5)-(1.7). We further set \( N(u) = (|x|^{-N-\gamma} + |u|^p |u|^{p-2} u) \).

Recalling the space \( \mathfrak{X} \) determined by (1.8) and (1.9), we will establish well-posedness conclusions by applying the contraction principle to the integral operator associated to (1.1), namely,
\[
\Phi(u(t)) = e^{it\Delta} u_0 + i \mu \int_0^t e^{i(t-t')\Delta} N(u(t')) \, dt',
\]
acting on the space
\[
\mathfrak{X}_T(R, \lambda) = \left\{ u \in C([0, T]; \mathfrak{X}) : \sup_{t \in [0, T]} \left( \sum_{|\alpha| \leq \lfloor \frac{N}{2} \rfloor} \| \langle x \rangle^m \partial^\alpha u(t) \|_{L^\infty} + \sum_{|\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u(t) \|_{L^2} \right)^{\frac{1}{2}} + \sum_{M < |\alpha| \leq M + M_0 - N} \| \partial^\alpha u(t) \|_{L^2} \right) \leq R \right\}.
\]
Notice that in the one-dimensional case the space (3.2) reduces to
\[
\mathfrak{X}_T^{1d}(R, \lambda) = \left\{ u \in C([0, T]; \mathfrak{X}) : \sup_{t \in [0, T]} \left( \sum_{j=1}^{M} \| \langle x \rangle^m u(t) \|_{L^\infty} + \sum_{j=1}^{M} \| \langle x \rangle^m \partial^j u(t) \|_{L^2} \right) \right\}.
\]
For example, setting \( \frac{7}{4} < p < 2 \), \( 0 < \gamma < \frac{2p-3}{2} \) and \( m = \left( \frac{1}{2} \right)^+ \) (i.e., \( m = \frac{1}{2} + \epsilon \) with \( \epsilon \ll 1 \)), we can take \( M = 6 \) and \( M_0 = 4 \) in the space (3.3).

In what follows we find an appropriate \( R > 0 \) and \( 0 < T \leq 1 \) such that \( \Phi \) maps \( \mathfrak{X}_T(R, \lambda) \) into itself and defines a contraction with the \( \| \cdot \|_{L^\infty \mathfrak{X}} \)-norm.

We begin by deducing the following proposition, which is convenient to estimate the nonlinear part of the equation in (1.1).
Proposition 3.1. Let $b \in \mathbb{R}$, $u \in \mathfrak{X}_T(R, \lambda)$ and $1 \leq r \leq \infty$. For any multi-index $\alpha$ of order $|\alpha| \leq M + M_0 - N$, it follows that

$$
\| \langle x \rangle^b \partial^\alpha (|u|^p) \|_{L^\infty_T L^2_x} \lesssim R^p \| \langle x \rangle^b \|_{L^\infty_T L^2_x} + \sum_{k=1}^{|\alpha|} \lambda^{-(2k-p)} R^{2k-1} \left( R \| \langle x \rangle^{b-m\beta} \|_{L^\infty_T L^2_x} \right) + \sum_{|\frac{\alpha}{2}| < |\beta| \leq |\alpha|} \| \langle x \rangle^b \partial^{\alpha \beta} u \|_{L^\infty_T L^2_x}.
$$

(3.4)

Moreover,

$$
\| \langle x \rangle^b \partial^\alpha (|u|^{p-2} u) \|_{L^\infty_T L^2_x} \lesssim \sum_{k=0}^{|\alpha|} \lambda^{-2(k+1)-p} R^{2k} \left( R \| \langle x \rangle^{b-m(p-1)} \|_{L^\infty_T L^2_x} \right) + \sum_{|\frac{\alpha}{2}| < |\beta| \leq |\alpha|} \| \langle x \rangle^b \partial^{\alpha \beta} u \|_{L^\infty_T L^2_x}.
$$

(3.5)

Above, the convention for the empty summation (such as $\sum_{1 \leq k \leq 0}$) is defined as zero.

Proof. We first deal with (3.4). We prove the case $|\alpha| \geq 1$, since the case with $\alpha = 0$ follows directly from the definition of the space $\mathfrak{X}_T(R, \lambda)$. In virtue of the identity

$$
\partial^\alpha (|u|^p) = \sum_{k=1}^{|\alpha|} |u|^{p-2k} \left( \sum_{\sum_{|\beta| \geq 1} c_{\beta_1, \ldots, \beta_k} \partial^{\beta_1}(|u|^2) \cdots \partial^{\beta_k}(|u|^2) \right),
$$

(3.6)

and the fact $|u(x, t)|^{-1} \lesssim \lambda^{-1} \langle x \rangle^m$, it is seen that

$$
\| \langle x \rangle^b \partial^\alpha (|u|^p) \|_{L^\infty_T L^2_x} \lesssim \sum_{k=1}^{|\alpha|} \lambda^{-2(k+1)-p} \sum_{\sum_{|\beta| \geq 1} c_{\beta_1, \ldots, \beta_k} \partial^{\beta_1}(|u|^2) \cdots \partial^{\beta_k}(|u|^2)} \| \langle x \rangle^b \partial^{\beta_1} u \|_{L^\infty_T L^2_x} + \sum_{|\frac{\alpha}{2}| < |\beta| \leq |\alpha|} \| \langle x \rangle^b \partial^{\alpha \beta} u \|_{L^\infty_T L^2_x}.
$$

(3.7)

where we have defined

$$
A^1_k(\alpha) := \{ (\beta_1, \ldots, \beta_k) : \beta_1 + \cdots + \beta_k = \alpha, 1 \leq |\beta_j| \leq M - \left\lfloor \frac{N}{2} \right\rfloor - 1, j = 1, \ldots, k \},
$$

$$
A^2_k(\alpha) := \{ (\beta_1, \ldots, \beta_k) : \beta_1 + \cdots + \beta_k = \alpha, 1 \leq |\beta_j|, j = 1, \ldots, k \} \setminus A^1_k(\alpha).
$$

(3.8)

To estimate the sum over $A^1_k(\alpha)$ for a fixed $k = 1, \ldots, |\alpha|$, we use the identity

$$
\partial^{\beta}(|u|^2) = \sum_{\sum_{|\beta_j| = \beta_j} c_{\beta_j}} \partial^{\beta_j}(\langle x \rangle^{b \beta_j} u)(\langle x \rangle^{b \beta_j} u)
$$

and the fact that all the derivatives in the sum over $A^1_k(\alpha)$ are of the order at most $M - \left\lfloor \frac{N}{2} \right\rfloor - 1$ to get

$$
\sum_{(\beta_1, \ldots, \beta_k) \in A^1_k(\alpha)} \| \langle x \rangle^b \partial^{\alpha \beta} u \|_{L^\infty_T L^2_x} \lesssim \sum_{(\beta_1, \ldots, \beta_k) \in A^1_k(\alpha)} \sum_{\sum_{|\beta_j| = \beta_j} \sum_{1 \leq j \leq k} \| \langle x \rangle^b \partial^{\beta_1 \cdots \beta_k} u \|_{L^\infty_T L^2_x} \| \langle x \rangle^b \partial^{\beta_1 \cdots \beta_k} u \|_{L^\infty_T L^2_x} \| \langle x \rangle^b \partial^{\beta_1 \cdots \beta_k} u \|_{L^\infty_T L^2_x}.
$$

(3.9)

Now, by Sobolev embedding $H^{\left\lfloor \frac{N}{2} \right\rfloor + 1}(\mathbb{R}^N) \hookrightarrow L^\infty(\mathbb{R}^N)$, we obtain

$$
\sup_{|\beta| \leq M - \left\lfloor \frac{N}{2} \right\rfloor - 1} \| \langle x \rangle^m \partial^\beta u \|_{L^\infty_T L^2_x} \lesssim \sup_{|\beta| \leq \left\lfloor \frac{N}{2} \right\rfloor} \| \langle x \rangle^m \partial^\beta u \|_{L^\infty_T L^2_x} + \sum_{|\frac{\alpha}{2}| < |\beta| \leq M} \| \langle x \rangle^m \partial^\beta u \|_{L^\infty_T L^2_x} \lesssim R.
$$

(3.10)

Plugging (3.10) into (3.9) completes the estimate for the sum over $A^1_k(\alpha)$.

On the other hand, since $|\alpha| \leq M + M_0 - N$, the restrictions on $M$ and $M_0$ in (1.7) imply that for each $(\beta_1, \ldots, \beta_k) \in A^2_k(\alpha)$ there exists a unique $k' \in \{1, \ldots, k\}$ such that $|\beta_{k'}| > M - \left\lfloor \frac{N}{2} \right\rfloor - 1$, in other words, $|\beta_j| < M - \left\lfloor \frac{N}{2} \right\rfloor - 1$ for all $j \neq k'$. Therefore, by taking the $L^\infty_T L^2_x$-norm of the term with the derivative of
higher order, and computing the $L^\infty_T L^\infty_x$-norm with the weight $(x)^m$ of the remaining factors, we infer that the sum over $A^2_T(\alpha)$ is estimated as follows
\begin{align}
\sum_{(\beta_1, \ldots, \beta_k) \in A^2_T(\alpha)} \| (x)^{b+m(2k-p)} \partial^{\beta_1}(|u|^2) \cdots \partial^{\beta_k}(|u|^2) \|_{L^p_T L^q_x}
& \lesssim \left( \sup_{|\beta| \leq M-\left\lfloor \frac{N}{2} \right\rfloor -1} \| (x)^m \partial^{\beta} u \|_{L^p_T L^q_x} \right)^{2k-1} \\
& \lesssim R^{2k-1} \left( \sum_{|\beta| < |\alpha|} \| (x)^{b+m(1-p)} \partial^{\beta} u \|_{L^p_T L^q_x} \right).
\end{align}
(3.11)

Inserting (3.9)-(3.11) into (3.7), we complete the deduction of (3.4).

Now, we turn to (3.5). This estimate follows by a similar reasoning leading to (3.4). Indeed, for a given multi-index $\alpha$, we recall the identity
\begin{align}
\partial^\alpha (|u|^{p-2} u) &= \sum_{k=1}^{|\alpha|} \| (x)^{b+m(2k-1)} \partial^{\beta_0(\alpha)}(|u|^2) \cdots \partial^{\beta_k(\alpha)}(|u|^2) + |u|^{p-2} \partial^\alpha u.
\end{align}
(3.12)

Consequently, since $|u(x,t)|^{-1} \lesssim |x|^m$, we find
\begin{align}
\| (x)^{b+m(2k-1)} \partial^{\beta_0(\alpha)}(|u|^2) \cdots \partial^{\beta_k(\alpha)}(|u|^2) + |u|^{p-2} \partial^\alpha u &\|_{L^p_T L^q_x}
& \lesssim \sum_{k=1}^{\left\lfloor \frac{N}{2} \right\rfloor +1} \| (x)^{b+m(2k-1)-p} \partial^{\beta_0(\alpha)}(|u|^2) \cdots \partial^{\beta_k(\alpha)}(|u|^2) \|_{L^p_T L^q_x} \\
& \quad + \lambda^{-(2-p)} \| (x)^{b+m(2k-1)-p} \partial^{\alpha} u \|_{L^p_T L^q_x}
& = \left( \sum_{k=1}^{\left\lfloor \frac{N}{2} \right\rfloor +1} \left( \sum_{(\beta_0, \ldots, \beta_k) : |\beta_0| \leq M-1 - \frac{N}{2}, |\beta_j| \leq M-1 - \frac{N}{2}, j = 1, \ldots, k} \right) \right)
& \quad + \lambda^{-(2-p)} \| (x)^{b+m(2k-1)-p} \partial^{\alpha} u \|_{L^p_T L^q_x}
\end{align}
(3.13)

where we have set
\begin{align}
B^1_k(\alpha) := \{ (\beta_0, \ldots, \beta_k) : \beta_0 + \cdots + \beta_k = \alpha, |\beta_0| \leq M-1 - \frac{N}{2}, 1 \leq |\beta_j| \leq M-1 - \frac{N}{2}, j = 1, \ldots, k \},
B^2_k(\alpha) := \{ (\beta_0, \ldots, \beta_k) : \beta_0 + \cdots + \beta_k = \alpha, 1 \leq |\beta_j|, j = 1, \ldots, k \} \setminus B^1_k(\alpha),
\end{align}
(3.14)

for every $k = 1, \ldots, |\alpha|$. In virtue of (3.13) and (3.14), we can apply similar considerations as those used in (3.9) and (3.11) to obtain (3.5). To avoid repetitions, we omit these computations.

We divide our considerations according to each component defining the norm of the space $X_T(\mathfrak{F}_\ell, \lambda)$.

**Estimate in the space** $L^\infty([0,T]; W^{1,\frac{N}{2}}(\mathbb{R}^N; (x)^m \, dx))$. Let $\beta$ be a multi-index of order $|\beta| \leq \left\lfloor \frac{N}{2} \right\rfloor$. By applying Proposition 2.10 and the restrictions (1.7), we find
\begin{align}
\sup_{t \in [0,T]} \| (x)^m \partial^\alpha \Phi(u) \|_{L^\infty_T}
& \lesssim \left( T \right)^{\left\lfloor \frac{N}{2} \right\rfloor +1+m} \left( \sum_{|\alpha| \leq \left\lfloor \frac{N}{2} \right\rfloor} \| (x)^m \partial^\alpha u_0 \|_{L^\infty_T} \right)
& \quad + \left( \sum_{|\alpha| \leq \left\lfloor \frac{N}{2} \right\rfloor} \| (x)^m \partial^\alpha u_0 \|_{L^\infty_T} \right)
& \quad + \| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}
& \quad + \| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}
& \quad + \| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}
& \quad + \| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}
& \quad + \| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}
\end{align}
(3.15)

We further divide our analysis according to the previous norms involving the nonlinear term $N(u)$.

**Estimate for** $\| (x)^m \partial^\alpha N(u) \|_{L^\infty_T}$, $|\alpha| \leq \left\lfloor \frac{N}{2} \right\rfloor$. We set
\begin{align}
\frac{1}{q} - \frac{1}{2} = -\frac{\gamma}{N},
\end{align}
(3.16)
which is well-defined provided that $0 < \gamma < \frac{2}{q}$. Additionally, the condition (1.5) yields
\[
\frac{N}{4(p-1)} < m < \frac{N}{2(2-p)}.
\] (3.17)

Now, by Leibniz’s rule we write
\[
\| \langle x \rangle^m \partial^\alpha N(u) \|_{L^\infty_{T,x}} \lesssim \sum_{\alpha_1 + \alpha_2 = \alpha} \| \langle x \rangle^{m(2-p)} \big(|x|^{-(N-\gamma)} * \partial^{\alpha_1} |u|^p\big) \|_{L^\infty_{T,x}} \| \langle x \rangle^{m(p-1)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^\infty_{T,x}}.
\] (3.18)

Bearing in mind that $|\alpha_1| \leq \lfloor \frac{N}{q} \rfloor$, by applying Sobolev inequality $W^{1, q+1,q}(\mathbb{R}^N) \hookrightarrow L^\infty(\mathbb{R}^N)$ (with $q$ given by (3.16)) and Proposition 2.2 with the right-hand side of (3.17), we get
\[
\| \langle x \rangle^{m(2-p)} \big(|x|^{-(N-\gamma)} * \partial^{\alpha_1} |u|^p\big) \|_{L^\infty_{T,x}} \lesssim \sum_{|\beta| \leq 2\lfloor \frac{N}{q} \rfloor + 1} \| \langle x \rangle^{m(2-p)} \big(|x|^{-(N-\gamma)} * \partial^\beta (|u|^p)\big) \|_{L^\infty_{T,x}} \lesssim \sum_{|\beta| \leq 2\lfloor \frac{N}{q} \rfloor + 1} \| \langle x \rangle^{m(2-p)} \partial^\beta (|u|^p) \|_{L^\infty_{T,x}}.
\] (3.19)

To complete the estimate of the above inequality, we apply (3.4) with $b = m(2-p)$ in Proposition 3.1 to get
\[
\sum_{|\beta| \leq 2\lfloor \frac{N}{q} \rfloor + 1} \| \langle x \rangle^{m(2-p)} \partial^\beta (|u|^p) \|_{L^\infty_{T,x}} \lesssim \sum_{k=0}^{2\lfloor \frac{N}{q} \rfloor + 1} \lambda^{-(2k+p)} R^{2k},
\] (3.20)

where we have used that $3 - 2p < 1$ implies $\langle x \rangle^{m(3-2p)} \lesssim \langle x \rangle^m$. Likewise, since $|\alpha_2| \leq \lfloor \frac{N}{q} \rfloor$, (3.5) with $b = m(p-1)$ yields
\[
\| \langle x \rangle^{m(p-1)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^\infty_{T,x}} \lesssim \sum_{k=0}^{\lfloor \frac{N}{q} \rfloor} \lambda^{-(2(k+1)-p)} R^{2k+1}.
\] (3.21)

Collecting the previous estimates, we arrive at
\[
\| \langle x \rangle^m \partial^\alpha N(u) \|_{L^\infty_{T,x}} \lesssim \left( \sum_{k=0}^{2\lfloor \frac{N}{q} \rfloor + 1} \lambda^{-(2k+p)} R^{2k} \right) \left( \sum_{k=0}^{\lfloor \frac{N}{q} \rfloor} \lambda^{-(2(k+1)-p)} R^{2k+1} \right),
\] (3.22)

for each multi-index $\alpha$ with order $|\alpha| \leq \lfloor \frac{N}{q} \rfloor$.

**Estimate for** $\| \langle x \rangle^m \partial^\alpha N(u) \|_{L^\infty_{T,x}}$, $\lfloor \frac{N}{q} \rfloor < |\alpha| \leq M$. By the Leibniz’s rule
\[
\| \langle x \rangle^m \partial^\alpha N(u) \|_{L^\infty_{T,x}} \lesssim \sum_{\alpha_1 + \alpha_2 = \alpha} \| \langle x \rangle^{m(1-\kappa)} (|x|^{-(N-\gamma)} * |u|^p) \|_{L^\infty_{T,x}} \| \langle x \rangle^{m(1-\kappa)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^\infty_{T,x}}.
\] (3.23)

Let us divide our analysis according to the magnitude of the multi-index $\alpha_1$ in (3.23).

**Case** $|\alpha_1| < N$. We write
\[
\| \langle x \rangle^m \big(|x|^{-(N-\gamma)} * \partial^{\alpha_1} |u|^p\big) \|_{L^\infty_{T,x}} \lesssim \| \langle x \rangle^{m(1-\kappa)} \|_{L^\infty_{T,x}} \| \langle x \rangle^{m(1-\kappa)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^\infty_{T,x}}.
\]

where
\[
\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{2}.
\] (3.24)

We will choose $\kappa, r_1$ and $r_2$ according to the value of the weight $m$. But first, to apply Proposition 3.1, we write
\[
\frac{1}{r_1} = \frac{1}{r_2} = \frac{\gamma}{N}.
\] (3.25)

Now, if \[ \frac{2q + N}{4(p-1)} \cdot \frac{N}{q} \] \[ < m \leq \frac{N}{q} \], we consider \[ 1 < q_2 < \infty \] fixed, satisfying
\[
\frac{\gamma}{N} < \frac{1}{q_2} < \frac{4m(p-1) - N}{2N},
\] (3.26)
with this, (3.24) and (3.25), we define \( r_1 \) and \( r_2 \), and therefore, we consider \( \kappa \) such that
\[
2 - p + \frac{N}{mr_2} < \kappa < p - \frac{N}{mq_2}.
\] (3.27)

Assuming that \( \frac{N}{p} < m < \frac{N-2\gamma}{2(2-p)} \), we take \( q_2 \) according to
\[
0 < \frac{\gamma}{N} < \frac{1}{q_2} < \frac{N - 2m(2-p)}{2N}.
\] (3.28)

This condition determines \( r_1 \) and \( r_2 \), and thus, for this case, we consider
\[
2 - p + \frac{N}{mr_2} < \kappa < \frac{N}{m} - \frac{N}{mq_2}.
\] (3.29)

By (3.5) in Proposition 3.1, together with the conditions (3.27) and (3.29), we find
\[
\| \langle x \rangle^{m(1-\kappa)} \partial^{\alpha_2} (|x|^{p-2} u) \|_{L^{\infty}_2 L^2_2} \lesssim \sum_{|\alpha_2|} \lambda^{-2(2k+1)-p} R^{2k} \left( R \| \langle x \rangle \|_{L^2_2} \right) + \sum_{|\beta| < |\alpha_2|} \| \langle x \rangle^{m(3-p-\kappa)} \partial^\beta u \|_{L^{\infty}_2 L^2_2}
\] (3.30)

By applying Proposition 2.2 with our choice of \( q_2 \) and \( \kappa_2 \) determined by (3.26) and (3.28), we get
\[
\| \langle x \rangle^{mN} (|x|^{-(N-\gamma)} \ast \partial^{\alpha_1} (|u|^p)) \|_{L^{\infty}_2 L^2_2} \lesssim \| \langle x \rangle^{mN} \partial^{\alpha_1} (|u|^p) \|_{L^{\infty}_2 L^2_2}.
\] (3.31)

Now, for each multi-index \( |\alpha_1| \leq N \), Proposition 3.1 yields
\[
\| \langle x \rangle^{mN} \partial^{\alpha_1} (|u|^p) \|_{L^{\infty}_2 L^2_2} \lesssim R^p \| \langle x \rangle^{-m(p-\kappa)} \|_{L^2_2} + \sum_{k=1}^{M} \lambda^{-2(k-1)-p} R^{2k} \left( R + \sum_{|\alpha_2|} \| \langle x \rangle^{m} \partial^\beta u \|_{L^{\infty}_2 L^2_2} \right)
\] (3.32)

Gathering together (3.30) and (3.32), we arrive at
\[
\| \langle x \rangle^{mN} (|x|^{-(N-\gamma)} \ast \partial^{\alpha_1} (|u|^p)) \|_{L^{\infty}_2 L^2_2} \lesssim \left( R^p + \sum_{k=1}^{M} \lambda^{-2(k-1)-p} R^{2k} \right) \left( \sum_{k=0}^{M} \lambda^{-2(k+1)-p} R^{2k+1} \right),
\] (3.33)

whenever \( |\alpha_1| < N \).

Case \( N \leq |\alpha_1| \leq M \). We write
\[
\| \langle x \rangle^{mN} (|x|^{-(N-\gamma)} \ast |u|^p) \|_{L^{\infty}_2 L^2_2} \lesssim \| \langle x \rangle^{m(p-1)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^{\infty}_2 L^2_2}
\]
\[
\lesssim \left( R^p + \sum_{k=1}^{M} \lambda^{-2(k-1)-p} R^{2k} \right) \left( \sum_{k=0}^{M} \lambda^{-2(k+1)-p} R^{2k+1} \right),
\]

Since \( \frac{N}{2} + 1 \leq |\alpha_1| \), we have \( |\alpha_2| \leq M - \left| \frac{N}{2} \right| - 1 \), then by (3.5) and Sobolev embedding,
\[
\| \langle x \rangle^{m(p-1)} \partial^{\alpha_2} (|u|^{p-2} u) \|_{L^{\infty}_2} \leq \sum_{k=0}^{M} \lambda^{-2(k+1)-p} R^{2k} \left( R + \sum_{|\alpha_2|} \| \langle x \rangle^{m} \partial^\beta u \|_{L^{\infty}_2} \right)
\] (3.34)

whenever \( |\alpha_1| < N \).
Now, given that \( |\alpha| \geq N \), there exists a multi-index \( \alpha_{1,1} = (\alpha_{1,1}^{(1)}, \ldots, \alpha_{1,1}^{N}) \) such that \( \alpha_{1,1} \leq \alpha \) and \( |\alpha_{1,1}| = N \). Consequently, for some constant \( c_\gamma \neq 0 \), we write
\[
|\alpha|^{-(N-\gamma)} \partial^{\alpha_1} (|u|^p) = c_\gamma \partial^{\alpha_1} D^{-\gamma} (|u|^p) = c_\gamma \partial^{\alpha_1} D^{-\gamma} \partial^{\alpha_1 - \alpha_{1,1}} (|u|^p)
\]
\[
= (-1)^{\alpha_{1,1}} c_\gamma R_{\alpha_{1,1}}^{(1)} \ldots R_N^{(N)} D^{-\gamma} \partial^{\alpha_1 - \alpha_{1,1}} (|u|^p),
\]
where \( R_j = -\partial_{x_j} D^{-1} \) denotes the Riesz transform in the \( j \)-variable for any dimension \( N \geq 2 \), and in the one-dimensional setting, we will use the same notation to refer to the Hilbert transform operator. In view of the fact that \( 0 < m < \frac{N}{2(p-1)} \), we have \( \langle x \rangle^{2m(p-2)} \) is in the \( A_2 \) class, and thus, the map \( \mathcal{R}_j : L^2(\mathbb{R}^N; \langle x \rangle^{2m(p-2)} \, dx) \to L^2(\mathbb{R}^N; \langle x \rangle^{2m(p-2)} \, dx) \) is bounded for each \( j = 1, \ldots, N \). By applying the previous decomposition (3.35), we deduce
\[
\| \langle x \rangle^{m(p-2)} \partial^{\alpha_1} (|x|^{-(N-\gamma)} \partial^{\alpha_1} D^{-\gamma} (|u|^p)) \|_{L^\infty L^2} \lesssim \| \langle x \rangle^{m(p-2)} R_{\alpha_{1,1}}^{(1)} \ldots R_N^{(N)} D^{-\gamma} \partial^{\alpha_1 - \alpha_{1,1}} (|u|^p) \|_{L^\infty L^2}
\]
\[
\lesssim \sup_{|\beta| \leq M-N} \| \langle x \rangle^{m(p-2)} D^{-\gamma} \partial^{\beta} (|u|^p) \|_{L^\infty L^2},
\]
(3.36)
Considering that \( 0 < m(p-2) < N/2 \) and \( 0 < \gamma < N/2 \), it follows that \( N - \gamma - m(p-2) > 0 \). Then setting \( b = m(p-2) \) and \( s = N - \gamma \) in Lemma 2.6, we deduce
\[
\| \langle x \rangle^{m(p-2)} D^{-\gamma} \partial^{\beta} (|u|^p) \|_{L^\infty L^2} \lesssim \| \langle x \rangle^{m(p-2)} (\partial^{\beta} (|u|^p)) \|_{L^\infty L^2} + \| \langle x \rangle^{m(p-2)} J^{N-\gamma-m(p-2)} \partial^{\beta} (|u|^p) \|_{L^\infty L^2},
\]
for each \( |\beta| \leq M-N \). Let us estimate each factor on the right-hand side of the above inequality. Indeed, by arguing as in (3.20), applying Proposition 3.1, we deduce
\[
\sup_{|\beta| \leq M-N} \| \langle x \rangle^{m(p-2)} \partial^{\beta} (|u|^p) \|_{L^\infty L^2} \lesssim R^p + \sum_{k=1}^{M-N} \lambda^{-(2k-p)} R^{2k},
\]
(3.38)
Likewise, given that \( |\beta| \leq M-N \), we have \( N - \gamma - m(p-2) + |\beta| \leq M \), and hence,
\[
\sup_{|\beta| \leq M-N} \| \langle x \rangle^{m(p-2)} \partial^{\beta} (|u|^p) \|_{L^\infty L^2} \lesssim \sup_{|\beta| \leq M} \| \langle x \rangle^{m(p-2)} \partial^{\beta} (|u|^p) \|_{L^\infty L^2}
\]
\[
\lesssim R^p + \sum_{k=1}^{M} \lambda^{-(2k-p)} R^{2k},
\]
(3.39)
We are left with controlling the last term on the right-hand side of (3.37). Recalling the integer number \( M_0 \) satisfying (1.6), there exists \( 0 < \epsilon < \frac{4m(p-1)}{2m} \) such that
\[
\frac{(N-\gamma)(2mp-N)}{4m(p-1)-N} < \frac{(N-\gamma)(2p-\epsilon)}{\epsilon} \leq M_0.
\]
(3.40)
Consequently, we apply the interpolation inequality in Proposition 2.4 to get
\[
\| \langle x \rangle^{m(p-2)} J^{N-\gamma} \partial^{\beta} (|u|^p) \|_{L^\infty L^2} \lesssim \| \langle x \rangle^{M_0} \partial^{\beta} (|u|^p) \|_{L^{2-p} L^2} \| \langle x \rangle^{m(p-2)+mc} \partial^{\beta} (|u|^p) \|_{L^{2-p} L^2}
\]
\[
\lesssim \| \langle x \rangle^{M+M_0-N} (|u|^p) \|_{L^\infty L^2} + \| \langle x \rangle^{m(p-2)+mc} \partial^{\beta} (|u|^p) \|_{L^\infty L^2},
\]
where we have \( |\beta| \leq M-N \). To estimate the second term on the right-hand side of (3.41), we use the embedding
\[
H^N(\mathbb{R}^N) \hookrightarrow L^\infty(\mathbb{R}^N)
\]
to get
\[
\sup_{\frac{2-p}{\epsilon} < |\beta| \leq |\beta|} \| \langle x \rangle^m \partial^{\beta} u \|_{L^\infty L^2} \lesssim \sum_{\frac{2-p}{\epsilon} < |\beta| \leq M} \| \langle x \rangle^m \partial^{\beta} u \|_{L^\infty L^2},
\]
so that Proposition 3.1 and our choice of \( \epsilon > 0 \) yield
\[
\| \langle x \rangle^{m(p-2)+mc} \partial^{\beta} (|u|^p) \|_{L^\infty L^2}
\]
\[
\lesssim \| \langle x \rangle^{-2m(p-1)+mc} \|_{L^2} \left( R^p + \sum_{k=1}^{M-N} \lambda^{-(2k-p)} R^{2k-1} \left( R + \sum_{|\frac{2-p}{\epsilon} < |\beta| \leq |\beta|} \| \langle x \rangle^m \partial^{\beta} u \|_{L^\infty L^2} \right) \right)
\]
\[
\lesssim \left( R^p + \sum_{k=1}^{M-N} \lambda^{-(2k-p)} R^{2k} \right).
\]
On the other hand, we use Proposition 3.1 with $a = 0$, and the fact that $1 - p < 0$ to deduce
\[
\| J^{M+M_0-N} (|u|^p) \|_{L^\infty_T L^2_x} \lesssim \sum_{|\beta| \leq M+M_0-N} \| \mathcal{D}^\beta (|u|^p) \|_{L^\infty_T L^2_x}
\]
\[
\lesssim \left( R^p + \sum_{k=1}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k-1} \right) \| \langle x \rangle^{-m(p)} \|_{L^\infty_T L^2_x}
\]
\[
+ \sum_{k=1}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k-1} \sum_{|\beta| < |\alpha| \leq M+M_0-N} \| \langle x \rangle^m \partial^\beta u \|_{L^\infty_T L^2_x}
\]
\[
\lesssim \left( R^p + \sum_{k=1}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{|\beta| < |\alpha| \leq M+M_0-N} \lambda^{-(2k+1-p)} R^{2k+1} \right).
\] (3.42)

Summarizing, for any $N \leq |\alpha_1| \leq M$, we have
\[
\| \langle x \rangle^m \partial^\alpha \left( |x|^{-(N-\gamma)} \ast |u|^p \right) \|_{L^\infty_T L^2_x} \lesssim \left( R^p + \sum_{k=0}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{|\beta| < |\alpha| \leq M+M_0-N} \lambda^{-(2k+1-p)} R^{2k+1} \right).
\] (3.43)

**Estimate for** $\| J^{M+M_0-N} (u) \|_{L^\infty_T L^2_x}$. Once again, we write
\[
\| \partial^\alpha (|x|^{-(N-\gamma)} \ast |u|^p) \partial^\beta \left( |u|^p - u \right) \|_{L^\infty_T L^2_x} \lesssim \left( R^p + \sum_{k=1}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{|\beta| < |\alpha| \leq M+M_0-N} \lambda^{-(2k+1-p)} R^{2k+1} \right).
\] (3.44)

If $|\alpha_1| < N$, we estimate as follows
\[
\| \mathcal{D}^\alpha \left( |x|^{-(N-\gamma)} \ast |u|^p \right) \mathcal{D}^\beta (|u|^p - u) \|_{L^\infty_T L^2_x} \lesssim \| \langle x \rangle^m \partial^\alpha \left( |x|^{-(N-\gamma)} \ast |u|^p \right) \|_{L^\infty_T L^2_x} \| \langle x \rangle^{-m(2-p)} \partial^\beta \left( |u|^p - u \right) \|_{L^\infty_T L^2_x}.
\]

Following the same line of arguments in (3.19) and (3.20), one can deduce
\[
\| \langle x \rangle^m \partial^\alpha \left( |x|^{-(N-\gamma)} \ast |u|^p \right) \|_{L^\infty_T L^2_x} \lesssim \left( R^p + \sum_{k=1}^{N+\left\lceil \frac{N}{2} \right\rceil + 1} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{|\beta| < |\alpha| \leq M+M_0-N} \lambda^{-(2k+1-p)} R^{2k+1} \right).
\]

On the other hand, by Proposition 3.1, we find
\[
\| \langle x \rangle^{-m(2-p)} \partial^\alpha \left( |u|^{p-2} u \right) \|_{L^\infty_T L^2_x} \lesssim \left( R^p + \sum_{k=0}^{M+M_0-N} \lambda^{-(2k+1-p)} R^{2k} \left( \sum_{|\beta| < |\alpha| \leq M+M_0-N} \| \mathcal{D}^\beta u \|_{L^\infty_T L^2_x} \right) \right)
\] (3.46)

This completes the estimate for (3.45) whenever $|\alpha_1| \leq N$.

Assuming now that $N \leq |\alpha_1| \leq M$, in virtue of (3.43) and (3.46), we get
\[
\| \partial^\alpha \left( |x|^{-(N-\gamma)} \ast |u|^p \right) \partial^\beta \left( |u|^{p-2} u \right) \|_{L^\infty_T L^2_x} \lesssim \left( R^p + \sum_{k=1}^{M+M_0-N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{k=0}^{M+M_0-N} \lambda^{-(2k+1-p)} R^{2k+1} \right).
\]
Finally, if $M < |\alpha_1| \leq M + M_0 - N$, we have $|\alpha_2| \leq M_0 - N \leq M - \lfloor \frac{N}{2} \rfloor - 1$. Thus, we can apply (3.34) to obtain
\[
\|\partial^{\alpha_1} (|x|^{-(N-\gamma)} * |u|^p) \|_{L^p_x L^2_t} \lesssim \|\partial^{\alpha_1} (|x|^{-(N-\gamma)} * |u|^p) \|_{L^p_x L^2_t} \|\partial^{\alpha_2} (|u|^{p-2} u) \|_{L^p_x L^2_t} \lesssim \left( \sum_{k=0}^{M} \lambda^{-(2(k+1)-p)} R^{2k+1} \right).
\]

To complete the estimate of the above inequality, we write $\alpha_1 = (\alpha_{1,1}, \ldots, \alpha_{1,N})$, so that there exists a constant $c_\gamma \neq 0$ such that
\[
\partial^{\alpha_1} (|x|^{-(N-\gamma)} * |u|^p) = c_\gamma R^{\alpha_{1,1}} \ldots R_N^{\alpha_{1,N}} D^{\alpha_{1,N}} (|u|^p),
\]
and thus, by the boundedness of the Hilbert and Riesz transforms and (3.42), we obtain
\[
\|\partial^{\alpha_1} (|x|^{-(N-\gamma)} * |u|^p) \|_{L^p_x L^2_t} \lesssim \|D^{\alpha_{1,N}} (|u|^p)\|_{L^p_x L^2_t} \lesssim \sum_{|\beta| \leq M + M_0 - N} \|\partial^{\beta} (|u|^p)\|_{L^p_x L^2_t} \lesssim R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k}.
\]
Consequently, the above estimates show that
\[
\|J^{M + M_0 - N} N(u)\|_{L^p_x L^2_t} \lesssim \left( R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{k=0}^{M + M_0 - N} \lambda^{-(2(k+1)-p)} R^{2k+1} \right). \tag{3.47}
\]

Finally, plugging (3.22), (3.44) and (3.47) into (3.15), we find
\[
sup_{t \in [0,T]} \| \langle x \rangle^m \Phi(u) \|_{L^\infty_x L^2_t} \lesssim (T) | \frac{N}{2} | + 1 + m \left( \sum_{|\alpha| \leq |\frac{N}{2}|} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x L^2_t} + \sum_{|\frac{N}{2}| < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_t} + \| J^{M + M_0 - N} u_0 \|_{L^2_t} \right)
+ |T| (T) | \frac{N}{2} | + 1 + m \left( R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{k=0}^{M + M_0 - N} \lambda^{-(2(k+1)-p)} R^{2k+1} \right). \tag{3.48}
\]

**Estimate for $\partial^\alpha u \in L^\infty([0, T]; L^2(\mathbb{R}^N; \langle x \rangle^{2m} dx))$, $|\frac{N}{2}| < |\alpha| \leq M$.** Let $\alpha$ be a multi-index of order $|\alpha| \leq M$. By Lemma 2.9, the restrictions (1.6), (1.7), (3.44) and (3.47), we deduce
\[
sup_{t \in [0,T]} \| \langle x \rangle^m \partial^\alpha \Phi(u) \|_{L^2_t} \lesssim (T) m \left( \| J^{M + M_0 - N} u_0 \|_{L^2_t} + \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_t} \right)
+ |T| (T) m \left( \| J^{M + M_0 - N} N(u) \|_{L^p_x L^2_t} + \| \langle x \rangle^m \partial^\alpha N(u) \|_{L^p_x L^2_t} \right)
\lesssim (T) m \left( \| J^{M + M_0 - N} u_0 \|_{L^2_t} + \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_t} \right)
+ |T| (T) m \left( R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{k=0}^{M + M_0 - N} \lambda^{-(2(k+1)-p)} R^{2k+1} \right). \tag{3.49}
\]

**Estimate in the space $L^\infty([0, T]; H^{M + M_0 - N} (\mathbb{R}^N))$.** We consider a multi-index $\alpha$ with $|\alpha| \leq M + M_0 - N$. By (3.47), we deduce
\[
sup_{t \in [0,T]} \| \partial^\alpha \Phi(u) \|_{L^2_t} \lesssim \| u_0 \|_{H^{M + M_0 - N}} + |T| \| \partial^\alpha N(u) \|_{L^\infty_x L^2_t}
\lesssim \| u_0 \|_{H^{M + M_0 - N}} + |T| \left( R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k} \right) \left( \sum_{k=0}^{M + M_0 - N} \lambda^{-(2(k+1)-p)} R^{2k+1} \right). \tag{3.50}
\]
This completes the study of the $\| \cdot \|_x$-norm of $\Phi$.

Let us now deduce some consequences of the previous results. But first, for $\lambda, R > 0$, we define
\[
G_1(\lambda, R) = R^p + \sum_{k=1}^{M + M_0 - N} \lambda^{-(2k-p)} R^{2k} \quad \text{and} \quad G_2(\lambda, R) = \sum_{k=0}^{M + M_0 - N} \lambda^{-(2(k+1)-p)} R^{2k+1}. \tag{3.51}
\]
Thus, recalling the definition of the $\mathfrak{X}$-norm (1.9), and gathering (3.48), (3.49) and (3.50), there exists a constant $c > 0$ such that

$$\|\Phi(u)\|_{\mathfrak{X}} \leq c(T) \frac{2}{\mathfrak{X}} \left( \sum_{|\alpha| \leq 2} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x} + \sum_{|\mathfrak{X}| < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_x}\right) + \| J^{M+M_0-N} u_0 \|_{L^2_x}$$

$$+ c|T| \langle T \rangle^{1+1+m} \mathcal{G}_1(\lambda, R) \mathcal{G}_2(\lambda, R).$$

Fixing

$$R = 2c \left( \sum_{|\alpha| \leq 2} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x} + \sum_{|\mathfrak{X}| < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_x} + \| J^{M+M_0-N} u_0 \|_{L^2_x}\right)$$

and taking $T > 0$ such that

$$\frac{1}{2} \langle T \rangle^{1+1+m} + c|T| \langle T \rangle^{1+1+m} R^{-1} \mathcal{G}_1(\lambda, R) \mathcal{G}_2(\lambda, R) \leq 1,$$

we get $\|\Phi(u)\|_{L^\infty_x} \leq R$. To prove that $\Phi$ is well-defined in $\mathfrak{X}_T(R, \lambda)$, it only remains to establish the condition $\inf_{(x,t) \in \mathbb{R} \times [0,T]} |\langle x \rangle^m \Phi(x,t)| \geq \frac{2}{\mathfrak{X}}$. By the arguments around (2.20) in the proof of Proposition 2.10, we have that

$$e^{it\Delta} u_0 - u_0 = \sum_{j=1}^k \frac{(it)^j}{j!} \Delta^j u_0 + \frac{t^{k+1}}{k!} \int_0^t (t-t')^k \Delta^{k+1}(e^{it'\Delta} u_0) dt',$$

where $k = \left\lfloor \frac{\mathfrak{X}}{2} \right\rfloor$, and therefore,

$$\| \langle x \rangle^m \left( e^{it\Delta} u_0 - u_0 \right) \|_{L^\infty_x} \lesssim |t| \langle t \rangle^{1+1+m} \left( \sum_{|\alpha| \leq 2} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x} + \sum_{\mathfrak{X} < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_x} + \| J^{M+M_0-N} u_0 \|_{L^2_x}\right).$$

Addingly, we apply Proposition 2.10 (see, for instance, (3.15)) together with (3.22), (3.44) and (3.47) to obtain

$$\| \langle x \rangle^m \int_0^t e^{i(t-t')\Delta} N(u) dt' \|_{L^\infty_x} \lesssim |T| \langle T \rangle^{1+1+m} \mathcal{G}_1(\lambda, R) \mathcal{G}_2(\lambda, R).$$

By (3.53) and (3.54) there exists a constant $c_1 = c_1(\mu) > 0$ such that

$$|\langle x \rangle^m \Phi(u)(x,t)| \geq |\langle x \rangle^m e^{it\Delta} u_0(x)| - |\mu| \| \langle x \rangle^m \int_0^t e^{i(t-t')\Delta} N(u) dt' \|_{L^\infty_x}$$

$$\geq |\langle x \rangle^m u_0(x)| - \| \langle x \rangle^m (e^{it\Delta} u_0 - u_0) \|_{L^\infty_x} - |\mu| \| \langle x \rangle^m \int_0^t e^{i(t-t')\Delta} N(u) dt' \|_{L^\infty_x}$$

$$\geq \lambda - c_1 |T| \langle T \rangle^{1+1+m} \left( \sum_{|\alpha| \leq 2} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x} + \sum_{\mathfrak{X} < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_x} + \| J^{M+M_0-N} u_0 \|_{L^2_x}\right)$$

$$- c_1 |T| \langle T \rangle^{1+1+m} \mathcal{G}_1(\lambda, R) \mathcal{G}_2(\lambda, R),$$

where $\mathcal{G}_1$ and $\mathcal{G}_2$ are defined in (3.51). If we take $T > 0$ small such that (3.52) holds true and

$$c_1 |T| \langle T \rangle^{1+1+m} \left( \sum_{|\alpha| \leq 2} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^\infty_x} + \sum_{\mathfrak{X} < |\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha u_0 \|_{L^2_x} + \| J^{M+M_0-N} u_0 \|_{L^2_x} + \mathcal{G}_1(\lambda, R) \mathcal{G}_2(\lambda, R)\right) \leq \frac{\lambda}{2},$$

Then the inequality (3.55) yields

$$\inf_{(x,t) \in \mathbb{R} \times [0,T]} |\langle x \rangle^m \Phi(u)(x,t)| \geq \frac{\lambda}{2}.$$

We conclude that $\Phi$ maps $\mathfrak{X}_T(R, \lambda)$ into itself.

Next, we show that for some small $T > 0$, $\Phi$ defines a contraction on $\mathfrak{X}_T(R, \lambda)$. But first, to compute the difference $N(u) - N(v)$ in the space $\mathfrak{X}_T(R, \lambda)$, we require the following result.
Proposition 3.2. Let \( b \in \mathbb{R}, 1 \leq r \leq \infty, \) and \( u,v \in X_T(R,\lambda). \) Let \( \alpha \) be a multi-index of order \( |\alpha| \leq M+M_0-N, \) then we have
\[
\| (x)^b \partial^\alpha (|u|^p - |v|^p) \|_{L^\infty L^r_x} \leq \left( R^{p\lambda - 1} + \lambda^{-(2k-p)} R^{4k-p} \right) \| (x)^{b-m:p} \|_{L^r_x}^\lambda \| u-v \|_{L^\infty L^r_x} + \sum_{|\alpha|\leq \alpha} \| (x)^{b+m(1-p)} \partial^\beta u \|_{L^\infty L^r_x} \| u-v \|_{L^\infty L^r_x} \\
+ \sum_{k=1}^{\infty} \lambda^{-2(2k-p)} R^{4k-p} \left( R^{p\lambda - 1} \| u-v \|_{L^\infty L^r_x} \| (x)^{b-m:p} \|_{L^r_x} + \sum_{|\alpha|\leq \alpha} \| (x)^{b+m(1-p)} \partial^\beta (u-v) \|_{L^\infty L^r_x} \right) \\
+ R^{2k-2} \| u-v \|_{L^\infty L^r_x} \sum_{|\alpha|\leq \alpha} \| (x)^{b+m(1-p)} \partial^\beta u \|_{L^\infty L^r_x} + \| (x)^{b+m(1-p)} \partial^\beta v \|_{L^\infty L^r_x} \right). 
\]
(3.57)

Additionally,
\[
\| (x)^b \partial^\alpha (|u|^{p-2} - |v|^{p-2}) \|_{L^\infty L^r_x} \leq \lambda^{-(6-2p)} R^{4p} \| (x)^{b-m(p-1)} \|_{L^r_x}^\lambda \| u-v \|_{L^\infty L^r_x} + \sum_{k=1}^{\infty} \lambda^{-2(2k+1-p)} R^{4k+p+1} \left( R^{p\lambda - 1} \| (x)^{b-m(p-1)} \|_{L^r_x} \right) \\
+ \sum_{k=1}^{\infty} \lambda^{-2(2k+1-p)} \left( R^{2k} \| u-v \|_{L^\infty L^r_x} \| (x)^{b-m(p-1)} \|_{L^r_x} + \sum_{|\alpha|\leq \alpha} \| (x)^{b+m(2-p)} \partial^\beta (u-v) \|_{L^\infty L^r_x} \right) \\
+ R^{2k-1} \| u-v \|_{L^\infty L^r_x} \sum_{|\alpha|\leq \alpha} \| (x)^{b+m(2-p)} \partial^\beta u \|_{L^\infty L^r_x} + \| (x)^{b+m(2-p)} \partial^\beta v \|_{L^\infty L^r_x} \right). 
\]
(3.58)

Proof. Let us first consider \( |\alpha| = 0. \) Using the identity
\[
\| u|^p - |v|^p \| \leq \max (|u|^{p-1}, |v|^{p-1}) |u-v|, 
\]
we have
\[
\| (x)^b (|u|^p - |v|^p) \|_{L^\infty L^r_x} \leq \left( \| (x)^m u \|_{L^r_x}^{p-1} + \| (x)^m v \|_{L^r_x}^{p-1} \right) \| (x)^d-m(p-1) (u-v) \|_{L^\infty L^r_x}. 
\]

Now we deal with (3.57) for any multi-index \( \alpha \) of order \( |\alpha| \geq 1. \) By identity (3.6),
\[
\partial^\alpha (|u|^p - |v|^p) = \sum_{|\alpha|\leq \alpha} \sum_{\beta_1,\ldots,\beta_k} c_{\beta_1,\ldots,\beta_k} \partial^{\beta_1} |u|^2 \ldots \partial^{\beta_k} |u|^2 \\
+ \sum_{k=1}^{\infty} \sum_{\beta_1,\ldots,\beta_k} \partial^{\beta_1} \ldots \partial^{\beta_k} |u|^2 \\
= :C_1 + C_2. 
\]

To bound the term \( C_1, \) since \( |u(x,t)|^{-1}, |v(x,t)|^{-1} \leq \lambda^{-1} (x)^m, \) it follows that
\[
\| |u|^p - |v|^p \|^{2k} = \| |u|^{p-4} |u|^2 - |v|^{p-4} |v|^2 \| \\
\leq \| |u|^{p-4} (|u|^2 - |v|^2) \| + \| |v|^{p-4} |v|^2 \| \\
\leq \lambda^{-(4-p)} (x)^{(m+4-p)} (|u| + |v|) (|u-v|) + \| |w|^p |w|^{2-p} |v|^{4-p} \| \\
\leq \lambda^{-(4-p)} (x)^{(m+4-p)} (|u| + |v|) (|u-v|) + \lambda^{-2(2k-p)} (x)^{2m(2k-p)} \max \{ |u|^{3-p}, |v|^{3-p} \} |u-v|. 
\]
(3.61)

Similarly, for \( k \geq 2, \) we deduce
\[
\| |u|^{2k-2} - |v|^{2k-2} \| = \frac{\| |v|^{2k-2} - |u|^{2k-2} \|}{|u|^{2k-2} - |v|^{2k-2}} \\
\leq \lambda^{-2(2k-p)} (x)^{2m(2k-p)} \max \{ |u|^{2k-p-1}, |v|^{2k-p-1} \} |u-v|. 
\]
(3.62)
Hence, by \((3.61)\) and \((3.62)\), we have

\[
\begin{align*}
\| \langle x \rangle^k C_1 \|_{L^\infty_x L^r_x} & \lesssim \lambda^{-(4-p)} \left( \| \langle x \rangle^m u \|_{L^\infty_x} + \| \langle x \rangle^m v \|_{L^\infty_x} \right) \left( \sup_{|\gamma| \leq 1} \| \langle x \rangle^m \partial^\gamma u \|_{L^\infty_x} \right)^2 \\
& \quad \times \| \langle x \rangle^m (u - v) \|_{L^\infty_x} \| \langle x \rangle^b \|_{L^r_x} \| \langle x \rangle^{b-mp} \|_{L^r_x} \\
& \quad + \lambda^{-(6-2p)} \left( \| \langle x \rangle^m u \|_{L^\infty_x}^{3-p} + \| \langle x \rangle^m v \|_{L^\infty_x}^{3-p} \right) \left( \sup_{|\gamma| \leq 1} \| \langle x \rangle^m \partial^\gamma u \|_{L^\infty_x} \right)^2 \\
& \quad \times \| \langle x \rangle^m (u - v) \|_{L^\infty_x} \| \langle x \rangle^b \|_{L^r_x} \| \langle x \rangle^{b-mp} \|_{L^r_x} \\
& \quad + \sum_{k=2}^{[\alpha]} \lambda^{-2(2k-p)} \left( \| \langle x \rangle^m u \|_{L^\infty_x}^{2k-p-1} + \| \langle x \rangle^m v \|_{L^\infty_x}^{2k-p-1} \right) \| \langle x \rangle^m (u - v) \|_{L^\infty_x} \\
& \quad \times \sum_{\beta_1 + \cdots + \beta_k = \alpha} \| \langle x \rangle^{b+m(2k-p)} \partial^{\beta_1} (|u|^2) \cdots \partial^{\beta_k} (|u|^2) \|_{L^\infty_x L^r_x} \\
& =: C_{1,1} + C_{1,2} + C_{1,3}.
\end{align*}
\]

Hence, to finish the estimate of \(C_1\), it only remains to control \(C_{1,3}\). Applying the same partition as in \((3.8)\) and the arguments in \((3.9)-(3.11)\), we deduce

\[
C_{1,3} \lesssim \sum_{k=1}^{[\alpha]} \lambda^{-2(2k-p)} \left( \| \langle x \rangle^m u \|_{L^\infty_x}^{2k-p-1} + \| \langle x \rangle^m v \|_{L^\infty_x}^{2k-p-1} \right) \| \langle x \rangle^m (u - v) \|_{L^\infty_x} \\
\times R^{2k-1} \left( R \| \langle x \rangle^{b-mp} \|_{L^r_x} + \sum_{|m| + |\beta| + 2 \leq |\alpha|} \| \langle x \rangle^{b+m(1-p)} \partial^\beta u \|_{L^\infty_x L^r_x} \right).
\]

Next, we deal with \(C_2\). We write

\[
(\partial^\beta (|u|^2) - \partial^\beta (|v|^2)) = \sum_{\beta_1 + \beta_2 = \beta} c_{\beta_1, \beta_2} (\partial^{\beta_1} u - \partial^{\beta_1} v) \partial^{\beta_2} u + \partial^{\beta_1} v (\partial^{\beta_2} u - \partial^{\beta_2} v),
\]

for any multi-index \(|\beta| \geq 1\). Then, by using the above identity and dividing the corresponding sum as in \((3.8)\), we obtain

\[
\begin{align*}
\| \langle x \rangle^k C_2 \|_{L^\infty_x L^r_x} & \lesssim \sum_{k=1}^{[\alpha]} \sum_{l=1}^{k} \sum_{\beta_1 + \cdots + \beta_k = \alpha} \lambda^{-2(2k-p)} \| \langle x \rangle^{b+m(2k-p)} \partial^{\beta_1} (|v|^2) \cdots \partial^{\beta_{k-1}} (|v|^2) \\
& \quad \times (\partial^\beta (|u|^2) - \partial^\beta (|v|^2)) \partial^{\beta_k} (|u|^2) \cdots \partial^{\beta_k} (|v|^2) \|_{L^\infty_x L^r_x} \\
& \lesssim \sum_{k=1}^{[\alpha]} \lambda^{-2(2k-p)} \left( R^{2k-1} \left( \sum_{|\beta| \leq |\alpha|} \| \langle x \rangle^m \partial^\beta (u - v) \|_{L^\infty_x L^r_x} \| \langle x \rangle^{b-mp} \|_{L^r_x} \right) \\
& \quad + \sum_{|\beta| \leq |\alpha|} \| \langle x \rangle^{b+m(1-p)} \partial^\beta (u - v) \|_{L^\infty_x L^r_x} \right) \\
& \quad + R^{2k-2} \| u - v \|_{L^\infty_x L^r_x} \left( \sum_{|\beta| \leq |\alpha|} \| \langle x \rangle^{b+m(1-p)} \partial^\beta u \|_{L^\infty_x L^r_x} + \| \langle x \rangle^{b+m(1-p)} \partial^\beta v \|_{L^\infty_x L^r_x} \right).
\end{align*}
\]

Hence, the proof of \((3.57)\) is complete.
Next, we turn to (3.58). By identity (3.12), we get
\[
\partial^a (|u|^{p-2} u - |v|^{p-2} v) \\
= \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \left( |u|^{p-2(k+1)} - |v|^{p-2(k+1)} \right) \sum_{\beta_0 + \beta_1 + \ldots + \beta_k = \alpha, |eta_j| \geq 1, 1 \leq j \leq k} c_{\beta_0, \ldots, \beta_k} \partial^{\beta_0} u \partial^{\beta_1} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \\
+ \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \left( |u|^{p-2(k+1)} - |v|^{p-2(k+1)} \right) \sum_{\beta_0 + \beta_1 + \ldots + \beta_k = \alpha, |eta_j| \geq 1, 1 \leq j \leq k} \left( c_{\beta_0, \ldots, \beta_k} (\partial^{\beta_0} u - \partial^{\beta_0} v) \partial^{\beta_1} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \right) \\
+ \sum_{l=1}^{k} c_{\beta_0, \ldots, \beta_k} \partial^{\beta_0} v \partial^{\beta_1} (|v|^2) \ldots \partial^{\beta_{l-1}} (|v|^2) \\
\times \left( \partial^{\beta_l} (|u|^2) - \partial^{\beta_l} (|v|^2) \right) \partial^{\beta_{l+1}} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \\
= : \tilde{C}_1 + \tilde{C}_2 + \tilde{C}_3.
\]

We proceed to analyze each term $\tilde{C}_j$, $1 \leq j \leq 3$. Applying (3.62), and using a similar partition to (3.14), we get
\[
\| (x)^{b} \tilde{C}_1 \|_{L^2_{\mathbb{R}^d}} \lesssim \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \lambda^{-2(2(k+1)-p)} \left( \| \langle x \rangle^m u \|_{L^2_{\mathbb{R}^d}} \|^{2k-p+1} + \| \langle x \rangle^m v \|_{L^2_{\mathbb{R}^d}} \|^{2k-p+1} \right) \| \langle x \rangle^m (u - v) \|_{L^2_{\mathbb{R}^d}} \\
\times \sum_{\beta_0 + \beta_1 + \ldots + \beta_k = \alpha, |eta_j| \geq 1, 1 \leq j \leq k} \| \langle x \rangle^b \partial^{\beta_0} u \partial^{\beta_1} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \|_{L^2_{\mathbb{R}^d}} \\
\leq \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \lambda^{-2(2(k+1)-p)} \left( \| \langle x \rangle^m u \|_{L^2_{\mathbb{R}^d}} \|^{2k-p+1} + \| \langle x \rangle^m v \|_{L^2_{\mathbb{R}^d}} \|^{2k-p+1} \right) \| \langle x \rangle^m (u - v) \|_{L^2_{\mathbb{R}^d}} \\
\times R^{2k} \left( R^{2k} \| \langle x \rangle^b \partial^{b(2k+1)-p} \|_{L^2_{\mathbb{R}^d}} + \sum_{|\beta| < |\alpha|} \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta} u \|_{L^2_{\mathbb{R}^d}} \right).
\]

In a similar manner, we deduce
\[
\| (x)^{b} \tilde{C}_2 \|_{L^2_{\mathbb{R}^d}} \lesssim \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \lambda^{-2(2(k+1)-p)} \left( \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta_0} u - \partial^{\beta_0} v \partial^{\beta_1} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \right) \|_{L^2_{\mathbb{R}^d}} \\
+ \sum_{l=1}^{k} \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta_0} v \partial^{\beta_1} (|v|^2) \ldots \partial^{\beta_{l-1}} (|v|^2) \\
\times \left( \partial^{\beta_l} (|u|^2) - \partial^{\beta_l} (|v|^2) \right) \partial^{\beta_{l+1}} (|u|^2) \ldots \partial^{\beta_k} (|u|^2) \|_{L^2_{\mathbb{R}^d}} \\
\lesssim \sum_{k=1}^{\lfloor |\alpha|/2 \rfloor} \lambda^{-2(2(k+1)-p)} \left( R^{2k} \| \langle x \rangle^b \partial^{b(2k+1)-p} \|_{L^2_{\mathbb{R}^d}} + \sum_{|\beta| < |\alpha|} \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta} u \|_{L^2_{\mathbb{R}^d}} \right) \\
+ R^{2k-1} \| u - v \|_{L^2_{\mathbb{R}^d}} \sum_{|\beta| < |\alpha|} \left( \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta} u \|_{L^2_{\mathbb{R}^d}} + \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^{\beta} v \|_{L^2_{\mathbb{R}^d}} \right).
\]

Finally, by (3.61), we find
\[
\| (x)^{b} \tilde{C}_3 \|_{L^2_{\mathbb{R}^d}} \lesssim \lambda^{-(4-p)} \left( \| \langle x \rangle^m u \|_{L^2_{\mathbb{R}^d}} + \| \langle x \rangle^m v \|_{L^2_{\mathbb{R}^d}} \right) \| \langle x \rangle^b \partial^{b(2k+1)-p} u \|_{L^2_{\mathbb{R}^d}} \| \langle x \rangle^m (u - v) \|_{L^2_{\mathbb{R}^d}} \\
+ \lambda^{-(6-2p)} \left( \| \langle x \rangle^m u \|_{L^2_{\mathbb{R}^d}} \|^{3-p} + \| \langle x \rangle^m v \|_{L^2_{\mathbb{R}^d}} \|^{3-p} \right) \| \langle x \rangle^b \partial^{b(2k+1)-p} u \|_{L^2_{\mathbb{R}^d}} \| \langle x \rangle^m (u - v) \|_{L^2_{\mathbb{R}^d}} \\
+ \lambda^{-(2-p)} \| \langle x \rangle^b \partial^{b(2k+1)-p} \partial^a (u - v) \|_{L^2_{\mathbb{R}^d}}.
\]
and since
\[ \| \langle x \rangle^{b+m(2-p)} \partial^\alpha u \|_{L^\infty_T L^r_x} \lesssim \sum_{|\beta| \leq \lfloor \frac{N}{2} \rfloor} \| \langle x \rangle^{m} \partial^\beta u \|_{L^\infty_T L^r_x} \| \langle x \rangle^{b-m(2-p)} \partial^\beta u \|_{L^\infty_T L^r_x} + \sum_{\lfloor \frac{N}{2} \rfloor < |\beta| \leq |\alpha|} \| \langle x \rangle^{b+m(2-p)} \partial^\beta u \|_{L^\infty_T L^r_x}, \]
the deduction of (3.58) is complete. \( \square \)

Now, we compute the difference \( \Phi(u) - \Phi(v) \) in the space \( \mathcal{X}_T(R, \lambda) \). We divide our consideration into several cases depending on each component in the norm (1.9) used in the space \( \mathcal{X}_T(R, \lambda) \).

**Estimate in the space** \( L^\infty([0, T]; W^{1, \infty}(\mathbb{R}^N; \langle x \rangle^m dx)) \). Let \( \beta \) be a multi-index of order \( |\beta| \leq \lfloor \frac{N}{2} \rfloor \) and \( u, v \in \mathcal{X}_T(R, \lambda) \). By the arguments leading to (3.15), we find
\[ \sup_{t \in [0, T]} \| \langle x \rangle^{m} \partial^\beta (\Phi(u) - \Phi(v)) \|_{L^\infty_T} \lesssim |T| (\langle T \rangle^{\frac{N}{2}})^{1+m} \left( \sum_{|\alpha| \leq \lfloor \frac{N}{2} \rfloor} \| \langle x \rangle^{m} \partial^\alpha (N(u) - N(v)) \|_{L^\infty_T L^r_x} \right. \]
\[ + \left. \sum_{\lfloor \frac{N}{2} \rfloor < |\alpha| \leq |\alpha|} \| \langle x \rangle^{m} \partial^\alpha (N(u) - N(v)) \|_{L^\infty_T L^2_x} + \| J^{M+M_0-N} (N(u) - N(v)) \|_{L^\infty_T L^2_x}. \right) \] (3.63)

We proceed to estimate each term on the right-hand side of the above inequality.

**Estimate for** \( \| \langle x \rangle^{m} \partial^\alpha (N(u) - N(v)) \|_{L^\infty_T L^r_x} \), \( |\alpha| \leq \lfloor \frac{N}{2} \rfloor \). We divide our analysis as follows
\[ \| \langle x \rangle^{m} \partial^\alpha (N(u) - N(v)) \|_{L^\infty_T L^r_x} \lesssim \| \langle x \rangle^{m} \partial^\alpha (|u|^p - |v|^p) \|_{L^\infty_T L^r_x} \]
\[ + \| \langle x \rangle^{m} \partial^\alpha (|u|^p - |v|^p) \|_{L^\infty_T L^2_x} \leq \sum_{|\alpha| \leq \lfloor \frac{N}{2} \rfloor} \| \langle x \rangle^{m} \partial^\alpha (|u|^p - |v|^p) \|_{L^\infty_T L^2_x} \] \[ \lesssim \left( R^{p-1} + \lambda^{-6-2p} R^{6-p} + \sum_{k=1}^{2 \left( \frac{N}{2} \right)+1} \lambda^{-2(2k-1)p} R^{4k-p-1} + \lambda^{-2(2k-1)p} R^{2k-1} \right) \| u - v \|_{L^\infty_T x}. \] (3.64)

By applying the same arguments in (3.19) and Proposition 3.2, yields
\[ \| \langle x \rangle^{m} \partial^\alpha (|u|^p - |v|^p) \|_{L^\infty_T L^2_x} \lesssim \left( R^{p-1} + \lambda^{-6-2p} R^{6-p} + \sum_{k=1}^{2 \left( \frac{N}{2} \right)+1} \lambda^{-2(2k+1-1)p} R^{4k-p+2} + \lambda^{-2(2k+1-1)p} R^{2k} \right) \| u - v \|_{L^\infty_T x}. \] (3.65)

Similarly, an application of Proposition 3.2 allows us to conclude
\[ \| \langle x \rangle^{m} \partial^\alpha (|u|^p-2u - |v|^p-2v) \|_{L^\infty_T L^r_x} \lesssim \left( \lambda^{-6-2p} R^{6-p} + \sum_{k=1}^{\left( \frac{N}{2} \right)} \lambda^{-2(2k+1-1)p} R^{4k+p+2} + \lambda^{-2(2k+1-1)p} R^{2k} \right) \| u - v \|_{L^\infty_T x}. \] (3.66)

We combine (3.20), (3.21), (3.64) and (3.65) to deduce
\[ \| \langle x \rangle^{m} \partial^\alpha (N(u) - N(v)) \|_{L^\infty_T L^r_x} \lesssim \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) \| u - v \|_{L^\infty_T x}, \] (3.66)
where \( G_1(\lambda, R) \) and \( G_2(\lambda, R) \) are defined in (3.51) and we have set
\[ J_1(\lambda, R) = R^{p-1} + \lambda^{-6-2p} R^{6-p} + \sum_{k=1}^{M+M_0-N} \lambda^{-2(2k-1)p} R^{4k-p-1} + \lambda^{-2(2k-1)p} R^{2k-1}, \]
\[ J_2(\lambda, R) = \lambda^{-6-2p} R^{6-p} + \sum_{k=1}^{M+M_0-N} \lambda^{-2(2k+1-1)p} R^{4k+p+2} + \lambda^{-2(2k+1-1)p} R^{2k}. \] (3.67)
Estimate for $\| \langle x \rangle^m \partial^\alpha (N(u) - N(v)) \|_{L_T^p L_x^2}$, $|\alpha| < |\beta|$ < $M$. We use Leibniz’s rule to get
\[
\| \langle x \rangle^m \partial^\alpha (N(u) - N(v)) \|_{L_T^p L_x^2} \leq \sum_{\alpha_1 + \alpha_2 = \alpha} \| \langle x \rangle^m \partial^{\alpha_1} (|x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle) \partial^{\alpha_2} (|u|^{p-2}u) \|_{L_T^p L_x^2} + \| \langle x \rangle^m \partial^{\alpha_1} (|x|^{-(N-\gamma)} * \langle |v|^p \rangle) \partial^{\alpha_2} (|u|^{p-2}u - |v|^{p-2}v) \|_{L_T^p L_x^2}.
\] (3.68)

Let us further divide our analysis according to the magnitude of the multi-index $\alpha_1$ in (3.23).

Case $|\alpha_1| < N$. Recalling the conditions (3.24)-(3.29), and the arguments leading to (3.31), we apply Proposition 3.2 to deduce
\[
\| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_1} (|u|^{p-2}u) \|_{L_T^p L_x^2} \lesssim \| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_2} (|u|^{p-2}u) \|_{L_T^p L_x^2} + \sum_{k=1}^{M+M_0-N} \lambda^{(-2k-1)R} \| u - v \|_{L_T^p L_x^2}.
\]

Likewise, by similar arguments as in (3.30) and using Proposition 3.2, we deduce
\[
\| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_1} (|u|^{p-2}u) \|_{L_T^p L_x^2} \lesssim J_2(\lambda, R) || u - v ||_{L_T^p L_x}.
\]

Then, we collect the previous results and similar considerations as in (3.33) to find
\[
\| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_1} (|u|^{p-2}u) \|_{L_T^p L_x^2} + \sum_{k=1}^{M+M_0-N} \lambda^{(-2k-1)R} \| u - v \|_{L_T^p L_x^2} \lesssim \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) || u - v ||_{L_T^p L_x}.
\] (3.69)

for all $|\alpha_1| \leq N$.

Case $N \leq |\alpha_1| \leq M$. By using (3.34) and (3.33), we find
\[
\| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_1} (|u|^{p-2}u) \|_{L_T^p L_x^2} + \| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_2} (|u|^{p-2}u - |v|^{p-2}v) \|_{L_T^p L_x^2} \lesssim \| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \partial^{\alpha_1} (|u|^{p-2}u) \|_{L_T^p L_x^2} + \| \partial^{M+M_0-N} \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2}.
\] (3.70)

Now, by the same line of arguments as in the estimates (3.36)-(3.41), it follows that
\[
\| \langle x \rangle^m \partial^\alpha \langle |x|^{-(N-\gamma)} * \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2} \lesssim \sup_{|\beta| \leq M} \| \langle x \rangle^m \partial^\beta \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2} \lesssim J_1(\lambda, R) || u - v ||_{L_T^p L_x}.
\]

where $\epsilon > 0$ is given by (3.40). Since $\langle x \rangle^{-2m(p-1)+\epsilon} \in L^2(\mathbb{R}^N)$, Proposition 3.2 yields
\[
\| \langle x \rangle^m \partial^\alpha \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2} \lesssim J_1(\lambda, R) || u - v ||_{L_T^p L_x}.
\]

A further application of Proposition 3.2 gives
\[
\| \partial^{M+M_0-N} \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2} \lesssim J_1(\lambda, R) || u - v ||_{L_T^p L_x}.
\]

Finally, we use (3.58) to deduce
\[
\| \langle x \rangle^m \partial^\alpha \langle |u|^p - |v|^p \rangle \|_{L_T^p L_x^2} \lesssim J_2(\lambda, R) || u - v ||_{L_T^p L_x}.
\]

Plugging the previous estimates into (3.70) allows us to conclude that (3.69) holds true for all $|\alpha| \leq M$. This in turn provides the estimate
\[
\sum_{|\alpha| < |\beta| \leq M} \| \langle x \rangle^m \partial^\alpha (N(u) - N(v)) \|_{L_T^p L_x^2} \lesssim \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) || u - v ||_{L_T^p L_x}.
\] (3.71)
Estimate for $\| J^{M+M_0-N} (N(u) - N(v)) \|_{L^2_F L^2_T}$. Following the same reasoning leading to (3.47), using Proposition 3.2, we deduce

$$\| J^{M+M_0-N} (N(u) - N(v)) \|_{L^2_F L^2_T} \lesssim \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) \| u - v \|_{L^\infty_F L^2_T}. \quad (3.72)$$

To avoid falling into repetition, we omit the deduction of the above estimate.

Combining (3.66), (3.71), (3.72) and (3.63), we find

$$\sup_{t \in [0,T]} \| \langle x \rangle^m \partial^\alpha (\Phi(u) - \Phi(v)) \|_{L^2_F} \lesssim \| T(t) \|^{\frac{1}{m} + 1 + m} \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) \| u - v \|_{L^\infty_F L^2_T}. \quad (3.72)$$

This completes the required analysis on the space $L^\infty([0,T]; W^{1,\frac{4}{3}}(\mathbb{R}^N; \langle x \rangle^m \, dx))$.

Next, by the inequalities (3.66), (3.71) and (3.72), we can argue as in (3.49) and (3.50) to control the remaining terms of the $\| \cdot \|_X$-norm for the difference $\Phi(u) - \Phi(v)$, $u, v \in X_T(R, \lambda)$. Thus, we get

$$\sum_{|\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha (\Phi(u) - \Phi(v)) \|_{L^2_F L^2_T} \| J^{M+M_0-N} (\Phi(u) - \Phi(v)) \|_{L^2_F L^2_T} \lesssim \| T(t) \|^{\frac{1}{m} + 1 + m} \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) \| u - v \|_{L^\infty_F L^2_T},$$

where $G_j, J_j, j = 1, 2$ are defined in (3.51) and (3.67), respectively. We take $T > 0$ sufficiently small satisfying (3.52), (3.56) and such that

$$c_2 |T(t)|^{\frac{1}{m} + 1 + m} \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) < 1. \quad (3.73)$$

Consequently, $\Phi$ is a contraction on $X_T(R, \lambda)$. Thus, there exists a unique fixed point solving (1.1). The remaining properties stated in Theorem 1.1 are deduced by standard arguments, thus, we omit their proofs.

4. Theorem 1.3

We apply pseudo-conformal transformation in the spirit of [4]. Via this transformation a global solution of (1.1) corresponds to a solution of the nonautonomous equation

$$\left\{ \begin{array}{l} iv_0 + \Delta v + \mu (1 - bt)^{N(p-1) - 2 - \gamma} \left( \frac{1}{|x|^{N-2}} \ast |v|^p \right) |v|^{p-2} v = 0, \quad x \in \mathbb{R}^N, \quad t \in \mathbb{R}, \\ v(x,0) = v_0(x), \end{array} \right. \quad (4.1)$$

where $b, \mu \in \mathbb{C} \setminus \{0\}$. We solve the initial value problem (4.1) in the class $X$ determined by (1.8) and (1.9).

Proposition 4.1. Let $\frac{4}{3} < p < 2$, $0 < \gamma < \min\left( \frac{N(3p - 4)}{2p(p - 1)}, N(p - 1) - 1 \right)$, and $m \in \mathbb{R}^+$, $M_0, M \in \mathbb{Z}^+$ satisfy (1.5)-(1.7). Additionally, let $v_0 \in X$ such that

$$\inf_{x \in \mathbb{R}^N} |v_0(x)| \geq \lambda. \quad (4.2)$$

Then there exists a unique solution $v$ of (4.1) with initial data $v_0$ such that

$$v \in C([0, |b|^{-1}]; X), \quad (4.3)$$

provided that $b > 0$ is sufficiently large.

Proof. The proof is similar to that of Theorem 1.1. We will apply the contraction mapping principle to the integral operator defined by (4.1), that is,

$$\Phi_2(v(t)) = e^{it\Delta} v_0 + i \mu \int_0^t (1 - bt)^{N(p-1) - 2 - \gamma} e^{i(t-t') \Delta} N(v(t')) dt', \quad (4.4)$$

acting on the space $X_{|b|^{-1}}(R, \lambda)$ defined by (3.2).

Following the same arguments leading to the inequalities (3.48), (3.49) and (3.50), there exists a constant $c > 0$ such that

$$\| \Phi_2(v) \|_{L^\infty_F L^2_T} \leq c |b|^{-1} \| \frac{1}{|x|^\frac{4}{3}} \|^{1 + m} \sum_{|\alpha| \leq \frac{4}{3}} \| \langle x \rangle^m \partial^\alpha v_0 \|_{L^\infty_F L^2_T} + \sum_{|\alpha| \leq M} \| \langle x \rangle^m \partial^\alpha v_0 \|_{L^2_T} + \| J^{M+M_0-N} v_0 \|_{L^2_T} \quad (4.5)$$

$$+ c |b|^{-1} \| \frac{1}{|x|^\frac{4}{3}} \|^{1 + m} \left( G_1(\lambda, R) G_2(\lambda, R) \right) .$$
where \( G_1 \) and \( G_2 \) are defined by (3.51), and we have used
\[
\int_0^{|b|^{-1}} |1 - bt'|^{N(p-1) - 2 - \gamma} dt' = \frac{|b|^{-1}}{N(p - 1) - 1 - \gamma}.
\]
Next, by (3.53) and arguing as in (3.55), there exists a constant \( c_1 \) such that
\[
|\langle x \rangle^m \Phi_2(v)(x, t)| \geq \lambda - c_1 |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} \left( \sum_{|n| \leq |\Phi(x)|} \|\langle x \rangle^m \partial^n \nu_0\|_{L^2} \right) + \sum_{|\Phi(x)| < |n| \leq M} \|\langle x \rangle^m \partial^n \nu_0\|_{L^2} + \|J^{M + M_0 - N} \nu_0\|_{L^2}
\]
\[
- c_1 |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} G_1(\lambda, R) G_2(\lambda, R).
\]
Similarly, the same reasoning in the deduction of (3.73) assures the existence of a constant \( c_2 > 0 \), for which
\[
\|\Phi_2(u) - \Phi_2(v)\|_{L^\infty} \leq c_2 |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right)\|u - v\|_{L^\infty} x,
\]
where \( J_1 \) and \( J_2 \) are defined in (3.67). Recalling the constant \( c > 0 \) in (4.5), we set
\[
R = 2c \left( \sum_{|n| \leq |\Phi(x)|} \|\langle x \rangle^m \partial^n \nu_0\|_{L^2} + \sum_{|\Phi(x)| < |n| \leq M} \|\langle x \rangle^m \partial^n \nu_0\|_{L^2} + \|J^{M + M_0 - N} \nu_0\|_{L^2} \right)
\]
Thus, we take \( b > 0 \) large such that
\[
\frac{1}{2} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} + c |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} R^{1 - 2} G_1(\lambda, R) G_2(\lambda, R) < 1,
\]
\[
\lambda - \frac{c_1}{2c} |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} R - c_1 |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} G_1(\lambda, R) G_2(\lambda, R) > \frac{\lambda}{2},
\]
\[
c_2 |b|^{-1} |\langle b \rangle^{-1}| \frac{1}{2^{1 + m}} \left( J_1(\lambda, R) G_2(\lambda, R) + G_1(\lambda, R) J_2(\lambda, R) \right) < 1.
\]
These conditions establish that \( \Phi : X|\langle b \rangle^{-1}(\lambda, R) \to X|\langle b \rangle^{-1}(\lambda, R) \) is a contraction. Therefore, it has a fixed point, which is a solution of (4.1). \( \square \)

Let us now obtain a global solution of (1.1) with initial data \( e^{ib|x|^2} \nu_0, \nu_0 \in \mathcal{X} \) satisfying (4.2). As in Proposition 4.1, let \( b > 0 \) sufficiently large such that there exists a unique solution \( v \in C([0, b^{-1}]; \mathcal{X}) \) of (4.1). We define
\[
u(x, t) = (1 + bt)^{-\frac{1}{2}} e^{ib|x|^2} \nu \left( \frac{x}{1 + bt}, \frac{t}{1 + bt} \right)
\]
for any \( 0 \leq t < \infty \) and \( x \in \mathbb{R}^N \). Recalling that \( 0 \leq s < \frac{2m - N}{2} \), by Proposition 2.8 and similar arguments as in proof of Lemma 2.9, we find that \( u \) solves (1.1) with
\[
u \in C([0, \infty); H^s(\mathbb{R}^N)) \cap L^\infty(\mathbb{R}^N \times (0, \infty); \langle x \rangle^\frac{N}{2} dx dt),
\]
and \( u(x, 0) = e^{ib|x|^2} \nu_0 \). We emphasize that the condition on the regularity \( 0 \leq s < \frac{2m - N}{2} \) assures that \( v \in C([0, b^{-1}]; L^2(\mathbb{R}^N; \langle x \rangle^{2s} dx)) \), which is required to deduce (4.12). Next, we use the following identity ((3.8) in [8])
\[
e^{-it \Delta} u(x, t) = e^{ib|x|^2} e^{-i \frac{N}{2} \Delta} v \left( x, \frac{t}{1 + bt} \right).
\]
Thus, we define
\[
u_+ = e^{ib|x|^2} e^{-i \frac{N}{2} \Delta} \left( \frac{1}{b} \right).
\]
We claim
\[
e^{-it \Delta} u(t) \xrightarrow{t \to \infty} \nu_+ \text{ in } H^s(\mathbb{R}^N).
\]
Indeed, in view of (4.4), we find
\[
e^{-it \Delta} u(t) - \nu_+ = -i \mu e^{ib|x|^2} \int_{1+b|t'|^2}^{b} (1 - bt')^{N(p-1) - 2 - \gamma} e^{-it' \Delta} N(v(t')) dt'.
\]
By Theorem 2.3, property (2.8) and Lemma 2.9, we find
\[ \|e^{-it\Delta}u(t) - u_+\|_{H^s} \lesssim \|e^{-it\Delta}u(t) - u_+\|_{L^2} + \|D^s(e^{-it\Delta}u(t) - u_+\|_{L^2} \]
\[ \lesssim \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma} e^{-it'\Delta} N(v(t')) dt' \]
\[ + \|D^s(e^{-it\Delta})\int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma} e^{-it'\Delta} N(v(t')) dt'\|_{L^2} \]
\[ \lesssim \left( \int_{\mathbb{R}^m} |1 - bt'|^{N(p - 1) - 2 - \gamma} dt' \right) \sup_{t \in [0, |b|^{-1}]} \|N(v(t))\|_{H^s} \]
\[ + \|b\| \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma}(x)^se^{-it'\Delta} N(v(t')) dt'\|_{L^2}. \]

(4.17)

Since \( s < m < M + M_0 - N \), by (3.47), we get
\[ \left( \int_{\mathbb{R}^m} |1 - bt'|^{N(p - 1) - 2 - \gamma} dt' \right) \sup_{t \in [0, |b|^{-1}]} \|N(v(t))\|_{H^s} \]
\[ \lesssim \left( \int_{\mathbb{R}^m} |1 - bt'|^{N(p - 1) - 2 - \gamma} dt' \right) G_1(\lambda, R)G_2(\lambda, R) \xrightarrow{t \to \infty} 0, \]

where \( R \) is given by (4.9), and \( G_1 \) and \( G_2 \) as in (3.51). Next, we apply Proposition 2.10 to get
\[ \| \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma}(x)^se^{-it'\Delta} N(v(t')) dt'\|_{L^2} \]
\[ \lesssim \|x\|^{-m} \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma}(x)^me^{-it'\Delta} N(v(t')) L^\infty_x dt' \]
\[ \lesssim \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma}(t')t\frac{\lambda}{\alpha} + m + 1 \sum_{|\alpha| \leq \frac{\lambda}{\alpha}} \|x\|^{mN} N(v(t')) \|_{L^\infty_x} \]
\[ + \sum_{|\alpha| < \alpha} \|x\|^{m\partial^\alpha N(v(t'))} \|L^p_x L^2_x + \|J^{M + M_0 - N} N(v(t')) \|L^\infty_x \|L^2_x \}
\[ \lesssim \left( \int_{\mathbb{R}^m} (1 - bt')^{N(p - 1) - 2 - \gamma}(t')t\frac{\lambda}{\alpha} + m + 1 dt' \right) G_1(\lambda, R)G_2(\lambda, R) \xrightarrow{t \to \infty} 0, \]

where we have also used that \( s < m - \frac{N}{3} \). Gathering (4.18) and (4.19) into (4.17), we deduce the desired limit (4.15). Finally, since \( \sup_{t < t < |b|^{-1}} \|v(t)\|_{L^\infty} < \infty \), by (4.11), it follows that \( \sup_{t > 0} (1 + t)^{N_0}\|u(t)\|_{L^\infty} < \infty \). The proof of Theorem 1.3 is complete.

**Remark 4.2.** The arguments in (4.19) also establish the following limit
\[ \lim_{t \to \infty} \|x\|^{-m}(e^{-it\Delta}u(t) - u_+)\|_{L^2} = 0. \]

(4.20)

5. **Blow-up criterion**

This section aims to establish Theorem 1.4 and Corollary 1.5. We assume that \( \max\{\frac{N + 2}{2}, \frac{4}{y}\} < p < 2 \), \( 0 < \gamma < \min\{N(p - 1) - 2, \frac{N(p - 1) - 2}{1 - \frac{2}{D}}\} \) and \( \mu > 0 \). We consider \( m \in \mathbb{R}^+ \) as in the statement of Theorem 1.4, and \( M_0 \) and \( M \) satisfying (1.6) and (1.7), respectively. Then, we set the space \( \mathcal{X} \) by (1.8) and (1.9).

Let \( v_0 \in \mathcal{X} \) verify (1.11) and \( u \in C([0, T]; \mathcal{X}) \) be the corresponding solution of (1.1) with initial data \( u_0 = e^{-it\frac{\lambda}{\alpha}}v_0 \) provided by Theorem 1.1. We first observe that
\[ u \in C([0, T]; L^2(\mathbb{R}^N; |x|^2 dx)), \]

(5.1)

which is a direct consequence of the following computation
\[ \|x\|u\|_{L^\infty_x L^2_x} \lesssim \|x\|u\|_{L^\infty_x L^2_x} \|x\|^{(m - 1)} \|L^2_x \lesssim \|x\|u\|_{L^\infty_x L^2_x}, \]
and the fact that $m > \frac{N}{2} + 1$. We remark that the condition $0 < \gamma < \frac{(N+2)(p-1) - 2}{2(p-2)}$ in Theorem 1.4 assures that 
\[
\left( \int |x|^{N-\gamma} * |u|^p \right) |u|^p \in L^{\infty}([0, T]; L^1(\mathbb{R}^N)).
\] (5.2)

Indeed, we apply Hölder’s inequality and Hardy-Littlewood-Sobolev inequality to get 
\[
\| (|\cdot|^{-(N-\gamma)} * |u|^p) |u|^p \|_{L^p_{\gamma}} \lesssim \| |\cdot|^{-\gamma} * |u|^p \|_{L^{\frac{2N}{N-\gamma}}} \|u|^p\|_{L^p_{\gamma}} \lesssim \| |\cdot|^{-\gamma} * |u|^p \|_{L^{\frac{2N}{N-\gamma}}} \|u|^p\|_{L^p_{\gamma}} \lesssim \| \langle x \rangle^{-\gamma} * |u|^p \|_{L^{\frac{2N}{N-\gamma}}} \| (\langle x \rangle - \gamma) u \|_{L^p_{\gamma}},
\]
where the restriction (1.15) implies $\langle x \rangle^{-\gamma} * |u|^p \in L^2(\mathbb{R}^N) \cap L^{\frac{2N}{N-\gamma}}(\mathbb{R}^N)$. Next, we recall the variance (1.14)
\[
V(t) = \int_{\mathbb{R}^N} |x|^2 |u(x,t)|^2 \, dx,
\]
and the energy (1.3)
\[
E[u(t)] = \frac{1}{2} \int_{\mathbb{R}^N} \| \nabla u(x,t) \|^2 dx - \frac{\mu}{2p} \int_{\mathbb{R}^N} \left( \int |x|^{N-\gamma} * |u|^p \right) (x,t) |u|^p(x,t) \, dx.
\]
Notice that (5.1) and (5.2) establish the validity of $V(t)$ and $E[u(t)]$. Then, we deduce that the above solution $u$ of (1.1) satisfies the following virial identities
\[
V_{\gamma}(t) = 4 \text{Im} \int_{\mathbb{R}^N} \overline{u}(x) \cdot \nabla u(x) \, dx,
\] (5.3)
and
\[
V_{\gamma}(t) = 16E[u(t)] - 8s_c \left( \frac{p-1}{p} \right) \mu \int_{\mathbb{R}^N} (|\cdot|^{-\gamma} * |u|^p)(x,t) |u|^p(x,t) \, dx
\]
\[
= 16(s_c(p-1) + 1) E[u(t)] - 8s_c(p-1) \| \nabla u \|_{L^2}^2,
\] (5.4)
also, we recall the critical index (1.13),
\[
s_c = \frac{N}{2} - \frac{\gamma + 2}{2(p-1)}.
\]
In particular, $s_c > 0$, if and only if $0 < \gamma < N(p-1) - 2$, which is given by our assumption $p > \frac{N+2}{2}$.

Consequently, (5.3) and (5.4) allow us to follow the same arguments as in the proof of [1, Theorem 1.3] for the generalized Hartree equation (1.1) with $p > 2$ to deduce Theorem 1.4.

Next, we infer some consequences of Theorem 1.4. Since we are considering solutions of (1.1) with initial condition $u_0 = e^{\frac{|\cdot|^2}{2}} v_0$, we deduce the following identities
\[
V(0) = \|u_0\|^2_{L^2} = \|x v_0\|^2_{L^2},
\]
\[
V_{\gamma}(0) = 4 \text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x) \cdot \nabla v_0(x) \, dx + 2b \int |x|^2 |v_0|^2 \, dx,
\] (5.5)
\[
E[u_0] = E[v_0] + \frac{b}{2} \text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x) \cdot \nabla v_0(x) \, dx + \frac{|b|^2}{8} \int_{\mathbb{R}^N} |x|^2 |v_0|^2 \, dx.
\]
Notice that $E[u_0] \to \infty$ and $V_{\gamma}(0) \to -\infty$ as $b \to -\infty$. Let us rewrite some conditions in terms of the equations in (5.4). We have $\frac{E[u_0]}{(\omega_c[M[v_0]])^2} \geq 1$ if and only if
\[
E[v_0] + \frac{b}{2} \text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x) \cdot \nabla v_0(x) \, dx + \frac{|b|^2}{8} \int_{\mathbb{R}^N} |x|^2 |v_0|^2 \, dx - \frac{(\omega_c[M[v_0]])^2}{\|x v_0\|^2_{L^2}} \geq 0.
\] (5.6)
Assuming that $\frac{\partial V(0)}{\omega_c[M[v_0]]} > 0$ and $\frac{E[u_0]}{(\omega_c[M[v_0]])^2} \leq 1$, the inequality (1.16) is equivalent to
\[
\frac{k_c |\partial_t V(0)|^2 - 32k_c E[u_0] V(0) + 32(1 + k_c)(\omega_c[M[v_0]])}{k_c (\omega_c[M[v_0]])^2} < \frac{32(\omega_c[M[v_0]])}{k_c (E[u_0] V(0))(\omega_c[M[v_0]])}.
\] (5.7)
Likewise, if $\frac{\partial V(0)}{\omega_c[M[v_0]]} < 0$ and $\frac{E[u_0]}{(\omega_c[M[v_0]])^2} \geq 1$, (1.16) is determined by
\[
\frac{k_c |\partial_t V(0)|^2 - 32k_c E[u_0] V(0) + 32(1 + k_c)(\omega_c[M[v_0]])}{k_c (\omega_c[M[v_0]])^2} > \frac{32(\omega_c[M[v_0]])}{k_c (\omega_c[M[v_0]])(\omega_c[M[v_0]])}.
\] (5.8)
We remark that
\[
|\partial_t V(0)|^2 - 32E[u_0] V(0) = 16 \left( \text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x) \cdot \nabla v_0(x) \, dx \right)^2 - 32E[v_0] \|x v_0\|^2_{L^2}.
\] (5.9)
Now we assume that $v_0$ is a real-valued function. Then,
\begin{equation}
\frac{E'[u_0]V(0)}{(\omega_c M'[v_0])^2} = \frac{(8E[v_0] + |b|^2\|xv_0\|_{L^2}^2)}{8(\omega_c M[v_0])^2},
\end{equation}
\begin{equation}
\frac{\partial V(0)}{\omega_c M'[v_0]} = \frac{2b\|xv_0\|_{L^2}^2}{\omega_c M[v_0]},
\end{equation}
and
\begin{equation}
\frac{E'[u_0]V(0)}{(\omega_c M'[v_0])^2} \geq 1 \text{ if and only if } |b|^2 \geq \frac{8(\omega_c M[v_0])^2 - 8E[v_0]\|xv_0\|_{L^2}^2}{\|xv_0\|_{L^2}^2}.
\end{equation}
Notice that $E[u_0] > 0$, if $|b|^2 > \frac{-8E[v_0]}{\|xv_0\|_{L^2}^2}$. Now, we divide our analysis according to the sign of $b \neq 0$.

I) Assume $b > 0$. Here, \(\frac{\partial V(0)}{\omega_c M'[v_0]} > 0\), and thus, by (5.12), we can only verify the hypothesis of Theorem 1.4 when
\begin{equation}
|b| < \frac{2\sqrt{2}}{\|xv_0\|_{L^2}^2}
\left(\omega_c M'[v_0] - E[v_0]\|xv_0\|_{L^2}^2\right)^{1/2}.
\end{equation}
This forces us to assume
\begin{equation}
\frac{E'[v_0]\|xv_0\|_{L^2}^2}{(M'[v_0])^2} < \omega_c^2.
\end{equation}
Hence, in virtue of (5.7) and (5.9), we find
\begin{equation}
|b|^2 < \frac{8}{\|xv_0\|_{L^2}^2} \left(\left(\omega_c M'[v_0]\right)^{2k_c + 2} - k_c E[v_0]\|xv_0\|_{L^2}^2\right)^{1/k_c} = \frac{8E[v_0]}{\|xv_0\|_{L^2}^2}.
\end{equation}
If the right-hand side of (5.15) is positive, Theorem 1.4 assures the existence of two numbers $b_1 > b_0 > 0$ such that the solution $u$ of (1.1) associated to $u_0 = e^{\frac{i\omega x^2}{2}}v_0$ determined by Theorem 1.1 blows up in finite time for all $b_0 < b < b_1$. In particular, if $E[v_0] > 0$, one can take $b_0 = 0$.

II) Assume $b < 0$. In this case, (5.8) and (5.9) impose the condition
\begin{equation}
\frac{E'[v_0]\|xv_0\|_{L^2}^2}{(\omega_c M'[v_0])^2} < \frac{1 + k_c}{k_c}.
\end{equation}
Hence, Theorem 1.4 and (5.16) yield the existence of $b_1 \leq 0$ such that for all $b \leq b_1$ the solution $u$ of (1.1) with initial condition $u_0 = e^{\frac{i\omega x^2}{2}}v_0$ blows up in finite time.

Collecting the conclusion in a) and b), we deduce Corollary 1.5.

**Remark 5.1.**
(i) The same conclusion in parts I) and II) above are valid assuming the weaker hypothesis $\text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x \cdot \nabla v_0) \, dx = 0$.
(ii) Assuming
\begin{equation}
2(1 + k_c)(\omega_c M'[v_0])^2 + k_c \left(\text{Im} \int_{\mathbb{R}^N} \overline{v_0}(x \cdot \nabla v_0) \, dx\right)^2 - 2k_c E[v_0]\|xv_0\|_{L^2}^2 > 0,
\end{equation}
the equations (5.5)-(5.9), and Theorem 1.4 assure that there exists $b_1 \leq 0$ such that for any $b \leq b_1$, the solution $u(t)$ of (1.1) associated to $u_0 = e^{\frac{i\omega x^2}{2}}v_0$ determined by Theorem 1.1 blows up in finite time.
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