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Abstract
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1 Introduction

We can find a class of probability distributions generated by the Hurwitz Zeta function \( \zeta(s, a) \) which is defined by the series

\[
\zeta(s, a) = \sum_{n=0}^{\infty} \frac{1}{(n + a)^s},
\]

where \( s \in \mathbb{C}, \ Re(s) > 1 \), and \( a > 0 \) is a real number (Apostol 1976). This function can be defined for all complex numbers except for the point \( s = 1 \), at which it has a simple pole with residue 1, i.e.

\[
\lim_{s \to 1} (s - 1)\zeta(s, a) = 1, \quad a > 0.
\]

It also has the integral representation (Theorem 12.2 of Apostol 1976)

\[
\Gamma(s)\zeta(s, a) = \int_0^{\infty} \frac{x^{s-1}e^{-ax}}{1 - e^{-x}} \, dx, \quad Re(s) > 1,
\]

where \( \Gamma(\cdot) \) is the gamma function. Note that as \( a = 1 \), \( \zeta(s) \equiv \zeta(s, 1) \) is the Riemann’s Zeta function \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \), which has been investigated by Lin and Hu (2001).

Jensen (1895) obtained the following remarkable formula for the Riemann Zeta function

\[
(s - 1)\zeta(s) = 2\pi \int_{-\infty}^{\infty} \frac{(\frac{1}{2} + ix)^{1-s}}{(e^{\pi x} + e^{-\pi x})^2} \, dx, \quad s \in \mathbb{C}.
\]

He stated that this formula can easily be demonstrated with the help of the Cauchy’s Theorem. Recently Johansson and Blagouchine (2019) proved this formula by using the contour integration method. Note that how Jensen actually computed \((s - 1)\zeta(s)\) is not clear (see, Luschny, 2020).

Remember that the generalized Bernoulli function is defined by

\[
B(s, a) = 2\pi \int_{-\infty}^{\infty} \frac{(a - \frac{1}{2} + ix)^s}{(e^{\pi x} + e^{-\pi x})^2} \, dx \equiv E((a - \frac{1}{2} + iX)^s), \quad s \in \mathbb{C}, a > \frac{1}{2},
\]

where the random variable \( X \) has the hyperbolic distribution function, that is, the probability function (p.d.f.) of \( X \) is given by

\[
f_X(x) = \frac{\pi}{2cosh^2(\pi x)}, \quad x \in \mathbb{R}
\]

and the corresponding characteristic function is

\[
\phi_X(\theta) \equiv E(e^{i\theta X}) = \frac{\theta/2}{sinh(\theta/2)}, \quad \theta \in \mathbb{R},
\]
(see Pitman and Yor 2003). In particular, as \( a = 1 \), we have
\[
B(s) \equiv B(s, 1) = 2\pi \int_{-\infty}^{\infty} \frac{(\frac{1}{2} + ix)^s}{(e^{\pi x} + e^{-\pi x})^2} \, dx = E\left(\frac{1}{2} + iX\right)^s, \quad s \in \mathbb{C}.
\]
The Jensen’s formula is the Bernoulli function \( B(1 - s) = (s - 1)\zeta(s), \quad s \in \mathbb{C} \). Note also that, the following relation holds: \( B(s, a) = -s\zeta(1 - s, a), \quad s \in \mathbb{C}, \quad a > 1/2 \) (see Theorem 12.13, Apostol 1976).

Pitman and Yor (2003) proposed three types of the hyperbolic random variables \( \hat{S}_t, \hat{C}_t, \) and \( \hat{T}_t \). Their characteristic functions (c.f.) are given by
\[
\phi_{\hat{S}_t}(\theta) \equiv E(e^{i\theta\hat{S}_t}) = \left(\frac{\theta}{\sinh \theta}\right)^t \phi_{\hat{C}_t}(\theta) \equiv E(e^{i\theta\hat{C}_t}) = \left(\frac{1}{\cosh \theta}\right)^t \phi_{\hat{T}_t}(\theta) \equiv E(e^{i\theta\hat{T}_t}) = \left(\frac{\tanh \theta}{\theta}\right)^t, \quad \theta \in \mathbb{R}, \quad t > 0.
\]
First, we note that \( \hat{S}_t, \hat{C}_t, \) and \( \hat{T}_t \) are Lévy processes with finite moments of all orders. In particular, the distribution functions of \( \hat{S}_t, \hat{C}_t, \) and \( \hat{T}_t \) are of significance in analytic number theory for \( t = 1 \) or \( 2 \). For example, let \( X \) be a random variable with the same distribution function as \( \hat{S}_{1/2} \). Then the following identity holds,
\[
B(s, a) = E(a - \frac{1}{2} + iX)^s, \quad \text{for } s \in \mathbb{R} \text{ and } a > 1/2.
\]
It reveals that the generalized Bernoulli function is equal to a moment function of the hyperbolic r.v. \( \hat{S}_{1/2} \). In particular, set \( s = 2n \) and \( a = 1 \), we have
\[
B_{2n} \equiv B(2n, 1) = E\left(\frac{1}{2} + iX\right)^{2n}, \quad n = 0, 1, 2, \cdots,
\]
which implies the fact that the moment polynomial of \( \hat{S}_{1/2} \) produces the Bernoulli number \( B_{2n} \).

**Definition 1.1.** Let \( X \) have the distribution function \( F \) on \( \mathbb{R} \) and \( a > 0 \) be a fixed real number. The Hurwitz Zeta function induced by the random variable \( X \) is a complex valued function defined by
\[
h_X(s, a) \equiv E(a + iX)^{-s} = \int_{-\infty}^{\infty} \frac{1}{(a + ix)^s} dF(x), \quad s \geq 0.
\]
(1.8)
The function \( h_X \) is well-defined since the integral in the definition converges absolutely for \( s \geq 0 \), which we will prove in the following Lemma. Furthermore, if the distribution function \( F \) is symmetric, then the Hurwitz Zeta function can be written as
\[
h_X(s, a) = 2 \int_{0}^{\infty} \frac{\cos(s \tan^{-1}(x/a))}{(a^2 + x^2)^{s/2}} dF(x), \quad s \geq 0, \quad a > 0.
\]
Note that if we impose the condition $E|X|^n < \infty$, for any $n \geq 1$, then the domain of $s$ can be extended to the complex plane $\mathbb{C}$. Set $\theta = \tan^{-1}(x/a)$. We may write $a + ix = \sqrt{a^2 + x^2} e^{i\theta}$.

\[
h_X(s, a) = \int_{-\infty}^{\infty} (a + ix)^{-s} dF(x) = \int_{-\infty}^{\infty} \left[ e^{i\theta} \sqrt{a^2 + x^2} \right]^{-s} dF(x)
\]

\[
= \int_{-\infty}^{\infty} \frac{[e^{-i\theta s} + e^{i\theta s}]}{(a^2 + x^2)^{s/2}} dF(x) = \int_{-\infty}^{\infty} \frac{\cos(s\theta)}{(a^2 + x^2)^{s/2}} dF(x)
\]

\[
= 2 \int_{0}^{\infty} \frac{\cos(s \tan^{-1}(x/a))}{(a^2 + x^2)^{s/2}} dF(x).
\]

The representation is interesting and we can prove in the next section that, the Hurwitz Zeta function $h_X$ is an analytic function of $s \in \mathbb{C}$ for $a > 0$. This paper is organized as below: In Section 2, we will give the main results including a new proof of the Jensen’s formula, the generalized Bernoulli function formula, and some new formulas related to the Bernoulli function. A class of new probability density functions on $(0, \infty)$ is also derived (see, Corollary 2.3), which is associated with the Hurwitz zeta function. In section 3, we will propose a new proof to modify the Master Theorem proposed by S. Ramanujan. Besides, we will give some interesting examples to illustrate our core ideas concerning the p.d.f.s of the hyperbolic cosh, sinh and tanh distribution mentioned in Pitman and Yor (2003). Our key approach is the Fourier inversion formula instead of the Cauchy residue theorem.

## 2 Main Results

**Lemma 2.1.** Let $X$ have the distribution function $F$ on $\mathbb{R}$ with all moments finite. Then the Hurwitz Zeta function $h_X$ is an analytic function of $s \in \mathbb{C}$ for $a > 0$.

**Proof.** First, we verify the lemma for the case as $s \in \mathbb{R}$, and then extend the result to complex $s$ by analytic continuation. For $s \in \mathbb{R}$ and $a > 0$,

\[
\left| \int_{-\infty}^{\infty} (a + ix)^{-s} dF(x) \right| \leq \int_{-\infty}^{\infty} |a + ix|^{-s} dF(x) = \int_{-\infty}^{\infty} (a^2 + x^2)^{-s/2} dF(x).
\]

If $s \geq 0$, then

\[
\int_{-\infty}^{\infty} (a^2 + x^2)^{-s/2} dF(x) \leq \int_{-\infty}^{\infty} a^{-s} = a^{-s} < \infty.
\]
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On the other hand, if \( s < 0 \), then \(-s > 0\), we may choose \( n_0 > -s > 0 \) and
\[
\int_{-\infty}^{\infty} (a^2 + x^2)^{-s/2} dF(x) \leq \int_{-\infty}^{\infty} [2 \max\{a^2, x^2\}]^{-s/2} dF(x)
\]
\[
= \int_{a^2 \leq x^2} (2x^2)^{-s/2} dF(x) + \int_{a^2 > x^2} (2a^2)^{-s/2} dF(x)
\]
\[
\leq 2^{n_0/2} E(|X|^{-s}) + 2^{n_0/2} a^{-s} < \infty.
\]
Hence, the integral above converges absolutely for \( s \in \mathbb{R} \). Next, we show that the integral converges uniformly in every rectangle
\[
\{ s \in \mathbb{C} : s = \sigma + it, \ |\sigma| \leq b, \ |t| \leq c \}, \quad b > 0, c > 0.
\]
Observe that
\[
\int_{-\infty}^{\infty} |(a + ix)^{-s}| dF(x) = \int_{-\infty}^{\infty} |(\sqrt{a^2 + x^2} e^{i\theta})^{-s}| dF(x)
\]
\[
= \int_{-\infty}^{\infty} |(\sqrt{a^2 + x^2})^{-\sigma - it} e^{i\theta(-\sigma - it)}| dF(x)
\]
\[
= \int_{-\infty}^{\infty} (a^2 + x^2)^{-\sigma/2} e^{i\theta} dF(x) \leq e^{\pi c/2} \int_{-\infty}^{\infty} (a^2 + x^2)^{-\sigma/2} dF(x).
\]
If \( \sigma > 0, \sigma \leq b \), then
\[
\int_{-\infty}^{\infty} |(a + ix)^{-s}| dF(x) \leq e^{\pi/2} \int_{-\infty}^{\infty} (a^2 + x^2)^{-\sigma/2} dF(x)
\]
\[
\leq e^{\pi/2} \int_{-\infty}^{\infty} a^{-\sigma} dF(x) \leq e^{\pi/2} \left( \max\{1, 1/a\} \right)^b.
\]
If $\sigma < 0$, $|\sigma| \leq b$, then we may choose a positive integer $n_0 > b$ and
\[
\int_{-\infty}^{\infty} |(a + ix)^{-s}| dF(x) \leq e^{\pi \sigma/2} \int_{-\infty}^{\infty} (a^2 + x^2)^{-\sigma/2} dF(x)
\]
\[
\leq e^{\pi \sigma/2} \int_{-\infty}^{\infty} \left[ 2 \max\{a^2, x^2\} \right]^{-\sigma/2} dF(x)
\]
\[
= e^{\pi \sigma/2} \left[ \int_{\{a^2 \leq x^2\}} \left[ 2 \max\{a^2, x^2\} \right]^{-\sigma/2} dF(x) + \int_{\{a^2 > x^2\}} \left[ 2 \max\{a^2, x^2\} \right]^{-\sigma/2} dF(x) \right]
\]
\[
\leq e^{\pi \sigma/2} \left[ \int_{-\infty}^{\infty} 2^{-\sigma/2} (x^2)^{-\sigma/2} dF(x) + \int_{-\infty}^{\infty} (2a^2)^{-\sigma/2} dF(x) \right]
\]
\[
\leq e^{\pi \sigma/2} [2^{n_0/2} E(|X|^{-\sigma}) + 2^{n_0/2} a^{-\sigma}]
\]
\[
\leq e^{\pi \sigma/2} 2^{n_0/2} \left\{ \max\{1, E(|X|^{n_0})\} + (\max\{1, a\})^b \right\}.
\]

The above argument shows that the integral converges uniformly in every rectangle $\{s \in \mathbb{C} : s = \sigma + it, |\sigma| \leq b, |t| \leq c\}$, for $b > 0$ and $c > 0$. By Analytic Continuation Theorem, we can prove that the integral is analytic for all $s \in \mathbb{C}$. \hfill $\square$

Next, we will introduce three type of hyperbolic moment functions by six series as below. For $a > 0$, we define

(1) $S_1(s, a) = \sum_{n=0}^{\infty} \frac{1}{(n+a)^s}$, $s > 1$.

$S_2(s, a) = \sum_{n=0}^{\infty} \frac{n}{(n+a)^s}$, $s > 2$.

(2) $C_1(s, a) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(n+a)^s}$, $s > 1$.

$C_2(s, a) = \sum_{n=0}^{\infty} \frac{(-1)^n(n+1)}{(n+a)^s}$, $s > 2$.

(3) $T_1(s, a) = \sum_{n=0}^{\infty} 2(-1)^n E(a + U + n)^{-s}$, $s > 1$, and

$T_2(s, a) = \sum_{n=1}^{\infty} 4(-1)^{n-1} n E(a - 1 + V + n)^{-s}$, $s > 2$,

where $U$ has the uniform distribution over $(0, 1)$ and $V$ has the triangular distribution over $(0, 2)$, namely, the pdf of $V$ is

\[
f_{V}(u) = \begin{cases} 
    u, & \text{if } 0 \leq u \leq 1 \\
    2 - u, & \text{if } 1 < u \leq 2 \\
    0, & \text{otherwise}.
\end{cases}
\]
The following theorem is a restatement of Jensen (1895) and Johansson and Blagouchine (2019), for which we give a new derivation by using both Lemma 2.1 and Fourier transform.

**Theorem 2.1.** The Hurwitz Zeta function $\zeta(s, a)$ and the hyperbolic sinh-moment function $S_1(s, a)$ can be related by the following equation

\[ (s - 1)\zeta(s, a) = (s - 1)S_1(s, a) = E(a - \frac{1}{2} + iX)^{1-s}, \quad \text{for } a > 1/2, s \in \mathbb{C}. \quad (2.1) \]

In particular, when $a = 1$, we have

\[ (s - 1)\zeta(s) = (s - 1)S_1(s, 1) = E(\frac{1}{2} + iX)^{1-s}, \quad s \in \mathbb{C}, \quad (2.2) \]

where the random variable $X$ has the hyperbolic sinh-distribution as $\hat{S}_{1/2}$, i.e., the pdf of $X$ is $f_X(x) = \frac{\pi}{2 \cosh^2(\pi x)}$, $x \in \mathbb{R}$.

**Proof.** Observe that for $s > 1$, $a > 1/2$, the Hurwitz Zeta function has the integral representation

\[
\Gamma(s)\zeta(s, a) = \int_0^\infty x^{s-1} e^{-ax} \frac{e^{-x}}{1 - e^{-x}} dx
\]

\[
= \int_0^\infty x^{s-2} e^{-(a - \frac{1}{2})x} \frac{xe^{-x/2}}{1 - e^{-x}} dx
\]

\[
= \int_0^\infty x^{s-2} e^{-(a - \frac{1}{2})x} \frac{x}{\sinh \frac{x}{2}} dx
\]

\[
= \int_0^\infty x^{s-2} e^{-(a - \frac{1}{2})x} \int_{-\infty}^\infty e^{itx} dF_X(t) dx, \quad \text{(by 1.7)}
\]

\[
= \int_{-\infty}^\infty \int_0^\infty x^{s-2} e^{-(a - \frac{1}{2})x} e^{itx} dF_X(t) dx
\]

\[
= \int_{-\infty}^\infty \frac{\Gamma(s - 1)}{(a - \frac{1}{2} - it)^{s-1}} dF_X(t).
\]

Substituting $\Gamma(s) = (s - 1)\Gamma(s - 1)$ into the left-hand-side of the above equation and dividing both side by $\Gamma(s - 1)$, we have

\[ (s - 1)\zeta(s, a) = \int_{-\infty}^\infty (a - \frac{1}{2} - it)^{1-s} dF_X(t) = E(a - \frac{1}{2} - iX)^{1-s} = E(a - \frac{1}{2} + iX)^{1-s}. \quad (2.3) \]
Note that the random variable \( X = \hat{S}_1/2 \) has the moments of all orders, we have

\[
(s - 1)\zeta(s, a) = E(a - \frac{1}{2} + iX)^{1-s} = h_X(s - 1, a - \frac{1}{2}), \quad s \in \mathbb{C},
\]

where the function \( f_X \) is the Hurwitz Zeta function induced by the random variable \( X \). By Lemma 2.1, the function represents an analytic function for \( s \in \mathbb{C} \). \( \square \)

Now we immediately have the following corollary just by interchanging \( s \) with \( 1 - s \) in the equation (2.1).

**Corollary 2.1.** Let \( X = \hat{S}_1/2 \) be a hyperbolic sinh-distributed random variable with pdf (1.6). Then the generalized Bernoulli function is

\[
B(s, a) = E(a - \frac{1}{2} + iX)^{a}, \quad s \in \mathbb{C}, a > \frac{1}{2}.
\]  

(2.4)

In particular, when \( a = 1 \), we have the Bernoulli function \( B(s) = E(\frac{1}{2} + iX)^{s}, \quad s \in \mathbb{C} \).

It is interesting that \( 2\pi X = \pi \hat{S}_1 \) has the logistic distribution

\[
\mathbb{P}(2\pi X > x) = \frac{1}{1 + e^{-x}}, \quad x \in \mathbb{R},
\]

which has found numerous applications. The following theorem is a new integral representation of the Hurwitz Zeta function.

**Theorem 2.2.** Let \( U_1 \) be a random variable with the pdf \( f_1(u) = 1, \) \( 0 < u < 1 \), and zero otherwise, and \( U_2 \) be another random variable with pdf \( f_2(u) = 2(1 - u), \) \( 0 < u < 1 \), and zero otherwise. Suppose that \( X = \hat{S}_2/2 \) has the hyperbolic sinh-distribution with the pdf

\[
f_X(x) = \frac{\pi [\pi x \coth(\pi x) - 1]}{\sinh^2(\pi x)}, \quad x \in \mathbb{R}.
\]

Then the Hurwitz Zeta function \( \zeta(s, a) \) has the integral representation

\[
(s - 1)\zeta(s, a) = \frac{1}{2} E(a - 1 + U_2 + iX)^{-s} + (a - 1)E(U_1 + iX)^{-s}, \quad \text{for } a \geq 1, s \in \mathbb{C}. \quad (2.5)
\]

In particular, when \( a = 1 \), we have

\[
(s - 1)\zeta(s) = \frac{1}{2} E(U_2 + iX)^{-s}, \quad s \in \mathbb{C}. \quad (2.6)
\]

**Proof.** The Hurwitz Zeta function has the integral representation

\[
\Gamma(s)\zeta(s, a) = \int_0^\infty x^{s-1} \frac{e^{-ax}}{1 - e^{-x}} dx, \quad s > 1, a > 0.
\]
By integration by parts, we have
\[
\Gamma(s)\zeta(s, a) = \frac{1}{s} \int_0^\infty x^s e^{-ax} \left[ a - (a - 1)e^{-x} \right] \frac{1}{(1 - e^{-x})^2} dx,
\]
which is
\[
s\Gamma(s)\zeta(s, a) = \int_0^\infty x^s e^{-ax} \left[ a - (a - 1)e^{-x} \right] \frac{1}{(1 - e^{-x})^2} dx.
\]
Finally, by subtraction we have
\[
(s - 1)\Gamma(s)\zeta(s, a) = \int_0^\infty x^{s-1} e^{-ax} \left[ \frac{1}{2} e^{-x} - 1 + x \right] \left( \frac{x/2}{\sinh x/2} \right)^2 dx,
\]
which has finite values as \( s > 1 \) and \( a \geq 1 \). Write \((s - 1)\Gamma(s)\zeta(s, a) = I_1 + I_2\), where
\[
I_1 = \int_0^\infty x^{s-1} e^{-(a-1)x} \left[ \frac{1}{2} e^{-x} - 1 + x \right] \left( \frac{x/2}{\sinh x/2} \right)^2 dx,
\]
and
\[
I_2 = \int_0^\infty x^{s-1} e^{-(a-1)x} \left[ a - 1 - e^{-x} \right] \left( \frac{x/2}{\sinh x/2} \right)^2 dx.
\]
Now the moment generation functions of \( U_1 \) and \( U_2 \), respectively, and the characteristic function of \( X \) are given by
\[
E(e^{-\lambda U_1}) \equiv \int_{\mathbb{R}} e^{-\lambda u} dF_{U_1}(u) = \frac{1 - e^{-\lambda}}{\lambda}, \quad \lambda > 0,
\]
\[
E(e^{-\lambda U_2}) \equiv \int_{\mathbb{R}} e^{-\lambda u} dF_{U_2}(u) = \frac{e^{-\lambda} - 1 + \lambda}{\lambda^2/2}, \quad \lambda > 0,
\]
\[
E(e^{i\theta X}) \equiv \int_{\mathbb{R}} e^{i\theta x} dF_X(x) = \left( \frac{\theta/2}{\sinh \theta/2} \right)^2, \quad \theta \in \mathbb{R}.
\]
Note that
\[ I_1 = \int_0^\infty x^{s-1} e^{-(a-1)x} \frac{1}{2} \int_{\mathbb{R}} e^{-\lambda u} dF_{U_2}(u) \int_{\mathbb{R}} e^{itx} dF_X(t) \; dx \]
\[ = \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_0^\infty x^{s-1} e^{-(a-1)x+u-itx} \; dx \; dF_{U_2}(u) \; dF_X(t) \]
\[ = \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\Gamma(s)}{[(a-1)+u-it]^s} \; dF_{U_2}(u) \; dF_X(t) \]
\[ = \frac{1}{2} \Gamma(s) E(a-1+U_2-iX)^{-s} \]
\[ = \frac{1}{2} \Gamma(s) E(a-1+U_2+iX)^{-s}, \quad \text{by symmetry of the distribution of } X. \]

In a similar fashion, we may obtain
\[ I_2 = \Gamma(s)(a-1)E(U_1+iX)^{-s}. \]

Therefore,
\[ (s-1)\zeta(s,a) = \frac{1}{2} E(a-1+U_2+iX)^{-s} + (a-1)E(U_1+iX)^{-s}. \]

By analytic continuation, this equation holds for all \( s \in \mathbb{C} \) and \( a \geq 1. \)

Observe that,
\[ B(s,a) = -s\zeta(1-s,a) \text{ and } B(s) \equiv B(s,1) = -s\zeta(1-s), \quad \text{or} \]
\[ B(1-s,a) = (s-1)\zeta(s,a). \]

We immediately have the following corollary.

**Corollary 2.2.** Let \( U_1, U_2 \) and \( X \) be the random variables as given in Theorem 2.2. The generalized Bernoulli function \( B(s,a) \) has the integral representation, for \( a \geq 1, s \in \mathbb{C}, \)
\[ B(s,a) = \frac{1}{2} E(a-1+U_2+iX)^{s-1} + (a-1)E(U_1+iX)^{s-1}. \]  \hspace{1cm} (2.7)

In particular, when \( a = 1, \) we have the Bernoulli function
\[ B(s) = \frac{1}{2} E(U_2+iX)^{s-1}, \quad s \in \mathbb{C}. \]  \hspace{1cm} (2.8)

From the proof of Theorem 2.2, for \( a > 0, \) we have \( \lim_{s \to 1} (s-1)\zeta(s,a) = 1, \) which implies that \( h_a(x) \) is a p.d.f. and we have the following corollary.
Corollary 2.3. The following identity holds for \( a \geq 1 \) and \( \text{Re}(s) > 0 \)

\[
\int_0^\infty x^{s-1}h_a(x)dx = (s - 1)\Gamma(s)\zeta(s, a),
\]  

(2.9)

where \( h_a(x) \) is a p.d.f. on \((0, \infty)\) defined by

\[
h_a(x) = \frac{e^{-ax}}{(1 - e^{-x})^2} \left[(ax - 1 + e^{-x}(1 - (a - 1)x))\right], \quad x > 0.
\]

Remark 2.1. The p.d.f. \( h_a(x) \) is characterized by the above Mellin transform where the right side is interpreted by continuity at \( s = 1 \). Aldous (2001) obtained results for the the special case as \( a = 1, s = 1 \) and \( s = 2 \). Pitman and Yor (2003) studied the special case at \( a = 1 \). In Pitman and Yor (2003), the following identity holds for \( x > 0 \),

\[
h_1(x) = P(\pi \hat{S}_2 > x) = \frac{e^{-x}(e^{-x} - e^{-1} + x)}{(1 - e^{-x})^2}.
\]

Theorem 2.3. Let \( X \overset{d}{=} \hat{S}_2/2 \) be the hyperbolic sinh-distributed random variable with the p.d.f.

\[
f_X(x) = \frac{\pi[x \coth(\pi x) - 1]}{\sinh^2(\pi x)}, \quad x \in \mathbb{R}.
\]

(2.10)

Then the hyperbolic sinh-moment function \( S_2(s, a) \) has the integral representation

\[
S_2(s, a) = \frac{1}{(s - 1)(s - 2)}E(a + iX)^{2-s}, \quad \text{Re}(s) \neq 1 \text{ or } 2, \quad a > 0.
\]

(2.11)

Proof. The hyperbolic sinh-moment function \( S_2(s, a) \) is defined by

\[
S_2(s, a) = \sum_{n=0}^{\infty} \frac{n}{(n + a)^s}, \quad s > 2, \quad a > 0.
\]

Note that since this series is absolutely convergent for \( s \) with \( \text{Re}(s) > 2 \), we can interchange the sum and integral in the following calculation
\[
= \int_{0}^{\infty} x^{s-3} e^{-ax} \int_{\mathbb{R}} e^{ixt} dF_X(t) dx = \int_{\mathbb{R}} \int_{0}^{\infty} x^{s-3} e^{-(a-it)x} dx dF_X(t)
\]
\[
= \int_{\mathbb{R}} \frac{\Gamma(s-2)}{(a-it)^{s-2}} dF_X(t) = \Gamma(s-2) E(a-iX)^{2-s}
\]
\[
= \Gamma(s-2) E(a+iX)^{2-s}, \quad \text{by symmetry of the distribution of } X.
\]

Furthermore, we may obtain the equality \((s-1)(s-2)S_2(s,a) = E(a+iX)^{2-s}\). By analytic continuation, we can extend the above equation to \(s \in \mathbb{C}, a > 0\).

The next theorem is concerning the integral representation of the hyperbolic cosh-moment function.

**Theorem 2.4.** Let \(X \overset{d}{=} \hat{C}_{1/2}\) be the hyperbolic cosh-distributed random variable with the p.d.f.

\[
f_X(x) = \frac{1}{\cosh(\pi x)}, \quad x \in \mathbb{R}.
\]

Then the hyperbolic cosh-moment function \(C_1(s,a)\) has the integral representation

\[
C_1(s,a) = \frac{1}{2} E(a - \frac{1}{2} + iX)^{-s}, \quad \text{for } a > \frac{1}{2} \text{ and } s \in \mathbb{C}.
\]

In particular, as \(a = 1\), we have

\[(1 - 2^{1-s})\zeta(s) = C_1(s,1) = \frac{1}{2} E(\frac{1}{2} + iX)^{-s}, \quad s \in \mathbb{C}.
\]

**Proof.** Note that \(C_1(s,a) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(n+a)^s}, \ s > 1, \ a > \frac{1}{2}\), and we have

\[
\Gamma(s)C_1(s,a) = \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(s)}{(n+a)^s} = \sum_{n=0}^{\infty} (-1)^n \int_{0}^{\infty} x^{s-1} e^{-(n+a)x} dx
\]

\[
= \sum_{n=0}^{\infty} (-1)^n \int_{0}^{\infty} x^{s-1} e^{-(n+a)x} dx = \int_{0}^{\infty} x^{s-1} e^{-ax} \sum_{n=0}^{\infty} (-e^{-x})^n dx
\]

\[
= \int_{0}^{\infty} x^{s-1} e^{-ax} \frac{1}{1+e^{-x}} dx = \int_{0}^{\infty} x^{s-1} e^{-(a-\frac{1}{2})x} \frac{1}{2 \cosh(\frac{x}{2})} dx
\]

\[
= \frac{1}{2} \int_{0}^{\infty} x^{s-1} e^{-(a-\frac{1}{2})x} \int_{\mathbb{R}} e^{itx} dF_X(t) dx, \quad \text{by the definition of } X,
\]

\[
= \frac{1}{2} \int_{\mathbb{R}} \int_{0}^{\infty} x^{s-1} e^{-(a-\frac{1}{2}-it)x} dx dF_X(t) = \frac{1}{2} \int_{\mathbb{R}} \frac{\Gamma(s)}{(a - \frac{1}{2} - it)^s} dF_X(t)
\]

\[
= \frac{\Gamma(s)}{2} E(a - \frac{1}{2} + iX)^{-s}, \quad \text{by symmetry of the distribution of } X.
\]
Dividing both sides by $\Gamma(s)$ and by analytic continuation, we have

$$C_1(s, a) = \frac{1}{2} E(a - \frac{1}{2} + iX)^{-s}, \quad \text{for } a > 1/2, s \in \mathbb{C}. \quad \square$$

The following corollary is an interesting result of the above theorem. By the definition of the series $C_1(s, a)$, we have, as $a = 1$,

$$C_1(s, 1) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^s} = (1 - 2^{1-s})\zeta(s), \quad \text{Re}(s) > 0$$
(see, Apostol 1976, p292), while as $a = \frac{1}{2}$,

$$C_1(s, \frac{1}{2}) = 2^s \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)^s} \equiv 2^s L_{\chi_4}(s), \quad \text{Re}(s) > 0,$$

where $L_{\chi_4}(s)$ is the Dirichlet series associated with the quadratic character modulo 4 (see, Biane, Pitman and Yor 2001).

**Corollary 2.4.** The following identity holds for $a > 1/2$ and $\text{Re}(s) > -1$,

$$2\Gamma(s+1)C_1(s, a) = \int_{\mathbb{R}} |x|^s g_a(x) dx,$$

where $g_a(x)$ is a p.d.f. $g_a(x) = \frac{e^{-a|x|(a-1)e^{-|x|}}}{(1+e^{-|x|})^2}, x \in \mathbb{R}$.

In particular, when $a = 1$, we have the absolute moment formula of the logistic distribution, namely,

$$E(|X|^s) = 2\Gamma(s+1)(1 - 2^{1-s})\zeta(s), \quad \text{Re}(s) > -1,$$

where $X$ has the logistic distribution $F_X(x) = \frac{1}{1+e^{-x}}, \quad x \in \mathbb{R}$.

**Proof.** By Theorem 2.4 and integration by parts, we have

$$\Gamma(s)C_1(s, a) = \frac{1}{s} \int_0^{\infty} \frac{e^{-ax}}{1 + e^{-x}} dx^s$$

$$= \frac{1}{s} \int_0^{\infty} x^s e^{-ax} [a + (a-1)e^{-x}] \frac{dx}{(1+e^{-x})^2}, \quad \text{which is equivalent to}$$

$$\Gamma(s+1)C_1(s, a) = \int_0^{\infty} x^s e^{-ax} [a + (a-1)e^{-x}] \frac{dx}{(1+e^{-x})^2}.$$

Since $\lim_{s \to 0} C_1(s, a) = 1/2$, we have

$$2\Gamma(s+1)C_1(s, a) = \int_{\mathbb{R}} |x|^s g_a(x) dx, \quad \text{Re}(s) > -1.$$

Furthermore, as $g_a(x) \geq 0$, for $x \in \mathbb{R}$, and $a > 1/2$, we can see that $g_a(x)$ is a p.d.f. The second assertion of the corollary can be treated as a special case of the above theorem as $a = 1$. \quad \square
Theorem 2.5. Let $X \sim \hat{C}_2/2$ be a random variable with the hyperbolic cosh-distribution, i.e. its p.d.f. can be written as

$$f_X(x) = \frac{2x}{\sinh(\pi x)}, \quad x \in \mathbb{R}.$$  

Then, the hyperbolic cosh-moment function $C_2(s, a)$ has the integral representation

$$C_2(s, a) = \frac{1}{4} E(a - 1 + iX)^{-s}, \quad s \in \mathbb{C}, \quad a > 1. \quad (2.14)$$

Proof. By the definition of the hyperbolic cosh-moment function $C_2(s, a) = \sum_{n=0}^{\infty} \frac{(-1)^n(n+1)}{(n+a)^s}$, $s > 2$, we have

$$\Gamma(s)C_2(s, a) = \sum_{n=0}^{\infty} \frac{(-1)^n(n+1)\Gamma(s)}{(n+a)^s}$$

$$= \sum_{n=0}^{\infty} \left(-\frac{2}{n}\right) \int_0^{\infty} x^{s-1} e^{-(n+a)x} dx = \int_0^{\infty} x^{s-1} e^{-ax} \sum_{n=0}^{\infty} \left(-\frac{2}{n}\right) e^{-nx} dx$$

$$= \int_0^{\infty} x^{s-1} e^{-ax} \left(\frac{1}{1 + e^{-x}}\right)^2 dx,$$

which is due to the equality $(1 + x)^{-2} = \sum_{n=0}^{\infty} \left(-\frac{2}{n}\right) x^n$.

Besides, by the definition of $X$, we have

$$E(e^{i\theta X}) = \int_{\mathbb{R}} e^{i\theta x} dF_X(x) = \left(\frac{1}{\cosh \frac{\theta}{2}}\right)^2, \quad \theta \in \mathbb{R},$$
which implies

\[ \Gamma(s)C_2(s, a) = \int_0^\infty x^{s-1}e^{-ax}\left(\frac{1}{1+e^{-x}}\right)^2 dx \]

\[ = \int_0^\infty x^{s-1}e^{-(a-1)x}\frac{1}{4}\left(\frac{1}{\cosh \frac{x}{2}}\right)^2 dx \]

\[ = \frac{1}{4} \int_0^\infty x^{s-1}e^{-(a-1)x}\int_F e^{itx}dF_X(t)dx \]

\[ = \frac{1}{4} \int_\mathbb{R} \int_0^\infty x^{s-1}e^{-(a-1-it)x}dxF_X(t) \]

\[ = \frac{1}{4} \int_\mathbb{R} \frac{\Gamma(s)}{(a-1-it)^s}dF_X(t) = \frac{1}{4} \Gamma(s)E(a - 1 - iX)^{-s} \]

\[ = \frac{1}{4} \Gamma(s)E(a - 1 + iX)^{-s}. \]

Dividing both sides by \( \Gamma(s) \) and using analytic continuation, we complete the proof. \( \square \)

We will prove the following theorem concerning hyperbolic tanh-distribution function.

**Theorem 2.6.** Let \( X \sim \tilde{T}_1/2 \) have the hyperbolic tanh-distribution with the p.d.f.

\[ f_X(x) = \frac{2}{\pi} \log \coth\left(\frac{\pi}{2}|x|\right), \quad x \in \mathbb{R}. \]

Then, the hyperbolic tanh-moment function \( T_1(s, a) \) has the integral representation

\[ T_1(s, a) = E(a + iX)^{-s}, \quad \text{for } a > 0, \quad s \in \mathbb{C}. \quad (2.15) \]

**Proof.** By the definition of the hyperbolic tanh-moment function \( T_1(s, a) \), multiplying it by
\[ \Gamma(s), \text{ we have} \]
\[ \Gamma(s) T_1(s, a) = \Gamma(s) \sum_{n=0}^{\infty} 2(-1)^n E(a + U + n)^{-s} \]
\[ = \sum_{n=0}^{\infty} 2(-1)^n \int_{\mathbb{R}} \frac{\Gamma(s)}{(a + u + n)^s} dF_U(u), \text{ in which } U \overset{d}{=} \text{Unif}(0, 1) \]
\[ = \sum_{n=0}^{\infty} 2(-1)^n \int_{0}^{\infty} x^{s-1} e^{-(a+u+n)x} dx dF_U(u) \]
\[ = \int_{0}^{\infty} x^{s-1} e^{-ax} \int_{\mathbb{R}} e^{-ux} dF_U(u) \sum_{n=0}^{\infty} (-1)^n e^{-nx} dx \]
\[ = \int_{0}^{\infty} x^{s-1} e^{-ax} \frac{1 - e^{-x}}{x} \cdot \frac{1}{1 + e^{-x}} dx \]
\[ = \int_{0}^{\infty} x^{s-1} e^{-ax} \tanh \left( \frac{x}{2} \right) dx. \]

Note that \( X \overset{d}{=} \hat{T}_1/2 \). Therefore,
\[ \int_{0}^{\infty} x^{s-1} e^{-ax} \tanh \left( \frac{x}{2} \right) \frac{1}{x/2} dx \]
\[ = \int_{0}^{\infty} x^{s-1} e^{-ax} \int_{\mathbb{R}} e^{itx} dF_X(t) dx \]
\[ = \int_{\mathbb{R}} \int_{0}^{\infty} x^{s-1} e^{-(a-it)x} dx dF_X(t) \]
\[ = \int_{\mathbb{R}} \frac{\Gamma(s)}{(a-it)^s} dF_X(t) = \Gamma(s) E(a + iX)^{-s}. \]

Dividing both sides by \( \Gamma(s) \) and by analytic continuation, we have
\[ T_1(s, a) = E(a + iX)^{-s}, \text{ for } a > 0, \quad s \in \mathbb{C}. \]

\[ \square \]

**Theorem 2.7.** Let \( X \overset{d}{=} \hat{T}_2/2 \) have the hyperbolic tanh-distribution with the p.d.f.
\[ f_X(x) = \int_{\frac{y}{2|x|}}^{\infty} \frac{y(y - 2|x|)}{\sinh \left( \frac{\sqrt{2} y}{2} \right)} dy, \quad x \in \mathbb{R}. \]
Then the hyperbolic tanh-moment function $T_2(s,a)$ has the integral representation

$$T_2(s,a) = E(a + iX)^{-s}, \quad a > 0, s \in \mathbb{C}. \quad (2.17)$$

**Proof.** The hyperbolic tanh-moment function $T_2(s,a)$ is defined by

$$T_2(s,a) = \sum_{n=1}^{\infty} 4(-1)^{n-1}nE(a - 1 + V + n)^{-s}, \quad s > 2, \quad a > 0,$$

where $V$ has the triangle p.d.f., namely, the pdf of $V$ is

$$f_V(u) = \begin{cases} u, & \text{if } 0 \leq u \leq 1 \\ 2-u, & \text{if } 1 < u \leq 2 \\ 0, & \text{otherwise.} \end{cases}$$

Observe that

$$\Gamma(s)T_2(s,a) = \sum_{n=1}^{\infty} 4(-1)^{n-1}n\Gamma(s)E(a - 1 + V + n)^{-s}$$

$$= \int_{\mathbb{R}} \sum_{n=1}^{\infty} 4(-1)^{n-1}n\frac{\Gamma(s)}{[(a - 1) + v + n]^s}dF_V(v)$$

$$= \int_{\mathbb{R}} \int_{0}^{\infty} 4(-1)^{n-1}nx^{s-1}e^{-(a-1+v+n)x}dx dF_V(v)$$

$$= \int_{0}^{\infty} x^{s-1}e^{-(a-1)x} \left[ \int_{\mathbb{R}} e^{-vx}dF_V(v) \right] \sum_{n=1}^{\infty} 4(-1)^{n-1}ne^{-nx}dx$$

$$= \int_{0}^{\infty} x^{s-1}e^{-(a-1)x} \left( \frac{1-e^{-x}}{x} \right)^2 \frac{4e^{-x}}{(1+e^{-x})^2}dx$$

$$= \int_{0}^{\infty} x^{s-1}e^{-ax} \left( \frac{\tanh \frac{x}{2}}{x/2} \right)^2 dx.$$ 

By the definition of $X$, its characteristic function is given by

$$E(e^{i\theta X}) = \int_{\mathbb{R}} e^{i\theta x}dF_X(x) = \left( \frac{\tanh \frac{\theta}{2}}{\theta/2} \right)^2, \quad \theta \in \mathbb{R},$$
which implies

\[ \Gamma(s)T_2(s, a) = \int_0^\infty x^{s-1}e^{-ax} \left( \frac{\tanh \frac{x}{2}}{x/2} \right)^2 dx \]

\[ = \int_0^\infty x^{s-1}e^{-ax} \int \mathcal{F}(t) e^{itx} dx \]

\[ = \int_0^\infty \int_\mathbb{R} x^{s-1}e^{-(a-it)x} dx d\mathcal{F}(t) \]

\[ = \int_\mathbb{R} \frac{\Gamma(s)}{(a-it)^s} d\mathcal{F}(t) = \Gamma(s)E(a-iX)^{-s} = \Gamma(s)E(a+iX)^{-s}, \]

and \( T_2(s, a) = E(a+iX)^{-s} \). Again by analytic continuation, we prove the theorem.

3 Some More General Results Concerning Ramanujan’s Master Theorem and Pitman-Yor Hyperbolic Distributions

S. Ramanujan introduced the so-called Ramanujan’s Master Theorem that provides an explicit expression for the Mellin transform of a function. It was widely used as a tool in computing definite integrals and infinite series (see Berndt 1985). As stated by Ramanujan in his quarterly reports, his Master Theorem is given by the following interesting relation

\[ \int_0^\infty x^{s-1} \sum_{j=0}^\infty \frac{(-x)^j \lambda(j)}{j!} dx = \Gamma(s)\lambda(-s). \] (3.1)

Another interesting identity by Ramanujan alongside (3.1) is given by

\[ \int_0^\infty x^{s-1} \sum_{j=0}^\infty (-x)^j \phi(j) dx = \frac{\pi}{\sin(\pi s)} \phi(-s), \] (3.2)

where \( \phi(n) = \lambda(n)/\Gamma(n+1) \).

Amdeberhan et al. (2012) mentioned that, “the proof of Ramanujan’s Master Theorem provided by Hardy (1978) employs Cauchy’s residue theorem as well as the well-known Mellin inversion formula...” As Hardy observed, the Fourier inversion lay outside the range of Ramanujan’s ideas (see Edwards 1974, p.223-224). Therefore it is necessary to modify the Original Ramanujan’s Master Theorem. In the following, we propose a new proof to modify the Master Theorem by using the formula of the characteristic function together with the Laplace-Stieltjes transform.
Theorem 3.1. Let $X$ be a random variable with a symmetric distribution and finite moments $E|X|^n < \infty$ of all orders, $n \geq 0$. Then,

$$\int_0^\infty t^{s-1}e^{-at}\phi_X(t)dt = \Gamma(s)E(a+iX)^{-s}, \quad \text{for } a > 0, \text{ and complex } s \text{ with } \Re(s) > 0, \quad (3.3)$$

where $\phi_X(t) = E(e^{itX})$ is the characteristic function of $X$. In particular, when $s = n > 0$, we have for any $a > 0$,

$$e^{-at}\phi_X(t) = \sum_{n=0}^{\infty} \frac{(-t)^nE(a+iX)^n}{n!}, \quad t \geq 0. \quad (3.4)$$

Remark 3.1. Note that when $t = 0$, both sides of (3.4) are equal to one. Note also that the integral $\frac{1}{\Gamma(s)}\int_0^\infty t^{s-1}e^{-at}\phi_X(t)dt = h_X(s,a)$ is the Hurwitz Zeta function induced by $X$.

Proof. This theorem can be proved by the following two approaches:

Method 1. First, we note that

$$e^{-ax}\phi_X(x) = \int_\mathbb{R} e^{-(a-it)x}dF_X(x)$$

$$= \int_\mathbb{R} \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} (a-it)^n dF_X(t)$$

$$= \sum_{n=0}^{\infty} \int_\mathbb{R} \frac{(-x)^n}{n!} (a-it)^n dF_X(t)$$

$$= \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} E(a-iX)^n = \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} E(a+iX)^n.$$

Applying Ramanujan’s Master Theorem, we have

$$\int_0^\infty x^{s-1}e^{-ax}\phi_X(x)dx = \int_0^\infty x^{s-1} \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} E(a+iX)^n dx$$

$$= \Gamma(s)E(a+iX)^{-s}, \quad a > 0, \quad Re(s) > 0.$$

Method 2. Directly by the characteristic function of $X$, we have

$$\int_0^\infty x^{s-1}e^{-ax}\phi_X(x)dx = \int_0^\infty x^{s-1}e^{-ax} \int_\mathbb{R} e^{itx}dF_X(t) dx$$

$$= \int_\mathbb{R} \int_0^\infty x^{s-1}e^{-(a-it)x} dx dF_X(t) = \int_\mathbb{R} \frac{\Gamma(s)}{(a-it)^s} dF_X(t)$$

$$= \Gamma(s)E(a-iX)^{-s} = \Gamma(s)E(a+iX)^{-s}.$$
Since \( E|X|^n < \infty \) for all \( n \geq 1 \), by analytic continuation, this identity can be extended to the range as \( a > 0 \) and \( \text{Re}(s) > 0 \).

We can also obtain the following result concerning the Laplace-Stieltjes transform of a distribution function \( G \).

**Corollary 3.1.** Let \( Y \geq 0 \) have a distribution function \( G \), finite moments \( E(Y^n) \) of all orders, \( n \geq 0 \), and moment generating function \( L(\lambda) = E(e^{-\lambda Y}) \), for \( \lambda \geq 0 \). Then,

\[
\int_0^\infty x^{s-1}e^{-ax}L(x)dx = \Gamma(s)E(a+Y)^{-s}, \quad \text{for } a > 0, \text{Re}(s) > 0.
\]

In particular, when \( s = n \geq 0 \), we have for \( a > 0 \) and \( x \geq 0 \),

\[
e^{-ax}L(x) = \sum_{n=0}^\infty \frac{(-x)^n}{n!}E(a+Y)^n.
\]

**Proof.** The corollary can be proved in two different ways:

**Method 1.**

\[
e^{-ax}L(x) = e^{-ax} \int_0^\infty e^{-xy}dG(y) = \int_0^\infty e^{-x(a+y)}dG(y)
\]

\[
= \int_0^\infty \sum_{n=0}^\infty \frac{(-x)^n}{n!}(a+y)^ndG(y)
\]

\[
= \sum_{n=0}^\infty \frac{(-x)^n}{n!} \int_0^\infty (a+y)^ndG(y).
\]

Applying the Master Theorem, we have

\[
\int_0^\infty x^{s-1}e^{-ax}L(x)dx = \Gamma(s) \int_0^\infty (a+y)^{-s}dG(y). \quad \text{(3.5)}
\]

**Method 2.** Prove the corollary directly.

\[
\int_0^\infty x^{s-1}e^{-ax}L(x)dx = \int_0^\infty x^{s-1}e^{-ax} \int_0^\infty e^{-xy}dG(y) dx
\]

\[
= \int_0^\infty \int_0^\infty x^{s-1}e^{-(a+y)x} dx dG(y)
\]

\[
= \int_0^\infty \frac{\Gamma(s)}{(a+y)^s}dG(s) = \Gamma(s) \int_0^\infty (a+y)^{-s}dG(y), \quad \text{Re}(s) > 0.
\]
Example 3.1. For standard normal distribution function $\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$, $x \in \mathbb{R}$. Its corresponding characteristic function is $\phi(t) = e^{-\frac{t^2}{2}}$, $t \in \mathbb{R}$. We have

$$e^{-at} e^{-\frac{t^2}{2}} = \sum_{n=0}^{\infty} \frac{(-t)^n}{n!} \int (a + ix)^n d\Phi(x), \quad t > 0, \text{ and} \tag{3.6}$$

$$\int_0^{\infty} x^{s-1} e^{-ax} e^{-\frac{t^2}{2}} dx = \Gamma(s) \int_{\mathbb{R}} (a + ix)^{-s} d\Phi(x), \quad \text{Re}(s) > 0. \tag{3.7}$$

Example 3.2. Consider the p.d.f. of the Gamma distribution

$$f_\alpha(x) = \frac{1}{\Gamma(\alpha)} x^{\alpha-1} e^{-x}, \quad x > 0, \alpha > 0, \tag{3.8}$$

and its probability Laplace-Stieltjes transform

$$L_\alpha(u) = \left( \frac{1}{1 + u} \right)^\alpha, \quad u > 0. \tag{3.9}$$

We have, for $a > 0$,

$$e^{-ax} (1 + x)^\alpha = \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} \int (a + x)^n f_\alpha(x) dx, \quad x > 0 \text{ and} \tag{3.10}$$

$$\int_0^{\infty} x^{s-1} e^{-ax} (1 + x)^\alpha dx = \Gamma(s) \int_{\mathbb{R}} (a + x)^{-s} f_\alpha(x) dx, \quad \text{Re}(s) > 0. \tag{3.11}$$

Furthermore, we have the interesting interchangeable relation

$$\int_0^{\infty} L_\alpha(x) f_\beta(x) dx = \int_0^{\infty} L_\beta(x) f_\alpha(x) dx, \quad \alpha, \beta > 0. \tag{3.12}$$

The equations (3.10) and (3.11) can be derived by Corollary 3.1. Now we prove the interchangeable relation (3.12).
\[
\begin{align*}
&= \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty \int_0^\infty x^{\beta-1}e^{-x}e^{-xy}dx\ y^{\alpha-1}e^{-y}dy \\
&= \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty \int_0^\infty x^{\beta-1}e^{-(1+y)x}dx\ y^{\alpha-1}e^{-y}dy \\
&= \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty \frac{\Gamma(\beta)}{(1+y)^\beta} y^{\alpha-1}e^{-y}dy \\
&= \int_0^\infty \left( \frac{1}{1+y} \right)^\beta \frac{1}{\Gamma(\alpha)} y^{\alpha-1}e^{-y}dy \\
&= \int_0^\infty L_\beta(y)f_\alpha(y)dy.
\end{align*}
\]

The classical integral representation of the Beta function is
\[
B(p, q) = \frac{\Gamma(p)\Gamma(q)}{\Gamma(p+q)} = \int_0^1 u^{p-1}(1-u)^{q-1}du
\]
\[
= \int_\mathbb{R} \frac{ce^{-qcy}}{(1+e^{-y})^{p+q}}dy,
\]
where \( c > 0, \text{Re}(q) > 0, \text{Re}(p) > 0 \). Pitman and Yor (2003, p.300) yielded the p.d.f. of the cosh \( \hat{C}_\alpha \) distribution
\[
\psi_\alpha(x) = 2^{\alpha-2} \pi B\left( \frac{\alpha+ix}{2}, \frac{\alpha-ix}{2} \right) = \frac{2^{\alpha-2}}{\Gamma(\alpha)\pi} \left| \Gamma\left( \frac{\alpha+ix}{2} \right) \right|^2. \tag{3.13}
\]

As mentioned in Pitman and Yor (2003), any explicit formula of the p.d.f. of the sinh \( \hat{S}_\alpha \) distribution or the tanh \( \hat{T}_\alpha \) distribution is still not available. In the following example, we will illustrate how to derive the p.d.f. of the sinh \( \hat{S}_\alpha \) distribution and the tanh \( \hat{T}_\alpha \) distribution.

**Example 3.3.** The p.d.f.’s of the hyperbolic cosh, sinh, and tanh distributions are given below:

(1) The cosh \( \hat{C}_\alpha \) distribution:
\[
\int_\mathbb{R} e^{itx} \psi_\alpha(x)dx = \left( \frac{1}{\cosh t} \right)^\alpha, \quad t \in \mathbb{R}, \quad \alpha > 0, \tag{3.14}
\]
and the p.d.f. is \( \psi_\alpha(x) = \frac{2^{\alpha-2}}{\pi} \frac{\alpha+ix}{2} B\left( \frac{\alpha+ix}{2}, \frac{\alpha-ix}{2} \right) 
\]
\[
= \frac{2^{\alpha-2}}{\Gamma(\alpha)\pi} \left| \Gamma\left( \frac{\alpha+ix}{2} \right) \right|^2. \tag{3.15}
\]
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(2) The sinh $\hat{S}_\alpha$ distribution:

$$\int_\mathbb{R} e^{itx} \phi_\alpha(x) \, dx = \left( \frac{t}{\sinh t} \right)^\alpha, \quad t \in \mathbb{R}, \quad \alpha > 0, \quad (3.16)$$

and the p.d.f. is

$$\phi_\alpha(x) = \frac{2\alpha}{\pi} \int_0^1 \frac{\cos(x \ln y) y^{\alpha-1} (\ln y)^\alpha}{(y^2 - 1)^\alpha} \, dy,$$

$$= \frac{2\alpha}{\pi} \int_0^{\pi/2} \cos(x \ln(\sec \theta)) \cot^{\alpha-1}(\theta)[\csc(\theta \ln(\sec \theta))]^\alpha \, d\theta, \quad x \in \mathbb{R}, \alpha > 0. \quad (3.17)$$

(3) The tanh $\hat{T}_\alpha$ distribution:

$$\int_\mathbb{R} e^{itx} \eta_\alpha(x) \, dx = \left( \frac{\tanh t}{t} \right)^\alpha, \quad t \in \mathbb{R}, \quad \alpha > 0, \quad (3.18)$$

and the p.d.f. is

$$\eta_\alpha(x) = \frac{1}{\pi} \int_0^1 \frac{\cos(x \ln y) (y^2 - 1)^\alpha}{(\ln y)^\alpha (y^2 + 1)^2} \frac{1}{y} \, dy, \quad x \in \mathbb{R}, \alpha > 0. \quad (3.19)$$

For the hyperbolic sinh-distributed random variable $\hat{S}_\alpha$, observe that

$$\int_\mathbb{R} e^{-ity} \left( \frac{y}{\sinh y} \right)^\alpha \, dy$$

$$= \int_\mathbb{R} e^{-ity} \left[ (ey - e^{-y})/2 \right]^\alpha \, dy, \quad \text{by setting } y = \ln x,$$

$$= \int_0^\infty x^{-it} \frac{(\ln x)^\alpha}{(x - \frac{1}{x})^{\alpha/2}} \frac{1}{x} \, dx$$

$$= 2\alpha \int_0^\infty \frac{x^{-it-1+\alpha}(\ln x)^\alpha}{(x^2 - 1)^\alpha} \, dx$$

$$= 2\alpha \left[ \int_0^1 \frac{x^{-it-1+\alpha}(\ln x)^\alpha}{(x^2 - 1)^\alpha} \, dx + \int_1^\infty \frac{x^{-it-1+\alpha}(\ln x)^\alpha}{(x^2 - 1)^\alpha} \, dx \right]$$

$$= 2\alpha \left[ \int_0^1 \frac{x^{-it-1+\alpha}(\ln x)^\alpha}{(x^2 - 1)^\alpha} \, dx + \int_0^1 \frac{y^{it+1-\alpha}(\ln y)^\alpha}{(y^2 - 1)^\alpha y^2} \, dy \right], \quad \text{(by setting } y = \frac{1}{x})$$
\[
\frac{1}{2\pi} \int_{\mathbb{R}} e^{-iy} \left( \frac{y}{\sinh y} \right)^\alpha dy = \frac{2^\alpha}{\pi} \int_0^1 \cos(t \ln x) x^{\alpha-1}(\ln x)^\alpha \frac{dx}{(x^2 - 1)^\alpha} = \phi_\alpha(t), \quad t \in \mathbb{R}, \quad \alpha > 0.
\]

By Fourier transform, we know that
\[
\int_{\mathbb{R}} e^{itx} \phi_\alpha(x) dx = \left( \frac{t}{\sinh t} \right)^\alpha, \quad t \in \mathbb{R}, \quad \alpha > 0.
\]

\[
\phi_\alpha(x) = \frac{2^\alpha}{\pi} \int_0^1 \frac{\cos(x \ln y) y^{\alpha-1}(\ln y)^\alpha}{(y^2 - 1)^\alpha} dy, \quad \text{by setting } y = \cos \theta
\]

\[
= \frac{2^\alpha}{\pi} \int_0^{\pi/2} \frac{\cos(x \ln(\cos \theta)) \cos^{\alpha-1} \theta (\ln \cos \theta)^\alpha}{(-1)^\alpha (1 - \cos^2 \theta)^\alpha} \sin \theta d\theta
\]

\[
= \frac{2^\alpha}{\pi} \int_0^{\pi/2} \cos(x \ln \sec \theta) \cot^{\alpha-1} \theta [\csc \theta \ln \sec \theta]^\alpha d\theta.
\]
Apropos of the tanh-distributed random variable $\hat{T}_{\alpha}$, note that

$$
\int_{\mathbb{R}} e^{-ity} \left( \frac{\tanh y}{y} \right)^\alpha dy
$$

$$
= \int_{\mathbb{R}} e^{-ity} \left[ e^y - e^{-y} \right]^\alpha \frac{1}{y^\alpha [e^y + e^{-y}]^\alpha} dy, \quad \text{(setting } x = e^y) \tag{3.19}
$$

$$
= \int_0^\infty x^{-it} \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx
$$

$$
= \int_0^1 x^{-it} \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx + \int_1^\infty x^{-it} \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx.
$$

Setting $u = \frac{1}{x}$, it becomes

$$
\int_0^1 x^{-it} \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx + \int_0^1 \frac{u^{-it} (1^\alpha - 1)^\alpha}{(u^2 + 1)^\alpha (-\ln u)^\alpha u^{-1} u^2} \frac{1}{u} du
$$

$$
= \int_0^1 x^{-it} \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx + \int_0^1 \frac{u^{-it} (u^2 - 1)^\alpha}{(u^2 + 1)^\alpha (\ln u)^\alpha u} du
$$

$$
= \int_0^1 [x^{-it} + x^{it}] \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx
$$

$$
= \int_0^1 2 \cos(t \ln x) \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx,
$$

which implies

$$
\frac{1}{2\pi} \int_{\mathbb{R}} e^{-ity} \left( \frac{\tanh y}{y} \right)^\alpha dy
$$

$$
= \frac{1}{\pi} \int_0^1 \cos(t \ln x) \frac{(x^2 - 1)^\alpha}{(x^2 + 1)^\alpha (\ln x)^\alpha x} \frac{1}{x} dx \equiv \eta_\alpha(t), \quad t \in \mathbb{R}, \alpha > 0.
$$

The following three theorems are about the integral representation of the moments of the hyperbolic sinh-,cosh-, and tanh- distributed random variables.

**Theorem 3.2.** The hyperbolic sinh-moment function $S^*_\alpha(s, a)$ is defined by

$$
S^*_\alpha(s, a) = \sum_{n=0}^\infty \frac{(n+\alpha-1)}{(n+a)^s}, \quad s > [\alpha], \ a > 0, \tag{3.20}
$$
where \([\alpha]\) stands for the greatest integer less than or equal to \(\alpha\). Then, \(S_\alpha^*(s,a)\) has the integral representation

\[
S_\alpha^*(s,a) = \frac{\Gamma(s - \alpha)}{\Gamma(s)} \int_\mathbb{R} \frac{1}{(a - \frac{\alpha}{2} + \frac{1}{2}iy)^{s-\alpha}} \phi_\alpha(y) dy
\]

(3.21)

\[
= \frac{\Gamma(s - \alpha)}{\Gamma(s)} E(a - \frac{\alpha}{2} + \frac{1}{2}iX_\alpha)^{a-s},
\]

(3.22)

where the domain of \(s\) can be extended analytically to the complex plane with \(\text{Re}(s) > [\alpha]\), \(a > \frac{\alpha}{2}\), and \(X_\alpha\) is a random variable with the p.d.f.

\[
\phi_\alpha(x) = \frac{2^\alpha}{\pi} \int_0^1 \frac{\cos(x \ln y)y^{\alpha-1}(\ln y)^\alpha}{(y^2 - 1)^\alpha} dy, \quad x \in \mathbb{R}, \alpha > 0.
\]

(3.23)

**Proof.** By the definition of \(S_\alpha^*(s,a)\), we know that the series converges absolutely for \(\text{Re}(s) > [\alpha]\). Interchanging the sum and the integral, we have

\[
\Gamma(s)S_\alpha^*(s,a) = \sum_{n=0}^\infty \binom{n + \alpha - 1}{n} \frac{\Gamma(s)}{(n + a)^s} \int_0^\infty x^{s-1}e^{-(n+a)x} dx
\]

\[
= \sum_{n=0}^\infty \binom{n + \alpha - 1}{n} \int_0^\infty x^{s-1}e^{-\alpha x} \sum_{n=0}^\infty \binom{n + \alpha - 1}{n} (e^{-x})^n dx
\]

\[
= \int_0^\infty x^{s-1}e^{-ax} \left( \frac{1}{1 - e^{-x}} \right)^\alpha dx.
\]

Applying the formula \(\int_\mathbb{R} e^{itx} \phi_\alpha(x) dx = \left( \frac{t}{\sinh t} \right)^\alpha\), we have

\[
\Gamma(s)S_\alpha^*(s,a) = \int_0^\infty x^{s-1}e^{-ax} \left( \frac{1}{1 - e^{-x}} \right)^\alpha dx
\]

\[
= \int_0^\infty x^{s-1}e^{-ax} \left( \frac{e^{x/2}}{e^{x/2} - e^{-x/2}} \right)^\alpha dx
\]

\[
= \int_0^\infty x^{s-1}e^{-ax} \frac{ax}{2} x^{-\alpha} \left( \frac{x/2}{\sinh x/2} \right)^\alpha dx
\]

\[
= \int_0^\infty x^{s-\alpha-1}e^{-(a-\frac{\alpha}{2})x} \int_\mathbb{R} e^{ixy/2} \phi_\alpha(y) dy dx
\]
Since for all \( n \geq 0 \), the moments \( E|X_\alpha|^n < \infty \), this equation can be extended analytically to \( \{ (s, a) \in \mathbb{C} \times \mathbb{R} : \Re(s) > [\alpha], a > \alpha/2 \} \).

The following corollary is a direct result of the above theorem.

**Corollary 3.2.** The hyperbolic sinh-moment function \( S^*_m(s, a) \) is defined by

\[
S^*_m(s, a) = \sum_{n=0}^{\infty} \frac{(n+m-1)}{(n+a)s}, \quad s > m, \quad a > 0 \quad \text{for} \quad m = 1, 2, \ldots.
\]

Then, the integral representation of \( S^*_m(s, a) \)

\[
S^*_m(s, a) = \frac{1}{(s-1) \cdots (s-m)} \int \frac{1}{(a - \frac{m}{2} + \frac{1}{2}iy)^{s-m}} \phi_m(y)dy,
\]

can be extended analytically to \( s \in \mathbb{C} \) with \( \Re(s) \neq 1, 2, \ldots, m, \ a > m/2 \), where \( \phi_m(x) \) is a p.d.f. on \( \mathbb{R} \).

\[
\phi_m(x) = \frac{2^m}{\pi} \int_0^1 \frac{\cos(x \ln y) y^{m-1} (\ln y)^m}{(y^2 - 1)^m} dy, \quad x \in \mathbb{R}.
\]

**Theorem 3.3.** Suppose that the hyperbolic cosh-moment function \( C^*_\alpha(s, a) \) is defined by

\[
C^*_\alpha(s, a) = \sum_{n=0}^{\infty} \frac{(-\alpha)_n}{(n+a)s}, \quad \alpha > 0, \quad s > [\alpha], \quad a > 0.
\] (3.24)

Then it has the following integral representation

\[
C^*_\alpha(s, a) = \int \frac{1}{(a - \alpha/2 + i\frac{1}{2}x)^s} \frac{1}{2^\alpha} \psi_\alpha(x)dx, \quad s \in \mathbb{C}, \quad a > \alpha/2,
\] (3.25)

where \( \psi_\alpha(x) = \frac{2^{\alpha-2}}{\pi} B\left(\frac{\alpha+ix}{2}, \frac{\alpha-ix}{2}\right) \), \( x \in \mathbb{R} \).
Proof. By the definition of $C^*_\alpha(s,a)$, we can see that the series is absolutely convergent for $\Re(s) > [\alpha]$. Interchanging the sum and the integration, we have

$$
\Gamma(s)C^*_\alpha(s,a) = \sum_{n=0}^{\infty} \binom{-\alpha}{n} \int_0^\infty x^{s-1}e^{-(n+a)x}dx
$$

$$
= \int_0^\infty x^{s-1}e^{-ax}\sum_{n=0}^{\infty} \binom{-\alpha}{n}(e^{-x})^n dx
$$

$$
= \int_0^\infty x^{s-1}e^{-ax}\left(\frac{1}{1+e^{-x}}\right)^\alpha dx.
$$

Now, since for $\alpha > 0$,

$$
\int_\mathbb{R} e^{itx}\psi_\alpha(x)dx = \left(\frac{1}{\cosh t}\right)^\alpha,
$$

we have

$$
\Gamma(s)C^*_\alpha(s,a) = \int_0^\infty x^{s-1}e^{-ax}\left(\frac{e^{x/2}}{e^{x/2} + e^{-x/2}}\right)^\alpha dx
$$

$$
= \int_0^\infty x^{s-1}e^{-(a-\alpha/2)x}\frac{1}{2^\alpha} \left(\frac{1}{\cosh \frac{x}{2}}\right)^\alpha dx
$$

$$
= \int_0^\infty x^{s-1}e^{-(a-\alpha/2)x}\frac{1}{2^\alpha} \int_\mathbb{R} e^{ixy/2}\psi_\alpha(y)dy dx
$$

$$
= \int_\mathbb{R} \int_0^\infty x^{s-1}e^{-(a-\alpha/2-iy)x}\frac{1}{2^\alpha}\psi_\alpha(y)dy dx
$$

$$
= \int_\mathbb{R} \frac{\Gamma(s)}{(a-\alpha/2-iy)^s} \frac{1}{2^\alpha}\psi_\alpha(y)dy.
$$

By the symmetry of the p.d.f. $\psi_\alpha(y)$ and $E|X_\alpha|^n < \infty$ for all $n \geq 0$, we obtain the integral representation (3.25) and are able to extend it to include $s \in \mathbb{C}$, $a > \frac{\alpha}{2}$, $\alpha > 0$.

**Theorem 3.4.** Suppose that the hyperbolic tanh-moment function $T^*_\alpha(s,a)$ is defined by

$$
T^*_\alpha(s,a) = 2^\alpha \sum_{n=0}^{\infty} (-1)^n \binom{n+\alpha-1}{n} E(a+n+V_\alpha)^{-s},
$$

(3.26)

where $\alpha$ is a positive integer, $s > \alpha$ is a real number, $a > 0$, and $V_\alpha$ is a random variable with

$$
V_\alpha \overset{d}{=} U_1 + U_2 + \cdots + U_\alpha,
$$
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for which $U_1, \cdots, U_\alpha \overset{i.i.d.}{\sim} U(0, 1)$.

Then $T_\alpha^*(s, a)$ has the extended integral representation

$$T_\alpha^*(s, a) = E(a + \frac{1}{2}iX_\alpha)^{-s}, \quad s \in \mathbb{C}, \quad a > 0,$$

(3.27)

where $X_\alpha$ is a random variable with the p.d.f.

$$\eta_\alpha(x) = \frac{1}{\pi} \int_0^1 \frac{\cos(x \ln y)(y^2 - 1)^\alpha 1}{(\ln y)^\alpha(y^2 + 1)^2} dy, \quad x \in \mathbb{R}.$$  

(3.28)

**Proof.** From the definition of the tanh-moment function $T_\alpha^*(s, a)$, we can see that it converges absolutely for those complex numbers $s$ with $Re(s) > \alpha$. By interchanging the sum and the integral, we have

$$\Gamma(s)T_\alpha^*(s, a) = \Gamma(s)2^\alpha \sum_{n=0}^\infty (-1)^n \left( \frac{n + \alpha - 1}{n} \right) E(a + n + V_\alpha)^{-s}$$

$$= \sum_{n=0}^\infty 2^\alpha (-1)^n \left( \frac{n + \alpha - 1}{n} \right) \int_\mathbb{R} \int_0^\infty x^{s-1}e^{-(a+n)x} dx dF_\alpha(v)$$

$$= \int_0^\infty x^{s-1}e^{-ax} \sum_{n=0}^\infty 2^\alpha (-1)^n \left( \frac{n + \alpha - 1}{n} \right) e^{-nx} \int_\mathbb{R} e^{-vx} dF_\alpha(v) dx$$

$$= \int_0^\infty x^{s-1}e^{-ax} 2^\alpha \sum_{n=0}^\infty \left( \frac{-\alpha}{n} \right) (e^{-x})^n \left( \frac{1 - e^{-x}}{x} \right)^\alpha dx$$

$$= \int_0^\infty x^{s-1}e^{-ax} 2^\alpha (1 + e^{-x})^{-\alpha} \left( \frac{1 - e^{-x}}{x} \right)^\alpha dx$$

$$= \int_0^\infty x^{s-1}e^{-ax} \left( \frac{2}{x} \right)^\alpha \left( \frac{1 - e^{-x}}{1 + e^{-x}} \right)^\alpha dx$$

$$= \int_0^\infty x^{s-1}e^{-ax} \left( \frac{\tanh \frac{x}{2}}{x/2} \right)^\alpha dx.$$  

By the characteristic function of $\eta_\alpha$, we have

$$\int_{\mathbb{R}} e^{itx} \eta_\alpha(x) dx = \left( \frac{\tanh t}{t} \right)^\alpha, \quad \text{and}$$
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\[ \Gamma(s) T^*_\alpha(s, a) = \int_0^\infty x^{s-1} e^{-ax} \left( \frac{\tanh \frac{x}{2}}{x/2} \right)^\alpha dx \]

\[ = \int_0^\infty x^{s-1} e^{-ax} \int \frac{e^{ixy}}{2\pi y} \eta_\alpha(y) dy \, dx \]

\[ = \int_0^\infty \int \frac{e^{-ax} e^{ixy}}{2\pi y} \eta_\alpha(y) dy \, dx \]

\[ = \int_0^\infty \int \frac{e^{-x((a-\frac{1}{2}i)y)}}{y} \eta_\alpha(y) dy \, dx \]

\[ = \frac{\Gamma(s)}{(a - \frac{1}{2}iy)^s} \eta_\alpha(y) dy \]

\[ = \Gamma(s) E(a + \frac{1}{2}iX_\alpha)^{-s}. \]

The last equality is due to the symmetry of the distribution of \( X_\alpha \). Since all moments \( E|X_\alpha|^n < \infty, n \geq 0 \), the integral representation (3.27) can be analytically extended to include \( s \in \mathbb{C}, a > 0 \). \( \square \)

References

[1] D.J. Aldous. The \( \zeta(2) \) limit in the random assignment problem. Random Structures Algorithms, 18, pp.381-418 (2001).

[2] T. Anderberhan, O. Espinosa, I. Gonzalez, M. Harrison, V.H. Moll, A. Straub. Ramanujan’s Master Theorem. The Ramanujan Journal, 29, pp. 103-120 (2012).

[3] T.M. Apostol. Introduction to analytic number theory. Springer-Verlag, New York (1976).

[4] P. Biane, J. Pitman, M. Yor. Probability laws related to the Jacobi theta and Riemann zeta functions and Brownian excursions. Bulletin of the American Mathematical Society, V38, N4, p.p. 435-465 (2001).

[5] B.Berndt. Ramanujan’s Notebooks, Part I. Springer-Verlag, New York (1985).

[6] H.M. Edwards. Riemann’s Zeta function. Academic Press, New York (1974).

[7] G.H. Hardy. Ramanujan. Twelve lectures on subjects suggested by his life and work. Chelsea Publishing Company, New York, 3rd Ed. (1978).

[8] J.L.W.V. Jensen. Rernarques relatives aux réponses de MM. Franel et Kluyver. L’Intermédiaire des mathématiciens, tome II, Gauthier-Villars et Fils, pp. 346-347 (1895).
[9] F. Johansson, I.V. Blagouchine. *Computing Stieltjes constants using complex integration.* Mathematics of Computation, 88:318, pp. 1829-1850 (2019).

[10] G.D. Lin, C.-Y. Hu. *The Riemann Zeta distribution.* Bernoulli, 7, pp. 817-828 (2001).

[11] P.H.N. Luschny. *An introduction to the Bernoulli function.* arXiv:2029.06743v1 math.HO 11, sep. (2020).

[12] J. Pitman, M. Yor. *Infinitely divisible laws associated with hyperbolic functions.* Canadian Journal of Mathematics, V55(2), pp. 292-330 (2003).