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Abstract—In 2021, colon cancer is the second most common cause of death for this type of cancer. Therefore, in this study, a colon cancer classification system was developed to help medical staff classify 2 types of cancer colon adenocarcinomas and benign colonic tissues. The classification method uses the Convolution Neural Network (CNN) with the architecture VGG16, VGG19, ResNet101, ResNet152, MobileNetV2, DenseNet201 and InceptionV3. We used 10,000 image datasets that divided into 7200 training data, 1800 validation data and 1000 test data. Pre-trained models are used to extract new features and training data. The best performance parameter based on accuracy, precision, recall and f1-score and confusion matrix are obtained in 3 architectures, namely VGG19, ResNet101 and ResNet152. These architectures can identify and classify both types of colon cancer with 100% accuracy.
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1 Introduction

According to WHO, cancer is a non-contagious disease that causes death worldwide [1], [2]. Generally cancer cells can multiply out of control [3]. One of the cancers with a high prevalence of around 10% is colon cancer or colorectal cancer (CRC) of all cases in the world [4]. Colon cancer is the second most deadly disease [5]. The proliferation of cancer cells is so fast that it requires a health system that can detect cancer early, and get treatment as early as possible [6]. In diagnosing colorectal cancer, clinical pathologists visually examine colon surface tissue samples using a microscope. To support analysis, tissue samples were resected, fixed and stained using Hematoxylin and Eosin (H&E) [7], [8]. From previous studies, it has been proven that the degree of malignancy can also be analyzed accurately and effectively using this technique. Thus, early detection can also be done. However, visual evaluation requires a lot of effort and is time consuming. The expertise and experience of the clinician also greatly determines the accuracy of detection. Therefore, it is important to develop a decision support system for automatic classification of colon cancer from tissue images.
In recent years, research on the detection and classification of cancer tissue based on clinical pathology, has received great attention. Classification based on genetic profile is reported in [9]–[11]. However, detection techniques using genetic analysis tend to be high cost. Some other studies use traditional machine learning by performing feature extraction to get a feature vector which is then trained and validated as reported in [12]–[14]. Nevertheless, traditional machine learning will be time consuming if applied to large datasets, besides variations in image background, image source, size and color of images can reduce accuracy. Another issue about traditional machine learning techniques that needs to be reduced is human intervention [15]. Thus, an alternative method is needed to tackle this problem. One method that has high potential in image classification is convolutional neural network (CNN) and deep learning [15], [16].

In most cases of classification and detection, convolutional neural network shows significant performance. Recently, CNN classification of lung cancer based on computer tomography (CT) image has been reported in [17]–[20]. Study by Saleh [17], combined CNN-SVM in CT image-based lung cancer detection and succeeded in generating 97.91% accuracy. Meanwhile, similar classification cases have been reported in [18], [19], generate 93.54% and 100% accuracy respectively. A lung cancer identification system based on CT images that produces high accuracy is also proposed in [20], which generates accuracy up to 98.52%. Another significant study on the use of CNN in the identification and classification of Alzheimer’s in MRI images also demonstrated high performance as reported in [21]–[23]. The application of CNN in the detection of brain tumors on MRI images is reported in [24]. By considering CNN’s performance in several literature reviews for various image sources, it gives an idea that CNN has the potential to classify colon cancer. Therefore, in this study, CNN-based system architecture is proposed for the classification of colon cancer. The developed system was tested on various CNN architectures to get the best performance.

As a reminder, this paper consists of material and method are described in Section 2. The detail of results and followed by discussion will be described in Section 3. The study will be concluded in Section 4 with implication and future works.

2  Material and methods

2.1  Dataset

This study uses a dataset taken from [25]. The dataset is an image of colon cancer with dimensions of 768×768 pixels in jpeg format. There are 10,000 images of colon cancer, which are categorized into two classes, such as 5,000 images of adenocarcinoma (ACA) and 5,000 images of benign colonic tissue (N). The image dataset is divided into 7200 training data, 1800 validation data and 1000 test data.

In the preprocessing step, the image dimensions are changed to 224×224 pixels. Then followed by the shuffle technique to randomize the order of the training images. The train test split technique is used to sort the images, as well as adding a static count feature to maintain the number of output test during testing. The training and test image data types were also changed from uint8 type to float32 with a range of 0 to 1. The test data labels which were previously in the form of class name labels were changed to
categorical numeric using the default library from Keras TensorFlow. The dataset uses the augmentation system which parameters shown in Table 1.

| Parameter                   | Value                           |
|-----------------------------|---------------------------------|
| Horizontal & Vertical flip  | 0.5                             |
| Zoom Range                  | 0.1                             |
| Brightness                  | Brightness 0.4                  |
|                            | Probability 0.75                |
| Image Size                  | 224 × 224                       |
| Color mode                  | RGB                             |
| Class mode                  | Categorical                     |
| Seed & Random State         | Seed = 42                       |
|                            | Random State = 42               |
| Validation Split            | 0,2                             |

Figure 1 shows the original and an augmented images of colon cancer with the specified augmentation parameters.

![Original Colon Images](image1.png)

**Fig. 1.** Original and augmented colon image

### 2.2 CNN architectures

The general approach of computer vision to build accurate models in a time efficient manner is by CNN transfer learning model [26]. Transfer learning is a solution to the problem of large data collection, which the collection process does not start with learning from the beginning, but simply uses the previously learned model. In this research, we use 7 transfer learning models such as: VGG16, VGG19, ResNet101, ResNet152, MobileNetV2, DenseNet201 and InceptionV3, were pre-trained on the ImageNet. Testing several architectures aims to test the robustness of the proposed model.
2.3 Performance parameter

The performance parameters to evaluate the CNN classification model are accuracy, precision, recall and F1-score, and confusion matrix. The formula of the parameters shown as follows [27]:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{1}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

\[
F1\text{-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

True Positive (TP) is a prediction of the complementary class as a positive class number. True Negative (TN) is a negative class prediction as a hostile class number. False Positive (FP) is a negative class prediction as a positive class number. False Negative (FN) is a prediction of the complimentary class as a hostile class number.

3 Results and discussion

The simulation of the system is run on google colab pro using TPU v2 with 64 GB High Bandwidth Memory (HBM). To avoid overfitting, several parameters were added including a learning rate of 0.00001, with 755 decay steps, 0.9 decay rate and using Adam’s optimization optimizers. Then for the modeling made using the ReLU and Softmax activation functions, then for the dense layer using the value 512. Next for the training process using batch size 32 with epochs of 10.

Table 2. Performance parameter

| Architecture   | Performance Parameter |
|----------------|-----------------------|
|                | Prec. | Recall | F1-score | Acc.   |
| VGG16          | 0.99  | 0.99   | 0.99     | 0.99   |
| VGG19          | 1.00  | 1.00   | 1.00     | 1.00   |
| ResNet101      | 1.00  | 1.00   | 1.00     | 1.00   |
| ResNet152      | 1.00  | 1.00   | 1.00     | 1.00   |
| MobileNetV2    | 0.96  | 0.96   | 0.96     | 0.96   |
| DenseNet201    | 0.93  | 0.93   | 0.92     | 0.93   |
| InceptionV3    | 0.89  | 0.89   | 0.89     | 0.89   |

Performance parameters of precision, recall, F1-score, and accuracy are reported in Table 2. This test was carried out using seven CNN architectures such as VGG16, VGG19, ResNet101, ResNet152, MobileNetV2, DenseNet201, InceptionV3. Each
architecture produces adequate results with almost the same value. For all parameters architecture, VGG19, ResNet101 and ResNet152 have the best performance with a perfect value of 100%. Followed by the closest is VGG16 then MobileNetV2 and DenseNet201. The worst performance is InceptionV3 with values for all performance parameters in below 0.89. Figure 2 expresses confusion matrix of each pre-trained architecture. The value in the row represents the actual class, the column represents the predicted class. Based on these results, the architecture with the best performance in determining the classification class are VGG19, ResNet101 and ResNet152.

![Confusion Matrix](http://www.i-joe.org)

Simulation performance is also shown in the learning curve which is one of the parameters in deep learning. The learning curve displays performance during training by always updating during the training process. The model is evaluated with both training data sets and validation data. Figure 3 shows the training and validation results of each pre-trained CNN architecture. The figure shows the learning curve and validation curve of the accuracy function against the epoch which determines the number of learning algorithms that will work to process the entire training dataset. In all pre-trained models, the higher the epoch, the greater the accuracy. Meanwhile, the curve between the loss function and the epoch aims to describe the prediction error of the model’s performance. Based on the figure, the more epochs, the loss curve tends towards zero. In epoch 4, the model VGG19, ResNet101, ResNet152 result the highest accuracy and...
the lowest loss. Accuracy obtained reaches 100%. The proposed method outperform compared to our previous study using the KNN technique [28].
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**Fig. 3.** Training and validation results
4 Conclusion

Colon cancer is one type of cancer with a high prevalence and the leading cause of death. Early detection is the best way to arrange the right therapy. Early detection can be done by examining clinical pathology on microscopic tissue images. However, visual observation is often difficult and tends to be subjective depending on the expertise of the clinician. Therefore, computer-based analysis is needed to support the diagnosis. In this study, we have successfully demonstrated an automatic classification system for detecting colon cancer. The system developed is based on CNN with various architectures including VGG16, VGG19, ResNet101, ResNet152, MobileNetV2, DenseNet201 and InceptionV3 to get the best performance. A total of 1800 validation data and 1000 test data were used to test the robustness of the proposed system. The implementation results show that the proposed system can generate an average accuracy of up to 100%. The best performance is achieved using the VGG19, ResNet101 and ResNet152 architectures. With this proposed system, it is hoped that it can support clinical diagnosis in addition to visual observation. This system can also be used for screening large populations. Future work is to apply this system to assess cancer severity in a larger and more varied source dataset.
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