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ABSTRACT

Contention-based wireless channel access methods like CSMA and ALOHA paved the way for the rise of the Internet of Things in industrial applications (IIoT). However, to cope with increasing demands for reliability and throughput, several mostly TDMA-based protocols like IEEE 802.15.4 and its extensions were proposed. Nonetheless, many of these IIoT-protocols still require contention-based communication, e.g., for slot allocation and broadcast transmission. In many cases, subtle but hidden patterns characterize this secondary traffic. Present contention-based protocols are unaware of these hidden patterns and can therefore not exploit this information. Especially in dense networks, they often do not provide sufficient reliability for primary traffic, e.g., they are unable to allocate transmission slots in time. In this paper, we propose QMA, a contention-based multiple access scheme based on Q-learning, which dynamically adapts transmission times to avoid collisions by learning patterns in the contention-based traffic. QMA is designed to be resource-efficient and targets small embedded devices. We show that QMA solves the hidden node problem without the additional overhead of RTS / CTS messages and verify the behaviour of QMA in the FIT IoT-LAB testbed. Finally, QMA’s scalability is studied by simulation, where it is used for GTS allocation in IEEE 802.15.4 DSME. Results show that QMA considerably increases reliability and throughput in comparison to CSMA/CA, especially in networks with a high load.

1 Introduction

Over the last few years, wireless communication started replacing wired communication in industrial applications due to its ease of deployment and reduced setup cost. This trend is now known as the Industrial Internet of Things (IIoT). Many established Media Access Control (MAC) protocols for the IoT, like S-MAC and T-MAC [9], employ pure contention-based channel access and therefore struggle to fulfil the demands for reliability and timeliness imposed by industrial scenarios [12]. Thus, the IEEE 802.15.4 standard was extended by some sub-standards which feature TDMA-based channel access to address the challenges of the IIoT [1]. Nonetheless, contention-based communication is still required for secondary traffic, e.g., for management traffic like slot (de)allocations. For example, IEEE 802.15.4’s Deterministic and Synchronous Multi-channel Extension (DSME) employs a phase with CSMA/CA for broadcasts and for the distributed allocation of so-called Guaranteed Time Slots (GTS) - slots spread over time and frequency offering exclusive channel access for a pair of nodes. GTS (de)allocation is based on a three-way handshake during the contention-based period. Fluctuating primary traffic therefore causes many (de)allocation messages, i.e., a high secondary traffic load during this period. Hence, using pure CSMA/CA will lead to many collisions which in turn delays slot allocation and ultimately decreases the throughput of the primary traffic. Thus, to better cope with fluctuating traffic, a more reliable channel access scheme for the contention-based period is required.

Managing contention-based channel access is difficult because no node possesses information about other nodes in the network. However, often hidden patterns introduced by primary traffic govern the secondary traffic. A good example is the 3-way handshake in DSME, which is initiated by transmitting a GTS-request and answered with a GTS-response
by the communication partner. If primary traffic is fluctuating and many (de)allocations occur, nodes can learn that it is beneficial to give the communication partner time for transmitting the GTS-response instead of transmitting another packet right away. Another example are routing protocols that transmit periodic broadcasts for route discovery such as AODV or GPSR. Of course, such patterns also emerge in primary traffic, but the scenarios are more restricted. It is impossible to identify hidden patterns when nodes are subject to frequently and spontaneously changing traffic conditions, i.e., when the transmission process is random. On the other hand, the induced secondary traffic might still inhibit hidden patterns as discussed above. Present contention-based channel access schemes like CSMA/CA do not utilize information from these patterns as it is hard to extract.

Machine learning (ML) offers a promising solution to find such hidden patterns efficiently and to deduce the state of the network, e.g., traffic patterns of other nodes, from local observations [16]. Our goal is a contention-based multiple access scheme that continuously adapts to changing internal and external constraints. Internal constraints are caused by temporally and spatially fluctuating primary traffic, while external constraints are due to temporally and spatially varying influences from outside of the network. This goal excludes offline ML techniques where a model is trained with a large-scale dataset and then deployed in nodes. That is because it is unfeasible to recollect and reorganize the data and retrain the model whenever the environment changes. On the other hand, models that can react to many different environmental conditions, e.g., artificial neural networks, tend to be too resource-intensive for embedded devices in wireless sensor networks. Traditional adaptability is achieved by feedback control where an algorithm tunes key parameters according to the operating conditions and prediction results. From the perspective of control, reinforcement learning (RL) is closely related to both optimal control and adaptive control. RL is a method for solving optimization problems that involve an agent interacting with its environment in a sequential style and modifying its actions, or decision policies, based on the reward received in response to its action [23]. RL refers to a class of methods that enable the design of adaptive controllers that learn online, in real-time, and improve solutions to control problems.

There are plenty of works proposing MAC protocols based on RL which learn whether a transmission is likely to be successful at a given time or not [6][7][15]. Most of these protocols abstract time into frames, which are further subdivided into slots. At first, every node selects a random transmission slot in every frame and gradually learns which slots are better for transmission. This way, cooperation between the nodes emerges. Nevertheless, most works only allow transmissions with a fixed expected interval and thus cannot learn hidden patterns in the primary or secondary traffic [7][8][7]. Additionally, some works utilize deep RL, which is not appropriate for small embedded devices [4][14].

We propose QMA, a Q-learning based multiple access scheme designed to increase reliability and throughput of contention-based medium access. For this, QMA learns hidden patterns in the contention-based traffic, allowing it to assess the probability of successfully sending a packet at a given time. Time is divided into so-called subslots, but the transmission interval is not fixed, allowing for strongly diverging traffic rates at different nodes and times. In the extreme case, a single node can utilize all subslots if required. QMA is based on a distributed Q-learning algorithm for cooperative multi-agent systems first proposed in [16]. However, we extend the proposed algorithm to stochastic environments, allowing nodes to dynamically learn hidden patterns in the contention-based traffic and hence which transmission subslots are good and which are likely to result in a collision. Thereby, QMA targets embedded, resource-restricted devices and is designed with low memory and computational overhead in mind. QMA works for primary and secondary traffic, but it must exhibit a learnable, albeit possibly unknown, pattern, i.e., transmissions cannot be completely random. For random traffic, QMA would allocate slots according to the average traffic requirements of a node.

To enhance the quality of Q-learning in frequently changing environments, we propose parameter-based exploration. The problem with undirected exploration methods like $\epsilon$-greedy is that exploration is only done once so that a node cannot adapt to changes in the network over time, or that exploration is too slow [20]. Directed exploration strategies, on the other hand, impose a memory overhead. Parameter-based exploration solves this issue by defining an exploration function based on local information, e.g., the queue level.

To validate QMA, we first show its ability to solve the hidden node problem without the overhead of additional RTS / CTS messages. Additionally, we verify QMA in a realistic environment - the FIT IoT-Lab [3]. Here, experiments are conducted in a small tree topology and a dense star topology to investigate typical use-cases. At last, the QMA’s scalability is shown by simulation in the discrete event simulator OMNeT++. Here, we apply QMA for slot-allocation in DSME. Results show that QMA achieves the same packet delivery ratio (PDR) transmitting 50 packets/s as CSMA/CA transmitting only 10 packets/s in a hidden node scenario with 3 nodes. For management traffic in IEEE 802.15.4 DSME, QMA achieves a higher PDR than CSMA/CA and manages to (de)allocate up to twice more TDMA-slots per second.
2 Related Work

Communication in wireless ad-hoc networks, due to its requirement of adapting to constant environmental changes, provides an optimal playground for the application of reinforcement learning. Over the past few years, a lot of work has been done optimizing selected aspects of the MAC-layer \cite{14, 19, 25} up to replacing the whole MAC-layer by learning agents \cite{6, 17, 18}.

Liu and Elhanany propose RL-MAC \cite{18}, a reinforcement learning-based MAC-protocol adapting a node’s duty cycle, i.e., active and sleeping times, to reduce energy consumption. The core idea is to allocate time slots for the active time, allowing a node to exchange messages with its neighbours. Afterwards, nodes transition into sleep mode. Employing Q-learning, nodes learn to maximize the ratio of the effective transmission and reception time to total active time and throughput. Liu and Elhanany compare their approach to S-MAC and T-MAC in different scenarios and, e.g., show that RL-MAC achieves up to 4 times the throughput of S-MAC in a star topology with 5 nodes while using slightly less energy. Even though their approach allows for asymmetric transmission rates at different nodes, communication during active times is still based on CSMA with RTS / CTS messages. Thus, it is random and prone to collisions during high-load traffic scenarios. It is not possible to learn hidden traffic patterns using RL-MAC.

Another approach is given in \cite{17} in the form of CoRL, a collaborative reinforcement learning-based MAC-protocol. CoRL is based on ALOHA-Q \cite{7}. CoRL divides time into frames which are further subdivided into distinct time slots. Learning is done through stateless Q-learning, i.e., the state is invariant over time. Thus, Q-values are directly calculated for every action, which correspond to choosing a respective slot of the current frame for transmission. Additionally, a collaborative Q-value is incorporated. This design, however, severely limits the flexibility of CoRL because a node must select a single slot per frame. Compared to QMA, asymmetric traffic patterns and adaptability to hidden traffic patterns is not possible. On the other hand, CoRL requires less memory because of stateless Q-Learning. For evaluation, CoRL is compared to ALOHA-Q and it is shown that introducing a collaborative Q-value greatly reduces the time until a collision-free schedule is found. For example, in a network with 50 nodes, ALOHA-Q requires about 574 frames for convergence while CoRL only requires 420.

Chu et al. propose an extension of ALOHA-Q \cite{8}. ALOHA-QIR, which applies Q-learning to slotted ALOHA but employs Information Receiving (IR) to increase energy efficiency. IR appends a number \(m\) to every transmitted packet which indicates the number of future frames for which the transmitter is going to use a selected slot. This allows the receiver to efficiently manage its transceiver and learn, over \(m\) Q-value updates, that the slot is good for receiving packets. Additionally, they employ ping-packets to allow nodes with low traffic to signal that a slot is still active, even when no data packet is available for transmission. Such energy-saving mechanisms are currently not considered in QMA. ALOHA-QIR allows for asymmetric traffic rates through ping-packets but compared to QMA, additional messages are required. Additionally, every node has to select at least one slot for transmission in ALOHA-QIR even when no transmission has to be conducted. Chu et al. evaluate ALOHA-QIR by simulation in a data-collection scenario with 50 randomly deployed nodes. Results show that ALOHA-QIR doubles throughput for high data rates when compared to slotted ALOHA while halving energy-consumption for any data rate.

At last, Bayat-Yeganeh et al. propose a multi-state Q-learning based CSMA MAC protocol \cite{6}. They conceive different transmission behaviours based on a Q-agent’s learned state: a simple, selfish, cautious, shapely, and holistic Q-learner. States are obtained by observing the wireless medium for varying durations and encoding the number of sensed collisions and free slots in the states. The idea of observing the channel is similar to QMA but the behaviour of a node is not learned locally but through a cooperative Q-learning algorithm. Bayat-Yeganeh et al. compare the different Q-learners with p-persistent CSMA and a random strategy to illustrate the respective behaviour of the agents. All agents behave quite differently but generally achieve higher throughput than p-persistent CSMA and the random policy in a scenario with an increasing number of nodes.

Apart from the mentioned MAC-protocols, many works deal with general resource allocation and coordination using RL \cite{4, 19, 25}. These algorithms can potentially be applied MAC-protocols but they often lack domain-specific mechanisms to cope with the rapidly changing nature of wireless sensor networks. Additionally, it should be noted that most of the presented works do not utilize dedicated algorithms for multi-agent Markov decision processes as proposed in \cite{16} or \cite{2}. In \cite{2} a learning automaton is employed to solve the problem while Lauer and Riedmiller alter the original Q-learning algorithm to deduce local rewards from a global reward table \cite{16}.

3 Q-Learning basics

Q-Learning (QL) is a model-free, off-policy reinforcement learning (RL) algorithm which optimizes a policy of taken actions using rewards. Model-free means that no underlying model is required for learning but the algorithm finds an optimal policy by exploring a set of available actions. Exploration can be realized by taking random actions so
that the desired policy does not have to be followed during training, i.e., off-policy learning \[24\]. Opposed to that, in model-based RL actions are learned - or planned - according to known system dynamics and state transitions.

The basic idea of RL is that an agent interacts with its environment. For this, it observes state $S_t$ of the environment at time $t$ and executes an action $a_t \in A_t$ in response to it, changing the state of the environment. $A_t$ is the set of available actions at time $t$. The agent can then observe the next state $S_{t+1}$ and receives a reward $R_t$ for the chosen action. The goal is to maximize the total reward, i.e., the sum of rewards attained in $S_t$ and all future states $S_{t+i}$. This way, the agent can learn an optimal policy of actions for any finite Markov decision process (MDP) \[21\]. The interaction between the agent and the environment is also depicted in Fig. 1.

![Figure 1: Interaction of an agent with its environment in RL.](image)

QL uses so-called Q-values, associated with $S_t$ and $a_t$, to express the quality of executing $a_t$ in state $S_t$. To incorporate future rewards while updating Q-values, QL relies on a weighted form of the Bellman equation which can be expressed as

$$Q(S_t, a_t) \leftarrow (1 - \alpha)Q(S_t, a_t) + \alpha(R_t + \gamma \max_a Q(S_{t+1}, a)). \quad (1)$$

Here, $\alpha$ is the learning rate, determining the influence of a newly calculated Q-value, and $\gamma$ is a discount factor, determining the influence of future rewards \[24\]. In other words, $\gamma$ expresses how far the agent looks into the future. For $\gamma = 0$ it only considers the current reward, while it considers all future rewards for $\gamma = 1$. For systems without a final state, $\gamma < 1$ is chosen to ensure that $Q(S_t, a_t)$ does not become infinite by summation of all future rewards.

### 3.1 Cooperative multi-agent Q-learning

In this work, agents are represented by network nodes, which are supposed to learn globally optimized behaviour independently. Thus, an adapted Q-learning method for multi-agent systems is required. Lauer and Riedmiller proposed an enhanced method for Q-Learning in cooperative multi-agent systems \[16\]. The idea is that complex interactions between multiple agents cannot be modelled by local MDPs at each node. Thus, they utilize a Q-Table, which models rewards for all combinations of actions in the network. An example is given by Tbl. 1 for two agents with two actions.

| Global Q-Table | agent 0 | agent 0 (local) | agent 1 (local) |
|---------------|---------|----------------|----------------|
| Q           | $a'$    | $a''$          | $a'$           |
| agent 1     | 1       | -1             | 1              |
| agent 1     | -1      | 10             | 10             |
| agent 1     | 10      | 1              | 1              |

Table 1: Example of a global Q-table for two agents with two actions and the respective local Q-tables.

Under the assumption that all agents behave cooperatively - i.e. they try to choose actions which maximize the reward from the conceptual global Q-table, every agent updates its local Q-table per state $S_t$ and action $a_t \in A_t$ according to

$$Q(S_t, a_t) \leftarrow \max_a \{Q(S_t, a_t), R_t + \gamma \max_a Q(S_{t+1}, a)\}. \quad (2)$$

Here, $Q(S_t, a_t)$ is only updated if the newly calculated Q-value is larger than $Q(S_t, a_t)$. This ensures an optimal policy after all possible actions have been explored. For example, agent 1 could choose action $a''$. Depending on agent 0, agent 1 experiences two different rewards -1 and 10. It only stores a reward of 10 for action $a''$, as given by Eq. 2 under the assumption that agent 0 also chooses action $a''$ to maximize the global reward. Thus, the agents achieve cooperation.

According to Lauer and Riedmiller, a problem arises if multiple policies lead to an optimal reward as shown in Tbl. 2. The combination of actions $(a', a')$ and $(a'', a'')$ both yield a reward of 10 and in compliance with Eq. 2 both agents update their local Q-values to $Q(S_t, a') = 10$ and $Q(S_t, a'') = 10$. Therefore, agent 0 could choose action $a'$ while
The global rewards.

A solution is to maintain the optimal policy $\pi(S_t)$ per state as a separate, additional table. Policy $\pi(S_t)$ is learned in parallel to local Q-values as

$$\pi(S_t) \leftarrow \begin{cases} \arg\max_a Q(S_t, a) & \text{if } \max_a Q(S_t, a) > \mathcal{R}_t + \gamma \max_a Q(S_{t+1}, a) \\ \arg\max_a \mathcal{R}_t + \gamma Q(S_{t+1}, a) & \text{otherwise} \end{cases}. \quad (3)$$

That means, an agent only selects a new action for $S_t$ if the associated Q-value is strictly greater than the Q-value of current policy $\pi(S_t)$. This way, a switch of actions is avoided for duplicate global rewards and all agents agree on policy $\pi(S_t)$ which yielded the duplicate reward first.

### 3.1.1 Stochastic environments

Another problem arises in stochastic environments, i.e., when actions do not have a deterministic outcome. Consider two agents competing for access to a shared resource, where action $a'$ acquires the resource for the current state and action $a''$ waits until the next state. The resource cannot be used by both agents at the same time. Table 3 summarizes the global rewards.

Table 3: Global rewards for resource acquisition of two agents and according local Q-tables.

| Global Q-Table | agent 0 | agent 0 | agent 1 |
|----------------|--------|--------|--------|
| agent 0        | $a'$   | $a''$  | $a'$   |
| agent 1        | $a''$  | -1     | 10     |
|                | $a'$   | 10     | 1      |
|                | $a''$  | 1      | 1      |

Table 2: Example of a global Q-table for two agents with two actions and the respective local Q-tables.

An agent 0 selects action $a''$ as both actions yield the same reward. The combination $(a', a'')$, however, only yields a reward of -1. Thus, the agents fail to agree on an optimal policy. A solution is to maintain the optimal policy $\pi(S_t)$ per state as a separate, additional table. Policy $\pi(S_t)$ is learned in parallel to local Q-values as

$$\pi(S_t) \leftarrow \begin{cases} \arg\max_a Q(S_t, a) & \text{if } \max_a Q(S_t, a) > \mathcal{R}_t + \gamma \max_a Q(S_{t+1}, a) \\ \arg\max_a \mathcal{R}_t + \gamma Q(S_{t+1}, a) & \text{otherwise} \end{cases}. \quad (3)$$

That means, an agent only selects a new action for $S_t$ if the associated Q-value is strictly greater than the Q-value of current policy $\pi(S_t)$. This way, a switch of actions is avoided for duplicate global rewards and all agents agree on policy $\pi(S_t)$ which yielded the duplicate reward first.

### 3.1.1 Stochastic environments

Another problem arises in stochastic environments, i.e., when actions do not have a deterministic outcome. Consider two agents competing for access to a shared resource, where action $a'$ acquires the resource for the current state and action $a''$ waits until the next state. The resource cannot be used by both agents at the same time. Table 3 summarizes the global rewards.

As one can see, a punishment is given if both agents try to acquire the shared resource in the same state and a reward if only one of the agents acquires the resource. However, there is a small probability that an agent chooses $a'$ but does not acquire the resource as it is not needed by the agent in the current state. If the other agent also executes $a'$ and acquires the resource, it experiences the full reward, thinking that the first agent chose $a''$. This might happen vice-versa and will eventually result in a collision during the acquisition. As both agents only store the maximum experienced reward per action, according to Eq. 2 they are stuck with action $a'$ which will result in many failed acquisitions over time.

Lauer and Riedmiller mention this problem but do not propose a solution [16].

We offer a solution to the problem by introducing a small penalty $\xi$ for Q-value updates, s.t.

$$Q(S_t, a_t) \leftarrow \max\{Q(S_t, a_t) - \xi, \mathcal{R}_t + \gamma \max_a Q(S_{t+1}, a)\}. \quad (4)$$

This way, $Q(S_t, a_t)$ is gradually reduced if a maximum reward was only experience once. On the other hand, $Q(S_t, a_t)$ is reset to the maximum Q-value every other update if the maximum reward is continuously experienced. In other words: $\xi$ only affects fluctuating Q-values because stable and optimal Q-values are reupdated to their original value once they have been decremented. Notice that a penalty factor would not be appropriate, as it only pulls the Q-values towards zero but would not change the policy if an agent received a positive reward once but then receives punishments repeatedly. At last, learning rate $\alpha$ is not considered in [16]. Similar to Eq. 1 it can be incorporated as

$$Q(S_t, a_t) \leftarrow \max\{Q(S_t, a_t) - \xi, (1 - \alpha)Q(S_t, a_t) + \alpha(\mathcal{R}_t + \gamma \max_a Q(S_{t+1}, a))\}. \quad (5)$$

### 3.2 Q-value Representation

One of the main challenges of QL is representing the Q-values for every state-action pair. In theory, any linear function approximator can be exploited for this without influencing the stability of the algorithm. It is often done for problems with a large or continuous action space to reduce the number of states and thus memory usage and the
number of required training steps. The idea is to approximate Q-values \( Q(S_t, a_t) \) by carefully selecting features and updating the approximation using gradients. However, execution can still be quite resource-intensive, e.g., when a linear combination of many features is used.

Therefore, we employ a simple table with \( |S_t \times \mathcal{A}_t| \) values. Training is as simple as writing a value \( Q(S_t, a_t) \) to the designated cell. Thus, at maximum two multiplications, three additions and \( |\mathcal{A}_t| + 1 \) array lookups are required for each training step, using Eq. \( 5 \). It is possible, e.g., by selecting \( \alpha = 0.5 \) and integer rewards, to replace multiplication by the learning rate with an efficient right shift by one. This allows for the execution on resource-restricted and embedded devices without a floating-point unit.

At last, it should be said that there has been a lot of effort to enable Q-Learning with special non-linear function approximators - deep neural networks (DNNs). Training DNNs through backpropagation is quite resource-intensive, rendering them unsuitable for online-training on embedded devices. Additionally, storing weights consumes plenty of memory and inference involves many vector multiplications. Therefore, only small, pre-trained DNNs can be utilized and DNNs are not considered for this work.

### 4 QMA: Q-learning-based multiple access

The core idea of QMA is to utilize Q-learning to determine at which times transmission is beneficial and at which times it is likely to result in a collision. For this, we employ a mechanism similar to slotted CSMA/CA, where time is divided into \( M \) subslots \( m_0, \ldots, m_{M-1} \), discretizing time to keep the state space small. For application in DSME, 8 CAP slots are further subdivided into 54 subslots. During this time, the transceiver is turned on to guarantee compatibility with CSMA/CA.

QMA’s states only consist of the current subslot id \( m_t \), allowing nodes to synchronize their transmission slots solely based on time information. At first, it might seem beneficial to include the queue level, number of overheard messages, or number of successive idle slots in the state. However, several experiments have shown that these additional inputs withhold the node from building a collision-free schedule. For example, nodes learn to transmit packets when their queue is full but do not care if the according subslot is already used by another node. Instead, queue levels are incorporated into the exploration function, as discussed in Sect. \( 4.2 \).

The action space of QMA is given by the set \( \mathcal{A}_t = \{Q\text{Backoff}, Q\text{CCA}, Q\text{Send}\} \). The actions are defined as follows: \( Q\text{Backoff} \) lets the node backoff to the next subslot, \( Q\text{CCA} \) performs a clear channel assessment (CCA), transmits a packet on success or backs off to the next subslot on failure, and \( Q\text{Send} \) transmits a packet immediately without assessing the channel. Separating \( Q\text{CCA} \) and \( Q\text{Send} \) allows for priority-based transmissions, i.e., nodes can select \( Q\text{Send} \) if they have to transmit a packet urgently. Other nodes can check, by selecting \( Q\text{CCA} \), if there is already a high-priority transmission going on and backoff to a later subslot.

Fig. \( 2 \) shows QMA’s internal structure based on 5 states. In state \( Q\text{Decision} \), a node checks if a packet needs to be transmitted and selects an action \( a_t \in \mathcal{A}_T \) depending on \( m_t \). Then \( a_t \) is executed and QMA transitions to state \( Q\text{Evaluation} \). If \( Q\text{Backoff} \) is executed, \( Q\text{Evaluation} \) is guaranteed to be executed at the start of the next subslot. However, a transmission triggered by \( Q\text{CCA} \) or \( Q\text{Send} \) can span multiple subslots, depending on the packet length. At last, \( a_t \) is evaluated according to Eq. \( 6 \) to \( 8 \) the Q-table is updated and the next packet can be transmitted. Consequently, rewards are not directly observable after an action is performed, but, e.g., after an ACK is received. Therefore, we save the state \( S_t \) and action \( a_t \) until the outcome of \( a_t \) is known. Afterwards \( Q(S_t, a_t) \) is updated \( [10] \).

The full algorithm is shown in Algorithm \([1] \). If the queue is not empty at the start of a subslot, QMA selects an action \( a_t \) randomly with probability \( \rho \) or according to policy \( \pi \) with probability \( 1 - \rho \). Here, \( \rho \) is calculated by parameter-based exploration, which is discussed in Sect. \( 4.2 \). Afterwards, action \( a_t \) is executed. As explained above, \( a_t \) can span multiple subslots due to processing time and, in case of action \( Q\text{Send} \) and \( Q\text{CCA} \), waiting time for an ACK. During the waiting time, a node is inactive and does not select further actions. At last, the Q-table is updated and policy \( \pi \) is adjusted accordingly if a better action is found. Notice, that policy \( \pi(m_t) \) is initialized with action \( Q\text{Backoff} \) for every subslot \( m_t \) and is only changed if a strictly greater Q-value is found, as described in Sect. \( 3.1 \).

At last, it should be said that a packet is dropped after \( NR \) retransmission as in CSMA/CA \([1] \). However, a packet is not discarded after \( NB \) backoffs since QMA’s main idea is to synchronize transmission times which might require several backoffs until an appropriate subslot for transmission is reached.

#### 4.1 Reward Function Design

The goal of the multi-agent Q-learning algorithm is to find a globally optimized policy using local information. Thus, it is necessary to define rewards for the interaction of different nodes, i.e., rewards for the set of actions \( \{a_0, \ldots, a_{N-1}\} \)
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**Algorithm 1:** Learning multiple access with QMA

**Input:** learning rate $\alpha$, discount factor $\gamma$, penalty $\xi$, exploration rate $\rho_t$

- Initialize $\forall m_t, a_t \in A_t : Q(m_t, a_t) \leftarrow -\infty$
- Initialize $\forall m_t : \pi(m_t) \leftarrow Q_{\text{Backoff}}$

**on subslot $m_t \in \{m_0, \ldots, m_M-1\}$ do**

1. **if queue level $> 0$ then**
   - **if random() $> \rho_t$ then**
     - $a_t \leftarrow \pi(m_t)$
   - else
     - select $a_t \leftarrow$ random action; // exploration phase
   - end

2. execute $a_t$, wait until $a_t$ is finished, $i \leftarrow$ passed subslots

3. $R_t \leftarrow$ received reward

4. **if $Q(m_t, a_t) < (1-\alpha)Q(m_t, a_t) + \alpha(R_t + \gamma \max_a Q(m_{t+i}, a))$ then** // Eq. (3)
   - $\pi(m_t) \leftarrow \arg\max_a Q(m_t, a)$

5. **end**

6. $Q(m_t, a_t) \leftarrow \max\{Q(m_t, a_t) - \xi, (1-\alpha)Q(m_t, a_t) + \alpha(R_t + \gamma \max_a Q(m_{t+i}, a))\}$; // Eq. (5)

**end**

of nodes $n_0, \ldots, n_{N-1}$ at time $t$. The interactions are illustrated by the hidden Markov decision process in Fig. 3. As one can see, actions $Q_{\text{Backoff}}$ and $Q_{\text{CCA}}$ after a failed CCA, backoff to the next subslot. Thus, there is no interaction with other nodes in the network. After subslot $m_{M-1}$ the agent goes back to the first subslot $m_0$. On the other hand, actions $Q_{\text{Send}}$ and $Q_{\text{CCA}}$, after a successful CCA, interact with the network by transmitting a packet and possibly interfering with other transmissions. As shown, a transmission can span multiple subslots, depending on the packet’s length. Obviously, in an optimal policy, a single node performs action $Q_{\text{Send}}$ while the other nodes choose action $Q_{\text{Backoff}}$ so that there is no collision.

Without loss of generality and for sake of simplicity, we consider the interaction of 3 Q-Agents with actions $Q_{\text{Backoff}}$, $Q_{\text{CCA}}$ and $Q_{\text{Send}}$. This is sufficient because there is no difference in a collision of 2 or $n$ packets and all observing nodes behave the same. Local rewards are necessary because a single node is not able to observe the global state of the network, i.e., the actions executed at other nodes. Table 4 shows the local rewards for all possible interactions between the nodes and the resulting global reward.

Here, it can be seen that a reward is given individually for every action in response to the observed state of the channel. In particular, the local reward $R_L$ for the actions $Q_{\text{Backoff}}$, $Q_{\text{CCA}}$ and $Q_{\text{Send}}$ is given by:
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Figure 3: Exemplary multi-agent hidden Markov decision process. Hidden interactions are the result of concurrent actions of nodes with an overlapping transmission range, they are symbolized by dotted lines.

| Actions          | Local rewards | Global reward $R$ |
|------------------|---------------|-------------------|
| Successful       | $a_0 / a_1 / a_2$ | $r_0 / r_1 / r_2$ | $R$ |
| transmission     |               |                   |     |
| Successful       | B S B         | 2/4/2             | 8   |
| transmission     | B C B         | 2/3/2             | 7   |
|                   | C S C         | 1/4/1             | 6   |
| No transmission  | B B B         | 0/0/0             | 0   |
| Failed           |               |                   |     |
| transmission     | C B C         | -2/-2/-2          | -4  |
|                   | S B C         | -3/-1/-3          | -6  |
|                   | C C C         | -2/-1/-3          | -6  |
|                   | S C S         | -3/-1/-3          | -5  |
|                   | S S S         | -3/-3/-3          | -9  |

Table 4: Local rewards and conceptual global rewards for all interactions of Q-Agents with actions $Q_{\text{Backoff}}$ (B), $Q_{\text{CCA}}$ (C) and $Q_{\text{Send}}$ (S).

- $Q_{\text{Backoff}}$:
  \[
  R_L = \begin{cases} 
  2 & \text{if DATA or ACK packet overheard} \\
  0 & \text{otherwise} 
  \end{cases} \quad (6)
  
- $Q_{\text{CCA}}$:
  \[
  R_L = \begin{cases} 
  3 & \text{if CCA success and TX success} \\
  -2 & \text{if CCA success and TX failed} \\
  1 & \text{if CCA failed} 
  \end{cases} \quad (7)
  
- $Q_{\text{Send}}$:
  \[
  R_L = \begin{cases} 
  4 & \text{if TX success} \\
  -3 & \text{if TX failed} 
  \end{cases} \quad (8)
  
$Q_{\text{Send}}$ is a high-risk, high-reward action which results in the largest reward and largest punishment if a transmission is successful or unsuccessful, respectively. Thus, the reward for a successful transmission using $Q_{\text{CCA}}$ is slightly lower because it implies additional time overhead and energy consumption for a CCA. The same applies to $Q_{\text{CCA}}$ and $Q_{\text{Backoff}}$. If no data packet is sent, a higher reward is given for $Q_{\text{Backoff}}$ because it does not result in a potential collision. Different rewards have been experimentally evaluated, including larger differences between the rewards. However, larger differences often favour one action over another. For example, increasing the reward for a successful transmission using $Q_{\text{Send}}$ to 8 results in a policy where every node executes $Q_{\text{Send}}$ in every subslot. This is not desired. Therefore, the presented reward function is a careful balance between all actions supporting the desired objectives of increased throughput and reliability. It is the result of many experiments. The design of the reward function is an art in itself, there are no common blueprints known.

Initially, Q-values are initialized to $-\infty$ because Eq. 5 only updates the policy if a calculated Q-value is higher than the one in the Q-table. In practice, it is sufficient to choose a number smaller than the largest punishment. Thus, we initialize the Q-table to -10. It should be mentioned that, by observing the state of the channel and transmissions, QMA cannot distinguish between internal and external interference and computational overload of a communication partner. QMA also learns these patterns and adapts to them dynamically.
4.2 Parameter-based exploration

Some works have already described the importance of exploration for the quality of Q-learning-based MAC-protocols [15,17]. One of the more popular exploration strategies is $\epsilon$-greedy. It selects random actions with probability $\epsilon > 0$, where $\epsilon$ is exponentially decreased over time. Another option is to utilize a constant exploration rate. Both of these methods are not particularly suitable for dynamically changing systems. The goal of $\epsilon$-greedy is to reach an optimal stable state as fast as possible, however, $\epsilon$ is never increased again so that changes in the environment cannot be explored. Additionally, $\epsilon$-greedy initially results in many collisions because many random actions are selected [5]. On the other hand, a constant exploration rate tends to be too slow, and increasing it would result in too many random actions in a stable state.

We propose a parameter-based exploration mechanism in which actions are randomly selected with probability $\rho$, where $\rho$ increases exponentially based on given parameters, such as queue size. A stable state can usually be recognized by utilizing local information: queues are empty, as all packets are transmitted successfully. Changing a network’s state, e.g., when a new node joins the network, results in many collisions because the new node first executes several random actions. In this case, queue levels increase and more random actions are executed to find a stable state, while actions are selected greedily when a stable state is reached. However, when the network is oversaturated, it is not sufficient to only look at the local queue level because all queues in the network are full. Therefore, the average queue level of all neighbouring nodes is subtracted from the local queue level to assess if the network is oversaturated or if all other nodes transmit their packets successfully. The current queue level of a neighboring nodes is piggybacked into regular data messages. Fig. 4 illustrates how $\rho$ is chosen based on the difference between the local queue level and the average queue level of all neighbours in QMA. It is not desirable to execute actions with full randomness as it would destroy an already established action schedule. Therefore, $\rho = 0.3$ is used for the maximum queue level of 8 packets. Since the maximum queue length is usually quite small, $\rho$ is stored in a table and can be used efficiently by resource-restricted devices without any computational overhead. If the average queue level of all neighbouring nodes is larger than the local queue level, $\rho = 0$ to prevent further exploration and give neighboring nodes a chance to allocate additional slots.

The application of parameter-based exploration is also conceivable in other contexts. For example, nodes could start exploration based on available energy and stop exploration when energy is becoming low.

4.3 Cautious startup

As discussed in Sect. 4.2, nodes joining an already built-up network are likely to destroy a created schedule. We combat this effect with a cautious startup mechanism. For the first $\Delta$ subslot iterations after first selecting an action, a node only executes action $Q\text{Backoff}$ and observes the wireless medium. Overheard packets are registered and a reward is given according to Eq. 6. Additionally, action $Q\text{CCA}$ and $Q\text{Send}$ are punished with a negative reward of -2 and -3, respectively. This way, a subslot already used for transmission by another node is indicated in the Q-table. This cannot prevent the node from randomly transmitting a packet in any such slot, but there is an initial bias that prevents the node from fully committing to the slot. That means if the node transmits a packet and there was no collision because the other node did, by chance, not have a packet to send, it receives the positive reward. However, with $\alpha = 0.5$ it takes...
multiple successful transmissions to change the policy for the slot because QBackoff also received a positive reward initially.

5 QMA: An example

To illustrate how all of QMA’s components work together, a small example with three nodes \((n_1,n_2,n_3)\) is given in Fig. 5. It shows the evolution of Q-tables with actions QBackoff\((B)\), QCCA\((C)\) and QSend\((S)\) over the course of three frames. For sake of simplicity, consider four subslots per CAP, where the executed action is highlighted and the respective reward is given in brackets. Random actions are indicated by a star and are triggered by parameter-based exploration. Notice that the Q-table’s state is depicted after every frame and that Q-values are initialized to -10. Every action is executed within a single subslot and the policy \(\pi\) is initialized to QBackoff, as described in Algorithm 1. Additionally, all updates are calculated with Eq. 5 and Eq. 3 with \(\alpha = 1\) and \(\gamma = 1\), and nodes always have at least one packet in the queue for transmission.

![Figure 5: Example Q-tables during QMA’s execution with 3 nodes and 4 subslots per CAP with QBackoff\((B)\), QCCA\((C)\) and QSend\((S)\). Actions taken by an agent are highlighted. The received reward for any action is given in brackets. Random actions are indicated by a star (*) and \(\xi = 2\).](image)

As depicted in Fig. 5, \(n_3\) is still in cautious startup during the first frame. Thus, as described in Sect. 4.3, it only selects action QBackoff and observes the channel. \(n_1\) and \(n_2\), on the other hand, already started exploration, resulting in \(n_1\) executing QSend and \(n_2\) executing QCCA randomly in the first subslot. \(n_3\) successfully transmits a packet and receives a reward of 4, according to Eq. 8, while \(n_2\) receives a reward of 1 for a failed CCA, as stated in Eq. 7. The Q-values are updated according to Eq. 3, where the maximum Q-value of the next state is -10 at the beginning of the first frame, as it has not been visited yet. In subslot 4 of the first frame, the same applies, but a Q-value of the next state (subslot 1) has already been updated. Thus, the Q-value of the current subslot \(Q(S_t,a_t)\) is updated to -4 because \(R_c = 2\) and \(\max_a Q(S_{t+1},a) = -6\) in Eq. 5. \(n_3\) overheard the successful transmissions in subslot 1 and 4 and receives a reward of 2 for this action, according to Eq. 6.

An interesting case occurs in subslot 3 of frame 1. Here, \(n_1\) and \(n_2\) choose QSend and receive a reward of -3 for a collision with respect to Eq. 8. However, the Q-values are not updated to -13 but -12 because the newly calculated Q-value is not bigger than the Q-value in the Q-table. Instead, \(\xi = 2\) is subtracted from the Q-value in the Q-table. \(n_3\) does not overhear a packet due to the collision. One should note that the current policy is only changed if a larger Q-value is found. Thus, \(n_1\) and \(n_2\) execute QBackoff in the next frame.

During the next two frames, the Q-tables start to settle and less randomness is involved in the action selection. \(n_3\) randomly selects QCCA in subslot 2 of frame 2 and transmits a packet successfully. Therefore, every node now has one subslot for transmission. At this point, it has to be said that more exploration and consequently more collisions occur in the actual execution of QMA. However, mechanisms like cautious startup and parameter-based exploration help to reach a stable state faster.

If \(\gamma < 1\), the Q-table converges to a state where most chosen actions are associated with a positive Q-value. Subslots with successful transmission are associated with large positive Q-values while failed transmissions are indicated with large negative Q-values for action QSend. A more detailed analysis of QMA’s convergence is given in Sect. 6.1.2 and 6.1.3.
6 Evaluation

The following subsections describe the evaluation of QMA in different scenarios. For this, it is compared to slotted and unslotted CSMA/CA, both of which are specified in IEEE 802.15.4 as multiple channel access schemes [1]. Evaluation is divided into three parts. At first, Sect. 6.1 describes QMA’s capability to solve the hidden node problem without the additional overhead of RTS/CTS messages. The second part in Sect. 6.2 contains a validation of QMA in a physical testbed of the FIT IoT-LAB [3]. To reflect realistic use cases, experiments are conducted in a small tree topology and a dense star topology. Finally, Sect. 6.3 demonstrates QMA’s scalability in large networks with an increasing number of nodes using the discrete event simulator OMNeT++. All results are presented with a 95% confidence interval. For QL we use $\alpha = 0.5$ and $\gamma = 0.9$.

6.1 Hidden-node problem

At first, a hidden node problem with three nodes, as depicted in Fig. 6, is presented. Here, a CCA at node A or C only fails if node B is currently sending an ACK. Data packets sent by node A or C cannot be recognized by the opposite node using CCA. Therefore, the CCA is successful a large fraction of the time even though the channel is not idle. For this scenario, we consider primary traffic with a varying packet generation rate of $\delta$ packets per second. Nodes A and C generate 1000 data packets according to a Poisson distribution with mean $\lambda = \delta$ while node B acts as the sink.

Generation of data packets starts after 100s to allow the MAC protocol to associate with the network and exchange management information. For comparison, experiments are also conducted with slotted and unslotted CSMA/CA. This allows for easy estimation of the PDR for different channel utilizations. The scenario is simulated in the discrete event simulator OMNeT++ with 15 repetitions per channel access scheme.

![Figure 6: Hidden node problem with three nodes and the communication range of nodes A and C.](image)

6.1.1 Reliability

Fig. 7 shows the PDR of slotted and unslotted CSMA/CA and QMA for nodes A and C of the hidden node problem. As one can see, QMA outperforms both CSMA/CA mechanisms for all packet generation rates. At higher packet generation rates, e.g. $\delta = 25$, QMA maintains a PDR of 97% while both CSMA/CA mechanisms show a PDR below 3.5%. However, the performance difference becomes smaller for lower rates due to two reasons. Firstly, the probability of a collision is smaller for fewer transmitted packets when using CSMA/CA. Secondly, QMA learns faster if more packets are transmitted because different subslots can be tested and only the best are used for transmission. If only a few packets have to be sent, QMA still works but the certainty about good and bad transmission subslots is not that high.

QMA’s main idea is to hold back packets until an appropriate transmission subslot is reached. This can lead to increased queue levels, as illustrated in Fig. 8. For $\delta \leq 10$ packets/s, QMA’s queue level is slightly higher than the queue level of the CSMA/CA mechanisms, which consequently leads to a slightly increased end-to-end delay, as illustrated by Fig. 9 as packets remain in the queue longer. The end-to-end delay is the time between generation of a packet and its reception at the sink. The main cause of packet loss of the CSMA/CA mechanisms for $\delta \leq 10$ packets/s are dropped packets due to too many retransmissions or, in rare cases, too many backoffs. For $\delta \geq 25$ packets/s, on the other hand, the probability for a collision is smaller, and the average queue level converges towards the maximum queue size of 8 packets. Here, most packets are lost due to queue drops as packets cannot be transmitted fast enough. QMA manages to reduce the queue level significantly for $\delta \geq 25$ packets/s because it finds hidden patterns in the traffic and holds back packets to avoid collisions with the other nodes. This also reduces delay, as packets stay in the queue for a shorter time, as shown in Fig. 8 and Fig. 9.
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One should notice that the transmission behaviour of CSMA/CA is quite random. Sometimes many consecutive packets are transmitted successfully, sometimes a large number of transmissions fail due to the randomness in the exponential backoff algorithm. The same applies to QMA while it learns hidden traffic patterns, however, as soon as a feasible policy is found and if traffic conditions are stable, it offers deterministic reliability and delay.

6.1.2 Convergence and adaptability

One of the main challenges in data-collection scenarios is adaptability to environmental changes, e.g., fluctuating traffic conditions and node failure. QMA offers good adaptability in these changing environments, as shown in Fig. 10. It depicts the cumulative Q-values per frame over time, i.e., the sum of Q-values for all subslots following the best policy at that time. This metric cannot express the quality of the learned solution but indicates its stability. In other words: A higher cumulative Q-value does not mean that an agent performs better than an agent with a lower cumulative Q-value. However, a stable cumulative Q-value indicates that the Q-table does not change and the policy is stable [22].

Fig. 10 shows QMA’s stability for different values of $\delta$. During the first 100 seconds, the MAC protocol exchanges management information via QMA. Afterwards, additional data packets are transmitted. It can be seen that QMA immediately reacts to the first transmitted management packets and settles on a stable policy about 9 seconds after the first transmission, as the rate of the management traffic is quite low. For $\delta = 100$, the policy changes once more at 100 seconds when data packets start to be transmitted and after 265 seconds. The cumulative Q-value becomes constant about 30 seconds later. One should notice that the network is oversaturated for $\delta = 100$ and nodes A and C compete for access to the channel. Thus agreeing on a common policy takes more time than in a non-saturated network. For $\delta = 1$ and $\delta = 10$, the policy does not change significantly when data packets start to be transmitted, as the management traffic exhibits about the same data rate.
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Figure 9: Average end-to-end delay of nodes A and C for varying packet generation rates $\delta$.

![Graph](image2.png)

Figure 10: Cumulative Q-values per frame for different $\delta$.

Fig. 11 shows the according exploration probability $\rho$ using parameter-based exploration. As one can see, exploration is triggered earlier for higher $\delta$ because queues fill up more quickly. $\rho$ increases multiple times for $\delta = 100$ as the network is oversaturated and nodes A and C compete for access to the shared medium. A maximum of $\rho = 0.1$ is experienced for $\delta = 100$, corresponding to a queue level of 6 packets.

![Graph](image3.png)

Figure 11: Exploration probability $\rho$ of parameter-based exploration over time using a rolling average over 10 frames for different values of $\delta$.

To illustrate QMA’s adaptability, the scenario is slightly altered to incorporate fluctuating traffic conditions. Node A alternately generates packets with $\delta = 10$ and $\delta = 100$ for 100 seconds respectively. Node C generates a constant
\( \delta = 25 \) packets/s but joins the network 100 seconds after node A. The positions of the nodes remain as shown in Fig. 6. Fig. 12 shows the cumulative Q-values per frame. The dashed lines indicate when the traffic pattern of node A changes.

As one can see, node A immediately reacts to changes in its packet generation pattern with increasing and decreasing Q-values. The network is oversaturated for \( \delta = 100 \) and not saturated for \( \delta = 10 \). Thus, node C tries to acquire more transmission slots when node A generates packets with \( \delta = 10 \). This is indicated by the increase of the cumulative Q-value of node C for \( \delta = 10 \) at node A. The change of Q-values is triggered by parameter-based exploration, as packets start to pile up in the queue of node C when node A transmits with \( \delta = 100 \). Thus, QMA’s reaction time is mainly dictated by the exploration rate assigned to different queue levels, as described in Sect. 4.2, and can be increased and decreased according to the given scenario. At last, joining the network late does not influence the performance of node C, since a stable policy is still found.

### 6.1.3 Subslot utilization

Fig. 13 to 15 show the utilization of subslots by node A and C for different \( \delta \). Fig. 11 illustrates that exploration is triggered at different times depending on \( \delta \). Thus, Fig. 13 to 15 depict the subslot utilization after the first exploration phase, i.e., at 170 seconds for \( \delta = 100 \), 150 seconds for \( \delta = 10 \), and 370 seconds for \( \delta = 1 \). Additionally, the final policy is shown. If no action is shown, QBackoff is executed.

As one can see, a collision-free schedule of subslots is created for all values of \( \delta \), i.e., nodes A and C never select action QCCA or QSend in the same subslot. Additionally, there are no QSend actions in adjacent subslots. This is important because transmissions span over up to 3 subslots. In Fig. 13a node A chooses action QSend, however, for the hidden node problem, there is almost no difference between QSend and QCCA as a CCA is almost always successful. The only exception is when an ACK by node B is received by chance. Thus, node A selects an additional transmission slot in the final policy to maximize the total expected reward.

Fig. 14 and 15 show that the first exploration phase results in many transmission slots at a single node. Additionally, Fig. 14 shows that node A and C divide the medium among themselves in the final policy. Such patterns arise when the exploration probability is high, i.e., when the queue is full using parameter-based exploration. In this case, many consecutive random actions are executed as shown in Fig. 15a. If no more packets are available for transmission, no action is selected. In the next iteration, a node uses the newly allocated transmissions subslots, potentially leaving later subslots unused because the queue is empty. This allows the other node to allocate transmission slots in the later subslots and, eventually, node A gives up later transmission subslots because it overhears ACK packets for node C. In this scenario, almost all subslots are utilized.

In contrast to that, many subslots are not utilized for \( \delta = 1 \) and \( \delta = 10 \), i.e., action QBackoff is chosen. An obvious implication is that there is still a lot of room for scheduling additional transmissions. However, one should be aware that transmissions can last for more than one subslot and thus there is a necessity for those idle slots.

### 6.2 Verification in IoT-Testbed

To verify QMA’s resource-efficiency and apply it in a scenario with physical nodes, some experiments are conducted in the Strasbourg testbed of the FIT IoT-LAB [3]. For this, CometOS, a component-based operating system for wireless
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networks [23], is utilized to run openDSME on M3 Open Node boards featuring 32-bit Cortex M3 CPUs with a maximum clock speed of 72 MHz, 64 KB of RAM, and 256 KB of ROM\textsuperscript{1}. The Cortex M3 does not feature a floating-point unit, thus an efficient solution is required. Two scenarios are evaluated, the first of which is a tree topology with 10 nodes and depth 4 as illustrated in Fig. 16 and the second is a star topology with 17 nodes as shown in Fig. 17. The tree topology is generated using an algorithm proposed by Kauer et al. [13]. According to their description, transmission power is set to -9 dBm and sensitivity is set to -72 dBm. For the star topology, a transmission power of 3 dBm and a sensitivity of -90 dBm is used.

The setup is similar to Sect. 6.1, i.e., 1000 data packets are generated according to a Poisson distribution and experiments are repeated 10 times for each channel access scheme. Simulations in Sect. 6.1.1 and experiments on hardware have shown that slotted and unslotted CSMA/CA perform almost the same. Thus, the following sections feature only a comparison of unslotted CSMA/CA and QMA.

6.2.1 Reliability

In this section, QMA is verified on hardware in the FIT IoT-LAB. For this, Fig. 18 and Fig. 19 show the PDR of the tree topology and the star topology, respectively. Both scenarios are evaluated with $\delta = 10$. As depicted in Fig. 18, QMA achieves a higher PDR at all nodes of the tree topology than unslotted CSMA/CA. This supports the results from Sect. 6.1 because the tree topology exhibits several hidden node problems. Only transmissions of parents and children and siblings in the tree interfere with each other. The same applies to the results of the star topology, as shown in Fig. 17. Here, all nodes can hear each other so that the PDR of QMA and unslotted CSMA/CA is closer than in the tree scenario as CSMA/CA’s CCA prevents many collisions.

An interesting observation is that nodes achieve a fair distribution of transmission subslots using QMA, even though no fairness constraint is explicitly handled in its reward function. For example, it could have happened that a small number of nodes acquire all available subslots for action $Q_{\text{Send}}$ while the other nodes starve. Fairness arises due to two reasons. Firstly, QMA utilizes a cooperative Q-learning approach, as discussed in Sect. 4. This helps to build

\textsuperscript{1}https://iot-lab.github.io/docs/boards/iot-lab-m3/
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A schedule but does not completely ensure fairness. However, parameter-based exploration results in many random actions if a node possesses too few transmission subslots. Thus, if a node used all subslots for $Q_{Send}$, its transmissions would be interfered by these random actions and it gives up the transmission slot. Another node can now acquire this subslots for $Q_{Send}$. This process balances itself, given that the network is not too oversaturated.

At last, energy measurements in the IoT-LAB show no difference between QMA and unslotted CSMA/CA in terms of power consumption. Thus, one can conclude that QMA increases reliability without introducing an energy-overhead. In fact, both multiple access schemes conduct about the same number of transmission attempts, however, using CSMA/CA many failed CCAs and retransmissions occur.

6.3 Scalability in data-collection scenarios

At last, QMA's scalability is investigated in a concentric topology with an increasing number of nodes, as shown in Fig. 20. A number of 7, 19, 43, and 91 nodes is evaluated, corresponding to 1 to 4 rings around the center node. Experiments are conducted with OMNeT++. In contrast to Sect. 6.1 and 6.2, QMA is evaluated in a realistic scenario for secondary traffic during the CAP of IEEE 802.15.4 DSME, i.e., for (de)allocation of GTS and transmission of broadcasts. IEEE 802.15.4 and extensions building upon it, e.g., ZigBee and WirelessHart, gained a lot of popularity for industrial application over the last few years and, thus, seems to be a good fit for the evaluation [11]. The latter are generated by the routing protocol, greedy perimeter stateless routing (GPSR), for route discovery. The center node acts as a sink and every other node generates data packet according to a Poisson distribution with fluctuating rate and sends them towards the sink. More specifically, nodes alternately generate data packets with $\delta = 1$ packet/s and $\delta = 10$ packets/s for 5 seconds respectively. All data packets are transmitted during the CFP but cause secondary traffic for GTS (de)allocation. A single packet is transmitted per GTS and experiments are repeated 15 times with 1000 evaluation packets and a warmup time of 200 seconds to allow for network formation. It should be noted that such data-collection scenarios often suffer from multiple hidden node problems [12].
6.3.1 Reliability

Fig. 21 shows the PDR of DSME’s secondary traffic for an increasing number of nodes. As one can see, QMA outperforms slotted and unslotted CSMA/CA for any number of nodes, however, the performance difference is larger for a smaller number of nodes. That is because QMA can learn a collision-free policy faster if fewer nodes are within interference range because the probability of randomly selecting an unused subslots is higher. In comparison to QMA and as shown in Sect. 6.1, CSMA/CA cannot fully solve the hidden node problem. Thus its PDR is significantly lower for all numbers of nodes. Here, the number of nodes does not significantly influence the performance of CSMA/CA since they are placed far enough from each other. QMA’s increased PDR during the CAP also results in an increased PDR of primary traffic of about 10% for any number of nodes, as GTS are (de)allocated faster and thus fewer packets are dropped due to a full queue.

Fig. 22 demonstrates QMA’s capability of learning the hidden patterns during slot allocations. As shown in Sect. A.1, slot (de)allocations through 3-way handshakes require a high PDR during the CAP. The increased PDR during the CAP significantly increases the number of successfully transmitted GTS-request messages, which are used to initialize the 3-way handshake. QMA’s advantage seems to diminish for GTS-response and GTS-notify messages. For both message types, QMA manages to transmit 99% messages successfully, while CSMA/CA achieves about 93% and 99% messages of GTS-response and GTS-notify messages successfully, respectively. However, in absolute numbers, CSMA/CA only transmits 2/3 of the GTS-notify messages that QMA transmits so that both methods result in about 1% failed GTS-notify messages.
7 Conclusion

In this work, we propose QMA, a Q-learning based multiple access scheme for wireless sensor networks. Whilst many current MAC-protocols for the Industrial Internet of Things feature TDMA-based channel access for primary traffic to increase reliability and scalability, they still require contention-based channel access for secondary traffic, e.g., for broadcast transmission and slot allocation. Especially in networks with fluctuating primary traffic, where TDMA-slots are constantly allocated and deallocated, most contention-based protocols do not provide sufficient reliability. QMA’s core idea is to learn subtle but hidden patterns in the primary and secondary traffic which are not utilized by present contention-base channel access schemes. This way, QMA can adjust transmission slots so that no collisions occur. Thereby, QMA is designed to be resource-efficient to allow execution on small embedded devices.

We demonstrate QMA’s effectiveness in three different scenarios. At first, it is utilized for primary traffic in a hidden node problem with three nodes and varying packet generation rates. Simulations show that it is possible to increase the number of transmitted packets from 10 packets/s to 50 packets/s in comparison to CSMA/CA while maintaining the same packet delivery ratio. In the second scenario, a real implementation of QMA is deployed and verified in a FIT IoT-LAB testbed. QMA and CSMA/CA consume the same amount of energy for all configurations because the number of transmission attempts is the same. However, for CSMA/CA these attempts often result in backoffs due to failed CCA, while QMA manages to transmit the packet successfully. Additionally, we show that QMA achieves...
fairness and increases reliability without consuming more energy. At last, QMA’s scalability is evaluated for secondary traffic in IEEE 802.15.4 DSME in a realistic scenario with an increasing number of nodes. QMA achieves a higher packet delivery ratio than CSMA/CA and manages to (de)allocate up to twice more TDMA-slots per second.

In a future work, we will investigate additional techniques to further reduce QMA’s memory overhead. For example, by carefully choosing rewards, it should be possible to significantly reduce the entries of the Q-table so that only 2 - 8 Bit are required and floating-point operations are avoided.

All in all, we believe that QMA is a practical realization of a more reliable contention-based channel access for the IIoT. The benefits of QMA are an indicator that machine learning techniques bear a high potential for communication protocols.
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A DSME in a Nutshell

IEEE 802.15.4 DSME divides time into multi-superframes and further into superframes as shown in Fig. 23. Superframes consist of 16 time slots, the first of which is used to transmit beacons containing network and time information. The following 15 slots are separated into two phases: a contention access period (CAP) with 8 time slots and a contention free period (CFP) with 7 time slots. The CFP is further subdivided into guaranteed time slots (GTS) which are spread over time and frequency and allow exclusive access to the shared medium. Before usage, they must be allocated during the CAP through a 3-way-handshake. Additionally, the CAP can be used for exchanging management messages and broadcasts via CSMA/CA.

Fig. 24 shows the 3-way GTS allocation handshake of IEEE 802.15.4 DSME. It is initialized by the unicast transmission of a GTS-request from a node A to a node B. B responds with a broadcast of the GTS-response to inform all nodes in its neighbourhood about the GTS that is going to be allocated. When A receives the GTS-response, it finalizes the handshake with a broadcasted GTS-notify to also inform all nodes in its neighbourhood about the GTS that is allocated. If any of A’s or B’s neighbours have already allocated the GTS, i.e., a duplicate allocation occurs, or if any of the 3 messages is lost, the GTS allocation is rolled back using the same 3-way handshake. Afterwards, A and B can try to allocate another GTS.

A.1 Case study: 3-way handshake in DSME

To illustrate the importance of a high probability for a successful packet transmission during the CAP, one can calculate the average number of required packets to allocate a single GTS. Especially in scenarios with highly fluctuating traffic, it is necessary to keep the number of sent packets close to the minimum of 3 (3-way-handshake: GTS-request, GTS-response, GTS-notify) so that as many GTS as possible can be successfully allocated within a single CAP. An absorbing Markov chain of the handshake is shown in Fig. 25. The TX-states symbolize CSMA/CA retransmissions of the respective handshake message, which is dropped after 3 retries.

The absorbing Markov chain from Fig. 25 with $t = 12$ transient states and $r = 1$ absorbing states can be represented in its canonical form with transition matrix $P$ as

$$P = \begin{pmatrix} Q & R \\ 0 & I_r \end{pmatrix},$$

where $Q$ is a $t \times t$ matrix, describing the probability to transition from a transient state to another transient state, $R$ is a $t \times r$ matrix, describing the probability to transition from a transient state to an absorbing state, $0$ is an $r \times t$ zero
Figure 25: Absorbing markov chain of the GTS-negotiation where \( p \) is the probability of a successful packet transmission.

matrix and \( I_r \) is an \( r \times r \) identity matrix. For above markov chain \( Q \) is defined as

\[
Q = \begin{pmatrix}
0 & p & 0 & 1-p & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & p & 0 & 0 & 0 & 1-p & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1-p & 0 & 0 \\
0 & p & 0 & 0 & 1-p & 0 & 0 & 0 & 0 & 0 \\
0 & p & 0 & 0 & 0 & 1-p & 0 & 0 & 0 & 0 \\
1-p & p & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & p & 0 & 0 & 0 & 0 & 1-p & 0 & 0 \\
0 & 0 & p & 0 & 0 & 0 & 0 & 0 & 1-p & 0 \\
1-p & 0 & p & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1-p & 0 \\
1-p & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]  

(10)

This allows us to calculate the fundamental matrix \( N \) as

\[
N = (I_t - Q)^{-1},
\]

(11)

where \( I_t \) is a \( t \times t \) identity matrix, and the expected number of steps \( S \) until absorption as

\[
S = N1,
\]

(12)

where \( 1 \) is a vector of size \( t \) with all ones.

Fig. 26 shows the expected number of steps until absorption, i.e., the number of required messages until a 3-way handshake is completed successfully and a GTS is allocated, for different values of \( p \). As one can see, the number of required messages increases exponentially for a decreasing \( p \). This illustrates the necessity for a high probability of a successful transmission during the CAP to ensure timely (de)allocation of GTS.
Figure 26: Expected number of sent messages during the 3-way GTS handshake for different values of $p$. 

- Expected # messages
- Probability of successful packet transmission ($\rho$)

Values shown for $\rho$: 1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1

- Messages at $\rho = 1$: 3, 3.33, 3.74, 4.26, 4.94, 5.88, 7.33, 9.91, 15.91, 41.79