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Abstract: In recent years, the application of artificial intelligence (AI) has had a significant impact on economic development. This study examined the relationship between the level of AI development and economic growth in 28 Chinese provinces from 2005 to 2018, and we focused on the mediating role of the industrial structure. We found that the unreasonable state of the structure is an important reason behind the slowdown of China’s economic growth. The development of AI not only has a direct effect on economic growth, but can also improve economic slowdown by inhibiting industrial structure upgrading. Taking into account regional heterogeneity, we also conducted sub-regional regressions, and the results show that this mediating effect is particularly significant in the eastern, central, and western areas of China; the regression results also show that the development of AI technologies did not boost the economy before the 2008 financial crisis, but during the economic recovery period, the R&D and application of AI helped China’s economy to rebound. Thus, AI has gradually become an important power engine for high-quality and sustainable growth in China’s economy.
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1. Introduction

Artificial intelligence (AI) has become a key technology leading the global technological revolution and industrial change, and developed countries are trying to reshape the global industrial landscape in the era of Industry 4.0 [1]. To grasp the new opportunity for economic development, the Chinese government released the “Made in China 2025” policy, which proposes to focus on intelligent manufacturing and actively promote artificial intelligence in various fields [2,3]. Artificial intelligence, as a general-purpose technology, is essentially the use of machines to simulate the cognitive functions of the human brain to replace some human mental labor, which not only improves productivity but also can generate many highly knowledge-intensive jobs and thus affect the structure of labor [4]. However, at the same time, after years of rapid growth, China’s economy has been unable to maintain its growth rate by traditional industrial restructuring alone and is even facing many challenges, such as widening the gap between the rich and the poor and increasing social conflicts due to unreasonable industrial structures [5]. In this study, we examined the direct effect of AI on China’s regional economic development and the indirect role of industrial structure on the former relationship based on the fixed-effects model, the generalized method of moments (GMM), and stepwise regression analysis. This article also explores whether there is spatial and temporal variability in the relationship between AI and economic growth through heterogeneity analysis. The results of this study help to inform the optimization of industrial structure and effectively direct technological progress to achieve sustainable economic growth in China.
This article is organized as follows: Section 2 provides a mechanistic analysis, Section 3 describes the variable selection and the construction of the econometric model, Section 4 provides the regression results and discussion, and Section 5 provides the conclusions.

2. Study Hypothesis and Theoretical Framework

Historically, every major industrial technological innovation has been accompanied by a significant increase in productivity [6–8]. Artificial intelligence, as the most representative technological progress in current society, contributes to economic development in three main ways: First, intelligent technology can replace traditional labor by automating complex tasks. This approach replaces labor with cheaper capital and not only directly reduces labor costs but also significantly increases the productivity of enterprises [9]; Second, AI can assist the workforce. AI techniques such as machine learning can realize the planning, control, and monitoring of design, production, and equipment operation, thus assisting the workforce and improving total factor productivity [10]; Third, intelligent technology can help promote the technological progress of enterprises. Intelligent technology enhances communication and also reduces the cost of information flow between enterprises [11–13]. Therefore, intelligent technology weakens technical barriers, enhances the knowledge spillover effect, and facilitates innovation activities. Moreover, intelligent technology can extract critical information through the analysis of big data and thus obtain rich explicit knowledge. Hence, technology spillover and information identification are effective channels for intelligent technology to promote technological progress. However, due to the high requirements of AI regarding information infrastructure construction and labor quality, at the primary stage of intelligent technology application, there are fewer high-quality talents, and most of the positions with high skill requirements cannot realize the complete replacement of labor by AI, which will reduce or remove the effectiveness of the economic enhancement of AI [14]. Authors D.H. and Dorn D. found that the highly qualified workforce that matches technological progress and economic structure is a key factor in enhancing the core competitiveness of a country [15]. Liu J. et al. highlighted that the development of artificial intelligence cannot be achieved without high-quality talents [16]. Therefore, we propose Hypothesis 1.

Hypothesis 1 (H1). Artificial intelligence has a catalytic effect on China’s economic growth.

Industrial structure has been considered as a key variable to distinguish developed economies from less developed ones [17]. Industrial structural change mainly comprises two aspects: upgrading and rationalization. Among them, industrial structure upgrading evolution mainly refers to the evolution process of industrial structure from a low level to a high level. The rationalization of industrial structure reflects the effective allocation of resources between industries, and this can indicate the degree of coordination between industries [18]. The relationship between the upgrading and rationalization of the industrial structure is not a simple linear relationship, which may converge or diverge, and the simultaneous promotion of the two levels can realize the optimization of the industrial structure [19]. Economists generally agree that in the process of industrial structure evolution, the efficiency of economic growth can be steadily increased as input factors move from low-productivity to high-productivity sectors and resources are efficiently reallocated [20]. However, in reality, the relationship between industrial structure and economic growth may change for reasons such as the inability of factors to flow adequately in the market. Since the reform and opening-up, China’s economy has experienced years of rapid growth due to the optimization of industrial structure. However, in the late industrialization period, China’s economy experienced a slowdown. Although the government introduced a large-scale economic stimulus plan, the economic growth rate has not been effectively increased, which shows that this phenomenon is not a cyclical slowdown but a structural slowdown [21]. Baumol (1965) considers that this phenomenon is mainly due to the “cost disease of the service sector”. He highlighted that the service sector has low productivity compared to other industries and is a non-progressive sector. Additionally, if wage
levels are kept consistent across sectors, service sector costs will rise sharply, resulting in employment and nominal output growth in the service sector but significantly decreased economic growth [22]. Cheng D. Z. found that the Chinese service industry is indeed suffering from “cost disease”, and the labor productivity gap between the tertiary and secondary industries is large. The structural contradiction has become the main contradiction in China’s economic development [23]. Therefore, the relationship between industrial structural change and economic growth is affected by many factors, such as the stage of economic development, and Hypothesis 2 and 3 are proposed.

Hypothesis 2 (H2). Structural upgrading is beneficial to China’s economic growth.

Hypothesis 3 (H3). Structural rationalization is beneficial to China’s economic growth.

Technological innovation has had a profound impact on industrial development. Intelligent technology, as a key technology leading the fourth industrial revolution, also has a close connection to the change in the industrial structure. On the one hand, AI upgrades the labor structure by eliminating traditional labor and cultivating high-tech talents [24]. With the rapid development of intelligent technology, other types of production factors, such as financial capital, will also keep pouring into intelligent industries, and the proportion of highly technology-intensive industries in the industrial structure will increase significantly, thus making the structure more advanced. However, with the widening gap in technology intensity between industries, the industrial structure is in an unbalanced state, and the level of structural rationalization may decline. On the other hand, developed countries developed a “re-industrialization” strategy to re-establish the importance of manufacturing. However, this return strategy is not simply the return of production factors, but the upgrading of traditional manufacturing [25]. Intelligent technology has a wide range of permeability characteristics, which can improve the original dominant technology and production methods of traditional industries, and significantly improve their productivity and resource allocation efficiency [26–28]. Therefore, intelligent technology enhances the rationalization of the industrial structure by improving the added value of traditional industries, narrowing the technological gap between industries, and enhancing the flow of resource factors. In turn, this intelligent manufacturing strategy may reduce the resource input of the tertiary industry, which is not conducive to the upgrading of the industrial structures [29,30]. Figure 1 is based on the above discussion.
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In summary, the relationship between the development of AI and the industrial structure is complex. Additionally, it is of great practical significance to explore how to improve the industrial structure and achieve sustainable economic growth through AI applications. Therefore, Hypothesis 4 and 5 are proposed in this study.

**Hypothesis 4 (H4).** Industrial structure upgrading is an effective mediating variable for artificial intelligence to promote China’s economic growth.

**Hypothesis 5 (H5).** Industrial structure rationalization is an effective mediating variable for artificial intelligence to promote China’s economic growth.

### 3. Model and Data

#### 3.1. Model Setting

Referring to Aghion et al. [31], we used mathematical models 1–4 to further illustrate the relationship between AI and economic growth. GDP is a CES combination of goods with an elasticity of substitution less than one:

\[
Y_t = A_t \left( \int_0^1 X_{it}^\rho \, di \right)^{1/\rho} \quad \text{where } \rho < 0
\]

(1)

\(A_t\) represents standard technological change, and \(\rho\) represents the elasticity of substitution. We assumed that another part of technological change is the application of AI. Goods to which AI has not yet been applied can be produced by labor. When AI is applied to a good, it can be replaced by a unit of capital:

\[
X_{it} = \begin{cases} L_{it} \\ K_{it} \end{cases}
\]

(2)

\(L_{it}\) means there are no AI applications, \(K_{it}\) means there are AI applications. Let \(\beta_t\) be the proportion of goods to which AI is applied as of date \(t\). In this article, capital and labor are symmetrically allocated across tasks. Thus, each AI task uses \(K_t/\beta_t\) units of capital and each non-AI applied task uses \(L/(1 - \beta_t)\) units of labor. The production function can be written as:

\[
Y_t = A_t \left[ \beta_t \left( \frac{K_t}{\beta_t} \right)^\rho + (1 - \beta_t) \left( \frac{L}{1 - \beta_t} \right)^\rho \right]^{1/\rho}
\]

(3)

\[
Y_t = A_t \left[ \beta_t^{1-\rho} K_t^{\rho} + (1 - \beta_t)^{(1-\rho)\rho} \right]^{1/\rho}
\]

(4)

Equation (3) can be simplified to Equation (4). Additionally, we can find that as the proportion of AI applications (\(\beta_t\)) rises, \(Y_t\) also changes. However, their relationship is not clear. Therefore, we used econometric models 5–7 to explore the direct effect of artificial intelligence and industrial structure on economic growth. We also applied the mediating effect model to test whether the industrial structure is an effective channel for AI to promote stable economic growth (Equations (8)–(11)).

\[
GDP_{it} = \alpha_0 + \alpha_1 INR_{it} + \sum \alpha_2 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(5)

\[
GDP_{it} = \beta_0 + \beta_1 ES_{it} + \sum \beta_2 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(6)

\[
GDP_{it} = \gamma_0 + \gamma_1 ER_{it} + \sum \gamma_2 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(7)

\[
ES_{it} = \epsilon_0 + \epsilon_1 INR_{it} + \sum \epsilon_2 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(8)

\[
ER_{it} = \xi_0 + \xi_1 INR_{it} + \sum \xi_2 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(9)

\[
GDP_{it} = \phi_0 + \phi_1 INR_{it} + \phi_2 ES_{it} + \sum \phi_3 X_{it} + \mu_i + \lambda_t + \epsilon_{it}
\]

(10)
Second, technology application contains three parts: R&D capability, service capability, and talent investment. As an important basis for the development of artificial intelligence, communication facilities are the basic guarantee of regional information exchange. In addition, the investment amount of fixed assets in the telecommunication industry was adopted as the proxy variable in this paper. Expertise in artificial intelligence is also highly representative of the time period in which the Chinese economy has undergone major changes as AI technology has developed. It is necessary to note that data for some provinces are difficult to obtain, so our data exclude Qinghai, Ningxia, Tibet, Hong Kong, Macau, and Taiwan. Additionally, due to the statistical problems with the yearbook, some data are not available. Thus these values are interpolated. The source of the primary data can be found in Appendix A. The specific indicators were selected and processed as follows:

(1) Dependent variable: The dependent variable in this study is economic growth ($GDP_{it}$). GDP is the classical indicator of regional economic development, so this paper used the GDP growth rate of each Chinese province to examine the dynamic growth of the regional economy [32]. Additionally, the GDP growth rate was calculated in constant prices with 2000 as the base period.

(2) Independent variable: Currently, many studies use a single index, such as the number of industrial robots, to measure the application level of AI [33,34], but there are fewer relevant data in China, and the choice of a single index does not allow a comprehensive assessment. In this paper, we referred to the research results of many Chinese scholars and constructed a regional artificial intelligence evaluation system from three aspects: infrastructure development, technology application, and market benefits (Figure 2) [35,36].

$$GDP_{it} = \theta_0 + \theta_1 INR_{it} + \theta_2 ER_{it} + \sum \theta_3 X_{it} + \mu_t + \lambda_t + \epsilon_{it} \quad (11)$$

$GDP_{it}$ represents the economic growth rate; $INR_{it}$ represents the regional AI index; $ES_{it}$ and $ER_{it}$ are the industrial structure upgrading and rationalization indices, respectively. $X_{it}$ is a series of control variables, $\mu_t$ represents individual effects, $\lambda_t$ represents time effects, and $\epsilon_{it}$ represents random error terms.

3.2. Variables and Data

We applied panel data for 28 provinces in China from 2005 to 2018. These data are highly representative of the time period in which the Chinese economy has undergone major changes as AI technology has developed. It is necessary to note that data for some provinces are difficult to obtain, so our data exclude Qinghai, Ningxia, Tibet, Hong Kong, Macau, and Taiwan. Additionally, due to the statistical problems with the yearbook, some data are not available. Thus these values are interpolated. The source of the primary data can be found in Appendix A. The specific indicators were selected and processed as follows:

(1) Dependent variable: The dependent variable in this study is economic growth ($GDP_{it}$). GDP is the classical indicator of regional economic development, so this paper used the GDP growth rate of each Chinese province to examine the dynamic growth of the regional economy [32]. Additionally, the GDP growth rate was calculated in constant prices with 2000 as the base period.

(2) Independent variable: Currently, many studies use a single index, such as the number of industrial robots, to measure the application level of AI [33,34], but there are fewer relevant data in China, and the choice of a single index does not allow a comprehensive assessment. In this paper, we referred to the research results of many Chinese scholars and constructed a regional artificial intelligence evaluation system from three aspects: infrastructure development, technology application, and market benefits (Figure 2) [35,36].
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Second, technology application contains three parts: R&D capability, service capability, and popularization capability. The number of software enterprises, IT service revenue, and software product revenue were used as proxy variables, respectively. Third, the economic performance reflects the operating performance of the AI industry, and this paper used the profit and per capita income of the artificial intelligence industry to examine the market revenue and economic efficiency. The measurement of the AI index must determine the weights and comprehensive scores. Because there may be some errors in subjectively set weights, we calculated the entropy weight to evaluate the regional intelligence level. Figure 3 shows the changes in China’s intelligence index from 2005 to 2018. Additionally, it can be seen from the figure that in 2010, China’s intelligence level grew rapidly. Although the growth rate of China’s AI index has slowed down in recent years, the overall trend is fluctuating upward.

(3) Mediating variables: The industrial structure upgrading index ($ES_{it}$) and industrial structure rationalization index ($ER_{it}$) were used as mediating variables. In this paper, the ratio of the tertiary sector to secondary sector output was used to measure the level of structural upgrading, and the improved Theil index ($TR_{it}$) was used to measure the rationality of the industrial structure (Equations (12) and (13), where $Y$ denotes the output value, $L$ denotes employment, $i$ denotes industry, $n$ denotes the number of industrial sectors, and $ER_{it}$ is the inverse of the Theil index). The lower the value of the Theil index, the higher the index of structure rationalization, indicating that the structure is closer to the equilibrium state and the structure is more rational [37].

Figure 4 was drawn based on the measurement results, which show the level of structural upgrading and rationalization in China. The figure displays an overall upward trend, although ES and ER dropped in 2009 and 2011, respectively. The level of structural upgrading and rationalization in the eastern region far exceeds that in other areas; the industrial structure in the central region is more reasonable than that in the western region, but the two are equal in terms of industrial structural upgrading.

$$TR_{it} = \sum_{i=1}^{n} \left( \frac{L_i}{Y_i} \right) \ln \left( \frac{Y_i}{L_i} / \frac{Y}{L} \right)$$  \hspace{1cm} (12)$$

$$ER_{it} = 1 / TR_{it}$$  \hspace{1cm} (13)
Figure 4. Changes in China’s industrial structure from 2005 to 2018.
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Figure 4. Changes in China’s industrial structure from 2005 to 2018.

(4) Control variables: The main variables include ① the urbanization index (URB$_{it}$): regions with a higher urbanization index usually have better economic development, so this paper used the proportion of the urban population to the total population in each province to measure the level of regional urbanization [38]; ② trade openness (FDI$_{it}$): foreign investment can increase additional capital for regional input, and also expose industries to advanced technology and management experience, so FDI is beneficial to regional economic development, and the proportion of trade import and export to GDP of each province was used as a proxy variable for trade openness [39]; ③ government intervention (GOV$_{it}$): the government can realize the effective allocation of resources within the market through macropolies, but excessive fiscal intervention may also inhibit the independent innovation of industries, and the fiscal expenditure ratio was used to measure government intervention; ④ communication level (PTB$_{it}$): the improvement of communication level can effectively reduce the cost of inter-regional information exchange, and this paper adopted the per-capital amount of telecommunications to measure it [40].

The descriptive statistics of all variables are shown in Table 1. It illustrates that there are 392 observed quantities in the study and ER has the most dramatic variation with the largest difference between the maximum and minimum values. The other main variables (GDP, INR, and ER) have a smaller degree of variation, and it is worth noting that the minimum value of GDP is negative, which also indicates that the Chinese economy needs further improvement.

Table 1. Descriptive statistics.

| Variable | Obs  | Mean   | Std.Dev. | Min   | Max   |
|----------|------|--------|----------|-------|-------|
| GDP      | 392  | 0.1070 | 0.0324   | −0.0250 | 0.2380 |
| INR      | 392  | 0.2305 | 0.1892   | 0.0070 | 0.8293 |
| ER       | 392  | 7.8976 | 9.0856   | 1.2140 | 62.0542|
| ES       | 392  | 1.0361 | 0.5788   | 0.4991 | 4.3548 |
| URB      | 392  | 0.5386 | 0.1425   | 0.2687 | 0.8960 |
| FDI      | 392  | 0.1556 | 0.2420   | 0.0002 | 1.2371 |
| GOV      | 392  | 0.2066 | 0.0758   | 0.0792 | 0.4575 |
| PTB      | 392  | 0.1995 | 0.1550   | 0.0455 | 1.1204 |

4. Estimation Results

As we needed to perform a preliminary examination of the relationship between variables, cross-sectional correlation tests and unit root tests were performed. Table 2 illustrates that all variables were correlated, and the variables passed the unit root test after second-order differencing. For the homogeneous order single integer series, further cointegration tests are required. The results of both Westerlund and Pedroni tests in Table 3 show that there is a stable long-term relationship between the variables.
Table 2. Cross-sectional correlation test and unit root test.

| Variables | Method     | Statistical Variables     | Values    |
|-----------|------------|---------------------------|-----------|
| GDP       | CD         | LLC                       | Original Values |
| INR       |            |                           | Original Values |
| ES        |            |                           | Original Values |
| URB       |            |                           | Original Values |
| FDI       |            |                           | Original Values |
| GOV       |            |                           | Original Values |
| PTB       |            |                           | Original Values |

CD LLC IPS LLC IPS CD LLC IPS LLC IPS CD LLC IPS LLC IPS

GDP 58.64 *** 0.30 4.41 −39.62 *** −27.41 ***
INR 23.26 *** −3.22 *** −0.88 −22.19 *** −17.21 ***
ER 37.67 *** −0.56 3.30 −21.50 *** −16.71 ***
ES 53.09 *** 6.90 8.85 −21.03 *** −16.14 ***
URB 63.74 *** −0.90 6.15 −23.36 *** −17.45 ***
FDI 13.78 *** −3.41 *** 1.28 −23.24 *** −17.92 ***
GOV 62.81 *** −5.78 *** 0.26 −21.64 *** −17.54 ***
PTB 70.24 *** 20.94 10.31 −12.01 *** −8.08 ***

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

Table 3. Cointegration test.

| Variables                      | Method     | Statistical Variables     | Values    |
|--------------------------------|------------|---------------------------|-----------|
| Artificial intelligence index  | Westerlund  | Variance ratio            | 3.95 ***  |
|                                | Pedroni    | Augmented Dickey–Fuller t | −6.86 *** |
| Industrial structure upgrading | Westerlund  | Variance ratio            | 1.54 *   |
|                                | Pedroni    | Augmented Dickey–Fuller t | −7.16 *** |
| Industrial structure rationalization | Westerlund | Variance ratio            | 1.81 **  |
|                                | Pedroni    | Augmented Dickey–Fuller t | −9.29 *** |
|                                |            | Phillips–Perron t         | −9.64 *** |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

4.1. Basic Regression and Discussion

In this part, we used Stata 17.0 for the model analysis. Additionally, the fixed effect type in OLS was selected for the base regression because of the Hausman test results. From Table 4, we can see that the development of AI has significantly contributed to economic growth, but the upgrading and rationalization of the industrial structure are not conducive to economic growth. Due to the possible endogeneity problem of the model, this paper used the GDP first-order lagged term as the instrumental variable and used the GMM model for further dynamic regression analysis. The Sargan test results show that there is no second-order serial correlation problem, thus indicating that the selection of instrumental variables and the setting of the model are reasonable. Table 4 shows the regression results of the GMM model. It shows that the estimated coefficient of the first-order lagged term of GDP is significantly positive, indicating that the current period of economic development is positively correlated with the level of previous periods. At the 5% significant level, AI has a positive driving effect on China’s economy, and a one-unit increase in the regional intelligence level can grow the economy by 3.642%. This is consistent with the findings of existing studies that the application of AI can realize the intelligence of production and management, thus effectively improving labor productivity and achieving sustainable economic growth [41], and Hypothesis 1 is valid. Table 4 also shows that changes in industrial structure have a significant negative effect on economic development, with a greater adverse impact of structural upgrading. And Hypothesis 2 and 3 is not valid. This indicates that it is difficult to support the sustainable growth of China’s economy by relying on industrial structure upgrading and that Baumol’s cost disease, which ignores technological progress, is the main reason for the slowdown of China’s economic growth. Among the control variables, only communication and urbanization levels have a significant contribution to the economy.
Table 4. Basic regression results.

|                | (1)   | (2)   | (3)   | (4)   | (5)   | (6)   |
|----------------|-------|-------|-------|-------|-------|-------|
|                | FE    | FE    | FE    | GMM   | GMM   | GMM   |
| Lag of GDP     | 0.674 *** | 0.681 *** | 0.765 *** |       |       |       |
|                | (0.039) | (0.053) | (0.048) |       |       |       |
| INR            | 0.042 * |       | 3.642 ** |       |       |       |
|                | (0.023) |       | (1.702) |       |       |       |
| ES             | −0.050 *** |       | −7.471 *** |       |       |       |
|                | (0.005) |       | (1.061) |       |       |       |
| ER             | −0.002 *** |       | −0.111 ** |       |       |       |
|                | (0.000) |       | (0.053) |       |       |       |
| URB            | −0.397 *** | −0.376 *** | −0.355 *** | 23.139 * | −3.815 | −2.35 |
|                | (0.040) | (0.030) | (0.033) | (13.552) | (16.382) | (16.908) |
| FDI            | 0.072 *** | 0.031 *** | 0.043 *** | −4.737 ** | −2.073 | 5.644 * |
|                | (0.013) | (0.011) | (0.013) | (2.193) | (2.720) | (3.022) |
| GOV            | −0.033 | 0.101 ** | −0.037 | −1.221 | −1.051 | −6.186 ** |
|                | (0.046) | (0.042) | (0.044) | (5.29) | (3.016) | (2.875) |
| PTB            | −0.004 | 0.028 *** | −0.001 | 1.612 ** | 1.219 ** | 1.411 *** |
|                | (0.010) | (0.010) | (0.010) | (0.755) | (0.545) | (0.535) |
| Hausman Sargan | −116.250 | 188.930 *** | −8655.080 | 329.085 | 225.719 | 245.533 |
|                |       |       |       |       |       |       |
| AR (2)         | 0.314 | 0.205 | −1.625 |       |       |       |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

4.2. Mediating Effects Regression

We tested whether $\alpha_1$ of model 5 is significant, which is the premise of the mediating effect model. Then, we tested the coefficients of the core variables ($\sigma_1, \xi_1, \varphi_2, \theta_2$) of models 8–11, respectively, and if the coefficients were significant, this indicated that the mediating effect model was valid. We can further determine whether there are full or partial mediating effects among the variables ($\varphi_1, \theta_1$) based on the regression results; if there is a poor sign of the regression coefficients, we need to further determine the role of the relationship between the variables through the Sobel test [42]. The $z$ in Equation (14) is Sobel’s statistic. Specifically, $a$ is $\sigma_1$ or $\xi_1$, $b$ is $\varphi_2$ or $\theta_2$, and $S$ represents their standard deviation. When these coefficients are not significant, the $z$ value is calculated and a $t$-test is performed on it. If the $p$-value < 0.05, then the mediating effect existed.

$$z = \frac{a \times b}{\sqrt{a^2 \times Sb^2 + b^2 \times Sa^2}}$$  \hspace{1cm} (14)

As can be seen from Table 5, the coefficients of FDI and GOV were removed as they were not significant. Additionally, consistent with the previous regression results, the coefficient of $\alpha_1$ is significantly positive at the 5% level. However, the results of the mediating effects regression show that AI is detrimental to industrial structural upgrading, and a 1% increase in the degree of AI application will decrease the industrial structural upgrading index by 0.384%. Similar results indicate that industrial structure upgrading is negative for economic growth. This shows that the mediating effect model is valid, and it is a partially mediating effect, which accounts for 22.029%. Second, following the above steps to test the index of industrial structure rationalization, it is found that the regression results are approximately the same, but the significance is poor, and the Sobel tests showed that the absolute value of the test statistic is 0.695, which is less than the critical value of 1.96, so industrial structure rationalization is not an effective mediating variable.
In summary, the impact of AI development on China consists of both direct and mediating effects, where the mediating effect specifically refers to economic growth by inhibiting the upgrading of the industrial structure, and Hypothesis 4 is valid. There are three reasons for this: (1) The application of industrial robots and other artificial intelligence technologies can improve technical efficiency and promote technological progress, and this effect directly promotes regional economic development. (2) China’s structural upgrading will lead to “Baumol’s cost disease” in the tertiary industry. The tremendous technological progress evoked by the development of artificial intelligence has improved the current industrial structure by eliminating the upgrading speed [43,44]. (3) The redistribution of resources realized by AI may enhance the degree of industrial structure imbalance, so the rationalization of the industrial structure is not an effective channel for AI to promote economic growth.

### Table 5. Regression results of mediating effects.

|                | GDP      | Mediation Effects of Structural Upgrading | Mediation Effects of Structural Rationalization |
|----------------|----------|------------------------------------------|-----------------------------------------------|
| **INR**        | 2.346 ** | -0.384 **                                | -4.016 *                                       |
|                | (1.135)  | (0.177)                                  | (2.118)                                       |
| **ES**         | -1.344 ***| 1.829 *                                  | 2.427 **                                       |
|                | (0.319)  | (1.118)                                  | (0.027)                                       |
| **ER**         |          | -1.344 ***                               | 47.360 ***                                     |
|                |          | (0.319)                                  | (2.975)                                       |
| **URB**        | -6.111 ***| 1.647 ***                                | 47.360 ***                                     |
|                | (1.594)  | (0.249)                                  | (2.975)                                       |
| **PTB**        | -5.260 ***| 1.283 ***                                | 9.000 ***                                      |
|                | (1.212)  | (0.198)                                  | (2.374)                                       |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

4.3. Regional and Temporal Regression

Considering the large differences in economic levels among regions in China, this paper divided the sample into the eastern, central, and western regions and conducted regression analysis separately. The eastern region includes Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, and Hainan. The central region includes Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, and Hunan. The western region includes Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Xinjiang, Inner Mongolia, and Guangxi. From Table 6, we can see that AI promotes economic growth mainly through the mediating effect of impeding structural upgrading. However, unlike the national sample, this is a full intermediary effect, accounting for 56.60%, and 57.76% of the total effect in the central region and western region, respectively. Additionally, the direct effect of AI is not significant, because AI in China is still in its infancy. Additionally, the current total factor productivity (TFP) base is large [45–47]. For the central and western areas, with the development of AI, the level of industrial structure rationalization also decreases and the regional economy grows, which may be caused by the reallocation of resources.

This paper further examined whether the financial crisis had an impact on the economic growth effect of AI, using 2008 as the time point. The regression results (Table 7) show that the role of AI was not significant before the financial crisis, mainly due to the low level of AI application in China before 2008. However, after the financial crisis, with the rise of the Internet, China accelerated the development of AI technology, so the regres-
sion results show that the economic growth caused by AI increased significantly in 2008. Consistent with the previous findings, this effect is also achieved mainly by improving the current state of the industrial structure.

Table 6. Regional regression results.

|                  | Eastern Region |                  | Central Region |                  | Western Region |
|------------------|----------------|------------------|----------------|------------------|----------------|
|                  | GDP            | ES              | GDP            | ES              | GDP            |
| **INR**          | 9.116***       | −0.286*         | 9.121***       | −0.286*         | 9.344***       |
| **(2.163)**      | (0.082)        | (2.175)         | (0.082)        | (2.175)         | (2.191)        |
| **ES**           | −0.019         | 1.166           | −0.019         | 1.166           | −0.027         |
| **(0.303)**      |               | (5.067)         |               | (5.067)         | (0.025)        |
| **ER**           |                |                 |                |                 | −0.056***      |
| **(0.894)**      |               |                 |                |                 | (0.137)        |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

Table 7. Temporal regression results.

|                  | Before the Financial Crisis in 2008 |                  | After the Financial Crisis in 2008 |
|------------------|-------------------------------------|------------------|------------------------------------|
| **INR**          | GDP                                 | GDP              | GDP                                |
| **2.480**        | −1.513 *                            | −0.166 **        |
| **(2.841)**      | (0.831)                             | (0.831)          |
| **ES**           | −0.671 **                           | −1.035 ***       |
| **(0.279)**      | **(0.329)**                         | **(0.329)**      |
| **ER**           | 0.055 *                             |                 |
| **(0.256)**      |                                    |                 |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

4.4. Robustness Test

We used the replacement core variable method to test the robustness of the regression results. First, total factor productivity (TFP) was selected as a new indicator of economic growth. The input variables included physical capital stock and labor force, the output variable was the regional gross product, and the measurement method was stochastic frontier analysis (SFA) [48]. Second, the AI index was re-measured using the coefficient
of variation instead of entropy. Finally, we chose the industrial structure upgrading index (Equation (15)) as the industrial structure observation variable and re-estimated the model [49]. From Table 8, we can see that the regression results after replacing the core variables, in turn, are consistent with the previous model results, thus indicating robust results.

\[ E_{it} = \sum_{i=1}^{3} \left( \frac{Y_{it}}{Y} \right) i, i = 1, 2, 3 \]  

(15)

Table 8. Robustness test results.

| Replacement of Economic Growth Indicator | TFP | ES | TFP | ER | TFP |
|------------------------------------------|-----|----|-----|----|-----|
| INR                                      | 1.177 *** | −0.478 ** | 1.112 *** | −7.504 *** | 1.163 *** |
| ES                                       | −0.136 *** |     |     |     |     |
| ER                                       |     |     |     |     | 0.001 |

Replacement of AI Index Calculation Method

| Replacement of AI Index Calculation Method | GDP | ES | GDP | ER | GDP |
|-------------------------------------------|-----|----|-----|----|-----|
| INR                                      | 2.830 ** | −0.553 *** | −0.035 * | 5.24 | 2.849 ** |
| ES                                       | −0.051 *** |     |     |     |     |
| ER                                       |     |     |     |     | 0.020 |

Replacement of Industrial Structure Upgrading Index

| Replacement of Industrial Structure Upgrading Index | GDP | E | GDP |
|---------------------------------------------------|-----|---|-----|
| INR                                               | 2.830 *** | −0.101* | 3.137 ** |
| E                                                  |     |     | −11.091 *** |

Note: ***, **, and * denote significant levels at 1%, 5%, and 10%, respectively.

5. Conclusions

With the rapid development of the technological revolution, China is facing a dual challenge of technological upgrading and economic growth. The wide application of artificial intelligence has gradually become a new way to achieve high-quality economic development. This study explored the impact of AI on China’s economic growth and the role of industrial structure in this relationship. The empirical results show the following:

China’s economy has entered a period of slowdown, and industrial changes alone can no longer meet the new demands of development. It is even facing the structural irrationality formed by the excessive pursuit of structural upgrading. The application of artificial intelligence makes a significant positive contribution to economic growth, and AI has gradually become the core driver of China’s sustainable economic growth.

AI development not only directly promotes regional development, but also enables economic growth by avoiding excessive industrial upgrading. Although the change in resource allocation ratio may lead to a lower rationalization of the industrial structure, the total effect of AI on economic development remains positive.

The relationship between AI and economic growth has significant regional differences. For the central and western areas, the direct effect of AI on the economy is not obvious, but the mediating effect by inhibiting the upgrading of industrial structure is always significant. And AI upgrading may cause a lower level of industrial structure rationalization, but this mediating effect also benefits regional economic growth.

The role of AI is influenced by the economic environment. Before the financial crisis in 2008, the level of R&D and the application of intelligent technology was low and could not fully play its role in driving the economy. Additionally, in the late financial crisis, the rise of AI gradually became an important support for economic recovery and stable development.
In light of these results, several better practices emerge for government policymakers. First, it is reasonable to understand the dynamic relationship between the economy and the industrial structure and enhance the degree of industrial structure optimization. On the one hand, we should actively promote the flow of production factors and realize the reasonable allocation of resource factors; on the other hand, the government should use technological innovation to guide the industrial structure to upgrade to high value-added, high technology, and high intensification. Second, the Chinese government should actively promote the development of the artificial intelligence industry. The government should encourage the development and application of information technology, to narrow the digital divide and realize the construction of industrial information networks. The government is expected to cultivate high-quality talents that meet the needs of intelligence. Optimizing the talent cultivation system guarantees human resources for intelligent development. Finally, the intelligent development strategy of each region should be formulated according to local conditions and development stages. For the eastern region, where the infrastructure is better, the government can encourage enterprises to carry out R&D activities by formulating incentive policies to promote the development of AI technology; for the central and western areas, especially those with backward economic development, the government should formulate supportive policies to introduce high-quality talents. In the face of the “COVID-19” epidemic, artificial intelligence was applied in the prevention, control, prediction, and treatment stages of the virus, and some economic losses were recovered as a result. Therefore, the government should pay more attention to the research and development of AI in the current economic environment. Enterprises should also strengthen technology exchange and cooperation to ensure stable economic growth.

Although this study explored the impact of AI on the economy from a new perspective, the research is still preliminary. Undoubtedly, there are still aspects to improve upon in our research. If we can obtain more relevant data concerning AI in China, we can develop more scientific indices, which will make policy recommendations more accurate and applicable. However, the findings of this paper provide important implications for policymakers, both in China and elsewhere, especially during an economic transformation.
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Appendix A

Table A1. Data source of primary variables.

| Primary Variables                                      | Data Source                                      |
|--------------------------------------------------------|--------------------------------------------------|
| GDP growth rate                                        | China Statistical Yearbook (CSY)                 |
| The investment amount of fixed assets in the telecommunication industry | China Electronic Information Industry Statistical Yearbook (CEINSY) |
| The number of software development personnel           | CEINSY                                           |
| The number of software enterprises                     | CEINSY                                           |
| IT service revenue                                     | CEINSY                                           |
| Software product revenue                               | CEINSY                                           |
| The profit and per capita income of the artificial intelligence industry | National Bureau of Statistics Database |
| The industrial output                                  | CSY                                              |
| The number of industrial employees                     | CSY                                              |
| The proportion of the urban population to total population | CSY                                           |
| The proportion of trade import and export to GDP       | CSY                                              |
| The fiscal expenditure ratio                           | CSY                                              |
| The per-capital amount of telecommunications             | CSY                                              |
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