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Abstract
This paper solves the problem of defining phishing sites based on building a team model of fuzzy neural networks (FNNs). The main methods of phishing are analyzed. Attention is drawn to the fact that phishing has become widespread on the Internet through the use of phishing sites. The expediency of identifying phishing sites based on the analysis of their URLs is noted. The main approaches to identifying phishing sites are described. The need to implement an approach based on machine learning by constructing fuzzy neural networks for the creation of fuzzy knowledge bases and their use to identify phishing sites is actualized. Automating the identification of phishing sites based on the neuro-fuzzy approach required solving the problems of collecting and preparing initial data for analysis, building a team model of fuzzy neural networks, and forming a fuzzy knowledge base, as well as conducting research, and assessing the accuracy of identifying phishing sites based on the constructed model. The initial data was formed from various sources. The total amount of initial data was 50,000. Of these, 10 input features for analysis were selected by an expert. After carrying out the correlation analysis, 4 most informative input features were selected for analysis: site lifetime, site rank, URL length, and the registered status of the site. An output feature of the site was its type: phishing or legitimate. After assessing the quality and cleaning the selected data, the resulting sample was formed of 34718 rows, of which 70% were used for learning (24303 rows), and 30% (10415 rows) for testing. A team model of fuzzy neural networks was built and a knowledge base was formed on the basis of the data obtained, including 4608 fuzzy rules. Studies have shown that the number of errors of the 1st type in identifying phishing sites is 2.01%, and 2.89% for errors of the 2nd type. The general classification error based on knowledge base rules is 4.9%. The accuracy of identifying phishing sites was 95.1%, which exceeds the accuracy of other classification methods: multilayer neural network, decision tree, linear and logistic regression. The knowledge base formed on the basis of the team model of fuzzy neural networks can be effectively used to identify phishing sites on the Internet.
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Introduction
As is known, phishing is a type of fraud where an attacker contacts a victim under the guise of a real organization in order to obtain confidential information (Lakhita & Bohra, 2015). There are the following main phishing methods (Chuchuen & Chanvarasuth, 2015):
- Voice Phishing - an attacker tries to gain access to confidential information of bank customers through telephone communication under various pretexts in order to steal their funds;
- SMS Phishing - distribution of SMS messages containing links that lead to phishing sites (scammers receive confidential information due to the fact that victims follow the links specified in the SMS messages and enter their personal data there);
- Spear Phishing - sending emails to specific users (unlike traditional phishing, in which many emails are sent to unknown users, the spear phishing technique is targeted);
Phishing has become widespread on the Internet through the use of phishing sites (Purkait et al., 2014). Such sites are created to allow an attacker to gain access to confidential user data. Most phishing methods use disguised fake links to phishing sites that lead to a copy of an original site of a company. Cybercriminals most often use Internet addresses in which they deliberately enter typos. The creation of phishing sites not only brings financial losses, but also significantly reduces the credibility of the company among its clients. Therefore, the creation of new effective methods of combating phishing sites will help protect the authority of companies, their financial resources, as well as reduce the risk of confidential user data getting to cybercriminals.

One of the most common phishing techniques is to use obfuscated URLs to redirect users to phishing sites that look similar to the original company sites. At the same time, it is not difficult for cybercriminals to lure users into clicking on fraudulent links.

To deal with this threat, the best strategy is to discourage people from connecting to phishing sites by identifying phishing URLs. Most of the countermeasures in this area are based on the use of databases with phishing sites. However, they proved to be ineffective due to the short lifetime of the site (Fu-An, 2015; Patil et al., 2020). Hence, real-time detection of malicious URLs is relevant. In this paper, to solve this problem, an approach is proposed based on the construction of a team model of fuzzy neural networks (Chupin et al., 2019), the formation and use of a fuzzy knowledge base (Katasev, 2019).

Methods

Currently, there are three main approaches to the classification of phishing sites (Kosuri & Nagasri, 2020). The first approach is manual classification. The essence of the approach is that experienced and trained users independently determine whether a site is phishing. The criterion for determining can be the use of a similar URL (for example, "onlinesberbank.ru" or "online.sbrbank.ru" is used instead of "online.sberbank.ru"), the absence of an SSL certificate, grammatical or spelling errors, etc. This classification is not always effective, since not all users have sufficient knowledge, experience, and qualifications to identify phishing sites.

The second approach is to use keywords that are on the page of the site and validate them in a search engine (e.g. Google). If the site checked is in the top lines of the search engine results, then the site will be considered legitimate, otherwise it is phishing. Unlike the first approach, this approach can be automated. However, this requires sufficient processing power and a large amount of time, since it is necessary to crawl each web page and analyze the content of the search query for keywords classify a large number of sites.

The third approach uses machine learning algorithms (Singh & Ashraf, 2019; Satapathy et al., 2019). There are two types of learning: precedent learning (based on identifying patterns in the analyzed data) and deductive learning (this involves formalizing expert knowledge and forming knowledge base on its basis).

The use of machine learning methods is the most relevant among these approaches (Perfilieva et al., 2016; Dagaeva et al., 2019; Katasev et al., 2018). At the same time, a promising area of research in this approach is the development of methods that combine the advantages of learning proceeding from precedents with the advantages of deductive learning. One of the implementations of this concept is the use of fuzzy neural networks (Almomani et al., 2012). The relevance of their application lies in the fact that a trained fuzzy neural network allows us to form a fuzzy knowledge base, on the basis of which an effective solution to the problem of identifying phishing sites with the interpretation of the result in natural language is possible.

Automating the identification of phishing sites within the neuro-fuzzy approach required solving the following tasks:

- Phishing in search engines - a technique, in which there is created a fake web page indexed in a search engine for certain keywords.
- Collection and preparation of initial data for analysis;
- Construction of an FNN team model and forming a fuzzy knowledge base;
- Conducting research and assessing the accuracy of identifying phishing sites based on the model constructed.

In the paper, we used two datasets corresponding to phishing and legitimate sites to build an FNN team model. The data was compiled from various sources. PhishTank data (Bell & Komisarzuk, 2020) was used as a source of phishing sites. Users publish links there that are suspected of phishing, and other users vote on whether this resource is phishing or not. PhishTank is used in many modern browsers as well as add-ons for the Google Chrome browser. All PhishTank data is free to download or access via API calls. The collected data on phishing sites made up a set of 25,000 unique URLs.

To obtain a set of data on legitimate sites, two sources were used: Alexa Internet and Common Crawl. Alexa is a subsidiary of Amazon.com and is known for its site alexa.com, which collects statistics on traffic to third-party sites. This service collects information from users who have installed Alexa Toolbar for their sites. The list of legitimate sites was uploaded using the Alexa Top Sites service. Common Crawl is a non-profit organization; it crawls monthly the Internet and makes its archives and datasets available to the public for free. The Common Crawl Web Archive
consists of petabytes of data collected since 2011 (Chiniah et al., 2019). To obtain the URLs of legitimate sites, we used our own utility written in the Phyton language (Hao & Ho, 2019). As a result, data on 25,000 legitimate sites was collected. Thus, the total amount of raw data in the form of URLs of phishing and legitimate sites was 50,000.

10 input features for analysis were selected from the original dataset by an expert method:
1) Site rank (determined using the Alexa Top Sites service);
2) Is the URL an IP address (if the link has the structure of an IP address, then this parameter is assigned the value 1);
3) Whether the domain is registered (the site has been registered);
4) Lifetime (how many days the site has existed since registration);
5) The URL length (the number of all characters in the URL);
6) The presence of the "@" symbol in the link;
7) Whether the link is a redirect;
8) The presence of a dash in the domain name;
9) Domain length (number of characters in a domain name);
10) The number of subdomains in the URL.

The exit sign (phishing (1) or legitimate (0)) is the type of site.

A correlation analysis of the dependence of inputs on an output was carried out on the basis of calculating the Pearson correlation coefficient to assess the information content of the input features and reduce the dimension of the input feature space (Jebarathinam et al., 2020). The significance threshold was set at 0.25. The values of the correlation coefficient are presented in table 1.

Table 1: Values of the Coefficient Correlating Input Features with Output Features

| Input feature No. | Name of input feature                      | Correlation coefficient |
|-------------------|--------------------------------------------|-------------------------|
| 4                 | Site lifetime (activeDuration)             | -0.523                  |
| 1                 | Site rank (ranking)                        | 0.517                   |
| 5                 | URL Length (URLLen)                        | 0.397                   |
| 3                 | Availability of registration at the site (valid) | -0.267              |
| 8                 | The presence of dashes in the domain name (haveDash) | 0.24                  |
| 9                 | Domain Length (domainLen)                 | 0.232                   |
| 10                | The number of subdomains in the URL (numOfSubdomain) | 0.113                |
| 7                 | Is the link redirected (isredirect)        | 0.073                   |
| 6                 | The presence of the symbol "@" in the link (is@) | 0.04                  |
| 2                 | Is the URL ip address (isIp)               | 0.013                   |

Correlation analysis made it possible to select the following informative input features for analysis: site lifetime (activeDuration), site rank (ranking), URL length (urlLen), and site registration (valid). Data for the rest of the criteria were excluded. The procedures for assessing their quality and clearing (excluding lines with outliers and anomalous values) were applied to the remaining data. The resulting data sample was 34718 lines for 4 input and 1 output features. From the data obtained, 70% of the data (24303 lines) was randomly selected for the FNN learning, the remaining 30% (10415 lines) was selected for testing.

Based on the data obtained, a team model of fuzzy neural networks was constructed according to the bagging scheme (Smaida & Yaroshchak, 2020) using the bootstrap method (Akhmetvaleev & Katasev, 2018; Efron & Tibshirani, 1997) (see Fig. 1).
Figure 1: The Structure of the Team Model of Fuzzy Neural Networks

As can be seen from the figure, each FNN is learnt on the basis of the corresponding randomly generated data sample. Moreover, each FNN has its own bootstrap error $\varepsilon_i$, $i = 1 \ldots N$. The final bootstrap error $\varepsilon$ of the team model is calculated as the averaged value of bootstrap errors of all FNN (Katasev, 2019).

The FNN team model generates a knowledge base in the form of a set of fuzzy rule system (Katasev, 2019). Figure 2 shows a knowledge base formation diagram.

Figure 2: Knowledge Base Formation Diagram

In this diagram, each fuzzy neural network forms a system of fuzzy rules corresponding to it as a result of training; the rules together constitute a knowledge base. Moreover, each formed system of rules has its own classifying ability, since the process of training and testing the corresponding fuzzy neural networks is performed using different (random) data samples.

A fuzzy inference diagram based on the rules of the knowledge base has been implemented for a practical solution to the problem of identifying phishing sites. This fuzzy inference diagram is shown in Figure 3.
Figure 3: Site Classification Diagram based on the Knowledge Base

The following designations are used in the figure: \( F_b, B_1, B_2, \ldots, B_N \) - voting rules (Mustafin et al., 2018), \( B^* \in \{1, 0\} \) - site type, \( C^* \) - assessment of the reliability of determining the site type.

Results and Discussion

A knowledge base was formed as a result of building a team model of fuzzy neural networks; a fragment of the base is shown in Figure 4.

Table 2: Results for Site Classification based on a Test Data Sample

| Actual values | Classified by the model | Total |
|---------------|-------------------------|-------|
|               | 0                       | 1     |       |
| 0             | 5048                    | 150   | 5198  |
| 1             | 105                     | 5112  | 5217  |
| Total         | 5153                    | 5262  | 10415 |

In the table, the number "1" stands for "phishing site" and the number "0" for "legitimate site".

Based on the results obtained, the calculation of errors of the 1st and 2nd kind, as well as for the general classification error (see Table 3) was made.

Table 3: Classification Errors

|                   | 1st kind errors, % | 2nd kind errors, % | Total error, % |
|-------------------|--------------------|--------------------|----------------|
| 1                 | 2,01               | 2,89               | 4,9            |
As can be seen from the table, the number of errors of the first kind was 2.01%, and the number of the errors of the second kind was 2.89%. In addition, the general classification error on the knowledge base rules was 4.9%, which is a high result in fuzzy modeling systems.

To increase the significance of the results obtained, the classification accuracy was compared on the basis of the generated knowledge base with the accuracy of other classification methods: multilayer neural network (Mukhametzyanov et al., 2019; Anikin et al., 2016; Emaletdinova & Kabirova, 2019; Ismagilov et al., 2018; Ismagilov et al., 2019), decision tree (Alqam & Zaro, 2019), linear and logistic regression (Asar & Wu, 2020). These classifiers were built and tested using the corresponding data samples in the Deductor modeling environment (Lomakin et al., 2019). Table 4 shows the results of the achieved classification accuracy.

| Classification method          | Classification accuracy, % |
|-------------------------------|----------------------------|
| Multilayer neural network     | 92.75                      |
| Decision tree                 | 92                         |
| Linear regression             | 90                         |
| Logistic Regression           | 87                         |
| Fuzzy knowledge base          | 95.1                       |

As can be seen from the presented table, when building a FNN team model and forming a knowledge base, the highest accuracy in identifying phishing sites on the Internet is achieved.

The knowledge base formed on the basis of building a team model of fuzzy neural networks can be used as an additional extension in browsers for accurate identification of phishing sites on the Internet. In addition to determining the type of site, this model allows us to determine the criteria on the basis of which this decision was made.

Figure 5 shows a possible diagram for identification of phishing sites based on the generated knowledge base and a team model of fuzzy neural networks.

**Figure 5: Diagram of the Module for Identifying Phishing Sites**

As we can see from the figure, the FNN team model built allows us to form a knowledge base, which, using the fuzzy inference module, is used to identify phishing sites. The initial data for determining the type of site is the URL entered by the user into the browser line. When the user visits a phishing site, the system should warn him and block access to the site's content. Unlocking access is possible when the user confirms that he still wants to visit the site. Also, the user can inform the developer that the state of the object (site) was determined incorrectly. This information will help improve the model for identifying phishing sites.

**Summary**

As the study has shown, it is advisable to use modern machine learning methods in order to identify phishing sites on the Internet, namely, fuzzy neural networks that allow us to form fuzzy knowledge bases for classification. The results of assessing the accuracy of site classification based on various data mining methods allow us to conclude that the most effective tool for identifying phishing sites is a generated knowledge base. It allows us to minimize the number of errors of the first and second kind. In addition, the total error of this model does not exceed 5%, which is
an acceptable result. The accuracy of classification based on a multilayer neural network, decision tree, and linear and logistic regression is inferior to the accuracy of classification of phishing sites based on a fuzzy knowledge base.

Conclusions
Thus, the work has solved the problem of identifying phishing sites on the Internet based on the building of a team model of fuzzy neural networks, as well as based on the formation and study of the effectiveness of a fuzzy knowledge base. The results of the studies have shown the effectiveness of the proposed approach to solving the problem. The generated knowledge base showed high accuracy in terms of minimizing errors of the first and second kind, as well as the general error of the model. This indicates its effectiveness and the possibility of practical use for identifying phishing sites on the Internet.
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