SEMI-DISCRETE METHOD AND STOCHASTIC VOLATILITY

N. HALIDIAS AND I. S. STAMATIOU

Abstract. In this paper we want to exploit further the semi-discrete method appeared in [11]. We are interested in the numerical solution of mean reverting CEV processes that appear in financial mathematics and are described as non negative solutions of certain stochastic differential equations with sub-linear diffusion coefficients of the form $(x_t)^q$, where $\frac{1}{2} < q < 1$. Our goal is to construct explicit numerical schemes that preserve positivity. We prove convergence of the proposed SD scheme with rate depending on the parameter $q$. Furthermore, we verify our findings through numerical experiments.
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1. Introduction.

Consider the following stochastic models

\[
\begin{align*}
S_t &= s_0 + \int_0^t a \cdot S_u du + \int_0^t (V_u)^p \cdot S_u dW_u, \quad t \in [0, T], \\
V_t &= V_0 + \int_0^t (k_1 - k_2 V_s) ds + \int_0^t k_3 (V_s)^q d\tilde{W}_s, \quad t \in [0, T],
\end{align*}
\]

(1.1)

where $S_t$ represents the underlying financially observable variable, $V_t$ is the instantaneous volatility when $p = 1/2$ or the instantaneous variance when $p = 1$ and the Wiener processes $W_t, \tilde{W}_t$ have correlation $\rho$.

We assume that $V_t$ is a mean reverting CEV process of the above form, with the coefficients $k_i > 0$ for $i = 1, 2, 3$ and $q > 1/2$, since the process $V_t$ has to be non-negative. To be more precise the above restriction on $q$ implies that $V_t$ is positive, i.e. 0 is unattainable, as well as non explosive, i.e. $\infty$ is unattainable. The steady-state level of $V_t$ is $k_1/k_2$ and the rate of mean reversion is $k_2$.

The system (1.1) for $p = q = 1/2$ is the Heston model. When $q = 1$ we get the Brennan-Schwartz model [3, Section II], which apparent its simple form, cannot provide analytical expressions for $V_t$.

We aim for a positive preserving scheme for the process $V_t$. The explicit Euler scheme fails to preserve positivity, as well as the standard Milstein scheme. We intent to apply the semi-discrete method for the numerical approximation of $V_t$ in model (1.1) and compare with the effort made in that direction by [13].

Section 2 provides the setting and the main results, Theorems 2.1 and 2.2 concerning the $L^2$—convergence of the proposed Semi Discrete (SD) method to the true solution of mean reverting CEV processes of the form of the stochastic volatility in (1.1). Section 3 is devoted to the proof of Theorem 2.1 while Section 4 concerns the proof of Theorem 2.2. In Section 5 we present an alternative approach inspired by [10] and we state and prove Theorem 5.1 which concerns the analogues of Theorems 2.1 and 2.2. The main ingredient of this approach is the simplification of the numerical scheme proposed, by removing altering the initial Brownian motion ($W_t$) to another Brownian motion ($\tilde{W}_t$) justified by Levy’s martingale characterization of Brownian motion, yielding to the same logarithmic rate as...
in Theorem 2.1 but to a better polynomial rate \( \frac{1}{2}(q - \frac{1}{2}) \) instead of \( \frac{1}{2}(q - \frac{1}{2}) \land \frac{1}{8} \), as shown in Theorem 2.2. Finally, Section 3 presents illustrative figures where the behavior of the proposed scheme, regarding the order of convergence, is shown.

2. The setting and the main results.

We consider the following SDE

\begin{equation}
(2.1) \quad x_t = x_0 + \int_0^t (k_1 - k_2 x_s)ds + \int_0^t k_3(x_s)\vartheta dW_s, \quad t \in [0, T],
\end{equation}

where \( k_1, k_2, k_3 \) are positive and \( 1/2 < q < 1 \). Then Feller's test implies that there is a unique strong solution such that \( x_t > 0 \) a.s. when \( x_0 > 0 \) a.s. Let

\begin{equation}
(2.2) \quad f_\theta(x, y) = k_1 - k_2(1 - \theta)x - \frac{k_3^2}{4(1 + k_2\theta\Delta)}x^{2q-1} - k_2\theta y + \frac{k_3^2}{4(1 + k_2\theta\Delta)}x^{2q-1}
\end{equation}

and

\begin{equation}
(2.3) \quad g(x, y) = k_3x^{q-\frac{1}{2}}\sqrt{y},
\end{equation}

where \( f(x, x) = a(x) = k_1 - k_2x \) and \( g(x, x) = b(x) = k_3x^q \).

Let the partition \( 0 = t_0 < t_1 < \ldots < t_N = T \) with \( \Delta = T/N \) and consider the following process

\begin{equation}
(2.4) \quad y_t^{SD} = y_{t_n} + f_1(y_{t_n}, y_t)\cdot \Delta + \int_{t_n}^t f_2(y_{t_n})ds + \int_{t_n}^t sgn(z_s)g(y_{t_n}, y_s)dW_s,
\end{equation}

with \( y_0 = x_0 \) a.s. or more explicitly

\begin{equation}
(2.5) \quad y_t^{SD} = y_{t_n} + \left( k_1 - k_2(1 - \theta)y_{t_n} - \frac{k_3^2}{4(1 + k_2\theta\Delta)}(y_{t_n})^{2q-1} - k_2\theta y_t \right) \cdot \Delta
\end{equation}

\begin{equation}
+ \int_{t_n}^t \frac{k_3^2}{4(1 + k_2\theta\Delta)}(y_{t_n})^{2q-1}ds + k_3(y_{t_n})^{q-\frac{1}{2}}\int_{t_n}^t sgn(z_s)\sqrt{y_s}dW_s,
\end{equation}

for \( t \in (t_n, t_{n+1}] \), where \( \theta \in [0, 1] \) represents the level of implicitness and

\begin{equation}
(2.6) \quad z_t = \sqrt{y_t} + \frac{k_3}{2(1 + k_2\theta\Delta)}(y_{t_n})^{q-\frac{1}{2}}(W_t - W_{t_n}),
\end{equation}

with

\begin{equation}
y_n := y_{t_n} \left( 1 - \frac{k_2\Delta}{1 + k_2\theta\Delta} \right) + \frac{k_1\Delta}{1 + k_2\theta\Delta} - \frac{k_3^2}{4(1 + k_2\theta\Delta)^2}(y_{t_n})^{2q-1}\Delta.
\end{equation}

Process (2.4) is well defined when \( y_n \geq 0 \) and this is true when \( \frac{1}{(1 + k_2\theta\Delta)}k_3^2 \leq 4(k_2 \land k_1) \) and \( \Delta(2 - \theta) \leq \frac{1}{k_2} \). Furthermore, (2.4) has jumps at nodes \( t_n \). Solving for \( y_t \), we end up with the following explicit scheme

\begin{equation}
(2.7) \quad y_t^{SD} = y_n + \int_{t_n}^t \frac{k_3^2}{4(1 + k_2\theta\Delta)^2}(y_{t_n})^{2q-1}ds + \frac{k_3}{1 + k_2\theta\Delta}(y_{t_n})^{q-\frac{1}{2}}\int_{t_n}^t sgn(z_s)\sqrt{y_s}dW_s,
\end{equation}

with solution in each step given by [15, Relation (4.39), p.123]

\begin{equation}
(2.8) \quad y_t^{SD} = (z_t)^2,
\end{equation}

which has the pleasant feature \( y_t^{SD}(q) \geq 0 \).
Assumption A Let the parameters $k_1, k_2, k_3$ be positive and such that \( \frac{1}{(1+k_2\theta \Delta)} k_3^2 \leq 4(k_2 \wedge k_1) \) and consider $\Delta > 0$ such that $\Delta(2 - \theta) < \frac{1}{k_2}$, for $\theta \in [0, 1]$. Moreover assume $x_0 \geq 0$ a.s. and $\mathbb{E}(x_0)^p < A$ for some $p \geq 4$.

**Theorem 2.1.** [Logarithmic rate of convergence] Let Assumption A hold. The semi-discrete scheme (2.7) converges to the true solution of (2.1) in the mean square sense with rate given by

\[
\mathbb{E} \sup_{0 \leq t \leq T} |y_t^{SD}(q) - x_t|^2 \leq \frac{C}{\sqrt{\ln(\Delta)}^{-1}},
\]

where $C$ is independent of $\Delta$ and particularly

\[
C := 72\sqrt{\frac{6}{\epsilon}} (k_3)^4 T^2 e^{6T^2 k_2 + k_2 T},
\]

where $\epsilon$ is such that $0 < \epsilon < \frac{1}{4} \wedge (q - \frac{1}{2})$.

**Assumption B** Let Assumption A hold where now $x_0 \in \mathbb{R}$ and $x_0 > 0$.

**Theorem 2.2.** [Polynomial rate of convergence] Let Assumption B hold. The semi-discrete scheme (2.7) converges to the true solution of (2.1) in the mean square sense with rate given by

\[
\mathbb{E} \sup_{0 \leq t \leq T} |y_t^{SD}(q) - x_t|^2 \leq C \Delta (q - \frac{1}{2}) \wedge \frac{1}{4},
\]

where

\[
C := 8 \left( 12 k_3^2 T \left( \frac{A_{4q}(x_0 + k_1 T)^4 q C_{k_2, k_3, \theta, \Delta} \vee 1}{A_{4q-2}} \right) \sqrt{3 k_3^2 T} \sqrt{A_2(x_0 + k_1 T)^2 \sqrt{A_{4q-2}}} \right) \times \left( 2 e^{6 k_2 T} + \frac{C_{HK}}{\epsilon - 1} (x_0)^{(1-q)\nu(\lambda)} \right),
\]

and $C_{HK}$ is a constant described in (4.11) and $\lambda$ is an appropriately chosen positive parameter which satisfies (4.12) and always exist, $\nu(\lambda) := \frac{\lambda}{2(1-q)^2(k_3)^2} - 1$, quantity $C_{k_3, k_3, \theta, \Delta}$ is given in Lemma 3.4 and $\epsilon > 1$.

In the following sections we write for simplicity $y_t^{SD}$ or $y_t$ for $y_t^{SD}(q)$.

3. Logarithmic rate of convergence.

We rewrite (2.4) in a compact form

\[
y_t^{SD} = x_0 + \int_0^t (k_1 - k_2 (1 - \theta))y_s - k_2 \theta y_0) ds + \int_0^{t_{n+1}} (k_1 - k_2 (1 - \theta)) y_{t_n} - \frac{k_3^2}{4(1 + k_2 \theta \Delta)} (y_{t_n})^{2q-1} - k_2 \theta y_t ds + k_3 \int_0^t sgn(z_s)(y_s)^{q-\frac{1}{2}} \sqrt{y_s} dW_s,
\]

for $t \in (t_n, t_{n+1})$ where

\[
s = t_j, s \in [t_j, t_{j+1}], j = 0, \ldots, n,
\]

\[
\tilde{s} = \begin{cases} t_{j+1}, & \text{for } s \in [t_j, t_{j+1}], j = 0, \ldots, n-1, \text{ and } \tilde{s} = t, & \text{for } s \in [t_n, t] \end{cases}.
\]
3.1. Moment bounds.

**Lemma 3.1** (Moment bound for SD approximation). It holds that

$$E \sup_{0 \leq t \leq T} (y_t)^p \leq A_p E(x_0 + k_1 T)^p,$$

for any $p > 2$, where $A_p := \exp \left\{ \frac{p(p-1)}{2} k_3^2 \left( \frac{p-1}{2p} + \frac{2p-1}{2p} \right) T \right\}$.

**Proof of Lemma 3.1** We first observe that $(y_t)$ is bounded in the following way

$$0 \leq y_t \leq x_0 + \int_0^t k_1 ds + k_3 \int_0^t \text{sgn}(z_s)(y_s)^{q-\frac{1}{2}} \sqrt{s} dW_s$$

$$\leq x_0 + k_1 T + k_3 \int_0^t \text{sgn}(z_s)(y_s)^{q-\frac{1}{2}} \sqrt{s} dW_s := u_t$$

a.s., where the lower bound comes from the construction of $(y_t)$ and the upper bound follows from a comparison theorem. We will bound $(u_t)$ and therefore $(y_t)$, since $0 \leq y_t \leq u_t$ a.s. Set the stopping time $\tau_R := \inf \{t \in [0, T] : u_t > R \}$, for $R > 0$ with the convention $\inf \emptyset = \infty$. Application of Ito’s formula on $(u_t\wedge \tau_R)$ implies

$$(u_t\wedge \tau_R)^p = (x_0 + k_1 T)^p + \frac{p(p-1)}{2} k_3^2 \int_0^{t\wedge \tau_R} (u_s)^{p-2}(y_s)^{2q-1} y_s dW_s$$

$$+ pk_3 \int_0^{t\wedge \tau_R} \text{sgn}(z_s)(u_s)^{p-1}(y_s)^{q-\frac{1}{2}} \sqrt{s} dW_s$$

$$\leq (x_0 + k_1 T)^p + \frac{p(p-1)}{2} k_3^2 \int_0^{t\wedge \tau_R} (u_s)^{p-1}(y_s)^{2q-1} ds + M_t$$

$$\leq (x_0 + k_1 T)^p + \frac{p(p-1)}{2} k_3^2 \int_0^{t\wedge \tau_R} \left( \frac{p-1}{2p} (u_s)^p + \frac{2p-1}{2p} (y_s)^{2q-1} p \right) ds + M_t$$

$$\leq (x_0 + k_1 T)^p + \frac{p(p-1)}{2} k_3^2 \left( \frac{p-1}{2p} + \frac{2p-1}{2p} \right) \int_0^{t\wedge \tau_R} (u_s)^p ds + M_t,$$

where in the second step we have used that $0 \leq y_t \leq u_t$, in the third step the inequality $x^{p-1} y \leq \epsilon^{p-1} x^p + \frac{1}{p} (x^{p-1} y)^p$, valid for $x \wedge y \geq 0$ and $p > 1$ with $\epsilon = \frac{1}{2}$, in the final step the fact $\frac{1}{2} < q < 1$ and $M_t := pk_3 \int_0^{t\wedge \tau_R} \text{sgn}(z_s)(u_s)^{p-1}(y_s)^{q-\frac{1}{2}} \sqrt{s} dW_s$. Taking expectations in the above inequality and using that $M_t$ is a local martingale vanishing at 0, we get

$$E(u_t\wedge \tau_R)^p \leq E(x_0 + k_1 T)^p + \frac{p(p-1)}{2} k_3^2 \left( \frac{p-1}{2p} + \frac{2p-1}{2p} \right) \int_0^t E(u_s\wedge \tau_R)^p ds$$

$$\leq E(x_0 + k_1 T)^p \exp \left\{ \frac{p(p-1)}{2} k_3^2 \left( \frac{p-1}{2p} + \frac{2p-1}{2p} \right) T \right\}$$

$$\leq A_p E(x_0 + k_1 T)^p,$$

where we have applied Gronwall inequality ([Relation 7]). We have that

$$(y_t\wedge \tau_R)^p = (y_{\tau_R})^p \mathbb{I}_{\tau_R \leq t} + (y_t)^p \mathbb{I}_{t < \tau_R} \geq (y_t)^p \mathbb{I}_{t < \tau_R},$$

thus taking expectations in the above inequality and using the estimated upper bound for $E(u_t\wedge \tau_R)^p$ we arrive at

$$E(y_t)^p \mathbb{I}_{t < \tau_R} \leq E(y_t\wedge \tau_R)^p \leq E(u_t\wedge \tau_R)^p \leq A_p E(x_0 + k_1 T)^p.$$
and taking the limit as $R \to \infty$, we get
\[
\lim_{R \to \infty} \mathbb{E}(y_t)^p \mathbbm{1}_{[t < \tau_R]} \leq A_p \mathbb{E}(x_0 + k_1 T)^p.
\]

Now we fix $t$. The sequence of stopping times $\tau_R$ is increasing in $R$ and $t \wedge \tau_R \to t$ as $R \to \infty$, thus the sequence $(y_t)^p \mathbbm{1}_{[t < \tau_R]}$ is nondecreasing in $R$ and $(y_t)^p \mathbbm{1}_{[t < \tau_R]} \to (y_t)^p$ as $R \to \infty$, thus the monotone convergence theorem implies
\[
(3.1) \quad \mathbb{E}(y_t)^p \leq A_p \mathbb{E}(x_0 + k_1 T)^p,
\]
for any $p > 2$. Using again Itô’s formula on $(u_t)^p$, taking the supremum and then using Doob’s martingale inequality on the diffusion term we bound $\mathbb{E}\sup_{0 \leq t \leq T}(u_t)^p$ and thus $\mathbb{E}\sup_{0 \leq t \leq T}(y_t)^p$. \hfill \Box

**Lemma 3.2** (Error bound for SD scheme). Let $n_s$ integer such that $s \in [t_{n_s}, t_{n_s+1}]$. It holds that
\[
\mathbb{E}|y_s - y_s| \leq \hat{A}_p \Delta^{p/2}, \quad \mathbb{E}|y_s - y_s| < \tilde{A}_p \Delta^{p/2},
\]
for any $p > 0$, where the positive quantities $\hat{A}_p, \tilde{A}_p$ do not depend on $\Delta$.

**Proof of Lemma 3.2**. First we take a $p > 2$. It holds that
\[
|y_s - y_s|^p = \int^{t_{n_s+1}}_s (k_1 - k_2 (1 - \theta) y_u - k_2 \theta y_u) du + \int^{t_{n_s+1}}_s k_2 \theta y_u du
\]
\[
+ \int^{t_{n_s+1}}_s \left( k_1 - k_2 (1 - \theta) y_{t_{n_s}} - \frac{k_2^2}{4 (1 + k_2 \theta \Delta)} (y_{t_{n_s}})^{2q-1} \right) du + k_3 \int^{t_{n_s+1}}_s \sgn(z_u) (y_u)^q \frac{1}{2} \sqrt{|y_u|} dW_u
\]
\[
\leq 5^{p-1} \left( 1 \int^{t_{n_s+1}}_s (k_1 - k_2 (1 - \theta) y_u - k_2 \theta y_u) du \right)^p + k_2^{2p} (y_s)^p (t_{n_s+1} - t_{n_s})^p + k_2^{2p} \theta^p \mathbb{E}(y_s)^p (t_{n_s+1} - s)^p
\]
\[
+ \left( \int^{t_{n_s+1}}_s \left( k_1 - k_2 (1 - \theta) y_{t_{n_s}} - \frac{k_2^2}{4 (1 + k_2 \theta \Delta)} (y_{t_{n_s}})^{2q-1} \right) du \right)^p + k_3^{p} \int^{t_{n_s+1}}_s \sgn(z_u) (y_u)^q \frac{1}{2} \sqrt{|y_u|} dW_u
\]
\[
\leq 5^{p-1} \left( |t_{n_s+1} - s|^{p-1} \int^{t_{n_s+1}}_s |k_1 - k_2 (1 - \theta) y_u - k_2 \theta y_u| du + k_2^{2p} \mathbb{E}(y_s)^p (t_{n_s+1} - s)^p
\]
\[
+ \left( |k_1 - k_2 (1 - \theta) y_{t_{n_s}} - \frac{k_2^2}{4 (1 + k_2 \theta \Delta)} (y_{t_{n_s}})^{2q-1} \right) \Delta^p + k_3^{p} \int^{t_{n_s+1}}_s \sgn(z_u) (y_u)^q \frac{1}{2} \sqrt{|y_u|} dW_u \right)^p,
\]
where we have used Cauchy-Schwarz inequality. Taking expectations in the above inequality and using Lemma 3.1 and Doob’s martingale inequality on the diffusion term we conclude
\[
(3.2) \quad \mathbb{E}|y_s - y_s|^p \leq \hat{A}_p \Delta^{p/2},
\]
where the positive quantity $\hat{A}_p$ except on $p$ depends also on the parameters $k_1, k_2, k_3, \theta, q$ but not on $\Delta$. Now, for $0 < p < 2$ we get
\[
\mathbb{E}|y_s - y_s|^p \leq (\mathbb{E}|y_s - y_s|^2)^{p/2} \leq \hat{A}_p \Delta^{p/2},
\]
where we have used Jensen inequality for the concave function $\phi(x) = x^{p/2}$. Following the same lines we can show that
\[
(3.3) \quad \mathbb{E}|y_s - y_s|^p \leq \tilde{A}_p \Delta^{p/2},
\]
for any $0 < p$, where the positive quantity $\tilde{A}_p$ except on $p$ depends also on the parameters $k_1, k_2, k_3, \theta, q$ but not on $\Delta$. \hfill \Box
For the rest of this section we rewrite again the compact form of (2.4) in the following way
\begin{equation}
(3.4) \quad y^S_D = x_0 + \int_0^t f_\theta(y_s, y_s^*) ds + \int_0^t sgn(z_s)g(y_s, y_s) dW_s + \int_{t_n+1}^{t_{n+1}} f_1(y_t, y_t) ds,
\end{equation}
where \(f_\theta(\cdot, \cdot)\) is given by (2.2) and the auxiliary process \((h_t)\) is close to \((y_t)\) as shown in the next result.

**Lemma 3.3** (Moment bounds involving the auxiliary process). For any \(s \in [0, T]\) it holds that
\begin{equation}
(3.5) \quad \mathbb{E}|h_s - y_s|^p \leq C_p \Delta^p, \quad \mathbb{E}|h_s|^p \leq C_h,
\end{equation}
and for \(s \in [t_n, t_{n+1}]\) we have that
\begin{equation}
(3.6) \quad \mathbb{E}|h_s - y_s|^p \leq \dot{C}_p \Delta^{p/2}, \quad \mathbb{E}|h_s - y_s|^p \leq \ddot{C}_p \Delta^{p/2},
\end{equation}
for any \(p > 0\), where the positive quantities \(C_p, \dot{C}_p, \ddot{C}_p, C_h\) do not depend on \(\Delta\).

**Proof of Lemma 3.3** We have that
\[
|h_s - y_s|^p = \left| \int_s^{t_{n+1}} f_1(y_{t_n}, y_t) du \right|^p \leq |t_{n+1} - s|^p |f_1(y_{t_n}, y_t)|^p,
\]
for any \(p > 0\), where we have used (3.4). Using Lemma 3.1 we get the left part of (3.5). Now for \(p > 2\) and noting that
\[
\mathbb{E}|h_s|^p \leq 2^{p-1} \mathbb{E}|h_s - y_s|^p + 2^{p-1} \mathbb{E}|y_s|^p \leq 2^{p-1} C_p \Delta^p + 2^{p-1} A_p \mathbb{E}(x_0 + k_1 T)^p \leq C_h,
\]
we get the right part of (3.5), where we have used Lemma 3.1. The case \(0 < p < 2\) follows by Jensen’s inequality as in Lemma 3.2.
Furthermore, for \(s \in [t_n, t_{n+1}]\) and \(p > 2\) it holds
\[
\mathbb{E}|h_s - y_s|^p \leq 2^{p-1} \mathbb{E}|h_s - y_s|^p + 2^{p-1} \mathbb{E}|y_s - y_s|^p \leq 2^{p-1} C_p \Delta^p + 2^{p-1} \dot{A}_p \Delta^{p/2} \leq \dot{C}_p \Delta^{p/2},
\]
where we have used (3.2) and in the same manner
\[
\mathbb{E}|h_s - y_s|^p \leq 2^{p-1} C_p \Delta^p + 2^{p-1} \ddot{A}_p \Delta^{p/2} \leq \ddot{C}_p \Delta^{p/2}.
\]
The case \(0 < p < 2\) follows by Jensen’s inequality. \(\square\)

### 3.2. Convergence of the auxiliary process \((h_t)\) to \((x_t)\) in \(L^1\).

We first estimate the probability of \(z_t\) being negative when at the same time \(y_{t_n} > \Delta^{1-2\xi}\), for \(0 < \xi < \frac{1}{2}\).

**Lemma 3.4.** For every \(t \in [t_n, t_{n+1}]\) it holds
\begin{equation}
(3.7) \quad \mathbb{P} \left( \{z_t \leq 0\} \cap \{y_{t_n} > \Delta^{1-2\xi}\} \right) \leq C_{k_2, k_3, \theta, \Delta} \sqrt{\Delta},
\end{equation}
where \(C_{k_2, k_3, \theta, \Delta} := \frac{k_1}{\sqrt{1-k_2(2-\theta)}}\) and \(\Delta(2-\theta) < \frac{1}{k_2}\) and \(\frac{k_3}{(1-k_2^2 \Delta)} \leq 4k_2\). Relation (3.7) implies that \(\mathbb{P} \left( \{z_t \leq 0\} \cap \{y_{t_n} > \Delta^{1-2\xi}\} \right) = O(\sqrt{\Delta})\), as \(\Delta \downarrow 0\).
Proof of Lemma 3.4. By the definition (2.5) of \((z_t)\) for \(t \in [t_n, t_{n+1}]\) and for \(0 < \xi \leq \frac{1}{2}\), we have that
\[
A := \{z_t \leq 0\} \cap \{y_{tn} > \Delta^{1-2\xi}\} = \left\{(y_{tn})^{q-\frac{1}{2}}(W_t - W_{tn}) \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{y_{tn}}\right\} \cap \{y_{tn} > \Delta^{1-2\xi}\}
\]
(3.8)
\[
A_1 := \left\{W_t - W_{tn} \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{y_{tn}(y_{tn})^{-q+\frac{1}{2}}}\right\} \cap \{y_{tn} \geq 1\},
\]
and
\[
A_2 := \left\{W_t - W_{tn} \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{y_{tn}(y_{tn})^{-q+\frac{1}{2}}}\right\} \cap \{1 > y_{tn} > \Delta^{1-2\xi}\}.
\]
The following inclusion relations hold for the event \(A_1\),
\[
A_1 \subseteq \left\{\Delta W_n \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{y_{tn} \left(1 - \frac{k_2\Delta}{1 + k_2\theta\Delta}\right)} - \frac{(k_3)^2\Delta}{4(1 + k_2\theta\Delta)^2} (y_{tn})^{2q-1}(y_{tn})^{-q+\frac{1}{2}}\right\} \cap \{y_{tn} \geq 1\}
\]
\[
\subseteq \left\{\Delta W_n \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{\frac{1 - k_2(2 - \theta)\Delta}{1 + k_2\theta\Delta}} - \frac{(k_3)^2\Delta}{4(1 + k_2\theta\Delta)^2}\right\}
\]
\[
\subseteq \left\{\Delta W_n \leq -\frac{2}{k_3} \sqrt{(1 - k_2(2 - \theta)\Delta)(1 + k_2\theta\Delta)}\right\}
\]
when \(\Delta(2 - \theta) < \frac{1}{k_2}\) and \(\frac{(k_3)^2}{(1 + k_2\theta\Delta)} \leq 4k_2\), where \(\Delta W_n := W_t - W_{tn}\). It holds that
\[
\mathbb{P}(G \leq -\beta) = \int_{-\infty}^{-\beta} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du \leq \int_{-\infty}^{-\beta} e^{-u^2/2} du = \int_{\beta}^{\infty} e^{-u^2/2} du \leq \frac{1}{\beta} e^{-\beta^2/2},
\]
for every standard normal random variable \(G\), where in the last step we have used [14] Ineq. (9.20), p.112] valid for \(\beta > 0\). Using the fact that \(\frac{\Delta W_n}{\sqrt{t - t_n}}\) is a standard normal r.v. and ignoring the exponential term in (3.9), since its exponent is negative, we get that
\[
\mathbb{P}(A_1) \leq \frac{k_3}{2\sqrt{(1 - k_2(2 - \theta)\Delta)}} \sqrt{t - t_n} \leq C_{k_2, k_3, \theta, \Delta} \sqrt{\Delta}.
\]
The following inclusion relations hold for the event \(A_2\),
\[
A_2 \subseteq \left\{\Delta W_n \leq -\frac{2(1 + k_2\theta\Delta)}{k_3} \sqrt{\frac{1 - k_2(1 - \theta)\Delta}{1 + k_2\theta\Delta}} - \frac{k_1\Delta}{1 + k_2\theta\Delta} - \frac{(k_3)^2\Delta}{4(1 + k_2\theta\Delta)^2} (y_{tn})^{2q-1}(y_{tn})^{-q+\frac{1}{2}}\right\} \cap \{1 > y_{tn} > \Delta^{1-2\xi}\}
\]
\[
\subseteq \left\{\Delta W_n \leq -\frac{2}{k_3} \sqrt{\Delta^{1-2\xi} - \frac{1 - k_2(1 - \theta)\Delta}{1 + k_2\theta\Delta}} + (k_1 - \frac{(k_3)^2}{4(1 + k_2\theta\Delta)}) \frac{\Delta}{1 + k_2\theta\Delta}\right\}
\]
\[
\subseteq \left\{\Delta W_n \leq -\frac{2}{k_3} \sqrt{(1 - k_2(1 - \theta)\Delta)(1 + k_2\theta\Delta)} \Delta^{1-\xi}\right\}
\]
when $\Delta(1-\theta) < \frac{1}{k_2}$ and $\frac{(k_2)^2}{1+k_2\theta\Delta} \leq 4k_1$. Using again (3.9) we have that

$$\mathbb{P}(A_2) \leq \frac{k_3}{2\sqrt{(1-k_2(1-\theta)\Delta)}} \sqrt{t-t_n} \Delta^{\frac{1}{2}} e^{\frac{1}{2} \left( \frac{(k_2)^2}{1+k_2\theta\Delta} \right) \Delta^{1-2\xi}}$$

(3.11)\leq \frac{k_3}{2\sqrt{(1-k_2(1-\theta)\Delta)}} \Delta^{\xi} e^{-\frac{2}{(k_2)^2}[(1-k_2(1-\theta)\Delta)(1+k_2\theta\Delta)\Delta^{-2\xi}]}

Taking probabilities in the inclusion relation (3.8) and using (3.10) and (3.11) we get

$$\mathbb{P}(A) \leq \mathbb{P}(A_1) + \mathbb{P}(A_2) \leq C_{k_2,k_3,\theta,\Delta} \mathbb{E} \Delta^{\frac{1}{2}} + \frac{k_3}{2\sqrt{(1-k_2(1-\theta)\Delta)}} \Delta^{\xi} e^{-\frac{2}{(k_2)^2}[(1-k_2(1-\theta)\Delta)(1+k_2\theta\Delta)\Delta^{-2\xi}]}

\leq C_{k_2,k_3,\theta,\Delta} \mathbb{E} \Delta^{\frac{1}{2}},$$

since $\Delta^{\xi} e^{-\Delta^{-2\xi}} = o(\sqrt{\Delta})$ as $\Delta \downarrow 0$. Finally, note that $C_{k_2,k_3,\theta,\Delta} = \frac{k_3}{\sqrt{1-k_2(2-\theta)\Delta}} \to k_3$ as $\Delta \downarrow 0$ which justifies the $O(\sqrt{\Delta})$ notation, (see for example [18]).

We will use the representation (3.4) and write

$$h_t - x_t = \int_0^t (f_\theta(y_s, y_z) - f_\theta(x_s, x_s)) ds + \int_0^t (\text{sgn}(z_s)g(y_s, y_s) - g(x_s, x_s)) dW_s.$$  

(3.12)

**Proposition 3.5.** Let Assumption A hold. Then we have

$$\sup_{0 \leq t \leq T} \mathbb{E}|h_t - x_t| \leq \left( \frac{J_2}{m} + \frac{J_3}{m} + 3k_3^2 T \frac{1}{m} \right) e^{k_3 T},$$

(3.13)

for any $m > 1$, where $e_m = e^{-m(m+1)/2}$ and

$$J_2 := 12k_3^2 T \sqrt{A_4 q \mathbb{E}(x_0 + k_1 T)q C_{k_2,k_3,\theta,\Delta} \vee 1}, \quad J_3 := 3k_3^2 T \sqrt{A_2 \mathbb{E}(x_0 + k_1 T)^2} \sqrt{\dot{A}_4 q - 2}.$$ 

**Proof of Proposition 3.5.** Let the non increasing sequence $\{e_m\}_{m \in \mathbb{N}}$ with $e_m = e^{-m(m+1)/2}$ and $e_0 = 1$. We introduce the following sequence of smooth approximations of $\mathbb{E}|x|$, (method of Yamada and Watanabe, [19])

$$\phi_m(x) = \int_0^{|x|} dy \int_0^y \psi_m(u) du,$$

where the existence of the continuous function $\psi_m(u)$ with $0 \leq \psi_m(u) \leq 2/(mu)$ and support in $(e_m, e_{m-1})$ is justified by $\int_{e_m}^{e_{m-1}} (du/u) = m$. The following relations hold for $\phi_m \in C^2(\mathbb{R}, \mathbb{R})$ with $\phi_m(0) = 0$,

$$|x| - e_{m-1} \leq \phi_m(x) \leq |x|, \quad |\phi'_m(x)| \leq 1, \quad x \in \mathbb{R},$$

$$|\phi''_m(x)| \leq \frac{2}{m|x|}, \quad \text{when } e_m < |x| < e_{m-1} \text{ and } |\phi'_m(x)| = 0 \text{ otherwise.}$$

We have that

$$\mathbb{E}|h_t - x_t| \leq e_{m-1} + \mathbb{E}\phi_m(h_t - x_t).$$

(3.14)
It holds that

\[
\begin{align*}
  f_\theta(y_s, y_s) - f_\theta(x_s, x_s) &= (k_1 - k_2(1 - \theta)y_s - k_2\theta y_s) - (k_1 - k_2x_s) \\
  &= -k_2(1 - \theta)(y_s - x_s) - k_2\theta(y_s - x_s) \\
  &= k_2(1 - \theta)(h_s - y_s) + k_2\theta(h_s - y_s) - k_2(h_s - x_s)
\end{align*}
\]

(3.15)

and

\[
\begin{align*}
  |sgn(z_s)g(y_s, y_s) - g(x_s, x_s)|^2 &= |sgn(z_s)k_3(y_s)q\sqrt{y_s} - k_3(x_s)|^2 \\
  &\leq k_3^2 \left( (y_s)^{q-\frac{1}{2}}\sqrt{y_s}(sgn(z_s) - 1) + \sqrt{y_s} \left( (y_s)^{q-\frac{1}{2}} - (y_s)^{-\frac{1}{2}} \right) + ((y_s)^q - (x_s)^q) \right)^2 \\
  &\leq 3k_3^2 \left( (y_s)^{2q-1}y_s(sgn(z_s) - 1)^2 + y_s \left( (y_s)^{q-\frac{1}{2}} - (y_s)^{-\frac{1}{2}} \right)^2 + ((y_s)^q - (x_s)^q)^2 \right) \\
  &\leq 3k_3^2 \left( (y_s)^{2q-1}y_s(sgn(z_s) - 1)^2 + y_s|y_s - y_s|2^{q-1} + (\sqrt{|y_s - x_s|})^2 \right) \\
  &\leq 3k_3^2 \left( (y_s)^{2q-1}y_s(sgn(z_s) - 1)^2 + y_s|y_s - y_s|2^{q-1} + |h_s - y_s| + |h_s - x_s| \right),
\end{align*}
\]

(3.16)

where we have used properties of Holder continuous functions and namely the fact that \(x^q\) is \(q\)-holder continuous for \(q \leq 1\), i.e. \(|x^q - y^q| \leq |x - y|^q\), and that \(x^q\) is \(1/2\)-holder continuous since \(q > 1/2\). Application of Ito’s formula to the sequence \(\{\phi_m\}_{m \in \mathbb{N}}\), implies

\[
\begin{align*}
  \phi_m(h_t - x_t) &= \int_0^t \phi_m''(h_s - x_s)(f_\theta(y_s, y_s) - f_\theta(x_s, x_s))ds + M_t \\
  &\quad + \frac{1}{2} \int_0^t \phi_m''(h_s - x_s)(sgn(z_s)g(y_s, y_s) - g(x_s, x_s))^2ds \\
  &\leq \int_0^t (k_2(1 - \theta)|h_s - y_s| + k_2\theta|h_s - y_s| + k_2|h_s - x_s|) ds + Mt \\
  &\quad + 3k_3^2 \int_0^t \frac{1}{m|h_s - x_s|} \left( (y_s)^{2q-1}y_s(sgn(z_s) - 1)^2 + y_s|y_s - y_s|2^{q-1} + |h_s - y_s| + |h_s - x_s| \right) ds \\
  &\leq k_2(1 - \theta) \int_0^t |h_s - y_s|ds + k_2\theta \int_0^t |h_s - y_s|ds + \frac{3k_3^2}{m\epsilon_m} \int_0^t |h_s - y_s|ds + k_2 \int_0^t |h_s - x_s|ds + M_t \\
  &\quad + \frac{3k_3^2}{m\epsilon_m} \int_0^t (y_s)^{2q-1}y_s(sgn(z_s) - 1)^2ds + \frac{3k_3^2}{m\epsilon_m} \int_0^t y_s|y_s - y_s|2^{q-1}ds + \frac{3k_3^2T}{m}
\end{align*}
\]

where in the second step we have used (3.15) and (3.16) and the properties of \(\phi_m\) and

\[
M_t := \int_0^t \phi_m'(h_u - x_u)(sgn(z_u)g(y_u, y_u) - g(x_u, x_u))dW_u.
\]
Taking expectations in the above inequality yields
\[
\mathbb{E}\phi_m(h_t - x_t) \leq k_2(1 - \theta) \int_0^t \mathbb{E}|h_s - y_s|ds + k_2\theta \int_0^t \mathbb{E}|h_s - y_s|ds + \frac{3k_3^2}{m_e m} \int_0^t \mathbb{E}|h_s - y_s|ds
\]
\[
+ \frac{3k_3^2}{m_e m} \int_0^t \mathbb{E}(y_s)^{2q-1}y_s|sgn(z_s) - 1|^2 ds + \frac{3k_3^2}{m_e m} \int_0^t \sqrt{\mathbb{E}(y_s)^2} \sqrt{\mathbb{E}|y_s - y_s|^{4q-2} ds + \frac{3k_3^2T}{m}}
\]
step we have used the Gronwall inequality and \( J_3 \) is as defined in Proposition 3.5 while

\[
J_1 := k_2 T ((1 - \theta) \tilde{C}_1 + \theta \tilde{C}_1)
\]

Taking the supremum over all \( 0 \leq t \leq T \) gives (3.13).

3.3. Convergence of the auxiliary process \((h_t)\) to \((x_t)\) in \( L^2 \).

**Proposition 3.6.** Let Assumption A hold. Then we have

\[
\mathbb{E} \sup_{0 \leq t \leq T} |h_t - x_t|^2 \leq \frac{C_\epsilon}{\sqrt{\ln(\Delta)}}
\]

where \( C_\epsilon \) is independent of \( \Delta \) and given by \( C_\epsilon := 72 \sqrt{\frac{3}{2\pi}} (k_3)^4 T^2 e^{6T^2 k_2 + k_2 T} \), where \( \epsilon \) is such that \( 0 < \epsilon < \frac{1}{4} \wedge (q - \frac{1}{2}) \).

**Proof of Proposition 3.6.** We estimate the difference \( |\mathcal{E}_t|^2 := |h_t - x_t|^2 \). It holds that

\[
|\mathcal{E}_t|^2 = \left| \int_0^t (f(y_s, y_s) - f(x_s, x_s)) \, ds + \int_0^t (\text{sgn}(z_s) g(y_s, y_s) - g(x_s, x_s)) \, dW_s \right|^2
\]

\[
\leq 2T \int_0^t (k_2 (1 - \theta) |h_s - y_s| + k_2 \theta |h_s - y_s| + k_2 |\mathcal{E}_s|)^2 \, ds + 2|M_t|^2
\]

\[
\leq 6T k_2^2 (1 - \theta)^2 \int_0^t |h_s - y_s|^2 \, ds + 6T k_2^2 \theta^2 \int_0^t |h_s - y_s|^2 \, ds + 6T k_2 \int_0^t |\mathcal{E}_s|^2 \, ds + 2|M_t|^2,
\]

where in the second step we have used Cauchy-Schwarz inequality and (3.15) and

\[
M_t := \int_0^t (\text{sgn}(z_u) g(y_u, y_u) - g(x_u, x_u)) \, dW_u.
\]

Taking the supremum over all \( t \in [0, T] \) and then expectations we have

\[
\mathbb{E} \sup_{0 \leq t \leq T} |\mathcal{E}_t|^2 \leq 6T k_2^2 (1 - \theta)^2 \int_0^T \mathbb{E} |h_s - y_s|^2 \, ds + 6T k_2^2 \theta^2 \int_0^T \mathbb{E} |h_s - y_s|^2 \, ds
\]

\[
+ 6T k_2 \int_0^T \mathbb{E} \sup_{0 \leq s \leq t} |\mathcal{E}_s|^2 \, ds + 2 \mathbb{E} \sup_{0 \leq t \leq T} |M_t|^2
\]

\[
\leq 6T^2 k_2^2 (1 - \theta)^2 \tilde{A}_2 \Delta + 6T^2 k_2^2 \theta^2 \tilde{A}_2 \Delta + 6T k_2 \int_0^T \mathbb{E} \sup_{0 \leq s \leq t} |\mathcal{E}_s|^2 \, ds + 8 \mathbb{E} |M_T|^2,
\]

(3.19)
where in the second step we have used Lemma 3.2 and Doob’s martingale inequality with $p = 2$, since $M_t$ is an $\mathbb{R}$-valued martingale that belongs to $L^2$. It holds that

$$E|MT|^2 := E \left| \int_0^T |sgn(z_s)g(y_s, y_s) - g(x_s, x_s)|dW_s \right|^2$$

$$= E \left( \int_0^T |sgn(z_s)g(y_s, y_s) - g(x_s, x_s)|^2 ds \right)$$

$$\leq 3k_3^2 \mathbb{E} \left( \int_0^T (y_s)^{2q-1} (sgn(z_s) - 1)^2 + y_s |y_s - y_s|^{2q-1} + |h_s - y_s| + |h_s - x_s| \right) ds$$

$$\leq 3k_3^2 \int_0^T \mathbb{E} (y_s)^{2q-1} (sgn(z_s) - 1)^2 ds + 3k_3^2 \int_0^T \mathbb{E} (y_s) (|y_s - y_s|)^{2q-1} ds$$

$$+ 3k_3^2 \int_0^T \mathbb{E} |h_s - y_s| ds + 3k_3^2 \int_0^T \mathbb{E} |E_s| ds,$$

where we have used (3.13). Now, we use again the estimate (3.17) to get

$$E|MT|^2 \leq J_2 \Delta \frac{\hat{d}}{x} + J_6 \sqrt{\Delta}2^{q-1} + 3k_3^2 TC_1 \Delta + 3k_3^2 \int_0^T \mathbb{E} |E_s| ds$$

$$\leq J_2 \Delta \frac{\hat{d}}{x} + J_6 \Delta^{q-\frac{1}{2}} + 3k_3^2 \int_0^T \mathbb{E} |E_s| ds,$$

where we have used the asymptotic relations, $\Delta^l = o(\Delta^{q-\frac{1}{2}})$ for all $l \geq \frac{1}{2}$ as $\Delta \downarrow 0$, $J_6 := 3k_3^2 T \sqrt{A_2 \mathbb{E}(x_0 + k_1 T)^2} \sqrt{A_{q-2}}$ and $J_2$ is as given in the statement of Proposition 3.5 and depends on $\Delta$ through $C_{k_2, k_3, \theta, \Delta}$ where as already stated before we have that $C_{k_2, k_3, \theta, \Delta} \to k_3$, as $\Delta \downarrow 0$.

Relation (3.19) becomes

$$E \sup_{0 \leq t \leq T} |E_t| \leq 8J_2 \Delta \frac{\hat{d}}{x} + 8J_6 \Delta^{q-\frac{1}{2}} + J_5 \Delta + 6T k_2 \int_0^T E \sup_{0 \leq t \leq s} |E_t|^2 ds + 24k_3^2 \int_0^T E \sup_{0 \leq t \leq s} |E_t| ds$$

$$\leq 8J_2 \Delta \frac{\hat{d}}{x} + 8J_6 \Delta^{q-\frac{1}{2}} + 24k_3^2 T \left( J_2 \frac{\Delta^q}{me_m} + J_3 \frac{\Delta^{q-\frac{1}{2}}}{me_m} + 3k_3^2 T \frac{1}{m} \right) e^{k_2 T} + 6T k_2 \int_0^T E \sup_{0 \leq t \leq s} |E_t|^2 ds$$

$$\leq 24k_3^2 T J_2 e^{k_2 T + 6T^2} \frac{\Delta^q}{me_m} + 24k_3^2 T J_3 e^{k_2 T + 6T^2} \frac{\Delta^{q-\frac{1}{2}}}{me_m} + 72(k_3)^4 T^2 e^{k_2 T + 6T^2} \frac{1}{m},$$

where we have used Proposition 3.5 in the second step with the sequence $e_m$ as defined there, Gronwall inequality in the last step and the asymptotic relation $\Delta^\kappa = o(\Delta^\lambda)$ as $m \to \infty$, for any $\kappa > 0$ and $J_5$ is independent of $\Delta$ and given by $J_5 := 6T^2 k_2^2 ((1 - \theta)^2 A_2 + \theta^2 A_2)$.

We take $m = \sqrt{\ln \Delta^{-\lambda}}$, with $\lambda > 0$ to be specified soon and note that $e^{\sqrt{\ln \Delta^{-\lambda}}} = o(\Delta^{-\lambda})$, as $\Delta \downarrow 0$, since $e^{\sqrt{\ln n}} = o(n)$, as $n \to \infty$. Moreover it holds that

$$\frac{\Delta^{q-\frac{1}{2}}}{e_m} = \frac{\Delta^{q-\frac{1}{2}}}{e^{-\frac{m^2}{2}}} e^{\frac{m^2}{2}} = \frac{\Delta^{q-\frac{1}{2}}}{e^{-\frac{m^2}{2}}} e^{\frac{1}{2}\sqrt{\ln \Delta^{-\lambda}}} = \Delta^{q-\frac{1}{2}} + \frac{n^2}{\Delta^{-\lambda}} e^{\frac{1}{2}\sqrt{\ln \Delta^{-\lambda}}}. $$
Now, since \( q > \frac{1}{2} \) there is an \( \epsilon > 0 \) small enough such that \( q - \frac{1}{2} - \epsilon > 0 \). We take \( \lambda = \frac{2\epsilon}{3} \) and conclude that

\[
\frac{\Delta^{q - \frac{1}{2}}}{c_m} = \Delta^{q - \frac{1}{2} - \epsilon} \frac{\sqrt{\ln \Delta - \frac{k}{m}}}{\Delta - \frac{k}{m}} \rightarrow 0,
\]

as \( \Delta \rightarrow 0 \) which in turn implies the asymptotic relation \( \frac{\Delta^{q - \frac{1}{2}}}{mc_m} = o\left(\frac{1}{m}\right) \) as \( m \rightarrow \infty \), with the logarithmic rate stated before. In the same way we can show \( \frac{\Delta^{q - \frac{1}{2}}}{mc_m} = o\left(\frac{1}{m}\right) \) as \( m \rightarrow \infty \), by taking \( \epsilon < \frac{1}{4} \). We finally arrive at

\[
\mathbb{E} \sup_{0 \leq t \leq T} |\mathcal{E}_t|^2 \leq 72(k_3)^4T^2e^{k_2T + 6T^2k_2} \frac{1}{\sqrt{\ln \Delta^{-\frac{q}{2}}}},
\]

by taking \( 0 < \epsilon < \frac{1}{4} \wedge (q - \frac{1}{2}) \), which implies \( (3.18) \). \( \square \)

### 3.4. Proof of Theorem 2.1

In order to finish the proof of Theorem 2.1 we just use the triangle inequality, Lemma 3.3 and Proposition 3.6 to get

\[
\mathbb{E} \sup_{0 \leq t \leq T} |y_t - x_t|^2 \leq 2\mathbb{E} \sup_{0 \leq t \leq T} |h_t - y_t|^2 + 2\mathbb{E} \sup_{0 \leq t \leq T} |\mathcal{E}_t|^2
\]

\[
\leq 2C_2\Delta^2 + 2\frac{C_\epsilon}{\sqrt{\ln \Delta^{-1}}} \leq \frac{C}{\sqrt{\ln \Delta^{-1}}},
\]

where \( C = C(k_2, k_3, \epsilon, T) \), and given in the statement of Theorem 2.1.

### 4. Polynomial rate of convergence.

We work with the stochastic time change inspired by \([2]\). We define the process

\[
\gamma(t) := \int_0^t \frac{192(k_3)^2q^2}{[(y_s)^{1-q} + (x_s)^{1-q}]^2} ds
\]

and the stopping time

\[
\tau_t := \inf\{s \in [0, T] : 6Tk_2s + \gamma(s) \geq l\}.
\]

The process \( \gamma(t) \) is well defined since \( x_s > 0 \) a.s. and \( y_t \geq 0 \) (see Section 2).

The difference \( |\mathcal{E}_t|^2 := |h_t - x_t|^2 \) is estimated as in Section 3 and we get, as in \( (3.19) \), that

\[
(4.1) \quad \mathbb{E} \sup_{0 \leq t \leq \tau} |\mathcal{E}_t|^2 \leq J_5 \Delta + 6Tk_2 \int_0^\tau \mathbb{E} \sup_{0 \leq s \leq s} |\mathcal{E}_s|^2 ds + 8\mathbb{E}|M_\tau|^2,
\]

where \( \tau \) a stopping time and \( J_5 \) independent of \( \Delta \) is as in proof of Proposition 3.6. The main difference here will be the estimation of the last term in \( (4.1) \). The approach in Section 3 resulted in the \( \mathcal{L}^1 \) estimation \( \mathbb{E}|\mathcal{E}_t| \) where we used he Yamada-Watanabe approach. Now, we use the Berkaoui approach. Relation \( (3.16) \) becomes

\[
|\text{sgn}(z_s)g(y_s, y_s) - g(x_s, x_s)|^2 \leq 3k_3^2 \left((y_s)^{2q-1}y_s|\text{sgn}(z_s) - 1|^2 + y_s|y_s - y_s|^{2q-1} + |(y_s)^{q} - (x_s)^{q}|^2\right)
\]

\[
\leq 3k_3^2 \left((y_s)^{2q-1}y_s|\text{sgn}(z_s) - 1|^2 + y_s|y_s - y_s|^{2q-1} + |(y_s)^{q} - (x_s)^{q} (x_s)^{1-q} + (x_s)^{1-q} \right)^2 \frac{(\gamma_s)'}{64q^2}
\]

\[
\leq 3k_3^2 \left((y_s)^{2q-1}y_s|\text{sgn}(z_s) - 1|^2 + y_s|y_s - y_s|^{2q-1} + \frac{1}{8} \left(|h_s - y_s|^2 + |\mathcal{E}_s|^2\right) (\gamma_s)'ight),
\]

where we have used the inequality

\[
(4.2) \quad |a^q - b^q| (a^{1-q} + b^{1-q}) \leq 2q|a - b|,
\]
valid for all \( a \geq 0, b \geq 0 \) and \( \frac{1}{2} \leq q \leq 1 \). Consequently, we get the upper bound
\[
\mathbb{E}|M_t|^2 := \mathbb{E} \left| \int_0^t \text{sgn}(z_s)g(y_s, y_s) - g(x_s, x_s) \right|^2 \, dW_s
\]
\[
\leq 8J_2 \Delta \frac{4}{7} + J_6 \Delta \frac{q - \frac{1}{2}}{2} + \frac{1}{8} \int_0^T \mathbb{E} |h_s - y_s|^{2(q_s)} \, ds + \frac{1}{8} \int_0^T \mathbb{E} |\mathcal{E}_s|^{2(q_s)} \, ds
\]
\[
\leq 8J_2 \Delta \frac{4}{7} + J_6 \Delta \frac{q - \frac{1}{2}}{2} + \frac{1}{8} \int_0^T \sqrt{\mathbb{E} |h_s - y_s|^2} \sqrt{\mathbb{E}((\gamma_s)^2)} \, ds + \frac{1}{8} \int_0^T \mathbb{E} |\mathcal{E}_s|^{2(q_s)} \, ds
\]
where we used the estimate (3.17) and Holder inequality. \( J_2 \) is as in the statement of Proposition 3.5 and \( J_6 \) independent of \( \Delta \) as in proof of Proposition 3.6. Relation (4.1) becomes
\[
\mathbb{E} \sup_{0 \leq t \leq \tau} |\mathcal{E}_t|^2 \leq 8J_2 \Delta \frac{4}{7} + 8J_6 \Delta \frac{q - \frac{1}{2}}{2} + 6T k_2 \int_0^\tau \mathbb{E} \sup_{0 \leq t \leq s} |\mathcal{E}_s|^2 \, ds + \int_0^\tau \sqrt{\mathbb{E} |h_s - y_s|^2} \sqrt{\mathbb{E}((\gamma_s)^2)} \, ds
\]
\[
+ \int_0^\tau \mathbb{E} |\mathcal{E}_s|^{2(q_s)} \, ds
\]
\[
\leq 8(J_2 \lor J_6) \Delta \frac{q - \frac{1}{2}}{2} \lambda + \sqrt{C_4} \Delta^2 \int_0^\tau \sqrt{\mathbb{E} \left( \frac{192(k_3)^2 q^2}{([y_s]_1^{1-q} + [x_s]_1^{1-q})^2} \right)} \, ds + \int_0^\tau \mathbb{E} \sup_{0 \leq t \leq s} |\mathcal{E}_s|^2 (6T k_2 s + \gamma_s) \, ds
\]
\[
\leq 8(J_2 \lor J_6) \Delta \frac{q - \frac{1}{2}}{2} \lambda + \sqrt{C_4} 192(k_3)^2 q^2 \Delta^2 \int_0^\tau \sqrt{\mathbb{E} \left( \frac{1}{([x_s]_1^{2-q})} \right)} \, ds + \int_0^\tau \mathbb{E} \sup_{0 \leq t \leq s} |\mathcal{E}_s|^2 (6T k_2 s + \gamma_s) \, ds,
\]
where we have used Lemma 3.3 in the second step. At this point we want to estimate the inverse moments of \((x_t)\) and to do so we consider the transformation \( v = x^{2-2q} \) and apply Ito’s formula to get
\[
v_t = v_0 + \int_0^t \left( \frac{1 - 2q}{k_0} - q(k_3)^2 + 2(1 - q)(k_3) \lambda + K_2 \right) v_s \, ds + \int_0^t \left( k_3 \frac{1 - 2q}{k_3} \right) v_s \, dW_s,
\]
for \( t \in [0, T] \), where \( v_0 = (x_0)^{2-2q} > 0 \). Denote the drift coefficient of the process \((v_t)\) by \( a(v_t) \) and consider the function
\[
a(v) := a(v) - \lambda + K_2 v + \frac{(2q - 1)(\lambda + K_0)^{\frac{1}{2q-1}} v}{(k_3)^{\frac{2q}{2q-1}}}.
\]
where \( \lambda \geq 0 \). Some elementary calculations show that this function attains its minimum at \( v^* := \left( \frac{k_1(2q - 1)}{\eta(\lambda)} \right)^{2-2q} \) and \( a(v^*) = 0 \), thus
\[
a(v) \geq \lambda - (K_2 + \eta(\lambda)) v.
\]
Consider the process \((\zeta_t(\lambda))\) defined through
\[
\zeta_t(\lambda) = \zeta_0 + \int_0^t (\lambda - (K_2 + \eta(\lambda)) \lambda_s) \, ds + \int_0^t K_3 \sqrt{\zeta_s} \, dW_s,
\]
for $t \in [0, T]$ with $\zeta_0(\lambda) = v_0$. Process (4.5) is a square root diffusion process and when

$$\frac{2}{(k_3)^2} - 1 \geq 0$$

(4.6)

$$\lambda \geq 2(1 - q)^2(k_3)^2,$$

is a CIR process which remains positive if $\zeta_0(\lambda) > 0$. By a comparison theorem (Proposition 5.2.18) it holds that $v_t \geq \zeta_t(\lambda) > 0$ a.s. or $(v_t)^{-1} \leq (\zeta_t(\lambda))^{-1}$ a.s. or equivalently \((x_t)^{2q-2} \leq (\zeta_t(\lambda))^{-1}\) a.s. The inverse moment bounds of $(\zeta_t(\lambda))$ follow by (4. Relation 3.1)

$$\sup_{t \in [0, T]} \mathbb{E}(\zeta_t(\lambda))^p < \infty, \quad \text{for } p > -\frac{\lambda}{K_3},$$

by choosing big enough $\lambda$ and particularly such that (4.6) holds strictly. Therefore,

(4.7)

$$\mathbb{E} \sup_{0 \leq t \leq \tau} |\mathcal{E}_t|^2 \leq 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^T \mathbb{E} \sup_{0 \leq t \leq s} |\mathcal{E}_t|^2 (6T_k 2s + \gamma_s) \, ds.$$ 

Relation (4.7) for $\tau = \tau_1$ implies

$$\mathbb{E} \sup_{0 \leq t \leq \tau_1} (\mathcal{E}_t)^2 \leq 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^{\tau_1} \mathbb{E} \sup_{0 \leq t \leq s} (\mathcal{E}_t)^2 (6T_k 2s + \gamma_s) \, ds$$

$$\leq 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^1 \mathbb{E} \sup_{0 \leq t \leq u} (\mathcal{E}_t)^2 \, du$$

(4.8)

$$\leq 8(2J \vee J_0)e^{\int_0^1 (q-\frac{1}{2})\wedge \frac{1}{4}},$$

where in the last step we have used Gronwall’s inequality. Using again relation (4.7) for $\tau = T$ and under the change of variables $u = 6T_k 2s + \gamma_s$ we get,

$$\mathbb{E} \sup_{0 \leq t \leq T} (\mathcal{E}_t)^2 \leq 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^{6T_k 2T + \gamma_T} \mathbb{E} \sup_{0 \leq t \leq u} (\mathcal{E}_t)^2 \, du$$

$$\leq 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^{6T_k 2T} \mathbb{E} \sup_{0 \leq t \leq u} (\mathcal{E}_t)^2 \, du + \int_0^{\infty} \mathbb{P}(6T_k 2T + \gamma_T \geq u) \mathbb{E} \left( \sup_{0 \leq t \leq u} (\mathcal{E}_t)^2 \right) \, du$$

$$+ 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}}$$

$$\leq 8(2J \vee J_0)e^{6T_k 2T}\Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + \int_0^{\infty} \mathbb{P}(\gamma_T \geq u) \mathbb{E} \sup_{0 \leq t \leq u} (\mathcal{E}_t)^2 \, du + 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}}$$

$$\leq 16(2J \vee J_0)e^{6T_k 2T}\Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} + 8(2J \vee J_0) \Delta^{(q-\frac{1}{2})\wedge \frac{1}{4}} \int_0^{\infty} \mathbb{P}(\gamma_T \geq u) e^u \, du,$$

where in the last steps we have used (4.8). We proceed by showing that $u \mapsto \mathbb{P}(\gamma_T \geq u)e^u \in \mathcal{L}^1(\mathbb{R}_+^+)$. It holds that

(4.9)

$$\mathbb{P}(\gamma_T \geq u) \leq e^{-cu} \mathbb{E}(e^{\epsilon \gamma_T}),$$

for any $\epsilon > 0$ by Markov inequality. The following bound holds

$$\gamma_T = \int_0^T \frac{192(k_3)^2q^2}{[(y_s)^{1-q} + (x_s)^{1-q}]^2} \, ds \leq 192(k_3)^2q^2 \int_0^T (x_s)^{2q-2} \, ds,$$
thus
\begin{equation}
(4.10) \quad \mathbb{E}(e^{\gamma_T}) \leq \mathbb{E}\left(e^{192(k_3)^2q^2 f_0^T (x_s)^{2q-2} ds}\right),
\end{equation}
where \(-1 < 2q - 2 < 0\). It remains to bound the exponential inverse moments of \((x_t)\) defined through the stochastic integral equation \((2.1)\). Exponential inverse moments for the CIR process are known \((12, \text{Theorem 3.1})\) and are given by
\begin{equation}
(4.11) \quad \mathbb{E}e^{\delta f_0^T (\zeta_0)^{-1} ds} \leq C_{HK}(\zeta_0)^{-\frac{\nu(\lambda)}{2}} e^{-\sqrt{\nu(\lambda)^2 + 2(1 - q^2)(k_3)^2}},
\end{equation}
for \(0 \leq \delta \leq \left(\frac{2\lambda}{k_3} - 1\right) \frac{k_3^2}{8} = \nu(\lambda)^2 \frac{k_3^2}{8}\), where the positive constant \(C_{HK}\) is explicitly given in \((12, \text{Relation (10)})\) depends on the parameters \(k_2, k_3, T, q\) but is independent of \(\zeta_0\). Thus the other condition that we require for parameter \(\lambda\) is
\begin{equation}
(4.12) \quad \lambda \geq 2(1 - q)\sqrt{2\delta (k_3)} + 2(1 - q)^2(2^3 k_3)^2.
\end{equation}
When \((4.12)\) is satisfied then \((4.10)\) is satisfied too, thus there is actually no restriction on the coefficient \(\delta\) in \((4.11)\) since we can always choose appropriately a \(\lambda\) such that \((4.12)\) holds. Relation \((4.10)\) becomes
\begin{equation}
(4.13) \quad \mathbb{E}(e^{\gamma_T}) \leq \mathbb{E}\left(e^{192(k_3)^2q^2 f_0^T (x_s)^{2q-2} ds}\right) \leq \mathbb{E}\left(e^{192(k_3)^2q^2 f_0^T (\zeta_0)^{-1} ds}\right).
\end{equation}
We therefore require that
\begin{equation}
(4.14) \quad 192(k_3)^2q^2 \epsilon \leq (\nu(\lambda))^2 \frac{k_3^2}{8},
\end{equation}
and can always find a \(\epsilon > 1\), such the above relation holds by choosing appropriately \(\lambda\) as discussed before. Relation \((4.13)\) becomes
\[\mathbb{E}(e^{\gamma_T}) \leq C_{HK}(\zeta_0)^{-\frac{\nu(\lambda)}{2}},\]
and therefore
\[\mathbb{P}(\gamma_T \geq u) \leq C_{HK}(x_0)^{(1-q)\nu(\lambda)} e^{-\epsilon u},\]
where \(\lambda\) is chosen such that \((4.14)\) holds with \(\epsilon > 1\). We conclude
\begin{align*}
\mathbb{E} \sup_{0 \leq t \leq T} (\mathcal{E}_t)^2 & \leq 16(J_2 \vee J_6)e^{6k_2T^2 \Delta(q - \frac{1}{2})\Delta \lambda} + 8(J_2 \vee J_6)C_{HK}(x_0)^{(1-q)\nu(\lambda)} \Delta(q - \frac{1}{2})\Delta \lambda \int_0^\infty e^{(1-\epsilon)u} du \\
& \leq C \cdot \Delta(q - \frac{1}{2})\Delta \lambda,
\end{align*}
by choosing \(\epsilon > 1\), where \(C = C(k_1, k_2, k_3, T, q, \epsilon) := 8(J_2 \vee J_6) \left(2e^{6k_2T^2} + C_{HK}(x_0)^{(1-q)\nu(\lambda)}\right),\) is as given in statement of Theorem 2.2.

5. Alternative approach improving the rate of convergence.

Inspired by [10] we remove the term \(\text{sgn}(z_s)\) from \((2.4)\) by considering the process
\begin{equation}
(5.1) \quad \tilde{W}_t = \int_0^t \text{sgn}(z_s) \sqrt{y_s} dW_s,
\end{equation}
which is a martingale with quadratic variation \(<\tilde{W}_t, \tilde{W}_t> = t\) and thus a standard Brownian motion w.r.t. its own filtration, justified by Levy’s theorem [14, Theorem 3.16, p.157]. Therefore, the compact form of (2.4) becomes

\[
y_t^{SD} = x_0 + \int_0^t (k_1 - k_2(1 - \theta)y_s - k_2\theta y_s) \, ds + \int_t^{t_{n+1}} \left( k_1 - k_2(1 - \theta)y_n - \frac{k_2^2}{4(1 + k_2\theta\Delta)}(y_n)^{2q-1} - k_2\theta y_t \right) \, ds + k_3 \int_0^t s(y_s)^{q-\frac{1}{2}} \sqrt{y_s} d\tilde{W}_s,
\]

for \(t \in (t_n, t_{n+1}]\). Consider also the process

\[
\bar{x}_t = x_0 + \int_0^t (k_1 - k_2\bar{x}_s) \, ds + \int_0^t k_3 \bar{x}_s^q \, d\tilde{W}_s, \quad t \in [0, T].
\]

The process \((x_t)\) of (2.1) and the process \((\bar{x}_t)\) of (5.2) have the same distribution. We show in the following that \(E\sup_{0 \leq t \leq T} |y_t^{SD}(q) - \bar{x}_t|^2 \to 0\) as \(\Delta \downarrow 0\) thus the same holds for the unique solution of (2.1), i.e. \(E\sup_{0 \leq t \leq T} |y_t^{SD}(q) - x_t|^2 \to 0\) as \(\Delta \downarrow 0\). To simplify notation we write \(\tilde{W}, (\bar{x}_t)\) as \(W, (x_t)\). We end up with the following explicit scheme

\[
y_t^{SD}(q) = y_n + \int_0^t \frac{k_2^2}{4(1 + k_2\theta\Delta)^2} (y_n)^{2q-1} \, ds + \frac{k_3}{1 + k_2\theta\Delta} (y_n)^{q-\frac{1}{2}} \int_0^t \sqrt{y_s} dW_s,
\]

where \(y_n\) is as in (2.3).

**Theorem 5.1.** [Logarithmic and Polynomomial rate of convergence] Let Assumption A hold. The semi-discrete scheme (5.3) converges to the true solution of (2.1) in the mean square sense with rate given by

\[
E\sup_{0 \leq t \leq T} |y_t^{SD}(q) - x_t|^2 \leq \frac{C}{\sqrt{\ln(\Delta)}^{-1}},
\]

where \(C\) is independent of \(\Delta\) and given by

\[
C := 32\sqrt{\frac{6}{\epsilon}}(k_3)^4T^2 e^{6T^2k_2+k_2T},
\]

where \(\epsilon\) is such that \(0 < \epsilon < \wedge(q - \frac{1}{2})\).

In case Assumption B holds, the semi-discrete scheme (5.3) converges to the true solution of (2.1) in the mean square sense with rate given by,

\[
E\sup_{0 \leq t \leq T} |y_t^{SD}(q) - x_t|^2 \leq C\Delta^{(q-\frac{1}{2})},
\]

where

\[
C := \frac{16}{3} \left( 12k_3^2T \left( \sqrt{A_4q(x_0 + k_1T)^qC_{k_2,k_3,\theta,\Delta}} \vee 1 \right) \sqrt{3k_3^2T \sqrt{A_2(x_0 + k_1T)^2} \sqrt{A_{4q-2}}} \right) \times \left( 2e^{6k_2T^2} + \frac{C_{HK}}{\epsilon - 1} (x_0)^{(1-q)\nu(\lambda)} \right),
\]

and \(C_{HK}\) is the constant described in (4.11) and \(\lambda\) is an appropriately chosen positive parameter which satisfies (4.12) and always exist, \(\nu(\lambda) := \frac{\lambda}{2(1-q)^2(k_3)^2} - 1\), quantity \(C_{k_2,k_3,\theta,\Delta}\) is given in Lemma 3.4 and \(\epsilon > 1\).
Proof of Theorem 5.1. We will discuss the proof and highlight the difference since one can follow the proofs of Theorems 2.1 and 2.2. First of all note that Lemmas 3.1, 3.2 and 3.3 still hold, i.e. the moment bounds and error bounds of \((y^S_t)\), as well as the moment bounds involving the auxiliary process \((h_t)\) are true. The error \(E_t := h_t - x_t\) now reads as

\[
(5.6) \quad h_t - x_t = \int_0^t (f_\theta(y_s, y_s) - f_\theta(x_s, x_s)) \, ds + \int_0^t (g(y_s, y_s) - g(x_s, x_s)) \, dW_s.
\]

As regards the first part of Theorem 5.1, we now have that

\[
(5.7) \quad \sup_{0 \leq t \leq T} \mathbb{E}|E_t|^2 \leq \left( J_3 \frac{\Delta^{q-\frac{1}{2}}}{m e_m} + 2(k_3)^2 \frac{T}{m} \right) e^{k_3 T},
\]

for any \(m > 1\), where \(e_m = e^{-m(m+1)/2}\) and \(J_3\) as stated in Proposition 3.5. The bound (5.7) follows in the same lines as in the proof of Proposition 3.5 where now (3.16) becomes

\[
(5.8) \quad |g(y_s, y_s) - g(x_s, x_s)|^2 \leq 2(k_3)^2 (y_s y_s - y_s |^{q-1} + |h_s - y_s| + |h_s - x_s|)
\]

and the term (3.17) disappears. Moreover, we have that

\[
(5.9) \quad \mathbb{E} \sup_{0 \leq t \leq T} |E_t|^2 \leq \frac{C_\epsilon}{\sqrt{\ln(\Delta)^{-\frac{2q}{q}}}},
\]

where \(C_\epsilon\) is independent of \(\Delta\) and given by \(C_\epsilon := 32 \sqrt{2} (k_3)^4 T^2 e^{6T^2 k_2 + k_2 T}\), where \(\epsilon\) is such that \(0 < \epsilon < (q - \frac{1}{2})\). The bound (5.9) follows in the same lines as in the proof of Proposition 3.6 where now \(M_t := \int_0^t (g(y_u, y_u) - g(x_u, x_u)) \, dW_u\)

\[
\mathbb{E}|M_T|^2 \leq 2(k_3)^2 \int_0^T \mathbb{E}(y_s y_s - y_s |^{q-1}) \, ds + 2(k_3)^2 \int_0^T \mathbb{E}|h_s - y_s| \, ds + 2(k_3)^2 \int_0^T \mathbb{E}|E_s| \, ds,
\]

implying

\[
\mathbb{E} \sup_{0 \leq t \leq T} |E_t|^2 \leq \frac{32}{3} (k_3)^2 T J_3 e^{k_2 T + 6T^2 k_2} \frac{\Delta^{q-\frac{1}{2}}}{m e_m} + 32(k_3)^4 T^2 e^{k_2 T + 6T^2 k_2} \frac{1}{m},
\]

which in turn gives

\[
\mathbb{E} \sup_{0 \leq t \leq T} |E_t|^2 \leq \frac{32}{3} (k_3)^4 T^2 e^{k_2 T + 6T^2 k_2} \frac{1}{\sqrt{\ln(\Delta)^{-\frac{2q}{q}}}},
\]

where now we take \(0 < \epsilon < (q - \frac{1}{2})\).

As regards the second part of Theorem 5.1, we follow Section 4, where now we use the process

\[
\gamma(t) := \int_0^t \frac{128(k_3)^2 q^2}{[(y_s)^{-q} + (x_s)^{-q}]^2} \, ds
\]

and the estimate

\[
|g(y_s, y_s) - g(x_s, x_s)|^2 \leq 2(k_3)^2 |y_s - y_s |^{2q-1} + \frac{1}{8} (|h_s - y_s|^2 + |E_s|^2) (\gamma_s)'
\]

to get the upper bound

\[
\mathbb{E}|M_T|^2 \leq \frac{2}{3} J_6 \Delta^{q-\frac{1}{2}} + \frac{1}{8} \int_0^T \sqrt{\mathbb{E}|h_s - y_s|^4} \sqrt{\mathbb{E}(\gamma_s)'} \, ds + \frac{1}{8} \int_0^T \mathbb{E}|E_s|^2 (\gamma_s)' \, ds.
\]
which in turn implies first
\[ \mathbb{E} \sup_{0 \leq t \leq T} (\mathcal{E}_t)^2 \leq \frac{16}{3} J_6 e^{t \Delta (q^2 - \frac{1}{2})} \]
and then
\[ \mathbb{E} \sup_{0 \leq t \leq T} (\mathcal{E}_t)^2 \leq \frac{32}{3} J_6 e^{6k^2 T^2} \Delta (q^2 - \frac{1}{2}) + \frac{16}{3} J_6 \Delta (q^2 - \frac{1}{2}) \int_0^\infty \mathbb{P}(\gamma_T \geq u) e^u du. \]

Finally in order to bound \( \mathbb{E} \left( e^{\gamma_{128(k_3)^2 q^2}} f^T(x_n)^2 \right) \), we require that
\[ (5.10) \quad 128(k_3)^2 q^2 \epsilon \leq (\nu(\lambda))^2 \frac{K_3^2}{8} \]
and can always find a \( \epsilon > 1 \), such that (5.10) holds yielding
\[ \mathbb{E} \sup_{0 \leq t \leq T} (\mathcal{E}_t)^2 \leq C \cdot \Delta (q^2 - \frac{1}{2}), \]
where \( C = C(k_1, k_2, k_3, T, q, \epsilon) := \frac{16}{3} J_6 \left( 2 e^{6k^2 T^2} + \frac{C_{HK}}{k_3} (1 - q) \nu(\lambda) \right) \), is as given in statement of Theorem 5.1. \( \square \)

6. Numerical Experiments.

We discretize with a number of steps in power of 2.

(6.1) \[
y_{tn+1}^{SD} = \left( y_{tn} \left( 1 - \frac{k_2 \Delta}{1 + k_2 \theta \Delta} \right) + \frac{k_1 \Delta}{1 + k_2 \theta \Delta} - \frac{(k_3 \Delta)^2}{4 (1 + k_2 \theta \Delta)^2} (y_{tn})^{2q-1} + \frac{k_3}{2 (1 + k_2 \theta \Delta)} (y_{tn})^{q-\frac{2}{3}} \Delta W_n \right)^2,
\]
for \( n = 0, \ldots, N-1 \), where \( \Delta W_n := W_{tn+1} - W_{tn} \) are the increments of the Brownian motion which are standard normal r.v's.

The ALF (Alfonsi) scheme \([3\), Section 3\] is an implicit scheme which requires solving the nonlinear equation
\[ (6.2) \quad Y_{n+1} = y_n + (1 - q) \left( k_1 (Y_{n+1})^{1-q} - k_2 Y_{n+1} - \frac{q(k_3)^2}{2} (Y_{n+1})^{-1} \right) \Delta + k_3 (1 - q) \Delta W_n, \]
and then computing \( y_{tn+1}^{ALF} = (Y_{n+1})^{1-q} \). The estimation of \( Y_{n+1} \) in (6.2) can be done for example with Newton's method, but requires a small enough \( \Delta \).

We also consider a scheme recently proposed in \([9\] using again the SD method, but in a different way.

(6.3) \[
y_{tn+1}^{HAL}(q) = \left( y_{tn}(1 - k_2 \Delta) + k_1 \Delta - \frac{q(k_3)^2}{2} (y_{tn})^{2q-1} \right)^{1-q} + k_3 (1 - q) \Delta W_n \right),
\]
for \( n = 0, \ldots, N-1 \). Note the similarity in the expressions of (6.3) and the SD scheme (6.1) proposed here. This is not strange, because they both rely in the same way of splitting the drift coefficient. In particular, in the explicit HAL scheme, the following process is considered
\[ y_{tn+1}^{HAL}(q) = y_{tn} + f_1(y_{tn}) \cdot \Delta + \int_{tn}^t f_2(y_s) ds + \int_{tn}^t \text{sgn}(z_s) g(y_s) dW_s, \]
\( ^2 \)In the CIR case, i.e. when \( q = 1/2 \) (6.2) simplifies to a solution of a quadratic equation.
for $t \in (t_n, t_{n+1}]$ with $y_0 = x_0$ a.s. where now

\begin{equation}
(6.4) \quad f(x) = k_1 - k_2x - \frac{q(k_3)^2}{2}x^{2q-1} + \frac{q(k_3)^2}{2}x^{2q-1}, \quad g(x) = k_3x^q
\end{equation}

and

\begin{equation}
(6.5) \quad z_t = \left(y_{t_n} (1 - k_2\Delta) + k_1\Delta - \frac{q(k_3)^2\Delta}{2}(y_{t_n})^{2q-1}\right)^{1-q} + k_3(1-q)(W_t - W_{t_n}).
\end{equation}

Compare with (2.2) and (2.3) for $\theta = 0$. We write (6.4) again as

\begin{equation}
(6.6) \quad y_t^{HAL}(q) = y_{t_n} + \left(k_1 - k_2y_{t_n} - \frac{q(k_3)^2}{2}(y_{t_n})^{2q-1}\right)\cdot\Delta + \int_{t_n}^{t} \frac{q(k_3)^2}{2}(y_s)^{2q-1}ds + k_3\int_{t_n}^{t} \text{sgn}(z_s)(y_s)^q dW_s
\end{equation}

and the process (6.6) is well defined when

\begin{equation}
(6.7) \quad (k_3)^2 \leq \frac{2}{q}k_1 \quad \text{and} \quad \Delta \leq \frac{2}{2k_2 + q(k_3)^2}.
\end{equation}

Compare with (2.4) for $\theta = 0$. Solving for $y_t$, we end up with $y_t^{HAL}(q) = |z_t|^{1-q}$. The main result in [9] is

\[ \mathbb{E}|y_t^{HAL} - x_t|^2 \leq C \cdot \Delta^{2q(1-\frac{1}{q})}, \]

when (6.7) holds, implying a rate of convergence at least $q(q - \frac{1}{2})$ which is bigger than the rate of convergence of the SD scheme proposed here which is at least $\frac{1}{2}(q - \frac{1}{2}) \wedge \frac{1}{2}$.

We aim to show experimentally the order of convergence of all available methods for the estimation of the true solution of the CEV model (2.1), i.e the semi-discrete methods SD method (6.1) and the HAL scheme (6.3) as well as the implicit ALF scheme (6.2). We would also like to reveal the dependence of the order of the semi discrete methods on $q$. We take the level of implicitness of SD method (6.1) in one case $\theta = 0$ and in the other case $\theta = 1$, i.e. we consider the fully explicit scheme and the fully implicit scheme.

We work as in [11 Section 5], i.e. we estimate the endpoint error $\epsilon = \mathbb{E}|y_T - x_T|$, where $x_T$ is the exact solution of (2.1) and $y_T$ is the numerical approximation by computing $M$ batches of $L$ simulation paths, where each batch is estimated by $\hat{e}_j = \frac{1}{L} \sum_{i=1}^{L} |y_{i,j}^{T} - x_{i,j}^{T}|$, and the Monte Carlo estimator of the error $\frac{1}{MN} \sum_{j=1}^{M} \sum_{i=1}^{L} |y_{i,j}^{T} - x_{i,j}^{T}|$, requires $M \cdot L$ Monte Carlo sample paths. We simulate $20 \cdot 100 = 2000$ paths, where the choice for $L = 100$ is as in ([16 p.118]).

As a reference solution, we take in the experiments the value of each method at $y_T$ at $\Delta = 2^{-14}$. For the SD case, we have shown in Theorem 2.2 that it strongly converges to the exact solution. We plot in a log$_2 -$ log$_3$ scale and error bars represent 90% confidence intervals. The results are shown in Tables [1] and [2] for the cases $q = 0.6$ and $q = 0.8$. We also present for the case $q = 0.6$ Figure [1].

In Table [3] we present the relation between the error and computational time of implicit SD, HAL and ALF for the same problem with $(x_0, k_1, k_2, k_3, T) = (1, 2, 2, 1, 1)$ and $q = 0.7$.

Finally, Table [4] presents the exact values of order of convergence for SD, HAL and ALF methods, produced by linear regression with the method of least squares fit, in the case one

---

3 We simulate with 2.4GHz Intel Pentium, 7.89GB usable of RAM in Maple 17 Software.
Figure 1. Convergence of fully implicit SD, HAL and ALF schemes applied to SDE \((2.1)\) with parameters \((x_0, k_1, k_2, k_3, q, T) = (1, 2, 2, 1, 0.6, 1)\), with 17 digits of accuracy.

We show below, in Figure 5, the \(L^1\)-distance between all available methods for the numerical approximation of \((2.1)\). We work as before and estimate the mean absolute differences between our both semi-discrete methods, i.e SD scheme \((6.1)\) and HAL scheme \((6.3)\) and the ALF scheme \((6.2)\) by considering sufficient small \(\Delta\), and in particular for \(\Delta = 10^{-2}, 10^{-3}, 10^{-4}\). We consider the cases for \(q = 0.6\) and \(q = 0.8\). In order to compare our SD scheme \((6.1)\) with the fully implicit scheme \((6.2)\) we take \(\theta = 1\). The advantage of the

| Step \(\Delta\) | 90% SD-Error(\(\theta = 1\)) | 90% HAL-Error | 90% ALF-Error |
|----------------|-----------------------------|---------------|--------------|
| \(2^{-9}\)     | 0.3855432155 ± 1.304 · 10^{-2} | 0.3873480943 ± 1.34 · 10^{-2} | 0.3871299432 ± 1.337 · 10^{-2} |
| \(2^{-7}\)     | 0.3851930748 ± 1.312 · 10^{-2} | 0.387196453 ± 1.311 · 10^{-2} | 0.3865239882 ± 1.344 · 10^{-2} |
| \(2^{-9}\)     | 0.3809249555 ± 1.317 · 10^{-2} | 0.3862830197 ± 1.088 · 10^{-2} | 0.381978635 ± 1.353 · 10^{-2} |
| \(2^{-11}\)    | 0.3552488187 ± 1.231 · 10^{-2} | 0.3541284198 ± 1.246 · 10^{-2} | 0.3559922038 ± 1.25 · 10^{-2} |
| \(2^{-13}\)    | 0.2731647766 ± 1.05 · 10^{-2} | 0.2733548532 ± 1.068 · 10^{-2} | 0.273385272 ± 1.068 · 10^{-2} |

Table 1. Error and step size of fully implicit SD, HAL and ALF scheme for \((2.1)\) with \((x_0, k_1, k_2, k_3, q, T) = (1, 2, 2, 1, 0.6, 1)\), with 17 digits of accuracy.

| Step \(\Delta\) | 90% SD-Error(\(\theta = 1\)) | 90% HAL-Error | 90% ALF-Error |
|----------------|-----------------------------|---------------|--------------|
| \(2^{-9}\)     | 0.3810005899 ± 1.463 · 10^{-2} | 0.383715145 ± 1.549 · 10^{-2} | 0.383436086 ± 1.545 · 10^{-2} |
| \(2^{-7}\)     | 0.3768698087 ± 1.395 · 10^{-2} | 0.373870461 + 1.456 · 10^{-2} | 0.3738045524 ± 1.456 · 10^{-2} |
| \(2^{-9}\)     | 0.3825237631 ± 1.192 · 10^{-2} | 0.3855178283 ± 1.273 · 10^{-2} | 0.3854678598 ± 1.272 · 10^{-2} |
| \(2^{-11}\)    | 0.3499529506 ± 1.334 · 10^{-2} | 0.3492932369 ± 1.406 · 10^{-2} | 0.3492835775 ± 1.406 · 10^{-2} |
| \(2^{-13}\)    | 0.2744541322 ± 1.138 · 10^{-2} | 0.273991576 ± 1.107 · 10^{-2} | 0.2739754772 ± 1.107 · 10^{-2} |

Table 2. Error and step size of fully implicit SD, HAL and ALF scheme for \((2.1)\) with \((x_0, k_1, k_2, k_3, q, T) = (1, 2, 2, 1, 0.8, 1)\), with 17 digits of accuracy.
The following points of discussion are worth mentioning.

- All methods are quite close as shown in Table 1 and Figure 1 for the case \( q = 0.6 \) Table 2 for the case \( q = 0.8 \). In particular, Table 3 shows how close they are w.r.t. the \( L^1 \)–norm. We see that the HAL scheme is closer to the implicit ALF scheme compared with the distance of the SD scheme to the ALF scheme. Nevertheless, Table 5 also shows that in order to get an accuracy to at least 2 decimal digits, which in practice may be adequate concerning that we want for example to evaluate an option...
and thus our results are in euros, there is no actual harm in choosing whatever of the above available methods. We may then choose the fastest one as discussed later on.

• We see that the strong order of convergence of implicit SD for problem (2.1) is at least $q - 1/2 = 0.05$ as shown theoretically and presented in Table 4. We also see that all methods converge with similar orders and the theoretically rate 1 of the ALF method [1] does not hold for these $\Delta$-s. Thus, again we see that the rate in practical situations does not necessarily matter, if one has to compute with very small $\Delta$-s to achieve it. Moreover, we present in Tables 6 and 7 the performance of the explicit SD method and see that it is very close to the implicit, which is of course natural to happen.

### Table 6

| $q = 0.6$ | Step $\Delta$ | 90%-SD-Error($\theta = 0$) | $q = 0.8$ | 90%-SD-Error($\theta = 0$) |
|-----------|----------------|-----------------------------|-----------|-----------------------------|
| $2^{-5}$  | 0.3859359379 $\pm 1.314 \cdot 10^{-2}$ | $0.3809479779 \pm 1.472 \cdot 10^{-2}$ |
| $2^{-7}$  | 0.3853406566 $\pm 1.316 \cdot 10^{-2}$ | $0.3720838208 \pm 1.396 \cdot 10^{-2}$ |
| $2^{-9}$  | 0.3810129323 $\pm 1.318 \cdot 10^{-2}$ | $0.3825985516 \pm 1.194 \cdot 10^{-2}$ |
| $2^{-11}$ | 0.3624898696 $\pm 1.263 \cdot 10^{-2}$ | $0.3500184420 \pm 1.334 \cdot 10^{-2}$ |
| $2^{-13}$ | 0.2732191558 $\pm 1.05 \cdot 10^{-2}$ | $0.2745123158 \pm 1.138 \cdot 10^{-2}$ |

### Table 7

| $q$ | $N^o$ of Points | Order of Fully Explicit SD |
|-----|----------------|---------------------------|
| 0.6 | 5              | 0.0542                    |
|     | 3              | 0.1199                    |
| 0.8 | 5              | 0.0517                    |
|     | 3              | 0.1197                    |

### Table 8

| $q = 0.7$ | Step $\Delta$ | Time/Path(in sec) of Fully Explicit SD($\theta = 0$) |
|-----------|----------------|---------------------------------------------------|
| $2^{-5}$  | 7.547          |
| $2^{-7}$  | 7.516          |
| $2^{-9}$  | 7.672          |
| $2^{-11}$ | 8.375          |
| $2^{-13}$ | 10.047         |

In practice, the computer time consumed to provide a desired level of accuracy, is of great importance. As mentioned before, the SD method as well as the HAL method performs well in that aspect, compared to the implicit ALF method, which requires the estimation of a root of a nonlinear equation in each step and is therefore time consuming. This is shown in Table 3 which shows the advantage of the semi-discrete methods SD and HAL. Moreover, the explicit SD, performs even better in that aspect as shown in Table 8.
7. Comments and Future work.

- Instead of dealing directly with (2.1) we consider the process \( v_t = (x_t)^{2-2q} \) which satisfies

\[
(7.1) \quad v_t = v_0 + \int_0^t \left( K_0 + K_1(v_s)^{\frac{1-2q}{2-q}} - K_2 v_s \right) ds + \int_0^t K_3 \sqrt{v_s} dW_s,
\]

for \( t \in [0, T] \) where \( K_j \) 's, \( j = 0, \ldots, 3 \) are as in (4.3). We may try first to approximate process \( (v_t) \) with the semi-discrete method, say \( y_t^{SD} \), and then transform back to the original SDE (2.1) using \( x_t = (v_t)^{\frac{1}{2-2q}} \). In particular the mean value theorem implies

\[
|(y_t^{SD})^{\frac{1}{2-2q}} - x_t| = |(y_t^{SD})^{\frac{1}{2-2q}} - (v_t)^{\frac{1}{2-2q}}| \\
\leq \frac{1}{2} \left( (y_t^{SD})^{\frac{2q-1}{2q-2}} + |v_t|^{\frac{2q-1}{2q-2}} \right) |(y_t^{SD}) - v_t|,
\]

thus by taking the squares of the above inequality and then expectations

\[
\mathbb{E}[(y_t^{SD})^{\frac{1}{2-2q}} - x_t]^2 \leq \frac{1}{2(1-q)^2} \sqrt{\mathbb{E}[(y_t^{SD})^{\frac{2q-1}{2q-2}} + |v_t|^{\frac{2q-1}{2q-2}}]^2 \mathbb{E}[(y_t^{SD}) - v_t]^4} \\
\leq \frac{\sqrt{2}}{2(1-q)^2} \sqrt{\mathbb{E}|y_t^{SD}|^{\frac{4q-2}{4q-4}} + \mathbb{E}|x_t|^{8q-4}} \sqrt{\mathbb{E}|y_t^{SD} - v_t|^4}.
\]

The "annoying" part of the square diffusion process \( (v_t) \) described by (7.1) is the fact that \( (v_t) \) is raised to a power \( \frac{1}{2-2q} \) which is negative.

- We can work with the case where (2.1) has time varying coefficients, i.e. \( k_1(t), k_2(t), k_3(t) \).

References

[1] Alfonsi, A. (2013). Strong order one convergence of a drift implicit Euler scheme: Application to the CIR process. Stat. Prob. Let. 83, 602-607.

[2] Berkaoui, A. (2004). Euler scheme for solutions of stochastic differential equations. Portugalia Mathematica Journal 61, 461-478.

[3] Brennan, M.J., Schwartz, E.S. (1980). Analyzing convertible bonds. Journal of Financial and Quantitative Finance 4, 907-929.

[4] Cox, S.G., Hutzenthaler, M., Jentzen, A. (2013). Local lipschitz continuity in the initial value and strong completeness for nonlinear stochastic differential equations. arXiv:1309.5595v1

[5] Dereich, S., Neunkirch, A., Szpruch, L. (2011). An Euler-type method for the strong approximation of the Cox-Ingersoll-Ross process Proceedings of the Royal Society

[6] Glasserman P. (2003). Monte Carlo Methods in Financial Engineering. Springer.

[7] Gronwall, T.H. (1919). Note on the derivatives with respect to a parameter of the solutions of a system of differential equations. Annals of Mathematics 20, 292-296.

[8] Halidias, N. (2015c). A positivity preserving numerical scheme for the CIR process using exact simulation. arxiv.

[9] Halidias, N. (2015b). An explicit and positivity preserving numerical scheme for the mean reverting CEV model. arxiv.

[10] Halidias, N. (2015a). A new numerical scheme for the CIR process. arxiv.

[11] Halidias, N., Stamatiou, I.S. (2014). On the numerical solution of some nonlinear stochastic differential equations using the semi-discrete method. arxiv.

[12] Hurd T.R., Kuznetsov, A. (2008). Explicit formulas for Laplace transforms of stochastic integrals. Markov Process. Relat. Fields. 14, 277-290.

[13] Kahl, C., Jackel, P. (2006). Fast strong approximation Monte Carlo schemes for stochastic volatility models. Quantitative Finance. 6, 513-536.
[14] Karatzas, I., Shreve, S.E. (1988). *Brownian motion and stochastic calculus*. Springer-Verlag New York.

[15] Kloeden, P., Platen, E. (1995). *Numerical solution of stochastic differential equations*. Vol 23, Stochastic Modeling and Applied Probability. Springer-Verlag Berlin. corrected 2nd printing

[16] Kloeden, P., Platen, E., Schurz, H. (2003). *Numerical solution of stochastic differential equations through computer experiments*. Springer-Verlag Berlin. corrected 3rd printing

[17] Mao, X. (1997). *Stochastic Differential Equations and Applications*. Horwood Publishing,

[18] Olver, F.W.J. (1997). *Asymptotics and special functions*. AKP classics, Wellesley, Mass.

[19] Yamada, T., Watanabe, S. (1971). On the uniqueness of solutions of stochastic differential equations. *J. Math. Kyoto Univ.* **11**, 155-167.

Department of Mathematics, University of the Aegean, Karlovassi, GR-83 200 Samos, Greece, Tel. +3022730-82321, +3022730-82343

*E-mail address: nick@aegean.gr, istamatiou@aegean.gr*