Abstract—Osteoporosis is a common chronic metabolic bone disease often under-diagnosed and under-treated due to the limited access to bone mineral density (BMD) examinations, e.g., via Dual-energy X-ray Absorptiometry (DXA). This paper proposes a method to predict BMD from Chest X-ray (CXR), one of the most commonly accessible and low-cost medical imaging examinations. The proposed method first automatically detects Regions of Interest (ROIs) of local CXR bone structures. Then a multi-ROI deep model with transformer encoder is developed to exploit both local and global information in the chest X-ray image for accurate BMD estimation. The proposed method is evaluated on 13719 CXR patient cases with ground truth BMD measured by the gold standard DXA. The model predicted BMD has a strong correlation with the ground truth (Pearson correlation coefficient $0.894$ on lumbar 1). When applied in osteoporosis screening, it achieves a high classification performance (average AUC on lumbar 1). When applied in osteoporosis screening, it achieves a high classification performance (average AUC 0.968). As the first effort of using CXR scans to predict the BMD, the proposed algorithm holds strong potential to promote early osteoporosis screening and public health.

Index Terms—Bone mineral density, osteoporosis screening, chest X-ray imaging, deep self-attention, multi-ROI modeling.

I. INTRODUCTION

OSTEOPOROSIS is the most common chronic metabolic bone disease, characterized by low bone mineral density (BMD) and decreased bone strength. With an aging population and longer life span, osteoporosis is becoming a global epidemic, affecting more than 200 million people worldwide [1]. Osteoporosis increases the risk of fragility fractures, which are associated with disability, fatality, reduced life quality, and financial burden to the family and the society. While with an early diagnosis and treatment, osteoporosis can be prevented or managed, osteoporosis is often under-diagnosed and under-treated among the population at risk [2]. More than half of insufficiency fractures occur in individuals who have never been screened for osteoporosis [3]. The under-diagnosis and under-treatment of osteoporosis are mainly due to 1) low osteoporosis awareness and 2) limited accessibility of Dual-energy X-ray Absorptiometry (DXA) examination.

Opportunistic screening of osteoporosis is an emerging research field in recent years [4], [5], [6], [7]. It aims at reusing medical images originally taken for other indications to screen for osteoporosis, which offers an opportunity to increase the screening rate at no additional cost. As the most commonly prescribed medical image scanning, plain films’ excellent spatial resolution permits the delineation of fine bony micro-structure that may correlate well with the BMD. We hypothesize that specific regions of interest (ROI) in the standard chest X-rays (CXR) may help the osteoporosis screening.

This work introduces a method to estimate the BMD from CXR to screen osteoporosis. Our method first locates anatomical bone landmarks and extracts multiple ROIs as imaging biomarkers for osteoporosis. Then we propose a novel network architecture that jointly processes the ROIs with learnable feature weight adjustment to estimate the BMDs. We experiment on 13719 CXRs with paired DXA BMDs (ground truth). This paper extends from a preliminary work [8]. In summary, our contributions are three-fold: 1) to our best knowledge, we are the first to develop models using CXR to estimate BMD. 2) We propose the anatomy-aware Attentive Multi-ROI model to combine global and local information for accurate BMD estimation. 3) Our method achieves clinically useful osteoporosis screening performance.

II. RELATED WORK

A. Bone Mineral Density Estimation and Early Screening

BMD examination via DXA machines is essential for osteoporosis determination and fracture risk assessment. In practice, bone densities of young adults are used as the reference where
Fig. 1. The proposed working pipeline. The landmark detector locates key bone points (red dots) on CXR images, then we crop and normalize 14 ROIs. These modalities go through a shared feature extractor (VGG16). The global regressor (dark green) works on the global feature generated by the Transformer Encoder [9] (grey). During training, results of both local regressors (light green) and the global regressor are used for loss calculation and backpropagation.

the standard deviations (SD) are used as the measuring unit (T-score) [10]. 1 unit of the T-score represents 1 unit of SD of the density, and 0 T-score represents the mean density of all the references. T-score at the spine, hip, or mid-radius lower than -2.5 is considered osteoporosis, T-score between -2.5 and -1 is considered osteopenia, and T-score above -1 is considered normal. DXA is considered as the gold standard of care for osteoporosis screening, particularly for the aging population. However, it is underutilized for many reasons such as costs, availability and the requirement for experienced technicians. Although DXA is clinically well-validated as the modality of choice to measure BMD in many scenarios for diverse populations, DXA services are not widely available for the general screening. The mere DXA-based diagnosis could not ensure the in-time bone quality evaluation for asymptomatic patients, since more fractures occur without reaching the severity of the osteoporosis [3], [11]. On the other hand, X-ray imaging (especially chest X-ray) is the most common radiological imaging examination broadly covering many asymptomatic patients, making it ideal as an opportunistic and preventive osteoporosis screening protocol.

Many works have discussed osteoporosis screening from non-DXA examinations. Firstly, the Quantitative Computed Tomography (QCT) in abdomen or chest can be re-used without additional radiation exposure or cost [12], [13], [14], [15], [16]. The Hounsfield Units of the QCT scans correlate well with DXA BMD scores for low BMD diagnosis [13], [17]. QCT has the advantage of the three-dimensional assessment of the structural and geometric properties of the examined bone [18], but QCT is not widely available. Secondly, the Quantitative Ultra Sound (QUS) based techniques have advantages of safety, low cost, operating flexibility [18], [19], [20]. X-ray based examinations (DXA, QCT) are not suitable for the sensitive such as young children or the pregnant because of ionizing radiation. DXA or CT machines occupy extensive space and require specially trained operators, impeding general screening. QUS avoids these shortcomings, but QUS methods do not have standards on skeletal measuring sites, performance criteria, or normative reference data in the clinical setting [19].

Lastly, the plain film or X-ray, as the most common radiography examination, can also be utilized for osteoporosis screening. The existing techniques (DXA, QCT, QUS) all work on specific bone regions concerning the score from areal or volumetric mass. The X-ray images however contain not only the bone textures but also other contexts. Since osteoporosis is a metabolic bone disease with complex manifestation, involving a larger context could capture the density relation which benefits BMD estimation. Hip X-ray based BMD estimation have been verified in osteoporosis screening [21]. In this paper we investigate the chest X-ray based BMD estimation with a focus on the input modality, model architectures, and prediction applicability.

### B. Convolutional Neural Network and Self-Attention Mechanism

Convolutional Neural Networks (CNN) have succeeded in medical image analysis [22], [23], [24], [25], partly because the hierarchical visual patterns echo the inductive biases learned by CNN layers. However, the inductive biases including translation equivalence and locality are less important for BMD pattern learning. The texture contrast among neighboring pixels and regions has more BMD cues. But the bare CNN backbones operate locally, failing to compare regional contexts [26], [27], [9]. Some papers exploit textual relationship by enhancing spatial feature encodings [26] or through channel-wise feature recalibration [28]. CCNet [29] proposes the criss-cross attention module to harvest the contextual information on the criss-cross path. LR-Net [30] presents the local relation layer (Local Relation Network) that adaptively determines aggregation weights based on the compositional relationships. GCNet [31] unifies the simplified non-local
network [26] and SENet [28] into a general framework for global context modeling.

Inspired by the Transformer success in language tasks [32], [33], [34], [35], emerging works employ the Transformer modules to replace or facilitate the convolutional layers for visual tasks [9], [36], [37], [38]. The Transformer Encoder learns the global relationship through repetitive layers of Multi-Head Self-attention and Multi-Layer Perceptron operations. Attention Augmentation [27] augments convolutional operators with a self-attention mechanism by concatenating convolutional feature maps with a set of self-attention feature maps. The iGPT [39] train the transformer model [34] on pixel sequences to generate coherent image completions in unsupervised settings.

The CXR BMD task requires the model to capture both local textures and regional relations automatically. A mindfully tailored combination of CNN and Transformer could harness their strengths. Convolutional layers can capture inductive biases such as translation equivariance and locality, while the transformer encoder enables global feature interaction. The purpose of the transformer encoder is to use the self-attention module to exchange information across different bone structures. Therefore, we employ both the convolutional feature extractor and self-attention fusion module in our proposed Attentive Multi-ROI model.

III. METHODOLOGY

A. Task Overview

In the opportunistic screening setting, the input is a chest X-Ray image. Our goal is to predict the BMD of lumbar vertebrae (L1, L2, L3, L4), alarming the patient of possible low BMD or osteoporosis conditions. Our hypothesis is that the BMD information lies in the CXR patterns, both in individual bone textures (local information) and in the overall combination of chest bone contexts (global information). Directly feeding the whole chest image into a CNN model for BMD prediction (Baseline) is intuitive and viable, but it lacks localized and contrastive bone information among the chest regions. The proposed pipeline in Figure 1 consists of chest landmark detection, bone ROI cropping, local texture extraction, global feature fusion, BMD regression. We get the key landmarks for the chest from a Graph Convolution Network (GCN) model [40]. Then bone regions are cropped accordingly and fed into the proposed Attentive Multi-ROI model. The CNN layers learn local textures and patterns, extracting individual features. The Transformer Encoder refines individual representations to enable inter-regional feature interaction. At the end of the pipeline, local regressors and global regressor make BMD predictions on corresponding features. The model variants (in Fig 2 Fig3) are studied in Experiments section.

B. Automatic ROI Extraction

As the first step in the proposed pipeline, bone selection and region cropping prepare the model inputs. There are multiple bones in the chest area, bearing varied importance for BMD prediction. Although all bones provide density information due to the metabolic nature, the model should focus on the most effective regions. It is also unclear if the combination of distinct bone patterns are essential for this task. To learn representations of the local textures and to explore the correlation among different regions, medical experts advise us to extract ROIs for clavicle bone, cervical vertebra, lumbar vertebra, ribcage edges. We avoid the central part of the chest X-ray where cardiac or pulmonary diseases may significantly influence the appearance. In the end, our model works on the ROI croppings of left/right clavicle bones, cervical spine, left/right rib-cage area, T12 vertebra.

We utilize the Graph Convolution Network (GCN) based Deep Adaptive Graph (DAG) [40] to automatically detect critical landmarks in the chest. We identify 16 landmarks in Figure 1, which include 1) 3 points on the left/right clavicles, 2) 4 points along the left/right rib cages, 3) 1 point on the C7 vertebrae, 4) 1 point on the T12 vertebra. We manually labeled 1000 cases (16 landmarks on each CXR scan) as the training samples for the DAG model. The resulting landmark detector can reliably extract all the keypoints. Given the keypoints for each bone, we crop the corresponding bone regions. However, different bones have distinct shapes and sizes, so we further sub-split the wider and higher ones. As seen in the cropped ROIs 1, there are 2, 2, 4, 4, 1, 1 croppings for left clavicle, right clavicle, left ribcage, right ribcage, cervical, lumbar respectively. This arrangements are based on the bone size and width/height ratio. Besides these 14 local ROIs, we also include the whole CXR image as one modality. These 15 ROIs are resized and normalized before going through CNN layers.

C. Hybrid Architecture of Convolution and Self-Attention

The feature extractor backbone is VGG16, and we extract local patterns separately for each bone region (ROI). Since there is little variation in the chest outlines among different people, the overall appearance alone is not enough to determine BMD. Instead, finer level texture and pixel densities around the bones tell the distinctions. So individual ROI features are extracted independently. VGG16 is better...
than more complex backbones because its relatively shallow layers fit the simplicity of bone texture characteristics. We use average
pool to reduce the spatial dimensions on the VGG16 feature outputs, generating local representations $f_i \in \mathbb{R}^D, i \in \{1, N\}$, $N=15$ is the number of ROIs, $D=512$ is the feature dimension. However, the local textures and pattern combinations could have distinct manifestations in different people for the same BMD value [10], [11]. To make reliable density predictions, it should be addressed from the global level to account for the intractable variations resulting from diseases, scanning settings, and noises.

We employ the Transformer Encoder [32], which has been commonly applied in NLP and vision tasks [35], [41], [9], [42], to learn the global feature. The feature fusion process adjusts the individual features through layers of Multi-head Self-Attention (MSA) and Multiple Linear Perception (MLP) units, where the weighted relations are learned automatically. Self-Attention (MSA) and Multiple Linear Perception (MLP) adjusts the individual features through layers of Multi-head Self-Attention since there is no explicit sequential or grammatical order among ROI patches.

In Equation 2 and 3, the alternating operations of MSA explicit sequential or grammatical order among ROI patches. In Equation 4, the $f_{\text{global}} = \frac{1}{N+1} \sum_{i=1}^{N+1} z_i^j$ (4)

The core module of the transformer encoder [9], [32] is the Multi-head Self-Attention, illustrated in the $QKV$ form in Equation 5-8. In Equation 5, $z \in \mathbb{R}^{(N+1) \times D}$ represent the feature embeddings, the query ($q$), key ($k$), value ($v$) are the projection of $z$ on matrix mapping $U_{qk}$, $k = 6$ is the head number, $D_h = D/k$ is the feature size in each head. In Equation 6, $A$ is the weight matrix and $A_{ij}$ represents the pairwise similarity between the $i$th and the $j$th features. In Equation 6 and 7, the Self-Attention (SA) module adjusts feature embedding according to weighted affinity. Regions of higher correlation contribute more, and others share less feature exchange. In this way, the individual feature becomes more robust to patient variations or noises. In the transformer encoder layer, the MLP consists of two linear layers with one non-linear GELU layer. The Transformer Encoder modules uses constant latent vector size $D=512$ through all layers, the same size as VGG16 feature. The Layer Norm (LN) and residual connections are applied before and after every block respectively, to keep the training stable.

$$[q,k,v] = zU_{qk} \quad U_{qk} \in \mathbb{R}^{D \times SD_h}$$

$$A = \text{softmax}(qk^T / \sqrt{D_h}) \quad A \in \mathbb{R}^{N \times N} \quad (5)$$

$$SA(z) = Av \quad (6)$$

$$\text{MSA}(z) = [SA_1(z); SA_2(z); \ldots; SA_k(z)]U_{msa}$$

$$U_{msa} \in \mathbb{R}^{k \times D_h \times D} \quad (8)$$

### D. BMD Estimation via Joint Analysis of the ROIs

We apply $N$ local regressors and $l$ global regressor on the local ROI features $f_i \in \mathbb{R}^D, i \in \{1, N\}$ and global feature $f_{\text{global}} \in \mathbb{R}^D$ respectively for BMD prediction, represented as $FC$ in Figure 1. All the regressors consist of two linear layers and one ReLu non-linear layer. We employ L2 loss on the predictions. The local regressions are active during training iterations to regularize feature representations but are ignored during evaluation, while the global regression is used all the time. During validation or inference, only the global BMD output is used. By jointly utilizing the global and local features in the chest and jointly promoting feature exchange through the transformer encoder, the network is capable of extracting BMD patterns on different scales for robust regression.

### E. Implementation Details

We work on a workstation with Intel Xeon W-2295 CPU @ 3.00GHz, 132 GB RAM, and 4 NVIDIA Quadro RTX 8000 GPUs. Our models are implemented with PyTorch. The input images/ROIs sizes are set as $(256, 256)$ by default for the best results. The training augmentations include scaling, rotation, translation, and random flip. We apply the Mean Squared Error loss on predictions from both the global and local regressors. The SGD optimizer has a learning rate of 0.0001, a weight decay of 4e-4. All models are trained for 100 epochs. The four components in our model, VGG16.
feature extractor, transformer encoder, local regressors, global regressors, occupy 14.8M, 7.9M, 2.1M, and 0.13M parameters respectively, which sum to 25M parameters.

IV. EXPERIMENTS

A. Data Collection

The data comes from Chang Gung Research Database [43], Chang Gung Memorial Hospital, Taiwan. We follow the Helsinki declaration with ethical permission number IRB-202100564B0 (The correlation between chest x-ray and bone density). In the database, we searched patients with both DXA and CXR taken within 2 weeks from patients undergoing annual health checkups. The images are chest plain films in DICOM format where patient information has been removed to protect privacy. The DXA machine is GE lunar, X-ray detector is Canon CXDI 710C. The CXR view is PA, the voltage is 115/120 kV, and the pixel spacing is 0.16*0.16 or 0.125*0.125 (mm*mm). We exclude unsuitable cases such as implantation and bone fracture by running quality assessment preprocessing steps in [21].

B. Experiment Setup

Dataset. We collected 13719 frontal view CXR scans, with paired DXA BMD scores (on four lumbar vertebrae L1 - L4) as ground truth. All experiments use the same data split, with 11024 and 2695 patient cases for training/validation and testing, respectively. There is no patient overlapping between data splits. The model train-val/test for different lumbar vertebrae are conducted in four separate experiments. For a particular lumbar BMD model, it is trained using 4-fold cross-validation, with train/validation ratio of 3 to 1. The ensembles of predictions from all 4-fold models on the testing set are reported as final results.

C. Data Distribution

1) Patient Statistics by Gender and Age: Our data is from annual body check-ups in a regional hospital and the study population is limited to East Asian Han Chinese. The BMD related characteristics may not represent the Taiwan general population. In our task setting, we only select patients aged from 40 to 90 since this age range is clinically relevant [10]. In Figure 4 (1), the data counts peak between 50 and 60.

2) The Mean BMD Values and Caveats: In Figure 4 (2)(3), each curve describes the average BMD values at each age vertebra-wise. Data above 75 years old has abnormal BMD mean and variance out of sample scarcity. Lumbar 1 has the smallest mean value at all ages. The bumps or up-risings in the BMD curves result from the data source (annual checkups) characteristics and the BMD distribution between neighboring age groups may not be consistent. Take female Lumbar 4 BMD values as an example, the 95% Confidence Intervals (CI) of patients aged 74, 75, 76, 77, 78, 79, 80 are 0.90±0.394, 0.88±0.449, 0.91±0.494, 0.91±0.288, 0.88±0.272, 1.00±0.55, 0.94±0.406 respectively.

3) Confidence Intervals by BMD Status: The model utilizes only BMD values during training/inference, ignoring the gender or age information. The 95% CIs in BMD range for Lumbar 1 normal, osteopenia, osteoporosis respectively are 1.0±0.17, 0.81±0.08, 0.65±0.1, for Lumbar 2 are 1.07±0.21, 0.85±0.08, 0.68±0.1, for Lumbar 3 are 1.14±0.23, 0.9±0.08, 0.74±0.11, for Lumbar 4 are 1.13±0.25, 0.88±0.08, 0.72±0.12. Notably, Lumbar 1 osteopenia (38%) and osteoporosis (11%) amount similarly to normal (51%) cases, while Lumbar 4 normal amount (70%) is much larger than osteopenia (23%) and osteoporosis (7%).

D. Performance Metrics

Our vertebra-level metrics include the Mean Absolute Error (MAE), the Pearson Correlation Coefficient (R-value), Area Under Curve (AUC), sensitivity, specificity, coefficient of determination (R squared or $R^2$) of the linear fitting curve, standard deviation of the prediction errors. The patient-level metrics are sensitivity and specificity. MAE measures the averaged absolute differences between the predicted and ground truth. The R-value measures the linear correlation between the predicted and the ground truth, only considering the sequential correlation regardless of the absolute values. For osteoporosis classification, BMD values are transformed into T-score values by checking the transforming table in the DXA machine [10], [11]. In the T-score range, the AUC measures accumulated true positive (osteoporosis) rate under different judging thresholds for osteoporosis classification. The sensitivity and specificity are also for classification purposes. The linear fitting curve illustrates the general correspondence between prediction and ground truth. The coefficient of determinant
TABLE I
PERFORMANCE COMPARISON. OUR PROPOSED (THE ATTENTIVE MULTI-ROI MODEL, PROPOSED) PERFORMS THE BEST OF ALL. R-VAL, MAE, SD, AUC REPRESENT PEARSON CORRELATION COEFFICIENT, MEAN ABSOLUTE ERROR, STANDARD DEVIATION, AREA UNDER CURVE RESPECTIVELY

| Model        | L1    | L2    | L3    | L4    | Average       |
|--------------|-------|-------|-------|-------|---------------|
|              | R-Val | MAE   | AUC   | R-Val | MAE   | AUC   | R-Val | MAE   | AUC   | R-Val | MAE±SD | AUC   |
| Base         | 0.859 | 0.059 | 0.952 | 0.871 | 0.078 | 0.956 | 0.886 | 0.081 | 0.966 | 0.882 | 0.087 | 0.971 | 0.853 | 0.08±0.066 | 0.956 |
| MultiPatch   | 0.875 | 0.054 | 0.958 | 0.877 | 0.061 | 0.967 | 0.873 | 0.063 | 0.971 | 0.834 | 0.075 | 0.965 | 0.864 | 0.06±0.053 | 0.965 |
| AntMultiPatch| 0.885 | 0.052 | 0.964 | 0.888 | 0.059 | 0.967 | 0.882 | 0.061 | 0.969 | 0.846 | 0.072 | 0.964 | 0.875 | 0.06±0.051 | 0.966 |
| MultiROI     | 0.883 | 0.052 | 0.959 | 0.887 | 0.059 | 0.966 | 0.879 | 0.062 | 0.972 | 0.837 | 0.074 | 0.966 | 0.871 | 0.06±0.052 | 0.966 |
| Proposed     | 0.894 | 0.049 | 0.964 | 0.899 | 0.055 | 0.966 | 0.887 | 0.059 | 0.972 | 0.855 | 0.069 | 0.968 | 0.884 | 0.05±0.05 | 0.968 |

Fig. 5. Illustrate the proposed model results on Lumbar 1 BMD, each prediction is compared with its paired DXA BMD value. In the linear fitting line (left), A and B represent slope and y-intercept, R2 is the coefficient of determination. In the Bland-Altman plot (right), the horizontal axis is the mean, and the vertical axis is the difference between each pair.

E. Attentive Multi-ROI Model Performance (Vertebra Level)

Each lumbar BMD model is trained four times using a 4-fold cross-validation setting. The prediction ensemble of these models on testing set is recorded as the final result in Table I. The proposed model and its variants have substantially lower MAE than the Base model. The proposed model outperforms others by at least 1% in terms of R-value for all BMD tasks, which clearly demonstrates its superiority. While the R-value and MAE are error measurements, AUC scores evaluate osteoporosis classification ability in Figure 6. L4 has a larger AUC score because its osteoporosis ratio (7%) is much smaller than normal (70%) or osteopenia (23%), while L1 is the opposite. We show the sensitivity and specificity in Table II. Applying the Flex thresholds, the model achieves high averaged sensitivity (81.3%) and specificity (94.6%).

To show the performance intuitively, we draw the linear fitting line and the Bland-Altman plot for L1 predictions in Figure 5. The intercept (-0.01, close to 0) and slope (1.01, close to 1) of the linear fitting line demonstrates the general correctness, and the R-squared (0.798) measures the closeness between predictions and the ground truth. In the Bland-Altman plot, value errors are drawn against value means for each prediction and DXA BMD pair. The relatively small standard deviation (0.065) and the concentrated scattering further prove the performance consistency. Outliers beyond the ±1.96SD limits occupy a small portion of all. Linear fitting and Bland-Altman plots of other lumbar vertebrae lead to similar conclusions. Error analysis is in the Ablation section.
and specificity. It also achieves 99% for both osteoporosis sensitivity and specificity, implying picking out nearly no patients with osteoporosis.

2) The Multi-ROI Model (MultiROI): In order to investigate the effect of the Transformer Encoder in the proposed Attentive Multi-ROI model, we replace attentive feature fusion with direct feature concatenation in Figure 2 in the Multi-ROI model. The concatenated global feature has the length of 512*15, and the global regressor now has a larger input dimension. The proposed (Attentive Multi-ROI) model has consistent advantages over the MultiROI (plain-fusion Multi-ROI) in Table I, which demonstrates the positive effect of Transformer Encoder.

3) The Attentive Multi-Patch Model (AttMultiPatch): To investigate the benefits of precise ROI extraction in the proposed Attentive Multi-ROI, we replace the landmark-based ROI extraction with the image patch splitting in the Attentive Multi-Patch model (AttMultiPatch). We split the high-resolution chest X-ray image into evenly distributed patches in Figure 3. Though lacking the precise landmark-based cropping, the AttMultiPatch model is able to learn both individual patch details and inter-patch relations. However, the representative meaning of each patch is less certain due to the scanning variations in patient postures and body sizes. Comparing the AttMultiPatch and Proposed in Table I, the landmark detection and precise ROIs benefit all four lumbar BMD tasks.

4) The Multi-Patch Model (MultiPatch): To show the effect of Transformer Encoder on Attentive Multi-Patch model, we train and test the Multi-Patch model which instead uses the plain concatenation. Their comparisons in Table I again demonstrate better feature fusion ability in the attention module.

H. Performance Comparisons

To see the advantage of the Multiple-Modality inputs working flow in our four models (MultiPatch, AttMultiPatch, MultiROI, AttMultiROI), we compare them with the Base in Table I. The Multiple-Modality models extract not only global patterns but also detailed local textures, thus achieving better results. With simple patch splitting and attentive fusion, the AttMultiPatch model outperforms the Base model significantly in terms of R-value and MAE.

The four Multiple-Modality models differ by the ROI extraction component and the global fusion component. To see the component-wise boosting effects from the landmark-based ROI extraction and the Transformer Encoder, four models are compared to each other with the base being the MultiPatch model. Applying the Transformer Encoder only (AttMultiPatch) or applying the landmark-based ROI extraction only (MultiROI) contributes similar amount of benefit (about 1% R-value boosting) to the MultiPatch model in Table I. Applying these two simultaneously in our proposed AttMultiROI model leads to the best performance, with 2% R-value boosting. On the one hand, the precise ROI cropings in the MultiROI and AttMultiROI models enable more efficient

G. The Model Variants

1) The Baseline Model: Since the VGG and Resnet have been shown to work well on hip X-ray BMD estimation [21], they may also succeed in the CXR-based BMD estimation. In the Baseline model, we adopt VGG16 as the feature extractor, apply the Global Average Pooling (GAP) to reduce spatial dimension, use two linear layers with ReLu non-linearity in the regressor to predict BMD, and use Mean Squared Error (MSE) loss to train the model. Among different Baseline input candidate ROIs, the whole chest performs the best. Modalities such as lumbar ROI or cervical ROI get 2% to 5% lower R-value than the whole chest ROI. In Table I, the Baseline model serves as a reference for performance comparison.
TABLE III

| T-score Thresholds | Osteoporosis | Osteopenia |
|--------------------|--------------|------------|
| -1.75              | 0.933        | 0.973      |
| -2                 | 0.944        | 0.979      |
| -2.25              | 0.736        | 0.966      |
| -2.5               | 0.255        | 0.999      |
| Flex               | 0.695        | 0.906      |

B. Image Splitting Dimension for the Multi-Patch Model

In the Multi-Patch model, we split the original CXR image into even patches in Figure 3. We train and test the Multi-Patch model with different split dimension \( N \) (\( N \) rows by \( N \) columns, \( N=2,3,4 \)). Smaller split dimensions (e.g., \( N = 2 \)) produce patches covering a larger field of view, which may impede finer-level texture exploration. Larger split dimensions (e.g., \( N = 4 \)) produce patches covering a smaller area, leading to theme shifting of individual patches due to the varied shape, size, and positions in scanning. As a result, \( N=3 \) fits the best (used as default).

C. Determine the Proper T-Score Thresholds

Different lumbar vertebrae have distinct BMD distribution in Figure 4. We have known their varied Confidence Intervals for osteoporosis, osteopenia, and normal cases in previous sections. Lumbar 4 on average has higher BMD values than Lumbar 1 and there are many cases where lumbar 4 is normal/osteopenia but the lumbar 1 is osteoporosis. This discrepancy leads to prediction sensitivity/specificity differences among Lumbar BMD tasks under the same osteoporosis T-score threshold. What’s more, in the opportunistic setting, the models not only predict individual vertebra BMD but also generate unified alarming information. Therefore the T-score thresholds for osteoporosis predictions on different vertebrae could be adjusted to get consistent sensitivity and specificity.

In Table II, we investigate osteoporosis classification under different T-score thresholds. To get a balanced and applicable result in practice, the sensitivity may be desired above 80%, specificity to be above 90%. Under the fixed T-score threshold (-1.75, -2, -2.25 or -2.5), the sensitivity and specificity have different ratios across vertebrae. When it is reasonably good on Lumbar 1, the metrics are tilted towards a low sensitivity on Lumbar 4. A balanced performance means similar metrics on all vertebrae, which requires flexible threshold adjustments. The Flex achieves this goal with approximately 80% sensitivity and 94% specificity on all vertebrae, producing an equalized alarming degree across vertebrae, better for unified patient-level judgments.

D. Factors Leading to Large Prediction Errors

There are many factors influencing predictions, such as the hardware, scanning settings, and the sample characteristics (gender, age, lumbar vertebra). For results on Lumbar 1 in Figure 5 (1), points far away from the Diagonal are large error predictions, corresponding to points above +1.96SD or below -1.96SD in (2). Beyond [-1.96SD, +1.96SD] range in L1 Bland-Altman plot, there are 144 cases. Among them are 68 females and 76 males, which are not gender-specific. They scatter across all ages, with data count distribution similar to Figure 4 (1). We also check their scanning hardware settings such as voltage, image spacing, and image size, without finding any particular insights. Then we inspect their landmark localization and bone patch extraction procedures, but there are no mistakes in the intermediate results either. Visually checking these cases, there are no differences from the more...
accurately predicted. So the large errors are due to unknown factors and remained for future research.

**E. Model Performance Gaps**

To quantitatively investigate the prediction differences among five models, we compare performance metrics in Table I. The R-value and AUC appear similar, but MAE could tell the difference. The proposed model on average reduces the MAE by 27.5% compared to the Base model. Improving Standard Deviation (SD) of absolute errors from 0.066 to 0.05, it also has a substantially smaller error variances. The proposed model outperforms its variants steadily in all metrics.

To further test the statistical differences among models, we conduct the t-test of whether the absolute prediction errors have the same mean. For the Lumbar 1 BMD task, we first calculate the absolute prediction errors of all models. Then we calculate the p-values between model pairs. Comparing against the proposed model, the Base, the MultiPatch, the AttMultiPatch, the MultiROI have p-values of 2.9e-49, 3.1e-5, 0.022, and 0.028 respectively. The absolute error p-values in other lumbar BMD tasks have similar relations. The baseline model outperforms its variants steadily in all metrics.

**F. The Model Performance Boundary**

Due to the physiological differences between body parts, the corresponding BMDs would vary. Therefore the cross-bone BMD variances could provide a good hint on the model performance boundary. We calculate the mean absolute DXA BMD differences between vertebrae, plotted by gender and age in Figure 8 (1)(3). Samples beyond 75 years old are not accurate out of scarcity. The neighboring bones have relatively small and stable differences, such as Lumbar 1 versus 2, and Lumbar 2 versus 3. As the distance increases, the cross-bone BMD difference increases, such as Lumbar 1 versus 3, and Lumbar 1 versus 4. The average BMD differences between two neighboring bones stay in [0.05, 0.10] range most of the time.

We plot the Mean Absolute Error (MAE) between prediction and DXA BMD by gender and age in Figure 8 (2)(4). Generally, predictions on Lumbar 1 have a smaller absolute error, while Lumbar 4 predictions have a larger error, which is in accordance with their BMD magnitude distribution. For most cases, the prediction errors fall in [0.04, 0.08] range, which is even smaller than the counterparts of neighboring bones.

Referencing the mean absolute difference in (1)(3), it serves as the upper bound for cross-bone BMD estimation which implies the model performance boundaries. By comparing (1)(2) or (3)(4) in Figure 8, our proposed model marches near this upper limit.

Besides MAE, the DXA BMD R-values also shine light. The DXA BMD R-value between L1 and L2 is 0.918, between L1 and L3 is 0.878, and between L1 and L4 is 0.807. The model prediction R-values are 0.894, 0.899, 0.887 on L1,L2,L3 respectively in Table I. Though neighboring bones (L1 and L2) have a higher BMD correlation than CXR-based prediction, the model predictions have surpassed the unconnected bones (L1 and L3) in providing BMD reference. Given the closeness between vertebrae in terms of both geometric distance and physiological function, our CXR-based model has achieved remarkable performances.

**VI. DISCUSSION**

**A. The Ground Truth DXA BMD Limitations**

The DXA scan is a 2D projection of the 3D object, unavoidably including noise from posterior parts of the vertebrae to interfere with the vertebral body BMD [46], [47]. Prior works extracted 3D geometric and structural measurements from area-DXA scans to mitigate this shortcoming [46], [47] [48], [49]. Metrics such as the trabecular bone score (TBS, based on lumbar DXA scanning) are developed to provide bone microarchitecture and skeletal information [50], [51] [52]. These DXA augmentations shine insights for accuracy correction and quality assessment. Though the opportunistic applications do not require strict accuracy, we should be aware of the limitations of using DXA BMD as the ground truth.

**B. Data Source Limitations**

The data is NOT a randomly collected sample set. Instead, it is a convenience sampling from the ‘annual health checkup’ population (Taiwan) who need to pay their fees. They are in general healthy enough not to visit clinics. Therefore, the sampling may not reflect the general trends of declining BMD. People younger than 40 or older than 90 are not included due to sample scarcity. In this study, the patient statistics with respect to gender and age may not accurately reflect clinical reality. We exclude the cases with implants or bone fractures, which are less frequent in the opportunistic setting. Some characteristics and limitations have been discussed in the
data distribution section. As our data is from one hospital, the model must be tested in more centers with different hardware scanners before wide-range clinical application.

C. Result Interpretation Limitations

Although deep learning models have been successfully applied in many vision and language tasks, application in medical tasks requires more caution. The BMD-related patterns and texture are not visually identifiable by a human. In our experiments, the correlation between chest X-ray images and lumbar DXA BMD is established through training models to predict the paired information. The functioning principles of this process have not been fully examined. Although our model achieves impressive osteoporosis sensitivity and specificity, a finer-level analysis of BMD correlation and prediction is expected in future studies.

D. Applicability

The performance of using chest X-ray to predict BMD is unlikely to match direct DXA examination on the hip and lumbar. Part of this is explained in the performance boundary section, where L1 and L2 have a higher R-value than model predictions. For the formal judgment of osteoporosis or osteopenia, only DXA BMD on the lumbar or hip should be considered [10], [11]. CXR-based BMD prediction works as a low-cost and opportunistic way to make alarms instead of determining osteoporosis status, and the patient should take hip/lumbar DXA scans in cases of positive predictions. Since the availability and utilization of CXR is much greater than DXA, opportunistic screening using CXR may increase the ‘eligible’ screening population by multifold. For people older than 70 or with spine diseases, hip BMD is more accurate. Certain populations such as post-menopause females should take comprehensive examinations guided by medical experts [11]. This study points out the possibility of a new multi-step osteoporosis screening strategy, incurring no addition costs while gaining apparent benefits of patient risk stratification.

VII. Conclusion

In this paper, we design deep learning models to estimate lumbar vertebra BMD from chest X-ray images. We propose the anatomy-aware Attentive Multi-ROI model that can extract local bone textures and generate robust feature representation. The landmark-based ROI extraction promotes the local feature reliability against scanning variations. The transformer-based encoder improves the system robustness in case of noises, and occlusions. The proposed model achieves good performance on vertebra-level BMD prediction as well as patient-level osteoporosis classification. We conduct detailed comparisons of data distribution and model performance. Through extensive experiments and comprehensive analysis, the model holds great clinical potential for opportunistic screening.
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