Motifs enable communication efficiency and fault-tolerance in transcriptional networks
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Analysis of the topology of transcriptional regulatory networks (TRNs) is an effective way to study the regulatory interactions between the transcription factors (TFs) and the target genes. TRNs are characterized by the abundance of motifs such as feed forward loops (FFLs), which contribute to their structural and functional properties. In this paper, we focus on the role of motifs (specifically, FFLs) in signal propagation in TRNs and the organization of the TRN topology with FFLs as building blocks. To this end, we classify nodes participating in FFLs (termed motif central nodes) into three distinct roles (namely, roles A, B and C), and contrast them with TRN nodes having high connectivity on the basis of their potential for information dissemination, using metrics such as network efficiency, path enumeration, epidemic models and standard graph centrality measures. We also present the notion of a three tier architecture and how it can help study the structural properties of TRN based on connectivity and clustering tendency of motif central nodes. Finally, we motivate the potential implication of the structural properties of motif centrality in design of efficient protocols of information routing in communication networks as well as their functional properties in global regulation and stress response to study specific disease conditions and identification of drug targets.

Transcriptional regulatory networks (TRNs) are biological networks that have attracted great interest in the field of systems biology. TRNs represent the regulation of genes as a function of the input signals received by proteins called transcription factors (TFs)1,2. It is believed that the understanding of the organizational principles of TRNs may contribute towards explaining its network architecture as well as the role of TFs in gene expression and maintenance of complex cellular processes3.

Network motifs are regulatory substructures in a network topology that appear more frequently than those in randomized networks4–6. Milo et al. reported the presence of motifs in biological networks (e.g., TRNs), ecological networks (e.g., food web), neurobiology (e.g., neuron connectivity maps) and engineering (e.g., electronic circuits, World Wide Web)7. Also, analysis of network motifs revealed key patterns of interconnections among users and patterns in social behavior in colored temporal social networks8,9. Clearly, the ubiquity of motifs in different kinds of complex networks makes their analysis and enumeration essential for the identification of structural design principles and key network interactions10–12.

Prior studies on the TRN topologies of Escherichia coli (E. coli) and Saccharomyces cerevisiae (S. cerevisiae) showed that a three-node motif, called feed forward loop (FFL), plays the roles of filters, pulse generators, response accelerators, temporal pattern generators and information-processing modules for robust circuits13,14, whereas a four-node motif, called bi fan, participates in nutrient metabolism and bio-synthesis13,15. Considering the statistical significance of motifs, Milo et al. raised the question whether motifs have definite information-processing roles in complex networks such as TRNs7. There are initial works that attempt to address this question. Kosyfaki et al. posited the notion of network flow motifs, a novel motif type that models information flow motifs, a novel motif type that models information flow motif16. Martens et al. showed that a bi-directional two-hop path is a motif that enables information flow in functional brain networks17. However, there have been no efforts to study motifs through models (such as epidemic models) that may capture their information spread dynamics. Another area of interest has been the organizational structure of complex networks with respect to network motifs. Kashtan et al. presented a systematic approach, called motif generalization, for unifying related groups of motifs into families.
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These generalizations, produced by replicating nodes in a basic motif structure, were shown to preserve the dynamical function of the motifs on which they are based. Benson et al. presented a framework to identify clusters of network motifs that help reveal organizational patterns within complex systems. Gorochowski et al. attempted to discover the nature of intrinsic aggregation among smaller (such as three-node) motifs that constitute larger substructures. How the nature of connectivity between motifs impacts information dissemination (by means of diffusion as defined in Sec. 2.2.2) in the network continues to be explored.

There exist 13 possible three-node motifs (or non-isomorphic connected directed triads); out of these the feed forward loop (FFL) motif (defined below and depicted in Fig. 1) is not only observed abundantly in the TRNs of both E. coli and S. cerevisiae outnumbering the other three-node cyclic triangle called feedback loop (see Appendix A of Supplementary Materials), but it is also a well-studied complex network motif. For instance, Abdelzaher et al. introduced a motif-based preferential attachment technique that yields network topologies that compare well with the E. coli TRN in terms of abundance of FFLs. Furthermore, they showed that FFL abundance in TRNs is correlated with low average shortest path length and high clustering coefficients. In an attempt to study the role of motifs in signal processing, Mangan et al. showed that two FFL structure types (termed coherent and incoherent FFLs) cause sign-sensitive delay and acceleration to incoming signal. Gorochowski focused on the organization of FFLs into clusters in natural and engineered networks. Abdelzaher et al. showed that FFL abundance in TRNs is correlated with low average shortest path length and high clustering coefficients. Based on these studies, we infer that characterization of the connectivity among FFLs at a node level (i.e., based on the FFL participation of nodes) may help understand the topological and functional roles of motifs in TRN and, by extension, in any complex network.

Feed forward loop (FFL) motif consists of TF S, which regulates the second TF I (Fig. 1). S and I bind the regulatory region of the target gene T and regulate its transcription. Kashan et al. referred the three-nodes in an FFL based on their functions. Node S is the master TF, I is the intermediate regulator TF and T is called the regulated vertex. Figure 1 depicts that FFL has two distinct paths from S to T: the direct edge S → T (marked in green) and the indirect path S → I → T (marked in red).

We hypothesize that FFL motifs provide robust pathways for information propagation in TRN based on the following reasons:

1. **Robustness due to independent paths:** Two paths between a node pair are called independent if they contain no common nodes, except source and destination nodes. According to Menger's theorem on vertex connectivity, the minimum number of vertices whose removal disconnects two nodes is equal to the maximum number of pairwise vertex-independent paths between them. In other words, since the FFL motif contains two independent paths connecting nodes S and T, abundance of FFLs ensures topological robustness in TRNs by offering multiple alternative communication pathways. With this intuition, we have earlier explored the role of motifs in topological robustness of E. coli and S. cerevisiae TRNs; here we showed that FFL motifs render robustness to TRNs by creating multiple independent communication pathways, which may be utilized to design of fault-tolerant and energy-efficient dynamic communication network topologies.

2. **Least increase in shortest path length:** Consider a simple n- node directed graph. (A simple graph has no parallel edges between a vertex pair or self-loops, as formally defined in Sec. 2.1). There are two possible consequences of knocking off the direct link from any node u to w: (a) w becomes unreachable from u, or (b) the shortest path length l (where 2 ≤ l ≤ n − 1) from u to w increases, which commensurately hampers how quickly information propagates from the source to the destination node. (Note that the shortest path length problem is about finding a path between vertices in a graph such that the total sum of the edge weights is minimum. In an unweighted directed graph, it is the path with the least number of
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**Figure 1.** The directed edge (S, I) allows unidirectional information flow from node S to I; feed forward loop (FFL) motif: the source S is the master regulator, I is intermediate regulator and target T is called the regulated vertex. Given any simple n-node directed graph, if the directed link from node S to T marked in green is removed, T may often become unreachable from S, or the length of the indirect shortest path length (denoted by l) may range between 2 and n − 1. Due to the presence of an FFL, if the direct link between S and T marked in green is removed, the indirect path (via I) shown in red has length l = 2.
edges between the node pair). Figure 1 shows that the presence of FFL motif ensures that the failure of direct link between source $S$ and target $T$ causes the least possible increase in shortest path (through intermediary $I$ marked in red) length (i.e., $l = 2$)\(^{25}\). Therefore, we hypothesize that cascades of FFLs should make TRNs resilient by minimizing the increase in shortest path length due to node and link failures.

3. **FFLs as statistically significant subgraphs in TRNs**: FFL motifs have been shown to be the “building blocks”, i.e., they are over-represented subgraphs in biological networks like TRNs\(^{20,27,28}\). We used a motif detection tool, called FANMOD\(^\text{11}\) to show that some of the abundant 4-, 5- and 6-node motifs contain FFL motifs (see Appendix B of Supplementary Materials). We intuit that the information flow in TRNs can be effectively analyzed w.r.t. the FFL motifs.

**Our contributions**: So far we highlight the following specific unanswered questions pertaining to motifs: (a) what is their role in information propagation in TRNs and (b) how are they organized as building blocks leading to the formation of the TRN topology? We seek answers to these questions through experiments considering TRN nodes, called *motif central nodes*, with high FFL motif participation. We formally define three types of motif central nodes (i.e., roles A, B and C) and study their impact on the topological and functional property in TRN using existing network science as well as biological metrics. Specifically, with regard to *information dissemination* (defined in Sec. 2.2.2), we employ graph centrality and epidemiological models to analyze the extent to which motif central nodes participate in information diffusion, and quantify *fault-tolerance* (defined in Sec. 2.2.3) by studying the effect that removal of motif central nodes have on network efficiency. Moreover, we utilize a three tier topological characterization to gain insights into the organization of FFLs in TRNs as well as their mutual connectivity. Finally, we analyze the potential overlap between the topological role of FFLs and their functional role as *master regulators* (see Sec. 2.2.1) and in stress response, before discussing their implications in the design of protocols for routing information across communication networks as well as identification of drug targets in the field of disease biology (see Sec. 4).

**Materials and Methods**

We define the graph-theoretic notions of directed graph, degree, path and graph density in Sec. 2.1. We then analyze the TRNs in relation to the following properties: (1) topology organization w.r.t. master regulators and FFL motif centrality (Sec. 2.2.1), (2) information dissemination and communication efficiency (Sec. 2.2.2), (3) fault-tolerance (Sec. 2.2.3) and (4) functional role (Sec. 2.2.4). Figure 2 depicts how we apply network science based metrics (colored red) within the different roles or properties of FFL motifs (shown in bold black) in TRN; in the final step, we study the implications of the observables (marked green) in the design of communication network routing protocols as well as drug targets identification for disease scenarios.
**Preliminaries.** Directed graph. A graph is an ordered pair $G = (V, E)$ where $V$ is a finite, non-empty set of objects called vertices (or nodes); and $E$ is a (possibly empty) set of 2-subsets of $V$, called edges. A directed graph is a graph where edges have directions. A directed edge $(S, T) \in E$ allows unidirectional information flow from vertex $S$ to $T$ and not necessarily from $T$ to $S$ (see Fig. 1). Contrast this with an undirected graph where $(S, T)$ has no direction allowing two-way information flow between $S$ and $T$.

Degree, path and path length in directed graph. The number of edges leaving a node $u$ is termed its out-degree (denoted by $\deg^+(u)$) and number of edges entering a node is its in-degree (denoted by $\deg^-(u)$). A directed path is a sequence of vertices such that there is a directed edge pointing from each vertex to its successor in the sequence, with no repeated edges. We represent a path as $p = [u_j, u_{j+1}, \cdots, u_n]$, where $(u_i, u_{i+1}) \in E (j \leq i < n)$. A directed path is considered simple, if it has no repeated node, except the starting and ending node. The length of a simple path is calculated as the number of edges it contains. Any given node $v$ is considered to be unreachable from $u$, if there exists no directed path from $u$ to $v$ in $G$.

Graph density. It is the ratio between the number of edges and the maximum possible number of edges in a graph. For a directed graph $G(V, E)$, it is measured as:

$$D = \frac{|E|}{|V| \times (|V| - 1)}$$

An empty graph has density $D = 0$, while a complete graph, having all possible directed edge connections, has density $D = 1.0$.

Transcriptional regulatory networks. TRNs are represented as directed, signed graphs in which nodes represent genes or transcription factors (TFs) and edges correspond to the regulations of target genes by TFs. Directed edges of TRNs are assigned positive or negative signs, indicating that the TF respectively increases or decreases the rate of transcription when it binds the promoter of the gene.

Datasets. The validated and nearly complete TRNs of *Escherichia coli* (*E. coli*) and *Saccharomyces cerevisiae* (*S. cerevisiae)* were extracted from GeneNetWeaver.[4] This tool generates topologies by extracting modules based on biological interactions in *E. coli* and *S. cerevisiae*. *Homo sapiens* (human) and *Mus musculus* (mouse) TRNs were obtained from the TRRUST database; these two TRNs catalogue the partially known validated interactions between TFs and genes in these organisms. The orders, sizes and graph densities (showing the sparse nature) of the four TRN topologies considered are summarized in Table 1. Note that the complete information of the sign (i.e. up or down regulation) and magnitude of influence of TFs on their target genes (measured in terms of their expression values and corresponding rate constants) is not available in all these datasets. Therefore, in this paper we consider TRNs as unweighted, unsigned and directed graphs.

**Approach and metrics.** We study the role of FFL motifs in TRNs from four different standpoints, namely, topological organization of TRNs with respect to FFLs, communication efficiency, fault-tolerance and functional role. We specifically define (and depict in Fig. 2) each of these four properties of FFLs in TRN and the associated metrics that quantify them.

**Topological organization.** We analyze the topological structure of TRNs with respect to FFL motifs to identify their logical communication architecture, comprising individual FFL units. To this end, we employ two node-level measures: (1) a characterization of TRN nodes into three tiers based on degree distribution and (2) participation of TRN nodes in FFLs. Based on these metrics, we analyze the distribution and organization of FFL motifs as well as the connectivity and distance among them within the TRN topology.

1. **Three tier topology:** It is the logical characterization of each TRN node into one of three tiers based on its in- and out-degree (as depicted in Fig. 3(a)) as follows:

   - **Tier 1** ($T_1$) consists of the set of nodes with only out-degree edges (i.e., $\{u \in V: \deg^-(u) = 0\}$). These nodes constitute approximately 5% of the total TRN nodes and are TFs.
   - **Tier 2** ($T_2$) consists of the set of nodes with non-zero in and out-degree edges (i.e., $\{u \in V: \deg^-(u) > 0$ and $\deg^+(u) > 0\}$). These nodes also constitute approximately 5% of the total TRN nodes and are also TFs.

| TRN type | E. coli | S. cerevisiae | Human | Mouse |
|----------|---------|---------------|-------|-------|
| No. of nodes | 1565 | 4441 | 2862 | 2456 |
| No. of edges | 3758 | 12873 | 8427 | 6490 |
| D | 0.00150 | 0.00065 | 0.00102 | 0.00107 |

Table 1. TRN graphs and corresponding graph densities ($D$).
The $T_i$ nodes are called non-hubs and the high out-degree nodes in $T_i$ and $T_{i+1}$ are called hubs; many of these hubs are master regulators (MRs), which control the expression of several other TFs and genes. The high connectivity of these MRs allow them to participate in many FFL and FBL motifs and are studied to identify biomarkers for specific disease conditions, as discussed in Sec. 2.2.4. Note that considerable effort has already gone into the analysis of the hierarchical structure of TRNs. Gerstein et al. studied the network interactions of different TFs and mRNAs in humans on the basis of properties such as hubs vs. non-hubs, connectivity, motifs, etc. Similarly, Bhardwaj et al. employed breadth-first search (BFS) to form a hierarchy of TFs based on regulating-regulated TF relationships to identify the master regulators in E. coli and S. cerevisiae TRNs. Finally, the five-level hierarchy of TFs and operons in E. coli proposed by Ma et al. is the closest to our proposed three tier topology, which was simply intended to capture how hub nodes are responsible for the network connectivity as well as the unidirectional information flow from the hubs to the non-hubs of TRN.

2. **FFL motif centrality**: It is a measure of the number of FFL motifs a node participates in. We subsequently formalize this notion (in Eq. 3) in terms of an indicator variable $M$, which defines the existence of a FFL motif between any ordered triplet of nodes $u, v, w \in V$ based on the presence of edges $(u, v), (v, w), (u, w) \in E$, as follows:

$$M(u, v, w) = \begin{cases} 1, & \text{if } (u, v), (v, w), (u, w) \in E \\ 0, & \text{otherwise} \end{cases}$$

(2)

For instance, in Fig. 3(b), $M(1, 3, 2) = 1$, whereas $M(1, 3, 4) = 0$. Roles of nodes in motif centrality: Recall from our discussion in Sec. 1 that if $M(u, v, w) = 1$, $u$ is the master regulator, $v$ is the intermediate regulator and $w$ is the regulated entity. Koschützki coined the names roles A, B and C to the three respective nodes participating in a FFL motif. Specifically, for any given node $u$,

- **role A motif centrality** is the number of FFLs where node $u$ is the master TF, i.e., $\delta_A(u) = |\{M(u, v, w) : u, v, w \in V\}|$
- **role B motif centrality** is the number of FFLs where $u$ is the intermediate regulator TF, i.e., $\delta_B(u) = |\{M(v, u, w) : u, v, w \in V\}|$
- **Role C motif centrality** is the number of FFLs where $u$ is the regulated node, i.e., $\delta_C(u) = |\{M(v, w, u) : u, v, w \in V\}|$

Finally, the **FFL motif centrality** of any node $u \in V$ is calculated as:

$$\delta(u) = \delta_A(u) + \delta_B(u) + \delta_C(u).$$

(3)

For example, in FFL motif $(1, 4, 2)$ of Fig. 3(b), nodes 1, 4 and 2, marked magenta, green and blue, respectively, play roles $A$, $B$ and $C$; similarly, in the adjoining FFL $(1, 3, 2)$ nodes 1, 3 and 2 play roles $A$, $B$ and $C$. For node 1, $\delta_A = 2$, $\delta_B = 0$ and $\delta_C = 0$, respectively. Thus, by Eq. 3, $\delta(1) = 2$ indicates that node 1 participates in 2 FFLs. Direct link motif centrality list: For any edge $(u, w)$, direct link motif centrality list is defined as the list of nodes $v_i$ such that $v_i$ is the intermediate regulator in a FFL motif where $u$ and $w$ are direct regulators and regulated nodes.
Communication efficiency. Dissemination of information in a network follows diffusion wherein a node in possession of information transfers it to other nodes across its outgoing edges\(^4\). The process of information dissemination is similar to the flow of fluid in a network of pipes, which takes place simultaneously along multiple ‘fronts’ and not towards a specific destination\(^4\). Communication efficiency is a measure of how rapidly a node/motif can disseminate information to as many number of nodes in the network as possible. Specifically, we measure the communication efficiency rendered by FFL motifs in TRNs (1) in terms of the number of directed paths created as a result of the direct link and indirect path present in each FFL and (2) using the Susceptible-Infected-Recovered (SIR) epidemic model to gauge the diffusion of information (in terms of infection in epidemiology, or simply protein/mRNA molecules in signalling or regulatory networks) across each TRN over time when FFL motifs are activated as initial carriers of the infection. Note that the use of the SIR epidemic model is a common practice in studies on information spread in social networks\(^46\) and biological networks\(^47\). We also use centrality metrics such as closeness, betweenness and degree centralities to corroborate our findings on information spreading potential of FFL motifs. Refer to\(^48\) for details on these centrality measures.

1. Path enumeration: We utilize the notion of direct link motif centrality (discussed under FFL motif centrality in Sec. 2.2.1) to propose a simple heuristic to understand the extent to which the direct and indirect links of FFL motifs (discussed in details in Sec. 1) are responsible for creating simple paths from tier 1 to tier 3 nodes in TRN. The details of the working of the heuristic and an illustrative example has been shown in Appendix C of Supplementary Materials.

2. Spread of infection modeled using the Susceptible Infected Recovered (SIR) model: The SIR model is an epidemiological model to represent the contagion of an infectious disease in a large population. In this model, the total population is divided into three disjoint groups, namely, susceptible, infected and recovered. The infection rate (\(\beta\)) defines the probability of an infected node passing its infection to a neighboring susceptible node through diffusion, while recovery rate (\(\gamma\)) is the probability of any infected node attaining immunity from future infections.

Approach We infect a small fraction of the initial population in \(E.\ coli\), \(S.\ Cerevisiae\), human and mouse TRN and record the spread of infection (i.e., the number of infected nodes) over a period of time. We consider two distinct scenarios of infection rate \(\beta/\gamma\): (a) \(\frac{\beta}{\gamma} < 1\) and (b) \(\frac{\beta}{\gamma} > 1\). We employ the python SimPy library\(^49\) to simulate SIR epidemic on each TRN topology; each experiment has been carried out 100 times. As mentioned before, we employ three standard graph centrality measures (namely, degree, closeness and betweenness centralities) to corroborate our findings.

Fault-tolerance. Fault-tolerance of a network is its ability to maintain connectivity despite the failure of components (such as a set of nodes)\(^36\). There exists several metrics (such as algebraic connectivity, effective resistance, and average edge betweenness) to estimate fault-tolerance, also called robustness, of a network\(^33\); we quantify connectivity (or the lack of it) of TRN in terms of a widely used metric called network efficiency, which measures how effectively the network exchanges information. Specifically, network efficiency is defined as the harmonic mean of shortest path lengths between all node pairs\(^52\). It is calculated as:

\[
Z = \frac{1}{|V| \times (|V| - 1) \sum_{u,v \in V} \frac{1}{d(u,v)}}
\]

(4)

Here, \(d(u,v)\) denotes the shortest path length between nodes \(u\) and \(v\). Note that the unreachability of \(v\) from \(u\) (discussed in Sec. 2.1) is represented as \(d(u,v) = \infty\), and \(1/d(u,v) = 0\) in accordance with the concept of limits, \(\lim_{x \to \infty} \frac{1}{x} = 0\).

From the formulation in Eq. 4, one may infer that the network efficiency \(Z\) is higher if the shortest path length between any given pair of nodes \(u,v \in V\) is lower and information propagates quickly from \(u\) to \(v\). Also, note that a directed network is considered well-connected if most nodes are reachable from one another. Given that \(Z\) is low when a high number of nodes are unreachable from one another, this metric also captures the extent of network connectivity. Thus, a fault-tolerant network, which, by definition, is able to maintain connectivity despite the removal of certain nodes, exhibits a high \(Z\). In fact, network efficiency has been utilized to study disruption in information propagation in functional brain networks\(^54,55\). Here, we quantify effect of a specific set of nodes on the fault-tolerance of a network by recording the drop in \(Z\) when such nodes are knocked off.

Communication efficiency and fault-tolerance are interrelated notions, since the networks exhibiting fault-tolerance are typically the ones that maintain a steady communication efficiency despite node failures. We therefore combine the result for the two stated aspects in Sec. 3.2. It is noteworthy that our earlier works on bio-inspired networking enabled the wireless networks to mimic TRN topologies for routing data packets, demonstrating significantly high communication efficiency and fault tolerance despite the failure of random nodes and edges\(^56,58\), leading to an indirect quantification of two measures.
Functional role of motif central nodes. Given that FFL motif central nodes play a role in communication efficiency and fault-tolerance of TRNs, we explore their functional roles as per published literature. As shown in Fig. 2, we utilize the following three metrics to pinpoint the functional role of motif central nodes. The first metric, motif clustering diversity (MCD), quantifies the participation of any given node in unique FFL clusters in terms of the number of different motif clustering types (called configurations) that the node takes part in. Its value ranges between 0 and 12. Gorochowski et al. showed that several nodes exhibiting high MCD act as global regulators controlling the transcription of several genes\(^9\). The second metric is participation of a TF/gene in biological pathways, which demonstrates its role in signal transduction pathways, gene regulation and metabolism. The third metric is the \( k \) shell decomposition, which reveals whether a node lies in the core or periphery of a network. Node with high \( k \) values (i.e. nodes lying in the network cores) have been shown to be the most efficient information spreaders in the networks\(^8\). We study whether TFs with high \( k \) values are also master regulators. (The details of the calculation of the three metrics have been discussed in Appendix D of Supplementary Materials). Finally, we validate our intuition that different classes of motif central nodes serve the function of regulators (from a communication efficiency angle) and cellular stress response (from a fault tolerance perspective).

We collate our findings on the roles of FFLs (defined in Sec. 2.2.1–2.2.4) to draw inferences on the potential network and biological implications of FFLs in TRNs. We first present a hub-and-spoke representation of the TRNs comprising motif central nodes that can motivate the design of new and efficient communication network routing protocols. Furthermore, given that several high NMC TFs/genes participate in global regulation and stress response, we examine whether FFL motif centrality may be used as an independent biomarker for understanding specific disease conditions and identification of drug targets.

Results
Topological organization of TRN w.r.t FFLs. In this section, we investigate the distribution, connectivity and clustering among FFL motifs in terms of the role A, B and C motif central nodes across the tiers (introduced in Sec. 2.2.1) of *E. coli*, *S. cerevisiae*, human and mouse TRNs. To achieve this, we define high motif central nodes as nodes with total FFL motif centrality (\( \delta \)) greater than or equal to 100, although this cut-off is arbitrary, it roughly accounted for a small fraction (\( \sim 1\%–2\% \)) of the TRN nodes. In the rest of the manuscript, we utilize the abbreviation NMC to denote the total FFL motif centrality (i.e. \( \delta \) defined in Eq. 3).

Distribution and connectivity of motif central nodes. Considering the direction of edges across tiers, we infer that FFL motifs can exist in the forms (a) \( T_1 \rightarrow T_2 \rightarrow T_3, T_4 \rightarrow T_2 \rightarrow T_3 \rightarrow T_5, T_4 \rightarrow T_2 \rightarrow T_3 \rightarrow T_5 \) (as marked in Fig. 3(a) in white, green, blue and magenta colors). Figure 4(a) depicts that majority of FFL motifs exist among \( T_1 \rightarrow T_2 \rightarrow T_3 \) and \( T_4 \rightarrow T_2 \rightarrow T_3 \). Next, we classify the high NMC nodes across the three tiers to show that the majority of them belong in tier 2 (see Fig. 4(b)). (The implications of these findings are discussed in Sec. 4.1). To study the organization of the high NMC nodes, we first rank the nodes (excluding those with non-zero NMC) in the increasing order of NMC. The role A, B and C participation is calculated for two cases: (i) NMC < 100 and (ii) \( \geq 100 \). In Fig. 4(c,d), we show that, for both the mentioned cases, tier 2 nodes predominantly possess role A and B properties. Second, we show through a heat map (Fig. 5(a)) that the average shortest path length (between node pairs having NMC ≤ 25) tends to decrease as the NMC value increases; this suggests that the motif central nodes (and, by extension, the FFL motifs themselves) lie close to one another. Third, in an attempt to get further insights into the intermediary nodes connecting the high NMC nodes, we generate 10 discrete levels (\( 0.005\%\) of total TRN nodes are infected) to show the information dissemination potential of role A and B motif central nodes. For instance, in Fig. 3(b), two FFLs form a cluster by sharing two nodes. Furthermore, we estimate the average participation of 10 highest NMC nodes of tier 2 in each others’ motif clusters. Figure 5(c) shows that, on a scale of 0 to 9, the average participation of high NMC nodes is around 5 (which is considered very high in\(^9\)), suggesting that high NMC nodes often share FFL motifs. Finally, we generate subgraphs solely consisting of high NMC nodes and edges connecting them (i.e. through single hop connections). Figure 5(d) shows that particularly in mouse and human TRN, several high NMC nodes are directly connected to one another.

Clustering among motif central nodes. Given any node in a directed graph, we define its motif cluster as the subgraph consisting of the set of nodes and edges participating in FFL motifs containing that node. Gorochowski et al. showed that FFL motifs in complex networks exist in clusters, i.e., there exists a great deal of overlap in terms of shared nodes between a pair or set of FFL motifs\(^9\). For instance, in Fig. 3(b), two FFLs form a cluster by sharing two nodes. Furthermore, we estimate the average participation of 10 highest NMC nodes of tier 2 in each others’ motif clusters. Figure 5(c) shows that, on a scale of 0 to 9, the average participation of high NMC nodes is around 5 (which is considered very high in\(^9\)), suggesting that high NMC nodes often share FFL motifs. Finally, we generate subgraphs solely consisting of high NMC nodes and edges connecting them (i.e. through single hop connections). Figure 5(d) shows that particularly in mouse and human TRN, several high NMC nodes are directly connected to one another.

Communication efficiency and fault-tolerance. This experiment combines results on the effect of role A and B motif centrality on communication efficiency and fault-tolerance in *E. coli*, *S. cerevisiae*, human and mouse TRNs. We primarily employ two metrics, namely, network efficiency (\( Z \)) and infection spread using SIR epidemic model. Specifically, we observe how network efficiency is affected when 0.1%, 0.2%, ..., 0.5% of total TRN nodes are infected. Second, we use the SIR epidemic model (where 0.005% of total TRN nodes are infected) to show the information dissemination potential of role A and B motif central nodes. We compare the effect of motif central nodes on \( Z \) and epidemic spread with those of randomly chosen nodes and nodes with high out-degree (i.e. hubs). The idea is to discern whether the capacity of a node to act as an effective information spreader is a function of its high out-degree or motif centrality. To this end, we perform the following five types of node selections:
• **Role A motif central node:** Select nodes based on a likelihood proportional to their role A FFL motif centrality. The probability of selection of node $u$ with role A motif centrality $\delta_A(u)$ is given by $\frac{\delta_A(u)}{\sum v \delta_A(v)}$.

• **Role B motif central node:** Select nodes based on a likelihood proportional to their role B FFL motif centrality. The probability of selection of node $u$ with role B motif centrality $\delta_B(u)$ is given by $\frac{\delta_B(u)}{\sum v \delta_B(v)}$.

• **Total motif central node:** Select nodes based on a likelihood proportional to their total FFL motif centrality (i.e. sum total of roles A, B and C). The probability of selection of node $u$ with motif centrality $\delta(u)$ is given by $\frac{\delta(u)}{\sum v \delta(v)}$.

• **Random node:** Select randomly from the node set of each topology.

• **Hub node with low role A motif centrality:** Select nodes with high out-degree and low role A motif centrality, i.e. with likelihood proportional to ratio of node out-degree to role A motif centrality. The probability of selection of node $u$ with role A motif centrality $\delta_A(u)$ and out-degree $d_O(u)$ is given by $\frac{d_O(u)}{\delta_A(u)/\sum v \delta_A(v)}$.

Figure 6(a) shows that the failure of random and hub nodes of low role A motif centrality in human TRN causes the least dip in network efficiency, followed by role B motif central node and total motif central nodes, whereas knocking off role A motif central nodes leads to the maximum drop in network efficiency implying that these nodes play a significant role in rendering fault-tolerance to TRN topologies. Figure 6(b,c) show the plots for the mean evolution of infected individuals in human TRN for $\frac{\gamma}{\beta} < 1$ and $\frac{\beta}{\gamma} > 1$. In the first SIR epidemic scenario (i.e., $\gamma > \beta$), the spread of infection peaks and subsequently recedes when all nodes recover; in the second scenario (i.e., $\beta > \gamma$), the spread of infection increases until it plateaus. Information propagates the fastest for role A motif central nodes, followed by total and role B motif central nodes. Random node failure and hub nodes with low role A centrality have the least spread. Thus, role A motif central nodes emerge as better information spreaders than high out-degree hub nodes with low role A motif centrality. Similar results for communication efficiency and fault-tolerance were observed in mouse TRN and shown in Appendix E and F of the Supplementary Material.

**Role A motif central nodes information spreaders.** We apply the following two measures to understand why role A motif central nodes exhibit high spreading potential in Sec. 3.2: (1) Correlation study with graph centrality: We evaluate the correlation between role A NMC nodes and the centrality metrics such as degree, closeness and betweenness. For each correlation, we find the scatter plot and apply nonlinear regression to obtain best fit lines.
The plots (in Section G of Supplementary Materials) show a moderate to strong correlation between normalized role A NMC and betweeness, degree and closeness centrality, showing that role A NMC nodes are good information spreaders. (2) Correlation study with k shell decomposition: As mentioned, Kitsak et al. showed that the most efficient information spreaders are located in the inner core of the network (i.e. high k value), fairly independently of their degree59. The high correlation between role A NMC and k shell property (shown in Appendix G of Supplementary Material) evidences that role A NMC nodes belong in highly-connected neighborhoods in the core of the TRNs, making them rapid information spreaders.

Participation of FFL motifs in simple paths to show their information dissemination potential. We gauge the participation of the two paths between source S and target T of FFL motifs (refer Fig. 1) in simple paths of varying lengths in TRNs. To this end, we apply our proposed heuristic (Materials and Methods Sec. 2.2.2) with maximum considered path-length \( p_{\text{Limit}} = 3, 4, 5 \) on TRNs of \( E. \) coli, \( S. \) cerevisiae, human and mouse TRN topologies. Our evaluation shows that the path participation varies from 65% for path-length cut off 3 to over 95% for path-length cut-off 5 (Fig. 6(d)). The high path participation of FFLs (especially for path length cut-off of 5) suggests that the direct and indirect links of FFL motifs create the majority of the simple paths (defined in Sec. 2.1), thereby taking part in bulk of the information flow.

Functional properties of motif central nodes. For each of the four TRN topologies, we first rank the top 10 high NMC nodes in tier 2 that do not feature in the list of top 10 high degree nodes. We then analyze their functional properties in light of their role A and B centralities. We do not include role C because they are more indicative of regulated rather than regulating entities (see Sec. 2.2.1). We take into account another metric, the motif clustering diversity (MCD) (see Sec. 2.2.4), which warrants the role of a node as a global regulator.

Motif clustering diversity (MCD) and k shell decomposition. Gorochowski et al. argued that although some high NMC nodes within a FFL motif cluster may possess high connectivity, their interactions are often restricted to within the motif cluster, making them unlikely to play a broader role in coordination of many functions across the system. However, since high MCD nodes, by definition, span several motif cluster types, they play a key role in the overall information flow in any network. With regard to k value, nodes possessing high k value are likely candidates for efficient spreaders of information59.

We analyze the functional properties of high NMC (and low degree central) tier 2 nodes for human TRN (Table 2); note that similar experiments were also performed for \( E. \) coli, \( S. \) cerevisiae and mouse TRNs and the names and properties of their high NMC tier 2 TFs/genes are included in Appendix H of the Supplementary Materials. For each high NMC node, we report role A and B centralities, MCD values and the number of

**Figure 5.** Proximity and cluster formation of the high motif central nodes: (a) Average distance between nodes with the FFL motif centrality < 25 in human TRN, (b) Frequency of the intermediary nodes connecting high FFL motif central nodes, (c) Average participation of high motif central nodes in tier 2 in each others’ motif clusters, and (d) Large number of FFL motif central nodes are directly connected to one another.
signalling pathways (from the KEGG database) it participates in, as an indirect way of highlighting its functional role. We believe that while role A NMC closely correlates with the information dissemination potential of a node, its role in fault tolerance is better quantified by the role B motif centrality. Finally, we report some findings from published literature on the fault tolerance achieved by some of these high role B NMC nodes. Note that the biological experiments do not directly quantify information spread or fault tolerance of TRNs in terms of network level metrics like connectivity or network efficiency; hence, the evidence cited here is only an indirect measure where we focused on master regulators to signify information spread and cell susceptibility or stress response to signify fault tolerance.

Human TRN. Functional properties of high NMC nodes in human TRN demonstrate both role A and role B properties (Table 2) in similar proportions. Most of these high NMC (and low degree central) nodes exhibit high MCD values and hence act as master regulators. Also note that the high MCD of the high NMC nodes corroborate the clustering tendency of FFLs we demonstrate in Sec. 3.1.2. Since signalling pathways in human TRN are

| TF/Gene | Roles A | Roles B | MCD | KEGG Pathways | k value |
|---------|--------|--------|-----|--------------|--------|
| ESR1    | 248    | 245    | 12  | 8            | 11     |
| HIF1A   | 130    | 208    | 12  | 11           | 11     |
| FOS     | 98     | 161    | 12  | 42           | 11     |
| HDAC1   | 182    | 103    | 12  | 14           | 11     |
| BRCA1   | 86     | 144    | 12  | 7            | 11     |
| EGR1    | 105    | 163    | 12  | 7            | 11     |
| STAT1   | 86     | 108    | 12  | 26           | 11     |
| GATA1   | 82     | 94     | 11  | 0            | 9      |
| RB1     | 88     | 73     | 12  | 89           | 11     |
| GATA3   | 67     | 83     | 12  | 5            | 10     |

Table 2. Functional properties of high motif central nodes in human TRN.
better documented in KEGG, we found better evidence of large signalling pathway involvement for these nodes barring some cases such as GATA1. In the following, we report the involvement of seven of these nodes in fault tolerance from published literature as a means for biological validation. Again, we also document the \( k \)-shell values of the TFs/genes. We observe that majority of the nodes reported in Table 2 possess the highest \( k \) value (equal to 1), while GATA1 and GATA3 have \( k \) values equal to 9 and 10, respectively.

- ESR1 serves as a key TF in regulating CYP3A4, a drug metabolizing enzymes in liver\(^{61}\) and its disruption in male rats leads to the change in expression of genes regulating hepatic lipid and carbohydrate metabolism\(^{62}\). Moreover, knockout of ESR1 alters the development of stress-related responses as well as psychomotor responses in male and female mice\(^{63}\).
- HIFs serve as master regulators of stemness properties and altered metabolism of cancer and metastasis-initiating cells. Activated HIFs lead to the expression of gene products that are responsible for self-renewal, survival, energy metabolism, invasion and metastases of cancer cells, angiogenic switch and treatment resistance\(^{64}\). In another work, HIF1 activation has been shown to be related with a variety of tumors and oncogenic pathways\(^{65}\), while its deletion increases susceptibility of beta cells to viral infections and toxins, thereby enhancing the occurrence of autoimmune diabetes in mice\(^{66}\).
- c-Fos regulates cell proliferation and differentiation and its deregulation has been shown to cause oncogenic progression. Moreover, 40% of c-fos \(-/-\) mouse embryos survive until birth, which exhibit an average lifetime of 6–7 months, growth retardation, severe osteopetrosis, delayed or absent gametogenesis and altered haematopoiesis\(^{67}\).
- HDAC inhibitors play a part in proliferation, apoptosis and inflammation. Specifically, HDAC1 and HDAC2 regulate intestinal inflammatory response in mice through intestinal epithelial cell proliferation and differentiation\(^{68}\); they are also master regulators in epidermal development as they cause homogeneous expression of both proteins in epidermal nuclei\(^{69}\). There is reduced expression of HDAC5 in stress-susceptible mice leading to deficiency in cognitive capabilities\(^{70}\). Studies report high HDAC1 levels in blood samples from human patients experiencing early life stress and schizophrenia\(^{71}\).
- BRCA1 is a master regulator of heart function and its loss in mice causes deterioration in cardiac remodelling, ventricular function and higher mortality in response to stress\(^{72}\). Additionally, it is associated with the transcription of several genes in the anti-oxidant response pathway resulting in regulation of oxidative stress\(^{73}\). BRCA1 maintains genomic stability by regulating gene expression, chromatin remodeling, DNA repair, etc\(^{74}\). Consequently, BRCA1-deficient embryos are reported to be more vulnerable to ethanol-initiated DNA damage and embryopathies\(^{75}\).
- EGR1 is a master regulator in several biological processes, regulating tumor suppressor genes and inhibiting growth of several human cancer types\(^{76}\). EGR1 is also a stress response gene, that affects inflammation and tissue repair. Knockout experiments on mice show that hepatocyte EGR1 helps maintain hepatic insulin response, and as a result, the loss of EGR1 in hepatocytes can contribute to liver steatosis leading to non-alcoholic fatty liver disease development\(^{77}\).
- STAT1 has been shown to be a master regulator of Pancreatic \(\beta\)-Cell Apoptosis and Islet Inflammation; it regulates gene networks linked with cell cycle, signal transduction, apoptosis, endoplasmic reticulum stress, and inflammation in \(\beta\)-cells\(^{78}\). Also, STAT1 \(-/-\) mice showed a marked increase in PGC1 \(\alpha\) – a master regulator of mitochondrial biogenesis\(^{79}\). In another experiment, STAT1 knockout mice exhibited high vulnerability pulmonary mycobacterial infection\(^{80}\). In studies pertaining to role of STAT1 in stress response, STAT1 and STAT5 showed complementary effects; while STAT1 activation by hypoxia-reperfusion injury activates cell death pathways, STAT5 activation leads to cell survival pathways\(^{81}\).
- GATA1 is a master regulator of hematopoiesis responsible for transcription of genes encoding the essential autophagy component microtubule-associated protein\(^{82,83}\). Studies on GATA1 knockout mice show GATA1 to be the key regulator for erythropoiesis, regulating gene expression associated with erythroleukemia cells and normal erythroid progenitors\(^{84,85}\).
- RB is a master regulator of the cell cycle, which plays the role of tumor suppressor with important chromatin regulatory functions that affect genomic stability\(^{86}\). Rb knockout mice were lacking in the organization of osteoblast layers\(^{87}\). Studies on RB w.r.t. oxidative stress showed that RB is responsible for the regulation of stromal microenvironment\(^{88}\).
- GATA3 is a master regulator and a well-studied drug target for ovarian carcinoma\(^{89}\). Conditional knockout studies show GATA-3 to be crucial for optimal T-helper type 2 (Th2) cytokine production that contribute towards the mediation of allergic and asthmatic disease\(^{90}\), while GATA3 also takes part in mediation of survival signals in osteoblasts\(^{91}\).

We report a literature review on the role of the 10 high NMC tier 2 nodes in global regulation, stress response and the effect of their knockout on the normal function of an organism. Although we report the 10 TFs/genes in the context of human TRNs, in most cases their roles have only been confirmed in mouse in the published literature. Clearly their functional properties in humans should be investigated in the future. TFs such as ESR1, HDAC, BRCA1, EGR1, STAT1 and RB play dual roles of master regulation as well as stress response which may indirectly explain their high role \( A \) and \( B \) values in Table 2. Recall from the discussion in Sec. 2.2.1, roles \( A \) and \( B \) and \( C \) centralities are distinct, i.e., the same node cannot play both roles \( A \) and \( B \) in the same FFL. Clearly, the TFs playing the combined role of master regulation and stress response are controlling gene expression through different pathways in the TRN. These observations raise the interesting question on whether the analysis of FFL motif centrality can lend epigenetic insights leading to the identification of potential drug targets for specific disease conditions.
The novelty of this manuscript in terms of method firstly lies in pinpointing the organization or connectivity among individual FFL motifs in TRNs in light of a node level measure called FFL motif centrality and its different roles (i.e., role A, B and C). The other notable contribution with regard to method is the elucidation of the topological and functional properties of role A and B motif central nodes in TRN by means of standard network science based metrics (such as network efficiency, path enumeration, epidemic spread, motif clustering diversity, k shell decomposition, etc.) and biological metrics (biological pathways, master regulation and stress response). In the remaining manuscript, we propose a hub-and-spoke architecture to reconstruct the TRNs solely with tier 2 FFL motif central nodes. We intuit that this proposed architecture can be generalized to analyze the information spread and fault-tolerance of any complex network topology; then we present the future biological implications of high NMC TRN nodes in the context of identification of biomarkers and drug targets for specific disease conditions.

**Network implication.** We re-conceptualize the TRN topology in terms of the motif centrality of nodes. Specifically, we analyze the implications of the organization of high NMC nodes on the information dissemination in TRN. To this end, we construct a new architecture, wherein we focus on the high NMC nodes in tier 2 in the three tier TRN topology (discussed in Sec. 3.1 and depicted in Fig 7(a)). The reason behind investigating tier 2 is that it contains the highest NMC nodes (as shown in Fig. 4(b) as well as in Table 3). Figure 7(b) shows the schematic of the proposed hub-and-spoke TRN architecture, where there exists a few high NMC nodes (colored blue) that form cliques among themselves, while the other type of high NMC nodes (colored green) are connected to some (but not all) blue nodes. We infer that both the green and blue nodes are connected through bidirectional edges leading to full duplex data flow. There exists a third node type (colored yellow) that serve as intermediaries between blue nodes. Thus, the spokes consist of the nodes in tiers 1 and 3 lying at the periphery of the network, while the high NMC tier 2 nodes form a hierarchical hub architecture that receive information from the tier 1 and forward them to tier 3. The high k shell values of the high NMC in tier 2 (reported in Tables 1 and 2) yield further evidence that such nodes form the TRN core. Note that the new architecture differs from a typical hub-and-spoke architecture, where the hubs are the high degree nodes; however, the high NMC tier 2 nodes, forming the hub, are not necessarily the degree central nodes. For ease of understanding, we term such high NMC tier 2 nodes motif hubs. (Refer to the actual layout of tier 2 in human TRN in Appendix I of the Supplementary Material).

Just like in any hub-and-spoke architecture, the bulk of the TRN nodes (residing in tiers 1 and 3) communicate with the motif hubs. This minimizes the number of links, making the TRNs extremely sparse (i.e. having extremely low graph density D) as shown in Table 1. The motif hubs colored blue demonstrate particularly high role A property, acting as the information spreaders in the network. The green nodes provide fault tolerance against the failure of the blue nodes. The green nodes typically have lower degree than the blue nodes and provide a cost versus information spread trade-off, playing a crucial role only when the network is under stress. Finally, the yellow nodes provide edge level fault tolerance; these nodes generally exhibit a high role B property and activate the indirect paths of the FFL when the direct paths are congested or error prone.

From an engineered network perspective, such a hierarchical hub-and-spoke design motivates several directions in constructing efficient networking protocols. For any efficient dynamic routing protocols, let us consider two networking scenarios. Under normal conditions, the next hop neighbor can be chosen as a function of high residual energy, shortest path length to the destination or high role A property. However, under stress, a combination of residual energy, shortest path length, role A and role B properties can collectively be used to determine the next hop neighbor to guard against both node and edge failures.

| TRN type | E. coli | S. cerevisiae | Human | Mouse |
|----------|---------|---------------|-------|-------|
| Tier 1   | 2.3     | 15.6          | 0.5   | 0.3   |
| Tier 2   | 27.7    | 63.3          | 30.0  | 13.6  |
| Tier 3   | 1.2     | 0.9           | 2.2   | 1.0   |

Table 3. Average node motif centrality of TRN nodes in each tier.

**Figure 7.** Organization of TRN nodes: (a) three tier topological characterization, and (b) Hub-and-spoke TRN architecture.
In Sec. 3.3, we show the nodes having high role A and B motif centrality, such as HIFs, HDAC, BRCA1, EGR1, STAT1, GATA1 and GATA3, and also report their functions as master regulators in liver function, cell proliferation, tumor suppression and genomic stability, etc. as well as stress response. At present, a popular tool to ascertain the function of any gene is to perform knockout experiments which causes phenotypic variability in cells through inhibition of specific genes [38]. Knockout experiments, showing the role of P450 in offsetting carcinogenic effects of chemicals [39] or that of TAP73 knockout in genomic stability [40], suggest that knockouts may be employed to identify genes regulating important cell functions and help with cell stability before developing therapeutics to target the specific gene products [41]. However, it has been shown that effectiveness of knockout targets are challenged by a variety of factors such as genetic backgrounds and culturing conditions [42].

Keeping in mind the complexities in knockout experiments, we hypothesize that the connection between the FFL centrality of a TF/gene and its topological and functional role in TRNs warrants further investigation and can be used to identify biomarkers and drug targets for specific diseases [43-45].

Received: 29 April 2019; Accepted: 22 May 2020;
Published online: 15 June 2020

References
1. Blass, A. & Dynlacht, B. Constructing transcriptional regulatory networks. Genes & development. 19, 1499–1511 (2005).
2. Lee, T. et al. Transcriptional regulatory networks in Saccharomyces cerevisiae. Science. 296, 799–804 (2002).
3. Bergenholtm, D., Liu, G., Holland, P. & Nielsen, J. Reconstruction of a Global Transcriptional Regulatory Network for Control of Lipid Metabolism in Yeast by Using Chromatin Immunoprecipitation with Lambda Exonuclease Digestion. Mysystems. 3(4), e00215–17 (2018).
4. Shen-orr, S., Milio, R., Mangan, S. & Alon, U. Network motifs in the transcriptional regulation network of Escherichia coli. Nature Genetics. 31(1), 64 (2002).
5. Elhesha, R., Kahveci, T. & Baiser, B. Motif centrality in food web networks. Journal Of Complex Networks. 5(4), 641–664 (2017).
6. Alon, U. An introduction to systems biology: design principles of biological circuits. Chapman and Hall/CRC (2006).
7. Milo, R. et al. Network motifs: simple building blocks of complex networks. Science. 298(5594), 824–827 (2002).
8. Kovanen, L., Kaski, K., Kertész, J. & Saramäki, J. Temporal motifs reveal homophily, gender-specific patterns, and group talk in call sequences. Proceedings Of The National Academy Of Sciences. 110(45), 18070–18075 (2013).
9. Musial, K., Juszczyszyn, K., Gabrys, B. & Kazienko, P. Patterns of interactions in complex social networks based on coloured motifs analysis. International Conference on Neural Information Processing (Springer). 607–614 (2008).
10. Wang, T., Peng, J., Wang, Y. & Chen, J. Identifying Representative Network Motifs for Inferring Higher-order Structure of Biological Networks. 2018 IEEE International Conference on Bioinformatics and Biomedicine (BIBM). 149–156 (2018).
11. Wernicke, S. & Rasche, F. FANMOD: a tool for fast network motif detection. Bioinformatics. 22(9), 1152–1153 (2006).
12. Schreiber, F. & Schwöbbermeyer, H. MAVisto: a tool for the exploration of network motifs. Bioinformatics. 21(17), 3572–3574 (2005).
13. Alon, U. Network motifs: theory and experimental approaches. Nature Reviews Genetics. 8(6), 450 (2007).
14. Mangan, S. & Alon, U. Structure and function of the feed-forward loop network motif. Proceedings Of The National Academy Of Sciences. 100(21), 11980–11985 (2003).
15. Abdelzaher, A., Al-musawi, A., Ghosh, P., Mayo, M. & Perkins, E. Transcriptional network growing models using motif-based preferential attachment. Frontiers In Bioengineering And Biotechnology. 3(157), 157 (2015).
16. Kosiyaki, C., Mamoilus, N., Pitoura, E. & Tsapas, P. Flow Motifs in Interaction Networks. Arxiv Preprint Arxiv:1810.08408.
17. Märtens, M., Meier, J. A., Tewarie, P. & Vanniehg, P. Brain network clustering with information flow motifs. Applied Network Science. 2(11), 25 (2017).
18. Kishatn, N., Itzkovitz, S., Milo, R. & Alon, U. Topological generalizations of network motifs. Physical Review E. 70(3), 031909 (2004).
19. Bensos, A., Gleich, D. & Leskovec, J. Higher-order organization of complex networks. Science. 353(6295), 163–166 (2016).
20. Gorochowski, T., Grierson, C. & Dibernardo, M. Organization of feed-forward loop motifs reveals architectural principles in natural and engineered networks. Science Advances. 4(3), eaap9751 (2018).
21. Winkler, M. & Reichardt, J. Node-specific triad pattern mining for complex-network analysis. 2014 IEEE International Conference on Data Mining Workshop. 605–612 (2014).
22. Mayo, M., Abdelzaher, A., Perkins, E. & Ghosh, P. Motif participation by genes in E. coli transcriptional networks. Frontiers In Physiology. 3(357), 357 (2012).
23. Abdelzaher, A., Mayo, M., Perkins, E. & Ghosh, P. Contribution of canonical feed-forward loop motifs on the fault-tolerance and information transport efficiency of transcriptional regulatory networks. Nano Communication Networks. 6(3), 133–144 (2015).
24. Newman, M. Networks. An Introduction (Oxford university press, 2018).
25. Roy, S., Raj, M., Ghosh, P. & Das, S. Role of motifs in topological robustness of gene regulatory networks. 2017 IEEE International Conference on Communications (ICC). 1–6 (2017).
26. Shah, V. K., Roy, S., Silvestri, S. & Das, S. Bio-DRN: Robust and Energy-efficient Bio-inspired Disaster Response Networks. 2017 IEEE Mobile Ad hoc and Smart Systems (MASS). (2019).
27. Latora, V., Nicosia, V. & Russo, G. Complex networks: principles, methods and applications. Cambridge University Press. (2017).
28. Ahnert, S. & Fink, T. M. A. Form and function in gene regulatory networks: the structure of network motifs determines fundamental properties of their dynamical state space. Journal Of The Royal Society Interface. 13, 120 (2016).
29. Newman, M. The structure and function of complex networks. SIAM Review. 45, 167–256 (2003).
30. Sprinton, A. Network coding and its applications in communication networks. Algorithms For Next Generation Networks. Springer. 343–372 (2010).
31. Sorrells, T. & Johnson, A. Making sense of transcription networks. Cell. 161(4), 714–723 (2015).
32. Ud-Dean, S., Hesse, S., Klami, S. & Gunawan, R. Trafce: Ensemble inference of gene regulatory networks from gene knock-out experiments. BMC bioinformatics. 17(1), 252 (2016).
33. Yip, K., Alexander, R., Yan, K. & Gerstein, M. Improved reconstruction of in silico gene regulatory networks by integrating knockout and perturbation data. Plos one. 5(1) (2010).
34. Schaffer, T., Marbach, D. & Floreano, D. GeneNetWeaver: in silico benchmark generation and performance profiling of network inference methods. Bioinformatics. 27(16), 2263–2270 (2011).
35. Han, H. et al. TRUST v2: an expanded reference database of human and mouse transcriptional regulatory interactions. Nucleic Acids Research. 46(D1), D380–D386 (2017).
36. Roy, S., Shah, V. & Das, S. Characterization of e. coli gene regulatory network and its topological enhancement by edge rewiring. Proceedings of the 9th EAI International Conference on Bio-inspired Information and Communication Technologies (2015).

37. Roy, S., Shah, V. & Das, S. Design of Robust and Efficient Topology using Enhanced Gene Regulatory Networks. IEEE Transactions On Molecular, Biological And Multi-scale Communications. 4(2), 73–87 (2019).

38. Roy, S. & Das, S. A Bio-Inspired Approach to Design Robust and Energy-Efficient Communication Network Topologies. 2019 IEEE International Conference on Pervasive Computing and Communications Workshops (PerCom Workshops). 449–450 (2019).

39. Sikdar, S. & Datta, S. A novel statistical approach for identification of the master regulator transcription factor. BMC Bioinformatics. 18(1), 79 (2017).

40. Hernández-Lemus, E., Baca-López, K., Lemus, R. & García-Herrera, R. The role of master regulators in gene regulatory networks. Papers in Physics. 7, 070011 (2015).

41. Gerstein, M. et al. Architecture of the human regulatory network derived from ENCODE data. Nature. 489(7414), 91 (2012).

42. Bhadravat, N., Kim, F. & Gerstein, M. Rewiring of transcriptional regulatory networks: hierarchy, rather than connectivity, better reflects the importance of regulators. Sci. Signal. 3(146), ra97-ra97 (2010).

43. Ma, H., Buer, J. & Zeng, A. Hierarchical structure and modules in the Escherichia coli transcriptional regulatory network revealed by a new top-down approach. BMC Bioinformatics. 5(1), 199 (2004).

44. Koschützki, D., Schwobbermeyer, H. & Schreiber, F. Ranking of network elements based on functional substructures. Journal of theoretical biology. 248(3), 471–479 (2007).

45. Latora, V. & Marchiori, M. A measure of centrality based on network efficiency. New Journal of Physics. 9(6), 188 (2007).

46. Zhang, Z., Wang, H., Wang, C. & Fang, H. Modeling epidemics spreading on social contact networks. IEEE transactions on emerging topics in computing. 3(3), 410–419 (2015).

47. Zheng, Y. et al. Local vulnerability and global connectivity jointly shape neurodegenerative disease propagation. bioRxiv., 449199 (2019).

48. Borgatti, S. & Everett, M. A graph-theoretic perspective on centrality. Social Networks. 28(4), 466–484 (2006).

49. Meurer, A. et al. SymPy: symbolic computing in Python. PeerJ Computer Science.

50. Palmer, C., Siganos, G., Faloutsos, M., Faloutsos, C. & Gibbons, P. The connectivity and fault-tolerance of the Internet topology. Workshop on Network Related Data Management (NRDM 2001), Santa Barbara, CA.

51. Yang, X. et al. The rationality of four metrics of network robustness: a viewpoint of robust growth of generalized meshes. Plos One. 11(8), e0161077 (2016).

52. Conso, J. et al. Exploring the morphospace of communication efficiency in complex networks. Plos One. 8(3), e58070 (2013).

53. Boccaletti, S., Latora, V., Moreno, Y., Chavez, M. & Hwang, D. Complex networks: Structure and dynamics. Physics Reports. 424(4–5), 175–308 (2006).

54. Ma, X. et al. Enhanced network efficiency of functional brain networks in primary insomnia patients. Frontiers in psychiatry. 9, 46 (2018).

55. Wang, Y., Zhao, Y., Nie, H., Liu, C. & Chen, J. Disrupted brain network efficiency and decreased functional connectivity in multi-sensory modality regions in male patients with alcohol use disorder. Frontiers in human neuroscience. 12, 513 (2018).

56. Kamapantula, B. et al. Leveraging the robustness of genetic networks: a case study on bio-inspired wireless sensor network topologies. Journal Of Ambient Intelligence And Humanized Computing. 5(3), 323–339 (2014).

57. Nazii, A., Raj, M., Di Francesco, M., Ghosh, P. & Das, S. Deployment of robust wireless sensor networks using gene regulatory networks: An isomorphism-based approach. Pervasive And Mobile Computing. 13, 246–257 (2014).

58. Nazii, A., Raj, M., Di Francesco, M., Ghosh, P. & Das, S. Efficient Communications in Wireless Sensor Networks Based on Biological Robustness. International Conference On Distributed In Computing In Sensor Systems (dcss). pp. 161–168 (2016).

59. Kitsak, M. et al. Identification of influential spreaders in complex networks. Nature Physics. 6(11), 888 (2010).

60. Kanelisa, M. KEGG: Kyoto Encyclopaedia of Genes and Genomes. Nucleic Acids Res. 28(1), 27–30 (2000).

61. Wang, D., Lu, R., Rempala, G. & Sadee, W. Ligand-Free Estrogen Receptor α (ERα) as Master Regulator for the Expression of CYP3A4 and Other Cytochrome P450 Enzymes in the Human Liver. Molecular pharmacology. 96(4), 430–440 (2019).

62. Khrisiti, V. et al. Disruption of ERα alters the expression of genes regulating hepatic lipid and carbohydrate metabolism in male rats. Molecular and cellular endocrinology. 490, 47–56 (2019).

63. Georgiou, P., Zanos, P., Jenne, C. & Gould, T. Sex-specific involvement of estrogen receptors in behavioral responses to stress and psychomotor activation. Frontiers in Psychiatry. 10 (2019).

64. Mimeault, M. & Batra, S. Hypoxia-inducing factors as master regulators of stemness properties and altered metabolism of cancer and metastasis-initiating cells. Journal of cellular and molecular medicine. 17, 30–54 (2013).

65. Lee, J., Bae, S., Jeong, J., Kim, S. & Kim, K. Hypoxia-inducible factor (HIF-1) α: its molecular stability and biological functions. Experimental & molecular medicine. 36(1), 1–12 (2004).

66. Lalwani, A. et al. β Cell Hypoxia-Inducible Factor-1α Is Required for the Prevention of Type 1 Diabetes. Cell reports. 27(8), 2370–2384 (2019).

67. Velázquez, F., Caputto, R. & Bousin, F. C-Fos importance for brain development. Aging (Albany NY). 7(12), 1028 (2015).

68. Turgeon, N. et al. HDAC1 and HDAC2 restrain the intestinal inflammatory response by regulating intestinal epithelial cell differentiation. PloS one. 8(9) (2013).

69. LeBoeuf, M. et al. Hda1 and Hda2 act redundantly to control p63 and p53 functions in epidermal progenitor cells. PloS one. 19(6), 807–818 (2010).

70. Adler, S. & Schmauss, C. Cognitive deficits triggered by early life stress: The role of histone deacetylase 1. Neurobiology of disease. 94, 1–9 (2016).

71. Bahari-Javan, S. et al. HDAC1 links early life stress to schizophrenia-like phenotypes. Proceedings of the National Academy of Sciences. 114(23), E4686–E4694 (2017).

72. Shukla, P. et al. BRCA1 is an essential regulator of heart function and survival following myocardial infarction. Nature communications 2(1), 1–11 (2011).

73. Marks, J. et al. Refining the role of BRCA1 in combating oxidative stress. Breast Cancer Research. 15(6), 320 (2013).

74. Bhardwaj, N., Kim, F. & Gerstein, M. BRCA1 at the crossroad of multiple cellular pathways: approaches for therapeutic interventions. Molecular cancer therapeutics. 5(6), 1396–1404 (2006).

75. Shapiro, A., Müller-Pinsler, L. & Wells, P. Breast cancer 1 (BRCA1)-deficient embryos develop normally but are more susceptible to ethanol-initiated DNA damage and embryopathy. Redox biology. 7, 30–38 (2016).

76. Delguto, I. & Zorio, D. Early growth response 1 (EGR1): a gene with as many names as biological functions. Cancer biology & therapy. 8(20), 1889–1892 (2009).

77. Magee, N. & Zhang, Y. Hepatocyte Early Growth Response 1 (EGR1) Regulates Lipid Metabolism in Nonalcoholic Fatty Liver Disease. The FASEB Journal. 32(1), 670 (2018).

78. Moore, F. et al. STAT1 is a master regulator of pancreatic β-cell apoptosis and islet inflammation. Journal of Biological Chemistry. 286(2), 929–941 (2011).

79. Sider, J. et al. The signal transducer and activator of transcription 1 (STAT1) inhibits mitochondrial biogenesis in liver and fatty acid oxidation in adipocytes. PLoS One. 10(12) (2015).

80. Dudley, A., Thomas, D., Best, J. & Jenkins, A. The STAs in cell stress-type responses. Cell Communication And Signalling. 2(1), 8 (2004).
100. Yi, Y., Kang, H. & Bae, I. BRCA1 and oxidative stress.

98. Papetti, M., Wontakal, S., Stopka, T. & Skoultchi, A. Gata1 overexpression in neurons increases the expression of cell-mediated cytotoxicity-related genes. Developmental Cell. 10(10), 2193–2204 (2010).

97. Syberg, S.

96. Alper, H., Miyaoku, K. & Stephanopoulos, G. Construction of lycopene-overproducing E. coli strains by combining systematic and combinatorial gene knockout targets. Nature biotechnology. 22(19), 2677–2691 (2008).

95. Powell, D. Obesity drugs and their targets: correlation of mouse knockout phenotypes with drug effects in vivo. Obesity reviews. 7(1), 89–108 (2006).

94. Tomasini, R. et al. TAp73 knockout shows genomic instability with infertility and tumor suppressor functions. Genetics & development. 22(19), 2677–2691 (2008).

93. Gonzalez, F. & Kimura, S. Study of P450 function using gene knockout and transgenic mice. Archives of biochemistry and biophysics 409(1), 153–158 (2003).

92. Barbaric, I., Miller, G. & Dear, T. Appearances can be deceiving: phenotypes of knockout mice. Briefings in Functional Genomics and Proteomics. 6(2), 91–103 (2007).

91. Chen, R., Lin, Y. & Chou, C. GATA-3 transduces survival signals in osteoblasts through upregulation of bcl-xL gene expression. Journal of Bone and Mineral Research. 23(5), 612–616 (2008).

90. Pai, S., Truitt, M. & Ho, I. GATA-3 deficiency abrogates the development and maintenance of T helper type 2 cells. Proceedings of the National Academy of Sciences. 101(7), 1993–1998 (2004).

89. Chen, H.

88. Macleod, K. The role of the RB tumour suppressor pathway in oxidative stress responses in the haematopoietic system. Nature Reviews Cancer. 8(10), 769–781 (2008).

87. Engel, B., Cress, W. & Santiago-Cardona, P. The retinoblastoma protein: a master tumor suppressor acts as a link between cell cycle and cell adhesion. Cell health and cytoskeleton. 7(1), 1 (2015).

86. Vélez-Cruz, R. & Johnson, D. The retinoblastoma (RB) tumor suppressor: pushing back against genome instability on multiple fronts. International journal of molecular sciences. 18(8), 1776 (2017).

85. Papetti, M., Wontakal, S., Stopka, T. & Skoultchi, A. GATA1 directly regulates p21 gene expression during erythroid differentiation. Cell Cycle. 11(8), 4375–4385 (2008).

84. Barbaric, I., Dear, T. Appearances can be deceiving: phenotypes of knockout mice. Briefings in Functional Genomics and Proteomics. 6(2), 91–103 (2007).

83. Choi, K., Heo, Y. & Kang, H. Gata1 overexpression in neurons increases the expression of cell-mediated cytotoxicity-related genes. Cell Cycle. 9(10), 1972–1980 (2010).

82. Kang, Y.

81. Sugawara, I., Yamada, H. & Mizuno, S. STAT1 knockout mice are highly susceptible to pulmonary mycobacterial infection. The Tohoku journal of experimental medicine. 202(1), 41–50 (2004).

80. Kang, Y. et al. Autophagy driven by a master regulator of hematopoiesis. Molecular and cellular biology. 32(1), 226–239 (2012).

79. Choi, K., Heo, Y. & Kang, H. Gata1 overexpression in neurons increases the expression of cell-mediated cytotoxicity-related genes. Animal Cells and Systems. 20(1), 31–38 (2016).

78. Gutiérrez, L. et al. Ablation of Gata1 in adult mice results in aplastic crisis, revealing its essential role in steady-state and stress erythropoiesis. Blood. The Journal of the American Society of Hematology. 111(8), 4375–4385 (2008).

77. Syberg, S.

76. Alper, H., Miyao, K. & Stephanopoulos, G. Construction of lycopene-overproducing E. coli strains by combining systematic and combinatorial gene knockout targets. Nature biotechnology. 22(3), 153–158 (2003).

75. Syberg, S. et al. Genetic background strongly influences the bone phenotype of P2X7 receptor knockout mice. Journal of osteoporosis. 2012 (2012).

74. Papetti, M., Wontakal, S., Stopka, T. & Skoultchi, A. Gata1 overexpression in neurons increases the expression of cell-mediated cytotoxicity-related genes. Cell Cycle. 9(10), 1972–1980 (2010).

73. Guimarães-cambos, N. et al. HIF1α represses cell stress pathways to allow proliferation of hypoxic fetal cardiomyocytes. Developmental Cell. 33(5), 507–521 (2015).

72. Yi, Y., Kang, H. & Bae, I. BRCA1 and oxidative stress. Cancers. 6(2), 771–795 (2014).

71. Bonin, F. et al. GATA3 as a master regulator and therapeutic target in ovarian high-grade serous carcinoma stem cells. Nature Reviews Cancer. 8(10), 769–781 (2008).

70. Chen, H. et al. GATA3 as a master regulator of the transcriptional response to low-dose ionizing radiation in human keratinocytes. BMC Genomics. 10(1), 417 (2009).

69. Gardner, S. & Kimura, S. Study of P450 function using gene knockout and transgenic mice. Archives of biochemistry and biophysics 409(1), 153–158 (2003).

68. Tomasini, R. et al. TAp73 knockout shows genomic instability with infertility and tumor suppressor functions. Genetics & development. 22(19), 2677–2691 (2008).

67. Powell, D. Obesity drugs and their targets: correlation of mouse knockout phenotypes with drug effects in vivo. Obesity reviews. 7(1), 89–108 (2006).

66. Alper, H., Miyao, K. & Stephanopoulos, G. Construction of lycopene-overproducing E. coli strains by combining systematic and combinatorial gene knockout targets. Nature biotechnology. 22(3), 153–158 (2003).

65. Syberg, S. et al. Genetic background strongly influences the bone phenotype of P2X7 receptor knockout mice. Journal of osteoporosis. 2012 (2012).

64. Papetti, M., Wontakal, S., Stopka, T. & Skoultchi, A. Gata1 overexpression in neurons increases the expression of cell-mediated cytotoxicity-related genes. Cell Cycle. 9(10), 1972–1980 (2010).

63. Guimarães-cambos, N. et al. HIF1α represses cell stress pathways to allow proliferation of hypoxic fetal cardiomyocytes. Developmental Cell. 33(5), 507–521 (2015).

62. Yi, Y., Kang, H. & Bae, I. BRCA1 and oxidative stress. Cancers. 6(2), 771–795 (2014).

61. Bonin, F. et al. GATA3 as a master regulator of the transcriptional response to low-dose ionizing radiation in human keratinocytes. BMC Genomics. 10(1), 417 (2009).

Acknowledgements

The authors want to thank the National Science Foundation for their financial support: NSF CBET 1802588 (to P.G.), and NSF CCF-1725755 and CCF-1533918 (to S.K.D.), and CBET-1609642 (to D.B. and S.K.D.).

Author contributions

S.R. conceived of the idea presented in this paper. S.R. and P.G. developed the theory and performed the necessary experiments. D.B. and S.K.D. verified the methods and results. All authors discussed the results and contributed to the final manuscript.

Competing interests

The authors declare no competing interests.

Additional information

Supplementary information is available for this paper at https://doi.org/10.1038/s41598-020-66573-x.

Correspondence and requests for materials should be addressed to S.R.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher's note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2020