Abstract. In the interchange process on a graph $G = (V, E)$, distinguished particles are placed on the vertices of $G$ with independent Poisson clocks on the edges. When the clock of an edge rings, the two particles on the two sides of the edge interchange. In this way, a random permutation $\pi_\beta : V \to V$ is formed for any time $\beta > 0$. One of the main objects of study is the cycle structure of the random permutation and the emergence of long cycles.

We prove the existence of infinite cycles in the interchange process on $\mathbb{Z}^d$ for all dimensions $d \geq 5$ and all large $\beta$, establishing a conjecture of Bálint Tóth from 1993 in these dimensions.

In our proof, we study a self-interacting random walk called the cyclic time random walk. Using a multiscale induction we prove that it is diffusive and can be coupled with Brownian motion. One of the key ideas in the proof is establishing a local escape property which shows that the walk will quickly escape when it is entangled in its history in complicated ways.

1. Introduction

The interchange process (sometimes also called the random stirring model) is a model of random permutations obtained by composing random transposition along the edges of a graph. Given a graph $G = (V, E)$ the model is defined as follows. On each vertex of the graph there is a distinguished particle and each edge of the graph is endowed with an independent Poisson clock of rate 1. The process evolves according to the following simple rule: when an edge rings, the two particles on the two sides of the edge swap. In this way, a random permutation $\pi_\beta : V \to V$ is formed for any time $\beta > 0$.

The study of the cycle structure of the permutation $\pi_\beta$ is of great interest. This was initiated by Bálint Tóth [17] (and independently by Aizenman and Nachtergaele [2] and Powers [43]) who observed the connection between long cycles in the interchange process on $\mathbb{Z}^d$ and a phase transition in the quantum Heisenberg ferromagnet. Tóth’s conjecture is as follows.

Conjecture (Tóth 1993). Let $\pi_\beta$ be the interchange permutation on $\mathbb{Z}^d$ at time $\beta$.

(1) When $d = 2$, for all $\beta > 0$, the permutation $\pi_\beta$ contains only finite cycles almost surely.

(2) When $d \geq 3$, for all $\beta > \beta_c$, the permutation $\pi_\beta$ contains infinite cycles almost surely.

Since the work of Tóth, the cycle structure of $\pi_\beta$ has been studied extensively for various graphs. The existence of long cycles has been shown on the complete graph, trees, the hypercube, the Hamming graph and random regular graphs. However, proving similar results for $\mathbb{Z}^d$ was out of reach. In this paper we prove the existence of infinite cycles in dimensions 5 and higher.

Theorem 1. For all $d \geq 5$ and all $\beta$ sufficiently large, the permutation $\pi_\beta = \pi_\beta(\mathbb{Z}^d)$ contains infinite cycles almost surely.
In the proof we study the cyclic random walk introduced in [47]. This is the walk obtained by exposing the cycle containing the origin in \( \pi_\beta \). We use a multiscale inductive argument to show that this walk is diffusive. The method shows that for large \( \beta \), the probability that the cycle containing the origin is finite is approximately the probability that a simple random walk will return to the origin at a cyclic time \( k\beta \) with \( k \in \mathbb{N} \). That is, we show that this probability is roughly \( \beta^{-d/2} \).

1.1. Previous works.

1.1.1. The cycle structure of the interchange. It is of great interest to study the lengths of the cycles in the random permutation \( \pi_\beta = \pi_\beta(G) \) for various graphs \( G \) and in particular to prove the emergence of long cycles. This was done on the complete graph by Berestycki and Durrett [8] and later refined by Schramm [44] who proved the convergence of the cycle lengths to the Poisson Dirichlet distribution. The proof was later simplified and generalized by Berestycki [7]. Berestycki and Kozma found yet another proof of the result using representation theory [9].

The existence of infinite cycles was shown on the infinite \( d \)-regular tree with \( d \geq 5 \) by Angel [6]. This was later improved by Hammond [26] for a wider class of trees including the infinite binary tree. In a subsequent paper [27], Hammond also proved the existence of a critical time for the \( d \)-regular tree when \( d \) is sufficiently large. There are numerous other results showing the emergence of long cycles on the hypercube [34, 29], on Hamming graphs [1] and on random regular graphs [42]. Finally, Alon and Kozma [4] developed a formula for the probability of the (very rare) event that the permutation contains only one cycle in terms of the eigenvalues of the graph \( G \). This result is proved using representation theory and it holds for all finite graphs.

1.1.2. Mixing time and spectral gap. When \( G \) is the complete graph, the interchange process is the random transposition shuffle of a deck of cards. At each step one chooses two cards uniformly at random from the deck and transposes them. In one of the founding results in the theory of Markov chain mixing, Diaconis and Shahshahani [19] showed that the deck will be mixed after \( \frac{1}{2} n \log n \) random transpositions. This result is one of the first examples of the cutoff phenomenon in Markov chains and introduced the use of representation theory in the study of random walks on groups.

Since the work of Diaconis and Shahshahani, the mixing time and spectral gap of the interchange process have been studied extensively. One notable result is the proof of Aldous conjecture by Caputo, Liggett and Richthammer [14]. The conjecture (now a theorem) says that, on any graph, the spectral gap of the interchange process is equal to the spectral gap of the simple random walk on the graph. We refer the reader to the following results on the spectral gap [24, 15, 28, 32, 38, 45, 20] and the mixing time [17, 48, 3, 41, 30, 36, 49, 18, 3, 35, 29] of the interchange process on various graphs. See also [46, 11, 39, 10] for similar mixing results on different variants of the process.

1.2. Extensions and open problems.

1.2.1. The finite volume case. Consider the interchange process on the torus graph \( \Lambda_L := [1, \ldots, L]^d \). Using the methods of this paper, it is not hard to show that when \( d \geq 5 \), and \( L \to \infty \), there are polynomially long cycles in \( \pi_\beta(\Lambda_L) \) when \( \beta \) is large. However, there are much more accurate predictions for the cycle lengths in this case. Tóth conjectured that macroscopic cycles are formed in the supercritical regime when \( \beta > \beta_c \). These are cycles
with lengths proportional to the volume of the torus \( L^d \). Moreover, it is expected that the longest cycles will obey the so called Poisson-Dirichlet law. More precisely, for all \( d \geq 3 \) and all \( \beta > \beta_c \) there exists a fixed fraction \( 0 < \alpha = \alpha_{\beta} < 1 \) such that roughly \( \alpha L^d \) of the particles belong to a macroscopic cycle and roughly \( (1 - \alpha) L^d \) of the particle are in cycles of length \( O(1) \) as \( L \to \infty \). Letting \( \ell_1, \ell_2, \ldots \) be the lengths of the longest cycle in \( \pi_{\beta} \), second longest cycle and so on, it is conjectured that

\[
\left( \frac{\ell_1}{\alpha L^d}, \frac{\ell_2}{\alpha L^d}, \ldots \right) \xrightarrow{d} \text{PD}(1), \quad L \to \infty,
\]

where PD(1) is the Poisson Dirichlet distribution with parameter 1. See \([22]\) for more details and the exact definition of the Poisson Dirichlet distribution.

Such results were obtained by Schramm on the complete graph \([44]\). The proof of \([44]\) contains two parts. In the first part, it is shown that macroscopic cycles emerge at the right time. In the second part, the author uses a coupling argument to show that once long cycles are formed they quickly converge to the Poisson-Dirichlet distribution. It is possible that using a combination of the methods in this paper and in \([44]\) will allow us to obtain the Poisson-Dirichlet distribution in \( \Lambda_n \). We intend to pursue this direction in the future.

1.2.2. Other dimensions. Our proof holds in dimension \( d \geq 5 \) because of the following heuristic. A random walk in five dimension will completely avoid its past with positive probability whereas in four dimension it will intersect its past with high probability. This fact allows us to couple the walk with shorter independent walks in order to analyze its behavior.

Dimension four is in some sense critical for the property of avoiding the past. This is similar to the fact the dimension two is critical for the property of transience and recurrence. Indeed, consider the probability \( p_n \) that a simple random walk after time \( n \) avoids its history before time \( n \). That is,

\[
P_n := \mathbb{P}(\exists s \leq n - 1, \ t \geq n \text{ such that } W(s) = W(t)),
\]

where \( W \) is a simple \( d \) dimensional random walk. It is well known that \( p_n \) decays polynomially with \( n \) when \( d \leq 3 \), is bounded away from zero when \( d \geq 5 \) and decays like \( 1/\log n \) when \( d = 4 \).

In the future we hope to push our methods to dimension 4 using the fact that \( p_n \) decays so slowly to zero in this case. To this end, one has to understand better the self intersections of the walk and argue that these intersections do not change the diffusive behavior of the walk too much.

1.2.3. The existence of a critical time. A simple percolation argument shows that in any dimension \( d \geq 2 \) if \( \beta \) is sufficiently small then there are no infinite cycles in \( \pi_{\beta} \). Indeed, consider the set of edges that rang at least once up to time \( \beta \). This is a percolation with probability \( 1 - e^{-\beta} \) and therefore if \( 1 - e^{-\beta} < p_c(\mathbb{Z}^d) \) then the resulting graph contains only finite connected components. It is clear that in this case \( \pi_{\beta} \) contains only finite cycles.

We note that, unlike percolation for example, there is no simple monotonicity in this model. It might be the case that infinite cycles appear at some time and then disappear at a later time. Thus, it is still open to prove the existence of a unique phase transition for all \( d \geq 3 \). That is, to prove that there exists a critical time \( \beta_c \) such that for \( \beta < \beta_c \) there are only finite cycles and for \( \beta > \beta_c \) there are infinite cycles.

It is possible that using a combination of our methods and those of \([27]\), one can prove the existence of a phase transition when the dimension \( d \) is sufficiently large.
1.2.4. **Weakly correlated walks.** Many self-interacting random walks, such as the self avoiding walk or weakly self avoiding walk have been successfully studied using the Lace Expansion. Our inductive method seems to be quite robust in the sense that it does not use heavily the exact local interactions of the interchange process. It is natural to ask if our proof extends to any of these walks.

1.3. **Related models.**

1.3.1. **Spatial random permutations.** The interchange process on $\mathbb{Z}^d$ can be thought of as part of a wider family of models of spatial random permutations. In these models a random permutation is sampled such that $x$ and $\pi(x)$ are typically close in some underlying geometry. Two examples of such models are the Mallows measure defined in one dimension and the Euclidean random permutations model. The second model was introduced by Matsubara [37] and Feynman [23] to study the phenomenon of Bose-Einstein condensation in the ideal Bose gas. The model is defined as follows. For a given dimension $d$, time $t > 0$ and length $L > 0$, one samples $L^d$ particles in the continuous $d$-dimensional torus of side length $L$, and a permutation $\pi$ of the particles, with probability density proportional to

$$\prod_{i=1}^{L^d} \exp\left(\frac{|x_{\pi(i)} - x_i|^2}{t}\right) = \exp\left(\frac{1}{t} \sum_{i=1}^{L^d} |x_{\pi(i)} - x_i|^2\right)$$

(1.1)

where $x_i$ is the position of the $i$-th particle and where $|\cdot|$ denotes the Euclidean distance. Note that in here the particles and the permutation are sampled simultaneously with a joint density given by (1.1). The connection to the interchange in finite volume is clear. Indeed, in the interchange process any particle performs a simple continuous time walk and therefore its final position will be roughly normally distributed around its starting point with standard deviation $\sqrt{t}$. Thus, the density of the final position $\pi_t(x)$ of the particle starting at $x$ will be roughly given by the term inside the product in (1.1). Since different particles in the interchange process are somewhat independent, one may expect that a permutation sampled according to the product (1.1) will share some similarities with the interchange.

The model defined in (1.1) is in some sense integrable or exactly solvable and much more rigorous results are known. The analogue of Tóth conjecture was proved in [12] and the Poisson Dirichlet limit law is established in [13].

In the finite volume interchange process in dimensions 2, it is conjectured that for all fixed $t > 0$ there are only short and finite cycles in the permutation. However, when $t$ grows like $\log L$ (where $L$ is the side length of the box), it is expected that macroscopic cycles are starting to form. This prediction was rigorously established for the Euclidean permutations model by the first author and Peled [22]. In this paper there are similar results in dimension 1 and in the critical time in all dimensions. These results exceed the best known predictions for the interchange process and the possibility of universality is especially intriguing.

1.3.2. **The quantum Heisenberg ferromagnet.** Consider the following random permutation model on a graph $G = (V, E)$. For a permutation $\pi$ we let $C(\pi)$ denotes the number of cycles in $\pi$. Suppose that $\mu_\beta(\pi)$ is the probability to obtain the permutation $\pi : V \to V$ in the interchange process at time $\beta$. We define the new measure on permutation

$$\nu_t(\pi) := \frac{1}{Z} \cdot 2^{C(\pi)} \cdot \mu_\beta(\pi),$$

(1.2)
where \( Z \) is a normalizing constant. This is just the interchange measure on permutations tilted by an additional factor of 2 to the power of the number of cycles. It is shown in [47] that this tilted model is in direct correspondence with the quantum Heisenberg model on \( G \) at temperature \( T = 1/\beta \). More precisely, the spin-spin correlation between sites \( x \) and \( y \) in the quantum Heisenberg model equals a constant times the probability that \( x \) and \( y \) are in the same cycle. We denoted the time by \( \beta \) throughout the paper since it corresponds to the inverse temperature in the quantum Heisenberg ferromagnet.

A longstanding open problem is to rigorously prove the existence of a phase transition in the quantum Heisenberg ferromagnet on the torus \( \Lambda_L := [0, \ldots, L]^d \) in dimension \( d \geq 3 \). This is equivalent to showing the emergence of long cycles in the random permutation sampled according to (1.2) with \( G = \Lambda_L \). It is possible that using the methods developed in this paper, one can make progress toward this conjecture.

Let us mention that in the antiferromagnetic case of the quantum Heisenberg model more is rigorously known. Indeed, in this case Dyson, Lieb and Simon [21] proved the existence of long range order for all dimensions \( d \geq 5 \). This was later extended to dimensions \( d \geq 3 \) using further observations of Neves and Perez [40], and of Kennedy, Lieb and Shastry [31]. Finally, we refer the reader to the survey [25] for further background on the quantum Heisenberg model.

1.4. Organization of the paper. In Section 2, we define the cyclic walk and the regenerated cyclic walk and prove some basic a priori estimates for these walks. In Section 3 we state the induction hypothesis and in Section 4 we show that the walk will, most likely, avoid its history after a relaxed time. One of the main ideas of this paper is the escape algorithm which is presented in Section 5. It shows that every time the walk enters a new small unexplored region, it has a non negligible chance of escaping far in a short period of time. The results of this section allows us to handle complicated situations in which the walk entangles with its history. In Section 6 we prove that the walk does not spend too much time in any large block and that the the walk will quickly reach a relaxed time. These key estimates allows us to couple the long walk with a concatenation of shorter independent walks. In Section 7 we use this concatenation to prove the induction step. In Section 8 we prove the induction base. Finally, in Section 9 we prove some Brownian motion estimates that are used throughout the paper.
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2. Cyclic and regenerated walks

The continuous time interchange process $\pi_\beta$ is a stochastic process taking values in the symmetric group on the vertex set of some graph $G = (V, E)$ with generator

$$\mathcal{L} f(\pi) = \sum_{(u,v) \in E} (f((uv) \cdot \pi) - f(\pi))$$

It can be constructed as follows from rate 1 Poisson clocks $\Psi_e$ on each edge $e$ of the graph. If edge $e = (u, v)$ rings at time $s$, the process is multiplied by the transposition $(uv)$ so $\pi_s = (uv) \cdot \pi_s$.

For time $t = k\beta + s$ where $k \in \mathbb{Z}$ and $s \in [0, \beta)$ we define the cyclic walk with period $\beta$ to be $W(t) := (\pi_s(\pi_\beta)^k)(0)$ which describes the position of the origin generated by the random transpositions which repeat cyclically with period $\beta$. More concretely, the walk jumps from $u$ to $v$ at time $t = k\beta + s$ if $W(t-) = u$ and the edge $(u, v)$ rings at time $s$. Note that according to this definition the walk $W$ is defined for all $t \in \mathbb{R}$.

Up until time $\beta$ the transpositions are Poisson processes so the cyclic walk is simply a continuous time random walk in the interval $[0, \beta]$. However, after time $\beta$ it may encounter jumps it has already taken and so there will be an interaction with its past. In particular, the cyclic walk is not a Markov chain. A cyclic walk on $\mathbb{Z}$ is illustrated in Figure 1.
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Figure 1. A cyclic time random walk on $\mathbb{Z}$. The red bars indicate a ring on the corresponding edge. The pattern repeats periodically when time is shifted up by $\beta$. The blue path is the cyclic time random walk $W(t)$ starting from the origin. When the walk meets a horizontal bar it jumps across it to the other side. In this example the walk closes at time $3\beta$ and therefore the cycle of the origin is of length 3. Note also that $-1$ is a fixed point of $\pi_\beta$ and $(2, 3)$ is a cycle of length 2.
From here let us assume that the graph is \( Z^d \). In order to sample the cyclic walk (say in a computer simulation), we do not need the randomness of the Poisson processes on all the edges. In fact, we only need the randomness of a simple, continuous time random walk. Let \( X(t) \) be a simple continuous time walk, jumping with rate one to each one of its neighbors. We define \( W(t) \) for \( t > 0 \) in the following inductive way. Intuitively, \( W \) takes exactly the same steps as \( X \), unless it is forced to do something else by its history. That is, the jump is suppressed if \( W \) is attempting to jump into its history and a jump is forced if its history jumps into it. More precisely, suppose that \( W \) was defined for all \( s \leq t^- \). Then,

1. If \( X \) jumps at time \( t \) and for all \( k \in \mathbb{N} \) we have that
   \[
   W(t^-) + X(t) - X(t^-) \neq W(t - k\beta)
   \]
   then we take the jump: \( W(t) - W(t^-) = X(t) - X(t^-) \). Otherwise, the jump is suppressed: \( W(t) = W(t^-) \).
2. Similarly, if for some \( k \in \mathbb{N} \) we have that \( W \) jumps at time \( t - k\beta \) and \( W(t - k\beta) = W(t^-) \) then \( W \) is forced to jump: \( W(t) = W((t - k\beta)^-) \).

It is clear that the walk \( W \) defined in the above way has the same law as the cyclic random walk. We say that the cyclic random walk \( W(t) \) is driven by the simple random walk \( X(t) \).

We let \( \mathcal{F}_t \) be the sigma algebra generated by the walk \( X(s) \) for \( s \in [0, t] \).

We say that the walk \( W \) is interacting with its past at time \( t > 0 \) if

\[
\inf \{ |W(t) - W(t - k\beta)| : k \in \mathbb{N}, k \leq t/\beta \} \leq 1.
\]

If \( W(t) \) does not interact with its past in \( [t, t'] \) then \( W(s) - W(t) = X(s) - X(t) \) for all \( s \in [t, t'] \).

If the origin is in a finite cycle then for some positive integer \( k \) we have that \( W(k\beta) = 0 \) and we define

\[
\tau_{\text{reg}} = \inf \{ k\beta : k \in \mathbb{N}, W(k\beta) = 0 \}. \tag{2.1}
\]

After \( \tau_{\text{reg}} \), the cyclic walk repeats its past and so \( W(s + \tau_{\text{reg}}) = W(s) \) for all \( s \geq 0 \). We call \( \tau_{\text{reg}} \) the time the cycle closes and, for reasons that will be clear shortly, the regeneration time. Our goal is to study the cyclic walk on the event that the cycle does not close. Rather than study the conditional distribution, if the cycle closes we generate a new independent interchange process and run the process until the cycle closes in that one, repeating as many times as necessary. Formally, we define the regenerated cyclic walk \( W(s) \) as follows. Let \( \{W(i)(s)\}_{i \geq 1} \) be IID cyclic walks with regeneration times \( \tau_{\text{reg}}^{(i)} \). Then

\[
W(s) := W(i)\left( s - \sum_{j=1}^{i-1} \tau_{\text{reg}}^{(j)} \right) \quad \text{for } s \in \left[ \sum_{j=1}^{i-1} \tau_{\text{reg}}^{(j)}, \sum_{j=1}^{i} \tau_{\text{reg}}^{(j)} \right]. \tag{2.2}
\]

That is it sequentially follows the cyclic walks \( W(i)(s) \) up until they close the cycle and then moves onto the next one. Note that if \( i \) is the smallest integer with \( \tau_{\text{reg}}^{(i)} = \infty \) then after time \( \sum_{j=1}^{i-1} \tau_{\text{reg}}^{(j)} \) then the walk evolves according to \( W(i)(s) \) for all future time. We let

\[
\mathcal{R}_t := \max \left\{ i : \sum_{j=1}^{i} \tau_{\text{reg}}^{(j)} \leq t \right\}
\]

count the number of regeneration by time \( t \) and let \( \tau_{\text{reg}} = \tau_{\text{reg}}^{(1)} \) denote the first regeneration time. We let

\[
\alpha(t) := \inf \{ s : \mathcal{R}_t = \mathcal{R}_s \}
\]
which is the most recent regeneration time. We can couple the regenerated random walk in the same way where the coupling is started anew at each regeneration time.

Let \( \tau_{\text{hit}}(t) \) be the first time the walk interacts with its history, that is

\[
\tau_{\text{hit}}(t) := \inf \left\{ s > t : \exists s' \in s + \beta \mathbb{Z}, \alpha(t) < s' < t \text{ such that } \| W(s) - W(s') \| \leq 1 \right\}. \tag{2.3}
\]

We can couple the future of the walk after time \( t \) with an independent cyclic walk until \( \tau_{\text{hit}}(t) \).

**Lemma 2.1.** Let \( W(t) \) be the cyclic walk driven by \( X(t) \). Let \( W'(s) \) be the cyclic walk driven by \( X'(s) = X(t+s) - X(t) \). Then for \( s \in [0, \tau_{\text{hit}}(t) - t] \) we have \( W(t+s) - W(t) = W'(s) \).

**Proof.** Since the driving random walks are the same for \( W'(s) \) and \( W(t+s) - W(t) \), they are identical until \( W(t+s) - W(t) \) is affected by its past in \([-t, 0]\) which happens at \( \tau_{\text{hit}}(t) - t \). \( \square \)

In Section 7 we will use Lemma 2.1 to approximate a cyclic walk by a sum of shorter independent ones and thus show it is approximately Brownian. Let us note that by symmetry we have that there exists \( \theta_i \) such that

\[
\mathbb{E}[W(t)] = 0, \quad \text{Cov}(W(t)) = \theta_i I.
\]

**2.1. Constant policy.** Throughout the paper we regard the dimension \( d \geq 5 \), as fixed. Constants such as \( C, c \) may depend on \( d \) but are independent of all other parameters. These constants are regarded as generic constants in the sense that their value may change from one appearance to the next, with the value of \( C \) increasing and the value of \( c \) decreasing. However, constants labeled with a fixed number, such as \( C_0, c_0 \), have a fixed value throughout the paper.

**2.2. Deviation bounds.** In this section we give some simple a priori bounds on the walk moving too far in a short period of time. Throughout the paper \( \| \cdot \| \) will be the \( L^\infty \) norm.

**Lemma 2.2.** For all \( L, t \geq 1 \),

\[
\mathbb{P} \left( \max_{s \leq t} \| W(s) \| \geq 10dLt \right) \leq Ce^{-Lt}.
\]

**Proof.** Let \( s_i = \inf \{ s : \langle W(s), e_1 \rangle = i \} \) where \( e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^d \). Each new step further along in direction \( e_1 \) corresponds to a new Poisson clock ring so

\[
\mathbb{P}(s_{10LT} \leq t) \leq \mathbb{P}(\text{Poisson}(t) \geq 10LT) \leq e^{-Lt}.
\]

Taking a union over the co-ordinate directions and the positive and negative directions,

\[
\mathbb{P} \left( \max_{s \leq t} \| W(s) \| \geq 10dLt \right) \leq \mathbb{P} \left( \max_{s \leq t} \| W(s) \|_{\infty} \geq 10Lt \right) \leq e^{-Lt}. \quad \square
\]

It will also be useful ensure the walk does not move to fast within a short time period. Define the stopping time

\[
\tau_{\text{fast}}(L) := \inf \{ t > 0 : \max_{s \in [t-1, t]} \| W(t) - W(s) \| \geq L \}. \tag{2.4}
\]

**Claim 2.3.** There exists \( C, c > 0 \), such that for \( L \geq 1 \) we have that

\[
\mathbb{P}(\tau_{\text{fast}}(L) \leq t) \leq Ct^2 e^{-cL}.
\]
Proof. When $t \leq \beta$ we can couple the walk with a simple random walk and the result follows by standard random walk estimates. So assume that $t \geq \beta$. First consider the problem for a non-regenerated cyclic walk $\hat{W}(s)$. Let

$$\mathcal{A}_i = \left\{ \max_{s \in [i-1,i]} \| \hat{W}(s) - \hat{W}(i-1) \| \geq L/4 \right\}$$

and note that by Lemma 2.2 we have that $P(\mathcal{A}_i) \leq C e^{-cL}$. Next let

$$\hat{C}_i = \left\{ \exists s, s' \in [(i-1)\beta, i\beta] \text{ with } |s - s'| \leq 1 \text{ such that } \| \hat{W}(s) - \hat{W}(s') \| \geq L/2 \right\}.$$ 

By the triangle inequality, $\hat{C}_i \subset \bigcup_{i=1}^{\lceil t/\beta \rceil} \mathcal{A}_i$ and by stationarity of the process have that $P(\mathcal{A}_1) = P(\hat{C}_1)$ and so by a union bound $P(\hat{C}_1) \leq C e^{-cL}$. Again by stationarity we have that $P(\mathcal{C}_1) = P(\hat{C}_1)$. Now, moving back to the regenerated random walk we have

$$P\left( \bigcup_{i=1}^{\lceil t/\beta \rceil} C_i \right) \leq \lceil t/\beta \rceil P(\hat{C}_1) \leq C t^2 e^{-cL}.$$ 

The lemma is completed by noting that $\{ \tau_{\text{fast}}(L) \leq t \} \subset \bigcup_{i=1}^{\lceil t/\beta \rceil} C_i$. \hfill \square

3. Induction Hypothesis

In this section we outline our inductive hypothesis which will be over a series of time scales $t_n = 4^n t_0$ where $t_0 \in (1,4]$. Throughout the remainder of the paper we will assume that $\beta$ is a large constant and each lemma should be read as implicitly stating that “for a sufficiently large fixed $\beta$ the following holds”. We also fix the following constants throughout the paper

$$\epsilon := 1/(300d) \quad \delta := 1/(3000d^2).$$

Recall that $\| \cdot \|$ is the $L^\infty$ norm. We let $B(u,r) := \{ v \in \mathbb{Z}^d : \| u - v \| \leq r \}$ be the ball (or more precisely the box) of radius $r$ around $x \in \mathbb{Z}^d$. Next, for a subset $A \subset \mathbb{Z}^d$ and $u \in \mathbb{Z}^d$ we let $d(u,A) := \min\{\|u - v\| : v \in A\}$. Finally, we let $N(A,r) := \{ u \in \mathbb{Z}^d : d(u,A) \leq r \}$ be the $r$-neighbourhood of $A$.

We let $W$ be an infinite, regenerated cyclic walk. A block $B = B(x,r)$ is called heavy at time $t$ if

$$\left| \left\{ u \in B : \exists \alpha(t) \leq s \leq t, \ W(s) = u \right\} \right| \geq r^{5/2}.$$ 

Note that typically a random walk stays $O(r^2)$ time inside $B(x,r)$ so if the cyclic walk behaves like random walk then we do not expect to encounter heavy blocks above a logarithmic scale.

We say that a time $t$ is relaxed with respect to the walk $W$ if the following holds:

1. For all $r \geq \beta^\delta$ the block $B(W(t),r)$ is not heavy.
2. For all $\alpha(t) \leq s \leq t - \beta^\delta$ we have that $\| W(t) - W(s) \| \geq \beta^\delta$.

We let $\mathcal{T}$ be the set of relaxed times.
Definition 3.1. A path of length \( t \in (4^n, 4^{n+1}] \) is relaxed if
\[
|\mathcal{T} \cap [0, t]| \geq (0.9 + 1/n) t.
\]

The required fraction of relaxed times decreases slightly as \( n \) increases to allow some room for errors in the induction step.

We define the inductive failure probability bound at time \( t_n \) to be
\[
p_n = p_n(\beta, t_0) := \begin{cases} 
e^{-n^3} & \text{when } t_n < \beta \\
e^{-n^2} & \text{when } t_n \geq \beta \end{cases}
\]

The following 5 assumptions are the inductive hypothesis at time \( t_n \).

1. **Relaxed paths**: The path up to time \( t_n \) is relaxed with probability at least \( 1 - p_n \).
2. **Transition probabilities**: For all \( 1 \leq t \leq t_n \) and \( u \in \mathbb{Z}^d \) we have that
\[
\mathbb{P}(W(t) = u) \leq t^{-d/2+0.1}.
\]
3. **Traveling far**: We have that
\[
\mathbb{P} \left( \sup_{s \leq t_n} \|W(s)\| \geq n^2 \sqrt{t_n} \right) \leq p_n.
\]
4. **Approximately Brownian**: There exists a constant \( \sigma = \sigma(t_n) \) with
\[
|\sigma - \sqrt{2}| \leq \max\{3\beta^{-1/16} - t_n^{-1/16}, 0\}
\]
such that the following holds. There is a coupling of \( W \) and a Brownian motion \( B \) such that
\[
\mathbb{P} \left( \max_{t \leq t_n} |W(t) - \sigma B(t)| \geq t_n^{2/5} \right) \leq p_n.
\]
5. **Pair proximity property**: Let \( W_1 \) and \( W_2 \) be two cyclic walks in the same interchange environment, starting from \( u_1, u_2 \in \mathbb{Z}^d \) at some cyclic times \( q_1, q_2 \leq \beta \). Recall that these are the cyclic walks that satisfy \( W_i(0) = u_i \) and that jump along a neighbouring edge at time \( s \) if this edge rings at time \( s + q_i \mod \beta \). Suppose that the walks run for a slightly reduced time \( t'_n := t_n/n^4 \). As before, the walk \( W_i \) closes if there exists \( s \leq t'_n \) with \( s \in \beta \mathbb{Z} \) such that \( W_i(s) = W_i(0) \). We say that \( W_1 \) and \( W_2 \) merge if there are \( s_1, s_2 \leq t'_n \) such that \( (s_1 + q_1) - (s_2 + q_2) \in \beta \mathbb{Z} \) and \( W_1(s_1) = W_2(s_2) \). This happens when the first walk reaches \( u_2 \) at time \( q_2 - q_1 + k\beta \) for \( k \in \mathbb{Z} \) or the second walk reaches \( u_1 \) at time \( q_1 - q_2 + k\beta \). We let \( \Omega = \Omega(u_1, u_2, q_1, q_2) \) be the event that \( W_1 \) and \( W_2 \) did not merge and none of them closed up to time \( t'_n \). Finally, we write \( \mathfrak{P}_n = \mathfrak{P}_n(u_1, u_2, q_1, q_2) \) for the set of times \( W_2 \) is proximate to the trajectory of \( W_1 \),
\[
\mathfrak{P}_n = \{s_2 \leq t'_n : \exists s_1 \leq t'_n, \|W_1(s_1) - W_2(s_2)\| \leq 1.9^n \}.
\]

The induction assumption is that for any choice of \( u_1, u_2, q_1, q_2 \) we have that
\[
\mathbb{P}(\Omega \text{ and } |\mathfrak{P}_n| \geq 3.9^n) \leq p_n.
\]

In words, as long as the paths don’t close or merge, their trajectories will typically be far with high probability.

Theorem 3.2. There exists \( \beta_0 \) and \( n_0 \) such that for all \( \beta \geq \beta_0 \) and \( n \geq n_0 \) the 5 inductive hypotheses hold.

Using this theorem we can easily prove Theorem \[\]
Proof of Theorem 4. A cycle can only be closed at an integer multiple of $\beta$ and therefore by inductive hypothesis

$$\mathbb{P}[\tau_{\text{reg}} < \infty] \leq \sum_{i=1}^{\infty} \mathbb{P}[W(i\beta) = 0] \leq \sum_{i=1}^{\infty} (i\beta)^{-d/2 + 0.1} < 2/\beta < 1$$

for large $\beta$. Theorem 4 follows immediately from the last estimate and the zero-one law. \[\square\]

4. AVOIDING THE HISTORY FROM RELAXED TIMES

In the next four sections we will assume the induction hypothesis holds for all $1 < t_0 \leq 4$ and all $n' < n$. In particular, it holds at time $4^n$. The following lemma shows that at relaxed times we have a good probability of not interacting with our past.

Lemma 4.1. Suppose that $t > 0$ is a relaxed time. Then,

$$\mathbb{P}(\tau_{\text{hit}}(t) \geq t + 4^n \mid \mathcal{F}_t) \geq 1 - C/\beta - e.$$  

For the proof of the lemma we will need the following claims.

Claim 4.2. Let $L \geq 1$ and let $A \subseteq \{u \in \mathbb{Z}^d : \|u\| \geq L\}$. Suppose that for all $r \geq L$ we have that $|A \cap [-r, r]^d| \leq r^{8/3}$. Then

$$\mathbb{P}(\forall s \leq 4^n, W(s) \notin A) \geq 1 - CL^{-c}.$$  

Proof. Let $\ell_0 := \lfloor \log_4 L \rfloor$ and for all $\ell_0 \leq \ell \leq n$ consider the set $A_\ell := N(A, \ell^2)$. By the traveling far property in the induction hypothesis we have that

$$\mathbb{P}(\|W(s)\| \geq \ell^2 2^{\ell n}) \leq \mathbb{P}(W(s) \in A_\ell \cap [-\ell^2 2^{\ell}, \ell^2 2^{\ell}]^d) \leq e^{-\text{c} \ell^2} + C \ell^C 2^{8\ell/3} s^{-d/2 + 0.1} \leq 2^{-2.1\ell},$$

where in the last inequality we used that $d \geq 5$. Thus,

$$\mathbb{P}(\exists s \in \mathbb{N} \cap [4^{\ell-1}, 4^{\ell}], W(s) \in A_\ell) \leq e^{-\ell}. $$

Next, consider the event $\mathcal{D}_\ell := \{\tau_{\text{fast}}(\ell^2) > 4^\ell\}$ and note that by Lemma 2.3 we have that $\mathbb{P}(\mathcal{D}_\ell) \geq 1 - e^{-\ell}$. Moreover, on $\mathcal{D}_\ell$ for all $4^{\ell-1} \leq s \leq 4^\ell$ such that $W(s) \in A$ we have that $W([s]) \in A_\ell$. It follows that

$$\mathbb{P}(\exists s \in [4^{\ell-1}, 4^\ell], W(s) \in A) \leq \mathbb{P}(\exists s \in \mathbb{N} \cap [4^{\ell-1}, 4^\ell], W(s) \in A_\ell) + \mathbb{P}(\mathcal{D}_\ell) \leq e^{-\ell}. $$

Finally, using that $A \subseteq \{u \in \mathbb{Z}^d : \|u\| \geq L\}$ and a union bound we obtain

$$\mathbb{P}(\exists s \leq 4^n, W(s) \in A) \leq \mathbb{P}(\max_{s \leq L} \|W(s)\| \geq L) + \sum_{\ell = \ell_0}^{n} \mathbb{P}(\exists s \in [4^{\ell-1}, 4^\ell], W(s) \in A) \leq CL^{-1} + C \sum_{\ell = \ell_0}^{\infty} e^{-\ell} \leq CL^{-c},$$

where in the second inequality we used the traveling far property of the inductive assumption. \[\square\]
Claim 4.3. For any \( t \leq 4^n \) and \( t^{2/5} \leq L \leq t^{1/2} \) we have that
\[
\mathbb{P}(\forall t \leq s \leq 4^n, \|W(s)\| \geq L) \geq 1 - CL^{d-2}t^{-(d-2)/2}. \tag{4.1}
\]

Proof. We prove the claim using the inductive Brownian approximation. Let \( \ell_0 := \lfloor \log_4 t \rfloor \) and for \( \ell \geq \ell_0 \) let \( B_\ell \) be the Brownian motion from the induction hypothesis at time \( 4^\ell \). Define the event
\[
D := \bigcap_{\ell=\ell_0}^{n} \left\{ \max_{s \leq 4^\ell} \|W(s) - \sigma_\ell B_\ell(s)\| \leq 4^{2\ell/5} \right\}
\]
and note that by the induction hypothesis we have that \( \mathbb{P}(D) \geq 1 - Ce^{cL_\ell} \). Next, define
\[
C := \bigcap_{\ell=\ell_0}^{n} \left\{ \inf_{s \in [4^{\ell-1}, 4^\ell]} \|\sigma_\ell B_\ell(s)\| \geq 2\max(4^{2\ell/5}, L) \right\}.
\]
Let \( \ell_1 \) be the first integer for which \( 4^{2\ell/5} > L \). By Lemma 9.2 we have that
\[
\mathbb{P}(C^c) \leq \sum_{\ell=\ell_0}^{\ell_1} \mathbb{P}\left( \inf_{s > 4^{\ell-1}} \|\sigma_\ell B_\ell(s)\| \geq 2L \right) + \sum_{\ell=\ell_1}^{n} \mathbb{P}\left( \inf_{s > 4^{\ell-1}} \|\sigma_\ell B_\ell(s)\| \geq 2 \cdot 4^{2\ell/5} \right)
\leq C \sum_{\ell=\ell_0}^{\ell_1} L^{d-2}2^{-(d-2)\ell} + C \sum_{\ell=\ell_1}^{n} 4^{-(d-2)\ell/10} \leq CL^{d-2}t^{-(d-2)/2}
\]
which completes the proof since on \( C \cap D \) the event in (4.1) holds. \( \square \)

We now prove Lemma 4.1.

Proof of Lemma 4.1 Without loss of generality, suppose that \( t < \tau_{\text{reg}} \). Indeed, the same holds between any two regeneration times since we ignore the past before the last regeneration in the definition of \( \tau_{\text{hit}}(t) \). Let \( \tilde{W} \) be a regenerated walk independent of \( W \) and let \( W'(s) := W(t) + \tilde{W}(s) \) for all \( s > 0 \). By Lemma 2.1 we can couple \( W \) and \( W' \) such that for all \( t \leq s \leq \tau_{\text{hit}}(t) \) we have that \( W(s) = W'(s - t) \). Next, define the set
\[
A := \{ u \in \mathbb{Z}^d : \|u - W(t)\| \geq \beta^\delta/2 \text{ and } \exists s \in [0, t], \|W(s) - u\| \leq 1 \}
\]
and note that for all \( r \geq \beta^\delta/2 \) we have
\[
|A \cap B(W(t), r)| \leq 2d \cdot \left| \{ u \in B(W(t), 2r) : \exists s \leq t, W(s) = u \} \right| \leq Cr^{5/2},
\]
where the last inequality holds as \( t \) is relaxed. Thus, using Claim 4.2 and that \( \tilde{W} \) is independent of \( \mathcal{F}_t \) we obtain
\[
\mathbb{P}(\forall s \leq 4^n, W'(s) \notin A \mid \mathcal{F}_t) \geq 1 - \beta^{-c}. \tag{4.2}
\]
Moreover, by Claim 4.3
\[
\mathbb{P}(\forall \beta^{3\delta} \leq s \leq 4^n, \|W'(s) - W(t)\| \geq \beta^\delta \mid \mathcal{F}_t) \geq 1 - \beta^{-c}. \tag{4.3}
\]
It suffices to show that on the intersection of (4.2) and (4.3) we have that \( \tau_{\text{hit}}(t) \geq t + 4^n \). To this end, by the definition of \( \tau_{\text{hit}}(t) \) we have that
\[
\|W'(\tau_{\text{hit}}(t) - t) - W(s)\| \leq 1 \text{ for some } s \leq t \text{ with } s \in \tau_{\text{hit}}(t) + \beta \mathbb{Z}.
\]
If \( \|W'(\tau_{\text{hit}}(t) - t) - W(t)\| \geq \beta^\delta/2 \) then \( W'(\tau_{\text{hit}}(t) - t) \in A \). Thus, on the event in (4.2) we have \( \tau_{\text{hit}}(t) - t \geq 4^n \). If \( \|W'(\tau_{\text{hit}}(t) - t) - W(t)\| < \beta^\delta/2 \) then on the event in (4.3) we have \( \tau_{\text{hit}}(t) - t < \beta^{3\delta} < \beta/2 \) and therefore \( s < t - \beta/2 \) (since \( s \in \tau_{\text{hit}}(t) + \beta \mathbb{Z} \)). However, by the
definition of relaxed time, for such \( s \) we have \( \|W(s) - W(t)\| \geq \beta^6 \) which is a contradiction since \( \|W'(\tau_{\text{hit}}(t) - t) - W(s)\| \leq 1 \) and \( \|W'(\tau_{\text{hit}}(t) - t) - W(t)\| < \beta^6/2 \). It follows that \( \tau_{\text{hit}}(t) \geq t + 4^n \) on the intersection of the events in (4.2) and (4.3). \( \square \)

5. The escape algorithm

We will use the results of this section in order to escape fast from (possibly) messy situations. Assume that the induction hypothesis holds at all levels \( n' < n \). Throughout the paper we let \( B_m \) be the set of blocks of the form \( u + [0, 2^m)^d \) where \( u \in 2^m\mathbb{Z}^d \). The set \( B_m \) is a partition \( \mathbb{Z}^d \) into disjoint blocks and \( B_m \) is a refinement of \( B_{m+1} \). We fix \( j = j_n \) to be the unique integer for which \( n^{20} \leq 2^j < n^{20} \). Finally, let \( \gamma = \gamma(d) > 2 \) be a sufficiently large constant that will be determined later. For a time \( t > 0 \) define the escape event

\[
\mathcal{E}(t) := \{ \forall n^4 \leq s \leq 4^n, \|W(t + s) - W(t)\| \geq \sqrt{s}/n \}.
\]

(5.1)

Finally, define the escape stopping time

\[
\tau_{\text{esc}} := \inf\{ t > 0 : t \text{ is the first time we enter a block } B \in B_j \text{ and } \mathbb{P}(\mathcal{E}(t) | \mathcal{F}_t) \leq n^{-\gamma} \}.
\]

In words, before \( \tau_{\text{esc}} \) every time we enter a block \( B \in B_j \) for the first time, we have a chance of at least \( n^{-\gamma} \) to escape far in a short amount of time.

The main result of this section is the following theorem.

**Theorem 5.1.** We have that \( \mathbb{P}(\tau_{\text{esc}} < t_n \wedge \tau_{\text{reg}}) \leq e^{-c n^3} \).

Theorem 5.1 follows immediately from the following proposition. From now on we fix a block \( B = u + [0, 2^j)^d \in B_j \) and let \( \xi_B \) to be the first time we enter \( B \).

**Proposition 5.2.** We have that

\[
\mathbb{P}\left(\xi_B \leq t_n \wedge \tau_{\text{reg}} \text{ and } \mathbb{P}(\mathcal{E}(\xi_B) | \mathcal{F}_{\xi_B}) \leq n^{-\gamma}\right) \leq e^{-c n^3}.
\]

Theorem 5.1 follows from Proposition 5.2 and a union bound over all blocks \( B \in B_j \) at distance at most \( n^5 \) from the origin.

We next define the event \( A = A(B, \beta') \) for an integer \( \beta' \leq \beta \). Intuitively, \( A \) says that the block \( B \) is escapable. That is, if the walk enters \( B \) for the first time then it has a chance of at least \( n^{-\gamma} \) to escape fast.

We let \( B^- := u + [0, 2^{j-1}) \times [0, 2^j)^d \) and \( B^+ := u + [2^{j-1}, 2^j) \times [0, 2^j)^d \) be the left and right halves of the box \( B \) respectively. Let \( p_1, \ldots, p_{n^3} \) be equally spaced points in the interior of \( B^+ \). To make things concrete, let

\[
p_i := u + 2^{j-2}(3, 2, \ldots, 2) + i[n^{17}/3]e_2 \quad i \leq n^3.
\]

See Figure 2. For each one of these points we consider the cyclic random walk \( W_i(t) \) starting from \( p_i \) at the cyclic time \( \beta' \). We define inductively a sequence of stopping times \( \tau_i \) and expose the walk \( W_i(t) \) up to time \( \tau_i \). Suppose that \( \tau_1, \ldots, \tau_{i-1} \) were defined. We define \( \tau_i \) to be the first time \( t > 0 \) for which one of the following occurs:

1. The walk reaches 0.
2. We have \( t \geq \log \beta \) and \( \|W_i(t) - p_i\| \leq 2\sqrt{t}/\log t \).
3. We have \( t \geq \log \beta \) and \( \tau_{\text{fast}}(\log^2 t) \leq t \), where \( \tau_{\text{fast}} \) is defined as in (2.4) with \( W_i \).
4. We have \( \|W_i(t) - p_\ell\| \leq n^{17}/6 \) for \( \ell \neq i \).
5. For some \( \ell < i \) and \( s \leq \tau_\ell \) we have \( \|W_i(t) - W_\ell(s)\| \leq 1 \).
Figure 2. The escape algorithm. Corollary 5.4 shows that with very high probability at least one of the red paths will escape far. Most likely, this is true after conditioning on the history before entering $B$ (the purple path). Once we enter $B$, we reveal the red paths and find the successful starting point $(p_2)$. Then, we use Lemma 5.5 to connect $v$ to this starting point at the right time and escape. For the proof of Lemma 5.5, we first use Claim 5.7 that shows that with positive probability, the green path will avoid the red paths and connect to $B^-$ in a short amount of time. Then, we use Claim 5.6 to connect $v$ to $w$ while staying in $B^-$. This is done by splitting the blue path into $O(\log n)$ many paths of different length scales and use the Brownian approximation in each scale.

(6) We have that $d(W(t), B^-) \leq 2^{j-3}$.
(7) time reaches $4^n$.

We define $A_i = A_i(\beta') := \{\tau_i = 4^n\}$ and let $A := \bigcup_{i \leq n^3} A_i$.

Lemma 5.3. For all $i \leq n^3$ we have that
$$\mathbb{P}(A_i \mid W_\ell(s), s \leq \tau_\ell, \ell < i) \geq c.$$

Proof. Let $W'_i$ be a regenerated cyclic walk starting from $p_i$ and independent of $(W_\ell(s), s \leq \tau_\ell, \ell < i)$. We can couple $W_i$ and $W'_i$ such that $W_i(s) = W'_i(s)$ for all $s \leq \tau_i$. Define the event
$$B := \bigcap_{m=m_1}^{n} \{ \forall 4^m \leq s \leq 4^n, \|W'_i(s) - p_i\| \geq 2^{m+3}/m \},$$
where $m_1 := \lfloor (\log \log \beta)/2 \rfloor$. Clearly, on $B$ the stopping time $\tau_i$ will not stop because of condition (1). Moreover, on this event the walk $W'_i$ will not regenerate. By Claim 4.3 we
have that
$$\mathbb{P}(B^c) \leq C \sum_{m=m_1}^{\infty} m^{-3} \leq C/(\log \log \beta),$$
where in here we also used that $d \geq 5$.

Next, define the set
$$A := \{0\} \cup \{u \in \mathbb{Z}^d : \exists \ell < i, s \leq \tau_\ell, \|u - W_\ell(s)\| \leq 1\}.$$
and the event $C := \{\forall s \leq 4^n : W'_\ell(s) \notin A\}$. On $C$ we will not stop because of conditions (1) and (5). Note that by condition (4), any $u \in A$ satisfies $\|u - p_i\| \geq n^{17}/7$. Moreover, by conditions (2) and (3), for each $\ell < i$, the number of vertices visited by the walk $W_\ell$ in the block $p_\ell + [-r, r]^d$ is at most $r^2 \log C r$ for all $r \geq \log \beta$. Thus, for all $n^{17}/7 \leq r \leq 2^j$ we have that
$$|A \cap (p_\ell + [-r, r]^d)| \leq n^3 j^2 A \leq r^{8/3}$$
and for all $r \geq 2^j$ we have
$$|A \cap (p_\ell + [-r, r]^d)| \leq n^3 r^2 \log C r \leq r^{8/3}.$$

We can now use Claim 4.2 to obtain that $\mathbb{P}(C \mid W_\ell(s), s \leq \tau_\ell, \ell < i) \geq 1 - n^{-c}$.

Next, define the event
$$\mathcal{D} := \bigcap_{m=m_1}^{n} \left\{ \tau_{\text{fast}}(m^2) \geq 4^m \right\}.$$ 

By Claim 2.3 we have that $\mathbb{P}(\mathcal{D}) \geq 1 - 1/\log \beta$. On $\mathcal{D}$ we will not stop because of condition (3).

Let $B(s)$ be the Brownian motion from the inductive assumption at time $j4^i$ for $W'_\ell$. By the inductive assumption we have that $\mathbb{P}(H) \geq 1 - Ce^{-\beta^2}$ where we let $H$ be the event that the coupling of $W'_\ell$ and $B_j$ was successful. Finally, consider the event
$$\mathcal{I} := \{\forall s \leq j4^i, d(B_j(s), B^-) \geq 0.2 \cdot 2^j \text{ and } \forall \ell \neq i, \|B_j(s) - p_\ell\| \geq n^{17}/5\}.$$ 

We clearly have that $\mathbb{P}(H) \geq c$. Moreover, on $H \cap \mathcal{I} \cap \mathcal{B}$ we will not stop because of conditions (4) and (6).

We obtain that the event $J = B \cap C \cap D \cap I \cap H$ satisfies $\mathbb{P}(J \mid W_\ell(s), s \leq \tau_\ell, \ell < i) \geq c$ and that on $J$ we have $\tau_i = 4^n$. This finishes the proof of the lemma. \hfill \Box

The following corollary is immediate.

**Corollary 5.4.** We have that $\mathbb{P}(A(\beta')) \geq 1 - e^{-cn^3}$.

Next, let $G(\beta')$ be the sigma algebra generated by $(W_i(s), s \leq \tau_i, i \leq n^3)$. We also let $t'$ be the last cyclic integer before $\xi_B + 4^3$ and define the event
$$K(\beta') := \{\xi_B \leq t_n \wedge \tau_{\text{reg}}, W(\xi_B) \in B^- \text{ and } t' \equiv \beta'(\text{mod } \beta)\}$$
for any integer $\beta' \leq \beta$. Corollary 5.4 shows that with high probability there is $i \leq n^3$ such that the cyclic walk starting from $p_i$ escapes fast. The next lemma shows that with non negligible probability we can connect to $p_i$ at the right time and escape.

**Lemma 5.5.** For all integers $\beta' \leq \beta$ and $i \leq n^3$, on the event $K(\beta')$ we have
$$\mathbb{P}(W(t') = p_i \mid F_{\xi_B}, G(\beta')) \geq 2n^{-\gamma}.$$

Using Lemma 5.5 and Corollary 5.4 we can easily prove Proposition 5.2.
Proof of Proposition 5.2. Note that for any integer $\beta' \leq \beta$ and all $i \leq n^3$ we have that $K(\beta') \cap \{W(t') = p_i\} \cap A_i(\beta') \subseteq E(\xi_B)$.

Thus, by Lemma 5.5 we have on the event $K(\beta')$

$$\mathbb{P}(E(\xi_B) \mid F_{\xi_B}) \geq \sum_{i=1}^{n^3} \mathbb{P}(A_i(\beta'), W(t') = p_i \mid F_{\xi_B})$$

$=$

$$= \sum_{i=1}^{n^3} \mathbb{E}\left[1_{A_i(\beta')} \cdot \mathbb{P}(W(t') = p_i \mid F_{\xi_B}, \mathcal{G}(\beta')) \mid F_{\xi_B}\right]$$

$$\geq 2n^{-\gamma} \sum_{i=1}^{n^3} \mathbb{P}(A_i(\beta') \mid F_{\xi_B}) \geq 2n^{-\gamma} \cdot \mathbb{P}(A(\beta') \mid F_{\xi_B}).$$

Thus, letting $Q := \{\mathbb{P}(A(\beta') \mid F_{\xi_B} \cap \cdot \cdot \cdot \cap \tau_{\text{reg}}) > 1/2\}$ we obtain that on the event $K(\beta') \cap Q$ we have $\mathbb{P}(E(\xi_B) \mid F_{\xi_B}) > n^{-\gamma}$. Hence, by Markov’s inequality and Corollary 5.4

$$\mathbb{P}\left(K(\beta') \text{ and } F_{\xi_B} \leq n^{-\gamma}\right) \leq \mathbb{P}(Q)$$

$$= \mathbb{P}(\mathbb{P}(A(\beta') \mid F_{\xi_B} \cap \cdot \cdot \cdot \cap \tau_{\text{reg}}) \leq 1/2) \leq 2 \cdot \mathbb{P}(A(\beta') \leq e^{-cn^3}. $$

Summing over integers $\beta' \leq \beta$ we have

$$\mathbb{P}\left(\xi_B \leq t_n \land \tau_{\text{reg}}, W(\xi_B) \in B^- \text{ and } F_{\xi_B} \leq n^{-\gamma}\right) \leq e^{-cn^3},$$

Using exactly the same arguments when $B^-$ is replaced with $B^+$ finishes the proof of the proposition.

We turn to prove Lemma 5.5. To this end we need the following claims.

Claim 5.6. Let $v, w \in \mathbb{Z}^d$ such that

$$v \in \partial B \cap B^-, \quad w \in u + \{2j^{-1} - 1\} \times [2j^{-2}, 3 \cdot 2j^{-2}]^{d-1}$$

where $\partial B$ is the set of vertices in $B$ with a neighbour outside of $B$. Let $W_v(t)$ be the cyclic random walk starting at $v$. For all $4j^{-1} \leq t \leq 4j$ we have that

$$\mathbb{P}(W_v(t) = w \text{ and } W_v(s) \in B^- \text{ for all } s \leq t) \geq n^{-\gamma+1}.$$

We turn to state the second claim. To this end, recall that for $i \leq n^3$, $W_i(t)$ is the cyclic random walk that starts in $p_i$ at time $\beta'$. We can also expose $W_i$ backward in time and so $W_i(s)$ is defined for all $s \in \mathbb{R}$. Let

$$\zeta_i := \sup\{t < 0 : W_i(t) \notin u + [2j^{-1}, 7 \cdot 2j^{-3}] \times [2j^{-2}, 3 \cdot 2j^{-2}]^{d-1}\}.$$  

Claim 5.7. We have that

$$\mathbb{P}(\zeta_i \geq 4^{-1} \text{ and } W_i(\zeta_i^-) \in B^- \mid \mathcal{G}(\beta')) \geq c.$$

Using these claims we can prove Lemma 5.5.

Proof of Lemma 5.5. Let $v \in \partial B \cap B^-$ and $w \in u + \{2j^{-1} - 1\} \times [2j^{-2}, 3 \cdot 2j^{-2}]^{d-1}$. By Claim 5.6 on the event $K(\beta') \cap \{W(\xi_B) = v, \zeta_i \geq 4^{-1}, W_i(\zeta_i^-) = w\}$ we have that

$$\mathbb{P}(W(t' + \zeta_i^-) = w \mid F_{\xi_B}, (W_i(t), t \in [\zeta_i, 0])) \geq n^{-\gamma+1}. \quad (5.2)$$
Indeed, let $W_v$ be a cyclic walk starting from $v$ that is independent of $\mathcal{F}_{\xi B}$ and $(W_i(t), t \in [\zeta_i, 0])$. On the event
\[ \{W_v(t' - \xi_B + \zeta_i) = w \text{ and } W_v(s) \in B^\pm \text{ for all } s \leq t' - \xi_B + \zeta_i\} \]
We can couple $W$ and $W_v$ such that $W(\xi_B + s) = W_v(s)$ for all $s < t' - \xi_B + \zeta_i$. We note that there is a subtle point in here that requires some attention. The sigma algebras $\mathcal{F}_{\xi B}$ and $\sigma(W_i(t), t \in [\zeta_i, 0])$ contain some information about edges that enter $B^\pm$ and this information may ruin the coupling with $W_v$. However, the only information on such edges (except for the edges connected to $v$ and $w$) is that the edge does not ring in a certain time interval since otherwise the walk $W$ would have entered before $\xi_B$ or $W_i$ would have exited after $\xi_i$. Thus, on the event that $W_v$ stays in $B^\pm$ the information revealed on this edges is compatible. Note also that $W_v$ does not return to $v$ at a cyclic time before $t' - \xi_B + \zeta_i$ since it is a cyclic walk and therefore, the ring at $\xi_B$ on the edge containing $v$ will not force $W$ out of $B^\pm$. The same holds at time $t' + \zeta_i$ on the edge containing $w$.

Finally, using (5.2) we obtain that in the event $\mathcal{K}(\beta') \cap \{W(\xi_B) = v\}$
\[
\mathbb{P}(W(t') = p_1 \mid \mathcal{F}_{\xi_B}, \mathcal{G}(\beta')) \geq \sum_w \mathbb{P}(\zeta_i \leq 4^{i-1} \text{ and } W_i(\zeta_i^-) = w, W(t' + \zeta_i^-) = w \mid \mathcal{F}_{\xi_B}, \mathcal{G}(\beta')) \geq n^{-\gamma+1} \sum_w \mathbb{P}(\zeta_i \leq 4^{i-1} \text{ and } W_i(\zeta_i^-) = w \mid \mathcal{G}(\beta')) \geq cn^{-\gamma+1} \geq 2n^{-\gamma},
\]
where the sum is over $w \in u + \{2^{i-1} - 1\} \times [2^{i-2}, 3 \cdot 2^{i-2}]^{d-1}$ and where the third inequality is by Claim 5.7.

We turn to prove Claim 5.6.

**Proof of Claim 5.6.** If $4^i \leq \beta$ then the claim follows from a standard random walk estimates.

Suppose next that $4^i \geq \beta$. Let $q = u + 2^{i-2}(1, 2, \ldots, 2)$ be the center of $B^\pm$ and define the continuous curve $f : [0, t] \rightarrow B^\pm$ in the following way
\[
f(s) := \begin{cases} \sqrt{2s/t} \cdot q + (1 - \sqrt{2s/t})v, & s \leq t/2 \\ \sqrt{2(t-s)/t} \cdot q + (1 - \sqrt{2(t-s)/t})w, & t/2 \leq s \leq t \end{cases}.
\]
The idea will be to use the Brownian approximation to show that $W_v(s)$ is close to $f(s)$ in any dyadic scale with positive probability.

Let $m := [\log_4(t/\sqrt{3})]$. Note that $m$ is a positive integer since $t \geq 4^{i-1}$ and $\beta \leq 4^i$. We define a sequence of stopping times $\zeta_i$ and events $\mathcal{B}_i$ for $0 \leq i \leq 2m + 1$ in the following way. We let $\zeta_{-1} = 0$. For all $0 \leq i \leq m$ we let $\zeta_i$ be the first time $s$ after $4^{i-m}t/2$ that is relaxed with respect to the path $(W_v(s') : s' \in [\zeta_{i-1}, s])$ or time $0.6 \cdot 4^{i-m}t$ is reached.

We now define the events $\mathcal{B}_i$ for $0 \leq i \leq m$. For $i = 0$ we let $\mathcal{B}_0$ be the event that
\[
\begin{align*}
(1) & \text{ We have that } \zeta_0 < 0.6 \cdot 4^{-m}t. \\
(2) & \text{ For all } s \leq \zeta_1 \text{ we have that } W_v(s) \in B^-. \\
(3) & \text{ We have that } \|W_v(\zeta_0) - f(\zeta_0)\| \leq 2^{-m-5}\sqrt{t}.
\end{align*}
\]
Note that $4^{-m}t = \Theta(\sqrt{3})$. By the inductive assumption at time $0.6 \cdot 4^{-m}t$ we have that the path $(W(s) : s \in [0, 0.6 \cdot 4^{-m}t])$ is a relaxed path with probability at least $1 - \exp(-c\log^2 \beta)$ and on this event $\zeta_0 < 0.6 \cdot 4^{-m}t$. Moreover, before $4^{-m}t$, $W_v$ is a simple continuous time
walk and therefore, using a straightforward random walk estimates we have that conditions (2) and (3) hold with probability at least \( \beta^{-C} \). This shows that \( \Pr(B_0) \geq \beta^{-C} \).

Next, for any \( 1 \leq i \leq m \) we let \( B_i \) be the event that

1. We have \( \zeta_i < 0.6 \cdot 4^{i-m}t \).
2. For all \( \zeta_{i-1} \leq s \leq \zeta_i \) we have that \( \| W_v(s) - f(s) \| \leq 2^{i-m-5} \sqrt{t} \).

We claim that for all \( 1 \leq i \leq m \) on the event \( \bigcap_{i<i} B_i \) we have that \( \Pr(B_i \mid F_{\zeta_{i-1}}) \geq c \). To this end, we couple \( W_v \) with an independent regenerated walk \( \tilde{W} \) starting from \( W_v(\zeta_{i-1}) \) such that \( W_v(s) = \tilde{W}(s - \zeta_{i-1}) \) until \( W_v \) hits its history. Using the inductive coupling with Brownian motion at time \( 0.6 \cdot 4^{i-m}t - \zeta_{i-1} \) we have that \( \tilde{W} \) satisfies

\[
\Pr(\forall s \in [\zeta_{i-1}, 0.6 \cdot 4^{i-m}t], \| W(s - \zeta_{i-1}) - f(s) \| \leq 2^{i-m-5} \sqrt{t} \mid F_{\zeta_{i-1}}) \geq c,
\]

where in here we used that \( \| f'(s) \| \leq C 2^{m-i-j} \leq C/(2^{i-m} \sqrt{t}) \) in this time interval. Moreover, it is easy to check that on the event in [5.3] and \( \bigcap_{i \leq i} B_i \), the walk \( \tilde{W} \) will not intersect \( (W_v(s), s \leq \zeta_{i-2}) \) before \( 0.6 \cdot 4^{i-m}t \). Next, by Lemma 4.1 with probability at least \( 1 - \beta^{-c} \), the walk \( W_v(s) \) for \( s \in [\zeta_{i-1}, \zeta_{i-1} + 4^n] \) will not hit its history in the interval \( [\zeta_{i-2}, \zeta_{i-1}] \) since \( \zeta_{i-1} \) is relaxed with respect to this history. It follows that with positive probability we have both, \( W_v(s) = \tilde{W}(s - \zeta_{i-1}) \) for all \( s \in [\zeta_{i-1}, 0.6 \cdot 4^{i-m}t] \) and the event in [5.3] holds. Finally, by the inductive hypothesis, the path \( (W_v(s), s \in [\zeta_{i-1}, 0.6 \cdot 4^{i-m}t]) \) is relaxed with very high probability and on this event \( \zeta_i < 0.6 \cdot 4^{i-m}t \). We obtain that on \( \bigcap_{i<i} B_i \) we have that \( \Pr(B_i \mid F_{\zeta_{i-1}}) \geq c \).

We turn to define the stopping times \( \zeta_i \) and the events \( B_i \) for \( m + 1 \leq i \leq 2m \). We let \( \zeta_i \) be the first time \( s \) after \( t - 4^{m-i}t/2 \) that is relaxed with respect to \( (W_v(s') : s' \in [\zeta_{i-1}, s]) \) or time \( t - 0.3 \cdot 4^{m-i}t \) is reached. The event \( B_i \) for \( m + 1 \leq i \leq 2m \) is defined to be

1. We have that \( \zeta_i < t - 0.3 \cdot 4^{m-i}t \).
2. For all \( \zeta_{i-1} \leq s \leq \zeta_i \) we have that \( \| W_v(s) - f(s) \| \leq 2^{m-i-3} \sqrt{t} \).
3. We have that \( \| W_v(\zeta_i) - f(\zeta_i) \| \leq 2^{m-i-5} \sqrt{t} \).

Note that in here \( W(s) \) becomes closer to \( f(s) \) as \( i \) increases and therefore we add condition (3) to the definition. Using the same arguments as in the case \( i \leq m \) we obtain that \( \Pr(B_i \mid F_{\zeta_{i-1}}) \geq c \) on the event \( \bigcap_{i \leq i} B_i \).

Finally, we define \( B_{2m+1} \) analogously to \( B_0 \). The event \( B_{2m+1} \) is defined to be

1. For all \( \zeta_{2m} \leq s \leq t \) we have that \( W_v(s) \in B^\perp \).
2. We have that \( W_v(t) = w \).

We claim that on \( \bigcup_{i \leq 2m} B_i \) we have \( \Pr(B_{2m+1} \mid F_{\zeta_{2m}}) \geq \beta^{-C} \). Indeed, for all \( s \leq t - \beta \) on the event \( \bigcup_{i \leq 2m} B_i \) we have that \( \| W_v(s) - w \| \geq c \sqrt{3} \). Moreover, \( t - \zeta_{2m} = \Theta(\sqrt{3}) \) and therefore \( \| W_v(\zeta_{2m}) - w \| = \Theta(\beta^{1/4}) \). Thus, \( (W_v(s), s \in [\zeta_{2m}, t]) \) will not interact with its history with high probability and we can couple it with a simple continuous time walk. Hence, using straightforward random walk estimates we get that conditions (1) and (2) holds with probability at least \( \beta^{-C} \).

We obtain that

\[
\Pr\left( \bigcap_{i=0}^{2m+1} B_i \right) \geq \beta^{-C} c^{2m} \geq n^{-\gamma+1},
\]

where the last inequality holds as long as \( \gamma \) is sufficiently large using that \( m = O(\log n) \). This finishes the proof of the claim since the event of the claim holds on \( \bigcap_{i=0}^{2m+1} B_i \). \( \square \)
It remains to prove Claim 5.7.

Proof of Claim 5.7. Let $W'_i$ be a regenerated walk independent of $G(\beta')$. We can couple $W_i$ and $W'_i$ such that

$$\Pr(\forall -4^n \leq s \leq 0, \ W_i(s) = W'_i(-s) \ | \ G(\beta')) \geq 1 - \beta^{-c}. \quad (5.4)$$

This follows from the same arguments as in the proof of Lemma 4.1. Indeed, for all $r \geq \log \beta$, the blocks $p_i + [-r, r]^d$ are not heavy with respect to the union of paths $\bigcup_{t \leq n^3} \{W_k(s) : s \leq \tau_t\}$ and therefore the walk $W'_i$ will avoid all of them with high probability. The detail are omitted.

Next, using the Brownian approximation we obtain that

$$\Pr(\forall s \leq 4^j, \ W'_i(s) \in u + [0, 7 \cdot 2^{j-3}] \times [2^{j-2}, 3 \cdot 2^{j-2}] \text{ and } W'_i(4^j-1) \in B^-) \geq c. \quad (5.5)$$

On the intersection of (5.4) and (5.5) the event of the claim holds. □

6. Heavy blocks and relaxed times

The main result of this section shows that locally, most times are relaxed. In particular, the theorem establishes the inductive step on relaxed times. This result will allow us to concatenate shorter walks and prove the rest of the induction step. Recall that $\epsilon := 1/(300d)$.

Theorem 6.1. We have that

$$\Pr\left(\forall t \leq t_n - t^\epsilon_n, \ |T \cap [t, t + t^\epsilon_n]| \geq (0.9 + 2/n)t^\epsilon_n\right) \geq 1 - e^{-cn^3}. \quad (6.1)$$

In order to establish Theorem 6.1 we need the following two subsections. In Subsection 6.1 we show that there are no heavy blocks of side length larger than $t^\delta_n$. Then, in Subsection 6.2 we use a multiscale scheme to show that most times are relaxed with respect to the local history of the walk.

It is convenient to rule out short periods where the walk moves too quickly. We thus work before the stopping time $\tau_{\text{fast}} = \tau_{\text{fast}}(n^3)$ as defined in (2.4). By Claim 2.3 we have that

$$\Pr(\tau_{\text{fast}} \leq t_n) \leq e^{-cn^3}. \quad (6.1)$$

Note that before $\tau_{\text{fast}}$ we have $||W(t)|| < 5^n$.

6.1. Heavy blocks. Recall that $B_m$ is the set of blocks of the form $u + [0, 2^m]^d$ where $u \in 2^m \mathbb{Z}^d$. Let $m_0 := \lfloor \delta \log_2 t_n \rfloor$ and recall that $2^j$ is the scale of the escape algorithm where $j \approx \log \log t_n$. For any $m \geq m_0$ and any $B \in B_m$ we define the sequence of stopping times $s_i = s_i(B)$. We let $s_0$ be the first time the walk enters $B$. Then, we inductively define

$$s_i := \inf \{t > s_{i-1} + n^4m : t \text{ is the first time we enter a block } B' \in B_j \text{ with } B' \subseteq B\}.$$

We will show that it is unlikely that many of these stopping times occur before $t_n$. To this end, let $\tau'(B) := s_{n^{\gamma+3}}$ be the first time $n^{\gamma+3}$ of these stopping time occurs, where $\gamma$ is the constant from the definition of $\tau_{\text{esc}}$.

Lemma 6.2. For all $m \geq m_0$ and $B \in B_m$ we have that

$$\Pr(\tau'(B) \leq t_n \wedge \tau_{\text{reg}}) \leq e^{-cn^3}.$$
Figure 3. Heavy blocks. We wish to show that a block $B$ of side length $2^m \geq t_n^\delta$ is not heavy. Every time we enter a small blue block $B' \in B_j$ inside $B$ for the first time, by the escape algorithm, we have a chance of at least $n^{-\gamma}$ to escape fast from $B$ and not return for a long time. If the escape attempt failed and we returned to $B$ after time $n4^m$ then we try again with a new small blue block. With very high probability, this should not happen more than $n^{\gamma+3}$ times which is not enough in order to make $B$ heavy.

**Proof.** Using the definition of the escape event $E(t)$ in (5.1), we obtain that on the event \(\{s_i < t_n \wedge \tau_{\text{reg}} \wedge \tau_{\text{esc}}\}\)

\[
\mathbb{P}(s_{i+1} \geq s_i + 4^n \mid \mathcal{F}_{s_i}) \geq \mathbb{P}(E(s_i) \mid \mathcal{F}_{s_i}) \geq n^{-\gamma}.
\]

Moreover, the event \(\{s_{i+1} \geq s_i + 4^n\}\) can happen at most 4 times before $t_n \leq 4^{n+1}$ and therefore

\[
\mathbb{P}(\tau'(B) = s_{n+3} \leq t_n \wedge \tau_{\text{reg}} \wedge \tau_{\text{esc}}) \leq \mathbb{P}(\text{Bin}(n^{\gamma+3}, n^{-\gamma}) \leq 4) \leq e^{-cn^3}.
\]

This finishes the proof of the lemma using Theorem 5.1. \hfill \Box

Next, define the stopping time

\[
\tau' := \min_{m \geq m_0} \min_{B \in B_m} \tau'(B).
\]

The next corollary follows immediately from Lemma 6.2.

**Corollary 6.3.** We have that

\[
\mathbb{P}(\tau' \leq t_n \wedge \tau_{\text{reg}}) \leq e^{-cn^3}.
\]

**Proof.** On the event \(\{\tau_{\text{fast}} > t_n \wedge \tau_{\text{reg}}\}\) all blocks $B$ at distance at least $5^n$ from the origin satisfy $\tau'(B) > s_0(B) > t_n \wedge \tau_{\text{reg}}$. Moreover, for all $m \geq n$ and $B \in B_m$ we clearly have that $\tau'(B) > s_1(B) > t_n$. Thus, by a union bound over $m_0 \leq m \leq n$ and over blocks $B \in B_m$ at distance at most $5^n$ from the origin we obtain

\[
\mathbb{P}(\tau' \leq t_n \wedge \tau_{\text{reg}}) \leq n5^{dn}e^{-cn^3} + \mathbb{P}(\tau_{\text{fast}} \leq t_n \wedge \tau_{\text{reg}}) \leq e^{-cn^3},
\]

where in the last inequality we used (6.1). \hfill \Box
Lemma 6.4. Before \( t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}} \land \tau' \) non of the blocks \( B(x, r) \) for \( x \in \mathbb{Z}^d \) and \( r \geq t_n^\delta \) are heavy.

Proof. Let \( m \geq m_0 \) and let \( B \in \mathcal{B}_m \). We will count up the accumulated number of vertices visited in \( B \) up to time \( t \leq t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}} \land \tau' \).

We can split this into 2 parts, the vertices visited in the time intervals \((s_i, s_i + n4^m)\) and those visited in the time intervals \((s_i + n4^m, s_{i+1})\). Before \( \tau_{\text{fast}} \), we visit at most \( n^C4^m \) vertices in the time interval \((s_i, s_i + n4^m)\) for all \( i \geq 0 \). Thus, before \( \tau'(B) \) we visit at most \( n^C4^m \) vertices in \( \bigcup_j(s_i, s_i + n4^m) \).

Next, by the definition of the stopping times \( s_i \), for all \( t \in (s_i + n4^m, s_{i+1}) \) the walk \( W(t) \) is either outside of \( B \) or in a block \( B' \in \mathcal{B}_j \) with \( B' \subseteq B \) that has been visited already in some time interval \((s_{i'}, s_{i'} + m4^n)\) for \( i' \leq i \). By the previous argument the total number of such blocks is at most \( n^C4^m \) and hence the total number of vertices in these blocks is at most \( n^C4^n \). This shows that the total number of vertices visited in \( B \) before \( t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}} \land \tau' \) is at most \( n^C4^m \).

It follows that the blocks \( B(x, r) \) for \( r \geq t_n^\delta \) are not heavy. Indeed, let \( m := \lceil \log_2 r \rceil \geq m_0 \) and cover \( B(x, r) \) by \( 2^d \) blocks in \( \mathcal{B}_m \). The number of vertices visited in each one of these blocks before \( t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}} \land \tau' \) is at most \( n^C4^m \leq n^C r^2 \). Thus, the number of vertices visited in \( B(x, r) \) is at most \( n^C r^2 \leq r^{5/2} \) and so the block is not heavy. \( \square \)

6.2. The multiscale improvement. In this section, we define a key construction in our analysis, the notion of good blocks. Within a good block all paths either close or are relaxed and do not travel too far. Furthermore, pairs of paths satisfy the pair proximity property and do not spend much time close to each other. In the definition of good blocks we consider blocks in \( \mathcal{B}_k \) where we fix \( k := \lfloor 4\delta n \rfloor \). Finally, we say that a time \( t \) is an integer cyclic time if \( t (\mod \beta) \) is an integer.

Definition 6.5 (Good blocks). A block \( B \in \mathcal{B}_k \) is good if all the following holds for all cyclic walks \( W_1, W_2 \) of length \( t'_k := 4^k/k^4 \) starting from \( u_1, u_2 \in N(B, 2^{k+2}) \) at integer cyclic times \( q_1, q_2 \leq \beta \).

1. The walk \( W_1 \) either closes before time \( t'_k \), or is relaxed in time \( t'_k \).
2. We have that
   \[ \max_{s \leq t'_k} \| W_1(s) \| \leq 2^{k-1}. \]
3. If \( W_1 \) and \( W_2 \) do not merge or close then,
   \[ |\mathfrak{B}_k(u_1, u_2, q_1, q_2)| \leq 3.9^k. \]

Note that the event that a block \( B \) is good is measurable with respect to the Poisson clocks inside \( N(B, 2^{k+3}) \). Indeed, before a walk exits \( N(B, 6 \cdot 2^k) \) condition (2) has been already violated and so the block is bad.

The following lemma is in a sense at the heart of our multi-scale analysis. It says that with very high probability, we will encounter at most \( n \) bad blocks in a \( 5^n \) neighbourhood of the origin.

Lemma 6.6. With probability at least \( 1 - e^{-cn^3} \), there are at most \( n \) bad blocks \( B \in \mathcal{B}_k \) within distance \( 5^n \) of the origin.

Proof. Each of the 3 properties required of a good block correspond directly to bounds in the inductive hypothesis. Thus, the probability that a fixed pair of paths fails to satisfy part
(3) in the definition of a good block is at most $p_k \leq e^{-k^2} \leq e^{-cn^2}$. Similarly, the probability that a fixed path fails to satisfy parts (1) or (2) is at most $p'_{k'} \leq e^{-k'^2} \leq e^{-cn^2}$, where $k'$ is the unique integer such that $4^k t'_{k'} \leq 4^{k'} + 1$. The number of pairs of starting points and starting times is bounded by $2^{dk'} \beta^2 \leq e^{Cn}$ and so for a block $B \in B_k$

$$\mathbb{P}(B \text{ is bad}) \leq e^{-cn^2}.$$

The goodness of blocks at distance 20 are independent. If there are more than $n$ bad blocks at distance 5 from the origin, then we can find a subset $A$ of these blocks with $|A| = n/20^d$ such that any pair of blocks are at distance at least 20. The number of such $A$ is bounded by

$$\left(\frac{(2 \cdot 5^n)^d}{n/20^d}\right) \leq e^{Cn^2}.$$

Thus, we obtain

$$\mathbb{P}(\# \text{Bad blocks} \geq n) \leq \sum_A \prod_{B \in A} \mathbb{P}(B \text{ is bad}) \leq e^{Cn^2} e^{-cn^3} \leq e^{-cn^3}.$$

This finishes the proof of the lemma. \hfill \Box

In the beginning of the induction, when $t_n \leq \beta^C$, a slightly different treatment is required.

**Lemma 6.7.** Suppose that $t_n^{5\delta} \leq \beta$. With probability at least $1 - e^{-cn^3}$, there are no bad blocks $B \in B_k$ within distance $5^n$ of the origin.

**Proof.** In this case $t_k' \leq t_k \leq t_n^{5\delta} \leq \beta$ and therefore $p_k = e^{-k^3}$ and $p_{k'} = e^{-k'^3}$. Thus, using the same arguments we have the improved probability bound for all $B \in B_k$

$$\mathbb{P}(B \text{ is bad}) \leq e^{-cn^3}.$$

Taking a union bound over the $2^{d}5^{dn}$ blocks we have that

$$\mathbb{P}(\# \text{Bad blocks} \geq 1) \leq e^{-cn^3},$$

completing the lemma. \hfill \Box

We say that a block $B \in B_k$ is bad by time $t$ if we exposed by time $t$ a cyclic walk of length $t_k'$ starting from $N(B, 2^k)$ at an integer time that violates conditions (1) or (2) or a pair of walks violating condition (3). We let $\Lambda_t$ be the union of all bad blocks discovered up to time $t$. Define the stopping time

$$\tau_{\text{bad}} := \begin{cases} \inf\{t : |\Lambda_t| > n2^k\} & \text{if } t_n^{5\delta} > \beta, \\ \inf\{t : |\Lambda_t| > 0\} & \text{otherwise.} \end{cases} \quad (6.3)$$

Before $\tau_{\text{fast}}$, the walk stays within distance $5^n$ from the origin and cannot expose bad blocks outside of this region. Thus, by (6.1), Lemma 6.6 and Lemma 6.7 we have that

$$\mathbb{P}(\tau_{\text{bad}} < t_n \land \tau_{\text{reg}}) \leq \mathbb{P}(\tau_{\text{bad}} < t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}}) + e^{-cn^3} \leq e^{-cn^3}. \quad (6.4)$$

Finally write

$$\hat{\tau} := t_n \land \tau_{\text{reg}} \land \tau_{\text{fast}} \land \tau' \land \tau_{\text{bad}}. \quad (6.5)$$

By (6.1), (6.2) and (6.4) we have that $\mathbb{P}(\hat{\tau} \leq t_n \land \tau_{\text{reg}}) \leq e^{-cn^3}$.

In the following lemma we show that before $\hat{\tau}$ and inside a good block we have a high density of relaxed times.
Lemma 6.8. Suppose that \( t_k' \leq t < \hat{\tau} \) and that \( W(t) \notin \Lambda_t \). Then,
\[
|T \cap [t - t_k', t]| \geq (0.9 + 4/n)t_k'.
\]

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{The proof of Lemma 6.8. We wish to show that along the blue path, most of the times \( s \in [t - t_k', t] \) are relaxed. The blocks \( B(W(s), r) \) for \( r \geq t_n^\delta \) are not heavy by Lemma 6.4 and therefore it suffices to show that the blocks \( B(W(s), r) \) for \( r \leq t_n^\delta \) are not heavy for most times \( s \). First, we claim that for most of the times \( s \), the earlier history of the walk before \( t - t_k' \) (the red paths in the picture) is at distance at least \( t_n^\delta \) away from \( W(s) \). Indeed, by Claim 6.9, there are at most \( n^\gamma \) paths such that the earlier history is contained in a small neighbourhood of these paths. By the pair property, most of the time the blue path will be far from all of them and therefore far from the entire history before \( t - t_k' \). Thus, we only have to show that for most times \( s \) the blocks \( B(W(s), r) \) for \( r \leq t_n^\delta \) are not heavy with respect to the blue path. This follows from the fact that \( B \) is good and therefore the blue path is relaxed.}
\end{figure}

For the proof of the lemma we will need the following claim.

Claim 6.9. Suppose that \( t \leq \hat{\tau} \) and let \( B \in \mathcal{B}_k \). If \( B \) is a good block at time \( t \) then we can construct \( \ell \leq n^{\gamma + 7} \) cyclic integer times \( a_1, \ldots, a_\ell < t - t_k' \) with \( W(a_i) \in N(B, 2^{k+1}) \) such that the walk \( (W(s) : s \leq t) \) inside \( N(B, 2^k) \) was always at distance at most \( n^{41} \) away of one of the cyclic walks \( (W(s) : a_i \leq s \leq a_i + t_k') \). That is, we have that
\[
N(B, 2^k) \cap \{W(s) : s \leq t\} \subseteq \{u : \exists i \leq r, \ s \in [a_i, a_i + t_k'], \|u - W(s)\| \leq n^{41}\}.
\]

Proof. The block \( N(B, 2^k) \) is the union of \( 3^d \) blocks in \( B' \in \mathcal{B}_k \). Recall the definition of \( s_i = s_i(B') \) from section 6.1. Since \( t \leq \tau' \), the set of times
\[
T := [0, t - 2] \cap \bigcup_i (s_i(B'), s_i(B') + n4^k)
\]
is contained in at most \( n^\gamma \) intervals of length \( n4^k \). Thus, this set can be covered by at most \( n^{\gamma + 7} \) intervals \( (a_m, a_m + t_k') \) such that \( a_m < t - t_k' \) is a cyclic integer. Moreover, by the
Lemma 6.8. For simplicity, assume that $t' := t - t_k'$ is a cyclic integer and let $B \in B_k$ be the block containing $W(t)$. By the assumption $B$ is good. Define the sets
\[
U_1 := \{ s \in [t', t] : s \text{ is relaxed with respect to the path } (W(x) : x \in [t', s]) \}
\]
and
\[
U_2 := \{ s \in [t', t] : \min_{s' < t'} ||W(s) - W(s')|| > t_n^6 \}.
\]
Since $B$ is good and using the same arguments as in the proof of Claim 6.9 we have that
\[
W(t') \in N(B, 2^k) \text{ and therefore path } (W(s), s \in [t', t]) \text{ is a relaxed path. It follows that } |U_1| \geq (0.9 + 1/k') t_k' \geq (0.9 + 5/n) t_k'.
\]
We turn to show that $U_2$ is large. By Claim 6.9 with $t'$ as $t$, there are $\ell \leq n^{\gamma + 7}$ cyclic integers $a_1, \ldots, a_\ell < t' - t_k'$ with $W(a_i) \in N(B, 2^{k+1})$ such that
\[
N(B, 2^k) \cap \{ W(s) : s \leq t' \} \subseteq \{ u : \exists i \leq r, s \in [a_i, a_i + t_k'], ||u - W(s)|| \leq n^{11} \} \quad (6.6)
\]
It is clear that the cyclic walks $(W(s) : s \in [t', t])$ and $(W(s) : s \in [a_i, a_i + t_k'])$ do not close or merge and therefore, using condition (3) in the definition of a good block we have that
\[
|\{ s \in [t', t] : \exists s' \in [a_i, a_i + t_k'] \text{ such that } ||W(s) - W(s')|| \leq 1.9^k \}| \leq 3.9^k. \quad (6.7)
\]
It follows from (6.7) and (6.6) that
\[
|U_2| \geq t'_k - n^{\gamma + 7} \cdot 3.9^k,
\]
where in here we also used that $t_n^6 << 1.9^k$ and that the walk $(W(s) : s \in [t', t])$ is contained in $N(B, 0.6 \cdot 2^k)$ by the same arguments as in Claim 6.9. Thus,
\[
|U_1 \cap U_2| \geq (0.9 + 4/n) t_k'.
\]
It remains to prove that every $s \in U_1 \cap U_2$ is a relaxed time. First, we claim that for all $0 \leq s' \leq s - \beta^3 d$ we have that $||W(s') - W(s)|| \geq \beta^6$. Indeed, since $s \in U_1$ this holds for all $t' \leq s' \leq s - \beta^3 d$ and since $s \in U_2$, for all $s' \leq t'$ we have $||W(s') - W(s)|| \geq t_n^6 \geq \beta^6$.

Next, we show that for all $r \geq \beta^6$ the blocks $B(W(s), r)$ are not heavy. If $r \geq t_n^6$ then $B(W(s), r)$ is not heavy by Lemma 6.4 using that $s \leq t \leq \hat{r}$. Finally, let $\beta^6 \leq r \leq t_n^6$. Since $s \in U_1$ the block $B(W(s), r)$ is not heavy with respect to the path $(W(s) : s \in [t', t])$. Since $s \in U_2$, the earlier history is disjoint from $B(W(s), r)$ and so this block is not heavy.

Corollary 6.10. Suppose that $t < \hat{r}$. Then we have that
\[
|T \cap [t - t_n^6 / 2, t]| \geq (0.9 + 3/n) t_n^6 / 2.
\]
Proof. If \( t_n^{5\delta} \leq \beta \) then \( |\Lambda_t| = 0 \) by the definition of \( \tau_{\text{bad}} \) and therefore, the corollary follows immediately from Lemma 6.8. Next, assume that \( t_n^{5\delta} \geq \beta \) and consider the set

\[ U := \{ s \in [t - t_n^{\epsilon/2}, t] : W(s) \notin \Lambda_t \}. \]

Before \( \tau_{\text{reg}} \) we spend at most \( \beta \) time in each vertex. Moreover, before \( \tau_{\text{bad}} \) there are at most \( n \) bad blocks and therefore

\[ |U| \leq \beta |\Lambda_t| \leq \beta n 2^{dk} \leq t_n^{5\delta} n 2^{dk} \leq Cn t_n^{3\delta d} \leq t_n^{\epsilon/3}, \]

where in the fourth inequality we used that \( d \geq 5 \) and that \( k \leq 4\delta n \) and in the fifth inequality we used that \( \delta = \epsilon/(10d) \). Finally, by Lemma 6.8, for each time \( s \in [t - t_n^{\epsilon/2}, t] \setminus U \) there is a density of at least \((0.9 + 4/n)\) of relaxed times in \([s - t', s]\). The corollary follows from this.

**Remark 6.11.** The last proof is the reason we have to modify the argument slightly in the beginning of the induction, when \( t_n^{5\delta} \leq \beta \). In the proof we used the straightforward bound that a cyclic walk stays at most \( \beta \) time in each vertex before closing and therefore the walk doesn’t spend much time in the bad blocks. However, when \( \beta \geq t_n^{5\delta} \) this bound is too large in terms of \( t_n \). We overcome this issue by obtaining better probability bounds when \( t_n \leq \beta \). These bounds are used to show that with sufficiently high probability there are no bad blocks at all when \( t_n^{5\delta} \leq \beta \).

We can now prove Theorem 6.1. Define the event \( G(1) := \{ \hat{t} \geq \tau_{\text{reg}} \wedge t_n \} \) and note that \( \mathbb{P}(G(1)) \geq 1 - e^{-cn^3} \). This only involves the behaviour of the process up to the first regeneration time. We let \( G(i) \) be the analogous event for the \( i \)th iteration of the process between the \( i - 1 \)th and \( i \)th regeneration times. We clearly have that \( \mathbb{P}(G(i)) \geq 1 - e^{-cn^3} \) for all \( i \geq 0 \). Next, we let

\[ G := \{ \mathcal{R}(t_n) \leq n^3, G(1), \ldots, G(\mathcal{R}(t_n) + 1) \}. \]

**Lemma 6.12.** We have \( \mathbb{P}(G) \geq 1 - e^{-cn^3} \).

**Proof.** By the same arguments as in the proof of Theorem 6.1, the number of regenerations between \([(i - 1)4^n, i4^n]\) is stochastically dominated by a geometric random variable and so

\[ \mathbb{P}(\mathcal{R}(t_n) \geq n^3) \leq e^{-cn^3}. \]

Taking a union bound completes the lemma. \( \square \)

**Proof of Theorem 6.1.** By Lemma 6.12 it suffices to show that on the event \( G \) we have for all \( t \leq t_n - t_n^{\epsilon} \),

\[ |T \cap [t, t + t_n^{\epsilon}]| \geq (0.9 + 2/n)t_n^{\epsilon}. \tag{6.8} \]

Note that as stated, Lemma 6.10 applies only up to the first regeneration time. However, we can apply it between any two regeneration times. Thus, for any \( 1 \leq \ell \leq \lfloor t_n^{\epsilon/2} \rfloor \) such that there is no regeneration time in \([t + (\ell - 1)t_n^{\epsilon/2}, t + \ell t_n^{\epsilon/2}]\) we have that

\[ |T \cap [t + (\ell - 1)t_n^{\epsilon/2}, t + \ell t_n^{\epsilon/2}]| \geq (0.9 + 3/n)t_n^{\epsilon/2}. \]

On the event \( G \) there are at most \( n^3 \) regeneration times so

\[ |T \cap [t, t + t_n^{\epsilon}]| \geq (\lfloor t_n^{\epsilon/2} \rfloor - n^3)(0.9 + 3/n)t_n^{\epsilon/2} \geq (0.9 + 2/n)t_n^{\epsilon}. \]

Hence equation (6.8) holds which completes the proof. \( \square \)
7. Concatenation embedding and transition probabilities

We will often use the following lemma in order to concatenate independent shorter walks, for which the induction hypothesis holds, into one long walk. Throughout this section $W$ will be a regenerated walk running for time $t_n$. For walks $W_1$ and $W_2$ of length $s_1$ and $s_2$ respectively we define the concatenation $\tilde{W}$ of $W_1$ and $W_2$ by

$$\tilde{W}(s) := \begin{cases} W_1(s) & s \leq s_1 \\ W_1(s_1) + W_2(s - s_1) & s_1 \leq s \leq s_1 + s_2 \end{cases}.$$ 

We similarly define the concatenation of more than two walks.

**Lemma 7.1.** Let $s_1, s_2$ such that $s_1 + s_2 \leq t_n$ and let $W_1$ and $W_2$ be independent regenerated walks running for times $s_1$ and $s_2$ respectively. Let $\tilde{W}$ be the concatenation of $W_1$ and $W_2$. Then, with the natural coupling of $W$ and $\tilde{W}$ we have

$$\mathbb{P}\left( \max_{s \leq s_1 + s_2} \|W(s) - \tilde{W}(s)\| \geq \epsilon 2^c \right) \leq e^{-cn^3}.$$ 

**Proof.** In order to couple $W$ and $\tilde{W}$ we simply drive $W$ and $\tilde{W}$ using the same continuous time walk. According to this coupling we have $W(s) = W_1(s)$ for all $s \leq s_1$. The coupling between the two walks deteriorate when they are forced by different histories. Every time that happens, the idea would be to use Theorem 6.1 in order to quickly find a time that is relaxed with respect to both, $W$ and $\tilde{W}$. From this time onward, there is a positive chance that the two walks will be coupled perfectly for a long time.

For convenience we extend $W$ and $W_2$ to be infinite regenerated walks (so that $W$ and $\tilde{W}$ are defined for all $t > 0$). Next, recall the definition of $\tau_{\text{hit}}(t)$ in (2.3). We similarly define $\tilde{\tau}_{\text{hit}}(t)$ to be the first time $\tilde{W}$ hits the relevant history after the concatenation time $s_1$. That is, for $t > s_1$ we let

$$\tilde{\tau}_{\text{hit}}(t) := \inf \{ s > t : \exists s' \in s + \beta \mathbb{Z}, \alpha(t) \lor s_1 \leq s' < t \text{ such that } \|W(s) - W(s')\| \leq 1 \}.$$ 

Next, let $\tilde{T}$ be the set of times of the form $s_1 + s$ where $s$ is a relaxed time with respect to $W_2$. By Lemma 4.1 we have that

$$\mathbb{P}(\tilde{\tau}_{\text{hit}}(t) \geq t + 4^n \mid \mathcal{F}_t) \geq 1 - \beta^{-c} \quad \text{for all } t \in \tilde{T}. \quad (7.1)$$

Next, we define a sequence of stopping times $\zeta_1, \zeta_2 \ldots$ and $\zeta'_1, \zeta'_2, \zeta'_3 \ldots$ in the following way. We let $\zeta'_1 := s_1$. For all $i \geq 1$ we let

$$\zeta_i := \inf \{ t > \zeta_{i-1} : t \in \mathcal{T} \cap \tilde{T} \} \quad \text{and} \quad \zeta'_i := \tau_{\text{hit}}(\zeta_i) \land \tilde{\tau}_{\text{hit}}(\zeta_i).$$

By $(7.1)$ and the analogous statement without the tilde we have that

$$\mathbb{P}(\zeta'_i \geq \zeta_i + 4^n \mid \mathcal{F}_{\zeta_i}) \geq 1/2 \quad \text{for all } i \geq 1.$$ 

As before, the event $\zeta'_i \geq \zeta_i + 4^n$ cannot happen more than 4 times before $t_n \leq 4^{n+1}$ and therefore

$$\mathbb{P}(|\{i : \zeta_i < t_n\}| \leq n^3) \geq \mathbb{P}(|\text{Bin}(n^3, 1/2) \geq 5 \}) \geq 1 - e^{-cn^3}. \quad (7.2)$$

Moreover, $W$ and $\tilde{W}$ are coupled perfectly in the intervals $(\zeta_i, \zeta'_i)$. Indeed, in this interval the walks are only “forced” by the history after time $\zeta_i$ which is identical for $W$ and $\tilde{W}$.

Thus, for all $s \leq t_n$ we can write
\[
W(s) - \tilde{W}(s) = \sum_{i=1}^{\infty} (W(s \land \zeta_i) - W(s \land \zeta'_{i-1})) - (\tilde{W}(s \land \zeta_i) - \tilde{W}(s \land \zeta'_{i-1})).
\]

Let $\mathcal{A}$ be the event that for all $s_1 \leq t \leq t_n - t^\epsilon_n$ we have
\[
|T \cap [t, t + t^\epsilon_n]| \geq (0.9 + 2/n)t^\epsilon_n \quad \text{and} \quad |\tilde{T} \cap [t, t + t^\epsilon_n]| \geq (0.9 + 2/n)t^\epsilon_n.
\]

By Theorem 6.1 applied twice for $W$ and $W_2$ we obtain that $\mathbb{P}(\mathcal{A}) \geq 1 - e^{-cn^3}$. On the event $\mathcal{A}$ we have for all $i \geq 1$ that $s \land \zeta_i - s \land \zeta'_{i-1} \leq t^\epsilon_n$. Finally, let $\mathcal{B}$ be the event that $\tau_{\text{fast}}(n^3) \geq t_n$ and $\tilde{\tau}_{\text{fast}}(n^3) \geq t_n$, where $\tilde{\tau}_{\text{fast}}(n^3)$ is defined by (2.4) for the walk $\tilde{W}$. By Claim 2.3 applied for the walks $W, W_1$ and $W_2$ we have that $\mathbb{P}(\mathcal{B}) \geq 1 - e^{-cn^3}$.

On the event $\mathcal{A} \cap \mathcal{B}$ and the event in (7.2) we have that
\[
\|W(s) - \tilde{W}(s)\| \leq 2n^3 \sum_{i=1}^{n^3} s \land \zeta_i - s \land \zeta'_{i-1} \leq 2n^6 t^\epsilon_n \leq t^2_{n^\epsilon},
\]

which completes the proof of the lemma. □

The next Corollary follows immediately by induction.

**Corollary 7.2.** Let $s_1, \ldots, s_\ell > 0$ such that $s_1 + \cdots + s_\ell \leq t_n$. Let $W_1, \ldots, W_\ell$ be independent regenerated cyclic walks running for times $s_1, \ldots, s_\ell$ respectively. Let $\tilde{W}$ be the concatenation of the walks $W_1, \ldots, W_\ell$. Then, in the natural coupling of $W$ and $\tilde{W}$ we have
\[
\mathbb{P}\left(\max_{s \leq s_1 + \cdots + s_\ell} \|W(s) - \tilde{W}(s)\| \geq \ell t^2_{n^\epsilon}\right) \leq e^{-cn^3}.
\]

**7.1. Traveling far is unlikely.** In this section we concatenate independent walks and use concentration results for sum of independent variables to say that the concatenated walk cannot travel far. Throughout this subsection we fix $\sqrt{t_n} \leq t \leq t_n$ and bound the fluctuations of the regenerated walk up to time $t$. We do this in three steps, first we use Corollary 2.2 to say that large deviations are unlikely in the scale of $t^{1/3}$. Then, we use this to show that intermediate deviations are unlikely in the scale of $t^{2/3}$. Finally, we use this to show that small deviations are unlikely in the scale of $t$. 

**Lemma 7.3.** For all $\sqrt{t_n} \leq t \leq t_n$ we have that
\[
\mathbb{P}\left(\max_{s \leq t^{2/3}} \|W(s)\| \geq t^{2/5}\right) \leq e^{-cn^3}.
\]

**Proof.** For clarity we ignore the floor notations in this proof and assume that $t^{1/3}$ is an integer. Let $k = t^{1/3}$ and let $W_1, \ldots, W_k$ be independent regenerated walks running for time $t^{1/3}$. Let $\tilde{W}$ be the concatenation of $W_1, \ldots, W_k$. By Corollary 7.2 there is a coupling of $W$ and $\tilde{W}$ such that
\[
\mathbb{P}\left(\max_{s \leq t^{2/3}} \|W(s) - \tilde{W}(s)\| \geq t^{1/3 + 4\epsilon}\right) \leq e^{-cn^3}. \tag{7.3}
\]

It is thus suffices to show that $\tilde{W}$ do not travel far. To this end, define the events $\mathcal{A}_i := \{\sup_{s \leq t^{1/3}} \|W_i(s)\| \leq n^{3t^{1/3}}\}$ and the random variables $X_i := 1_{\mathcal{A}_i} W_i(t^{1/3})$. By Corollary 2.2 we have that $\mathbb{P}(\mathcal{A}_i) \geq 1 - e^{-cn^3}$.
Next, we claim that $\mathbb{E}[\|X_i\|^2] \leq 2dt^{1/3}$. Let $B_i$ be the event that the inductive coupling of $W_i$ with its Brownian motion $B_i$ was successful. That is

$$B_i := \left\{ \max_{s \leq t^{1/3}} |W_i(s) - \sigma B_i(s)| \geq t^{2/15} \right\}.$$

where $\sigma^2 \leq 3$ and $B_i$ are from the inductive assumption. Using the inductive hypothesis for time $t^{1/3}$ we have that $\mathbb{P}(B_i) \geq 1 - e^{-cn^2}$. Hence,

$$\mathbb{E}[\|X_i\|^2] \leq \mathbb{E}[\|X_i\|^2 \mathbb{1}_{B_i}] + (n^5t^{1/3})^2 \cdot \mathbb{P}(B_i')$$

$$\leq 2\mathbb{E}[\|\sigma B_i(t^{1/3})\|^2] + 2\mathbb{E}[\|W_i(t^{1/3}) - \sigma B_i(t^{1/3})\|^2 \mathbb{1}_{A_i \cap B_i}] + Ce^{-cn^2} \leq 6dt^{1/3}.$$

By symmetry $\mathbb{E}X_i = 0$ so we can now use Freedman’s inequality \cite[Theorem 18]{16} to obtain

$$\mathbb{P}\left( \max_{j \leq k} \left\| \sum_{i=1}^{j} X_j \right\| \geq t^{2/3} / 3 \right) \leq 2d \exp \left( \frac{-t^{4/5} / 18}{6dt^{2/3} + n^5t^{1/3}t^{2/5}/9} \right) \leq e^{-cn^3}.$$

Note that the Theorem 18 in \cite{16} deals with the one dimensional case. We therefore need to apply the theorem separately to each coordinate and then union bound over the coordinates. Using that $\mathbb{P}(\bigcap_{i=1}^{k} A_i) \geq 1 - e^{-cn^2}$ and that on this event $W_i(t^{1/3}) = X_i$ we obtain

$$\mathbb{P}\left( \max_{s \leq t^{2/3}} \| \bar{W}(s) \| \geq t^{2/5} / 2 \right) \leq e^{-cn^3}. \quad (7.4)$$

The lemma follows from \cite[7.3]{7} and \cite[7.4]{7}.

**Lemma 7.4.** For all $\sqrt{t} \leq t \leq t_n$ we have that

$$\mathbb{P}\left( \max_{s \leq t} \| W(s) \| \geq n^2 \sqrt{t} \right) \leq e^{-cn^3}.$$

**Proof.** The proof is almost identical to the proof of Lemma \cite[7.3]{7} and some of the details are omitted. Let $k := t^{1/3}$ and let $W_1, \ldots, W_k$ be independent regenerated walks running for time $t^{2/3}$. Let $\bar{W}$ be the concatenation of $W_1, \ldots, W_k$. By Corollary \cite[7.2]{7} we have

$$\mathbb{P}\left( \max_{s \leq t} \| W(s) - \bar{W}(s) \| \geq t^{1/3 + 4\epsilon} \right) \leq e^{-cn^3}.$$

Next, we similarly define $A_i := \{ \sup_{s \leq t^{2/3}} \| W_i(s) \| \leq t^{2/5} \}$ and $X_i := \mathbb{1}_{A_i} W(t^{2/3})$. By Lemma \cite[7.3]{7} we have that $\mathbb{P}(A_i) \geq 1 - e^{-cn^3}$. Using the same arguments we have that $\mathbb{E}[\|X_i\|^2] \leq 2dt^{2/3}$ and therefore by Freedman’s inequality

$$\mathbb{P}\left( \max_{j \leq k} \left\| \sum_{i=1}^{j} X_j \right\| \geq n^2 \sqrt{t} / 3 \right) \leq 2d \exp \left( \frac{-n^4t / 18}{2dt + t^{2/5}n^2 \sqrt{t} / 9} \right) \leq e^{-cn^3}.$$

This finishes the proof of the lemma using the same arguments as before. \qed

### 7.2. Coupling with a Brownian motion

To couple the regenerated walk with Brownian motion we make use of Theorem 1.3 due to Zaitsev \cite{50} that generalizes the classical KMT \cite{33} result to higher dimensions. We present a special case of the Theorem.

**Theorem 7.5 (Zaitsev).** Let $X_1, \ldots, X_\ell$ be IID random variables in $\mathbb{R}^d$ and let $S_j := \sum_{i=1}^{j} X_i$. Suppose that

$$\|X_i\| \leq M \quad \text{and} \quad \text{Cov}(X_i) = I.$$
Then, there is a coupling of the variables $X_1, \ldots, X_\ell$ and a Brownian motion $B_t$ such that
\[
\mathbb{P}\left(\max_{j \leq \ell} \|S_j - B(j)\| \geq M \log^4 \ell \right) \leq \exp\left(-c_d \log^4 \ell\right).
\]
The constant $C_d$ depends on the dimension $d$ but not on the distribution of the $X_i$.

Using this embedding theorem we will establish the coupling between $W(t)$ and Brownian motion.

**Lemma 7.6.** There is a constant $\sigma = \sigma(t_n)$ with
\[
|\sigma - \sqrt{2}| \leq \max\{3\beta^{-1/16} - t_n^{-1/16}, 0\}
\]
such that the following holds. There is a coupling of $W$ and a Brownian motion $B(t)$ such that
\[
\mathbb{P}\left(\max_{s \leq t_n} \|W(s) - \sigma B(s)\| \geq t_n^{2/5}\right) \leq e^{-cn^3}.
\]

**Proof.** Once again, we ignore the floor notation throughout this proof. Let $\ell := t_n^{1/3}$ and let $W_1, \ldots, W_\ell$ be independent regenerated cyclic walks running for time $t_n^{2/3}$. As usual, $\tilde{W}$ is the concatenation of $W_1, \ldots, W_\ell$ and we have a coupling such that
\[
\mathbb{P}\left(\max_{s \leq t_n} \|W(s) - \tilde{W}(s)\| \leq t_n^{1/3 + 2\epsilon}\right) \leq e^{-cn^3}.
\]

Define the events $A_i := \{ \sup_{s \leq t_n^{1/3}} \|W_i(s)\| \leq n^{2t_n^{1/3}} \}$ and note that by Lemma 7.4 we have $\mathbb{P}(A_i) \geq 1 - e^{-cn^3}$. Define the random variables $Y_i := t_n^{-1/3}1_{A_i}W_i(t_n^{2/3})$ and let $\sigma = \sigma(t_n)$ be the standard deviation of the first coordinate of $Y_i$.

First, we will establish that (7.5) holds. Set $\sigma' = \sigma(t_n^{2/3})$ be the constant from the inductive coupling with Brownian motion at time $t_n^{2/3}$ and so
\[
|\sigma' - \sqrt{2}| \leq \max\left\{3\beta^{-1/16} - t_n^{-2/60}, 0\right\}.
\]

Next, let $B_i$ be the event that the coupling of $W_i$ with its Brownian motion $B_i$ was successful. We have that $\mathbb{P}(B_i) \geq 1 - e^{-cn^2}$. Denote by $(Y_i)_1$ the first coordinate of $Y_i$ and by $(B_i(t_n^{2/3}))_1$ the first coordinate of $B_i(t_n^{2/3})$. By the symmetry of the lattice $\mathbb{Z}^d$ we have that $\mathbb{E}[\|Y_i\|] = 0$ and therefore $\sigma^2 = \mathbb{E}[\|Y_i\|^2]$. Thus, using the triangle inequality in the $L^2(\Omega)$ space and Cauchy Schwarz inequality we obtain
\[
t_n^{2/3}|\sigma - \sigma'|^2 \leq \mathbb{E}\left((Y_i)_1 - \sigma'(B_i(t_n^{2/3}))_1\right)^2
\leq \mathbb{E}\left[\mathbb{1}_{A_i} \sup_{s \leq t_n^{1/3}} \|W_i(s) - \sigma' B_i(s)\|^2\right] + 2\mathbb{E}\left[\mathbb{1}_{A_i} \sup_{s \leq t_n^{1/3}} \|W_i(s)\|^2\right] + 2\mathbb{E}\left[\mathbb{1}_{A_i} \sup_{s \leq t_n^{1/3}} \|B_i(s)\|^2\right]
\leq C\left(t_n^{2/3}\right)^{4/5} + \sqrt{\mathbb{P}(A_i) \mathbb{E}\left[\left(n^2 t_n^{1/3} + \|B_i(t_n^{2/3})\|\right)^4\right]} \leq C t_n^{8/15} + C e^{-cn^2}.
\]
We obtain that $|\sigma - \sigma'| \leq t_n^{1/16}$ and so
\[
|\sigma - \sqrt{2}| \leq |\sigma' - \sqrt{2}| + |\sigma - \sigma'| \leq \max\left\{3\beta^{-1/16} - t_n^{-2/60}, 0\right\} + t_n^{-1/16}.
\]
This finishes the proof of (7.5) using (7.7) in both cases, when the maximum in (7.7) is zero and when it’s positive.
Next, let $X_i := \sigma^{-1} Y_i$. By the symmetries of $\mathbb{Z}^d$ the covariance between different coordinates of $X_i$ is 0 and therefore its covariance matrix is $I$. Moreover, we have that $\|X_i\| \leq 2n^2$. Thus, by Theorem 7.5 there is a Brownian motion $B'$ such that
\[
P\left( \max_{j \leq k} \|S_j - B'(j)\| \geq n^7 \right) \leq e^{-cn^3},
\]
where $S_j := \sum_{i=1}^j X_i$. Moreover, on the event $A := \bigcap_{i \leq k} A_i$, we have that $S_j = \sigma^{-1} t_n^{-1/3} \tilde{W}(t_n^{2/3})$ for all $j \leq k$ and therefore
\[
P\left( \max_{j \leq k} \|\tilde{W}(t_n^{2/3}) - \sigma t_n^{1/3} B'(j)\| \geq n^7 t_n^{1/3} \right) \leq e^{-cn^3}.
\]
Rewriting the last equation with the Brownian motion $B(s) := t_n^{1/3} B'(t_n^{2/3} - s)$ we have
\[
P\left( \max_{j \leq k} \|\tilde{W}(t_n^{2/3}) - \sigma B(t_n^{2/3})\| \geq n^7 t_n^{1/3} \right) \leq e^{-cn^3}. \tag{7.8}
\]
Next, define the event
\[
C := \left\{ \text{For all } j \leq k \text{ and } s \in [(j - 1)t_n^{2/3}, (j - 1)t_n^{2/3}] \text{ we have } \|B(s) - B'(t_n^{2/3})\| \leq n^2 t_n^{1/3} \right\}
\]
and note that $\mathbb{P}(C) \geq 1 - e^{-cn^3}$. On $C \cap A$ and the complement of the event in the (7.8) we have that $\|\tilde{W}(s) - \sigma B(s)\| \leq 2n^2 t_n^{1/3}$ for all $s \leq t_n$. This finishes the proof of the lemma using (7.6).

7.3. Transition Probabilities. In this section we prove the inductive hypothesis on transition probabilities. To this end we use the coupling with Brownian motion at time $t_n$ from Section 7.2 and the bound on transition probabilities at time $t_n^{4/5}$.

Lemma 7.7. For all $t_n/4 \leq t \leq t_n$ and $u \in \mathbb{Z}^d$ we have that
\[
P(W(t) = u) \leq t^{-d/2 + 0.1}.
\]

Proof. Let $t_n/4 \leq t \leq t_n$ and $u \in \mathbb{Z}^d$. Let $W_1$ and $W_2$ be independent regenerated walks of lengths $t - t_n^{4/5}$ and $t_n^{4/5}$ respectively. Let $\tilde{W}$ be a concatenation of $W_1$ and $W_2$. By Lemma 7.1 there is a coupling such that $\|\tilde{W}(t) - W(t)\| \leq t_n^2$ with probability at least $1 - e^{-cn^3}$. Let $B_1$ be the event that the coupling of $W_1$ with its Brownian motion $B$ was successful. We have that $\mathbb{P}(B) \geq 1 - e^{-cn^2}$. Let $A_2$ be the event that $\|W_2(t_n^{4/5})\| \leq n^2 t_n^{2/5}$ and note that $\mathbb{P}(A_2) \geq 1 - e^{-cn^2}$. For all $v \in \mathbb{Z}^d$ we have
\[
\mathbb{P}(\tilde{W}(t) = v) \leq \mathbb{P}(A_2) + \sum_{\|u - v\| \leq n^2 t_n^{2/5}} \mathbb{P}(W_1(t - t_n^{4/5}) = w) \cdot \mathbb{P}(W_2(t_n^{4/5}) = v - w)
\]
\[
\leq e^{-cn^2} + t_n^{4/5}(-d/2 + 0.1) \mathbb{P}(\|W_1(t - t_n^{4/5}) - v\| \leq n^2 t_n^{2/5})
\]
\[
\leq e^{-cn^2} + \mathbb{P}(B_1) + t_n^{-2d/5 + 0.08} \mathbb{P}(\|\sigma B(t - t_n^{4/5}) - v\| \leq 2n^2 t_n^{2/5})
\]
\[
\leq e^{-cn^2} + \mathbb{P}(B_1) + C t_n^{-2d/5 + 0.08} n^2 d t_n^{2d/5 - d/2}
\]
\[
\leq e^{-cn^2} + C n^2 d t_n^{-d/2 + 0.08} \leq t^{-d/2 + 0.09}.
\]

Where in the second inequality we used the inductive bound on transition probabilities at time $t_n^{4/5}$. Thus, we obtain
\[
\mathbb{P}(W(t) = u) \leq e^{-cn^3} + \mathbb{P}(\|\tilde{W}(t) - u\| \leq t_n^2) \leq C t_n^{2ed} t_n^{-d/2 + 0.09} \leq t^{-d/2 + 0.1},
\]
where in the last inequality we used that \( \epsilon = 1/(300d) \).

\( \square \)

7.4. The Pair Proximity Property. In this section we prove the pair proximity property in the inductive hypothesis. The proof uses heavily the arguments and notations of Section 6. Note that by translation invariance in space and time, we may assume without loss of generality that \( u_1 = 0, q_1 = 0 \). Thus, it suffices to prove the following lemma.

**Lemma 7.8.** For all \( u \in \mathbb{Z}^d \) and \( q \leq \beta \) we have

\[
\mathbb{P} \left( \Omega \text{ and } |\mathcal{P}_n(0, u, 0, q)| \geq 3.9^n \right) \leq e^{-cn^3}.
\]

**Proof.** Recall the definition of \( \tilde{\tau} \) in equation (6.5) and that \( 2^k \) is the scale of the bad blocks where \( k := [4\delta n] \). We write \( \tilde{\tau}^{(1)} \) and \( \tilde{\tau}^{(2)} \) to denote the stopping times analogous to \( \tilde{\tau} \) for the walks \( W_1 \) and \( W_2 \) respectively. Let \( \mathcal{H}_1 \) be the event that \( \tilde{\tau}^{(1)} > t'_n \) and that

\[
\{ \forall s_1, s_2 \leq t'_n \text{ with } |s_1 - s_2| \leq 3.6^n \text{ we have } \|W_1(s_1) - W_1(s_2)\| \leq 1.9^n \}.
\]

Using the results of Section 6, the Brownian approximation in Lemma 7.6 and a straightforward Brownian motion estimate (using that \( 1.9^n > 3.6 \)) we obtain that \( \mathbb{P}(\mathcal{H}_1 \cap \Omega) \leq e^{-cn^3} \).

Let \( V = \{W_1(s) : s \in [0, t'_n]\} \) denote the vertices visited by \( W_1 \) in \([0, t'_n]\). We will first reveal the path \( W_1 \) and then let \( \mathcal{F}_t^+ \) denote the \( \sigma \)-algebra generated by the walk \( W_2 \) up to time \( t \) together with the walk \( W_1 \) in \([0, t'_n]\). We let \( \mathcal{T}_2 \) be the set of relaxed times with respect to \( W_2 \) and define the stopping time

\[
\tau_{\text{merge}} := \inf \{ t_2 > 0 : \exists t_1 \leq t'_n, t_2 + q - t_1 \in \beta Z \text{ and } W_1(t_1) = W_2(t_2) \}.
\]

Note that on \( \Omega \) we have that \( \tau_{\text{merge}} > t'_n \). Next, let us define the following series of stopping times. Let \( \zeta_0 = \zeta'_0 = 0 \) and let

\[
\zeta_i := t'_n \wedge \tau^{(2)}_{\text{reg}} \wedge \tau_{\text{merge}} \wedge \inf \{ t \geq \zeta_{i-1} : t \in \mathcal{T}_2 \text{ and } d(W_2(t), V) \geq 1.9^k \},
\]

where \( \tau^{(2)}_{\text{reg}} \) is defined analogously to (2.1) for the walk \( W_2 \). Next, define

\[
\zeta'_i = t'_n \wedge \tau^{(2)}_{\text{hit}}(\zeta_i) \wedge \inf \{ t \geq \zeta_i : d(V, W_2(t)) \leq 1 \} \wedge \inf \{ t \geq \zeta_i + 3.89^n : d(W_2(t), V) \leq 1.9^n \},
\]

where \( \tau^{(2)}_{\text{hit}} \) is defined analogously to (2.3) with respect to \( W_2 \). To count the number of such stopping times we let

\[
J = \inf \{ i : \zeta_i = t'_n \wedge \tau_{\text{merge}} \wedge \tau^{(2)}_{\text{reg}} \}.
\]

First we show that there is a large probability that \( \zeta'_i - \zeta_i \geq 4^n \). To this end, let \( \tilde{W} \) be a regenerated walk starting from 0 and independent \( \mathcal{F}_{\zeta_i}^+ \). For \( s \geq \zeta_i \) let \( W'(s) := W_2(\zeta_i) + \tilde{W}(s - \zeta_i) \). By the same arguments as in Lemma 2.1 conditional on \( \mathcal{F}_{\zeta_i}^+ \), we can couple \( \{W_2(s)\}_{s \geq \zeta_i} \) with \( \{W'(s)\}_{s \geq \zeta_i} \) until \( \zeta'_i \).

First, using Lemma 4.1 and the fact that \( \zeta_i \in \mathcal{T}_2 \) we have that

\[
\mathbb{P}(\zeta'_i = \tau^{(2)}_{\text{hit}}(\zeta_i) \mid \mathcal{F}_{\zeta_i}^+) \leq \beta^{-c}.
\]

Next, note that on \( \mathcal{H}_1 \) we have \( |N(V, 1) \cap [-r, r]^d| \leq Cr^{5/2} \) for all \( r \geq 1.9^k \). Indeed, by Lemma 6.4 before \( \tau^{(1)} \) none of the blocks of side length at least \( t'_n \ll 1.9^k \) are heavy with respect to \( W_1 \). Thus, by Claim 4.2 and using that \( d(W'(<\zeta_i), V) \geq 1.9^k \) we obtain

\[
\mathbb{P}(\forall \zeta_i \leq s \leq \zeta_i + 4^n, d(W'(s), V) > 1 \mid \mathcal{F}_{\zeta_i}^+) \geq 1 - e^{-ck}.
\]
Finally we need to check that after time $\zeta_i + 3.89^n$ the walk $W'(t)$ is at distance at least $1.9^n$ away from $V$ with high probability. On the event $\mathcal{H}_1$ we have that

$$N(V, 1.9^n) \subseteq \bigcup_{i=0}^{t_n/3.6^n} B(W_1(i \cdot 3.6^n), 1.9^{n+2}).$$

Thus, on the event $\mathcal{H}_1$ by the Brownian approximation and Lemma 9.1 we have

$$\mathbb{P}\left(\exists t \in [\zeta_i + 3.89^n, \zeta_i + 4^n], W'(t) \in N(V, 1.9^n) \mid \mathcal{F}_{\zeta_i}^+\right)$$

$$\leq \sum_{i=0}^{t_n/3.6^n} \mathbb{P}\left(\exists t \in [\zeta_i + 3.89^n, \zeta_i + 4^n], \|W'(t) - W_1(i \cdot 3.6^n)\| \leq 1.9^{n+2} \mid \mathcal{F}_{\zeta_i}^+\right)$$

$$\leq C(4/3.6)^n (1.9/\sqrt{3.89})^{(d-2)n} \leq e^{-cn},$$

where in the last inequality we used that $d \geq 5$.

Combining the above estimates we have that on the event $\mathcal{H}_1$

$$\mathbb{P}(\zeta'_i \geq \zeta_i + 4^n \mid \mathcal{F}_{\zeta_i}^+) \geq 1/2.$$ 

So each excursion starting from $\zeta_i$ has probability at least $1/2$ of lasting for at least time $4^n$. We can have at most 1 such intervals before time $t_n'$ and so

$$\mathbb{P}(J \geq n^3) \leq \mathbb{P}(\text{Bin}(n^3, 1/2) \leq 2) \leq e^{-cn^3}. \quad (7.9)$$

Between $3.89^n + \zeta_i$ and $\zeta'_i$ the distance from $W_2(t)$ to $V$ is at least $1.9^n$ and therefore

$$\|\mathcal{P}_n(0, u, 0, q)\| \leq \sum_{i=1}^{J} 3.89^n + \zeta_i - \zeta'_{i-1}.$$

It suffices to bound $\zeta_i - \zeta'_{i-1}$ with high probability. For $t \leq t_n'$ let $\Lambda'_t$ be the set of bad blocks discovered by both $W_1$ in the interval $[0, t]$ and $W_2$ in the interval $[0, t]$ (note that because of the pair property, these bad blocks might contain blocks that are good with respect to $(W_1(s) : s \leq t_n')$ and good with respect to $(W_2(s) : s \leq t)$). We define the stopping time $\tau'_{\text{bad}}$ with respect to the filtration $\mathcal{F}^+_t$ analogously to (6.3) with $\Lambda'_t$. By the same arguments we have that $\mathbb{P}(\tau'_{\text{bad}} \leq t_n') \leq e^{-c n^3}$.

Let $t_{k}' \leq t < \hat{\tau}^{(2)}$ such that $W_2(t) \notin \Lambda'_t$. By Lemma 6.8 we have that

$$|T_2 \cap [t - t_k', t]| \geq 0.9t'_k. \quad (7.10)$$

Moreover, using the pair property just like in the proof of Lemma 6.8 on the event $\mathcal{H}_1 \cap \{t < \hat{\tau}^{(2)}, W_2(t) \notin \Lambda'_t\}$ we have

$$\left|\{s_2 \in [t - t_k', t] : \forall s_1 \leq t_n', \|W_1(s_1) - W_2(s_2)\| > 1.9^k\}\right| \geq 0.9t'_k. \quad (7.11)$$

Next, just like in the proof of Corollary 6.10 if $\tau'_{\text{bad}} > t_n'$ then

$$\left|\{t \leq t_n' : W_2(t) \in \Lambda'_t\}\right| \leq t_n'^{3/3}$$

in both cases, when $t_n^{5\delta} \leq \beta$ and when $t_n^{5\delta} \geq \beta$. Thus, by (7.10) and (7.11) on the event $\mathcal{H} := \mathcal{H}_1 \cap \{\hat{\tau}^{(2)} \wedge \tau'_{\text{bad}} > t_n'\}$ we have that any interval $I \subseteq [0, t_n']$ of length $t_n'$ contains a time
s_2 \in \mathcal{T}_2 \) such that \( \| W_2(s_2) - W_1(s_1) \| \geq 1.9^k \) for all \( s_1 \leq t'_n \). It follows that on \( \mathcal{H} \) we have that \( \zeta_i - \zeta'_{i-1} \leq t'_n \) for all \( i \geq 1 \) and therefore on \( \mathcal{H} \cap \{ J \leq n^3 \} \) we have

\[
|\mathbb{P}_n(0, u, 0, q) \leq \sum_{i=1}^J 3.89^n + \zeta_i - \zeta'_{i-1} \leq J(3.89^n + t'_n) \leq 3.9^n. 
\]

This finishes the proof of the lemma by (7.9) and the fact that \( \mathbb{P}(\mathcal{H}^c \cap \Omega) \leq e^{-cn^3} \).

8. Induction Base

In this section we prove the inductive assumption when \( t_n = t_04^n \leq \beta \). For time less than \( \beta \), the cyclic walk is simply a continuous time simple random walk and thus the transition probabilities properties holds by standard properties of random walks. Similarly for the travelling far property we have

\[
\mathbb{P}\left( \sup_{s \leq t_n} \| W(s) \| \leq n^2 \sqrt{t_n} \right) \geq 1 - e^{-cn^4}. \tag{8.1}
\]

By Claim 2.3

\[
\mathbb{P}\left( \sup_{t, t' \leq t_n, |t - t'| \leq 1} |W(t) - W(t')| \leq n^5 \right) \geq 1 - e^{-n^4} \tag{8.2}
\]

and so by KMT embedding from Theorem 7.5 we have a coupling with Brownian motion such that

\[
\mathbb{P}\left( \max_{t \leq t_n} |W(t) - B(t)| \leq n^{10} \right) \geq 1 - e^{-n^4} \tag{8.3}
\]

establishing the approximately Brownian property. It remains to verify the relaxed path property and the pair property.

**Lemma 8.1.** Suppose that \( t_n \leq \beta \). Then, the path up to time \( t_n \) is relaxed with probability at least \( 1 - e^{-n^4} \).

**Proof.** Let \( \mathcal{A}_1 \) be the intersection of the events in equations (8.1), (8.2) and (8.3). So \( \mathbb{P}(\mathcal{A}_1) \geq 1 - e^{-cn^4} \). Let \( \mathcal{A}_2 \) be the event that for \( B(t) \) all boxes of scale \( \beta^6 \) or higher are very lite, \( \mathcal{A}_2 := \left\{ \forall r \geq \beta^6, x \in \mathbb{Z}^d, \{ i \in [0, t_n] \cap \mathbb{Z} : B(i) \in B(x, r) \} \right\} < r^{2.1} \}

Note that when \( r \geq t_n \) we have \( \{ i \in [0, t_n] \cap \mathbb{Z} : B(i) \in B(x, r) \} \) \( \leq r^{2.1} \) for all \( x \in \mathbb{Z}^d \) and that on the event \( \mathcal{A}_1 \) only boxes within distance \( n^22^n \) are visited. Moreover, for any \( r \geq \beta^6 \) and \( x \in \mathbb{Z}^d \), by Lemma 8.3

\[
\mathbb{P}\left( \{ i \in [0, t_n] \cap \mathbb{Z} : B(i) \in B(x, r) \} < r^{2.1} \right) \geq 1 - e^{-n^4}.
\]

Thus, taking a union bound over \( |x| \leq 2n^22^n \) and \( \beta^6 \leq r \leq t_n \) we obtain \( \mathbb{P}(\mathcal{A}_2) \geq 1 - e^{-cn^4} \). On the event \( \mathcal{A}_1 \cap \mathcal{A}_2 \) we claim that all boxes \( B(x, r) \) for \( r \geq \beta^6 \) are not heavy with respect to \( W \). Indeed, let \( x \in \mathbb{Z}^d \) and \( r \geq \beta^6 \) and suppose that \( W(t) = u \in B(x, r) \) for some \( t \leq t_n \). Then by (8.2) and the coupling we have that \( |B([t]) - u| \leq 2n^{10} \). We can cover every vertex within distance \( 2n^{10} \leq r \) of \( B(x, r) \) by \( 3^d \) disjoint blocks of the form \( B(y, r) \) with \( y \in \mathbb{Z}^d \). Thus, on \( \mathcal{A}_1 \cap \mathcal{A}_2 \)

\[
|\{ W(t) : t \leq t_n \} \cap B(x, r) | \leq 3^d(4n^{10})^{d,2.1} r^{5/2}. \tag{8.4}
\]

Now let

\[
T' = \{ t \leq t_n : \forall 0 \leq s \leq t - \beta^{36}, |B(s) - B(t)| \geq 2\beta^3 \},
\]
and

\[ T = \{ t \leq t_n : \forall 0 \leq s \leq t - \beta^{3\delta}, |W(s) - W(t)| \geq \beta^\delta \}. \]

On the event \( A_1 \), using that \( n^{10} \ll \beta^\delta \), we have \( T' \subseteq T \). Furthermore, on \( A_1 \cap A_2 \), using equation \( (8.4) \), we have that all times \( t \in T \) are relaxed. Thus, it suffices to show that \( T' \) is large with high probability. If \( t_n \leq \beta^{3\delta} \) then \( |T'| = |T| = t_n \). Suppose next that \( \beta^{3\delta} \leq t_n \leq \beta \).

Set

\[ B^*(t) = \frac{1}{2\beta^\delta} B(4\beta^{2\delta}t). \]

which is also distributed as Brownian motion. Then letting

\[ T^* = \left\{ t \leq \frac{t_n}{4\beta^{2\delta}} : \forall s \leq t - \beta^\delta/4 \text{ with } |B^*(s) - B^*(t)| \geq 1 \right\} \]

we have that \( T' = 4\beta^{2\delta}T^* \). Thus, by Claim 9.4 with \( \zeta = \delta/2 \) we obtain

\[ \mathbb{P}(|T'| \geq 0.95t_n) = \mathbb{P}(|T^*| \geq 0.95\frac{t_n}{4\beta^{2\delta}}) \geq 1 - \exp \left( -\left( \frac{t_n}{4\beta^{2\delta}} \right)^c \right) \geq 1 - e^{-n^4}. \]

On the event \( \{ |T| \geq 0.95t_n \} \cap A_1 \cap A_2 \) at least a 0.95 fraction of the times are relaxed and so the path is relaxed. This has probability at least \( 1 - e^{-cn^4} \) which completes the proof. \( \square \)

Finally we complete the base of the induction by proving the pair proximity property. As before, we may assume that \( u_1 = 0 \) and that \( q_1 = 0 \). Note also that by reversibility in time we may assume that \( q_2 \leq \beta/2 \).

**Lemma 8.2.** For any \( u \in \mathbb{Z}^d \) and \( q \leq \beta/2 \) we have that

\[ \mathbb{P}(\Omega \text{ and } |\Psi_n(0, u, 0, q)| \geq 3.9^n) \leq e^{-n^3}. \]

**Proof.** Recall that \( W_1 \) and \( W_2 \) are two cyclic walks of length \( t'_n = t_n/n^4 \leq \beta/2 \), starting from 0 and \( u \) at the cyclic times 0 and \( q \).

We will begin with the case that \( q \leq t'_n \). We let \( Y_u \) be the cyclic walk started from \( v \in \mathbb{Z}^d \) at time 0. Then \( W_1 \) corresponds to \( Y_0 \) while \( W_2 \) must correspond to \( Y_v \) for some \( v \in \mathbb{Z}^d \). Let

\[ \Psi^*(v) = \{ s_2 \leq 2t'_n : \exists s_1 \in [0, 2t'_n], |Y_v(s_2) - Y_0(s_1)| \leq 1.9^n \}. \]

Recall that \( Y_v \) are simple random walks in this time scale. On the event \( \Omega \) we have

\[ |\Psi_n(0, u, 0, q)| \leq \max_{v \neq 0} |\Psi^*(v)|. \]

For all \( v \in \mathbb{Z}^d \) with \( \|v\| \geq 4^n \), we have that

\[ \mathbb{P}(\Psi^*(v) \neq \emptyset) \leq \mathbb{P} \left( \sup_{s \leq 2t'_n} \|Y_0(s)\| \geq \|v\|/3 \right) + \mathbb{P} \left( \sup_{s \leq 2t'_n} \|Y_v(s) - v\| \geq \|v\|/3 \right) \leq \exp(-c\|v\|), \]

where the last inequality follows from standard random walk estimates. Thus, the event

\[ \mathcal{A} := \{ \forall v \in \mathbb{Z}^d \text{ with } \|v\| \geq 4^n \text{ we have } \Psi^*(v) = \emptyset \} \]

satisfies \( \mathbb{P}(\mathcal{A}) \geq 1 - \exp(-c4^n) \).

Next, fix \( v \) such that \( \|v\| \leq 4^n \). Consider the evolution of \( Y_0(s) - Y_v(s) \) for \( s \in \left[ 0, 2t'_n \right] \). It is a Markov process with jump rate identical to a continuous time random walk with jump rate doubled except when \( \|Y_0(s) - Y_v(s)\| = 1 \). Since simple random walk is transient, in
Lemma 9.2. Let each unit interval of time there is a positive probability \( \|Y_0(s) - Y_v(s)\| \) becomes at least 2 and then never returns to 1. Hence
\[
\mathbb{P}\left( \{i \in [0, 2t_n] \cap \mathbb{Z} : \min_{s \in [i, i+1]} \|Y_0(s) - Y_v(s)\| = 1\} \right) \geq n^4.
\]
We can couple the two walks to independent random walks outside of these intervals. In particular, we can couple \( Y_v(s) \) with a simple random walks \( X(s) \) which is independent of \( Y_0(s) \) such that the event
\[
\mathcal{D} = \left\{ \sup_{s \in [0, 2t_n]} \|Y_v(s) - X(s)\| \leq n^{10} \right\}
\]
holds with very high probability, \( \mathbb{P}(\mathcal{D}) \geq 1 - e^{-cn^4} \).

We now follow the proof of Lemma 7.8. Let \( V := \{Y_0(s) : s \in [0, 2t_n']\} \) be the vertices visited by the first walk. Let \( \mathcal{F}_i^+ \) be the sigma algebra generated by the first walk up to time \( 2t_n' \) and the second walk up to time \( t \). Define the following sequence of stopping times. Let \( \zeta_i = 0 \) and
\[
\zeta_i := \inf\{t \geq \zeta_i + 3.89, d(X(t), V) \leq 1.9^{n+1}\}.
\]
Next, define the event
\[
\mathcal{C} = \left\{ \sup_{t \in [0, 2t_n']} \sup_{s \in [t - (3.6)^n, t]} \|Y_0(t) - Y_0(s)\| \leq 1.9^n \right\}
\]
and note that by standard random walk estimates (using that \( 1.9^2 > 3.6 \)) we have that \( \mathbb{P}(\mathcal{C}) \geq 1 - e^{-n^4} \).

Now, by the same arguments as in the proof of Lemma 7.8, on the event \( \mathcal{C} \) we have that \( \mathbb{P}(\zeta_i \geq 2t_n' | \mathcal{F}_{\zeta_i-1}^+) \geq 1/2. \)

Thus, letting \( J := \inf\{i : \zeta_i \geq 2t_n'\} \) we have \( \mathbb{P}(J \geq n^4) \leq e^{-cn^4} \). On the complement of this event and the event \( \mathcal{D} \) we can bound
\[
|B^*(v)| \leq J \cdot 3.89^n \leq 3.9^n
\]
Taking a union bound over \( v \) we have that
\[
\mathbb{P}\left( |\mathcal{P}_n(0, u, 0, q)| \geq 3.9^n \right) \leq \mathbb{P}(\mathcal{A}) + \sum_{|v| \leq 4^n} \mathbb{P}(|\mathcal{P}^*(v)| \geq 3.9^n) \leq e^{-cn^4}
\]
which completes the proof when \( q \leq t_n' \). If \( t_n' < q < \beta/2 \) then the walks \( W_1 \) and \( W_2 \) are independent and the proof is identical. \( \square \)

9. Brownian Estimates

The following is a standard application of the Optional Stopping Theorem and the fact that \( |B(t)|^{2-d} \) is a local martingale.

**Lemma 9.1.** Let \( D \) be a ball of radius \( r \) centred at \( x \) and let \( B(t) \) be Brownian motion started from \( y \) such that \( |v - u| > r \). Then the probability that \( B(t) \) ever hits \( D \) is \( \left( \frac{r}{|x-y|} \right)^{d-2} \).

**Lemma 9.2.** Let \( B(t) \) be Brownian motion in \( \mathbb{R}^d \). Then there exists \( C_d > 0 \) such for \( 0 < r \leq s \) and any starting point \( y \in \mathbb{R}^d \),
\[
\mathbb{P}\left( \inf_{t \geq s^2} \|y + B(t)\| \leq r \right) \leq C_d(r/s)^{d-2}.
\]
Proof. By Lemma 9.1 we have that
\[
\mathbb{P}\left( \inf_{t \geq s^2} \|B(t)\| \leq r \right) = \mathbb{E}\left[ \left( \frac{r}{\|y + B(s^2)\|} \right)^{d-2} \land 1 \right] \leq \mathbb{E}\left[ \left( \frac{r}{\|B(s^2)\|} \right)^{d-2} \land 1 \right] \\
= \mathbb{E}\left( \frac{r/s}{\|B(1)\|} \right)^{d-2} \land 1 = C \int_0^\infty x^{d-1}(r/xs \land 1)^{d-2} e^{-x^2/2} dx \leq C \int_0^{r/s} x^{d-1} e^{-x^2/2} dx + C(r/s)^{d-2} \int_{r/s}^\infty xe^{-x^2/2} dx \leq C d(r/s)^{d-2},
\]
where the first inequality follows from expectation being maximized at \( y = 0 \), the second inequality by Brownian scaling and the third equality follows by the radial symmetry of the Gaussian density.

Lemma 9.3. Let \( D \) be a ball of radius \( r \) and let \( N \) be the total number of integer times Brownian motion is inside \( D \). Then for some \( c > 0 \),
\[
\mathbb{P}(N > x r^2) \leq 2 \exp(-cx).
\]
Proof. For any starting point, by Lemma 9.2 there is a constant probability, not depending on \( r \), that the Brownian motion never returns to \( D \) after time \( C r^2 \). The result then follows by repeated trials.

Claim 9.4. Let \( d \geq 5 \) and let \( B \) be a standard \( d \) dimensional Brownian motion. Let \( \zeta > 0 \) and let \( t \geq 1 \). Define the set
\[
T := \left\{ s \leq t : \exists s' \leq s - t^\zeta \text{ with } \|B(s) - B(s')\| \leq 1 \right\}.
\]
We have that \( \mathbb{P}(|T| \geq t^{1-\zeta^3}) \leq C \exp(-t^\zeta) \) where \( c \) depends on \( \zeta \).
Proof. Without loss of generality, we may assume that \( d = 5 \). Indeed, the set \( T \) grows when removing the last \( d - 5 \) coordinates. Let \( r = t^{\zeta/2} \). First, we claim that for all \( x \in \mathbb{R}^5 \) we have
\[
\mathbb{P}\left( \left\{ i \in \mathbb{N} \cap [0, t] : \|B(i) - x\| \leq 2 r^{1+\zeta} \right\} \right) \geq r^{2+3\zeta} \leq \exp(-C t^\zeta).
\]
Indeed, every time the Brownian motion is inside a ball of radius \( 2d r^{1+\zeta} \) around \( x \) by Lemma 9.2 there probability \( \theta > 0 \) to escape the ball in time less than \( r^{2+2\zeta} \) and never return. The estimate then follows from repeated trials.

Next, we say that the block \( A_x := x + [-r^{1+\zeta}, r^{1+\zeta}]^5 \subseteq \mathbb{R}^5 \) is heavy at time \( s \) if
\[
\left\{ y \in A_x \cap \mathbb{Z}^d : \exists s' \leq s \text{ with } \|B(s') - y\| \leq r^{1/20} \right\} \geq r^{2.1}
\]
and define the stopping time
\[
\tau_\text{hea} := \inf \left\{ s > 0 : \text{ for some } x \in \mathbb{Z}^5 \text{ the block } A_x \text{ is heavy at time } s \right\}.
\]
We would like to show that it is unlikely that \( \tau_\text{hea} \leq t \). To this end, note that
\[
\mathbb{P}(\exists s, s' \leq t \text{ with } |s - s'| \leq 1 \text{ such that } \|B(s) - B(s')\| \geq r^{1/20}) \leq C \exp(-ct^\zeta).
\]
Moreover, if both the events in (9.1) and (9.2) do not hold then
\[
\left| \left\{ y \in A_x \cap \mathbb{Z}^d : \exists s \leq t \text{ with } \|B(s) - y\| \leq r^\zeta \right\} \right| \leq r^{2+3\zeta}(2r^{1/20})^5 < r^{2.1}
\]
and therefore \( \mathbb{P}(A_x \text{ is heavy at time } t) \leq C \exp(-t^\zeta) \). We obtain that
\[
\mathbb{P}(\tau_\text{hea} \leq t) \leq \mathbb{P}(\sup_{s \leq t} \|B(s)\| \geq t) + \sum_{\|x\| \leq 2t} \mathbb{P}(A_x \text{ is heavy at time } t) \leq C \exp(-t^\zeta).
\]
Next, for any \( j \leq \lfloor t^{1-\zeta} \rfloor \) let \( s_j := j t^\zeta = j r^2 \) and define the event
\[
A_j := \{ \exists s \in [s_j + r^{2-2\zeta}, s_{j+1}] \text{ and } s' \leq s \text{ with } \| B(s) - B(s') \| \leq 1 \}.
\]
We claim that on the event \( \{ \tau_{\text{heav}} \geq s_j \} \) we have that \( \mathbb{P}(A_j \mid \mathcal{F}_{s_j}) \leq r^{-1/2} \). Indeed, for any fixed \( s \in [s_j + r^{2-2\zeta}, s_{j+1}] \) the density of \( B(s) - B(s_j) \) is bounded by \( Cr^{-5(1-\zeta)} \) and therefore
\[
\mathbb{P}(\exists s' \leq s \text{ with } \| B(s) - B(s_j) \| \leq r^\zeta \mid \mathcal{F}_{s_j}) \leq C r^{2.1} r^{-5(1-\zeta)} \leq r^{-2.8},
\]
where in here we also used that the block \( A_x \) is not heavy where \( x \in \mathbb{Z}^d \) is the closest integer point to \( W(s_j) \) and that \( W(s) \in A_x \) with very high probability. We now union bound over integers \( s \in [s_j + r^{2-2\zeta}, s_{j+1}] \) and use (9.2) to obtain \( \mathbb{P}(A_j \mid \mathcal{F}_{s_j}) \leq r^{-1/2} \).

It follows that
\[
\mathbb{P}(\{ j \leq \lfloor t^{1-\zeta} \rfloor : A_j \text{ holds} \} \geq t^{1-1.1\zeta} \leq C \exp(-t^\zeta).
\]
On the complement of the last event we have that
\[
|T| \leq r^{2-2\zeta} \{ j \leq \lfloor t^{1-\zeta} \rfloor : A_j \text{ doesn’t hold} \} + r^2 \{ j \leq \lfloor t^{1-\zeta} \rfloor : A_j \text{ holds} \} \leq t^{1-\zeta^3}.
\]
This finishes the proof of the claim.

\[\square\]
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