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Abstract—Many robotic tasks involving some form of 3D visual perception greatly benefit from a complete knowledge of the working environment. However, robots often have to tackle unstructured environments and their onboard visual sensors can only provide incomplete information due to limited workspaces, clutter or object self-occlusion. In recent years, deep learning architectures for shape completion have begun taking traction as effective means of inferring a complete 3D object representation from partial visual data. Nevertheless, most of the existing state-of-the-art approaches provide a fixed output resolution in the form of voxel grids, strictly related to the size of the neural network output stage. While this is enough for some tasks, e.g. obstacle avoidance in navigation, grasping and manipulation require finer resolutions and simply scaling up the neural network outputs is computationally expensive. In this paper, we address this limitation by proposing an object shape completion method based on an implicit 3D representation providing a confidence value for each reconstructed point. As a second contribution, we propose a gradient-based method for efficiently sampling such implicit function at an arbitrary resolution, tunable at inference time.

We experimentally validate our approach by comparing reconstructed shape with ground truth, and by deploying our shape completion algorithm in a robotic grasping pipeline. In both cases, we compare results with a state-of-the-art shape completion approach. The code is available at https://github.com/andrearosasco/hyperpcr

I. INTRODUCTION

Nowadays, 3D environment perception for robotics is as affordable and available as it ever was. In some contexts, the environment the robot is operating in is completely known by design, e.g. industrial work cells, or can be thoroughly explored, simplifying tasks such as navigation or object manipulation. In many contexts, however, robots cannot rely on full knowledge of the working environment due to a limited workspace, unreachable viewpoints, or clutter, and only partial 3D representations are available. In the case of object grasping and manipulation, for instance, a robot might only be allowed partial views of a target object with unknown geometry. In this scenario, pose detection and classical grasp planning techniques cannot be employed. While it may still be possible to grasp and manipulate the object using partial 3D data, in latest years methods aiming at shape reconstruction (or shape completion) using deep learning approaches have proven to be a promising research direction.

One of the first successful approaches to shape completion consists in extending Convolutional Neural Networks (CNNs) to 3D shapes. While these methods manage to achieve interesting results, they are constrained to a voxelized representation of their input and output shape. This results in a trade-off with the network complexity scaling cubically with the resolution. After the introduction of input layers capable of processing unstructured set of points, various works started to operate directly on point clouds. These approaches have the benefits of relying on an input format both lightweight and easy to extract from the data provided by 3D sensors. Despite the representative power of point clouds, methods that use them as output representation often suffer from fixed output resolution, as the number of generated points depends on the output layer dimension. Learning an implicit representation yields different advantages such as reducing the number of parameters of the model and allowing for an arbitrary resolution of the output despite having a fixed-size implicit function.

To this end, we propose a framework that achieves arbitrary output resolution. It consists in generating an implicit function that captures a continuous model of the output space. We structured our model as a HyperNetwork [1], a particular neural network architecture where a primary network generates the weights for a secondary network used to perform the task. The structure allows to reduce the size of the model in terms of learnable parameters and implement a fine-tuning routine to better exploit the data available at evaluation time.

The main contributions of this work are:

* a novel hypernetwork-based architecture for shape com-
pletion using a transformer decoder
• a gradient-based sampling algorithm to reconstruct the
  point cloud from the implicit representation.

We experimentally validate our proposed approach in two
stages. First, we compare reconstructed shapes with ground
truth using a popular object dataset. Second, we integrate
our shape completion method in a state-of-the-art visual-
based grasp planning pipeline. In both experiments, we
compare results with a state-of-the-art shape completion deep
learning architecture and provide guidelines to reproduce our
experiments.

The rest of the paper is organized as follows. Section II
briefly outlines works related to object modeling and
shape completion. Section III summarizes some background
information useful in the understanding of this work. Section
IV formalizes the shape reconstruction problem and Section
V details the proposed solution. Section VI explains our
experimental methodology and Section VII closes off the
paper by summarizing our results and proposing a future
work direction.

II. RELATED WORK

Existing shape completion algorithms can be classified
based on the representation they use for their input and output
data. Two popular shape representations are point clouds and
voxels.

A. Voxel-based

Voxels are the extension of pixels to the three-dimensional
space. While they can be represented with different data
structures, the one commonly used for learning-based shape
completion is that of an occupancy grid. Occupancy grid
representation allows a straightforward adaptation of convo-
lutional neural networks to the 3D space [2]. This approach
has the advantage of both relying on a structured represen-
tation of the object and on a widely tested architecture (i.e.,
CNNs), but suffers from high computational cost. Since the
number of operations scales cubically with the resolution of
the occupancy grid in the current implementations, we cannot
use them to process and generate shapes with fine-grained
details.

Although some voxel-based algorithms can manage reso-
lutions up to $128^3$ [3], they require a considerable amount of
memory constraining the algorithm to shallow architectures.

B. Point-based

Point clouds are often used as a representation for 3D
data, given their ability to represent fine details. Their sparse
nature, however, precludes direct applicability of convolution
operators. The introduction of input layers able to efficiently
process point clouds made them a viable representation.
PointNet [4] was one of the first methods to work directly
on point clouds. Then, an increasing number of works
started to use them as input and output representations. Since
these methods regress the output points coordinates they are
usually unable to output a confidence value associated to
each point.

C. Shape Completion for Grasping

Grasping algorithms can be categorized into model-based
and model-free, depending on whether or not specific knowl-
edge about the object (e.g., CAD model or previously
scanned model [5]) is required to solve the considered task.
Model-based algorithms [6] usually include a pose estimation
step to match the model of the object to the real object point
cloud. While this usually leads to precise grasps, it requires
the object to be known a priori. This assumption is oftentimes
unrealistic.

Model-free approaches [7] instead, do not need prior
knowledge of the input object and operate just on its partial
representation obtained from the robot sensors. While some
grasping algorithms can directly operate on partial views,
shape completion can help to increase the probability of
finding a good grasp.

Some of the first algorithms that used completion were
guided by the geometry of the object and attempted to re-
construct the occluded part exploiting symmetry [8] or by the
use of heuristics [9]. The work of Varley [10] was one of the
first to pioneer deep learning-based shape completion applied
to robotic grasping. Following their work [11] developed a
voxel-based architecture that uses Monte Carlo dropout to
measure the uncertainty of the shape. More recent work uses
implicit functions as an output representation in the form of
signed distance functions [12] or mapping functions [13].

III. BACKGROUND

A. HyperNetwork

Hypernetwork [1] refers to a particular neural network
architecture composed of a primary network $f$ and a sec-
ondary network $g$, where $f$ is responsible for generating
the weights of $g$ and $g$ generates the final output. This
network architecture results particularly efficient in terms of
parameters as the only learnable weights are the ones of
the primary networks and it also directly learns an implicit
function of the output space. Thanks to their properties,
Hyper-Networks were applied to image-to-image translation
[14], neural architecture search (NAS) [15] and shape recon-
struction [16].

B. Transformer

Transformers [17] are an attention-based architecture first
introduced as a solution for Natural Language Process (NLP)
tasks. The fundamental mechanism of the transformer is self-
attention. Attention consists in measuring the similarity of a
query embedding against a set of key embedding through dot
product. This produces a list of similarity scores that is used
to take a weighted sum of the value embeddings. When this
procedure is applied for each element of a sequence against
all the other elements, it takes the name of self-attention.
Transformers are also based on an encoder-decoder structure
that makes them perfect for sequence-to-sequence tasks (e.g.,
machine translation). Despite that, both the attention-based
encoder and decoder of the transformer have been used
by themselves with great success [18]. While the ability
to pick up on long sequences of elements automatically
made the transformer a good fit for language tasks, it was not immediately clear how to exploit such architectures in other tasks. The publication of the Vision Transformer (ViT) [19] showed how the architecture could attain good results in image recognition if properly designed. After ViT, an increasing number of publications [20] successfully applied transformers to computer vision tasks achieving state-of-the-art results.

C. Geometry-aware Transformer

Recently, after their first successful application to computer vision, the transformers have been successfully applied to shape reconstruction. PointR [21] is a transformer-based architecture that uses a geometric-aware attention layer to introduce an inductive bias in the model.

Since the transformer computational complexity scales quadratically with the input sequence length, the point cloud cannot be directly passed as input to the transformer but is pre-processed to generate a shorter sequence of embedding \( F = \{ F_0, ..., F_N \} \) representing the point cloud. Attention between the inputs’ embeddings is computed using the standard self-attention equation:

\[
softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V. \tag{1}
\]

At the same time, following the work of [21], the edge between each proxy point and the \( n \) closest proxy points are passed through a linear layer generating the edge embeddings:

\[
E_{i,j} = ReLU(\theta \cdot (F_j - F_i) + \phi \cdot F_i). \tag{2}
\]

Then the \( n \) edge embedding gets aggregated through max-pooling. The newly computed geometric embeddings have the same dimensionality as the point proxies, but they encode more information about their surroundings. Then, the output of the self-attention layer is concatenated to one of the geometric layers and mapped to its original dimension to generate the output.

Since PointR treats the shape completion task as a sequence-to-sequence problem on point proxies, the output of the transformer is a sequence of point proxies \( \mathcal{H} = \{ \mathcal{H}_0, ..., \mathcal{H}_M \} \) describing the full shape. To reduce the computational complexity, \( M \) has to be low. Therefore, to generate a fine-grained point cloud, a multi-scale approach is applied. In particular, similarly to PCN[22], the point proxies are passed to a FoldingNet [23] that deforms a 2D grid of points to generate the complete point cloud.

D. Grasp Pose Detection (GPD)

GPD [24] is a deep learning method taking point clouds as input in order to produce 6D grasp candidates with no a priori knowledge of the target CAD model. It works by evenly sampling candidates on the point cloud surface and filtering them according to geometric criteria. Each raw candidate is processed through a CNN to obtain a measure of quality, indicating how much each candidate resembles a frictionless antipodal grasp. To convert such input into a CNN-compatible representation, the portion of the point cloud enclosed in the gripper volume is voxelized. Three images from the perspective of each axis of the hand reference frame are then computed: the heightmap of the occupied voxels, the heightmap of the unoccupied voxels and the surface normal map. This results in a 9-channel image that can be processed by a CNN.

IV. Problem Formulation

Given an object \( O \), let \( Y \triangleq PC_{3D}(O) \in \mathbb{R}^{n \times 3} \) be a complete point cloud of \( O \), and \( X \triangleq PC_{2.5D}(O) \in \mathbb{R}^{n \times 3} \) a partial self-occluded point cloud. Let \( m : \mathbb{R}^{n \times 3}, \mathbb{R}^{n \times 3} \rightarrow \mathbb{R} \) be a metric that gives a measure of the dissimilarity between the two point clouds and \( \delta \) be a confidence bound. We define the shape completion problem as the problem of finding function \( f : \mathbb{R}^{n \times 3} \rightarrow \mathbb{R}^{n \times 3} \) such that \( f(X) = Y \) and \( m(Y, Y') \leq \delta \).

V. Proposed Solution

In this section we introduce our architecture to estimate a 3D reconstruction of an object from its 2.5D point cloud, in the form of an implicit function of the 3D space. To achieve arbitrary resolution and obtain a measure of uncertainty of each output point, we define an implicit shape representation that can be sampled on real coordinates whose values gives us information about the complete shape of the object. We adopt an hyper-network structure where the weights \( \phi \) of an implicit function \( g_\phi \) describing the complete shape of the object are generated by the backbone \( f \). Using this type of architecture, we manage to reduce the number of parameters of the model while obtaining good performances on the shape completion task. We define \( g_\phi \) as a parametric function

\[
g_\phi : \mathbb{R}^3 \rightarrow \{0, 1\} \tag{3}
\]

such that

\[
g_\phi(p) = \begin{cases} 
1, & \text{if } p \in Y \\
0, & \text{otherwise} 
\end{cases} \tag{4}
\]

where \( p = (x, y, z) \) is a tridimensional point.

To condition \( g_\phi \) on past knowledge extracted from a dataset, we introduce an encoder module \( f_\theta \) that takes as input a partial point cloud \( X \in \mathbb{R}^{n \times 3} \) and returns the weights \( \phi \) that parameterize the implicit function \( g_\phi \).

A. Implicit Function

We implemented the implicit function \( g \) as a multi-layer perceptron whose weights are generated by a backbone every time a partial input is processed.

Following previous work [16] we generate three sets of weights for each layer \( l \):

\[
\phi_l = \{ \phi_l^w, \phi_l^b, \phi_l^i \}
\]

respectively the weight, bias and scale parameters. Given a specific layer \( l \), its input \( x_l \), and the parameters \( \phi_l \), the output of the layer is computed as follows:

\[
y_l = ((\phi_l^w x_l) \cdot \phi_l^i) + \phi_l^b. \tag{5}
\]
In particular, we use a multi-layer perception with two hidden layers of dimension 32 with Leaky ReLU activation functions set to 0.2.

B. Backbone

As the backbone of our model, we use the decoder of the PoinTR transformer introduced in Section III with one geometric layer in the first transformer block. Following their example, we compute the point proxies of the input point cloud using a hierarchical version of Dynamic Graph CNN [25]. This input layer uses EdgeConv operator to reduce the full point cloud to a fixed number of embeddings that we call point proxies, each representing a different part of the input. After computing the $N$ point proxies, we input them to the transformer as a sequence and get a contextual embedding for each of them. Thanks to self-attention, these embeddings represents each point proxy in relation to the other ones. To get a global representation of the point cloud, we apply max pooling to the embeddings and obtain the global embedding $e$. The global embedding is then processed by a set of linear layers to generate the weights $\phi$ for each layer of the implicit function.

C. Implicit Function Input

During training, in addition to the partial point cloud taken as input by the backbone, we create a batch of points spanning the output space to train the implicit function. We sample half of the points from the ground truth point cloud and label them as positive examples. The other half is composed by a 10% of points uniformly sampled across the output space and a 40% obtained by adding Gaussian noise to points from the ground truth. This is motivated by the fact that points sampled near the objects’ boundaries holds more information about the shape of the object and facilitate training. To assign a label to the perturbed and the uniformly sampled points, we check their distance to the points on the ground truth. If they are close enough to it they are assigned a positive label.

We then feed the batch of points to the implicit function that returns, for each point, a value between 0 and 1 using a sigmoid activation function. We compute the binary cross entropy loss between the predictions and the labels and backpropagate the gradient to the backbone that updates its parameters. This results in learning a model that is able to map a partial point cloud to a function representing its respective complete point cloud.

D. Point Cloud Sampling

Once the backbone has produced an implicit function representation of the complete shape, we might need to sample a point cloud from it. The naive approach would be to create a grid of points and test each of them through the point cloud. The issue with this method is that just the small fraction of points that intersect the implicit surface will contribute to forming the point cloud. This problem worsens if we increase the classification threshold to gather points with a higher probability of being part of the object. Furthermore, increasing the sampling resolution increases the number of points to be tested cubically, increasing the risk of running out of memory. To solve this problem, we developed an algorithm that uses the first-order information associated with each point to iteratively reconstruct the input point cloud. Our algorithm steps are shown in Algorithm1. Note that in our implementation we omit the for loop in Line 4 as we operate on matrices of points. We initialize a list of point $L$ by randomly sampling from a Gaussian distribution centred in 0 and with standard deviation 0.1 (Line 2). Then, for each point, we get the output of the implicit function and add it to the output if its probability is higher than the threshold (Lines 4 to 9). After that, we measure the loss between the probability assigned from the implicit function and probability 1. Through back-propagation we compute the gradient of the loss function with respect to the input point.
and update it through gradient descent (Line 10). Finally, we update the point in \( L \). In short, the points in \( L \) move toward the surface described by the implicit function \( g_\theta \) and every time one of the points crosses the threshold we copy it and add it to our output point cloud.

Algorithm 1  Point Cloud Sampling

Inputs: \( g_\theta \): implicit function; \( N \): initial sample size; \( \eta \): step size
Inputs: \( M \): number of output points; \( \tau \): threshold; \( \ell \): loss function

1: reconstruction ← empty list
2: points ← list of N 3D points sampled from \( N(0, 0.1) \)
3: while reconstruction.\text{Size}(()) < \( M \) do
4: for \( i = 1 \) to points Size() do
5: \( x = \text{points}[i] \)
6: \( \hat{y} = g_\theta(x) \)
7: if \( \hat{y} > \tau \) then
8:    reconstruction.insert(x)
9: end if
10: points[i] = \( x - \eta \nabla_x \ell(\hat{y}, 1) \)
11: end for
12: end while
Output: reconstruction

VI. EXPERIMENTAL VALIDATION

We run two sets of experiments: one where we evaluate the performance of our shape completion algorithm and compare it with the state of the art; and one where we give the reconstructed shape to a grasping algorithm and measure the grasp success rate. We compare our shape completion results with the one presented by Varley [10] (V) and the one presented by Lundell [11] (USN). Then we choose GPD as our grasp planner and compare our grasping pipeline with one composed of USN shape completion and GPD. Both V and USN use a 3D CNN to generate a \( 40 \times 40 \times 40 \) voxel grid of the complete shape. Then, to convert their output to a representation more suitable for grasping, they apply a surface reconstruction algorithm introduced in [10] to generate a mesh. The CNN used by Varley applies three convolutions to the input voxel grid followed by two dense layers. The output of the dense layer is then reshaped in the final voxel grid. USN instead adopt an encoder-decoder architecture with skip connections that reconstruct the final shape through deconvolution. Furthermore, USN applies dropout at inference time to generate different reconstructions of the same input. The reconstructions are then averaged to generate the complete shape.

A. Dataset

We trained our model on self-occluded point clouds generated from meshes from the Columbia Grasp Database [26] and YCB [27]. Following the procedure used in [11] we split the test data in

- Holdout Views: views of objects that have already been observed during training, but from different angles.
- Holdout models views: views of objects never observed during training.

We use the same splits provided by V. This resulted in about 200k training samples, 60k holdout views and 100k holdout models views. We also created a small validation set containing all the views of 4 models from the training set to be used for early stopping and hyper-parameter selection.

The partial views of the objects were generated by loading the models in Gazebo and rendering their depth image. Each object was rotated around the three axes to generate a total of 726 partial views.

B. Training Procedure

We trained our model on an NVIDIA V100 for 60 epochs. The model was updated with Adam optimizer with a learning rate of \( 1 \epsilon^{-4} \) and a mini-batch size of 32. We set the encoder depth to 4. We use 6 attention heads and an input embedding dimension of 384. For the grasping experiments, we perturbed the input point cloud with noise to make it more robust to the input provided by the depth camera.

C. Shape Completion

|                 | V       | USN     | Ours    |
|-----------------|---------|---------|---------|
| Training Views  | 0.6205  | 0.6446  | 0.6712  |
| Holdout Views   | 0.6143  | 0.6389  | 0.6667  |
| Holdout Models  | 0.5632  | 0.5651  | 0.6023  |

TABLE I. Jaccard Similarity results. [10] and [11] reported their result on a random sample of 50 examples per split. For our algorithm we report the results on all the samples in each of the three splits.

To evaluate their algorithms, Varley and Lundell, generated the test data by sampling 50 views from the training set, 50 views from the holdout views set and 50 views from the holdout models views set. We assume that they did not test on the full dataset due to the meshing process being too computationally expensive. Unfortunately, we did not manage to use the surface reconstruction algorithm introduced by V and used by USN to replicate their results. For this reason, we report the results as indicated in their work. Testing only our architecture on randomly sampled subsets of 50 of the three splits would not provide a good comparison: two different subset of dimension 50 from a set of 100k elements can lead
to very different result. For this reason, we report the results of our algorithm computed on the whole splits.

We assess the shape completion performance of our algorithm against USN by measuring the Jaccard Similarity between the ground truth and our reconstruction:

\[ J(A, B) = \frac{|A \cap B|}{|A \cup B|} \]  

(6)

In particular, we first convert our prediction and the corresponding ground truth to a voxel grid of size \(40^3\) and then check the number of voxel occupied by their union and by their intersection. To generate our output point cloud we used the sampling technique showed in Section V. We set the generated number of points to \(1 \times 10^5\), then we downsample the point cloud with farthest point sampling to 16384 to obtain a more uniform reconstruction.

The average results of our method and USN are showed in Table I. We can see that our algorithm is able to score a higher Jaccard similarity on the three splits. To attain our results we selected on the validation set the best parameter for our sampling algorithm: 20 iterations, a threshold of 0.85 and an update step of 0.1.

D. Grasping Experiments

Like [11], for the grasping experiments we used 8 holdout YCB objects plus the power drill box. The objects are shown in figure 3. We also tried to grasp the pitcher (number 9) without its lid on and considered it object number 10. The robotic platform consists in a Franka Emika Panda arm equipped with a Robotiq 2F-85 gripper and a RealSense D415. The setup is shown in Figure 4. Following the same protocol as [11], we attempted a total of 10 grasps per object on five different orientations (0°, 72°, 144°, 216°, and 288°) for a total of 100 grasps per method. Differently from [11], our camera is hand-mounted and the 2F-85 gripper features a much smaller graspable volume with respect to the Barrett hand used in that work. In order to fairly compare the effectiveness of USN against our approach in a grasping scenario, we generate completed point clouds using both algorithms and feed them in turn to the GPD planner. A grasp is considered successful if the robot is able to lift the object off the table and hold it for 5 seconds.

The results on each test object are reported in Figure 6. It is interesting to notice how, on average, the success rates achieved by USN in our experiments are higher than the results reported in their work. This is most probably due to the use of GPD as a grasping algorithm and its robustness to noisy inputs.

The only object on which USN performances are considerably lower than the one obtained in their experiments is the pitcher. The reason is that the gripper they used, a Barrett hand, is big enough to grasp the pitcher without using its handle. Our gripper is considerably smaller and could grasp the pitcher just from its handle.

While our method struggles with some of the more complex objects, on average we perform better than USN. In particular, we score a total 75% success rate against USN 65%.

We observed that this is due to USN’s tendency to reconstruct the objects just by increasing the volume around the partial observation. It seems that the predictions generated by USN prioritize precision over recall, generating more voxels close to the partial observation. This means that several times USN reconstructions did not have enough depth, causing the predicted grasp to collide with the object. This can be noticed in Figure 5.

Our algorithm on the other end tends to favour recall,
reconstructing the surface of the objects without sticking too close to the partial observation. As shown in Figure 1, while the area closer to the input point cloud has a higher probability, the whole shapes are correctly reconstructed. The grasping success rate on object 1, the toy aeroplane, reflects the tendency of our algorithm to favour recall. Our method consistently filled the space between the upper and lower wing making it almost impossible to grasp. This is not surprising since with respect to the training data object 1 is out of distribution.

VII. CONCLUSION

We presented a novel algorithm for shape completion based on an hypernetwork-based architecture that uses the decoder of a transformer to generate the weights of an occupancy function. Having an implicit function as our output representation allows us to get a measure of confidence for each point of the output space. Moreover, despite the size of the occupancy function being fixed, we can use it to sample a point cloud at arbitrary resolution. We also introduced a technique to sample a dense point cloud of high confidence points from our implicit function, using the gradient to maximize the points’ probability.

Quantitative experiments demonstrate superior performances of our model for the shape completion task on the Columbia Grasp Database. We tested on real hardware how the quality of the reconstruction affects the grasping success rate, showing that our reconstructions lead to better performance with respect to the previous state-of-the-art.

In future work, we would like to explore how the confidence measure provided by our model can be used to influence the output of a grasping algorithm, for example favouring grasps near high confidence areas of the reconstruction.
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