Abstract. A classical problem for the two-dimensional Euler flow for an incompressible fluid confined to a smooth domain is that of finding regular solutions with highly concentrated vorticities around $N$ moving vortices. The formal dynamic law for such objects was first derived in the 19th century by Kirkhoff and Routh. In this paper we devise a gluing approach for the construction of smooth $N$-vortex solutions. We capture in high precision the core of each vortex as a scaled finite mass solution of Liouville’s equation plus small, more regular terms. Gluing methods have been a powerful tool in geometric constructions by desingularization. We succeed in applying those ideas in this highly challenging setting.

1. Introduction

We consider the Euler equation for an incompressible fluid confined to a smooth domain $\Omega \subset \mathbb{R}^2$ given by

$$
\begin{align*}
    u_t + (u \cdot \nabla) u &= \nabla p \quad \text{in } \Omega \times (0, T) \\
    u(\cdot, 0) &= u_0 \quad \text{in } \Omega \\
    u \cdot \nu &= 0 \quad \text{on } \partial \Omega \times (0, T) \\
    \nabla \cdot u &= 0 \quad \text{in } \Omega \times (0, T)
\end{align*}
$$

Here $u : \Omega \times [0, T) \to \mathbb{R}^2$ designates the velocity field and $p : \Omega \times [0, T) \to \mathbb{R}$ the pressure. We assume in what follows that $\Omega$ is bounded and simply connected. For a solution of (1.1) its vorticity is defined as

$$
\omega = \nabla \times u = \partial_{x_2} u_1 - \partial_{x_1} u_2.
$$

We have that (1.1) is equivalent to its vorticity-stream formulation

$$
\begin{align*}
    \omega_t + \nabla \perp \cdot \nabla \omega &= 0 \quad \text{in } \Omega \times (0, T) \\
    \omega(\cdot, 0) &= \omega_0 \quad \text{in } \Omega \\
    -\Delta \Psi &= \omega \quad \text{in } \Omega \times (0, T) \\
    \Psi &= 0 \quad \text{on } \partial \Omega \times (0, T)
\end{align*}
$$

For a solution $(\omega, \Psi)$ of (1.2), a solution of (1.1) is recovered by means of the Biot-Savart law $u = \nabla \perp \Psi$, where we denote $(a, b) \perp = (b, -a)$. The Poisson equation satisfied by the stream function $\Psi$ reads precisely as $\omega = \nabla \times u$.

This paper deals with vortex solutions of Problem (1.1). Loosely speaking, a vortex solution of (1.1) is one for which its velocity field exhibits very fast rotation around one or more (time-dependent) points of the domain, in other words such that its vorticity $\omega(x, t)$ appears highly concentrated around those points. More
precisely the issue is to consider a family of solutions of (1.2) \((\omega_{\varepsilon}, \Psi_{\varepsilon})\) dependent on a small concentration parameter \(\varepsilon\) such that in distributional sense we have

\[
\omega_{\varepsilon}(x,t) \rightharpoonup \sum_{j=1}^{N} 8\pi \kappa_j \delta(x - \xi_j(t)) \quad \text{as} \quad \varepsilon \to 0 \quad (1.3)
\]

where \(\delta(x)\) is the Dirac mass at the origin, \(\xi_j(t) \in \Omega\) for all \(t \in (0,T)\) and \(\kappa_j\) are constants. Let \(G(x,\xi)\) be the Green function of the problem

\[-\Delta G(x,\xi) = 8\pi \delta(x - \xi) \quad \text{in} \quad \Omega, \quad G(x,\xi) = 0 \quad \text{on} \quad \partial\Omega\]

so that we should also have the formal limit

\[
\Psi_{\varepsilon}(x,t) \rightharpoonup \sum_{j=1}^{N} 8\pi \kappa_j G(x,\xi_j(t)) \quad \text{as} \quad \varepsilon \to 0. \quad (1.4)
\]

Since

\[-\Delta \Gamma = 8\pi \delta, \quad \Gamma(x) = 4 \log \frac{1}{|x|}\]

we see that

\[G(x,\xi) = \Gamma(x - \xi) - H(x,\xi) \quad (1.5)\]

A singular vortex solution of system (1.2) is precisely one of the form \((\omega^s, \Psi^s)\) given by (1.3)-(1.4). The time evolution of the vortices for such an object obeys a formal law that can be derived as follows. Letting

\[
\omega^s(x,t;\xi) = \sum_{j=1}^{N} 8\pi \kappa_j \delta(x - \xi_j(t)), \quad \Psi^s(x,t,\xi) = \sum_{j=1}^{N} \kappa_j G(x,\xi_j(t)) \quad (1.6)
\]

we find

\[
\omega_t^s = -\sum_{j=1}^{N} 8\pi \kappa_j \nabla \delta(x - \xi_j) \cdot \dot{\xi}_j,
\]

\[
\nabla \Psi^s \cdot \nabla \omega^s = \sum_{i,j=1}^{N} 8\pi \kappa_i \kappa_j \nabla G(x,\xi_i) \cdot \nabla \delta(x - \xi_j).
\]

Since \(\Gamma(x)\) and \(\delta(x)\) are “radially symmetric”, then \(\nabla \Gamma(x - \xi_j) \cdot \nabla \delta(x - \xi_j) = 0\). Since \(\nabla \delta(x - \xi_j)\) is only supported at \(x = \xi_j\), we get from (1.5)

\[
\nabla G(x,\xi_j) \cdot \nabla \delta(x - \xi_j) = -\nabla H(\xi_j,\xi_j) \cdot \nabla \delta(x - \xi_j).
\]

Thus

\[
\omega_t^s + \nabla \Psi^s \cdot \nabla \omega^s = 8\pi \sum_{j=1}^{N} [-\kappa_j \dot{\xi}_j + \nabla_x \left( -\kappa_j^2 H(x,\xi_j) + \sum_{i \neq j} \kappa_i \kappa_j G(x,\xi_i) \right) \nabla \delta(x - \xi_j)].
\]

So that \((\omega^s, \Psi^s)\) is a “solution” of Euler if and only if \(\xi = (\xi_1, \ldots, \xi_j)\) solves the ODE system

\[
\dot{\xi}_j(t) = \nabla_x \left( -\kappa_j H(x,\xi_j(t)) + \sum_{i \neq j} \kappa_i G(x,\xi_i(t)) \right) \bigg|_{x=\xi_j(t)}
\]
Equivalently, if and only if \( \xi(t) = (\xi_1(t), \ldots, \xi_N(t)) \) solves the Hamiltonian system
\[
\kappa_j \dot{\xi}_j(t) = \nabla_{\xi_j} K(\xi(t)), \quad j = 1, \ldots, N, \quad t \in [0, T] \tag{1.7}
\]
where
\[
K(\xi) := -\frac{1}{2} \sum_{i=1}^{N} \kappa_i^2 H(\xi_i, \xi_i) + \frac{1}{2} \sum_{i \neq j} \kappa_i \kappa_j G(\xi_i, \xi_j) \tag{1.8}
\]
This is the Kirchoff-Routh function \([14]\). This dynamic law for the evolution of vortices traces back to the 19th century being first derived by Kirchoff and Routh \([12, 18]\). System \(1.7\), called the \(N\)-vortex problem, encodes interesting phenomena that have been the object of intensive recent investigation, see \([2, 3, 4]\) and their references.

It is classical that the initial value problem for \((1.1)\) or \((1.2)\) is well-posed for smooth initial data, we refer the reader for instance to the book \([16]\) and references therein. In fact solutions are globally defined and smooth at all times.

A classical problem associated to the above derivation is the desingularized \(N\)-vortex problem, namely the existence of true smooth solutions of Euler’s equation \((1.2)\) with highly concentrated vorticities around \(N\) points \(\xi_j(t)\) which obey a motion law similar to \((1.7)\).

Marchioro and Pulvirenti \([17]\) provided a first, important result for the desingularized \(N\)-vortex problem: Let \(\xi^0(t) = (\xi_i^0(t), \ldots, \xi_N^0(t)) \in \Omega^N\) be a solution of system \((1.7)\) with no collisions in \([0, T]\), namely
\[
\inf_{t \in [0, T]} |\xi_i^0(t) - \xi_j^0(t)| > 0 \quad \text{for all} \quad i \neq j.
\]
Then there exists a smooth initial condition \(\omega_0(x)\), suitably \(\varepsilon\)-concentrated around the points \(\xi_j^0(0)\), such that the unique smooth solution \((\omega_\varepsilon, \Psi_\varepsilon)\) of \((1.2)\) satisfies the convergence assertion \((1.3)-(1.4)\) for \(\xi = \xi^0\) in the distributional sense.

The proof in \([17]\) (done for simplicity in \(\Omega = \mathbb{R}^2\)) gives no clue on the behavior of the solution near the concentration cores, namely where the delicate behavior is happening. Getting precise information is not easy because of the nearly singular character of the solution. Euler’s equation is extremely sensitive to the regularity of the initial datum. Problem \((1.2)\) (in a suitable weak sense) is well posed for initial conditions in \(L^\infty(\Omega)\) \([22]\). Existence holds in some adequate measure spaces \([9]\). See also \([13, 15]\) for related results. The \(H^s\)-setting is mysterious, see \([5]\) and references therein. Euler’s equation hides oscillatory behaviors that could completely spoil regularity and/or well-posedness. For instance, it is known that nonuniqueness may arise in \((1.1)\) for continuous and even Hölder continuous settings. Smooth solutions of \((1.1)\) are easily seen to preserve energy in the sense that
\[
E(t) = \int_{\Omega} |u(\cdot, t)|^2 = \text{constant}.
\]
This is no longer the case, and continuous solutions with any prescribed energy \(E(t)\) can be found, see \([8, 19]\). It is physically sound to obtain the asymptotic behavior of the energy density
\[
e_\varepsilon(t) = |u_\varepsilon(\cdot, t)|^2
\]
for desingularized vortex solutions. That information does not follow from the rough distributional convergence \((1.3)-(1.4)\) or the method in \([17]\).
In this paper we revisit the \( N \)-vortex desingularization problem providing precise asymptotics of the desingularized solution \( (\omega_\varepsilon, \Psi_\varepsilon) \) which in particular yield the following information on the energy density:

\[
\frac{1}{|\log \varepsilon|} |u_\varepsilon(x, t)|^2 \to \sum_{j=1}^{N} 8\pi \kappa_j^2 \delta(x - \xi^0_j(t)), \quad u_\varepsilon = \nabla^\perp \Psi_\varepsilon. \tag{1.9}
\]

To state our result, we consider the \( \varepsilon \)-regularization of \( (\omega^\ast, \Psi^\ast) \) in (1.6) given by

\[
\Psi_0(x, t; \xi, \varepsilon) = \sum_{j=1}^{N} \kappa_j \left[ \log \frac{1}{(\varepsilon^2 + |x - \xi_j(t)|^2)^{1/2}} - H(x, \xi_j(t)) \right], \tag{1.10}
\]

\[
\omega_0(x, t; \xi, \varepsilon) = \sum_{j=1}^{N} \frac{8\varepsilon^2}{(\varepsilon^2 + |x - \xi_j(t)|^2)^2} \tag{1.11}
\]

Consistently, we directly check that

\[-\Delta \Psi_0 = \omega_0, \quad \int_{\mathbb{R}^2} \frac{8\varepsilon^2 dx}{(\varepsilon^2 + |x - \xi_j|^2)^2} = 8\pi, \]

hence \( (\omega_0, \Psi_0) \) regularize \( (\omega^\ast, \Psi^\ast) \) in the sense that, as \( \varepsilon \to 0 \),

\[
\omega_0(x, t; \xi, \varepsilon) \to \omega^\ast(x, t; \xi) = \sum_{j=1}^{N} 8\pi \kappa_j \delta(x - \xi_\varepsilon(t)),
\]

\[
\Psi_0(x, t; \xi, \varepsilon) \to \Psi^\ast(x, t; \xi) = \sum_{j=1}^{N} \kappa_j G(x, \xi_\varepsilon(t)).
\]

In addition, we see that in agreement with (1.9) we have

\[
\frac{1}{|\log \varepsilon|} |\nabla \Psi_0|^2 \to \sum_{j=1}^{N} 8\pi \kappa_j^2 \delta(x - \xi_j(t)) \quad \text{as} \quad \varepsilon \to 0.
\]

In what follows we fix \( \xi^0(t) = (\xi_1^0(t), \ldots, \xi_N^0(t)) \in \Omega^N \), a smooth, collisionless solution of the \( N \)-vortex system (1.7) in \([0, T]\), and consider the functions \( (\Psi_0, \omega_0) \) defined by (1.10)-(1.11) relative to \( \xi = \xi^0 \).

Our main result states the existence of a solution \( (\omega_\varepsilon, \Psi_\varepsilon) \) of (1.2) of the form

\[
\begin{cases}
\Psi_\varepsilon(x, t) = \Psi_0(x, t; \xi_0, \varepsilon) + \psi_\varepsilon(x, t), \\
\omega_\varepsilon(x, t) = \omega_0(x, t; \xi_0, \varepsilon) + \phi_\varepsilon(x, t), & \text{in } \Omega \times [0, T], \tag{1.12}
\end{cases}
\]

where a precise control on the \( \varepsilon \)-smallness of \( \psi_\varepsilon \) and \( \phi_\varepsilon \) can be obtained.

**Theorem 1.** There exists a solution \( (\omega_\varepsilon, \Psi_\varepsilon) \) of system (1.2) of the form (1.12) such that for any arbitrarily small \( \sigma > 0 \) we have the uniform estimates

\[
|\phi_\varepsilon(x, t)| \leq \varepsilon^\sigma \omega_0(x, t; \xi^0, \varepsilon)
\]

\[
|\psi_\varepsilon(x, t)| \leq \varepsilon |\nabla \psi_\varepsilon(x, t)| \leq C \varepsilon^2.
\]

for all \( (x, t) \in \Omega \times [0, T] \).
We see that the solution \((\omega_\varepsilon, \Psi_\varepsilon)\) predicted above satisfies (1.3), (1.4) for \(\xi = \xi^0\) and also (1.9).

The function \(\Psi_0\) is a \(\varepsilon\)-regularization of Green’s function \(G(x, \xi)\) where the fundamental solution \(\log \frac{1}{|x-\xi|}\) is replaced by \(\log \frac{1}{(|x-\xi|^2+\varepsilon^2)^2}\). There are many other ways to regularize producing a similar result as that of Theorem 1, but we have chosen this one since it is convenient for computations. The ultimate reason is that the function
\[
\Gamma_0(y) := \log \frac{8}{(1 + |y|^2)^2}
\]
satisfies the classical Liouville equation
\[
-\Delta \Gamma_0 = \varepsilon^2 \Gamma_0 = \frac{8}{(1 + |y|^2)^2} =: U_0(y) \quad \text{in } \mathbb{R}^2.
\]

The result of Theorem 1 is connected with phenomena known for desingularized vortex-solutions of stationary Euler equation associated to critical points of the Kirchoff-Routh energy (1.8). It is well-known that a solution of a semilinear equation of the form
\[
-\Delta \Psi = f(\Psi) \quad \text{in } \Omega, \quad \Psi = 0 \quad \text{on } \partial \Omega
\]
corresponds to a steady state on (1.2) setting \(\omega = f(\Psi)\). In particular, it is known, see [1, 7, 10] that if \(\xi = (\xi_1, \ldots, \xi_N)\) is a non-degenerate critical point of the functional (1.8) for \(\kappa_j = 1\) for all \(j\), then the singularly perturbed Liouville equation
\[
-\Delta \Psi_\varepsilon = \varepsilon^2 \Psi_\varepsilon =: \omega_\varepsilon \quad \text{in } \Omega
\]
\[
\Psi_\varepsilon = 0 \quad \text{on } \partial \Omega
\]
has a solution with \(\omega_\varepsilon(x) \to \sum_{j=1}^N 8\pi \delta(x - \xi_j)\). Stationary desingularized vortex solutions associated to critical points of (1.8) for general \(\kappa_j\)'s have been found in [6, 21]. Gluing methods like those leading to the above mentioned results have led to striking constructions in geometry and various asymptotically singular elliptic equations. The general scheme we follow in the current time-dependent setting is a gluing of a similar kind, however considerably more delicate. As far as we know this is the first result where precise asymptotics are obtained for a problem of this kind in Euler flows.

In the next section we explain the scheme of the proof of Theorem 1 which is carried out in the subsequent sections.

2. Scheme of the construction in Theorem 1

2.1. Construction of an approximate solution. We consider a solution \(\xi^0(t)\) of (1.7) as in the statement of Theorem 1 and a function \(\xi(t)\) close to \(\xi^0(t)\) that we leave as a parameter to be adjusted. For the sake of notation we write in what follows the functions in (1.10)-(1.11) as \(\Psi_0(x, t; \xi), \omega_0(x, t; \xi)\) without making explicit their dependence on \(\varepsilon\). It is convenient to express them in the form
\begin{equation}
\Psi_0(x, t; \xi) = \sum_{j=1}^{N} \kappa_j \left[ \Gamma_0 \left( \frac{x - \xi_j(t)}{\varepsilon} \right) - H(x, \xi_j(t)) - \log 8 \varepsilon^2 \right] \tag{2.1}
\end{equation}

\begin{equation}
\omega_0(x, t; \xi) = \sum_{j=1}^{N} \frac{\kappa_j}{\varepsilon^2} U_0 \left( \frac{x - \xi_j(t)}{\varepsilon} \right).
\end{equation}

where \( \Gamma_0 \) and \( U_0 \) are defined by (1.13)-(1.14).

We look for a solution of the Euler equation

\begin{align*}
E(\omega, \Psi) &:= \omega_t + \nabla^4 \Psi \cdot \nabla \omega = 0 \quad \text{in} \quad \Omega \times (0, T), \\
E_2(\omega, \Psi) &:= \Delta \Psi + \omega = 0 \quad \text{in} \quad \Omega \times (0, T), \tag{2.2}
\end{align*}

\begin{align*}
\Psi &= 0 \quad \text{on} \quad \partial \Omega \times (0, T),
\end{align*}

of the form

\begin{align*}
\omega(x, t) &= \omega_0(x, t; \xi) + \varphi(x, t) \tag{2.3} \\
\Psi(x, t) &= \Psi_0(x, t; \xi) + \psi(x, t) \tag{2.4}
\end{align*}

Let us compute the error of approximation for \( (\omega_0(;\xi), \Psi_0(;\xi)) \). We get

\begin{equation}
E(\omega_0(;\xi), \Psi_0(;\xi)) = \varepsilon^{-3} \sum_{j=1}^{N} \left[ -\kappa_j \dot{\xi}_j + \nabla^4 \left( -\kappa^2 \chi(x, \xi_j) + \sum_{i \neq j} \kappa_i \kappa_j G(x, \xi_i) \right) \cdot \nabla_y U_0 \left( \frac{x - \xi_j(t)}{\varepsilon} \right) \right]
\end{equation}

and therefore, setting \( y_j = \frac{x - \xi_j(t)}{\varepsilon} \),

\begin{equation}
E(\omega_0(;\xi), \Psi_0(;\xi)) = O(\varepsilon^{-3}) \sum_{j=1}^{N} \frac{1}{1 + |y_j|^5}
\end{equation}

so that in particular the error is of size \( O(\varepsilon^2) \) for \( x \) away from all the vortices, and \( O(\varepsilon^{-3}) \) very close to them. The choice

\begin{equation}
\xi(t) = \xi^0(t) + O(\varepsilon) \tag{2.5}
\end{equation}

in the \( C^1 \)-sense, substantially reduces the error near the vortices. In fact in that case we quickly see that

\begin{equation}
E(\omega_0(;\xi), \Psi_0(;\xi)) = O(\varepsilon^{-2}) \sum_{j=1}^{N} \frac{1}{1 + |y_j|^4}.
\end{equation}

The first step in the construction of a solution of the form (2.3)-(2.4) consists of finding an improvement of the approximation \( \varphi_*(x, t; \xi), \psi_*(x, t; \xi) \) in such a way that

\begin{align*}
\omega_*(;\xi) := \omega_0(;\xi) + \varphi_*(;\xi), \quad \Psi_*(;\xi) := \Psi_0(;\xi) + \psi_*(;\xi), \tag{2.6}
\end{align*}

satisfies for an arbitrarily small \( \sigma > 0 \),

\begin{align*}
E_*(\hat{\xi}) := E(\omega_*(;\xi), \Psi_*(;\xi)) &= O(\varepsilon^{1-\sigma}) \sum_{j=1}^{N} \frac{1}{1 + |y_j|^3}, \tag{2.7} \\
E_{2*}(\hat{\xi}) := E_2(\omega_*(;\xi), \Psi_*(;\xi)) &= O(\varepsilon^{4-\sigma}).
\end{align*}
for any $\xi$ of the form (more restrictive than \eqref{2.5})
\begin{equation*}
\xi(t) = \xi^0(t) + \xi^1(t) + \tilde{\xi}(t)
\end{equation*}
where $\xi^1(t)$ is a certain explicit $O(\varepsilon^2 |\log \varepsilon|)$ correction of $\xi^0(t)$ and $\tilde{\xi}(t) = O(\varepsilon^{4-\sigma})$ in the $C^1$-sense. This correction corresponds to a substantial improvement of approximation, for the error is now $O(\varepsilon^{4-\sigma})$ away from the vortex locations and $O(\varepsilon^{1-\sigma})$ close to them. A good part of the remaining of this paper precisely corresponds to the construction of functions $(\omega_*, \Psi_*)$ as in \eqref{2.6}-\eqref{2.7}.

2.2. Construction of a solution. We consider a smooth cut-off function $\eta(s)$ with
\begin{equation*}
\eta(s) = \begin{cases} 
1 & \text{for } s \leq 1, \\
0 & \text{for } s \geq 2.
\end{cases}
\tag{2.8}
\end{equation*}

We look for a solution of the Euler equation \eqref{2.2} of the form
\begin{align*}
\omega(x, t) &= \omega_*(x, t; \xi) + \varphi(x, t) \\
\Psi(x, t) &= \Psi_*(x, t; \xi) + \psi(x, t)
\end{align*}
where $\varphi$ and $\psi$ are small corrections of the previously found first approximations. Each remainder is decomposed as the sum of a quantity concentrated near the vortices, measured in the slow variables $y_j = \frac{x - \xi_j}{\varepsilon}$ of the “bubbles” $\omega_0$, and conveniently cut-off at a small distance from the vortices, plus a more regular term. More precisely, we set
\begin{align*}
\varphi(x, t) &= \sum_{j=1}^{N} \kappa_j \varepsilon^{-2} \eta^d_{1R} \phi_j \left( \frac{x - \xi_j(t)}{\varepsilon}, t \right) + \phi^{\text{out}}(x, t) \tag{2.9} \\
\psi(x, t) &= \sum_{j=1}^{N} \kappa_j \eta^d_{1R} \psi_j \left( \frac{x - \xi_j(t)}{\varepsilon}, t \right) + \psi^{\text{out}}(x, t) \tag{2.10}
\end{align*}
where we denote
\begin{equation*}
\eta^d_{mR}(x, t; \xi) = \eta \left( \frac{|x - \xi_j(t)|}{mR} \right).
\end{equation*}
for a large, $\varepsilon$-dependent number $R > 0$ with $Re \ll 1$ that we will later specify. The inner-outer gluing method consists of finding $(\varphi, \psi)$ of the form \eqref{2.9}-\eqref{2.10} such that the functions
\begin{align*}
\phi^{\text{in}}(y, t) &= (\phi_1(y, t), \ldots, \phi_N(y, t)), \quad \psi^{\text{in}}(y, t) = (\psi_1(y, t), \ldots, \psi_N(y, t)), \\
\psi^{\text{out}}(x, t), \quad \phi^{\text{out}}(x, t), \quad \xi(t) &= \xi^0(t) + \xi^1(t) + \tilde{\xi}(t),
\end{align*}
\begin{equation*}
(y, t) \in \mathbb{R}^2 \times [0, T] \quad (x, t) \in \Omega \times [0, T]
\end{equation*}
satisfy the following system of equations.
\begin{equation*}
\begin{cases}
E_j(\phi^{\text{in}}, \phi^{\text{in}}, \psi^{\text{out}}, \tilde{\xi})(y, t) := \varepsilon^2 \partial_t \phi_j \\
+ [\nabla^y (\Psi_\ast + \kappa_j \psi_j + \psi^{\text{out}}) - \varepsilon \tilde{\xi}] \cdot \nabla_y \phi_j + \varepsilon^2 \nabla_y (\kappa_j \psi_j + \psi^{\text{out}}) \cdot \nabla \omega_\ast \\
+ E_\ast(\tilde{\xi}) = 0, \\
- \Delta_y \psi_j = \phi_j, \quad (y, t) \in B_R(0) \times [0, T], \tag{2.11}
\end{cases}
\end{equation*}
coupled with
\[
E_1^\text{out}(\psi^\text{in}, \psi^\text{in}, \psi^\text{out}, \tilde{\xi})(x, t) :=
\partial_t \phi^\text{out} + \nabla_x^\perp [\Psi_* + \sum_{j=1}^N \kappa_j \eta_{2R,j} \psi_j + \psi^\text{out}] \cdot \nabla_x \phi^\text{out}
+ \varepsilon^{-2} \sum_{j=1}^N \kappa_j \phi_j \left[ \partial_t \eta_{1R,j} + \nabla_x^\perp (\Psi_* + \sum_{j=1}^N \kappa_j \eta_{2R,j} \psi_j + \psi^\text{out}) \cdot \nabla_x \eta_{1R,j} \right]
+ (1 - \sum_{j=1}^N \eta_{1R,j}) \nabla_x \left( \sum_{l=1}^N \kappa_l \eta_{2R,l} \psi_l + \psi^\text{out} \right) \cdot \nabla_x \omega_*
\]  
+ (1 - \sum_{j=1}^N \eta_{1R,j}) E_* (\tilde{\xi}) = 0, \quad (x, t) \in \Omega \times [0, T]
\]  
and
\[
E_2^\text{out}(\psi^\text{in}, \phi^\text{out}, \psi^\text{out}, \tilde{\xi})(x, t) := \Delta_x \psi^\text{out} + \phi^\text{out}
+ \sum_{j=1}^N \kappa_j \Delta_x \eta_{2j} + 2 \nabla_x \eta_{2j} \cdot \nabla \psi_j + E_{2*}(\tilde{\xi}) = 0, \quad (x, t) \in \Omega \times [0, T],
\]  
\]  
In the above expressions, for a function \(g(x, t)\), when no confusion arises, we write \(g(y, t)\) meaning \(g(\xi(t) + \varepsilon y, t)\).

A solution \((\phi^\text{in}, \psi^\text{in}, \phi^\text{out}, \psi^\text{out})\) of system (2.11)-(2.12)-(2.13) yields by simple addition a solution of (2.2). Appropriate smallness of the remainders \(\varphi\) and \(\psi\) in (2.9)-(2.10) will indeed be obtained if \(\tilde{\xi}\) is in addition suitably adjusted. In order to obtain the desired solution (with initial conditions equal to zero in all the parameter functions) we will formulate the system as a fixed point problem for a compact operator in a ball of a suitable Banach space. We will find a solution by means of a degree theoretical argument. That involves establishing a priori estimates for a homotopical deformation of the problem into a linear one.

The rest of this paper is devoted to carrying out in detail the steps outlined above.

3. Construction of a First Approximation

This section will be devoted to the construction of the first approximation \((\omega_*, \Psi_*)\) as a perturbation of \((\omega_0, \Psi_0)\) in the form (1.3). We will do this in the corresponding version of System (2.11)-(2.13) where \((\omega_*, \Psi_*)\) is replaced by \((\omega_0, \Psi_0)\). More precisely, we look for an approximate solution of the form
\[
\omega_*(x, t; \xi) = \omega_0(x, t; \xi) + \sum_{j=1}^N \kappa_j \varepsilon^{-2} \eta_{1R}^{j} \phi_j \left( \frac{x - \xi_j(t)}{\varepsilon}, t \right) + \phi^\text{out}(x, t)
\]  
\]  
\[
\Psi_*(x, t; \xi) = \Psi_0(x, t; \xi) + \sum_{j=1}^N \kappa_j \eta_{2R}^{j} \psi_j \left( \frac{x - \xi_j(t)}{\varepsilon}, t \right) + \psi^\text{out}(x, t)
\]  
\]
with a similar notation as in (2.9)-(2.10). In the remaining of this section we let
\[ R = \frac{\delta}{\varepsilon} \]  
(3.3)
where \( \delta \) is a fixed, sufficiently small number. We denote
\[ \phi^{in}(y, t) = (\phi_1(y, t), \ldots, \phi_N(y, t)), \quad \psi^{in}(y, t) = (\psi_1(y, t), \ldots, \psi_N(y, t)). \]
Let \( E(\omega, \Psi), E_2(\omega, \Psi) \) be the “error” operators defined in (2.2). Then for \( (\omega, \Psi) \) given by (3.1)-(3.2) the following holds:
\[ E(\omega, \Psi) = \varepsilon^{-4} \sum_{j=1}^{N} \eta_1^jR E_{0j}(\phi_j, \psi_j, \psi^{out}; \xi) + E_{0}^{out}(\phi^{in}, \psi^{in}, \phi^{out}, \psi^{out}; \xi) \]  
(3.4)
\[ E_2(\omega, \Psi) = E_2^{out}(\psi^{in}, \phi^{out}, \psi^{out}, \xi). \]
Here, for \( j = 1, \ldots, N, \)
\[ E_{0j}(\psi_j, \phi_j, \psi^{out}; \xi) := \]  
(3.5)
\[ \varepsilon^2 \partial_t \phi_j + \left[ \nabla_y^j (\Psi_0(\cdot; \xi) + \kappa_j \psi_j + \psi^{out}) - \varepsilon \xi_j \right] \cdot \nabla_y (U_0 + \phi_j), \]
while
\[ E_{0}^{out}(\phi^{in}, \psi^{in}, \phi^{out}, \psi^{out}, \xi)(x, t) = \phi^{out} + \nabla_x^j (\Psi_0(\cdot; \xi) + \sum_{j=1}^{N} \eta_{2j} \psi_j + \psi^{out}) \cdot \nabla \phi^{out} + \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j \partial_t \eta_{1j} \phi_j - \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j (1 - \eta_{1j}) \varepsilon^{-1} \xi_j \cdot \nabla_x U_{0j} \]
\[ + \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j \left[ \phi_j \nabla_x \eta_{1j} + (1 - \eta_{1j}) \nabla_x U_{0j} \right] \]
\[ \cdot \nabla^j (\Psi_0(\cdot; \xi) + \sum_{j=1}^{N} \eta_{2j} \psi_j + \psi^{out}) \]  
(3.6)
in \( \Omega \times [0, T], \)

where \( U_{0j}(x, t) = U_0 \left( \frac{x - \xi_j(t)}{\varepsilon} \right) \), and
\[ E_2^{out}(\psi^{in}, \phi^{out}, \psi^{out}, \xi) = \Delta_x \psi^{out} + \psi^{out} + \sum_{j=1}^{N} \kappa_j (\psi_j \Delta_x \eta_{2j} + 2 \nabla_x \eta_{2j} \cdot \nabla_x \psi_j) \]  
(3.7)
and we assume
\[ \psi^{out} = -\Psi_0 \quad \text{on} \quad \partial \Omega \times [0, T]. \]
The main result of this section states the existence of an improvement of approximation of the form (3.1)-(3.2) so that in particular the bounds (2.7) hold.

We will restrict ourselves to parameter functions \( \xi(t) \) of the form
\[ \xi(t) = \xi^0(t) + \xi^1(t) + \tilde{\xi}(t) \]  
(3.8)
where \( \xi^1(t) \) is an explicit function with size \( O(\varepsilon^2 \log \varepsilon) \), and for a fixed, arbitrarily small \( \sigma > 0 \) we impose
\[ \| \tilde{\xi} \|_{C^1[0, T]} := \| \tilde{\xi} \|_{\infty} + \| \tilde{\xi} \|_{\infty} \leq \varepsilon^{4-\sigma}. \]
Proposition 3.1. There exists a function $\xi^1(t)$ as above such that for any $\xi(t)$ as in (3.8) there exist functions $\phi^*_j(y, t; \tilde{\xi}), \psi^*_j(y, t; \tilde{\xi}), \phi^{out*}(x, t; \tilde{\xi}), \psi^{out*}(x, t; \tilde{\xi})$ such that

$$(1 + |y|^2) |\phi^*_j(y, t; \tilde{\xi})| + |\psi^*_j(y, t; \tilde{\xi})| \leq C\varepsilon^2, \quad \text{in } B_R \times [0, T],$$

$$(\phi^{out*}(x, t; \tilde{\xi}) + |\psi^{out*}(x, t; \tilde{\xi})| \leq C\varepsilon^2, \quad \text{in } \Omega \times [0, T]$$

and the following error bounds hold:

$$E_{0j}(\phi^*_j, \psi^*_j, \phi^{out*}, \psi^{out*})(y, t) = \varepsilon[-\tilde{\xi}(t) + \nabla_{\tilde{\xi}}^2 K(\xi^0(t) + \tilde{\xi}(t)) - \nabla_{\tilde{\xi}}^2 K(\xi^0(t) + \xi^1(t))] \cdot \nabla_y U_0(y) + E^*_j(\tilde{\xi})(y, t)$$

for $K$ given by (1.8), and

$$|E^*_j(\tilde{\xi})(y, t)| \leq \frac{C}{1 + |y|^3} \varepsilon^5 \log \varepsilon^2,$$

$$|E^{out}_j(\bar{\xi})(x, t)| + |E^{out}_2(\tilde{\xi})(x, t)| \leq C\varepsilon^4 \log \varepsilon^2$$

and we have denoted

$$E^{out}_j(\tilde{\xi}) := E^{out}_0(\phi^{in*}, \psi^{in*}, \phi^{out*}, \psi^{out*}, \xi),$$

$$E^{out}_2(\tilde{\xi}) := E^{out}_0(\psi^{in*}, \phi^{out*}, \psi^{out*}, \xi). \quad (3.9)$$

We observe that for $(\omega_*, \Psi_*)$ in (3.1)-(3.2) with the parameter functions considered above, we have the total errors in (3.4) estimated as

$$|E(\omega_*, \Psi_*)(x, t)| \leq C\varepsilon^{1-\sigma} \sum_{j=1}^{N} \frac{1}{1 + |y_j| \varepsilon}, \quad y_j = \frac{x - \xi_j(t)}{\varepsilon},$$

$$|E_2(\omega_*, \Psi_*)(x, t)| \leq C\varepsilon^{4-\sigma}.$$

precisely as predicted in (2.7). The construction yields uniform Lipschitz dependence on $\xi$ of this error of the same type as those above. The rest of this section will be devoted to building this approximate solutions and to proving Proposition 3.1.

3.1. Expression for the errors $E_{0j}$. We will first find a convenient expression for the $j$-inner error (3.5). We write

$$\Psi_0(\xi_j + \varepsilon y; t; \xi) = \kappa_j \log \frac{1}{\varepsilon^4(1 + |y|^2)^2} - \kappa_j H(\xi_j + \varepsilon y, \xi_j)$$

$$+ \sum_{i \neq j} \kappa_i \left( \log \frac{1}{(\varepsilon^2 + |\xi_j - \xi_i + \varepsilon y|^2)^2} - H(\xi_j + \varepsilon y, \xi_i) \right)$$

$$= \kappa_j \left[ \Gamma_0(y) - \log(8\varepsilon^4) + \tilde{\varphi}_j(\xi_j + \varepsilon y; \xi) \right]$$

where

$$\tilde{\varphi}_j(x; \xi) = \varphi_j(x; \xi) + \varepsilon^2 \theta_j(x; \xi)$$
and
\[ \varphi_j(x; \xi) = -H(x, \xi_j) + \sum_{i \neq j} \kappa_j^{-1} \kappa_i G(x, \xi_i), \]
\[ \theta_{j, \varepsilon}(x; \xi) = \frac{2}{\varepsilon^2} \sum_{i \neq j} \kappa_i \kappa_j^{-1} \log \frac{|x - \xi_i|^2}{\varepsilon^2 + |x - \xi_i|^2}. \]

Let us set
\[ \mathcal{R}_j(y, t; \xi) = \varepsilon \kappa_j^{-1} \hat{\xi}_j^1 \cdot y + \hat{\varphi}_j(\xi_j + \varepsilon y; \xi) - \hat{\varphi}_j(\xi_j; \xi). \]  
(3.10)

For notational simplicity we omit below the subindex \( j \) in \( \varphi_j \) and \( \psi_j \).
\[ \kappa_j^{-1} E_{0j}(\phi, \psi, \psi_{\text{out}}; \xi) = \kappa_j^{-1} \varepsilon^2 \partial_t \phi + \nabla_y^\perp [\Gamma_0 + R_j + \psi + \kappa_j^{-1} \psi_{\text{out}}] \cdot \nabla_y (U_0 + \phi) \]
\[ = \nabla^\perp \Gamma_0 \cdot \nabla \phi + \nabla^\perp \psi \cdot \nabla U_0 \]
\[ + \nabla^\perp R_j \cdot \nabla U_0 + \nabla^\perp R_j \cdot \nabla \phi + \nabla^\perp \psi \cdot \nabla \phi + \kappa_j^{-1} \varepsilon^2 \partial_t \phi \]
\[ + \kappa_j^{-1} \nabla^\perp \psi_{\text{out}} \nabla (U_0 + \phi). \]  
(3.11)

We find first functions \( (\phi, \psi, \xi) \) that improve the first error
\[ \kappa_j^{-1} E_{0j}(0, 0, 0; \xi)(y, t) = \nabla_y^\perp \mathcal{R}_j(y, t) \cdot \nabla U_0(y) = \frac{O(\varepsilon)}{1 + |y|^2}. \]  
(3.12)

As in the statement of the proposition we restrict ourselves to parameter functions \( \xi(t) \) of the form
\[ \xi(t) = \xi^0(t) + \xi^1(t) + \tilde{\xi}(t) \]  
(3.13)
where for some fixed numbers \( M > 0 \) and \( \sigma \in (0, 1) \) that we will fix later, we have
\[ \|\xi^1\|_{C^2[0, T]} := \|\xi^1\|_{\infty} + \|\dot{\xi}^1\|_{\infty} + \|\ddot{\xi}^1\|_{\infty} \leq M \varepsilon^2 \log \varepsilon, \]
\[ \|\tilde{\xi}\|_{C^1[0, T]} := \|\tilde{\xi}\|_{\infty} + \|\dot{\tilde{\xi}}\|_{\infty} \leq \varepsilon^{1-\sigma}. \]  
(3.14)

The elimination of part of the error (3.12) will be done by solving elliptic equations that involve the linear operator in the second line of formula (3.11)
\[ L[\psi] := \nabla^\perp \Gamma_0 \cdot \nabla \phi + \nabla^\perp \psi \cdot \nabla U_0, \quad \phi = -\Delta \psi. \]

More precisely, for the large number \( R \) given by (3.3) we consider the general equation
\[ L[\psi] + g = 0 \text{ in } B_{8R}, \quad \psi = 0 \text{ on } \partial B_{8R}, \quad -\Delta \psi = \phi. \]  
(3.15)

For a bounded function \( g : B_{8R} \subset \mathbb{R}^2 \to \mathbb{R} \). We solve this problem finding estimates for \( \psi \) in terms of prescribed decay on \( g \).

3.2. Solving Equation (3.15). Using that \(-\Delta \Gamma_0 = f(\Gamma_0) = U_0\) where \( f(u) = e^u \) and \(-\Delta \psi = \phi\) we see that
\[ L[\psi] := \nabla^\perp \Gamma_0 \cdot \nabla \phi + \nabla^\perp \psi \cdot \nabla U_0 \]
\[ = -\nabla^\perp \Gamma_0 \cdot \nabla [\Delta \psi + f'(\Gamma_0) \psi]. \]

Let us consider polar coordinates \( y = \rho e^{i\theta} \) in \( \mathbb{R}^2 \). It is then easy to check that
\[ L[\psi] = -\frac{4}{\rho^2 + 1} \frac{\partial}{\partial \theta} [\Delta \psi + f'(\Gamma_0) \psi]. \]
Therefore a necessary condition for the solvability of (3.15) is that
\[
\int_0^{2\pi} g(\rho e^{i\theta}) d\theta = 0 \quad \text{for all } \rho \in (0, 8R). \tag{3.16}
\]
On the other hand we clearly have that
\[
L[Z_\ell] = 0, \quad Z_\ell(y) = \partial_y \Gamma_0(y).
\]
In addition to (3.16) we assume the orthogonality conditions
\[
\int_{B_R} (1 + |y|^2) g(y) Z_\ell(y) dy = 0, \quad \ell = 1, 2. \tag{3.17}
\]
We consider right hand sides \(g\) with a decay rate in \(|y|\). We assume
\[
|g(y)| \leq (1 + |y|)^{-\alpha} \tag{3.18}
\]
We have the validity of the following result.

**Lemma 3.1.** Assume that \(3 < \alpha \leq 5\) There exists a constant \(C > 0\) such that for all \(R\) sufficiently large and \(g \in L^\infty(B_R)\) that satisfies conditions (3.16), (3.17) and (3.18), there exists a unique solution \((\psi, \phi)\) of equation (3.15) that satisfies
\[
\int_0^{2\pi} \psi(\rho e^{i\theta}) d\theta = 0 \quad \text{for all } \rho \in (0, 8R).
\]
and the estimate
\[
|\psi(y)| + (1 + |y|)|\nabla \psi(y)| + (1 + |y|^2)|\phi(y)| \leq C(1 + |y|)^{4-\alpha} \begin{cases} \log \left(\frac{16R}{|y|+1}\right) & \text{if } \alpha = 5 \\ 1 & \text{if } 3 < \alpha < 5 \end{cases} \tag{3.19}
\]

**Proof.** Let us decompose \(\psi(y), g(y)\) in Fourier series, using polar coordinates \(y = \rho e^{i\theta}\)
\[
\psi(\rho, \theta) = \sum_{k \in \mathbb{Z}} p_k(\rho)e^{ik\theta}, \quad g(\rho, \theta) = \sum_{k \in \mathbb{Z}} g_k(\rho)e^{ik\theta}. \tag{3.20}
\]
Condition (3.16) amounts to \(g_0 = 0\). Imposing \(p_0 = 0\), equation (3.15) decouples into the infinitely many problems.
\[
\mathcal{L}_k[p_k] := \frac{\partial^2}{\rho^2}p_k + \frac{1}{\rho} \frac{\partial}{\partial \rho}p_k - \frac{k^2}{\rho^2}p_k + \frac{8p_k}{(1 + \rho^2)^2} - \frac{i(1 + \rho^2)}{4k}g_k(\rho), \quad p_k(R) = 0. \tag{3.21}
\]
For each \(k \neq 0\), there exists a positive function \(\zeta_k(\rho)\) such that \(\mathcal{L}_k[\zeta_k] = 0\) and
\[
\zeta_k(\rho) = |k|(1 + o(1)) \quad \text{as } \rho \to 0
\]
For \(k = \pm 1\) we explicitly have \(\zeta_k(\rho) = \frac{\rho}{1 + \rho^2}\), while for \(|k| \geq 2\) we have
\[
\zeta_k(\rho) = |k|(1 + o(1)) \quad \text{as } \rho \to +\infty.
\]
Problem (3.21) is uniquely solved by the formula
\[
p_k(\rho) = \mathcal{L}_k^{-1}[g_k] := \frac{i}{4k} \zeta_k(\rho) \int_{\rho}^{sR} \frac{dr}{r \zeta_k(r)^2} \int_{0}^{r} (1 + s^2)g_k(s)\zeta_k(s) s \, ds.
\]
Condition (3.18) corresponds to
\[
|g(\rho, \theta)| \leq (1 + \rho)^{-\alpha}
\]
with $3 < \alpha \leq 5$. Let us consider the case $|k| \geq 2$. We have

$$|p_k(\rho)| \leq L^{-1}(1 + \rho)^{-\alpha} \leq c_k(1 + \rho)^{|k|} \int_0^{8R} (1 + r)^{-|k|+3-\alpha} dr$$

so that

$$|p_k(\rho)| \leq c_k(1 + \rho)^{4-\alpha}$$

since $\alpha + |k| > 4$. Let us denote $\bar{p}(\rho) = L^{-1}(1 + \rho)^{\alpha}$ we claim that for some $\gamma > 0$ and all $|k| \geq 2$ we have the validity of the estimate

$$|p_k(\rho)| \leq \frac{\gamma}{k^3} \bar{p}(\rho).$$

That follows from the fact that the right hand side defines a positive supersolution for the real and imaginary parts of (3.21). Indeed, if $\gamma$ is taken sufficiently large we get

$$\mathcal{L}_k \left[ \frac{\gamma}{k^3} \bar{p}(\rho) \right] + \frac{1 + \rho^2}{4k} |g_k(\rho)| \leq \gamma \frac{4 - k^2}{10\rho^2} (1 + \rho)^{4+\alpha}$$

Fourier modes $\pm 1$ need to be separately treated because $\zeta_1(\rho)$ decays at infinity. At this point we observe that

$$Z_1(y) = \zeta_1(\rho) \cos \theta, \quad Z_2(y) = \zeta_1(\rho) \sin \theta$$

and that the orthogonality conditions (3.17) assumed are equivalent to

$$\int_0^{8R} (1 + \rho^2) g_{\pm 1}(\rho) \zeta_1(\rho) \rho d\rho = 0.$$ 

Therefore we can write

$$p_{\pm 1}(\rho) = \mp \frac{i}{4} \zeta_1(\rho) \int_0^{8R} \frac{dr}{\zeta_1(r)^2} \int_r^{8R} (1 + s^2) g_{\pm 1}(s) \zeta_1(s) s ds.$$

and we obtain, if we now assume $3 < \alpha \leq 5$,

$$|p_{\pm 1}(\rho)| \lesssim \begin{cases} \rho^{-1} \log \frac{16R}{\rho} & \text{if } \alpha = 5 \\ (1 + \rho)^{4-\alpha} & \text{if } 3 < \alpha < 5. \end{cases}$$

The desired result then follows from addition of the above estimates since

$$|\psi(y)| \leq \sum_{k \in \mathbb{Z}} |p_k(|y|)|.$$ 

Finally, since $\psi$ satisfies the equation

$$\Delta \psi + f'(\Gamma_0) \psi = -\frac{1}{4} (1 + \rho^2) \int_0^\theta g(\rho, \theta) d\theta, \quad \text{in } B_{8R}, \quad \psi = 0 \quad \text{on } \partial B_{8R},$$

the bounds for $\phi$ and $\nabla \psi$ follow from standard elliptic estimates. □

**Remark 3.1.** We observe that if $2 \leq \alpha \leq 3$ and $|k| \geq 2$ the estimate for $p_k$ given by (3.21) yields

$$|p_k(\rho)| \leq c_k(1 + \rho)^{4-\alpha} \begin{cases} \log \frac{16R}{\rho} & \text{if } \alpha + |k| = 4 \\ 1 & \text{if } \alpha + |k| > 4 \end{cases}$$
Then if \( g_0 = g_{\pm 1} = 0 \) and \( 2 \leq \alpha \leq 3 \) we have that the statement of Lemma 3.1 holds with estimate (3.19) replaced with
\[
|\psi(y)| + (1 + |y|)|\nabla \psi(y)| + (1 + |y|^2) |\phi(y)| \leq C(1 + |y|)^{4-\alpha} \begin{cases} \log \left( \frac{16\delta}{|y|+1} \right) & \text{if } \alpha = 2 \\ 1 & \text{if } \alpha > 2 \text{ or } \alpha = 2 \text{ and } g_{\pm 2} = 0. \end{cases}
\]

3.3. Expansion of \( \nabla \perp R_j \). We Taylor expand
\[
\varphi_j(\xi_j + \varepsilon y; \xi) = \hat{\varphi}_j(\xi_j; \xi) + \varepsilon \nabla_x \hat{\varphi}_j(\xi_j; \xi) \cdot y + \sum_{k=2}^{4} \frac{\varepsilon^2}{k!} D^2_x \hat{\varphi}_j(\xi_j; \xi)[y]^k \\
+ \varepsilon^3 D_x \theta_j(\xi_j; \xi)[y] + \frac{\varepsilon^4}{2} D^2 \theta_j(\xi_j; \xi)[y]^2 + Q(\varepsilon y, \xi)
\]
where \( Q(z, \xi) \) is a function smooth in its arguments that satisfies
\[
|\nabla_z Q(z, \xi)| \leq C \varepsilon |z|^4.
\]
Hence we find
\[
\nabla_y^\perp R_j(y, t; \xi) = \kappa_j^{-2} \varepsilon \left[ -\kappa_j \dot{\xi}_j + \nabla_{\xi_j}^\perp K(\xi) \right] + \varepsilon^3 \nabla_x^\perp \theta_j(\xi_j; \xi) \\
+ \sum_{k=2}^{4} \frac{\varepsilon^k}{k!} \nabla_y^\perp \left[ D^k \varphi_j(\xi_j; \xi)[y]^k \right] + \frac{\varepsilon^4}{2} \nabla_y \left[ D^2 \theta_j(\xi_j; \xi)[y]^2 \right] \\
+ Q(\varepsilon y; \xi)
\]
(3.22)
where
\[
|Q(z; \xi)| \leq C \varepsilon |z|^4.
\]
We recall that the basic assumption on \( \xi^0 \) is precisely that \( -\kappa_j \dot{\xi}_j^0 + \nabla_{\xi_j}^\perp K(\xi^0) = 0 \), hence the first term in expansion (3.22) is actually of size \( O(\varepsilon^3) \).

3.4. First improvement. We recall that \( R = 6\delta \varepsilon^{-1} \). We will eliminate some of the terms in the first error. We let \( y = \rho e^{i\theta} \) and compute
\[
g^k(y, t; \xi) = \frac{1}{k!} \nabla_y^\perp \left[ D^k \varphi_j(\xi_j(t); \xi(t))[y]^k \right] \cdot \nabla U_0(y) \\
= \frac{1}{k!} \frac{4U_0}{1 + \rho^2 \partial^\theta} \left\{ D^k \varphi_j(\xi_j(t); \xi(t))[y]^k \right\}.
\]
We notice that the function \( q_k(y, t) = D^k \varphi_j(\xi_j(t); \xi(t))[y]^k \) is a harmonic polynomial in \( y \) since \( \varphi_j(x; \xi) \) is harmonic in \( x \). Thus
\[
q_k(y, t) = \rho^k (\alpha_k(t) \cos k\theta + \beta_k(t) \sin k\theta)
\]
with \( \alpha \) and \( \beta \) \( C^1 \) functions. As a conclusion, the function \( g^k(y, t) \) only has components in modes \( k \) and \( -k \) in its Fourier expansion (3.20). We observe also that
\[
|g^k(y, t; \xi)| \leq C(1 + \rho)^{-\alpha}, \quad \alpha = 6 - k.
\]
We consider the cases \( k = 2, 3, 4 \). By Lemma 3.1 and Remark 3.1 we find that there exists a unique solution \((\psi^{(k)}(y, t; \xi)), (\phi^{(k)}(y, t; \xi))\) to the equation
\[
L[\psi^{(k)}] + g^{(k)}(y, t; \xi) = 0 \quad \text{in } B_{8R}, \quad \psi^{(k)} = 0 \quad \text{on } \partial B_{8R}, \quad -\Delta \psi^{(k)} = \phi^{(k)}
\]
that satisfies the estimates
\[ |\psi^{(k)}(y, t)| + (1 + |y|) |\nabla \psi^{(k)}(y, t)| + (1 + |y|^2) |\phi^{(k)}(y, t)| \leq C(1 + |y|)^{k-2}. \] (3.23)

A similar estimate is of course satisfied for the functions \((\partial_\ell \psi^{(k)}, \partial_\ell \phi^{(k)})\). In addition we consider the solutions \((\bar{\psi}^{(4)}, \bar{\phi}^{(4)})\), \(\ell = 1, 2\) of the problems
\[ L[\bar{\psi}_1^{(4)}] + \kappa_j^{-1} \partial_t \phi^{(2)}(y, t; \xi) = 0 \quad \text{in } B_{8R}, \quad \bar{\psi}_1^{(4)} = 0 \quad \text{on } \partial B_{8R} \]
and
\[ L[\bar{\psi}_2^{(4)}] + \frac{1}{2} \nabla^\perp [D^2_\varphi \varphi_j(\xi; \xi)[|y|^2] \cdot \nabla \phi^{(2)}(y, t; \xi) = 0 \quad \text{in } B_{8R}, \quad \bar{\psi}_4^{(4)} = 0 \quad \text{on } \partial B_{8R}. \] (3.24)

By construction, \(\partial_t \phi^{(2)}\) only carries modes \(\pm 2\) in its Fourier expansion in \(y\). Besides \(|\partial_t \phi^{(2)}(y, t)| \leq C(1 + |y|)^{-2}\), and hence \((\bar{\psi}_1^{(4)}, \bar{\phi}_1^{(4)})\) satisfies the estimate
\[ |\bar{\psi}_1^{(4)}(y, t)| + (1 + |y|) |\nabla \bar{\psi}_1^{(4)}(y, t)| + (1 + |y|^2) |\bar{\phi}_1^{(4)}(y, t)| \leq C(1 + |y|)^2 \log \frac{16R}{1 + |y|}. \]

To solve (3.24), we claim that
\[ g(y, t; \xi) = \frac{1}{2} \nabla^\perp [D^2_\varphi \varphi_j(\xi; \xi)[|y|^2] \cdot \nabla \phi^{(2)}(y, t; \xi) \]
carries only Fourier modes \(\pm 4\) (so that \(g_0 \equiv 0\)). Since \(|g(y, t)| \leq C(1 + |y|)^{-2}\), that implies that (3.24) is solved by a function that again satisfies estimates (3.23) with \(k = 4\). To see the validity of the claim, we recall that
\[ D^2_\varphi \varphi_j(\xi; \xi)[|y|^2] = \rho^2(\alpha(t) \cos 2\theta + \beta(t) \cos 2\theta). \]

It follows that
\[ \psi^{(2)}(y, t) = p(\rho)(\alpha(t) \cos 2\theta + \beta(t) \cos 2\theta) \]
where \(p(\rho)\) is the unique solution of (3.21) with \(k = 2\) and \(g_2(\rho) = -U_0(\rho) \rho^2\). Hence
\[ \phi^{(2)}(y, t) = q(\rho)(\alpha(t) \cos 2\theta + \beta(t) \cos 2\theta) \]
for a certain smooth function \(q(\rho)\). Then we compute
\[ \nabla^\perp [D^2_\varphi \varphi_j(\xi; \xi)[|y|^2] \cdot \nabla \phi^{(2)}(y, t) = \rho q'(\rho)(\beta^2 - \alpha^2) \sin 4\theta + q(\rho) \alpha \beta \cos 4\theta, \]
hence the Fourier expansion of this terms only involves modes \(\pm 4\) as asserted.

We let
\[ \bar{\psi}^1(:, \xi) = \varepsilon^2 \psi^{(2)} + \varepsilon^3 \psi^{(3)} + \varepsilon^4 \psi^{(4)} + \varepsilon^4 \bar{\psi}_1^{(4)} + \varepsilon^4 \bar{\phi}_1^{(4)}, \]
\[ \bar{\phi}^1(:, \xi) = \varepsilon^2 \phi^{(2)} + \varepsilon^3 \phi^{(3)} + \varepsilon^4 \phi^{(4)} + \varepsilon^4 \bar{\phi}_1^{(4)} + \varepsilon^4 \bar{\phi}_2^{(4)}. \]
We compute the new error
\[ \kappa_j^{-1} E_j(\bar{\phi}^1, \bar{\psi}^1, 0, \xi) = \bar{E}_j^1 + \bar{E}_j^2 + \bar{E}_j^3 + \bar{E}_j^4, \] (3.25)
where the errors $\bar{E}_j^i(y, t; \xi)$ are given by

$$
\bar{E}_j^1 = \left( \kappa_j^{-2} \varepsilon [ - \kappa_j \dot{\xi}_j + \nabla_{\xi_j}^2 K(\xi) ] + \varepsilon^3 \nabla_{x_j}^2 \theta_{x_j}(\xi_j; \xi) \right) \cdot \nabla U_0,
$$

$$
\bar{E}_j^2 = \varepsilon^4 \nabla_{\xi_j} \psi^{(2)} \cdot \nabla \phi^{(2)},
$$

$$
\bar{E}_j^3 = \varepsilon^5 \kappa_j^{-1} \partial_t \phi^{(3)} + \nabla_{\xi_j} [ \varphi_j(\xi_j + \varepsilon y; \xi) - \varphi_j(\xi_j; \xi) - \varepsilon \nabla \varphi_j(\xi_j; \xi) \cdot y ] \cdot \nabla (\phi - \varepsilon^2 \phi^{(2)})
$$

$$
+ \partial_t (\varepsilon y; \xi) \cdot \nabla (U_0 + \bar{\phi}^1) + \varepsilon^6 \partial_t (\phi_1^{(4)} + \phi_2^{(4)})
$$

$$
+ \varepsilon^2 \nabla_{\xi_j} [ \varphi_j(\xi_j + \varepsilon y; \xi) - \varphi_j(\xi_j; \xi) - \varepsilon \nabla \varphi_j(\xi_j; \xi) \cdot y - \frac{1}{2} D_x^2 \varphi_j(\xi_j; \xi [y^2])
$$

$$
\cdot \nabla \phi^{(2)},
$$

$$
\bar{E}_j^4 = \left( \kappa_j^{-2} \varepsilon [ - \kappa_j \dot{\xi}_j + \nabla_{\xi_j}^2 K(\xi) ] + \varepsilon^3 \nabla_{x_j}^2 \theta_{x_j}(\xi_j; \xi) \right) \cdot \nabla \phi_1^{(3)}
$$

$$
+ \nabla_{\xi_j} (\bar{\psi} - \varepsilon^2 \psi^{(2)}) \cdot \nabla \phi_1^{(3)} + \nabla_{\xi_j} \bar{\psi}^{(1)} \cdot \nabla (\phi - \varepsilon^2 \phi^{(2)})
$$

The (directly checked) relevant characteristics of each of the above terms are the following:

- $\bar{E}_j^1$ is $O(\varepsilon^3 \rho^{-5})$ at Fourier mode $\pm 1$.
- $\bar{E}_j^2$ is $O(\varepsilon^4 \rho^{-4})$ at Fourier mode $\pm 4$.
- $\bar{E}_j^3$ is $O(\varepsilon^5 \rho^{-1})$.
- $\bar{E}_j^4$ is $O(\varepsilon^5 \rho^{-3})$.


Our next step is the elimination of the term $\bar{E}_j^3$. To get this, rather than solving an elliptic problem we solve the transport equation

$$
\begin{aligned}
\varepsilon^2 \phi_t + \nabla_y (\Gamma_0(y) + R_j^0(y, t; \xi)) \cdot \nabla_y \phi &= \bar{E}_j^3(y, t; \xi), & \text{in } B_R \times [0, T] \\
\phi(y, 0) &= 0, & \text{in } B_R
\end{aligned}
$$

(3.26)

Here $R_j^0(y, t; \xi)$ is a slight modification of the potential $R_j(y, t; \xi)$ in (3.10). We recall that we are choosing $\xi = \xi^0 + \xi^1 + \dot{\xi}$ as in (3.13). We take

$$
R_j^0(y, t; \xi) = \varepsilon \kappa_j^{-1} (\xi^0 + \xi^1) \cdot y + \bar{\varphi}_j(\xi_j + \varepsilon y; \xi) - \bar{\varphi}_j(\xi_j; \xi) - \varepsilon \kappa_j^{-1} \dot{\xi}_j \cdot y.
$$

(3.27)

The reason for this modification is that we will need uniform differentiability in $t$ of this coefficient.

We consider a smooth cut-off function $\eta(s)$ as in (2.8), and extend $R_j^0$ and $E_j^3$ to entire space by setting

$$
\tilde{R}_0(y, t; \xi) = R_0(y, t; \xi) \eta \left( \frac{|y|}{2R} \right), \quad \tilde{E}_j^{30}(y, t) = E_j^3(y, t; \xi_0) \eta \left( \frac{|y|}{2R} \right).
$$

Note that in $\tilde{E}_j^{30}$ we have frozen $\xi = \xi_0$.

We will then have a solution to (3.26) by restricting to $B_R$ the solution of the Cauchy problem

$$
\begin{aligned}
\varepsilon^2 \phi_t + \nabla_y (\Gamma_0(y) + \tilde{R}_0^0(y, t; \xi)) \cdot \nabla_y \phi &= \tilde{E}_j^{30}(y, t; \xi_0), & \text{in } \mathbb{R}^2 \times [0, T] \\
\phi(y, 0) &= 0, & \text{in } \mathbb{R}^2
\end{aligned}
$$

(3.28)
To solve (3.28) we consider a slightly more general equation of that form and state estimates that will also be used later, whose proofs we postpone to § 4.1.

3.5. The inner transport equation. We consider a transport equation of the form

\[
\begin{aligned}
\varepsilon^2 \phi_t + \nabla_y^\perp (\Gamma_0(y) + \mathcal{R}(y,t)) \cdot \nabla_y \phi &= E(y,t), & \text{in } \mathbb{R}^2 \times [0,T], \\
\phi(y,0) &= 0, & \text{in } \mathbb{R}^2
\end{aligned}
\]  

(3.29)

where \( \mathcal{R} \) is a perturbation term on which we assume that it is defined in \( \mathbb{R}^2 \) and \( \mathcal{R}(y,t) = 0 \) for \( |y| \geq 4R \), \( R = \frac{4\delta}{\varepsilon} \) and the estimate

\[
|\nabla_y \mathcal{R}(y,t)| \leq M \varepsilon^2 (1 + |y|).
\]  

(3.30)

Here \( \delta > 0 \) is fixed. It is convenient to let \( t = \varepsilon^2 \tau \) and represent the equation for \( \phi = \phi(y, \tau) \) as

\[
\begin{aligned}
\phi_\tau + \nabla_y^\perp (\Gamma_0(y) + \varepsilon^2 \mathcal{R}(y,\varepsilon^2 \tau)) \cdot \nabla_y \phi &= E(y, \varepsilon^2 \tau), & \text{in } \mathbb{R}^2 \times [0, \varepsilon^{-2}T], \\
\phi(y,0) &= 0, & \text{in } \mathbb{R}^2
\end{aligned}
\]  

(3.31)

We solve (3.29) by the method of characteristics. For definiteness of the characteristics, we also assume that \( \nabla_y \mathcal{R}(y,t) \) is log-Lipschitz in \( y \) uniformly in \( t \), that is,

\[
|\nabla_y \mathcal{R}(y_1,t) - \nabla_y \mathcal{R}(y_2,t)| \leq L |y_1 - y_1| (1 + |\log |y_1 - y_2||)
\]

and continuous in its two variables, but no uniform estimate on the constant \( L \) will for the moment be assumed (\( L \) is allowed to depend on \( \varepsilon \)).

The characteristic curve \( \bar{y}(s; \tau, y) \) is by definition the solution \( \bar{y}(s) \) of the ODE system

\[
\begin{aligned}
\frac{d\bar{y}}{ds}(s) &= \nabla_y^\perp (\Gamma_0 + \mathcal{R})(\bar{y}(s), \varepsilon^2 s) \\
\bar{y}(\tau) &= y.
\end{aligned}
\]  

(3.32)

This system has indeed a unique solution defined on the entire interval \([0, \varepsilon^{-2}T]\), see for instance [11]. For a locally bounded function \( E \), the unique solution of (3.31) is then represented by the formula

\[
\phi(y, \tau) = \int_0^\tau E(\bar{y}(s; \tau, y), \varepsilon^2 s) \, ds.
\]  

(3.33)

Lemma 3.2. Let us assume the validity of (3.30). Let \( 1 \leq p \leq +\infty \) and \( \alpha \in \mathbb{R} \). There exists a number \( C > 0 \) such that for any function \( E(y,t) \) that satisfies

\[
\sup_{t \in [0,T]} \| (1 + |\cdot|)^{-\alpha} E(\cdot, t) \|_{L^p(\mathbb{R}^2)} < +\infty
\]

we have that for all sufficiently small \( \varepsilon \), the solution of (3.29) satisfies

\[
\sup_{t \in [0,T]} \| (1 + |\cdot|)^{-\alpha} \phi(\cdot, t) \|_{L^p(\mathbb{R}^2)} \leq C \varepsilon^{-2} \sup_{t \in [0,T]} \| (1 + |\cdot|)^{-\alpha} E(\cdot, t) \|_{L^p(\mathbb{R}^2)}.
\]

Gradient estimates. It is natural to think that an estimate for the gradient of \( E(y,t) \) leads to such an estimate for \( \phi(y,t) \). This will be true under some
additional assumptions on \( R(y,t) \). Let us assume that the function \( R(y,t) \) satisfies the following bounds
\[
|R(y,t)| + |\partial_t R(y,t)| \leq C \varepsilon^2 (1 + |y|^2),
\]
\[
|\nabla_y R(y,t)| + |\partial_t \nabla_y R(y,t)| \leq C \varepsilon^2 (1 + |y|),
\]
\[
|D^2_y R(y,t)| \leq C \varepsilon^2.
\]
(3.34)

We find a corresponding estimate for the gradient.

**Lemma 3.3.** Let us assume that \( R \) satisfies (3.34). Then there exist numbers \( C, \delta > 0 \) such that for all sufficiently small \( \varepsilon \) and any function \( E(y,t) \) that satisfies for some \( A, \alpha \in \mathbb{R} \)
\[
(1 + |y|)|\nabla_y E(y,t)| + |E(y,t)| + |E_t(y,t)| \leq A (1 + |y|)^\alpha,
\]
the solution of (3.29) satisfies
\[
(1 + |y|)|\nabla_y \phi(y,t)| + |\phi(y,t)| \leq C \varepsilon^{-2} A (1 + |y|)^\alpha \quad \text{for all } \ y \in \mathbb{R}^2, \ |y| < \delta \varepsilon^{-1}.
\]
(3.35)

For the proof see § 4.2.

### 3.6. Second improvement of the approximation

We let \( \tilde{\phi}^2(y,t; \xi) \) be the solution of Problem (3.28). Thanks to Lemmas 3.2 and 3.3, \( \tilde{\phi}^2 \) satisfies
\[
|\tilde{\phi}^2(y,t)| + (1 + |y|)|\nabla_y \tilde{\phi}^2(y,t)| \leq \frac{C \varepsilon^3}{1 + |y|}.
\]
We remark that the hypothesis (3.34) holds since at the functions involved in the definition (3.27) are smooth and of the correct order in \( \varepsilon \).

Let us consider the unique solution \( \tilde{\psi}^2(y,t) \) of
\[
-\Delta_y \tilde{\psi}^2 = \tilde{\phi}^2 \quad \text{in } B_{4R}, \quad \tilde{\psi}^2 = 0 \quad \text{on } \partial B_{4R}.
\]
By standard elliptic theory, we get the following estimate in \( \tilde{\psi}^2 \).
\[
|\tilde{\psi}^2(y,t)| + (1 + |y|)|\nabla_y \tilde{\psi}^2(y,t)| + (1 + |y|^2)|D^2_y \tilde{\psi}^2(y,t)| \leq C \varepsilon^3 (1 + |y|) \log \frac{16R}{1 + |y|}.
\]

Introducing back the subindex \( j \) we then let
\[
\tilde{\phi}_j(y,t; \xi) = \tilde{\phi}^2_j(y,t; \xi) + \tilde{\psi}^2_j(y,t; \xi),
\]
\[
\tilde{\psi}_j(y,t; \xi) = \tilde{\psi}^2_j(y,t; \xi) + \tilde{\psi}^2_j(y,t; \xi).
\]
(3.36)

We compute the associated error
\[
k_j^{-1} E_0(\tilde{\phi}_j, \tilde{\psi}_j, 0; \xi) = k_j^{-1} E_0(\tilde{\phi}_j, \tilde{\psi}_j, 0; \xi) - \tilde{E}_j^3(\cdot; \xi^0) - \varepsilon \tilde{\xi} \cdot \nabla \tilde{\phi}_j^2 + \nabla^4 \tilde{\psi}_j^2 \cdot \nabla U_0 + \nabla^4 \tilde{\psi}_j^2 \cdot \nabla \tilde{\phi}_j^2
\]
\[
+ \nabla^4 \tilde{\psi}_j^2 \cdot \nabla \tilde{\phi}_j^2 + \nabla^4 \tilde{\psi}_j^2 \cdot \nabla \tilde{\phi}_j^2.
\]
(3.37)

The terms in the last two rows of the above expansion are all of the order \( O(\varepsilon^5 \rho^{-3} \log \varepsilon) \).

Observe also that \( \varepsilon \tilde{\xi} \cdot \nabla \tilde{\phi}_j^2 = O(\varepsilon^{5+\sigma} \rho^{-2}) \). Therefore from (3.37) we get
\[
k_j^{-1} E_0(\tilde{\phi}_j, \tilde{\psi}_j, 0; \xi) = k_j^{-1} E_0(\tilde{\phi}_j, \tilde{\psi}_j, 0; \xi) - \tilde{E}_j^3(\cdot; \xi^0) + \nabla^4 \tilde{\psi}_j^2 \cdot \nabla U_0 + O(\varepsilon^5 \rho^{-3} \log \varepsilon).
\]
Remark 3.2. For a later step in the construction it is useful to point out that the directional derivative $\partial_\xi \tilde{\phi}_j$ given by

$$\partial_\xi \tilde{\phi}_j(y, t, \xi)[\zeta] := \left. \frac{d}{ds} \tilde{\phi}_j(y, t, \xi + s\zeta) \right|_{s=0}$$

has uniform bounds. Indeed, we recall that $\tilde{\phi}_j = \tilde{\phi}_j^1 + \tilde{\phi}_j^2$. From the definition of $\tilde{\phi}_j^1$ we clearly have

$$|\partial_\xi \tilde{\phi}_j^1(y, t, \xi)[\zeta]| \leq C \frac{\varepsilon^2}{1 + |y|^2} \|\zeta\|_{C^1[0, T]},$$

while $\Phi(y, t) = \partial_\xi \tilde{\phi}_j^2(y, t, \xi)[\zeta]$ solves the transport equation

$$\begin{cases}
\varepsilon^2 \Phi_t + \nabla_y \cdot \left( \Gamma_0(y) + \tilde{R}_j^0(y, t; \xi) \right) \cdot \nabla_y \Phi + E(y, t) = 0, & \text{in } \mathbb{R}^2 \times [0, T] \\
\phi(y, 0) = 0, & \text{in } \mathbb{R}^2
\end{cases}$$

where

$$E(y, t) = \nabla_y \cdot \left( \partial_\xi \tilde{R}_j^0(y, t; \xi)[\zeta] \right) \cdot \nabla_y \tilde{\phi}_j^1(y, t; \xi) = O(\varepsilon^3 \rho^{-1}) \|\zeta\|_{C^1[0, T]}.$$ Using Lemma 3.2 we find that

$$\partial_\xi \tilde{\phi}_j^2(y, t, \xi)[\zeta] = \Phi(y, t) = O(\varepsilon^3 \rho^{-1}) \|\zeta\|_{C^1[0, T]}.$$

As a result we get

$$|\partial_\xi \tilde{\phi}_j(y, t, \xi)[\zeta]| \leq C \frac{\varepsilon^2}{1 + |y|^2} \|\zeta\|_{C^1[0, T]}$$

The previous estimates and the definition of $\tilde{\psi}_j^1$ lead to

$$|\partial_\xi \tilde{\psi}_j^1(y, t, \xi)[\zeta]| + (1 + |y|)|\nabla_y \partial_\xi \tilde{\psi}_j^1(y, t, \xi)[\zeta]| + (1 + |y|^2)|D^2_y \partial_\xi \tilde{\psi}_j^1(y, t, \xi)[\zeta]| \leq C \varepsilon^2 \left( \|\zeta\|_\infty + \|\dot{\zeta}\|_\infty \right).$$

Similarly, for $\tilde{\psi}_j^2$, we get

$$|\partial_\xi \tilde{\psi}_j^2(y, t, \xi)[\zeta]| + (1 + |y|)|\nabla_y \partial_\xi \tilde{\psi}_j^2(y, t, \xi)[\zeta]| + (1 + |y|^2)|D^2_y \partial_\xi \tilde{\psi}_j^2(y, t, \xi)[\zeta]| \leq C \varepsilon^3 (1 + |y|) \log \frac{16R}{1 + |y|} (\|\zeta\|_\infty + \|\dot{\zeta}\|_\infty).$$

Therefore, for $\tilde{\psi}_j = \tilde{\psi}_j^1 + \tilde{\psi}_j^2$, we get

$$|\partial_\xi \tilde{\psi}_j(y, t, \xi)[\zeta]| + (1 + |y|)|\nabla_y \partial_\xi \tilde{\psi}_j(y, t, \xi)[\zeta]| + (1 + |y|^2)|D^2_y \partial_\xi \tilde{\psi}_j(y, t, \xi)[\zeta]| \leq C \varepsilon^2 \log \frac{16R}{1 + |y|} (\|\zeta\|_\infty + \|\dot{\zeta}\|_\infty).$$

Next we shall improve the approximation error in the outer problem, considering the values (3.36) for the functions $\phi_j, \psi_j$. 

3.7. The outer approximation. We will improve the outer errors

\[ E_0(x; t; \xi) := E_0^{out}(\bar{\phi}^{in}, \bar{\psi}^{in}, 0, 0, \xi) \]

\[ = \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j \partial_t \eta_1 \bar{\phi}_j - \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j (1 - \eta_1) \varepsilon^{-1} \xi_j \cdot \nabla_x U_{0j} \]

\[ + \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j [\bar{\phi}_j \nabla_x \eta_1 + (1 - \eta_1) \nabla_x U_{0j}] \cdot \nabla_{\perp} \Psi_0, \]

\[ = O(\varepsilon^2), \quad (3.39) \]

\[ E_{20}(x; t; \xi) := E_{20}^{out}(\bar{\psi}^{in}, 0, 0, \xi) \]

\[ := \sum_{j=1}^{N} \kappa_j \left[ \bar{\psi}_j \Delta_x \eta_2 j + 2 \nabla_x \eta_2 j \cdot \nabla_x \bar{\psi}_j \right] \]

\[ = O(\varepsilon^2). \]

First we consider the solution of the elliptic equation

\[ \Delta_x \psi_1^{out}(\cdot; \xi) = 0 \quad \text{in} \quad \Omega \times [0, T], \quad \psi_1^{out} = -\Psi_0(\cdot; \xi) \quad \text{on} \quad \partial \Omega \times [0, T]. \quad (3.40) \]

which we readily see is of size \( O(\varepsilon^2) \) in \( C^2 \)-topology uniformly in \( t \). Let us consider the transport equation

\[ \left\{ \begin{array}{l}
\phi_t^{out} + \nabla^\perp_x (\Psi_0 + \psi_1^{out}) \cdot \nabla \phi^{out} + E_0(x; t; \xi) = 0 \quad \text{in} \quad \Omega \times [0, T], \\
\phi(\cdot, 0) = 0 \quad \text{in} \quad \Omega.
\end{array} \right. \quad (3.41) \]

We solve (3.41) by considering the transport equation in a slightly more general setting and state some preliminary results that we will use to conclude the construction and also later.

3.8. The outer transport equation. We consider a transport equation of the form

\[ \left\{ \begin{array}{l}
\phi_t + \nabla^\perp_x (\Psi_0(\cdot; \xi) + Q) \cdot \nabla \phi = E(x; t, \xi) \quad \text{in} \quad \Omega \times [0, T], \\
\phi(x, 0) = 0, \quad \text{in} \quad \Omega.
\end{array} \right. \quad (3.42) \]

We assume that the function \( \nabla_x Q(x, t) \) is continuous and log-Lipschitz in \( x \) uniformly in \( t \), and that \( E \in L^\infty(\Omega \times [0, T]) \). In addition, we assume that

\[ \Psi_0(x; \xi(t)) + Q(x, t) = 0 \quad \text{for all} \quad (x, t) \in \partial \Omega \times [0, T]. \quad (3.43) \]

Again we can represent the solution of (3.42) by means of Duhamel’s principle

\[ \phi(x; t) = \int_0^t E(\bar{x}(s; t, x), s) \, ds \quad (3.44) \]

where the characteristics \( \bar{x}(s) = \bar{x}(s; t, x) \) correspond to the solution of

\[ \left\{ \begin{array}{l}
\frac{d\bar{x}}{ds}(s) = \nabla^\perp_x (\Psi_0 + Q)(\bar{x}(s), s), \quad s \in [0, t], \\
\bar{x}(t) = x,
\end{array} \right. \]

which exist and are unique.
Lemma 3.4. Under the above assumptions we have that for $x \in \Omega$ the characteristics satisfy $\dot{x}(s; t, x) \in \Omega$ for all $0 \leq s \leq t$. The solution of (3.42) given by (3.44) satisfies for any $1 \leq p \leq +\infty$,

$$||\phi(\cdot, t)||_{L^p(\Omega)} \leq t \sup_{0 \leq s \leq t} ||E(\cdot, s)||_{L^p(\Omega)}.$$ 

The context that we need to consider in the outer problem (3.42) is that of a right hand side $E$ that its supported away from the vortices $\xi_j(t)$. Let us assume that for some fixed number $\delta$ we have

$$E \equiv 0 \text{ in } \{(x, t) \in \Omega \times [0, T] / x \in \bigcup_{j=1}^{N} B_\delta(\xi_j^0(t))\}. \quad (3.45)$$

We make the following assumption on the perturbation term $Q$. For a constant $M > 0$ we have

$$|\nabla Q(x, t)| \leq M \sum_{j=1}^{N} (|x - \xi_j(t)| + \varepsilon) \quad \text{for all } (x, t) \in \Omega \times [0, T]. \quad (3.46)$$

Lemma 3.5. Assume that (3.46) holds. Then there exists a number $\beta > 0$ independent of $\delta$ and $\varepsilon$ such that if $E$ satisfies (3.45) then the solution of (3.42) satisfies

$$\phi \equiv 0 \text{ in } \{(x, t) \in \Omega \times [0, T] / x \in \bigcup_{j=1}^{N} B_\beta(\xi_j^0(t))\}. \quad (3.47)$$

Next we will get a gradient estimate under some further assumptions. Let us assume that the function $Q$ satisfies

$$|D_x^2 Q(x, t)| \leq M \quad \text{for all } (x, t) \in \Omega \times [0, T]. \quad (3.48)$$

Lemma 3.6. Let us assume that $Q(x, t)$ satisfies (3.46) and (3.47). There exists a constant $C > 0$ such that for any $E$ satisfying (3.45) and

$$|\nabla_x E(x, t)| + |E(x, t)| \leq A \quad \text{for all } (x, t) \in \Omega \times [0, T],$$

the solution of (3.42) satisfies the estimate

$$|\nabla_x \phi(x, t)| + |\phi_t(x, t)| + |\phi(x, t)| \leq C A. \quad (3.49)$$

For the proof of Lemmas 3.4, 3.5 and 3.6 see § 4.3.

3.9. Improvement of the outer approximation. Expressed in the variable $x$, we have

$$\tilde{\phi}_j(x, t) = \tilde{\phi}_j(y, t), \quad y = \frac{x - \xi_j(t)}{\varepsilon}. \quad (3.50)$$

By construction, we immediately check that

$$|\tilde{\phi}_j(x, t)| + |\nabla_x \tilde{\phi}_j(x, t)| = O(\varepsilon^4)$$

in the region where $\nabla \eta_j$ is supported. In fact, we check that, globally

$$|E_0(x, t; \xi)| + |\nabla_x E_0(x, t)| = O(\varepsilon^2).$$

Since the support of $E_0$ is away from the vortex points $\xi_j(t)$ (see (3.39)), so is the case for the solution $\phi_1^{out}(x, t)$ of (3.41) and satisfies

$$|\phi_1^{out}(x, t)| + |\nabla_x \phi_1^{out}(x, t)| = O(\varepsilon^2). \quad (3.49)$$
These facts follow from Lemmas 3.5 and 3.6 in the next section. Now we solve
\begin{equation}
\begin{cases}
-\Delta_x \psi_2^{\text{out}} = \phi_1^{\text{out}} + E_{20}(x, t; \xi) & \text{in } \Omega \times [0, T], \\
\psi_2^{\text{out}} = 0 & \text{on } \partial \Omega \times [0, T],
\end{cases}
\tag{3.50}
\end{equation}
with \( E_{20}(x, t; \xi) \) as in (3.39). By construction both \( \bar{\psi}_j \) and \( \nabla \phi_j \) are of size \( O(\varepsilon^2) \), so are their gradients in \( x \). It follows that \( \psi_2 \) are of class \( C^{2, \alpha} \) in space variable, with corresponding norm \( O(\varepsilon^2) \). Let us define
\[
\psi^{\text{outs}} := \psi_1^{\text{out}} + \psi_2^{\text{out}}.
\]
Now we observe that
\[
E_0^{\text{out}}(\bar{\phi}^{\text{in}}, \bar{\psi}^{\text{in}}, \phi^{\text{outs}}, \psi^{\text{outs}}, \xi)
= \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j \left[ \bar{\phi}_j \nabla_x \eta_{1j} + (1 - \eta_{1j}) \nabla_x U_{0j} \right] \cdot \nabla^\perp \left( \sum_{j=1}^{N} \eta_{2j} \bar{\psi}_j + \psi^{\text{outs}} \right)
+ \nabla^\perp \left( \sum_{j=1}^{N} \eta_{2j} \bar{\psi}_j + \psi_2^{\text{out}} \right) \cdot \nabla \phi_1^{\text{out}} = O(\varepsilon^4),
\]
\[
E_{20}^{\text{out}}(\bar{\psi}^{\text{in}}, \phi^{\text{outs}}, \psi^{\text{outs}}, \xi) = 0.
\]
and we have therefore obtained an improvement in \( \varepsilon^2 \) for both error sizes.

We will need a bound on \( \partial_\xi \nabla_x \psi^{\text{outs}} \) given by
\[
\partial_\xi \nabla_x \psi^{\text{outs}}(x, t; \xi)[\zeta] = \frac{d}{ds} \nabla_x \psi^{\text{outs}}(x, t; \xi + s\zeta)|_{s=0}.
\]
Recall that \( \psi^{\text{outs}} = \psi_1^{\text{out}} + \psi_2^{\text{out}} \). From the definition (2.1) of \( \Psi_0 \) we readily see that
\[
\partial_\xi \Psi_0(x, t; \xi)[\zeta](x, t) = O(\varepsilon^2|\zeta(t)|)
\]
uniformly on \( t \in [0, T] \), and in the \( C^{3, \alpha} \)-sense on \( x \in \partial \Omega \). Hence
\[
\partial_\xi \nabla_x \psi_1^{\text{out}}(x, t; \xi)[\zeta](x, t) = O(\varepsilon^2|\zeta(t)|)
\]
in the \( C^{2, \alpha} \) in space, uniformly in \( t \), thanks to equation (3.40).

To estimate \( \partial_\xi \psi_1^{\text{out}}(x, t) \) we let \( \Phi(x, t) := \partial_\xi \psi_1^{\text{out}}(x, t; \xi)[\zeta] \). From (3.41), \( \Phi(x, t) \) solves the transport equation
\[
\Phi_t + \nabla^\perp \left( \Psi_0 + \psi_1^{\text{out}} \right) \cdot \nabla_x \Phi + E(x, t) = 0 \quad \text{in } \Omega \times [0, T],
\]
\[
\Phi(\cdot, 0) = 0 \quad \text{in } \Omega,
\]
where
\[
E(x, t) = \partial_\xi E_0(x, t; \xi)[\zeta] + \nabla^\perp \left( \partial_\xi \psi_1^{\text{out}}(x, t; \xi)[\zeta] \right) \cdot \nabla_x \phi_1^{\text{out}}(x, t; \xi)
\]
with \( E_0(x, t) \) given in (3.39). From this formula and (3.49) we get that
\[
E(x, t) = O(\varepsilon^2||\zeta||_{C^1[0, T]}).
\]
Using Lemma 3.4 we then get
\[
|\Phi(x, t)| \leq C\varepsilon^2||\zeta||_{C^1[0, T]}.
\]
Combining this estimate with (3.50) and (3.38), we obtain
\[
|\partial_\xi \psi_2^{\text{out}}(x, t; \xi)[\zeta] = O(\varepsilon^2)||\zeta||_{C^1[0, T]},
\]
in $C^2$ norm in $x$, in a small fixed neighborhood of the points $\xi_j(t)$, uniformly in $t$. Here we use Lemma 3.5 and equation (3.50), which imply that $\psi^{\text{out}}(\cdot; t; \xi)$ is harmonic in some fixed neighborhood of the points $\xi_j(t)$. We conclude that

$$\left| \partial_x \psi^{\text{out}}(x, t; \xi) \right| + \left| \partial_t \psi^{\text{out}}(x, t; \xi) \right| \leq C\varepsilon^2 \| \xi \|_{C^1([0, T])},$$

in the $C^{1, \alpha}(\Omega)$-sense uniformly in $t$. Moreover, in the in $C^2(\Omega)$-sense norm in some fixed neighborhood of the points $\xi_j(t)$, uniformly in $t$.

### 3.10. Conclusion of the proof of Proposition 3.1

Let us consider the effect of the function $\psi^{\text{out}}$ in the inner problems. We compute

$$\kappa_j^{-1} E_{ij}(\tilde{\phi}_j + \phi, \tilde{\psi}_j + \psi, \psi^{\text{out}}; \xi)$$

$$= \nabla^2 \Gamma_0 \cdot \nabla \phi + \nabla^4 \psi \cdot \nabla U_0$$

$$+ \kappa_j^{-1} E_{ij}(\tilde{\phi}_j, \tilde{\psi}_j; 0; \xi) + \kappa_j^{-1} \nabla^4 \psi^{\text{out}} \nabla U_0 + \kappa_j^{-1} \nabla^4 \psi^{\text{out}} \nabla \tilde{\phi}_j$$

$$+ \nabla^4 (\xi_j + \tilde{\psi}) \cdot \nabla \phi$$

$$+ \nabla^4 \psi \cdot \nabla \phi + \nabla^4 \psi \cdot \nabla \tilde{\phi}_j + \nabla^4 \psi \cdot \nabla \phi + \kappa_j^{-1} \varepsilon^2 \partial_t \phi$$

$$+ \kappa_j^{-1} \nabla^4 \psi^{\text{out}} \nabla \phi.$$

The largest new error term created is $\nabla^4 \psi^{\text{out}} \nabla U_0 = O(\varepsilon^3 \rho^{-5})$. Next we will produce $\psi, \phi$ that eliminate the cubic and quartic terms in $\varepsilon$ in the full error by solving the corresponding elliptic equation of the form (3.15). We will be able to do so after a convenient choice of the function $\xi_j^1(t)$ in (3.13), leaving the remaining $\tilde{\xi}$ as a free parameter. Taking into account expansions (3.25) and (3.37) we collect those terms and solve the elliptic equation

$$\nabla^4 \Gamma_0 \cdot \nabla \phi + \nabla^4 \psi \cdot \nabla U_0 + g(y, t) = 0 \quad \text{in } B_{4R},$$

$$- \Delta \psi = \phi, \quad \text{in } B_R, \quad \psi = 0 \quad \text{on } \partial B_{4R}.$$  

(3.52)

where we choose

$$g(y, t) = \kappa_j^{-2} \varepsilon \left[ - \kappa_j \xi_j^1 + \nabla \xi_j \cdot K(\xi^0 + \xi^1) - \nabla \xi_j \cdot K(\xi^0) \right] \cdot \nabla U_0$$

$$+ \left[ \varepsilon^3 \partial_x \theta_j(\xi^0; \xi^0) + \partial_y^4 (\nabla^2 (\tilde{\xi}_j(t) + \varepsilon y, t; \xi^0) + \psi^{\text{out}}(\xi_j^0(t) + \varepsilon y, t; \xi^0)) \right] \cdot \nabla U_0(y)$$

$$+ \varepsilon^4 \nabla^2 \psi^{(2)}(y, t; \xi^0) \cdot \nabla y \phi^{(2)}(y, t; \xi^0).$$

We recall that the last term in the above expression only carries Fourier modes $\pm 4$ and it is of size $O(\varepsilon^4 \rho^{-4})$. The other terms do not involve mode zero.

The solvability condition (3.17) needed for $g$ amounts to a system of differential equations for $\xi_1$ of the form

$$- \kappa_j \xi_j^1(t) + \nabla \xi_j \cdot K(\xi^0(t) + \xi^1(t)) - \nabla \xi_j \cdot K(\xi^0(t)) = B_j(t), \quad t \in [0, T].$$

(3.53)

where $B_j(t)$ is a smooth function in $[0, T]$ (independent of $\tilde{\xi}$) such that

$$||B||_{C^1([0, T])} = O(\varepsilon^2 \log \varepsilon).$$

We let $\xi_j^1(t)$ be the unique solution of system (3.53) such that $\xi_j^1(0) = 0$. It is directly checked that

$$||\xi_j^1||_{C^2([0, T])} \leq C\varepsilon^2 \log \varepsilon.$$
Using Lemma 3.1, we find a solution \((\tilde{\phi}^j, \tilde{\psi}^j)\) of equation (3.52) which satisfies
\[
|\tilde{\psi}^j(y, t)| + (1 + |y|)|\nabla y \tilde{\psi}^j(y, t)| + (1 + |y|^2)|\tilde{\phi}^j(y, t)| \leq C \varepsilon^3 |\log \varepsilon|^2(1 + |y|)^{-1}
\]
At last we define
\[
\phi^j(y, t; \xi) = \tilde{\phi}^j(y, t; \xi) + \tilde{\phi}^j(y, t), \quad \psi^j(y, t; \xi) = \tilde{\psi}^j(y, t; \xi) + \tilde{\psi}^j(y, t).
\]
We get
\[
E_{2*}^{\text{out}} := E_{20}^{\text{out}}(\psi^{\text{in}}, \phi^{\text{out}}, \psi^{\text{out}}, \xi)
= \sum_{j=1}^N \kappa_j(\tilde{\psi}^j_0 \Delta_x \eta_{2j} + 2\nabla_x \eta_{2j} \cdot \nabla_x \tilde{\psi}^j) = O(\varepsilon^4 |\log \varepsilon|^2).
\] (3.54)

Similarly we check
\[
E_j(\psi^j, \phi^j, \psi^{\text{out}}, \xi) =
\varepsilon [-\tilde{\xi} + \nabla_{\tilde{\xi}}^0 K(\xi^0 + \xi^1 + \tilde{\xi}) - \nabla^1_{\tilde{\xi}} K(\xi^0 + \xi^1)] \cdot \nabla U_0 + E_j^*(\tilde{\xi})
\]
where
\[
|E_j^*(\tilde{\xi})(y, t)| \leq C \varepsilon^5 |\log \varepsilon|^2(1 + |y|)^{-3}.
\]
We also observe that
\[
E_0^{\text{out}}(\phi^{\text{in}}, \psi^{\text{in}}, \phi^{\text{out}}, \psi^{\text{out}}, \xi) = O(\varepsilon^4 |\log \varepsilon|^2).
\]
The proof of the proposition is concluded. \qed

As for Lipschitz estimates for the errors, we directly obtain the following

**Corollary 3.1.** For the approximation constructed in Proposition 3.1, we have the error Lipschitz estimates
\[
|\partial_{\tilde{\xi}} E_{0j}(\tilde{\xi})(y, t)| \leq C \varepsilon^5 |\log \varepsilon|^2 \|\tilde{\xi}\|_{C^1[0, T]}(1 + |y|)^{-3} \|\tilde{\xi}\|_{C^1[0, T]},
\]
and
\[
|\partial_{\tilde{\xi}} E_{2*}^{\text{out}}(\tilde{\xi})(y, t)| + |\partial_{\tilde{\xi}} E_{2*}^{\text{out}}(\tilde{\xi})(\tilde{\xi})(y, t)| \leq C \varepsilon^4 |\log \varepsilon|^2 \|\tilde{\xi}\|_{C^1[0, T]}.
\]

**Proof.** The proof follows by a straightforward verification term by term of the error, using estimates (3.38) and (3.51). \qed

## 4. Proof of the estimates for transport equations

In this section we prove the results stated in § 3.5 and § 3.7.

### 4.1. The inner transport equation.

**Proof of Lemma 3.2.** We let \(\bar{y}(s) = \bar{y}(s; \tau, y)\) be the unique solution of System (3.32). We readily see that
\[
\frac{d}{ds} |\bar{y}(s)|^2 = \bar{y}(s) \cdot (\nabla y R)(\bar{y}(s), \varepsilon^2 s) = O(\varepsilon^2(1 + |\bar{y}(s)|^2))
\]
hence
\[
\frac{d}{ds} \log(1 + |\bar{y}(s)|^2) = O(\varepsilon^2).
\]
Therefore
\[
\log(1 + |\bar{y}(s)|^2) = \log(1 + |y|^2) + O(\varepsilon^2(\tau - s)) \quad \text{for all} \quad s \in (0, \tau),
\]
so that for some positive constants \(a, b\) independent of \(\tau \in (0, \varepsilon^{-2}T)\)
\[
a(1 + |y|^2) \leq 1 + |\bar{y}(s)|^2 \leq b(1 + |y|^2) \quad \text{for all } s \in (0, \tau). \tag{4.1}
\]
We recall the representation formula (3.33)
\[
\phi(y, \tau) = \int_0^\tau E(\bar{y}(s; \tau, y), \varepsilon^2 \tau) \, ds.
\]
Using (4.1) we readily get
\[
\sup_{t \in [0, T]} \| (1 + | \cdot |)^{-\alpha} \phi(\cdot, t) \|_{L^p(\mathbb{R}^2)} \leq C \varepsilon^{-2} \sup_{t \in [0, T]} \| (1 + | \cdot |)^{-\alpha} E(\cdot, t) \|_{L^p(\mathbb{R}^2)},
\]
for any \(1 \leq p \leq +\infty\), as desired.

A property that will be useful for the analysis of the outer problem is the fact that if the spacial support of the function \(E\) stays at a uniform large distance of the origin then so does the solution of (3.29).

**Lemma 4.1.** There exist numbers \(R_0 > 0\), \(\beta > 0\) such that for any sufficiently small \(\varepsilon\), all \(R > R_0\) and any locally bounded function \(E\) such that
\[E(y, t) = 0 \quad \text{for all } (y, t) \in B_R(0) \times [0, T]\]
we have that the solution of (3.29) satisfies
\[
\phi(y, t) = 0 \quad \text{for all } (y, t) \in B_\beta R(0) \times [0, T].
\]

**Proof.** This is an immediate consequence of Estimates (4.1) for the characteristics and the representation formula (3.33). \qed

**Remark 4.1.** It is relevant to remark that the results of Lemmas 3.2 and 4.1 remain valid if equation (3.29) is not defined in entire \(\mathbb{R}^2\) but only in a domain \(\Lambda \subset \mathbb{R}^2 \times [0, T]\) that contains a cylinder of the form \(B_m\varepsilon^{-1}(0) \times [0, T]\), \(m > 0\), provided that we only considered points \((y, t) \in B_m\varepsilon^{-1}(0) \times [0, T]\) where \(\delta > 0\) is small and fixed independently of \(\varepsilon\).

### 4.2. Gradient estimates for the inner transport equations.

**Proof of Lemma 3.3.** Formally differentiating Formula (3.33) with respect to \(y_i\), \(i = 1, 2\) we obtain
\[
\partial_{y_i} \phi(y, \tau) = \int_0^\tau \nabla_{\bar{y}} E(\bar{y}(s; \tau, y), \varepsilon^2 s) \cdot \bar{y}_{y_i}(s; \tau, y) \, ds. \tag{4.2}
\]
Hence we need suitable estimates for \(\bar{y}_{y_i}(s)\) where \(\bar{y}(s) = \bar{y}(s; \tau, y)\). Below we derive various estimates that we need to establish (3.35). Let us set
\[
H(y, s) = \Gamma_0(y) + R(y, \varepsilon^2 s).
\]
From Equation (3.32) we see that
\[
\frac{d}{ds} H(\bar{y}(s), s) = \varepsilon^2 \frac{\partial R}{\partial t}(\bar{y}(s), \varepsilon^2 s).
\]
Integrating this relation we obtain
\[
\Gamma_0(\bar{y}(s)) + R(\bar{y}(s), \varepsilon^2 s) = -\varepsilon^2 \int_s^\tau \frac{\partial R}{\partial t}(\bar{y}(\zeta), \varepsilon^2 \zeta) \, d\zeta + \Gamma_0(y) + R(y, \varepsilon^2 \tau)
\]
that is
\[
2 \log(1 + |\bar{y}(s)|^2) = 2 \log(1 + |\bar{y}|^2) + \mathcal{R}(\bar{y}(s), \varepsilon^2 s) - \mathcal{R}(y, \varepsilon^2 \tau) \\
- \varepsilon^2 \int_s^\tau \mathcal{R}_s(\bar{y}(\zeta), \varepsilon^2 \zeta) d\zeta.
\] (4.3)

It is convenient write $\bar{y}(s)$ in complex polar form
\[
\bar{y}(s) = \rho(s)e^{i\theta(s)},
\]
and also denote alternatively
\[
\hat{\rho}(s) = e^{i\theta(s)}, \quad \hat{\theta}(s) = i e^{i\theta(s)} = -\hat{\rho}(s)^\perp,
\]
Differentiating (4.3) with respect to the initial condition $y_i$ we get
\[
-4 \frac{\rho \rho_y}{1 + \rho^2} + \nabla \mathcal{R}(\bar{y}, \varepsilon^2 s) \cdot (\hat{\rho} \rho_y + \rho \hat{\theta} \theta_y)(s) \\
= -\varepsilon^2 \int_s^\tau \nabla \partial_s \mathcal{R}(\bar{y}(\zeta), \varepsilon^2 \zeta) \cdot (\hat{\rho} \rho_y(\zeta) + \rho \hat{\theta} \theta_y(\zeta)) d\zeta \\
- 4 \frac{y_i}{1 + |y|^2} + \nabla \mathcal{R}(y, \varepsilon^2 \tau) \cdot e_i.
\]

Setting
\[
\alpha(s) := |\rho_y(s)| + \rho(s)|\theta_y(s)|
\] (4.4)
and using that $\rho(s) \sim |y|$ we then find
\[
\frac{|\rho_y|}{\rho^2}(s) \leq C \left[ \varepsilon^2 \alpha(s) + \varepsilon^4 \int_s^\tau \alpha(\zeta) d\zeta + \frac{1}{|y|^2} \right]
\] (4.5)

On the other hand, Equation (3.32) is explicitly given by
\[
\frac{d\bar{y}}{ds}(s) = -4 \frac{\bar{y}}{1 + |y|^2} + \nabla_{\bar{y}} \mathcal{R}(\bar{y}, \varepsilon^2 s),
\] (4.6)
which in terms of $\rho$ and $\theta$ corresponds to the system
\[
\dot{\rho}(s) = \frac{1}{\rho} \nabla \mathcal{R}(\bar{y}, \varepsilon^2 s) \cdot \bar{y}\perp \\
\dot{\theta}(s) = \frac{4}{1 + \rho^2} - \frac{1}{\rho^2} \nabla \mathcal{R}(\bar{y}, \varepsilon^2 s) \cdot \bar{y}
\]
This immediately yields
\[
\dot{\rho}(s) = O(\varepsilon^2 \rho(s)), \quad \dot{\theta}(s) = \frac{4}{1 + \rho(s)^2} + O(\varepsilon^2).
\] (4.7)
Incidentally, we observe that
\[
\frac{1}{1 + \rho(s)^2} \leq \dot{\theta}(s) \leq \frac{5}{1 + \rho(s)^2} \quad |y| < \delta \varepsilon^{-1}
\]
for a sufficiently small, fixed $\delta$, thanks to the established bounds (4.1).
Differentiating we also see that
\[ \ddot{\theta}(s) = -\frac{8\rho \dot{\rho}}{(1 + \rho^2)^2} \]
\[ -\left( \frac{1}{\rho^2} \nabla [\nabla R(\bar{y}, \varepsilon^2 s) \cdot \bar{y}] \right) \cdot \dot{\bar{y}} \]
\[ -\varepsilon^2 \nabla R(\bar{y}, \varepsilon^2 s) \cdot \bar{y}. \]

Now, from (4.6) we see that \( \dot{\bar{y}} = O(\rho^{-1}) \) and from (4.7) we conclude
\[ \ddot{\theta}(s) = O(\varepsilon^2 \rho^{-2}). \]

Next, differentiating with respect to the coordinate \( y_i \), we also obtain
\[ \dot{\rho}_{y_i} = \frac{1}{\rho} \nabla [\nabla R(\bar{y}, \varepsilon^2 s) \cdot \bar{y}] - \frac{\dot{\rho}}{\rho^2} \nabla R(\bar{y}, \varepsilon^2 s) \cdot \bar{y} \]
\[ \dot{\theta}_{y_i} = -\frac{8\rho \dot{\rho}_{y_i}}{(1 + \rho^2)^2} - \left( \frac{1}{\rho^2} \nabla R(\bar{y}, \varepsilon^2 s) \cdot \bar{y} \right) \cdot \dot{\bar{y}}. \]

We recall that \( \bar{y}_{y_i} = \rho_{y_i} \hat{\rho} + \rho \theta_{y_i} \hat{\theta} \) hence \( |\bar{y}_{y_i}(s)| \leq \alpha(s) \) with \( \alpha \) defined in (4.4). Thus
\[ \dot{\rho}_{y_i} = O(\varepsilon^2 \alpha) \]
\[ \rho \dot{\theta}_{y_i} = -\frac{8\rho^2 \dot{\rho}_{y_i}}{1 + \rho^2} + O(\varepsilon^2 \alpha), \quad (4.8) \]

Using (4.5) we then get
\[ |\dot{\alpha}| \leq C \left[ \varepsilon^2 \alpha(s) + \varepsilon^4 \int_s^\tau \alpha(\zeta) \, d\zeta + \frac{1}{|y|^2} \right] \]

Hence integrating we get
\[ \alpha(s) \leq C \left[ 1 + \varepsilon^2 \int_s^\tau \alpha(\zeta) \, d\zeta + \frac{(\tau - s)}{|y|^2} \right] \]

and using Gronwall’s inequality we obtain
\[ \alpha(s) \leq C \left[ 1 + \frac{(\tau - s)}{|y|^2} \right] \quad (4.9) \]

In particular, it follows from (4.8) that
\[ \dot{\theta}_{y_i} = O(\rho^{-3}). \]

Next we prove the gradient estimate using the estimates collected above. We can rewrite Formula (4.2) in the form
\[ \partial_y \phi(y, \tau) = \int_0^\tau DE(\rho e^{i\theta}, \varepsilon^2 s)[\rho_{y_i} \hat{\rho} + \rho \theta_{y_i} \hat{\theta}] \, ds \]
\[ = \int_0^\tau \nabla E(\rho e^{i\theta}, \varepsilon^2 s) \cdot \dot{\rho} \rho_{y_i} \, dx + \int_{I(\tau)} \nabla E(\rho e^{i\theta}, \varepsilon^2 s) \cdot \hat{\theta} \rho \theta_{y_i} \, ds. \]

The first integral is bounded by
\[ |I(\tau)| \leq C \tau (1 + |y|)^{\alpha-1}. \quad (4.10) \]
We will see that $II(\tau)$ has a similar estimate. Our first consideration is that
\[
\frac{d}{ds}E(\rho e^{i\theta}, \varepsilon^2 s) = \nabla E(\rho e^{i\theta}, \varepsilon^2 s) \cdot \hat{\rho} \hat{\rho} + \nabla E(\rho e^{i\theta}, \varepsilon^2 s) \cdot \hat{\theta} \hat{\theta} + \varepsilon^2 E_t(\rho e^{i\theta}, \varepsilon^2 s).
\]
Hence if we let
\[
\gamma(s) = \frac{\theta_{\gamma}(s)}{\hat{\theta}(s)}
\]
we get
\[
II(\tau) = \int_0^\tau \frac{d}{ds}E(\rho e^{i\theta}, \varepsilon^2 s) \gamma(s) \, ds - \int_0^\tau \nabla E(\rho e^{i\theta}, \varepsilon^2 s) \cdot \hat{\rho} \hat{\rho} \, ds - \int_0^\tau \gamma(s) \varepsilon^2 E_t(\rho e^{i\theta}, \varepsilon^2 s) \, ds.
\]
From (4.7) and (4.9) we see that
\[
\gamma(s) = O(\rho^{-1} \varepsilon^{-2}).
\]
Using this and (4.7) and our assumptions in $E$ we obtain that $III(\tau)$ and $IV(\tau)$ have a bound as (4.10). On the other hand, we have that
\[
III(\tau) = E(y, \varepsilon^2 \tau) \gamma(\tau) - E(\bar{y}(0), 0) \gamma(0) - \int_0^\tau E(\rho e^{i\theta}, \varepsilon^2 s) \gamma(s) \, ds.
\]
The first two terms in the above expansion again have an estimate like (4.10). Now,
\[
\dot{\gamma}(s) = \frac{\dot{\theta}_{\gamma}(s)}{\hat{\theta}(s)} - \frac{\ddot{\theta}_{\gamma}(s)}{\hat{\theta}(s)^2}
\]
and using the above estimates
\[
\frac{\dot{\theta}_{\gamma}(s)}{\hat{\theta}(s)} = O(\rho^{-1}), \quad \frac{\ddot{\theta}_{\gamma}(s)}{\hat{\theta}(s)^2} = O(\rho^{-1}).
\]
and the desired estimate for the last term in (4.11) follows. The proof is concluded.

\[\square\]

**Remark 4.2.** It is worth noticing that differentiability of the functions $\mathcal{R}$ and $E$ in the space variable $y$, with no assumptions in their $t$ dependence except continuity, yields uniform control on space derivatives of the solution of (3.31) (with possibly poor dependence on $\varepsilon$).

In fact if in addition to assumption (3.30) we assume
\[
|D_y^2 \mathcal{R}(y, t)| + (1 + |y|)|D_y^3 \mathcal{R}(y, t)| \leq M \varepsilon^2
\]
for some $M > 1$, then the equation for $p(s) := \bar{y}_{\gamma}(s; \tau, y)$ is
\[
\dot{p}(s) = D_y \nabla_{\gamma}^\perp (\Gamma_0 + \mathcal{R})(y, \varepsilon^2 s)[p(s)], \quad p(\tau) = e_i, s \in [\tau, T \varepsilon^{-2}].
\]
Since
\[
|D_y \bar{y}_{\gamma}(s; \tau, y)| \leq CM(|y|^{-2} + \varepsilon^2).
\]
from where, after an application of Gronwall’s inequality we get
\[
|D_y \bar{y}(s; \tau, y)| \leq \exp \left(C TM(\varepsilon^{-2} |y|^{-2} + 1)\right)
\]
Similarly \( q(s) = \bar{y}_{y,y_1}(s; \tau, y) \) satisfies
\[
\dot{q}(s) = D_y \nabla_y^\perp (\Gamma_0 + \mathcal{R})(y, \varepsilon^2 s)[q(s)] + b(s), \quad q(\tau) = e_i, \; s \in [\tau, T\varepsilon^{-2}],
\]
where
\[
|b(s)| \leq (|y|^{-3} + M\varepsilon^2|y|^{-1}) \exp \left( 2CTM(\varepsilon^{-2}|y|^{-2} + 1) \right)
\]
and therefore we get
\[
|D_y^2 \bar{y}(s; \tau, y)| \leq |y|^{-1} \exp \left( CTM(\varepsilon^{-2}|y|^{-2} + 1) \right)
\]
From the representation formula (3.33) we get that if
\[
|\nabla_y E(y, t)| + (1 + |y|)|\nabla_y E(y, t)| + (1 + |y|)^2 |D_y^2 E(y, t)| \leq A(1 + |y|^\alpha)
\]
then the solution of (3.29) satisfies
\[
|D_y^2 \phi(y, t)| \leq C\varepsilon^{-2}A(1 + |y|)^{\alpha-2} \exp \left( 2CTM(\varepsilon^{-2}|y|^{-2} + 1) \right).
\]
We also remark that a uniform estimate of the same kind on \( \partial_\tau \nabla_y \phi(y, \tau) \) can also be derived, following a very similar proof.

4.3. The outer transport equation.

**Proof of Lemma 3.4.** Let us prove that \( \bar{x}(s) = \bar{x}(s; t, x) \in \Omega \) for all \( 0 \leq s \leq t \). In fact if there was a \( s_0 \in [0, t] \) such that \( \bar{x}(s) \in \Omega \) for all \( s \in (s_0, t] \) but along some sequence \( s_n \downarrow s_0 \) we have \( x(s_n) \rightarrow \bar{x} \in \partial\Omega \) then from the ODE satisfied we will have \( x(s) \rightarrow x_0 \) as \( s \rightarrow x_0 \). But since \( \nabla_y^\perp (\Psi_0 + \mathcal{Q})(x_0, s) = 0 \) for all \( s \) thanks to (3.43), uniqueness for ODE would yield \( x(s) = x_0 \) for all \( s \), a contradiction. Formula (3.44) is then well-defined and we readily get the bound
\[
|\phi(x, t)| \leq t\|E\|_{L^\infty(\Omega \times [0, t])}.
\]
We also have that for \( 1 \leq p < +\infty \),
\[
\int_\Omega |E(\bar{x}(s; t, x), s)|^p \, dx = \int_\Omega |E(x; t, s)|^p \, dx
\]
since the map \( x \mapsto \bar{x}(s; t, x) \) is area-preserving. From this we readily get
\[
\|\phi(\cdot, t)\|_{L^p(\Omega)} \leq t \sup_{s \in [0, t]} \|E(\cdot, s)\|_{L^p(\Omega)}
\]
The proof is complete. \( \square \)

**Proof of Lemma 3.5.** We observe that the change of variables \( y = \frac{x - \xi(t)}{\varepsilon} \) leads us to the fact that an equation of the type (3.29) is satisfied where the assumption (3.46) translates precisely into (3.30) for the coefficient \( \mathcal{R}(y, t) \). The result then follows from Lemma 4.1. \( \square \)

**Proof of Lemma 3.6.** Under the assumptions made, \( \phi \) is identically zero near the vortices. This implies that \( \phi \) satisfies an equation of the form
\[
\begin{align*}
\phi_t + \nabla_x^\perp H \cdot \nabla \phi = & E(x, t) \quad \text{in } \Omega \times [0, T], \\
\phi(x, 0) = & 0 \quad \text{in } \Omega,
\end{align*}
\]
where
\[
H(x, t) = \left( 1 - \sum_{j=1}^N \chi_j(x, t) \right) \Psi_0(x; \xi(t)) + \mathcal{Q}(x, t)
\]
and $\chi_j$ is a smooth function with $\chi_j(x, t) = 1$ whenever $|x - \xi_j(t)| < \beta\delta$ and $= 0$ if $|x - \xi_j(t)| > \beta\delta$. Then

$$\phi(x, t) = \int_0^t E(\bar{x}(s; t, x), s) \, ds$$

where $\bar{x}(s) = \bar{x}(s; t, x)$ solves

$$\left\{ \begin{array}{ll}
\frac{d\bar{x}}{ds}(s) = \nabla \bar{x}^\perp H(\bar{x}(s), s), & s \in [0, t], \\
\dot{x}(t) = x.
\end{array} \right.$$ 

The derivative $\bar{X}(s; t, x) = D_x\bar{x}(s)$ solves

$$\left\{ \begin{array}{ll}
\frac{d\bar{X}}{ds}(s) = D_x\nabla \bar{x}^\perp H(\bar{x}(s), s) \bar{X}(s), & s \in [0, t], \\
\dot{X}(t) = I
\end{array} \right.$$ 

where $I$ is the identity matrix. It follows that $|\bar{X}(s)| \leq C$ for some uniform constant $C$. Hence

$$D_x\phi(x, t) = \int_0^t D_x E(\bar{x}(s; t, x), s) \bar{X}(s; t, x) \, ds$$

and estimate (3.48) follows. $\Box$

**4.4. Uniform continuity.** Next we make some elementary comments on the uniformity of the modulus of continuity of the characteristics and the solutions of the considered transport equations.

Let us consider an equation of the form

$$\phi_t + \nabla^\perp_x H \cdot \nabla \phi = E(x, t) \quad \text{in} \quad \Omega \times [0, T],$$

$$\phi(x, 0) = 0 \quad \text{in} \quad \Omega,$$ 

with $H(\cdot, t) = 0$ on $\partial\Omega$. We know that the condition $\Delta H \in L^\infty(\Omega \times [0, T])$ suffices for the well-definiteness of the characteristics $\bar{x} = \bar{x}(s; t, x)$ for (4.12). In fact, the modulus of continuity in their parameters depends only on $||\Delta H||_{L^\infty(\Omega \times [0, T])}$.

**Lemma 4.2.** For all $\varrho > 0$ there exists a positive number

$$\delta = \delta(\varrho, ||\Delta H||_{L^\infty(\Omega \times [0, T])}, T, \Omega)$$

such that for all $(x_1, t_1), (x_2, t_2) \in \Omega \times [0, T]$ we have

$$|t_1 - t_2| + |x_1 - x_2| < \delta \implies |\bar{x}(s; t_1, x_1) - \bar{x}(s; t_2, x_2)| < \varrho.$$

**Proof.** By definition

$$\dot{x}(s; t_1, x_i) = \nabla^\perp_x H(\bar{x}(s; t_1, x_i)), \quad \bar{x}(t_i; t_1, x_i) = x_i$$

for $i = 1, 2$. Let $h(s) = \bar{x}(s; t_1, x_1) - \bar{x}(s; t_2, x_2)$. Then

$$|\dot{h}(s)| = |\nabla^\perp_x H(\bar{x}(s; t_1, x_1)) - \nabla^\perp_x H(\bar{x}(s; t_2, x_2))| \leq C||\Delta H||_\infty |h(s)| |\log(|h(s)|)|.$$

Setting $\beta(s) := |h(s)|^2$, we can assume that $0 < \beta(s) < 1$. Then we get

$$\left| \frac{d}{ds} \left( \log \left( \frac{1}{\beta(s)} \right) \right) \right| \leq C||\Delta H||_\infty.$$

Integrating, we obtain

$$e^{-C||\Delta H||_\infty T} \log \frac{1}{\beta(t_1)} \leq \log \frac{1}{\beta(s)} \leq e^{C||\Delta H||_\infty T} \log \frac{1}{\beta(t_1)}.$$

(4.13)
Observe now that
\[ |h(t_1)| = |x_1 - x_2| + |x_2 - \bar{x}(t_1; t_2, x_2)| \leq C \| \Delta H \|_\infty (|x_1 - x_2| + |t_1 - t_2|). \tag{4.14} \]
Combining (4.13) and (4.14), we obtain the result. \( \square \)

Let \( E(x, t) \) be a bounded function that satisfies
\[ \sup_{t \in [0, T], |x_1 - x_2| < \mu} |E(x_1, t) - E(x_2, t)| \leq \Theta(\mu) \tag{4.15} \]
for a certain function \( \Theta \) with \( \Theta(\mu) \to 0 \) as \( \mu \to 0 \).

**Corollary 4.1.** Let \( E \) satisfy (4.15). Then for all \( \varrho > 0 \) there exists a positive number
\[ \delta = \delta(\varrho, \| \Delta H \|_{L^\infty(\Omega \times [0, T])}, \| E \|_\infty, \Theta, T, \Omega) \]
such that the solution \( \phi(x, t) \) of (4.12) satisfies that for all \( (x_1, t_1), (x_2, t_2) \in \bar{\Omega} \times [0, T] \) we have
\[ |t_1 - t_2| + |x_1 - x_2| < \delta \implies |\phi(x_1, t_1) - \phi(x_2, t_2)| < \varrho. \]

**Proof.** This is a direct consequence of Lemma 4.2 and the representation formula
\[ \phi(x, t) = \int_0^t E(\bar{x}(s; t, x), s) \, ds \]
for the solution of (4.12). \( \square \)

Let us now consider
\[
\begin{cases}
\phi_t + \nabla_x^2 \left( \Gamma_0(y) + b(y, t) \right) \cdot \nabla \phi = E(y, t) & \text{in } \mathbb{R}^2 \times [0, \varepsilon^{-2}T], \\
\phi(y, 0) = 0 & \text{in } \mathbb{R}^2,
\end{cases} \tag{4.16}
\]
with \( b(y, t) = 0 = E(y, t) \) for \( |y| > R \). As in the previous problem, the modulus of continuity for the characteristics \( \bar{y} = \bar{y}(s; r, y) \) for (4.16) depends only on \( \| \Delta b \|_{L^\infty(\Omega \times [0, T])} \), and that of the solution only on a uniform bound for \( E \) and for its modulus of continuity.

**Lemma 4.3.** Assume that
\[ \sup_{\tau \in [0, \varepsilon^{-2}T], |y_1 - y_2| < \mu} |E(y_1, \tau) - E(y_2, \tau)| \leq \Theta(\mu) \]
for a certain function \( \Theta(\mu) \to 0 \) as \( \mu \to 0 \). Then for each \( \varrho > 0 \) there exists a positive number
\[ \delta = \delta(\varrho, \| \Delta b \|_{L^\infty(\mathbb{R}^2 \times [0, \varepsilon^{-2}T])}, \| E \|_\infty, \Theta, T, \varepsilon) \]
such that the solution \( \phi(y, \tau) \) of (4.16) satisfies that for all \( (y_1, \tau_1), (y_2, \tau_2) \in \mathbb{R}^2 \times [0, \varepsilon^{-2}T] \) we have
\[ |\tau_1 - \tau_2| + |y_1 - y_2| < \delta \implies |\phi(y_1, \tau_1) - \phi(y_2, \tau_2)| < \varrho. \]

**Proof.** We can estimate the modulus of continuity of the characteristics \( \bar{y}(s; r, y) \) in the same way as in the proof of Lemma 4.2: for each \( \varrho > 0 \) there exists \( \delta = \delta(\varrho, \| \Delta b \|_{L^\infty(\mathbb{R}^2 \times [0, \varepsilon^{-2}T]), \varepsilon}, T) \) such that
\[ \text{for all } (y_i, \tau_i) \in \mathbb{R}^2 \times [0, \varepsilon^{-2}T], \quad i = 1, 2 : |\tau_1 - \tau_2| + |y_1 - y_2| < \delta \]
then \(|\tilde{y}(s; \tau_1, y_1) - \tilde{y}(s; \tau_2, y_2)| < \varrho\). The only difference with the proof of Lemma 4.2 is that inequality (4.13) is replaced by
\[
e^{-C\|\Delta b\|_\infty \varepsilon^{-2}T} \log \frac{1}{\beta(\tau_1)} \leq \log \frac{1}{\beta(s)} \leq e^{C\|\Delta b\|_\infty \varepsilon^{-2}T} \log \frac{1}{\beta(\tau_1)}.
\]
The conclusion of Lemma 4.3 then follows from the representation formula for the solution of (4.16).

5. Setting up the full problem

Let us consider the approximate solution \((\omega_*, \Psi_*)\) built in §3. We look for a solution \((\omega, \Psi)\) of the Euler equation (2.2) as
\[
\omega(x, t) = \omega_*(x, t; \xi) + \varphi(x, t)
\]
\[
\Psi(x, t) = \Psi_*(x, t; \xi) + \psi(x, t)
\]
with corrections \((\varphi, \psi)\) of the form (2.9)-(2.10) for functions
\[
\phi^{in}(y, t) = (\phi_1(y, t), \ldots, \phi_N(y, t)), \quad \phi^{out}(x, t),
\]
\[
\psi^{in}(y, t) = (\psi_1(y, t), \ldots, \psi_N(y, t)), \quad \psi^{out}(x, t),
\]
\[
\xi(t) = \xi^0(t) + \xi^1(t) + \tilde{\xi}(t), \quad y \in \mathbb{R}^2, \quad x \in \Omega, \quad t \in [0, T],
\]
where \(\tilde{\xi}(t)\) satisfies (??). At this point we make the following choice of the large number \(R\) in System (2.11)-(2.13).
\[
R = \frac{1}{\varepsilon \log \varepsilon}.
\]
We shall make a further decomposition of the functions \(\phi_j, \psi_j\), as follows. We introduce the functions \(Z_\ell, \ell = 0, 1, 2, 3\), given by
\[
Z_0(y) = 1, \quad Z_1(y) = y_1 \chi_{B_{5R}}(y),
\]
\[
Z_2(y) = y_2 \chi_{B_{5R}}(y), \quad Z_3(y, t) = \frac{1 - |y|^2}{1 + |y|^2} + b_3(y, t),
\]
where \(b_3(y, t) = O(\varepsilon^2)\) is an explicit function that we will later specify. We assume that \(\phi_j(y, t)\) has sufficient decay in the \(y\)-variable and write it in the form
\[
\phi_j(y, t) = \tilde{\phi}_j(y, t) + \sum_{\ell=0,3} \alpha_{j\ell}(t) Z_\ell(y)
\]
where
\[
Z_{10}(y) = U_0(y), \quad Z_{13}(y) = 2U_0(y) + \nabla_y U_0(y) \cdot y,
\]
and we impose the orthogonality conditions
\[
\int_{\mathbb{R}^2} \tilde{\phi}_j Z_\ell \, dy = 0, \quad \ell = 0, 1, 2, 3 \quad \text{for all} \quad t \in [0, T],
\]
Accordingly, we let
\[
\psi_j(y, t) = \tilde{\psi}_j(y, t) + \sum_{\ell=0,3} \alpha_{j\ell}(t) Z_\ell(y)
\]
where \(-\Delta \tilde{\psi}_j = \tilde{\phi}_j\). Precisely, we take
\[
\tilde{\psi}_j(y, t) = \mathcal{N}(\tilde{\phi}_j) := \frac{1}{2\pi} \int_{\mathbb{R}^2} \log \frac{1}{|z - y|} \tilde{\phi}_j(z, t) \, dz.
\]
and

\[ Z_{20}(y) = \Gamma_0(y), \quad Z_{23}(y) = \frac{2 - |y|^2}{1 + |y|^2}, \]

so that indeed we have \( \psi_j = N(\phi_j) \) and hence

\[-\Delta \psi_j = \phi_j \quad \text{in} \quad \mathbb{R}^2 \times [0, T].\]

The terms \( \alpha_l Z_{1l}(y) \) correspond at main order to infinitesimal perturbations of the parameters involved in the main part of the ansatz

\[ \omega(x; \kappa, \varepsilon, \xi) := \kappa \varepsilon^{-2} U_0 \left( \frac{x - \xi}{\varepsilon} \right) \]

Indeed, setting \( y = \frac{x - \xi}{\varepsilon} \) we see that

\[ \varepsilon^2 \partial_y \omega(x; \kappa, \varepsilon, \xi) = Z_{10}(y), \]

\[ \varepsilon^3 \partial_y \omega(x; \kappa, \varepsilon, \xi) = Z_{13}(y). \]

For later reference we also define

\[ Z_{1l}(y) = \partial_{y_l} U_0(\cdot), \quad l = 1, 2 \]

so that

\[ \varepsilon^3 \partial_{\xi_l} \omega(x; \kappa, \varepsilon, \xi) = Z_{1l}(y), \quad l = 1, 2. \]

Conditions (5.4) for \( \ell = 0, 1, 2 \) correspond to fixing respectively center of mass in \( B_{5R} \) and total mass of \( \tilde{\phi}_j(\cdot, t) \) to be zero for they amount to

\[ \int_{B_{5R}} y \tilde{\phi}_j(y, t) \, dy = 0, \quad \int_{\mathbb{R}^2} \tilde{\phi}_j(y, t) \, dy = 0. \]

The reason why we fix the center of mass condition in \( B_{5R} \) rather than in entire \( \mathbb{R}^2 \) is that in the natural space considered for \( \tilde{\phi}_j \), the function \( y \tilde{\phi}_j(y, t) \) will be barely non-integrable in entire space. We introduce the following operators, depending on a homotopy parameter \( \lambda \in [0, 1] \)

\[ \mathcal{E}_{j, \lambda}(\tilde{\phi}_j, \alpha_j, \psi_{\text{out}}; \tilde{\xi}) := \]

\[ \varepsilon^2 \partial_t \tilde{\phi}_j + \kappa_j \nabla_y \left[ \Gamma_0 + \lambda \alpha_j(\tilde{\psi}_j, \alpha_j, \psi_{\text{out}}, \tilde{\xi}) \right] \cdot \nabla_y \tilde{\phi}_j + \kappa_j \nabla_y \tilde{\psi}_j \cdot \nabla_y (U_0 + \lambda \eta_4 \phi_j^*) + \lambda \tilde{\mathcal{E}}_{j}(\tilde{\psi}_j, \alpha_j, \psi_{\text{out}}, \tilde{\xi}) \]

\[ + \varepsilon [-\tilde{\xi}_j + (D_{\tilde{\xi}_j} \nabla_y K)(\xi_0 + \xi_1) + \lambda \eta_4 \psi^*_{\text{out}}] \cdot \nabla y U_0 + \varepsilon^2 \sum_{l=0,3} \partial_{x_l} Z_{3l} \quad \text{in} \quad \mathbb{R}^2 \times [0, T]. \]

where \( \phi_j^* \) is the function built in Proposition 3.1, \( \tilde{\psi}_j = N(\tilde{\phi}_j) \) as in (5.6) and we have defined
\( \alpha_j := (\alpha_{0j}, \alpha_{3j}), \)
\( \kappa_j a_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi}) := \eta_4 [R_j^*(\cdot, \tilde{\xi}) + \kappa_j \tilde{\psi}_j + \kappa_j \sum_{l=0,3} \alpha_{lj} Z_{2l} + \psi^{\text{out}}] \)
\( \tilde{\xi}_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi}) := \sum_{l=0,3} \alpha_{lj} \kappa_j \nabla_y^l [a_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi})] \cdot \nabla_y Z_{1l} \)
\( + \varepsilon [\nabla_x^l K(\xi^0 + \xi^1 + \tilde{\xi}) - \nabla_x^l K(\xi^0 + \xi^1) - (D_{\xi}, \nabla_x^l K)(\xi_0 + \xi_1)[\tilde{\xi}] \cdot \nabla U_0 + \nabla_y^l (\eta_4 \psi^{\text{out}}) \cdot \nabla_y \phi_j^* + \sum_{l=0,3} \alpha_{lj} \nabla_y^l Z_{2l} \cdot \nabla_y (\eta_4 \phi_j^*) + \eta_4 E^*_j(\tilde{\xi}). \)

Here \( E^*_j(\tilde{\xi}) \) is the remainder in Proposition 3.1, \( K \) is the function defined in (1.8) and
\( R_j(y, t; \tilde{\xi}) = \kappa_j R_j(y, t; \xi) + \kappa_j \psi_j^*(\tilde{\xi})(t) + \psi^{\text{out}}(\tilde{\xi})(t) + \varepsilon y, t, \xi, \)
\( \eta_4(y) = \eta \left( \frac{|y|}{4R} \right), \)
where \( R_j \) was defined in (3.10). For \( \phi_j \) as in (5.2) and \( \psi_j = \mathcal{N}(\phi_j) \) so that (5.5) holds, and letting \( \tilde{\phi} = (\tilde{\phi}_1, \ldots, \tilde{\phi}_N), \quad \alpha = (\alpha_1, \ldots, \alpha_N), \) we define
\( E_{1, \lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) := \partial_t \phi^{\text{out}} + \nabla_x^l (\Psi_*(\cdot; \xi) + \lambda \sum_{j=1}^{N} \eta_{2j} \psi_j + \psi^{\text{out}}) \cdot \nabla \phi^{\text{out}} \)
\( + \lambda \tilde{\psi}_{1, \lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) \text{ in } \Omega \times [0, T], \)
where
\( \tilde{\psi}_{1, \lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) := \)
\( \varepsilon^{-2} \sum_{j=1}^{N} \kappa_j \phi_j \left[ \partial_t \eta_{1R,j} + \nabla_x^l (\Psi_*(\cdot; \xi) + \sum_{j=1}^{N} \kappa_j \eta_{2R,j} \psi_j + \psi^{\text{out}}) \cdot \nabla_x \eta_{1R,j} \right] \)
\( + (1 - \sum_{j=1}^{N} \eta_{1R,j}) \nabla_x \left( \sum_{l=1}^{N} \kappa_l \eta_{2R,l} \psi_l + \psi^{\text{out}} \right) \cdot \nabla \omega_s \)
\( + (1 - \sum_{j=1}^{N} \eta_{1R,j}) E_*(\tilde{\xi}), \)

We also define
\( E_{2, \lambda}^{\text{out}}(\tilde{\psi}, \alpha, \phi^{\text{out}}, \tilde{\psi}^{\text{out}}, \tilde{\xi}) := \)
\( \Delta_x \psi^{\text{out}} + \lambda \phi^{\text{out}} + \lambda \sum_{j=1}^{N} \kappa_j \psi_j \Delta_x \eta_{2j} + 2 \nabla_x \eta_{2j} \cdot \nabla \psi_j \right) + \lambda E_{2s}^{\text{out}}(\tilde{\xi}) \)
\( \psi^{\text{out}} = 0 \text{ on } \partial \Omega \times [0, T]. \)

The functions \( E_*(\tilde{\xi}) \) and \( E_{2s}^{\text{out}}(\tilde{\xi}) \) are defined in (3.9). The key observation is that for \( \lambda = 1 \) these operators recover \( E_j, E_j^{\text{out}} \) and \( E_{2s}^{\text{out}} \) given by (3.5), (3.6) and (3.7), whose annihilation corresponds to System (2.11)-(2.12)-(2.13). Indeed, for \( \phi_j, \psi_j \) given by (5.2)-(5.5) we have the identities
\[
E_{j,1}(\tilde{\phi}_j, \alpha_j, \psi^{\text{out}}; \tilde{\xi}) = E_j(\phi_j, \psi_j, \psi^{\text{out}}; \xi) \quad \text{in} \quad B_R \times [0, T],
\]
\[
E_{1,1}^{\text{out}}(\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}; \tilde{\xi}) = E_1^{\text{out}}(\phi^{\text{in}}, \psi^{\text{in}}, \phi^{\text{out}}, \psi^{\text{out}}; \xi),
\]
\[
E_{2,1}^{\text{out}}(\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}; \tilde{\xi}) = E_2^{\text{out}}(\psi^{\text{in}}, \phi^{\text{out}}, \psi^{\text{out}}; \xi).
\]

Problem (2.11)-(2.13) amounts to finding \((\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}, \tilde{\xi})\) that make the three quantities above equal to zero. We will do this by a continuation argument that involves finding uniform a priori estimates for the corresponding equations along the deformation parameter \(\lambda\) imposing in addition initial condition 0 for all the parameter functions.

We consider the functions \(\alpha_j, \psi^{\text{out}}, \xi\) as given and require that \(\tilde{\phi}_j\) satisfies an initial value problem of the form
\[
\begin{cases}
E_{j,\lambda}(\tilde{\phi}_j, \alpha_j, \psi^{\text{out}}; \tilde{\xi}) = \sum_{l=0}^{3} c_{lj}(t) Z_{1l}(y) \quad \text{in} \quad \mathbb{R}^2 \times [0, T], \\
\tilde{\phi}_j(y, 0) = 0 \quad \text{in} \quad \mathbb{R}^2
\end{cases}
\]
where \(\tilde{\psi}_j\) is given in terms of \(\tilde{\phi}_j\) by (5.6). and the four orthogonality conditions (5.4) are imposed on \(\tilde{\phi}_j\). The functions \(c_{lj}(t)\) do take explicit values which are linearly dependent on \(\tilde{\phi}_j\). They are computed after integrating the equation against \(Z_\ell\) in space variable

We will later obtain through integrations by parts a “workable” expression for the functionals \(c_{lj}\) which in particular will not depend on any differentiability of \(\tilde{\phi}_j\). To annihilate \(E_{\lambda,j}\) we impose the initial value problems
\[
\begin{cases}
E_{1,\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}; \tilde{\xi}) = 0 \quad \text{in} \quad \Omega \times [0, T], \\
\phi^{\text{out}}(\cdot, 0) = 0 \quad \text{in} \quad \Omega.
\end{cases}
\]
\[
\begin{cases}
E_{2,\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}; \tilde{\xi}) = 0 \quad \text{in} \quad \Omega \times [0, T], \\
\psi^{\text{out}} = 0 \quad \text{on} \quad \partial\Omega \times [0, T].
\end{cases}
\]

Let us explain the strategy of the rest of the proof. We consider the vector of parameter functions \(\tilde{\rho} = (\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}, \tilde{\xi})\). We shall define a Banach space \((X, \| \cdot \|_X)\) where these functions belong and set the system of equations (5.6), (5.11), (5.12), (5.13), (5.14), in the fixed point form
\[
\tilde{\rho} = F(\tilde{\rho}, \lambda), \quad \tilde{\rho} \in \mathcal{O}.
\]
Here $\mathcal{O}$ designates a bounded open set in $X$ with $\vec{p} = 0 \in \mathcal{O}$ and $\mathcal{F}(\cdot, \lambda)$ is a homotopy of nonlinear compact operators on $\mathcal{O}$ with $\mathcal{F}(\cdot, 0)$ linear.

We shall prove that a suitable choice of a small $\mathcal{O}$ yields that for all $\lambda \in [0, 1]$ no solution of (5.15) with $\vec{p} \in \partial \mathcal{O}$ exists. Existence of a solution of (5.15) for $\lambda = 1$ thus follows from standard degree theory. But this precisely corresponds to a solution of the original problem. The definition of the norm and the set $\mathcal{O}$ will yield the desired properties of the solution of Euler equation thus obtained.

In order to find the desired a priori estimates we need several preliminary considerations which we make in the next section.

6. Preliminaries for a priori bounds

6.1. The Poisson equation. Let us consider for the solution of the Poisson equation

$$ -\Delta y \psi(y) = \phi(y) \quad \text{in } \mathbb{R}^2 $$

(6.1)

given by the Newtonian potential

$$ \psi(y) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \log \frac{1}{|y - z|} \phi(z) \, dz. $$

(6.2)

Our basic assumptions are

$$ \int_{\mathbb{R}^2} \phi^2(y) U_0(y)^{-1} \, dy < +\infty, \quad \int_{\mathbb{R}^2} \phi(y) \, dy = 0. $$

Equation (6.1) can be pulled back into the sphere $S^2$ by means of the stereographic

$$ \Pi(z) = \left( \frac{z_1}{1 - z_3}, \frac{z_2}{1 - z_3} \right), \quad z \in S^2 - \{0, 0, 1\}, $$

(6.3)

whose inverse is given by

$$ \Pi^{-1}(y) = \left( \frac{2y_1}{1 + |y|^2}, \frac{2y_2}{1 + |y|^2}, \frac{|y|^2 - 1}{1 + |y|^2} \right), \quad y \in \mathbb{R}^2. $$

For a function $h(y) : \mathbb{R}^2 \to \mathbb{R}$ we denote by $h(z)$ the function $h(\Pi(z))$ defined on $S^2$. Then we get

$$ \Delta_{\mathbb{R}^2} h(y) = U_0(\Delta_{S^2} h)(z), \quad y = \Pi(z). $$

and

$$ \int_{\mathbb{R}^2} h(y) \, dy = \int_{S^2} h(z) U_0^{-1}(z) \, d\sigma(z). $$

Let us denote

$$ \tilde{\phi}(y) = \frac{\phi(y)}{U_0(y)}. $$

Then we have

$$ \int_{S^2} \tilde{\phi}^2(z) \, d\sigma(z) = \int_{\mathbb{R}^2} \phi^2(y) U_0(y)^{-1} \, dy, \quad \int_{S^2} \tilde{\phi}(z) \, d\sigma(z) = 0, $$

and Equation (6.1) gets transformed into

$$ -\Delta_{S^2} \tilde{\psi} = \tilde{\phi} \quad \text{in } S^2. $$

(6.4)

The mean value zero condition implies the existence of a unique solution of (6.4) with mean value zero, which we denote in what follows as $(-\Delta_{S^2})^{-1} \tilde{\phi}$. This solution
is in $H^2(S^2)$, hence it is Hölder continuous of any order. Setting $P = (0, 0, 1)$ then the function
\[
\tilde{\psi}(z) = (-\Delta_{S^2})^{-1}\tilde{\phi}(z) - (-\Delta_{S^2})^{-1}\tilde{\phi}(P)
\]
is the only one that vanishes at $P$. Pulling back this function to a $\psi(y)$ defined in $\mathbb{R}^2$ we see that it satisfies equation (6.1) and it is the only solution that vanishes as $|y| \to \infty$. In fact that condition is precisely satisfied by (6.2). This and the Hölder condition yields that $\psi$ given by (6.2) satisfies
\[
|\psi(y)| \leq \frac{C}{1 + |y|^{1-\sigma}} \|\phi U_0^{-\frac{\gamma}{2}}\|_{L^2(\mathbb{R}^2)} \tag{6.5}
\]
for an arbitrarily small $\sigma > 0$. Moreover, for all $p > 2$ we have an $L^p(S^2)$-gradient estimate for $\tilde{\psi}(z)$ of the form
\[
\|\nabla_{S^2}\tilde{\psi}\|_{L^p(S^2)} \leq C\|\tilde{\phi}\|_{L^2(S^2)}
\]
which yields for $\psi$ in (6.2)
\[
\|U_0^{-\frac{\gamma}{2} + \frac{\beta}{2}}\nabla\psi\|_{L^p(\mathbb{R}^2)} \leq C\|\phi U_0^{-\frac{\gamma}{2}}\|_{L^2(\mathbb{R}^2)}. \tag{6.6}
\]
If we in addition have that $\tilde{\phi} \in L^q(S^2)$ for some $q > 2$, then a solution of (6.4) satisfies
\[
\|\nabla_{S^2}\theta\|_{C^{0,\alpha}(S^2)} \leq C\|\tilde{\phi}\|_{L^q(S^2)}.
\]
for some $0 < \alpha < 1$. This estimate translates for $\psi$ in (6.2) into
\[
|\psi(y)| + (1 + |y|)|\nabla\psi(y)| + (1 + |y|)^{1+\alpha}|\nabla\psi|_\alpha(y) \leq \frac{C}{1 + |y|} \|U_0^{-\frac{\gamma}{2} - 1}\phi\|_{L^q(\mathbb{R}^2)}, \tag{6.7}
\]
where
\[
|\nabla\psi|_\alpha(y) = \sup_{y_1, y_2 \in B_1(y)} \frac{|\nabla\psi(y_1) - \nabla\psi(y_2)|}{|y_1 - y_2|^\alpha}.
\]
A useful corollary (6.7) is the following estimate. For $a > 0$ let us denote
\[
\|\phi\|_\alpha = \sup_{y \in \mathbb{R}^2} |(1 + |y|)^a\phi(y)|.
\]

**Lemma 6.1.** Let $0 < \beta < 1$ be fixed. Then given $0 < \sigma < 1$ there exist numbers $C_\sigma > 0$ and $\alpha \in (0, 1)$ such that for any function $\phi(y)$ with $\|\phi\|_{3+\beta} < +\infty$ and $\int_{\mathbb{R}^2} \phi = 0$ we have
\[
|\psi(y)| + (1 + |y|)|\nabla_y\psi(y)| + (1 + |y|)^{1+\alpha}|\nabla\psi|_\alpha(y) \leq \frac{C_\sigma}{1 + |y|} \|\phi\|_{3+\beta} \|U_0^{-\frac{\gamma}{2}}\phi\|_{L^2(\mathbb{R}^2)} \text{ for all } y \in \mathbb{R}^2.
\]

**Proof.** Let us fix a number $p$ with $2 < p < \frac{2}{1-\beta}$. Then we have that
\[
\|U_0^{-\frac{\gamma}{2} - 1}\phi\|_{L^p(\mathbb{R}^2)} \leq C\|\phi\|_{3+\beta}.
\]
We write a number $q \in (2, p)$, which we are interested in taking it arbitrarily close to 2, in the form
\[
q = 2(1 - \lambda) + \lambda p, \quad \lambda \in (0, 1).
\]
Using Hölder’s inequality we check that
\[
\|U_0^{\frac{1}{2}-1}\phi\|_{L^q(\mathbb{R}^2)}^q = \int_{\mathbb{R}^2} U_0^{1-\frac{q}{p}}|\phi|^q \, dy \\
\leq \left( \int_{\mathbb{R}^2} U_0^{1-\frac{q}{p}}|\phi|^2 \, dy \right)^{(1-\lambda)} \left( \int_{\mathbb{R}^2} U_0^{1-p}|\phi|^p \, dy \right)^\lambda \\
= \|U_0^{\frac{1}{2}}\phi\|_{L^2(\mathbb{R}^2)}^{2(1-\lambda)} \|U_0^{\frac{1}{2}-1}\phi\|_{L^p(\mathbb{R}^2)}^{p\lambda},
\]
and then
\[
\|U_0^{\frac{1}{2}-1}\phi\|_{L^q(\mathbb{R}^2)} \leq \|U_0^{\frac{1}{2}}\phi\|_{L^2(\mathbb{R}^2)}^{\frac{2}{p}(1-\lambda)} \|\phi\|_{L^p(\mathbb{R}^2)}^{\frac{p}{q}\lambda}.
\]
Letting
\[
\sigma = \frac{p\lambda}{q} = \frac{p\lambda}{2(1-\lambda) + p\lambda}
\]
the desired result readily follows from (6.7). \(\square\)

6.2. A quadratic form. Let us consider functions \(\phi\) that satisfy
\[
\|\phi U_0^{-\frac{1}{2}}\|_{L^2(\mathbb{R}^2)} < \infty \tag{6.8}
\]
and the orthogonality conditions
\[
\int_{\mathbb{R}^2} \phi(y)Z_\ell(y) \, dy = 0, \quad \ell = 0, 1, 2, 3. \tag{6.9}
\]
where, consistently with (5.1), we denote
\[
Z_0(y) = 1, \quad Z_1(y) = y_1\chi_{B_{5R}}(y), \\
Z_2(y) = y_2\chi_{B_{5R}}(y), \quad Z_3(y) = \frac{1}{1 + |y|^2} + b_3(y), \tag{6.10}
\]
where \(R\) is a large positive number and \(b_3(y)\) satisfies
\[
|b_3(y)| \leq R^{-\nu} \quad \text{for some } \nu > 0. \tag{6.11}
\]
We have the validity of the following key estimate for functions with the above properties.

**Lemma 6.2.** There exists a number \(\gamma > 0\) such that for any sufficiently large \(R\) and all \(\phi\) satisfying conditions (6.8)-(6.9), the following holds: let \(g\) be given by
\[
g = U_0^{-1}\phi - \psi, \quad \psi(y) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \log \frac{1}{|y - z|} \phi(z) \, dz
\]
we have
\[
\int_{\mathbb{R}^2} \phi g \geq \frac{\gamma}{|\log R|} \int_{\mathbb{R}^2} \phi^2 U_0^{-1}. \tag{6.12}
\]

**Proof.** Let us set \(\tilde{\phi} = U_0^{-1}\phi\). We recall that, after stereographic projection, we have that
\[
\int_{S^2} \tilde{\phi}^2 = \int_{\mathbb{R}^2} \phi^2 U_0^{-1}, \quad \int_{S^2} \tilde{\phi} = \int_{\mathbb{R}^2} \phi = 0.
\]
Besides
\[
\int_{\mathbb{R}^2} \phi g = \int_{S^2} \tilde{\phi} (\tilde{\phi} - 2(-\Delta_{S^2})^{-1} \tilde{\phi}).
\]
Expanding $\tilde{\phi}$ in the orthonormal basis in $L^2(S^2)$ of spherical harmonics we get
\[
\tilde{\phi} = \sum_{j=0}^{\infty} \tilde{\phi}_j e_j(z) = \sum_{j=0}^{3} \tilde{\phi}_j e_j(z) + \tilde{\phi}_4,
\]
where $-\Delta_{S^2} e_j = \lambda_j e_j$. Here $\lambda_0 = 0$ and $c_0$ is constant, while $\lambda_1 = \lambda_2 = \lambda_3 = 2$, with $e_j(z) = z_j$. From (6.9), we get $\tilde{\phi}_0 = 0$. Thus
\[
\int_{\mathbb{R}^2} \phi g = \sum_{j=4}^{\infty} \left(1 - \frac{2}{\lambda_j}\right) \tilde{\phi}_j^2 \geq c_1 \|\tilde{\phi}_4\|_{L^2(S^2)}^2
\]  
(6.13)
for some uniform $c_1 > 0$. We also have
\[
0 = \int_{B_R} \phi y_j = c_2 \tilde{\phi}_j + O(\|\tilde{\phi}_4\|_{L^2(S^2)}) |\log R|^{\frac{1}{2}}
\]
for some uniform $c_2 > 0$. On the other hand, we have
\[
0 = \int_{\mathbb{R}^2} \phi Z_3 = \tilde{\phi}_3 + O(\|\tilde{\phi}_4\|_{L^2(S^2)}).
\]
From the above relations we get that for some $c > 0$ independent of $R$,
\[
\|\tilde{\phi}_4\|_{L^2(S^2)}^2 \geq \|\tilde{\phi}_4\|_{L^2(S^2)}^2 - c \sum_{t=1}^{3} |\tilde{\phi}_t|^2,
\]
\[
\geq (1 - O(R^{-2\nu})) \|\tilde{\phi}_3\|_{L^2(S^2)}^2 - c |\log R| \|\tilde{\phi}_4\|_{L^2(S^2)}^2.
\]
From here and (6.13) it follows that
\[
\int_{\mathbb{R}^2} \phi g \geq \frac{\gamma}{|\log R|} \int_{S^2} \tilde{\phi}_4^2
\]
for some uniform $\gamma > 0$, as desired. \qed

6.3. An $L^2$-weighted a priori estimate. We let $f(v) = e^v$ and consider a linear transport equation of the form
\[
\begin{cases}
\varepsilon^2 \phi_t + \nabla_y \left(\Gamma_0 + a_\ast + a\right) \cdot \nabla_y (\phi - f'(\Gamma_0 + a_\ast) \psi) \\
\quad + E(y, t) = 0 \quad \text{in} \mathbb{R}^2 \times (0, T), \\
\phi(\cdot, 0) = 0 \quad \text{in} \mathbb{R}^2
\end{cases}
\]  
(6.14)
where
\[
\psi(y, t) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \log \frac{1}{|y - z|} \phi(z, t) \, dz.
\]  
(6.15)
and $\phi(y, t)$ satisfies the orthogonality conditions
\[
\int_{\mathbb{R}^2} \phi(y, t) Z_l(y) \, dy = 0, \quad l = 0, 1, 2, 3 \quad \text{for all} \ t \in [0, T].
\]  
(6.16)
where $Z_l$ is defined in (6.10) with
\[
R = \frac{1}{|\varepsilon| |\log \varepsilon|}
\]  
(6.17)
and $b_3 = b_3(y, t)$ satisfying (6.11) for some $\nu > 0$. On the functions $a_\ast(y, t)$, and $a(y, t)$ we assume
\[
a_\ast(y, t), a(y, t) = 0 \quad \text{for} \ |y| \geq 4R, \quad \Delta_y (a_\ast + a) \in L^\infty(\mathbb{R}^2 \times (0, T))
\]  
(6.18)
and for some numbers $C > 0$, $\nu > 0$,

$$\left| \partial t a_*(y, t) \right| + \left| (1 + |y|) \nabla_y a_*(y, t) \right| \leq C \varepsilon^2 (1 + |y|^2)$$

$$\left| \nabla_y a(y, t) \right| \leq \varepsilon^{2+\nu}. \tag{6.19}$$

**Lemma 6.3.** There exists a constant $C > 0$ such that for any $a, a_*$ satisfying (6.19)-(6.24), $R$ given by (6.17), all sufficiently small $\varepsilon$ and any solution $\phi$ of (6.14)-(6.16) with

$$\sup_{t \in [0, T]} \| U_0^{-\frac{\varepsilon}{2}} \phi(\cdot, t) \|_{L^2(\mathbb{R}^2)} < +\infty \tag{6.20}$$

we have

$$\sup_{t \in [0, T]} \| U_0^{-\frac{\varepsilon}{2}} \phi(\cdot, t) \|_{L^2(\mathbb{R}^2)} \leq C \varepsilon^{-2} \left| \log \varepsilon \right|^{\frac{1}{2}} \sup_{t \in [0, T]} \left\| E(\cdot, t) U_0^{-1/2} \right\|_{L^2(\mathbb{R}^2)}. \tag{6.21}$$

**Proof.** Let us assume that

$$\sup_{t \in [0, T]} \left\| U_0^{-\frac{\varepsilon}{2}} \phi(\cdot, t) \right\|_{L^2(\mathbb{R}^2)} < +\infty$$

and define the functions

$$U_1 = f'(\Gamma_0 + a_*) , \quad U_1 g_1 = \phi - f'(\Gamma_0 + a_*) \psi.$$ 

We claim that, after multiplying equation (6.14) against $g_1$ and integrating in $\mathbb{R}^2$, we get

$$\frac{\varepsilon^2}{2} \frac{d}{dt} \left( \int_{\mathbb{R}^2} \phi_1 g_1 \, dy \right) + \frac{\varepsilon^2}{2} \int_{\mathbb{R}^2} \phi_1^2 \frac{(U_1)_t}{U_1^2} \, dy + \frac{1}{2} \int_{\mathbb{R}^2} \frac{\nabla U_1}{U_1} (\nabla_y^2 a) U_1 g_1^2 \, dy \
+ \int_{\mathbb{R}^2} E g_1 \, dy = 0. \tag{6.22}$$

To prove (6.22), we first observe that

$$0 = \varepsilon^2 \int_{\mathbb{R}^2} \phi_1 g_1 \, dy + \int_{\mathbb{R}^2} U_1^{-1} \nabla_y^2 (\Gamma_0 + a_*) \nabla (\frac{U_1^2 g_1^2}{2}) \, dy + \int_{\mathbb{R}^2} E g_1 \, dy \n= \varepsilon^2 \int_{\mathbb{R}^2} \phi_1 g_1 \, dy + \frac{1}{2} \int_{\mathbb{R}^2} \frac{\nabla U_1}{U_1} (\nabla_y^2 a) U_1 g_1^2 \, dy \
+ \int_{\mathbb{R}^2} E g_1 \, dy \tag{6.23}$$

As before, we set $\tilde{\phi} = \phi U_0^{-1}$, and we recall that, after the stereographic projection (6.3)

$$\int_{\mathbb{R}^2} \phi_1 \phi \frac{\tilde{\phi}}{U_0} - \psi(\cdot, t) \, dy = \int_{S^2} \tilde{\phi}(\phi - 2(\Delta_{S^2})^{-1} \tilde{\phi})(\cdot, t) \, d\sigma.$$
Direct computations give
\[
\int_{\mathbb{R}^2} \phi_t g_1 dy = \int_{\mathbb{R}^2} \phi_t \left( \frac{\phi}{U_0} - \psi \right) dy + \int_{\mathbb{R}^2} \phi \, \frac{U_0 - U_1}{U_0 U_1} dy \\
= \int_{S^2} \phi_t [\tilde{\psi} - 2(\Delta_{S^2})^{-1}\tilde{\phi}] d\sigma + \int_{\mathbb{R}^2} \phi \, \frac{U_0 - U_1}{U_0 U_1} dy \\
= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} \phi_t \phi + \Delta_{\mathbb{R}^2}^{-1} \phi \, dy + \frac{1}{2} \frac{d}{dt} \left( \frac{\phi^2}{2} \right) \frac{U_0 - U_1}{U_0 U_1} dy \\
= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} \phi \, dy + \int_{\mathbb{R}^2} \frac{\phi^2}{2} \frac{d}{dt} \left( \frac{U_1 - U_0}{U_0 U_1} \right) dy \\
= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} \phi \, dy + \int_{\mathbb{R}^2} \frac{\phi^2}{2} \left( \frac{U_1 - U_0}{U_0 U_1} \right) dy.
\]
Replacing this term in (6.23) we obtain (6.22).

Next, we estimate the last three terms in (6.22). Since \( U_1 = (1 + o(1)) U_0 \), then from Lemma 6.2 and (6.12) we obtain
\[
\left| \int_{\mathbb{R}^2} E g_1 \, dy \right| \leq \| E U_0^{-\frac{1}{2}} \|_{L^2(\mathbb{R}^2)} \| U_0^\frac{1}{2} g_1 \|_{L^2(\mathbb{R}^2)} \\
\leq C \| E U_0^{-\frac{1}{2}} \|_{L^2(\mathbb{R}^2)} \| U_0^\frac{1}{2} g \|_{L^2(\mathbb{R}^2)} \\
\leq C \| \log R \| \| E U_0^{-\frac{1}{2}} \|_{L^2(\mathbb{R}^2)} \left( \int_{\mathbb{R}^2} \phi g_1 \right)^\frac{1}{2}.
\]
On the other hand, using (6.18) and (6.19), we get
\[
\left| \int_{\mathbb{R}^2} \phi \, \frac{\phi^2 (U_1)_t}{U_1^2} \, dy \right| \leq C \int_{\mathbb{R}^2} \phi^2 \left| \frac{\partial_t a}{a} \right| dy \\
\leq C \varepsilon^2 (1 + R^2) \| \phi U_0^{-\frac{1}{2}} \|_{L^2(\mathbb{R}^2)}.
\]
Using again Lemma 6.2, (6.12) and assumptions (6.19), we finally get
\[
\left| \int_{\mathbb{R}^2} \nabla U_1 \left( \nabla_U^a \right) U_1 g_1^2 \, dy \right| \leq C \varepsilon^{2+\nu} \| \log R \| \int_{\mathbb{R}^2} \phi^2 U_0^{-1} \, dy.
\]
Then
\[
\varepsilon^2 \frac{d}{dt} \int_{\mathbb{R}^2} g_1 \phi \, dy \leq C \varepsilon^2 \left( \varepsilon^2 (1 + R^2) \| \log R + \varepsilon^\nu \| \log R \right) \int_{\mathbb{R}^2} g_1 \phi \, dy \\
+ \| E U_0^{-1/2} \|_{L^2(\mathbb{R}^2)} \left( \int_{\mathbb{R}^2} g_1 \phi \, dy \right)^{1/2} \\
\leq C \varepsilon^4 R^2 \log R \int_{\mathbb{R}^2} g_1 \phi \, dy + \| E U_0^{-1/2} \|_{L^2(\mathbb{R}^2)} \left( \int_{\mathbb{R}^2} g_1 \phi \, dy \right)^{1/2}.
\]
Let us set
\[
\alpha(t) = \left( \int_{\mathbb{R}^2} g_1 \phi \, dy \right)^{\frac{1}{2}}, \quad A_\varepsilon = C \varepsilon^2 R^2 \log R.
\]
Then we find
\[
\varepsilon^2 \frac{d\alpha}{dt} \leq \varepsilon^2 A_\varepsilon \alpha + \| E(\cdot, t) U_0^{-1/2} \|_{L^2}.
\]
Since \( R \) satisfies (6.17) we have that \( A_z = o(1) \) as \( \varepsilon \to 0 \). Gronwall’s inequality then yields

\[
\alpha(t) \leq C \varepsilon^{-2} \sup_{0 \leq t \leq T} \| E(\cdot, t) U_0^{-1/2} \|_{L^2}.
\]

This inequality and Lemma 6.2 yield (6.21).

We consider a class of functions \( E(y, t) \) such that for a number \( 0 < \beta < 1 \) we have

\[
\| E \|_{3+\beta} := \sup_{(y, t) \in \mathbb{R}^2 \times [0, T]} |(1 + |y|)^{3+\beta} E(y, t)| < +\infty. \tag{6.24}
\]

We observe that

\[
\sup_{t \in [0, T]} \| E(\cdot, t) U_0^{-1/2} \|_{L^2(\mathbb{R}^2)} \leq C \| E \|_{3+\beta},
\]

hence Lemma 6.3 is applicable.

**Lemma 6.4.** Under the assumptions of Lemma 6.3, given an arbitrarily small \( \sigma > 0 \) we have that for some \( 0 < \alpha < 1 \) and all small \( \varepsilon \),

\[
|\psi(y, t)| + (1 + |y|)|\nabla_y \psi(y, t)| + (1 + |y|)^{1+\alpha}|\nabla \psi(\cdot, t)|\alpha(y)
\leq \frac{\varepsilon^{-2-\sigma}}{1 + |y|} \| E \|_{3+\beta} \quad \text{for all} \quad (y, t) \in \mathbb{R}^2 \times [0, T]. \tag{6.25}
\]

where \( \psi(y, t) \) is given by (6.15) where \( \phi(y, t) \) is a solution of (6.14)-(6.16) satisfying (6.20).

**Proof.** We have that \( \phi(y, t) \) satisfies the transport equation

\[
\left\{ \begin{array}{l}
\varepsilon^2 \phi_t + \nabla_y (\Gamma_0 + a_\ast + a) \cdot \nabla_y \phi + \tilde{E}(y, t) = 0 \quad \text{in} \quad \mathbb{R}^2 \times (0, T), \\
\phi(\cdot, 0) = 0 \quad \text{in} \quad \mathbb{R}^2
\end{array} \right. \tag{6.26}
\]

where

\[
\tilde{E}(y, t) = E(y, t) - \nabla_y^+ (\Gamma_0 + a_\ast + a) \cdot \nabla_y (f'(\Gamma_0 + a_\ast) \psi).
\]

Let us fix a number \( p \) with \( 2 < p < \frac{2}{1+\beta} \). Then we have that

\[
\sup_{t \in [0, T]} \| U_0^{\frac{1}{p}-1} E(\cdot, t) \|_{L^p(\mathbb{R}^2)} \leq C \| E \|_{3+\beta}.
\]

We claim that

\[
\sup_{t \in [0, T]} \| U_0^{\frac{1}{p}-1} \phi(\cdot, t) \|_{L^p(\mathbb{R}^2)} \leq C \varepsilon^{-4} |\log \varepsilon|^{1+\frac{1}{q}} \sup_{t \in [0, T]} \| U_0^{-\frac{1}{p}} E(\cdot, t) \|_{L^2(\mathbb{R}^2)}. \tag{6.27}
\]

Let us postpone the proof of (6.27). Interpolating as in the proof of Lemma 6.1 we see that for some \( q = q(\mu) > 2 \) we have

\[
\| U_0^{\frac{1}{q}-1} \phi(\cdot, t) \|_{L^q(\mathbb{R}^2)} \leq \| U_0^{-\frac{1}{q}} \phi(\cdot, t) \|_{L^2(\mathbb{R}^2)} \| U_0^{\frac{1}{p}-1} \phi(\cdot, t) \|_{L^p(\mathbb{R}^2)}.
\]

Using estimates (6.27) and (6.21) in Lemma 6.3, we conclude that

\[
\sup_{t \in [0, T]} \| U_0^{\frac{1}{p}-1} \phi \|_{L^p(\mathbb{R}^2)} \leq \varepsilon^{-2-\frac{1}{q}} |\log \varepsilon|^{1+\frac{1}{q}} \sup_{t \in [0, T]} \| U_0^{-\frac{1}{p}} E \|_{L^2(\mathbb{R}^2)},
\]

and then (6.25) directly follows from (6.7). Finally, let us prove estimate (6.27). Since \( \phi \) solves equation (6.26), Lemma 3.2 applies to yield

\[
\| U_0^{\frac{1}{p}-1} \phi \|_{L^p(\mathbb{R}^2)} \leq C \varepsilon^{-2} \| U_0^{\frac{1}{p}-1} \tilde{E} \|_{L^p(\mathbb{R}^2)}. \tag{6.28}
\]
Let us estimate this weighted $L^p$ norm for the second term in $\hat{E}$. We have
\[
|\nabla_y^\perp (\Gamma_0 + a_\ast + a) \cdot \nabla_y (f'(\Gamma_0 + a_\ast) \psi)| \leq C \left[ \frac{1}{1 + |y|^\beta} |\nabla \psi| + \frac{1}{1 + |y|^\beta} |\psi| \right].
\]
Since
\[
\left\| U_0^b \frac{1}{1 + |y|^\beta} |\nabla \psi| \right\|_{L^p(\mathbb{R}^2)} \leq C \left\| U_0^{-\frac{b}{2}} \phi \right\|_{L^2(\mathbb{R}^2)},
\]
using (6.6) we get
\[
\left\| U_0^b \frac{1}{1 + |y|^\beta} |\nabla \psi| \right\|_{L^p(\mathbb{R}^2)} \leq C \left\| U_0^{-\frac{b}{2}} \phi \right\|_{L^2(\mathbb{R}^2)}
\]
and from (6.5),
\[
\left\| U_0^b \frac{1}{1 + |y|^\beta} |\psi| \right\|_{L^p(\mathbb{R}^2)} \leq C \left\| U_0^{-\frac{b}{2}} \phi \right\|_{L^2(\mathbb{R}^2)}.
\]
Combining the above estimates, we conclude
\[
\sup_{t \in [0,T]} \left\| U_0^b \frac{1}{1 + |y|^\beta} \hat{E}(\cdot, t) \right\|_{L^p(\mathbb{R}^2)} \leq C \left( \|E\|_{3+\beta} + \sup_{t \in [0,T]} \left\| U_0^{-\frac{b}{2}} \phi \right\|_{L^2(\mathbb{R}^2)} \right).
\]
From this last estimate, together with (6.28) and the result of Lemma 6.3, we get (6.27). The proof is concluded.

As a consequence of the above result we can also get an $L^\infty$-weighted estimate for $\phi$.

**Corollary 6.1.** Under the assumptions of Lemma 6.4, we also have the estimate
\[
|\phi(y, t)| \leq C \left[ \frac{\varepsilon^{-2}}{1 + |y|^{3+\beta}} + \frac{\varepsilon^{-4-\sigma}}{1 + |y|^\beta} \right] \|E\|_{3+\beta}. \tag{6.29}
\]

**Proof.** Recall that $\phi(y, t)$ solves (6.26). From Lemma 6.4, we get
\[
|\hat{E}(y, t)| \leq C \left[ \frac{1}{1 + |y|^{3+\beta}} + \frac{\varepsilon^{-2-\sigma}}{1 + |y|^\beta} \right] \|E\|_{3+\beta}.
\]
Estimate (6.29) then follows as a direct application of Lemma 3.2 for $p = +\infty$. \(\Box\)

### 6.4. Estimates for a projected problem.
Here we consider the “projected version” of Problem (6.14),
\[
\begin{cases}
\varepsilon^2 \phi_t + \nabla_y^\perp (\Gamma_0 + a_\ast + a) \cdot \nabla_y (\phi - f'(\Gamma_0 + a_\ast) \psi) + E(y, t) \\
\quad = \sum_{l=0}^{3} c_l(t) \mathcal{Z}_l(0) & \text{in } \mathbb{R}^2 \times (0, T) \tag{6.30}
\end{cases}
\]
under the same assumptions on $a$ and $a_\ast$ in (6.14). Here $\psi$ is given by (6.15) and $\phi$ satisfies the orthogonality conditions (6.16). We recall, from (5.3), (5.7),
\[
\mathcal{Z}_{10}(y) = U_0(y), \quad \mathcal{Z}_{11}(y) = \partial_y U_0(y), \\
\mathcal{Z}_{12}(y) = \partial_{yy} U_0(y), \quad \mathcal{Z}_{13}(y) = 2U_0(y) + \nabla_y U_0(y) \cdot y.
\]
The functions $c_l(t)$ are precisely those compatible with relations (6.16), that is
\[ \gamma_l c_l(t) = \int_{\mathbb{R}^2} \left[ E(\cdot, t) + \nabla_y^\perp (\Gamma_0 + a_\ast + a) \cdot \nabla_y (\phi - \psi' (\Gamma_0 + a_\ast)) \right] (\cdot, t) Z_\ell \, dy, \]
\[ \ell = 0, 1, 2, \]
\[ \gamma_3 c_3(t) = -\varepsilon^2 \int_{\mathbb{R}^2} (\partial_t b_3) \phi \, dy - 2 \sum_{\ell=0}^2 c_\ell(t) \int_{\mathbb{R}^2} b_3 Z_\ell \, dy \]
\[ + \int_{\mathbb{R}^2} \left[ E(\cdot, t) + \nabla_y^\perp (\Gamma_0 + a_\ast + a) \cdot \nabla_y (\phi - \psi' (\Gamma_0 + a_\ast)) \right] (\cdot, t) Z_3 \, dy. \]
where
\[ \gamma_\ell = \int_{\mathbb{R}^2} Z_\ell \, dy, \quad \ell = 0, 1, 2, 3. \]

Our purpose is to give alternative expressions for the functions $c_l(t)$ that do not involve derivatives of $\phi$, always assuming that $\phi$ has sufficient decay in the $y$-variable. We consider the case in which for some $0 < \beta < 1$ we have a solution of (6.30) with
\[ \|E\|_{3+\beta} < +\infty, \quad \|\phi\|_{3+\beta} < +\infty. \]
where this norm was defined in (6.24).

It is useful to notice that thanks to Corollary 6.1 we have the validity of the pointwise estimate
\[ |\phi(y, t)| \leq C \left[ \varepsilon^{-2} \frac{1}{1 + |y|^{3+\beta}} + \frac{\varepsilon^{-4-\sigma}}{1 + |y|^7} \right] \mathcal{M} \]
where
\[ \mathcal{M} := \|E\|_{3+\beta} + \sum_{\ell=0}^3 \|c_\ell\|_{L^\infty(0, T)}. \]
An observation that will later be useful on the behavior of $\psi$ is the following. Since $\psi$ satisfies
\[ -\Delta \psi = \phi \quad \text{in} \quad \mathbb{R}^2 \times [0, T], \quad \psi(y, t) \to 0 \quad \text{as} \quad |y| \to +\infty, \]
then decomposing $(\psi, \phi)$ in Fourier series as
\[ \psi(y, t) = \sum_{k=0}^\infty \psi_k(r, t) e^{ik\theta}, \quad \phi(y, t) = \sum_{k=0}^\infty \phi_k(r, t) e^{ik\theta} \]
we have, using the variation of parameters formula for the corresponding ODEs for modes $k = \pm 1$,
\[ \psi_{\pm 1}(r, t) = \frac{1}{r} \int_0^r \rho \, d\rho \int_0^\infty \phi_{\pm 1}(s, t) \, ds \]
\[ \psi_{\pm 1}(r, t) = \frac{A_{\pm 1}(t)}{r} + \mathcal{M} (r^{-5} O(\varepsilon^{-4-\sigma}) + r^{-1-\beta} O(\varepsilon^{-2})) \]
for certain numbers $A_{\pm 1}(t)$.

At this point we will be more explicit in the choice of the function $a_\ast(y, t)$ satisfying (6.19) and $b_3(t, y)$ in the definition of $Z_3$. We let
\[ B(y, t) := \Delta_y (\Gamma_0 + a_\ast) + f(\Gamma_0 + a_\ast) \]
and assume that for some $\nu > 0$,
\[
|B(y, t)| + (1 + |y|)|\nabla y B(y, t)| \leq \varepsilon^{2+\nu}(1 + |y|)^{-1-\nu} \quad \text{for all} \quad (y, t) \in \mathbb{R}^2 \times [0, T].
\] (6.36)

Let $Z_3(y) = \frac{|y|^2 - 1}{1 + |y|^2}$. Then for a certain function $G(s)$ we can write $Z_3(y) = G(\Gamma_0(y))$. $b_3$ will be chosen in such a way that the relation
\[
G(\Gamma_0 + a_s) \approx Z_3 := Z_3 + b_3
\]
holds, which we assume by setting
\[
b_3(y, t) := G'(\Gamma_0(y)) a_s(y, t)
\]
We observe that $G'(\Gamma_0(y)) \sim |y|^{-2}$ for large $|y|$, hence
\[
b_3(y, t) = O(\varepsilon^2), \quad \nabla_y b_3(y, t) = O(\varepsilon^2 |y|^{-1})
\]
and
\[
Z_3(y, t) = G(\Gamma_0(y) + a_s(y, t)) + O(\varepsilon^4 |y|^2),
\]
\[
\nabla_y Z_3(y, t) = \nabla_y G(\Gamma_0(y) + a_s(y, t)) + O(\varepsilon^4 |y|).
\]

After testing Equation (6.30) against the functions $Z_\ell$ and integrate in space variable we arrive at the expressions (6.31)-(6.32) for the functions $c_\ell(t)$. To estimate $c_3(t)$ we integrate by parts the last quantity in (6.32) and get
\[
\int_{\mathbb{R}^2} \nabla_y^\perp (\Gamma_0 + a_s + \alpha) \cdot \nabla_y (\phi - f'(\Gamma_0 + a_s)\psi)(\cdot, t) Z_3 \, dy.
\]

We have that
\[
\nabla_y Z_3 \cdot \nabla_y^\perp (\Gamma_0 + a_s + \alpha) = \nabla_y Z_3 \cdot \nabla_y^\perp a + O(\varepsilon^4 |y|)\nabla_y^\perp (\Gamma_0 + a_s + \alpha)
\]
\[
= O(\varepsilon^4) + O(\varepsilon^{2+\nu}|y|^{-3}).
\]

We conclude that
\[
\gamma_3 c_3(t) = \int_{\mathbb{R}^2} E(\cdot, t) Z_3 \, dy + O(\varepsilon^{2+\nu}) \|\phi(\cdot, t)U_0\|_{L^2(\mathbb{R}^2)}^2 + O(\varepsilon^2) \sum_{\ell=0}^2 |c_\ell(t)|
\]

In a similar way, we obtain, for $l = 0$, we compute
\[
\int_{\mathbb{R}^2} \left[ \nabla_y^\perp (\Gamma_0 + a_s + a) \cdot \nabla_y (\phi - f'(\Gamma_0 + a_s)\psi)(\cdot, t) Z_0 \right] \, dy
\]
\[
= - \int_{\mathbb{R}^2} (\phi + f'(\Gamma_0 + a_s)\psi) \nabla_y^\perp (\Gamma_0 + a_s + a) \cdot \nabla_y 1
\]
\[
= 0.
\]

Hence
\[
\gamma_0 c_0(t) = \int_{\mathbb{R}^2} E(\cdot, t) Z_3 \, dy.
\]
On the other hand, for $l = 1$ we have
\[
\int_{B_{5R}} \left[ \nabla_y^+ (\Gamma_0 + a_* + a) \cdot \nabla_y (\phi - f'(\Gamma_0 + a_*) \psi) \right] (\cdot, t) \, Z_1 \, dy
\]
\[
= \int_{B_{5R}} (\Delta \psi + f'(\Gamma_0 + a_*) \psi) \nabla_y^+ (\Gamma_0 + a_* + a) \cdot e_1 \, dy
\]
\[
+ \int_{\partial B_{5R}} (\phi - f'(\Gamma_0) \psi) \nabla_y^+ \Gamma_0 \cdot \nu(y) y_1 \, d\sigma
\]
\[
= \int_{B_{5R}} (\Delta \psi + f'(\Gamma_0 + a_*) \psi) \partial_{y_2} (\Gamma_0 + a_*) \, dy
\]
\[
+ O(\varepsilon^{2+\nu}) \| \phi(\cdot, t) U_0^{-\frac{1}{2}} \|_{L^2(\mathbb{R}^2)}
\]

Now, we see that
\[
\int_{B_{5R}} \Delta \psi \partial_{y_2} (\Gamma_0 + a_*) \, dy = \int_{B_{5R}} \psi \Delta \partial_{y_2} (\Gamma_0 + a_*) \, dy + \int_{\partial B_{5R}} (\partial_{y_2} \psi \partial_{y_2} \Gamma_0) \, d\sigma
\]
To carry out this analysis, we observe that the integral
\[
I := \int_{\partial B_{5R}} (\partial_{y_2} \psi \partial_{y_2} \Gamma_0 - \psi \partial_{\nu} \partial_{y_2} \Gamma_0) \, d\sigma
\]
has sufficient smallness as $\varepsilon \to 0$. Indeed, using the expansion (6.34) and estimate (6.35) we obtain that
\[
I = \sum_{k=-1,1} \int_{\partial B_{5R}} (\partial_{y_2} \psi (r) e^{ik\varphi} \partial_{y_2} \Gamma_0 - \psi_k (r) e^{ik\varphi} \partial_{y_2} \Gamma_0) \, d\sigma = MO(\varepsilon^{2+\nu}).
\]

Using assumption (6.36) we find that
\[
\int_{B_{5R}} (\Delta \psi + f'(\Gamma_0 + a_*) \psi) \partial_{y_2} (\Gamma_0 + a_*) \, dy
\]
\[
= \int_{B_{5R}} \partial_{y_2} (\Delta (\Gamma_0 + a_*) + f (\Gamma_0 + a_*)) \psi \, dy + I
\]
\[
= O(\varepsilon^{2+\nu}) \| U_0^{-\frac{1}{2}} \phi \|_{L^2(\mathbb{R}^2)} + MO(\varepsilon^{2+\nu}).
\]

We can argue in exactly the same way to estimate $c_2(t)$. As a conclusion, we find that
\[
\gamma_{\ell} c_\ell(t) = \int_{\mathbb{R}^2} E(\cdot, t) Z_\ell \, dy + MO(\varepsilon^{2+\nu}), \quad \ell = 1, 2
\]
for some uniform number $\beta' > 0$.

Combining the above estimates, we obtain the following result.

**Proposition 6.1.** There exists a number $\beta' > 0$ such that for all sufficiently small $\varepsilon > 0$ and any functions $E(y, t)$ and $\phi(y, t)$ that satisfy (6.16), (6.30) and (6.33), we have that the numbers $c_\ell(t)$ define linear functionals of $E$ which satisfy the estimate
\[
\gamma_{\ell} c_\ell(t) = \int_{\mathbb{R}^2} E(\cdot, t) Z_\ell \, dy + O(\varepsilon^{2+\nu}) \| E \|_{3+\beta'}
\]

Besides $\phi$ and $\psi$ satisfy the estimates (6.21), (6.25), (6.29).
6.5. *Some a priori estimates.* We want to apply this proposition to obtain a priori estimates to System (5.6), (5.11), (5.12), (5.13), (5.14). Specifically, we want to deal with equations (5.11). Let us write it in the form

$$
\varepsilon^2 \partial_t \tilde{\phi}_j + \kappa_j \nabla \frac{1}{\psi} \left[ \Gamma_0 + \lambda \alpha_j (\tilde{\psi}_j, \alpha_j, \psi^{out}, \tilde{\xi}) \right] \cdot \nabla \tilde{\phi}_j + \kappa_j \nabla \frac{1}{\psi} \tilde{\psi}_j \cdot \nabla y (U_0 + \lambda \eta_4 \phi_j^*)
$$

$$
+ \Theta_{j, \lambda}(\tilde{\psi}_j, \alpha_j, \psi^{out}; \tilde{\xi}) = \sum_{l=0}^3 c_{lj}(t) Z_{l1}(y) \quad \text{in} \quad \mathbb{R}^2 \times [0, T].
$$

(6.37)

where

$$
\Theta_{j, \lambda}(\tilde{\psi}_j, \alpha_j, \psi^{out}; \tilde{\xi}) := \lambda \left[ \tilde{\xi}_j (\tilde{\psi}_j, \alpha_j, \psi^{out}, \tilde{\xi}) + \varepsilon \eta_4 \nabla \frac{1}{\psi} \psi^{out} \cdot \nabla U_0 \right]
$$

$$
+ \varepsilon [-\tilde{\xi}_j + (D_{\xi} \nabla \xi \cdot K)(\xi_0 + \xi_1)] \cdot \nabla U_0
$$

$$
+ \varepsilon^2 \sum_{l=0, 3} a_{lj} Z_{l1}.
$$

The main observation is that the linear operator in $\tilde{\phi}_j$ given by the first row of formula (6.37) can essentially be written as one of the form involved in equation (6.30), provided that the functions $\psi_j, \psi^{out}, \alpha_j$ are of sufficiently small order. After scaling out $\kappa_j$ to assume it equal to 1 we write

$$
a_* + a := \lambda \alpha_j (\tilde{\psi}_j, \alpha_j, \psi^{out}, \tilde{\xi})
$$

where

$$
a(y, t) := \lambda \eta_4 \left( \tilde{\psi}_j + \sum_{l=0, 3} a_{lj} Z_{l1} + \psi^{out} + \varepsilon \psi \cdot y \right).
$$

(6.38)

We will consider parameter functions lying on a region where $\nabla a = O(\varepsilon^{2+\nu})$ for some $\nu > 0$. Recalling the definition of $\alpha_j$ in (5.9) we find that the functions $a(y, t), a^*(y, t)$ satisfy the structure assumptions (6.18)-(6.19). Moreover, carefully checking the terms involved in (5.9), we obtain that

$$
a_* = \lambda (\eta_4 \psi_j^* + \mathcal{H})
$$

where

$$
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1, \quad \psi_j^* = \psi_{j0}^* + \psi_{j1}^*,
$$

$$
\mathcal{H}_0 = O(\varepsilon^2 |y|^2), \quad \mathcal{H}_1 = O(\varepsilon^4 |y|^2) + O(\varepsilon^2 |\log \varepsilon| |y|^{-1}),
$$

$$
\Delta \psi_{j0}^* + f'(\Gamma_0) \psi_{j0}^* + f'(\Gamma_0) \mathcal{H}_0 = 0,
$$

$$
\Delta \mathcal{H}_0 = 0, \quad \Delta \mathcal{H}_1 = O(\varepsilon^4) + O(\varepsilon^3 |\log \varepsilon| |y|^{-3}).
$$

while, also,

$$
\phi_j^* = -\Delta \psi_{j0}^* + O(\varepsilon^4) + O(\varepsilon^3 |\log \varepsilon| |y|^{-3}).
$$

From the above relations, the following facts are readily obtained

$$
U_0 + \lambda \eta_4 \phi_j^* = f(\Gamma_0 + a_*) = +\lambda \eta_4 [O(\varepsilon^4) + O(\varepsilon^3 |\log \varepsilon| |y|^{-3})],
$$

and for

$$
B(y, t) = \Delta (\Gamma_0 + a_*) + f(\Gamma_0 + a_*)
$$

we have

$$
|B(y, t)| + (1 + |y|)|\nabla y B(y, t)| \leq C \lambda (\varepsilon^4 + \varepsilon^3 |\log \varepsilon| |y|^{-3}),
$$
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We can therefore write in this setting Equation (6.37) in the form
\[
\begin{aligned}
&\varepsilon^2 \dot{\phi}_y + \nabla_y^\perp (\Gamma_0 + a_\ast + a) \cdot \nabla_y (\phi - f' (\Gamma_0 + a_\ast) \psi) \\
&+ \Theta_{j,\lambda} + \lambda [A \cdot \nabla \psi + B \psi] \\
&= \sum_{l=0}^{3} c_l(t) Z_l(y) \quad \text{in } \mathbb{R}^2 \times (0, T) \\
&\dot{\phi}(. , 0) = 0 \quad \text{in } \mathbb{R}^2 \\
\end{aligned}
\]
where
\[
|A| + (1 + |y|)|B| \leq C \left[ \varepsilon^4 + \varepsilon^3 \log \varepsilon |y|^{-3} \right].
\]
and a priori bounds of the form
\[
\gamma c_{ij}(t) = \int_{\mathbb{R}^2} \Theta_{j,\lambda}(\cdot , t) Z_l \, dy + O(\varepsilon^{\beta'}) \| \Theta_{j,\lambda} \|_{3+\beta}. \quad (6.39)
\]
for some $\beta' > 0$ readily follow, of course provided that $a(y, t)$ satisfies the required smallness assumptions.

Moreover, we make the following observation which is useful to obtain an improvement of the a priori estimate for $\dot{\phi}_j$. We can rewrite equation (6.37) in the form
\[
\begin{aligned}
&\varepsilon^2 \partial_t \tilde{\phi}_j + \kappa_j \nabla_y^\perp [\Gamma_0 + \lambda a_j (\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi})] \cdot \nabla_y \tilde{\phi}_j \\
&+ \kappa_j \nabla_y \tilde{\psi}_j \cdot \nabla_y (U_0 \pm \lambda \eta_j \dot{\phi}_{j}^*) + \lambda \tilde{\Theta}_j (\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}; \tilde{\xi}) \\
&= \sum_{l=0}^{3} \tilde{c}_{lj}(t) Z_l(y) \quad \text{in } \mathbb{R}^2 \times [0, T], \\
&\tilde{\phi}_j (y, 0) = 0 \quad \text{in } \mathbb{R}^2.
\end{aligned}
\] (6.40)
for certain numbers $\tilde{c}_{lj}(t)$ with $\tilde{\Theta}_{j,\lambda}$ consist of some pieces of $\Theta_{j,\lambda}$ taken away. More precisely,
\[
\tilde{\Theta}_j (\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}; \tilde{\xi})(y, t) := \tilde{E}_j (\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi})(y, t) \\
+ \varepsilon \eta_j [\nabla_x \psi^{\text{out}} (\xi_j(t) + \varepsilon y, t) - \nabla_x \psi^{\text{out}} (\xi_j(t), t)] \cdot \nabla U_0(y).
\] (6.41)
where $\tilde{E}_j$ is defined in (5.9). Applying Lemma 6.3 and Corollary 6.1 we find that if $a(y, t)$ has sufficient smallness then $\dot{\phi}_j (y, t)$ solving (6.40) satisfies the bounds
\[
\sup_{t \in [0, T]} \| U_0^{-\frac{1}{2}} \phi (\cdot , t) \|_{L^2(\mathbb{R}^2)} \leq C \varepsilon^{-2} \| \dot{\Theta}_j \|_{3+\beta}. \quad (6.42)
\]
and
\[
|\phi (y, t) | \leq C \left[ \frac{\varepsilon^{-2}}{1 + |y|^3} + \frac{\varepsilon^{-4-\sigma}}{1 + |y|^7} \right] \| \dot{\Theta}_j \|_{3+\beta}. \quad (6.43)
\]

7. Reformulation and a priori bounds

We consider in this section System (5.6), (5.11), (5.12), (5.13), (5.14), which we will set up as a fixed problem of the form (5.15) in an appropriate Banach space $X$. 
7.1. The space \( X \). We begin by defining an appropriate norm for the functions \( \tilde{\phi}_j(y, t) \) in agreement with the estimates found in the previous section.

Let us fix a small number \( 0 < \beta < 1 \). For and arbitrary functions \( \phi(y, t) \) we define the inner norm
\[
\|\phi\|_{1} := \sup_{t \in [0, T]} \|\phi(\cdot, t)U^{-\frac{1}{2}}\|_{L^2(\mathbb{R}^2)}
\]
\[
+ \sup_{(y, t) \in \mathbb{R}^2 \times [0, T]} |(1 + |y|)^{3+\beta} \min \{1, \varepsilon^{2+\beta}(1 + |y|)^{4-\beta} \} \phi(y, t) |
\]

For the outer functions \( \tilde{\phi} \) we consider the following norms for functions \( \phi(x, t), \psi(x, t) \) defined in \( \Omega \times [0, T] \).
\[
\|\phi\|_{\alpha 1} := \|\phi\|_{L^\infty(\Omega \times [0, T])},
\]
\[
\|\psi\|_{\alpha 2} := \|\psi\|_{L^\infty(\Omega \times [0, T])} + \|\nabla \psi\|_{L^\infty(\Omega \times [0, T])}.
\]

We consider the space \( X \) of all continuous functions \( \hat{p} = (\tilde{\phi}, \alpha, \phi^{\text{out}}, \psi^{\text{out}}, \tilde{\xi}) \) such that \( \nabla_y \tilde{\psi}(y, t), \nabla_x \psi^\text{out}(x, t), \hat{\alpha}(t), \tilde{\xi}(t) \) exist and are continuous and such that
\[
\|\hat{p}\|_X := \|\phi^{\text{out}}\|_{\alpha 1} + \|\psi^{\text{out}}\|_{\alpha 2} + \sum_{j=1}^{N} \left( \|\tilde{\phi}_j\|_{1} + \|\alpha_j\|_{C^1[0, T]} + \|\tilde{\xi}_j\|_{C^1[0, T]} \right) < +\infty.
\]

We define the set \( \mathcal{O} \) as a “deformed ball” centered at \( \hat{p} = \bar{0} \). We fix an arbitrarily small number \( \sigma > 0 \) and let \( \mathcal{O} \) be the set of all functions \( \hat{p} = (\tilde{\phi}, \alpha, \tilde{\xi}, \phi^{\text{out}}, \psi^{\text{out}}) \in X \) such that
\[
\sum_{j=1}^{N} \|\tilde{\phi}_j\|_{1} < \varepsilon^{3-3\beta},
\]
\[
\sum_{j=1}^{N} \|\alpha_j\|_{C^1[0, T]} < \varepsilon^{3-3\beta}, \quad \sum_{j=1}^{N} \|\tilde{\xi}_j\|_{C^1[0, T]} < \varepsilon^{4-3\beta},
\]
\[
\|\phi^{\text{out}}\|_{\alpha 1} < \varepsilon^{4-3\beta}, \quad \|\psi^{\text{out}}\|_{\alpha 2} < \varepsilon^{4-3\beta}.
\]

7.2. Fixed point formulation. Let us express System \((5.11), (5.12), (5.13), (5.14)\) in the fixed point form \((5.15)\) for a suitable operator \( \mathcal{F}(\cdot, \lambda) \), in a region of the form \((7.1)\).

We start with \((5.11)\). For a given function \( a(y, t) \) with \( \Delta_y a \in L^\infty(\mathbb{R}^2 \times [0, T]) \) let us consider the transport operator
\[
\mathcal{T}_j(a)[\phi] := \varepsilon^2 \phi_t + \kappa_j \nabla_y^\perp (\Gamma_0 + a) \cdot \nabla_y \phi,
\]
and for a bounded function \( E(y, t) \) the linear equation
\[
\mathcal{T}_j(a)[\phi] + E = 0 \quad \text{in } \mathbb{R}^2 \times [0, T]
\]
\[
\phi(\cdot, 0) = 0 \quad \text{in } \mathbb{R}^2.
\]
We call \( \phi = \mathcal{T}_j^{-1}(a)[E] \) the unique solution of this problem, through the representation formula \((3.33)\), which defines a linear operator of \( E \). Let us write the operator \( \mathcal{E}_{j, \lambda} \) in \((5.8)\) in the form
\[
\mathcal{E}_{j, \lambda}(\tilde{\psi}, \alpha_j, \psi^{\text{out}}, \tilde{\xi}) = \mathcal{T}_j(\lambda \alpha_j(\tilde{\psi}, \alpha_j, \psi^{\text{out}}, \tilde{\xi}) \tilde{\phi}_j + \kappa_j \nabla_y^\perp \tilde{\psi}_j \cdot \nabla_y (U_0 + \lambda \eta_1 \phi^*_j) + \lambda \tilde{\Theta}_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi}).
\]
where, as usual, \( \tilde{\psi}_j = \mathcal{N}(\tilde{\phi}_j) \), and \( \tilde{\Theta}_j \) is given by (6.41). We reformulate equations (5.11) as

\[
\tilde{\phi} = \mathcal{F}^\text{in}_\lambda(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}),
\]

where

\[
(\mathcal{F}^\text{in}_\lambda)_j(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) := T_j^{-1}(\lambda \mathcal{A}_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}, \tilde{\xi})) [\kappa_j \nabla^2_y \tilde{\psi}_j \cdot \nabla_y (U_0 + \lambda \eta_4 \phi_j) + \lambda \tilde{\Theta}_j(\tilde{\psi}_j, \alpha_j, \psi^{\text{out}}; \tilde{\xi}) - \sum_{l=0}^3 c_{lj} \mathcal{Z}_l] \tag{7.3}
\]

We reformulate the outer equations (5.13)-(5.14) in a similar way. For a given function \( e(x, t) \) with \( \Delta e \in L^\infty(\Omega \times [0, T]) \) and \( e = 0 \) on \( \partial\Omega \times [0, T] \) let us consider the transport operator

\[
\mathcal{T}(e)[\phi] := \phi_0 + \nabla_y^\perp(\Psi_0 + e) \cdot \nabla_x \phi,
\]

and for a bounded function \( E(x, t) \), the linear equation

\[
\mathcal{T}(e)[\phi] + E = 0 \quad \text{in } \Omega \times [0, T]
\]

\[
\phi(\cdot, 0) = 0 \quad \text{in } \Omega.
\]

We call \( \phi = \mathcal{T}^{-1}(e)[E] \) the unique solution of this problem, through the representation formula (3.44). We write (5.13)-(5.14) in the form

\[
\begin{aligned}
\phi^{\text{out}} &= \mathcal{F}^{\text{out}}_\lambda(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) \\
\psi^{\text{out}} &= \mathcal{F}^{\text{out}}_{2\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi})
\end{aligned}
\]

where

\[
\mathcal{F}^{\text{out}}_\lambda(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) := T_1^{-1}(\lambda \sum_{j=1}^N \eta_2 j \psi_j + \lambda \psi^{\text{out}}) \left[ \lambda \tilde{\xi}^{\text{out}}_1(\tilde{\phi}, \alpha, \psi^{\text{out}}; \tilde{\xi}) \right]
\]

with \( \tilde{\xi}^{\text{out}}_1 \) given by (5.10) and

\[
\mathcal{F}^{\text{out}}_{2\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) := (-\Delta)^{-1} \left[ \lambda \phi^{\text{out}} + \lambda \sum_{j=1}^N \kappa_j (\psi_j \Delta x \eta_2 + 2 \nabla_x \eta_2 \cdot \nabla_x \psi_j) + \lambda E^{\text{out}}_2(\tilde{\xi}) \right]
\]

where \( \psi = (-\Delta)^{-1} h \) is the unique solution of

\[
-\Delta \psi = h \quad \text{in } \Omega, \quad \psi = 0 \quad \text{in } \partial\Omega.
\]

and \( E^{\text{out}}_2(\tilde{\xi}) \) is given by (3.54).

Equations (5.12) can be better described using expressions (6.39). Indeed we have that for \( a \) as in (6.38) the bound \( \nabla a = O(\varepsilon^{2+r}) \) holds. Then we find that the equations \( c_{lj} = 0 \) read

\[
\begin{aligned}
\frac{\dot{\xi}_j}{\varepsilon} &= (D\xi_j, \nabla^2_y K)(\xi_0 + \xi_1)[\tilde{\xi}] + \lambda \varepsilon^{-1}(G_0)_{lj}(\tilde{\phi}, \alpha, \psi^{\text{out}}; \tilde{\xi}), \\
\dot{\alpha}_j &= \lambda \varepsilon^{-2}(G_0)_{lj}(\tilde{\phi}, \alpha, \psi^{\text{out}}; \tilde{\xi}), \quad j = 1, \ldots, N, \\
\xi(0) &= 0, \quad \alpha(0) = 0.
\end{aligned}
\]

As usual we write

\[
\alpha_j = (\alpha_{0j}, \alpha_{3j}), \quad \xi_j = (\xi_{j1}, \xi_{j2}), \quad \alpha = (\alpha_1, \ldots, \alpha_N), \quad \xi = (\xi_1, \ldots, \xi_N)
\]
and denote
\[(\mathcal{G}_0)_j = (\mathcal{G}_{0j}, \mathcal{G}_{1j}), \quad (\mathcal{G}_1)_j = (\mathcal{G}_{1j}, \mathcal{G}_{2j}),\]

where
\[\mathcal{G}_{j}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \xi)(t) := \gamma_{t} \int_{\mathbb{R}^2} \left[ \hat{\mathcal{E}}_{j}(\tilde{\psi}_{j}, \alpha_j, \psi^{\text{out}}, \tilde{\xi}) + \varepsilon n_{4} \nabla_{x} \psi^{\text{out}} \cdot \nabla U_{0} \right] Z_{t} d\alpha_{t} \]

Equations (7.5) can be written in fixed point form as
\[
\begin{align*}
\dot{\xi}(t) &= \mathcal{F}_{1\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) = \int_{0}^{t} (B(s)[\tilde{\xi}] + \lambda \mathcal{G}_{1}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) ) \, ds \\
\alpha(t) &= \mathcal{F}_{0\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) = \int_{0}^{t} \lambda \mathcal{G}_{0}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}, \lambda) \, ds
\end{align*}
\]

where
\[\lambda \mathcal{G}_{0}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}, \lambda) \]

Summarizing, our problem is equivalent to system (7.2)-(7.4)-(7.6), which we will next replace by an equivalent fixed point equation in \(\mathcal{O}\) for which the right-hand side is a compact operator for the topology in \(X\).

Let us consider the equations
\[
\begin{align*}
\tilde{\phi} &= \mathcal{F}_{1\lambda}^{\text{in}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) \\
\psi^{\text{out}} &= \mathcal{F}_{1\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) \\
\alpha &= \mathcal{F}_{0\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi})
\end{align*}
\]

where
\[
\begin{align*}
\mathcal{F}_{1\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) &:= \mathcal{F}_{1\lambda}^{\text{out}}(\mathcal{F}_{1\lambda}^{\text{in}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \alpha, \psi^{\text{out}}, \tilde{\xi}) \\
\mathcal{F}_{2\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) &:= \mathcal{F}_{2\lambda}^{\text{out}}(\mathcal{F}_{2\lambda}^{\text{in}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \alpha, \mathcal{F}_{1\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \tilde{\xi}) \\
\mathcal{F}_{1\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) &:= \mathcal{F}_{1\lambda}(\mathcal{F}_{1\lambda}^{\text{in}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \alpha, \mathcal{F}_{2\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \tilde{\xi}) \\
\mathcal{F}_{0\lambda}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}) &:= \mathcal{F}_{0\lambda}(\mathcal{F}_{1\lambda}^{\text{in}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \alpha, \mathcal{F}_{2\lambda}^{\text{out}}(\tilde{\phi}, \alpha, \psi^{\text{out}}, \tilde{\xi}), \tilde{\xi})
\end{align*}
\]

With a slight abuse of notation, we see that System (7.2)-(7.4)-(7.6) in \(\mathcal{O}\) is equivalent to the fixed point problem
\[
\tilde{\rho} = \tilde{\mathcal{F}}_{\lambda}(\tilde{\rho}), \quad \tilde{\rho} \in \mathcal{O}
\]

where
\[
\left\{ \begin{array}{l}
\tilde{\mathcal{F}}_{\lambda}(\tilde{\rho}) := (\mathcal{F}_{\lambda}^{\text{in}}(\tilde{\rho}), \mathcal{F}_{0\lambda}(\tilde{\rho}), \mathcal{F}_{1\lambda}(\tilde{\rho}), \mathcal{F}_{1\lambda}^{\text{out}}(\tilde{\rho}), \mathcal{F}_{2\lambda}(\tilde{\rho})), \\
\tilde{\rho} = (\tilde{\phi}, \alpha, \tilde{\xi}, \psi^{\text{out}}, \psi^{\text{out}})
\end{array} \right.
\]

Lemma 7.1. The operator \(\tilde{\mathcal{F}} : \mathcal{O} \times [0, 1] \rightarrow X\) given by \(\tilde{\mathcal{F}}(\cdot, \lambda) = \tilde{\mathcal{F}}_{\lambda}\) in (7.8) is compact.
Proof. We check that each of the five operators defining \( \tilde{F}_\lambda(\tilde{p}) \) is compact in \( \mathcal{O} \) (uniformly in \( \lambda \)). We start with \( \tilde{F}^{in}_\lambda(\tilde{p}) \) in (7.3). The key fact is that the operator \( g = T^{-1}_j(a|h) \) has the property in Lemma 4.3, which states that a uniform bound in \( \Delta g \) and a control of the modulus of continuity in \( y \) of \( h(y,t) \) uniformly in \( t \) yields a uniform control of the modulus of continuity of \( g \) in both variables \( (y,t) \). We see in (7.3) that for a certain \( C_\varepsilon > 0 \) we have
\[
\|\Delta g a_j\|_{L^\infty(\mathbb{R}^2 \times [0,T])} \leq C_\varepsilon \quad \text{for all} \quad \tilde{p} \in \tilde{\mathcal{O}}.
\]
and it vanishes outside a compact set. Moreover, we have a uniform H"older control in space variables on the corresponding arguments \( h \) for \( \tilde{p} \in \tilde{\mathcal{O}} \) as it follows from the H"older estimates for the gradients of \( \psi_j \) and \( \psi^{out} \) inherited from the uniform bounds holding for \( \tilde{\psi} \) and \( \psi^{out} \) in the definition of \( \mathcal{O} \) (see the argument in the proof of (6.25)). Also, the numbers \( c_j(t) \) have a uniform bound, thanks to (6.39). Uniform Lipschitz bounds hold for the remaining errors, as it follows in particular from Remark 4.2 for the control of the terms involving \( \nabla_y \phi_j \). Lemma 4.3 then implies that \( \tilde{F}^{in}_\lambda(\mathcal{O}) \) is a set of continuous functions \( g : \mathbb{R}^2 \times [0,T] \to \mathbb{R}^N \) whose restrictions to any compact set defines a uniformly bounded, equicontinuous set. Hence, any sequence \( \phi_n \in \tilde{F}^{in}_\lambda(\mathcal{O}) \) has a subsequence \( \phi_{n'} \) which is uniformly convergent on each compact set. Finally, we observe that \( \|\phi_n\|_4 \leq C_\varepsilon \) since the argument of the transport operator has this property. This implies that \( \phi_{n'} \) is actually convergent in the space of continuous functions with finite \( \|\cdot\|_{3+\beta} \)-norm, since \( 0 < \beta < 1 \). Hence \( \tilde{F}^{in}_\lambda(\mathcal{O}) \) is precompact in this space. The compactness of the operator \( \tilde{F}^{out}_{0\lambda} \) into \( C(\Omega \times [0,T]) \) follows directly from Arzela-Ascoli’s theorem, again from the corresponding control for the transport equation and the uniform controls on space and time variables valid for the operator \( \tilde{F}^{in}_{1\lambda} \). From here the compactness for \( \tilde{F}^{out}_{\lambda} \) follows in similar manner. Finally, the compactness of the operators \( \tilde{F}_{0\lambda}(\tilde{p}), \tilde{F}_{1\lambda}(\tilde{p}) \) into \( C^1([0,T]) \) follows again from the equicontinuity in \( t \) inherited for the different terms involved in their definition. The proof is concluded. \( \square \)

7.3. Conclusion of the proof of Theorem 1. The original problem has been so far reduced to finding a solution of the fixed point problem (7.7) for \( \lambda = 1 \). To do this, we will prove that for all \( \lambda \in [0,1] \) equation (7.7) has no solution \( \tilde{p} \in \partial \tilde{\mathcal{O}} \), at least whenever \( \varepsilon \) is chosen sufficiently small. Let us assume that \( \tilde{p} \in \tilde{\mathcal{O}} \) satisfies (7.7) for some \( \lambda \). We claim that actually \( \tilde{p} \in \mathcal{O} \). We use the considerations in §6.5. Using bounds (7.1) and Lemma 6.1 we find that the function \( a(y,t) \) in (6.38) satisfies \( \nabla_y a = O(\varepsilon^{3-4\beta}) = O(\varepsilon^{1+\nu}) \) provided that \( \beta \) was chosen sufficiently small. Then estimates (6.42), (6.43) apply for the coordinate \( \phi \) of \( \tilde{p} \). Examining the function (6.41) we quickly see that if \( \beta \) was chosen sufficiently small then
\[
\|\tilde{\Theta}_j(\tilde{\psi}, \alpha, \psi^{out}, \xi)\|_{3+\beta} \leq \varepsilon^{3-\frac{5}{2}\beta}
\]
Estimates (6.42), (6.43) then yield, by definition of the inner norm,
\[
\|\tilde{\phi}\|_4 \leq \varepsilon^{3-2\beta} \ll \varepsilon^{3-3\beta},
\]
the latter number being that involved in the definition of \( \mathcal{O} \) in (7.1). Let us consider the outer equations. Examining expression (5.10) that determines the size of \( \phi^{out} \), we see that its magnitude does not exceed the order \( O(\varepsilon^{4-\beta}) \). Here we have used the remote size of \( \tilde{\phi} \) implicit in the norm \( \|\tilde{\phi}_j\|_4 \). Indeed using the size induced in \( \tilde{\psi} \), we find that
\[
\|\phi^{out}\|_{o1} + \|\psi^{out}\|_{o2} \leq \varepsilon^{4-2\beta} \ll \varepsilon^{4-3\beta}.
\]
Finally from the size of $\Theta_j$ we readily see that
\[
\|\tilde{\xi}_j\|_{C^1([0,T])} + \varepsilon\|\alpha_j\|_{C^1([0,T])} \leq \varepsilon^{4-2\beta} \ll \varepsilon^{4-3\beta}.
\]
As a conclusion, we get that $\vec{p} \in O$ and the claim has been proven.

Standard degree theory applies then to yield that the degree $\deg(I - \tilde{F}(\cdot, \lambda), O, 0)$ is well-defined and it is constant in $\lambda \in [0,1]$. Since $\tilde{F}(\cdot, 0)$ is a linear compact operator, this constant is actually non-zero. Existence of a solution in $O$ for $\lambda = 1$ then follows. The proof is concluded.
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