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Abstract: This paper introduces a framework for optimal placement (OP) of phasor measurement units (PMUs) using metaheuristic algorithms in a distribution network. The voltage magnitude and phase angle obtained from PMUs were selected as the input variables for supervised learning-based pseudo-measurement modeling that outputs the voltage magnitude and phase angle of the unmeasured buses. For three, four, and five PMU installations, the metaheuristic algorithms explored 2000 combinations, corresponding to 40.32%, 5.56%, and 0.99% of all placement combinations in the 33-bus system and 3.99%, 0.25%, and 0.02% in the 69-bus system, respectively. Two metaheuristic algorithms, a genetic algorithm and particle swarm optimization, were applied; the results of the techniques were compared to random search and brute-force algorithms. Subsequently, the effects of pseudo-measurements based on optimal PMU placement were verified by state estimation. The state estimation results were compared among the pseudo-measurements generated by the optimal PMU placement, worst PMU placement, and load profile (LP). State estimation results based on OP were superior to those of LP-based pseudo-measurements. However, when pseudo-measurements based on the worst placement were used as state variables, the results were inferior to those obtained using the LP.
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1. Introduction

Energy conversion is increasingly drawing attention due to the goals of the Kyoto Protocol and Paris Climate Agreement. Renewable energy sources are steadily being incorporated into distribution systems, and the systems are changing accordingly. However, with this transition, distribution systems can suffer problems such as voltage instability, thermal overload, and monitor distribution systems to ensure stable operation. However, meters installed in power distribution systems are often limited to substations or low-voltage networks [1] due to the high cost of installing phasor measurement unit (PMU) necessary to make the most of a limited number of meters.

Traditionally, supervisory control and data acquisition (SCADA) systems have been used to observe the state of the system. A common task SCADA performs is state estimation that relies on unsynchronized and slow measurements [2]. Measurements based on SCADA have some limitations and errors, such as slow duty cycle and measurement delay due to communication bias. To solve these problems and limitations, wide-area monitoring protection and control (WAMPAC) has been proposed [3,4]. The PMU is a key component of WAMPAC, facilitating real-time calculations and synchronized phasor measurements of voltages and currents in the power grid. PMUs can utilize global positioning systems (GPS) to achieve precision and accuracy, so their use is rapidly increasing to improve monitoring...
of power grids. However, since PMUs are expensive equipment, installing them in all locations would require an astronomical cost. In order to solve this problem, studies have been conducted to optimize the number and installation location of PMUs to secure system observability at the lowest cost.

There are numerous studies of optimal meter placement using heuristic algorithms in power systems. The authors of [5] proposed heuristic search-based solutions to minimize the cost of installing meters by accepting a trade-off between estimation accuracy and meter installation costs. In [6], a heuristic meter placement for load estimation is presented; this method can handle large distribution systems with only moderate computation requirements, making it easier to handle the actual constraints of meter failure backups, space availability, existing meters, and unbalanced distribution systems. Additionally, their approach [6] provides a reasonable compromise in terms of the complexity of meter deployment for distribution planning and operation. In [7], an ordinal optimization technique was introduced in an attempt to improve the estimation accuracy. According to the author, the simplicity and computational efficiency of this algorithm are much improved over other discovery-based search algorithms, making it suitable for practical purposes. In [8], genetic algorithm (GA)-based solutions are provided to improve estimation accuracy. A number of studies have been conducted on the optimal placement (OP) of meters, with the intent of securing the observability of the system and thus increasing the estimation accuracy. In [9], a GA technique is used to determine optimal meter placement, in which the optimal meter layout was identified for maintaining the system’s observability. In [10], a GA was used for optimal meter placement, for static estimation of harmonic sources in the power system. GA techniques tend to show similar results to complete enumeration techniques. One of the conclusions of this study was that the superiority of GA techniques over complete enumeration increases as the number of meters or the system size used for placement increases. In [11], binary particle swarm optimization (BPSO) techniques were used to optimally position PMUs. BPSO-based approaches have been used to investigate PMU placement with two main objectives: minimizing the number of PMUs required to maintain full observability of the system and maximize measurement redundancy for all buses in the system.

Numerous studies have been conducted on the placement of meters to secure observability or improve state estimation accuracy. However, the optimal meter placement for this purpose has constraints that require minimal meter guarantees. If it is impossible to achieve observability of the power system with only the installed meters, pseudo-measurements can be used. The basic method of generating pseudo-measurements is to use historical data from feeders and load profiles (LPs) [12]. However, pseudo-measurements generated in this way tend to have poor accuracy and high variance in state estimations [13]. Numerous studies have obtained more accurate pseudo-measurements using artificial intelligence (AI) techniques [13–20]. In [14], optimal meter placement was achieved by estimating the voltage data via AI techniques; with their method, it is possible to quickly select the optimal meter position based on simple rules, with only the voltage magnitude estimates taken into account. The authors in [15] proposed an artificial neural network (ANN)-based pseudo-measurement technique to estimate the active/reactive power of the line for state estimation in the distribution system. The proposed technique generated two ANN models that trained LPs and offline load flows, or historical data, to determine the active/reactive injection power.

In [15], linear regression (LR), support vector machine, and feed-forward neural network techniques were used to estimate the voltage at the measured point, and the voltage and phase angle at the unmeasured point, for comparison of the results. Modeling with AI models tends to be more accurate than that based on LPs. It also enables better state estimation with fewer meters than is required to achieve observability or improve estimation accuracy. However, the basis for selecting the input bus was not considered. In [16], pseudo-measurements were modeled using ANN and a Gaussian mixture model (GMM) in a low-voltage distribution system; the GMM was used to determine the variance of
the pseudo-measurements generated by the ANN. In [17], the author estimated pseudo-measurements using gradient-boosting tree techniques; this approach requires extensive training time, but can be performed offline as it uses only historical data. The trained model provides fast predictions. The main advantage is that the model is learned based on user-level measurement data, unlike the LP-based model, and generates more accurate pseudo-measurements. In addition, the model is built step-by-step, so it can be applied to distribution systems with frequent topology changes. Depending on the topology, a subset can be used to generate pseudo-measurements. In [18], ANN and Fourier decomposition were used to model the pseudo-measurements’ typical active power/reactive power and the standard deviation profile. In [19], an extreme learning machine-based pseudo-measurement modeling technique is proposed that uses injection power measured by the supervisory control and data acquisition as input, and real and imaginary parts of the bus voltage as output. This technique not only improves the accuracy of the state estimation, but also significantly reduces the computational time. In [20], a convolutional neural network-based method for pseudo-measurement modeling in a distribution system state estimation was studied. This method improves the efficiency of the calculations. In many cases, pseudo-measurement modeling using AI techniques requires model generation through learning data. The meter’s position influences AI-based pseudo-measurement modeling, as data acquisition in the power system is primarily done by meters. However, as the number of nodes in the target system increases, or as the number of meters installed reaches half of the total number of nodes, the number of nodes required for exhaustive exploration also increases. Therefore, the study is needed to derive optimal meter placement through efficient exploration, for AI-based pseudo-measurement modeling.

In order to calculate voltage magnitude and phase angle of the buses by the power flow calculation, at least two parameters among active/reactive power, voltage magnitude, and phase angle of all buses are required. As obtaining sufficient parameter information needed for power flow calculation of all buses in a system lacking meters is impossible, power flow calculation cannot be used to calculate the parameters of unmeasured points. Even if the same unmeasured point is targeted, a different LR model is generated as the measured point is changed. It is difficult to determine which model is generated according to the measurement point because there are insufficient data to explain the relationship between the measurement point and the unmeasured point. Accordingly, approaches based on metaheuristics can find good solutions in less computational time, even for uncertain and highly complex problems like PMU placement for supervised learning-based pseudo-measurement modeling [21].

Generating supervised learning models requires sufficient data to be used for learning and validation. In this study, the active/reactive power injected into each node was randomly generated with Gaussian noise ($\sigma = 25\%$), and power flow calculations were used to obtain voltage and phase angle data. Power flow calculations were implemented by pandapower, a Python open source library.

\begin{align}
P_i &= \sum_{k=1}^{n} |V_i||V_k|(G_{ik}\cos\theta_{ik} + B_{ik}\sin\theta_{ik}), \quad i = 1, 2, \cdots, n \quad (1) \\
Q_i &= \sum_{k=1}^{n} |V_i||V_k|(G_{ik}\sin\theta_{ik} - B_{ik}\cos\theta_{ik}), \quad i = 1, 2, \cdots, n \quad (2)
\end{align}

where $P_i$, $Q_i$, $G_{ik}$, $B_{ik}$, $V_i$, and $V_k$ are the active and reactive power of the $i$th bus of the network, the elements of the conductance matrix and susceptance matrix, and the voltages of the $i$th bus and $k$th bus, respectively. Equations (1) and (2) were used to generate data for supervised learning model training. The details of this process can be found in [15].

In this paper, two metaheuristic algorithms, GA and PSO, which have the most related papers among metaheuristic techniques on Google Scholar, were used [22]. Optimal meter placement results were compared with random search (RS) [23] and brute force (BF) [24].
techniques. The estimated pseudo-measurements based on OP were compared to pseudo-measurements based on LPs, in which each pseudo-measurement was used as a state variable for state estimation. The criterion for the optimal position is the total vector error (TVE) of all unmeasured points estimated by LR techniques.

The main contributions of the proposed approach are: (i) Provides an approach for optimal PMU placement for supervised learning-based pseudo-measurement modeling techniques, which previous studies have not focused on. (ii) Even in highly complex systems, excellent placement can be found in a short time through effective search strategies of metaheuristic techniques. (iii) Various metaheuristic techniques can be applied using a proposed framework that is not limited to specific metaheuristic techniques. (iv) In [15], only the performance of the estimated pseudo-measurement value was evaluated, but in this paper, the weighted least squares state estimation was performed considering the uncertainty of the pseudo-measurement value and compared with the load profile-based method.

The rest of this paper consists of four sections. The pseudo-measurement modeling technique based on LR is described in Section 2. Problem formulation and the application of metaheuristic techniques for optimal meter placement is introduced in Section 3. Simulation results for comparison of optimal meter placement and the performance of the pseudo-measurements generated at that location are provided in Section 4, and a summary and conclusion are provided in Section 5.

2. Pseudo-Measurement Modeling

Here we used LR to generate the supervised learning models. LR is used by scipy, a Python open-source library. LR techniques show excellent pseudo-measurement estimation performance and are easily applied in large-scale systems using relatively simple computational processes [15]. The expression for LR is as followed (Equation (3)):

$$y = X\beta + \epsilon,$$  

where $y$ is the dependent variable vector of dimension $u \times 1$. Our pseudo-measurement model comprised the voltage magnitude and phase angle of the estimation target buses, where $m$ is the number of buses being measured. The $X$ value on the right side is the independent variable matrix of dimension $u \times (m + 1)$, with the first column consisting of 1. Vector $\beta$ is the coefficient variable of dimension $(m + 1) \times 1$ and $\epsilon$ and $\epsilon$ is an error term vector of dimension $u \times 1$, which denotes an error between the dependent and independent variables. The details for this process can be found in [15].

3. Problem Formulation

In this section, the problem of PMU placement through metaheuristic techniques is formalized. Metaheuristic techniques explore PMU placement based on the TVE of unmeasured buses estimated by the LR model. Different LR models are generated depending on PMU placement, and the generated LR model estimates the parameters of the unmeasured point based on the parameters of the measured point. Estimating the model that will be generated is difficult because it requires a formula that clearly identifies the relationship between the parameters of the measured and unmeasured points. Metaheuristic methods can provide solutions to these problems through their own search strategies, whereas mathematical optimization techniques, such as linear programming and quadratic programming, are difficult to apply.

The criteria for assessing the accuracy of measurements of a PMU are defined in [25]. The phasor value of a sine wave is represented by two values: the amplitude and the phase. TVE can be utilized as an indicator of a PMU’s performance by considering these two values together. TVE is calculated by comparing theoretical values with phasors of measurements. The expression is as follows (Equation (4)): 

$$TVE = \sqrt{\sum_{i=1}^{n} (y_{i} - \hat{y}_{i})^2}.$$
\[ TVE(n) = \sqrt{(\hat{X}_r(n) - X_r(n))^2 + (\hat{X}_i(n) - X_i(n))^2} \]

where \( \hat{X}_r(n) \) and \( \hat{X}_i(n) \) are real and imaginary part value of phasor measured by PMU; \( X_r(n) \) and \( X_i(n) \) are real and imaginary part value of theoretical phasor calculated by power flow calculation. If the phasor of the unmeasured bus No. \( n \) estimated by LR is inputted, the TVE of the bus is outputted.

The placement information and number of PMUs determine the data used to learn LR models. The values estimated by the learned LR model consist of the voltage magnitude and angle. Both are combined by TVE, making them one value. In other words, optimal PMU placement requires a solution to the nonlinear optimization problem that minimizes the value of the objective function, which depends on the placement and number of PMUs. The mathematical expression is the following (Equations (5)–(8)):

\[
b_i(N_m) = [\text{PMUlocation}_1, \text{PMUlocation}_2, \cdots, \text{PMUlocation}_N]_m, \quad i = 1, 2, \cdots, N_p \tag{5}
\]

\[
f(b_i(N_m)) = [V_{i1}, \theta_{i1}, V_{i2}, \theta_{i2}, \cdots, V_{iN}, \theta_{iN}], \tag{6}
\]

\[
T_i = [TVE_{i1}, TVE_{i2}, \cdots, TVE_{iN_u}], \tag{7}
\]

\[
\text{avgTVE}_i = \frac{1}{N_u} \sum_{k=1}^{N_u} TVE_{ik}, \tag{8}
\]

where \( T_i \) is a vector consists of TVEs of each unmeasured buses, and \( b_i \) is placement of PMUs, the vector consists of locations where PMUs are installed. \( N_m \) is the number of buses PMU installed, \( N_p \) is the total number of particles (populations), and \( N_u \) is the number of unmeasured buses. In other words, a metaheuristic algorithm is used to find the best placement \( b_i \) that minimizes average TVE. Metaheuristic algorithms are performed with the goal of finding combinations with lower average TVE values as the number of iterations (generations) increases.

Figure 1 shows the overall conceptual diagram of optimal PMU placement framework using metaheuristic technique. Voltage magnitude and phase angle data obtained from placement derived by metaheuristic techniques are used as input data to LR model training. Subsequently, test sets are used to evaluate the TVE. This process is repeated until the termination condition is satisfied. In this paper, first, a vector with 100 random PMU placement combinations is generated. The value of the vector can be any bus number except for the slack bus, because it is assumed that the PMU is installed on the bus. After that, each vector goes to the supervised learning model creation process to generate a linear regression model that estimates the voltage and phase angle of a bus that is not installed based on the voltage and phase angle of the bus where the PMU is installed. This process is repeated until all 100 vectors have been performed. Then, the value of each vector is updated to find a vector with a lower average TVE value through the Eigen strategy of the metaheuristic algorithm. This corresponds to the crossover and mutation process in the case of GA, and update velocity in the case of PSO. This process is performed 20 times. After all 20 runs are completed, the optimal location is selected as the location corresponding to the vector with the lowest average TVE value among the vectors found while 100 vectors are updated 20 times. The linear regression model created based on this optimal position generates pseudo-measured values for unmeasured points, and is used as a state variable for state estimation along with the measured values at the point where the PMU is installed.

In Figure 1, the box corresponding to the ‘Metaheuristic algorithm’, any algorithm that outputs a vector containing the arrangement information of the PMU according to
iterative execution can be used even if it is not GA or PSO. The box corresponding to the ‘Supervised Learning Model’ can be applied not only to linear regression techniques but to any regression technique that can estimate the parameters of the unmeasured point with the measurement value of the PMU.

![Figure 1. Overall conceptual diagram of the framework.](image)

### 3.1. Genetic Algorithms

GA has been used in science and engineering as a computational model for adaptive algorithms and natural evolution systems to solve real-world problems [26]. By simulating the survival-of-the-deficit evolution strategy of chromosomes, the optimal combination of PMU placement is derived by crossover and mutation processes.

GA has a crossover process among multiple objects, this process enables efficient exploration compared to simple random exploration. Furthermore, the mutation process can improve the phenomenon in which the solution falls into local optima, and is widely applied to solving nonlinear or computationally complex problems. Figure 2 shows the overall process of GA. To determine optimal PMU placement, GA was applied as follows:

1. **Generate population:** The $N_g$ combinations are chosen at random from a set of $\binom{N}{N_m}$, where $N$ is the total number of buses and $N_m$ is the number of PMU-installed buses. Selected buses are used as input buses for LR, which estimates pseudo-measurement.
2. **Evaluate average TVE:** Using $N_m$ voltage magnitude and phase angle data and active power and reactive power of the slack bus as inputs, $N_u$ voltage magnitude and phase angle of unmeasured points are estimated, where $N_u$ is a number of unmeasured buses. After that, convert the estimated voltage magnitude and phase angle for unmeasured points to TVE through Equation (4). The evaluation of that combination is based on the average TVE of $N_u$ unmeasured buses.
3. **Selection:** The $h_1$ combinations with the lowest average TVE value based on fitness values and the $h_2$ combinations chosen at random as lucky survivors are chosen to be the parents of the next generation.
4. **Crossover:** A total of $h_1 + h_2$ combinations surviving from the selection process are grouped into $(h_1 + h_2)/2$ to create five combinations for each pair through the crossover process. A total of 20 pairs produce 100 combinations, resulting in 100 new combinations. The crossover process was carried out by combining the PMU placement information of each pair and then choosing the number of $N_m$ random extraction.
5. Mutation: $h_4$ of the generated combinations are selected as mutation and one of the information (bus position that PMU is installed) is changed to a random value. After completing this process, a new generation consisting of 100 combinations is born.

6. Return to the “Evaluate average TVE” process. These processes are repeated until the $N_{ig}$th generation. The information (PMU position) of the gene that had the best value since the $N_{ig}$th generation is selected as the optimal PMU.

**Figure 2.** Flowchart of GA.

The parameters of GA are considered as shown in Table 1.

**Table 1.** Parameters of GA.

| Parameter | Description          | Values |
|-----------|----------------------|--------|
| $N_{pg}$  | Population sizes     | 100    |
| $h_1$     | Best samples         | 20%    |
| $h_2$     | Lucky samples        | 20%    |
| $h_3$     | Number of children   | 5      |
| $h_4$     | Chance of mutation   | 20%    |
| $N_{ig}$  | Final generation     | 20     |

3.2. Particle Swarm Optimization

Particle swarm optimization (PSO) is an optimization technique implemented by mimicking the collective behavioral characteristics of organisms such as birds and fish. The value of the candidate solution expressed as the position of the particle is found through iterative computation to find the optimal solution of the objective function, and the position of the candidate solution is updated through a simple equation as shown below (Equations (9) and (10)).

\[
x_i(t+1) = x_i(t) + v_i(t+1), \quad (9)
\]

\[
v_i(t+1) = wv_i(t) + c_1(p_i - x_i(t))R_1 + c_2(g - x_i(t))R_2, \quad (10)
\]

where $x_i$ is the position vector of the $i$th particle, and the new position $x_i(t+1)$ is updated reflecting the velocity at the existing position. In this paper, $x_i$ consists of a combination of buses that placed PMUs. $v_i$ is the velocity associated with the renewal of particles and is
updated with reference to Table 2, where \( p \) is known as “personal best (pbest)”. It means the coordinates of the best solution obtained so far by that specific individual, while \( g \) is the “global best (gbest)”, the overall best solution obtained by the swarm. The best placements of each particle are \( p \), and the best placement of all particles are \( g \) in this problem. Values of cognitive factors \( c_1 \) and social factors \( c_2 \) determine weight of \( p \) and \( g \), respectively. Inertia weight \( (w) \) determines the contribution rate of a particle’s previous velocity to its velocity at the current time step [27]. Parameters about these variables refer to [28]. In Equation (10), \( R_1 \) and \( R_2 \) are uniformly distributed random variable in the range \([0,1]\), i.e., random numbers generated from a uniform distribution in \([0,1]\), so that both the social and the cognitive components have a stochastic influence on the velocity update rule in Equation (10).

PSO is characterized by several particles within the exploration space, used to derive optimal solutions and update their locations by considering the information of individual particles and the entire group at the same time. A detailed description of this technique can be found in [27,29]. Figure 3 shows the PSO process. To determine the optimal PMU placement using PSO, a PSO algorithm was applied as follows:

**Figure 3. Flowchart of PSO.**

1. **Initialization**: \( N_{pp} \) combinations of PMU placement were generated. The combinations were generated at random from the combination set \( N C_{N_m} \), where \( N \) is the system size (total bus number) and \( N_m \) is the number of PMU-installed buses. The combinations that occurred were applied as the PMU installation point in the simulation.
2. **Evaluate the fitness value**: The average TVE of \( N_u \) unmeasured buses becomes the evaluation of that combination. The calculation of fitness values was carried out with Equation (4), such as the approach used with the GA described earlier.
3. **Update gbest and pbest**: Based on the fitness value, the position with the lowest average TVE value for an individual particle (pbest) and the position with the lowest TVE value for all particles (gbest) are updated.
4. **If the number of iterations is reaches \( N_{ig} \):** the process moves on to step 6, otherwise, it moves on to step 5.
5. **Velocity and position were updated**: the velocity equation reflecting inertial, social, and cognitive factors was used to update the position of each particle. The parameter information is shown in Table 2. The position of each updated particle moves back to step 2, and the process is repeated.
6. **After all iterations are terminated, the coordinate of gbest is selected as the optimal placement.**

The parameters of PSO are considered as shown in Table 2.
### Table 2. Parameters of PSO.

| Parameter | Description | Values |
|-----------|-------------|--------|
| $c_1$     | Cognitive factor | 2.0    |
| $c_2$     | Social factor   | 2.0    |
| $w$       | Inertia weight  | 0.9    |
| $N_{pp}$  | Particles       | 100    |
| $N_{ip}$  | Max iteration   | 20     |
| $d$       | Dimension       | $N_m$  |

### 4. Simulation Result

#### 4.1. Optimal PMU Placement

The effectiveness of the metaheuristic algorithm for optimal PMU placement was tested. The simulation was conducted assuming that there were three, four, and five PMUs installed in each of the two test feeder cases. The results obtained from the metaheuristic algorithm were compared to the RS algorithm. RS was first proposed by Brooks in 1958 [30]. RS belongs to a family of numerical optimization methods that do not require optimization of the slope of the problem, so they can be used for noncontinuous or differentiable functions. The RS method does not place any constraints on the search process, so it is easy to search for uninformed problems. In this study, the average value for each search was obtained from a total of 10,000 trials. For example, in the 100th search (first generation), the minimum value obtained by RS occurred 10,000 times in total, and the average minimum value was obtained, which was repeated until 100, 200, ..., and 2000 searches had been completed. All techniques were developed in the Python environment.

#### 4.1.1. Case 1—IEEE 33-Bus System

Figure 4 shows the single-line circuit diagram of the IEEE 33-bus system. All data for this system were configured with reference to [31].

![IEEE 33-bus system](image)
In Table 3, 'Rank' represents the rank that the algorithm found among all possible combinations of the case, and 'top %' is an indicator of the top percentage of the combination, 'Exploration' represents the minimum number of combinatorial searches taken to find that rank, and 'top' indicates that the placement combination corresponds to the best placement. IB is the position of buses derived by each algorithm. Comparing the algorithm results with three, four, and five PMUs installed, metaheuristic techniques always found a better combination than random exploration. In addition, although it explored far fewer combinations than BF, it selected the top-level combination as the best location. In this task, GA and PSO explore every possible combination based on 2000 searches.

Figures 5–7 show the ranks of the PMU placements found by each technique, as the number of explorations increases. The first iteration of the metaheuristic technique, similar to random exploration, did not appear to be superior to RS because 100 random combinations were selected. However, from the second iteration onward, the exploration was more efficient than RS.

As shown in Table 3 and Figures 5–7, metaheuristic techniques were superior to RS as the number of PMUs installed increased. In other words, the performance of the metaheuristic techniques increased with the number of combinations required for the exhaustive search.

**Figure 5.** PMU placement ranking based on number of exploration: 33-bus system, $N_{PMU} = 3$.

**Figure 6.** PMU placement ranking based on number of exploration: 33-bus system, $N_{PMU} = 4$.

**Figure 7.** PMU placement ranking based on number of exploration: 33-bus system, $N_{PMU} = 5$. 
Table 3. PMU placement results—33-bus system.

| Method | \( N_m \) | Rank (Top %) | Exploration | IB |
|--------|----------|-------------|-------------|----|
| GA     | 3        | 1 (top)     | 900         | 9, 16, 31 |
|        | 4        | 1 (top)     | 900         | 9, 16, 24, 31 |
|        | 5        | 8 (0.004)   | 1200        | 6, 10, 16, 24, 31 |
|        | 3        | 1 (top)     | 900         | 9, 16, 31 |
| PSO    | 4        | 1 (top)     | 600         | 9, 16, 24, 31 |
|        | 5        | 1 (top)     | 900         | 10, 16, 24, 26, 31 |
|        | 3        | 3 (0.06)    | 2000        | 10, 16, 31 |
| RS     | 4        | 18 (0.05)   | 2000        | 9, 16, 24, 32 |
|        | 5        | 101 (0.05)  | 2000        | 6, 10, 17, 23, 31 |
|        | 3        | 1 (top)     | 4960        | 9, 16, 31 |
| BF     | 4        | 1 (top)     | 35,960      | 9, 16, 24, 31 |
|        | 5        | 1 (top)     | 201,376     | 10, 16, 24, 26, 31 |

\( N_m \): Number of Installed PMU, IB: Identified Buses, RS: Random Search, BF: Brute Force.

4.1.2. Case 2—IEEE 69-Bus System

Figure 8 shows a single line circuit diagram of the 69-bus system. All of the data of this system were configured with reference to [32]. The results obtained through each algorithm are shown in Table 4. Regardless of the number of PMUs installed, metaheuristic techniques were superior to RS, as in the previous case.

![IEEE 69-bus system diagram](image)

Figure 8. IEEE 69-bus system.

Figures 9–11 show the ranks of the PMU placements derived by each technique, as the number of explorations increased in the 69-bus system. At the beginning of the exploration, superiority over random exploration was difficult, but as the exploration progressed, OP was found more effectively. Optimal PMU placement via metaheuristic techniques tended to show better performance as the number of combinations required for exploration increased. In the case of five installed PMUs, the total number of combinations corresponding to an exhaustive search was \( \binom{65}{5} \times 10,424,128 \); however, only 2000 combinations (0.019%) reached the top 0.0036% rank.
Table 4. PMU placement results—69-bus system.

| Method | $N_{m}$ | Rank (Top %) | Exploration | IB          |
|--------|---------|--------------|-------------|-------------|
| GA     | 3       | 4 (0.008)    | 1800        | 20, 60, 67  |
|        | 4       | 38 (0.005)   | 2000        | 20, 43, 62, 67 |
|        | 5       | 680 (0.007)  | 1000        | 20, 43, 62, 63, 66 |
|        | 3       | 1 (top)      | 1900        | 10, 20, 60  |
| PSO    | 4       | 19 (0.002)   | 1300        | 20, 44, 60, 67 |
|        | 5       | 371 (0.004)  | 1600        | 10, 20, 46, 63, 64 |
|        | 3       | 24 (0.048)   | 2000        | 10, 24, 60  |
| RS     | 4       | 402 (0.049)  | 2000        | 10, 19, 60, 64 |
|        | 5       | 5077 (0.049) | 2000        | 6, 13, 20, 43, 60 |
|        | 3       | 1 (top)      | 50,116      | 10, 20, 60  |
| BF     | 4       | 1 (top)      | 814,385     | 10, 20, 43, 60 |
|        | 5       | 1 (top)      | 10,424,128  | 10, 20, 43, 60, 65 |

$N_{m}$: Number of Installed PMU; IB: Identified Buses; RS: Random Search, BF: Brute Force.

Figure 9. PMU placement ranking based on number of exploration—69-bus system, $N_{m} = 3$.

Figure 10. PMU placement ranking based on number of exploration—69-bus system, $N_{m} = 4$.

Figure 11. PMU placement ranking based on number of exploration—69-bus system, $N_{m} = 5$. 
4.2. State Estimation

To verify the effect of OP on state estimation, a weighted least squares algorithm [33] was employed. Cases of pseudo-measurements generated from OP, and worst placement (WP) and pseudo-measurements generated through LPs, were compared. In this paper, the measurement uncertainty of PMU and each pseudo-measurement was considered as follows:

1. Measurement uncertainty of PMU: 1% for voltage magnitude, $0.573^\circ$ for phase angle [34].
2. Pseudo-measurements based on OP and WP: Uncertainty in values estimated by LR.
3. Pseudo-measurements based on LP: 50% for active/reactive power.

State estimation was performed for the IEEE 33- and 69-bus systems. The state estimation results showed remarkable improvement when the pseudo-measurements modeled by supervised learning techniques (based on OP) were used, regardless of the number of PMUs installed.

4.2.1. Case 1—IEEE 33-Bus System

The results of the state estimation conducted for the IEEE 33-bus system are as follows: Table 5 shows the voltage magnitude and angle errors for the 33-bus system. Pseudo-measurements generated by supervised learning techniques (OP, WP) were compared to those based on LPs.

| $N_m$ | Indicator | OP     | LP     | WP     | OP     | LP     | WP     |
|-------|-----------|--------|--------|--------|--------|--------|--------|
|       |           | Magnitude ($\times 10^{-6}$ p.u) | Angle ($\times 10^{-3}$ Degree) |        |        |        |        |
| 3     | Avg       | 71.294 | 175.094 | 15,556.095 | 1.977 | 15.514 | 2074.534 |
|       | Max       | 621.567 | 780.11 | 66,611.141 | 14.991 | 84.133 | 8413.159 |
|       | Min       | 0      | 0      | 0      | 0      | 0      | 0      |
| 4     | Avg       | 55.443 | 155.081 | 16,795.932 | 1.096 | 14.629 | 1974.514 |
|       | Max       | 349.5  | 755.405 | 67,255.438 | 3.3869 | 49.88  | 8398.775 |
|       | Min       | 0      | 0      | 0      | 0      | 0      | 0      |
| 5     | Avg       | 41.741 | 147.8  | 17,136.878 | 0.41  | 9.2    | 1578.64 |
|       | Max       | 409.756 | 762.125 | 59,708.604 | 2.993 | 35.865 | 7263.886 |
|       | Min       | 0      | 0      | 0      | 0      | 0      | 0      |

OP: Optimal Placement, LP: Load Profile, WP: Worst Placement.

If the pseudo-measurements were generated through LR, which is based on OP, the state estimation error was lower, regardless of the number of PMUs installed, than if pseudo-measurements generated based on LP were used as state variables. However, if the PMU was installed in the WP, the estimation was higher than that of generated pseudo-measurements based on LP.

Compared to OP- and LP-based pseudo-measurements, the case of three installed PMUs showed 2.43- and 13.68-fold differences in the average voltage magnitude and phase angle, respectively, and 1.33- and 6.89-fold differences in the maximum voltage magnitude and phase angle, respectively. In the case of four PMUs being installed, 2.8- and 13.34-fold differences in the average voltage magnitude and phase angle were seen, respectively, and there were 2.16- and 14.73-fold differences in the maximum voltage magnitude and phase angle, respectively. In the case where five PMUs were installed, there were 3.54- and 22.44-fold differences in the average voltage magnitude and phase angle, and 1.86- and 11.98-fold differences in the maximum voltage magnitude and phase angle error, respectively. The state estimation error with supervised learning-based pseudo-estimation in the worst case of PMU placement was much greater than when LP-based pseudo-measurements were used as state variables. In this case, as shown in Table 5, the average voltage magnitude error was 88.84, 108.3, and 115.95 times larger than the OP suggested by PSO in the cases
where three, four, and five PMUs were installed, and the maximum error was 85.39, 89.03, and 78.34 times larger. For the phase angle error, the average error was 133.72, 134.97, and 171.59 times larger for the cases with three, four, and five PMUs installed, respectively, and the maximum error was 100, 168.38, and 202.53 times larger. The larger the number of PMUs installed overall, the greater the superiority of the optimal PMU selection.

Figures 12–14 show the state estimation error when the OP-based pseudo-measurements were used as state variables for state estimation. Figure 13 shows a graph for a PMU installed at bus No. 24 in Figure 12. Adding PMUs to bus No. 24 significantly reduced errors in bus Nos. 23 and 25, which were adjacent to bus No. 24. The tendency to reduce the error of adjacent buses was seen in all cases in which pseudo-measurements were generated based on LR techniques. Figure 14 shows a state estimation error graph for a five-PMU installation. In this case, bus Nos. 10 and 26 were added, and bus No. 9 was removed; compare to Figure 13. As a result, the error between the excluded bus and its adjacent bus No. 8 increased, and the error between the newly installed buses (Nos. 10 and 26) and their adjacent buses decreased.

![Figure 12. State estimation error (OP): 33-bus system, $N_m = 3$.](image1)

![Figure 13. State estimation error (OP): 33-bus system, $N_m = 4$.](image2)

![Figure 14. State estimation error (OP): 33-bus system, $N_m = 5$.](image3)
4.2.2. Case 2—IEEE 69-Bus System

The results of the state estimation conducted in the IEEE 69-bus system are as follows:

Table 6 shows the voltage magnitude and phase angle errors in the 69-bus system. A comparison was made between pseudo-measurements generated by supervised learning techniques (OP, WP) and based on LPs, which were used as state variables for state estimation.

| $N_m$ | Indicator | Magnitude ($\times 10^{-6}$ p.u) | Angle ($\times 10^{-3}$ Degree) |
|-------|-----------|---------------------------------|---------------------------------|
|       | OP        | LP                              | WP                              | OP                | LP                | WP                |
| 3     | Avg       | 111.105                         | 270.418                         | 2156.975          | 0.999             | 13.665            | 136.253           |
|       | Max       | 3187.87                         | 4257.55                         | 13,625.349        | 11.88             | 81.883            | 693.295           |
|       | Min       | 0                               | 0                               | 0                 | 0                 | 0                 | 0                 |
| 4     | Avg       | 3222.997                        | 4327.7                          | 13,616.621        | 0.894             | 6.695             | 101.866           |
|       | Max       | 3227.337                        | 3816.824                        | 10,186.182        | 12.059            | 81.866            | 691.581           |
|       | Min       | 0                               | 0                               | 0                 | 0                 | 0                 | 0                 |
| 5     | Avg       | 106.503                         | 133.918                         | 2161.948          | 0.613             | 5.098             | 136.065           |
|       | Max       | 3227.337                        | 3816.824                        | 10,186.182        | 12.429            | 91.925            | 692.318           |
|       | Min       | 0                               | 0                               | 0                 | 0                 | 0                 | 0                 |

OP: Optimal Placement, LP: Load Profile, WP: Worst Placement.

In this case, similar to the previous case, the pseudo-measurements generated at the OP were superior to those generated based on the LP. Compared to OP- and LP-based pseudo-measurements, in the case where three PMUs were installed, there were 2.43- and 13.68-fold differences in the average voltage magnitude and phase angle, respectively, and 1.33- and 6.89-fold differences in the maximum voltage magnitude and phase angle. In the case where four PMUs were installed, there were 1.92- and 7.49-fold differences for the average voltage magnitude and phase angle, respectively, and 1.34- and 6.79-fold differences for the maximum voltage magnitude and phase angle, respectively. In the case where five PMUs were installed, there were 1.26- and 8.83-fold differences in the average voltage magnitude and phase angle, respectively, and 7.4- and 11.98-fold differences in the maximum voltage magnitude and phase angle error, respectively. On the other hand, the state estimation error when pseudo-measurements were generated based on WP was much greater than when LP-based pseudo-measurements were used as the state variables. In this case, the average voltage magnitude error was 7.97, 10.57, and 16.14 times larger than the optimal location according to PSO in the cases with three, four, and five installed PMUs, respectively, and the maximum error was 3.2, 3.15, and 2.67 times larger. For the phase angle error, the average error was 9.97 times, 15.21 times, and 26.69 times larger, and the maximum error was 8.47 times, 8.45 times, and 7.53 times larger. Overall, the larger the number of PMUs installed, the greater the superiority of the optimal PMU selection.

Figures 15–17 show the state estimation error when OP-based pseudo-measurements were used as state variables in the 69-bus system. Figure 16 shows the case of a PMU installed in addition to bus No. 24 in Figure 15. Adding PMUs to bus No. 24 also significantly reduced the errors for buses No. 23 and 25, which are adjacent to bus No. 24. The tendency to also reduce the error for adjacent buses was seen in all cases in which pseudo-measurements were generated based on LR techniques. The phase angle error of the excluded bus and its adjacent bus increased, while the error of the added bus and its adjacent bus decreased. Figure 17 shows the state estimation error when buses No. 44, 60, and 67 were excluded from Figure 16 and buses No. 10, 46, 63, and 64 were added. In this case, as well, the overall error for the excluded bus and its adjacent bus increased, while the error for the added bus and its adjacent bus decreased.
5. Conclusions

This paper presents a framework of optimal PMU placement for pseudo-measurements modeling based on supervised learning. Two metaheuristic algorithms, GA and PSO, were used to determine the optimal PMU placement in an attempt to generate more accurate pseudo-measurements. Subsequently, the pseudo-measurement models estimated by supervised learning techniques were used as state variables for state estimation. GA and PSO techniques provided more optimal PMU placement for supervised learning-based pseudo-measurement modeling than RS. The proposed approaches were simulated in IEEE 33- and 69-bus systems. These techniques became increasingly more effective as the number of buses in the system increased or the number of PMUs installed became closer to half the number of buses. In other words, as the total number of combinations in the exhaustive search increased, the algorithms became more effective. Within this framework, supervised learning-based pseudo-measurement modeling and the optimal placement for improving its performance can be considered together. In addition, the framework is designed generally, so it is scalable when applying metaheuristic algorithms or supervised learning techniques not covered in this paper or newly developed. However, in this paper, communication delay of PMU, renewable power sources, and the number of installed PMUs are not considered, so additional verification and research remain to be performed in future works.
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