Witnessing quantum coherence in the presence of noise
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Abstract
We address the problem of assessing the coherent character of physical evolution. We take the quantum Zeno effect (QZE) as a characteristic trait of quantum dynamics, and derive relations among transfer rates as a function of the strength of a measurement. These relations support the intuition that only quantum dynamics is susceptible to the QZE. With the derived bounds on the magnitude of coherent dynamics, we propose an experimentally viable coherence witness. Our results have potential application in assessing the coherence of quantum transport in biological and other complex many-body systems.
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1. Introduction

In the popular novel ‘Hitchhiker’s Guide to the Galaxy’ by Douglas Adams [1], the author shows that formulating a proper question may turn out to be more difficult than finding the answer (be it 42 or otherwise). Such a situation is all too familiar to physicists, who often need to phrase and refine their questions, in terms of experimental procedures or measurements, to resolve certain issues. Here the issue is the degree of coherence in a quantum system.
What exactly should be measured, and how, to witness a coherent evolution of an open system about which we have a limited knowledge and on which we are allowed to perform a limited set of measurements? The difficulty of formulating a proper question lies in stating, in general terms, what is understood by quantum coherence. Here, we take an instrumental approach. We refer to one of the signatures of quantum behaviour, namely the quantum Zeno effect (QZE), and use it to derive our operational definition of coherence.

Characterization of the dynamics of open systems is of general interest on its own. However, it becomes even more interesting when applied to systems that are known for their complexity. Prominent examples are many-body systems [2, 3], nanostructures [4] and biological complexes [5–9]. Recent debate on the presence of quantum coherence in certain biological complex systems [10–12] is a prime example showing that assessing coherence and its character is far from straightforward.

These issues have been addressed from a variety of perspectives. In addition to the early studies of decoherence in quantum walks [13], a considerable amount of theoretical effort has been devoted to obtaining an understanding of the role of quantum coherence in more general contexts, such as resource theories [14, 15] and thermodynamics [16]. In addition, coherence witnesses of quantum states have been linked to being able to describe the evolution of the system’s populations in terms of stochastic propagators, namely, a necessary condition for the absence of quantum interference [17].

Regarding the assessment of coherence in physical evolution, several approaches have been put forward. Most notably, the methods of quantum process tomography, first developed with the profiling of hypothetical quantum computers in mind, are now being exploited to assess coherence in biological complexes [18]. Other proposals include the Leggett–Garg inequality [19–21], temporal CHSH inequalities [22, 23] and the so-called no-signalling-in-time condition [24]. These proposals rely in one way or another on assuming that classical systems can be subject to measurement without perturbation.

In this article, we draw a quantitative link between quantum coherence and the quantum Zeno effect [25–27]. Our approach draws from the intuition that the quantum Zeno effect has a close relationship with the quadratic build-up of probabilities, a characteristic trait of unitary evolution. In contrast to the case for quantum evolution, it is well understood that classical rate equations are not subject to the QZE even in the presence of measurement back-action. Hence, one may expect that the extent to which a system’s dynamics can be subjected to the quantum Zeno effect is an indicator of the amount of coherence present in the evolution. We provide a rigorous quantitative formulation of these ideas. In addition, we show that quantum coherence of physical evolution can be assessed with a minimal set of state preparations and a single measurement set-up, providing coherence witnesses that are potentially tight. Our approach should be regarded as a proof-of-principle, showcasing the essential features of these ideas, but open to a wide variety of extensions tailored to the particular systems or contexts of interest. To implement the QZE we adopt a continuous decoupling approach. In the latter, a system undergoing unitary dynamics governed by Hamiltonian $H + kH_m$ can be effectively described, in the large $k$ limit, by an effective Hamiltonian $\tilde{H}_Z + kH_m$, where $\tilde{H}_Z = \sum_i P_i H_{Z_i}$ is the effective Zeno Hamiltonian and $P_i$ are the orthogonal projectors on $H_m$’s eigenspaces [26], thus suppressing transitions among $H$’s eigenspaces. Our analysis reproduces this result in the presence of noise, and shows that, under some mild conditions, only the coherent contribution to dynamics is suppressed.
In order to develop these ideas, we make some general assumptions. Most importantly, the dynamics is assumed to be accurately described by some Markovian master equation, and it is assumed that the timescales for which this approximation breaks down are under control. This assumption is necessary to preserve the validity of our model when small times or strong drivings are considered. In addition, the structures of the noise operators of the master equation are assumed to verify certain mild assumptions, which we motivate below. We will discuss in section 7 the validity and limitations of these assumptions. Nevertheless, we note that the Markovianity of the dynamics is instrumental in the quantitative analysis that we develop, but irrelevant for the underlying intuition for our scheme.

The paper is organized as follows. In section 2 we define the problem and outline the main result of our work, stating without proof several facts that will be discussed in greater detail in the following sections. In section 3 we describe in detail our measurement protocol, and discuss the experimentally accessible quantities that will be used to extract our coherence witness. Section 4 derives the effective dynamics within our approximations, by performing an exact adiabatic elimination of population transfer via coherent transitions. This provides a generic closed form for the measured quantities, that will be used in section 5 to extract the witnesses that we are interested in. Section 6 illustrates our procedure with three examples, and discusses the performance of our bounds. Section 7 concludes with some general observations and suggests future lines of work.

2. The general framework and main results

Our analysis is concerned with a generic finite-dimensional quantum system described by a finite-dimensional Hilbert space $\mathcal{H}$. We denote subspaces of $\mathcal{H}$ by script upper-case symbols, e.g. $\Pi$. The most general time-independent evolution in the Markovian approximation is described by the master equation

$$\frac{d}{dt} \rho(t) = \mathcal{L}[\rho(t)],$$

where $\mathcal{L}$ is a time-independent, Lindblad–Kossakowski superoperator $[28, 29]$:

$$\mathcal{L}[\rho] = -i[H, \rho] + \sum_{\mu} \left( W_{\mu} \rho W_{\mu}^\dagger - \frac{1}{2} \left\{ W_{\mu}^\dagger W_{\mu}, \rho \right\} \right).$$

Here $H$ stands for a Hamiltonian and $\{ W_{\mu} \}$ is a set of jump operators representing the noise. As a general rule, we will write linear operators on $\mathcal{H}$ with Greek or upper-case symbols, and superoperators (linear maps thereof) will be written in calligraphic letters (e.g. $\Pi$) with the single exception of $\phi$, which denotes a completely positive superoperator.

Given $\mathcal{L}$ and a set of jump operators $\{ W_{\mu} \}$, Hamiltonian $H$ is uniquely determined. Here we do not assume detailed knowledge of jump operators, but we assume a certain property of a noisy mechanism at work and focus on the question of how to obtain information on the missing $H$. Cases where we cannot uniquely determine the Hamiltonian part of $\mathcal{L}$ will be mentioned later.

We focus our attention on systems for which there exists a set of $n$ orthogonal projections $\{ P_i \}$, $\sum_{i=1}^{n} P_i = 1$, $P_i P_j = P_j \delta_{ij}$, such that
\[ \sum_{r \neq s} \sum_{\mu} P_r \mathcal{W}_\mu P_s \mathcal{W}_\mu = 0, \quad (2) \]

for all \( i \). Intuitively, this condition enforces that there exists a decomposition of the system's Hilbert space,

\[ \mathcal{H} = \bigoplus_{i=1}^{n} \Pi_i, \quad (3) \]

with respect to which the incoherent mechanism does not create coherence, and neither does its adjoint—incoherent states remain incoherent in the Schrödinger picture, and so do observables in the Heisenberg picture. This can be pictorially understood as the action of the completely positive map \( \phi = \sum_{\mu} \mathcal{W}_\mu \mathcal{W}_\mu^\dagger \) and \( \phi^* \), mapping projectors onto incoherent mixtures among different subspaces \( \Pi_i, \ldots, \Pi_n \):

\[ \begin{pmatrix}
0 \\
\vdots \\
\mathbb{P}_i \\
\vdots \\
0
\end{pmatrix} \overset{\phi, \phi^*}{\longrightarrow} \begin{pmatrix}
\ast \\
\vdots \\
\ast \\
\vdots \\
\ast
\end{pmatrix} \quad (4) \]

This is the only property of the noise operators that we assume to be known, and our only assumption on the Markovian dynamics, besides its range of validity being known. In section 6 we will provide natural examples satisfying equation (2), but we can already here discuss some natural examples where this is the case.

Dephasing is the process in which coherent superpositions among different subspaces acquire random relative phases. Averaging over such randomization essentially damps the coherences, characterized by off-diagonal blocks in the density matrix. This type of noise preserves the block structure of the density operator, a property much stronger than that required by equation (2).

Another paradigmatic example of a noise source obeying equation (2) is incoherent hopping between nearest neighbours in spin lattices. This will essentially map any localized state onto a probabilistic mixture of localizations among different sites. Therefore, the generator of this dynamics, here represented by superoperator \( \phi \), will follow the pattern expressed by equation (2) or equation (4) with subspaces corresponding to single sites.

Notice that in both of these cases, the noise operators admit a property much stronger than that required by equation (2), namely, that any operator restricted to a diagonal block is mapped onto a block-diagonal operator. In contrast, (2) is only concerned with the action of the map on the corresponding subspace projectors \( \mathbb{P}_i \). As we will see, this condition is sufficiently mild to be applicable to various systems of interest.

Our work aims at providing experimentally accessible measures of coherence obtained from the outcomes of a unique measurement characterized by projectors \( \{ \mathbb{P}_i \} \). By implementing a Hamiltonian \( k H_m = k \sum_i \mathbb{P}_i \) in addition to the system’s dynamics \( \mathcal{L} \), the coherent coupling among subspaces \( \Pi_i \) is suppressed at leading order in \( 1/k \). The actual transition probabilities are mediated, at leading order \( \mathcal{O}(1) \), by the effective incoherent dynamics derived from the dissipative part of \( \mathcal{L} \). At subleading order \( \mathcal{O}(1/k) \), the population transfer among \( H_m \)'s eigenstates is mediated via virtual transitions through superposition states. It will be this
dependence on $k$ that will reveal the contribution of quantum coherence to the observed population transfer rates.

We consider coherence measures of two types. At the level of decomposition (3), we consider the off-diagonal blocks $H_{ij} = PH_{ij}P$ and their 2-norm $\|H_{ij}\|_2 = \left(\text{tr}\left[H_{ij}^* H_{ij}\right]\right)^{1/2}$ as a measure of how strongly subspaces $\Pi_i$ and $\Pi_j$ are coupled. These quantities are readily accessible from our formalism. In addition, our scheme provides lower bounds to the spectral spread of the system’s Hamiltonian $H$,

$$\mathcal{C}(H) \equiv \lambda_{\max}(H) - \lambda_{\min}(H),$$

(5)

where $\{\lambda_i(H)\}$ represent $H$’s eigenvalues.

Consider the probabilities of preparing the system in states $\rho_j = \Pi_j P_{\text{dim}}$ at time 0 and obtaining outcome $P_i$ at time $t$, when the coupling strength is set at $k$. These probabilities are arranged in $[P(k, t)]_{ij}$. As a general rule all matrices of observable magnitudes derived from $P$ will be written in sans-serif caption. With a suitably chosen tensor $W_{ijk}$ whose components depend on the chosen values of $k$, the time $t$ and the eigenvalues $\eta_i$ of $H$, we have that for $i \neq j$,

$$\|H_{ij}\|_2 = \sqrt{\text{dim} \Pi_j \sum_{k \in K} W_{ijk} \left[\hat{P}(k, t)\right]_{ij}},$$

(6)

with $\hat{P}$ denoting the probabilities’ derivatives w.r.t. time, and the sum over $k$ running over a finite set of values $K$. The role of $W$ and the summation over $k$ is a type of inverse linear transform. In our formalism the contributions to a given $i\leftrightarrow j$ transition are mediated through virtual second-order coherent superpositions. All of these contributions are then coherently combined to provide the transition amplitude. However, each coherent transition evolves at a different frequency, always proportional to the energy difference and $k$. The role of such a linear transform is to disentangle all of these contributions by resolving all different frequencies, which can be achieved by sampling sufficiently many values of $k$.

Equation (6) provides a quantifier for the size of each off-diagonal block in the Hamiltonian. In the ideal case of decomposition (3) into one-dimensional subspaces, this procedure determines the norm of each off-diagonal entry in $H$. This information is sufficient, in itself, to bound $\mathcal{C}(H)$ away from zero. However, the $\|H_{ij}\|$ do not account, in principle, for all the information present in $\hat{P}$. In the following we provide a lower bound based on the latter.

A coherence witness for $\mathcal{C}(H)$ is an experimentally accessible quantity $\Omega$ such that

$$\Omega \leq \mathcal{C}(H).$$

(7)

As we will show, the following is a coherence witness for $\mathcal{C}(H)$:

$$\Omega = \left\|\left(\sum_{i \neq j} \sum_{k \in K} W_{ijk} D^{-1/2} \hat{P}(k, t) D^{1/2}\right)\right\|_{\infty},$$

(8)

where $\|X\|_\infty$ denotes the operator bound norm, i.e. $X$’s largest eigenvalue, $D = \text{diag}(\text{dim } \Pi_1, \ldots, \text{dim } \Pi_n)$ and $K$ is a finite set of values of parameter $k$. 
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In deriving inequality (7), we will show that it is the system’s susceptibility to the Zeno effect, namely, the potential for altering the system’s dynamics by continuous measurement, that reveals the presence of a coherent contribution to the system’s evolution. Our coherence witness $\Omega$ essentially captures this susceptibility through the dependence of the transition rates $(\dot{\mathcal{P}}(k, t))$ on $k$. A nonzero magnitude of $\Omega$ certifies that there is a nonzero gap between the largest and the smallest energy eigenvalues, $\mathcal{C}(H) \neq 0$, thus leading to a nontrivial Hamiltonian. This, in turn implies that the system’s dynamics cannot be expressed in terms of rate equations.

The present work is a proof-of-principle for establishing noise-independent lower bounds on $\mathcal{C}(H)$ and estimates of $\|H_\mu\|$ with minimal assumptions and preparation/measurement set-ups.

3. The measurement scheme

We begin with a generic master equation of the form of equation (1) with time-independent generator $\mathcal{L}$, subject to an additional controllable Hamiltonian

$$H_m = \sum_{i=1}^{n} \eta_i P_i,$$

which we call the measurement Hamiltonian. We will use an overall parameter $k$ to denote the intensity of this, and thus regard $H_m$ as dimensionless.

We use Hamiltonian $H_m$ to induce a continuous coherent driving, with $H_m$ having no more degeneracy than that imposed by the ranks of the projectors $P_i (\eta_i = \eta_j \Leftrightarrow i = j)$. The effective result of this driving is an induced quantum Zeno effect on the coherent part of the system’s dynamics, described by the effective Zeno Hamiltonian $H_Z = \sum_i P_i H_m P_i$. The dissipative part of the dynamics, characterized by $W_\mu$, will potentially be affected by the driving, but not suppressed.

With our set-up, the Zeno subspaces are $\{\Pi_i\}$, and we make no assumptions on their dimensions other than them being known, $d_i \equiv \text{tr} P_i$. It is not necessary for us to assume any specific values of $\eta_i$; however, from the perspective of the technique used in the course of this work, our preferred choice of the measurement design is to make the differences $\big(\eta_i - \eta_j\big)$ unique.

The dynamics of the system is given by the equation

$$\frac{d}{dt} \rho(t) = \mathcal{L} [\rho(t)] - ik \left[ H_m, \rho(t) \right].$$

We assume that the frequencies related to $kH_m$ are not higher than nor comparable to the frequencies related to the processes underlying decoherence in the dynamics given by jump operators $\{W_\mu\}$. In other words, the magnitude of $kH_m$ does not conflict with the Markovian approximation underlying equation (1). In the following, when we refer to the large $k$ limit, and denote it by $k \to \infty$, one must bear in mind that this limit is constrained within the validity of the Markovian approximation underlying equation (1). With this consideration in mind, we can
safely assume that the Lindblad representation of the evolution is valid throughout the entire measurement and the system’s dynamics remains Markovian [30].

We consider the system initialized in the maximally mixed state in one of the measurement subspaces, namely, $\rho(0) = \rho_i \equiv P_i/d_i$. Next, we introduce the projection superoperator, a centralizer of $H_{m}$, defined as

$$\mathcal{P}[\rho] \equiv \sum_i P_i \rho P_i,$$  \hspace{1cm} (11)

along with its complementary projector

$$Q[\rho] \equiv (\mathcal{I} - \mathcal{P})[\rho] = \sum_{k \neq l} P_k \rho P_l,$$  \hspace{1cm} (12)

where $\mathcal{I}$ is the identity superoperator. With the above mentioned choice of the initial state, $\rho(0) = \mathcal{P}[\rho(0)]$ is satisfied.

We choose the measurement protocol to be the following:

1. **Preparation:** The system is prepared at time 0 in one of the measurement subspaces: $\rho(0) = \rho_j$.
2. **Evolution:** Let the system evolve for the appropriately chosen small time $t$, with continuous driving $kH_{m}$ (with strength $k$).
3. **Measurement:** At time $t$ a conclusive projective measurement $\{P_i\}$ is performed.
4. **Estimation:** Repetition of this process with different initial preparations yields the probabilities of finding outcome $i$ at time $t$, when the system was prepared at time 0 in state $j$, and the evolution is continuously driven with $H_{m}$ at strength $k$.

This procedure yields the generalized transition probabilities $p_{i\rightarrow j}(k, t)$, which can be conveniently arranged in a matrix $[\mathcal{P}(k, t)]_{ij} = p_{i\rightarrow j}(k, t)$. By measuring $\mathcal{P}(k, t)$ at various times and coupling strength values, $k$, one obtains sufficient information about the dynamics to be able to place lower bounds on the amount of coherence and decoherence present in the dynamics. We regard the rates $[\dot{\mathcal{P}}(k, t)]_{ij} = \frac{d}{dt}p_{i\rightarrow j}(k, t)$ as the time derivative of the transition probabilities

$$\dot{\mathcal{P}}_{ij}^{(k)} \equiv \left[\dot{\mathcal{P}}(k, t)\right]_{ij} \equiv \frac{d}{dt}p_{ij}(k, t).$$  \hspace{1cm} (13)

Our set of experimental data will consist of rates of transition between various measurement subspaces $(i, j)$ for a set of measurement strengths $K = \{k_1, \ldots, k_N\}$, measured at appropriately chosen small time $t$.

The next requirement in our analysis is to establish an analytical correspondence between transition rates and specific properties of the Lindblad superoperator that we are interested in.
4. The effective dynamics

Now we obtain the dynamics of the centralized density operator $\mathcal{P}[\rho(t)]$ at suitably chosen small times $t$, in terms of the initial state $\rho(0) = \mathcal{P}[\rho]$ and the driving strength $k$. It is convenient for our purposes to write $\mathcal{L}$ as a combination of two terms:

$$\frac{d}{dt}\rho = -i \text{ad}_H[\rho] + \mathcal{L}_\phi[\rho],$$  \hspace{1cm} (14)

where we have defined

$$\text{ad}_H[\rho] = [H, \rho],$$  \hspace{1cm} (15a)

$$\mathcal{L}_\phi[\rho] = \phi[\rho] - \frac{1}{2} \left\{ \phi^*(1), \rho \right\}.$$  \hspace{1cm} (15b)

Here, $\text{ad}_H$ is the adjoint action well known in the theory of Lie algebras [31], and $\phi$ is a completely positive map,

$$\phi(\rho) = \sum_\mu W_\mu \rho W_\mu^\dagger.$$  \hspace{1cm} (16)

In (15b), $\phi^* = \sum_\mu W_\mu^\dagger \cdot W_\mu$ denotes the adjoint of $\phi$ with respect to the Hilbert–Schmidt inner product, i.e. $\text{tr}[X^\dagger \phi(\rho)] = \text{tr}[(\phi^*(X))^\dagger Y]$.

We start with the generalized Liouville equation [32] including $kH_m$, where $k$ controls the strength of the driving mechanism:

$$\frac{d}{dt}\rho(t) = \mathcal{L}[\rho(t)] - ik \text{ad}_{H_{ikm}}[\rho(t)].$$  \hspace{1cm} (17)

We are interested in the dynamics of the system for small times $t \ll 1/\|\mathcal{L}\|$ as compared with the typical timescales of the Lindblad generator. The details of the derivation are contained in appendix A. At next-to-leading order in $t$ we have

$$\frac{d}{dt}\mathcal{P}[\rho(t)] = \mathcal{P}\mathcal{L}\mathcal{P} + \int_0^t ds \mathcal{U}(s-t)\mathcal{L}\mathcal{P} + \mathcal{O}(t^2\|\mathcal{L}\|^2)\Big[\rho(0)\Big],$$  \hspace{1cm} (18)

where $\mathcal{U}(t)[x] = e^{ik H_m x} e^{-ik H_m}$. One can readily see that first term $\mathcal{P}\mathcal{L}\mathcal{P} = -i \text{ad}_{H_{ikm}}\mathcal{P} + \mathcal{P}\mathcal{L}\phi\mathcal{P}$ gives rise to the effective Zeno Hamiltonian $H_\text{Z} = \mathcal{P}[H]$, together with the effective dissipative dynamics among subspaces $\{\Pi_i\}$. The second term contains the adiabatically eliminated population transfer due to coherences, which occur only at next-to-leading order in the strong driving $kH_m$. This expression is amenable to exact integration, thus yielding

$$\frac{d}{dt}\mathcal{P}[\rho(t)] = \left(\mathcal{D}_0(t) + \mathcal{D}_1(t) + \mathcal{L} \times \mathcal{O}(t^2\|\mathcal{L}\|^2)\right)[\rho(0)],$$  \hspace{1cm} (19a)
This equation is valid for small times defined by \( t \ll 1/\| \mathcal{L} \| \) and for all values of \( k \). We neglect the term \( \mathcal{P} \mathcal{L} \times O(t^2 \| \mathcal{L} \|^2) \) as it is subleading w.r.t. the other terms. The detailed derivation of equation (19) can be found in appendix A.

Note that when we take \( k \to \infty \), the master equation reduces to

\[
\frac{d}{dt} \mathcal{P} = \mathcal{D}_0(t) \left[ \rho(0) \right] = \mathcal{P} \mathcal{L} \mathcal{P} \left( I + t \mathcal{P} \mathcal{L} \mathcal{P} \right) [\rho(0)].
\] (20)

The above can be understood as an effective (Zeno) dynamics characterized by \( \mathcal{L}_Z = \mathcal{P} \mathcal{L} \mathcal{P} \), which, acting on centralized states \( \rho(0) = \mathcal{P} [\rho(0)] \), can be expressed as

\[
\mathcal{L}_Z = -i \text{ad}_{\mathcal{H}_a} + \mathcal{L}_{\phi_{\text{eff}}}
\] (21)

where \( \mathcal{H}_z = \mathcal{P} [H] \) is the Zeno Hamiltonian, \( \phi_{\text{eff}} = \mathcal{P} \phi \mathcal{P} \) describes the effective decoherence process and the order-\( t \) term in equation (20) corresponds to the first term in the expansion \( \rho(t) = \exp \left( t \mathcal{L}_Z \right) \rho(0) \).

Our main interest lies in the operator \( \mathcal{D}_1(t) \) which (a) depends on \( k \mathcal{H}_a \), (b) couples subspaces defined by \( \mathcal{P} \) and \( Q \) and (c) imprints phases onto the \((i,j)\) blocks in \( Q \). Notice that the adjoint action \( \text{ad}_{\mathcal{H}_a} \) has support on the subspace defined by \( \mathcal{Q} \); thus the expression \( Q \text{ad}^{-1}_{\mathcal{H}_a} Q \) is well-defined, and can be written as

\[
Q \text{ad}^{-1}_{\mathcal{H}_a} Q [X] = \sum_{i \neq j} \frac{1}{\eta_i - \eta_j} P_i X P_j,
\] (22)

with immediate generalization to the expression encountered in equation (19b).

Superoperators \( \mathcal{D}_0 \) and \( \mathcal{D}_1 \) capture the essential physics revealed by the measurements, and the population transfer rates (equation (13)) are given by

\[
\left[ \mathcal{P} (k, t) \right]_{ij} = \text{tr} \left[ P_i (\mathcal{D}_0(t) + \mathcal{D}_1(t)) [\rho_j] \right].
\] (23)

To discuss the consequences of both \( \mathcal{D}_0(t) \) and \( \mathcal{D}_1(t) \) we need to treat them on an equal footing. Therefore we need to guarantee that the second-order term in \( \mathcal{D}_0(t) \) can be compared with \( \mathcal{D}_1(t) \), due to the magnitudes of \( t \mathcal{L} \) and \( k \). We find that \( kt \sim 1 \) is a suitable regime of \( k \) to work with.

5. Bounds on coherence

We are now in a position where we can derive bounds for coherence measures of \( \text{ad}_{\mathcal{H}_a} \), and, thus, come to the main results of the present work. As has been discussed in the introduction, in the strong driving regime (Zeno regime, \( k \to \infty \)) all coherent population transfer between the Zeno
subspaces is suppressed, and the remaining dynamics between them can ultimately be attributed to the incoherent processes of the system. We illustrate this with examples in section 6. This does not mean that the incoherent dynamics is unaffected by the measurement. As shown in equation (21), the map $\phi$ describing the incoherent process is also modified, but it remains relevant as long as population transfer is considered.

The main observation which will be recurring in the following is that the rate matrix, $\dot{P}$, can be regarded as a minor of the matrix representation of the superoperator $\mathcal{D}_\theta + \mathcal{D}_1$ in a suitably chosen basis of $L(\mathcal{H})$, $\{P_i, ..., P_n, T_1, ..., T_{g-n}\}$, where the $T$ complete the basis defined by $\{P_i\}$. Since this basis is not orthonormal, we introduce the orthonormal operators $\tilde{P}_i = P_i/\sqrt{d_i}$, such that

$$\text{tr}\left[\tilde{P}_i\tilde{P}_j\right] = \frac{\text{tr}\left[PP_j\right]}{(d_d)^{1/2}} = \delta_{ij}. \quad (24)$$

In addition, we arrange dimensions $d_i$ in the matrix $D = \text{diag}(d_1, ..., d_n)$, so that we can define the normalized rate matrix $R$:

$$R^{(k)}(t) = D^{-1/2}\hat{P}(k, t)D^{1/2}. \quad (25)$$

The normalized rates $R_{ij}^{(k)}(t)$ can be written as

$$R_{ij}^{(k)}(t) = \text{tr}\left[\tilde{P}_i\left(\mathcal{D}_\theta(t) + \mathcal{D}_1(t)\right)[\tilde{P}_j]\right]. \quad (26)$$

Recalling that $Q(\cdot) = \sum_r P_r(\cdot)P_s$ and $H_mP_r = \eta_rP_r$ we can write

$$R_{ij}^{(k)} = \text{tr}\left[\tilde{P}_i\left(\mathcal{D}_\theta(t) + \sum_{r\neq s} \frac{1-e^{i\delta(\eta_r-\eta_s)}}{ik(\eta_r-\eta_s)} P\mathcal{L}Q_{rs}\mathcal{L}P\right)[\tilde{P}_j]\right], \quad (27)$$

where $Q_{rs}[\cdot] = P_r\cdot P_s$ projects onto a specific off-diagonal block corresponding to the pair $(r, s)$:

$$Q_{rs}[\rho] = \begin{pmatrix} 0 & \cdots & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & P_rP_s & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \cdots & 0 \end{pmatrix}. \quad (28)$$

With the right choice of $\{\eta_r\}$, the differences $\eta_r - \eta_s$ are unique, and the off-diagonal blocks $Q_{rs}$ gain unique frequencies. Next, we recover the matrix representation of $\mathcal{P}\mathcal{L}Q_{rs}\mathcal{L}\mathcal{P}$ by means of a suitable linear transform.

The contribution to the $R$ matrix away from the Zeno regime ($k \to \infty$) has been shown to be $R^{(k)} = R^{(Z)} + R^{(1)}$, where $R^{(Z)}$, $R^{(1)}$ are given by

$$R_{ij}^{(Z)} = \text{tr}\left[\tilde{P}_i\mathcal{L}(I - t\mathcal{P}\mathcal{L})[\tilde{P}_j]\right] \quad (29a)$$
In order to recover the details of the superoperator \( \text{ad}_{\mathcal{H}} \), it is convenient to work in the superoperator eigenbasis of \( \text{ad}_{\mathcal{H}} \). Operators of the form \( P \mathcal{O} P \) span the eigenspace of \( \text{ad}_{\mathcal{H}} \) with eigenvalue \( \omega_{rs} = \eta_r - \eta_s \). Namely, eigenvectors consist of operators with nonzero entries lying in a unique off-diagonal block, labelled by row–column indices \((r, s)\). We label pairs of indices with Greek letters, so if \((r, s) = \mu\) we write \( \omega_{\mu} \) for the frequencies in \( \mathcal{D}_1 \) and \( Q_{\rho} [\rho] = P \rho P \). Notice that \( \ker(\text{ad}_{\mathcal{H}}) = \ker Q \), so the expression \( Q \left( 1 - \mathcal{U}^* (t) \right) \text{ad}^{-1}_{\mathcal{H}} Q \) appearing in equation (29a) is well-defined even though \( \text{ad}_{\mathcal{H}} \) is singular. Defining
\[
M_{\mu} = \frac{e^{-i k \omega_{\mu}} - 1}{i k \omega_{\mu}}
\] (30)
we can write \( R^{(1)} \) as
\[
R^{(1)}_{ij} (k) = -\sum_{\mu} M_{\mu} \text{tr} \left[ \tilde{P} P \mathcal{L} Q \mathcal{P} \left[ \tilde{P} \right] \right].
\] (31)
The matrix \( M \) is indexed by the different values of \( k \in K \) and the frequencies \( \mu = \{1, \ldots, n(n-1)\} \). Therefore \( M \) is not necessarily a square matrix, and the number of rows depends on our choice of how many values of \( k \) are sampled. Let us assume that we chose to sample one more value of \( k \) than there are frequencies, i.e. \( |K| = n(n-1) + 1 \); thus \( k \in K = \{ k_0, k_1, \ldots, k_{n(n-1)} \} \).

Let us introduce the pseudoinverse of \( M \), \( W \), such that
\[
\sum_{k \in K} W_{\mu k} M_{kv} = \delta_{\mu v},
\] (32a)
\[
\sum_{k \in K} W_{\mu k} = 0.
\] (32b)
This can always be satisfied when \( |K| = n(n-1) + 1 \) by taking the singular value decomposition of \( M \):
\[
M = U \begin{pmatrix} 0 \\ S \end{pmatrix} V
\] (33)
where we have highlighted the lower \( n(n-1) \times n(n-1) \) block corresponding to the \( S = \text{diag} \left( s_1, \ldots, s_{n(n-1)} \right) \) singular values of \( M \). Let \( u_{kk} \) be the matrix elements of \( U \). Then the choice
\[
W = V^\dagger \left( x \left| S^{-1} \right\rangle \right) U^\dagger,
\] (34)
where $x$ is a vector defined as
\[ x_{\mu} = -\sum_{k=1}^{n} \sum_{n=1}^{n} u_{\mu k}^* u_{n k}, \quad \mu = 1, \ldots, n(n-1), \] (35)
is a solution to equations (32). A few words of caution are in order. In choosing the energy levels of $H_m$ and values of $k$, one must ensure that $M$ has $n(n-1)$ nonzero singular values. Otherwise equation (35) is ill-defined. Fortunately, the freedom in choosing these values is large enough for making sure that this case is always avoidable.

Having at hand the pseudoinverse $W$, one can use it to obtain
\[ T_{\mu} = \sum_{k} W_{\mu k} R^{(k)} \] (36)
\[ = \sum_{k} W_{\mu k} \left[ R^{(z)} + R^{(i)}(k) \right]. \] (37)
The first sum vanishes due to equation (32b), leading to
\[ \left[ T_{\mu} \right]_{ij} = -\text{tr} \left[ \tilde{P} \mathcal{P} \mathcal{Q}_{\mu} \mathcal{L} \mathcal{P} \left[ \tilde{P} \right] \right]. \] (38)
The $T_{\mu}$ matrix may be called the Zeno susceptibility as it determines how the system’s frequency $\omega_{\mu}$ responds under the Zeno measurement, or continuous driving. Finally, by taking into account assumptions discussed at the beginning of this work (2), one can show that (see appendix B.1)
\[ Q \mathcal{L}_{\delta} \mathcal{P} \left[ P \right] = 0 \] (39a)
\[ Q \mathcal{L}^{\delta} \mathcal{P} \left[ P \right] = 0, \] (39b)
so $T_{\mu}$ can be written as
\[ \left[ T_{\mu} \right]_{ij} = \text{tr} \left[ \tilde{P} \text{ad}_{H} Q_{\mu} \text{ad}_{H} \left[ \tilde{P} \right] \right]. \] (40)
$T_{\mu}$ is the matrix representation of $\text{ad}_{H} Q_{\mu} \text{ad}_{H}$ within the subspace of $L(\mathcal{H})$ spanned by $\{P\}$. These matrices contain the essential information in which we are interested. The motivation of assumption (2)—or equivalently (39)—is now clear. It ensures that incoherent dynamics does not couple Zeno subspaces in the adiabatically eliminated virtual—second-order—transitions.

5.1. Coherent coupling between zeno subspaces

The magnitude of $\mathcal{E}(H)$ characterizes the fastest timescales at which the system can coherently evolve and will concern us later. However, as will be seen in section 6, the measurement specified by $\{P\}$ often represents a physically meaningful decomposition of the system’s Hilbert space. It is therefore of interest to quantify the coupling among subspaces $\Pi$, induced by the system’s Hamiltonian $H$. Consider a pair of subspaces $\Pi_i, \Pi_j$, and the corresponding block in the Hamiltonian, given by the operator $H_{ij} = \mathcal{P} H \mathcal{P}_j$. The norm on the latter immediately quantifies the strength of the coupling between $\Pi_i$ and $\Pi_j$. In particular, the Hilbert–Schmidt norm, $\|X\|_2 = \sqrt{\text{tr}[XX^\dagger]}$, is directly related to the Zeno susceptibility $T_{\mu}$. Indeed, an easy calculation shows that, for $i \neq j$,
\[ \left( \frac{d}{d\lambda} \right)^{1/2} \left[ T_{ij} \right] = \| H_{ij} \|_2 \] (41)

which shows that the 2-norm of \( H_{ij} \) is readily available from our measurement scheme. Equation (41) combined with equations (36) and (25) gives the claimed result, equation (6).

The singular value decomposition of \( H_{ij} \) suggests that there are bases in \( \Pi_i, \Pi_j \) such that (supposing that \( \dim(\mathcal{P}_i) > \dim(\mathcal{P}_j) \))

\[
H_{ij} = U \begin{pmatrix} s_1 & & & \\ & s_2 & & \\ & & \ddots & \\ & & & 0 \end{pmatrix} V^+ \] (42)

with \( U, V \) unitaries in \( \Pi_i, \Pi_j \) respectively. Hence the singular values of \( h_{ij} \) are the largest coupling strengths that two orthogonal sets of vectors in \( \Pi_i, \Pi_j \) can have. Thus, \( \| H_{ij} \|_2 = \sqrt{\sum_{s \neq s'} \bar{s}^2} \) measures the strength of the coherent coupling between subspaces \( \Pi_i \) and \( \Pi_j \).

### 5.2. A universal measure of coherence

The magnitudes \( \| H_{ij} \|_2 \) characterize the strengths of coupling among Zeno subspaces \( \Pi_i, \Pi_j \), but one may be interested in obtaining estimates of the overall total strength of the Hamiltonian \( H \). This is of course not always possible due to couplings occurring within any given Zeno subspace, which are not accessible to our measurement scheme. However, the dependence of the rates \( R \) on \( k \) can provide nontrivial lower bounds to \( \mathcal{C}(H) \).

Summing equation (40) over all distinct pairs \( \mu = (r, s), r \neq s \), we get

\[
C_{ij} = \sum_{\mu} \left[ T_{\mu} \right]_{ij} = \text{tr} \left[ \hat{P}_r \text{ad}_{H} \text{ad}_{H} \left[ \hat{P}_s \right] \right]. \] (43)

Observing that \( \text{ad}_{H} \left[ \hat{P}_s \right] = \text{ad}_{H} \left[ \hat{P}_j \right] \)—namely, commutators only couple populations to coherences and vice versa, so the presence of \( \hat{P}_j \) allows one to remove the coherence projector \( Q \)—leads to the conclusion that

\[
C_{ij} = \text{tr} \left[ \text{ad}_{H} \left[ \hat{P}_j \right] \text{ad}_{H} \left[ \hat{P}_j \right] \right]. \] (44)

Clearly \( C \) is positive semidefinite; thus it has a well-defined square root. Let us define its operator norm

\[
\Omega = \| \sqrt{C} \|_\infty. \] (45)

Exploiting the monotonicity of the operator norm (see appendix B.2) we show that \( \Omega \) is a lower bound to the induced Hilbert–Schmidt superoperator norm of \( \text{ad}_{H} \):

\[
\Omega \leq \max_{\| X \|_2 = 1} \left\| \text{ad}_{H} [X] \right\|_2 \equiv \| \text{ad}_{H} \|_2. \] (46)
The induced Hilbert–Schmidt norm is \( \| \text{ad}_\eta \|_2 = \mathcal{C}(H) \) (see appendix B.3), and
\[
\Omega \leq |E_{\text{max}} - E_{\text{min}}| = \mathcal{C}(H),
\]  
where \( E_{\text{max}}, E_{\text{min}} \) are the highest and lowest energy eigenvalues respectively. This combined with (25), (36) and (43) yields our main result, equation (8). A nonzero value of \( \Omega \) is a witness that there is a nontrivial Hamiltonian contributing to the dynamics. This, in turn is an indicator that the dynamics of the system cannot be explained solely in terms of classical rate equations.

More precisely, the experimentally accessible \( \Omega \) provides a lower bound on the spectral spread of \( H, \mathcal{C}(H) \). Notice that in obtaining this bound, only generic assumptions on the decoherence are made, and no requirement is imposed on its strength. Naturally, if \( \| \mathcal{L} \| \) is very large, the timescales \( t \) at which the system needs to be measured become small; this may be due to very high decoherence rates. However, given the order of magnitude of the \( \| \mathcal{L} \| \), and a properly chosen small time \( t \), the resulting bounds are independent of the details of the decoherence process and its actual strength.

6. Examples

6.1. A qubit undergoing Rabi oscillations

We consider, as a first example, a simple two-level system undergoing a spontaneous emission-type incoherent process. We use the Pauli basis to write
\[
H = \frac{\Delta}{2} \left( \cos \theta \sigma_z + \sin \theta \sigma_x \right),
\]
\[
\mathcal{L}[\rho] = -i [H, \rho] + \gamma \left( \sigma^+ \rho \sigma^- - \frac{1}{2} \{ \sigma^+ \sigma^-, \rho \} \right),
\]
\[
H_m = \eta_1 \ket{1}\bra{1} + \eta_2 \ket{2}\bra{2},
\]
where \( \sigma^- = |0\rangle\langle 1| \) and \( E, \theta \) and \( \gamma \) are parameters of the model. Our measures of coherence in this model are easily shown to be
\[
\| H_{xz} \|_2 = \frac{1}{2} |\Delta \sin \theta|,
\]
\[
\mathcal{C}(H) = |\Delta|.
\]  
In addition, there is only one nontrivial form of decomposition equation (3) consistent with equation (2), namely: \( P_1 = \ket{1}\bra{1} \) and \( P_2 = \ket{2}\bra{2} \).

The effective Zeno dynamics given by
\[
\mathcal{L}_Z[\rho] = -i [H_z, \rho] + \gamma \left( \sigma^- \rho \sigma^+ - \frac{1}{2} \{ \sigma^+ \sigma^-, \rho \} \right),
\]
is governed by the Zeno Hamiltonian \( H_z = \frac{\Delta}{2} \cos \theta \sigma_z \) and the incoherent part which stays unaffected. The relevant superoperators take the forms
and

\[ f = \frac{1 - \exp \left\{ i k t \left( \eta_1 - \eta_2 \right) \right\}}{i k (\eta_1 - \eta_2)}, \]  

yielding the following results:

\[ C = \frac{1}{2} \Delta^2 \sin^2 \theta \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right), \]  

\[ \Omega = |\Delta| \sin \theta. \]  

Figure 1 shows the relation between \( C(H) \) and the bound \( \Omega \) provided by our scheme. It illustrates in the simplest possible scenario the performance and limitations of our proposal. When the effective Zeno Hamiltonian differs the most from the true undriven Hamiltonian \( (\theta = \pi/2) \), our methods provide the best bound \( \Omega = C(H) = 1 \). In all other cases, the bounds may be loose—going to the extreme case of being trivially zero when the dynamics rests unaffected by the decoupling mechanism \( (\theta = 0, \pi) \).

Most remarkably, this simple example shows that the coherence witness \( \Omega \) is potentially tight.

6.2. An N-site spin chain with a roller coaster energy landscape

As a second example we take an N-site spin chain with nearest neighbour coupling \( J \) and a roller coaster type of energy landscape with a gap \( E \) between the consecutive sites:
The action of the environment is given by incoherent hopping among nearest neighbour sites, described by jump operators $W_{nm}$:

$$
W_{nm} = \begin{cases}
\sqrt{\gamma} e^{\beta E} |m\rangle \langle n| & \text{if } \mod_2 n = 1 \& m = n \pm 1,
\sqrt{\gamma} e^{-\beta E} |m\rangle \langle n| & \text{if } \mod_2 n = 0 \& m = n \pm 1,
0 & \text{otherwise}.
\end{cases}
$$  

(61)

The effective dynamics in the Zeno regime is given by

$$H_Z = \sum_i P_i H P_i.$$  

(62)

Clearly, a more coarse grained decomposition in Zeno subspaces results in more off-diagonal terms from $H$ persistent in $H_Z$, whereas with Zeno subspaces that are less coarse grained (i.e. with more ‘resolution’ in the measurement setting), more off-diagonal terms are eliminated in the Zeno regime. Therefore the performance of $\Omega$ will strongly depend on the resolution of the measurement. It is worthy of mention that a coarse grained Zeno subspace decomposition $\{\Pi_i\}$ leaves $L_\phi$ unaffected if the fine grained one does also, i.e. $L_{\phi_{fin \#}} = L_\phi$, as is the case for the model considered here.

Let us go back now to the discussion of the performance of witness $\Omega$. Figure 2 shows $\mathcal{C}(H)$ itself (dotted curve) and its lower bounds $\Omega_{d_1 \ldots d_n}$, where the subscript denotes the number of sites (dimension) in each subspace of the $\{\Pi_i\}$ decomposition. We have evaluated $\Omega_{d_1 \ldots d_n}$ for a variety of decompositions, and plot their performances at different numbers of sites $N = \sum_{i=1}^n d_i$. It is clear that the best bound is obtained with rank-1 (single-site) projectors.
We can see as well that for increasing number of sites the coarse grained type of measurement, $\Omega_{1,N-2,1}$, approaches $\Omega_{1,N-1}$; this is to be expected. More details on the behaviour of $\Omega_{1,...,N}$ can be seen in figure 3: it shows $\mathcal{E}(H)$ and $\Omega_{1,...,N}$ obtained from a single-site-resolving measurement, as functions of both the number of sites and the coupling $J$. As can be seen, $\Omega_{1,...,N}$ follows the behaviour of $\mathcal{E}(H)$.

6.3. An N-site spin chain with a ladder energy landscape

Here we take the $N$-site spin chain with the nearest neighbour coupling $J$ and a ladder type of energy landscape characterized by the energy step $E$:

$$H = E \sum_n (N - n) |n\rangle \langle n| + J \left( \sum_n |n\rangle \langle n + 1| + |n + 1\rangle \langle n| \right).$$

Like for the previous case, the action of the environment is given by incoherent hopping, equation (61). The effective dynamics in the Zeno regime takes a form analogous to that in the previous subsection, equation (62), but with the energy levels decreasing linearly with $n$. As previously, the incoherent part of the dynamics is unaltered in the Zeno regime: $\mathcal{L}_\phi = \mathcal{L}_\text{eff}$.

Figure 2 (dashed curve) shows results for $\mathcal{E}(H)$ for the ladder model. The larger $N$, the looser the bounds obtained. This is due to the fact that for a fixed value of $J$ and increasing $N$, the coherence measure $\mathcal{E}(H)$ is dominated by the diagonal part of $H$ and is of order $N$. This is a general feature of our method: the more ‘aligned’ with the eigenspaces of $H$ the Zeno subspaces are, the less effective our witness is. This occurs because in these situations the Zeno effect has essentially little coupling to suppress.

Nevertheless, figure 4 illustrates that even for the ladder model, our scheme provides bounds sensitive to the strength $J$ and the measurement can reveal the magnitude of the couplings between the Zeno subspaces.

In both cases, the roller coaster and ladder types of energy landscape, one could consider also dephasing. It can be shown that also for this type of noise, $\mathcal{L}_\phi = \mathcal{L}_\text{eff}$. However, we have checked that in the examples provided, dephasing does not bring anything new to the discussion and therefore we have focused on the incoherent hopping as a main source of decoherence.
7. Discussion

We have shown how a measurement protocol and analysis based on the notion of Zeno susceptibility can be used to witness coherence. Our results constitute a proof-of-principle for using the Zeno effect, implemented by means of continuous driving, as a signature of nonclassicality. That the quantum Zeno Effect is a genuinely quantum phenomenon is rather intuitive. The flipside of this statement is that dynamics susceptible to the QZE are necessarily quantum. However, for noisy systems this susceptibility will only be partial. Hence, the amount by which the system’s dynamics is affected upon continuous driving is an indicator of how much of the said dynamics is due to coherent processes. Here we have shown how to make this statement quantitative, rigorous and operational for systems undergoing Markovian dynamics under certain mild constraints.

The approach outlined here may be extended towards situations in which some of our assumptions fail to hold. This could be done in a variety of ways, and an exhaustive study is well beyond the scope of this work. We outline here a few of them.

7.1. Generalizations

The measurement protocol suggested has advantages and disadvantages. Regarding state preparations, we have proposed a measurement set-up that relies on preparing maximally mixed states within each Zeno subspace. For a variety of reasons, these preparations may not always be achievable. However, the analysis can be carried over to different sets of preparations. Clearly, preparations corresponding to coarse grainings of a given decomposition \( \{ \Pi_i \} \) will necessarily yield looser bounds. This is particularly relevant in situations where only part of the system is accessible. However, a discussion of optimality past this observation is beyond the scope of this work.

Analogously, if part of the system is inaccessible, it may be impractical to implement measurements on it. However, as long as the jump operators are local (in terms of the accessible and inaccessible subsystems), one can always find a sufficiently coarse grained decomposition (3), corresponding to practical measurements and where \( H_m \) acts nontrivially on the accessible
subsystem alone. This can potentially extend our approach to systems with non-Markovian
dynamics, thus overcoming the Markovianity assumption.

Regarding the assumption on the noise structure, equation (2), our measurement protocol
does not rely on any specific choice of dimensions of $\Pi_i$, but it does rely on the facts that the
system’s Hilbert space can be decomposed into Zeno subspaces compatible with the noise (in
accordance with equation (2)) and that this decomposition is known. We have been unable to
determine whether these assumptions can be directly verified from the measurements implied
by our protocol. This leads us to consider the possibility of lifting these conditions altogether.
However, lifting these conditions essentially boils down to making no assumptions whatsoever
on the noise mechanisms at work. As it turns out, this approach is much less innocent than it
may appear at face value. Given a Lindblad superoperator of the form of equation (1b), the
Hamiltonian and jump operators are not uniquely defined. The transformations

$$H \rightarrow H + \frac{1}{2i} \sum_{\mu} \left( \alpha^\dagger c \alpha^c W^\dagger_{\mu} - \alpha^a W^a_{\mu} \right)$$

$$W^\dagger_{\mu} \rightarrow W^\dagger_{\mu} + \alpha^a_{\mu} 1,$$

leave $L$ invariant [33]. This nonunique decomposition, in the absence of further assumptions on
$W^a_{\mu}$, forces one to reconsider the definition of coherence, as $\mathcal{C}(H)$ ceases to be unique. This
compels us to generalize our notion of coherence. We propose here candidates for such
generalizations.

A universal measure of coherence which is independent of the particular representation of
$\mathcal{L}$ could be given by

$$\mathcal{C}(\mathcal{L}) = \inf_{\mu \in \mathbb{C}} \left\{ H + \frac{1}{2i} \sum_{\mu} \left( \alpha^\dagger c \alpha^c W^\dagger_{\mu} - \alpha^a W^a_{\mu} \right) \right\},$$

where it is understood that $H$ and $W^\dagger_{\mu}$ are the Hamiltonian and jump operators of any
representation of $\mathcal{L}$. This quantity becomes zero if and only if the system’s master equation can
be entirely written in terms of jump operators—with no Hamiltonian. In addition, it is invariant
under the addition of a decoherence term—e.g. $\mathcal{C}(\mathcal{L}) = \mathcal{C}(\mathcal{L} + \mathcal{L}^{\phi})$ for arbitrary $\phi$—which
supports the notion of being able to single out the coherent part of $L$ despite the presence
of noise. We leave as an open problem determining whether this quantity can be easily computed
and/or measured.

The lifting of $\mathcal{C}(H)$ to $\mathcal{C}(\mathcal{L})$ can be seen as a relaxation or a tightening of our problem. On
the one hand, it tightens our framework by requiring us to optimize a superoperator norm over
all possible representations of $\mathcal{L}$. On the other hand, it is a relaxation because the only natural
set-up for using equation (65) is that where no assumptions are made about the $W^\dagger_{\mu}$. In particular,
relaxation of assumptions (2) seems a natural framework in which to consider quantities which
depend solely on $\mathcal{L}$ and not one of its particular representations, as in equation (65).

Along with the general notion of coherence comes a natural question of a measure of
decoherence that could be used as a reference. In this work we refer to $\|L\|$, the fastest
timescale of the system’s dynamics, as an upper bound to the fastest decoherence timescales
(assuming that they are known) which dictate the smallness of $t$. However, a systematic
approach is suggested by the so-called Leibnitz defect [33] $\Delta_{\mathcal{L}}$: 
\[ \Delta_\mathcal{L}(A, B) = \mathcal{L}(AB) - \mathcal{L}(A)B - A\mathcal{L}(B), \]  

which is zero if and only if \( \mathcal{L} \) can be written solely in terms of a Hamiltonian. \( \Delta_\mathcal{L} \) determines how much \( \mathcal{L} \) fails to be of the commutator form \(-i[H, \cdot] \). Thus, a suitable norm on \( \Delta_\mathcal{L} \) is a reasonable candidate for providing a measure of the decoherence in \( \mathcal{L} \). These two measures will be discussed in more detail in future work.

Also, it would be instructive to establish a detailed relation between our approach and results presented in [4, 17, 24]. We note at this point that our method focuses primarily on detecting quantumness of the unknown physical process, instead of looking at the quantumness of states. Detailed comparison and analysis is, however, beyond the scope of the present work.

7.2. Implementations

Experiments with continuous driving may be challenging in certain physical systems of interest. However, the QZE can be induced by other means, such as continuous measurement [34] and dynamical decoupling [35]. Since the essence of our analysis relies not on the Zeno limit, but on how this limit is approached (the next-to-leading order contribution in the asymptotic expansions), it is not immediate that the same results will translate to these other set-ups. The ideas, however, should not vary in their essence. We leave the task of understanding how our ideas carry over to these set-ups for future work.

In the case of implementation by means of continuous measurement, one may also track the set of measurement outcomes and not only the outcome of the final projective measurement. Then a parameter estimation could be applied, such as that of [36], where the authors discuss parameter inference from a continuously measured system with an application to quantum optics. The difficulty then lies in designing a statistical parametric model capturing the specifics of our problem, while being general enough to accommodate unknown \( \mathcal{L} \) dynamics. This procedure may allow us to obtain more accurate estimates of \( \Omega \) and even tighter bounds of \( \mathcal{C} \).

Regarding the tightness of inequality (47), one should note that only as much as is measured can be learnt: Hamiltonians that commute with the measurement Hamiltonian will be totally beyond the reach of witness \( \Omega \). In such cases, a different measurement basis and/or preparation will be required. For all other systems, \( \Omega \) will provide a nontrivial lower bound to \( \mathcal{C}(H) \). As shown by the examples, the more ‘noncommuting’ the unknown Hamiltonian is, the tighter inequality (47) will be. The virtue of this method is that it assumes noisy dynamics and, in our scheme, provides bounds that are robust against the strength of the noise.

Building the statistics needed for estimating \( \hat{P} \) is simple, but it may be challenging to work in the regime of small times and appropriate values of \( k \). A deeper study of the time frames for which the reduced system dynamics is Markovian (for large \( k \)) will allow us to safely lift this small time constraint.
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Appendix A. Derivation of the effective dynamics

In the derivation of equation (19) we absorb $k$ in the coupling Hamiltonian $H_m$, since our results will be independent of the strength of $H_m$.

We start by decomposing the density operator $\rho$ into parts which we will call populations $P[\rho]$ and coherences $Q[\rho]$. We define the unitary superoperator $U(t) = \exp i\mathcal{L}t$, which is just $U(t)[x] = e^{iHt}xe^{-iHt}$, and write down the density operator in the interaction picture w.r.t. $H_m$:

$$\rho'(t) = U(t)[\rho(t)] \quad (A.1a)$$

$$\mathcal{L}'(t) = U(t)\mathcal{L}U^a(t), \quad (A.1b)$$

where we skip the symbol for the composition of superoperators and regard it as a product of operators in Hilbert–Schmidt space. The master equation, equation (17), reads, in the interaction picture,

$$\frac{d}{dt}\rho'(t) = \mathcal{L}'(t)[\rho'(t)]. \quad (A.2)$$

where, essentially, the Hamiltonian $H_m$ is cancelled out. Our approach follows the derivation of the master equation without time convolution [32], which uses projection operator techniques [37], in order to derive the propagator from time 0 to time $t$.

The time evolution for the populations $P[\rho'(t)]$ and coherences $Q[\rho'(t)]$ then reads

$$\frac{d}{dt}P[\rho'(t)] = (P\mathcal{L}'(t)P + P\mathcal{L}'Q)[\rho'(t)], \quad (A.3a)$$

$$\frac{d}{dt}Q[\rho'(t)] = Q\mathcal{L}'(t)[\rho'(t)]. \quad (A.3b)$$

Now, let $\Gamma(t, t_0) = \mathbb{I}\exp\int_{t_0}^t ds Q\mathcal{L}'(s)$ be the time ordered exponential (see [32]), e.g. the solution to

$$\frac{d}{dt}\Gamma(t, s) = Q\mathcal{L}'(t)\Gamma(t, s), \quad (A.4)$$

with boundary condition $\Gamma(t, t) = \mathbb{I}$. With this one can solve for the coherences $Q[\rho'(t)]$:

$$Q[\rho'(t)] = \Gamma(t, t_0)Q[\rho'(t)] + \int_{t_0}^t ds \Gamma(t, s)Q\mathcal{L}'(s)P[\rho'(s)], \quad (A.5)$$

which, used in equation (A.3a), yields

$$\frac{d}{dt}P[\rho'(t)] = \mathcal{P}\mathcal{L}'(t)\left( \mathcal{P}[\rho'(t)] + \int_{t_0}^t ds \Gamma(t, s)Q\mathcal{L}'(s)P[\rho'(s)] \right). \quad (A.6)$$
We are interested in writing the time derivative of $\mathcal{P}\rho(t)$ at time $t$ as a function of the preparation $\mathcal{P}\rho(0)$: therefore we can write the time evolution channel (in the interaction picture) and the density operator as

$$\mathcal{E}(t, t_0) = \mathcal{T} \exp \int_{t_0}^{t} ds \mathcal{L}'(s), \quad \rho'(t) = \mathcal{E}(t, s)[\rho'(s)].$$

(A.7)

Then, the evolution of populations is given by

$$\frac{d}{dt}\mathcal{P}\rho'(t) = \mathcal{P}\mathcal{L}(t)[\mathcal{P}\mathcal{E}(t, 0) + \int_{0}^{t} ds \mathcal{L}(t, s)\mathcal{Q}\mathcal{L}(s)\mathcal{P}\mathcal{E}(s, 0)]\rho(0)].$$

(A.8)

Writing this in the Schrödinger picture, we obtain

$$\frac{d}{dt}\mathcal{P}\rho'(t) = \mathcal{P}\mathcal{L}\mathcal{P}\mathcal{E}(t, 0)[\rho(0)] + \mathcal{P}\mathcal{L}\int_{0}^{t} ds \mathcal{U}^*(t)\mathcal{L}(t, s)\mathcal{U}(s)\mathcal{Q}\mathcal{L}\mathcal{P}\mathcal{E}(s, 0)[\rho(0)].$$

(A.9)

Several remarks are worth making as regards this expression. The first line can be conveniently expressed as $\mathcal{L}(t)[\rho(0)]$, where $\mathcal{L}(t) = \mathcal{P}\mathcal{L}\mathcal{P}$. As we will see, this represents the dominant part of the dynamics at time $t$. On the other hand, the essential part of the second line is characterized by the memory kernel

$$\mathcal{K}(t) = \int_{0}^{t} ds \mathcal{U}^*(t)\mathcal{L}(t, s)\mathcal{U}(s)\mathcal{Q}\mathcal{L}\mathcal{P}\mathcal{E}(s, 0).$$

(A.10)

This operator characterizes the non-Markovianity of $\mathcal{P}\rho(t)$, as its evolution cannot be uniquely determined without reference to the coherences $\mathcal{Q}\rho$. The operator $\mathcal{K}(t, s)$ provides the accumulated non-Markovianity at time $t$. Numerical evidence shows that for relatively large values of $k \sim \|\text{ad}_{\mathcal{L}}\|$, $\mathcal{K}(t)$ is of order $1/k$ up to some time $T$, after which it becomes an important contribution, suggesting that after time $T$ the system acquires enough memory to make the non-Markovian effects relevant. A detailed study of this phenomenon is beyond the scope of this work.

Nevertheless, it is interesting to note that the contribution of the second line in equation (A.9) characterizes the adiabatically eliminated transitions among Zeno subspaces, mediated by coherences originated at time $s$, and evolving over time until $t$. The overall effect of this is a correction to the leading order dynamics. The relative relevance of this term will dictate whether transitions among subspaces occur due to incoherent first-order processes or through these virtual second-order transitions.

Instead of attempting a full solution of equation (A.9) we find it constructive to consider the evolution at small times $t$ such that $\epsilon = t \|\mathcal{L}\| \ll 1$. In this case, $\|\mathcal{L}\|$ has the dimension $1/t$ and determines the magnitude of the fastest timescales arising in equation (1). With the small parameter introduced, we can write

$$\mathcal{E}(t, 0) = \mathcal{I} + \int_{0}^{t} ds \mathcal{L}(s) + O(\epsilon^2),$$

(A.11)

$$\mathcal{L}(t, s) = \mathcal{I} + \int_{s}^{t} ds' \mathcal{Q}\mathcal{L}(s') + O(\epsilon^2).$$

(A.12)
We use the above expansions to write the equation for the evolution of the populations:

$$\frac{d}{dt}\mathcal{P}[^{(\rho(t)}] = \mathcal{P} \mathcal{L}\left(\mathcal{P} + \int_0^t ds \mathcal{U}(s-t) \mathcal{L} \mathcal{P} + O(e^3)\right)[\rho(0)]. \quad (A.13)$$

Here we note that the action of unitaries (related to the ‘adiabatic elimination term’) can be represented as

$$\int_0^t ds \mathcal{U}(s-t) = \mathcal{P} \mathcal{L} \mathcal{P} \mathcal{L} \mathcal{P} + \mathcal{P} \mathcal{L} Q \frac{I - e^{-it\Delta \phi \mathcal{H}_m}}{i \Delta \phi \mathcal{H}_m} Q \mathcal{L} \mathcal{P}, \quad (A.14)$$

Therefore, we can write the second-order term as

$$\mathcal{P} \mathcal{L} \int_0^t ds \mathcal{U}(s-t) \mathcal{L} \mathcal{P} = \mathcal{P} \mathcal{L} \mathcal{P} \mathcal{L} \mathcal{P} + \mathcal{P} \mathcal{L} Q \frac{I - e^{-it\Delta \phi \mathcal{H}_m}}{i \Delta \phi \mathcal{H}_m} Q \mathcal{L} \mathcal{P}, \quad (A.15)$$

and finally

$$\frac{d}{dt}\mathcal{P}[\rho(t)] = \mathcal{P} \mathcal{L}\left(\mathcal{P} + \frac{I - e^{-it\Delta \phi \mathcal{H}_m}}{i \Delta \phi \mathcal{H}_m} \mathcal{L} \mathcal{P} + O(e^3)\right)[\rho(0)]]. \quad (A.16)$$

One can check that choosing $k \sim \|\Delta \phi \mathcal{H}_m\|$ of the order $1/t$, so that $\Delta \phi \mathcal{H}_m \sim 1$, leads to superoperators $\mathcal{D}_0$ and $\mathcal{D}_1$ of similar magnitudes. This is the desirable regime to work in, which will render the dependence of $\mathcal{D}_1$ on $k$ most visible, despite statistical and experimental errors.

**Appendix B. Proofs of results regarding superoperators**

We provide here proofs of some of the facts stated in the text that may not be obvious to all readers.

**B.1. Implications of the preferred basis**

Introducing the anticommutator superoperator

$$\text{ac}_A[X] = \frac{1}{2}(AX + XA) \quad (B.1)$$

one can check that for self-adjoint $A = A^\dagger$, $\text{ac}_A$ is also self-adjoint:

$$\text{ac}_A^* = \text{ac}_A \quad (B.2)$$

Using this notation, $\mathcal{L}_\phi$ reads

$$\mathcal{L}_\phi = \phi - \text{ac}_{\phi(t)} \quad (B.3)$$

and our assumptions (2) read

$$Q\phi[P] = 0 \quad (B.4a)$$

$$Q\phi^*[P] = 0. \quad (B.4b)$$
From this, we go on to show that
\[ Q \mathcal{L}_\phi [P] = 0 \] (B.5a)
\[ (\mathcal{L}_\phi \mathcal{Q})^* [P_i] = 0. \] (B.5b)

From equation (B.4b) it is readily seen that
\[ Q \operatorname{ac}_{\phi^{(1)}} [P_i] = 0 \] (B.6)
which shows that \( Q \mathcal{L}_\phi [P] = Q \phi [P] - Q \operatorname{ac}_{\phi^{(1)}} [P] = 0 \), equation (B.5a). Using self-adjointness of \( Q \) and \( \operatorname{ac}_{\phi^{(1)}} \), we have that equation (B.5b) reads
\[ Q \mathcal{L}_\phi^* [P] = Q \left( \phi^* - \operatorname{ac}_{\phi^{(1)}} \right) [P] = 0. \] (B.7)

This implies that equation (40), \( \left[ T_{ij} \right] = -\operatorname{tr} \left[ \tilde{P}_i \mathcal{L} Q \mathcal{L}[\tilde{P}_j] \right] \), when written as
\[ \left[ T_{ij} \right] = -\frac{1}{\sqrt{d_i d_j}} \operatorname{tr} \left[ (Q \mathcal{L}^* [P_i])^\dagger Q \mathcal{L}[P_j] \right]. \] (B.8)

This can be expressed as \( \left[ T_{ij} \right] = \operatorname{tr} \left[ B^i Q_\mu [A] \right] \), with
\[ A = Q \left( -i \operatorname{ad}_H + \mathcal{L}_\phi \right) [P_j] = -i \operatorname{ad}_H [P_j], \] (B.9a)
\[ B = Q \left( -i \operatorname{ad}_H + \mathcal{L}_\phi \right)^* [P_j] = i \operatorname{ad}_H [P], \] (B.9b)

so \( \left[ T_{ij} \right] \) reduces to
\[ \left[ T_{ij} \right] = \operatorname{tr} \left[ \left( \operatorname{ad}_H [\tilde{P}_j] \right)^\dagger Q_\mu \operatorname{ad}_H [\tilde{P}_j] \right] = \operatorname{tr} \left[ \tilde{P}_i \operatorname{ad}_H Q_\mu \operatorname{ad}_H [\tilde{P}_j] \right]. \] (B.10)

### B.2. Monotonicity of the operator norm

Recall that \( \{ \tilde{P}_i \} \) is an orthonormal basis in a subspace \( V \) of \( \mathcal{L} (\mathcal{H}) \) and \( \{ \tilde{P}_i, T_r \} \) is its extension to \( \mathcal{L} (\mathcal{H}) \). In this sense, \( C_{ij} = \operatorname{tr} \left[ \tilde{P}_i \operatorname{ad}_H^2 [\tilde{P}_j] \right] \) is the matrix representation of superoperator \( \operatorname{ad}_H^2 \) restricted to subspace \( V \). It is positive semidefinite, as can be seen from
\[ x^\top C x = \operatorname{tr} \left[ \operatorname{ad}_H [X]^\dagger \operatorname{ad}_H [X] \right] \geq 0, \] (B.11)
where $X = \sum x_j \tilde{P}_j$. Thus, $\sqrt{C}$ is uniquely defined and its operator norm is given by
\[
\|\sqrt{C}\|_\infty = \sup_{\|x\|=1} \|\sqrt{C}x\| = \sup_{\|x\|=1} x^\top C x = \sup_{\|x\|=1} \left\| \text{ad}_H \left[ \sum_j x_j \tilde{P}_j \right] \right\|_2 ,
\]
where $\|x\| = \sqrt{x^\top x}$ is the standard Euclidean norm and $\|X\|_2$ is the Hilbert–Schmidt norm $\|X\|_2 = \sqrt{\text{tr} \left[ X^\top X \right]}$. For any $x$ such that $\|x\| = 1$, we have that $X = \sum x_j \tilde{P}_j$ is
\[
\|X\|_2 = \left( \sum_j x_j^2 \text{tr} \left[ \tilde{P}_j^\top \tilde{P}_j \right] \right)^{1/2} = 1.
\]
Hence, we can upper bound equation (B.12) by relaxing the maximization to all operators in $L(\mathcal{H})$ normalized w.r.t. the 2-norm, thus obtaining the induced Hilbert–Schmidt superoperator norm:
\[
\|\sqrt{C}\|_\infty \leq \sup_{\|x\|=1} \|\text{ad}_H[X]\|_2 \equiv \|\text{ad}_H\|_2 .
\]

**B.3. Computation of the induced Hilbert–Schmidt norm**

Here we show that $\|\text{ad}_H\|_2 = \lambda_{\max}(H) - \lambda_{\min}(H)$, where $\lambda_i(H)$ are $H$’s eigenvalues and we will drop their dependence on $H$. Notice that eigenvectors of $\text{ad}_H$ are given by $|\psi_\alpha\rangle \langle \psi_\beta|$, where the $|\psi_\alpha\rangle$ constitute the eigenbasis of $H$. Then, any operator $X$ can be expressed in the eigenbasis of $\text{ad}_H$:
\[
X = \sum_{\alpha\beta} x_{\alpha\beta} |\psi_\alpha\rangle \langle \psi_\beta|,
\]
and hence
\[
\|\text{ad}_H(X)\|_2 = \left\| \sum_{\alpha\beta} x_{\alpha\beta} \left( \lambda_\alpha - \lambda_\beta \right) |\psi_\alpha\rangle \langle \psi_\beta| \right\|_2 \\
= \left( \sum_{\alpha\beta} \left| x_{\alpha\beta} \right|^2 \left( \lambda_\alpha - \lambda_\beta \right)^2 \right)^{1/2} \\
\leq \lambda_{\max} - \lambda_{\min}.
\]
Clearly, $\sum_{\alpha\beta} |x_{\alpha\beta}|^2 = 1 \iff \|X\|_2 = 1$, and thus the bound is attainable, with $X = |\psi_{\max}\rangle \langle \psi_{\min}| \in L(\mathcal{H})$, where the $|\psi_{\max}\rangle$, $|\psi_{\min}\rangle$ are eigenvectors corresponding to $\lambda_{\max}$.
\[ \lambda_{\text{min}} \] respectively. Thus,

\[
\|\text{ad}_H\|_2 = \sup_{\|X\| = 1} \|\text{ad}_H[X]\|_2 = \lambda_{\text{max}} - \lambda_{\text{min}}. \tag{B.17}
\]
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