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ABSTRACT
Recently, there has been an increasing concern about the privacy issue raised by using personally identifiable information in machine learning. However, previous portrait matting methods were all based on identifiable portrait images. To fill the gap, we present P3M-10k in this paper, which is the first large-scale anonymized benchmark for Privacy-Preserving Portrait Matting. P3M-10k consists of 10,000 high-resolution face-blurred portrait images along with high-quality alpha mattes. We systematically evaluate both trimap-free and trimap-based matting methods on P3M-10k and find that existing matting methods show different generalization capabilities when following the Privacy-Preserving Training (PPT) setting, i.e., "training on face-blurred images and testing on arbitrary images". To devise a better trimap-free portrait matting model, we propose P3M-Net, which leverages the power of a unified framework for both semantic perception and detail matting, and specifically emphasizes the interaction between them and the encoder to facilitate the matting process. Extensive experiments on P3M-10k demonstrate that P3M-Net outperforms the state-of-the-art methods in terms of both objective metrics and subjective visual quality. Besides, it shows good generalization capacity under the PPT setting, confirming the value of P3M-10k for facilitating future research and enabling potential real-world applications. The source code and dataset are available at https://github.com/JizhiziLi/P3M.
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1 INTRODUCTION
The success of deep learning in many computer vision and multimedia areas, largely relies on large-scale of training data [46]. However, for some tasks such as face recognition [29], human activity analysis [38], and speech recognition, privacy concerns about the personally identifiable information in the datasets, e.g. face, gait, and voice, have attracted increasing attention recently. Unfortunately, how to alleviate the privacy concerns in data while not affecting the performance remains challenging and under-explored [42]. For instance, portrait matting, which refers to estimating the accurate foregrounds from portrait images, also involves the privacy issue, as the images usually contain identifiable faces in previous matting datasets [30, 36, 41]. This issue has received more and more concerns due to the popular of virtual video meeting during the COVID-19 pandemic, since portrait matting is a key technique in this multimedia application for changing virtual background. However, we found that all the previous portrait matting methods pay less attention to the privacy issue and adopted the intact identifiable portrait images for both training and evaluation, leaving privacy-preserving portrait matting (P3M) as an open problem.

In this paper, we make the first attempt to fill this gap by presenting a large-scale anonymized portrait matting benchmark (P3M-10k) and investigating the impact of privacy-preserving training (PPT) on portrait matting models. P3M-10k consists of 10,000 high-resolution face-blurred portrait images where we carefully collect and filter from a huge number of images with diverse foregrounds, backgrounds and postures, along with the carefully labeled high quality ground truth alpha mattes. It surpasses the existing matting datasets [30, 36, 47] in terms of diversity, volume and quality.
Besides, we choose face obfuscation as the privacy protection technique to remove the identifiable face information while retaining fine details such as hairs. We split out 500 images from P3M-10k to serve as a face-blurred validation set, named P3M-500-P. Some examples are shown in Figure 1(a). Furthermore, to evaluate the generalization ability of matting models on normal images, which are trained following the PPT setting, i.e., only using the face-blurred portrait images in P3M-10k training set, we construct a validation set with 500 images without privacy concerns, named P3M-500-NP. All the images in P3M-500-NP are either frontal images of celebrities or profile/back images without any identifiable faces. Some examples are shown in Figure 1(b).

It is very interesting and of significant practical meaning to see whether the privacy-preserving training will have a side impact on the matting models, since face obfuscation brings noticeable artefacts to the images which are not observed in normal portrait images. We notice that a contemporary work [42] has shown empirical evidences that face obfuscation only has minor side impact on object detection and recognition models. However, in the context of portrait matting, where the pixel-wise alpha matte (a soft mask) with fine details is expected to be estimated from a high-resolution portrait image, the impact remains unclear.

In this paper, we systematically evaluate both trimap-based and trimap-free matting methods on the unmodified version and face-blurred version of P3M-10k, and provide our insight and analysis about the impact. Specifically, we found that for trimap-based matting, where the trimap is used as an auxiliary input, face obfuscation shows little impact on the matting models, i.e., a slight performance change of models following the PPT setting. As for trimap-free matting which involves two sub-tasks: foreground segmentation and detail matting, we found that the methods using a multi-task framework that explicitly model and jointly optimize both tasks [22, 30] are able to mitigate the impact of face obfuscation to an acceptable level (2% to 5%). Besides, the matting methods that solve the problem through sequential segmentation and matting [8, 36], show a significant performance drop, since face obfuscation leads to segmentation errors that will mislead the subsequent matting model. Other methods that involve several stages of networks to progressively refine the alpha mattes from coarse to fine, shows to be less affected by face obfuscation but still observe a performance drop due to the lack of explicit semantic guidance. Meanwhile, these methods are a little awkward due to the tedious training process.

Based on the above observations, we propose a novel automatic portrait matting network named P3M-Net, which is able to serve as a strong trimap-free matting baseline for the P3M task (See the results in Figure 1). Technically, we also adopt a multi-task framework like [22, 30] as our basic structure, which learns common visual features through a sharing encoder and task-aware features through a segmentation decoder and a matting decoder. In contrast to previous methods [22, 30], we specifically emphasize the interaction between two decoders and those between encoder and decoders. To this end, we devise a Tripartite-Feature Integration (TFI) module for each matting decoder block to effectively fuse the matting decoder features from the previous block, semantic features from the segmentation decoder block, and base visual features from the encoder block. Besides, we devise a Deep Bipartite-Feature Integration (sBFI) module and a Shallow Bipartite-Feature Integration (dBFI) module to leverage deep features with high-level semantics and shallow features with fine details for improving the segmentation decoder and matting decoder, respectively. Experiments on the P3M-10k benchmark demonstrate that P3M-Net achieves a neglectable performance drop under the PPT setting and outperforms all the previous trimap-free matting methods by a large margin.

To sum up, the contributions of this paper are three-fold. First, to the best of our knowledge, we are the first to study the problem of privacy-preserving portrait matting and establish the largest privacy-preserving portrait matting dataset P3M-10k, which can serve as benchmark for P3M. Second, we systematically investigate the impact of face obfuscation on both trimap-based and trimap-free matting models under the privacy-preserving training setting and provide insights about the evaluation protocol, performance analysis, and model design. Third, We propose a novel trimap-free portrait matting network named P3M-Net that follows a multi-task framework and specifically focuses on the interactions between encoders and decoders. P3M-Net demonstrates its value for privacy-preserving portrait matting and can serve as a strong baseline.

2 RELATED WORK

2.1 Image Matting

Image matting is a typical ill-posed problem to estimate the foreground, background, and alpha matte from a single image. Specifically, portrait matting refers to a specific image matting task where the input image is a portrait. From the perspective of input, image matting can be divided into two categories, i.e., trimap-based methods and trimap-free methods. Trimap-based matting methods use a user defined trimap, i.e., a 3-class segmentation map, as an auxiliary input, which provides explicit guidance on the transition area. Previous methods include affinity-based methods [2, 21], sampling-based methods [16, 35], and deep learning based methods [19, 27]. Besides, there are other methods used different auxiliary inputs, e.g., a background image [25, 34], or a coarse map [44].

To enable automatic (portrait) image matting, recent works [8, 22, 23, 30, 47] tried to estimate the alpha matte directly from a single image without using any auxiliary input, also known as trimap-free methods. For example, DAPM [36] and SHM [8] tackled the task by separating it into two sequential stages, i.e., segmentation and matting. However, the semantic error produced in the first stage will mislead the matting stage and can not be corrected. LF [47] and SHMC [26] solved the problem by generating coarse alpha matte first and then refining it. Besides of the tedious training process, these methods suffer from ambiguous boundaries due to the lack of explicit semantic guidance. HATT [30] and GFM [22] proposed to model both the segmentation and matting tasks in a unified multi-task framework, where a sharing encoder was used to learn base visual features and two individual decoders are used to learn task-relevant features. However, HATT [30] lacks explicit supervision on the global guidance while GFM [22] lacks modeling the interactions between both tasks. By contrast, we propose a novel model named P3M-Net, which is also based on the multi-task framework but specifically focuses on modeling the interactions between encoders and decoders. Besides, we comprehensively investigate their performance under the PPT setting on P3M-10k and provide some useful insights on their model structures.
2.2 Privacy Issues in Visual Tasks

There are two kinds of privacy issues in visual tasks, *i.e.*, private data protection and private content protection in public academic datasets. For the former, there are concerns of information leak caused by insecure data transferring and membership inference attacks to the trained models [7, 13, 18, 37]. Privacy-preserving machine learning (PPML) aims to solve these problems by homomorphic encryption [11, 43] and differential privacy algorithms [1, 20].

For public academic datasets, there is no concern for information leak, thus PPML is no longer needed. But, there still exists privacy breach incurred by exposure of personally identifiable information, *e.g.*, faces, addresses. It is a common problem in the benchmark datasets for many visual tasks, *e.g.*, object recognition and semantic segmentation. Recently a contemporary work [42] has shown empirical evidences that face obfuscation, as an effective data anonymization technique, only has minor side impact on object detection and recognition. However, since portrait matting requires to estimate a pixel-wise soft mask (alpha matte) for a high-resolution portrait image, the impact remains unclear.

2.3 Privacy-Preserving Methods

Normally, to protect the private information in the public images, a common method is to capture or process the data in special high-quality conditions [5, 10]. For example, Dai et al. captured the anonymized video data in extremely low resolution to avoid the leak of personally identifiable information such as frontal faces [10]. Another way is to add empirical obfuscations [6, 14, 39], such as blurring and mosaicing at certain regions. Yang et al. used face blurring to obfuscate the faces in the ImageNet dataset [42]. Caesar et al. detected and blurred the license plates in nuScenes dataset to avoid privacy concerns [6]. For the portrait matting task, all previous benchmarks or methods pay little attention to the privacy issue. By contrast, we make the first attempt to construct a large-scale anonymized dataset for privacy-preserving portrait matting named P3M-10k. Specifically, we use face obfuscation as the privacy-preserving strategy to anonymize the identities of all images. Intuitively, the anonymized images with blurred faces may degenerate the performance of matting models due to the domain gap between anonymized training images and normal test images. In this paper, we make the first attempt to investigate the impact of face obfuscation on portrait matting under the PPT setting and identify that it has negligible impact on trimap-based matting methods but has different impact on trimap-free matting methods, depending on their model structure.

2.4 Matting Datasets

Existing matting datasets either contain only a small number of high-quality images and annotations, or the images and annotations are in low-quality. For example, the online benchmark alphamatting [31] only provides 27 high-resolution training images and 8 test images. None of them is portrait image. Composition-1k [41], the most commonly used dataset, contains 431 foregrounds for training and 20 foregrounds for testing. However, many of them are consecutive video frames, making it less diverse. GEM [22] provides 2,000 high-resolution natural images with alpha mattes, but they are all animal images. With respect to portrait image matting dataset,
with free use license. There are 9,421 images in the training set and 500 images in the test set, denoted as P3M-500-P. In addition, we also collect and annotate another 500 public celebrity images from the Internet without face obfuscation, to evaluate the performance of matting models under the PPT setting on normal portrait images. Some examples are shown in Figure 2.

Our P3M-10k outperforms existing matting datasets in terms of dataset volume, image diversity, privacy preserving, and providing natural images instead of composited ones. The diversity is not only shown in foreground, e.g., half and full body, frontal, profile, and back portrait, different genders, races, and ages, etc., but also in background. Images in P3M-10k are captured in different indoor and outdoor environments with various illumination conditions. Some examples are shown in Figure 2. In addition, we argue that large volume and high diversity of P3M-10k enable models to train on the natural images without the need of image composition. Image composition using low-resolution background images is a common practice in previous works [30, 41] to increase data diversity due to the small dataset volume. However, there are obvious composition artefacts in the composition images due to the discrepancy of foreground and background images in noise, resolution, and illumination. By contrast, the background in the natural images are compatible with the foreground since they are captured from the same scene. The composition artefacts may have a side impact on the generalization ability of matting models as shown in [22]. We leave it as the future work to systematically investigate this problem and only focus on the PPT setting in this paper.

### 3.2 Privacy-Preserving Method in P3M-10k

We propose to use blurring to obfuscate the identifiable faces. Instead of using a face detector to obtain the bounding box of face and blurring it accordingly as in [42], we adopt facial landmark detectors [4, 45] to obtain the face mask. It is because different from the classification and detection tasks in [42], which may not be sensitive to the blurry boundaries, portrait matting requires to estimate the foreground alpha matte with clear boundaries, including the transition areas of face such as cheek and hair. As shown in Figure 3, after obtaining the landmarks, a pixel-level face mask is automatically generated along the cheek and eyebrow landmarks in step (3). Then, we exclude the transition area shown in step (4) and generate an adjusted face mask at step (5). Finally, we use Gaussian blur to obfuscate the identifiable faces in the mask and the final result is shown in step (6). Note that for those images with failure landmark detection, we manually annotate the face mask.
3.3 Benchmark Setup

3.3.1 Methods. We evaluate both trimap-based and trimap-free matting methods. The full list of methods are shown in Table 1, 2, 3.

3.3.2 Evaluation Metrics. We use the common metrics including MSE, SAD, and MAD for evaluation. For trimap-based methods, the metrics are only calculated over the transition area, while for trimap-free methods, they are calculated over the whole image.

3.3.3 Training and Evaluation Protocols. Four kinds of training and evaluation protocols are proposed, including “trained on blurred images, test on blurred ones (B:B)”, “trained on blurred images and test on normal ones (B:N)”, “trained on normal images and test on blurred ones (N:B)”, and “trained on normal images and test on normal ones (N:N)”. The first two protocols correspond to the proposed PPT settings. All the methods are trained using the normal or blurred images in the P3M-10k training set and evaluated on P3M-500-P test set. The only difference between blurred and normal images is whether or not face obfuscation is applied.

3.4 Study on The Impact of PPT

3.4.1 Impact on Trimap-based Traditional Methods. As in Table 1, trimap-based traditional methods show neglectable performance variance under different training and evaluation protocols, indicating that PPT setting brings little impact on these methods. This observation is reasonable, since traditional methods mainly make prediction based on local pixels in the transition area with no blurring, although a few of sampled neighboring pixels may be blurred.

3.4.2 Impact on Trimap-based Deep Learning Methods. Similar to traditional trimap-based methods, deep learning methods also show very minor changes across different settings, as shown in Table 2. This is because trimap-based deep learning methods use the ground truth trimap as an auxiliary input and focus on estimating the alpha matte of the transition area, probably guiding the model to pay less attention to the blurred areas. In addition, there are also some observations opposed to intuition. When testing on normal images, models trained on the normal training images surprisingly fall behind of those trained on the blurred ones. For instance, the SAD of IndexNet on “N:N” is 0.6 higher than the score on “B:N”. Similar results can also be found for AlphaGAN, GCA in Table 2. We suspect that the blurred pixels near the transition area may serve as a random noise during the training process, which makes the model more robust and leads to a better generalization.

3.4.3 Impact on Trimap-free Methods. Different from trimap-based methods, trimap-free methods show significant performance changes under four protocols. The results are shown in Table 3. First, we start with the test set of normal images by comparing results in the “B:N” and “N:N” tracks. Models trained on normal training images (N:N) usually outperform those using the blurred ones (B:N), e.g., from 24.33 to 17.13 at SAD for SHM. This observation makes sense since there is a domain gap between blurred images and normal ones due to face obfuscation. By comparison, we found trimap-free methods show different generalization ability in dealing with this domain gap. For example, SHM is the worst with a large drop of 7 in SAD, while HATT and GFM only show a drop less than 3 in SAD. We suspect that an end-to-end multi-task framework may probably mitigate the domain gap issue via joint optimization. By contrast, two-stage methods such as SHM may produce segmentation errors, which can mislead the following matting stage and can not be corrected. To validate this hypothesis, we devise a baseline model called “BASIC” by adopting a similar multi-task framework like HATT and GFM but removing the bells and whistles, i.e., only using a sharing encoder and two individual decoders. As shown in Table 3, the small performance drop (less than 1 in SAD) proves its superiority in overcoming domain gap and supports our hypothesis.

Second, we focus on the test set of blurred images by comparing results in the “B:B” and “N:B” tracks. The performance drop in most methods, e.g., 9.03 in SAD for HATT, proves that without seeing the blurred pattern during training, models cannot generalize well to the face-blurred images. It implies the value of the blurred training set in P3M-10k for training models that will be deployed in privacy-preserving scenarios, where faces may be blurred.

Third, we fix the training set to be the blurred one. By comparing the “B:B” and “B:N” tracks, we observe similar performance of most methods under these two settings, e.g., SADs of HATT are 25.99 and 26.5 on the blurred test set and normal one. These results imply that we can use the performance on the blurred test images in P3M-500-P as a bold indicator of that on the normal ones.

4 A STRONG BASELINE FOR P3M

4.1 A Multi-task Framework

As discussed in Section 3.4.3, trimap-free matting methods benefit from explicitly modeling both semantic segmentation and detail matting and jointly optimizing them in an end-to-end multi-task framework. Therefore, we follow GFM [22] to adopt the multi-task framework, where base visual features are learned from a sharing encoder and task-relevant features from individual decoders, i.e.,
semantic decoder and matting decoder, respectively. For the sharing encoder, we choose a modified version of ResNet-34 [17] with max pooling layers to serve as our light-weight backbone as in AIM [23]. We also keep the indices of the max pooling operation to reserve the details and used in the unpooling layers in the matting decoder. Both semantic decoder and matting decoder have five blocks, each of which contains three convolution layers. We then choose different upsampling operations to suit each task. We use bilinear interpolation in the semantic decoder for simplicity and use max unpooling operation with the indices from corresponding encoder blocks in the matting decoder to learn features for fine details.

4.2 TFI: Tripartite-Feature Integration

Most of the previous matting methods either model the interaction between encoder and decoder such as the U-Net [33] style structure in [22] or model the interaction between two decoders such as the attention module in [30]. In this paper, we comprehensively model all the interactions between the sharing encoder and two decoders:

1. A tripartite-feature integration (TFI) module in each decoder feature map of the previous matting decoder block and a ReLu layer. As shown in Eq. 2, we adopt the residual learning strategy in Eq. 1, the output feature is

   \[ F^1_m = C(\text{Concat}(P(P(MP(E^0)), P(F^1_e)), P(F^1_i))) \tag{1} \]

2. A deep bipartite-feature integration (dBFI) module to model the interaction between encoder and segmentation decoder; and 3) a shallow bipartite-feature integration (sBFI) module to model the interaction between encoder and matting decoder.

Specifically, for each TFI, it has three inputs, i.e., the feature map of the previous matting decoder block \( F^i_m \in \mathbb{R}^{C \times H_i \times W_i} \)/, the feature map from same level semantic decoder block \( F^i_e \in \mathbb{R}^{C \times H_i \times W_i} \), and the feature map from the symmetrical encoder block \( F^i_p \in \mathbb{R}^{C \times H_i \times W_i} \), where \( i \in \{1, 2, 3, 4\} \) stands for the block index, \( r \) stands for the downsample ratio of the feature map compared to the input size, and \( r = 2^i \). For each feature map, we use an 1 × 1 convolutional projection layer \( P \) for further embedding and channel reduction. The output of \( P \) for each feature map is \( P(F^i_e) = C(\text{Concat}(P(F^i_m), P(F^i_e))) \).

4.3 sBFI: Shallow Bipartite-Feature Integration

The matting task requires to distinguish fine foreground details from the background. Therefore, the features in the shallow layers in the encoder may be useful since they contain abundant structural detail features. To leverage them to improve the matting decoder, we propose the shallow bipartite-feature integration (sBFI) module.

As shown in Figure 4, we use the feature map \( E_0 \in \mathbb{R}^{64 \times H \times W} \) in the first encoder block as a guidance to refine the output feature map \( F^1_m \in \mathbb{R}^{C \times H \times W} \) from the previous matting decoder block since \( E_0 \) contains many details and local structural information. Here, \( i \in \{1, 2, 3\} \) stands for the layer index, \( r \) stands for the downsample ratio of the feature map compared to the input size, and \( r = 2^i \). Since \( E_0 \) and \( F^i_m \) are with different resolution, we first adopt max pooling \( MP \) with a ratio \( r \) on \( E_0 \) to generate a low-resolution feature map \( E_0' \in \mathbb{R}^{64 \times H/r \times W/r} \). We then feed both \( E_0' \) and \( F^i_m \) to two projection layers \( P \) implemented by 1 × 1 convolution layers for further embedding and channel reduction, i.e., from \( C \) to \( C/2 \). Finally, the two feature maps are concatenated and fed into a convolutional block \( C \) containing a 3 × 3 convolutional layer, a batch normalization layer, and a ReLU layer. As shown in Eq. 2, we adopt the residual learning idea by adding the output feature map back to the input matting decoder feature map \( F^i_m \):

\[ F^i_m = C(\text{Concat}(P(MP(E_0)), P(F^i_m))) + F^i_m. \tag{2} \]
In this way, sBFI helps the matting decoder block to focus on the fine details guided by Eq. 6.

4.4 dBFI: Deep Bipartite-Feature Integration

Same as sBFI, features in the encoder can also provide valuable guidance to the segmentation decoder. In contrast to sBFI, we chose the feature map $E_3^i \in \mathbb{R}^{32 \times H_i \times W_i}$ from the last encoder block, since it encodes abundant global semantics.

Specifically, we devise the deep bipartite-feature integration (dBFI) module to fuse it with the feature map $F_3^i \in \mathbb{R}^{C \times H_i \times W_i}$ from the $i$th segmentation decoder block to improve the feature representation ability for the high-level semantic segmentation task. Here, $i \in \{1, 2, 3\}$. Note that since $E_4$ is in low-resolution, we use a upsampling operation $UP$ with a ratio $32/r$ on $E_4$ to generate $E_4' \in \mathbb{R}^{512 \times H_i' \times W_i'}$, we then feed both $E_4'$ and $F_3'$ into two projection layers $P$, concatenated together, and fed into a convolutional block $C$. We adopt the identical structures for $P$ and $C$ as those in sBFI. Similarly, this process can be described as:

$$F_4' = C(concat(P(UP(E_4)), P(F_3'))) + F_4$$ (3)

Note that we reuse the symbols of $C$ and $P$ in Eq. 1, Eq. 2, and Eq. 3 for simplicity, although each of them denotes a specific layer (block) in TFI, sBFI, and dBFI, respectively.

4.5 Training Objective

For the segmentation task, we leverage the deep supervision idea and add side loss on the segmentation decoder to stable and improve the training performance. Specifically, we use a $3 \times 3$ convolution layer and an upsampling operation on each output feature map $F_3'$ from dBFI blocks, to predict the segmentation map with 3 channels and in the same resolution as input, denoting as $\tilde{S}_{h, w}^i$.

Then we calculate the cross-entropy loss $L_{CE}^i$ between $P_2^i$ and the ground truth trimap label $G \in \mathbb{R}^{3 \times H \times W}$ (i.e., the one-shot representation) defined as follows:

$$L_{CE}^i = -\frac{1}{3} \sum_{c=1}^{3} \sum_{h=1}^{H} \sum_{w=1}^{W} G(c, h, w) \log \left( P_2^i(c, h, w) \right),$$ (4)

where $c$ represents the number of classes in the trimap.

Following [22], for the matting decoder, we adopt alpha loss $L_\alpha$, and Laplacian loss $L_{lap}$ calculated only on the transition region.

For the segmentation decoder, we adopt a cross-entropy loss $L_{CE}$ on its final output. For the final output, we adopt alpha loss $L_\alpha$, Laplacian loss $L_{lap}$ and composition loss $L_{comp}$ calculated on the whole image. The final training objective is a combination of all the aforementioned losses, i.e.,

$$L = \lambda_m (L_m + L_{lap}) + \lambda_s \left( \sum_{i=1}^{3} L_{CE}^i + 3L_{CE} \right) + \lambda_f \left( 2L_\alpha + 2L_{lap} + L_{comp} \right),$$ (5)

where $\lambda_m = 2$, $\lambda_s = 1/6$, and $\lambda_f = 1$ are loss weights.

5 EXPERIMENTS

5.1 Experiment Settings

To compare the proposed P3M-Net with existing trimap-free methods [8, 22, 30, 47], we train them on the P3M-10k face-blurred images and evaluate them on 1) P3M-500-P face-blurred validation set; and 2) P3M-500-NP normal, following the PPT setting.

Implementation Details For training P3M-Net, we crop a patch from the image with a size randomly chosen from $512 \times 512$, $768 \times 768$, $1024 \times 1024$, and then resize it to $512 \times 512$. We randomly flip the patches for the data augmentation. The learning rate is fixed as $1 \times 10^{-5}$. We train P3M-Net on a single NVIDIA Tesla V100 GPU with a batch size of 8. P3M-Net is trained 150 epochs for about 2 days. It takes 0.132s to test on an $800 \times 800$ image. For GFM [22] and LF [47], we use the code provided by the authors. For SHM [8], HATT [30] and DIM [41] without codes, we re-implement them.

Evaluation Metrics We follow previous works and adopt the evaluation metrics including the sum of absolute differences (SAD), mean squared error (MSE), mean absolute difference (MAD), gradient (Grad.) and Connectivity (Conn.) [32]. We calculated them over the whole image for trimap-free methods. We also report the SAD-T, MSE-T, MAD-T metrics within the transition area.

5.2 Objective and Subjective Results

The objective and subjective results of different methods are listed in Table 4 and Figure 5. As can be seen, P3M-Net outperforms all the trimap-free methods in all metrics and even achieves competitive results with trimap-based method DIM [41], which requires the ground truth trimap as an auxiliary input, denotes as DIM*. These results support the designed integration modules, which are able to model abundant interactions between encoder and decoders. As for SHM [8], it has worse SAD than P3M-Net on both datasets, i.e., 21.56 vs. 8.73 and 20.77 vs. 11.23, due to its stage-wise structure, which produces many segmentation errors. LF [47] and HATT [30] have large error in transition area, e.g., 12.43 and 11.03 SAD vs. 6.89 SAD of ours, since they lack explicit semantic guidance for the matting task. As in Figure 5, they have ambiguous segmentation results and inaccurate matting details. GFM [22] is able to predict more accurate semantic mask owing to its multi-task framework. However, it still fails to predict correct context (the last row) and has worse performance than ours, i.e., 13.20 vs. 8.73 in SAD, since it lacks of interactions between encoder and decoders. DIM [41] has lower SAD compare with us since it uses ground truth trimap. Nevertheless, P3M-Net still achieves competitive performance in the transition area, e.g., 6.89 vs. 4.89 SAD. It is also noteworthy that even trained only on privacy-preserving training set, most methods can generalize well on arbitrary images, clearly validating the effectiveness of the proposed P3M-10k and the practical value of the PPT setting. Meanwhile, the performance gap when testing on face-blurred images and normal images, e.g., 8.73 SAD vs. 11.23 SAD of P3M-Net, also implies more efforts can be made to advance the research for privacy-preserving portrait matting.

5.3 Ablation Studies

We conduct ablation studies of P3M-Net on two datasets P3M-500-P and P3M-500-NP. As seen from Table 5, the basic multi-task
### Table 4: Results of P3M-Net and other methods on P3M-500-P and P3M-500-NP. DIM+ uses ground truth trimap.

| Method  | LF            | HATT          | SHM           | GFM           | DIM+          | P3M-Net       |
|---------|---------------|---------------|---------------|---------------|---------------|---------------|
|         | SAD 42.95     | MSE 0.0191    | MAD 0.0250    | SAD-T 42.19   | SAD-T 42.19   | SAD 8.73      |
|         | MSE-T 0.0421  | MAD-T 0.0824  | SAD-T 42.19   | SAD-T 42.19   | SAD-T 42.19   | SAD 8.73      |
|         | GRAD 18.80    | CONN          |               |               |               |               |
|         | SAD 32.59     | MSE 0.0131    | MAD 0.0188    | SAD-T 14.53   | SAD-T 14.53   | SAD 11.23     |
|         | MSE-T 0.0420  | MAD-T 0.0825  | SAD-T 14.53   | SAD-T 14.53   | SAD-T 14.53   | SAD 11.23     |
|         | GRAD 19.50    | CONN          |               |               |               |               |
|         | SAD 30.53     | MSE 0.0072    | MAD 0.0176    | SAD-T 13.48   | SAD-T 13.48   | SAD 15.90     |
|         | MSE-T 0.0403  | MAD-T 0.0803  | SAD-T 13.48   | SAD-T 13.48   | SAD-T 13.48   | SAD 15.90     |
|         | GRAD 27.42    | CONN          |               |               |               |               |
|         | SAD 25.99     | MSE 0.0054    | MAD 0.0152    | SAD-T 11.03   | SAD-T 11.03   | SAD 10.59     |
|         | MSE-T 0.0377  | MAD-T 0.0752  | SAD-T 11.03   | SAD-T 11.03   | SAD-T 11.03   | SAD 10.59     |
|         | GRAD 17.53    | CONN          |               |               |               |               |
|         | SAD 13.20     | MSE 0.0095    | MAD 0.0125    | SAD-T 8.84    | SAD-T 8.84    | SAD 8.73      |
|         | MSE-T 0.0269  | MAD-T 0.0616  | SAD-T 8.84    | SAD-T 8.84    | SAD-T 8.84    | SAD 8.73      |
|         | GRAD 14.53    | CONN          |               |               |               |               |
|         | SAD 15.50     | MSE 0.0056    | MAD 0.0188    | SAD-T 10.16   | SAD-T 10.16   | SAD 11.23     |
|         | MSE-T 0.0268  | MAD-T 0.0620  | SAD-T 10.16   | SAD-T 10.16   | SAD-T 10.16   | SAD 11.23     |
|         | GRAD 17.09    | CONN          |               |               |               |               |
|         | SAD 11.12     | MSE 0.0093    | MAD 0.0122    | SAD-T 9.14    | SAD-T 9.14    | SAD 10.59     |
|         | MSE-T 0.0255  | MAD-T 0.0545  | SAD-T 9.14    | SAD-T 9.14    | SAD-T 9.14    | SAD 10.59     |
|         | GRAD 17.53    | CONN          |               |               |               |               |
|         | SAD 15.50     | MSE 0.0056    | MAD 0.0188    | SAD-T 10.16   | SAD-T 10.16   | SAD 11.23     |
|         | MSE-T 0.0268  | MAD-T 0.0620  | SAD-T 10.16   | SAD-T 10.16   | SAD-T 10.16   | SAD 11.23     |
|         | GRAD 17.09    | CONN          |               |               |               |               |

### Table 5: Ablation study of P3M-Net.

| Method  | TFI  | sBFI | dBFI | SAD  | MSE  | MAD  | SAD  | MSE  | MAD  |
|---------|------|------|------|------|------|------|------|------|------|
| P3M-500-P | 15.13 | 0.0058 | 0.0088 | 17.01 | 0.0062 | 0.0099 |
| P3M-500-NP | 15.13 | 0.0058 | 0.0088 | 17.01 | 0.0062 | 0.0099 |
| ✓       |      |      |      | ✓    |      |      |      |      |      |
| ✓       |      |      |      | ✓    |      |      |      |      |      |
| ✓ ✓     |      |      |      | ✓    |      |      |      |      |      |
| ✓ ✓ ✓   |      |      |      | ✓    |      |      |      |      |      |

## 6 CONCLUSIONS

In this paper, we make the first study on the privacy-preserving portrait matting (P3M) problem to respond to the increasing privacy concerns. Specifically, we define the privacy-preserving training (PPT) setting, and establish the first large-scale anonymized portrait dataset P3M-10k, containing 10,000 face-blurred images and ground truth alpha mattes. We empirically find that the PPT setting has little side impact on trimap-based methods while trimap-free methods perform differently, depending on their model structures. We identify that trimap-free methods using a multi-task framework that explicitly models and optimizes both segmentation and matting tasks can effectively mitigate the side impact of PPT. Accordingly, we provide a strong baseline model named P3M-Net, which specifically focuses on modeling the interactions between encoder and decoders, showing promising performance and outperforming all previous trimap-free methods. We hope this study can open a new perspective for the research of portrait matting and attract more attention from the community to address the privacy concerns.
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