It is found that the statistical level fluctuations of the AQC 3-SAT problem undergo a transition from a poisson (regular) fluctuation form to a form consistent with the predictions of Random Matrix Theory. We present data which suggests this transition correlates with the computational phase transition in the classical 3-SAT problem. Application to Gaussian Processes and implication for experiment is discussed.
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INTRODUCTION

The statistical examination of level fluctuation properties in the spectra of quantum systems has a rich history beginning with the initiation of Random Matrix Theory (RMT) by Wigner [1] and developed by Dyson [2] and Mehta [3] to predict the statistical properties of nuclear spectra and later applied to spectra from atomic and condensed matter systems. Such spectra are characterized notably by level repulsion and a strong correlation between energy levels and this earlier work took as essential the condition that one is dealing with a system containing a large number of degrees of freedom (many-particle systems). Later, the domain of validity of RMT was enlarged to include the spectra of simple quantum systems possessing classical analogs characterized by irregular (chaotic) motion [4]. Subsequent research led to the correlation between spectral properties predictable by RMT and the presence of positive Liapunov exponents in the corresponding classical dynamics in a large number of quantum systems possessing a chaotic classical analog. Recently, the presence of level fluctuation properties consistent with RMT predictions was found in the spectra of Adiabatic Quantum Computing (AQC) algorithm for the 3-SAT boolean satisfiability problem, an NP-Complete problem [6].

In this letter, we examine the correlation between spectral complexity and classical computational algorithmic complexity in the AQC 3-SAT, a boolean satisfiability problem containing m clauses in n variables, with each clause containing 3 boolean variables. The classical computational complexity of this problem has been studied as a function of the clause-to-variable parameter [7][8], and is characterized by a computational phase transition separating computationally ‘easy’ and ‘hard’ regions. The spectral complexity is measured by the degree to which the corresponding adiabatic quantum computation spectrum takes on the spectral properties predicted by Random Matrix Theory. In the following, we present initial results relating the classical and quantum measures of complexity for the 3-SAT problem.

BACKGROUND

Central to the adiabatic quantum computational (AQC) algorithm [6] is the adiabatic evolution of the ground state energy level, with this state evolving from a easily-constructable state to a final state that encodes the solution to a particular instance of the 3-SAT problem. Until recently, little attention was paid to the characteristics of the entire spectrum. However, such a characterization [6] revealed the presence of level repulsion and fluctuation properties consistent with RMT in portions of the interpolation region for select problem parameters.

This presence of such spectral statistics enlarges further the domain of validity of RMT to include Quantum Computational systems. It remains to characterize the quantum problem via spectral regularity throughout problem parameter space.

Additionally, there has been extensive theoretical and experimental work examining systems that obey a Random Matrices type theory containing an additional adiabatic parameter dependence [11][10][12]. Such systems, called Gaussian Processes, have a number of interesting properties including a universal scaling that brings two-point correlation functions of eigenvectors or eigenvalues from differing spectra to a common, universal form. Thus, the characterization of spectra as adhering to RMT would provide the first step in revealing possible properties associated with Gaussian processes in AQC.

This work parallels the correspondence between the global change in spectral complexity and classical dynamical order as measured by the Liapunov dynamical exponent central to the study of quantal chaos in the 1980s and 1990s [4][5][6], extending ideas regarding the Bohr Correspondence Principle as applied to classically chaotic systems.

This paper is organized as follows: we begin with an examination of Random Matrix Theory and spectral measures followed by a discussion of the quantum adiabatic...
computational algorithm. This is followed by the results of the statistical analysis of direct diagonalization of the AQC 3-SAT spectrum for various problem parameters. These results and their generalization to experiment are discussed in the context of the asymptotic large N (qubit) limit.

**RANDOM MATRIX THEORY**

Random Matrix Theory (RMT) has been useful in describing the statistical fluctuations of spectra in a variety of quantum systems. Historically, RMT has found application describing statistical spectral characteristics of a variety of complex systems such as compound-nuclear resonances, many-particle atomic spectra, weakly disordered systems, few-body atomic systems possessing a chaotic classical analog, and even number theory in the distribution of the zeros of the Riemann zeta function. In addition, recent work has shown the additional applicability of RMT in selected instances from the AQC 3-SAT problem.

RMT is a statistical description of complex quantum systems in which detailed knowledge about particle interactions is abandoned in favor of a general ensemble description with the only restriction due to physical symmetries. Systems conserving time reversal symmetry are described by the Gaussian orthogonal ensemble (GOE), while systems with broken time reversal symmetry are described by the Gaussian unitary ensemble (GUE).

When examining the global spectral character of a system, the average level density $\rho(E)$, a model dependent property, is normalized to unity. When so normalized, the resulting property, is normalized to unity. When so normalized, the resulting distribution assumes a universal form when the parameter $x$ is rescaled by the average spectral quantity $\epsilon_i$, $x \rightarrow \sqrt{\frac{2\epsilon_i}{\omega}}$ as shown in the context of parametric RMT (GP) and derived also in the context of supersymmetry models.

The AQC formulation is defined in terms of an adiabatic parameter that interpolates between an initial and final Hamiltonian. In the theoretical limit of interpolation between two independent random matrices, parametric random matrix theory, or Gaussian processes (GP) is invoked. Thus, one parameter disordered spectra is compared with the theoretical predictions of Gaussian processes (GP) whose two point correlation function assume a universal form when the parameter $x$ is rescaled by the average spectral quantity $\epsilon_i$, $x \rightarrow \sqrt{\frac{2\epsilon_i}{\omega}}$ as shown in the context of parametric RMT (GP) and derived also in the context of supersymmetry models.

Additional universal results have been obtained for multiparameter GP that relates to the occurrence of Berry phase in such systems and the (constant) universal density of Berry points in such systems when rescaled as above.

The GP in one parameter can be defined in a manner similar to RMT through its first two moments,

$$H_{ij}(x) = 0, \quad H_{ij}(x)H_{kl}(x') = \frac{\omega^2}{2\beta} f(x-x')g_{ij,kl}^{(\beta)}$$

where $g_{ij,kl}^{(\beta=1)} = \delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}, \quad g_{ij,kl}^{(\beta=2)} = 2\delta_{il}\delta_{jk},$ $\omega$ is related to the Hamiltonian dimension and mean level spacing, and $f(x)$ is normalized such that $f(0) = 1$. $\beta = 1$ is the GOE case, consisting of $H(x)$ that are real symmetric matrices, and $\beta = 2$ is the GUE case consisting of $H(x)$ that are complex Hermitian matrices.

A natural extension of RMT, Gaussian processes have been examined in the context of quantum dissipation, with a major component of the dissipation resulting from Landau-Zener nonadiabatic level transitions at avoided level crossings. This aspect is important to the adiabatic quantum computation algorithm, as algorithmic success requires the evolution of the system while remaining in the ground state, without such transitions. As a result, interpolation through irregular spectral regions have a higher probability of transition and
the interpolation must be slowed in this region when employing this approach to prevent level transitions. From a computational standpoint, algorithmic cost increases with spectral complexity characterized by the onset of random matrix (Wigner) statistics. For an AQC system possessing uniform average level spacing and obeying the conditions of a GP, it can be shown through the theory of GP that a quantum exponential speedup over classical algorithms is unlikely \[8\]; however, such a result for the more realistic physical condition of a level density varying with energy is currently lacking.

THE QUANTUM ADIABATIC COMPUTATION ALGORITHM

The adiabatic algorithm \[9\] allows for a quantum adiabatic process to perform a computation of an NP-Complete problem, the 3-SAT boolean satisfiability problem. The time dependent Hamiltonian for such a process with an interpolation time \(T\) takes the form

\[
H(t) = (1 - \frac{t}{T})H_b + \frac{t}{T}H_p,
\]

where the Hamiltonian \(H_b\) has the property that the ground state is easily constructed, and the Hamiltonian \(H_p\) has the property that the ground state encodes the solution to the particular instance of the 3-SAT problem under investigation.

Starting with the ground state eigenstate of \(H_b\), the approach allows for the calculation of a nontrivial computation problem through adiabatic interpolation of this state from the initial to final Hamiltonian. Upon completion of the ground state interpolation, the state encodes the solution to the 3-SAT problem, which can be read through projective measurement of the state. This approach has been shown to be equivalent to ‘traditional’ circuit models of quantum computation \[20\], in which quantum algorithmic speedup over classical approaches for a number of algorithms is well established.

The traditional measure of algorithmic complexity of the 3-SAT problem using classical computational measures involving either the Davis-Putnam \[7\] or the GSAT algorithm \[8\], shows a marked transition at a given clause-to-variable ratio, \(f \sim 4.2\), indicating a computational phase transition from easy to hard solubility \[27\] in the large \(n\) limit. For problem sizes having \(n \leq 20\), problem sizes typical in numerical simulation, the transition phenomenon still exists, though the transition point is less well defined and somewhat displaced from its asymptotic value.

RESULTS

The statistical spectral fluctuation analysis involved determining the NNS distribution of the Hamiltonian \(H(t)\), Eq. (3), at 100 points in the interpolation of a 3-SAT Hamiltonian with \(n = 8\) variables having matrix dimension \(N = 256\) for several values of the clause-to-variable ratio \(f\). In light of the above discussion relating computational cost and spectral complexity, we are interested in determining whether an irregular spectral region occurs in the interpolation and for each problem instance, the maximal Brody parameter is determined, with the results averaged over 200 problem instances for each \(f\).

The results reveal a systematic change in the spectral regularity (Brody measure \(q\)) of the instantaneous AQC Hamiltonian \(H(t)\) during the course of the adiabatic quantum algorithm. A typical unfolded (renormalized) spectrum associated with a particular problem instance is shown for a particular problem instance having \(N = 8\), \(f = 2\), shown in Fig. 1. In the initial phase of the interpolation for hard-to-solve problem instances, the statistical NNS fluctuations conform to a regular, Poisson-type distribution. This corresponds to eigenvalue degeneracies inherent in the initial hamiltonian, \(H(0)\). Later in the interpolation, the fluctuation probability distribution transitions to an irregular, Wigner-type distribution. It was found that such irregular spectra only occur for computational problem instances having \(f \geq 1\).

Fig. 2 summarizes these quantum simulation results as a function of the classical algorithmic complexity parameter \(f\), plotting spectral complexity (Brody measure) versus \(f\) (clause-to-variable ratio). For easy-to-solve computational problem instances \((f\) small\), the spectral complexity was found to be zero. For hard-to-solve instances of the 3-SAT problem the spectral complexity is nonzero. The correlation between the “classical” computational complexity as parameterized by \(f\) and the quantum spectral complexity, parameterized by the Brody parameter.
$q$ is shown in Fig. 2. We note that if the computational complexity is used as a proxy for computational cost, the quantum system appears to go through an orderly-complex transition in the region $1 \lesssim f \lesssim 4$ and diminishes somewhat for $f \gtrsim 5$. The overall behavior exhibits the basic features of the classical algorithmic cost profile for the 3-SAT, which, for $n = 8$, is characterized by a computational phase transition that is smoothed compared to the asymptotic form and displaced from the asymptotic (large $n$) phase transition point of 4.2.

Additional studies for $n$ closer to the asymptotic region ($n \gtrsim 20$) would be required to examine the asymptotic quantum transition and comparing the classical and quantum cost profiles in detail. While the current results are for the $n = 8$ non-asymptotic regime, the change in global spectral statistics correlated with computational complexity as measured by clause-to-variable ratio was found to be significant. The salient feature is the transition from regular to irregular spectra dependent on algorithmic complexity that correlates with classical results.

**DISCUSSION**

Recent work [9] showed that an NP-Complete problem can be converted into an adiabatic quantum mechanical process, which marked a new approach to quantum computation that was later shown equivalent to the circuit model of quantum computation [26].

The present results enlarge the regime of validity of RMT to this additional class of AQC problems. The central question we ask in this article is whether the spectral complexity is correlated with computational algorithmic complexity.

The results from Fig. 2 illustrate that when the entire spectrum from the AQC problem instances are examined, the spectrum is shown to be orderly for small clause-to-variable ratio, $f$, becoming more complex for larger $f$. This leads us to the following result: when formulated in terms of an adiabatic quantum computation, all computationally hard NP-complete complexity class 3-SAT problems traverse a region characterized by an irregular spectrum.

How general is this result? Our results verify the above conclusion for $n = 8$ in regions that have been characterized as algorithmically complex ($f \sim 4.2$), and we suggest that this result likely holds for larger $n$. Spectra exhibiting orderly spectral statistics ($q \sim 0$) are typically associated with quantum symmetries, and it seems unlikely that a symmetry not manifesting itself for $n = 8$ will manifest itself for larger $n$.

The above conjecture can be tested through a related experimental hypothesis related to the spectral statistics of the AQC problem: there exists no classically hard instance of an NP-complete complexity class problem which, when formulated in terms of an adiabatic quantum computation, results in a simple spectrum (Poisson level spacing distribution) at all interpolation points in the computation.

Further, since quantum adiabatic computing has been shown equivalent to the circuit model of quantum computing (based on quantum bits) [26], the above predictions would apply equally to all quantum computation-hard circuit model problems as well.

The experimental determination can be made by examining the spectrum at intermediate points in the interpolation for problem instances having fixed $n$ and varying clause-to-variable ratio. This hypothesis would be disproved if a system were found that has the properties of (1) being NP-Complete, (2) computationally complex (hard-to-solve instance) determined by classical measures such as clause-to-variable ratio, and (3) the property of having a regular spectrum (Brody parameter $q = 0$) at all interpolation points. Such a system would correspond to an NP complete, hard-to-solve problem instance possessing a regular spectrum, which would require no interpolative slow down due to irregular (complex) spectral effects.

Finally, we have identified hard-to-solve instances of NP-Complete quantum adiabatic computation processes as having parameter regions obeying RMT and thus belonging to the class of Gaussian processes (GP). Once this identification is made, a variety of universal results follow relating primarily to two-point correlation functions of wavefunctions and eigenvalues that have been tested in quantum systems possessing a classical analog and containing an external parameter dependence [10], [21]. If the above conjecture happens to be true, then spectral complexity would be correlated with computational algorithmic complexity and results consistent with GP should be found asymptotically in AQC processes having a problem parameter $f$ consistent with significant computational al-

**FIG. 2:** Spectral Complexity, maximum Brody parameter, as a function of the classical computational complexity, clause-to-variable ratio, of the 3-SAT problem for $N=8$. 

---

In the context of quantum computation, the computational phase transition point of 4.2 plays a crucial role in understanding the complexity of problems. The figure illustrates how the spectral complexity changes as a function of computational complexity, with a clear distinction between orderly and irregular spectra. This transition is indicative of a phase change in the computational landscape, where the transition point $f \sim 4.2$ is a critical boundary for the behavior of quantum systems. The results from Fig. 2 emphasize the importance of examining spectral statistics in the context of computational complexity, providing insights into the effective algorithmic complexity of problems and the potential for quantum algorithms to outperform classical methods in certain regimes.
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