UNIQUENESS OF THE MEASURE OF MAXIMAL ENTROPY FOR THE SQUAREFREE FLOW
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Abstract. The squarefree flow is a natural dynamical system whose topological and ergodic properties are closely linked to the behavior of squarefree numbers. We prove that the squarefree flow carries a unique measure of maximal entropy and express this measure explicitly in terms of a skew-product of a Kronecker and a Bernoulli system. Using this characterization and a number-theoretic argument, we then show that the unique maximum entropy measure fails to possess the Gibbs property.

1. Introduction

One of the most important objects in analytic number theory is the Möbius function, defined for positive integers \( n \) by

\[
\mu(n) = \begin{cases} 
1 & \text{if } n = 1 \\
0 & \text{if } n \text{ is not squarefree} \\
(-1)^r & \text{if } n = p_1 \cdots p_r \text{ is a product of } r \text{ distinct primes.}
\end{cases}
\]

It is well-known that if the sequence \((\mu(n))_{n \geq 1}\) behaves randomly in the sense that

\[
\sum_{n \leq N} \mu(n) = O_{\epsilon} \left( N^{1/2 + \epsilon} \right) \quad \text{for any } \epsilon > 0,
\]

then the Riemann hypothesis is true. Less quantitative but richer reflections of the chaotic behavior of \( \mu \) are captured by instances of the “Möbius Randomness Law”, see for example [IK].

Sarnak has recently developed an approach to the idea of Möbius randomness based on the study of certain dynamical systems [Sar]. Let \( \Omega^{(3)} = \{-1, 0, 1\}^\mathbb{N} \) with the product topology, and let \( \sigma : \Omega^{(3)} \to \Omega^{(3)} \) be the left shift defined by \((\sigma x)_n = x_{n+1}\). \( (\Omega^{(3)}, \sigma) \) is a topological dynamical system, that is, a pair \((X, S)\) where \( X \) is a compact metric space and \( S : X \to X \) is continuous and surjective. The Möbius function defines a point \( \mu = (\mu(1), \mu(2), \mu(3), \ldots) \in \Omega^{(3)} \), and we let \( \mathcal{M} \) be the closure in \( \Omega^{(3)} \) of the orbit \( \{\sigma^k \mu : k \geq 0\} \). Then the ‘Möbius flow’ \( \mathcal{M} \) is a closed, \( \sigma \)-invariant subset of \( \Omega^{(3)} \), but due to the mysterious behavior of \( \mu \) one cannot say much else about it. The purpose of this paper is to study a related system about which we can say a great deal.

Let \( \Omega^{(2)} = \{0, 1\}^\mathbb{N} \) and let \( \phi : \Omega^{(3)} \to \Omega^{(2)} \) be the squaring map \((x_n) \mapsto (x_n^2)\). Observe that \( \phi \) is continuous, surjective, and intertwines the shift maps on the two spaces (this is an example of a factor map between topological dynamical systems). Let \( \mathcal{S} \) be the closure in \( \Omega^{(2)} \) of the orbit of \( \phi(\mu) = (\mu^2(n))_{n \geq 1} \) under
Since \( \mu^2(n) \) is the indicator function of the set of squarefree numbers, we call \((S, \sigma)\) the squarefree flow.

Naturally, the dynamical structure of \( S \) is strongly tied to the statistical properties of squarefree numbers. In this connection, Sarnak uses the well-known squarefree sieve (cf. [Tsa]) to produce a certain ergodic measure \( \nu \) of zero entropy on \( \Omega^{(2)} \) whose support is \( S \) (for the definitions of terms from ergodic theory see [Wal]). This allows him in turn to prove the following: define the support of a sequence \( x = (x_n) \in \Omega^{(2)} \) to be the set \( \text{supp}(x) \subset \mathbb{N} \) of those \( n \) such that \( x_n = 1 \). We call a subset \( A \subset \mathbb{N} \) admissible if for every prime \( p \) the reduction \( A \mod p^2 \) is a proper subset of \( \mathbb{Z}/p^2\mathbb{Z} \). We then call a sequence \( (x_n) \in \Omega^{(2)} \) admissible if its support is an admissible subset of \( \mathbb{N} \). As, for every prime \( p \), the support of \( (\mu^2(n))_{n \geq 1} \) missing the residue class \( 0 \mod p^2 \), we see that \( \mu^2 \) is admissible in this sense.

Let \( A \subset \Omega^{(2)} \) be the set of all admissible sequences. It’s easy to show that \( A \) is a closed, shift invariant subset of \( \Omega^{(2)} \). Using the aforementioned measure \( \nu \) (and in particular the fact that its support is \( S \)), Sarnak is able to show that in fact \( A = S \). Though this may seem surprising at first, it arises quite naturally from the shape of the measure \( \nu \), which in turn is constructed from the main term of the squarefree sieve formula.

The ergodicity of \( \nu \) implies that the subset \( A_1 \) of \( A \) consisting of sequences whose support omits only one residue class \( \mod p^2 \) for every \( p \) has full \( \nu \)-measure. It’s then not hard to show that the map which sends such a sequence to the point in \( K := \prod_p \mathbb{Z}/p^2\mathbb{Z} \) whose \( p \)-th coordinate is the residue class omitted by the sequence \( \mod p^2 \) intertwines the shift on \( A \) with the translation \( T_{(-1,-1,-1,\ldots)} \) on \( K \) by the element \( (-1,-1,-1,\ldots) \) (note that this map is Borel measurable but not continuous). Moreover, the pushforward of \( \nu \) under this map is precisely the mass one Haar measure \( m \) on the compact group \( K \), so we have a factor map of measure-preserving dynamical systems \((A_1, \sigma, \nu) \rightarrow (K, T_{(-1,-1,-1,\ldots)}, m)\). Subsequently, Cellarosi and Sinai [CS] used spectral theory techniques to prove that this map is in fact an isomorphism of measure-preserving dynamical systems (it is however very far from being an isomorphism of topological dynamical systems).

While this tells the whole story for the measure \( \nu \), there are other invariant measures on \( A \) that should be taken into account. Specifically, as stated by Sarnak (and proven in this paper), the system \((A, \sigma)\) has topological entropy \( (6/\pi^2) \log 2 \) (it’s no coincidence that \( 6/\pi^2 \) is the density of the squarefree numbers in \( \mathbb{N}! \)). The variational principle (e.g. [Wal] 8.2) states that the topological entropy of a topological dynamical system is the supremum of the measure entropies over all its invariant probability measures, and it is known that any subshift system possesses at least one measure of maximal entropy, i.e. an invariant probability measure whose measure entropy equals the topological entropy of the system. Thus there exists such a measure for \( A \).

While (ergodic) measures of maximal entropy always exist for irreducible subshifts (this is not the case for all topological dynamical systems), the number of such measures may be arbitrarily large, even infinite (see [Hay] for examples). In keeping with the general principle in ergodic theory that a scarcity of measures is
more meaningful than an abundance of them, it is an important problem to determine when there is only one measure of maximal entropy on a given topological dynamical system.

The aim of this paper is to prove the following.

**Theorem 1.1.** The squarefree flow \( A \) possesses a unique measure of maximal entropy.

The essence of our proof is the construction of a Borel measurable map (eq. (3.3))

\[
\varphi : \left( \prod_p \mathbb{Z}/p^2\mathbb{Z} \right) \times \Omega^{(2)} \rightarrow A
\]
such that \( \varphi \circ T = \sigma \circ \varphi \), where \( T \) is a certain skew-product transformation on \( \left( \prod_p \mathbb{Z}/p^2\mathbb{Z} \right) \times \Omega^{(2)} \). This map codifies the idea of constructing a sequence with admissible support by inserting zeros into an arbitrary sequence in \( \Omega^{(2)} \) along the residue classes described by an element of \( \prod_p \mathbb{Z}/p^2\mathbb{Z} \).

Once this factor map has been constructed, the problem effectively reduces to proving the intrinsic ergodicity of the skew-product transformation \( T \). Measures of maximal entropy for precisely such skew-products have been studied in great detail in [MarNew]. As their results are much more general than the case treated here, we have opted to give a direct explication of their proof in the case of interest to us, where the base of the skew product is uniquely ergodic with entropy zero. The key ideas of this argument - namely, inducing the skew product to a subset where it decomposes as a direct product, then using Abramov’s formula to compare entropies - are entirely borrowed from their work. Our contribution lies in the use of the factor map \( \varphi \) above to compare the complicated system \( A \) with a more transparent skew-product system.

This construction yields an explicit formula for the effect of the unique measure of maximal entropy on the cylinder set corresponding to any word in \( A \), and by using this formula we are able to show in Section 4 that it is not a Gibbs measure, in contrast to many familiar classes of intrinsically ergodic systems.

We note that this method also applies to the \( B \)-free shifts studied in [ELR], which are defined as follows. Fix an infinite set \( B = \{b_1, b_2, b_3, \ldots \} \subset \mathbb{N}^* \) satisfying the following properties:

1. \( \forall 1 \leq r < r', b_r \text{ and } b_{r'} \text{ are relatively prime} \)
2. \( \sum_{r \geq 1} b_r^{-1} < \infty. \)

Integers with no factors in \( B \) are called \( B \)-free. We define the characteristic function

\[
\nu(n) = \begin{cases} 
0 & \text{if } n \text{ is not } B \text{-free} \\
1 & \text{if } n \text{ is } B \text{-free.} 
\end{cases}
\]

The \( B \)-free flow \( X \) is then the closure of the point \( (\nu(n))_{n \geq 1} \in \Omega^{(2)} = \{0, 1\}^{\mathbb{N}^*} \) under the left shift, and can be identified as the set of sequences the reduction of whose support modulo each \( b_r \) is a proper subset of \( \mathbb{Z}/b_r\mathbb{Z} \). (ELR Cor. 4.2). Thus the squarefree flow is the \( B \)-free flow for \( B = \{p^2 : p \text{ prime}\} \), and as no special
properties of squares of primes are used in our argument for intrinsic ergodicity aside from their mutual relative primality, the proof carries over to the general case essentially verbatim. In contrast, our argument regarding the Gibbs property is quite specific to squares of primes, and it is unclear whether this may be extended to general sets $B$.

While this work was under review, the preprint [KLW] appeared, in which a detailed study of invariant measures for $B$-free systems is presented, including a proof of our main Thm. [1] for all such systems. Their approach, while substantially different from ours, is also based on relating an invariant measure on the squarefree flow to the Haar measure on a compact monothetic group and the $(1/2, 1/2)$ Bernoulli measure.

I wish to thank my advisor Peter Sarnak for many helpful conversations, as well as Manfred Einsiedler for pointing out the relevance of skew products in connection with the insertion map mentioned above. I am also indebted to an anonymous referee for many detailed suggestions and for pointing out several errors in earlier versions of this paper.

2. INDUCED TRANSFORMATIONS

We first recall some generalities on induced transformations, as they are essential to our argument. Suppose $T : X \to X$ is a Borel isomorphism of a compact metric space, and $Y \subset X$ is a recurrent Borel subset, meaning $Y \subseteq \cup_{n=1}^{\infty} T^{-n} Y$. Let $r : Y \to \mathbb{N}$ be the return-time map, so $r(x) = \min\{n \geq 1 : T^n x \in Y\}$, and define the induced transformation $T_Y : Y \to Y$ by $T_Y x = T^{r(x)} x$. Given a $T$-invariant Borel probability measure $\mu$ on $X$ such that $\mu(Y) > 0$, we may define a $T_Y$-invariant measure $\mu_Y$ on $Y$ by $\mu_Y(E) = \mu(E \cap Y) / \mu(Y)$. We then have the following well-known facts (cf. [Zwei], [Th]).

1. Suppose $\mu$ is a $T$-invariant Borel measure on $X$ such that $X = \cup_{n=0}^{\infty} T^{-n} Y$ up to a set of $\mu$-measure zero. Then $\mu_Y$ is ergodic for $T_Y$ if and only if $\mu$ is ergodic for $T$.
2. We may calculate the entropy of $\mu_Y$ as $h_{\mu_Y}(T_Y) \mu(Y) = h_\mu(T)$.
3. Let $\nu$ be a $T_Y$-invariant Borel probability measure on $Y$. Then there exists a $T$-invariant Borel probability measure $\mu$ on $X$, concentrated on $\cup_{n=0}^{\infty} T^{-n} Y$, such that $\nu = \mu_Y$.

Fact (2) is Abramov's formula [AB]. Facts (1) and (3) may be easily proven: (1) follows because for any $n \geq 1$, $\{x \in Y : r(x) = n\} \cap T^{-n} (E \cap Y) = \{r(x) = n\} \cap T^{-n} E$, so that $E \cap Y$ is invariant for $T_Y$ whenever $E$ is invariant for $T$. For (3), the measure $\mu$ can be given explicitly as

$$\mu(E) = \sum_{n \geq 0} \nu(\{r(x) > n\} \cap T^{-n} E).$$

The $T$-invariance of $\mu$ follows by writing

$$\mu(T^{-1} E) = \sum_{n \geq 1} \nu(\{r(x) > n\} \cap T^{-n} E) + \sum_{n \geq 1} \nu(\{r(x) = n\} \cap T^{-n} E)$$

$$+ \sum_{n \geq 1} \nu(\{r(x) < n\} \cap T^{-n} E).$$
and using the $T_Y$-invariance of $\nu$. It follows that the assignment $\mu \mapsto \mu_Y$ is a bijection between $T$-invariant measures on $X$ with $\mu(Y) > 0$ and $T_Y$-invariant measures on $Y$.

3. The Squarefree Flow

We now turn to our situation. We will be dealing with Borel measurable maps that are not continuous, and so must be somewhat careful in our definitions. Following [MarNew], if $S$ is a Borel measurable isomorphism of a compact metric space, we define the topological entropy

$$h(S) = \sup \{ h_\mu(S) : \mu \text{ is an } S\text{-invariant Borel probability measure} \}.$$  (3.1)

When $S$ is a homeomorphism, this agrees with the usual definition of $h_{\text{top}}(S)$ by the variational principle. If the sup is achieved by a unique measure, $S$ is called intrinsically ergodic.

Define $G = \prod_p \mathbb{Z}/p^2 \mathbb{Z}$, and define the translation function $T_1 : G \to G$ by $T_1(g) = (g_1 - 1, g_2 - 1, \ldots)$. Let $G_1 = \{ g \in G : g_p \equiv 1 \mod p^2 \text{ for some } p \}$, and define the transformation $T : G \times \Omega^{(2)} \to G \times \Omega^{(2)}$ by

$$T(g, y) = \begin{cases} (T_1 g, y) & \text{if } g \in G_1 \\ (T_1 g, \sigma y) & \text{if not,} \end{cases}$$

where $\sigma$ is the left shift on $\Omega^{(2)}$. $T$ is a Borel isomorphism of $G \times \Omega^{(2)}$, but is not continuous since $G_1$ is open and not closed in $G$. Observe that we can describe $T$ as a skew-product transformation: define the Borel measurable function $\psi = 1 - \chi_{G_1} : G \to \{0, 1\}$, where $\chi_{G_1}$ is the indicator function of $G_1$. Then

$$T(g, y) = (T_1 g, \sigma^{\psi(g)} y).$$  (3.2)

Let $X$ be the squarefree flow as defined above. The key to our argument is an “insertion map” $\iota : G \times \Omega^{(2)} \to X$ that allows us to realize $X$ in terms of a more transparent system. Let’s describe the motivation for this construction. A sequence $x \in \Omega^{(2)}$ belongs to $X$ if and only if $x$ omits at least one arithmetic progression modulo $p^2$ for all primes $p$, i.e. if and only if there exists $a \in \{1, 2, \ldots, p^2\}$ such that $x_{a+\ell p^2} = 0$ for any $\ell \geq 0$. Outside of these arithmetic progressions, however, the entries of $x$ may be chosen with complete freedom. Thus, suppose we begin with an element $g \in G$ and any sequence $x' \in \Omega^{(2)}$. To define a sequence in $X$ from this information, we start reading the entries of $x'$ until we reach a position congruent to one of the $g_p \mod p^2$, where we insert a zero. We then continue to read $x'$ from where we left off until we reach another position congruent to some (likely to be different) $g_q \mod q^2$, where we again insert a zero, and so on. For example, let’s carry out this process with respect to only one prime $p = 2$. Suppose we are given the residue class 3 (mod $p^2 = 4$) and the sequence $x' \in \Omega^{(2)}$ shown below. Then modifying $x'$ as just described will yield the indicated sequence $x$:

$$x' = 01110110101101\cdots$$

$$x = 0101100110010101101\cdots$$
where the underlined zeros have been inserted to force $x$ to omit the progression $3 \mod 4$. To formalize this, observe for instance that the fifth entry of $x$ equals the fourth entry of $x'$, since there is exactly one $n \leq 5$ with $n \equiv 3 \mod 4$, and $5 - 1 = 4$. At the same time, the eighth entry of $x$ equals the sixth entry of $x'$, since now there are two $n \leq 8$ with $n \equiv 3 \mod 4$, and $8 - 2 = 6$.

Thus, for each $g \in G$ define the function $\alpha_g : \mathbb{N} \to \mathbb{N}$ by

$$\alpha_g(m) = |\{1 \leq n \leq m : n \equiv g_p \mod p^2 \text{ for some } p\}|.$$ 

Now, for $(g, y) \in G \times \Omega^{(2)}$, let $\iota(g, y) \in X$ be the sequence defined by

$$\iota(g, y)_m = \begin{cases} 0 & \text{if } m + 1 \equiv g_p \mod p^2 \text{ for some } p \\ y_{m - \alpha_g(m)} & \text{if not.} \end{cases} \quad (3.3)$$

$\iota$ is clearly surjective, but not continuous, since one must read the entire infinite sequence $g \in G$ before deciding whether to insert a zero at a given position $m$.

**Proposition 3.1.** $\iota$ is Borel measurable, and we have $\iota \circ T = \sigma \circ \iota$.

We first will prove the equivariance property, then demonstrate the measurability. To prove the desired relation, we must divide into cases dictated by $G_1$. Thus, suppose $g \in G_1$, and let $y \in \Omega^{(2)}$. Then we have for any $m \geq 1$

$$\iota(T(g, y))_m = \iota(T_1 g, y)_m = \begin{cases} 0 & \text{if } m + 1 \equiv g_p \mod p^2 \text{ for some } p \\ y_{m - \alpha_g(m)} & \text{if not.} \end{cases}$$

Observe that if $p$ with $m + 1 \equiv g_p \mod p^2$, then since $g \in G_1$, we have

$$\alpha_{T_1 g}(m) = |\{1 \leq n \leq m : n + 1 \equiv g_p \mod p^2 \text{ for some } p\}|$$

$$= |\{1 \leq n \leq m : n \equiv g_p \mod p^2 \text{ for some } p\}| \setminus \{1\}$$

$$= \alpha_g(m) - 1.$$ 

Therefore, for such $m$ we have

$$y_{m - \alpha_{T_1 g}(m)} = y_{m - \alpha_g(m) + 1}.$$ 

At the same time,

$$\sigma(\iota(g, y))_m = \iota(g, y)_{m + 1} = \begin{cases} 0 & \text{if } m + 1 \equiv g_p \mod p^2 \text{ for some } p \\ y_{(m+1) - \alpha_g(m+1)} & \text{if not.} \end{cases}$$

In the second case above, we clearly have $\alpha_g(m+1) = \alpha_g(m)$; therefore $y_{(m+1) - \alpha_g(m+1)} = y_{m - \alpha_g(m+1)} = \iota(T(g, y))_m$. In the first case, it’s obvious that $\iota(T(g, y))_m = \sigma(\iota(g, y))_m = 0$; therefore we have equality for all $m \geq 1$ and so $\iota(T(g, y)) = \sigma(\iota(g, y))$.

Now assume $g \notin G_1$. Then

$$\iota(T(g, y))_m = \iota(T_1 g, \sigma y)_m = \begin{cases} 0 & \text{if } m + 1 \equiv g_p \mod p^2 \text{ for some } p \\ y_{m - \alpha_{T_1 g}(m) + 1} & \text{if not.} \end{cases}$$
If $m \geq 1$ and $\not\exists p$ with $m + 1 \equiv g_p \mod p^2$, we have
\[
\alpha_{1^g(m)} = |\{1 \leq n \leq m : n + 1 \equiv g_p \mod p^2 \text{ for some } p\}|
\]
\[
= |\{1 \leq n \leq m : n \equiv g_p \mod p^2 \text{ for some } p\}|
\]
\[
= \alpha_g(m).
\]
Thus in this case, $y_{m-\alpha_{1^g(m)}+1} = y_{m-\alpha_g(m)+1}$. On the other hand,
\[
\sigma(\iota(g, y))_m = \iota(g, y)_{m+1} = \begin{cases} 0 & \text{if } m + 1 \equiv g_p \mod p^2 \text{ for some } p \\ y_{(m+1)-\alpha_g(m+1)} & \text{if not.} \end{cases}
\]
In the second case above, we clearly have $\alpha_g(m+1) = \alpha_g(m)$; therefore $y_{(m+1)-\alpha_g(m)+1} = y_{m-\alpha_g(m)+1} = \iota(T(g, y))_m$. In the first case, it’s obvious that $\iota(T(g, y))_m = \sigma(\iota(g, y))_m = 0$; therefore we have equality for all $m \geq 1$ and so $\iota(T(g, y)) = \sigma(\iota(g, y))$. So this holds both for $g \in G_1$ and $g \not\in G_1$, proving the desired equivariance.

To prove the measurability of $\iota$, for each $r \geq 1$ define
\[X(r) = \{x \in \Omega^{(2)} : \text{supp}(x) \text{ omits at least one residue class } \mod p_i^2 \text{ for } i = 1, \ldots, r}\].

Note that $X(r) \supset X$ for all $r \geq 1$. For each $r \geq 1$, let $G_r = \prod_{i=1}^r \mathbb{Z}/p_i^2 \mathbb{Z}$, and let $\pi_r : G \times \Omega^{(2)} \to G_r \times \Omega^{(2)}$ be the product of projection $G \to G_r$ onto the first $r$ coordinates with the identity on $\Omega^{(2)}$. We define the partial insertion map $\phi_r : G_r \times \Omega^{(2)} \to X(r)$ as follows. For each $g \in G_r$ define the function $\alpha_g^r : \mathbb{N} \to \mathbb{N}$ by
\[
\alpha_g^r(m) = |\{n \leq m : n \equiv g_p \mod p_i^2 \text{ for some } i \in \{1, \ldots, r\}\}|.
\]
Now, for $(g, y) \in G_r \times \Omega^{(2)}$, let $\phi_r(g, y) \in X(r)$ be the sequence defined by
\[
\phi_r(g, y)_m = \begin{cases} 0 & \text{if } m \equiv g_p \mod p_i^2 \text{ for some } i \in \{1, \ldots, r\} \\ y_{m-\alpha_g^r(m)} & \text{if not.} \end{cases}
\] (3.4)

$\phi_r$ is a surjective map from $G_r \times \Omega^{(2)}$ onto $X(r)$. Define $\iota_r : G \times \Omega^{(2)} \to X(r)$ to be the composition of $\pi_r$ with the partial insertion map $\phi_r : G_r \times \Omega^{(2)} \to X(r)$; then $\iota_r$ is surjective as well.

**Proposition 3.2.** $\iota_r$ is continuous for each $r \geq 1$, and we have $\iota_r \to \iota$ pointwise everywhere on $G \times \Omega^{(2)}$. Therefore, $\iota$ is Borel measurable.

**Proof.** For a subshift $\Sigma \subset \Omega^{(2)}$ and a word $w$ of length $\ell$ appearing in $\Sigma$ (meaning there exists some $x \in \Sigma$ such that $w = x_1 \cdots x_\ell$), we will denote the cylinder set corresponding to $w$ by
\[C_w = \{x \in \Sigma : x_1 \cdots x_\ell = w\}\].

Such sets provide a base for the topology on $\Sigma$.

To show that $\iota_r$ is continuous, let $(g, y) \in G \times \Omega^{(2)}$ and let $M \geq 1$. Let $u = y_1 \cdots y_M$ be the first length $M$ subword of $y$, and consider the subset
\[U = \left(\{g_1\} \times \{g_2\} \times \cdots \times \{g_r\} \times \prod_{k>r} \mathbb{Z}/p_k^2 \mathbb{Z}\right) \times C_u \subset G \times \Omega^{(2)}\].
that there exists an $\Omega$ large' is taken relative to $(g, y)$.

We now prove the pointwise everywhere convergence $\nu_\ast \rightarrow \nu$. Let $(g, y) \in G \times \Omega^{(2)}$, and fix a word $w$ of length $\ell$ appearing in $X$. We will show that $\nu(g, y) \in C_w$ if and only if $\nu_\ast(g, y) \in C_w$ for all sufficiently large $r$ (where ‘sufficiently large’ is taken relative to $(g, y)$ since we only seek pointwise convergence). Observe that there exists an $R \geq 1$ such that

$$\{m \leq \ell : m \equiv g_r \mod p_r^2 \text{ for some } r\} = \{m \leq \ell : m \equiv g_r \mod p_r^2 \text{ for some } r \leq R\}.$$ 

Indeed, we have

$$\{r : g_r \equiv m \mod p_r^2 \text{ for some } m \leq \ell\} = \coprod_{m \leq \ell} \{r : g_r \equiv m \mod p_r^2\}$$

so we may choose an $r$ from each nonempty set on the right and take $R$ to be the maximum of these. Then for any $n \leq \ell$ we have

$$\alpha_g(n) = \alpha_g^R(n) = |\{m \leq n : m \equiv g_r \mod p_r^2 \text{ for some } r \leq R\}|.$$ 

Thus if $S \geq R$ we have for any $n \leq \ell$

$$\nu(g, y)_n = \begin{cases} 0 & \text{if } n \equiv g_r \mod p_r^2 \text{ for some } r \\ y_{n-\alpha_g(n)} & \text{if } \text{not} \end{cases}$$

$$= \begin{cases} 0 & \text{if } n \equiv g_r \mod p_r^2 \text{ for some } r \leq R \\ y_{n-\alpha_g^R(n)} & \text{if } \text{not} \end{cases}$$

$$= \nu_S(g, y)_n,$$

and it follows that $\nu_S(g, y) \in C_w$ for $S \geq R$ if and only $\nu(g, y) \in C_w$, proving the claim. \qed

For any infinite sequence of integers $I = (i_p) \in \prod_p \{1, \ldots, p^2 - 1\}$ (so $i_p$ is the number of residue classes omitted mod $p^2$) consider the set

$$\{x \in X : \text{supp}(x) \text{ omits exactly } i_p \text{ residue classes mod } p^2 \forall p\}.$$ 

This set isn’t invariant, since there may exist a sequence $x$ in this set and a residue class $h \mod p^2$ for some $p$ such that $\text{supp}(x) \cap h \mod p^2$ is finite; then shifting $x$ finitely many times will cause $x$ to omit an extra residue class mod $p^2$, removing $x$ from this set. Hence, to get an invariant set, define for each prime $p$ the set of $p$-persistent sequences in $X$

$$S_p = \{x \in X : \text{for all } h \in \mathbb{Z}/p^2\mathbb{Z}, \text{ if } \text{supp}(x) \cap h(p^2) \text{ isn’t empty, then it is infinite}\}.$$ 

Observe that $S_p$ is an invariant subset of $X$. To see that $S_p$ is Borel, observe first that

$$S_p = \bigcap_{h \in \mathbb{Z}/p^2\mathbb{Z}} \{x \in X : \text{supp}(x) \cap h(p^2) \text{ is empty}\} \cap \{x \in X : \text{supp}(x) \cap h(p^2) \text{ is infinite}\}.$$ 

(3.5)
For each $h \in \mathbb{Z}/p^2\mathbb{Z}$, let $N_h = \{x \in X : \text{supp}(x) \cap h(p^2) \neq \emptyset\}$. Then

$$N_h = \bigcup_{\ell=1}^{\infty} \bigcap_{w \in \mathcal{W}_\ell(X)} \{x \in X : \text{supp}(x) \cap h(p^2) \neq \emptyset\}$$

where $C_w$ is the cylinder set defined by $w$ and $\mathcal{W}_\ell(X)$ is the set of all words of length $\ell$ that appear in the elements of $X$. Therefore, $N_h$ is a Borel subset of $X$ (in fact it’s open). Hence, for each $h \in \mathbb{Z}/p^2\mathbb{Z}$, the first set comprising the disjoint union in the term corresponding to $h$ on the right side of eq. (3.5) is Borel, since it’s the complement of $N_h$. At the same time, the second set in this disjoint union may be described as

$$\{x \in X : \text{supp}(x) \cap h(p^2) \text{ is infinite}\} = \bigcap_{m=0}^{\infty} \sigma^{-mp^2}N_h.$$ 

This is immediate from the fact that $\sigma^{mp^2}x \in N_h$ whenever $h + Mp^2 \in \text{supp}(x)$ for some $M \geq m$. This intersection is clearly a Borel set, so $S_p$ is Borel as well.

Now set

$$X_I = \{x \in X : \text{supp}(x) \text{ omits exactly } i_p \text{ residue classes mod } p^2 \text{ for all } p \text{ and } x \in S_p \text{ for all } p\}.$$ 

Then this is an invariant subset of $X$. It’s also Borel because

$$X_I = \bigcap_p \{x \in X : x \text{ omits exactly } i_p \text{ residue classes mod } p^2\} \cap S_p.$$ 

We showed above that $S_p$ is Borel; at the same time we have for any $p$

$$\{x \in X : x \text{ omits exactly } i_p \text{ residue classes mod } p^2\} = \bigcup_{L \geq 1} \bigcap_{\ell \geq L} \bigcap_{w \in \mathcal{W}_\ell(X)} \{x \in X : w \text{ omits exactly } i_p \text{ residue classes mod } p^2\}.$$ 

This is clearly a Borel set, and it follows that $X_I$ is Borel.

We will denote $X_1 = X_{(1,1,1,\ldots)}$. Let $C_I = \overline{X_I}$. Then $C_I$ is a closed subshift of $X$. Also, for any $r \geq 1$ and $(i_1, \ldots, i_r) \in \prod_{k=1}^r \{1, \ldots, p_k^2 - 1\}$, define

$$X_{(i_1,\ldots,i_r)}(r) = \{x \in X(r) : \text{supp}(x) \text{ omits exactly } i_k \text{ residue classes mod } p_k^2 \text{ for } k = 1, \ldots, r \text{ and } x \in S_{p_k} \text{ for } k = 1, \ldots, r\},$$

and let $C_{(i_1,\ldots,i_r)}(r) = \overline{X_{(i_1,\ldots,i_r)}(r)}$. Note that for an infinite sequence $I = (i_1, i_2, \ldots)$, we have $C_I = \bigcap_{r=1}^{\infty} C_{(i_1,\ldots,i_r)}(r)$. By the Chinese remainder theorem we have the inequalities

$$2^m \prod_{k=1}^r (p_k^2 - i_k) \leq u_{\ell \cdot mp_1p_2\cdots p_r}^{(b_1, \ldots, b_r)} \leq \left(\frac{p_1^2}{i_1}\right) \left(\frac{p_2^2}{i_2}\right) \cdots \left(\frac{p_r^2}{i_r}\right) 2^m \prod_{k=1}^r (p_k^2 - i_k).$$
where \( u^I_{m p_1^2 \cdots p_r^2} \) is the number of distinct words of length \( m p_1^2 p_2^2 \cdots p_r^2 \) appearing in elements of \( X_I(r) \). Therefore

\[
h_{\text{top}}(C_I(r)) = \log 2 \prod_{k=1}^r \left( 1 - \frac{i_k}{p_k^2} \right)
\]

and so

\[
h_{\text{top}}(C_I) = \lim_{r \to \infty} h_{\text{top}}(C_{(i_1, \ldots, i_r)}(r))
= \lim_{r \to \infty} \log 2 \prod_{k \leq r} \left( 1 - \frac{i_k}{p_k^2} \right)
= \log 2 \prod_p \left( 1 - \frac{i_p}{p^2} \right).
\]

**Lemma 3.3.** Let \( \nu \) be an ergodic measure on \( X \). Then there exists a unique sequence \( I \in \prod_p \{1, \ldots, p^2 - 1\} \) such that \( \nu(X_I) = 1 \). In particular, any ergodic measure of maximal entropy on \( X \) is concentrated on \( X_1 \).

**Proof.** Although one might be tempted to reach the desired conclusion immediately from the fact that \( X \) is the disjoint union of the \( X_I \) over all sequences \( I \), this is invalid since there are uncountably many such sequences, so we must argue differently. Let \( \nu \) be an ergodic measure on \( X \), and let \( Y = \text{supp}(\nu) \). For each \( y \in Y \) and each \( p \) let \( i_p(y) = p^2 - |\pi_{p^2}(\text{supp}(y))| \). Then \( i_p : Y \to \mathbb{N} \) is measurable, and we have for any \( p \)

\[
Y = \prod_{i=1}^{p^2-1} Y_i(p)
\]

where \( Y_i(p) = \{ y \in Y : i_p(y) = i \} \). Since \( \nu \) is ergodic with \( \nu(Y) = 1 \), and the \( Y_i(p) \) are invariant and mutually disjoint, there exists a unique \( i(p) \in \{1, \ldots, p^2 - 1\} \) such that \( \nu(Y_{i(p)}) = 1 \). As this is true for all \( p \), and since a countable intersection of sets of full measure also has full measure, we have \( \nu(Y \cap X_I) = \nu(\cap_{k} Y_{i(p)}) = 1 \) where \( I = (i(p))_p \), which proves the claim. \( \square \)

Consider the map \( \rho : X_1 \to G \) given by sending a sequence \( x \) to the sequence \( g_x \in G \), where \( (g_x)_p \) is the unique residue class omitted by the support of \( x \) mod \( p^2 \). \( \rho \) is measurable; indeed, if we fix finitely many primes \( p_1, \ldots, p_r \) and classes \( g_i \mod p_i^2 \) for \( i = 1, \ldots, r \), then the inverse image under \( \rho \) of the open set

\[
\{g_1\} \times \{g_2\} \times \cdots \times \{g_r\} \times \prod_{p > p_r} \mathbb{Z}/p^2\mathbb{Z}
\]

is

\[
X_1 \cap \bigcap_{\ell \geq 1} \prod_{w \in W_\ell(X) \text{ supp}(w) \text{ omits } g_i \text{ mod } p_i^2 \text{ for } i = 1, \ldots, r} C_w
\]

which is clearly a Borel set.

Let

\[
Y = \{ x \in X_1 : g_x \in G_r^c \} = \rho^{-1}(G_r^c).
\]
$Y$ is Borel (since it’s the inverse image of the closed set $G_1^c$ under the Borel map $\rho$) and recurrent. Indeed, any sequence in $Y$ must contain infinitely many 1’s by virtue of belonging to $X_1$. Therefore, if one shifts such a sequence sufficiently many times so that there is a 1 in its first position, then there can’t be any prime $p$ such that this shifted sequence omits 1 mod $p^2$ from its support.

Let $\sigma_Y : Y \to Y$ be the transformation induced by the shift $\sigma$ on $X$, as defined in Section 2.

**Proposition 3.4.** $h(Y, \sigma_Y) = \log 2$, where $h(Y, \sigma_Y)$ is defined by eq. (3.1).

**Proof.** Let $\nu$ be a $\sigma_Y$-ergodic Borel probability measure on $Y$. By fact (3), there exists a $\sigma$-ergodic Borel probability measure $\mu$ on $X$ such that $\nu = \mu_Y$. Since $\nu(Y) = 1$, we have $\mu(Y) > 0$, so by ergodicity, we have $\mu(X_1) = 1$ since $Y \subseteq X_1$ and $X_1$ is shift invariant. Therefore, $\rho_*\mu$ is a $T_1$-invariant probability measure on $G$, so by the unique ergodicity of $T_1$ it follows that $\rho_*\mu = m$, the mass one Haar measure on $G$. But we have $Y = \rho^{-1}(G_1^c)$, so $\mu(Y) = \mu(\rho^{-1}(G_1^c)) = m(G_1^c)$.

Observe that $G_1^c = \prod_p (\mathbb{Z}/p^2\mathbb{Z}) \setminus \{1\}$ and therefore

$$m(G_1^c) = \lim_{K \to \infty} \frac{1}{p_1^2 \cdots p_K^2} \prod_{k=1}^K (p_k^2 - 1) = \prod_p \left( 1 - \frac{1}{p^2} \right).$$

So we find

$$\mu(Y) = \prod_p \left( 1 - \frac{1}{p^2} \right)$$

(3.6)

for any ergodic measure $\mu$ on $X$ with $\mu(X_1) = 1$. Now, by Abramov’s formula (fact (2) in Section 2) we have

$$h_{\mu_Y}(\sigma_Y)\mu(Y) = h_\mu(\sigma) \leq h_{\text{top}}(X) = \log 2 \prod_p \left( 1 - \frac{1}{p^2} \right),$$

so by (3.6), this yields $h_{\mu_Y}(\sigma_Y) \leq \log 2$. On the other hand, there exists a measure of maximal entropy for $X$ since it is a subshift system, and this induces a measure of entropy $\log 2$ for $\sigma_Y$ by Abramov’s formula once again; therefore $h(Y, \sigma_Y) = \log 2$ as claimed.

Now, consider the product $G \times \Omega^{(2)}$ as before, with the skew-transformation $T$. We would like to induce $T$ to the subset $G_1^c \times \Omega^{(2)}$, but this is not strictly in keeping with our definitions since $G_1^c$ isn’t a recurrent subset of $G$. However, observe by Poincaré recurrence that since the system $(G, T_1, m)$ is ergodic and $m(G_1^c) > 0$, there is a recurrent subset $R_1 \subseteq G_1^c$ with $m(R_1) = m(G_1^c)$, so we may unambiguously define the induced transformation $\overline{T} : R_1 \times \Omega^{(2)} \to R_1 \times \Omega^{(2)}$.

Since $(G, T_1)$ is uniquely ergodic, any $T$-invariant measure on $G \times \Omega^{(2)}$ must project to $m$ on the first factor. Therefore, for any $T$-invariant measure $\mu$ on $G \times \Omega^{(2)}$,
the induced transformation $\overline{T} : G_1^c \times \Omega^{(2)} \to G_1^c \times \Omega^{(2)}$ is well-defined $\mu$-almost everywhere.

Since this introduces yet another system into our argument, we diagram the relations between the various systems of interest, where the diagram below is commutative:

$$
\begin{array}{cccc}
\sigma : X & \to & X \\
T : G \times \Omega^{(2)} & \to & G \times \Omega^{(2)} \\
\iota : G \times \Omega^{(2)} & \to & X \\
\sigma_Y : Y & \to & Y \\
\overline{T} : G_1^c \times \Omega^{(2)} & \to & G_1^c \times \Omega^{(2)} \\
\tau : G_1^c \times \Omega^{(2)} & \to & X \\
\tau|_W : W & \to & Y,
\end{array}
$$

$$
\begin{array}{cccc}
\tau^{-1}(Y) = W & \xrightarrow{T_w} & W & \xrightarrow{T} & G \times \Omega^{(2)} \\
& \xrightarrow{\tau} & & \xrightarrow{\iota} & X \\
Y & \xrightarrow{\sigma_Y} & Y & \xrightarrow{\sigma} & X
\end{array}
$$

**Proposition 3.5.** For any $T$-invariant measure $\mu$ on $G \times \Omega^{(2)}$, we have $\overline{T} = T_{T_1} \times \sigma \mu$-a.e., where $T_{T_1} : G_1^c \to G_1^c$ is induced from $T_1$.

**Proof.** Let $(g, y) \in G_1^c \times \Omega^{(2)}$. By definition, we have $\overline{T}(g, y) = T^{r'(g, y)}(g, y)$ where $r' : G_1^c \times \Omega^{(2)} \to \mathbb{N}$ is the return-time function. Now, if $r'(g, y) < \infty$ (this is the case for $\mu$-a.e. $(g, y)$ by the above), we have

$$
r'(g, y) = \min\{n \geq 1 : T^n(g, y) \in G_1^c \times \Omega^{(2)}\}
= \min\{n \geq 1 : T^n(g) \in G_1^c\}
= r_1(g)
$$

where $r_1 : G_1^c \to \mathbb{N}$ is the return-time function (which is well-defined for $m$-a.e. $g \in G_1^c$). Observe that for $g \in G_1^c$ with $r_1(g) < \infty$ and $1 \leq n < r_1(g)$, we have $T^n g \in G_1$, and therefore $T^n(g, y) = (T^n g, \sigma y)$ by (3.2). In particular, $T^{r_1(g)-1}(g, y) = (T^{r_1(g)-1} g, \sigma y)$ and $T^{r_1(g)-1} g \in G_1$, so we have

$$
\overline{T}(g, y) = T^{r_1(g)}(g, y) = (T_{T_1}^{r_1(g)} g, \sigma y) = (T_{T_1} \times \sigma)(g, y),
$$

which proves the claim. \hfill \square

**Proposition 3.6.** $h(G_1^c \times \Omega^{(2)}, \overline{T}) = \log 2$.

**Proof.** Let $\nu$ be a $\overline{T}$-invariant Borel probability measure on $G_1^c \times \Omega^{(2)}$. By Proposition 3.5, we have $\overline{T} = T_{T_1} \times \sigma \nu$-a.e. Hence if we let $\eta = (\pi_2)_* \nu$, then $\eta$ is a $\sigma$-invariant measure on $\Omega^{(2)}$, and by the unique ergodicity of $T_{T_1}$, $\nu$ projects to $\overline{m}$ on the first factor. Therefore, we have the inequality (cf. [Dow Fact 4.4.3])

$$
h_{\nu}(\overline{T}) \leq h_{\overline{m}}(T_{T_1}) + h_\eta(\Omega^{(2)}) \leq \log 2,$$
since $h_m(T_1) = 0$. At the same time, if we let $\nu = \bar{m} \times \omega_{(1/2,1/2)}$, where $\omega_{(1/2,1/2)}$ is the maximum entropy Bernoulli measure on $\Omega(2)$, then

$$h_\nu(T) = h_m(T_1) + h_{\omega_{(1/2,1/2)}}(\Omega(2)) = \log 2,$$

so the upper bound is achieved, proving the claim.

We may define a map $\phi : Y \to G_1^c \times \Omega(2)$ by $x \mapsto (g_x, \widehat{x})$, where $g_x \in G_1^c$ is the unique sequence of residue classes omitted by the support of $x$ modulo the $p^2$ (this belongs to $G_1^c$ by definition of $Y$) and $\widehat{x} \in \Omega(2)$ is obtained by removing from $x$ the zeros along these residue classes.

**Proposition 3.7.** For any $x \in Y$, we have $r_1(g_x) < \infty$.

*Proof.* If $r_1(g_x) = \infty$, then for any $n \geq 1$ there exists a prime $p$ such that $g_{\sigma^nx} \equiv 1 \mod p^2$. Hence, for any $n \geq 2$ there exists a $p$ such that $g_x \equiv n \mod p^2$. But this clearly implies that $x = 00000 \cdots$, which doesn’t belong $Y$ since $Y \subset X_1$. $\square$

Therefore, the composite $T \circ \phi : Y \to G_1^c \times \Omega(2)$ is well-defined everywhere on $Y$, since $T(g,y)$ is well-defined whenever $r_1(g) < \infty$.

**Proposition 3.8.** $\phi \circ \sigma_Y = T \circ \phi$ everywhere on $Y$.

*Proof.* Let $x \in Y$; then $\phi(\sigma_Y x) = \phi(\sigma^r(x)) = (g_{\sigma^r(x)}x, \widehat{\sigma^r(x)x})$. We have $g_{\sigma^r(x)}x = T_1^r x = \mathcal{T}_1 x$ since the map $X_1 \to G, x \mapsto g_x$ intertwines $\sigma$ with $T_1$. We claim that $\widehat{\sigma^r(x)x} = \sigma(\widehat{x})$, which will prove our claim in view of Proposition 3.5.

We may calculate for $m \geq 1$

$$(\sigma^r(x)x)_m = (\sigma^r(x)x)_{\ell_m} = x_{\ell_m + r(x)},$$

where the sequence $\ell_m$ is defined for $m \geq 1$ by

$$\ell_1 = \min \{ \ell \geq 1 : \ell \equiv g_p - r(x) \mod p^2 \ \forall p \}$$

$$\ell_{m+1} = \min \{ \ell > \ell_m : \ell \equiv g_p - r(x) \mod p^2 \ \forall p \}.$$

At the same time, we have

$$\widehat{x}_m = x_{\ell'_m},$$

where $\ell'_1 = 1$ and $\ell'_{m+1} = \min \{ \ell > \ell'_{m+1} : \ell \equiv g_p \mod p^2 \ \forall p \}$. Observe that by definition of $Y$ and $r$ and the fact that $x \in Y$, for $1 \leq n < r(x)$ there exists a prime $p_n$ such that $\sigma^nx$ omits the residue class $1 \mod p_n^2$. Therefore, $x$ itself omits the classes $n + 1 \mod p_n^2$ for $1 \leq n < r(x)$. Thus, if $m > 1$ then $\ell'_m > r(x)$. It follows that $\ell_m + r(x) = \ell'_{m+1}$. Indeed, when $m = 1$ we have

$$\ell'_2 = \min \{ \ell > 1 : \ell \equiv g_p \mod p^2 \ \forall p \}$$

$$= \min \{ \ell > r(x) : \ell \equiv g_p \mod p^2 \ \forall p \}$$

$$= r(x) + \min \{ \ell \geq 1 : \ell \equiv g_p - r(x) \mod p^2 \ \forall p \}$$

$$= r(x) + \ell_1$$
and now for $m > 1$ it easily results from the inductive definitions of $\ell_m$ and $\ell'_m$. Therefore
\[
(\sigma^{\ell'(x)}x)_m = x_{\ell_m + r(x)} = x_{\ell'_{m+1}} = (\sigma(\hat{x}))_m
\]
which proves the claim.

Let $W = \tau^{-1}(Y)$. Note that $\tau|_W : W \to Y$ is bijective since $\tau \circ \phi = Id_Y$. It follows that the restriction $\tau|_W : W \to Y$ is a Borel isomorphism. Moreover, if $\phi(x) \in W$ (every element of $W$ may be realized this way for a unique $x \in Y$) then by Proposition 3.8
\[
\tau \tau(\phi(x)) = \tau \phi_Y x = \sigma_Y x = \sigma_Y \tau(\phi(x)),
\]
so $\tau|_W$ is a measurable Borel isomorphism between the systems $(W, \tau|_W)$ and $(Y, \sigma_Y)$:
\[
\tau|_W : (W, \tau|_W) \sim (Y, \sigma_Y).
\]

In particular, $h(W, \tau|_W) = h(Y, \sigma_Y) = \log 2 = h(G_i^c \times \Omega^{(2)}, \tau)$ where the second equality is Proposition 3.4 and the last equality is Proposition 3.6. Since $(W, \tau|_W)$ is a subsystem of $(G_i^c \times \Omega^{(2)}, \tau)$, it follows that:

If $(G_i^c \times \Omega^{(2)}, \tau)$ is intrinsically ergodic, then $(W, \tau|_W)$ is intrinsically ergodic.

Indeed, if we could find two distinct measures of maximal entropy for $\tau|_W$, then these could be extended to distinct measures of maximal entropy for $\tau$ on $G_i^c \times \Omega^{(2)}$. On the other hand, since $(W, \tau|_W)$ is Borel isomorphic to $(Y, \sigma_Y)$, this implies the intrinsic ergodicity of the latter system. But $(Y, \sigma_Y)$ is induced from $(X, \sigma)$. Thus, if $\nu$ is a $\sigma_Y$-ergodic measure of maximal entropy $\log 2$ on $Y$, then by facts (1) and (3) in section 2 there is a $\sigma$-ergodic measure $\mu$ on $X$ with $\nu = \mu_Y$, and then by Abramov’s formula we have
\[
h_\mu(X) = \mu(Y) h_\nu(\sigma_Y) = \mu(Y) \log 2 = \log 2 \prod_p \left(1 - \frac{1}{p^2}\right) = h_{\text{top}}(X)
\]
where the second to last equality follows from 3.6, since the fact that $\mu(Y) > 0$ implies $\mu(X_1) = 1$ since $\mu$ is ergodic and $Y \subset X_1$. This shows that the map $\mu \mapsto \mu_Y$ is a bijection between $\sigma$-ergodic measures of maximal entropy on $X$ (such a measure satisfies $\mu(Y) = 6/\pi^2 > 0$ by 3.6) and $\sigma_Y$-ergodic measures of maximal entropy on $Y$, and in particular intrinsic ergodicity for the two systems is equivalent. Combining this with the above observations, we see that

If $(G_i^c \times \Omega^{(2)}, \tau)$ is intrinsically ergodic, then $(X, \sigma)$ is intrinsically ergodic.

**Proposition 3.9.** $(G_i^c \times \Omega^{(2)}, \tau)$ is intrinsically ergodic.

**Proof.** By Proposition 3.5, $\tau = \tau_1 \times \sigma$ up to a set of measure zero for any invariant measure. Also, by the facts in Section 2, $\tau_1$ is uniquely ergodic, with the zero entropy measure $m = m_{G_i^c}$ as its unique invariant measure. Therefore, if $\mu$ is a $\tau$-ergodic measure of maximal entropy $\log 2$ on $G_i^c \times \Omega^{(2)}$, then its projection onto $G_i^c$ must be $(\pi_1)_*\mu = m$, while it projects to some $\sigma$-ergodic measure $\eta = (\pi_2)_*\mu$ on $\Omega^{(2)}$. As in the proof of Proposition 3.6, we have
\[
\log 2 = h_\mu(G_i^c \times \Omega^{(2)}, \tau) \leq h_{\text{top}}(G_i^c, \tau_1) + h_\eta(\Omega^{(2)}, \sigma) = h_\eta(\Omega^{(2)}, \sigma) \leq \log 2.
\]
which shows that $h_\eta(\Omega^{(2)}, \sigma) = \log 2$, and therefore $\eta = \omega^{(1/2,1/2)}$, the maximum entropy Bernoulli measure on $\Omega^{(2)}$. But the system $(G^c_1, T_1, \overline{m})$ is ergodic with entropy zero, and any such system is disjoint from the Bernoulli system $(\Omega^{(2)}, \sigma, \omega^{(1/2,1/2)})$: the only invariant measure $\mu$ on the product system $(G^c_1 \times \Omega^{(2)}, T \times \sigma)$ with $(\pi_1)_*\mu = \overline{m}$ and $(\pi_2)_*\mu = \omega^{(1/2,1/2)}$ is the product measure $\overline{m} \times \omega^{(1/2,1/2)}$ ([Fur] Thm. 1.2). As $\mu$ was chosen arbitrarily, it follows that this is the only measure of maximal entropy on $(G^c_1 \times \Omega^{(2)}, T)$.

\[ \square \]

It now follows from the facts in Section [2] that $m \times \omega^{(1/2,1/2)}$ is the only measure of maximal entropy on the skew-product $(G \times \Omega^{(2)}, T)$, which finally gives us the following.

**Theorem 3.10.** $\iota_*(m \times \omega^{(1/2,1/2)})$ is the only measure of maximal entropy on $X$.

In fact, it’s easy to see that the restriction of $\iota$ to the inverse image of $X_1$ in $G \times \Omega^{(2)}$ is bijective; since $X_1$ has full measure for $\eta = \iota_*(m \times \omega^{(1/2,1/2)})$, we see that $\iota^{-1}(X_1)$ has full measure for $m \times \omega^{(1/2,1/2)}$, and this gives the following.

**Theorem 3.11.** $\iota$ induces an isomorphism of measure-preserving systems

$$\iota : (G \times \Omega^{(2)}, T, m \times \omega^{(1/2,1/2)}) \simto (X, \sigma, \eta).$$

\[ \text{4. Failure of the Gibbs property} \]

An invariant probability measure $\mu$ supported on a closed subshift $X$ of the full 2-shift $\Omega^{(2)}$ is said to be a Gibbs measure if there exists a constant $c > 0$ such that for any $n \geq 1$ and any word $w$ of length $n$ appearing in $X$, we have the inequality

$$\mu(C_w) \geq c \cdot e^{-n h_{top}(X)}$$

where $C_w \subset X$ is the cylinder set defined by $w$. In other words, the quantity $e^{\|w\| h_{top}(X)} \mu(C_w)$ is uniformly bounded below as $w$ varies over all words in $X$. The importance of this property is the following:

**Proposition 4.1 ([Wei] Lemma 2).** Suppose $X$ is a closed subshift of $\Omega^{(2)}$ and $\mu$ is an ergodic Gibbs measure supported on $X$ such that $h_\mu(X) = h_{top}(X)$. Then $\mu$ is the only measure of maximal entropy on $X$.

The unique measures of maximal entropy on subshifts of finite type and sofic systems are Gibbs measures. Our aim in this section is to show that the unique measure of maximal entropy on the squarefree flow $X$ does not possess the Gibbs property, in contrast to many well-known classes of intrinsically ergodic systems.

We have shown that the measure $\eta = \iota_*(m \times \omega^{(1/2,1/2)})$ is the only measure of maximal entropy on the squarefree flow $X$. This allows us to give an explicit formula for $\eta(w) := \eta(C_w)$ for any word $w$ in $X$, in the following way. Let $G(w) = \{g \in G : \forall p, g_p \notin \text{supp}(w) \mod p^2\}$. Observe that if $C_w$ is the cylinder defined by $w$, then

$$\iota^{-1}(C_w) = \{(g, y) \in G \times \Omega^{(2)} : g \in G(w) \text{ and } y_{m-\alpha_g(m)} = w_m \text{ whenever } m \leq n \text{ and } \delta_g(m) = 0\}$$
where $\delta_g(m) = 0$ if and only if there does not exist any prime $p$ such that $m \equiv g_p \mod p^2$. Hence, by Fubini’s theorem and the definition of the Bernoulli measure we have

$$\eta(w) = \iota_*(m \times \omega(1/2,1/2))(C_w) = \int_{G(w)} 2^{-|\{m \leq n : \delta_g(m) = 0\}|} dm(g).$$

By definition, we have for $g \in G(w)$ that $\text{supp}(w) \subseteq \{m \leq n : \delta_g(m) = 0\}$. Therefore, we have $2^{-|\{m \leq n : \delta_g(m) = 0\}|} \leq 2^{-|\text{supp}(w)|}$ for any $g \in G(w)$, so we get $\eta(w) \leq 2^{-|\text{supp}(w)|} m(G(w))$. For $r \geq 1$, define $G_r(w) = \{g \in G_r : g_i \notin \text{supp}(w) \mod p_i^2 \text{ for } i = 1, \ldots, r\}$. By expressing the Haar measure on $G_r$ as the limit of the counting measures on the $G_r$ as $r \to \infty$, we find

$$\eta(w) \leq 2^{-|\text{supp}(w)|} \lim_{r \to \infty} \frac{|G_r(w)|}{p_1^2 \cdots p_r^2}.$$

For any $r \geq 1$ we have

$$\frac{|G_r(w)|}{p_1^2 \cdots p_r^2} = \prod_{i=1}^r \left(1 - \frac{u(w, i)}{p_i^2}\right)$$

where $u(w, i)$ is the number of residue classes mod $p_i^2$ defined by $\text{supp}(w)$. Observe that if $p_i^2 > n$ then $u(w, i) = |\text{supp}(w)|$. Since every term in the product is less than 1 we get

$$\frac{|G_r(w)|}{p_1^2 \cdots p_r^2} \leq \prod_{1 \leq i \leq r \atop p_i > \sqrt{n}} \left(1 - \frac{|\text{supp}(w)|}{p_i^2}\right), \quad (4.1)$$

so letting $r \to \infty$, we find

$$\eta(w) \leq 2^{-|\text{supp}(w)|} \prod_{p > \sqrt{n}} \left(1 - \frac{|\text{supp}(w)|}{p^2}\right). \quad (4.2)$$

For each $n \geq 1$, let $w^{(n)}$ be the word of length $n$ appearing in $X$ defined by $w^{(n)}_k = \mu^2(k)$ for $1 \leq k \leq n$. Clearly, $|\text{supp}(w^{(n)})| = Q(n)$, the number of squarefree integers less than or equal to $n$. Therefore, the above inequality yields

$$\eta(w^{(n)}) \leq 2^{-Q(n)} \prod_{p > \sqrt{n}} \left(1 - \frac{Q(n)}{p^2}\right).$$

We proceed to estimate the product; call it $P(n)$. Taking logs and using the Taylor series for $\log(1 - x)$ gives

$$\log P(n) = \sum_{p > \sqrt{n}} \log \left(1 - \frac{Q(n)}{p^2}\right) \sim -Q(n) \sum_{p > \sqrt{n}} \frac{1}{p^2}.$$

By Riemann-Stieltjes integration and the prime number theorem we therefore get

$$\log P(n) \sim -2 \frac{Q(n)}{\sqrt{n} \log n}.$$
as \( n \to \infty \), so we find from the above
\[
\eta(w^{(n)}) \ll 2^{-Q(n)} \exp \left( -2 \frac{Q(n)}{\sqrt{n \log n}} \right)
\]
as \( n \to \infty \), with an absolute implied constant.

Now, write \( Q(n) \) as
\[
Q(n) = \frac{6}{\pi^2} n + R(n).
\]
The error term \( R(n) \) satisfies \([\mathcal{P}]\)
\[
R(n) = o \left( \frac{\sqrt{n}}{(\log N)^A} \right)
\]
for any \( A > 0 \). Since \( h_{\text{top}}(X) = (6/\pi^2) \log 2 \) we have
\[
e^{n-h_{\text{top}}(X)} \eta(w^{(n)}) = 2^{6n/\pi^2} \eta(w^{(n)})
\]
\[
\ll 2^{6n/\pi^2} 2^{-Q(n)} \exp \left( -2 \frac{Q(n)}{\sqrt{n \log n}} \right)
\]
\[
\ll \exp \left( -2 \frac{Q(n)}{\sqrt{n \log n}} - R(n) \log 2 \right)
\]
and using the above expression for \( Q(n) \) and the error estimate \([4.3]\) we see
\[
e^{n-h_{\text{top}}(X)} \eta(w^{(n)}) \ll \exp \left( - \frac{12}{\pi^2} \frac{\sqrt{n}}{\log n} + o \left( \frac{\sqrt{n}}{\log n} \right) \right).
\]
Since the exponent tends to \(-\infty\) as \( n \to \infty \), we see that
\[
e^{n-h_{\text{top}}(X)} \eta(w^{(n)}) \to 0 \text{ as } n \to \infty.
\]
Since the Gibbs property precisely states that the quantity on the left is uniformly bounded below for all \( n \) and \( w \) with length \( n \), we have shown the following.

**Proposition 4.2.** \( \eta \) is not a Gibbs measure.

In a similar vein, the above arguments show that any \( \mathcal{B} \)-free shift as mentioned in the introduction and described in \([\text{ELR}]\) carries a unique measure of maximal entropy (this is also proven in \([\text{KLW}]\)), and one can ask whether the Gibbs property holds for this measure. Given that the argument in this section used specific properties of the squares of primes, it’s unclear whether or not this should be the case in general.
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