Statistical analysis of the ion flux to the JET outer wall
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Abstract

Statistical analysis of the ion flux to the JET outer-wall is conducted in outer-wall limiter mounted Langmuir probe (OLP) time-series across a wide range of plasma current and line-averaged density during Ohmically heated horizontal target L-mode plasmas. The mean, \( \mu \), and the standard deviation, \( \sigma \), of the ion-saturation current measured by the OLP show systematic variation with plasma current and density. Both increase as either plasma current decreases and/or density increases. Upon renormalization, achieved by subtraction of \( \mu \) and rescaling by \( \sigma \), the probability distribution functions (PDFs) of each signal collapse approximately onto a single curve. The shape of the curve deviates from a \( \Gamma \) distribution in the tail of the PDF and is better described by a log-normal distribution. The invariance in the shape of the PDF, which occurs over approximately four decades of the ordinate, is shown to be the result of a balance between the duration time of the average burst wave-form, \( \tau_d \) and the waiting time between bursts, \( \tau_w \). This implies that the intermittency parameter, \( \tau_d/\tau_w \), can be considered constant at the JET outer wall during horizontal target Ohmic L-mode operation. This result may be important both for model validation and prediction.

Keywords: plasma wall flux, Ohmically heated, Langmuir probe

(Some figures may appear in colour only in the online journal)
The behaviour of time-series in the SOL of tokamaks and other magnetic confinement devices is remarkably universal across plasma conditions [7] and even across devices [8]. In TCV the PDF of the ion saturation current time series measured 7 mm into the SOL was shown to collapse under re-normalization across different densities, plasma currents and even confinement modes [7]. Furthermore on Alcator C-mod GPI measurements in the far SOL [9, 10] and JET reciprocating probe measurements close to the separatrix [15] a similar PDF collapse was observed. In this paper we further investigate the statistics of ion-saturation current time-series however this time focussing on measurements taken at the plasma-wall interface using an outer wall-mounted langmuir probe (OLP) on JET. We conduct our analysis across a range of line-averaged plasma densities from $1.69 - 3.93 \times 10^{19} \text{m}^{-3}$ and a range of plasma currents from 1.5 to 3 MA (to our knowledge the widest scan in $I_p$ thus far considered) which correspond to a range of Greenwald fractions from 0.1 to 0.7. All plasmas are Ohmically heated in horizontal target configuration (so-called due to the location of the outer-strike point, see figure 2). This plasma series was specifically designed to limit variation in other parameters, such as connection length or outer-wall gap, making it ideal for comparison between pulses.

The letter is organised as follows: section 2 describes the experimental setup used for this analysis and discusses the appropriateness of the data for statistical analysis. Section 3 describes the statistical analysis performed on the timeseries described in section 2 before section 4 discusses the results and concludes.

2. Experimental setup

The data analysed in this letter was taken during JET pulses 89344, 89345, 89346, 89350 and 89351. Figure 1 shows time traces of line averaged plasma density and plasma current during the time window analysed in this paper, with each containing a ramp in line averaged density. The time window 48 s to 56 s (flat-top phase) is split into four sub-windows of 2 s providing a total of 20 individual time-series to be analysed. These windows are highlighted and lettered in figure 1. We note that the repeated pulse at $I_p = 2$ MA (89345 and 89346) demonstrates the repeatability of this process. The toroidal magnetic field and plasma current were varied in a manner designed to keep the connection length in the SOL approximately constant between pulses.

The measurement under focus in this letter is the ion-saturation current ($I_{sat}$) measured on an OLP situated just below the outboard midplane. Figure 2 shows the position of the OLP compared to the plasma equilibrium for pulse 89344. Since the pulses analysed here were designed to be as comparable as possible across the density and plasma current scan, the proximity of the probe to the separatrix varies by less than 5 mm between pulses and can be considered fixed for this study. The probe is swept from 50 to $-200 \text{V}$ on a 10 ms timescale, followed by a 20 ms plateau where the probe remains in ion-acceptance mode. We note that this is a non-standard setup for the OLP employed here to allow for statistically significant time-series of the ion saturation current to be obtained. Data during the voltage sweep is removed and only the central 15 ms of each $I_{sat}$ plateau is retained for analysis. This provides time-series with 100000 individual samples and approximately 1000 events over a threshold of 2.5 times the standard deviation of the signal.

The original and usual role of the OLP is to measure steady state plasma fluxes to the wall, so they have not been designed with a view to making statistical measurements. This is reflected in the relatively modest 80 kHz sampling frequency of the probe. Filaments are often measured with characteristic timescales in the range of 10 s of $\mu$s [4] which calls into question the appropriateness of the OLP for statistical measurements of filaments. To address this issue synthetic data-sets representative of measurements made by the OLP have been produced using the method of Kube et al [16]. The signal is composed of $N_s$ individual instances of a filament wave-form, taken here as the double exponential function

$$f(t) = \begin{cases} \exp \left( \frac{(t - t_0)}{0.1 \tau_d} \right), & t < t_0 \\ \exp \left( \frac{-(t - t_0)}{\tau_d} \right), & t > t_0 \end{cases}$$

seeded randomly in time with a uniform distribution such that they represent a Poisson process with amplitudes drawn from an exponential distribution. A Gaussian noise is added to the signal at a 10% level. The synthetic signal adheres to the stochastic shot-noise model of Garcia [11]. The underlying probability distribution function (PDF) of this model is a Gamma distribution characterized by the shaping parameter $\gamma = \tau_d/\tau_w$ where $\tau_d$ is the duration of the waveform and $\tau_w = \Delta t N_s/N_f$ is the average waiting time with $N_f$ the total number of samples and $\Delta t$ the sample time. Two data sets have been produced, spanning 1 s in time and keeping $\gamma = 2.95$ fixed but varying $\tau_d$ and $\tau_w$ keeping their ratio, $\gamma$, fixed. These data sets are next sampled at a frequency of 1 MHz and 80 kHz respectively. Three key measurements are made and compared at each sampling frequency. These are: The PDF of the signal, the conditionally averaged wave-form of events above 2.5$\sigma$ of the mean and the waiting time distribution of these same threshold events. The results of these measurements on the synthetic signals are shown in figure 3 for filament wave-forms with duration times of $\tau_d = 2 \mu$s, $20 \mu$s and $200 \mu$s.

Figure 3 shows that the measurement of the PDF shape of the signal is unaffected by the sampling frequency used, even in the case where the filament waveform duration time, $\tau_d$, is well below the sampling time. The conditionally averaged profiles are also reproduced well in most cases. The exception is in the case where the 80 kHz sampled signal cannot reproduce the $\tau_d = 2 \mu$s waveform. This is to be expected, however an encouraging trend is apparent with the measured waveform tending towards a point-wise delta function. This may be a useful tool in assessing whether the signal is under sampled or not. We also note that, despite the input waveform having a strong temporal asymmetry, the measured conditionally averaged waveform appears relatively symmetric. This is a...
result of overlap between multiple bursts. The rise time of the waveform becomes larger as bursts cluster in the probe signal, whilst the decay time is set by the decay time of the input waveform. We verified this effect by changing the intermittency parameter, \( \gamma \), with the same input waveform and found the rise time to vary but the decay time to remain relatively fixed. This is an interesting feature but will not be followed up further here. It does however suggest that the full-width of the conditionally averaged waveform may not faithfully represent the full width of bursts hitting the probe if burstoverlap is non-negligible.

Finally the filament waiting time distribution is less well recovered in the 80 kHz sampling case. For filaments with \( \tau_f = 2 \mu s \) the waiting time distribution is much wider than expected. This is also true for filaments with \( \tau_f = 20 \mu s \) however the degree of widening has reduced, and in the case of \( \tau_f = 200 \mu s \) the waiting time distribution is faithfully recovered. Despite the inability to reproduce the exact distribution, it should be noted that the trend in the distributions as \( \tau_f \) increases is reproduced, i.e. a flattening of the PDF gradient as \( \tau_f \) increases. As a result we may consider analysis of the trend of the waiting time distribution to qualitatively representative, but quantitative measurement of the distribution to be compromised by the relatively slow 80 kHz sampling frequency for filament bursts with \( \tau_f < 20 \mu s \).

Finally we note that as the flux of plasma to the probe increases we observe a minimal number of negative spikes in \( J_{sat} \). These are likely to be the result of arcing of the OLP through the neutral gas that surrounds the probe as a result of recycling. As the plasma flux to the wall increases, the gas density increases and conductivity of the medium surrounding the probe is raised. The arc results in singular negative values in the signal which occupy, at maximum 3% of the signal, but typically account for less than 0.5% of the signal. In the data presented herein we have removed these negative values, along with a window of two points either side of the negative value. All results have been computed with and without this removal and no significant changes to the results presented occur, and consequently the presence of these negative values has no impact on the conclusions drawn.

3. Results

Figure 4 shows the PDFs for the OLP time-series measured in the pulses and time ranges shown in figure 1.

The PDFs of the raw signal show significant variation with the following trends evident: The mean, \( \mu \), and standard deviation, \( \sigma \), of the signal increase with line averaged density and
decrease strongly with plasma current. The ratio $\sigma/\mu$ varies in value from 0.2 to 0.59 across the data set with the lowest values occurring in the $I_p = 3.0$ time-series. As noted by Kube et al [16] measurement of higher order moments of the PDF are subject to significant variation due to inherent statistical variation. In addition the presence of a background random noise in the signals also provides a source of variation. By comparing against synthetic signals we have attributed the variation in $\sigma/\mu$ and skewness, $S$, to inherent statistical uncertainty and random noise, whilst the variation in $\mu$ and $\sigma$ cannot be accounted for by these processes and are therefore considered robust effects. We note that the increases in $\mu$ and $\sigma$ occur concomitantly with a broadening of the SOL density profile (to be reported elsewhere), however here we focus solely on single-point measurements made at the wall which indicate that increasing plasma density or decreasing plasma current lead to larger ion fluxes to the first wall.

The shape of the PDF can be compared upon renormalization achieved by subtraction of $\mu$ and rescaling by $\sigma$. After renormalization we find that all PDFs collapse approximately onto a single curve. This collapse is illustrated in figure 5.

We note that the PDFs do not perfectly align, in accordance
with the variation observed in $\sigma / \mu$ and $S$ over the data set. Indeed a perfect collapse would also imply the constancy of these two parameters. As noted before, this deviation can be attributed to statistical uncertainty and random noise which affects, in particular, the tails of the distribution where the number of samples decreases. In signals with a low signal to noise ratio, as in the data from pulse 89351 with $I_p = 3$ MA, random noise causes the PDF to tend more towards a Gaussian. As such these time-series can be considered outliers and are rejected from subsequent analysis. The variation in all other PDFs can be attributed to statistical and random noise and has been validated using synthetic data. For this reason the rest of the data presented in figure 5 can be considered to have collapsed.

We have compared the experimental distribution to both a $\Gamma$ distribution, described by

$$
P_{\Gamma}(x, \gamma) = \frac{x^{\gamma-1}}{\Gamma(\gamma)} \exp(-x)$$

and a log-normal distribution given by

$$
P_{\text{LN}}(x, \lambda) = \left( \lambda x \sqrt{\pi} \exp\left( -\frac{1}{2} \left( \ln(x) \right)^2 \right) \right)^{-1}.
$$

In the positive tail of the distribution the PDF exhibits a higher probability of occurrence than predicted by the $\Gamma$ distribution and the log-normal distribution provides a better fit with a RMS relative error of 0.32 compared to 0.92 for the $\Gamma$ distribution. We have not included the aforementioned cases at $I_p = 3$ MA where the signal-to-noise ratio is low in the fit. For the $\Gamma$ distribution we find a shaping parameter $\gamma = 2.956$ whilst for the log-normal distribution we find a shaping parameter of $\lambda = 0.458$. The deviation in the tail of the PDF is a common observation in the limiter shadow of devices and has been previously observed qualitatively on both Langmuir probes \cite{17-20} and gas-puff imaging \cite{9, 10}.

The PDFs collapse over approximately four decades of the ordinate indicating an invariance of the PDF shape within the conditions studied here. Garcia’s stochastic model \cite{11} links the shaping parameter of the PDF to the intermittency parameter such that $\gamma = \tau_d / \tau_w$ where $\tau_d$ is the duration time and $\tau_w$ is the waiting time of the bursts that form the signal. The collapse of the PDF observed here implies that $\gamma$ is a constant across significant variation in line-averaged density and plasma current. We note here, and elaborate further in the discussion, that this is a potentially important observation for the prediction of first-wall fluxes. $\gamma$ can be held constant through two possible mechanisms: Both $\tau_d$ and $\tau_w$ are constant over the parameter space or they balance such that their ratio is constant. These two possibilities have been disambiguated by identification of burst events with an amplitude $(J - \mu) / \sigma > 2.5$. In figure 6 we have presented the conditional averages and waiting time distributions of these thresholded events for a scan in $n_e$ at constant $I_p = 2.0$ MA and for a scan in $I_p$ with $n_e$ in the range $[3.04, 3.27] \times 10^{19}$ m$^{-3}$. Also shown is the autocorrelation time and the average waiting time between events.

As either $I_p$ increases or $n_e$ decreases there is a widening of the conditionally averaged wave-form (and correspondingly an increase in the autocorrelation time) which occurs alongside an increase in the average burst waiting time. This indicates that the invariance of the PDF observed as $I_p$ and $n_e$ vary is the result of a balance between the temporal width of the burst on the probe and the frequency of identified bursts hitting the probe. We note that these results are consistent with both a plasma current scan \cite{21} and density scan \cite{22} in TCV. We also note though that Carralero et al report \cite{23} an increase in the autocorrelation time of fluctuations in the ASDEX-Upgrade SOL as density is increased. This increase is marginal in the far-SOL, and with the study being carried out with 600 kW of external heating the scenario is not directly comparable with the Ohmic plasmas here. Furthermore, the data used here contains an order of magnitude more bursts during the sampling time, providing robust data for statistical analysis. Extending this OLP analysis to externally heated plasma in JET may help to explain this disparity.

Figure 5. Renormalized PDFs taken for each time window in each pulse studied. In total there are 20 individual experimental PDFs shown. A Gaussian distribution is overlaid for reference (thin dashed black line) alongside the best fit of a $\Gamma$ distribution (thick solid black line) and the best fit of a log-normal distribution (thick dashed black line).
We have presented analysis of wall-mounted langmuir probe signals of ion saturation current in JET over a significant range of plasma densities and plasma currents in Ohmically heated L-mode plasmas in the horizontal target configuration. We find that the mean and standard deviation of the probe signal increases with line-averaged density or with a decreasing plasma current. Despite this variation, after subtraction of the mean and rescaling by the standard deviation of the signal, the PDFs of all the time-series collapse onto a single curve. The shape of this curve is better fit by a log-normal distribution than a \( \Gamma \) distribution, which is commonly found to be the case in the limiter shadow of tokamak devices. Despite the collapse of the PDFs, we have shown by taking conditional averages of bursts within each time-series that the underlying temporal structure of the bursts vary as plasma current and density vary. In particular an expansion in the temporal width of the burst wave-form is observed with increasing plasma current and decreasing density. In order for the PDFs to remain invariant under these conditions the frequency of bursts must adapt to compensate the change to the burst wave-form. This is verified by measurement of the burst waiting times. Since the measurements taken are single point measurements of events with both a spatial scale and a velocity normal to the probe it is not possible to assess for certain whether the change to the burst wave-form is the result of a change in the spatial structure of the bursts, or a change in their velocity towards the probe. To properly decouple the effect of shape and velocity a similar study should be conducted using either multiple but radially separated probes, or using a 2D measurement such as lithium beam emission spectroscopy (Li-BES) [24]. Even without decoupling this effect we note that prediction of the observed invariance of the PDF and the balance between burst duration time and waiting time observed here may be a good metric for determining the suitability of non-linear models at capturing the dynamics of SOL turbulence. Furthermore the constraint that the intermittency parameter remains constant may be an important factor to consider when predicting first wall ion fluxes for future machines since it indicates that only the change to the lowest order moments of the PDF need to be considered.
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