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Abstract

We provide an upper bound on the quasi-relative entropy in terms of the trace distance. The bound is derived for several types of the function, as well for any operator monotone decreasing function and mixed qubit states. We apply the result to the Umegaki relative entropy and the $q$-entropy.

1 Introduction

Quantum quasi-relative entropy was introduced by Petz [8, 9] as a quantum generalization of a classical Csiszár’s $f$-divergence [4]. It is defined in the context of von Neumann algebras, but we consider only the Hilbert space setup. Let $\mathcal{H}$ be a finite-dimensional Hilbert space, $\rho$ and $\sigma$ be two states (given by density operators), $K$ be an operator on $\mathcal{H}$, and $f : (0, \infty) \to \mathbb{R}$ be an operator convex function. Then the quasi-relative entropy is defined as

$$S_f(\rho||\sigma) = \text{Tr}(f(\Delta_{\sigma,\rho})\rho),$$

where $\Delta_{\sigma,\rho}$ is a relative modular operator defined by Araki [1] that acts as a left and right multiplication

$$\Delta_{A,B}(X) = L_AR_B^{-1}(X) = AXB^{-1}.$$ 

Throughout the paper we consider $\rho$ and $\sigma$ to be strictly positive density operators.

Note that taking the logarithmic function $f(x) = -\log(x)$ reduce quasi-relative entropy to the Umegaki relative entropy [11],

$$S(\rho||\sigma) = \text{Tr}(\rho[\log \rho - \log \sigma]).$$
A famous bound relating quantum relative entropy and trace distance between two quantum states, is called Pinsker inequality. The similar inequality holds for the quasi-relative entropy as well, as was shown by Hiai and Mosonyi [6]:

\[
\frac{f''(1)}{2}\|\rho - \sigma\|_1^2 \leq S_f(\rho\|\sigma).
\]

The questions now, is to obtain the upper bound on the quasi-relative entropy in terms of the trace distance. The upper continuity bound for Umegaki relative entropy was obtained in [2] in the following form:

\[
S(\rho\|\sigma) \leq (\alpha_\sigma + T) \log(1 + T/\alpha_\sigma) - \alpha_\rho \log(1 + T/\alpha_\rho),
\]

where throughout the paper \(\alpha_\omega\) is the minimal non-zero eigenvalue of the state \(\omega\), and \(T := \|\rho - \sigma\|_1/2\).

For \(q > 1\), a \(q\)-entropy is defined by

\[
S_q(\rho\|\sigma) = \frac{1}{1 - q} \left(1 - \text{Tr}(\rho^q \sigma^{1-q})\right),
\]

(1.1)

for \(\text{ker}(\sigma) \subset \text{ker}(\rho)\). A series of upper bounds for \(q\)-entropy in terms of the trace distance were obtained in [10]. There is an easy way to improve the constant in one of the bounds, see Remark 4.1. The derived bounds in [10] are, in particular, the following:

- for \(q > 1\)
  \[
  S_q(\rho\|\sigma) \leq \left\lceil q \right\rceil - 1 - \frac{\lambda_{q-1}}{\lambda_{q-1}} \|\rho - \sigma\|_1,
  \]

  where \(\lambda\) is the maximum eigenvalue in the joint spectrum of \(\rho\) and \(\sigma\), and \(\left\lceil q \right\rceil\) is the smallest integer that is larger than \(q\);

- for \(1 < q \leq 2\), and denoting \(\lambda_\rho\) to be the maximal eigenvalue of \(\rho\), and \(\alpha = \min\{\alpha_\rho, \alpha_\sigma\}\), the following bounds hold
  \[
  S_q(\rho\|\sigma) \leq \frac{1}{q - 1} \frac{\lambda_q}{\alpha^q} \|\rho - \sigma\|_1.
  \]

  (1.2)

  From Remark 4.1 the bound can easily be improved to
  \[
  S_q(\rho\|\sigma) \leq \frac{\lambda_q}{\alpha^q} \|\rho - \sigma\|_1.
  \]

  (1.3)

- for \(0 < q < 1\),
  \[
  S_q(\rho\|\sigma) \leq \frac{1}{1 - q} \frac{\lambda_q}{\alpha^q} \|\rho - \sigma\|_1.
  \]

  (1.4)

Note that a series of other bounds was derived in [10], which for some states could be an improvement of the bounds above.
We investigate the upper continuity bound for a quasi-relative entropy for an operator monotone decreasing function \( f \). We derive an upper bound for several specific forms of the function, see Theorems 3.1 and Theorem 3.3.

Moreover, we obtain a bound for any operator monotone decreasing function when states \( \rho \) and \( \sigma \) are either 2-dimensional states or simultaneously diagonalizable, see Theorem 3.5, where we obtain

\[
S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \left[ \frac{\lambda_\rho}{\lambda_\rho - \alpha_\sigma} f(\lambda_\rho^{-1} \alpha_\sigma) - a \right],
\]

where

- \( \lambda_\rho \in (0,1] \) is the largest eigenvalue of \( \rho \),
- \( \alpha_\sigma \in (0,1] \) is the smallest eigenvalue of \( \sigma \),
- \( a = -\lim_{y\to\infty} \frac{f(iy)}{iy} \).

In the most general case, we obtain an upper bound dependent on the dimension of the Hilbert space, see Theorem 3.7. We conjecture that the bound (1.5) holds in the general case as well, see Conjecture 3.8.

Applying the result of Theorems 3.3 to the function \( f(x) = -\log x \), we obtain an upper bound on the relative entropy

\[
S(\rho\|\sigma) \leq \frac{\lambda_\rho}{\alpha} \|\rho - \sigma\|_1,
\]

where \( \alpha = \min\{\alpha_\rho, \alpha_\sigma\} \). If states are two-dimensional, from (1.5) we obtain

\[
S(\rho\|\sigma) \leq \max\left\{1, \frac{\lambda_\rho}{\alpha_\sigma} \right\} \|\rho - \sigma\|_1.
\]

Moreover, for \( p \in (-1,1) \) and \( p \neq 0 \) taking the function \( f_p(x) := \frac{1}{p(1-p)}(1 - x^p) \) in Theorems 3.1 results in the quasi-relative entropy of the form

\[
S_{f_p}(\rho\|\sigma) = \frac{1}{p(1-p)} \left(1 - \text{Tr}(\rho^{1-p} \sigma^p) \right).
\]

This is a renormalized \( q \)-entropy (1.1) for \( q = 1 - p \in (0,2), q \neq 1 \). Note that the factor \( p(1-p) \) is important here, as it changes the sign at \( p = 0 \). As a corollary, we obtain, for \( p \in (-1,1) \)

\[
S_{f_p}(\rho\|\sigma) \leq \frac{1}{1-p} \|\rho - \sigma\|_1 \frac{\lambda_\rho^{1-p}}{\alpha_\sigma^{1-p}}.
\]

This bound matches the bound (1.3) exactly for \( q \in (1,2) \) or \( p \in (-1,0) \). For \( q \in (0,1) \) or \( p \in (0,1) \), if \( \alpha = \alpha_\sigma \), our bound improves the bound (1.4) as it improves the constant, since the \( q \)-entropy (1.1) does not contain a pre-factor \( \frac{1}{q} = \frac{1}{1-p} \geq 1 \).

If the states \( \rho \) and \( \sigma \) are two-dimensional, then from Theorem 3.7 we obtain

\[
S_{f_p}(\rho\|\sigma) \leq \frac{1}{1-p} \|\rho - \sigma\|_1 \max\left\{1, \frac{\lambda_\rho^{1-p}}{\alpha_\sigma^{1-p}} \right\}.
\]
2 Preliminaries

2.1 Operator monotone functions

2.1 Definition. A function \( f : (a, b) \to \mathbb{R} \) is operator monotone if for any pair of self-adjoint operators \( A \) and \( B \) on some Hilbert space that have spectrum in \( (a, b) \), the operator

\[
f(A) - f(B) \geq 0
\]

is positive semidefinite whenever \( A - B \geq 0 \) is positive semidefinite. We say that \( f \) is operator monotone decreasing on \( (a, b) \) in case \( -f \) is operator monotone.

2.2 Definition. A function \( f \) is operator concave on the positive operators, when for all positive semidefinite operators \( A \) and \( B \), and all \( \lambda \) in \( (0, 1) \),

\[
f((1 - \lambda)A + \lambda B) - (1 - \lambda)f(A) - \lambda f(B) \geq 0
\]

is positive semidefinite. A function \( f \) is operator convex if \( -f \) is operator concave.

2.3 Theorem (Bhatia ’97). Every operator monotone function \( f : [0, \infty) \to \mathbb{R} \) is operator concave. Moreover, every continuous function \( f \) mapping \( [0, \infty) \to [0, \infty) \) into itself is operator monotone if and only if it is operator concave.

2.4 Example. Note that

- \( f(x) = \log x \) is operator monotone;
- \( f(x) = x \log x \) is operator convex.

2.5 Example. Let \( f(x) = x^p \), where \( p \in \mathbb{R} \). Then by Theorem V.2.10] the function \( f \) is

1. operator monotone and operator concave if and only if \( p \in [0, 1] \);
2. operator convex if and only if \( p \in [-1, 0] \cup [1, 2] \);
3. operator monotone decreasing and operator convex if and only if \( p \in [-1, 0] \).

2.6 Definition. A Pick function is a function \( f \) that is analytic on the upper half plane and has a positive imaginary part. The set of Pick functions on \( (a, b) \) is denoted as \( \mathcal{P}_{(a,b)} \).

2.7 Theorem (Löwner ’34). A function \( f \) on \( (a, b) \) is operator monotone if and only if \( f \) is a restriction of a pick function \( f \in \mathcal{P}_{(a,b)} \) to \( (a, b) \).

2.8 Corollary. A function \( f \) on \( (0, \infty) \) is operator monotone decreasing if and only if \( -f \in \mathcal{P}_{(0,\infty)} \).

Denote the set of operator monotone decreasing functions \( f \) (i.e.\( -f \in \mathcal{P}_{(0,\infty)} \)) as \( \mathcal{Q}_{(0,\infty)} \).

2.9 Example. From Exercise V.4.8] The following functions belong to \( \mathcal{Q}_{(0,\infty)} \):
• $f(x) = -\log x$,
• $f(x) = -x^p$ for $p \in [0, 1]$,
• $f(x) = x^p$ for $p \in [-1, 0]$.

According to [5, Chapter II, Theorem I] every function $f \in \mathcal{Q}(0, \infty)$, has a canonical integral representation

$$f(x) = -ax - b + \int_0^\infty \left( \frac{1}{t + x} - \frac{t}{t^2 + 1} \right) \, d\mu_f(t),$$

where $a := -\lim_{y \to \infty} \frac{f(iy)}{iy} \geq 0$, $b := -\text{Re}(f(i)) \in \mathbb{R}$ and $\mu$ is a positive measure on $(0, \infty)$ such that

$$\int_0^\infty \frac{1}{t^2 + 1} \, d\mu_f(t) < \infty,$$

and

$$\mu_f(x_1) - \mu_f(x_0) = -\lim_{y \downarrow 0} \frac{1}{\pi} \int_{x_0}^{x_1} \text{Im}(f(-x + iy)) \, dx.$$  \hspace{1cm} (2.2)

Conversely, every such function belongs in $\mathcal{Q}(0, \infty)$.

We consider functions $f \in \mathcal{Q}(0, \infty)$ such that $f(1) = 0$. The last condition is equivalent to

$$0 = f(1) = -a - b + \int_0^\infty \left( \frac{1}{t + 1} - \frac{t}{t^2 + 1} \right) \, d\mu_f(t),$$

in other words,

$$a + b = \int_0^\infty \left( \frac{1}{t + 1} - \frac{t}{t^2 + 1} \right) \, d\mu_f(t).$$ \hspace{1cm} (2.3)

Therefore, the operator monotone decreasing function $f$ such that $f(1) = 0$ has the following integral representation

$$f(x) = a(1-x) + \int_0^\infty \left( \frac{1}{t + x} - \frac{1}{t + 1} \right) \, d\mu_f(t).$$ \hspace{1cm} (2.4)

2.10 Example. Consider the power function $f(x) = -x^p$ for $p \in (0, 1)$. It is operator monotone decreasing. Then

$$a = -\lim_{y \to \infty} \frac{f(iy)}{iy} = 0, \hspace{0.5cm} \text{and} \hspace{0.5cm} b = \cos(p\pi/2).$$

For $x > 0$, $\lim_{y \downarrow 0} \, \text{Im}(f(-x + iy)) = -x^p \sin(p\pi)$ so that

$$d\mu(x) = \pi^{-1} \sin(p\pi) x^p dx.$$ 

This yields the representation

$$-x^p = -\cos(p\pi/2) + \frac{\sin(p\pi)}{\pi} \int_0^\infty t^p \left( \frac{1}{t + x} - \frac{t}{t^2 + 1} \right) \, dt.$$ \hspace{1cm} (2.5)
2.11 Example. Let \( f(x) = -\log(x) \). It is operator monotone decreasing. Then
\[
\begin{align*}
  b &= \Re(\log(i)) = 0 , \\
  a &= \lim_{y \to \infty} \log(iy)/(iy) = \lim_{y \to \infty} (\log y + i\pi/2)/(iy) = 0 .
\end{align*}
\]
It is clear from (2.2) that
\[
\text{d}\mu(x) = \frac{1}{\pi} \lim_{y \to 0} \Im \log(-x + iy) \text{d}x = \text{d}x .
\]
Then the integral representation (2.1) gives the following formula for the logarithmic function
\[
-\log x = \int_0^\infty \left( \frac{1}{t + x} - \frac{t}{t^2 + 1} \right) \text{d}t .
\] (2.6)

2.2 Quasi-relative entropy

2.12 Definition. For an operator convex function \( f \), such that \( f(1) = 0 \), and strictly positive states \( \rho \) and \( \sigma \) acting on a finite-dimensional Hilbert space \( \mathcal{H} \), \( f \)-devergence is defined as
\[
S_f(\rho||\sigma) = \text{Tr}(f(\Delta_{\sigma,\rho})\rho) ,
\]
where the modular operator, introduced by Araki \[1\],
\[
\Delta_{A,B}(X) = L_A R_B^{-1}(X) = AXB^{-1}
\]
is a product of left and right multiplication operators, \( L_A(X) = AX \) and \( R_B(X) = XB \).

There right and left multiplication operators have the following properties \[7\]
1. They commute, i.e.
\[
[L_A, R_B] = 0 ,
\]
since
\[
L_A R_B(X) = AXB = R_B L_A(X) .
\]
2. The operators \( L_A \) and \( R_A \) are invertible if and only if \( A \) is non-singular, giving \( L_A^{-1} = L_A^{-1} \) and \( R_A^{-1} = R_A^{-1} \).
3. If \( A \) is self-adjoint, then \( L_A \) and \( R_A \) are both self-adjoint with respect to the Hilbert Schmidt inner product.
4. If \( A \geq 0 \), then \( L_A \) and \( R_A \) are positive semi-definite, i.e.
\[
\text{Tr}X^* L_A(X) = \text{Tr}X^* AX \geq 0
\]
and
\[
\text{Tr}X^* R_A(X) = \text{Tr}X^* AX = \text{Tr}X^* AX \geq 0
\]
5. If $A > 0$, for any function $f(0, \infty) \to \mathbb{R}$, we have $f(L_A) = L_{f(A)}$ and $f(R_A) = R_{f(A)}$. This follows from the spectral decomposition of $A$, denoted as $A = \sum_{j=1}^{d} \lambda_j |j\rangle \langle j|$. Then for any $j, k = 1, \ldots, d$ the operator $|j\rangle \langle k|$ is the eigenstate of the operator $L_A$ (and $R_A$) with eigenvalue $\lambda_j$ (or $\lambda_k$). The later has degeneracy $d$

$$L_A |j\rangle \langle k| = \lambda_j |j\rangle \langle k|, \quad R_A |j\rangle \langle k| = \lambda_k |j\rangle \langle k|.$$ 

Therefore,

$$f(L_A) |j\rangle \langle k| = f(\lambda_j) |j\rangle \langle k|, \quad f(R_A) |j\rangle \langle k| = f(\lambda_k) |j\rangle \langle k|.$$ 

There is a straightforward way to calculate the quasi-relative entropy from the spectral decomposition of states. Let $\rho$ and $\sigma$ have the following spectral decomposition

$$\rho = \sum_{j} \lambda_j |\psi_j\rangle \langle \psi_j|, \quad \sigma = \sum_{k} \mu_k |\phi_k\rangle \langle \phi_k|,$$

where the eigenvalues are ordered:

$$\lambda_n \leq \cdots \leq \lambda_1, \quad \mu_n \leq \cdots \leq \mu_1.$$

the set $\{|\phi_k\rangle \langle \psi_j|\}_{j,k}$ forms an orthonormal basis of $\mathcal{B}(\mathcal{H})$, the space of bounded linear operators, with respect to the Hilbert-Schmidt inner product defined as $\langle A, B \rangle = \text{Tr}(A^*B)$. By [12], the modular operator can be written as

$$\Delta_{\sigma,\rho} = \sum_{j,k} \frac{\mu_k}{\lambda_j} P_{j,k}, \quad (2.8)$$

where $P_{j,k} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ is defined by

$$P_{j,k}(X) = |\phi_k\rangle \langle \phi_k| X |\psi_j\rangle.$$

The quasi-relative entropy is calculated as follows

$$S_f(\rho||\sigma) = \sum_{j,k} \lambda_j f \left( \frac{\mu_k}{\lambda_j} \right) |\langle \phi_k| |\psi_j\rangle|^2. \quad (2.9)$$

2.13 Example. For $f(x) = -\log x$, the quasi-relative entropy becomes the Umegaki relative entropy

$$S_{\log}(\rho||\sigma) = S(\rho||\sigma) = \text{Tr}(\rho \log \rho - \rho \log \sigma).$$

2.14 Example. For $p \in (-1, 2)$ and $p \neq 0, 1$ let us take the function

$$f_p(x) := \frac{1}{p(1-p)} (1-x^p),$$

which is operator convex. The quasi-relative entropy for this function is calculated to be

$$S_{f_p}(\rho||\sigma) = \frac{1}{p(1-p)} (1 - \text{Tr}(\sigma^p \rho^{1-p})).$$
3 Upper continuity bound

We consider three types of functions for the quasi-relative entropy, and we derive an upper bound for each of these types. The last type is any operator monotone function decreasing function.

3.1 Theorem. Let $f \in Q_{(0,\infty)}$ be an operator monotone decreasing function such that for any $x, y > 0$ the following holds

$$f(xy) = 1 - g(x)h(y),$$

where $g$ is an operator monotone function or an operator monotone decreasing function, and $g(1) = h(1) = 1$. Let $\rho$ and $\sigma$ be two strictly positive density operators on a finite-dimensional Hilbert space. Then

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \max_j \left\{ \lambda_j |h(\lambda_j^{-1})| \right\} \left| \frac{g(\alpha_\rho) - g(\alpha_\sigma)}{\alpha_\rho - \alpha_\sigma} \right|, \quad (3.1)$$

where

- $\{\lambda_j\}_j$ are the eigenvalues of $\rho$,
- $\alpha_\rho \in (0, 1]$ is the smallest eigenvalue of $\rho$,
- $\alpha_\sigma \in (0, 1]$ is the smallest eigenvalue of $\sigma$,

3.2 Corollary. Under the same conditions as in theorem, if we additionally assume that $g$ is concave if it is operator monotone, and convex if it is operator monotone decreasing, the quasi-relative entropy is bounded by

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \max_j \left\{ \lambda_j |h(\lambda_j^{-1})| \right\} \left| g'(\alpha) \right|, \quad (3.2)$$

where $\alpha = \min\{\alpha_\rho, \alpha_\sigma\}$.

Proof. (of Corollary 3.2) Consider an operator monotone function $g$. Without loss of generality assume that $\alpha \leq \alpha_\sigma$. By the Mean Value Theorem, there exists $c \in [\alpha_\rho, \alpha_\sigma]$ such that

$$\frac{g(\alpha_\rho) - g(\alpha_\sigma)}{\alpha_\rho - \alpha_\sigma} g'(c).$$

Since $g$ is concave, the derivative $g'$ is monotonically decreasing, therefore

$$g'(c) \leq g'(\alpha_\rho).$$

The proof is similar for an operator monotone decreasing function $g$. \qed
Proof. (of Theorem 3.1)

Since $S_f(\rho\|\rho) = 0 = \text{Tr}(f(\Delta_{\rho,\rho})\rho)$, we have

$$S_f(\rho\|\sigma) = \text{Tr}\{f(\Delta_{\sigma,\rho})\rho\} - \text{Tr}(f(\Delta_{\rho,\rho})\rho)$$

(3.3)

$$= \text{Tr}\{(f(L_\sigma R_{\rho^{-1}}) - f(L_\rho R_{\rho^{-1}}))\rho\}$$

(3.4)

$$= \text{Tr}\{(g(L_\sigma) - g(L_\rho))h(R_{\rho^{-1}})\rho\}$$

(3.5)

$$= \text{Tr}\{(g(\sigma) - g(\rho))h(\rho^{-1})\rho\}$$  

(3.6)

Here we used that the modular operator is the product of left and right multiplications, $\Delta_{\sigma,\rho} = L_\sigma R_{\rho^{-1}}$.

Let $g(x)$ be an operator monotone function, such that $g(1) = 1$, then it admits an integral representation that follows from (2.4):

$$g(x) = 1 + a_g(x - 1) - \int_0^\infty \left(\frac{1}{t + x} - \frac{1}{t + 1}\right) d\mu_g(t)$$

(3.7)

where $a_g \geq 0$. Therefore,

$$S_f(\rho\|\sigma) = a_g \text{Tr}\{(\sigma - \rho)h(\rho^{-1})\rho\} + \int_0^\infty \text{Tr}\left\{\left(\frac{1}{t + \rho} - \frac{1}{t + \sigma}\right) h(\rho^{-1})\rho\right\} d\mu_g(t)$$

(3.8)

By (13), for any operators $X, Y, Z$ the following bound holds

$$|\text{Tr}(XYZ)| \leq \|X\|\|Y\|\|Z\|\text{Tr}|Y|$$

(3.9)

For the first term in (3.8), we use the bound above for two operators:

$$|\text{Tr}\{(\sigma - \rho)h(\rho^{-1})\rho\}| \leq \|\rho - \sigma\|\|h(\rho^{-1})\rho\| = \|\rho - \sigma\|\max_j \{\lambda_j|h(\lambda_j^{-1})|\}.$$  

(3.10)

For the second term, we note that the formula $A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}$ holds for any invertible operators $A$ and $B$. Therefore,

$$\left|\int_0^\infty \text{Tr}\left\{\left(\frac{1}{t + \rho} - \frac{1}{t + \sigma}\right) h(\rho^{-1})\rho\right\} d\mu_g(t)\right| \leq \int_0^\infty \text{Tr}\left|(t + \rho)^{-1}(\sigma - \rho)(t + \sigma)^{-1}h(\rho^{-1})\rho\right| d\mu_g(t).$$

(3.11)

Applying (3.9) and the fact that for two operators $\|XY\| \leq \|X\|\|Y\|$, we have that the last line can be bounded as

$$\leq \int_0^\infty \|\rho - \sigma\|\|t + \rho\|^{-1}\|\sigma - \rho\|^{-1}\|\rho\|d\mu_g(t)$$

(3.12)

$$= \|\rho - \sigma\|\max_j \{\lambda_j|h(\lambda_j^{-1})|\} \int_0^\infty \frac{1}{t + \alpha_\rho} d\mu_g(t)$$

(3.13)

$$= \|\rho - \sigma\|\max_j \{\lambda_j|h(\lambda_j^{-1})|\} \int_0^\infty \left(\frac{1}{t + \alpha_\sigma} - \frac{1}{t + \alpha_\rho}\right) d\mu_g(t).$$

(3.14)
Note that from (3.7) we have

$$\int_0^\infty \left( \frac{1}{t + \alpha_\sigma} - \frac{1}{t + \alpha_\rho} \right) d\mu_g(t) = g(\alpha_\rho) - g(\alpha_\sigma) - a_g(\alpha_\rho - \alpha_\sigma),$$

(3.15)

and therefore the second term can be bounded by

$$\|\rho - \sigma\|_1 \max_j \lambda_j |h(\lambda_j^{-1})| \frac{g(\alpha_\rho) - g(\alpha_\sigma)}{\alpha_\rho - \alpha_\sigma} - a_g\|\rho - \sigma\|_1 \max_j \lambda_j |h(\lambda_j^{-1})|. \quad (3.16)$$

Putting (3.10) and (3.30) together, we find

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \max_j \lambda_j |h(\lambda_j^{-1})| \frac{g(\alpha_\rho) - g(\alpha_\sigma)}{\alpha_\rho - \alpha_\sigma}.$$

The proof is similar for the operator monotone decreasing function $g$. \hfill \square

Now we discuss the second type of the function.

### 3.3 Theorem

Let $f \in Q_{(0,\infty)}$ be an operator monotone decreasing function such that for any $x, y > 0$ the following holds

$$f(xy) = g(x) + h(y),$$

where $g$ and $h$ are operator monotone decreasing function, and $g(1) = h(1) = 0$. Let $\rho$ and $\sigma$ be two strictly positive density operators on a finite-dimensional Hilbert space. Then

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \lfloor \lambda \rfloor |h(\lambda^{-1})| \frac{g(\alpha_\rho) - g(\alpha_\sigma)}{\alpha_\rho - \alpha_\sigma},$$

(3.17)

where

- $\alpha_\rho \in (0, 1]$ is the smallest eigenvalue of $\rho$,
- $\alpha_\sigma \in (0, 1]$ is the smallest eigenvalue of $\sigma$.

The proof of the following corollary is the same as for Corollary 3.2.

### 3.4 Corollary

Under the same conditions as in theorem, if we additionally assume that $g$ is convex, the quasi-relative entropy is bounded by

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \lambda \rho \frac{g(\alpha_\sigma) - g(\alpha_\rho)}{\alpha_\rho - \alpha_\sigma},$$

(3.18)

where $\alpha = \min\{\alpha_\rho, \alpha_\sigma\}$.

**Proof.** (of Theorem 3.3) The proof is very similar to the previous proof.

By the assumption for every $x$,

$$f(1) = 0 = f(xx^{-1}) = g(x) + h(x^{-1}).$$
Therefore, \( h(x^{-1}) = -g(x) \). The quasi-relative entropy can be written as

\[
S_f(\rho||\sigma) = \text{Tr}\{f(\Delta_{\sigma,\rho})\rho\} = \text{Tr}\{(g(L_\sigma) + h(R_{\rho^{-1}}))\rho\} = \text{Tr}\{(g(\sigma) + h(\rho^{-1}))\rho\} = \text{Tr}\{(g(\sigma) - g(\rho))\rho\}.
\]

(3.19) (3.20) (3.21) (3.22)

Since \( g(x) \) is an operator monotone decreasing function, such that \( g(1) = 0 \), it admits an integral representation \[24\]:

\[
g(x) = a_g(1 - x) + \int_0^\infty \left( \frac{1}{t + x} - \frac{1}{t + 1} \right) d\mu_g(t),
\]

(3.23)

where \( a_g \geq 0 \). Therefore,

\[
S_f(\rho||\sigma) = a_g \text{Tr}\{(\rho - \sigma)\rho\} - \int_0^\infty \text{Tr}\left\{ \left( \frac{1}{t + \rho} - \frac{1}{t + \sigma} \right)\rho \right\} d\mu_g(t).
\]

(3.24)

The first term in (3.24) is bounded by \( a_g\|\rho - \sigma\|_1\|\rho\|_\infty = a_g\|\rho - \sigma\|_1\lambda_\rho \), where \( \lambda_\rho \) is the maximal eigenvalue of \( \rho \).

For the second term, we note that the formula \( A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1} \) holds for any invertible operators \( A \) and \( B \). Therefore,

\[
\left| \int_0^\infty \text{Tr}\left\{ \left( \frac{1}{t + \rho} - \frac{1}{t + \sigma} \right)\rho \right\} d\mu_g(t) \right| \leq \int_0^\infty \text{Tr}\left| (t + \rho)^{-1}(\sigma - \rho)(t + \sigma)^{-1}\rho \right| d\mu_g(t).
\]

(3.25)

Applying (3.9) and the fact that for two operators \( \|XY\|_\infty \leq \|X\|_\infty \|Y\|_\infty \), we have that the last line can be bounded as

\[
\leq \int_0^\infty \|\rho - \sigma\|_1(t + \rho)^{-1}\|\sigma + \rho\|_\infty(t + \sigma)^{-1}\|\rho\|_\infty d\mu_g(t)
\]

(3.26)

\[
= \|\rho - \sigma\|_1\lambda_\rho \int_0^\infty \frac{1}{t + \alpha_\sigma} \frac{1}{t + \alpha_\rho} d\mu_g(t)
\]

(3.27)

\[
= \|\rho - \sigma\|_1 \frac{1}{\alpha_\rho - \alpha_\sigma} \lambda_\rho \int_0^\infty \left( \frac{1}{t + \alpha_\sigma} - \frac{1}{t + \alpha_\rho} \right) d\mu_g(t).
\]

(3.28)

Note that from (3.23) we have

\[
\int_0^\infty \left( \frac{1}{t + \alpha_\sigma} - \frac{1}{t + \alpha_\rho} \right) d\mu_g(t) = g(\alpha_\sigma) - g(\alpha_\rho) - a_g(\alpha_\rho - \alpha_\sigma),
\]

(3.29)

and therefore the second term can be bounded by

\[
\|\rho - \sigma\|_1\lambda_\rho \frac{g(\alpha_\sigma) - g(\alpha_\rho)}{\alpha_\rho - \alpha_\sigma} - a_g\|\rho - \sigma\|_1\lambda_\rho.
\]

(3.30)

Putting (3.10) and (3.30) together, we find

\[
S_f(\rho||\sigma) \leq \|\rho - \sigma\|_1\lambda_\rho \frac{g(\alpha_\sigma) - g(\alpha_\rho)}{\alpha_\rho - \alpha_\sigma}.
\]
Consider a case when $\rho$ and $\sigma$ are 2-dimensional states, or diagonalizable in the same basis states on $d$-dimensional Hilbert space. Then for any operator monotone decreasing function $f$ the following upper bound holds.

**3.5 Theorem.** Let $f \in \mathcal{Q}_{(0,\infty)}$ be an operator monotone decreasing function such that $f(1) = 0$. Let $\rho$ and $\sigma$ be two strictly positive density operators on a 2-dimensional Hilbert space, or states diagonalizable in the same basis on any finite-dimensional Hilbert space. Then

\[
S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \left[ \frac{\lambda_\rho}{\lambda_\rho - \alpha_\sigma} f(\lambda_\rho^{-1}\alpha_\sigma) - a \right],
\]

where

- $\lambda_\rho \in (0,1]$ is the largest eigenvalue of $\rho$,
- $\alpha_\sigma \in (0,1]$ is the smallest eigenvalue of $\sigma$,
- $a = -\lim_{y \to \infty} \frac{f(iy)}{iy}$.

**Proof.** Every function $f \in \mathcal{Q}_{(0,\infty)}$ (i.e. operator monotone decreasing function), such that $f(1) = 0$ admits an integral representation (2.4). Since $S_f(\rho\|\rho) = 0 = \text{Tr}(f(\Delta_{\rho,\rho})\rho)$, we have

\[
S_f(\rho\|\sigma) = \text{Tr}\{(f(\Delta_{\sigma,\rho}) - f(\Delta_{\rho,\rho}))\rho\}
\]

\[
= a_f \text{Tr}\{\Delta_{\sigma,\rho}\rho\} - a_f \text{Tr}\{\Delta_{\rho,\rho}\rho\} + \int_0^\infty d\mu_f(t) \text{Tr}\{((t I + \Delta_{\sigma,\rho})^{-1} - (t I + \Delta_{\rho,\rho})^{-1})\rho\}
\]

\[
= \int_0^\infty d\mu_f(t) \text{Tr}\{((t I + \Delta_{\sigma,\rho})^{-1} - (t I + \Delta_{\rho,\rho})^{-1})\rho\}.
\]

The formula $A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}$ holds for any invertible operators $A$ and $B$. Using the fact that the modular operator is the product of left and right multiplications, $\Delta_{\sigma,\rho} = L_{\sigma}R_{\rho}^{-1}$, we obtain

\[
S_f(\rho\|\sigma) = \int_0^\infty d\mu_f(t) \text{Tr}\{((t I + \Delta_{\sigma,\rho})^{-1}(L_{\rho} - L_{\sigma})R_{\rho}^{-1}(t I + \Delta_{\rho,\rho})^{-1})\rho\}
\]

\[
= \int_0^\infty d\mu_f(t) \text{Tr}\{((t I + \Delta_{\sigma,\rho})^{-1}(L_{\rho} - L_{\sigma})(t I + \Delta_{\rho,\rho})^{-1})I\}.
\]

From (2.8), the last trace can be written as a trace of a product of two matrices:

\[
S_f(\rho\|\sigma) = \int_0^\infty d\mu_f(t) (t + 1)^{-1}\text{Tr}\{D_t(\rho - \sigma)\},
\]

where, with the spectral decomposition (2.7) of $\rho$ and $\sigma$,

\[
D_t = \sum_{jk} \left(t + \frac{\mu_k}{\lambda_j}\right)^{-1} \langle \psi_j| |\phi_k\rangle |\psi_j\rangle \langle \phi_k|.
\]
In Lemma 3.6 take $X = \rho - \sigma$, $D = D_t$ and $C = \max_{kj} \left( t + \frac{\mu}{\lambda_j} \right)^{-1} = (t + \lambda_\rho^{-1} \alpha_\sigma)^{-1}$. Then in both cases for states $\rho$ and $\sigma$ specified in Theorem, we obtain

$$|\text{Tr}\{D_t(\rho - \sigma)\}| \leq (t + \lambda_\rho^{-1} \alpha_\sigma)^{-1} \|\rho - \sigma\|_1.$$  

Therefore, in both cases,

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \int_0^\infty \frac{1}{t + \lambda_\rho^{-1} \alpha_\sigma} \cdot \frac{1}{t + 1} d\mu_f(t),$$

Note that

$$\frac{1}{t + \lambda_\rho^{-1} \alpha_\sigma} \cdot \frac{1}{t + 1} = \frac{\lambda_\rho}{\lambda_\rho - \alpha_\sigma} \left\{ \frac{1}{t + \lambda_\rho^{-1} \alpha_\sigma} - \frac{1}{t + 1} \right\}.$$  

Therefore,

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \frac{\lambda_\rho}{\lambda_\rho - \alpha_\sigma} \left[ f(\lambda_\rho^{-1} \alpha_\sigma) - a_f(1 - \lambda_\rho^{-1} \alpha_\sigma) \right],$$

where the last equation is obtained from the integral representation (2.4) of function $f$. Here, recall, $a_f = -\lim_{y \to \infty} \frac{f(iy)}{iy}$.

3.6 Lemma. For orthogonal bases $\{|\psi_j\rangle\}$ and $\{|\phi_k\rangle\}$, let

$$D = \sum_{kj} C_{kj} \langle \psi_j | \phi_k \rangle \langle \psi_j | \phi_k \rangle,$$  

such that $0 \leq C_{kj} \leq C$ for all $k, j$ and some $C$. Consider two cases:

- Let $X$ be a diagonal matrix in either basis: without loss of generality let $X = \sum_k x_k |\phi_k\rangle \langle \phi_k|$.  
- Let $X$ be a $2 \times 2$ Hermitian traceless matrix, i.e. $X^* = X$ and $\text{Tr}(X) = 0$.

In both cases,

$$|\text{Tr}(DX)| \leq C\|X\|_1.$$  

Proof. 1. Since $X$ is diagonal matrix, the trace norm is the sum of the absolute values of the eigenvalues

$$\|X\|_1 = \text{Tr}|X| = \sum_j |x_j|.$$  

The trace can be calculated

$$\text{Tr}\{DX\} = \sum_{kj} C_{kj} x_k \langle \psi_j | \phi_k \rangle \langle \psi_j | \phi_k \rangle.$$
Therefore,

\[ |\text{Tr}\{DX\}| \leq \sum_{kj} C_{kj} |x_k||\langle \psi_j | \phi_k \rangle|^2 \leq C \sum_{kj} |x_k||\langle \psi_j | \phi_k \rangle|^2 \leq C \sum_k |x_k| = C\|X\|_1. \]

2. Assume that X is a $2 \times 2$ Hermitian traceless matrix, such that

\[ X = \sum_{ij} x_{ij} |\psi_i\rangle \langle \psi_j|. \]

First, let us compute the trace norm of X. Let $\omega_1$ and $\omega_2$ be the singular values of X, then

\[ \|X\|_1^2 = (\omega_1 + \omega_2)^2 = \text{Tr}(X^*X) + 2|\text{det}(X)| \]

(3.40)

\[ = x_{11}^2 + x_{22}^2 + |x_{12}|^2 + |x_{21}|^2 + 2|x_{11}x_{22} - x_{12}x_{21}| \]

(3.41)

\[ = x_{11}^2 + x_{22}^2 + |x_{12}|^2 + |x_{21}|^2 + 2(x_{11}^2 + |x_{12}|^2) \]

(3.42)

\[ = 2(x_{11}^2 + x_{22}^2 + |x_{12}|^2 + |x_{21}|^2) \]

(3.43)

\[ = 2 \sum_{ij} |x_{ij}|^2. \]

(3.44)

Here we used that $0 = \text{Tr}(X) = x_{11} + x_{22}$, and $X^* = X$, so $x_{12} = x_{21} \overline{x_{21}}$. On the other hand, let us denote a diagonal matrix

\[ \Gamma^j = \sum_k C_{kj} |\phi_k\rangle \langle \phi_k|. \]

Then $D = \sum_j \Gamma^j |\psi_j\rangle \langle \psi_j|$, and therefore by Cauchy-Schwartz inequality

\[ |\text{Tr}\{DX\}|^2 = \left| \sum_{ji} x_{ij} |\psi_i| \Gamma^j |\psi_j| \right|^2 \]

(3.46)

\[ \leq \left( \sum_{ji} |x_{ij}|^2 \right) \left( \sum_{ij} |\langle \psi_i | \Gamma^j |\psi_j \rangle|^2 \right) \]

(3.47)

\[ = \frac{1}{2} \|X\|_1^2 \sum_{ij} |\langle \psi_j | \Gamma^j |\psi_i \rangle|^2 \]

(3.48)

\[ = \frac{1}{2} \|X\|_1^2 \sum_{j} |\langle \psi_j | (\Gamma^j)^2 |\psi_j \rangle| \]

(3.49)

\[ \leq \|X\|_1^2 C^2. \]

(3.50)

The last inequality follows from the fact that $\Gamma^j \leq CI$. And therefore,

\[ |\text{Tr}\{DX\}| \leq C\|X\|_1. \]
In the most general case, unfortunately, we are picking up a factor of $\sqrt{d}$ in the upper bound. Note that the only instance where the conditions on $\rho$ and $\sigma$ were used in the proof of Theorem 3.5 are in the proof of the Lemma 3.6. In the most general case,

$$|\text{Tr}(DX)| \leq \|DX\|_1 \leq \|X\|_1 \|D\|_\infty \leq \|X\|_1 \|D\|_2.$$  

And from the structure of $D$ in (3.52),

$$\|D\|_2^2 = \text{Tr}(D^*D) = \sum_{kj} C_{kj}^2 |\langle \psi_j | \phi_k \rangle|^2 \leq C^2 d.$$  

And therefore, using this result in the proof of Theorem 3.5, we obtain the following upper bound.

3.7 Theorem. Let $f \in Q_{(0,\infty)}$ be an operator monotone decreasing function such that $f(1) = 0$. Let $\rho$ and $\sigma$ be two strictly positive density operators on a $d$-dimensional Hilbert space. Then

$$S_f(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \sqrt{d} \left[ \frac{\lambda_{\rho}}{\lambda_{\rho} - \alpha_{\sigma}} f(\lambda_{\rho}^{-1} \alpha_{\sigma}) - a_f \right],$$

(3.51)

where

- $\lambda_{\rho} \in (0,1]$ is the largest eigenvalue of $\rho$,
- $\alpha_{\sigma} \in (0,1]$ is the smallest eigenvalue of $\sigma$,
- $a_f = -\lim_{y\uparrow\infty} \frac{f(iy)}{i\gamma}$.

We conjecture that the dimensionless bound holds in any dimension without any restriction on the states.

3.8 Conjecture. Let $\rho = \sum_j \lambda_j |\psi_j\rangle \langle \psi_j|$, and $\sigma = \sum_k \mu_k |\phi_k\rangle \langle \phi_k|$ be written in their spectral decomposition. Let

$$D = \sum_{kj} C_{kj} |\psi_j\rangle \langle \psi_j| \langle \phi_k| \langle \phi_k|,$$

(3.52)

such that $0 \leq C_{kj} \leq C$ for all $k, j$ and some $C$. Then

$$|\text{Tr}(D(\rho - \sigma))| \leq C\|\rho - \sigma\|_1.$$  

Note that with the above notations,

$$\text{Tr}(D(\rho - \sigma)) = \sum_{kj} C_{kj} (\lambda_j - \mu_k) |\langle \phi_k| \langle \psi_j\rangle|^2.$$
4 Examples

4.1 Logarithmic function

The function $f(x) = -\log x$ is operator monotone decreasing and convex. Moreover, $f(xy) = f(x) + f(y)$, for any positive $x, y$. Then by Corollary 3.4 we obtain

$$S(\rho\|\sigma) \leq \frac{\lambda_\rho}{\alpha}\|\rho - \sigma\|_1.$$  \hfill (4.1)

If $\rho$ and $\sigma$ are two-dimensional, then from Theorem 3.5 we obtain

$$S(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \frac{\log \lambda_\rho - \log \alpha_\sigma}{\lambda_\rho - \alpha_\sigma}.$$  

First, assume that $\alpha_\sigma \leq \lambda_\rho$. By the Mean Value Theorem for the logarithmic function, there exists $c \in [\alpha_\sigma, \lambda_\rho]$ such that

$$\frac{\log \lambda_\rho - \log \alpha_\sigma}{\lambda_\rho - \alpha_\sigma} = c^{-1} \leq \alpha_\sigma^{-1}.$$  

Therefore,

$$S(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \frac{\lambda_\rho}{\alpha_\sigma}.$$  

Second, assume that $\alpha_\sigma \geq \lambda_\rho$. By the Mean Value Theorem for the logarithmic function, there exists $c \in [\lambda_\rho, \alpha_\sigma]$ such that

$$\frac{\log \lambda_\rho - \log \alpha_\sigma}{\lambda_\rho - \alpha_\sigma} = c^{-1} \leq \lambda_\rho^{-1}.$$  

Therefore,

$$S(\rho\|\sigma) \leq \|\rho - \sigma\|_1.$$  

Therefore, putting these bounds together,

$$S(\rho\|\sigma) \leq \|\rho - \sigma\|_1 \max \left\{1, \frac{\lambda_\rho}{\alpha_\sigma}\right\}.$$  

4.2 Power function

For $p \in (-1, 1)$ and $p \neq 0$ let us take the function

$$f_p(x) := \frac{1}{p(1-p)}(1 - x^p),$$

which is operator monotone decreasing and operator convex. The quasi-relative entropy for this function is calculated to be

$$S_{f_p}(\rho\|\sigma) = \frac{1}{p(1-p)} \left(1 - \text{Tr}(\sigma^p \rho^{1-p})\right).$$
The function $f$ can be written in a form as in Theorem 3.1 for two points $x, y$

$$f(xy) = \frac{1}{p(1-p)} - g(x)h(y),$$

where we define

$$g(x) = \frac{1}{p(1-p)} x^p, \quad h(y) = y^p.$$ 

Function $g$ is operator monotone and concave for $p \in (-1, 1)$. The proof of the Theorem can be easily modified for all functions of the form

$$f(xy) = K - g(x)h(y),$$

where $g$ is operator monotone and $g(1) = K$ and $h(1) = 1$, for some $K \geq 0$. The upper bound in the theorem or Corollary 3.2 will not change. Therefore, from Corollary 3.2, we obtain

$$S_{f_p}(\rho\|\sigma) \leq \frac{1}{1-p} \|\rho - \sigma\|_1 \max_j \left\{ \lambda_j^{1-p} \right\} \alpha^{p-1} \leq \frac{1}{1-p} \|\rho - \sigma\|_1 \frac{\lambda_1^{1-p}}{\alpha^{1-p}}. \quad (4.2)$$

If $\rho$ and $\sigma$ are two-dimensional states, then from Theorem 3.7, we obtain

$$S_{f_p}(\rho\|\sigma) \leq \frac{1}{p(1-p)} \|\rho - \sigma\|_1 \frac{\lambda_\rho}{\lambda_\rho - \alpha_\sigma} (1 - \lambda_\rho^{-p} \alpha_\rho^p) \quad (4.3)$$

$$= \frac{1}{p(1-p)} \lambda_\rho^{1-p} \|\rho - \sigma\|_1 \frac{\lambda_\rho - \alpha_\rho}{\lambda_\rho - \alpha_\sigma}. \quad (4.4)$$

By the Mean Value Theorem, there exists $c$ between points $\alpha_\rho$ and $\lambda_\rho$ such that

$$\frac{\lambda_\rho - \alpha_\rho}{\lambda_\rho - \alpha_\sigma} = pc^{p-1},$$

and

$$c^{p-1} \leq \min\{\alpha_\rho^{p-1}, \lambda_\rho^{p-1}\}. \quad (4.5)$$

Therefore,

$$S_{f_p}(\rho\|\sigma) \leq \frac{1}{1-p} \|\rho - \sigma\|_1 \max \left\{ 1, \frac{\lambda_\rho^{1-p}}{\alpha_\rho^{1-p}} \right\}. \quad (4.6)$$

4.1 Remark. Let us look at the inequality (3.7) in [10], which is used in the derivation of the bound (1.2): the inequality states

$$\frac{\alpha_\rho^{-r} - \alpha_\sigma^{-r}}{\alpha_\sigma - \alpha_\rho} \leq \frac{1}{\alpha^q}, \quad (4.5)$$

where $r := q - 1 \in (0, 1]$ for $q \in (1, 2]$.

The function $h(x) := -x^{-r}$ is convex and monotonically decreasing for $r \in (0, 1]$. Then by the Mean Value Theorem, there exists a point $c$ between points $\alpha_\rho$ and $\alpha_\sigma$, such that

$$f(\alpha_\rho) - f(\alpha_\sigma) = -h'(c) \leq -h'(\alpha) = r \alpha^{-r-1} = (q-1) \alpha^{-q},$$

where $\alpha = \min\{\alpha_\rho, \alpha_\sigma\}$. This improves the constant in (4.5), leading to the bound (1.3).
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