Characterizing the many-body localization transition through correlations
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Closed, interacting, quantum systems have the potential to transition to a many-body localized (MBL) phase under the presence of sufficiently strong disorder, hence breaking ergodicity and failing to thermalize. In this work we study the distribution of correlations throughout the ergodic-MBL phase diagram. We find the typical correlations in the MBL phase decay as a stretched exponential with range $r$ eventually crossing over to an exponential decay deep in the MBL phase. At the transition, the stretched exponential goes as $e^{-A r^\beta}$, a decay that is reminiscent of the random singlet phase. While the standard deviation of the $\log(QMI)$ has a range dependence, the $\log(QMI)$ converges to a range-invariant distribution on all other moments (i.e., the skewness and higher) at the transition. The universal nature of these distributions provides distinct phenomenology of the transition different from both the ergodic and MBL phenomenologies. In addition to the typical correlations, we study the extreme correlations in the system, finding that the probability of strong long-range correlations is maximal at the transition, suggesting the proliferation of resonances there. Finally, we analyze the probability that a single bit of information is shared across two halves of a system, finding that this probability is non-zero deep in the MBL phase but vanishes at moderate disorder well above the transition.

PACS numbers: 75.10.Pq,03.65.Ud,71.30.+h

I. INTRODUCTION

While most phases of matter are related to the properties of the ground state or the thermal density matrix of a system, eigenstate phases of matter are characterized by properties of a system’s interior eigenstates. The two most well-known eigenstate phases are the many-body localized (MBL) phase, present in sufficiently disordered interacting systems, and the standard ergodic phase into which it transitions [1–6].

The eigenstates of the MBL and ergodic phases are qualitatively different in their properties, which affects the dynamical properties of their system. MBL eigenstates show area-law entanglement [7–10], their correlations typically decay quickly with range [11], and local observables vary wildly with energy, thus violating the eigenstate thermalization hypothesis (ETH) [4, 12–16]. On the contrary, ergodic eigenstates show volume-law entanglement, correlations typically decay slowly, and the ETH is satisfied as local observables vary smoothly with energy. While much is known about eigenstates in the MBL and ergodic phases, the properties of eigenstates at the critical point between these phases are less well understood. So far, the plurality of numerical evidence suggests localized eigenstates with sub-volume law entanglement [6, 10, 17–19], bimodality in the distribution of the entanglement entropy [9], and some forms of range-invariance [20–23]. In addition, there is a body of work on renormalization group (RG) approaches to the phenomenology of the MBL transition [24–33]. Transitions in Floquet models have also been considered, with average long-distance correlations peaking at the transition showing system size independence [34].

In this work we focus on the correlations across a system throughout the MBL-ergodic phase diagram, providing extensive phenomenology in the MBL phase and at the transition. Correlations have played key roles in understanding phases of matter and critical
In disordered systems, understanding the distribution of correlations, including their typical values, has been particularly insightful. One canonical example of this is the random singlet phase, which appears as a universal fixed point in the strong disorder renormalization group (SDRG) analysis of many disordered ground state spin systems [35–39]. In the random singlet phase, typical correlations exhibit stretched exponential behavior and universal features are anticipated for the full distribution of correlations [35].

One way to quantify correlations is through the quantum mutual information (QMI). The primary tool of this paper is the computation of the QMI in the spin-$\frac{1}{2}$ nearest-neighbor antiferromagnetic Heisenberg chain with random onsite magnetic fields:

$$H(W) = \frac{1}{4} \sum_{i=0}^{L-2} \overrightarrow{\sigma}_i \cdot \overrightarrow{\sigma}_{i+1} - \frac{W}{2} \sum_{i=0}^{L-1} h_i \sigma_i^z. \quad (1)$$

where the onsite magnetic fields $\{h_i\}$ are sampled uniformly at random from $[-1, 1]$ and $W$ is the disorder strength. The model of Eq. (1) has been studied extensively in the context of MBL [6, 8, 9, 11, 16, 19, 22, 40–54]. The two-site QMI was introduced in the context of MBL in Ref. [11], where the authors found evidence for exponentially decaying QMI with range in the MBL phase and slower decay in the ergodic phase. Our goal will be to look at the distributions of the QMI considering both the typical and extreme (atypically strong) correlations.

The key results of this work are the discovery of

- Stretched exponential behavior, $\exp[-Ar^\beta]$ (where $r$ is the range between two spins), of typical correlations both at the transition and in the MBL phase, spanning from $\beta = 1/2$ at the transition and approaching $\beta = 1$ around $W \approx 8$. Interestingly, the random singlet phase has the same decay of the typical correlations as the MBL-ergodic transition.

- Range-invariant universal (in the skewness and higher statistical moments) distributions of the log(QMI) at the transition. Even excess standard moments of these distributions are zero.

- Range-invariant strong pairwise QMI at the transition suggesting the existence of resonating cat states at all ranges at the critical disorder strength between the MBL and ergodic phases.

Note the idea of a stretched exponential scaling of various quantities at moderate disorder has appeared in the MBL literature. Refs. [27, 29, 55] discuss a stretched exponential decay of the average (not typical) correlations in the MBL phase from a simplified RG analysis, a microscopically motivated RG scheme, and a toy model, respectively. Refs. [31, 32] consider instead the size of ergodic inclusions in the system; through RG arguments they find stretched exponential scaling of the size of these inclusions in the MBL phase and power law decay of their size at the transition. Using a heuristic numerical algorithm, Ref. [53] finds evidence for the algebraic scaling of the cluster sizes at the transition, crossing over to a stretched exponential scaling of the cluster sizes upon entering the MBL phase and eventually becoming exponential at strong disorder strengths.

Our results are qualitatively different, finding strong numerical evidence for stretched exponential behavior of typical correlations both in the MBL phase and at the transition. Interestingly, our numerics are cleanest and most compelling at the critical point. We note the stretched exponential behavior we find is clearly distinct from a power law. It is an interesting open question how this compares to the average correlations found in various RG analyses and toy models as well as how typical correlations relate to the size of ergodic grains.

In Section II we analyze the structure of the typical correlations as well as look at the various moments of the log(QMI). In Section III we show our results on the extremal values of the QMI and their relation to scale invariant resonances. In Section IV we discuss the statistics of the second singular value of the bipartite entanglement entropy which has been proposed recently as a robust order parameter in the ergodic-MBL phase diagram [56]. Finally, in Section V we summarize our findings and discuss their implications.
For \( L = 18 \), we obtain 100 eigenstates close to energy density \( \epsilon \approx 0.5 \) per disorder realization, over \( 10^4 \) disorder realizations, obtaining a total of 10^6 eigenstates. For \( L = 14, 16 \), we obtain 5 eigenstates close to \( \epsilon \approx 0.5 \) per disorder realization, over a total of \( 2 \times 10^5 \) disorder realizations, obtaining also a total of \( 10^6 \) eigenstates per system size. We do this for different values of the disorder strength \( W \).

## II. TYPICAL CORRELATIONS

In this section we look at the typical values of two-point correlations in an eigenstate of the Hamiltonian of Eq. (1) throughout the ergodic-MBL phase diagram. We use the QMI between all pairs of sites in a one-dimensional spin chain as a measure of the strength of their correlation that is agnostic to the choice of any particular correlation function. The QMI measures all correlations, both classical and quantum, between subregions in a system. The QMI between subregions \( A \) and \( B \) is defined as:

\[
QMI_{AB} \equiv S_A + S_B - S_{AB},
\]

where \( S_A \) is the Von Neumann entanglement entropy between subsystem \( A \) and its surroundings; we always work with the QMI between pairs of sites, \( i \) and \( j \), which we denote \( QMI_{ij} \). The two-site QMI has a maximum value of \( 2 \log(2) \), which occurs when two sites form a singlet. However, in many-body systems it is very rare for two sites to form a singlet without being entangled to other sites; in the case of a multi-site singlet (i.e. linear superposition between two product states which differ on \( k > 2 \) spins), the QMI between two sites is equal to \( \log(2) \). We define \( r \) as the range between two sites, i.e., \( r \equiv |i - j| \). Ref. [11] finds that the typical values of the QMI decay exponentially with \( r \) in the MBL phase and slower than exponentially in the ergodic phase. Here we focus in detail on the question of the behavior of the typical correlations along a one-dimensional system in the ergodic-MBL phase diagram.

We work with the distributions of the \( \log(QMI) \) (see Fig. 2, where, for readability, the \( \log(10(QMI)) \) is presented), as opposed to the distributions of the QMI. We consider the \( \log(QMI) \) for each range \( r \) separately. A first visual inspection shows compact distributions that are constant across ranges at weak disorder and decaying and broadening (with \( r \)) distributions at moderate and large disorder. Also, the distributions seem skewed in opposite directions at large and small disorder strengths.

In Section II A we study the decay of the typical correlations with \( r \); surprisingly, we find a region in the MBL side of the phase diagram with a stretched exponential decay at moderate values of the disorder strength \( W \) terminating at the transition with a stretched exponential with exponent 1/2; this has similarities with the random singlet phase that arises as a fixed point in renormalization group studies of disordered systems [35, 38, 39]. In Section II B we look at the standard deviation of these distributions, finding they increase linearly with range \( r \). Next, in Section II C, we study the skewness and higher statistical moments of the distributions; our results show that these moments take a universal value at the transition for large enough ranges. This implies that the distribution of \( \log(QMI) \) is universal at the transition beyond the first two moments. Finally, in Section II D we summarize and discuss our findings on the typical correlations. As we can see in Fig. 2, the QMI reaches machine precision (\( \approx 10^{-15} \)) at large range \( r \) and large disorder strength \( W \); we only consider those points (i.e. the triplet \((L,W,r)\)) for which the distribution of the \( \log(QMI) \) has at least 99\% of its mass above \( QMI = 10^{-14} \), i.e., one order of magnitude above the machine precision threshold of double-precision floating-point numbers (see Appendix B).

### A. The decay of QMI\(_{typ}\)

The typical values of the QMI are defined as the log-averaged QMI:

\[
QMI_{\text{typ}} \equiv \langle QMI \rangle_{\log} = e^{\langle \log(QMI) \rangle},
\]

\( i.e., \) it is computed by exponentiating the mean of the distributions of Fig. 2. We find that \( QMI_{\text{typ}} \) fits a stretched exponential of the form

\[
QMI_{\text{typ}} = e^{-Ar^\beta},
\]
Figure 4. Top: Exponent $\beta$ of the stretched exponential of the decay of the typical QMI, $QM_{typ} = e^{-Ar^2}$. Inset shows $W_{1/2}$ (at which $\beta = 1/2$) as a function of $1/L$ ($W_{1/2} = 2.50, 2.69, 2.88$ at $L = 14, 16, 18$, respectively). Middle left: Average residual squared per point in the linear fit $QM_{typ}^{1/\beta} = -Ar + B$. Middle right: $B$ as a function of $W$. $B$ is zero if the stretched exponential assumption was correct ($W > W_{1/2}$). Bottom: coefficient $A$ as a function of $W$. Inset shows $W_{A_{min}}$ as a function of $1/L$. Middle and bottom: We show dashed vertical lines at the values of $W_{1/2}$ extracted from the curves in the top panel.

at large range $r$ in the MBL phase and at the transition. This is demonstrated by the linear behavior on the log-log plot of $-\log(QM_{typ})$ in Fig. 3. This linear fit is especially compelling at the transition ($W \approx 3.0$ for $L = 18$) where essentially all ranges are well fit by a linear curve. In the ergodic phase, at intermediate values of the disorder strength ($W = 1.5$) the linear fit is of poor quality, and deep in the ergodic phase ($W = 0.5$) we find that $QM_{typ}$ is constant with $r$.

We can extract the exponent $\beta$ from the slope of the fit to the log-log plot. The values of $\beta$ are presented in the top panel of Fig. 4 (confidence intervals are defined by the maximum (minimum) $\beta$ found over all linear fits of three or more consecutive points in the region fitted; see Appendix E). As discussed above, the values of $\beta$ are not reliable at low disorder strength; despite this, we present all values of $\beta$ even when not reliable. By visual inspection, we consistently find, across different system sizes $L$, that the fits from which we extract $\beta$ are of good quality above $W_{1/2}$, which we define as the value of $W$ at which $\beta = 1/2$. Interestingly, the data on the log-log plots from which $\beta$ is extracted falls below the linear fit at low ranges for weak disorder, while it lays above the linear fit at large values of $W$. All ranges, including low range data, fall exactly on top of the linear fit precisely when $\beta = 1/2$ (see Appendix E for additional data).

The stretched exponential behavior therefore seems to extend from $W_{1/2}$ up to a value of $W$ for which $\beta \approx 1$. The inset of Fig. 4 shows $W_{1/2}$ as a function of $1/L$ for the three values of $L$ we measure. A naive extrapolation to $L \to \infty$ seems consistent with $W_{1/2}$ coinciding with the critical value of $W$ in the thermodynamic limit, i.e., $W_{1/2}(L \to \infty) = W_c \approx 4$.

In order to back our observation that the decay of $QM_{typ}$ follows a stretched exponential (Eq. 4) down to the value of $W$ for which $\beta = 1/2$ ($W_{1/2}$), we present in the middle-left panel of Fig. 4 the average residual squared per point in the fits from which $\beta$ was extracted, i.e., log-log plots like those of Fig. 3. We can see that the residuals are consistent with high-quality fits at and above $W_{1/2}$, where they are practically zero. Below $W_{1/2}$ (shaded our region) the residuals per point rapidly increase.

Finally, the bottom panel of Fig. 4 shows the values of $A$ in the stretched exponential as a function of $W$ for different system sizes $L$. We extract $A$ from the slope of a linear fit of $\log(QM_{typ})^{1/\beta} = Ar + B$, where $\beta$ takes the empirically obtained value of the top panel of Fig. 4, and $A' = A^{1/\beta}$. Note that this is only correct if $B = 0$ in the fit, which simultaneously corresponds to our stretched exponential ansatz being correct. Indeed, these fits find $B$ to be practically zero (within error bars) for $W \geq W_{1/2}$, as shown in the middle-right panel of Fig. 4, which is an excellent a posteriori consistency check for our ansatz, independent of the residuals of the middle-left panel. On the contrary, $B$ grows rapidly below $W_{1/2}$, where the ansatz breaks. As in the case of $\beta$, we show in the bottom panel all values of $A$ found, regardless of their reliability. We have highlighted two sets of points (marked as stars). First, the values of $A(W_{1/2})$ show an increasing trend as $W_{1/2}$ shift towards higher values of $W$ with system size; we will revisit this in Section II D. Second, we drive the reader’s attention to the points at which $A$ is minimal, $W_{A_{min}}$. The $QM$ decays exponentially deep in the MBL phase, i.e., $QM_{typ} = e^{-Ar}$; since the system should localize further as $W$ increases, $A$ must increase with $W$ if the decay is exponential. Note $1/A$ is a localization
length. For this reason, we anticipate that the decay must be a stretched exponential out to at least $W_{\text{A,min}}$, which we regard as a lower bound for the value of $W$ at which the decay transitions from stretched exponential to exponential: $W_1$. Our data suggests that that $W_{1/2} < W_1$ and $W_1 < \infty$ in the thermodynamic limit, a situation where the stretched exponential decay region is stable over a region in the MBL phase before it becomes an exponential decay. However, we cannot rule out two other scenarios in which either $W_{1/2} \rightarrow W_1$ in the thermodynamic limit or $W_1 \rightarrow \infty$.

### B. The standard deviation

We use the standard deviation of the distributions of $\log(QMI)$ as a measure of their width. It is already apparent from Fig. 2 that the width of the distributions deep in the ergodic phase is constant. Around the transition and in the MBL phase, the width increases with $r$.

We present $\sigma[\log(QMI)]$ as a function of $r$ in the top panel of Fig. 5. These curves (after eliminating distributions affected by machine precision, and ignoring finite size effects at large range $r$) follow linear scaling as a function of $r$ of the form $\sigma[\log(QMI)] = Cr + D$. The lower panel of Fig. 5 shows the values of $C$ as a function of $W$ for different system sizes. Constant $\sigma[\log(QMI)]$ deep in the ergodic phase gives $C = 0$. In the MBL phase $C \approx 0.5$, dropping slowly (or staying nearly constant) as $W$ increases. Between these two extremes at small and large $W$, there is a rapid increase in $C$ from $C \approx 0$ to $C \approx 0.5$, which gets sharper at larger system sizes $L$. The curves at different $L$ cross at a value of $W$ which is within the range of typically estimated values of the critical $W_c$ and we can treat this as a poor man’s scaling collapse (our attempts of carrying out a more formal scaling collapse were unsuccessful at generating reliable results).

### C. The skewness and higher moments

Fig. 2 shows that the distributions of $\log(QMI)$ are skewed negatively deep in the ergodic phase, and positively deep in the MBL phase (at large enough $r$), with perhaps a more symmetric, close to unskewed distribution of $\log(QMI)$ deep in the ergodic phase. The standard deviation $\sigma[\log(QMI)]$ increases with $r$.

We present $\sigma[\log(QMI)]$ as a function of $r$ in the top panel of Fig. 5. These curves (after eliminating distributions affected by machine precision, and ignoring finite size effects at large range $r$) follow linear scaling as a function of $r$ of the form $\sigma[\log(QMI)] = Cr + D$. The lower panel of Fig. 5 shows the values of $C$ as a function of $W$ for different system sizes. Constant $\sigma[\log(QMI)]$ deep in the ergodic phase gives $C = 0$. In the MBL phase $C \approx 0.5$, dropping slowly (or staying nearly constant) as $W$ increases. Between these two extremes at small and large $W$, there is a rapid increase in $C$ from $C \approx 0$ to $C \approx 0.5$, which gets sharper at larger system sizes $L$. The curves at different $L$ cross at a value of $W$ which is within the range of typically estimated values of the critical $W_c$ and we can treat this as a poor man’s scaling collapse (our attempts of carrying out a more formal scaling collapse were unsuccessful at generating reliable results).
shape around the transition. In this section we study the skewness of these distributions, as well as their higher-order statistical moments.

The excess moment of order $n$ of a distribution over a random variable $x$ is defined as:

$$
\mu_n \equiv \frac{E[(x - \langle x \rangle)^n]}{\sigma^n} = \mu_n^{\text{norm}} = \mu_n^{\text{stand}} - \mu_n^{\text{norm}},
$$

where $\mu_n^{\text{stand}}$ is the standardized moment of order $n$ (normalized by the the $n$th power of the standard deviation) and $\mu_n^{\text{norm}}$ is the $n$th moment of the normal distribution, which by definition has all excess moments equal to zero. $\mu_n^{\text{norm}}$ is zero for odd $n$ and $\sigma^n(n-1)!!$ for even $n$. The third standardized moment is called the skewness.

In Fig. 6 we present the skewness ($\mu_3$) and $\mu_4$ of $\log(QMI)$ as a function of $W$ for each range $r$ for a system of size $L = 18$. As expected, the skewness is negative at small $W$ and positive for large ranges $r$ at large values of $W$. Interestingly, as seen more clearly in the inset of Fig. 6, the curves of different ranges cross at a point that is close to $W_{1/2}$ for $L = 18$ (vertical dashed line), which was estimated independently in Section II A as the disorder strength at which $\beta = 1/2$. $\mu_4$ also becomes range invariant close to $W_{1/2}$. In addition, the scale invariant value of $\mu_4$ is close to zero.

We now proceed to inspect the excess moments in a more systematic way. Fig. 7 shows colormaps of $\mu_n$ as a function of $W$ and $r$. We see that odd (even) moments look alike. In all cases the moments become range invariant (at large enough ranges) close to $W_{1/2}$ (independently computed in Section II A) with qualitatively different behavior between larger and smaller $W$. The difference between the apparent range-invariant value of $W$ and $W_{1/2}$ decreases quickly with $L$; for odd moments, even at small $L$, $W_{1/2}$ is already very close to the range-invariant value of $W$. Interestingly, for even moments (but not odd moments), the $\mu_n = 0$ contour line is essentially at $W_{1/2}$ at large enough $r$ and $L = 18$. Finally, we note that the ranges at which $\mu_n$ shows range invariant behavior become larger with $n$; in addition, in all cases we observe slight finite size effects at the largest ranges.

D. Putting it all together

In summary, the typical correlations in a one-dimensional spin chain of the model in Eq. (1) decay exponentially deep in MBL. Deep in the ergodic region, correlations are constant with range $r$. At moderate disorder strength, and above $W_c$, ($W_c \leq W \leq W_1$), typical correlations decay as a stretched exponential ($QMI_{1yy} = e^{-A \sqrt{r}}$), which takes the form $QMI_{1yy} = e^{-A \sqrt{r}}$ at the transition (i.e., $W_{1/2} = W_c$)
and the exponential form ($\beta = 1$) at $W_1$. Our results suggest both this stretched exponential and exponential decay region of the phase diagram are stable in the thermodynamic limit [57].

The distributions of $\log(QMI)$ have constant spread (standard deviation) deep in the ergodic phase. At moderate and strong disorder strengths, they broaden linearly with range $r$.

Our results show various similarities between the ergodic-MBL transition and the random singlet phase, which emerges as an infinite disorder fixed point in strong disorder renormalization group studies of the ground states of disordered spin systems. Typical correlations, which decay as a stretched exponential with $\beta = 1/2$ are found in the random singlet phase. In addition, it is anticipated [35] that the random singlet phase has invariance of the distributions of the logarithm of the correlations divided by $\sqrt{r}$. Our results are consistent with this for all standardized moments (up to the 7th); note however the standard deviation (and also the variance, i.e., the second moment), does not collapse even under the $\sqrt{r}$ rescaling. This might be regarded as the ergodic-MBL transition satisfying a weaker version of universality as conjectured in Ref. [35] for the random singlet phase. While we find zero even excess moments, odd moments appear to converge to non-zero values.

There is a paradox in the fact that at $W_{1/2}$ the distribution of $\log(QMI)$ takes a universal form with a mean that decays with $\sqrt{r}$, while its standard deviation increases as $Cr + D$. Such family of distributions would quickly (as $r$ increases) have half of their weight above $QMI_{max} = 2 \log(2)$, which is an upper bound for the $QMI$. In order for these scalings (mean and standard deviation) to be compatible with a fixed distribution of $\log(QMI)$ at long range, the area under the distribution that lies above $QMI_{max}$ has to vanish with $r$, or at least stay constant. The only way out of this paradox is a coefficient $A(W = W_{1/2}, L)$ that increases at least as fast as $L^{1/2}$ with system size, but not with a smaller exponent. This way, larger values of $r$ are only encountered for large values of $L$, which guarantee a large enough coefficient $A$, and thus enough room for the distribution to broaden while staying mostly below the $2 \log(2)$ threshold. Our results (see lower panel of Fig. 4, $W_{1/2}$ stars) are compatible with this scaling; however, given the small amount of data (only three small values of $L$), we cannot make any reliable claim. In general, in the stretched exponential decay region, we require $A(W, L)$ to scale at least as $L^{1-\beta}$.

III. EXTREME CORRELATIONS

In this section we study the strong tail of the distributions of $QMI$, i.e., the probability that a pair of sites at range $r$ apart has a very large $QMI$. In contrast to the typical values of the distribution of $\log(QMI)$ that were studied earlier in Section II, we now focus on the upper end of these distributions. Looking at these extreme values of mutual information is probing rare resonances in the system.

To systematically study the strong tail of the distributions of the $QMI$, we define $p_r(s)$, i.e., the probability that a pair of sites $i$ and $j$ with range $r = |i - j|$ has a $QMI$ larger than a threshold $s$. While we are mostly interested in $s = \log(2)$ (or $s = 2 \log(2)$) it is impractical to get statistics on these values of $s$ given the rarity of such resonances. Instead, we consider a set of systematically increasing $s$ out to $s = 0.4$.

Fig. 8 shows the decay of $p_r(s)$ as a function of $r$, for fixed $s$ ($s = 0.4$ in the figure). We find $p_r(s)$ becomes range invariant around the transition ($W = 3$) for large enough $r$ (but away from the largest values of $r$, in order to avoid finite size effects). Deep in the MBL phase, our data shows $p_r(s)$ decays with $r$ up to the ranges that we have access to; at more moderate values of $W$, while $p_r(s)$ gets smaller, our data is not sufficient to distinguish between decaying and range-invariant behavior. In the ergodic phase, $p_r(s)$ decays very rapidly with $r$ leaving us with very few samples to analyze. That said, the physics of the decay in the ergodic phase are fundamentally different than in the MBL phase. In the ergodic phase, $p_r(s)$ is small due to every spin being weakly entangled with all other spins, which together with the monogamy of the $QMI$ leaves no room for a strong pairwise mutual information. In the MBL phase, $p_r(s)$ is small because spins at large $r$ are very rarely entangled with each other. This can be seen from Fig. 2: while the ergodic distributions of $\log(QMI)$ are compact around a small value of the $QMI$ the MBL distributions are broad and centered.

![Figure 8. Probability $p_r(s = 0.4)$ (see Section III) given two sites $i$ and $j$, with $r = |i - j|$, as a function of $r$ for different disorder strengths $W$ (left) and $L$ (right). Unreported data points correspond to values for which we had no samples and so were unable to estimate $p_r(s)$. Deep in the MBL phase ($W = 10$), $p_r(s)$ decays with $r$, in line with the localization of correlations. Deep in the ergodic phase ($W = 1$), correlations are small and have small spread in their order of magnitude (see Section II) so finding a value of the $QMI$ that exceeds $s$ is improbable. Around the transition ($W = 3$), the probability of finding strong two-site $QMI$ bonds becomes range invariant, i.e., is constant as a function of $r$ at sufficiently large $r$ (and away from finite size effects at very large $r$). Errors represent the standard deviations of the distribution of $p_r(s)$ over 200 bootstrapping resamples of the disorder realizations. Dotted lines represent the saturated value of $p_r(s)$, $p_{sat}$.](image-url)
Mostly single-particle resonances

\[ W(\mathbf{r}, \mathbf{s}, \mathbf{L}) \]

\[ p_{\text{sat}}(s, L, W) (\text{Sec. III A}) \]

\[ W_{\text{max}}(s, L) \]

\[ W_{\text{max}}(s, L) \]

\[ \text{for } W \text{ close to the transition. Notice that the position of } W_{\text{max}}(s, L) \text{ becomes unstable at large thresholds } s, \text{ due to the small number of samples past that threshold as well as the flatness of the curves around the maximum.} \]

\[ \text{in the bottom panel of Fig. 9 we plot } W_{\text{max}}(s, L) \text{ as a function of threshold } s \text{ for different } L, \text{ finding } W_{\text{max}}(s, L) \text{ rises linearly with } s. A particularly interesting value of the threshold is } s = \log 2, \text{ which corresponds to the value of the pairwise QMI between all pairs of spins in the canonical multi-site resonating “cat” state: } \frac{1}{\sqrt{2}}(|\Psi_1\rangle + |\Psi_2\rangle) \text{ where } |\Psi_1\rangle \text{ and } |\Psi_2\rangle \text{ are product states which differ in } k > 2 \text{ spins. Although we cannot get any statistics on values of } s \text{ which are this large, a linear extrapolation finds that } W_{\text{max}}(\log 2) \approx 3.8 \text{ at } L = 18, \text{ surprisingly close to the best estimates of the transition from scaling collapse [6]. This suggests the existence of long-range multi-site resonances at the critical point whose proliferation has been suggested in being responsible for melting MBL; see Ref. [23] for a complementary numerical approach for probing these long-range resonances.} \]

\[ \text{IV. EXTREME ENTANGLEMENT EIGENVALUES} \]

\[ p^* \equiv \lim_{\lambda_2 \to \log(2)^+} p(\lambda_2), \]

\[ p^* \text{ is finite throughout the MBL phase and zero in the ergodic phase, allowing it to be used as an order parameter for the many-body localized phase of matter. Moreover, the authors of Ref. [56] find } p^* \text{ is robust to finite size effects, showing negligible variations across different values of } L \text{ for small system sizes. Note that } \log(2) \text{ is the smallest possible value for } \lambda_2 \text{ and corresponds to a single singlet entangling the subsystem to its environment. Ref. [56] studies this in the Gaussian-disordered random Heisenberg model, developing evidence for this conjecture.} \]

\[ \text{In this section, we study } \lambda_2 \equiv -\log(p_2), \text{ where } p_2 \text{ is the second singular value of the reduced density matrix of a subsystem over an eigenstate of the Hamiltonian in Eq. (1). Ref. [56] argues that the probability of } \lambda_2 = \log 2, \text{ i.e.,} \]

around an exponentially small value of the QMI, with very rare strong values of the QMI at large range.

A. Proliferation of strong long-range correlations around the transition

To better quantify the behavior of the strong QMI pairs, we consider the saturation probability \( p_{sat}(s, L, W) \) as the probability \( p_r(s) \) at large \( r \) for each tuple \((s, L, W)\). The value of \( p_{sat} \) is shown in Fig. 8(right) as a dashed line; the saturation value decays slightly with \( L \). We extract \( p_{sat}(s, L, W) \) from all values of \((W, L)\) where \( p_r(s) > 0 \) at all \( r \); the value is extracted by averaging \( p_r(s) \) in the interval \( r \in [10, L - 1] \). In practice, this may include some values of \((s, L, W)\) which are not truly saturated; this will not affect the qualitative results we are considering here as we care about the large values of \( p_{sat} \) which indeed look convincingly saturated.

Fig. 9(top) presents the values of \( p_{sat} \) as a function of \( W \) for different thresholds \( s \) for a system of size \( L = 18 \). We find that the maximum value \( W_{\text{max}}(s, L) \) of \( p_{sat}(s, W, L) \) (shown by a star) is at a disorder strength \( W \) close to the transition. Notice that the position of \( W_{\text{max}}(s, L) \) becomes unstable at large thresholds \( s \), due to the small number of samples past that threshold as well as the flatness of the curves around the maximum.

\[ \text{in the bottom panel of Fig. 9 we plot } W_{\text{max}}(s, L) \text{ as a function of threshold } s \text{ for different } L, \text{ finding } W_{\text{max}}(s, L) \text{ rises linearly with } s. A particularly interesting value of the threshold is } s = \log 2, \text{ which corresponds to the value of the pairwise QMI between all pairs of spins in the canonical multi-site resonating “cat” state: } \frac{1}{\sqrt{2}}(|\Psi_1\rangle + |\Psi_2\rangle) \text{ where } |\Psi_1\rangle \text{ and } |\Psi_2\rangle \text{ are product states which differ in } k > 2 \text{ spins. Although we cannot get any statistics on values of } s \text{ which are this large, a linear extrapolation finds that } W_{\text{max}}(\log 2) \approx 3.8 \text{ at } L = 18, \text{ surprisingly close to the best estimates of the transition from scaling collapse [6]. This suggests the existence of long-range multi-site resonances at the critical point whose proliferation has been suggested in being responsible for melting MBL; see Ref. [23] for a complementary numerical approach for probing these long-range resonances.} \]
which depended on bin-size. To alleviate this problem, we instead consider the cumulative distribution function (CDF), which has no binning and which we find presents a more robust method to estimate the behavior of the distribution in the limit of \( \lambda_2 \to \log(2) \). We then look at the behavior of the CDF measuring the exponent \( \gamma \) of its algebraic approach to \( \log(2) \), i.e.,

\[
\lim_{\lambda_2 \to \log(2)^+} CDF(\lambda_2) \propto [(\lambda_2 - \log(2))]^\gamma. \tag{7}
\]

For the PDF of \( \lambda_2 \) to be non-zero as it approaches \( \log 2 \) (i.e., \( p^* \neq 0 \)) the CDF has to approach \( \log(2) \) with \( \gamma = 1 \). On the contrary, \( \gamma > 1 \) implies that \( p^* = 0 \).

Fig. 10 shows the empirical values of \( \gamma \) we find. Deep in the MBL phase (i.e. \( W > 8 \)), we find \( \gamma \approx 1 \), compatible with \( p^* > 0 \) at large \( W \) (although we cannot rule out that even there \( \gamma \) is still marginally above 1); therefore, we potentially expect a single singlet spanning the two halves of the system deep in the MBL phase. At moderate values of \( W \) but still in the MBL phase as well as at the transition, \( \gamma \) is significantly above 1, indicating that \( p^* = 0 \). Like Ref. [56], we do find that \( \gamma \) shows low sensitivity to small changes in system size. This is presumably due to the fact that singlets across a cut entangle primarily, at moderate and strong disorder, spins close to the cut, which are far away from the boundaries of the system and therefore have low sensitivity to its size (see Appendix A2).

\[\text{V. CONCLUSIONS}\]

Most of this work focuses on the study of the correlations throughout the ergodic-MBL phase diagram of the model of Eq. 1 through the distributions of the logarithm of the QMI. We have focused on two aspects of this distribution: the overall shape of the distribution (i.e. its moments) and the extreme tails of the distribution. Given the large amount of data (10^6 eigenstates at energy density \( \epsilon \approx 0.5 \) per \( (W, L) \)) and relatively large values of \( L \), we can get precise results on multiple aspects of these distributions.

The main contribution of our work is identifying a region at moderate disorder strength that shows a stretched exponential decay \( QMI_{ibp} = e^{-A\lambda^r} \) of the typical correlations (log-averaged QMI) as a function of range \( r \). At the transition, this decay takes the form \( QMI_{ibp} = e^{-A\sqrt{r}} \), which is also found in the random singlet phase. To further understand the universality of the distribution of log(QMI) at the transition we consider higher moments. We find the log(QMI) is universal for all moments except for the second moment, which scales quadratically with range \( (\sigma[\log(QMI)] \) scales linearly). This has some similarities with the distribution of the logarithm of the correlations in the random singlet phase which is conjectured to be universal after rescaling by \( \sqrt{r} \) to remove its mean [35] (note that rescaling by its mean does not affect the scaling of the standardized moments). The distributions of the log(QMI) seem therefore to satisfy a weaker version of the universality conjectured for the random singlet phase. This aspect of the distributions should be a key feature in determining the universality class of the MBL-ergodic transition and can serve as a constraint for the panoply of RG results which attempt to explain the phenomenology of the MBL-ergodic transition.

A second key result has involved studying the atypically strong correlations across the system. Our results show the existence of large range-invariant pairwise QMI at the transition suggesting the existence of proliferating multi-site resonances.

Finally, we have also studied the extremal values of the second entanglement eigenvalue, \( \lambda_2 \), which signals the presence of a single bit of entanglement across a bipartition of the system. Our results show that this probability is only finite deep in the MBL phase, and vanishes as a power law at moderate values of the disorder strength and in the ergodic phase.
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Appendix A: Computation of the QMI

The two-site QMI for a spin-$\frac{1}{2}$ total magnetization preserving model like the one in Eq. 1 is computed from a few expectation values: $\langle n_i \rangle$, $\langle n_j \rangle$, $\langle \sigma_i^+ \sigma_j^- \rangle$, and $\langle n_i n_j \rangle$, where $n_i \equiv \frac{\sigma_i^z + 1}{2}$. In particular,

$$QMI_{ij} = S_i + S_j - S_{ij},$$

(A1)

where

$$S_i = -\langle n_i \rangle \log(\langle n_i \rangle) - (1 - \langle n_i \rangle) \log(1 - \langle n_i \rangle)$$

(A2)

S_{ij} = -\langle n_i n_j \rangle \log(n_i n_j) - (\langle 1 - n_i \rangle (1 - n_j)) \log(\langle 1 - n_i \rangle (1 - n_j)) - \lambda_+ \log(\lambda_+) - \lambda_- \log(\lambda_-)

(A3)

with

$$\lambda_{i,j} = \frac{\langle (n_i - n_j)^2 \rangle \pm \sqrt{\langle (n_i - n_j)^2 \rangle^2 + 4|\langle \sigma_i^+ \sigma_j^- \rangle|^2}}{2}$$

(A4)

with

$$\langle (1 - n_i) (1 - n_j) \rangle = 1 - \langle n_i \rangle - \langle n_j \rangle + \langle n_i n_j \rangle$$

(A5)

$$\langle (n_i - n_j)^2 \rangle = \langle n_i \rangle + \langle n_j \rangle - 2\langle n_i n_j \rangle.$$  

(A6)

Appendix B: Numerical precision in the computation of the QMI

The eigenstates of the model of Eq. 1 are obtained with double-precision floating-point numbers, which means that the largest vector entry (assuming it is $O(1)$) has a precision of $\approx 10^{-15}$. This implies the expectation values of Appendix A will also have a precision of about $10^{-15}$. When computing the QMI from these expectation values, there are two points where the precision might drop. First, all terms in Eqs. A2 and A3 are of the form $x \log(x)$, with $0 \leq x \leq 1$. A careful inspection shows that the precision of this quantity (if $x$ has a precision of $10^{-15}$) is of order $10^{-14}$ (e.g., $x \log(x) = -3.45 \times 10^{-14}$ for $x = 10^{-15}$), and the QMI overall has a precision of about $10^{-14}$. Starting from vectors of precision $10^{-15}$ (as we do), there is nothing we can do about this drop in precision.

There is another point at which precision can drop, i.e., the computation of $\lambda_{i,j}$, which involves squaring expectation values that we have obtained with a precision of $10^{-15}$ followed by a square root. The square needs of a precision of $10^{-30}$ in order to keep an overall $10^{-15}$ after the square root is taken. The use of slightly higher-precision floating-point types such as `numpy.longdouble` or `numpy.float128` in python does not solve this issue (note these types have typically a precision of $10^{-18}$). We instead make use of the decimal module in python to work with arbitrary precision; in practice we use 60 decimal places. This gives us confidence that $x$ has precision $10^{-15}$ in the $x \log(x)$ terms (note we cannot improve this precision, given that we start our computation from double-precision vector entries). The QMI ultimately has a precision of $\approx 10^{-14}$. Below this threshold, the distributions of the QMI of Fig. 2 still look smooth, but should not be trusted. In practice we consider only those distributions which have at least 99% of their mass above $10^{-14}$, i.e., an order of magnitude above the typical double-precision threshold of $10^{-15}$.

Finally, we find in practice that $1 - \langle n_i \rangle$ and $\langle (1 - n_i) (1 - n_j) \rangle$ (Appendix B) are on rare occasions negative and of order $\ll 10^{-15}$. This is expected from the precision we work with. Since this is a problem for the evaluation of their corresponding logarithms, we substitute these values by $10^{-20}$. Note that, given the magnitude of these terms, this substitution does not reduce the precision of the QMI further.

Appendix C: Alternative view of $p_{sat}$ and its maxima

Fig. A1 shows a colormap with all fitted curves of $p_{sat}(s,W,L)$ obtained for thresholds between $s = 0$ and $s = 0.4$ and for three different system sizes. The curves shown in the colormap have been normalized by their maximum value, $p_{sat,max}$, so that they are all visible in the plot.

Appendix D: Second entanglement eigenvalue for a subsystem of size 5

In Section IV we studied the extremal values of the second bipartite entanglement eigenvalue $\lambda_2$ over a cut at the middle of the chain. However, Ref. [56] studied this quantity over a cut between a subsystem $A$ of size $L_A = 5$ and the rest of the chain. In Fig. A2 we present the values of $\gamma$ (see Section IV) for such a cut. There is no substantial difference between this cuts
Figure A2. Same as Fig. 10 of the main text for a cut between a subsystem $A$ of size $L_A = 5$ and the rest of the chain. Error bars represent the standard deviation of $\gamma$ across 200 bootstrapping resamples over disorder realizations.

and the half-cut of the entanglement entropy.

**Appendix E: Log-log plots $QMI_{typ}$ for the extraction of $\beta$**

Figs. A3, A4, and A5 present all linear fits of $\langle \log(QMI) \rangle$ as a function of range $r$ in a log-log scale for all $(L,W)$. As discussed in Section II A, this lets us extract the exponent $\beta$ of the stretch exponential decay of $QMI_{typ} = e^{-Ar^{\beta}}$.

**Appendix F: Standard deviations of $\log(QMI)$ and linear fits to extract $C$**

Figs. A6, A7 and A8 show all linear fits used in Section II B in order to extract the slope $C$ of the linear scaling of $\sigma[\log(QMI)] = Cr + D$ as a function of range $r$.

**Appendix G: Linear fits to the CDF of the second bipartite entanglement eigenvalue**

Here we present data related to the extraction of the exponent $\gamma$ for the CDF of the second entanglement eigenvalue, $\lambda_2$, when it approaches $\lambda_2 \to \log(2)^+$, which was discussed in Section IV. In particular, Figs. A9, A10, and A11 linear regression results of the fit on a log-log plot to the left-side tails of $p(\lambda_2)$ as a function of $\lambda_2 - \log(2)$. The slope of this fit is equal to $\gamma$. In order to estimate the error bars for $\gamma$, we perform a bootstrapping analysis with 200 resamples over disorder realizations. The inset of the figures provides the distribution of $\gamma$ from bootstrapping; its standard deviation is taken as an estimate of the error on the estimation of $\gamma$. 
Figure A3. Log-log plots of $-\log_{10}(QMI_{typ})$ as a function of range $r$ for $L = 14$. We extract the exponent $\beta$ of the stretched exponential of Section II from the slope of a linear fit in the interval given by the red vertical lines. We can see that the fit is good at strong disorder and down to the system size dependent value of $W$ for which $\beta = 0.5$, corresponding to the ergodic-MBL transition. $W_{1/2} = 2.50$ for $L = 14$; we can see that the fit is particularly good around $W_{1/2}$, even at the lowest ranges $r$. At $W < W_{1/2}$ the linear fit overestimates $\log(QMI_{typ})$ at low $r$, while at $W > W_{1/2}$ the linear fit underestimates $\log(QMI_{typ})$ at low $r$. 
Figure A4. Same as Fig. A3 for systems of size $L = 16$. $W_{1/2} = 2.69$ for $L = 16$. 
Figure A5. Same as Fig. A3 for systems of size $L = 18$. $W_{1/2} = 2.88$ for $L = 18$. 
Figure A6. Linear fits to the standard deviation of $\log(QMI)$ as a function of $r$ for different values of $W$ and a system of size $L = 14$. The linear fits are in general of very good quality, with the exception of $1 \lesssim W \lesssim 2$ and $W \gtrsim 8$, where we only have a few points in the linear scaling regime; at $W = 15$ we do not have enough points to even enter the linear scaling regime.
Figure A7. Same as Fig. A6 for systems of size $L = 16$. 
Figure A8. Same as Fig. A6 for systems of size $L = 18$. 
Figure A9. Linear fits of the log-log representation of the left-side tail of the CDF of the second eigenvalue of the bipartite reduced density matrix of a system of size $L = 14$. Red vertical lines denote the ends of the interval that contains the points used in each case to make the fit. The slope of the fit gives us the exponent $\gamma$ in the expression $CDF(\lambda_2) \approx (\lambda_2 - \log(2))^\gamma$, which is equivalent to equivalently $PDF(\lambda_2) \approx (\lambda_2 - \log(2))^{\gamma - 1}$ up to an additive constant. Below $W = 1.5$, the low $\lambda_2$ data is inexistent and we do not attempt to extract an exponent $\gamma$ from a linear fit. Inset: probability distribution of $\gamma$ extracted from 200 bootstrap resamples over the 200K disorder realizations for this system size. Bootstrapping was used in order to compute confidence intervals for $\gamma$, shown in Fig. 10.
Figure A10. Same as Fig. A9 for systems of size $L = 16$. Inset: probability distribution of $\gamma$ extracted from 200 bootstrap resamples over the 200K disorder realizations for this system size.
Figure A11. Same as Fig. A9 for systems of size $L = 18$. Inset: probability distribution of $\gamma$ extracted from 200 bootstrap resamples over the 10K disorder realizations for this system size.