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1 INTRODUCTION

Retrieval systems are the natural connection between various natural language processing techniques and large scale ranking applications. Natural language processing transforms the raw text information into useful mathematical representations which are understandable for the retrieval system. Neural retrieval models are trained in pairwise fashion, especially with margin ranking loss \[2, 14, 15, 27\], ListNet \[4\], ListMLE \[36\], and SoftRank \[32\], usually yield much more competitive performance. One major advantage of listwise learning is its innate ability to compare various candidates simultaneously on a large scale, which is much more consistent with the comparison-based ranking nature of information retrieval.

The mixture of experts (MoE) technique has been proposed for more than two decades \[12, 15\]. It successfully boosted many traditional machine learning methods, such as SVM \[7\] and Gaussian Processes \[28\]. The MoE approach constructs several “expert learners”, each to focus on the different aspects of the problem. Then it employs a special gating network to control the importance of each expert. Ma et al. \[21\] apply it to model task relationships in multi-task learning. Zhao et al. \[37\] further build a multi-task ranking system for YouTube video recommendation. Its recent success on recommendation system encourages us to apply it for information retrieval. With the help of the MoE technique, we are able to combine various learning signals to further aid model training.

In this paper, we introduce a novel multi-level coarse-grained listwise ranking loss based on the mixture of experts (MoE) technique. Pooling layers with different pooling sizes are employed to...
compare various groups of documents at a local level to construct a series of filtered candidate lists. Coarse graining at different levels helps the candidates with moderately prominent semantic signals to stand out and provides more salient information to aid model learning. The traditional ListNet is then employed to build a "expert learner" for each coarse-grained candidate group. Finally, we apply the mixture of experts (MoE) technique to combine training information effectively across various experts. We refer to this mechanism as ExpertRank.

To demonstrate the generalizability and robustness of our method, we apply ExpertRank to five neural retrieval models: KNRM [5], ConvKNRM [38], MatchPyramid [23], and BERT/ALBERT-based retrieval models [8, 17, 26]. We conduct extensive experiments on the MS MARCO collection [24] and compare our performance with the existing listwise ranking losses. Furthermore, as one major drawback of listwise learning in general, the high computing memory requirement often prevents academic researchers from applying listwise learning to BERT/ALBERT-based retrieval models, which contain a notoriously huge number of parameters. We then propose a new two-step training process: efficient pointwise training followed by listwise re-training with fixed BERT/ALBERT embeddings. Finally, experiments on a news collection with limited query requests is used to further validate the effectiveness of ExpertRank in settings with limited training information.

The major novel contributions of this paper are (1) Building a new expert-based listwise ranking loss by applying the mixture of experts (MoE) technique in the domain of learning to rank. (2) Utilising the classic pooling technique to incorporate the profound physics concept of the multi-level coarse graining for information retrieval. (3) Empirical verification of robustness, generalizability and effectiveness of the proposed ranking mechanism with a general discussion on how to apply listwise learning to the powerful and sophisticated BERT/ALBERT-related retrieval systems.

The remainder of this paper is organized as follows. Section 2 reviews the related work on various learning to rank mechanisms and discusses the background of coarse graining in biophysics. Section 3 then establishes the formal network architecture of ExpertRank with detailed explanations of each major component. Section 4 further introduces some popular and effective neural retrieval models and explains how to apply ExpertRank to each system practically. Various experiments and corresponding performance comparison are presented and analyzed in Section 5. In Section 6, we study the effect of pooling size on ExpertRank performance. Finally, Section 7 concludes with a discussion of key findings and future directions of inquiry.

2 BACKGROUND AND RELATED WORK

Many neural retrieval models are constructed to extract salient semantic signals and to obtain a better understanding on how to quantify the relevance level between the given query and documents for user recommendation. Popular choices are KNRM [5], ConvKNRM [38], DeepMatch [20], MatchPyramid [23], DRMM [13], PACRR [10] and IRGAN [34]. Recently, due to its outstanding performance on several benchmark tasks, BERT and ALBERT models have drawn enormous attention for its solid applications in information retrieval [8, 17]. Various BERT/ALBERT-based retrieval models have been proposed to solve many realistic retrieval applications successfully [1, 26]. As model complexity keeps increasing, novel and better learning algorithms are strongly needed.

In general, learning to rank algorithms can be classified into three major categories: (1) Pointwise learning, which treats the ranking problem as a classic classification task. It has been applied to BERT-based retrieval models effectively due to its simplicity [26]. (2) Pairwise learning, which relies on a pair of relevant and non-relevant documents to compete with each other. Pairwise ranking loss [14, 33] is a popular choice for many retrieval models, such as KNRM [5], ConvKNRM [38] MatchPyramid [23] and DRMM [13]. RankNet [3] and LambdaRank [2] also gain wide popularity for many real-world ranking applications. (3) Listwise learning, which compares a list of document candidates simultaneously to find the relative ordering for the final prediction. Due to the comparison-based ranking nature of information retrieval, listwise learning usually provides much more significant and robust performance. Pointwise learning heavily depends on the model potential itself. For the complicated and powerful BERT/ALBERT-based models, pointwise learning can still yield reasonable performance. But its lack of inter-document comparison limits its ability to incorporate the relative ranking information for model training. On the other hand, pairwise learning only compares two candidates at the same time and deeply relies on the quality of document pairs. Various selective negative sampling methods have been proposed to aid candidate selection [6, 9, 22]. This may complicate the overall pipeline and limit the potential practical applications.

Listwise learning builds its analysis directly on the core of ranking problem, how to determine the relevance magnitude based on both query-document semantic connection and inter-document comparison. There are two major directions on how to encode these information effectively for listwise learning: (1) Metric-based optimization, which attempts to optimize smooth surrogate functions of ranking metrics, such as ApproxNDCG [27] and SoftRank [32]. (2) Probability-based losses, which assume the ranking process follows certain probabilistic patterns. Specifically, ListMLE [36] views the ranking problem as a sequential learning process, maximizing the probability of the observed permutation directly. ListNet [4] defines a cross entropy loss between two probability distributions of permutations that are transformed from the model predictions and the ground truth. However, the existing listwise ranking losses mainly operate on the given list without further inspection.

If we treat the candidate list in the listwise learning as a special "physical system" where different document candidates are regarded as "particles" to compete with each other to be more comparatively relevant to the given query, many fascinating and profound concepts in physics can provide us refreshing alternatives to handle the ranking problem. Coarse graining is an essential paradigm in biophysics. It aims at constructing simplified representations of complex systems so that the major chemical or physical characteristics are preserved and less consequential interactions can be ignored. As a result, it enables us to conduct affordable and reliable simulations to obtain a better understanding on system dynamics. Martin Karplus, Michael Levitt and Arieh Warshel, Nobel laureates in chemistry, introduced the concept of simplification of
biomolecular complexes for longer simulations at biological relevant time scales [18, 19, 35]. Their work inspires numerous coarse-grained models for biomolecular modelling [11, 16, 31]. Moreover, the coarse-graining procedure in biophysics modelling can embrace a wide range of length scales, from a few atoms to proteins, nucleic acids, lipid membranes, carbohydrates and water, based on research interests. The same logic can be applied to listwise learning in information retrieval. Not all the documents in the candidate list are pivotal to the learning process of neural retrieval models. In this paper, we propose ExpertRank, a novel expert-based listwise ranking loss, which is built on the concept of multi-level coarse graining and applies the MoE technique to combine semantic matching information at various levels effectively.

3 EXPERT-BASED LISTWISE RANKING LOSS

The goal of information retrieval systems is to recommend the most relevant documents for a given query. While semantic relatedness between the query and each individual document is the foundation of relevance estimation, an explicit inter-document comparison is necessary and effective to refine the exact ranking order among candidates which may share similar content signals. In general, listwise learning often outperforms pairwise/pointwise learning due to its innate ability to differentiate various candidates simultaneously on a large scale. This section describes ExpertRank, a new listwise ranking loss, based on the concept of the multi-level coarse graining by applying the technique of mixture of experts (MoE) to the domain of learning to rank. The overall architecture of ExpertRank is displayed in Figure 1.

3.1 Coarse Graining

Given a query \( q \) and a list of documents, containing \( N \) relevant documents \( d_1^r, \ldots, d_N^r \) and \( M \) non-relevant documents \( d_1^n, \ldots, d_M^n \), the traditional listwise ranking losses treat the candidate list as a whole and build further analysis upon it. However, some salient signals from certain candidates may be ignored by the other more prominent candidates. Especially for a large number of non-relevant documents \( M \), the noise from candidate peers may overshadow some nuanced semantic information due to candidate list quality. Inspired by its success in biophysical modelling, the core idea of coarse graining within ExpertRank is to build a simplified representation of the orginal candidate list by selecting those pronounced candidates at a local level. Specifically, when the list size is relatively small, documents with moderate yet efficacious signals are more likely to stand out. The initial local-level comparison can also filter out those less interesting candidates. The size of local filtering controls the granularity of coarse graining. Coarse graining at different granularity level can yield different useful signals from those refined candidate lists.

How to conduct local filtering effectively across different scales for the given candidate list is crucial to the success of ExpertRank. In most realistic applications, the number of non-relevant documents is far larger than that of relevant documents. Often there may even be only one or two relevant documents available in a given dataset. Hence, coarse graining will only be applied to non-relevant documents, while relevant documents always remain. Moreover, due to its non-differentiability, the direct sorting is not an option to compare a sub-group of documents for neural retrieval models that depend on back-propagation optimization. Therefore, ExpertRank employs the classic pooling technique to conduct local filtering and to build coarse-grained candidate lists. The simplicity and differentiability of the pooling technique enable it to be easily scalable to various levels for coarse graining.

Coarse graining at different levels offers vastly different granularities. If the pooling window is too small, the difference within each sub-group of candidates may be unstable and less significant. Conversely, too few documents can be selected to provide enough useful information if the pooling window is relatively large. Hence, to incorporate both scenarios, ExpertRank identifies two promising ranges of pooling sizes, Low and High, compared to the given candidate list size of listwise learning. Then it selects two different pooling sizes from each range to make the overall learning process more stable.

Specifically, within each pooling window with the low-range pooling sizes, only the document with the maximum predicted ranking score is selected. Since coarse graining is only conducted on the non-relevant documents, candidates with the local maximum scores show more partial relevance than others to the given query. Those local maximum candidates are more important and challenging to ensure the final training performance, since there are more chance to confuse them with the truly relevant documents due to their partial relevance. With the help of coarse graining, we are able to extract and compare those partially relevant candidates with the truly relevant documents directly to aid model learning. On the other hand, within each pooling window with the high-range pooling sizes, both documents with maximum/minimum scores are chosen to provide adequate candidate information. Candidates with the local minimum scores can be more distinguishably non-relevant to inform models of the negative information. As a result, they are useful candidates to subsidize the scarce local maximum documents in this scenario.

3.2 Expert Learning

For each coarse-grained candidate list, ExpertRank applies listwise learning separately. There are many possible choices from the traditional listwise learning schemes. However, metric-based listwise ranking losses, such as ApproxNDCG [27] and SoftRank [32], tend to be trapped in the local minima due to its non-convex nature, which may prevent it from being robust and applicable to complex retrieval models. On the other hand, ListMLE [36] regards the ranking problem as a sequential selection process. This assumption yields a rather complicated loss function to optimize, which makes the overall training process delicate and slow. Therefore, ExpertRank chooses ListNet [4] as the backbone of expert learning on account of its simple probability-based loss formulation and efficient convergence rate. ListNet on each coarse-grained candidate list is regarded as an "Expert". Then, the technique of mixture of experts (MoE) is employed to combine different local experts for the final learning signal effectively.

3.3 ExpertRank

Like the general mixture of experts (MoE) technique [12, 15, 30], ExpertRank consists of two major components, expert learning and
Figure 1: The overall architecture of the Expert-based Listwise Ranking Loss, ExpertRank. Relevant/Non-relevant features are the matching features from the neural retrieval model corresponding to relevant/non-relevant scores. Low-A/B and High-A/B refer to two different pooling layers with small and large pooling sizes, respectively.

a gating network. The gating network utilises both the matching features from the neural retrieval model and prediction score ranges within each pooling window to generate a probability distribution over different expert outputs. Within each pooling window, the average positive score is $S^+_T$, the max/min non-relevant scores are $S^\text{max}_T$ and $S^\text{min}_T$. We then compute three score ranges for gating signals, (1) $S^+_T - S^\text{max}_T$, (2) $S^+_T - S^\text{min}_T$, (3) $S^-_T - S^\text{min}_T$, which provides insightful information about prediction variance within each window. Moreover, by feeding matching features associated with the selected scores into gating network, ExpertRank can further aid parameter learning during model training.

Mathematically, given a query $q$ and a list of documents, containing $N$ relevant documents $(d^+_i)^N_{i=1}$ and $M$ non-relevant documents $(d^-_i)^M_{i=1}$, the predicted ranking scores of relevant documents are $(S^+_i)^N_{i=1}$ and the corresponding matching features are $(F^+_i)^N_{i=1}$. For the experts with a low-range pooling size $p_L$, a max-pooling layer is applied to select more prominent non-relevant candidates with scores $(\max S^-_i)^M_{i=1}$ and matching features $(\max F^-_i)^M_{i=1}$. The associated experts can be written as

$$E_L = \text{ListNet} \left( \left( S^+_i \right)^N_{i=1}, \left( \max S^-_i \right)^M_{i=1} \right)$$  \hspace{1cm} (1)

The gating signals associated with score ranges and matching features can be written as $g_L^f$ and $g_L^g$, respectively, where $g_L^f$ and $g_L^g$ are two hidden layers to encode the corresponding information:

$$g_L^f = \text{ListNet} \left( \left( S^+_i \right)^N_{i=1}, \left( S^-_i \right)^M_{i=1} \right)$$  \hspace{1cm} (2)

Similarly, for the experts with a high-range pooling size $p_H$, a pair of max/min-pooling layers is applied to select non-relevant candidates with scores $(\max S^-_i)^M_{i=1}$, $(\min S^-_i)^M_{i=1}$ and matching features $(\max F^-_i)^M_{i=1}$, $(\min F^-_i)^M_{i=1}$. The associated experts can be written as

$$E_H = \text{ListNet} \left( \left( S^+_i \right)^N_{i=1}, \left( \max S^-_i \right)^M_{i=1}, \left( \min S^-_i \right)^M_{i=1} \right)$$  \hspace{1cm} (3)

The gating signals associated with score ranges and matching features can be written as $g_H^f$ and $g_H^g$, respectively:

$$g_H^f = \text{ListNet} \left( \left( S^+_i \right)^N_{i=1}, \left( S^-_i \right)^M_{i=1} \right)$$  \hspace{1cm} (4)

The gating network then can be written as

$$G = \text{Softmax} \left( \left( g_L^f \right)^2_{L=1}, \left( g_H^f \right)^2_{H=1}, \left( g_H^g \right)^2_{H=1} \right)$$  \hspace{1cm} (5)

Finally, ExpertRank loss can be presented as

$$L_{\text{ExpertRank}} = \sum_{i=1}^A G_i E_i$$  \hspace{1cm} (6)

It is worth noting that the MoE layer makes no changes on the structure of neural retrieval models, even though it aims to aid model training. Once listwise learning is complete, the learnable parameters associated with ExpertRank can be removed during model evaluation. The neural retrieval models can be used in the same way as before without any modifications, which makes ExpertRank highly generalizable and applicable to various systems.

### 4 NEURAL RETRIEVAL MODEL SELECTION

In general, the performance of deep learning models heavily relies on model complexity, data quality and effective model training. Given the same dataset available for model training, model complexity is a strong indicator of model potential. The major purpose of learning-to-rank losses is to exploit their full potential via feeding salient signals to neural networks. Hence, we select different neural retrieval models across different complexity levels to demonstrate the robustness, effectiveness and generalizability of ExpertRank.
KNRM [5] constructs a similarity matrix computed by the word embeddings of the given query and document terms. The model then extracts multi-level soft-match features via Gaussian kernel pooling technique. The multi-level soft-match features enter a hidden layer to compute the final ranking score. ExpertRank uses those critical multi-level soft-match features for the expert gating network.

ConvKNRM [38] is an enhanced extension of KNRM by computing n-gram embeddings via a Convolutional Neural Network (CNN) layer. Similarly, Gaussian kernel pooling technique is applied to generate the multi-level soft-match features, which is used for ExpertRank. Its final ranking score is the output of the final hidden layer fed by those multi-level soft-match features.

MatchPyramid [23] treats the constructed similarity matrix from query and document word embeddings as a special "image". The model then applies several stacked CNN layers to extract distinct signals from the similarity matrix image, which is a popular choice for many neural-based computer vision architectures. The CNN-based features then are used to compute the final ranking score via several stacked hidden layers. ExpertRank relies on those CNN-based features for expert gating network.

BERT [8] model has been very a popular choice to encode text information ever since it’s proposed. BERT is the first deeply bidirectional, unsupervised language representation, pre-trained using only a plain text corpus. Due to its powerful text encoding capability and promising performance in many natural language processing tasks, various BERT-based retrieval models have been proposed [1, 26]. Qian et al. [26] conduct extensive experiments to apply BERT to document ranking using different embedding outputs and different fine-tuned layers. Based on their results, we choose the sentence-level BERT embedding of query-document concatenation as the matching signals, which is also used for expert gating network within ExpertRank. Several hidden layers are then applied to compute the final ranking score.

ALBERT model [17] is proposed to optimize performance and reduce model parameters of BERT model. By utilising factorization of the embedding parametrization and cross layer parameter sharing, an ALBERT-base model that has only 12M parameters, an 89% parameter reduction compared to the BERT-base model, yet still achieves respectable performance across the benchmarks considered. We then replace BERT-based embedding with ALBERT-based embedding as the matching signals for document ranking.

4.1 Listwise Learning for BERT/ALBERT-IR

Listwise learning often provides more reliable and competitive performance than pointwise learning and pairwise learning, since its foundation of inter-candidate comparison is more consistent with the comparison-based nature of document ranking problem. However, one major drawback of listwise learning is the relatively high computing memory requirement, especially for neural retrieval models. Given a list size L during listwise model training, L query-document pairs are fed into the system all together as a single list, which requires significantly more computing memory. To address this issue, instead of using trainable BERT/ALBERT models, fixed pre-trained BERT/ALBERT embeddings are pre-computed for each query-document pair. The simple pointwise classification loss is applied to fine-tune BERT/ALBERT-based retrieval model on the given training and validation dataset to construct the fixed fine-tuned BERT/ALBERT embeddings. Then only several hidden layers are trained to compute ranking scores during listwise learning. To ensure credibility of the further listwise re-training, both classification loss and listwise ranking losses utilize the same training and validation dataset. Test dataset is only used to evaluate model performance, not for fine-tuning.

4.2 Model Implementation Setting

All our neural retrieval models are implemented in tensorflow\(^1\). For KNRM, ConvKNRM and MatchPyramid, GloVe word embeddings with 300 dimensions [29], trained on the Common Crawl dataset\(^2\), are used for vocabulary initialization. For BERT and ALBERT, the corresponding tokenizers from bert-for-tf2 package\(^3\) are used to preprocess the raw text data, respectively. We use an Adam optimizer to train all models. The learning rate is set to 1e-4 for all the listwise trainings, and to 1e-6 for BERT and ALBERT fine tuning.

Regarding model architecture parameters, for both KNRM and ConvKNRM, we apply 11 Gaussian kernels with one harvesting exact matches (mean value \(\mu_0 = 1.0\) and standard deviation \(\sigma_0 = 10^{-3}\)) and ten capturing soft matches (mean values spaced evenly in the range of \([-1, 1]\), from -0.9 to 0.9, and standard deviation \(\sigma_1 = 0.1\)). The number of CNN filters in ConvKNRM is set to 128. For MatchPyramid, we choose 3 convolution layers, each with kernel size 3 \times 3 and 16 convolutional channels. We choose the pre-trained uncased BERT-base model and ALBERT-base model, both with 12 hidden layers and 12 attention heads, for BERT/ALBERT-based retrieval models.

5 EXPERIMENT DESIGN

Various empirical experiments are conducted to further validate the robustness, effectiveness and generalizability of ExpertRank. All the selected neural retrieval models are trained via ExpertRank, along with other existing listwise ranking losses, such as ListNet [4], ListMLE [36] and ApproxNDCG [27].

5.1 Performance on MS MARCO

Deep learning models are known to be data-hungry. Especially, models with high complexity tend to require more data for training. Effective and robust learning mechanism aids models in reaching their full potential. The MS MARCO (Microsoft Machine Reading Comprehension) passage ranking dataset [24] is a well-known large-scale public dataset, containing nearly 500,000 unique queries from the Bing search engine and more than 8.8 million unique passages. This collection consists of the top1000 training dataset and the top1000 development dataset, which are pre-selected using BM25 [29] for the given query. In our experiments, we randomly choose 20\% of the development set (1,396 queries) for model validation, and the remaining 80\% (5,583 queries) as test data. Furthermore, MS MARCO is a raw text dataset. The maximum word length of queries and documents is set to 20 and 180, which covers more than 99\% cases. Due to the corresponding high memory requirement for

\(^1\)https://www.tensorflow.org/
\(^2\)https://commoncrawl.org/
\(^3\)https://pypi.org/project/bert-for-tf2/0.1.1/
Table 1: Test Performance on MS MARCO dataset. \( P \) refers to the best selected pooling window size combination in ExpertRank. BERT-raw and ALBERT-raw refer to the retrieval models using the fixed pre-trained BERT/ALBERT embeddings, respectively. BERT-trained and ALBERT-trained refer to the retrieval models using the fixed fine-tuned embeddings, respectively. BERT-trained_CE and ALBERT-trained_CE indicate the initial fine-tuning performance using cross entropy loss before the further listwise training. \( \dagger \) indicates statistically significant improvements over all the other losses. $\S$ indicates full statistically significant improvement except ApproxNDCG.

| Model                      | MR@3 | MR@10 | MR  | nDCG@3 | nDCG@10 | nDCG  | MAP@3 | MAP@10 | MAP   | \( P \) |
|----------------------------|------|-------|-----|--------|---------|-------|-------|--------|-------|------|
| KNRM_ListMLE               | 0.1855 | 0.2012 | 0.2331 | 0.20312 | 0.27432  | 0.36866 | 0.18191  | 0.21651 | 0.23008 |      |
| KNRM_ListNet               | 0.1915 | 0.22438 | 0.23821 | 0.20943 | 0.27758  | 0.37343 | 0.18751  | 0.22081 | 0.23493 |      |
| KNRM_nDCG                 | 0.18538 | 0.21723 | 0.23956 | 0.20208 | 0.26852  | 0.36517 | 0.18113  | 0.21353 | 0.22715 |      |
| KNRM_ExpertRank            | 0.20106 | 0.23464 | 0.24809 | 0.219111 | 0.28954  | 0.38268 | 0.19640  | 0.23048 | 0.24430 | [5, 7, 10, 25] |
| ConvKNRM_ListMLE          | 0.22082 | 0.25418 | 0.26712 | 0.23871 | 0.30792  | 0.39865 | 0.21601  | 0.24945 | 0.26296 |      |
| ConvKNRM_ListNet          | 0.22709 | 0.26115 | 0.27485 | 0.24467 | 0.31534  | 0.40650 | 0.22263  | 0.25677 | 0.27095 |      |
| ConvKNRM_nDCG             | 0.16998 | 0.20383 | 0.21911 | 0.18518 | 0.25533  | 0.35855 | 0.16613  | 0.20000 | 0.21567 |      |
| ConvKNRM_ExpertRank       | 0.24906 | 0.28576 | 0.29913 | 0.26755 | 0.34345  | 0.42892 | 0.24344  | 0.28053 | 0.29447 | [4, 7, 10, 25] |
| MatchPyramid_ListMLE      | 0.19052 | 0.21803 | 0.23198 | 0.20538 | 0.26262  | 0.36345 | 0.18649  | 0.21406 | 0.22824 |      |
| MatchPyramid_ListNet       | 0.22503 | 0.25825 | 0.27196 | 0.24251 | 0.31173  | 0.40433 | 0.22001  | 0.25358 | 0.26776 |      |
| MatchPyramid_nDCG         | 0.22031 | 0.25402 | 0.26852 | 0.23847 | 0.30861  | 0.40462 | 0.21556  | 0.24933 | 0.26419 |      |
| MatchPyramid_ExpertRank    | 0.23712 | 0.27224 | 0.28568 | 0.23548 | 0.31794  | 0.41634 | 0.23192  | 0.26714 | 0.28110 | [5, 7, 10, 25] |

such as ConvKNRM and BERT/ALBERT-based models with train-
able embeddings. Hence, the selection of ListNet within ExpertRank is validatable and plausible. Moreover, compared to ListNet, Expert-
Rank utilizes multi-level coarse-grained information to yield much more competitive performance consistently in various settings.

Regarding the results of BERT/ALBERT-related models, the performance gains from ExpertRank are much more substantial on the models with the raw pre-trained embeddings. Since the raw BERT/ALBERT embeddings are not summarised and learnt from MS MARCO dataset, the performance of BERT/ALBERT-raw models heavily rely on the simple hidden layers which are used to compute the final ranking scores. Results in Table 1 demonstrate the strong capability of ExpertRank to exploit every usable signal even from the simple structure. Furthermore, the fine-tuning of BERT/ALBERT on MS MARCO dataset helps to extract and summarise all the salient information into the fine-tuned embeddings. Hence, the
hidden layers in BERT/ALBERT-trained models contribute less for the final ranking decision, which limits the further listwise learning. Nonetheless, ExpertRank still performs better than the initial fine-tuned BERT/ALBERT-trained CE models. Thus, we believe the performance improvement from ExpertRank on BERT/ALBERT-related retrieval models can be much more pronounced if applied directly with the fine-tuning of trainable embeddings.

5.2 Limited Training Data

MS MARCO is a comparably large collection with sufficient training information. One major issue associated with this dataset is its shallow relevance judgment, where the majority of the given queries only have a single relevant document. In this section, we test ExpertRank and other listwise ranking losses in a different scenario. To further validate the effectiveness and robustness of ExpertRank, we conduct our experiments on a proprietary news collection, which contains about 730k English news articles covering various topics. 35 request queries are constructed based on this collection, among which 30 queries are available for model training and the remaining 5 requests are used for evaluation. On average, each request query has around 50 relevant documents identified by a large pool of in-house expert annotators. To aid model training and evaluation, BM25 [29] is applied to pre-select the top-5000 documents for each query. Since the available training information is rather limited, we train each neural retrieval model for a fixed 15 epochs and save trained models every 3 epochs. Then evaluation is carried out on each saved model to select the best one. We use the same model settings as in the previous MS MARCO experiments. For simplicity, we reuse the pooling size combinations of ExpertRank associated with each model determined on MS MARCO. We evaluate and compare different listwise ranking losses in terms of Precision@10, Recall@10, and nDCG@10. Test performance is shown in Table 2.

Compared to other listwise ranking losses, ExpertRank gives more competitive and reliable performance consistently across different neural retrieval models. Although ListMLE yields reasonable results for KNRM and ConvKNRM, it fails to train MatchPyramid effectively with the limited training data. Its performance on BERT/ALBERT-based models also pales in comparison with other ranking losses. On the other hand, ApproxNDCG cannot provide reliable results for KNRM and ConvKNRM. Its performance on BERT/ALBERT-based models is not consistent with its results on MS MARCO, which indicates its strong dependence on the amount and quality of training. ListNet demonstrates resilient performance with respect to ListMLE and ApproxNDCG. By combining pooling-based Mixture of Experts (MoE) and ListNet, ExpertRank yields much more competitive results even with limited training information. Its performance on this news dataset further demonstrates the potential usage of ExpertRank in various realistic domains. It is worth mentioning that for convenience, we used the same pooling size combinations that we earlier determined MS MARCO. We believe that even more prominent gains can be achieved by dedicated fine-tuning on this collection.

6 POOLING SIZE ANALYSIS

Choosing pooling size combinations properly is crucial to the success of ExpertRank. Different pooling sizes conduct local comparison at different levels for coarse graining. Those selected candidates then are utilised to feed each ListNet-based “expert” learner. Given the same data quality, the final ranking performance of neural retrieval models depends on model potential and effective training. Models with different neural network complexities have different innate abilities to distinguish document candidates at different granularity levels. Hence, the optimal pooling size combination may vary from case to case.

Here, we choose the number of non-relevant documents to be 50. Then ExpertRank identifies typical basic pooling sizes, \{2, 3, 4, 5, 7\} for the low-range and \{10, 17, 25\} for the high-range. Two pooling sizes are selected from each range, respectively. In Figure 2, we demonstrate how the performance of each retrieval model changes with respect to pooling size combination on MS MARCO collection. We select 15 typical pooling size combinations across different models. Other combinations yield similar performance trends. The dashed lines show the performance of other listwise baselines we tested. Also, since the majority of queries in MS MARCO only have a single relevant document, metrics of MRR, nDCG, MAP become approximately proportional to each other and yield similar trends. Thus, only MRR@10 is reported in Figure 2.

Compared to the existing listwise baselines, ExpertRank with different pooling size combinations yields better performance consistently across various retrieval models. Especially for KNRM,
Figure 2: ExpertRank MRR@10 test performance on MS MARCO with different pooling size combinations. * indicates the best performance. The horizontal lines refer to ListMLE, ListNet, ApproxNDCG and Cross Entropy (for the initial BERT/ALBERT fine-tuning), respectively. The 15 Pooling Size Combination Indices refer to \[2, 3, 10, 17\], \[2, 3, 10, 25\], \[3, 4, 10, 17\], \[3, 4, 17, 25\], \[3, 5, 10, 17\], \[3, 5, 17, 25\], \[3, 7, 10, 17\], \[4, 5, 10, 17\], \[4, 7, 10, 17\], \[4, 7, 10, 25\], \[4, 7, 17, 25\], \[5, 7, 10, 17\], \[5, 7, 10, 25\], \[5, 7, 17, 25\], respectively.

ConvKNRM, MatchPyramid and BERT_raw, the gap between ExpertRank and ListMLE/ListNet is consistent and significant. On the other hand, the majority of pooling size combinations for BERT_trained and ALBERT_raw show reliable performance and consistent effectiveness. ALBERT_trained model tends to prefer higher end pooling sizes. As mentioned in Section 4, BERT/ALBERT_trained models apply fixed fine-tuned embeddings for further listwise re-training. The structure of models such as KNRM, ConvKNRM and MatchPyramid is considerably simpler leading to their somewhat smaller learning potential. We believe that even more significant performance gains can be achieved in the future if the trainable BERT/ALBERT embeddings were employed directly in the listwise training.

7 CONCLUSION

The mixture of experts (MoE) technique is a powerful mechanism that can combine different "sub-learners" efficiently to produce better performance. In this paper, we present ExpertRank, an expert-based listwise ranking loss for retrieval. Instead of treating the candidate list as a whole like other listwise ranking losses, ExpertRank regards different documents as "particles" within a special "physical system". Then it utilizes the classic pooling technique to conduct multi-level coarse graining so that candidates with moderate relevance estimates can still stand out. The local-level comparison provided by the pooling layers can filter out certain less interesting documents and force the listwise learning to focus more on the proper candidates. By employing the MoE technique, ExpertRank combines listwise learning on various scales effectively. As a result, ExpertRank is highly robust and reliably generalizable to arbitrary neural retrieval models. In the experiments on MS MARCO and a proprietary news collection, we demonstrate that ExpertRank outperforms other existing listwise ranking losses consistently across different models and provides a strong learning alternative. There are several promising directions for future work. We are eager to investigate whether hierarchical MoE techniques can further improve the ranking performance. Moreover, ExpertRank relies on a simple pooling technique and the traditional ListNet scheme to construct each "expert". More well-tuned sub-learner structures may further boost the overall performance.
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