I. MOTIVATION

In many simulations in beam physics and plasma physics, one needs to solve Poisson’s equation for the electrostatic potential $\phi$ due to the charge density $\rho$:

$$\Delta \phi = -\rho$$  \hspace{1cm} (1)

with free-space boundary conditions, such that the electric field $\mathbf{E} = -\nabla \phi$ vanishes infinitely far from the charge distribution. This is the case when the physical system is such that the charge distribution is indeed in free space. Following standard potential theory, the solution to this problem can also serve as the particular solution entering in the construction of the full solution of Poisson’s equation on general domains and with more general boundary conditions.

The natural solution to Eq. (1) with free-space boundary conditions is to write

$$\phi(\mathbf{r}) = \int_{\mathbb{R}^d} \rho(\mathbf{r}') G(\mathbf{r} - \mathbf{r}') d\mathbf{r}'$$  \hspace{1cm} (2)

where $G(\mathbf{r}) = -\frac{1}{\pi^2} \ln |\mathbf{r}|$ for the two-dimensional problem, and $G(\mathbf{r}) = \frac{1}{4\pi |\mathbf{r}|}$ for the three-dimensional problem, and $r = |\mathbf{r}|$. In most applications of physical interest, the charge distribution $\rho$ has compact support within the computational domain. There are two well-known difficulties with the numerical computation of (2). First, because of the long range of the Green’s functions, fast algorithms are necessary for the efficient computation of the convolution. Second, because of the singularity of the Green’s functions at $r = r'$, special quadrature schemes must be designed to obtain high accuracy. In the last two decades, numerical schemes have been developed to address both difficulties in an efficient manner, even for cases where the charge distribution $\rho$ is highly inhomogeneous and requires adaptive discretization.

The purpose of this letter is not to revisit these well-established algorithms. Instead, our goal is to focus on the common situation in beam physics and plasma physics where (1) is solved in a Cartesian coordinate system, and where the grid points are uniformly spaced. In such cases, the Fast Fourier transform (FFT) is an efficient tool to address the first difficulty. Pioneering in that direction, Hockney and Eastwood have shown that by appropriately zero padding the charge distribution $\rho$, the aperiodic convolution (2) could be computed “exactly”, i.e. to within errors due to the discretization and the quadrature scheme, with FFts. Specifically, according to the convolution theorem, the convolution (2) is transformed to a product of functions in the Fourier domain. Thus, discretizing the charge distribution on the uniform grid, zero padding this discretized distribution in each spatial direction on an interval of the same length as the original domain, and defining a periodic Green’s function $\tilde{G}$ on that extended domain, they compute the electrostatic potential according to:

$$\phi = h_x h_y h_z FFT^{-1}\{FFT\{\rho\}FFT\{\tilde{G}\}\}$$  \hspace{1cm} (3)

where $h_x$, $h_y$, and $h_z$ represent the grid spacing in each Cartesian dimension, $\rho$ is the padded charge distribution on the extended domain, $FFT\{\cdot\}$ represents an FFT in all spatial dimensions, and $FFT^{-1}\{\cdot\}$ represents an inverse FFT in all spectral dimensions. The numerical solver based on this approach is remarkably simple to implement, and efficient, since the computational complexity scales like $O((2N)^d (\log 2N)^d)$, where $N$ is the number of grid points in each direction for the original computational domain, before padding. As a result, it is widely used, including in high-performance codes for accelerator science and for plasma physics applications.

However, a weakness of this scheme is the slow decay of the numerical error with increasing grid size: if the mesh spacing is $h$ in each spatial direction, the scheme is a second order scheme, with the error decaying like $h^2$. This is because the method relies on the standard trapezoidal rule for the discretization of (2), together with a regularization of the Green’s function, chosen such that $G(0) = 1$, which is not designed to achieve high accuracy. Alternate simple regularizations have been suggested, which do not improve the order of convergence of the method, as discussed in.

In contrast, Vico, Greengard, and Ferrando have recently proposed a closely related scheme, which is as easy to implement, as efficient computationally, but has a high order of convergence, giving the potential and the electric field with high accuracy for a modest number of grid points. The purpose of this letter is to encourage beam and plasma physicists to switch from Hockney & Eastwood to this scheme, by briefly explaining the numerical method it is based on, showing that its implementation is indeed as simple, and providing test cases demonstrating the superiority of the method.

The remainder of this article is structured as follows. In Section II, we give a brief overview of the algorithm proposed
by Vico, Greengard, and Ferrando. In Section III, we compare the accuracy of the algorithm of Hockney and Eastwood, and several of its common variants, with the accuracy of the algorithm by Vico et al. We then conclude with a brief summary.

II. BRIEF DESCRIPTION OF THE SCHEME BY VICO, GREENGARD, AND FERRANDO

Without loss of generality, let us assume that the computational domain is the unit box \( D = [-0.5, 0.5]^d \). As we discussed previously, we operate under the assumption that \( \rho \) is compactly supported in \( D \). For both \( d = 2 \) and \( d = 3 \), and for \( L > 0 \), we define the following windowed Green’s functions:

\[
G^L(r) = G(r)1_I \left( \frac{r}{2L} \right)
\]  

(4)

where \( 1_I \) is the indicator function for the interval \( I = [-0.5, 0.5] \), such that \( 1_I(x) = 1 \) if \( x \in I \), and \( 1_I(x) = 0 \) otherwise. Note that in the computational domain, the maximum distance between a source at \( r' \) and a target at \( r \) is \( \sqrt{d} \). The first key observation by Vico et al. is that by setting \( L > \sqrt{d} \), we have for all \( r \) in \( D \):

\[
\phi(r) = \int_D \rho(r')G(r-r')dr' = \int_D \rho(r')G^L(r-r')dr'
\]

(5)

If we define the Fourier transform \( \mathcal{F}\{f\} \) of a function \( f \), and the inverse Fourier transform \( \mathcal{F}^{-1}\{f\} \) of a function \( f \), the electrostatic potential in the computational domain \( D \) can thus be computed according to:

\[
\phi = \mathcal{F}^{-1}\{\mathcal{F}\{\rho\}, \mathcal{F}\{G^L\}\}
\]

(6)

The second key observation of Vico et al. is that \( \mathcal{F}\{G^L\} \) can be computed analytically, and that it is regular at \( k = 0 \), where \( k \) is the Fourier wavevector, unlike the original Green’s function, whose Fourier transform is \( \mathcal{F}\{G\} = \frac{1}{|k|^2} \). We have

\[
\mathcal{F}\{G^L\} = \frac{1-J_0(L|k|)}{|k|^2} - \frac{L\ln L_1(L|k|)}{|k|} \quad \text{(in 2D)}
\]

(7)

\[
\mathcal{F}\{G^L\} = 2 \left( \frac{\sin \left( \frac{L|k|}{2} \right)}{|k|} \right)^2 \quad \text{(in 3D)}
\]

(8)

We can therefore write the following explicit formula for the solution to Poisson’s equation with free-space boundary conditions in two dimensions

\[
\phi(r) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} e^{ikr} \mathcal{F}\{\rho\}(k) \left[ \frac{1-J_0(L|k|)}{|k|^2} - \frac{L\ln L_1(L|k|)}{|k|} \right]
\]

(9)

and an analogous formula for three dimensions. Remarkably, the term in the square brackets in the integrand is an analytic function, which is a direct consequence of the Paley-Wiener theorem. It is also a nonincreasing function of \( k \). Discretization of the integral by the trapezoidal rule will thus allow the computation of \( \phi \) with high accuracy, with the order of convergence of the scheme determined by the rate of decay of \( \mathcal{F}\{\rho\}(k) \), and spectral accuracy achieved for sufficiently smooth \( \rho(r) \), as commonly encountered in practical applications. The algorithm can therefore rely solely on standard FFTs for the fast evaluation of the aperiodic convolution, as for Hockney and Eastwood.

Because of the oscillatory nature of \( \mathcal{F}\{G^L\} \), the charge distribution must in principle be extended by zero-padding to a grid of size \((4N)^d\), and the computations done on this extended grid, in order to compute the integral without aliasing error. This would seem to be a significant drawback as compared to the computations on a grid of size \((2N)^d\) in the Hockney and Eastwood algorithm. In practice, this is however not an issue, because Vico et al. show that for a given computational grid and a given Green’s function, all Poisson solves can be done on a grid of size \((2N)^d\) after an initial pre-computation step on a grid of size \((4N)^d\). Specifically, one computes the inverse FFT of \( \mathcal{F}\{G^L\} \) on a grid of size \((4N)^d\), and the result restricted to the appropriate grid of size \((2N)^d\) then serves as the numerical Green’s function for all the other computations, on a grid of size \((2N)^d\). This is crucial, since in most applications, Poisson’s equation must be solved for a new charge distribution at each time step, on a fixed grid. The pre-computation step is then a negligible part of the total computational cost. To summarize, the only difference in terms of numerical implementation between the Hockney & Eastwood method and the method by Vico et al. is that with the former, the Green’s function is given analytically, whereas with the latter, it must be precomputed via an inverse FFT of \( (7) \) or \( (8) \) on a domain of size \((4N)^d\). MATLAB versions of our codes can be downloaded on https://www.math.nyu.edu/ cerfon/codes.html for readers further interested in the details of the (easy) implementation.

III. NUMERICAL COMPARISON OF THE SOLVERS

In this section, we compare the accuracy and convergence of the schemes by Hockney & Eastwood and by Vico et al. For conciseness, we only show one two-dimensional example, and one three-dimensional example, which have radially symmetric and spherically symmetric charge distributions. We obtain similar results for distributions without such symmetry.

A. Two-dimensional example

We consider here the Gaussian charge density

\[
dk \rho = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right)
\]

(10)

with \( \sigma = 0.05 \), and the computational domain is \([-0.5, 0.5]^2\).

The analytic solution \( \phi^* \) for the potential is given by:

\[
\phi^*(x,y) = -\frac{1}{4\pi} \left[ \text{Ei} \left( \frac{x^2 + y^2}{2\sigma^2} \right) + \log(x^2 + y^2) \right]
\]

(11)

where \text{Ei} \ is the exponential integral function. Let \( h = 1/N \) and \( \phi_{i,j} \) be the numerical solution at grid point \([-0.5 + ih, -0.5 + \ldots]).
FIG. 1. Numerical error for the electrostatic potential in our two-dimensional test, for the different algorithms discussed in this article. We compute the relative error $e_{i,j}$ as:

$$e_{i,j} = \frac{|\phi_{i,j} - \phi^*(\cdot)|}{\phi^*(\cdot)}$$  \hspace{1cm} (12)

Figure 1 shows the maximal relative error of $\phi$ over all grid points for the method by Vico et al. (indicated by "mollified kernel"), the Hockney and Eastwood method (indicated by "singularity replaced by $1/2\pi$" and two variants of Hockney and Eastwood (indicated by "nearby value" and "cell average" respectively), for $N$ ranging from 10 to 100.

To further illustrate our point, we also compute the electric field $E$. For the FFT-based schemes we consider here, a natural approach is to compute $E$ through Fourier differentiation (indicated by "Fourier"), i.e. multiplication by the wavevector in Fourier space before computing the inverse FFT. However, centered differences are still commonly used in combination with the Hockney & Eastwood algorithm, so we also implemented a finite difference approach (indicated by "Finite Diff") for an Hockney & Eastwood case. Note that since the analytic solution of the electric field is equal to zero at certain grid points, we used the absolute error $e_{abs}$ for this calculation:

$$e_{i,j}^{abs} = |E_{i,j} - E^*(\cdot)|$$  \hspace{1cm} (13)

Figure 2 shows the maximal absolute error for $E_x$ due to the symmetry of the charge density. Figures 1 and 2 demonstrate the spectral convergence of the scheme by Vico et al., the second order convergence of the Hockney & Eastwood algorithms, and that Vico et al. leads to much higher accuracy, even for a modest number of grid points.

B. Three-dimensional example

We repeat the numerical experiment for the 3-dimensional domain $[-0.5, 0.5]^3$, for the following source function and exact solution:

$$\rho(x,y,z) = \frac{1}{(2\pi)^{3/2}\sigma^3} \exp\left(-\frac{x^2 + y^2 + z^2}{2\sigma^2}\right)$$  \hspace{1cm} (14)

$$\phi^*(x,y,z) = \frac{1}{4\pi\sqrt{x^2 + y^2 + z^2}} \text{erf}\left(\frac{\sqrt{x^2 + y^2 + z^2}}{\sqrt{2}\sigma}\right)$$  \hspace{1cm} (15)

with $\sigma = 0.05$. Figure 3 and 4 show results similar to the two-dimensional case, again for $N$ ranging from 10 to 100.

IV. CONCLUDING REMARKS

For the smooth source distributions commonly encountered in beam and plasma physics, the FFT-based free space Poisson solver by Vico, Greengard, and Ferrando is superior to the
method by Hockney and Eastwood, with much higher convergence rate and accuracy. Since both algorithms have a comparable computational complexity, and are as simple to implement, our results may encourage users of the popular Hockney & Eastwood method to switch to the scheme by Vico et al..

We note that Poisson’s equation with free-boundary conditions is also a key element in many astrophysical simulations for the computation of the self-consistent gravitational force. Many solvers rely on the Hockney-Eastwood algorithm\(^{23,24}\) and other low-order accurate FFT accelerated algorithms\(^{25,26}\), they would benefit from replacing these schemes with the Vico-Greengard-Ferrando scheme.

Finally, we stress that when the source distribution is not smooth and is highly inhomogeneous, neither of the two FFT-based algorithms described here gives solutions with high accuracy. When small errors are required for these cases, advanced adaptive algorithms should be favored.\(^{27}\)
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