Heat hunting in freezer: Direct measurement of quasiparticle diffusion in superconducting nanowire
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The superconducting state at a finite temperature is characterized by equilibrium population of not paired electrons, known for their finite lifetime and tendency to recombine back into Cooper pairs as quasiparticles (QPs). When a metallic nanostructure is cooled down towards absolute zero, energy transfer between electrons and phonons becomes much less efficient resulting in thermal decoupling of the two systems[1]. If electrons absorb energy due to the Joule heating or irradiation with photons, they acquire temperature higher than that of the lattice. Such overheated electrons, often referred to as hot electrons, in a superconductor are known as nonequilibrium QPS. They diffuse in a nanostructure until they emit phonons[2] or photons[3] and adopt equilibrium occupation of states corresponding to the lattice temperature. The diffusion process, albeit much slower than ballistic propagation of electrons with the Fermi velocity \( v_f \), has been too fast for existing experimental techniques to be traced in real-time domain. Dynamical thermal properties of nanostructures at low temperatures were mostly investigated by assumption of heat flow models describing thermal steady states, involving thermometry based on normal-metal-insulator-superconducting tunnel junctions[4][5], measurement of SQUID noise[7] and Coulomb blockade in quantum dots[8]. Since thermal and electrical attributes are intimately related, it was possible to get access to some thermal parameters by performing electrical transient measurements e.g. the Einstein formula for a degenerate conductor relates a diffusion constant and electrical conductivity[9], the Wiedemann-Franz law relates electrical and thermal conductivities[9][10].

There were also successful measurements of the thermal transients with temperature sensors embedded in RF or microwave resonators[11, 12] with a noise equivalent temperature (NET) ranging from 90 \( \mu K/\sqrt{Hz} \)[12] to 10 \( \mu K/\sqrt{Hz} \)[12] respectively. They demonstrated real-time traces of the electron temperature for QPs releasing their excess energy to phonons. Owing to a typical bandwidth of 10 MHz, experimentalists were able to trace thermal relaxation times down to \( \sim 300 \text{ns} \) at temperatures below 0.5 K[14][15]. Utilizing recently developed switching thermometry with Josephson junction[16], we present direct measurement of the QP diffusion in the superconducting nanostructure achieving resolution below 100 \( \mu K \). Our study shows that tracing thermal processes in nanoscale with nanosecond resolution is possible and opens new perspectives for investigation of thermodynamics of low temperature quantum circuits. A proper understanding of thermal transients is essential for failure-free functioning of cryogenic nanodevices, involving design and development of nanoscale calorimeters and bolometers[17], microcoolers[20] and qubits. Devices like single electron boxes, proposed as building blocks of modern current standard, suffer from the presence of QPs responsible for leakage currents and resulting ”counting errors”, that spoil metrological applications. Similarly, microcoolers performance is degraded due to the QP poisoning. The QPs are also known to have a detrimental in-
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fluence on the coherence times of superconducting or Majorana qubits. On the other hand, the creation of QPs due to photon absorption makes it possible for superconducting bolometers to detect incident radiation with the lifetime of QPs imposing an intrinsic limitation on the bandwidth of such sensors. Our study may offer new ways for advancement of the emergent fields of quantum thermodynamics and phase-coherent caloritronics. The latter involves generation and manipulation of heat currents to demonstrate novel-concept devices. Harnessing heat current pulses as thermal counterparts of electrical signals could extend the discipline beyond steady-states investigations and provide a competitive alternative for phononics and spin caloritronics.

Sample.—We have fabricated a device with a normal metal heater galvanically connected to a superconducting aluminum nanowire interrupted with a nanobridge (Fig. 1). The bridge is a sensitive thermometer and the Joule heated copper island, placed $X_T = 60 \mu$m away, is a source of nonequilibrium QPs, where electrons are promoted to higher energy levels with the local Fermi-Dirac distribution characterized by temperature elevated above the phonon temperature. The distribution relaxes towards equilibrium with phonons only gradually and relaxation process may require seconds in a few milikelvin temperature. Hot electrons move with $v_f$ (equal to a few percent of speed of light) but due to scattering on different lattice defects, i.e. grain boundaries, sample surface or impurities, their spreading in nanostructure is not so fast but instead takes on diffusive character. Qualitatively, in its random walk an average hot electron bounces between ports 1 and 3 is used to test the bridge temperature, flowing between ports 1 and 3 is used to test the bridge temperature (see description in the text).

FIG. 1. Pictorial layout of the experiment. Hot electrons are created in the heater by applying short current pulse $I_H$ (~10 ns long) flowing between ports 1 and 2. QPs start diffusing along the nanowire. Qualitatively, their population at the bridge location is derived from the time-evolving Gaussian profile as $N_T(\tau) \sim \frac{1}{\sqrt{4\pi D\tau}} \exp(-\frac{x_T^2}{4D\tau})$ within the free-particle diffusion model, with the maximum of hot electron signal indicated at $\tau_0 = X_T^2 / D$. Similarly, hot electron population in the heater is $N_H(\tau) \sim \frac{1}{\sqrt{4\pi D\tau}} \exp(-\frac{x_H^2}{4D\tau})$. Taking into account annihilation of nonequilibrium QP due to interaction with phonons and "colder" QPs allows to describe the temperature variations in the bridge quantitatively (see description in the text), but introduces only minor changes to temporal dynamics with almost the same time marking the onset and the maximum of the QP signal at the bridge. The insets show the SEM images of the copper heater and the aluminum nanobridge of the measured nanostructure. The testing pulse $I_{test}$, flowing between ports 1 and 3 is used to test the bridge temperature (see description in the text).

FIG. 2. Switching thermometry. (a) Main panel presents collection of S curves recorded at various bath temperatures with $N = 10000$. (b) Temperature dependence of the switching current $I_{SW} = I_{test}(P = 0.5)$ as extracted from the S curves. The dependence serves as the calibration curve in the "Temperature from switching current" method. (c) Experimental dependence of the switching probability $P$ on the testing current $I_{test}$ and temperature $T_e$. The map is different presentation of S curves displayed in (a) over a limited range of temperatures. The zero change in probability on the path $ABC$ ($\Delta P_{ABC} = \Delta P_{AB} + \Delta P_{BC} = 0$) allows to establish temperature responsivity $\Delta T_e / \Delta P$ as derived from the slope of S curves $\delta P / \delta I_{test}$ and switching current responsivity $dI_{SW} / dT_e$. (d) $\Delta T_e / \Delta P$ serving as the calibration curve in the "Temperature from probability" method (left axis) and the resulting NET (right axis). The lines imposed on the experimental data are empirical polynomial fits.
transporting the heat away from the copper island. On the way they lose energy to phonons ($\dot{q}_{ep}$ is the energy flux to phonons) and equilibrate with local QPs occupying lower energy states characterized by lower temperature. We assume that in each section of the wire electrons are described with equilibrium Fermi-Dirac distribution and their temperature is well-defined. The energy required for the hot electron flux to equilibrate with local electrons is accounted for by the heat capacity $C_p$ of the QPs in the superconducting state. Finally, QPs arrive to the nanobridge, whose switching current is sensitive to their local population.

**Switching thermometry.**—We use and further develop nanosecond thermometry based on stochastic switching of a Josephson junction from superconducting to normal state[16, 33]. A particular type of Josephson junction, a superconducting aluminum nanobridge known in literature as the Dayem bridge, is well tailored for tracing rapid changes in temperature, which are expected when hot electrons propagate across the nanostructure. The bridge is probed with train of $N$ current pulses (see $I_{test}$ pulse send between port 1 and 3 in Fig. 4). In response to each pulse it may either remain in the superconducting state or transit to the normal state. The switching process is both current and temperature dependent. Number of switching events $n$ increases with amplitude of the probing pulse and switching probability $P = n/N$.

FIG. 3. Switching probability as a function of delay between heating (red or blue, $I_H$ applied between ports 1 and 2) and testing pulse (black, $I_{test}$ applied between ports 1 and 3). Two traces are imposed on each other corresponding to two current polarities of the heating pulse. The delay equal 0 corresponds to the testing and heating pulse arriving to the device at the same time. In such case, small fraction of the heating pulse ($< 0.5\%$) flows through the bridge, subtracting from or adding to the testing pulse. The temporal overlap of the heating and testing pulse is therefore well visible in the switching probability offering a convenient mean for timing calibration of the experiment. Noteworthy, two heating pulses of different polarities, but of the same amplitude, produce the same thermal response, as expected. The number of pulses to measure each point is $N = 10000$ with repetition time of $100\mu s$. The thick solid line is the simple free-particle diffusion model presented in Fig. 4 fitted to the onset of the signal for $D = 100\text{ cm}^2/\text{s}$.

FIG. 4. The temperature dynamics of the superconducting nanobridge after creating nonequilibrium QPs in the copper heater placed 60 $\mu$m away with a short heating pulse. (a) Hot electron signal measured for the same heating pulse at various bath temperatures: 0.4-0.6 K (main panel) and 0.65-0.8 K (inset). Noteworthy, the hot-electron signal for $T = 800\text{ mK}$ shows only 400 $\mu$K peak with accuracy better than 100 $\mu$K. (b) Hot electron signal measured at constant temperature for various heating pulses. The "noisy" profiles are experimental data for which the temperature is extracted with the "temperature from probability" procedure. Solid lines are calculated numerically for 1D heat flow model discussed in the text.
and "Temperature from switching current", respectively. Metrological aspects of both of them are described in Supplemental Material[34].

QP diffusion measurement.—To trace propagation of hot electrons, we first create their population applying short current pulse (<10 ns) to the copper island (port 1 and 2 in Fig. 1) and then, after a few dozens of nanoseconds, we send the testing pulse on the bridge (port 1 and 3 in Fig. 1). We repeat the whole sequence N times to measure switching probability corresponding to the given delay between the two pulses. The delay can be set with accuracy better than 1 ns. Varying the delay allows to reconstruct the temporal variation of the switching probability as electron diffusion proceeds. The temporal resolution of the measurement is limited by the length of the probing portion of the testing pulse (only topmost part of the Gaussian-shaped pulse with FWHM ≈ 8 ns can make the bridge switch) and approaches a single nanosecond in our experiment. The typical experimental profile is presented in Fig. 3. The hot-electron signal peaks up ∼ 300 ns after application of the 10 ns long heating pulse which qualitatively agrees with diffusion time across 60 µm long nanowire, discussed earlier. One can observe the delay of ∼ 40 ns between the heating pulse and the onset of the signal. Importantly, the delay shows that switching current of the bridge depends on the local temperature (local temperature) of QPs. The experimental profile allows us to determine the diffusion constant via direct comparison with simple free-particle diffusion model (Fig. 3; see also Supplemental Material[34]). The fit yields value of $D = (100±5) \text{ cm}^2/\text{s}$. Since the diffusion constant, governing the spreading of electrons in a one particular direction (i.e. along the length of the wire), is equal to $D = 1/3 \cdot v_f \cdot l_{mfp}$, setting $v_f = 2 \cdot 10^6 \text{ m/s}$ we obtain $l_{mfp} = 15 \text{ nm}$, a value comparable with the grain size of our polycrystalline aluminum (see SEM photo in Fig. 1). Using calibration dependence $\Delta T_e / \Delta P$ (Fig. 2(d)), we convert the measured signal into electron temperature. In Fig. 4 we present results of such conversion for different bath temperatures and heating currents. We have also heated the copper island with pulses of different duration observing gradual build-up of the temperature profile until the steady-state with an elevated temperature on the bridge was reached[34]. Similarly, we have collected transients appearing after 10 µs-long heating pulse is turned off[34].

Thermal modeling.—The onset of the QPs is well described by the free-particle diffusion model which nevertheless fails to explain the observed signal at longer delays. To understand the overall shape of experimental diffusion profile we elaborate a more detailed thermal model describing evolution of temperature in the wire. Firstly, owing to enhanced electron-phonon coupling, hot QPs are expected to dissipate their energy to phonons before they reach the bridge. Secondly, diffusing electrons should lose some energy to equilibrate with local and “colder” QPs. We map our three-terminal device into 1D model to perform simplified heat flow analysis. Instead of considering leads 1 and 2 we replace them with a single lead of the same cross-section as lead 3.

We analyze the diffusion process by numerically solving one-dimensional time dependent heat flow equation:

$$
\frac{d}{dx} \left( \kappa(T_e) \frac{dT_e}{dx} \right) = C_p(T_e) \frac{dT_e}{dt} + q_{ep}(T_e) - \frac{r(x) \cdot I_H(t)^2}{S}
$$

where left part of equation describes the net heat flux carried by hot electrons ($\kappa(T_e)$ is the electron thermal conductivity) and terms on the right hand side describe increase of electron energy ($C_p(T_e)$ is electron heat capacity), power transmitted to phonons $q_{ep}$ and heating confined spatially to the heater stripe of $3 \mu$m length. $I_H(t)$ defines a time-dependent current pulse, $r(x)$ is the resistance per unit length and $S = 600 \text{ nm} \times 30 \text{ nm}$ is the cross-section of the aluminum nanowire.

In solving the equation we assume the literature-based values of thermal parameters for aluminum nanowire on one side of the heater (where thermometer is placed) and the values rescaled by factor $k = 3$ for the second side[34]. We find the best correspondence between numerical simulation and experimental data assuming the effective resistance of the copper heating island $R_{eff} = 1.6 \Omega$. This parameter is used consequently for all modeling. The $R_{eff}$ value is roughly three times smaller than the measured resistance ($R = 4.5 \Omega$) of the heater line spanning between ports 1 and 2 (see Fig. 1). The difference can be ascribed to the fact that hot electrons created in the copper heater are Andreev-reflected at the normal metal-superconductor interface and only those with sufficiently high energies can enter into aluminum nanowire as nonequilibrium QPs[35, 36]. Also, a reasonable modification of material parameters would result in the higher fitted value of $R_{eff}$, reducing, to some extent, its departure from $R$. The calculated temperature profiles are imposed on the experimental data in Fig. 4 and in Supplemental Material[34].

The measurements presented in Fig. 4 reveal spatial range of QPs, their lifetime and identifies mechanisms responsible for their annihilation. We observe the fast build-up (of order of 100 ns) of QPs population at the detector in response to a remote heating pulse. The signal is much more pronounced at lower temperatures, where electron-phonon coupling is suppressed[34]. At $T_{bath} = 0.4 \text{ K}$ relaxation time is of order of 1 µs and it decreases to ∼ 100 ns at $T_{bath} = 0.8 \text{ K}$ owing to dominant role of electron-phonon coupling on electron temperature relaxation at higher temperatures.

Discussion.— One could expect that at higher bath temperatures, owing to higher average energy QPs should
to resolve the mystery of the residual QP density, which appears not to follow the BCS theory.

Conclusions.—We demonstrate the real-time measurement of the nonequilibrium QP diffusion in the superconducting aluminum nanowire. Such investigation is possible because our fast thermometry delivers resolution at single nanosecond level \( t_{res} \sim 1 \text{ ns} \) accessing for the first time the regime where \( t_{res} \ll L^2/D \) with \( L \) being the spatial extent of the experiment (i.e. distance between QP source and detector). Our data are in agreement both with the simple model of the free-particle diffusion (allowing for direct determination of the diffusion constant), and more involved thermal model taking into consideration the electron-electron and electron-phonon scatterings with the first mechanism being accounted for by the electron heat capacity term and the second one by electron-phonon coupling in the heat flow equation. Curiously enough, the method involves measurement of somewhat abstract probability from which electron temperature can be obtained. The presented proximity junction exhibiting switching current sensitivity at lower temperatures compared to the presented aluminum nanobridge. An SNS proximity junction or a titanium nanobridge would be perhaps good candidates. Studies at lowest temperatures could help
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The nanostructure (Fig. 1 in the main text) was fabricated with conventional electron-beam lithography followed by sequential deposition of 30 nm of aluminum (at an angle of 0 deg) and 30 nm of copper (at an angle of 50 deg) at a base pressure of $10^{-8}$ mBar in the electron-beam evaporator. Deposited aluminum formed a long nanowire ($L = 180 \mu m$) interrupted with the Dayem nanobridge in the middle, and a lead connecting port 2 with the copper island, placed 60 µm away from the bridge. All three contact pads (ports 1, 2 and 3) were covered with copper ensuring proper thermalization of electrons, owing to enhanced strength of electron-phonon coupling in copper compared to that of superconducting aluminum.

**2. EXPERIMENTAL APPARATUS**

The switching measurements were performed in the bottom-loaded Triton 400 dilution refrigerator. We launched fast heating and probing pulses from two-port 80 MHz Arbitrary Waveform Generator (Slave generator) triggered by 80 MHz AWG 33250A (Master generator). The pulses were guided to the sample by means of HF lines with total attenuation of 56 dB (testing line) and 53 dB (heating line) distributed at 293 K, 60 K, 4 K and mix plate. The last sections of the HF lines were interrupted with 100 Ω resistors used for measuring the electrical current. One filtered twisted pair was used to measure voltage drop across the 100 Ω resistor to enable calibration of the current flowing through the junction (port 1 and 3). The another twisted pairs was connected between the input of the junction (port 1) and the sample holder ground to monitor voltage drop across the junction, and thus switching events. The similar arrangement of the two twisted pairs was used to control current and voltage of the heater. Twisted pairs were connected to room temperature amplifiers (NF LI-75A and DL Instruments 1201) to obtain total amplification of ~ 2000 with their outputs connected to LeCroy HRO 66Zi oscilloscope. The switching events were visible on the scope as voltage pulses exceeding a certain threshold and counted with the build-in function of the instrument. The whole experiment was controlled through LabView program responsible for triggering of the pulses, their timing, duration, amplitude, mutual shift etc., and communicating with the scope and temperature controller of the Triton.
FIG. 5. Switching thermometry. (a) Main panel presents collection of $S$ curves recorded at various bath temperatures with $N = 10000$. (b) Temperature dependence of the switching current $I_{SW} = I_{test}(P = 0.5)$ as extracted from the $S$ curves. The dependence serves as the calibration curve in the "Temperature from switching current" method (see discussion in the text). (c) Switching current responsivity $dI_{SW}/dT_e$. (d) Slope of the $S$ curves $\delta P/\delta I_{test}$. (e) Experimental dependence of the switching probability $P$ on the testing current $I_{test}$ and temperature $T_e$. The map is different presentation of $S$ curves displayed in (a). Inset: Close-up of the dependence with indicated probabilities $P_A$, $P_B$ and $P_C = P_A$. The zero change in probability on the path ABC ($\Delta P_{ABC} = \Delta P_{AB} + \Delta P_{BC} = 0$) allows to establish temperature responsivity $\Delta T_e/\Delta P$. (f) $\Delta T_e/\Delta P$ serving as the calibration curve in the "Temperature from probability" method (left axis) and the resulting NET (right axis). The lines imposed on the experimental data are empirical polynomial fits.

3. SWITCHING THERMOMETRY - METROLOGY

We use and further develop the recently introduced nanosecond thermometry based on stochastic switching of a Josephson junction from superconducting to normal state[1][2]. A particular type of Josephson junction, a superconducting aluminum nanobridge known in literature as the Dayem bridge, is well tailored for tracking rapid changes in temperature, which are expected when hot electrons propagate across the nanostructure. The bridge is probed with train of $N$ current pulses. In response to each pulse it may either remain in the superconducting state or transit to the normal state. The switching process is both current and temperature dependent. Number of switching events $n$ increases with amplitude of the probing pulse and switching probability $P = n/N$ renders familiar S-shaped curve. Such $S$
FIG. 6. Temperature dynamics of the superconducting nanobridge after creating nonequilibrium QPs in Cu heater placed 60 µm away with a long heating pulse. (a) Hot-electron signal measured for heating pulses of the various duration and the same amplitude ($I_H = 8.4 \, \mu A$). (b) Hot-electron signal measured for heating pulses of the various amplitude and the same duration ($\Delta t = 10 \, \mu s$). The definition of measurement is depicted above each figure. The "dotted" profiles are experimental data for which the temperature is extracted with the "temperature from switching current" procedure. Solid lines are calculated numerically for 1D heat flow model discussed in the text.

FIG. 7. (a) Layout of the nanostructure. (b) The modeled 1D strip with left hand side thermal parameters modified to account for the heat flow asymmetry in the real structure. Basing on similar surfaces of NS interfaces defined on the top of the copper island (see inset of Fig. 1 in the main text) we assume that total generated heat gives rise to two equal heat fluxes $\dot{Q}_2$ and $\dot{Q}_{13}$ ($\dot{Q}_2 = \dot{Q}_{13} = \dot{Q}_1 + \dot{Q}_3$ and $\dot{Q}_1 = \dot{Q}_3$) responsible for evacuation of the energy from the heater.

curve is centered at lower current amplitudes for higher temperatures (Fig. 5a). The variation of $S$ curve position with temperature (Fig. 5b,c) and its steepness (Fig. 5d) define the temperature responsivity $\Delta T_e/\Delta P$ at constant testing current amplitude (Fig. 5f). Alternatively, temperature can be derived by associating unique current amplitude corresponding to $P = 0.5$ switching probability with temperature (Fig. 5b). Below we describe these
two methods in detail.

3a. Temperature from probability

During a thermal transient, when a nanobridge is probed with pulses of a constant amplitude, excess values of the switching probability $\Delta P$ correspond to departures of electron temperature $\Delta T_e$ from lattice temperature $T_{ph}$. In the linear range of an $S$ curve ($\delta P/\delta I_{test} = \text{const}$), covering the interval $0.2 < P < 0.8$, $\Delta P$ is proportional to $\Delta T_e$. We tune switching current to obtain $P = 0.2$ for $T_e = T_{ph}$. Then electron temperature during any moment of relaxation is $T_e = T_{ph} + \Delta T_e = T_{ph} + (-\delta P/\delta I_{test} \cdot dI_{SW}/dT_e)^{-1} \Delta P$. The conversion formula is the result of mutual relation (i.e. triple product rule) between three partial derivatives $\delta P/\delta I_{test}$, $\delta I_{test}/\delta T_e$, $\delta P/\delta T_e$ illustrated in Fig. 5e. Collection of $P(I_{test})$ dependences at different temperatures gives knowledge of $\delta P/\delta I_{test}$ and $dI_{SW}/dT_e$, and allows to calculate the tem-
temperature responsivity at constant testing current amplitude \((\Delta T_e/\Delta P)_{I_{test}}\). The uncertainty in \(T_e\) determination is set by accuracy of probability measurement\(^2\), that is \(\Delta P_{un} = |P(1 - P)/N|^{1/2}\) (\(N\) - number of pulses) and reads \(\Delta T_{e,un} = (-\delta P/\delta I_{test} \cdot dI_{SW}/dT_e)^{-1}\cdot \Delta P_{un}\). The method is applicable only for linear regime when \(\Delta P \sim \Delta T_e\). We define a NET in units of \(K/\sqrt{N}\) as the normalized uncertainty \(\Delta T_{e,un} \cdot \sqrt{N}\) (see Fig. 5 right axis). Increasing number of testing pulses is equivalent to reduction of the measurement bandwidth.

3b. Temperature from switching current

Second way of temperature determination requires only knowledge of \(I_{SW}(T_e, P = P_{goal})\) curve. Here, during relaxation process, the bisection algorithm iteratively finds the switching current corresponding to probability \(P = P_{goal} \pm \Delta P_{bis}\) (the search is stopped when measurement yields the probability from the specified interval). The obtained value is converted into temperature. The uncertainty in \(T_e\) determination is set by accuracy of probability measurement, like in the first method, but in addition it also suffers from non-zero value of \(\Delta P_{bis}\), which for typical experiment is \(\Delta P_{bis} = 0.01 - 0.02\), significantly bigger than \(\Delta P_{un}\). We get for the second method \(\Delta T_{e,un} = (-\delta P/\delta I_{test} \cdot dI_{SW}/dT_e)^{-1}\cdot (\Delta P_{un} + \Delta P_{bis})\). The method is less sensitive but it is well-suited for probing transients in a nonlinear regime.

4. LONG HEATING PULSE RESPONSE

We perform studies for heating pulses with duration ranging from 10 ns up to 10 µs to observe the emergence of the thermal steady state (Fig. 6b). Subsequently, starting with the steady states for different heating powers we measure corresponding thermal relaxation curves (Fig. 6b). In all cases we are able to reproduce experimental results with 1D heat flow model, discussed in the main manuscript, with the same material and geometrical parameters.

5. MODELING OF THE HEAT FLOW IN THE STUDIED DEVICE

We map our three-terminal device into 1D model to perform simplified heat flow analysis. Instead of considering leads 1 and 2 we replace them with a single lead of the same cross-section as lead 3, but with thermal parameters rescaled by a single geometry factor \(k = Q_1 + Q_2 = Q_3 = 3\) (Fig. 7).

6. INFLUENCE OF THE ELECTRON-PHONON INTERACTION ON THE QUASIPARTICLE DIFFUSION IN THE ALUMINUM NANOWIRE

At low temperatures electron-phonon interactions are weak and they become stronger with increasing temperature (see Fig. 11b). It is expected that for lower temperatures quasiparticle (QP) diffusion is the dominant mechanism of heat transfer, while electron-phonon coupling becomes more important at higher temperatures. To compare the contribution of these two mechanisms we disabled electron-phonon coupling in the simulation leaving diffusion of QPs as the only relaxation channel. Temperature differences calculated with full (continuous lines in Fig. 5) and reduced (dashed lines in Fig. 5) model increase when bath temperature is higher. While at \(T_{bath} = 400\) mK electron-phonon interaction is only a minor correction to overall heat flow (Fig. 5b), at \(T_{bath} = 700\) mK it attenuates QP signal significantly (Fig. 5a).

7. DIFFUSION CONSTANT FOR VARIOUS TEMPERATURES AND DIFFERENT HEATING POWERS

We compare data presented in the Fig. 4 (in the main text) with simple free-particle diffusion model presented in Fig. 3 (in the main text). The model is fitted to the onset of each experimental profile yielding value of diffusion constant \(D = 100\) cm\(^2\)/s (see Fig. 4 and Fig. 10). Remarkably, we do not see variation of \(D\) with \(T_{bath}\) or with \(I_H\).

8. NUMERICAL CALCULATIONS AND MATERIAL PARAMETERS

Numerical calculation of the heat flow equation was solved in the MATLAB PDE toolbox with electron-phonon coupling and superconducting thermal conductivity calculated numerically. The heat flow from electrons to phonons in the superconducting aluminum was calculated numerically by solving integral\(^3\):

\[
\dot{q}_{ep} = -\frac{\Sigma_{Al}}{24\xi(5)^{1/2}k_B} \int_0^\infty d\epsilon \sigma \left[ n(\epsilon, T_S) - n(\epsilon, T_P) \right]
\]

\[
\times \int_{-\infty}^\infty dE n_S(E) n_S(E + \epsilon) \left( 1 - \frac{\Delta^2}{E(E + \epsilon)} \right)
\]

\[
\times \left[ f_S(E) - f_S(E + \epsilon) \right]
\]

where \(\Delta\) is the BCS temperature dependent superconducting gap, \(\Sigma_{Al} = 1.8 \cdot 10^9\) W/m\(^3\)/K\(^5\) is the material constant for electron-phonon coupling in aluminum,
\[ T_{\text{bath}} (K) \]

\[ \xi(z) \] the Riemann zeta function, \( n_S(E) \) the BCS density of states, \( n(\epsilon, T_P) = \{ \exp[\epsilon/(k_B T_P)] - 1 \}^{-1} \) the Bose-Einstein distribution of the phonons at temperature \( T_P \).

In Figure 11a numerical calculation is plotted together with analytical solution for low temperature limit:

\[ \dot{q}_{\text{ep}} = \sum(T_e^5 - T_{\text{ph}}^5) \cdot e^{-\Delta/k_B T_S}, T_e << T_c \]

The electron-phonon coupling for copper island follows power law:

\[ \dot{q}_{\text{ep}} = \Sigma_{Cu} (T_e^5 - T_{\text{ph}}^5) \]

with \( \Sigma_{Cu} = 2 \cdot 10^9 W/m^3/K^5 \).

Thermal conductivity in the superconducting state was obtained as a solution of the integral (see Figure 11b):\n
\[ \frac{\kappa_S(T)}{\kappa_N(T)} = \frac{3}{2\pi^2} \int_{\Delta/k_B T}^{\infty} \left( \frac{x}{\cosh(x/2)} \right)^2 dx \]

where \( \kappa_S(T) \) and \( \kappa_N(T) \) are the thermal conductivities in the superconducting state and in the normal state respectively. \( \kappa_N \) is assumed to follow linear temperature dependence defined by the Wiedemann-Franz law, i.e. \( \kappa_N(T) = \sigma T L_0 \), where \( L_0 = 2.44 \cdot 10^{-8} \text{ W} \Omega/K^2 \) is the Lorentz number and \( \sigma \) is electrical conductivity (\( \sigma_{Al} = 0.5 \cdot 10^8 \text{ S/m} \)).

Aluminum heat capacity is determined experimentally in [5] - Figure 11c. Note: \( c(T_e > T_c) = \gamma T_e, \gamma = 135 \text{ JK}^{-2} \text{m}^{-3} \) expected for the
free electron model).

In our experimental configuration the signal measured with thermometer shows increase of temperature at the level of a few dozens of milikelvins. Nevertheless the measured temperature is result of highly nonlinear heat flows on the way between the heater and the thermometer. The temperature difference between heater and thermometer after application of the heating pulse is of order of 1 K. It follows that modeling relies on the set of temperature-dependent functions describing heat capacity, thermal conductivity and electron-phonon coupling both for aluminum wire and copper heater. The exact fitting procedure would involve rather cumbersome adjustment of these material functions. It is in contrast with an analysis in a linear regime when only single set of numbers (material parameters) is needed for comparison.

FIG. 11. Numerical parameters used to solve heat flow equation. (a) Electron-phonon coupling, (b) Thermal conductivity, (c) Heat capacity.
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