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Based on the properties of exponential distribution families we analyze the Fisher information of the Gibbs canonical ensemble to construct a new state function for simple systems with no mechanical work. Such a function possesses nice symmetry properties with respect to Legendre transform and provides a connection with previous alternative formulations of thermodynamics, most notably the work by Biot, Serrin and Frieden and collaborators. Logical extensions to systems with mechanical work may similarly consider generalized Gibbs ensembles.

PACS numbers:

I. INTRODUCTION

The theory of classical thermodynamics elegantly links energy and matter states in macroscopic systems in thermodynamic equilibrium [1, 2]. It also allows us to rigorously describe the overall effect of transformations between different states of equilibrium, although it does not provide information about their actual dynamics. Historically, thermodynamics developed from the intuitive notions of heat and temperature, while subsequently it became apparent the existence of more abstract, fundamental quantities such as internal energy, entropy and their corresponding Legendre transforms, which are now considered primitive concepts in axiomatic and postulational theories of thermodynamics. However, considerable effort has also been devoted to rigorously reformulate thermodynamics starting from temperature and heat as primitive quantities. We refer in particular to the work by Serrin and Silhavy [3–6], who derived internal energy and entropy starting from an analytical formulation of Clausius integral for cyclic processes based on temperature and a newly defined heat accumulation function. Related theories were also proposed in [7, 8].

The inability of classical thermodynamics to describe nonequilibrium dynamics also spurred the search for alternative field theories of thermodynamics. In particular, Onsager’s theory [1], based on local equilibrium and a variational principle for a dissipation function (proportional to entropy production), helped explain the coupling among processes for small deviations from thermodynamics equilibrium. However, as it has been repeatedly pointed out [4, 12], a variational formulation based on entropy production extremization does not lead to the observed linear phenomenological laws commonly used in applications (e.g., the Fourier law of heat conduction has constant conductivity, while entropy production maximization leads to a heat conductance which is inversely proportional to the square of temperature). Several attempts were thus pursued to find alternative variational formulations. The work of Biot [13, 14] in particular showed that a variational formulation based on a quadratic function of temperature, obtained from a suitable linearization of thermodynamic availability for constant heat capacity, provides Fourier’s heat conductance law. The theoretical bases of Biot’s function were not completely clarified, however, and the extension to compressible media remained elusive. More recently, Guo and coworkers [12, 15] resumed Biot’s function and used a similar quantity, called entranxy and justified on the bases of a formal analogy between heat and electrical currents, to optimize engineering design in heat transfer.

Independently, a series of remarkable contributions by Frieden and collaborators [16–20] showed that variational formulations based on Fisher information may serve as a powerful means to obtain several physical laws, at the same time providing a reason for the ubiquitous presence of squares of gradients in such laws. Moreover, the additivity property of the Fisher information and its capability to measure ‘disorder’ are particularly appealing features from a thermodynamic point of view. More importantly, Frieden et al. [19, 20] showed that Fisher information is endowed with a Legendre-transform structure which mirrors that of classical thermodynamics. This contribution however was largely formal and the link with the usual thermodynamic variables remained somewhat unexplored. In an interesting step in this direction [21], much like Biot’s function Fisher information too was found to be a quadratic function of temperature for the case of constant heat capacity, with a proportionality coefficient containing an unspecified reference temperature.

In what follows we discuss how these previous lines of research may be connected and show how a dual structure of thermodynamics emerges from the the formalism of exponential families (to which Gibbs equilibrium distributions belong) and their link to Legendre and cumulant transforms [22–24]. With specific reference to simple system with constant volume and mass, we show how the correspondence between thermodynamic potentials, in either the entropy or energy representation [1], is mirrored by an equivalent, dual representation based on Fisher information. As pointed out by the work of Biot [14] and Frieden and coworkers [19], this dual structure may be useful in variational formulations of nonequilibrium field
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theories of thermodynamics and continuum media.

II. CANONICAL ENSEMBLE AND FISHER INFORMATION

Consider a simple system with fixed volume $V$ and particle number $N$ in thermal equilibrium with a reservoir at temperature $T = 1/\beta$ (to simplify notation, the Boltzmann constant is equal to one so that temperature is in natural units). For our purposes here, it is convenient to write the Gibbs canonical distribution for a single random variable representing the internal energy, $\hat{U}$,

$$p(\hat{U}; \beta) = \frac{1}{Z(\beta)} e^{-\beta \hat{U} - h(\hat{U})} = e^{\Phi(\beta) - \beta \hat{U} - h(\hat{U})}, \quad (1)$$

where $Z(\beta)$ is the partition function, $h(\hat{U})$ is a function linking the microstates to the internal energy, and the Massieu function is $\Phi(\beta) = \ln Z(\beta) = -F/T$, with $F$ the Helmholtz free energy. It is also useful to write the distribution in terms of the fluctuations of internal energy around its mean value, $\hat{U}' = \hat{U} - U$,

$$p(\hat{U}'; \beta) = e^{S(\beta) - \beta \hat{U}' - h'(\hat{U}')}, \quad (2)$$

where $S(\beta) = \Phi + \beta U$ is the equilibrium entropy expressed as a function of $\beta$.

The probability density function $p$ belongs to the exponential family [22–24], for which several interesting properties are known. In particular, $-\Phi$ and $-S$ are the cumulant transforms [23] of the respective distributions for $\hat{U}$ and $\hat{U}'$ [25], so that

$$-\frac{d \Phi}{d \beta} = \langle \hat{U} \rangle = U. \quad (3)$$

More importantly, their second derivatives are also the Fisher information of the distribution with respect to $\beta$ as well as the variance of $\hat{U}$,

$$\mathcal{F}_U(\beta) = -\frac{d^2 \Phi}{d \beta^2} = -\frac{d^2 S}{d \beta^2} = (\langle \hat{U} - U \rangle^2), \quad (4)$$

which is

$$\mathcal{F}_U(\beta) = -\frac{dU}{d\beta} = \frac{N c_v(\beta)}{\beta^2} = T^2 N c_v(T), \quad (5)$$

where $c_v(\beta)$ is the specific molar heat capacity. Such a result is in agreement with the well established theory of fluctuations (see [27] and in particular Eq. (19.6) in [20]). Recall, in general, that the Fisher information is defined as the variance of the score,

$$\mathcal{F}_X(\theta) = -\int_x \left( \frac{\partial \ln p(x|\theta)}{\partial \theta} \right)^2 p(x|\theta) dx \quad (6)$$

$$= -\int_x \frac{\partial^2 \ln p(x|\theta)}{\partial \theta^2} p(x|\theta) dx,$$

where the second form holds under suitable regularity conditions met here.

Eq. (5) shows that the Fisher information corresponds, for constant heat capacity, to the function used by Biot [13, 14] and Guo et al. [12, 15] in their variational formulation of heat conduction, as well as to the quantity obtained by [21] apart from the arbitrary temperature. The theory of exponential families allows also to make immediate contact with the stability theory of equilibrium conditions (see e.g. [1], Eq. (8.7)). Considering in fact that $S$ is the log-likelihood function of $\hat{U}$ and the Legendre transform of $\Phi$, it follows that (23, theorem 6.1, Eq. (6.42))

$$\frac{dS}{dU} = \beta, \quad (7)$$

and

$$\frac{d^2 S}{dU^2} = \frac{d \beta}{dU} = \frac{\beta^2}{N c_v} = -\frac{1}{N c_v T^2} = -\mathcal{F}_U^{-1} \leq 0. \quad (8)$$

Eq. (5) has been used as a measure of the curvature in a Riemannian representation of the thermodynamic space [21, 20], and is linked to the availability (i.e. free energy differences with respect to equilibrium) of small perturbations around equilibrium [28] (a version of the Gouy-Stodola theorem [2]).

For the system at constant $V$ and $N$, $\mathcal{F}_U$ is an extensive quantity, which may be related to the ability to measure the inverse temperature $\beta$ of the reservoir by observing the state of internal energy of the system. Such an ability increases with the size of system $N$, because the fluctuations get smaller with $N$, but also increases with $T^2$ proportionally to the heat capacity $c_v(T)$ at that temperature, because larger heat capacities buffer temperature fluctuations which would otherwise impair the estimate. This idea of using the system as temperature measurement device can be traced back to [31, 32].

III. DUAL STRUCTURE OF THERMODYNAMICS

The first equality in (5),

$$\mathcal{F}_U(\beta) = -\frac{dU}{d\beta}, \quad (9)$$

underlies another Legendre transformation, implying (1) p. 142) that $U(\beta)$ is related by Legendre transform to

$$\mathcal{F}_S = \beta \mathcal{F}_U + U. \quad (10)$$

Although the previous equation is in units of energy, it is formally analogous to $S = \beta U + \Phi$ in the familiar entropy representation of thermodynamics. When expressed as a function the internal energy, $\mathcal{F}_U(U)$ may be used as fundamental equation in alternative to $S(U)$, for systems with no reversible (volume) work and mass exchanges. It
is also natural to consider a dual version of the energy representation by dividing the previous equation by $\beta$ and re-expressing it in terms of $T$,

$$ F_U = T F_S + F_F, \quad (11) $$

where $F_F = U T$. This equation corresponds to the familiar $U = TS + F$ in the energy representation.

Considering now the differential of (10)

$$ dF_S = d\beta F_U + \beta dF_U + dU, \quad (12) $$

and that, using (10) and considering that in the absence of reversible work changers in internal energy are equal to reversible heat flow, $dQ^{rev}$,

$$ dU = -d\beta F_U = dQ^{rev} = T dS, \quad (13) $$

so that

$$ dF_U = T dF_S = T^2 dS. \quad (14) $$

This relation has two interesting consequences. Firstly, since $dF_S = T dS = dU$, then at constant $V$ and $N$, $F_S = U + const$, thus pointing to a Legendre-transform invariance between the couples $F_S$ and $U$ in (10) and $F_U$ and $F_F$ in (11). Such an invariance is immediately evident if one considers the case of constant heat capacity in which $F_U$ expressed in terms of $T$ is a quadratic function of temperature, while its Legendre transform is still a parabola but now in terms of $U$.

Secondly, because of (14),

$$ \frac{dF_U}{dS} = T^2 = -\frac{F_U}{N c_v}, \quad (15) $$

so that

$$ \Delta \ln F_U = -\int \frac{dS}{N c_v} \quad (16) $$

and, if the heat capacity is constant ($c_v = c$),

$$ \Delta \ln F_U = \frac{\Delta S}{N c} \quad (17) $$

The case of constant heat capacity corresponds to energy equipartition ([1], p. 291 and 376), where the internal energy has a quadratic dependence on the (micro)states of the $\nu = 2c$ degrees of freedom such that the resulting canonical distribution is a chi-square (gamma) distribution with $N\nu$ degrees of freedom and scale parameter $\beta$, mean $c/\beta$ and variance $c/\beta^2$, while $U = N c T$, $S = N s_0 + N c \ln T$ and $F_U = N c T^2$. Considering the classical process of heat flow between two bodies of equal mass and heat capacity, initially at equilibrium at different temperatures (e.g. [1] p. 101), it is easy to show that while heat conduction always increases the entropy, it always decreases $F_U$ when approaching equilibrium at $T$.

We conclude by discussing the link of the present analysis with Serrin’s theory ([3, 4, 33]), which provides an alternative formulation of thermodynamics based on homogeneity (i.e., temperature) and heat flow, without assuming internal energy and entropy as primitive concepts (similar concepts were developed by Silhavy [5, 6]; see also [7]). The theory is formulated using an accumulation function, $A(T)$, defined for cyclic processes as the total heat added in a process at temperature lower or equal than $T$,

$$ \oint \frac{dQ}{T} = \int_0^\infty \frac{A(T)}{T^2} dT \leq 0. \quad (18) $$

Based on this definition, $A(T)$ is zero in adiabatic processes as well as whenever input and output of heat cancel at every temperature, while it is a step function for isothermal process. Considering an infinitesimal reversible transformation, it follows that

$$ dS = \frac{dQ^{rev}}{T} = \frac{A(T)}{T^2} dT = \frac{dF_U}{T^2}, \quad (19) $$

where $F_U = \frac{dA}{dT}$. Thus, since $dA = F_U dT$, $F(T)$ can be seen as the density of heat accumulation in an infinitesimal process taking place between $T$ and $T + dT$.

### IV. CONCLUSIONS

The previous considerations where limited to the case of heat processes at constant volume and mass in simple systems. A logical way to extend the analysis to processes including mechanical work or mass flow would consider generalized Gibbs ensembles along with their Fisher information matrix. Such an extension and its consequences for field theories of thermodynamics will be explored in future contributions.
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