Ill-posedness for the Navier-Stokes equations in critical Besov spaces $\dot{B}^{-1}_{\infty,q}$
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Abstract. We study the Cauchy problem for the incompressible Navier-Stokes equations in two and higher spatial dimensions

$$u_t - \Delta u + u \cdot \nabla u + \nabla p = 0, \quad \text{div} u = 0, \quad u(0, x) = \delta u_0.$$  \hspace{1cm} (0.1)

For arbitrarily small $\delta > 0$, we show that the solution map $\delta u_0 \to u$ in critical Besov spaces $\dot{B}^{-1}_{\infty,q}$ ($\forall q \in [1, 2]$) is discontinuous at origin. It is known that the Navier-Stokes equation is globally well-posed for small data in $BMO^{-1}$ (\cite{19}). Taking notice of the embedding $\dot{B}^{-1}_{\infty,q} \subset BMO^{-1}$ ($q \leq 2$), we see that for sufficiently small $\delta > 0$, $u_0 \in \dot{B}^{-1}_{\infty,q}$ ($q \leq 2$) can guarantee that (0.1) has a unique global solution in $BMO^{-1}$, however, this solution is instable in $\dot{B}^{-1}_{\infty,q}$ and the solution can have an inflation in $\dot{B}^{-1}_{\infty,q}$ for certain initial data. So, our result indicates that two different topological structures in the same space may determine the well and ill posedness, respectively.
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1 Introduction

We study the ill-posedness for the Cauchy problem of the incompressible Navier-Stokes equations (NS):

$$u_t - \Delta u + u \cdot \nabla u + \nabla p = 0, \quad \text{div} u = 0, \quad u(0, x) = \delta u_0.$$  \hspace{1cm} (1.1)

where $t \in \mathbb{R}^+ = [0, \infty)$, $x \in \mathbb{R}^n$ ($n \geq 2$), $u = (u_1, ..., u_n)$ denotes the flow velocity vector and $p(t, x)$ describes the scalar pressure. $0 < \delta \ll 1$ denotes a small parameter, $\nabla = (\partial_1, ..., \partial_n)$ is the gradient operator, $\Delta = \partial_1^2 + ... + \partial_n^2$ is the Laplacian, $u_0(x) = (u_0^1, ..., u_0^n)$ is a given velocity with $\text{div} u_0 = \partial_1 u_0^1 + ... + \partial_n u_0^n = 0$. It is easy to see that (1.1) can be rewritten as the following equivalent form:

$$u_t - \Delta u + \mathbb{P} \text{div}(u \otimes u) = 0, \quad u(0, x) = \delta u_0.$$  \hspace{1cm} (1.2)

\hspace{1cm} \text{Email: wbx@math.pku.edu.cn}
where $\mathbb{P} = I - \nabla \Delta^{-1} \text{div}$ is the projection operator onto the divergence free vector fields.

It is known that (1.1) is essentially equivalent to the following integral equation:

$$ u(t) = e^{t\Delta} u_0 + \int_0^t e^{(t-\tau)\Delta} \mathbb{P} \text{div}(u \otimes u)(\tau) d\tau. \quad (1.3) $$

Note that (1.1) is scaling invariant in the following sense: if $u$ solves (1.1), so does $u_\lambda(t, x) = \lambda u(\lambda^2 t, \lambda x)$ and $p_\lambda(t, x) = \lambda^2 p(\lambda^2 t, \lambda x)$ with initial data $\lambda u_0(\lambda x)$. A function space $X$ defined in $\mathbb{R}^n$ is said to be a critical space for (1.1) if the norms of $u_\lambda(0, x)$ in $X$ are equivalent for all $\lambda > 0$ (i.e., $\|u_\lambda(0, \cdot)\|_X \sim \|u_0\|_X$). It is easy to see that the following spaces are critical spaces for NS:

- Besov type spaces: $\dot{B}_{p,q}^{n/p-1} \subset \dot{B}_{\infty,q}^{-1} \subset \dot{B}_{\infty,\infty}^{-1} (p < \infty, \ q \leq r)$,
- Triebel type spaces: $L_n^p = \dot{F}_{n,2}^0 \subset \dot{F}_{p,q}^{n/p-1} \subset \dot{F}_{\infty,r}^{-1} \ (n < p < \infty)$.

NS (1.1) has been extensively studied in the past twenty years; cf. [2, 5, 6, 7, 9, 11, 15, 17, 18, 19, 21] and references therein. For the initial data in critical Besov space $\dot{B}_{\infty,q}^{-1}$, Germain [12] proved that the solution map of NS is continuous in $\dot{B}_{\infty,q}^{-1}$, i.e., the solution map is discontinuous in $\dot{B}_{\infty,\infty}^{-1}$. Germain [12] proved that the solution map of NS is not $C^2$ in $\dot{B}_{\infty,q}^{-1}$ for any $q > 2$, Yoneda [29] can show that the solution map is discontinuous in $\dot{B}_{\infty,q}^{-1}$ for any $q > 2$ and in fact, he constructed a logarithmic type Besov space $V$ very near to $\dot{B}_{\infty,2}^{-1}$ so that NS is ill-posed in $V$. Up to now, the largest Besov-type space on initial data for which NS is well-posed is still unknown.

For the initial data in critical Triebel type spaces, Koch and Tataru [19] obtained the global well-posedness for small initial data in $\dot{BMO}^{-1} = \dot{F}_{\infty,2}^{-1}$, Yoneda [29] pointed out that his argument implies that NS is ill-posed in $\dot{F}_{\infty,q}^{-1}$ for any $q > 2$ (cf. also [8]). Now let us recall Koch and Tataru’s result:

**Theorem 1.1** ([19, 16], Global well-posedness for small data in $\dot{BMO}^{-1}$) Let $u_0 \in \dot{BMO}^{-1}$ with $\|u_0\|_{\dot{BMO}^{-1}} \leq 1$. Then there exists a $\delta_0 > 0$ such that for any $0 < \delta \leq \delta_0$, NS has a unique global solution $u(\delta, t) \in X$ with $\|u\|_X \leq C\delta$, where

$$ \|u\|_X := \sup_{t > 0} t^{1/2} \|u(t, \cdot)\|_{L^\infty(\mathbb{R}^n)} + \sup_{x \in \mathbb{R}^n, R > 0} |B(x, R)|^{-1/2} \|u(t, y)\|_{L^2_{r,y}([0,R]^2 \times B(x,R))}. $$
Moreover, Auscher, Dubois and Tchamitchian \cite{1}, Iwabuchi and Nakamura \cite{16} obtained that Koch and Tataru’s solution is stable and belongs to $L^\infty(0, \infty; BMO^{-1})$. Recalling that the inclusions $\dot{B}^s_{p, \min(p, q)} \subset \dot{F}^s_{p, q} \subset \dot{B}^s_{p, \max(p, q)}$ ($q > 1$), one sees that $\dot{B}^{-1}_{\infty, 2} \subset \dot{F}^{-1}_{\infty, 2}$. According to their results, $u_0 \in \dot{B}^{-1}_{\infty, 2}$ and $0 < \delta \ll 1$ imply that NS has a unique global solution in $BMO^{-1}$. So, it seems natural to conjecture that NS is also globally well-posed in $\dot{B}^{-1}_{\infty, 2}$ for sufficiently small $\delta > 0$. However, in this paper we will show the following negative result:

**Theorem 1.2** (Ill-posedness of the solution) Let $n \geq 2$, $1 < q \leq 2$, $0 < \delta \ll 1$. Let $u(\delta, t)$ be Koch and Tataru’s solution of \eqref{1.3}. Then the solution map $\delta u_0 \to u(\delta, t)$ in $\dot{B}^{-1}_{\infty, q}(\mathbb{R}^n)$ is discontinuous at $\delta = 0$. More precisely, for any $N \gg 1$, there exists $u_0 \in \dot{B}^{-1}_{\infty, q}(\mathbb{R}^n)$ with $\|u_0\|_{\dot{B}^{-1}_{\infty, q}} \lesssim 1$, $t \leq 1/N$ such that

$$\|u(\delta, t)\|_{\dot{B}^{-1}_{\infty, q}(\mathbb{R}^n)} \geq (\log N)^{1/2q}.$$  

We remark that our result also holds for all $2 \leq q < \infty$. In the proof of Theorem \ref{1.2} we have no any conditions on $q \geq 1$. The techniques used in this paper are quite different from the arguments as in \cite{11, 12, 29}.

Throughout this paper, $C \geq 1$, $c \leq 1$ will denote constants which can be different at different places, we will use $A \lesssim B$ to denote $A \leq CB$. We denote by $L^p = L^p(\mathbb{R}^n)$ the Lebesgue space on which the norm is written as $\| \cdot \|_p$. Now let us recall the definition of Besov type spaces; cf. \cite{3, 24}. Let $\psi : \mathbb{R}^n \to [0, 1]$ be a smooth cut-off function which equals 1 on the ball $B(0, 5/4) := \{\xi \in \mathbb{R}^n : |\xi| \leq 5/4\}$ and equals 0 outside the ball $B(0, 3/2)$. Write

$$\varphi(\xi) := \psi(\xi) - \psi(2\xi), \quad \varphi_j(\xi) = \varphi(2^{-j}\xi), \quad (1.4)$$

$\triangle_j := F^{-1}\varphi_j F$, $j \in \mathbb{Z}$ are said to be the dyadic decomposition operators.\footnote{\(2\triangle\) and $\triangle$ are different notations in this paper.} One easily sees that $\text{supp}\varphi_j \subset B(0, 2^{j+1}) \setminus B(0, 2^{j-1})$ and

$$\varphi_j(\xi) = 1, \quad \text{if} \ \xi \in B(0, 5 \cdot 2^{j-2}) \setminus B(0, 3 \cdot 2^{j-2}). \quad (1.5)$$

Let $s \in \mathbb{R}$, $1 \leq p, q \leq \infty$. The norms in homogeneous Besov and Triebel spaces are defined as follows:

$$\|f\|_{\dot{B}^s_{p, q}} = \left( \sum_{j = -\infty}^{+\infty} 2^{jsq} \|\triangle_j f\|_p^q \right)^{1/q}, \quad \|f\|_{\dot{F}^s_{p, q}} = \left( \sum_{j = -\infty}^{+\infty} |2^{js}\triangle_j f|^q \right)^{1/p} \quad (1.6)$$

Let $s \in \mathbb{R}$, $1 \leq p, q \leq \infty$. The norms in homogeneous Besov and Triebel spaces are defined as follows:
with the usual modification for \( q = \infty \), where we further assume \( p \neq \infty \) in \( \dot{F}^s_{p,q} \). Since the definition of \( \dot{F}^s_{\infty,q} \) is slightly different from (1.6), we leave it into Section 4. In this paper, we will frequently use the following Bernstein’s multiplier estimate (see [3, 27]):

**Proposition 1.3** (Bernstein’s multiplier estimate) Let \( L \in \mathbb{N}, \ L > n/2, \ \theta = n/2L \). We have

\[
\| \mathcal{F}^{-1} \rho \|_1 \lesssim \| \rho \|_2^{1-\theta} \left( \sum_{i=1}^n \| \partial_i^L \rho \|_2^\theta \right).
\]

(1.7)

Let us consider Taylor’s expansion of Koch and Tataru’s solution \( u(\delta, t) \) of NS, one can find a small \( \delta_0 > 0 \) such that for any \( 0 < \delta \leq \delta_0 \),

\[
u(\delta, t) = \sum_{r=0}^\infty \frac{\delta^r}{r!} \partial^r \delta u(0, t) \quad \text{in} \quad X \cap L^\infty(0, \infty; \text{BMO}^{-1}).
\]

(1.8)

Recall that Koch and Tataru applied the contraction mapping method to show the global well-posedness of NS for small data in \( \text{BMO}^{-1} \), we see that (1.8) can be obtained by iterations. If NS is globally well-posed in \( \dot{B}^{-1}_{\infty,q} \) \( (q \in [1, 2]) \), the solution must coincide with the solution \( u(\delta, t) \) in \( X \). So, if we can find some initial data \( u_0 \in \dot{B}^{-1}_{\infty,q} \) such that the second iteration \( \delta^2 \partial^2 \delta u(0, t)/2 \) has an inflation in \( \dot{B}^{-1}_{\infty,q} \) and the norm of the other terms in (1.8) are much less than that of the second iteration, then our result is shown. More precisely, for some subset \( A \subset \mathbb{N} \),

\[
\| u(\delta, t) \|_{\dot{B}^{-1}_{\infty,q}} \geq \left( \sum_{j \in A} 2^{-jq} \| \triangle_j u(\delta, t) \|_{\infty}^q \right)^{1/q} \\
\geq \frac{\delta^2}{2} \left( \sum_{j \in A} 2^{-jq} \| \triangle_j \partial^2 \delta u(0, t) \|_{\infty}^q \right)^{1/q} \\
- \left( \sum_{j \in A} 2^{-jq} \| \triangle_j \sum_{r \geq 1, \ r \neq 2} \delta^r \partial^r \delta u(0, t) \|_{\infty}^q \right)^{1/q}.
\]

(1.9)

(1.10)

We will show that (1.9) contributes the main part and it will be quite large after any short time and (1.10) is much less than (1.9).

The paper is organized as follows. In Section 2, we prove Theorem 1.2 for higher dimensions \( n \geq 3 \) and in Section 3, we continue its proof for 2D case. In Section 4, we compare the solutions in different critical spaces.
2 Proof of Theorem 1.2: \( n \geq 3 \)

2.1 Estimates on second iteration

Let \( u(\delta, t) \) be the solution of (1.1) with \( 0 < \delta \ll 1 \), we see that

\[
\begin{align*}
u(\delta, t)|_{\delta=0} &= 0, \quad \frac{\partial u}{\partial \delta}|_{\delta=0} = e^{t\Delta}u_0, \\
\frac{\partial^2 u}{\partial \delta^2}|_{\delta=0} &= 2 \int_0^t e^{(t-\tau)\Delta} \mathbb{P}(e^{\tau\Delta}u_0 \cdot \nabla)e^{\tau\Delta}u_0 d\tau. \quad (2.1)
\end{align*}
\]

Our aim is to choose a suitable \( u_0 \in \dot{B}^{-1}_{\infty, q} \) which is localized in one dyadic frequency \(|\xi| \sim 2^k\) and to find a time \( t \sim 2^{-2k} \) verifying \( \|\partial^2 u(0, t)\|_{\dot{B}^{-1}_{\infty, q}(\mathbb{R}^n)} > k^{1/q} \). Let \( k \in 16\mathbb{N} = \{16, 32, 48, \ldots\} \), \( k \gg 1, 0 < \varepsilon \ll 1 \). Denote

\[
a_l = 2^l(\varepsilon, 2\varepsilon, \sqrt{1-5\varepsilon^2}, 0, \ldots, 0), \quad b_l = a_l/2, \quad c_k = \frac{2^k}{\sqrt{n}}(1, 1, \ldots, 1). \quad (2.2)
\]

We write

\[
N_k = \{l \in 4\mathbb{N} : k/4 \leq l \leq k/2\}. \quad (2.3)
\]

Let \( \psi \) be as in (1.4) and \( \varrho(\xi) = \psi(4\xi) \) and

\[
\begin{align*}
\Phi^+_{l}(\xi) &= e^{i\xi a_l}(\varrho(\xi - c_k - b_l) + \varrho(\xi - c_k + b_l)), \\
\Phi^-_{l}(\xi) &= e^{i\xi a_l}(\varrho(\xi + c_k - b_l) + \varrho(\xi + c_k + b_l)).
\end{align*} \quad (2.4)
\]

We now introduce the initial data \( u_0 = (u_1^0, \ldots, u_n^0) \):

\[
\begin{align*}
u_1^0(\xi) &= 2^k \sum_{l \in \mathbb{N}_k} \Phi^+_{l}(\xi) + \Phi^-_{l}(\xi), \\
u_2^0(\xi) &= -\frac{\xi_1}{\xi_2}u_1^0(\xi) = -2^k \sum_{l \in \mathbb{N}_k} \frac{\xi_1}{\xi_2}(\Phi^+_{l}(\xi) + \Phi^-_{l}(\xi)).
\end{align*} \quad (2.5)
\]

and \( u_3^0(x) = \ldots = u_n^0(x) = 0 \). One can rewrite \( u_1^0 \) and \( u_2^0 \) as

\[
u_1^0(x) = 2^k \sum_{l \in \mathbb{N}_k} (\cos(x + a_l)(c_k + b_l) + \cos(x + a_l)(b_l - c_k))\varrho(x + a_l) \quad (2.6)
\]

\[
u_2^0(x) = -u_1^0(x) + 2^k \sum_{l \in \mathbb{N}_k} \mathcal{F}^{-1}\frac{\xi_2 - \xi_1}{\xi_2}(\Phi^+_{l}(\xi) + \Phi^-_{l}(\xi)). \quad (2.7)
\]

Now we give some explanations to the initial data. We can assume that \( \varrho(\xi) \) is radial so that \( \varrho \) is a real function. From \( \hat{u}_2^0 = -(\xi_1/\xi_2)\hat{u}_1^0 \) it follows that \( \text{div} u_0 = 0 \).

\(^3\varepsilon > 0 \) will be chosen below as in (2.84), \( k \) can be arbitrarily large.
Introducing $c_k$ is to guarantee that $\hat{u}_1^0$ and $\hat{u}_2^0$ are supported in the dyadic $\{\xi : 2^{k-1} \leq |\xi| \leq 2^{k+1}\}$, it follows that the frequency of $u_0$ is very high if $k$ is very large. The nonlinear interaction will pullback $\hat{u}_1^0 \ast \hat{u}_1^0$ into much lower frequencies. In order to $\hat{u}_1^0 \ast \hat{u}_1^0$ concentrated in different dyadic regions as many as possible, different $b_l$ is introduced. $a_l$ is used for controlling the superpositions of all $\bar{\varrho}(\cdot + a_l)$ in (2.6).

**Lemma 2.1** Let $1 \leq q \leq \infty$, $k \gg -\log \varepsilon$. Then

$$\|u_i^0\|_{\dot{B}_{\infty,q}^{-1}} \lesssim 1, \ i = 1, 2. \quad (2.8)$$

**Proof.** Since $\bar{\varrho}$ is a Schwartz function, we have

$$|\bar{\varrho}(x)| \lesssim (1 + |x|)^{-N}, \ N \gg 1. \quad (2.9)$$

It follows from (2.6) and (2.9) that

$$\|u_1^0\|_{\infty} \lesssim 2^k \left\| \sum_{l \in \mathbb{N}_k} (1 + |x + a_l|)^{-N} \right\|_{\infty} \lesssim 2^k. \quad (2.10)$$

Hence, noticing that $\text{supp}\hat{u}_1^0$ is included in $\{\xi : |\xi| \sim 2^k\}$, we have

$$\|u_1^0\|_{\dot{B}_{\infty,q}^{-1}} \lesssim 1. \quad (2.11)$$

Applying Young’s inequality and Bernstein’s multiplier estimate, we have for any $l \in \mathbb{N}_k$ ($k \gg -\log \varepsilon$),

$$\left\| \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} e^{i\xi a l} \varrho(\xi + c_k - b_l) \right\|_{\infty} \lesssim \left\| \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} \psi(\xi + c_k - b_l) \right\|_1 \|\bar{\varrho}\|_{\infty} \lesssim \left\| \mathcal{F}^{-1} \frac{\xi_2 - \xi_1 + \varepsilon 2^{l-1}}{\xi_2 - 2^k/\sqrt{n} + 2 \varepsilon 2^{l-1}} \psi(\xi) \right\|_1 \lesssim \varepsilon 2^{-k/2}. \quad (2.12)$$

Similarly, one can estimate the other terms in $\Phi_l^\pm$ and we have

$$\left\| \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} \tilde{\Phi}_l^\lambda(\xi) \right\|_{\infty} \lesssim \varepsilon 2^{-k/2}, \ \lambda = +, -. \quad (2.13)$$

Collecting (2.7), (2.11)–(2.13),

$$\|u_2^0\|_{\dot{B}_{\infty,q}^{-1}} \lesssim 1 + \sum_{l \in \mathbb{N}_k} \left\| \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} (\tilde{\Phi}_l^+(\xi) + \tilde{\Phi}_l^-(\xi)) \right\|_{\infty} \lesssim 1 + \varepsilon k 2^{-k/2} \lesssim 1. \quad (2.14)$$
It follows that

\[ \frac{\partial^2 u_1}{\partial \delta^2} \bigg|_{\delta = 0} = \int_0^t e^{(t-\tau)\Delta} \left[ \sum_{i=1}^2 \partial_i (e^{\tau \Delta} u_0^i e^{\tau \Delta} u_1^0) - \partial_t \sum_{i,j=1}^2 \frac{\partial_i \partial_j}{\Delta} (e^{\tau \Delta} u_0^i e^{\tau \Delta} u_1^0) \right] d\tau \]

\[ := F_1(t, x) - F_2(t, x). \]  

(2.15)

It follows that

\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j \frac{\partial^2 u_1}{\partial \delta^2} \right\|_{\delta = 0, \infty}^q \right)^{1/q} \\
\geq \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j F_1 \right\|_\infty^q \right)^{1/q} - \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j F_2 \right\|_\infty^q \right)^{1/q} \\
:= A_1 - A_2. \]  

(2.16)

In the following, our aim is to show that for \( t = \varepsilon^2 2^{-2k}, A_1 \geq \varepsilon^3 k^{1/q} \) and \( A_2 \ll \varepsilon^3 k^{1/q}. \) Since \( k \) can be arbitrarily large, one immediately has \( \| \partial^2 u_1 / \partial \delta^2 \|_{B^{-1,q}} \to \infty \) as \( k \to \infty. \) For convenience, we denote

\[ R_i(f, g) = \int_0^t e^{(t-\tau)\Delta} \partial_i (e^{\tau \Delta} f \ e^{\tau \Delta} g) d\tau; \]  

(2.17)

\[ \tilde{R}_i(f, g) = \int_0^t e^{(t-\tau)\Delta} \partial_i (e^{\tau \Delta} f \ e^{\tau \Delta} g - fg) d\tau. \]  

(2.18)

It follows that

\[ R_i(f, g) = \Delta^{-1}(e^{t\Delta} - 1) \partial_i (fg) + \tilde{R}_i(f, g). \]  

(2.19)

Hence, we have

\[ A_1 \geq \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j \Delta^{-1}(e^{t\Delta} - 1)[\partial_1(u_0^1 u_1^0) + \partial_2(u_0^2 u_1^0)] \right\|_\infty^q \right)^{1/q} \\
- \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j [\tilde{R}_1(u_0^1, u_1^0) + \tilde{R}_2(u_0^2, u_1^0)] \right\|_\infty^q \right)^{1/q} := A_{11} - A_{12}. \]  

(2.20)

In view of Taylor’s expansion \( e^x = \sum_{r \geq 0} x^r / r! \), we have

\[ A_{11} \geq t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_j [\partial_1(u_0^1 u_1^0) + \partial_2(u_0^2 u_1^0)] \right\|_\infty^q \right)^{1/q} \]
$- t \sum_{r \geq 2} \frac{1}{r!} \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j (t \Delta)^{r-1} [\partial_1 (u_1^0 u_1^0) + \partial_2 (u_2^0 u_2^0)] \|_q \right)^{1/q}$

$\geq t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j (\partial_1 - \partial_2) (u_1^0 u_1^0) \|_q \right)^{1/q}$  \hspace{1cm} (2.21)

$- t \sum_{r \geq 2} \frac{1}{r!} \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j (t \Delta)^{r-1} [\partial_1 (u_1^0 u_1^0) + \partial_2 (u_2^0 u_2^0)] \|_q \right)^{1/q}$  \hspace{1cm} (2.22)

We will show that $A_{12}$, (2.22) and (2.23) are much less than (2.21). First, we have

**Lemma 2.2** Let $1 \leq q \leq \infty$, $t = \eta 2^{-2k}$. Then

$- t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j (\partial_1 - \partial_2) (u_1^0 u_1^0) \|_q \right)^{1/q} \gtrsim \eta k^{1/q}$.  \hspace{1cm} (2.24)

**Proof.** For the sake of convenience, we denote

$\hat{\Phi}_{l}^{++} = e^{i \xi a_l} \varrho (\xi - c_k - b_l), \quad \hat{\Phi}_{l}^{+-} = e^{i \xi a_l} \varrho (\xi - c_k + b_l)$  \hspace{1cm} (2.25)

$\hat{\Phi}_{l}^{-+} = e^{i \xi a_l} \varrho (\xi + c_k - b_l), \quad \hat{\Phi}_{l}^{--} = e^{i \xi a_l} \varrho (\xi + c_k + b_l)$.  \hspace{1cm} (2.26)

Let us observe that

$\hat{u}_1^0 * \hat{u}_1^0 = 2^{2k} \sum_{l,m \in \mathbb{N}_k} \left( \hat{\Phi}_{l}^{++} \ast \hat{\Phi}_{m}^{++} + \hat{\Phi}_{l}^{+-} \ast \hat{\Phi}_{m}^{+-} \right)$

$+ 2^{2k} \sum_{l,m \in \mathbb{N}_k} \left( \hat{\Phi}_{l}^{-+} \ast \hat{\Phi}_{m}^{-+} + \hat{\Phi}_{l}^{--} \ast \hat{\Phi}_{m}^{--} \right)$

$+ 2^{2k+1} \sum_{l,m \in \mathbb{N}_k} \left( \hat{\Phi}_{l}^{++} \ast \hat{\Phi}_{m}^{+-} + \hat{\Phi}_{l}^{+-} \ast \hat{\Phi}_{m}^{--} \right)$

$+ 2^{2k+1} \sum_{l,m \in \mathbb{N}_k} \left( \hat{\Phi}_{l}^{-+} \ast \hat{\Phi}_{m}^{-+} + \hat{\Phi}_{l}^{--} \ast \hat{\Phi}_{m}^{++} \right)$

$+ 2^{2k+1} \sum_{l,m \in \mathbb{N}_k} \left( \hat{\Phi}_{l}^{++} \ast \hat{\Phi}_{m}^{--} + \hat{\Phi}_{l}^{+-} \ast \hat{\Phi}_{m}^{+-} \right)$

$:= \hat{U}_1 + \ldots + \hat{U}_5$.  \hspace{1cm} (2.27)
Since \( \text{supp}\varrho(-a) \ast \varrho(-b) \subset B(a+b,1) \), we see that
\[
\text{supp}\widehat{U}_1 \cup \text{supp}\widehat{U}_2 \cup \text{supp}\widehat{U}_3 \subset B(2c_k, 2^{2+k/2}) \cup B(-2c_k, 2^{2+k/2}).
\] (2.28)

It follows that \( \triangle_j(U_1 + U_2 + U_3) = 0 \), \( j \in \mathbb{N}_k \). Moreover, noticing that \( \text{supp}\widehat{\Phi}_i^{++} \ast \widehat{\Phi}_m^{--} \subset B(b_l - b_m, 1) \), we see that \( \text{supp}\Phi_i^{++} \ast \Phi_i^{--} \subset B(0,1) \) and \( \text{supp}\Phi_i^{++} \ast \Phi_i^{--} \subset \{ \xi : 2^{l-2} \leq |\xi| < 2^{l-1} \} \) if \( m < l \). Hence, we have \( \triangle_j U_4 = 0 \), \( j \in \mathbb{N}_k \). It follows that for any \( j \in \mathbb{N}_k \),
\[
\triangle_j(u_j^0u_j^0) = \triangle_j U_5. \tag{2.29}
\]

Let us rewrite \( U_5 \) as
\[
\widehat{U}_5 = \sum_{l \in \mathbb{N}_k} (\Phi_i^{++} \ast \Phi_i^{--} + \Phi_i^{--} \ast \Phi_i^{--}) + 2^{2k+1} \sum_{l,m \in \mathbb{N}_k, l \neq m} (\Phi_i^{++} \ast \Phi_m^{--} + \Phi_i^{--} \ast \Phi_m^{--}) = \widehat{U}_{51} + \widehat{U}_{52}. \tag{2.30}
\]

We easily see that \( \triangle_j(\Phi_i^{++} \Phi_i^{--}) = 0 \) if \( l \neq j \). Moreover, noticing that \( \varphi_j(\xi) = 1 \) for \( |\xi| \in [3 \cdot 2^{l-2}, 5 \cdot 2^{l-2}] \), we have \( \triangle_j(\Phi_j^{++} \Phi_j^{--}) = \Phi_j^{++} \Phi_j^{--} \). So,
\[
\triangle_j U_5 = 2^{2k+1}(\Phi_j^{++} \Phi_j^{--} + \Phi_j^{--} \Phi_j^{--}) + \triangle_j(U_{52}). \tag{2.31}
\]

In view of (2.29) and (2.31),
\[
t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \triangle_j(\partial_1 - \partial_2)(u_j^0u_j^0) \|_\infty^q \right)^{1/q} \\
\geq \eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| (\partial_1 - \partial_2)(\Phi_j^{++} \Phi_j^{--} + \Phi_j^{--} \Phi_j^{--}) \|_\infty^q \right)^{1/q} \\
- \eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| (\partial_1 - \partial_2)\triangle_j U_{52} \|_\infty^q \right)^{1/q}. \tag{2.32}
\]

Noticing that
\[
\Phi_i^{\pm} = e^{i(x+a_l)(c_k \pm b_l)} \varrho(x + a_l), \quad \Phi_i^{\pm} = e^{i(x+a_l)(-c_k \pm b_l)} \varrho(x + a_l), \tag{2.33}
\]
on one sees that
\[
\Phi_j^{++} \Phi_j^{--} + \Phi_j^{++} \Phi_j^{--} = \cos[a_j(x + a_j)] \langle \varrho(x + a_j) \rangle^2. \tag{2.34}
\]
It follows that

\[(\partial_1 - \partial_2)[\Phi^+_j \Phi^-_j + \Phi^+_j \Phi^-_j] = -\varepsilon 2^j \sin [a_j(x + a_j)] (\tilde{\varphi}(x + a_j))^2 + \cos [a_j(x + a_j)] (\partial_1 - \partial_2)(\tilde{\varphi}(x + a_j))^2. \tag{2.35}\]

By choosing \(x = -a_j + \pi/2a_j\), we have

\[\| (\partial_1 - \partial_2)(\Phi^+_j \Phi^-_j + \Phi^+_j \Phi^-_j) \|_\infty \geq \varepsilon 2^j \tilde{\varphi}(\pi/2a_j)^2 \geq \varepsilon 2^{j-1} \tilde{\varphi}(0)^2, \tag{2.36}\]

where we have applied the continuity of \(\tilde{\varphi}\) and assume that \(\tilde{\varphi}(\pi/2a_j)^2 \geq \tilde{\varphi}(0)^2/2\). By (2.36),

\[\eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| (\partial_1 - \partial_2)(\Phi^+_j \Phi^-_j + \Phi^+_j \Phi^-_j) \|_\infty^{q} \right)^{1/q} \geq \eta k^{1/q}. \tag{2.37}\]

For any \(j, l, m \in \mathbb{N}_k\) with \(l < m\), if \(m \neq j\), then we have \(\Delta_j(\Phi^+_m \Phi^-_l) = 0\). Hence, applying the multiplier estimates, we have

\[\left\| \partial_1 \Delta_j \left( \sum_{m,l \in \mathbb{N}_k: m > l} \Phi^+_m \Phi^-_l \right) \right\|_\infty \lesssim 2^j \left\| \sum_{l<j, l \in \mathbb{N}_k} \Phi^+_j \Phi^-_l \right\|_\infty, \quad i = 1, 2. \tag{2.38}\]

Using the rapid decay (2.39), we have

\[\left\| \sum_{l<j, l \in \mathbb{N}_k} \Phi^+_j \Phi^-_l \right\|_\infty \lesssim \left\| \sum_{l<j, l \in \mathbb{N}_k} (1 + |x + a_j|)^{-N}(1 + |x + a_l|)^{-N} \right\|_\infty \lesssim \left\| \sum_{l<j, l \in \mathbb{N}_k} (1 + |x|)^{-N}(1 + |x + a_l - a_j|)^{-N} \right\|_\infty. \tag{2.39}\]

In (2.39), by separating \(\mathbb{R}^n\) into two different regions \(\{x : |x| \leq 3 \cdot 2^{j-3}\}\) and \(\{x : |x| > 3 \cdot 2^{j-3}\}\), we easily see that the right hand side of (2.39) can be bounded by \(j2^{-Nj}\). So,

\[\left\| \partial_1 \Delta_j \left( \sum_{m,l \in \mathbb{N}_k: m > l} \Phi^+_m \Phi^-_l \right) \right\|_\infty \lesssim 2^j j2^{-Nj}, \quad i = 1, 2. \tag{2.40}\]

By symmetry, (2.40) also holds if one substitutes the summation \(\sum_{m,l \in \mathbb{N}_k: m > l}\) by \(\sum_{m,l \in \mathbb{N}_k: m < l}\). It follows from (2.40) that

\[\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \partial_1 \Delta_j \left( \sum_{m,l \in \mathbb{N}_k: m \neq l} \Phi^+_m \Phi^-_l \right) \right\|_\infty^q \right)^{1/q} \lesssim k^{2^{-k}}, \quad i = 1, 2. \tag{2.41}\]
Using the same way as in (2.41), we can estimate another term in $U_{52}$ and

$$
\left(\sum_{j \in \mathbb{N}_k} 2^{-jq} \| \partial_i \triangle_j U_{52}\|_\infty^q\right)^{1/q} \lesssim k^{2^{-k}}, \quad i = 1, 2. \tag{2.42}
$$

Collecting the estimates as in (2.32), (2.37) and (2.42), we have

$$
t \left(\sum_{j \in \mathbb{N}_k} 2^{-jq} \| \triangle_j (\partial_1 - \partial_2)(u_1^0 u_2^0)\|_\infty^q\right)^{1/q} \lesssim \eta \varepsilon^{k^{1/q}} - C \eta k^{1/4} - C \eta k^{2^{-k}}. \tag{2.43}
$$

By choosing $k \gg - \log \varepsilon$, we have the lower bound as desired in (2.24). $\square$

**Lemma 2.3** Let $1 \leq q \leq \infty$, $t = \eta 2^{-2k}$. Then

$$
t \left(\sum_{j \in \mathbb{N}_k} 2^{-jq} \| \triangle_j \partial_2(u_1^0 + u_2^0)u_1^0\|_\infty^q\right)^{1/q} \lesssim \eta \varepsilon^{k^{1/q}} - C \eta k^{1/4} - C \eta k^{2^{-k}}. \tag{2.44}
$$

**Proof.** By (2.5), we have

$$u_1^0 + u_2^0 = 2^k \sum_{l \in \mathbb{N}_k} \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} (\hat{\Phi}_1^+ (\xi) + \hat{\Phi}_1^- (\xi)). \tag{2.45}
$$

By the multiplier estimate and (2.10),

$$t \left(\sum_{j \in \mathbb{N}_k} 2^{-jq} \| \triangle_j \partial_2(u_1^0 + u_2^0)u_1^0\|_\infty^q\right)^{1/q} \lesssim t k^{1/q} \| u_1^0 + u_2^0 \|_\infty \| u_1^0 \|_\infty \lesssim \eta 2^{-k} k^{1/q} \| u_1^0 + u_2^0 \|_\infty. \tag{2.46}
$$

It follows from (2.45), (2.12) and (2.13) that

$$\| u_1^0 + u_2^0 \|_\infty \lesssim 2^k \sum_{l \in \mathbb{N}_k} \sum_{\lambda, \mu = \pm 1} \left\| \mathcal{F}^{-1} \left( \frac{\xi_2 - \xi_1}{\xi_2} \psi (\xi + \lambda c_k - \mu b_l) \right) \right\|_1 \lesssim \varepsilon k^{2^{1/2}}. \tag{2.47}
$$

In view of (2.46) and (2.47), we have (2.44). $\square$

**Lemma 2.4** Let $1 \leq q \leq \infty$, $t = \eta 2^{-2k}$. Then

$$t \sum_{r \geq 2} \frac{1}{r!} \left(\sum_{j \in \mathbb{N}_k} 2^{-jq} \| (t \Delta)^{r-1} \triangle_j \partial_i(u_\alpha u_\beta)\|_\infty^q\right)^{1/q} \lesssim \eta^2 k^{1/q} 2^{-k}, \quad i, \alpha, \beta = 1, 2. \tag{2.48}
$$
Proof. Using Bernstein’s multiplier estimates, we have for \(i = 1, 2\)

\[
\| \partial_i \mathcal{F}^{-1}(t|\xi|^2)^{r-1} \varphi_j \mathcal{F} f \|_\infty \lesssim 2^j (t2^j)^{r-1} \| \mathcal{F}^{-1} |\xi|^{2(r-1)} \varphi_1 \|_1 \| f \|_\infty \\
\lesssim 2^j (t2^j)^{r-1}4^r \| f \|_\infty.
\] (2.49)

Noticing that \(j \in \mathbb{N}_k\) implies that \(j \leq k/2\), one has that for \(i = 1, 2\),

\[
t \sum_{r \geq 2} \frac{1}{r!} \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \mathcal{F}^{-1}(t|\xi|^2)^{r-1} \varphi_j \mathcal{F} \partial_i (u_\alpha^0 u_\beta^0) \|_q \right)^{1/q} \\
\lesssim t \sum_{r \geq 2} \frac{4^r \| u_\alpha^0 u_\beta^0 \|_q}{r!} \left( \sum_{j \in \mathbb{N}_k} ((t2^j)^{q(r-1)} \| u_\alpha^0 u_\beta^0 \|_q) \right)^{1/q} \\
\lesssim \eta \sum_{r \geq 2} \frac{4^r \| u_\alpha^0 u_\beta^0 \| q^{-k}}{r!} (t2^j)^{r-1} \lesssim \eta^2 k^{1/q} 2^{-k}.
\] (2.50)

Collecting Lemmas 2.2–2.4, we immediately have

Lemma 2.5 Let \(1 \leq q \leq \infty\), \(t = \eta 2^{-2k}\), \(0 < \eta \leq \varepsilon^2 \ll 1\), \(k \gg -\log \varepsilon\). Then

\[
A_{11} \gtrsim \eta^2 k^{1/q}.
\] (2.51)

In the following we will show that \(A_{12}\) is much less than \(A_{11}\). One can rewrite \(\tilde{R}_i\) as

\[
\tilde{R}_i(f, g) = \int_0^t e^{(t-\tau)\Delta} \partial_i [e^{\tau\Delta} f \left( e^{\tau\Delta} - 1 \right) g + g(\tau\Delta - 1)f]d\tau.
\] (2.52)

Lemma 2.6 Let \(1 \leq q \leq \infty\), \(t = \eta 2^{-2k}\). Then

\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j \tilde{R}_i (u_\alpha^0, u_\beta^0) \|_q \right)^{1/q} \lesssim \eta^2 k^{1/q}, \quad i, \alpha, \beta = 1, 2.
\] (2.53)

Proof. Using the fact that \(e^{\tau\Delta} : L^\infty \to L^\infty\), we have

\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j \tilde{R}_i (u_\alpha^0, u_\beta^0) \|_q \right)^{1/q} \\
\lesssim t \sup_{\tau \in [0, t]} \left( \sum_{j \in \mathbb{N}_k} \| \Delta_j [e^{\tau\Delta} u_\alpha^0 (e^{\tau\Delta} - 1) u_\beta^0 + u_\beta^0 (e^{\tau\Delta} - 1) u_\alpha^0] \|_\infty \right)^{1/q} \\
\lesssim tk^{1/q} \sup_{\tau \in [0, t]} \| u_\alpha^0 \|_\infty \| (e^{\tau\Delta} - 1) u_\beta^0 \|_\infty
\]
Using Taylor’s expansion, one has that
\[
\| (e^{\tau \Delta} - 1) u_1^0 \|_{\infty} \leq \sum_{r=1}^{\infty} \frac{\tau^r}{r!} \| \mathcal{F}^{-1} |\xi|^{2r} \mathcal{F} u_1^0 \|_{\infty}.
\] (2.54)

Since \( \text{supp} \hat{u}_1^0 \subset \{ \xi : 2^k \leq |\xi| \leq 2^k + 2^{k/2} + 1 \} \), we see that
\[
\| \mathcal{F}^{-1} |\xi|^{2r} \mathcal{F} u_1^0 \|_{\infty} \leq 2^{2kr} \| \mathcal{F}^{-1} |\xi|^{2r} \varphi \|_1 \| u_1^0 \|_{\infty} \lesssim r^4 2^{2kr+1} \lesssim 8^2 2^{2kr+1}. \] (2.56)

It follows from (2.55) and (2.56) that
\[
\| (e^{\tau \Delta} - 1) u_1^0 \|_{\infty} \lesssim C 2^k (e^{8^2 2^{2k}} - 1) \leq C 2^k (e^{8^q} - 1) \leq C \eta 2^k. \] (2.57)

By (2.54) and (2.57), we have the result, as desired. The other cases can be proven in a similar way. \( \square \)

If we take \( \eta = \varepsilon^2 \), then we see that \( \eta^2 k^{1/q} \ll \eta \varepsilon k^{1/q} \). So, \( A_{11} \gg A_{12} \). In the following we need to control \( A_2 \) and show that it is much less than \( A_1 \). For convenience, we use the same notations as in (2.17) and (2.18). One can rewrite \( F_2 \) as
\[
F_2(t, x) = \sum_{\alpha, \beta=1}^2 \Delta R_1(u_{\alpha}^0, u_{\beta}^0). \] (2.58)

**Lemma 2.7** Let \( 1 \leq q \leq \infty, 0 < \varepsilon \ll 1, t = \eta 2^{-2k}, \eta \leq \varepsilon^2 \). Then
\[
A_2 \lesssim \eta \varepsilon^2 k^{1/q}. \] (2.59)

**Proof.** Recalling that
\[
R_1(f, g) = (e^{t \Delta} - 1) \Delta^{-1} \partial_1 (fg) + \tilde{R}_1(f, g), \] (2.60)
we see that
\[
A_2 \lesssim \sum_{\alpha, \beta=1}^2 \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial_\alpha \partial_\beta}{\Delta} (e^{t \Delta} - 1) \Delta^{-1} \partial_1 (u_{\alpha}^0 u_{\beta}^0) \right\|_{\infty} \right)^{1/q}
+ \sum_{\alpha, \beta=1}^2 \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial_\alpha \partial_\beta}{\Delta} \tilde{R}_1(u_{\alpha}^0, u_{\beta}^0) \right\|_{\infty} \right)^{1/q}
\]
\[ A_{22} := A_{21} + A_{22}. \] (2.61)

The estimate of \( A_{22} \) is very easy. Noticing that
\[
\| \Delta_j \frac{\partial \alpha \partial \beta}{\Delta} f \|_\infty \lesssim \sum_{\ell = -1}^1 \left\| \mathbf{F}^{-1} \xi \alpha \xi \beta \mathbf{F}_{j+\ell}(\xi) \right\|_1 \| \Delta_j f \|_\infty \lesssim \| \Delta_j f \|_\infty, \tag{2.62}
\]
from Lemma 2.6 we immediately have
\[
A_{22} \lesssim \sum_{\alpha, \beta = 1}^2 \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \| \Delta_j R_1(u_0^0, u_0^0) \|_\infty^q \right)^{1/q} \lesssim \eta^2 k^{1/q}. \tag{2.63}
\]

Now we estimate \( A_{21} \). Using Taylor’s expansion and (2.62),
\[
\left\| \frac{\alpha \partial \beta}{\Delta} (e^{t\Delta} - 1) \Delta^{-1} \partial_1 (u_0^0 u_0^0) \right\|_\infty \lesssim t \left\| \frac{\alpha \partial \beta}{\Delta} \partial_1 (u_0^0 u_0^0) \right\|_\infty \\
+ t \sum_{r=2}^\infty \frac{1}{r!} \left\| \Delta_j (t \Delta)^{r-1} \partial_1 (u_0^0 u_0^0) \right\|_\infty. \tag{2.64}
\]

Hence, we have
\[
A_{21} \leq t \sum_{\alpha, \beta = 1}^2 \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\alpha \partial \beta}{\Delta} \partial_1 (u_0^0 u_0^0) \right\|_\infty^q \right)^{1/q} \\
+ t \sum_{\alpha, \beta = 1}^2 \sum_{r=2}^\infty \frac{1}{r!} \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j (t \Delta)^{r-1} \partial_1 (u_0^0 u_0^0) \right\|_\infty^q \right)^{1/q} \\
:= \sum_{\alpha, \beta = 1, 2} A_{211}^{\alpha \beta} + A_{212}. \tag{2.65}
\]

By Lemma 2.4,
\[
A_{212} \lesssim \eta^2 k^{1/q} 2^{-k}. \tag{2.66}
\]

So, it suffices to bound \( A_{211}^{\alpha \beta} \). We divide the estimates of \( A_{211}^{\alpha \beta} \) into the following three cases.

Case 1. \( \alpha = \beta = 1 \). From (2.29), (2.30) and (2.31), it follows that for \( j \in \mathbb{N}_k \),
\[
\Delta_j (u_1^0 u_1^0) = 2^{2k+1} (\Phi_j^+ \Phi_j^- + \Phi_j^- \Phi_j^+) + \Delta_j U_{52}, \tag{2.67}
\]
we see that
\[
A_{211}^{11} = t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial^3}{\Delta} (u_1^0 u_1^0) \right\|_\infty^q \right)^{1/q}
\]
\[ \leq 2\eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\partial^3}{\Delta} \Delta_j \left( \Phi_j^{++} \Phi_j^{+-} + \Phi_j^{-+} \Phi_j^{--} \right) \right\|_\infty^q \right)^{1/q} + 2\eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\partial^3}{\Delta} \Delta_j U_{52} \right\|_\infty^q \right)^{1/q} \]
\[ := B_1 + B_2. \quad (2.68) \]

Using the Bernstein’s multiplier estimate and (2.42),
\[ B_2 \lesssim \eta \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \partial_1 U_{52} \right\|_\infty^q \right)^{1/q} \lesssim \eta k 2^{-k}. \quad (2.69) \]

For the estimate of \( B_1 \), noticing that \( \text{supp} \left( \hat{\Phi}^{++}_j * \hat{\Phi}^{+-}_j \right) \subset B(a_j, 1) \), we have from the multiplier estimate,
\[ \left\| \Delta_j \frac{\partial^3}{\Delta} \left( \Phi_j^{++} \Phi_j^{+-} \right) \right\|_\infty \lesssim 2^j \left\| \mathcal{F}^{-1} \frac{\xi^2}{|\xi|^2} \psi(\xi - a_j) \right\|_1 \left\| \Phi_j^{++} \Phi_j^{+-} \right\|_\infty \]
\[ \lesssim 2^j \left\| \mathcal{F}^{-1} \frac{(\xi_1 + \varepsilon 2^j)^2}{|\xi + a_j|^2} \psi(\xi) \right\|_1. \quad (2.70) \]

Since the third coordinate of \( a_j \) is larger than \( 2^j / 2 \), we have from the Bernstein’s multiplier estimate that \( (j \geq k / 4 \gg -\log \varepsilon) \)
\[ \left\| \mathcal{F}^{-1} \frac{(\xi_1 + \varepsilon 2^j)^2}{|\xi + a_j|^2} \psi(\xi) \right\|_1 \lesssim \varepsilon^2. \quad (2.71) \]

Therefore,
\[ B_1 \lesssim \eta \varepsilon^2 k^{1/q}. \quad (2.72) \]

Summarizing (2.69) and (2.72), one has that
\[ A_{211}^{11} \lesssim \eta \varepsilon^2 k^{1/q}. \quad (2.73) \]

**Case 2.** \( \alpha = \beta = 2 \). We can rewrite \( u_2^0 \) as
\[ u_2^0 = -u_1^0 + \widetilde{u}_2^0, \quad \widetilde{u}_2^0 = 2^k \sum_{l \in \mathbb{N}_k} \mathcal{F}^{-1} \frac{\xi_2 - \xi_1}{\xi_2} \left( \Phi_1^+ (\xi) + \Phi_1^- (\xi) \right). \quad (2.74) \]

It follows that
\[ u_2^0 u_2^0 = u_1^0 u_2^0 + \widetilde{u}_2^0 \widetilde{u}_2^0 - 2u_1^0 \widetilde{u}_2^0 \quad (2.75) \]
and

\[
A_{211}^{22} \leq t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\partial_1 \partial_2^2}{\Delta} \left( u_1^0 u_2^0 \right) \right\|_{\infty}^q \right)^{1/q} \\
+ 2t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\partial_1 \partial_2^2}{\Delta} \left( u_1^0 u_2^0 \right) \right\|_{\infty}^q \right)^{1/q} \\
+ t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \frac{\partial_1 \partial_2^2}{\Delta} \left( u_1^0 u_2^0 \right) \right\|_{\infty}^q \right)^{1/q} := I + II + III. \tag{2.76}
\]

Applying the same way as in the estimate of \( B_1 \), one has that

\[ I \lesssim \eta \varepsilon^2 k^{1/q}. \tag{2.77} \]

By Bernstein’s multiplier estimate and Lemma 2.3, we have

\[ II \lesssim t \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta \partial_1 \left( u_1^0 u_2^0 \right) \right\|_{\infty}^q \right)^{1/q} \lesssim \eta \varepsilon k^{1/q} 2^{-k/2}. \tag{2.78} \]

The estimate of \( III \) is easier than that of \( II \) and we have

\[ III \lesssim \eta \varepsilon k^{1/q} 2^{-k}. \tag{2.79} \]

Collecting the estimates of (2.77), (2.78) and (2.79), we have

\[ A_{211}^{22} \leq \eta \varepsilon^2 k^{1/q}. \tag{2.80} \]

Case 3. \( \alpha = 1, \beta = 2 \). Similar to Case 2, we can show that \( A_{211}^{12} \) has the same bound as \( A_{211}^{22} \) and we omit the details of the proof.

Up to now, we have shown that

\[ \sum_{\alpha, \beta = 1, 2} A_{211}^{\alpha \beta} \leq \eta \varepsilon^2 k^{1/q}. \tag{2.81} \]

By (2.65), (2.66) and (2.81), we have

\[ A_{21} \leq \eta \varepsilon^2 k^{1/q}. \tag{2.82} \]

In view of (2.61), (2.63) and (2.82), we immediately have the result, as desired. \( \Box \)
Lemma 2.8 Let $1 \leq q \leq \infty$, $t = \varepsilon^{2^2 - 2k}$. Then
\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial^2 u_1}{\partial \delta^2} (0, t) \right\|_\infty^q \right)^{1/q} \gtrsim \varepsilon^3 k^{1/q}. \tag{2.83}
\]

Proof. In view of Lemma 2.6 we have $A_{12} \lesssim \varepsilon^4 k^{1/q}$. Using (2.20) and Lemma 2.5, we get $A_1 \geq (c\varepsilon^3 - C\varepsilon^4) k^{1/q}$. By Lemma 2.7 and (2.16), one has that for $t = \varepsilon^{2^2 - 2k}$,
\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial^2 u_1}{\partial \delta^2} (0, t) \right\|_\infty^q \right)^{1/q} \gtrsim (c\varepsilon^3 - 2C\varepsilon^4) k^{1/q}. \tag{2.84}
\]
We can choose $\varepsilon$ satisfying $100C\varepsilon \leq c/2$, the result follows. \qed

2.2 Estimates on higher order terms of $\delta$

Using Koch and Tataru’s global wellposedness result, we can show that the higher order terms on $\delta$ in Taylor’s expansion (1.3) in $\dot{B}^{-1}_{\infty, q}$ are much smaller than $\delta^2 \varepsilon^3 k^{1/q}$. This fact, together with Lemma 2.8 imply the inflation phenomena of the solution of NS in $\dot{B}^{-1}_{\infty, q}$. By induction we have for the solution $u(\delta, t)$ of NS,
\[
\frac{\partial^r u}{\partial \delta^r} (0, t) = \int_0^t e^{(t-\tau)\Delta} \mathbb{P} \text{div} \sum_{m=1}^{r-1} \left( \frac{r}{m} \right) \left( \frac{\partial^m u}{\partial \delta^m} (0, \tau) \otimes \frac{\partial^{r-m} u}{\partial \delta^{r-m}} (0, \tau) \right) d\tau. \tag{2.85}
\]

Let $X$ be defined in Theorem 1.1. Let us recall that Koch and Tataru [19], Iwabuchi and Nakamura [15] obtained the following estimates.
\[
\left\| \int_0^t e^{(t-\tau)\Delta} \mathbb{P} \text{div} (u(\tau) \otimes v(\tau)) d\tau \right\|_{Y} \lesssim \|u\|_X \|v\|_X, \tag{2.86}
\]
where $Y := X \cap L^{\infty}(0, \infty; BMO^{-1})$. Applying the integral equation, (2.86) and Theorem 1.1, we see that
\[
\|u(\delta, t) - \delta e^{t\Delta} u_0\|_Y \leq \left\| \int_0^t e^{(t-\tau)\Delta} \mathbb{P} \text{div} (u(\tau) \otimes u(\tau)) d\tau \right\|_Y \lesssim \|u\|^2_X \lesssim \delta^2. \tag{2.87}
\]
One sees that
\[
u(\delta, t) - \delta e^{t\Delta} u_0 - \frac{\delta^2}{2} \frac{\partial^2 u}{\partial \delta^2} (0, t) = \int_0^t e^{(t-\tau)\Delta} \mathbb{P} \text{div} (u(\tau) \otimes u(\tau) - \delta^2 e^{\tau\Delta} u_0 \otimes e^{\tau\Delta} u_0) d\tau. \tag{2.88}
\]

It follows from (2.86), (2.87), (2.88) and Theorem 1.1 that
\[
\left\| u(\delta, t) - \delta e^{t\Delta} u_0 - \frac{\delta^2}{2} \frac{\partial^2 u}{\partial \delta^2} (0, t) \right\|_Y \lesssim \|u\|_X \left\| u(\delta, t) - \delta e^{t\Delta} u_0 \right\|_X \lesssim \delta^3. \tag{2.89}
\]
Let us fix $t = \varepsilon 2^{-2k}$ and denote
\[ \tilde{u}(\delta, t) = \sum_{r=3}^{\infty} \frac{\delta^r}{r!} \partial^r u(0, t). \] (2.90)

By (1.8) we see that there exist $\delta_0 > 0$, such that for any $0 < \delta \leq \delta_0$,
\[ u(\delta, t) = \delta e^{t \Delta} u_0 + \frac{\delta^2}{2} \frac{\partial^2 u}{\partial \delta^2}(0, t) + \tilde{u}(\delta, t) \text{ in } Y. \] (2.91)

By (2.89), one sees that for $\delta \leq \delta_0$,
\[ \| \tilde{u}(\delta, t) \|_Y \lesssim \delta^3. \] (2.92)

This implies that for any $\delta \leq \min\{\delta_0, \varepsilon^4\}$,
\[ \| \tilde{u}(\delta, t) \|_{B^{-1}_{\infty, \infty}} \leq C\delta^2 \varepsilon^4, \ \forall t > 0. \] (2.93)

Applying this fact, we can prove Theorem 1.2.

2.3 Proof of Theorem 1.2: $n \geq 3$.

Let $0 < \varepsilon \ll 1$ be as in Lemma 2.8, $t = \varepsilon 2^{-2k}$ and $\delta \leq \min\{\delta_0, \varepsilon^4\}$ be the same one as in (2.93). Using (2.91), we have
\[ \| u_1(\delta, t) \|_{B^{-1}_{\infty, 1}} = \left( \sum_{j \in \mathbb{N}_k} 2^{-j q} \| \Delta_j u_1(\delta, t) \|_{\infty}^q \right)^{1/q} \]
\[ \geq \frac{\delta^2}{2} \left( \sum_{j \in \mathbb{N}_k} 2^{-j q} \| \Delta_j \frac{\partial^2 u_1}{\partial \delta^2}(0, t) \|_{\infty}^q \right)^{1/q} \]
\[ - \delta \| e^{t \Delta} u_0 \|_{B^{-1}_{\infty, q}} - \left( \sum_{j \in \mathbb{N}_k} 2^{-j q} \| \Delta_j \tilde{u}_1(\delta, t) \|_{\infty}^q \right)^{1/q}. \] (2.94)

Applying (2.93) and noticing that $\mathbb{N}_k$ has at most $k$ many indices, we have
\[ \left( \sum_{j \in \mathbb{N}_k} 2^{-j q} \| \Delta_j \tilde{u}_1(\delta, t) \|_{\infty}^q \right)^{1/q} \leq \delta \| e^{t \Delta} u_0 \|_{B^{-1}_{\infty, q}} \leq C k^{1/q} \delta^2 \varepsilon^4. \] (2.95)

Obviously, we have
\[ \| e^{t \Delta} u_0 \|_{B^{-1}_{\infty, q}} \leq C. \] (2.96)
By Lemma 2.8, (2.94), (2.95) and (2.96), we have
\[ \|u_1(\delta, t)\|_{B^{-1}_{\infty,1}} \geq C\delta^2 \varepsilon^3 k^{1/q} - C\delta^2 \varepsilon^4 k^{1/q}. \] (2.97)
Recalling that \(\varepsilon\) has been chosen as in (2.84), we immediately have for \(k \gg \varepsilon^{-3q}\delta^{-q}\),
\[ \|u_1(\delta, t)\|_{B^{-1}_{\infty,1}} \gtrsim \varepsilon^3 \delta^2 k^{1/q}. \] (2.98)
This finishes the proof of Theorem 1.2 in the case \(n \geq 3\). \(\square\)

3 Proof of Theorem 1.2, \(n = 2\)

Noticing that in Section 2 one needs the third coordinates of \(a_l, b_l\) are not zero, the proof of higher dimensional cases cannot be straightly applied to the 2D case. However, the nonlinearity in 2D case is simpler than that of higher dimensions. We now sketch the proof in 2D case. We write
\[ \partial_t u_j - \Delta u_j + B_j(u, u) = 0, \quad j = 1, 2, \] (3.1)
where
\[ B_1(u, u) := \sum_{i=1}^2 \partial_i(u_i u_1) - \partial_1 \Delta^{-1} \sum_{l,m=1}^2 \partial_l \partial_m(u_l u_m) \]
\[ = \Delta^{-1}(\partial_1^2 - \partial_2^2)\partial_2(u_1 u_1) + \partial_2(u_1(u_1 + u_2)) + \Delta^{-1}\partial_2^2 \partial_1((u_1)^2 - (u_2)^2) \]
\[ - 2\Delta^{-1}\partial_1^2 \partial_2(u_1(u_1 + u_2)). \] (3.2)
and \(B_2(u, u)\) is similar. We have from (2.1) that
\[ \frac{\partial^2 u_1}{\partial \delta^2} \bigg|_{\delta=0} = \int_0^t e^{(t-\tau)\Delta} B_1(e^{\tau \Delta} u_0, e^{\tau \Delta} u_0) d\tau. \] (3.3)
Let \(0 < \varepsilon \ll 1, k\) and \(N_k\) be the same ones as in the cases \(n \geq 3\). Put
\[ c_k = (\sqrt{2}/2, \sqrt{2}/2)2^k, \quad a_l = (\varepsilon, \sqrt{1-\varepsilon^2})2^l, \quad b_l = a_l/2 \] (3.4)
and let \(u_1^0\) and \(u_2^0\) be the same ones as (2.5). Similarly as in (2.12), we have
\[ \|u_1^0 + u_2^0\|_{\infty} \lesssim 2^{k/2}. \] (3.5)
Let us estimate
\[ \left( \sum_{j \in \mathbb{N}_k} 2^{-jq} \left\| \Delta_j \frac{\partial^2 u_1}{\partial \delta^2} \right\|_{\infty} \right)^{1/q}. \] (3.6)
Let \( t = \eta 2^{-2k} \). Denote
\[
\tilde{R}(t, u_0) = \frac{\partial^2 u_1}{\partial \delta^2} \bigg|_{\delta=0} - \int_0^t e^{(t-\tau)\Delta} B_1(u_0, u_0) d\tau
= \int_0^t e^{(t-\tau)\Delta} (B_1(e^{\tau\Delta} u_0, e^{\tau\Delta} u_0) - B_1(u_0, u_0)) d\tau.
\] (3.7)

Similarly as in [2.52], every term in \( \tilde{R}(t, u_0) \) contains \( (e^{\tau\Delta} - 1) \), using the same way as in Lemma 2.6 we have for \( t = \eta 2^{-2k} \),
\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-j} \left\| \Delta_j \tilde{R}(t, u_0) \right\|_{\infty}^q \right)^{1/q} \lesssim \eta^2 k^{1/q}.
\] (3.8)

We can write
\[
\int_0^t e^{(t-\tau)\Delta} B_1(u_0, u_0) d\tau = \Delta^{-1}(e^{t\Delta} - 1) B_1(u_0, u_0)
\]
\[
= t \sum_{r \geq 1} \frac{(t\Delta)^{-r}}{r!} \Delta^{-1}(\partial_1^2 - \partial_2^2) \partial_2 (u_1^0 u_1^0) + \tilde{Q}(t, u_0).
\] (3.9)

Since every term in \( \tilde{Q}(t, u_0) \) contains \( u_1^0 + u_2^0 \), by (3.5) we can repeat the procedures as in Section 2 to obtain that
\[
\left( \sum_{j \in \mathbb{N}_k} 2^{-j} \left\| \Delta_j \tilde{Q}(t, u_0) \right\|_{\infty}^q \right)^{1/q} \lesssim \eta k^{1/q} 2^{-k/2}.
\] (3.10)

In the series \( \sum_{r \geq 1} \frac{(t\Delta)^{-r}}{r!} \Delta^{-1}(\partial_1^2 - \partial_2^2) \partial_2 (u_1^0 u_1^0) \), the first term \( \Delta^{-1}(\partial_1^2 - \partial_2^2) \partial_2 (u_1^0 u_1^0) = -\partial_2 (u_1^0 u_1^0) + 20\partial_1 \partial_2 (u_1^0 u_1^0) \) contributes the main part and using the same way as Lemma 2.2 we have
\[
t \left( \sum_{j \in \mathbb{N}_k} 2^{-j} \left\| \Delta_j \partial_2 (u_1^0 u_1^0) \right\|_{\infty}^q \right)^{1/q} \gtrsim \eta k^{1/q}.
\] (3.11)

Moreover, taking notice of the definition of \( a_l \) and \( b_l \), one can repeat the procedures as in Lemma 2.7 Case 1 to obtain that
\[
t \left( \sum_{j \in \mathbb{N}_k} 2^{-j} \left\| \Delta_j \partial_1 \partial_2 (u_1^0 u_1^0) \right\|_{\infty}^q \right)^{1/q} \lesssim \eta^2 k^{1/q}.
\] (3.12)

Similar to Lemma 2.4 we have
\[
t \sum_{r \geq 2} \frac{1}{r!} \left( \sum_{j \in \mathbb{N}_k} 2^{-j} \left\| (t\Delta)^{-r-1} \Delta_j \partial_2 (u_1^0 u_1^0) \right\|_{\infty}^q \right)^{1/q} \lesssim \eta k^{1/q} 2^{-k}.
\] (3.13)
Collecting the above estimates, we obtain that
\[
\left( \sum_{j \in \mathbb{N}} 2^{-jq} \left\| \sum_{\delta = 0}^q \frac{\partial^2 u_1}{\partial \delta^2} \right\|_{\infty} \right)^{1/q} \gtrsim \eta k^{1/q}.
\]
Recall that the estimates of higher order iterations in Section 2.2 also hold for 2 dimensional case. So, the left part of the proof of Theorem 1.2 in 2D case proceeds in the same way as that of higher dimensional cases. The details of the proof are omitted.

4 Other critical spaces

Even though NS is instable in the critical Besov spaces \( \dot{B}^{-1}_{\infty,1} \), we still have some global well-posedness results in the subspaces of \( \dot{B}^{-1}_{\infty,1} \). Recall that Iwabuchi \[15\] (cf. also \[14, 28\]) considered the well-posedness of NS in modulation spaces, particularly in \( M^{-1}_{\infty,1} \) for which the norm is defined as follows. Let \( \sigma \) be a smooth cut-off function with \( \text{supp} \ \sigma \subset [-3/4, 3/4]^n \), \( \sigma_k = \sigma(\cdot - k) \) and \( \sum_{k \in \mathbb{Z}^n} \sigma_k = 1 \). Denote \( \Box_k = \mathcal{F}^{-1} \sigma_k \mathcal{F} \), \( k \in \mathbb{Z}^n \). Put
\[
\| f \|_{M^{-1}_{\infty,1}} = \sum_{k \in \mathbb{Z}^n} (1 + |k|^2)^{-1/2} \| \Box_k f \|_{\infty}.
\]
Modulation spaces was introduced by Feichtinger \[10\] (see also Gröchenig \[13\], here we adopt an equivalent norm; cf. \[25\]). Lei and Lin \[20\] considered the the global existence and uniqueness of 3D NS in the space \( \mathcal{X}^{-1} \) for which the norm is defined by
\[
\| f \|_{\mathcal{X}^{-1}} = \int_{\mathbb{R}^n} |\xi|^{-1} |\hat{f}(\xi)| d\xi.
\]

**Proposition 4.1** We have the following inclusions
\[
\mathcal{X}^{-1} \subset M^{-1}_{\infty,1} \subset B^{-1}_{\infty,1},
\]
where \( B^{-1}_{\infty,1} = L^p + \dot{B}^{-1}_{\infty,1} \).

**Proof.** For the proof of the sharp embedding \( M^{-1}_{\infty,1} \subset B^{-1}_{\infty,1} \), one can referee to \[23\], \[22\], \[26\]. For any \( f \in \mathcal{X}^{-1} \), by Young’s inequality,
\[
\| f \|_{M^{-1}_{\infty,1}} \lesssim \sum_{k \in \mathbb{Z}^n} \langle k \rangle^{-1} \| \sigma_k \hat{f} \|_1
\]
Let us observe the initial data $u_1^0$, we easily see that $\|u_1^0\|_{M^{-1}_{\infty,1}} \sim \|u_1^0\|_{\mathcal{X}^{-1}} \sim k$, $\|u_1^0\|_{\dot{B}_{\infty,1}^{-1}} \sim 1$. One sees that $M_{\infty,1}^{-1}$ and $\mathcal{X}^{-1}$ are quite similar in the higher frequency part on which the norms of $u_1^0$ are far away from $B_{\infty,1}^{-1}$ or $\dot{B}_{\infty,1}^{-1}$.

Finally, let us observe the initial data $u_0^0$ and the solution $u$ in critical Triebel-Lizorkin’s spaces $\dot{F}_{\infty,q}^{-1}$ with $1 < q < \infty$. Let us recall that $\dot{F}_{\infty,q}^{-1}$ is defined by (cf. [24])

$$
\dot{F}_{\infty,q}^{-1} = \left\{ f \in \mathcal{D}'(\mathbb{R}^n) : \exists \{f_j\}_{j \in \mathbb{Z}} \text{ such that } f = \sum_{j \in \mathbb{Z}} \triangle_j f_j \right. \\
\left. \text{ in } \mathcal{D}'(\mathbb{R}^n) \text{ and } \|\{2^{-j} f_j\}\|_{\ell_\infty} < \infty \right\} \tag{4.5}
$$

for which the norm is

$$
\|f\|_{\dot{F}_{\infty,q}^{-1}} = \inf \|\{2^{-j} f_j\}\|_{\ell_\infty}, \tag{4.6}
$$

where the infimum is taken over all of the possible expressions in (4.5).

Due to the embedding $\dot{F}_{1,q'}^{-1} \subset B_{1,q'}^{-1}$, we immediately have from the duality that $\dot{B}_{\infty,q}^{-1} \subset \dot{F}_{\infty,q}^{-1}$. Considering the initial data $u_0$ defined in (2.5), we have

$$
\|u_0\|_{\dot{F}_{\infty,q}^{-1}} \lesssim \|u_0\|_{\dot{B}_{\infty,q}^{-1}} \lesssim 1, \quad \forall q > 1. \tag{4.7}
$$

According to Koch and Tataru’s result, NS has a unique small global solution in $BMO^{-1} = \dot{F}_{\infty,2}^{-1}$. One may ask how does the solution vanish in $BMO^{-1}$ when $\delta \to 0$? Now we outline the essential difference between $BMO^{-1}$ and $\dot{B}_{\infty,2}^{-1}$ for NS with initial data as in (2.5). By Lemma 2.2 we see that $(\partial_1 - \partial_2)(u_1^0 u_1^0)$ contributes the main part in critical Besov space $\dot{B}_{\infty,q}^{-1}$ which grows like $O(k^{1/q})$. However, we can show it is very small in $\dot{F}_{\infty,q}^{-1}$ and we have

$$
t\|\,(\partial_1 - \partial_2)(u_1^0 u_1^0)\|_{\dot{F}_{\infty,q}^{-1}} \lesssim \varepsilon, \quad t \leq 2^{-2k}. \tag{4.8}
$$
Taking $\tilde{\Delta}_j = \triangle_{j-1} + \triangle_j + \triangle_{j+1}$, we see that $f = \sum_j \triangle_j (\tilde{\Delta}_j f)$ and

$$t\| (\partial_1 - \partial_2) (u_1^0 u_1^0) \| \tilde{F}_\infty^{-1,q} \leq \varepsilon t \left\| \sum_j |\tilde{\Delta}_j (u_1^0 u_1^0)| \right\|_{\infty} + t \left\| \sum_j |2^{-j} \tilde{\Delta}_j (\partial_1 - \partial_2 - \varepsilon 2^j) (u_1^0 u_1^0)| \right\|_{\infty}. \quad (4.9)$$

In view of (2.31), we see that

$$\sum_j |\tilde{\Delta}_j (u_1^0 u_1^0)| = 2^{2k+1} \sum_j |\Phi_j^+ \Phi_j^-| + ... \lesssim 2^{2k+1} \sum_j |\varepsilon (\cdot + a_j)|^2 + ... \lesssim 2^k,$$

which implies that the first term in (4.9) is less than $\varepsilon$ as $t \leq 2^{-2k}$, however, it is $O(k^{1/q})$ in critical Besov space $\dot{B}_{\infty,q}^{-1}$. The second term in (4.9) is a remainder term which is exponentially small like $2^{-ck}$. Hence, we have (4.8). Roughly speaking, for the solution $u$ considered in this paper, the velocities localized in different frequencies, say $\triangle_j u$ and $\triangle_m u$ ($m \neq j$) have concentrations in different physical regions which are far away from each other, so their superpositions in physical spaces have no inflation phenomena, this is why $u$ is small in $BMO^{-1}$.
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