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Abstract
Beginning with the pioneering work of Regge and Wheeler (1957 Phys. Rev. 108 1063), there have been many studies of perturbations away from the Schwarzschild spacetime background. In particular several authors Moncrief (1974 Ann. Phys. 88 323), Sachs (1964 Relativity, Groups and Topology (New York: Gordon and Breach)) and Brizuela et al (2007 Phys. Rev. D 76 024004) have investigated gauge invariant quantities of the Regge–Wheeler (RW) formalism. Steven Detweiler also investigated perturbations of Schwarzschild in his own formalism, introducing his own gauge choice which he denoted the ‘easy (EZ) gauge’, and which he was in the process of adapting for use in the second-order self-force problem. We present here a compilation of some of his working results, arising from notes for which there seems to have been no manuscript in preparation. In particular, we outline Detweiler’s formalism, list the gauge invariant quantities he used, and explain the process by which he found them.
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1. Introduction

The gravitational self-force problem has probably lead to one of the most intensive, long term, programs making use of black hole perturbation theory, possibly even surpassing in scale the application of quantum fields in curved (non-cosmological) spacetimes. As such, it has lead to a number of computational (both numerical and analytical) refinements derived for efficiency and effectiveness. In this paper we identify and catalogue an extended set of gauge invariant perturbations of the Schwarzschild geometry suitable for use in any perturbative analysis. This list is based on notes originally developed by Detweiler (September 4th, 1947 to February 8th, 2016), and represents a core for the inner working of papers he has published on the self-force
problem over the last fifteen years. Those rudimentary notes have been subsequently developed and extended here for publication, and we hope they will be of particular benefit to the wider self-force community.

The outline of the paper is as follows. In section 2 we give a very brief introduction to the foundations of perturbation theory and its relationship to gauge freedom. In section 3 we indicate how the notion of gauge invariance has been thought about and explored, and how the work we describe below can be viewed as fitting into that framework. We are mindful of the fact that this may not represent the way Steven Detweiler might have talked or written about the topic, but we hope it provides a bridge between the formal and the very practical. The beginning of Detweiler’s personal approach is laid out in section 4, starting with his tensor basis. In section 5 we introduce the specific internal, A–K notation that Detweiler used and, for ease of translation into something more familiar, we relate his notation, in both the even- and odd-parity sectors, to that of Regge and Wheeler [1]. Following that, in section 6, we introduce Detweiler’s characterization of a gauge vector, and explicitly give the vector required to go from any arbitrary gauge to either the Regge–Wheeler (RW) or Detweiler’s own easy (EZ) gauge. In section 7 we briefly outline Detweiler’s method. We then derive his six fundamental gauge invariants (for \( \ell \geq 2 \)), four of even-parity and two of odd-parity, and list an additional one in each sector that can be related to the others. In section 8 we show how the full metric can be reconstructed from components of the Einstein tensor (effectively, source components of the Stress-Energy tensor) for the case \( \ell \geq 2 \), using the EZ gauge as an example.

In section 9, we apply Detweiler’s method to investigate gauge invariants for \( \ell = 0 \) and 1. We pay particular attention to the special cases of \( \ell = 0 \) and \( \ell = 1 \), since these play an important role, especially for self-force regularization to be carried out correctly. Using the example of a point particle in circular orbit, in section 10 we also show how to completely solve for the \( \ell = 0 \) and 1 metric components and determine the global changes in mass and angular momentum of the system, and sketch an outline of the solution method for \( \ell \geq 2 \). We conclude with a brief discussion (section 11), followed by three appendices, which respectively (i) fully relate A–K to the Regge–Wheeler variables by integration over the two-sphere (appendix A), (ii) express the Einstein tensor components in terms of A–K (appendix B), and (iii) express the Einstein tensor components solely in terms of Detweiler’s gauge invariants.

Throughout this manuscript we choose to use Schwarzschild coordinates \((t, r, \theta, \phi)\) on the background spacetime and work in geometrized units \(c = G = 1\). Lower case latin indices are used as spacetime indices and run from 0 to 3. The background metric is labeled by \(g_{ab}\) with signature \((- , +, +, +)\) and is used to raise and lower spacetime indices.

2. Perturbation theory and gauge freedom

Exact solutions to the Einstein equations of General Relativity are few in number. Thus, the direction of much progress has been in considering small perturbations of known solutions. In perturbation theory we start with an exact solution \((M_0, g_0)\) and search for a new solution \((M, g)\). The characterizing quality that makes \((M_0, g_0)\) an ‘exact solution’ is the fact that we have in hand an atlas of coordinate charts (e.g. Schwarzschild coordinates for the Schwarzschild solution) which give us some idea of how various quantities behave on the manifold \(M_0\). What we would like to do is use these same coordinates on the physical manifold \(M\). These coordinate charts currently only map from (subsets of) \(\mathbb{R}^4\) to \(M_0\) and we would like to map them to \(M\) as well. We can accomplish this with a map \(\phi: M_0 \to M\). Since we may wish to extend a number of smoothly related coordinates, it is natural to demand that \(\phi\) also be a smooth map. Finally, we wish every point in \(M\) to have a coordinate labeling, but that no
two points have the same coordinates. Thus we wish for \( \phi \) to be a bijection. A smooth bijection between manifolds is called a \textit{diffeomorphism}. Given a coordinate system on the background manifold \( M_0 \), a diffeomorphism assigns the same coordinate values smoothly among the points of the physical manifold \( M \). In situations where we expect the physical spacetime \((M, g)\) to differ only slightly from the background spacetime \((M_0, g_0)\), \( \phi \) simply tells us which points are to be considered ‘the same point’. A diffeomorphism allows us to compare tensors at different points with the same coordinate values. For example,

\[
h_\phi := \phi^* g - g_0,
\]

is a tensor field on \( M_0 \) colloquially known as the perturbation of the metric. The subscript \( \phi \) is used to emphasize that the value of \( h \) depends on the particular map used. The symbol \( \phi^* \) is the pullback and denotes that the components of \( g \) are transformed to the coordinates induced by \( \phi \) in the usual way. Note that the pullback \( \phi^* g \) is also dependent on \( \phi \).

There is no universally preferred mapping \( \phi \) between any two manifolds and the value of any tensor or tensor perturbation depends in general on the particular correspondence between \( M_0 \) and \( M \). Since we have considerable freedom to choose the mapping without changing the physical situation, it is appropriate to call a choice of \( \phi \) a \textit{gauge} choice. Since a choice of \( \phi \) causes a corresponding change in the perturbation in equation (2.1) it is acceptable, and often more practical, to associate a given perturbation \( h_\phi \) with a gauge choice. We have the ability to choose any gauge so long as all equations are written in terms of physical quantities that do not depend on the choice of gauge. This constitutes what is known as the \textit{gauge freedom of perturbation theory}. The gauge independent physical quantities are known as \textit{gauge invariants}.

3. \textbf{Gauge invariance}

Let us now work in the perturbative sense in which \((M_0, g_0)\) and \((M, g)\) differ only slightly so that equation (2.1) is small everywhere for at least one gauge \( \phi \). Of course there is no guarantee that equation (2.1) will remain small in a different gauge \( \psi \), for \( \psi^{-1} \) could map to a point where \( g_0 \) is very different. The fact that different gauges reference different points of the background manifold is formally expressed by

\[
\chi : M_0 \to M_0, \\
\chi = \psi^{-1} \circ \phi. 
\]

(3.1)

Note that \( \chi \) is a diffeomorphism from the background manifold to itself, and that \( \phi \circ \chi^{-1} = \psi \). The diffeomorphism \( \chi \) can then be used to change from one gauge to another. From equation (2.1) there will be a corresponding change in the perturbation:

\[
h_\psi = \psi^* g - g_0 = \chi^* \phi^* g - g_0.
\]

(3.2)

Equations (2.1) and (3.2) must be compared at the same point. This is achieved by applying the pushforward \( \chi_* \) to \( h_\phi \), which results in

\[
\Delta h_\chi \equiv h_\psi - \chi_\phi = \chi^* g_0 - g_0.
\]

(3.3)

an expression that depends only on \( \chi \) and the background metric. Equation (3.3) formally expresses how the perturbation on the background spacetime changes due to a gauge transformation. We would like to examine when this change is small, so that the perturbation remains small. Since \( g_0 \) is a smooth tensor field, the right side of equation (3.3) will be small when \( \chi \) maps to an infinitesimally close point. Infinitesimal diffeomorphisms are generated by vector fields. Suppose \( \chi \) is an infinitesimal diffeomorphism generated by a vector field \( \xi^a \). The
change of any tensor field under an infinitesimal pushforward $\chi_*$ is the Lie derivative of that tensor field with respect to $\xi^a$. In particular the change of the perturbation in equation (3.3) will be

$$\Delta h_{\chi} = \mathcal{L}_{\xi} g_0 = \nabla_a \xi_b + \nabla_b \xi_a.$$ (3.4)

where $\xi$ is called a gauge vector. Since this expression is not zero for an arbitrary vector field, the components of $h_{ab}$ vary under a choice of gauge. Since we expect that any interesting physical quantity is not dependent on a choice of gauge, our goal is to find quantities which remain the same under such transformations. This is the notion of gauge invariance which we now explore.

At first it may be tempting to think of gauge invariant quantities as generic tensor fields $T$ on $M$ such that $\phi^* T$ is the same for all gauges $\phi$. While this seems to be a very natural definition of a gauge invariant quantity, careful analysis reveals some issues with it [3, 6]. Firstly, it is far too restrictive on the quantities $T$, which must be either vanishing tensors or constant scalar fields [3]. Secondly, the quantity $\phi^* T$ is a tensor field on the background $M_0$. If we want gauge invariants to be the interesting, measurable physical quantities in our theory, then we care about their values in the physical spacetime $M$. Whether or not their value in the abstract background is independent of gauge is of no concern. Furthermore, in perturbation theory, the quantities of interest are formed out of perturbations of tensor fields, rather than the tensor fields themselves. The gauge invariance of perturbations was first examined by Stewart and Walker [4] who found that the perturbation $\Delta T$ of a quantity $T$ (both on the physical manifold) is gauge invariant if the value of the quantity itself is zero on the background, $T_0 = 0$.

Let us now restrict our discussion of gauge invariance to perturbations of the metric tensor. From the definition of a gauge and equation (2.1), it is evident that we must always be working in some gauge when talking about $h_{ab}$. Given an arbitrary choice of gauge, the metric perturbation $h_{ab}$ is not likely to have any desirable properties. There exist a handful gauge choices in which $h_{ab}$ does exhibit simple properties. Examples include the RW gauge which sets four components of $h_{ab}$ to zero and Detweiler’s EZ gauge which puts a slightly different set of components to zero (see section 6.2). To find gauge invariants, the idea is to start in an arbitrary gauge $\psi$ and show the existence of the corresponding gauge vector $\xi$ which transforms the tensor perturbation to one of these useful gauges according to equation (3.4). In particular the freedom in the arbitrary gauge vector must be used entirely to set the desired components of the metric (and only them) to their restricted values.

Historically, this method of computing gauge invariants was employed by Bardeen [7] and others. The examples in the body of this paper proceed slightly more generally. The left hand side of equation (3.4) is evaluated under the transformation from an arbitrary gauge to another arbitrary gauge. The equation will then express how the components of the metric perturbation change in terms of an arbitrary gauge vector. In general none of the components of $h_{ab}$ will be found to remain constant under a gauge transformation (see equation (3.4)), but some combination of them might.

Several authors have previously analyzed the issue of gauge invariant quantities. Moncrief [2] analyzes perturbations of variables from a variational principle that is independent of gauge. Gerlach and Sengupta [13] use a 2 + 2 split of spacetime to find gauge invariant quantities closely related to those in the RW gauge. Anderson et al [25] find gauge invariant quantities related to time derivatives of the extrinsic curvature of spacelike hypersurfaces in the Schwarzschild geometry. Jezierski [26] introduces gauge invariant metric combinations similar to Gerlach and Sengupta, however without the use of a multipole decomposition, and associates these gauge invariants with the energy and angular momentum of gravitational waves. Gleiser et al [27] give a systematic review of gauge transformations mainly focused on
the RW and Zerilli results. They show that the RW variables (the remaining nonzero metric components in the RW gauge) are indeed gauge invariant. Finally, Martel and Poisson [9] present a covariant formulation of the RW gauge invariants. The analysis in this paper follows in a similar fashion to that of Regge and Wheeler, however we will also focus specifically on the low-multipole sectors, and discuss the existence of gauge invariant quantities therein. In the rest of the manuscript we present an application of the ideas discussed above to find gauge invariant quantities of the perturbed Schwarzschild spacetime.

4. Orthogonal tensor basis

The practical application of the approach we outline begins by establishing a basis, which is used to decompose tensor fields on the background metric. We choose our basis to be orthogonal, and utilize the spherical symmetry of the Schwarzschild spacetime to construct our basis out of scalar spherical harmonics and pure-spin vector and tensor harmonics.

To begin, two unnormalized, constant and orthogonal co-vector fields \( v \) and \( n \) are defined, with components in Schwarzschild coordinates of,

\[
v_a = (-1, 0, 0, 0), \quad n_a = (0, 1, 0, 0),
\]

along with the projection operator onto the 2-sphere,

\[
s_{ab} \equiv g_{0}^{0} - \left( 1 - \frac{2M}{r} \right)^{-1} n_an_b + \left( 1 - \frac{2M}{r} \right) v_av_b = r^2 \text{diag}(0, 0, 1, \sin^2 \theta),
\]

and the spatial Levi-Civita tensor,

\[
\epsilon_{abc} \equiv \Gamma_{dabc}, \quad \epsilon_{\theta \phi \theta} = r^2 \sin \theta.
\]

The pure-spin vector harmonics used by Detweiler are adapted from Thorne [8] but with a different normalization:

\[
Y_E^a_{\ell m} = r \nabla_a Y_{\ell m}, \quad Y_B^a_{\ell m} = r \epsilon_{ab} \nabla_c Y_{\ell m}, \quad Y_R^a_{\ell m} = n_a Y_{\ell m},
\]

with \( Y_{\ell m} = Y_{\ell m}(\theta, \phi) \) being the scalar spherical harmonic,

\[
\int Y_{\ell m}^* (Y_{\ell' m'})^* \ d\Omega = \delta_{\ell\ell'} \delta_{mm'}.
\]

Here, the integration is performed over the 2-sphere, \( d\Omega = \sin \theta d\theta d\phi \), and an asterisk denotes complex conjugation. The vector harmonics above are mutually orthogonal and the integration will appear as

\[
\int Y_{a}^A_{\ell m} (Y_{A'}^a_{\ell' m'})^* \ d\Omega = N(A, r, \ell) \delta_{AA'} \delta_{\ell\ell'} \delta_{mm'},
\]

where \( \{A, A'\} \in \{E, B, R\} \) and \( N(A, r, \ell) \) is the specific normalization factor of the vector harmonic \( Y_{A, \ell m}^a \). Once a pure-spin vector harmonic basis is chosen, the natural progression is to also work with the pure-spin tensor harmonics from Thorne [8], here again with a different normalization:

\[
T_{ab}^{E, \ell m} = \sigma_{ab} Y_{\ell m}, \quad T_{ab}^{E, \ell m} = r \epsilon_{[a} \sigma_{b]} d^\ell \nabla_a Y_{\ell m},
\]

\[
T_{ab}^{E, \ell m} = n_a n_b Y_{\ell m}, \quad T_{ab}^{E, \ell m} = r^2 (\sigma_a \sigma_b - \frac{1}{2} \sigma_{ab} d^\ell \nabla_d Y_{\ell m}),
\]

\[
T_{ab}^{E, \ell m} = r \epsilon_{(a} \sigma_{b)} d^\ell \nabla_a Y_{\ell m}, \quad T_{ab}^{E, \ell m} = r^2 \epsilon_{[a} \sigma_{b]} d^\ell \nabla_a Y_{\ell m}.
\]
As with the vector harmonics, these tensor harmonics are mutually orthogonal,
\[
\oint T_{ab}^{A,\ell m} (T_{A',\ell' m'}^{ab})^* d\Omega = N(A, r, \ell) \delta_{AA'} \delta_{\ell\ell'} \delta_{mm'},
\]
where \(A\) and \(A'\) are understood to come from the set of tensor harmonics and \(N(A, r, \ell)\) is the associated tensor harmonic normalization of \(T_{A,\ell m}^{ab}\). These normalization functions \(N\) are detailed in appendix A, which outlines a generic decomposition of a tensor field \(h_{ab}\). A complete tensor basis may finally be constructed by symmetrizing \(v_a\) with the various vector harmonics, as seen in equation (5.5).

The vector and tensor harmonics above that are purely tangent to the 2-sphere agree with the harmonics introduced by Martel and Poisson [9]. A similar basis was introduced for self-force calculations in the Lorenz gauge by Barack and Lousto [10]. We refer to appendix A of Wardell and Warburton [11] for an extensive summary of the Lorenz gauge conventions.

5. A–K notation

In perturbation theory, one writes the components of the physical metric \(g_{ab}\) as an expansion off of the background metric \(g_{ab}^0\) in terms of the tensor field given in equation (2.1), which to linear order takes the form,
\[
g_{ab} = g_{ab}^0 + h_{ab}.
\]
Both the physical metric and the background metric are solutions to the Einstein field equations (EFEs),
\[
G_{ab}(g) = 8\pi T_{ab},
\]
and we may expand the field equations in powers of the metric perturbation \(h_{ab}\),
\[
G_{ab}(g^0 + h) = G_{ab}(g^0) - \frac{1}{2} E_{ab}(h) + O(h^2),
\]
with,
\[
E_{ab}(h) = \nabla^c \nabla_c h_{ab} + \nabla_a \nabla_b h^c_c - 2 \nabla_{(a} \nabla^c h_{b)c} + 2 R_{a b}^{c d} h_{cd} + g_{ab}^0 (\nabla^c \nabla_d h_{cd} - \nabla^c \nabla_c h_{d}^d),
\]
where the covariant derivative operator is compatible with the background metric and \(R_{abcd}\) is the background curvature tensor. The operator \(E_{ab}\) is called the linearized Einstein operator. We assume for this paper that the background metric is a solution to the vacuum EFEs (in particular, the Schwarzschild metric); as such, any perturbing matter present in the physical spacetime generates a stress-energy source for the linearized Einstein operator,
\[
E_{ab}(h) = -16\pi T_{ab},
\]
and one identifies that the tensor perturbation \(h_{ab}\) is the solution to this system of ten coupled, linear partial differential equations.

In his work, Detweiler introduced a convenient decomposition of the harmonic modes of the metric perturbation, utilizing a set of ten scalar functions and the tensor harmonic basis outlined in section 4:
\[
h_{ab}^{\ell m} = A_{a b} v_a v_b Y_{\ell m}^{E} + 2B_{a b} v_a Y_{\ell m}^{R} + 2C_{a b} v_a Y_{\ell m}^{E} + 2D_{a b} v_a Y_{\ell m}^{E} + E_{a b} T_{a b}^{T_{0,\ell m}} + F_{a b} T_{a b}^{T_{2,\ell m}} + G_{a b} T_{a b}^{D_{2,\ell m}} + 2H_{a b} T_{a b}^{D_{1,\ell m}} + 2J_{a b} T_{a b}^{D_{1,\ell m}} + K_{a b} T_{a b}^{D_{0,\ell m}}.
\]
Here, all coefficients $A$ through $K$ are scalar functions of $(t, r)$, with the explicit functional dependence and harmonic indices suppressed for simplicity. We say that the metric perturbation above is written in ‘A–K notation’. Note that the the letter ‘I’ is skipped in this decomposition to avoid confusion with the imaginary unit $i \equiv \sqrt{-1}$.

Such a decomposition into scalar functions is certainly not new to the field of perturbation theory; one standard convention was introduced by Regge and Wheeler (RW) [1] (see comparisons below in sections 5.1 and 5.2). While the RW decomposition has become ubiquitous to the study of perturbations in the RW gauge (detailed in section 6.1), its notation choices can introduce unnecessary confusion when discussing certain components of the metric perturbation. For instance, the $h_{t\theta}$ component of the metric perturbation is proportional to the scalar function $h_0$ for both even- and odd-parity, and is not to be confused with the scalar function $H_0$, which represents the component $h_{tt}$. While the notation may be clear in writing, confusion arises regularly in spoken discussion. The authors understand that while any choice of naming convention, such as the choice made by RW or the A–K notation above, is entirely arbitrary, Detweiler opted for clarity over compactness in choosing the A–K variables.

To ease those comfortable with the conventions of RW into the A–K notation, we find the correspondence between each A–K variable and its associated RW scalar function below.

Writing the metric perturbation, equation (5.5), in a matrix form and expanding the tensor harmonics allows for a simple comparison with RW’s conventions, their equations (12) and (13).

5.1. Even-parity

The even-parity pieces of the metric perturbation with $\ell \geq 2$ expand to:

$$h^\text{even}_{ab} = 
\begin{pmatrix}
A Y_{\ell m} & -D Y_{\ell m} & -r B \partial_\theta Y_{\ell m} & -r B \partial_\phi Y_{\ell m} \\
-D Y_{\ell m} & K Y_{\ell m} & r H \partial_\theta Y_{\ell m} & r H \partial_\phi Y_{\ell m} \\
\text{Sym} & \text{Sym} & r^2 \left[ E + F \left( \partial_\theta^2 + \frac{1}{2} \ell (\ell + 1) \right) \right] Y_{\ell m} & \text{Sym} \\
\text{Sym} & \text{Sym} & r^2 F \left[ \partial_\theta \partial_\phi - \cot \theta \partial_\phi \right] Y_{\ell m} & r^2 \sin^2 \theta \left[ E - F \left( \partial_\theta^2 + \frac{1}{2} \ell (\ell + 1) \right) \right] Y_{\ell m}
\end{pmatrix}.$$  

(5.5)

After comparison with equation (13) of Regge and Wheeler, the connection between the RW variables and A–K is apparent:

$$A = \left( 1 - \frac{2M}{r} \right) H_0^{\text{rw}},$$

$$B = -\frac{1}{r} h_0^{\text{rw, ev}},$$

$$D = -H_1^{\text{rw}},$$

$$E = K^{\text{rw}} - \frac{1}{2} \ell (\ell + 1) G^{\text{rw}},$$

$$F = G^{\text{rw}},$$

$$H = \frac{1}{r} h_1^{\text{rw, ev}},$$

$$K = \left( 1 - \frac{2M}{r} \right)^{-1} H_2^{\text{rw}}.$$  

(5.6)

Notice the difference between Detweiler’s $E$ and the RW $K^{\text{rw}}$, even though both terms are associated with the two-sphere metric $\sigma_{ab}$. This change results from RW’s use of a different even-parity tensor harmonic on the two-sphere, $\sigma_a^c \sigma_b^d \nabla_c \nabla_d Y_{\ell m}$, instead of the trace-free counterpart $T_{\ell 2}^{E 2}$ used here.
One might be worried about the apparent disorder of the listing in equation (5.6). Why are A, B, and D present, yet C is absent? This is discussed in appendix A.

5.2. Odd-parity

We also perform the corresponding comparison for odd-parity, again with $\ell \geq 2$:

$$h_{\text{odd}}^{ab} = \begin{pmatrix}
0 & 0 & -r \sin \theta C \partial_\phi Y_{\ell m} & \frac{-r \sin \theta C \partial_\phi Y_{\ell m}}{\sin \theta} \\
0 & 0 & \frac{r \sin \theta C \partial_\phi Y_{\ell m}}{\sin \theta} & r \sin \theta J \partial_\phi Y_{\ell m} \\
\text{Sym} & \text{Sym} & -r^2 \sin \theta G[\partial_\phi \partial_\phi - \cot \theta \partial_\phi] Y_{\ell m} & \text{Sym} \\
\text{Sym} & \text{Sym} & \frac{-r^2 \sin \theta G[\frac{1}{\sin \theta} \partial_\phi^2 + \cos \theta \partial_\phi - \sin \theta \partial_\phi^2]}{r^2 G[\sin \theta \partial_\phi \partial_\phi - \cos \theta \partial_\phi]} Y_{\ell m}
\end{pmatrix}.$$ 

Looking at equation (12) of RW, we may ‘pick off’ the relationship between each RW variable and the A–K variables in the odd-parity sector:

$$C = -r^{-1} h_{0}^{\text{rw,od}}, \quad G = -r^{-2} h_{2}^{\text{rw}}, \quad J = r^{-1} h_{1}^{\text{rw,od}}.$$ 

(5.7)

The correspondence between the A–K variables and the RW metric components allows anyone comfortable with the analysis of Regge and Wheeler to immediately use the same basic intuitions when dealing with the A–K variables.

5.3. A–K projections of generic tensors

The A–K variables in equation (5.5) are defined by projecting the metric perturbation onto the tensor harmonic basis chosen in section 4. The prescription may be expanded to describe the projections of any rank 2 tensor in the Schwarzschild background.

For example, it may be useful to look at the A–K components of a generic tensor $X_{ab}$. From appendix A, we may write e.g.

$$X_K = \left(1 - \frac{2M}{r}\right)^{-2} \oint T_{ab}^{\text{lin}} X_{ab} \, d\Omega.$$ 

(5.8)

We call $X_K$ the ‘K term’ of the tensor $X_{ab}$. The linearized EFEs from equation (5.3) may also be written as A–K component equations such as,

$$E_K = -16\pi T_K,$$ 

(5.9)

where the right-hand-side of equation (5.9) is the K term of the stress-energy tensor $T_{ab}$, and the left-hand-side involves various combinations of the A–K variables of the metric perturbation and their $t$- and $r$-derivatives, as listed in appendix B.

6. Gauge transformations in A–K notation

When a gauge transformation is performed using a gauge vector $\xi^a$, the first-order metric perturbation $h_{ab}$ is changed by the symmetrized covariant derivative of the gauge vector, $2 \nabla_{(a} \xi_{b)}$, as seen in equation (3.4),

$$h_{ab}^{\text{new}} = h_{ab}^{\text{old}} - 2 \nabla_{(a} \xi_{b)}.$$ 

(6.1)
To better understand the effects of such a transformation (6.1) on the A–K projections of the metric perturbation, we decompose the gauge vector into the pure-spin harmonic basis adopted in section 4,

\[
\xi_\alpha = P v_a Y^a_{\ell m} + R n_a Y^a_{\ell m} + S Y^E_{a \ell m} + Q Y^B_{a \ell m}.
\]

The letters P, R, S, and Q represent four scalar functions of \((t, r)\) with harmonic labels and coordinate dependence suppressed for convenience. The functions P, R, and S describe the three degrees of gauge freedom present in the even-parity sector, and the function Q contains the one degree of odd-parity gauge freedom available. We next find the A–K projections of \(2\nabla_{(\alpha} \xi_{\beta)}\) (see section 5.3), writing e.g.

\[
\Delta A \equiv 2 \left(1 - \frac{2M}{r}\right)^2 \oint v^a b^b \nabla_{(\alpha} \xi_{\beta)} Y^a_{\ell m}^* d\Omega,
\]

for the A term of the change on the metric perturbation induced by the gauge vector. This term \(\Delta A\) alone is responsible for changes to the A term of \(h_{ab}\),

\[
A_{\text{new}} = A_{\text{old}} - \Delta A.
\]

The ‘new’ and ‘old’ subscripts correspond to projections of \(h_{ab}^{\text{new}}\) and \(h_{ab}^{\text{old}}\), respectively. Once all ten projections of \(2\nabla_{(\alpha} \xi_{\beta)}\) have been computed, applying the gauge transformation becomes a matter of subtraction. The A–K components of \(2\nabla_{(\alpha} \xi_{\beta)}\) are found below.

\[
\begin{align*}
\Delta A &= -2 \frac{\partial}{\partial t} P - \frac{2M(r - 2M)}{r^3} R, \\
\Delta B &= \frac{1}{r} P - \frac{\partial}{\partial t} S, \\
\Delta D &= \left(\frac{\partial}{\partial r} - \frac{2M}{r(r - 2M)}\right) P - \frac{\partial}{\partial t} R, \\
\Delta C &= -\frac{\partial}{\partial t} Q, \\
\Delta E &= \frac{2(r - 2M)}{r^2} R - \frac{\ell(\ell + 1)}{r} S, \\
\Delta G &= \frac{2}{r} Q, \\
\Delta F &= \frac{2}{r} S, \\
\Delta J &= \left(\frac{\partial}{\partial r} - \frac{1}{r}\right) Q, \\
\Delta H &= \frac{1}{r} R + \left(\frac{\partial}{\partial r} - \frac{1}{r}\right) S, \\
\Delta K &= \left(2 \frac{\partial}{\partial r} + \frac{2M}{r(r - 2M)}\right) R.
\end{align*}
\]

We have listed the changes to the even-parity components of the metric on the left and to the odd-parity components on the right. The beauty of this decomposition is revealed in the ease with which one may use equation (6.5) to choose a privileged gauge in a Schwarzschild background; two very obvious choices for the components of the gauge vector lead to both the RW and EZ gauges, which we now discuss.

6.1. Regge–Wheeler gauge

The RW gauge is defined by setting certain RW variables to zero, as was first done by Regge and Wheeler [1]. In the even-parity sector, with three degrees of gauge freedom available, RW choose to eliminate,
Now that we have an association between the RW variables and A–K, the RW gauge choice in A–K notation follows from the mapping listed in section 5. The even-parity choice of RW gauge corresponds to setting,

\[ B = F = H = 0, \]

and also brings \( E = K^{\text{rw}} \). Using these gauge conditions and equation (6.5), it is a straightforward process to recover the associated even-parity components of the gauge vector.

For an example, we analyze the procedure for the F term. Starting with a metric perturbation in an arbitrary gauge, we calculate \( \Delta F \). From equation (6.5), the equation governing the effect of the gauge vector on \( \Delta F \) is,

\[ \Delta F = \frac{2}{r} S. \]

(6.6)

As our gauge condition eliminates \( F_{\text{new}} \) in the RW gauge, we are left to solve the algebraic equation

\[ 0 = F_{\text{old}} - \frac{2}{r} S, \]

resulting in \( S = rF_{\text{old}}/2 \). We have now fixed this degree of gauge freedom, and substitute the solution for \( S \) back into equation (6.5). We then move on to the next component to be eliminated, and repeat the procedure. The result of this transformation to the RW gauge in the even-parity sector gives us the following choices for \( P, R, \) and \( S \):

\[
\begin{align*}
P & = rB_{\text{old}} + r \frac{\partial}{\partial t} \left( \frac{r}{2} F_{\text{old}} \right) \\
R & = rH_{\text{old}} - \left( \frac{\partial}{\partial r} - \frac{1}{r} \right) r \frac{1}{2} F_{\text{old}} \\
S & = \frac{r}{2} F_{\text{old}}.
\end{align*}
\]

(6.7)

In the odd-parity sector there is one degree of gauge freedom, and RW choose to eliminate \( h_{2}^{\text{rw}} = 0 \), thus setting,

\[ G = 0, \]

in the A–K notation. This amounts to choosing \( Q = \frac{1}{2} G_{\text{old}} \) for the gauge vector. In summary, the RW gauge condition in A–K notation is written,

\[ B = F = H = G = 0, \]

and the transition to the RW gauge from an arbitrary gauge is accomplished through the gauge vector,

\[
\xi_{a}^{\text{rw}} = \left( rB_{\text{old}} + \frac{r^{2}}{2} \frac{\partial F_{\text{old}}}{\partial t} \right) v_{a} Y_{\ell m} + \left( rH_{\text{old}} - \frac{r}{2} \frac{\partial F_{\text{old}}}{\partial r} \right) n_{a} Y_{\ell m}
\]

\[ + \frac{r}{2} F_{\text{old}} Y_{a}^{E, \ell m} + \frac{1}{2} G_{\text{old}} Y_{a}^{R, \ell m}. \]

(6.7)

It is an important fact to notice that each component of the gauge vector (6.7) has been uniquely determined, without the introduction of arbitrary functions of \( t \) or \( r \). This arises from the fact that the RW gauge uses the entirety of the allowed gauge freedom [12], and is discussed in further detail in section 6.3.
6.2. Easy gauge

The EZ gauge used by Detweiler differs from the RW gauge, in that the metric components chosen to vanish are,

\[ B = E = F = G = 0. \]

In choosing the above components to vanish and following the same procedure outlined in section 6.1, the gauge vector components become,

\[
\begin{align*}
P &= r B_{\text{old}} + r \frac{\partial}{\partial t} \left( \frac{r}{2} F_{\text{old}} \right) \\
R &= \frac{r^2}{2(r - 2M)} \left( E_{\text{old}} + \frac{\ell(\ell + 1)}{2} F_{\text{old}} \right) \\
S &= \frac{r}{2} F_{\text{old}} \\
Q &= \frac{r}{2} G_{\text{old}},
\end{align*}
\]

yielding a gauge vector,

\[
\xi_{\text{ez}} = \left( r B_{\text{old}} + \frac{r^2}{2} \frac{\partial F_{\text{old}}}{\partial t} \right) v_a Y_{\ell m} + \left( \frac{r^2}{2(r - 2M)} \left[ E_{\text{old}} + \frac{\ell(\ell + 1)}{2} F_{\text{old}} \right] \right) n_a Y_{\ell m}
\]

\[
+ \frac{r}{2} F_{\text{old}} Y_{\ell m}^{\ell \ell m} + \frac{r}{2} G_{\text{old}} Y_{\ell m}^{\ell \ell m}.
\]

We see that the difference between the two gauge vectors for the RW and EZ gauges is purely longitudinal. Again, all degrees of gauge freedom have been used, so the EZ gauge is entirely determined, and we see that the entire metric perturbation has been set to vanish on the 2-sphere. Finally we note that the translation between the EZ gauge metric components in A–K notation and the RW notation listed in equation (5.6) is quite straightforward, as the F term is set to zero (just as in the RW gauge). This eliminates the mixing between \( K_{\text{rw}} \) and \( G_{\text{rw}} \) in the even-parity sector when solving for \( E \); we are left with \( E = K_{\text{rw}} \) exactly, and we may then simply write the EZ gauge condition in the RW variables as,

\[
h_{0}^{\text{rw, even}} = G_{\text{rw}} = K_{\text{rw}} = h_{2}^{\text{rw}} = 0.
\]

6.3. Other gauges

Finally, we comment on how other useful gauge choices might be made through the prescription outlined in section 6.1. It can be seen in equation (6.5) that one odd-parity component and five even-parity components of the metric are algebraically related to the components of the gauge vector in this decomposition; for instance, the change in the G term of the metric perturbation under a gauge transformation is directly proportional to the Q component of the gauge vector. Similar relationships hold for certain even-parity components of the metric as well, e.g. the change in the F term is proportional to \( S \).

Choosing to set the component \( G = 0 \) requires us to specify the function \( Q \), but this is done entirely algebraically and without integration. One could choose the function \( Q \) to eliminate \( C \) or \( J \) instead, but this would be done at the cost of introducing arbitrary functions of \( r \) or \( t \), respectively, via the integration necessary to determine \( Q \). Such functions would contain unused gauge information and it would be necessary to fix these functions before the gauge choice is unique.
A similar situation exists in the even-parity sector, except we have more degrees of gauge freedom that must be specified. The simplest way to choose a unique gauge is by first setting $F = 0$, which fixes the function $S$. Once $S$ is chosen, we may uniquely determine $P$ by setting $B = 0$ as well. With those two gauge vector components determined, we are left with three remaining pieces of the metric which are algebraically related to our one remaining unspecified degree of gauge freedom found in $R$, specifically $\Delta H$, $\Delta E$, and $\Delta A$. Using $R$ to set $H = 0$ is the RW gauge choice, and using $R$ to set $E = 0$ is the EZ gauge choice.

The choice $A = 0$ introduces a ‘tt-free, radiation-free’ gauge, in which the $A$, $B$, and $F$ terms of the even-parity decomposition are set to zero, along with the odd-parity $G$. This unique gauge choice eliminates $\Delta H$, and all spin-2 modes of the metric perturbation, along with the piece of the metric proportional to $\nu_{(a}^b Y_{c)}^E$. Whether or not such a gauge is useful would depend on the problem being solved.

7. Gauge invariants

The goal of this section is to find a general set of gauge invariant quantities in the Schwarzschild spacetime. Gauge invariant quantities are vital to the study of motion in General Relativity as they allow for the comparison of results calculated using different working coordinate systems, in accordance to the general principle of covariance.

The approach used to find gauge invariants in the Schwarzschild spacetime below follows in a similar manner to that of Gerlach and Sengupta (GS) [13]. It is possible to transform the gauge invariant quantities found in equation (7.5) into the gauge invariants listed by GS in their equations (7a) and (8a). Further discussion of the GS decomposition and gauge choices may be found in Brizuela et al [5].

7.1. General approach

Having in hand the effects of a gauge transformation on the metric projections in equation (6.5), e.g. $J \rightarrow J - \Delta J$, we follow the comments made in section 3 to find the gauge invariants. We note that equation (6.5) can be inverted to find the components of $\xi^a$ and their derivatives in terms of changes in the metric under the gauge transformation. For example, we find

$$Q = \frac{1}{2} r \Delta G,$$

(7.1)

$$\frac{dQ}{dr} = \Delta J + \frac{1}{2} \Delta G.$$  

(7.2)

Taking the derivative of equation (7.1) with respect to $r$ and subtracting equation (7.2) gives

$$\Delta J - \frac{r}{2} \frac{\partial}{\partial r} \Delta G = 0.$$  

(7.3)

Thus,

$$\alpha = J - \frac{r}{2} \frac{\partial}{\partial r} G,$$

(7.4)

is a gauge invariant quantity, as the action of the gauge vector on $J$ and $G$ will exactly cancel in this combination. This simple, worked example outlines the general approach taken to finding the gauge invariants in the A–K notation, which will be applied both for the general $\ell \geq 2$ case below and the special cases of $\ell = 0, 1$ in the sections to follow.
7.2. General gauge invariants for \( \ell \geq 2 \)

Repeating the procedure of section 7.1 for all components and derivatives of \( \xi^a \) yields the following six independent gauge invariant quantities, two of odd-parity and four of even-parity,

\[
\alpha = J - \frac{r}{2} \frac{\partial}{\partial r} G,
\]

\[
\beta = -C - \frac{r}{2} \frac{\partial}{\partial r} G,
\]

\[
\chi = H - \frac{r}{2(r-2M)} E - \frac{\ell (\ell + 1) r}{4(r-2M)} F - \frac{r}{2} \frac{\partial}{\partial r} F,
\]

\[
\psi = \frac{1}{2} K - \frac{r(r-3M)}{2(r-2M)^2} E - \frac{r^2}{2(r-2M)} \frac{\partial}{\partial r} F - \frac{\ell (\ell + 1) r(r-3M)}{4(r-2M)^2} F - \frac{\ell (\ell + 1) r^2}{4(r-2M)} \frac{\partial}{\partial r} F,
\]

\[
\delta = D + \frac{r^2}{2(r-2M)} \frac{\partial}{\partial r} E - \frac{r-4M}{r-2M} B - \frac{\partial}{\partial r} B - \frac{r^2}{2} \frac{\partial^2}{\partial r^2} F + \frac{r [4(3M-r) + r(\ell + 1)]}{4(r-2M)} \frac{\partial}{\partial t} F,
\]

\[
\epsilon = \frac{1}{2} A - \frac{M}{2r} E - \frac{r}{2} \frac{\partial}{\partial t} B - \frac{\ell (\ell + 1) M}{4r} F - \frac{r^2}{2} \frac{\partial^2}{\partial r^2} F.
\]

Further gauge invariants may be found by combining various derivatives of these six gauge invariants; two examples of these constructed gauge invariant quantities are given, one of each parity,

\[
\gamma = \frac{\partial}{\partial t} \alpha - \frac{\partial}{\partial r} \beta = \frac{\partial}{\partial r} C + \frac{\partial}{\partial t} J + \frac{1}{2} \frac{\partial}{\partial t} G,
\]

\[
\sigma = \frac{\partial}{\partial t} \delta - \frac{\partial}{\partial r} \epsilon
= \frac{1}{2} \frac{\partial}{\partial r} A + \frac{2M}{r-2M} \frac{\partial}{\partial t} B + \frac{\partial}{\partial t} D + \frac{r^2}{2(r-2M)} \frac{\partial}{\partial t} F + \frac{r [4(3M-r) + r(\ell + 1)]}{4(r-2M)} \frac{\partial}{\partial r} F
+ \frac{M}{2r} \left( \frac{\partial}{\partial r} - \frac{1}{r} \right) E + \frac{\ell (\ell + 1) M}{4r} \left( \frac{\partial}{\partial r} - \frac{1}{r} \right) F.
\]

(7.5)

7.3. Linearized Einstein field equations

The projections of the linearized EFEs introduced in section 5.3 play an important role in the study of gauge invariants, as they themselves are manifestly gauge invariant quantities at first order. It is to be expected, then, that each A–K projection of the linearized EFEs may be written fully as a combination of the gauge invariants in equation (7.5). This is done in appendix C, and will prove useful in the remainder of this paper when searching for equations governing the gauge invariants themselves.
8. Metric reconstruction at $\ell \geq 2$

With the gauge invariants calculated from equation (7.5), we investigate how to recover the metric components from these gauge invariant quantities. We now assume that a given perturbing stress-energy, $T_{\alpha\beta}$, is known. From equation (5.4) and the example in section 5.3, we interpret the projections of the linearized EFEs in appendix C as source terms for the coupled differential equations governing the gauge invariants. Finding solutions to these equations will then allow us to determine the metric components by inverting equation (7.5), after choosing the gauge of our liking. Should one wish to perform vacuum perturbations, one simply sets e.g. $E_K = 0$, in appendix C for all projections of the EFEs.

8.1. Even-parity

It is clear from the Bianchi identities that not all seven even EFE projections are independent. We find a proper set of equations to be $E_A$, $E_D$, $E_F$, and $(E_K + 2E_H)$. These four equations allow us to construct a system of coupled partial differential equations for $\chi$ and $\psi$ in terms of stress-energy projections:

$$
\frac{\partial}{\partial r} \chi = \frac{1}{(6M + r\lambda)} \left[ -\frac{4r^2}{\ell(\ell + 1)} \frac{\partial^2}{\partial r^2} \psi + \frac{(4M + r\lambda)}{r} \psi + \frac{2r^3}{(r - 2M)} \frac{\partial^2}{\partial t^2} \chi = \frac{M(\ell^2 + \ell + 2)}{r - 2M} \chi \right.
\left. + \frac{r^4}{(r - 2M)} \frac{\partial}{\partial t} E_D - \frac{r^2(6M + r\lambda)}{2(r - 2M)} E_F + r^2 E_H + \frac{r^2}{2} E_K, \right]
$$

(8.1)

$$
\frac{\partial}{\partial r} \psi = \frac{1}{(6M + r\lambda)} \left[ -\frac{2r^3}{r - 2M} \frac{\partial^2}{\partial t^2} \psi - \frac{12M^2 + 2rM - 2r^2 + (3rM + r^2)\ell(\ell + 1)}{r(r - 2M)} \psi
\right.
\left. + \frac{r^4(6M + r\lambda)}{l(r - 2M)^2} \psi + \frac{l(\ell + 1)(|2rM - r^2\ell(\ell + 1)| + 9M^2 + 2r^2 - 8rM)}{(r - 2M)^2} \chi - \frac{r^4(6M + r\lambda)}{4(r - 2M)^2} E_A
\right.
\left. + \frac{r^3}{2(r - 2M)^2} \frac{\partial}{\partial t} E_D - \frac{r^3(\ell + 1)(6M + r\lambda)}{4(r - 2M)^2} E_F + \frac{r^3(\ell + 1)}{2(r - 2M)} E_H + \frac{r^3(\ell + 1)}{4(r - 2M)} E_K \right].
$$

(8.2)

with $\lambda = (\ell - 1)(\ell + 2)$. Note that our definition of $\lambda$ here differs from some other choices found in the literature, in that it lacks a factor of 1/2. While these equations are certainly not simple, they have one special feature in that they do not involve radial derivatives of the source terms. In applications where the perturbing stress-energy is singular in some region of space (such as a delta function source), eliminating spatial derivatives of the source terms may improve the efforts of regularization [14].

We find the two remaining even-parity gauge invariants $\delta$ and $\epsilon$ from $E_D$ and $E_F$, respectively, written in terms of $\chi$ and $\psi$:

$$
\delta = \frac{r^2}{\ell(\ell + 1)} \left[ -E_D + \frac{4(r - 2M)}{r^2} \frac{\partial}{\partial t} \psi - \frac{\ell(\ell + 1)}{r} \frac{\partial}{\partial r} \chi \right],
$$

(8.3)

$$
\epsilon = \frac{r(r - 2M)}{2} \left[ E_F - \frac{2(r - 2M)}{r^3} \psi + \frac{2}{r^2} \psi + \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial r} \chi \right].
$$

(8.4)

The equations for $\delta$ and $\epsilon$ also do not involve spatial derivatives of source terms; even the spatial derivative of $\chi$ on the right-hand side of equation (8.4) may be removed with equation (8.1). However, the direct proportionality between e.g. $\delta$ and $E_D$ shows the possible
singular behavior of the metric components in this formalism, a well-known phenomenon which arises in metric reconstruction from a delta function source [15].

Our final step before finding the metric components is to choose a particular gauge in which to work. We will adopt the EZ gauge, setting

\[ \mathbf{B} = \mathbf{E} = \mathbf{F} = 0. \]

Once this particular gauge is chosen in equation (7.5), the four independent gauge invariants reduce to the simple expressions,

\[ \chi = H, \]
\[ \psi = \frac{1}{2}K, \]
\[ \delta = D, \]
\[ \epsilon = -\frac{1}{2}\Lambda, \]

which are trivial to invert for the metric components \(A, K, D,\) and \(H\) after having integrated equations (8.1) and (8.2). Should one wish to find the metric components in the RW gauge \((\mathbf{B} = \mathbf{F} = \mathbf{H} = 0)\) instead, one arrives at the following expressions for the metric components,

\[ A = -2\epsilon + \frac{2M(r - 2M)}{r^2} \chi \]
\[ D = \delta + r \frac{\partial}{\partial r} \chi, \]
\[ E = -\frac{2(r - 2M)}{r} \chi \]
\[ K = 2\psi - \frac{2(r - M)}{r - 2M} \chi - 2r \frac{\partial}{\partial r} \chi. \]

An equally valid approach to metric reconstruction would be to investigate this problem in the vein of Zerilli [16]. Combining the chosen set of EFEs listed at the beginning of this section, one finds that the gauge invariants \(\chi\) and \(\psi\) may be combined into a single master variable named after Zerilli,

\[ Z = \frac{r - 2M}{6M + \lambda r} \left[ 2(r - 2M)\psi - \ell(\ell + 1)r\chi \right]. \]

This master variable obeys a sourced wave equation known as the Zerilli equation,

\[ \left( \frac{r}{r - 2M} \frac{\partial^2}{\partial^2} - \frac{r - 2M}{r} \frac{\partial^2}{\partial r^2} - \frac{2M}{r^2} \frac{\partial}{\partial r} + \frac{\lambda^2(\lambda + 2)r^3 + 6M(\lambda^2 r^2 + 6M \lambda r + 12M^2)}{r^2 (6M + \lambda r)^2} \right) Z = S_Z. \]  

We list the (rather lengthy) source terms, \(S_Z\), at the end of appendix C.1 in equation (C.1). Our source differs from that of the Zerilli-Moncrief master variable [9]. Using equation (8.8) grants us the added benefit of solving a hyperbolic wave equation, instead of a system of coupled equations, at the cost of introducing radial derivatives to the source terms. Depending on the problem being solved, this may or may not be an issue. Once one has integrated the Zerilli equation, metric reconstruction follows through use of equation (8.7) and either of equations (8.1) or (8.2) to recover \(\chi\) and \(\psi\),

\[ \chi = \frac{-1}{(\lambda + 2)(6M + \lambda r)} \left( \frac{2(6M + \lambda r)}{\ell + 1} \frac{\partial}{\partial r} Z + \frac{\lambda(\lambda + 2)r^2 + 6M(\lambda^2 r^2 + 6M \lambda r + 12M^2)}{r(r - 2M)} Z + \frac{\ell^2 E}{r - 2M} \right), \]

(8.9)
\[ \psi = \frac{-1}{(r - 2M)^2(6M + \lambda r)} \left( r(r - 2M)(6M + \lambda r) \frac{\partial}{\partial r} Z + (r^2 \lambda - 3rM \lambda - 6M^2)Z + \frac{r^5}{2} E_A \right), \]

and then continues as above with equations (8.3) and (8.4).

The history of black hole perturbations is heavily entwined with the history of the Zerilli equation (and the Regge–Wheeler equation in the following section), and the literature is rich with discussions on particular solutions to these equations. The review by Nagar and Rezzolla [17] is an excellent place to start for anyone interested in reading about these various conventions.

### 8.2. Odd-parity

The contracted Bianchi identities tell us that only two of the odd-parity EFEs in appendix C.2 are independent, corresponding to two equations for the invariants \( \alpha \) and \( \beta \). One may wish to find a set of coupled equations for these gauge invariants, as was done in the even-parity case, and also eliminate any radial derivatives of the source terms, but it is unclear how to find a combination of the EFEs that evolve well with Cauchy initial data under those conditions. Instead, to handle the odd-parity sector we introduce an odd-parity master variable equivalent to the Cunningham–Price–Moncrief function [18] (their variable \( \tilde{\pi}_1 \)),

\[ \frac{1}{r^2} W = \frac{\partial}{\partial t} \alpha - \frac{\partial}{\partial r} \beta + \frac{1}{r} \beta. \]  

(8.11)

We find from the equations for \( E_C \) and \( E_J \) that \( W \) must satisfy a version of the Regge–Wheeler equation [1] with different source terms,

\[ \left( -\frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} + \frac{r - 2M}{r^2} \frac{\partial^2}{\partial r^2} + \frac{2M}{r^2} \frac{\partial}{\partial r} - \frac{r (\ell + 1) - 6M}{r^3} \right) W = r^2 \frac{\partial}{\partial r} E_C + rE_C + r^2 \frac{\partial}{\partial t} E_J, \]

(8.12)

and we may re-express the gauge invariants in terms of \( W \) and source terms:

\[ \alpha = -\frac{r}{\lambda} \left( \frac{1}{r - 2M} \frac{\partial}{\partial t} W + rE_J \right). \]

(8.13)

\[ \beta = -\frac{1}{\lambda} \left( \frac{r - 2M}{r} \frac{\partial}{\partial r} W + \frac{r - 2M}{r^2} W - r^2 E_C \right). \]

(8.14)

It is immediately clear from equations (8.13) and (5.18) of Martel and Poisson [9] that the gauge invariant \( \alpha \) used in this paper is, in fact, directly related to the master variable introduced by RW in their original paper, \( \Phi \), with a different normalization,

\[ \Phi = \frac{r - 2M}{r} \alpha. \]

(8.15)

As in the even-parity case, we now choose to adopt the EZ gauge condition \( G = 0 \) (which is identical to the RW gauge condition) and solve for the two remaining metric components,

\[ \alpha = J, \]

(8.16)

\[ \beta = -C, \]

(8.17)

which fully recovers the metric perturbation.
9. Gauge invariants for $\ell = 0, 1$

The general approach to finding the gauge invariants of section 7 may also be utilized for the specific cases of $\ell = 0, 1$, despite the reduced number of degrees of freedom in each case. Below, we outline the structure of these gauge invariants, along with the metric reconstruction techniques used to recover the metric perturbation at the values of $\ell = 0, 1$.

9.1. Special case: $\ell = 0$

For the special case of $\ell = 0$, equation (5.5) takes on a simple form,

$$h^{00}_{ab} = \frac{1}{2\sqrt{\pi}} \left( A^0 v_a v_b + 2D^0 v_a n_b + E^0 \right),$$

with a zero subscript reminding us that we have set $\ell = 0$. The expression for the gauge vector reduces to give two explicit degrees of gauge freedom,

$$\xi^0_a = \frac{1}{2\sqrt{\pi}} \left( P^0 v_a + R^0 n_a \right).$$

Looking to equation (6.5), we construct the following two gauge invariant quantities in a similar fashion to those of section 7.1,

$$\psi^0 = \frac{1}{2} K^0 - \frac{r(r - 3M)}{2(r - 2M)} E^0 - \frac{r^2}{2(r - 2M)} \frac{\partial}{\partial r} E^0,$$

$$o^0 = \frac{1}{2} \frac{\partial}{\partial r} A^0 + \frac{M}{2r(r - 2M)} E^0 + \frac{M r}{2} \frac{\partial}{\partial r} E^0.$$

It should be noted here that $o^0$ is not an $\ell = 0$ reduction of the gauge-invariant with the same name listed in equation (7.7). With these two gauge invariants in hand, we may re-write the projections of the $\ell = 0$ EFEs in terms of our gauge invariants. This is done by finding various combinations of equation (9.3) to be substituted in the EFE projections found in appendix B:

$$E_K = \frac{4}{r^2} \psi_0 + \frac{4}{r - 2M} o_0,$$

$$E_D = \frac{4(r - 2M)}{r^2} \frac{\partial}{\partial t} \psi_0,$$

$$E_A = -\frac{4(r - 2M)^3}{r^4} \frac{\partial}{\partial r} \psi_0 - \frac{4(r + 2M)(r - 2M)^2}{r^5} \psi_0,$$

$$E_E = 2 \frac{\partial^2}{\partial r^2} \psi_0 + \frac{2M}{r^2} \frac{\partial}{\partial r} \psi_0 + \frac{4M(r - M)}{r^4} \psi_0 + 2 \frac{\partial}{\partial r} o_0 + \frac{2M}{r(r - 2M)} o_0.$$

Our desire is to have equations for $o_0$ and $\psi_0$ in terms of stress-energy sources. We now invert the above expressions to find equations for $o_0$ and $\psi_0$. In practical applications we find it simplest to work with as few time derivatives as possible in solving for our gauge invariants. To begin, we use equation (9.4) to solve for $o_0$. 
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\[
\alpha_0 = \frac{r - 2M}{4r^2} \left( r^2 E_K - 4\psi_0 \right),
\]
and substitute this into the three remaining EFE projections. We then use equation (9.6) to solve for the first radial derivative of \(\psi_0\),

\[
\frac{\partial}{\partial r} \psi_0 = -\left( \frac{r + 2M}{r(r - 2M)} \right) \psi_0 - \frac{r^4}{4(r - 2M)^2} E_A.
\]

One might be tempted to substitute equations (9.5) and (9.9) into equation (9.7), in order to solve for \(\psi_0\) directly, however we must recall that equations (9.4)–(9.7) are not independent, but are related through the Bianchi identities. Performing such a substitution will recover a combination of the two even-parity projections of the Bianchi identities and completely eliminate \(\psi_0\) and \(o_0\).

To recover the metric for \(\ell = 0\), we first choose a gauge; this must be done with some care, as the \(\ell = 0\) reductions of equations (6.5) do not allow for an entirely unique choice of gauge. We see that, in setting \(S = 0\) and by only looking at the gauge effects on \(A, D, E,\) and \(K\), the \(E\) term may be algebraically removed through the gauge vector component \(R\), but the remaining three metric components are only differentially related to the one remaining degree of gauge freedom found in \(P\). One should then remember that simply setting two components of the metric to zero for \(\ell = 0\) does not necessarily indicate a unique choice of gauge! For this analysis, we decide to use the choice of gauge (class) introduced by Zerilli [16], whereby we set

\[
D_0 = E_0 = 0.
\]

Once this choice is made, we recover the two remaining metric projections \(A_0\) and \(K_0\) via equations (9.3). This procedure is worked out in detail in section 10.1 for the example of particle in circular orbit around a Schwarzschild black hole.

9.2. Special case: \(\ell = 1\)

When considering the special case of \(\ell = 1\), both the even- and odd-parity sectors must be examined. We perform the analysis of the odd-parity sector first.

9.2.1. Odd-parity. In the odd-parity sector, the transverse-traceless projection of the EFE, \(E_G\), vanishes identically and we are left with two remaining components of the metric perturbation, \(C_1\) and \(J_1\), where the subscript of ‘1’ reminds us that we are looking at \(\ell = 1\) perturbations. We also have one degree of gauge freedom, generated by \(Q\), and we will use this freedom to find a single odd-parity gauge invariant through the method of section 7.1. But first we note that the gauge invariants listed in equations (7.5) do not remain invariant for \(\ell = 1\)! This is an obvious effect of the non-existence of the \(G\) term. We therefore must find combinations of \(J_1\) and \(C_1\) alone that form a gauge invariant, if any exist. One hint on how to do this comes from the Cunningham–Price–Moncrief master variable detailed in equation (8.11). This master variable is written in terms of \(\alpha\) and \(\beta\) for \(\ell \geq 2\), which are no longer individually gauge invariant at \(\ell = 1\). However, the combination of these invariants remains gauge invariant for \(\ell = 1\), and written in terms of \(C_1\) and \(J_1\) is,

\[
W_1 = r^3 \left( \frac{\partial}{\partial t} J_1 + \frac{\partial}{\partial r} C_1 - \frac{1}{r} C_1 \right).
\]

\(W_1\) is the simplest form of gauge invariant quantity to be found, i.e. it has the fewest number of derivatives acting on the metric components. The two perturbed EFEs may be written in terms of \(W_1\),
\[ E_J = - \frac{1}{r^2(r - 2M)} \frac{\partial}{\partial t} W_1, \quad (9.11) \]

\[ E_C = \frac{r - 2M}{r^4} \frac{\partial}{\partial r} W_1, \quad (9.12) \]

and these equations can also be combined into a wave equation, just as in equation (8.12),

\[ \left( - \frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} + \frac{\partial}{\partial r} \right) W_1 = \frac{1}{r^3} \left( \frac{\partial}{\partial t} E_J + \frac{\partial}{\partial r} E_C + \frac{3}{r} E_C \right). \quad (9.13) \]

Once we have solved for \( W_1 \), we are interested in reconstructing the metric perturbation, and to do this we first must choose a gauge. From equation (9.10) it appears to be in our best interest to choose a gauge in which either \( J_1 \) or \( C_1 \) vanishes, which will turn equation (9.10) into a differential equation for either \( J_1 \) or \( C_1 \) alone, with \( W_1 \) as a source term. As with the \( \ell = 0 \) case, any gauge choice that simply eliminates one component of the metric will not necessarily be unique! Still, from equation (6.5) it is clear that we may choose a class of gauges in which \( J_1 = 0 \). This choice of gauge (class) greatly simplifies equation (9.10), which we then solve for \( C_1 \) to recover the metric projection. We use this procedure for metric reconstruction in section 10.2 for our simple example.

9.2.2. Even-parity. Searching for gauge invariants in the even-parity sector for \( \ell = 1 \) turns out to be a more delicate process than one might expect. We notice that all of our gauge invariants listed in equation (7.5) actually remain gauge invariant due to the controlling effects of the F term in our decomposition (the change in the F term is algebraically related to \( S \) and only \( S \), via equation (6.6)). As the F term vanishes identically for \( \ell < 2 \), the gauge invariants found above simply become combinations of metric components which are all changed by the \( S \) component of the gauge vector, losing their invariant properties.

In fact, we find no simple gauge invariant combinations of the metric components for \( \ell = 1 \) in the even-parity sector via the method outlined in section 7.1 outside of those combinations of metric components found already in the perturbed Einstein equations, several of which become first order in metric derivatives as we show below! (One might attempt to find gauge invariant fields using the methods for odd-parity \( \ell = 1 \) above, however the Zerilli master variable is not gauge invariant at \( \ell = 1 \), and any simple combination of metric components just recovers the projections of the EFEs.) This is not a surprise, however, as we will explain.

In his work on even-parity perturbations of Schwarzschild, Zerilli [16] found that a gauge exists in which the metric perturbation may be set to zero everywhere outside the support of a compact stress-energy. (Zerilli worked on the case of a radially-infalling point particle, but it is easy to generalize the results to any object with compact spatial support.) Thus, one expects any fields constructed from components of the metric perturbation to vanish outside the support of the stress-energy, including any gauge invariant fields one can find. As an example of this fact, one associates the even-parity \( \ell = 1 \) metric perturbation with the linear momentum of the system [21]. We find that we may set this momentum to zero in a particular gauge outside of the local source region (essentially by putting ourselves in the asymptotic rest frame of the center-of-mass of the system). As the linear momentum vanishes in only a particular choice of coordinates, it is not a gauge invariant quantity and not attributed to a physical observable of the system. It seems that the only physical observables in this sector are then local quantities directly related to the stress-energy of our source. This ‘center-of-momentum’ gauge transformation was also introduced by Detweiler and Poisson [20] for the case of a
particle in a circular orbit about a Schwarzschild black hole, and we will recover the general
gauge transformation below in section 10 for this case. The lack of even-parity gauge invariant
fields for \( \ell = 1 \) was also noted by Sarbach and Tiglio [22], who studied the relationship
between the RW and Zerilli master variables and the ADM quantities.

Despite the lack of additional gauge invariants, we are still able to determine the metric
components completely; at \( \ell = 1 \), the transverse-traceless projection of the EFE on the two-
sphere, \( E_F \), vanishes identically, and we may fully describe the metric perturbation using the
proper set \( E_A, E_D \), and \( (E_K + 2E_H) \) from the Bianchi identities. Using the gauge choice that
Zerilli introduced for \( \ell = 1 \), we set \( B_1 = E_1 = H_1 = 0 \) and recover \( A_1, D_1, \) and \( K_1 \) from the
remaining equations,

\[
E_A = -\frac{2(r - 2M)^2}{r^4} \frac{\partial}{\partial r} K_1 - \frac{4(r + M)(r - 2M)^2}{r^3} K_1, \tag{9.14}
\]

\[
E_D = -\frac{2}{r^2} D_1 + \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial t} K_1, \tag{9.15}
\]

\[
E_K + 2E_H = \frac{2M}{r^3} K_1 + \frac{2}{r - 2M} \frac{\partial}{\partial t} D_1 - \frac{6M}{r(r - 2M)^2} A_1. \tag{9.16}
\]

Solving for the metric projections is quite clear. First, equation (9.14) is integrated to solve
for \( K_1 \). This solution is then used in equation (9.15) to solve for \( D_1 \), and these two solutions
are subsequently used in equation (9.16) to solve for \( A_1 \). The remaining EFE equations \( E_B \) and
\( E_E \), along with \( E_H \) and \( E_K \) individually, may be used to check the consistency of the solution.

### 10. A simple example

The formalism introduced above has proven to be extremely beneficial for the study of the
motion of small objects in a Schwarzschild background. To demonstrate the ease with which
problems of this nature may be solved using the A–K notation, we work through one of the
simplest problems available in gravitational perturbation theory: the motion of a point particle,
mass \( \mu \), in circular orbit about a Schwarzschild black hole, mass \( M \). Our focus will be on finding
analytic solutions to this problem for \( \ell = 0, 1 \), and we will outline the general approach
to a solution for \( \ell \geq 2 \), where general analytic solutions do not exist. An analysis relating the
low-multipole results detailed in this section to the low-multipole metric perturbation in the
Lorenz gauge was performed by Detweiler and Poisson [20].

The stress-energy of the point particle takes the form,

\[
T_{ab} = \rho \int \frac{u_a u_b}{\sqrt{-g^0}} \delta^{(4)} [x - z(\tau)] \ d\tau, \tag{10.1}
\]

where \( u_a \) is the four-velocity of the particle along the worldline \( z(\tau), g^0 \) is the determinant of
the background Schwarzschild metric, and \( \delta^{(4)} \) is the four-dimensional Dirac delta function.
The specifics of the theory of distributions on curved spacetimes is nicely summarized by
Poisson et al [19]. Specifically for a circular orbit in the equatorial plane, the four-velocity
reduces to

\[
u_a = (-\mathcal{E}, 0, 0, \mathcal{J}), \tag{10.2}
\]

with \( \mathcal{E} \) and \( \mathcal{J} \) being constants of the motion corresponding to the specific energy and angular
momentum of the particle, respectively.
\[ \mathcal{E} = \frac{R - 2M}{\sqrt{R(R - 2M)}} \quad J = R \sqrt{\frac{M}{R - 3M}}. \tag{10.3} \]

and \( R \) is the orbital radius of the particle. One may also define the orbital frequency,

\[ \Omega^2 = \left( \frac{u \phi}{w} \right)^2 = \left( \frac{J/R^2}{E/(1 - 2M/R)} \right)^2 = \frac{M}{R^3}. \tag{10.4} \]

From equation (10.1) we may calculate the \( A-K \) projections of the stress-energy, using the decomposition outlined in appendix A, which are then related to the projections of the EFEs via equation (5.9). For a stress-energy in the form of equation (10.1), the \( D, H, J, \) and \( K \) projections vanish identically, as the four-velocity for a circular orbit has no radial component. We now list the required non-zero projections of the stress-energy, separating by those projections valid for \( \ell \geq 0, \ell \geq 1, \) and \( \ell \geq 2:\)

\( \ell \geq 0, \)

\[ E^\ell_A = -16\pi \left( 1 - \frac{2M}{R} \right) \frac{\mu \mathcal{E}}{R^2} \delta (r - R) Y^*_\ell m \left( \frac{\pi}{2}, \Omega t \right). \tag{10.5} \]

\[ E^\ell_E = -8\pi \frac{\mu \Omega J}{R^2} \delta (r - R) Y^*_\ell m \left( \frac{\pi}{2}, \Omega t \right). \tag{10.6} \]

\( \ell \geq 1, \)

\[ E^\ell_B = -16\pi \frac{\ell + 1}{\ell (\ell + 1)} \frac{\mu J}{R^2} \delta (r - R) \left( \frac{\partial}{\partial \phi} Y^*_\ell m (\theta, \phi) \right) \bigg|_{\theta = \frac{\pi}{2}, \phi = \Omega t}. \tag{10.7} \]

\[ E^\ell_C = -16\pi \frac{\ell + 2}{\ell (\ell - 1)} \frac{\mu J}{R^2} \delta (r - R) \left( 2 \frac{\partial^2}{\partial \phi^2} Y^*_\ell m (\theta, \phi) + \ell (\ell + 1) Y^*_\ell m (\theta, \phi) \right) \bigg|_{\theta = \frac{\pi}{2}, \phi = \Omega t}. \tag{10.8} \]

\( \ell \geq 2, \)

\[ E^\ell_F = -16\pi \frac{(\ell + 2)!}{(\ell - 2)!} \frac{\mu \Omega J}{R^2} \delta (r - R) \left( 2 \frac{\partial^2}{\partial \phi^2} Y^*_\ell m (\theta, \phi) + \ell (\ell + 1) Y^*_\ell m (\theta, \phi) \right) \bigg|_{\theta = \frac{\pi}{2}, \phi = \Omega t}. \tag{10.9} \]

10.1. A circular orbit at \( \ell = 0 \)

At \( \ell = 0 \) we begin by solving equation (9.9) for \( \psi_0 \) and use this solution in equation (9.8) to recover \( o_0: \)

\[ \psi_0(t, r) = -\frac{r}{4(r - 2M)^2} \int \frac{r^3 E^0_A}{r^2 - 2M} \, dr', \tag{10.10} \]

\[ o_0(t, r) = \frac{1}{4r(r - 2M)} \int \frac{r^3 E^0_A}{r^2 - 2M} \, dr'. \tag{10.11} \]
Recall that $E^\ell_m_K = 0$ for a circular orbit. Using the gauge choice introduced in section 9.1, from equations (9.3) in this gauge we recover the metric projections from $\psi_0$ and $o_0$,

$$2\psi_0 = K_0,$$

$$2o_0 = \frac{\partial}{\partial r}A_0 - \frac{2M}{r(r-2M)}A_0. \tag{10.13}$$

Solving for $K_0$ and $A_0$ from equations (10.12) and (10.13) requires the integration of equations (10.10) and (10.11), which is straightforward to do given the delta function in equation (10.5). Choosing the constants of integration such that the perturbation components vanish within the orbit, the resulting $A_0$ and $K_0$ take the forms:

$$K_0 = -\frac{r}{(r-2M)^2} \frac{R^3}{2(R-2M)} E^{00}_A \Theta(r-R) \tag{10.14}$$

$$A_0 = -\frac{1}{r} \frac{R^3}{2(R-2M)} E^{00}_A \Theta(r-R). \tag{10.15}$$

Here, $\Theta(r-R)$ is the unit step function, and we have introduced the shorthand $\bar{E}^{00}_A$ to denote the fully evaluated coefficient to the delta function in equation (10.5) evaluated at $\ell = m = 0$.

$$\bar{E}^{00}_A = -8\sqrt{\pi} \left(1 - \frac{2M}{R}\right) \frac{\mu E}{R^2}. \tag{10.15}$$

With $A_0$ and $K_0$ now in hand, we may use equation (5.5) to recover the metric perturbation. Inside the orbit, the perturbation vanishes. Looking outside the orbit, we recover the metric perturbation,

$$h^{00}_{ab} = \frac{2\mu E}{r} v_a v_b + \frac{2\mu r E}{(r-2M)^2} n_a n_b. \tag{10.16}$$

This perturbation in the Zerilli gauge manifests as a shift to the mass of the system, as seen by adding the perturbation to the background Schwarzschild geometry,

$$g^{tt} = -\left[1 - 2\left(M + \mu E\right)/r\right],$$

$$g^{rr} = \frac{1}{1 - 2(M + \mu E)/r} + O(\mu^2).$$

10.2. A circular orbit at $\ell = 1$

To perform the analysis at $\ell = 1$, we look separately at the even- and odd-parity sectors.

10.2.1 Even-parity. Unlike for $\ell = 0$, we have found no gauge invariant quantities in the even-parity sector, yet we may still recover the metric perturbation analytically by solving equations (9.14)–(9.16) directly. We first impose the gauge choice of Zerilli, as outlined in section 9.2, by setting $B_1 = E_1 = H_1 = 0$. From there, we solve for the three remaining metric perturbation projections from the $E^{1m}_A$ source alone. We define the fully evaluated coefficient of the delta function in equation (10.5),

$$\bar{E}^{1m}_A = -16\pi \left(1 - \frac{2M}{R}\right) \frac{\mu E}{R^2} Y^m_1 \left(\frac{\pi}{2}, \Omega_t\right).$$
This source term vanishes for \( m = 0 \), so we must only consider the \( m = \pm 1 \) contributions to the metric perturbation for even-parity. Using equation (9.14) we may solve for \( K_1 \):

\[
K_1 = \frac{r}{2(r - 2M)} R^3 \bar{E}_A^{lm} \Theta(r - R). \tag{10.16}
\]

We choose the constants of integration such that the perturbation vanishes inside of the orbit. The \( D_1 \) term is then trivial to obtain from equation (9.15),

\[
D_1 = \frac{-im\Omega}{2(r - 2M)^2} R^3 \bar{E}_A^{lm} \Theta(r - R). \tag{10.17}
\]

The factor of \(-im\Omega\) comes from the time-dependence of \( Y_1^{*m}(\pi/2, \Omega t) \sim e^{-im\Omega t} \) in \( E_1^{lm} \). Finally we recover the \( A_1 \) term from equation (9.16),

\[
A_1 = -\frac{R^3}{6r(r - 2M)} \bar{E}_A^{lm} \left( 1 - \frac{\Omega^2 r^3}{M^2} \right) \Theta(r - R). \tag{10.18}
\]

The full metric perturbation is then recovered via equation (5.5). From our choice of integration constants, the even-parity metric perturbation at \( \ell = 1 \) vanishes inside of the orbit. As discussed by Zerilli [16], the even-parity \( \ell = 1 \) metric perturbation may always be entirely removed via a gauge transformation in a vacuum region of the spacetime. For our example, we may set the metric perturbation to zero everywhere except at the point \( r = R \), where the perturbation becomes singular. Detweiler and Poisson [20] perform this gauge transformation and produce the resulting singular metric perturbation as a step toward transforming the Zerilli gauge into the Lorenz gauge. In terms of our notation, the gauge vector required will have the components,

\[
P_1 = \frac{-im\Omega r^2 R^3 \bar{E}_A^{lm}}{12M(r - 2M)} \Theta(r - R),
\]

\[
R_1 = \frac{r^2 R^3 \bar{E}_A^{lm}}{12M(r - 2M)^2} \Theta(r - R),
\]

\[
S_1 = \frac{r R^3 \bar{E}_A^{lm}}{12M(r - 2M)} \Theta(r - R).
\]

10.2.2. Odd-parity. We solve for the odd-parity \( \ell = 1 \) metric perturbation through use of the gauge invariant \( W_1 \) defined in section 9.2. As \( E_J \) vanishes identically, equation (9.11) constrains \( W_1 \) to be constant in \( t \) and we thusly consider only solutions with azimuthal number \( m = 0 \). The fully-evaluated coefficient for the single odd-parity stress-energy term, equation (10.8), is

\[
\bar{E}_C^{10} = -8\pi \left( 1 - \frac{2M}{R} \right) \frac{\mu J}{R^3} \left( \frac{\partial}{\partial \theta} Y_1^{*}(\theta, \phi) \right) \bigg|_{\theta = \pi/2, \phi = \Omega t},
\]

and as such, \( W_1 \) obeys the equation

\[
\frac{\partial}{\partial r} W_1 = \frac{R^3}{R - 2M} \bar{E}_C^{10} \Theta(r - R). \tag{10.19}
\]
Using the gauge choice introduced in section 9.2, we see the expression for \( W_1 \) simplifies to,

\[
W_1 = r^4 \frac{\partial}{\partial r} \left( \frac{1}{r} C_1 \right),
\]

and equations (10.19) and (10.20) then give us a solution for the metric perturbation directly,

\[
\frac{\partial}{\partial r} \left[ r^4 \frac{\partial}{\partial r} \left( \frac{1}{r} C_1 \right) \right] = \frac{R^4}{R - 2M} E_C^{10} \delta (r - R).
\]

The general solution contains two arbitrary constants of integration, \( f_1 \) and \( f_2 \),

\[
C_1 = rf_1 + \frac{1}{r^2} f_2 + \frac{r R}{3(R - 2M)} E_C^{10} \Theta (r - R) - \frac{R^4}{3r^2(R - 2M)} E_C^{10} \Theta (r - R).
\]

We may set \( f_2 \) to zero, as the background Schwarzschild black hole has no intrinsic angular momentum. The constant \( f_1 \) is chosen to eliminate the linear-in-\( r \) piece of the particular solution after we cross the orbit,

\[
f_1 = - \frac{R}{3(R - 2M)} E_C^{10},
\]

to ensure that the solution remains well-behaved at infinity. The final result is

\[
C_1 = \frac{r R}{3(R - 2M)} E_C^{10} \Theta (r - R) + \frac{1}{r^2} f_2 + \frac{r R}{3(R - 2M)} E_C^{10} \Theta (r - R) - \frac{R^4}{3r^2(R - 2M)} E_C^{10} \Theta (r - R).
\]

The metric perturbation is recovered via equation (5.5),

\[
h_{10}^{10} = - C_1 r \sin \theta \frac{\partial}{\partial \theta} Y_{10}(\theta, \phi),
\]

which, when combined with equation (10.22), yields a metric perturbation which is continuously matched over the orbit of the particle,

\[
h_{10}^{10} = - 2 \mu \mathcal{J} \sin^2 \theta \left[ \frac{r^2}{R^3} \Theta (r - R) + \frac{1}{r} \Theta (r - R) \right].
\]

Inside the orbit, the contribution to \( h_{10} \) may be seen as pure gauge; in other words, the introduction of the gauge vector \( \tilde{\xi}_a(t, r) = \tilde{Q}(t, r) Y_{a,10} \) with explicit time dependence \( \tilde{Q}(t, r) = 4 \sqrt{\frac{\mu \mathcal{J}}{\pi R}} t \) would eliminate \( C_1 \) inside the orbit without affecting the gauge choice \( J_1 = 0 \) (this may be thought of as a refinement of the original Zerilli gauge, which was not uniquely determined by the requirement that \( J_1 \) vanish). In this gauge, however, the metric perturbation would contain a jump discontinuity at the location of the particle, and it would grow quadratically with \( r \) outside of the orbital radius of the particle leading to an ill-behaved metric perturbation at spatial infinity.

Returning to the original Zerilli gauge used to derive equation (10.24), we see that outside of the orbit the specific angular momentum of the particle contributes to the total angular momentum of the system, so that the system now appears to be that of a black hole with a small amount of angular momentum.
10.3. A circular orbit for $\ell \geq 2$

The analysis performed above for $\ell = 0, 1$ benefits from the fact that, with the choice of gauge introduced by Zerilli for even-parity and setting $J_1 = 0$ for odd-parity, the metric perturbation may be found analytically. Sadly, this is not the case for the general problem at $\ell \geq 2$. Here we sketch an outline of the solution method typically employed to solve for the $\ell \geq 2$ metric perturbation.

We begin by moving the problem into the frequency domain; the sources for equations (8.8) and (8.12) both exhibit explicit time-dependence as $\sim e^{-i\omega t}$, which reduces the number of Fourier modes of our master variables to a finite set for each $\ell$, with frequencies quantized by the azimuthal index $m$, $\omega_m = m\Omega$. The differential equations governing the Fourier modes of the master variables then become second-order ordinary differential equations in $r$ with distributional sources that vanish almost everywhere (except at the location of the particle, $r = R$).

To integrate these equations, we first split the domain of integration into two parts: a region bounded by the event horizon of the black hole and the orbital radius of the particle, $r_- \in (2M, R)$, and a region bounded by the location of the particle and spatial infinity, $r_+ \in (R, \infty)$. The method of variation of parameters [23] is employed to integrate the homogeneous equations in each of these domains separately while enforcing appropriate radiative boundary conditions at the event horizon and at spatial infinity. Finally, the two solutions are matched at the particle’s orbital radius via the jump conditions generated by the source terms that exist there. While this integration is done numerically for $m \neq 0$, analytic solutions to the $m = 0$ homogeneous Regge–Wheeler and Zerilli equations satisfying the appropriate boundary conditions exist in terms of Hypergeometric functions (see the appendix of Field et al [24] for an outline of the solutions).

With the master variables determined, the gauge invariant quantities may be recovered via equations (8.9)–(8.10) and (8.3), (8.4) for the even-parity sector and equations (8.13) and (8.14) for the odd-parity sector. Metric reconstruction then follows via equation (7.5) after a choice of gauge is made. The beauty of this framework is in the fact that choice of gauge is made only at the very end of the calculation; whether one wishes to investigate e.g. local behavior of the metric perturbation at the location of the particle in the RW gauge or asymptotic behaviors in an asymptotically-flat gauge, the majority of the work may be recycled and only the determination of gauge and metric reconstruction is changed.

For a full picture of the $\ell \geq 2$ solution, we suggest that the reader investigate several sources in the literature: for a numerical time-domain analysis, we recommend the work of Martel [28]. For an expanded view on the frequency-domain analysis outlined above, we suggest Cutler et al [29] and Hopper and Evans [15]. Additionally, much work has been done to solve the problem of a particle in a circular (or more generally, bound) orbit for $\ell \geq 2$ outside of the Regge–Wheeler and Zerilli formalism, and we strongly recommend that the reader investigate the works of Barack and Lousto [10] and Akcay et al [30] for a specific approach to solving the bound-orbit problem in the Lorenz gauge. Results have been compared between these two approaches within the scope of the gravitational self-force problem [31].

11. Discussion

Steven Detweiler has written a number of major papers on the self force problem using the approach we have outlined above for considering metric perturbations of the Schwarzschild spacetime. What we have shown has been compiled from notes principally in the form of
Maple code and output, augmented by our own understanding where necessary. Clearly, it already represents a very valuable working tool and we present it here so that it may be of use to the wider community, and specifically so that it may accelerate the analysis of self force problems.

In principle, the work shown here can be used to compare the results of different computations in greater detail than was previously possible. For example, if one gauge invariant is plotted against another, some universal curve should result which is unchanged, irrespective of the specific calculation used to obtain it. Furthermore, these invariants should allow for a much richer and more informative comparison with post-Newtonian and Effective-One-Body (EOB) results. Such comparisons remain as work for the future.
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Appendix A. A–K Decomposition

The normalizations functions outlined in section 4 may be found by projecting each vector and tensor harmonic into itself over the 2-sphere:

\[ \oint T_{ab}^{\ell m} (T_{ab}^{\ell' m'})^* \, d\Omega = 2 \delta_{\ell \ell'} \delta_{m m'} , \]

\[ \oint T_{ab}^{l \ell m} (T_{ab}^{l \ell' m'})^* \, d\Omega = \left( 1 - \frac{2M}{r} \right)^2 \delta_{l l'} \delta_{m m'} , \]

\[ \oint T_{ab}^{l \ell m} (T_{ab}^{l \ell' m'})^* \, d\Omega = \left( 1 - \frac{2M}{r} \right) \frac{\ell (\ell + 1)}{2} \delta_{l l'} \delta_{m m'} , \]

\[ \oint Y_{a}^{\ell \ell' m} (Y_{a}^{\ell' \ell m'})^* \, d\Omega = \ell (\ell + 1) \delta_{l l'} \delta_{m m'} , \]

\[ \oint T_{ab}^{l \ell m} (T_{ab}^{l \ell' m'})^* \, d\Omega = \left( 1 - \frac{2M}{r} \right) \frac{\ell (\ell + 1)}{2} \delta_{l l'} \delta_{m m'} , \]

\[ \oint Y_{a}^{\ell \ell' m} (Y_{a}^{\ell' \ell m'})^* \, d\Omega = \ell (\ell + 1) \delta_{l l'} \delta_{m m'} , \]

\[ \oint T_{ab}^{l \ell m} (T_{ab}^{l \ell' m'})^* \, d\Omega = \left( 1 - \frac{2M}{r} \right) \delta_{l l'} \delta_{m m'} , \]

\[ \oint T_{ab}^{l \ell m} (T_{ab}^{l \ell' m'})^* \, d\Omega = \left( 1 - \frac{2M}{r} \right) \frac{\ell (\ell + 1)}{2} \delta_{l l'} \delta_{m m'} , \]

The integration is performed over the solid angle \( d\Omega = \sin \theta d\theta d\phi \), and the asterisk denotes complex conjugation.

Given a generic tensor perturbation \( h_{ab} \) with an assumed decomposition outlined in equation (5.5), then the A–K components of \( h_{ab} \) may be recovered by projecting onto each associated vector and tensor harmonic. For a particular \( \ell \) and \( m \), and including the required normalizations, we have:
A = \left(1 - \frac{2M}{r}\right)^2 \int v^a v^b h_{ab} Y_{\ell m}^* \, d\Omega,
\quad F = \frac{2(l - 2)!}{(\ell + 2)!} \int T_{E\ell}^{ab} h_{ab} \, d\Omega,

B = -\frac{1 - 2M}{\ell(\ell + 1)} \int v^a Y_{E}^{b*} h_{ab} \, d\Omega,
\quad G = \frac{2(l - 2)!}{(\ell + 2)!} \int T_{B\ell}^{ab} h_{ab} \, d\Omega,

C = -\frac{1 - 2M}{\ell(\ell + 1)} \int v^a Y_{R}^{b*} h_{ab} \, d\Omega,
\quad H = \frac{(l - 1)!}{(\ell + 1)!} \left(1 - \frac{2M}{r}\right)^{-1} \int T_{E\ell}^{ab} h_{ab} \, d\Omega,

D = -\int v^a Y_{R}^{b*} h_{ab} \, d\Omega,
\quad J = \frac{(l - 1)!}{(\ell + 1)!} \left(1 - \frac{2M}{r}\right)^{-1} \int T_{B\ell}^{ab} h_{ab} \, d\Omega,

E = \frac{1}{2} \int T_{T00}^{ab} h_{ab} \, d\Omega,
\quad K = \left(1 - \frac{2M}{r}\right)^{-2} \int T_{T\ell\ell}^{ab} h_{ab} \, d\Omega.

This notation is expanded upon in section 5.3 for any rank 2 tensor. To address the apparent disorder of this decomposition when viewed in only the even- or odd-parity sectors, as mentioned at the end of section 5.1, we make note of the relationship between the even- and odd-parity vector and tensor harmonics of the same type. As an example, we look at the B and C terms of the metric perturbation and rewrite the pure-spin vector harmonics $Y_E^\ell$ and $Y_R^\ell$ in terms of spin-weighted spherical harmonics $Y^{lm}$ with spin-weight $s$ (see Thorne [8]) ignoring normalization factors,

$$
B_{\ell m} v^a Y_E^{a,lm} + C_{\ell m} v^a Y_R^{a,lm} = v_\ell \left[ B \left( -1 Y^{lm, m}_{b} - 1 Y^{lm, m^*}_{b} \right) - iC \left( -1 Y^{lm, m}_{b} + 1 Y^{lm, m^*}_{b} \right) \right]

= v_\ell \left[ (B - iC) Y^{lm, m}_{b} - (B + iC) Y^{lm, m^*}_{b} \right]

= v_\ell \left[ (B - iC) Y^{lm, m}_{b} - (B + iC) Y^{lm, m^*}_{b} \right] + (-1)^m \left[ (B - iC) Y^{l(-m), m}_{b} \right]^* ,
$$

where $m = \frac{1}{2}(e_a + ie_{a})$ is the complex Newman–Penrose basis vector on the 2-sphere. We see that B and C may be thought of as the real and imaginary parts of a complex function that determines the behavior of the metric perturbation components $h_{a\theta}$ and $h_{a\phi}$ at spin-weight $s = \pm 1$. The same relationship holds for H and J controlling the $h_{a\theta}$ and $h_{a\phi}$ components of the metric perturbation (also related via spin-weight $s = \pm 1$ harmonics), and F and G for the transverse-traceless 2-sphere components, which are related to the spin-weight $s = \pm 2$ harmonics.

**Appendix B. A–K projections of linearized Einstein tensor**

It is computationally beneficial to decompose the linearized Einstein tensor, defined for a tensor perturbation $h_{ab}$ as $E_{ab} \equiv -16\pi T_{ab}$, into its A–K components. The following expressions are all evaluated generally at $\ell \geq 2$. 
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B.1. Even-parity

\( E_A = \frac{2(r - 2M)^2}{r^2} \frac{\partial^2}{\partial r^2} E + \frac{2(r - 2M)(3r - 5M)}{r^3} \frac{\partial}{\partial r} E - \frac{(r - 2M)(\ell + 2)(\ell - 1)}{r^3} E \)

\( - \frac{\ell(\ell + 2)(\ell + 1)(\ell - 1)(r - 2M)}{2r^5} F + \frac{2(\ell + 1)(r - 2M)^2}{r^3} \frac{\partial}{\partial r} H + \frac{2\ell(\ell + 1)(r - 2M)(2r - 3M)}{r^5} H \)

\( - \frac{2(r - 2M)^3}{r^4} \frac{\partial}{\partial r} K - \frac{(2r + 4M + r^2)(r - 2M)^2}{r^5} \frac{\partial}{\partial r} K \)

\( E_B = \frac{r - 2M}{r} \frac{\partial^2}{\partial r^2} B + \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial r} B + \frac{4M}{r} - \frac{r - 2M}{r^2} \frac{\partial}{\partial r} D - \frac{2M}{r^2} D - \frac{1}{r} \frac{\partial}{\partial r} E \)

\( - \frac{(\ell + 2)(\ell - 1)}{2r} \frac{\partial}{\partial t} F + \frac{r - 2M}{r} \frac{\partial^2}{\partial r \partial t} H + \frac{3(r - 2M)}{r^3} \frac{\partial}{\partial t} H - \frac{r - 2M}{r^3} \frac{\partial}{\partial t} K \)

\( E_D = \frac{\ell(\ell + 1)}{r} \frac{\partial}{\partial r} B + \frac{\ell(\ell + 1)(r - 4M)}{r^2(r - 2M)} B - \frac{\ell(\ell + 1)}{r^2} D - \frac{2}{r} \frac{\partial^2}{\partial t \partial r} E \)

\( - \frac{2(r - 3M)}{r(r - 2M)} \frac{\partial}{\partial t} E - \frac{\ell(\ell + 1)}{r} \frac{\partial}{\partial t} H + \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial t} K \)

\( E_E = \frac{\partial^2}{\partial r^2} A + \frac{r - 3M}{r(r - 2M)} \frac{\partial}{\partial r} A - \frac{4M^2 - 2(\ell^2 + 2\ell + 2)Mr + (\ell + 1)^2}{2r^2(r - 2M)^2} A - \frac{\ell(\ell + 1)}{r - 2M} \frac{\partial}{\partial t} B \)

\( + \frac{2}{r} \frac{\partial^2}{\partial t \partial r} D + \frac{2(r - M)}{r(r - 2M)} \frac{\partial}{\partial t} D - \frac{r - 2M}{r} \frac{\partial^2}{\partial r^2} E - \frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} E - \frac{2(r - M)}{r^2} \frac{\partial}{\partial r} E \)

\( - \frac{\ell(\ell + 1)(r - 2M)}{r^2} \frac{\partial}{\partial r} H - \frac{\ell(\ell + 1)}{r^2} H + \frac{\partial^2}{\partial r^2} K + \frac{(r - 2M)(r - M)}{r^3} \frac{\partial}{\partial r} K \)

\( - \frac{4M^2 + 2(\ell^2 + 2\ell - 2)Mr - \ell(\ell + 1)^2}{2r^4} K \)

\( E_F = - \frac{1}{r(r - 2M)} A - \frac{2}{r} \frac{\partial}{\partial t} B + \frac{r - 2M}{r} \frac{\partial^2}{\partial r^2} F - \frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} F + \frac{2(r - M)}{r^2} \frac{\partial}{\partial r} F \)

\( - \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial r} H - \frac{2}{r^2} H + \frac{r - 2M}{r^3} K \)
\[ E_H = -\frac{1}{r-2M} \frac{\partial}{\partial r} A + \frac{r-M}{r(r-2M)^2} \frac{\partial^2}{\partial \theta \partial \theta} A - \frac{r}{r-2M} \frac{\partial^2}{\partial \theta \partial \theta} B + \frac{1}{r-2M} \frac{\partial}{\partial \theta} B - \frac{1}{r-2M} \frac{\partial}{\partial \theta} D \\
+ \frac{1}{r} \frac{\partial}{\partial r} E + \frac{\ell+2}{2r} \frac{\partial}{\partial r} F - \frac{r}{r-2M} \frac{\partial^2}{\partial \theta^2} H + \frac{2}{r^2} H - \frac{r-M}{r^3} K \]

\[ E_K = \frac{2}{r-2M} \frac{\partial}{\partial r} A - \frac{4M + \ell(\ell+1)r^2}{r(r-2M)^2} A - \frac{2\ell(\ell+1)r}{(r-2M)^2} \frac{\partial}{\partial t} B + \frac{4}{r-2M} \frac{\partial}{\partial t} D + \frac{2\ell^2}{(r-2M)^2} \frac{\partial^2}{\partial r^2} E \]

\[ - \frac{2(r-M)}{r(r-2M)} \frac{\partial}{\partial r} E + \frac{\ell+2}{2r-2M} \frac{\partial}{\partial r} E + \frac{\ell(\ell+2)(\ell+1)(\ell-1)}{2r(r-2M)} F - \frac{2(\ell+1)(r-M)}{r^2(r-2M)} H + \frac{2}{r^3} K. \]

**B.2. Odd-parity**

\[ E_C = \frac{r-2M}{r} \frac{\partial^2}{\partial \theta^2} C + \frac{2(r-2M)}{r^2} \frac{\partial}{\partial r} C - \frac{\ell(\ell+1)r^2}{r} \frac{\partial}{\partial r} C - \frac{4M}{r^2} \frac{\partial}{\partial t} G \]

\[ + \frac{r-2M}{r} \frac{\partial^2}{\partial \theta \partial \theta} J + \frac{3(r-2M)}{r^2} \frac{\partial}{\partial t} J \]

\[ E_G = -\frac{2}{r-2M} \frac{\partial}{\partial t} C + \frac{r-2M}{r} \frac{\partial^2}{\partial r^2} G - \frac{r}{r-2M} \frac{\partial^2}{\partial t^2} G + \frac{2(r-M)}{r^2} \frac{\partial}{\partial r} G \]

\[ - \frac{2(r-2M)}{r^2} \frac{\partial}{\partial t} J - \frac{2}{r^2} J \]

\[ E_I = -\frac{r}{r-2M} \frac{\partial^2}{\partial \theta \partial r} C + \frac{1}{r-2M} \frac{\partial}{\partial t} C + \frac{(\ell+2)(\ell-1)}{2r} \frac{\partial}{\partial r} G - \frac{r}{r-2M} \frac{\partial^2}{\partial r^2} J \]

\[ - \frac{(\ell+2)(\ell-1)}{r^2} J. \]

**Appendix C. A–K projections of linearized Einstein tensor in terms of gauge invariants**

**C.1. Even-parity**

\[ E_A = \frac{2(r-2M)^2(\ell+1)}{r^3} \frac{\partial}{\partial \theta} \chi + \frac{2(r-2M)(2r-3M)(\ell+1)}{r^4} \frac{\partial}{\partial \theta} \chi - \frac{2(r-2M)^2(4M+2r+\ell)\ell}{r^5} \psi \]

\[ - \frac{4(r-2M)^3}{r^3} \frac{\partial}{\partial t} \psi, \]
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\[ E_B = -\frac{2(r - 2M)}{r^2} \frac{\partial}{\partial t} \psi + \frac{r - 2M}{r} \frac{\partial^2}{\partial t \partial r} \chi + \frac{3(r - 2M)}{r^2} \frac{\partial}{\partial t} \chi - \frac{r - 2M}{r^2} \frac{\partial}{\partial r} \delta - \frac{2M}{r^3} \delta \]

\[ E_D = -\frac{\ell(\ell + 1)}{r^2} \delta + \frac{4(r - 2M)}{r^2} \frac{\partial}{\partial t} \psi - \frac{\ell(\ell + 1)}{r} \frac{\partial}{\partial t} \chi \]

\[ E_H = -\frac{2(r - M)}{r^2} \psi - \frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} \chi + \frac{2}{r^2} \chi - \frac{1}{r - 2M} \frac{\partial}{\partial t} \delta + \frac{2}{r - 2M} \frac{\partial}{\partial r} \epsilon - \frac{2(r - M)}{r^2} \epsilon \]

\[ E_K = \frac{4}{r^2} \psi - \frac{2(r - M)\ell(\ell + 1)}{r^2(r - 2M)} \chi + \frac{4}{r - 2M} \frac{\partial}{\partial t} \delta - \frac{4}{r - 2M} \frac{\partial}{\partial r} \epsilon + \frac{2[4M + r\ell(\ell + 1)]}{r^2(r - 2M)^2} \epsilon. \]

### C.2. Odd-parity

\[ E_C = \frac{r - 2M}{r} \frac{\partial^2}{\partial t \partial r} \alpha + \frac{3(r - 2M)}{r^2} \frac{\partial}{\partial t} \alpha - \frac{2(r - 2M)}{r^2} \frac{\partial^2}{\partial r^2} \beta - \frac{2}{r} \frac{\partial}{\partial r} \beta + \frac{r\ell(\ell + 1) - 4M}{r^3} \beta \]

\[ E_G = \frac{2}{r - 2M} \frac{\partial}{\partial t} \beta - \frac{2}{r^2} \alpha - \frac{2(r - 2M)}{r^2} \frac{\partial}{\partial r} \alpha \]

\[ E_I = -\frac{r}{r - 2M} \frac{\partial^2}{\partial t^2} \alpha - \frac{(\ell + 2)(\ell - 1)}{r^2} \alpha + \frac{r}{r - 2M} \frac{\partial^2}{\partial t \partial r} \beta - \frac{1}{r - 2M} \frac{\partial}{\partial t} \beta. \]

### C.3. Zerilli equation source

The source to equation (8.8) is,

\[ S_E = \frac{r^2}{2(r - 2M)(6M + \lambda r)} \left[ \frac{r\lambda(\lambda - 2)r^2 + 2M(7\lambda - 18)r + 96M^2}{2(r - 2M)(6M + \lambda r)} E_A - \frac{r}{r - 2M} E_A - \frac{r^2}{r} E_D \right] \]

\[ + (\lambda + 2) \left( \frac{6M + \lambda r}{2} E_F - (r - 2M) E_H - \frac{r - 2M}{2} E_K \right). \]

(C.1)
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