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Abstract
Mathematical models describing SARS-CoV-2 dynamics and the corresponding immune responses in patients with COVID-19 can be critical to evaluate possible clinical outcomes of antiviral treatments. In this work, based on the concept of virus spreadability in the host, antiviral effectiveness thresholds are determined to establish whether or not a treatment will be able to clear the infection. In addition, the virus dynamic in the host – including the time-to-peak and the final monotonically decreasing behavior – is characterized as a function of the time to treatment initiation. Simulation results, based on nine patient data, show the potential clinical benefits of a treatment classification according to patient critical parameters. This study is aimed at paving the way for the different antivirals being developed to tackle SARS-CoV-2.

1. Introduction
With more than 140 million cases confirmed so far (April 2021) in 220 countries (WHO, 2020a, 2020b), coronavirus disease COVID-19, caused by SARS-CoV-2 virus, continues spreading around the globe without neither effective treatment available to date. In fact, the estimated worldwide case-fatality rate (CFR) for COVID-19 is about 2%–3%, which is almost 15 times higher than the CFR of seasonal influenza (0.0962%) (Cao, Hiyoshi, & Montgomery, 2020; Khan et al., 2020).

Currently, several clinical studies about the potentiality of repurposed antiviral agents (i.e., Remdesivir, Favipiravir, Lopinavir/Ritonavir, Ribavirin, etc.) to ameliorate the viral spreading in the host are underway (Mitjà & Clotet, 2020). The clinical observations suggest that prophylaxis with approved doses could prevent SARS-CoV-2 infection and reduce viral shedding (Gao, Tian, & Yang, 2020; Yao et al., 2020), but these reports suffer from a number of limitations. For instance, there is no certainty that the undefined benefits are not outweighed by the acute toxicity of the specific antiviral agents. To overcome this impasse, randomized clinical trials with adequate potency should be performed (Kalil, 2020). On the other hand, despite some reported dosing recommendation to treat COVID-19 (Colson, Rolain, Lagier, Brouqui, & Raoult, 2020; Commission et al., 2020), the efficacy of these proposed therapies cannot be guaranteed due to a paucity of data regarding the optimal dose of the antivirals (Sanders, Monogue, Jodlowski, & Cутrell, 2020). In a race to find medical therapies to improve outcomes in patients with COVID-19 further studies are needed to elucidate the benefits of adapting antiviral agents.

An important strategy to help to find the optimal dose of drugs is the pharmacological modeling based on in-vitro drug testing. This approach could suggest whenever the prophylaxis with an appropriate doses of antiviral agents could prevent SARS-CoV-2 infection or control the replication cycle of the virus (Tett, Cutler, Day, & Brown, 1989). In this regard, recent studies have concentrated on the potential of a quantitative comprehension of COVID-19 dynamics (Giordano et al., 2020; Gonçalves et al., 2020; Hernandez-Vargas & Velasco-Hernandez, 2020; Kim et al., 2020). Within-host mathematical models demonstrated useful insights about SARS-CoV-2 infection dynamics and its interactions with the immune system. More important, such results invoke the potential utility of assessing targets for drug development.

The target cell-limited model, widely used to represent multiple diseases such as Influenza (Baccam, Beauchemin, Macken, Hayden, & Perelson, 2006; Hernandez-Vargas et al., 2014), Ebola (Nguyen, Binder, Boianelli, Meyer-Hermann, & Hernandez-Vargas, 2015), HIV (Perelson & Ribeiro, 2013; Rong & Perelson, 2009), Hepatitis viruses (Graw & Perelson, 2016), among others, has been linked to adjust the viral kinetics in infected patients with COVID-19 reported by Wölfel et al. (2020). While a complete analysis of the main dynamic characteristic
for the target cell model was developed to evaluate SARS-CoV-2 infection (Abuin et al., 2020), there is no extensive analysis of the effects of the existent pharmacological therapy for this model, with some remarkable exceptions (Gonzalves et al., 2020; Ke et al., 2020; Kim et al., 2020; Wang & Li, 2020). The main contribution of this work – that can be seen as an extension of Abuin et al. (2020) – is to provide a formal mathematical analysis of the SARS-CoV-2 dynamics under the effect of antiviral treatments, which may help to understand how to schedule the different therapies in function of the host parameters. A quantitative classification stating whether or not an antiviral will be effective - in terms of its capability to die out the virus in a reasonable period of time – is made, showing that their effectiveness could vary significantly between subjects.

After the introduction given in Section 1 the article is organized as follows. Section 2 proposes a general three-states “in-host” model to represent COVID-19 infection dynamics under the effect of antivirals drugs and formalizes the concepts of virus spreadability and critical values for the uninfected cells. Then, in Section 3, the antiviral effect is analyzed, as the ability to avoid the virus to spread in the host. Both, the inhibition effect on the replication rate of the virus and the inhibition effect on the infection rate of susceptible healthy cells are studied. In Section 4, the results of Section 3 are extensively demonstrated by simulating different treatments scenarios for nine patients from the literature. Finally, Section 6 gives the discussion of the work, while several mathematical formalism – necessary to support the main results of article – are given in Appendix.

2. Within-host COVID-19 infection model under antiviral effect

Mathematical models of within-host virus dynamic helps to improve the understanding of the interactions that govern infections and permits the human intervention to moderate their effects (Hernandez-Vargas, 2019). Basic models usually include the cells that the pathogen infects, the pathogen particles, and their life cycle (Ciupé & Heffernan, 2017) and, opposite to one can expect, they vary little in its structure from one infectious disease to another.

The goal of this section is to formally consider the effect of antivirals into an acute infection model (Abuin et al., 2020; Baccam et al., 2006; Hernandez-Vargas & Velasco-Hernandez, 2020) to obtain a controlled system, i.e. a system with certain control actions – given by the administered antiviral drugs – that allows one to (even partially) modify the whole system dynamic according to some control objectives. Antivirals have the potential to inhibit the virus replication, reducing the advance of the infection over the target cells population of the infected host (i.e.: epithelial cells in the respiratory tract for H1N1 (Baccam et al., 2006), cells with ACE2-TMPRSS2 complex for SARS-CoV-2, mainly nasal and bronchial epithelial cells due to their high expression of ACE2 (Gupta et al., 2020)). Several antivirals are being tested for COVID-19 treatment, with different results concerning both, their inhibition effect on the virus replication and their toxicity. Based on their potential therapeutic targets over the SARS-CoV-2 lifecycle, they can be classified in those which prevent virus entry into the host cell (i.e.: potential antiviral drugs – Umifenovir, Camostat/Nafamostat-) and those which inhibit virus replication into the infected cells, mainly blocking viral protease and/or viral RNA replicate (i.e.: potential antiviral drugs – Lopinavir, Remdesivir, Faviapiravir, Penciclovir) (Dobrovolsky, 2020; Jomah, Asdaq, & Al-Yamani, 2020; Liu et al., 2020; Sanders et al., 2020; Wang & Cao, 2020). Consequently, the antiviral effect can be modeled as a reduction of the virus infectivity in the presence of inhibitors (by reducing the infection rate) and/or as a reduction in the replication of infectious virions (by reducing the virus replication rate) (Kim et al., 2020; Mitjá & Clotet, 2020). In any case, the effectiveness of a treatment is limited and depends on the patient parameters (which in turn depends on his/her clinical state). Next, the following closed-loop mathematical model – based on the open-loop ones presented in Abuin et al. (2020), Hernandez-Vargas and Velasco-Hernandez (2020) – is considered:

\[
\begin{align*}
U(t) &= -\beta(1 - \eta_p(t))U(t)V(t), & U(0) &= U_0, \\
I(t) &= \rho(1 - \eta_p(t))U(t)V(t) - \delta I(t), & I(0) &= I_0, \\
V(t) &= \rho(1 - \eta_p(t))I(t) - cV(t), & V(0) &= V_0,
\end{align*}
\]

where \( U \) (cell), \( I \) (cell) and \( V \) (copies/mL) represent the uninfected cells, the infected cells, and the virus concentration; parameter \( \beta \) (copies/mL)^{-1} day^{-1} is the infection rate; \( \delta \) (day^{-1}) is the death rates of \( I, p \) (copies/mL) day^{-1} cells^{-1} is the viral replication rate, and \( c \) (day^{-1}) is the viral clearance rate. The effects of immune responses are not explicitly described in this model, but they are implicitly included in the death rate of infected cells (\( \delta \)) and the clearance rate of virus (\( c \) (Baccam et al., 2006)). The antiviral inhibition effects \( \eta_p(t) \) - one affecting the infection rate \( \beta \) and the other affecting the replication rate \( p \) - are assumed to jump from 0 to the values \( \eta_p \in [0, 1] \) and \( \eta_p \in [0, 1] \) - representing the full infection treatment effects – at the treatment time \( t_p > 0 \) (i.e., the pharmacokinetic of the antivirals is assumed to have time constants significantly smaller than the ones of the open-loop system, and, so, it is neglected):

\[
\eta_p(t) = \begin{cases} 
0 & t < t_p \\
\eta_p & t \geq t_p
\end{cases}
\]

Remark 1. The assumption that the antiviral treatment is maintained indefinitely for \( t \geq t_p \) relies on the further assumption that once the virus load \( V \) is under a given low threshold value (for instance \( V < 100 \) (copies/mL)) it cannot grow up again, independently of value of \( U \). However, it is worth to remark that according to the stability analysis made in Abuin et al. (2020), the antiviral treatment is interrupted before \( U \) reaches the threshold value \( U^r \) (defined next, in Definition 3), a virus rebound may occur. To model better viral eradication, it can be either assumed that the amount of virus is zero after certain threshold, or to change the ODE model for the stochastic version which can abstract viral eradication.

System (2.1) is positive, which means that \( U(t) \geq 0, I(t) \geq 0 \) and \( V(t) \geq 0 \), for all \( t \geq 0 \). We denote \( x(t) := (U(t), I(t), V(t)) \) the state vector, and

\[
X := \{ x \in \mathbb{R}_{\geq 0}^3 \},
\]

the state constraints set.

The initial conditions of (2.1), which represent a healthy steady state before the infection, are assumed to be \( U(0) = 0, I(0) = 0, V(0) = 0 \). Consider also that at time \( t = 0 \), a small quantity of virions enters the host body and, so, a discontinuity occurs in \( V \). Indeed, \( V \) jumps from 0 to a small positive value \( V_0 \) at \( t = 0 \) (formally, \( V(t) \) has a discontinuity of the first kind at \( t_0 \), i.e., \( \lim_{t \to t_0^-} V(t) = 0 \) while \( \lim_{t \to t_0^+} V(t) = V_0 > 0 \)). This way, for the time after the infection, the virus may spread or be cleared depending on its inhibition effectiveness. To properly determine what such a spread means, the following (mathematical) definition is given (Abuin et al., 2020).

**Definition 1 (Spreadability of the Virus in the Host).** Consider system (2.1), constrained by the positive set \( X \), with \( V(t) = 0, I(t) = 0, V(t) = U_0 > 0 \), for \( t < 0 \). Consider also that at time \( t = 0 \), \( V(t) \) jumps from 0 to a small positive value \( V_0 \). Then, it is said that the virus spreads (in some degree) in the host for \( t \geq 0 \) if \( V(t) > 0 \) for some \( t > 0 \). If the virus does not spread in the host, it is said that it is cleared for \( t \geq 0 \).

Definition 1 states that the virus spreads in the host, for \( t \geq 0 \), if \( V(t) \) increases at some time \( t > 0 \), and so, given that \( \lim_{t \to \infty} V(t) = 0 \) (as it is shown in Abuin et al. (2020)), it reaches at least one local maximum at some positive time. On the other hand, the virus is cleared for \( t \geq 0 \) if \( V(t) \) is strictly decreasing for all \( t > 0 \), which means that \( V(t) \) has neither
local minima nor local maxima at any $t > 0$ (as stated in (Abuin et al., 2020), $V(t)$ has at most one minimum and one maximum, provided $n_{\eta}(t) \equiv 0$ and $n_{\eta}(t) \equiv 0$ for all $t \geq 0$. An infectious disease can be related to the virus peak and/or the period of permanence of the virus in the host (Nguyen et al., 2015), and both effects are related to an increase of the virus load at some time after the infection. This is the reason why the spreadability is defined based on the virus positive derivative. A second reason supporting Definition 1 is its use in the determination of antiviral effectiveness (in Section 3): antivirals producing values of $n_{\eta}$ and $n_{\eta}$ able to clear the virus can be considered effective.

2.1. Reproduction number and critical value for the uninfected cells

To formally establish conditions under which the virus does or does not spread for $t > 0$, some basic concepts need to be defined. Let consider, at this stage, that $n_{\eta}(t) \equiv 0$ and $n_{\eta}(t) \equiv 0$ for all $t \geq 0$ (i.e., untreated case).

Definition 2. The within-host basic reproduction number $R$ is defined as the number of infected cells (or virus particles) that are produced by one infected cell (or virus particle), over a course of its life-span. Its mathematical expression is given by $R(t) := U(t) \frac{\beta}{1 - \delta}$. Particularly, for $t = 0$, this number describes the number of virus particles produced by a virus particle when a small amount of virus, $V_0$, is introduced into a healthy stationary population of uninfected target cells, $U_0$, $R_0 := \frac{U_0 \beta}{c \delta}$.

A second number, which is closely related to the first one, is the critical value for the uninfected/susceptible cells such that the virus starts to decrease.

Definition 3. The critical number of susceptible cells $U$, $V$, is defined as $U_c := \frac{c \delta}{\beta}$ which for fixed system parameters $\beta$, $p$, $\delta$ and $c$, is a constant.

Note that $U(t) < U_c$ if and only if $R(t) < 1$, for every $t \geq 0$. The basic reproduction number $R(t)$ and the critical number $U_c$ completely describe dynamic (2.1). In Abuin et al. (2020), a full characterization of the equilibrium sets, their stability and the full behavior of each variable are made. There, it is stated that the (trivial and asymptotically stable) equilibrium set $X_0 := \{(U, I, V) \in R^3 : U \in [0, \infty), I = 0, V = 0\}$ can be divided into two sets, determined by $U_c$, being the first the smallest asymptotically stable equilibrium set and, the second, unstable (Theorem 3.3, in Abuin et al. (2020)). Furthermore, provided that virus spread for $t \geq 0$, it is also stated (Theorem 4.1) that there exist positive times $t_0$, $t_1$, $t_2$, and $t_3$, such that $t_0 < t_1 < t_2 < t_3$, where $t_1$ and $t_2$ are the times at which $V(t)$ reaches a local minimum and a local maximum, respectively, $t_1$ is the time at which $I(t)$ reaches a local maximum, and $t_2$ is the time at which $U(t)$ reaches $U_c$. In addition, $V(t) < 0$ for all $t > t_3$, which completely characterizes the system behavior.

3. Antiviral effectiveness characterisation

The time to initiate treatment $t_p$ is assumed to be between the minimum and maximum time of $V$, i.e., $t_0 < t_p < t_3$ (although some simulations will be performed for $t_0 > t_p$, for the sake of completeness). The full antiviral effect $n_{\eta}$ and $n_{\eta}$ are limited by the inhibitory potential of the drug (expressed in terms of EC$_{50p}$, or drug concentration for inhibiting 50% of antigen particles) and its cytotoxic effect (expressed in terms of IC$_{50p}$ or drug concentration which causes death to 50% of susceptible cells) (Vergnaud & Rosca, 2005; Wang & Cao et al., 2020).

As the antiviral treatment reduces the system parameter in some amount, it will quantitatively modify the virus behavior. Particularly, the virus peak time will be modified from $t_3$ (untreated patient case) to $\tilde{t}_v$, (treated patient case). However, given that the treatment is initiated when the virus is increasing (i.e., between $t_1$ and $\tilde{t}_v$), then the new peak will occur at the same time or after the treatment time, i.e., $\tilde{t}_v \geq t_p$. This way, even when the virus peak will always be smaller with a treatment (smaller peaks are obtained for smaller values of $p$ and $\beta$), the time at which this peak takes place can be smaller or greater than the one without any treatment. This effect, usually disregarded in many studies concerning the effectiveness of antivirals, could be critical to define whether or not a given antiviral is able to prevent a severe disease. Indeed, in some cases, antivirals significantly delay the virus peaks, largely increasing the time of permanence of the virus in the host. In order to qualitatively assess antiviral effectiveness according to the time of the virus peak, the following classification is made:

**Definition 4 (Antiviral Treatment Effectiveness).** Consider system (2.1), constrained by the positive set $X$, such that the virus spreads in the host from time $t = 0$, which implies that: $U(0) > U_c$, $I(0) = 0$ and $V(0) > 0$. Consider also that, at time $t_p$, with $\tilde{t}_v < t_p < \tilde{t}_v$, an antiviral treatment is initiated such that $n_{\eta}(t)$ and/or $n_{\eta}(t)$ jump from $0$ to $n_{\theta} \in [0, 1]$ and/or $n_{\eta} \in [0, 1)$, respectively (as stated in (2.2)). Then, the treatment is said to be effective if the virus peaks at a time $\tilde{t}_v < t_p$, being the latter the virus peak time for the untreated viral dynamics (i.e., when $n_{\eta} = n_{\eta} = 0$). Otherwise, if $\tilde{t}_v < t_p$, it is said that the treatment is ineffective.

Definition 4 is closely related to the capacity of the antiviral drug to clear the infection (or, the same, cutting off its spread) in such a way that it could: (a) decline the viral grow at the treatment time, and, so, the virus clearance starts when the therapy is initiated, or (b) hasten the virus peak, and, so, even though the virus clearance is not started at treatment time, it begins prior to the untreated case. Note also that Definition 4 accounts for three typical antiviral effect metrics: the area under the virus curve (AUC) and the duration of infection (DI) (Hadjhysanthou, Cautët, Lawrence, Vegvari, De Wolf, & Anderson, 2016), in a direct way, and the difference of viral loads at the time-to-peak $\Delta V$ (Gonçalves et al., 2020), in an indirect way.

3.1. Antiviral effectiveness characterisation

In this subsection it is shown that the effectiveness of antivirals depends on weather $n_{\eta}$ and/or $n_{\eta}$ are greater or smaller than a specified threshold, which is a function of the parameters and the time of the treatment initiation. In order to characterize such thresholds, the within-host basic reproduction number $R$ at treatment time $t_p$ is computed as follows:

\[
R(t_p) = \frac{U(t_p) \beta (1 - n_{\eta}) (1 - n_{\eta})}{c \delta},
\]

where $\tilde{t}_v < t_p < \tilde{t}_v$. The critical values of $n_{\eta}$ and $n_{\eta}$ are the ones that make $R(t_p) = 1$, i.e.

\[
\begin{align*}
\eta_{\tilde{t}_v}(t_p) & := 1 - \frac{c \delta}{U(t_p) \beta} \\
\eta_{\tilde{t}_v}(t_p) & := 1 - \frac{c \delta}{U(t_p) \beta} = \eta_{\tilde{t}_v}(t_p).
\end{align*}
\]

From Eqs. (3.2) and (3.3) it can be inferred that $\eta_{\tilde{t}_v}(t_p)$ and $\eta_{\tilde{t}_v}(t_p)$ are increasing functions of $U(t_p)$. Fig. 1 shows the time behavior of $\eta_{\tilde{t}_v}(t_p)$ for the nine COVID-19 patients identified in Section 4. Note that $\eta_{\tilde{t}_v}(t_p) \approx 1 - c \delta / U(t_p) \beta$ for $t_p \rightarrow t_0$ and $\eta_{\tilde{t}_v}(t_p) \approx 1 - c \delta / U(t_p) \beta$ for $t_p \rightarrow \tilde{t}_v, (t_p \approx \tilde{t}_v)$. Similar results concerning the critical drug efficacy with respect to the availability of target cells at the treatment time were reached in Dobrovolny, Gieschke, Davies, Junbe, and Beauchemin (2011), for acute models, although the authors focused the analysis on treatment starting at the beginning of the infection.

The following theorem determines the effectiveness of antivirals in terms of $\eta_{\tilde{t}_v}(t_p)$ and $\eta_{\tilde{t}_v}(t_p)$, by considering them separately. In the next subsection, the combined effect will be studied.
Theorem 3.1. Consider system (2.1), constrained by the positive set $\mathbb{X}$. Consider that the virus spreads in the host for $t \geq 0$, which implies that: $U(0) > U_{c}$, $I(0) = 0$ and $V(0) > 0$. Consider also that, at time $t_{u}$, with $i_{V} < t_{u} < i_{V}$ (when the virus is increasing), an antiviral treatment is initiated such that $n_{p}(t) > n_{p}(t_{u})$ from 0 to $n_{p} \in [0, 1)$ or $n_{p} \in (0, 1]$, respectively (as stated in (2.2)). Then,

i. if the inhibition effect is such that $n_{p} > n_{p}(t_{u})$ (or $n_{p} > n_{p}(t_{u})$) then the maximum of $V(t)$ occurs at $t_{m}$, which is smaller than $i_{V}$ by hypothesis. In this case the antiviral treatment is effective.

ii. for two antiviral treatment, 1 and 2, with inhibition effects $n_{p1}, n_{p2}$ such that $n_{p1}(t) < n_{p2}(t)$ (for two inhibition effects $n_{p1}, n_{p2}$ such that $n_{p1}(t) < n_{p2}(t)$), there exist a time $t' > t_{u}$ (large enough) such that $V(t) > V(t')$, for all $t \in (t_{u}, t')$, being $V(t')$ the virus corresponding to treatments $n_{p1}$ and $n_{p2}$, respectively. In this case both treatments are effective, and treatment 2 is more efficient than treatment 1.

iii. if the inhibition effect is such that $n_{p} < n_{p}(t_{u})$ (or $n_{p} < n_{p}(t_{u})$), then the virus reaches a maximum at a time $i_{V} > i_{V}$. Furthermore, there exists a time $t'' = t''(n_{p}, i_{V})$ — denoted as early treatment time — such that $i_{V} < t''$ for $t_{u} \in (i_{V}, t'')$. In this case the antiviral treatment is ineffective.

iv. for two antiviral treatment, 1 and 2, with inhibition effects $n_{p1}, n_{p2}$ such that $n_{p1}(t) < n_{p2}(t)$ (with $t \in (i_{V}, t'')$, (for two inhibition effects $n_{p1}, n_{p2}$ such that $n_{p1}(t) < n_{p2}(t)$), it is $i_{V} > i_{V}$, being $i_{V}$ the virus maximum time corresponding to treatments $n_{p1}$ and $n_{p2}$, respectively. In this case both treatments are ineffective, but treatment 1 is more efficient than treatment 2, which is a rather counter-intuitive fact.

Sketch of Proof. For the sake of simplicity and clarity the proof is based on the approximation of system (2.1) described in Appendix A.2. In such a case, system (2.1) is approximated by $U(t) = -\beta U(t)V(t)$, $V(t) \approx (R(t) - 1)\delta V(t)$ and $I(t) \approx \frac{\epsilon}{c}V(t)$. Only antiviral treatments affecting parameter $\rho$ are tackled, since the results follows from conditions on $R(t)$ and parameters $\beta$ and $\rho$ affect the same way.

i. Since $i_{V} < t_{u} < i'_{V}$ (by hypothesis) and $i'_{V} \approx i_{V}$, then by Theorem 4.1 in Abuin et al. (2020), $R(t) > 1$ for $t < t_{u}$. Given that $n_{p} > n_{p}(t_{u})$, then by (3.1) $R(t)$ jumps to a value smaller than one at $t_{u}$, i.e., $R(t_{u}) < 1$ and $R(t_{u}) < 1$ (where $R(t_{u}) : = \lim_{t \rightarrow t_{u}} R(t)$). Given that $U(t)$ is strictly decreasing, $R(t) < 1$ for $t > t_{u}$. From equation $V(t) \approx (R(t) - 1)\delta V(t)$, it follows that $V(t) < 0$ for all $t > t_{u}$. So, given that is assumed that $V(t)$ is increasing when the treatment is initiated, its maximum occurs at $t_{u}$.

ii. Let us consider that for all $t \geq t_{u}$, $V(t)$ and $U(t)$ are the virus and the susceptible cells for treatment $i = 1, 2$, i.e., the treatment under the inhibition effect $n_{p}$, and $R(t) = \frac{U(t)(1-n_{p})}{\epsilon}$ with $U(t) = U_{c}$ and $V(t) = V_{c}$. By hypothesis $n_{p}(t) < n_{p}$, then $R(t_{u}) > R(t_{u})$ and $R(t_{u}) < 1$ for all $t \geq t_{u}$ and $i = 1, 2$. Since $U(t)$ is a continuous function for $i = 1, 2$, there is a positive time $t' > t_{u}$ such that $R(t(t')) > R(t_{u})$ for all $t \in [t_{u}, t')$. From equation $V(t) \approx (R(t) - 1)\delta V(t)$ it follows that $V(t_{u}) < V(t_{u})$ for all $t \in [t_{u}, t')$ (note that $V(t)$ is not defined on $t_{u}$). As it is shown in Section 5.1, for real data patients, $t'$ is large enough such that $V(t') = 0$.

iii. Since $i'_{V} < t_{u} < i'_{V}$ (by hypothesis) and $i'_{V} \approx i_{V}$, then by Theorem 4.1 in Abuin et al. (2020), $R(t) > 1$ for $t < t_{u}$. Given that $n_{p} < n_{p}(t_{u})$, then by (3.1) $R(t)$ jumps to a value smaller than one at $t_{u}$, i.e., $R(t_{u}) < 1$ and $R(t_{u}) < 1$ (where $R(t_{u}) : = \lim_{t \rightarrow t_{u}} R(t)$). Given that $U(t)$ is strictly decreasing, $R(t) < 1$ for $t > t_{u}$. From equation $V(t) \approx (R(t) - 1)\delta V(t)$, it follows that $V(t) < 0$ for all $t > t_{u}$. So, given that is assumed that $V(t)$ is increasing when the treatment is initiated, its maximum occurs at $t_{u}$.
the treatment time is delayed, $\eta$ is a monotonically increasing function of $t$. Hence, the fraction of dead cells at the end of infection is a function. Therefore:

\[ \text{Consequently, if treatment is started early, such that } R(t) > 1, \] the highest the antiviral effectiveness $\eta$ (or $\eta'$) is, the longer the time the virus remains in the host, since the maximum time $t_{\text{max}}$ is delayed, as established in item (iv). As a result, antivirals could be detrimental as treated patients would need to be isolated for larger periods of time than untreated ones.

Note that even when virus peak time can be delayed for some treatments, the virus peak will be always smaller than the one without any treatment. Furthermore, the fraction of dead cells at the end of the infection ($D_{\infty}$) will be always greater if no antiviral is administered. Indeed, $D_{\infty} := \frac{1}{\frac{U(t)}{U(t)_{\text{opt}}} - \frac{R(t)}{R(t)_{\text{opt}}}}$, with $U(t)_{\text{opt}} = U(t)_{\text{opt}}(R(t)_{\text{opt}})$, $K(t)_{\text{opt}} = \frac{1}{\int_{0}^{\infty} \frac{dV(t)}{dt} dt}$ and $W(t)_{\text{opt}} = \frac{\int_{0}^{\infty} \frac{dW(t)}{dt} dt}{\int_{0}^{\infty} \frac{dV(t)}{dt} dt}$ being the Lambert function. Therefore:

\[ D_{\infty} = 1 + \frac{W(-R(t)_{\text{opt}} e^{-(R(t)_{\text{opt}} + K(t)_{\text{opt}})})}{R(t)_{\text{opt}}} \] (3.6)

Consequently, if treatment is started early, such that $R(t) > K(t)_{\text{opt}}$, then the fraction of dead cells can be approximated as $D_{\infty} = 1 + \frac{W(-R(t)_{\text{opt}} e^{-(R(t)_{\text{opt}} + K(t)_{\text{opt}})})}{R(t)_{\text{opt}}}$, which is equal to 0 if $R(t)_{\text{opt}} < 1$. Note that, by definition, $W(-R(t)_{\text{opt}} e^{-(R(t)_{\text{opt}} + K(t)_{\text{opt}})}) = -R(t)$ for $R(t)_{\text{opt}} \leq 1$, so $D_{\infty} = 1 + (-R(t))_{\text{opt}} = 0$. On the other hand, if $R(t)_{\text{opt}} > 1$, then $W(-R(t)_{\text{opt}} e^{-(R(t)_{\text{opt}} + K(t)_{\text{opt}})}) \in (-1,0]$ is monotonically increasing with $R(t)$ (see Figure 1, in Abuin et al. [2020]). Hence, the fraction of dead cells at the end of infection is a monotonically increasing function of $R(t)$, for $R(t)_{\text{opt}} > 1$. Moreover, as the treatment time is delayed, $K(t)_{\text{opt}}$ grows, being $D_{\infty}$ a monotonically increasing function of $R(t)$, even for $R(t)_{\text{opt}} \leq 1$.

3.2. Antiviral effectiveness considering the combined effect on $\eta$ and $\eta'$

Theorem 3.1 describes the behavior of the virus under the effect of an inhibitor reducing the infection rate $\beta$ or the replication rate $p$. If both effects ($\eta$ and $\eta'$) are simultaneously included in the model, it can be computed a region – in the $\eta$, $\eta'$ space – for which condition $R(t)_{\text{opt}} < 1$ is fulfilled. This way, instead of independent critical values $\eta_{c}^{\text{opt}}(t)$ and $\eta'_{c}^{\text{opt}}(t)$ corresponding to each parameter, there is an entire set of critical combinations that makes a treatment effective. This set depends on treatment time $t$, and is placed on the boundary of the effective set $H^*(t) := \left\{ (\eta_{c}, \eta_{c}') \in [0,1] \times [0,1] : \eta_{c} > 1 - \frac{c \delta}{U(t)(1-\eta')} \right\}$ (3.7)

Remark 2. Item (iii) of Theorem 3.1 establishes just the existence of $t^{*}$ such that for treatments starting at $t_{p} \in (t^{*}, t_{r})$, the new virus peak time is larger than the one corresponding to the untreated case, i.e., $t_{\text{max}} > t_{p}$. However, it should be noted that for parameters coming from real patient data, (the maximal) $t^{*}$ is indeed close to $t_{p}$.

A main consequence of item (iii) of Theorem 3.1 is that early treatments, if not effective, could be more detrimental than late ones. Another critical point to be remarked is that when an early treatment is not strong enough to avoid the virus spreadability right after $t_{p}$, the highest the antiviral effectiveness $\eta$ (or $\eta'$) is, the longer the time the virus remains in the host, since the maximum time $t_{\text{max}}$ is delayed, as established in item (iv). As a result, antivirals could be detrimental as treated patients would need to be isolated for larger periods of time than untreated ones.

Clearly, every pair $(\eta_{c}, \eta_{c}') \in H^*(t)$ fulfills condition $R(t)_{\text{opt}} < 1$ and, reciprocally, every pair $(\eta_{c}, \eta_{c}') \notin H^*(t)$ fulfills condition $R(t)_{\text{opt}} > 1$. Fig. 2 shows a plot of set $H^*(t)$ in the plane $(\eta_{c} \times \eta_{c}')$, corresponding to parameters $\beta = 0.5, \delta = 0.2, p = 2$ and $c = 5$, with $U(t)_{\text{opt}} = 3$. The critical boundary of $H^*(t)$, denoted by $\partial H^*(t)$, represents the critical pairs of $\eta_{c}$ and $\eta_{c}'$ such that $R(t)_{\text{opt}} = 1$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Within-host modeling of COVID-19

In this section, the parameters of model (2.1) are estimated using viral load data of nine patients, labeled as A, B, C, D, E, F, G, H and I, reported by Wölfel et al. (2020). We follow a similar procedure as in Hernandez-Vargas and Velasco-Hernandez (2020). Since the viral load is measured in Log10 scales, the model fitting was fulfilled by minimizing the root mean squared of logarithmic error (RMSLE), denoted as:

\[ \text{RMSLE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\log(y) - \log(\hat{y}))^2}, \] (4.1)

where $n$ is the number of measurements, $y$ the model predictive output, and $\hat{y}$ the experimental measurement. Since the minimization of (4.1) implies a nonlinear optimization problem, with highly dependence on initial conditions, the Differential Evolution (DE) algorithm (Hernandez-Vargas, 2019; Storm & Price, 1995) was employed as a global optimization algorithm, which has shown to be robust to initial guesses of parameters (Torres-Cerna, Alanis, Poblete-Castro, Bermejo-Jambrina, & Hernandez-Vargas, 2016).

Even though it is still debatable which compartments SARS-CoV-2 can infect, there is a common agreement that the viral shedding take places mainly in the respiratory epithelial cells (due to the high expression of ACE2) with direct viral toxicity of the infected cells (Gupta et al., 2020). Therefore, following previous works of mathematical
modeling for influenza infection in humans, the value of $U_0$ was taken as about $4 \times 10^8$ (cells) for all patients (Baccam et al., 2006). Furthermore, $I_2$ was assumed to be 0 (cells) and $V_0$ was estimated (using a regression model, since the viral at the day of infection was not provided) (Hernandez-Vargas & Velasco-Hernandez, 2020) to be about 0.31 (copies/ml). Moreover, in order to avoid identifiability problems related with the fact that only viral titers are employed to model the viral load was measured after the onset of the symptoms, an incubation period of 7 days was assumed from the time of infection, according to Hernandez-Vargas and Velasco-Hernandez (2020).

The time evolution of $U$, $I$ and $V$ is shown in Fig. 3, for each patient. As it can be seen, the plot confirms the results given in Theorem 4.1 (see Abuin et al., 2020) concerning the minimum and maximum times of $V$, the maximum time of $I$ and the time when $U$ reaches $U'_c$ (i.e., when $R(t)$ reaches 1). Fig. 3 also supports the approximation made in Appendix A.2, by showing that the peaks of virus concentration and infected cells occur approximately at the same time at which $U$ reaches $U'_c$. All these temporal metrics, together with the values of $U'_c$ (the critical target cell value), $U_m$ (the final value of $U$ at the end of infection), $R_0$ and $V(t_r)$ (virus concentration at time-to-peak) are shown in Table 2, for the nine simulated patients.

Remark 3. In comparison with other coronavirus diseases, such as MERS and SARS, where the virus load peak takes place after the onset of symptoms (7 – 10 days post infection) (He et al., 2020), for SARS-CoV-2 infection it is not clear the temporal interval where the viral load reaches a peak. A recent study linking epidemiological and viral load data, suggests that the viral load peak occurs during the day of symptom onset (He et al., 2020). However, observation of viral load in infected macaques (Munster et al., 2020; Williamson et al., 2020) denotes that the viral peak from nose and throat swabs happens during the 1–3 days post infection. Therefore, since the target cell model fitting was conducted using SARS-CoV-2 viral load measured after the onset of the symptoms (Wölfel et al., 2020), the estimated time-to-peak ($t_r$) in Table 2 is subject to practical identifiability problems, which as was indicated in Theorem 3.1 and will be shown in Section 5, is a main parameter to evaluate antiviral effectiveness. Due to this reason, an uncertainty analysis computing the likelihood-based confidence intervals (Raue et al., 2009) for each parameter was done. In Fig. 4 such analysis is shown for the 95% confidence interval of parameter $p_1$, where it can be seen the high degree of uncertainty in the estimated $t_r$ for patients A, C, F and G (approximately 5 days).

5. Simulation results

To evaluate the results concerning the antiviral treatment effectiveness, several simulations involving the nine patients introduced in Section 4 were performed. First, the virus spreading interval – the time between the estimated day of infection (∼7 days post symptoms onset (dpo)) and the time-to-peak of viral load ($t_r$) – are considered in Section 5.1, to assess the results of Theorem 3.1. Due to the reported variability on the estimated time-to-peak (Fig. 4), we decided to initialize the treatments taking into account the relative time with respect to the estimated $t_r$, instead of using a fixed time for all the population. Furthermore, the (maximal) early treatment time ($t'_r$) of each patient was computed numerically, being of the order of 0.77 [0.74, 0.79]$t_r$.

Then, in Section 5.2, the case when the antiviral therapy is started before and after the untreated time-to-peak $t_r$ is simulated, in order to analyze the effectiveness of a subpotent/potent antiviral drug as treatment time $t_r$ is delayed. Finally, in Section 5.3 the synergistic effects of antiviral therapies blocking the viral replication $p$ and the host cell infection $\beta$ are studied, taking into account the combined drug effect analysis presented in Section 3.2.

To numerically assess the viral kinetics evolution, the following infected-related metrics are employed: (i) the difference of viral loads with and without treatment at time-to-peak, $\Delta V = V(t'_r) - V(t_r)$, which is a measure of the viral reduction at time-to-peak respect to the untreated case (Gonçalves et al., 2020); (ii) the duration of infection, $D_I$, defined as the time spent by the viral titer curve over a detection limit (i.e.: 100 copies/ml), which is a measure of the viral shedding interval and can also be used, as an indicator of the time a patient is infectious, requiring isolation or quarantine to prevent onward infection (Dobrovolny, Reddy, Kamal, Rayner, & Beauchemin, 2013); and (iii) the time-to-peak $t_r$, which is an indicator of the viral replication rate and can be employed, as an estimation of the time window available for effective treatment (Dobrovolny, Baron, Gieschke, Davies, Jumbe, & Beauchemin, 2010). For the sake of simplicity, unless otherwise stated, the approximation presented in Appendix A.2, in the Appendix, is used for simulation analysis.

5.1. Treatment initiated at different times, during viral spreading interval ($t_r \in (t'_r, t_r)$)

**Scenario 1: treatment is initiated at viral load detection level ($t_r = t_{pL}$)**

Fig. 5 shows the simulated virus load evolution corresponding to each of the nine patients, when the antiviral therapy is started at the first positive PCR test time ($t_{pL} = t_{pL,L}$, being $t_{pL}$ the time at which the virus reaches the value $V(t_{pL,L}) = 100$ copies/ml, which is about 0.35$t_r$ ± 0.40$t_r$. Consequently, all the patients fall in the case $t_r < t_{pL} < t'_r$, which means that we are under the hypothesis of Theorem 3.1 and, furthermore, the treatment time belongs to the early treatment time interval. To properly assess the antiviral replication inhibition effect, increasing values of $\eta_3$ were used. First we started with small values of $\eta_3$, $\eta'_3$ and $\eta''_3$, fulfilling the condition $\eta_3 < \eta'_3$ ($t_r$) (item (ii) in Theorem 3.1, ineffective treatment). Then $\eta_3$ was set to values approximately equal to $\eta'_3$, $\eta''_3$ and $\eta'''_3$, to reinforce the counter-intuitive fact that larger inhibition effects fulfilling $\eta_3 < \eta'_3(t_r)$ produce larger virus peak times (item IV in Theorem 3.1). Finally, $\eta_3$ was increased to two values larger than $\eta'_3(t_r)$, $\eta''_3$ and $\eta'''_3$ (items i and ii in Theorem 3.1), to show that higher inhibition effects produce faster eradication of the virus $V$. For the simulations, efficacies equally spaced from $\eta''_3(t_r)$ were used, such that: $\eta'_3 = 0.5\eta''_3(t_r)$, $\eta''_3 = 0.75\eta''_3(t_r)$, $\eta'''_3 = 0.90\eta''_3(t_r)$, $\eta''''_3 = \eta''_3(t_r) + 0.11(1 - \eta''_3(t_r))$, $\eta'''''_3 = \eta''''_3(t_r) + 0.25(1 - \eta''''_3(t_r))$, and $\eta''''''_3 = \eta''''''_3(t_r) + 0.51(1 - \eta''''''_3(t_r))$, for all patients.

As expected, effective treatments produce an instantaneous decline of the viral load, with a monotonically decreasing viral shedding interval as the antiviral efficacy is incremented. On the other hand, ineffective treatments cause a delay in time to peak, significantly increasing the duration of viral shedding as $\eta_3$ is augmented from 0 to $\eta''_3$. Even when the viral load peak is a monotonically decreasing function of $\eta_3$ (by following similar steps than the ones in Lemma 1 it can be shown that $\partial V(t_r)/\partial R = (\delta/\beta)(1 - \eta_3)$, for $R := R(t_r) \geq 1$, with $R(t_r) = (1 - \eta_3)p/\beta/(c/6)$), the patient will be PCR-positive for longer
below and from above (i.e., of the infection is longer as the inhibition effect approaches qualitative behavior than in the previous case. However, the duration 

\[ t \]

therapy is started in the course of viral spreading, at 

\[ t_0 \approx 0 \] and \[ t_1 \approx t_c \]. \[ V_{\text{undet}} = 100 \text{ (copies/mL)} \] stands for the undetectable level of the virus load.

**Table 2**

Parameter Characterization of COVID-19 patients. The times are given in days post infection (dpi).

| Patient | \( U_t \) | \( U_c \) | \( R_0 \) | \( t_p \) | \( t_c \) | \( t_1 \) | \( t_0 \) | \( V_{\text{undet}} \) |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| A       | 0.54 × 10^8 | 0.26 × 10^8 | 7.35      | 0.22      | 10.53     | 10.61     | 10.95     | 1.50 × 10^7 |
| B       | 0.77 × 10^8 | 0.23 × 10^8 | 5.17      | 0.24      | 11.81     | 11.90     | 12.20     | 1.18 × 10^7 |
| C       | 0.12 × 10^8 | 0.00      | 34.22     | 0.06      | 3.94      | 3.99      | 4.42      | 2.10 × 10^7 |
| D       | 0.10 × 10^8 | 0.00      | 39.47     | 0.02      | 3.09      | 3.05      | 3.39      | 2.90 × 10^7 |
| E       | 1.60 × 10^8 | 4.27 × 10^2 | 2.50      | 0.23      | 14.31     | 14.47     | 14.69     | 0.42 × 10^7 |
| F       | 0.09 × 10^8 | 0.00      | 45.12     | 0.03      | 3.48      | 3.53      | 3.93      | 3.55 × 10^7 |
| G       | 0.90 × 10^8 | 0.47 × 10^2 | 4.50      | 0.25      | 12.44     | 12.53     | 12.83     | 1.04 × 10^7 |
| H       | 0.05 × 10^8 | 0.00      | 75.57     | 0.00      | 1.73      | 1.77      | 2.11      | 2.02 × 10^8 |
| I       | 0.52 × 10^8 | 0.19 × 10^6 | 7.64      | 0.07      | 6.77      | 6.86      | 7.09      | 1.50 × 10^8 |

**Fig. 3.** \( U, I, V \) time evolution for the untreated case. As stated in Theorem 4.1, in Abuin et al. (2020), \( i_p < t_1 < t_c \), where \( i_p \) and \( i_c \) are the times at which \( V(t) \) reaches a local minimum and a local maximum, respectively, \( t_1 \) is the time at which \( I(t) \) reaches a local maximum, and \( t_c \) is the time at which \( U(t) \) reaches \( U_c \). Furthermore, as stated in Appendix A.2, \( i_p \approx 0 \) and \( t_1 \approx t_c \). \( V_{\text{undet}} = 100 \text{ (copies/mL)} \) stands for the undetectable level of the virus load.

**Scenario 2: treatment initiated in the course of viral spreading**

Figs. 7 and 8 show the virus load evolution when the antiviral therapy is started in the course of viral spreading, at \( t_p \approx 0.7t' \) and \( t_c \approx t' \), respectively. The viral load over the time has the same qualitative behavior than in the previous case. However, the duration of the infection is longer as the inhibition effect approaches \( \eta_0(t_p) \) from below and from above (i.e.: \( \eta_0 \) and \( \eta_0 \) cases, violet and green lines in Figs. 7 and 8). Indeed, for values of drug effectiveness in the vicinity of \( \eta_0(t_p) \), the viral duration interval is augmented – even for effective therapies – since \( V \) has already reached a relatively high value at the treatment time. This behavior is confirmed in box-plots 9 and 10, where a sudden increase of the duration of infection happens when the antiviral efficacy is near the critical value. However, as the treatment time is delayed this behavior is mitigated (see box-plot 10) due to the viral shedding interval for untreated COVID-19 patients is in order of 30 days which is in conformity with an effective antiviral therapy (\( \eta_0 \approx \eta_0 \)).

**5.2. Treatment initiated at different times, with the same effectiveness**

In order to analyze the viral kinetics when the antiviral therapy is initiated at different times over the infection period (i.e., before and after \( t_p \)), we studied the temporal dependence of infection-related metrics corresponding to fixed subpotent/potent drug effectiveness.

Based on the uncertainty analysis presented in Section 4, patient B was selected as a representative patient, whose critical drug efficacy \( \eta_0(t_p) \approx 0.81 \) for \( t_p < t' \) (see Fig. 1, being \( t' \approx 0.7t_p \approx 9.39 \text{ dpi} \)). The treatment initial times were: \( t_{1\text{r1}} = 4, t_{1\text{r2}} = 6, t_{1\text{r3}} = 9, t_{1\text{r4}} = 17, t_{1\text{r5}} = 20 \)
and $t_{tr} = 25$ dpi. Fig. 11 (left) shows that if the treatment is initiated with an ineffective therapy ($\eta = 0.73$), the time-to-peak ($t_{\hat{V}, tr}$) and the duration of infection ($DI$) decrease as the treatment time is delayed. This can be explained by the fact that, for the same effectiveness, $t_{\hat{V}, tr}$ is reduced as $V(t_{tr})$ is augmented. Eqs. (A.4) and (A.5) in Lemma 1 show that for a fixed $\chi \geq 1$, $k_1(\chi) \geq 0$ and $k_2(\chi) \leq 0$ are increasing functions of $V(t_{tr})$ (i.e.: $k_1(R) = 0$ and $k_2(R) = -1/(\delta(R - 1))$ for $V(t_{tr}) \to 0$ while $k_1(R) = 1/(1 - R^2 + R)$ and $k_2(R) = -1/(\delta R)$ for $V(t_{tr}) \to \delta/\beta$, being $\delta/\beta < V(t_{tr})$). Therefore, since $t_{\hat{V}, tr} = k_2 \ln(k_1) + t_{tr}$ (according to Eq. (A.3)), it can be inferred that $t_{\hat{V}, tr}$ is monotonically decreasing with $V(t_{tr})$. Moreover, comparing the viral load at the time-to-peak, it can be deduced that $V(t_{\hat{V}, tr2}) > V(t_{\hat{V}, tr1})$ for an ineffective therapy started at two treatment times $t_{tr2} > t_{tr1}$ during the beginning of the infection (assuming that $U(t_{tr1}) \approx U(t_{tr2})$).

By following similar steps as in Lemma 1, the viral load at the time-to-peak can be written as:

$$V(t_{\hat{V}, tr}) = V(t_{tr}) + (p/\epsilon)U(t_{tr}) - (\delta/\beta)(\ln R_{tr} + 1)$$

and, therefore, $V(t_{\hat{V}, tr2}) - V(t_{\hat{V}, tr1}) > 0$. However, from Fig. 11 (left) it can be seen that $V(t_{\hat{V}, tr})$ is of the order of $(3 \sim 4) \times 10^5$ copies/ml, independently of the treatment initiation time. This can be explained by the fact that the difference of viral load at $t_{\hat{V}, tr}$ for therapies started at different times, depends mainly on the deviation between the viral loads at treatment times, which normally are several order of magnitude below $V(t_{\hat{V}, tr})$. For example, $V(t_{\hat{V}, tr1}) = 3.29 \times 10^5$, $V(t_{\hat{V}, tr2}) = 3.30 \times 10^5$ and $V(t_{\hat{V}, tr3}) = 4.35 \times 10^5$ copies/ml while $V(t_{tr1}) = 1 \times 10^2$, $V(t_{tr2}) = 2.5 \times 10^3$ and $V(t_{tr3}) = 1.74 \times 10^5$ copies/ml.

Fig. 4. Uncertainty analysis on viral load evolution for $p$-parameter 95% confidence interval. Note the uncertainty in viral load peak. Empty dots are data of COVID-19 patients.

Fig. 5. Free virus behavior when treatment is started at viral load detection level ($t_{tr} = t_{DL}$). Values of $\eta_p$ smaller ($\eta_1, \eta_2$), approximately equal ($\eta_3, \eta_4$) and greater ($\eta_5, \eta_6$) than $\eta_c$ are simulated to demonstrate the results in Theorem 3.1. The black line denotes the untreated case ($\eta_p = 0$).
Fig. 6. Infection-related metrics as function of \( \eta_p(t_{tr}) \) for antiviral effectiveness assessment (all patients). Note that, \( \eta_1^p = 0.9\eta(t_{tr}) \), \( \eta_2^p = 0.75\eta(t_{tr}) \), \( \eta_3^p = 0.9\eta(t_{tr}) \), \( \eta_4^p = \eta_1^p + 0.1(1 - \eta_1^p(t_{tr})) \), \( \eta_5^p = \eta_1^p + 0.25(1 - \eta_1^p(t_{tr})) \), and \( \eta_6^p = \eta_1^p + 0.5(1 - \eta_1^p(t_{tr})) \), being \( \eta_1^c(t_{tr}) \) the critical drug efficacy of each patient at time to treatment initiation, \( t_{tr} \).

Consequently, the increment on the viral peak is not significant as the treatment is delayed, although the duration of infection is considerably reduced (i.e.: from 96 to 55 days). Note that the target cell-model assumes that the viral clearance in the convalescent phase is proportional to the virus load concentration at time-to-peak, which is in the same order of magnitude for the three cases. As a result, and taking into account that the viral peak is reached early as the treatment is delayed, a quickly viral deletion is observed for the postponed case. As a consequence, if a fixed subpotent drug is employed, delaying the treatment initiation time could reduce viral shedding interval, without significantly increasing the viral load at time-to-peak. It is important to remark that if \( \eta_p \) is reduced even more \( (\eta_p \ll \eta_t) \), the viral at time-to-peak follows the same behavior, although, the viral shedding interval is not considerably decreased, since \( \hat{t}_c(t_{tr}) \approx \hat{t}_c \) as \( \eta \to 0 \) \( (t_{tr} \in \hat{t}_c, \hat{t}_c) \). Hence, although a non-significant improvement on the duration of infection is achieved if the treatment is delayed, the viral outcomes continues to be acceptable.

On the other hand, if the ineffective therapy is initiated after the viral load peak, the duration of infection is slightly reduced with respect to the previous case, since \( R(t_{tr}) < 1 \) at this time and, therefore,
Fig. 8. Viral load time evolution with treatment initial time given by $t_r = r_t$. Values of $\eta_p$ smaller, approximately equal and greater than $\eta_c$ are simulated to demonstrate the results in Theorem 3.1. The black line denotes the untreated case ($\eta_p = 0$).

5.3. Treatment with antiviral inhibiting both viral infection ($\eta_\beta$) and viral replication rate ($\eta_p$)

Finally, the virus behavior was considered when a combined antiviral therapy inhibiting both, the viral infection rate ($\beta$) and the viral replication rate ($p$), was applied. Since the critical drug efficacy for acute models is defined during the viral spreading interval (Section 3.2), the treatment was initiated at $t_r = 0.7r$, which is a value fulfilling $t_r \in (\hat{t}_V, \check{t}_V)$.

For the sake of clarity, only Patient A was considered and the 3 previous infection-related metrics were assessed as functions of the antiviral inhibition effects $\eta_\beta$ and $\eta_p$. Fig. 12 shows that the antiviral is effective for every inhibition effect pair ($\eta_\beta, \eta_p$) fulfilling ($\eta_\beta, \eta_p$) $\in H^c(t_r)$ (i.e.: yellow region of $\Delta V$), in accordance with the results in Section 3.2. Moreover, as for the single inhibition cases, the duration of infection and the time-to-peak increase as the combined drug efficacy pair ($\eta_\beta, \eta_p$) tends to the boundary of $H^c(t_r)$ in Fig. 12. The difference of viral load at time-to-peak $\Delta V$ remains constant for every ($\eta_\beta, \eta_p$) $\in H^c(t_r)$ since $V(\check{t}_V, t_r) = V(t_r)$ for effective treatments.
conclusion, the synergistic effect of drug effectiveness in combined therapies produces a reduction on the critical effectiveness with respect to single-therapies cases, with the same dynamical behavior over the boundary of $\mathcal{H}(t_p)$.

6. Discussion

While several vaccines have been developed to prevent COVID-19 disease, it is imperative to evaluate potential therapies against SARS-CoV-2 infection. Among them, antiviral treatments are promissory strategies to increment the viral clearance “within-host”, decreasing disease severity. In this sense, the drug effectiveness concept is crucial to evaluate the drug effect threshold above which the viral load starts declining (Callaway & Perelson, 2002). Although this critical value has been described for chronic infections (e.g. HIV (Callaway & Perelson, 2002; Huang, Rosenkranz, & Wu, 2003), HCV (Dahari, Lo, Ribeiro, & Perelson, 2007)) it has not been studied yet for COVID-19. The critical drug efficacy can be understood in terms of the antiviral potency to decline viral spreading, in spite of guiding the system to an uninfected equilibrium, as it was introduced in Definition 4, Section 3.2. In addition, the critical inhibition effect of an antiviral depends on the treatment initiation time, and it has shown to be a monotonically decreasing function during the viral spreading interval (roughly speaking, during the time interval before the untreated virus peak).

Regarding the virus behavior for effective therapies ($\eta > \eta_c$), the viral load at time-to-peak is practically equal to $V(t_e)$ (i.e., a treatment is considered effective if the virus starts to decrease at the very moment the treatment is initiated, by modifying either $\eta_\beta$, $\eta_p$, or both), so $\mathcal{V}$ is larger for earlier treatments, being greater than the 2 log threshold for effective antiviral therapies started at $t_e < t^*$ ($t^* \approx 0.77\mathcal{V}$).
Nevertheless, for $\eta$ approaching $\eta^*$ (from above), the viral shedding interval is enlarged as the treatment is initiated during the infection growth. Therefore, if the therapeutic objective is to reduce both, the viral shedding interval and the viral peak, the efficacy level would need to overpass the critical value in a given quantity. From Fig. 1 it can be seen that $\eta^*(t_{fr}) > 0.7$ for most of patients.

Simulations results suggest that for ineffective therapies, the virus would take longer to be cleared – rather than a monotonic decline – as in the previous case – reaching a peak and finally decreasing to zero. In spite of the fact that the viral load at time-to-peak decreases monotonically with $\eta$ ($\Delta V$ increases as the infection effect jumps from 0 to $\eta > 0$), the time-to-peak increases as $\eta$ approaches $\eta^*$ (from below), which results in a longer duration of infection, potentially requiring additional isolation measures for the treated patient.

Although an effective reduction of the viral load peak and the duration of infection could be achieved with early treatments (treatments started before the untreated peak), minor effects are attained with late ones. Particularly, Fig. 11 corroborates a slight reduction on the viral shedding interval if a subpotent/potent drug therapy is employed after the time-to-peak. Consequently, taking into account that the viral load in COVID-19 patients presumably reaches the peak prior to the symptom onset, no further clinical improvements may be obtained if the therapy is started in this symptomatic phase (i.e.: notice that SARS-CoV-2 pathophysiology is characterized by a direct cytotoxic effect, endothelial cell damage, dysregulation of immune response, among others (Gupta et al., 2020)).

The effectiveness of combined treatments affecting both, $\eta_p$ and $\eta_s$, was also studied and an interdependent critical drug efficacy level was computed. Mathematically, the critical combination of values of $\eta_p$ and $\eta_s$ is placed on the boundary of the effective set $H^*(\eta_p)$, which is a set in the $(\eta_p, \eta_s)$ space. In comparison with single treatment cases (represented by the horizontal and vertical dash–dot lines in Fig. 12), a reduced critical antiviral efficacy was reported for the combined case, denoting a reduction on the necessary drug effectiveness to reduce viral spreading. Moreover, the viral characteristic behavior in the vicinity of the critical drug efficacy (i.e.: increase of time-to-peak and duration of infection) was preserved for the combined case, as the pair $(\eta_p, \eta_s)$ belongs to the critical boundary of $H^*(\eta_p)$, which implies that the antiviral effectiveness characterization made in Theorem 3.1 for single treatments could be extended to combined therapies.

In sum, this work formalizes the existence of a critical drug efficacy for acute infection models, which could have implications in the extended viral shedding observed “in-silico” by Goyal, Cardozo-Ojeda, and Schiffer (2020) (for SARS-CoV-2 infections) and by Cao and McCaw (2017) (for influenza) when the antiviral therapy is initiated early but with a subpotent drug efficacy. Moreover, it was shown the importance of initialization the antiviral therapy early (before viral load peak) in order to achieve a significant reduction of $\Delta V$ and $DI$ (Gonçalves et al., 2020; Wu et al., 2020). Although a time dependence was noticed for the critical drug efficacy ($\eta^*_p(t_{fr}), \eta^*_s(t_{fr})$), since it is a decreasing function of $t_{fr}$ (Fig. 1), its behavior does not compromise the antiviral success if an effective therapy is started later.

The main clinical implications for acute infections, and, particularly, for the SARS-CoV-2 infection are: (a) importance of viral load monitoring on probably infected COVID-19 patients (prophylactic use of antiviral therapy, previous to onset of symptoms, although adverse effects have been reported for potential antiviral drugs (Jomah et al., 2020), which could limit their prophylactic usage in risk patients), (b) isolation of treated patient, (c) possible explanation of the increase of duration of infection showed in immune compromised COVID-19 patients.
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Appendix

A.1. Virus peak time behavior under ineffective treatments

The next Lemma establishes conditions on the virus peak time as a function of $R(t_{fr})$.

Lemma 1. Consider (2.1), constrained by the positive set $\mathbb{X}$, at the beginning of the infection $t = 0$, with $U(0) > U_\tau$, $I(0) \geq 0$ and $V(0) > 0$. Consider that at some time $t_{fr} > 0$, $\eta_p(t)$ jumps from 0 to $\eta_p > \eta^*_p$, being $\eta^*_p$ the critical value defined in (3.2). Then, there exists $t^*(\eta_p, t_{fr})$ such that if $t_{fr} \in (t^*, t'_{fr})$, the virus peak time $I_{fr}(t_{fr})$ (considering the treatment effect) is a decreasing function of $R(t_{fr})$.

Proof. Consider the approximation (A.10), in Appendix A.2. Since $\eta_p(t)$ jumps from 0 to $\eta_p < \eta^*_p$, at $t_{fr}$, then $R(t)$ jumps from $R(t_{fr})$ to $R(t_{fr}^p)$, with $R(t_{fr}) \in (R(t_{fr})^p, 1)$ and $R(t_{fr}^p) > 1$. Then it is possible to approximate the explicit solutions for $U(t)$ and $V(t)$ (by approximating the ln(z) function in the time interval before the virus peak by $(z - 1)(\pm 1 + w_1)$, being $w_1$ and $w_2$ arbitrary constants, fulfilling $W_1 + W_2 = 1$ (Kaushal et al., 2020)). So, $U(t)$, for $t > t_{fr}$, can be written as

$$U(t) = \frac{(B + \sqrt{B^2 - 4AC})k_p^N e^{-(U(t_{fr})^N/\sqrt{B^2 - 4AC})} - k_d^D (B - \sqrt{B^2 - 4AC})}{2Ac_p^D - 2Ak_p^N e^{-(U(t_{fr})^N/\sqrt{B^2 - 4AC})}}. \quad (A.1)$$

where

$$k_p^N = 2AU(t_{fr}) + B - \sqrt{B^2 - 4AC},$$
$$k_d^D = 2AU(t_{fr}) + B + \sqrt{B^2 - 4AC}. $$

Fig. 12. Infection-related metrics for antiviral effectiveness assessment as function of $\eta_p$ and $\eta_s$ ($t_{fr} = 0.7\tau'$). Patient A.. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
\[ A = -\frac{p(1 - \eta)}{c} U(t_{\nu}) + \frac{\delta}{\beta} w_2, \]
\[ B = U(t_{\nu}) \frac{\delta}{\beta} w_1 \frac{U(t_{\nu}) + \frac{p(1 - \eta)}{c}}{U(t)}, \]
\[ C = -\frac{\delta}{\beta} t_{\nu}^2 w_1. \]

A reasonable approximation, however, can be obtained by selecting \( w_1 = 0 \) and \( w_2 = 1 \) (also \( w_1 = 0.2 \) and \( w_1 = 0.8 \) gives a good result, but clearly the former selection significantly simplifies the expressions). In such a case, \( A, B, C, k_{1}^{\nu} \) and \( k_{2}^{\nu} \) read:
\[ A \approx -U(t_{\nu}) \frac{p(1 - \eta)}{c} + \frac{\delta}{\beta} = (1 - R(t_{\nu})) \frac{\delta}{\beta} < 0, \]
\[ B \approx U(t_{\nu})(-\frac{\delta}{\beta} + V(t_\nu) + U(t_{\nu}) - \frac{p(1 - \eta)}{c}) = -U(t_{\nu})A + U(t_{\nu})V(t_{\nu}) > 0, \]
\[ C \approx 0, \]
\[ k_{1}^{\nu} \approx 2AU(t_{\nu}), \]
\[ k_{2}^{\nu} \approx 2AU(t_{\nu}) + 2B = 2U(t_{\nu})V(t_{\nu}). \]

being \( R(t_{\nu}) = U(t_{\nu}) \frac{p(1 - \eta)}{c} \). This way, \( U(t) \) can be simplified as
\[ U(t) = \frac{2B2AU(t_{\nu})e^{\beta(1/R(t_{\nu}))B(t_{\nu} - t_{\nu})}}{2AU(t_{\nu})V(t_{\nu}) - 2AU(t_{\nu})e^{\beta(1/R(t_{\nu}))B(t_{\nu} - t_{\nu})}}, \]
\[ = \frac{(U(t_{\nu})V(t_{\nu}) - U(t_{\nu})A)e^{-\beta(1/R(t_{\nu}))B(t_{\nu} - t_{\nu})}}{V(t_{\nu}) + Ae^{-\beta(1/R(t_{\nu}))B(t_{\nu} - t_{\nu})}}. \tag{A.2} \]

The time at which \( U(t) \) reaches \( U_{\nu}^{\nu} \), i.e., the time at which \( R(t) \) reaches 1 and \( V(t) \) reaches its peak, denoted as \( \hat{t}_{1\nu}^{\nu} \) (with \( \hat{t}_{1\nu}^{\nu} \geq t_{\nu} \)) can be explicitly computed as
\[ \hat{t}_{1\nu}^{\nu} = k_{2}^{\nu} \ln(k_{1}^{\nu} + 1), \tag{A.3} \]
where
\[ k_{1}^{\nu} = \frac{V(t_{\nu})U_{\nu}^{\nu}}{U(t_{\nu})V(t_{\nu}) + AU(t_{\nu}) + AU_{\nu}^{\nu}} \]
\[ k_{2}^{\nu} = \frac{1}{\beta(AV(t_{\nu}) + AU_{\nu}^{\nu})} \]
being \( U_{\nu}^{\nu} = \frac{c\delta}{p(1 - \eta)} \) the critical value for \( \nu \) corresponding to the treatment parameter \( p(1 - \eta) \). Now, recalling that \( R(t_{\nu}) = \frac{U(t_{\nu})}{U_{\nu}^{\nu}} \), and denoting \( U(t_{\nu}), V(t_{\nu}) \) and \( R(t_{\nu}) \) as \( U, V \) and \( R \), respectively, for the sake of simplicity, \( k_{1}, k_{2} \) can be rewritten as:
\[ k_{1}(R) = \frac{1}{\beta(1 - R^{2}) + RV}, \tag{A.4} \]
\[ k_{2}(R) = \frac{1}{\delta(1 - R) - RV}, \tag{A.5} \]
This way, \( \hat{t}_{1\nu}^{\nu} = \hat{t}_{1\nu}^{\nu}(R) = k_{2}(R) \ln(k_{1}(R)) + t_{\nu} \) represents the time of the virus peak in terms of \( R \). Note that \( \hat{t}_{1\nu}^{\nu}(R) \) is defined only for \( R \geq 1 \); indeed, \( \hat{t}_{1\nu}^{\nu}(1) = t_{\nu} \), since \( k_{1}(1) = 1 \), while \( \hat{t}_{1\nu}^{\nu}(R) > t_{\nu} \) for \( R > 1 \).

The idea now is to consider the derivative of \( \hat{t}_{1\nu}^{\nu} \) with respect to \( R \), to show that it is negative for treatment times \( t_{\nu} \) small enough. This derivative reads:
\[ \frac{\partial \hat{t}_{1\nu}^{\nu}}{\partial R} = \frac{k_{2}}{k_{1} \partial R} \ln(k_{1}) + k_{2} \frac{1 \partial k_{1}}{k_{1} \partial R}, \]
where
\[ \frac{\partial k_{1}}{\partial R} = \frac{V(\frac{2\delta}{\beta} (1 - R) - V)}{(\frac{2\delta}{\beta} (1 - R) + RV)^2}, \tag{A.6} \]
\[ \frac{\partial k_{2}}{\partial R} = \frac{\delta}{(\delta(1 - R) - RV)^2}. \tag{A.7} \]

Since \( \frac{\partial k_{1}}{\partial R} > 0 \) for \( R > 1 \), condition \( \frac{\partial \hat{t}_{1\nu}^{\nu}}{\partial R} < 0 \) can be written as
\[ \ln(k_{1}) < \frac{k_{2}}{k_{1}} \frac{\partial k_{1}}{\partial R} \frac{\partial k_{2}}{\partial R} \frac{1}{\partial R}. \tag{A.8} \]
where the infected cells state are given by $I(t) \approx \frac{c}{p} V(t)$. Note that Eq. (A.10b) can be written as $V(t) = (R(t) - 1)\delta V(t)$. Then, according to Theorem 4.1 in Abuin et al. (2020), it is easy to see that $i_V \to t_V$ from the right and $i_I \to t_I$ from the left when $(c/\delta) \to \infty$, i.e., the peaks of $V$ and $I$ tend to occur simultaneously, at time $t_I$. Fig. 15 shows a phase portrait of system (2.1), without antiviral treatment, with a rather unrealistic parameter values ($\beta = 0.5$, $\delta = 0.2$, $p = 2$ and $c = 5$) but useful to exemplify how, after a relatively short time (and provided that $c > \delta$), the system reaches the manifold defined by the condition $\hat{I}(t) = \frac{c}{p} V(t)$.
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