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Applications of quantum simulation algorithms to obtain electronic energies of molecules on noisy intermediate-scale quantum (NISQ) devices require careful consideration of resources describing the complex electron correlation effects. In modeling second-quantized problems, the biggest challenge confronted is that the number of qubits scales linearly with the size of molecular basis. This poses a significant limitation on the size of the basis sets and the number of correlated electrons included in quantum simulations of chemical processes. To address this issue and to enable more realistic simulations on NISQ computers, we employ the double unitary coupled-cluster (DUCC) method to effectively downfold correlation effects into the reduced-size orbital space, commonly referred to as the active space. Using downfolding techniques, we demonstrate that properly constructed effective Hamiltonians can capture the effect of the whole orbital space in small-size active spaces. Combining the downfolding pre-processing technique with the Variational Quantum Eigensolver, we solve for the ground-state energy of H$_2$ and Li$_2$ in the cc-pVTZ basis using the DUCC-reduced active spaces. We compare these results to full configuration-interaction and high-level coupled-cluster reference calculations.

I. INTRODUCTION

Quantum computing is an exciting prospect for simulating quantum systems on quantum devices.

This is a natural consequence of the fact that fermionic creation and annihilation operators along with second-quantized molecular Hamiltonians used in theoretical and computational chemistry can be mapped to qubits.

Chemistry applications using quantum computers will likely yield the most benefit for molecules characterized by the presence of strong correlations, where perturbative techniques fail due to convergence problems and consequently are not capable to provide sufficient level of accuracy in calculated ground-state energies. Traditional active-space diagonalization techniques such as multi-configurational self-consistent field methods (MCSCF) or density matrix renormalization group approaches (DMRG) can capture only the so-called static correlation, leaving an important class of dynamical correlation effects unaccounted. Dynamical correlation can be captured through full configuration-interaction (FCI). From the perspective of quantum computing, a major limitation to solving relevant chemistry problems with MCSCF or FCI is the availability of reliable qubits.

Near-term quantum computers contain 10’s to 100’s of noisy qubits, and only limited numbers of operations can be performed. This begs the question, how can quantum chemistry’s Hamiltonians be defined and solved within the current and near-term resource limitations and still capture the accuracy of the full configuration-interaction (FCI) solution in the complete basis? One approach is to downfold the higher unoccupied orbitals such that the correlation from the these orbitals is captured in a reduced active space. As discussed in Refs. these formalisms provide a new class of algorithms for dimensionality-reduction of many-body Hamiltonians based on the concept of an active space.

The correlation effects in strongly correlated molecular systems has been intensively studied over the last few decades.

For example, there are several families of multi-reference perturbative (see Refs. and references therein) and multi-reference coupled-cluster methods that provide a many-body form of the effective Hamiltonians in the active space. In our studies, we follow a different strategy based on recent studies of the sub-system embedding sub-algebras coupled-cluster formalism (SES-CC) where effective Hamiltonians are natural consequences of the CC wave function parametrization. From this point of view, the SES-CC and closely related double unitary coupled-cluster (DUCC) formalisms can be viewed as natural system renormalization procedures.

The DUCC operator leads to a rigorous mathematical algorithm for integrating out fermionic degrees of freedom not included in the active space. In applications discussed in Ref. the choice of the active spaces was driven by energy criteria, which led to the decoupling of two sets of degrees of freedom associated with low- and high-energy components that define the electronic wave function of interest. In computational chemistry terms, these two subsets can be identified with static and dynamical correlation effects. However, other scenarios were envisioned for the DUCC formalism where different types of effects— for example, short- vs long-range correlations effects—are decoupled using an appropriate form of the local DUCC ansatz or an adequate definition of the active space. The resulting second-quantized downfolded (or effective) Hamiltonians open up the possibility of performing quantum simulations for larger molecular orbital spaces using limited computational resources. Recently, these ideas have also been extended to the time-domain paving the road for a imaginary-time evolution of down-
folded Hamiltonians. Simple approximations have been developed and implemented to construct downfolded Hamiltonians, which have been integrated with the Quantum Phase Estimator (QPE) algorithm. Preliminary results indicate that this strategy can efficiently encapsulate dynamical correlation in low-rank downfolded Hamiltonians.

We extend the DUCC formalism to variational quantum algorithms. These hybrid quantum-classical algorithms prepare trial wavefunctions on a quantum computer with the energy evaluation coupled to a classical optimizer. The variational principal ensures the global minimum yielded by the classical optimizer is the ground-state energy, provided the wave-function ansatz is sufficient in capturing correct the ground state wave function. Variational algorithms require considerably fewer operations (have shallower circuit or gate depth) than algorithms like QPE. Algorithmic tools like dimensionality reduction using DUCC coupled with shallow circuits from chemistry inspired ansatzes are expected to provide a possible pathway to obtain accurate chemistry solutions with large basis sets on near-term quantum hardware. To validate these expectations we benchmark the performance of VQE-DUCC on chemically-relevant molecules.

This paper is organized as follows: In Section II we introduce the quantum simulation methods employed for chemistry Hamiltonians and the Variational Quantum Eigensolver (VQE) algorithm. In Section III the DUCC formalism is discussed in detail. Section IV presents the performance of the VQE-DUCC algorithms in practice using quantum circuit simulation.

II. QUANTUM SIMULATION OF MOLECULAR HAMILTONIANS

Properties of a molecule are quantified using the electronic structure Hamiltonian under the Born-Oppenheimer approximation describing electron motion in a field of nuclei

\[ H = \frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 - \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{ij}} \]  

for \( N \) electrons and \( M \) fixed, point-charge nuclei in continuous space. A central objective is to determine the energy eigenstates of the Hamiltonian in a particular basis \( \{\phi(x_i)\} \) by solving the Schrödinger equation

\[ H |\Psi\rangle = E |\Psi\rangle \]  

where \( |\Psi\rangle \) represents the ground state electronic wave function. An alternative representation of the electronic Hamiltonian, known as second quantization, is formed using electron creation \( a_i^\dagger |0\rangle = |1\rangle \) and annihilation \( a_i |1\rangle = |0\rangle \) field operators with fermion occupation defined as \( |1\rangle/(|0\rangle \) for occupied (unoccupied) orbitals. The Hamiltonian is the recast giving

\[ H = \sum_{ij} h_{ij} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} h_{ijkl} a_i^\dagger a_k^\dagger a_l a_j; \]  

\[ h_{ij} = \int dx \phi_i^\dagger(x) \left( \frac{\nabla^2}{2} - \sum_A \frac{Z_A}{r_{iA}} \right) \phi_j(x), \]  

\[ h_{ijkl} = \int dx_1 dx_2 \phi_i^\dagger(x_1) \phi_k^\dagger(x_2) \frac{1}{r_{ij}} \phi_l(x_2) \phi_j(x_1) \]  

where \( \phi_i(x) \) represent one-electron spin-orbital basis and \( x_i = (r_i, \sigma_i) \) represents electron spatial and spin coordinates. Wave function anti-symmetry, originating from the Pauli exclusion principle, is enforced through the standard fermion anti-commutation relations \( \{a_i, a_j^\dagger \} = \delta_{ij} \) and \( \{a_i, a_j \} = \{a_i^\dagger, a_j^\dagger \} = 0 \).
The second-quantized Hamiltonian represents indistinguishable electrons in molecules. However, quantum devices are composed of distinguishable spin systems. Mapping fermion field operators with raising and lowering Pauli operators will not generate a wave function satisfying the Pauli exclusion principle. Several methods have been developed to map fermion operators to spin systems\cite{43,49,50}. Here, we will use the well-established Jordan-Wigner mapping method\cite{51}. Jordan-Wigner mapping represents the electron orbital occupation directly in the qubit state $q_i = f_i \in \{0, 1\}$, meaning the fermion basis directly maps to the qubit system. Anti-symmetry of the fermion operators results in a multiplicative phase factor upon the exchange of particles between orbitals that needs to be recovered in the mapping to spin operators. In Jordan Wigner mapping, raising $\sigma^+ = 1/2(\sigma_z + i\sigma_x)$ and lowering operators $\sigma^- = 1/2(\sigma_z - i\sigma_x)$ change the occupation, and the phase factor is recovered by strings of Pauli $\sigma_z$ operators. The fermion operators become

$$a_i^\dagger = \sigma_i^z \otimes \sigma_i^z \otimes \ldots \otimes \sigma_0^z,$$

$$a_i = \sigma_i^+ \otimes \sigma_i^+ \otimes \ldots \otimes \sigma_0^+,$$ (4a)

$$a_i^\dagger = \sigma_i^- \otimes \sigma_i^- \otimes \ldots \otimes \sigma_0^-.$$

Mapping the electronic Hamiltonian to a spin system using Jordan-Wigner enables the Hamiltonian to be simulated on the quantum computer. It is worth noting there are disadvantages to this mapping method; for instance, the non-locality of fermionic operators requires long strings of $\sigma_z$ operators when mapped to spins. This non-locality results in a larger number of entangling operations, which are the most error-prone operations on quantum hardware.

For any fermion mapping method, the number of qubits scales with the number of orbitals, and coherent qubits are a limited resource on NISQ hardware. Previous quantum simulation demonstrations account for limited qubit resources by representing atomic orbitals in a minimal basis\cite{45,48,52,53}. In electronic structure theory, a minimal basis can not properly capture the correlation effects, and utilizing a more complete basis set, like a correlation-consistent basis\cite{53} leads to more accurate energies. Working with large basis sets in the near-term will prove difficult since the resources are limited. By introducing methods to downfold select correlation effects into an effective Hamiltonian, it is possible to capture the correlation energy in a reduced space with variational quantum algorithms.

### A. Variational Quantum Eigensolver

A seminal demonstration of molecular Hamiltonian simulation on quantum hardware compared two quantum simulation algorithms: Iterative Quantum Phase Estimation (IQPE) and the Variational Quantum Eigensolver (VQE)\cite{52}. The first method is a fully quantum routine that captures the energy eigenvalue in the phase of an auxiliary qubit after applying a unitary approximation of the Hamiltonian with algorithmic complexity bounds that suggest efficient solutions on a universal, fault-tolerant quantum computer. NISQ devices are not fault-tolerant, have limited coherence times, and are prone to error. VQE is a heuristic, hybrid classical-quantum algorithm developed to compensate for these limitations and is more robust to error than the fully quantum IQPE algorithm. We implement the VQE algorithm using quantum circuit simulators to simulate molecular Hamiltonians in a downfolded active space.

Consider a wave function $|\psi(\theta)\rangle$ parameterized by a set $\{\theta\}$ of independent parameters. The variational principle states that

$$\langle \psi(\theta) | H | \psi(\theta) \rangle \geq E_g$$ (5)

where $E_g$ is the ground-state energy of the Hamiltonian. The ground-state energy can be determined by optimizing the parameter set to find values that yield a minimum energy. The wave function ansatz can be generated on a quantum computer by applying a parameterized unitary operator

$$|\psi(\theta)\rangle = U(\theta) |\psi_0\rangle$$ (6)

to a simple trial wave function $|\psi_0\rangle$ that has good overlap to the genuine wave function. We assume that the Hartree-Fock wave function in the molecular-orbital basis is a good $|\psi_0\rangle$ for the chemically inspired ansatz\cite{55}. After generating the wave function ansatz the expectation value of the Hamiltonian is needed to calculate the energy. A molecular Hamiltonian mapped to spin operators has the form

$$H = \sum_n h_n \prod_m \sigma_m$$ (7)

and

$$\langle \psi(\theta) | H | \psi(\theta) \rangle = \sum_n h_n \langle \psi(\theta) | \prod_m \sigma_m | \psi(\theta) \rangle$$ (8)

so the energy can be directly calculated from a series of independent measurements measuring the expectation values for each term in the Hamiltonian. The cost of measuring many terms of molecular Hamiltonians with large active spaces is a significant computational cost. In VQE, the optimization of the parameters happens on a classical computer. The quantum computer serves as an expectation value and total energy evaluation engine for the classical stochastic optimizer searching for the optimal set of parameters to generate the wave function ansatz. VQE simulations require many evaluations on the quantum device, due to the large number of parameters and the complexity of the parameter landscape.

Critical to the success of VQE is an ansatz that captures the complexity of the wave-function and encapsulates the genuine ground state energy in the parameter space. Currently, there exist two classes of ansatz for VQE: hardware efficient and chemically inspired. Hardware efficient ansatz are composed of circuits with short depth with a limited number of gates, however, when used for molecular simulation have difficulties converging to a minimum\cite{56}. We therefore use a chemically-inspired UCCSD ansatz proposed in the original quantum simulation for chemistry research\cite{52}. The UCCSD ansatz is defined using coupled-cluster theory and does not
The coupled-cluster (UCC) theory is determined from the electron excitations from occupied to unoccupied orbitals within the active space. In the above equation the so-called reference function $|\phi\rangle$ is usually chosen as a Hartree-Fock determinant $|\phi_{HF}\rangle$. If all excitations are included, the coupled-cluster wave function is equivalent to the exact configuration interaction wave function. Normally, the excitation operator $T$ is truncated at single and double excitations (CCSD)

$$T \simeq T_{SD} = T_1 + T_2,$$

$$T_1 = \sum_{ia} t_{ia} a_i^\dagger \phi,$$  

$$T_2 = \sum_{ijab} t_{ijab} a_i^\dagger a_j^\dagger a_i a_j \tag{10c}$$

where $i, j, \ldots (a, b, \ldots)$ subscripts represent occupied (virtual) orbitals. Unfortunately, these operators are non-unitary. Non-unitary operators are unfit to perform on a quantum computer, generating wave functions that violate the variational principle. An alternative is the more computationally difficult unitary coupled-cluster (UCC) theory

$$|\psi_{UCC}\rangle = e^{T - T^\dagger} |\phi_{HF}\rangle \tag{9}$$

to parameterize the wave function. A first-order Trotter approximation of the time-evolution UCCSD operator $^\dagger$

$$U(t) = e^{-i(T - T^\dagger)t/\hbar} \tag{12}$$

is used to construct the quantum circuit with $\hbar = t = 1$. Though the trotterized time-evolution UCCSD operator is not formally proven to be equivalent to the full UCCSD operator, in practice it is a sufficient operator to capture the correlation needed to converge to the ground-state energy variationally. The UCCSD time-evolved operator becomes computationally expensive for larger numbers of orbitals even when truncated to single and double excitations because the depth increases (rather significantly) with each additional excitation. Further improvements have recently been made on the UCCSD ansatz to capture correlation with shorter gate depth by carefully choosing the double excitations included in the ansatz.$^\text{[32,35]}$ Inspired by the use of second-order Møller-Plesset perturbation theory (MP2) coefficients as initial amplitudes in Ref.$^\text{[58]}$, we further employ MP2 to get the most-important double excitations for a UCCS(D) operator, eliminating excitations with a MP2 amplitude below a certain threshold. To our knowledge, this is the first demonstration using MP2 for double excitation importance evaluations to construct an approximate UCCSD ansatz coupled with the amplitudes as initial optimization parameters. Running an algorithm for a larger active space on a quantum computer requires approximations in order to reduce the circuit complexity to within the coherence time of the device.

III. RESOURCE REDUCTION WITH DUCC

The DUCC formalism is predicated on the explicit decoupling excitations describing correlation effect in and outside of active space, i.e.,

$$|\psi_{DUCC}\rangle = e^{\sigma_{\text{ext}}} e^{\sigma_{\text{int}}} |\phi_{HF}\rangle \tag{13}$$

where $\sigma_{\text{int}}$ and $\sigma_{\text{ext}}$ are anti-Hermitian cluster operators defined as

$$\sigma_{\text{int}} = T_{\text{int}} - T_{\text{int}}^\dagger,$$  

$$\sigma_{\text{ext}} = T_{\text{ext}} - T_{\text{ext}}^\dagger \tag{14, 15}$$

In the above formulas, $T_{\text{int}}$ and $T_{\text{ext}}$ CC-like cluster operators producing excited configurations within and outside of the active space when acting on the reference function $|\phi_{HF}\rangle$, which in this case is the Hartree-Fock determinant.

The many-body analysis of the DUCC equations leads to the conclusion that for $\sigma_{\text{int}}$ and $\sigma_{\text{ext}}$ satisfying DUCC equations:

$$Q e^{-\sigma_{\text{int}}} e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}} e^{\sigma_{\text{int}}} |\phi_{HF}\rangle = 0, \tag{16}$$

where $Q$ represent the projection operator onto space orthogonal to the reference function $|\phi_{HF}\rangle$, the energy $E$, in contrast to standard expression

$$E = \langle \phi_{HF} | e^{-\sigma_{\text{int}}} e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}} e^{\sigma_{\text{int}}} |\phi_{HF}\rangle \tag{17}$$

can be obtained by diagonalizing effective Hamiltonian $\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}}$ in the corresponding active space (defined by projection operator $P + Q_{\text{int}}$, where $P$ and $Q_{\text{int}}$ are projection operators onto the reference function and orthogonal determinants in the active space, respectively)

$$\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}} e^{\sigma_{\text{int}}} |\phi_{HF}\rangle = E e^{\sigma_{\text{int}}} |\phi_{HF}\rangle \tag{18}$$

where

$$\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}} = (P + Q_{\text{int}}) \tilde{H}_{\text{ext}}^{\text{DUCC}} (P + Q_{\text{int}}) \tag{19}$$

and

$$\tilde{H}_{\text{ext}}^{\text{DUCC}} = e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}} \tag{20}$$

Formula$^\text{[18]}$ forms a foundation for the DUCC downfolding formalism, where one constructs approximate many-body form of $\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}}$ using approximate form of $\sigma_{\text{ext}}$ ($T_{\text{ext}}$). Since, the $T_{\text{ext}}$ operator contains higher-energy excitations, they can be approximated using various perturbative techniques.

The process of approximating $\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}}$ involves three critical issues: (1) length of the commutator expansion for $e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}}$, (2) rank of many-body effects included in $\tilde{H}_{\text{ext}}^{\text{eff(DUCC)}}$, and (3) approximate representation of $T_{\text{ext}}$. In this paper, we will follow the rudimentary approximation procedure explored in Ref.$^\text{[10]}$ where it was assumed that the second-order consistent form of $e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}}$ is used

$$e^{-\sigma_{\text{ext}}} H e^{\sigma_{\text{ext}}} \simeq H + [H_N, \sigma_{\text{ext}}] + \frac{1}{2!} [F_N, \sigma_{\text{ext}}, \sigma_{\text{ext}}], \tag{21}$$

where $H_N$ and $F_N$ are the Hamiltonian and commutator, respectively.
where $F_N$ and $H_N$ represent Fock and Hamiltonian operators in normal product form. $T_{\text{ext}}$ operator is expressed in terms of external part of the standard CCSD cluster operator, and one- and two-many-body terms are included in $\hat{H}_{\text{ext}}^{\text{eff}(\text{DUCC})}$, i.e.,

$$\hat{H}_{\text{ext}}^{\text{eff}(\text{DUCC})} \rightarrow \sum_{PQ} \chi_{PQ}^{\alpha \beta} a_P^\dagger a_Q + \frac{1}{4} \sum_{PQRS} \chi_{PQRS}^{\alpha \beta} a_P^\dagger a_Q a_R a_S ,$$

(22)

where all summations run over active spin orbitals (designated here by $P, Q, \ldots$) and $\chi_{PQ}^{\alpha \beta}$ represent anti-symmetrized dressed two-electron integrals. This work utilizes the full form of the one- and two-electron integrals, in contrast to Refs. [10] and [11] which employed an orbital approximation of the spin-orbital $\chi$ tensor, where it was assumed that Mulliken orbital-type dressed integrals ($PQ|RS$) are obtained from $\chi_{PQRS}^{\alpha \beta}$.

As mentioned earlier, the $\hat{H}_{\text{ext}}^{\text{eff}(\text{DUCC})}$ depends only on the correlation effects related to the $\sigma_{\text{ext}}$ operator and the fact that it operates only in the active space reduces the dimension of the problem compared to the full electronic Hamiltonian space involving whole spin-orbital space. As in Ref. [60], we will study the downfolding procedures for virtual orbitals only. In this way, active spaces employed in this paper will contain all occupied orbitals and small fractions of virtual orbitals.

The dominating factors controlling the cost of calculating the downfolded Hamiltonian are the method used to provide information about the cluster operator and the size of the active space used to represent the downfolded Hamiltonian. In this study, we use the CCSD method as a source of amplitude information about the cluster operator and the size of the active space used to represent the downfolded Hamiltonian. In this study, we use the CCSD method as a source of amplitudes, which scales as $n_{\alpha}^2 n_{\beta}^2$ on the classical computer, where $n_{\alpha}$ and $n_{\beta}$ refer to the total number of occupied and virtual orbitals. The classical CCSD calculation is the most computationally demanding step because if we follow the truncation outlined in Eq. [21] then many of tensor contractions defining the active-space representation of the downfolded Hamiltonian involve summations over a small set of virtual active orbitals. The associated cost of forming the downfolded Hamiltonian is significantly smaller than $n_{\alpha}^2 n_{\beta}^2$ and scales roughly as $n_{\alpha}^4 n_{\beta}^2$, assuming that the number of active virtual orbitals is significantly smaller than the total number of occupied orbitals.

In the following part of this paper, we will invoke the VQE algorithms to minimize the functional

$$\langle \psi(\theta) | \hat{H}_{\text{ext}}^{\text{eff}(\text{DUCC})} | \psi(\theta) \rangle$$

(23)

in the active space. This approach allows one to significantly reduce the number of parameters involved in the VQE minimization procedure and focus on those which are critical to describe static correlation effects stemming from a given active space. In this situation the set of $\{ \theta \}$ independent parameters corresponds to the subset of excitations within the active space.

IV. DUCC BENCHMARKING USING QUANTUM CIRCUIT SIMULATIONS

The ability to capture dynamical correlation effects in a downfolded active space with DUCC is evaluated using quantum circuit simulation for $H_2$ and $Li_2$ using the cc-pVTZ basis. Qiskit quantum simulation software is used to encode the molecular orbitals onto the spin operators using the Jordan-Wigner transform and construct a circuit that, in principle, can be executed on a quantum processing unit (QPU). For our simulations we used the state-vector simulator available in Qiskit, as the circuit depth and qubit count exceeds what is available experimentally. Essentially, quantum circuit simulators execute the algorithm and are a tool for determining sources of algorithmic error such as device noise, shot noise or error from trotter decomposition on the variational ansatz. Numerous quantum circuit simulators becoming available as open-source computational libraries, and we found Qiskit to be an accessible and complete software library to simulate the VQE algorithm for molecular Hamiltonians.

When constructing a quantum algorithm for molecular Hamiltonians, there are two resources to consider: the number of qubits and the number of quantum operations or gates that need to be performed. Using standard fermionic to spin mapping techniques, the number of qubits $N_q$ is equal to the number of spin orbitals $M$, and quantum circuit simulation scales $2^M$. Working in a reduced active space where the external excitations are downfolded into an effective Hamiltonian reduces the number of qubits needed to encode the molecular Hamiltonian. An additional, considerable component of quantum algorithm simulation is the number of operations (gates) applied to the quantum devices. These operations are classified into single-qubit gates and multi-qubit (entangling) gates. Circuit synthesis for spin operators in the Hamiltonian, exponentiated in the unitary time-evolution operator, consists of single-qubit rotations and an entangling operation known as a CNOT. For example a two-spin Hamiltonian $H = J \sigma_1^x \sigma_2^y$ that can be encoded as a unitary operation for a quantum computer using the time-evolution operator $U = \exp(-i\theta / 2\sigma_1^x \sigma_2^y) = \exp(-iJt \sigma_1^x \sigma_2^y / \hbar)$ where $\hbar = 1$ for a simplistic demonstration. The unitary is encoded by entangling two qubits with a CNOT, performing a $z$-rotation, and applying an additional CNOT shown in Fig 2. Hamiltonians with $\sigma_z$ and $\sigma_x$ operators are treated in the same way, after applying a single-qubit rotation into the $x$ or $y$ basis accordingly. The circuit structure is important when working with the UCCSD ansatz since the operator takes the form of a spin Hamiltonian after the qubit mapping is applied. Each additional excitation in the ansatz comes with a significant overhead of gates that need to be applied to the qubits. For large active spaces, the computational cost of running our circuits on a QPU is high due to the large circuit volume $V = N_q \ast D$, where $D$ is the circuit depth. For this reason, it is worth understanding the computational cost, from a practical perspective, for quantum circuit simulation of increasingly large ac-
TABLE I. Resource requirements for simulation: number of qubits, number of single and double excitations for molecule in the active space, and gate depth for UCCSD circuit. MP2 excitations calculated with a cutoff threshold of \(10^{-3}\).

| Molecule | Number of Orbitals | \(N_q\) | All Excitations | Depth UCCSD | MP2 Excitations | Depth UCCS(D) |
|----------|--------------------|--------|----------------|-------------|-----------------|--------------|
| H\(_2\)  | 4                  | 8      | 15             | 1,021       | 11              | 605          |
|          | 5                  | 10     | 24             | 2,049       | 16              | 1,089        |
|          | 6                  | 12     | 35             | 3,581       | 19              | 1,341        |
|          | 7                  | 14     | 48             | 5,713       | 22              | 1,633        |
|          | 8                  | 16     | 63             | 8,541       | 25              | 1,965        |
|          | 9                  | 18     | 80             | 12,161      | 28              | 2,337        |
|          | 10                 | 20     | 99             | 16,669      | 35              | 3,613        |
| Li\(_2\) | 7                  | 14     | 204            | 25,537      | 56              | 5,153        |
|          | 8                  | 16     | 315            | 44,061      | 89              | 10,125       |
|          | 9                  | 18     | 450            | 69,361      | 124             | 15,873       |
|          | 10                 | 20     | 609            | 102,397     | 141             | 19,229       |
|          | 11                 | 22     | 792            | 144,129     | 206             | 32,305       |
|          | 12                 | 24     | 999            | 195,517     | 265             | 45,965       |
|          | 13                 | 26     | 1,230          | 257,521     | 324             | 60,577       |
|          | 14                 | 28     | 1,485          | 331,101     | 383             | 76,845       |

FIG. 3. Ground state energy of H\(_2\) with the cc-pvtz basis. The errors (inset), \(\varepsilon\), of the VQE-DUCC and the active-space FCI calculations are with respect to the all-orbital FCI energies.

Lithium is a crucial element at the center of current battery research. We investigate the diatomic lithium molecule Li\(_2\) to test DUC and VQE in larger active spaces. For the Li\(_2\) system, we considered two active spaces consisting of seven and ten orbitals to construct the DUC Hamiltonian while utilizing the cc-pVTZ basis set with spherical-harmonic angular functions. For comparison, 60-orbital and analogous active-space CCSDTQ calculations were run with the bare Hamiltonian since CCSDTQ is effectively exact for Li\(_2\). Since the DUC is not exact in practice, we have to be mindful of the choice of the active space. Too small of an active space can result in nonphysical barriers, as seen in Figure [H]. An active space of 10 orbitals is found to be sufficient to recover enough of the correlation such that these barriers vanish. In Figure [I], we show the dissociation energies. While downfolding improves the dissociation energy, it is not able to recover the full 60-orbital CCSDTQ value. The dissociation energy seems to be less sensitive to the number of orbitals utilized in the active space. We will discuss the reasons for this later in this section.

Constructing the circuit in these active spaces starts to become a challenging computational task as the number of included excitations, and thus optimization parameters begin to
grow Table 1. First, simulating a circuits with a large volume is computationally difficult and time-consuming. Second, a larger number of optimization parameters requires substantially more iterations to converge to minimum energy, and the computationally expensive circuit needs to be simulated many times to converge to a minimum energy within chemical accuracy for a well-behaved optimization surface. The number of iterations or runs needed for an ansatz with a ridged or barren optimization landscape is even greater. Thus, even the variational quantum algorithm succumbs to the balance between accuracy and complexity.

To make the VQE simulation more tractable in larger active spaces, we make an approximation to the UCCSD ansatz. We compute the MP2 coefficients for the double excitations within the active space. Double excitations with MP2 amplitudes below a threshold of 10^{-5} are discarded, and we construct the UCCS(D) ansatz with the remaining perturbative excitations. This approximation decreases the number of optimization parameters and the gate depth significantly, therefore, the computational time for each circuit simulation is reduced by orders of magnitude Table 1. The UCCS(D) ansatz yields energies within chemical accuracy when compared to the values obtained from the exact diagonalization of the Hamiltonian. Using the UCCS(D) ansatz is also beneficial for running on QPU since it can significantly decrease the number of gates needed to construct the ansatz. The optimizer made $O(10^3)$ calls to converge for both the 7 orbital case and 10 orbital diatomic lithium with the MP2 amplitudes as an initial guess. Using these amplitudes as a preliminary guess for the optimizer reduces the number of calls to the quantum computer by orders of magnitude. In the case where there was no initial guess, the optimizer required $O(10^4)$ calls to converge, which substantiates the importance of the initial guess for hybrid quantum algorithms. Using perturbation theory like MP2 for the ansatz and initial guess reduces the number of gates needed to construct the variational quantum circuit, leads to better optimizer performance with reduced hyper-surface dimensionality, and reduces the number of evaluations needed for to find the minimum energy.

How well the DUCC method performs relies on how well the approximations made in defining the downfolded Hamiltonian describe the dynamical correlation effects. It is important to emphasize that if the exact form of the downfolded Hamiltonian is utilized, then the exact energy would be obtained by diagonalizing the downfolded Hamiltonian in the active space, independent of the size of the active space. Although the exact form is unobtainable, the approximations laid out in Section III provide a reliable procedure for incorporating, mainly dynamical, correlation effects into a dimensionality reduced effective Hamiltonian. It is apparent the DUCC Hamiltonian improves the agreement with FCI energies at each point along a potential energy curve compared to the bare Hamiltonian in the same active space, but best performs at stretch bond lengths (strongly correlated regime). This is rationalized by considering perturbative energy denominators,

$$\frac{1}{\varepsilon_i + \varepsilon_j + \ldots - \varepsilon_b - \varepsilon_a},$$  \hspace{1cm} (24)

where $\varepsilon$'s are Hartree-Fock orbital energies. When these denominators become relatively large, as in the case of external excitations in instances of strong correlation, then perturbative expansions or low-rank CC methods (CCSD) should be sufficient to provide an accurate description of these excitations.

In the case of H$_2$, stretched bond lengths are characterized by larger energy gaps between the highest energy orbital in the active space and the lowest-energy orbital outside of the active space, as seen in Figure 3. In addition, the overall range of orbital energies in the active space is smaller than in the case of the equilibrium bond length. Therefore, the internal and external excitations are well disjointed, and the active space ought to be more appropriate for the stretch bond length, which is indeed the case as confirmed by examining the leading cluster amplitudes in Table II. At 10 a.u., the active space encapsulates the dominant excitations, and the external excitation manifold is relatively small and well described by the DUCC Hamiltonian, reproducing the FCI energy to a fraction of a millihartree, an order of magnitude smaller than the bare Hamiltonian is the same active space. The DUCC Hamiltonian at equilibrium provides significant improvement to the

FIG. 4. Ground state energy of Li$_2$ with the cc-pvtz basis. The errors (inset), $\varepsilon$, of the VQE-DUCC and the active-space CCSDTQ calculations are with respect to the 60-orbital CCSDTQ energies.

FIG. 5. Dissociation energies $E_D$ of Li$_2$.
TABLE II. The five largest cluster amplitudes for the equilibrium (1.4008 a.u.) and stretch (10 a.u.) bond lengths of H₂ from the corresponding CCSD calculations.

| Excitation Character | Amplitude |
|----------------------|-----------|
| 1α 1β → 4α 4β       | 0.055     |
| 1α 1β → 2α 5β / 6α 6β | 0.042    |
| 1α 1β → 3α 2β       | 0.039     |
| 1α 1β → 4α 4β / 4α 2β | 0.044    |

For Li₂, the DUCC Hamiltonian provides a significant improvement at each point along the potential energy curve over the CCSDTQ calculation in the 7 and 10 orbital representations, and DUCC captures enough correlation in the reduced active space needed to improve the dissociation energy despite the somewhat undesirable conditions for utilizing the downfolding procedure, as shown in Figures 4 and 5. As seen in Figure 7, the overall orbital energy range varies less than the case of H₂ as almost the entire set of virtual orbitals is below 1 Hartree in energy. Consequently, it is hard to define an active space where there is a good division between internal and external excitations as seen in Table IV. Even excitations from the HOMO to the highest-energy unoccupied orbital are non-negligible. Still, the DUCC Hamiltonian provides improvement over the bare Hamiltonian in the same active space with a reduction of error in total energies by a factor of 2 at the shorter bond lengths and up to a factor of 3.5 at the longer bond lengths, as well as a reduction of error in the dissociation energy from 19–22 mHartree to 12–14 mHartree for the two active spaces (see Fig. 5). The DUCC Hamiltonian performs best at the stretched bond lengths for the same rationalization as with H₂. The inadequacy of the active spaces to capture important correlation effects at shorter bond lengths is also reflected in the equilibrium bond lengths of the different methods. The DUCC Hamiltonians provide a better agreement of the equilibrium bond length with the full CCSDTQ value than the active-space CCSDTQ calculations with the bare Hamiltonian in their respective active spaces, however they are still 0.1–0.15 Å longer than the full CCSDTQ results. A longer commutator expansion that leads to more accurate DUCC Hamiltonians will play a significant role in further reducing the errors, which will be explored in future studies.

V. CONCLUSION

We have demonstrated the efficacy of using active-space DUCC downfolded Hamiltonians given by second-order consistent commutator expansion (Eq. 21) with the Variational Quantum Eigensolver (VQE) to model the potential energy surfaces of molecules on a quantum computer using the full molecular orbital basis. In all calculations, only one and two many-body components of DUCC downfolded Hamiltonians were considered. We used the VQE algorithms to minimize DUCC Hamiltonians using unitary CC expansion with singles
TABLE III. The five largest cluster amplitudes for the equilibrium (2.673 Å) and stretch (13.365 Å) bond lengths of Li2.

| Excitation Character | Amplitude |
|----------------------|-----------|
| 3α 3β → 4α 4β       | 0.095     |
| 3α 3β → 5α 5β / 6α 6β | 0.081     |
| 3α 3β → 12α 12β / 13α 13β | 0.074     |
| 3α 3β → 11α 11β     | 0.072     |
| 3α 3β → 4α 4β       | 0.069     |

and doubles acting in the active space. This procedure was applied to two types of systems: (1) the active space is well defined and external amplitudes can be obtained with high accuracy (the H2 system) and (2) the ideal active space is too large and only its sub-spaces can be considered in practical calculations (the Li2 molecule).

In the case of the H2 molecule, we were able to obtain a very good agreement of VQE-DUCC energies with FCI ones for all internuclear geometries of H2 considered here. For the Li2 case, the HF molecular basis does not lend itself to easily define an active space as practically all virtual orbitals should be deemed active. Despite this obstacle, the DUCC Hamiltonian provides sufficient improvement (especially for the active space consisting of ten active orbitals) over the bare Hamiltonian in the same size active spaces when compared to the all-orbital benchmark CCSDTQ calculations. The DUCC Hamiltonian best performs at large internuclear Li-Li separations where the active spaces encapsulate the most important correlation effects as supported by examining the leading excitations. The discrepancies between the VQE-DUCC and the benchmark CCSDTQ calculations can be largely attributed to the truncation of the commutator expansion used to define the DUCC Hamiltonian. Another important factor contributing to the performance of the UCCSD formalism is the choice of the orbitals.

These observations give us a strong motivation towards further improving the approximations used to define the DUCC Hamiltonian, including incorporating higher-order terms and excitations in the commutator expansions. The utilization of natural orbitals will additionally provide a natural way of separating static and dynamical correlation effects and more reliable definitions of active spaces.
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TABLE IV. DUCC Integrals for H\textsubscript{2}.

| i j k l | 0.8 a.u. | 1.4008 a.u. | 4 a.u. | 10 a.u. |
|---------|---------|------------|-------|--------|
| 1 1 2 2 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 1 1 3 3 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 1 2 2 2 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 1 2 3 3 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 1 3 2 2 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 1 3 3 3 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 2 2 2 2 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 2 2 3 3 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 2 3 2 2 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |
| 2 3 3 3 | 0.9597829797 | 0.9597829797 | 0.9597829797 | 0.9597829797 |

*Only unique integrals are listed. The full set of integrals can be obtained by exploiting the symmetry of the integrals: (ij) = (ji) and (ijk) = (jkl) = (klij).*
### TABLE V. Optimal Coefficients for H₂

| Excitation | 0.8 a.u. | 1.4008 a.u. | 4 a.u. | 10 a.u. |
|------------|---------|-------------|-------|--------|
| t₁a₂α      | -0.00169188 | 0.00021634  | 0.0117512 | -0.05214657 |
| t₁a₃α      | 0.00123214  | 0.00672613  | 0.0704723 | 0.10784842  |
| t₁a₄α      | -0.00073229 | 0.00010555  | 0.00216901 | -0.00748003 |
| t₁β₂₁      | 0.00065677  | 0.00004992  | -0.01133357 | 0.05239833 |
| t₁β₃₁      | 0.00087783  | 0.00694961  | 0.06994873 | 0.01074307 |
| t₂β₁      | 0.00074183  | -0.00039769 | -0.00241246 | 0.00747299 |
| t₁α₂β₂      | -0.01179497 | -0.039163  | -0.48799278 | -0.77241219 |
| t₁α₂β₃      | -0.00039156 | 0.00015069  | 0.000216463 | -0.00283207 |
| t₁α₂β₄      | -0.01812841 | -0.0438853 | -0.12975184 | -0.14512297 |
| t₁α₃β₂      | -0.00031383 | -0.00052074 | -0.00085024 | 0.00259242 |
| t₁α₃β₃      | -0.0294424 | -0.03458878 | -0.0117965 | 0.00736854 |
| t₁α₃β₄      | -0.00046086 | 0.000494   | 0.00071524 | 0.00102053 |
| t₁α₄β₂      | -0.01874083 | -0.04555011 | -0.13145439 | -0.14748198 |
| t₁α₄β₃      | -0.00016563 | 0.00001072 | 0.00024277 | -0.00042897 |
| t₁α₄β₄      | -0.0311721 | -0.05625665 | -0.03546193 | -0.02136681 |