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Abstract
Swap mapping is a quantum compiler optimization that, by introducing SWAP gates, maps a logical quantum circuit to an equivalent physically implementable one. The physical implementability of a circuit is determined by the fulfillment of the hardware connectivity constraints. Therefore, the placement of the SWAP gates can be interpreted as a discrete optimization process. In this work, we employ a structure called doubly stochastic matrix, which is defined as a convex combination of permutation matrices. The intuition is that of making the decision process smooth. Doubly stochastic matrices are contained in the Birkhoff polytope, in which the vertices represent single permutation matrices. In essence, the algorithm uses smooth constrained optimization to slide along the edges of the polytope toward the potential solutions on the vertices. In the experiments, we show that the proposed algorithm, at the cost of additional computation time, can deliver significant depth reduction when compared to the state-of-the-art algorithm SABRE.

Keywords Quantum circuits · Quantum SWAP mapping · Quantum circuit compilers · Quantum circuit optimization

1 Introduction

In the quantum computing field, the qubit routing procedure is a fundamental component of the quantum compiler. Its role is that of mapping logical qubits to physical ones while preserving the resulting unitary (up to a permutation) and fulfilling the connectivity constraints of the target hardware. The constraints consist of the set of pairs of physical qubits upon which a two-qubit gate can be applied. The ability of the
compiler of performing the qubit routing efficiently is particularly important for the current state-of-the-art quantum technology. The latter being commonly denoted as Noisy Intermediate-Scale Quantum (NISQ) [1]. Hardware devices that can implement circuits intractable classically are for example those produced by Google [2] and IBM [3]. The reason for the significance of the qubit routing lies in the fact that the present quantum technology is characterized, in general, by reduced qubits connectivity and coherence time. Consequently, the circuit depth increase that the routing solution may determine, produces additional noise.

The method for solving the routing problem considered in this work is called swap mapping [4, 5]. The routing is obtained by introducing SWAP gates, which determine a permutation of the mapping between logical and physical qubits. The permutations are calculated so that the multi-qubit gates of the compiled circuit do not violate the connectivity restrictions of the hardware. In many architectures, the SWAP gate is constructed using three CNOTs, the latter have usually a higher error rate [6] when compared to single-qubit gates. Moreover, adding gates to the circuit may enlarge the circuit depth, thus increasing decoherence-related issues. Consequently, the qubit routing is an optimization problem that not only is required to fulfill the hardware constraints, but also to minimize some function that depends on the number of added SWAPs and possibly the depth of the resulting circuit.

The computational complexity of the combinatorial problem behind the swap mapping has been proved in several forms. In [4], the mapping problem is formulated as a Hamiltonian cycle problem, resulting in being NP-complete. A reduction from the sub-graph isomorphism problem in [7] shows that the problem is NP-hard. This means that the design of practical algorithms should employ a heuristic component. Among the heuristics, remarkable is the SWAP-based BidiREctional (SABRE) algorithm [8]. At the time of writing, the latter is considered the state of the art and is currently the default swap mapping method for the Qiskit framework [9].

The insertion of SWAP gates is not the only methodology for obtaining a circuit fulfilling the hardware connectivity constraints. In [10], a pattern called bridge template is used to route CNOTs without influencing the subsequent parts of the circuit. In some cases, the method could reduce the number of inserted CNOTs; however in the general case, a tradeoff between SWAP mapping and bridge templates is necessary.

A circuit manipulation related to the qubit routing is the qubit assignment [4, 7, 11, 12], where the initial mapping between hardware and logical qubits is determined. When the qubit assignment and routing are composed, the resulting procedure is denoted as qubit allocation; however, there are inconsistencies in literature regarding the terminology.

Despite the long-standing research on the topic, in [13] it was surveyed that there is still a substantial optimality gap on the solutions produced by the most widespread tools for circuit synthesis.

In this work, we present a swap mapping algorithm based on mathematical optimization and doubly stochastic matrices (DSM) [14]. Doubly stochastic matrices are convex combinations of permutations matrices. The intuition is that since the routing makes use of swaps (permutations) we can model the decision process using a linear combination of swap and identity matrices. Such combination is then tuned by means of continuous parameters controlled by an optimizer. In addition, powerful algebraic
properties of the resulting optimization problem allow the modeling of swap count and depth minimization. On the optimizer side, we propose a solver that scales linearly with the depth of the circuit, and our experiments show that for compiling quantum-volume circuits on 8 qubits our solver outperforms the state-of-the-art algorithm SABRE in terms of depth of the resulting circuit by 20 percentage points.

The paper is organized as follows. In Sect. 2, we introduce the basic definitions of the algebraic structures used throughout the formulation, and Sect. 3.1 contains the construction of the fundamental part of the optimization problem—the hardware constraints function. Sections 3.1.1, 3.1.2 and 3.1.3 expand on the optimization problem, its key features and the numerical method. In Sect. 4, we report the results from our experiments: numerical evaluation of the effect of algorithm’s hyperparameters on compilation outcome, and comparisons against the state-of-the-art algorithms. Finally, the conclusions are elaborated in Sect. 5. All the proofs related to the main results can be found in the appendix.

2 Mathematical preliminaries

**Notation** We introduce the basic notational conventions adopted throughout this work. We denote with $I_m$ the $m \times m$ identity matrix, and also $1_m$ denotes the vector of ones in the real vector space $\mathbb{R}^m$. Canonical basis vectors are identified with $e_i$; also sometimes, we highlight the dimension of the vector space by denoting with $e_i^{(m)}$ the $i$-th (starting from zero) basis vector for $\mathbb{R}^m$. Given the relation with quantum computing, we make use of the Dirac notation. In the context of this work, we interpret $|i\rangle^m$ as the $i$-th canonical basis vector for $\mathbb{R}^m$, that is $|i\rangle^m = e_i^{(m)}$. Consequently, the outer product $|i\rangle^m \langle j|_m$ represents the rank-one matrix $e_i^{(m)} (e_j^{(m)})^T$. For a vector $v \in \mathbb{R}^n$ and some integers $i, j$ such that, $0 \leq i \leq j < n$ we denote with $v[i..j]$ the sub-vector in $\mathbb{R}^{j-i+1}$ obtained through the linear transformation

$$v[i..j] = \sum_{k=0}^{m-1} |k\rangle^m \langle k+i|_n v, \quad (1)$$

with $m = j - i + 1$. Given integers $i, j$ such that $i \leq j$, we denote the set $[i, j] \cap \mathbb{Z}$ with $[i..j]$. The Hadamard product of $n \times m$ matrices $A, B$ is denoted with $A \odot B$ and the resulting $n \times m$ matrix has entries $(A \odot B)_{i,j} = A_{i,j}B_{i,j}$, where $A_{i,j}$ denotes the matrix entry at the $i$-th row and $j$-th column.

**Definition 1** We denote an $n \times n$ matrix $A$ with non-negative entries, as doubly stochastic (DSM), when

$$AJ_n = J_n A = J_n, \quad (2a)$$

where $J_n = 1_n 1_n^T$ is the $n \times n$ matrix of ones. In other words, both rows and columns of $A$ sum to 1 and $A_{i,j} \geq 0$. Moreover, the Birkhoff-von Neumann theorem [14]
asserts that any doubly stochastic matrix can be decomposed as convex combination of permutation matrices, that is

$$A = \sum_{i=0}^{n!-1} \lambda_i P_i$$  \hspace{2cm} (2b)$$

with $\lambda_i \geq 0$, $\sum_i \lambda_i = 1$ and $\{P_i\}$ the set of $n \times n$ permutation matrices.

We mention a well-known result regarding the set of DSMs.

**Lemma 1** The set of $n \times n$ doubly stochastic matrices forms a monoid\(^1\) under matrix multiplication.

**Definition 2** Given any $n \times n$ matrix $A$, we define the row-major vectorization operator $\text{vec}_r : \mathcal{M}_{n,n}(K) \to K^n \otimes K^n$ with rule

$$\text{vec}_r(A) = \sum_{j=0}^{n-1} (A | j)_n \otimes | j)_n = \sum_{i,j=0}^{n-1} A_{i,j} (| i)_n \otimes | j)_n ,$$  \hspace{2cm} (3a)$$

where $\mathcal{M}_{n,n}(K)$ is the set of $n \times n$ matrices over some field $K$. A special case is given by the vectorization of the identity matrix

$$\text{vec}_r(\mathbb{I}_n) = \sum_i | i)_n \otimes | i)_n .$$  \hspace{2cm} (3b)$$

**Lemma 2** Let $A$ be any $n \times n$ matrix, then

$$\text{vec}_r(A) = (A \otimes \mathbb{I}_n) \text{vec}_r(\mathbb{I}_n) = \left( \mathbb{I}_n \otimes A^\top \right) \text{vec}_r(\mathbb{I}_n) .$$  \hspace{2cm} (4)$$

Proof in Appendix B. The next lemma presents some convenient identities that create a link between vectorization, tensor and Hadamard products and trace.

**Lemma 3** Let $A$, $B$ be any $n \times n$ matrices, then

$$\text{vec}_r(\mathbb{I}_n) \top (A \otimes B) \text{vec}_r(\mathbb{I}_n) = \text{Tr} \left( AB^\top \right)$$

$$= \mathbf{1}_n \top (A \odot B) \mathbf{1}_n .$$  \hspace{2cm} (5a)

$$= \mathbf{1}_n \top (A \odot B) \mathbf{1}_n .$$  \hspace{2cm} (5b)$$

Proof in Appendix B.

---

\(^1\) A monoid is defined as a set endowed with a binary associative operation and an identity element. In other words a monoid is a group without the inverse axiom. A counter-example to invertibility of DSMs is the following. Take $X$ to be any permutation matrix that swaps two elements, then its eigenvalues are $\{-1, 1\}$, now $\frac{1}{2}(\mathbb{I}_n + X)$ is a DSM, but it has a zero eigenvalue, consequently it is singular.
3 Main results

3.1 The hardware constraints function

In this section, we expand on the hardware constraints function which, given a configuration of SWAP gates, vanishes when the composition of SWAPs and circuit layers fulfill the connectivity constraints.

Let $M$ represent the hardware graph, in which the vertices are interpreted as the physical qubits and the edges the connectivity between them. For simplicity, we assume the connectivity to be undirected, and also the graph $M$ is assumed connected and nonempty. In the case of quantum technologies where the only 2-qubit gate is the CNOT gate, the reversal of the control target of such gate (Fig. 1) comes at no cost in terms of additional 2-qubit gates. Thus, the latter justifies the choice for the undirected graphs. We associate to graph $M$ the $m \times m$ adjacency matrix $M$. As a consequence of the assumed structure of $M$, we have that $M$ is symmetric, that is $M = M^\top$. Let $J_m = 1_m 1_m^\top$ be the $m \times m$ matrix of ones, so denote $M_c = J_m - M$ the adjacency matrix of the complement graph to $M$.

As outlined in [5], we decompose the circuit into layers of commuting two-qubits gates. An example of such circuit partitioning is presented in Fig. 2. The same circuit is also presented in Fig. 3 using a diagrammatic form that capture the essential information required for the swap mapping algorithm. In Fig. 4, instead we provide an example of circuit layer. Let $G(t)$ denote the graph corresponding to the layer at time step $t \in [0, T - 1]$, and $G(t)$ its adjacency matrix. The vertices of $G(t)$ correspond to the logical qubits, and the edges are the two qubit gates (Fig. 5). Let $V_{G(t)}$ denote the set

---

2 We should also assume that $M$ is not fully connected otherwise the swap mapping would not be necessary.
Fig. 3 The braid diagram with gate arcs (left) corresponding to the circuit in Fig. 2. In this example, we assume the line connectivity, so on the right we propose a qubit allocation solution. Note on the right-hand side that the initial and final qubit layouts do not match. Here the braids on the right-hand side can be interpreted as the permutation of logical qubits \( q_k \) associated to physical ones (vertical positions) of vertices of the graph \( G(t) \), then we impose \( |V_M| = |V_{G(t)}| = m \) and \( V_{G(t_1)} = V_{G(t_2)} \) for all \( t_1, t_2 \in [0..T-1] \).

Now, let \( P \) be an \( m \times m \) permutation matrix, then we devise the following constraint function for layer \( t \),

\[
\ell(t)(P) = 1_m^\top \left( PG(t) P^\top \right) \odot M_c 1_m \geq 0. \quad (6)
\]

We observe that the global minima (also matching with zeros) of \( \ell(t) \) correspond to the permutations of the logical qubits such that the two-qubits gates overlap hardware arcs. In general the solution \( P \) to the problem of making \( \ell(t)(P) \) vanish is not unique; however, later we will add a further restriction, that is the minimization of the number of SWAPs generating \( P \).

We obtain an equivalent formulation for the function in (6). Using Lemmas 2 and 3, we have

\[
\ell(t)(P) = \text{Tr} \left( \left( PG(t) P^\top \right) M_c^\top \right) \quad (7a)
\]

\[
= \text{Tr} \left( PG(t) (M_c P) ^\top \right) \quad (7b)
\]

\[
\overset{(5a)}{=} \text{vec}_r(\mathbb{I}_m)^\top \left( PG(t) \right) \otimes (M_c P) \text{ vec}_r(\mathbb{I}_m) \quad (7c)
\]

\[
= \text{vec}_r(\mathbb{I}_m)^\top (\mathbb{I}_m \otimes M_c) (P \otimes P) \left( G(t) \otimes \mathbb{I}_m \right) \text{ vec}_r(\mathbb{I}_m) \quad (7d)
\]

\[
\overset{(4)}{=} \text{vec}_r(M_c)^\top (P \otimes P) \text{ vec}_r(G(t)), \quad (7e)
\]

The new form in (7e) is convenient for the theory that follows, the key fact is that the constraint function is now linear with respect to \( P \otimes P \). The intent is that of obtaining a linear combination of constraint values (non-negative) for individual solutions. Specifically, each solution is determined by a permutation matrix \( P_i \); then given a set
of candidate solutions \{P_i\}, we obtain the convex combination
\[
\sum_i \lambda_i \ell^{(t)}(P_i) = \sum_i \lambda_i \text{vec}_r(M_c)^\top (P_i \otimes P_i) \text{vec}_r(G^{(t)})
\] (8a)
\[
= \text{vec}_r(M_c)^\top \left( \sum_i \lambda_i (P_i \otimes P_i) \right) \text{vec}_r(G^{(t)}),
\] (8b)

with \(\lambda \in \Delta_S\) where \(\Delta_S\) is the unit simplex in \(S\) dimensions [15]. In (8b), we have the first appearance of an interesting structure, whose characterization is given by the following lemma.

**Lemma 4** Let \(Q = \sum_i \lambda_i P_i\) be a doubly stochastic matrix, where \(P_i\) are \(m \times m\) permutation matrices. Then
\[
K = \sum_i \lambda_i P_i \otimes P_i
\] (9)
is doubly stochastic.

Proof in Appendix B.

The function \(\ell^{(t)}(P)\) is the key component of the optimization problem that will be defined later.

**Remark 1** We highlight again the linearity of the optimization problem determined by (8a). Take for simplicity the problem of minimizing the hardware constraints function for the layer \(t\). Consider \(m\) qubits and fix the set of permutation matrices \(\{P_i\}\) corresponding to the representations of the elements of the symmetric group \(S_m\). Then the problem takes the form
\[
\min_{\lambda \in \mathbb{R}^{m!}} \sum_{i=0}^{m!-1} \lambda_i \ell^{(t)}(P_i),
\] (10a)
s.t. \(\lambda_i \geq 0\) \(\forall i\),
\[\sum_i \lambda_i = 1.\] (10b)

The latter is clearly a linear problem over a convex set, however the difficulty arises from the cardinality \(m!\) of the set of permutations. We avoid this difficulty by introducing a construction that produces a subgroup of permutations controlled by a polynomial number of parameters (w.r.t. \(m\)).

The machinery for the swapping requires consistency between layers, that is, we have to assure the connectivity of logical qubits as we pass from one layer to the next. Let \(P^{(t)}\) be the permutation applied before the layer at time step \(t\), for all \(t \in\)
On the left-hand side, an example of circuit layer. Note that the CNOTs commute. On the right-hand side, the circuit after the application of the swap (highlighted)

\[ [0..T-1] \]. We define the finite sequence \( \{C^{(t)}\}_{t \in [0..T-1]} \) of permutations composed up to time \( t \) as

\[
\begin{align*}
C^{(0)} &= P^{(0)}, \\
C^{(t)} &= P^{(t)} C^{(t-1)}, & 1 \leq t \leq T - 1,
\end{align*}
\]

expanded, the sequence takes the following form

\[
C^{(0)} = P^{(0)}, \\
C^{(1)} = P^{(1)} P^{(0)}, \\
\vdots \\
C^{(T-1)} = P^{(T-1)} \ldots P^{(1)} P^{(0)}.
\]

Given a sequence of permutations \( \{P^{(t)}\}_{t \in [0..T-1]} \) we obtain the hardware constraints function for the overall circuit, so

\[
\mathcal{L} \left( \left( P^{(t)} \right)_t \right) = \sum_{t=0}^{T-1} \ell^{(t)} \left( C^{(t)} \right),
\]

again it can be shown that the global minima (zeros) correspond to the set of permutations that implements the circuit on allowable hardware arcs (the edges of graph \( M \)). In relation to Fig. 3, the permutations \( P^{(t)} \) correspond to the braids, and the graphs \( G^{(t)} \) match the layers with the gate arcs implementing the edges.

The limited connectivity of the hardware structure implies that the permutations \( P^{(t)} \) must be generated by the swaps corresponding to the directly connected vertices of graph \( M \). However, before expanding the aforementioned restriction we first proceed with the definition of SWAP. Let \( m \) be the number of qubits of the circuit and assume

\[ 3 \] The hardware graph \( M \) is assumed to be not fully connected.
\( m \geq 2 \). We define the swap operator w.r.t. distinct vertices \( i, j \in [0..m-1] \), as

\[
\text{SWAP}_m(i, j) := \mathbb{I}_m - |i\rangle_m \langle i|_m - |j\rangle_m \langle j|_m + |i\rangle_m \langle j|_m + |j\rangle_m \langle i|_m,
\]

equivalently the operator is determined by its action on the vectors \(|k\rangle_m\) with \( k \in [0..m-1] \),

\[
\text{SWAP}_m(i, j) |k\rangle_m = \begin{cases} 
|j\rangle_m, & k = i, \\
|i\rangle_m, & k = j, \\
|k\rangle_m, & \text{otherwise}.
\end{cases}
\]

**Remark 2** The \( \text{SWAP}_m \) defined in (13) should be considered as the classical counterpart of the swap operator \( \text{SWAP}_Q^m \) in the context of quantum circuits. The \( \text{SWAP}_m(i, j) \) operator acts on a space having dimension \( m \); also the result of its action is the swap of the the basis vectors \(|i\rangle_m\) and \(|j\rangle_m\). The \( \text{SWAP}_Q^m(i, j) \) instead, acts on a space of dimension \( 2^m \) and its action swaps \( 2^m-1 \) basis vectors. The latter is represented diagrammatically using the symbol \( \times \times \); however, in the context of this work, the same symbol is used to indicate both operators interchangeably.

We obtain the set of generators for the permutations implementing the swap mapping, so

\[
\mathcal{P}_M = \{ \text{SWAP}_m(i, j)|M_{i, j} = 1, i < j \},
\]

where \( M \) is the adjacency matrix for the hardware couplings. In other words, each permutation \( P^{(t)} \) for layer \( t \) is constructed by composing a subset of elements of \( \mathcal{P}_M \). Later we will introduce an objective that aims at minimizing the number of elements of such construction.

We extend again the approach by introducing a sort of 'smooth swap', that is a linear combination of swap and identity operators. We define the smooth swap operator \( \text{SSWAP}_m(i, j, \theta) \) as one of the following equivalent forms

\[
\text{SSWAP}_m(i, j, \theta) := \cos^2(\theta)\mathbb{I}_m + \sin^2(\theta)\text{SWAP}_m(i, j) \quad (15a)
\]

\[
= \mathbb{I}_m + \sin^2(\theta) (\text{SWAP}_m(i, j) - \mathbb{I}_m), \quad (15b)
\]

which can be shown to be convex combinations of the identity matrix and the swap acting on vertices \( i, j \). It follows from the Birkhoff-von Neumann theorem that \( \text{SSWAP}_m(i, j, \theta) \) is a doubly stochastic matrix [16]. The specific structure of the matrix \( \text{SSWAP}_m(i, j, \theta) \) is also known as an elementary doubly stochastic matrix [14]. By Lemma 1, the set of DSM of the same size is closed under matrix multiplication, so by composing multiple SSWAP operators we obtain another matrix of the same class. Notably, in our case, when the \( \theta \)s are integer multiples of \( \frac{\pi}{2} \) we obtain a vertex of the Birkhoff polytope, that is a permutation matrix. This means that we can substitute the component \( P \otimes P \) in (7e) with a composition (depending on some
hyperparameters) of operators of the form,

\[
PSSWAP_m(i, j, \theta) := \cos^2(\theta)I_m^\otimes 2 + \sin^2(\theta)SWAP_m(i, j)^\otimes 2
\]

\[
=I_m^\otimes 2 + \sin^2(\theta)\left(\text{SWAP}_m(i, j)^\otimes 2 - I_m^\otimes 2\right).
\]

Note that here we extended the concept of SSWAP to that of PSSWAP, where the prefix \(P\) stands for ‘parallelized’ which resembles the effect of the tensor power. In the next section, we continue with the substitution of the PSSWAP in the constraint function (12), resulting in the weighted sum of costs corresponding to the linear combination of solutions determined by the parameters \(\theta_s\).

**Remark 3** In relation to the definition of PSSWAP, we highlight that in general

\[
PSSWAP(i, j, \theta) \neq \text{SSWAP}_m(i, j, \theta)^\otimes 2.
\]

\[\triangle\]

### 3.1.1 The optimization problem: formulation

We start by defining the constructor generating the permutations \(P^{(t)}\) at each time step \(t\). We recall that we denote by \(T\) the number of layers of the input circuit, so the layer index \(t\) belongs to \([0 \ldots T - 1]\). Also each layer determines \(S\) continuous parameters, so overall we have \(S \times T\) parameters, which will be denoted by \(\theta \in \mathbb{R}^{ST}\).

The constructor configuration (hyperparameters) is a pair \((p_1, p_2)\) of functions \(p_1, p_2 : [0 \ldots S - 1] \rightarrow V_M\) mapping a sequence index \(s\) to a physical qubit.\(^4\) Moreover, in the scope of this section we consider the functions \((p_1, p_2)\) as arbitrary; however, Sect. 3.1.2 will develop a specific structure for them. At each time step \(t\) the hyperparameters determine a sequence of \(S\) swaps \(\text{SSWAP}_m(p_1(s), p_2(s), \theta_s^{(t)})\) for

\[^4\text{We also require that } i = p_1(s) \neq p_2(s) = j \text{ for all } s, \text{ so we always have distinct targets } \{i, j\} \text{ for the swap.}\]
Let $s \in [0..S-1]$. So, given a vector of continuous parameters $\theta = (\theta_s^{(t)})_{t,s} \in \mathbb{R}^{ST}$, the hardware constraints function assumes the form

$$
L(\theta) = \sum_{t=0}^{T-1} L_t(\theta),
$$

(18)

with

$$
L_t(\theta) = \beta(t) \text{vec}_t(M_c) \top K^{(t)} \text{vec}_t(G^{(t)}),
$$

(19a)

and

$$
P^{(t)} = \text{PSSWAP}_m(p_1(0), p_2(0), \theta_0^{(t)}) \cdots \text{PSSWAP}_m(p_1(S-1), p_2(S-1), \theta_{S-1}^{(t)}),
$$

(19b)

$$
K^{(0)} = P^{(0)},
$$

(19c)

$$
K^{(t)} = P^{(t)} K^{(t-1)}, \quad 1 \leq t \leq T-1.
$$

(19d)

In (18), each term is scaled by the function $\beta : \mathbb{R} \rightarrow \mathbb{R}$ which is assumed decreasing and positive valued. The function $\beta$ is one of the key components of the heuristic solver—the adaptive feasibility, which is introduced in Sect. 3.1.3. Note that each continuous parameter $\theta_s^{(t)}$ appears as PSSWAP argument, one time for all terms in (18) such that $t \geq t_1$. Also $L(\theta) \geq 0$ for all $\theta$.

We obtain the ideal form for the optimization problem, that is

$$
\min_{\theta \in \mathbb{R}^{ST}} \text{card}(\theta),
$$

s.t. $L(\theta) = 0,
$$

(20)

where $\text{card}(\theta)$ is the cardinality$^5$ of the vector $\theta$. The structure of the problem is justified by the fact that for $\theta_s^{(t)} = 0$, the corresponding PSSWAP is the identity permutation. The next proposition shows that an optimization problem with cardinality as objective and which constraint matches a certain structure can be solved by an equivalent differentiable problem.

**Theorem 5** Given the structure of the hardware constraints function $L$, the following optimization problems are equivalent

$$
\begin{align*}
\min_{\theta \in \mathbb{R}^{ST}} \|\theta\|_2^2, \\
\text{s.t.} \quad L(\theta) = 0,
\end{align*}
\quad \cong \quad
\begin{align*}
\min_{\theta \in \mathbb{R}^{ST}} \text{card}(\theta), \\
\text{s.t.} \quad L(\theta) = 0.
\end{align*}
$$

(21)

Proof in Appendix B.

---

$^5$ The cardinality of a vector $x \in \mathbb{R}^n$ is defined as $\text{card}(x) := |\{i|x_i \neq 0\}|$, where $|\cdot|$ is the set cardinality.
This proposition demonstrates that the problem in (20) can be solved by considering the squared $l_2$-norm of $\theta$ instead of its cardinality.

Let us study the characterization of the stationary points of the hardware constraints function $L$. The next proposition shows that vectors $\theta \in \mathbb{R}^{ST}$ such that the individual elements are integer multiples of $\frac{\pi}{2}$, are a sufficient condition for the stationary points of the hardware constraints function.

**Theorem 6** Consider the hardware constraints function (18) and the element $\theta_s^{(t)}$ with index $(s, t)$ belonging to the vector $\theta \in \mathbb{R}^{ST}$. Let $\Omega = \{ k \frac{\pi}{2} \mid k \in \mathbb{Z} \}$ be the set of integer multiples of $\pi/2$. Then

1. $\theta^T e_s^{(t)} \in \Omega \implies \frac{\partial L(\theta)}{\partial \theta_s^{(t)}} = 0$.

If $\frac{\partial L(\theta)}{\partial \theta_s^{(t)}} = 0$, for some $\theta \in \mathbb{R}^{ST}$, then, either

2. $\theta^T e_s^{(t)} \in \Omega$,

3. or $\theta^T e_s^{(t)} \notin \Omega$ and $\frac{\partial L(\hat{\theta})}{\partial \theta_s^{(t)}} = 0$ for $\hat{\theta} \in \{ \theta + r e_s^{(t)} \mid r \in \mathbb{R} \}$.

Proof in Appendix B.

**Remark 4** Note that Case 3 of Proposition 6 suggests that the constraint is locally “flat” in the direction $e_s$ which means that multiple solutions are possible, but this ambiguity is resolved by 2-norm minimization which simply picks 0 in this case. Let us further illustrate Case 3: given circuits $C_1$ and $C_2$, we define the equivalence relation $C_1 \sim C_2$ whenever the circuits implement the same unitary up to a permutation. Now, assume the line connectivity and consider the swap mapping process that follows.

\[
\begin{align*}
q_0 : & \quad \text{SWAP} \quad q_0 : \\
q_1 : & \quad q_1 : \theta_0 \\
q_2 : & \quad q_2 : \theta_1
\end{align*}
\]

With circuit swap gates interpreted as SSWAPs controlled by a parameter $\theta_k \in \mathbb{R}$, the central circuit reports a solution with $\theta_0 = \pi/2$; however, adding another swap ($q_1 \rightarrow q_2$) as depicted on the right-hand side does not alter the hardware constraints function; consequently, the partial derivative corresponding to the second swap is zero for any $\theta_1 \in \mathbb{R}$.

In other words, there may exist configurations of the parameters vector $\theta$ such that one or more elements of such vector determine a flat cost. However, the objective of the optimization problem (20), being a cardinality, favors the zero value for the free parameters.

### 3.1.2 The optimization problem: constraint specification for different topologies

In the construction of the hardware constraints function $L$, we claimed that the sequence of PSSWAPs in (19b) depends on some hyperparameters. In the present section, we determine the structure of the PSSWAPs for the case of the line connectivity between qubits. Despite the simplicity of the present topology, the results obtained
here are key for the generalization to the arbitrary connectivity. In relation to general topologies, we notice that recently there have been a widespread adoption of quantum processing unit topologies based on hexagonal lattices [17]. An example is depicted in Fig. 6. Moreover, the results obtained in this section are extend to the general case in Appendix A.

The line connectivity model is defined as a chain of $m$ qubits (assuming $m \geq 3$) where the neighborhoods of qubit $k \in [1 \ldots m-2]$ are qubits $k-1$ and $k+1$. The extremes of the chain, that is qubits 0 and $m-1$, have neighborhood, respectively, qubit 1 and qubit $m-2$.

Assume for simplicity that the number of qubits $m$ is an odd integer greater than two. Then the set of generating swaps $\mathcal{P}_M$ defined in (14), contains $m-1$ elements. We partition the set $\mathcal{P}_M$ into the following subsets

$$\Gamma_1 = \{ \text{SWAP}(2k, 2k+1) | k \in [0 \ldots (m-1)/2] \},$$

$$\Gamma_2 = \{ \text{SWAP}(2k+1, 2k+2) | k \in [0 \ldots (m-1)/2] \},$$

(23)

so $\mathcal{P}_M = \Gamma_1 \cup \Gamma_2$. We note that for any $Q_1, Q_2 \in \Gamma_1$, then $Q_1 Q_2 = Q_2 Q_1$, similarly it also holds for $\Gamma_2$.

The next lemma extends the commutativity from the generating permutations to the generated DSM. The result is immediate, so we state the claim without proof.

**Lemma 7** Let $P_1, P_2$ be $m \times m$ permutation matrices such that $P_1 P_2 = P_2 P_1$, that is the permutations commute. Then the following doubly stochastic matrices also commute

$$Q_k = (1 - \alpha_k) I_m + \alpha_k P_k,$$

(24)

with $\alpha_k \in [0, 1]$, for $k = 1, 2$. That is, $Q_1 Q_2 = Q_2 Q_1$.

Consequently, the product of doubly stochastic matrices obtained from either $\Gamma_1$ or $\Gamma_2$ commute. Using (16b) we define the composition of such commuting matrices

---

6 Equivalent to the SSWAP defined in (15a), or the PSSWAP defined in (16a).
Fig. 7 Example of the pattern of swaps for the line connectivity with \( m = 5 \) qubits. The dashed frames represent, respectively, the set \( \Gamma_1 \) and \( \Gamma_2 \).

(PSSWAPs) controlled by the continuous parameters \( \theta \), so

\[
C(\Gamma_k, \theta) = \prod_{P_i \in \Gamma_k} \left( \mathbb{I}_m^{\otimes 2} + \sin^2(\theta_i) \left( P_i^{\otimes 2} - \mathbb{I}_m^{\otimes 2} \right) \right). \tag{25}
\]

To complete the construction, we specialize the definition of \( P(t) \) related to the hard-

ware constraints function in \((19b)\), with a (finite) sequence of alternating structures of the form \( C(\Gamma_k, \theta) \), that is

\[
P(t) = C(\Gamma_1, \theta(t)) \cdot C(\Gamma_2, \theta(t)) \cdot C(\Gamma_3, \theta(t)) \cdot C(\Gamma_4, \theta(t)) \cdots \tag{26}
\]

The next lemma shows one of the motivations that justify this construction, that is efficient matrix multiplication for permutations within the same partition.

**Lemma 8** Let \( a, b \in S_m \) be distinct, involutory and commuting elements of the symmetric group of degree \( m \), that is \( a \neq b, a^2 = b^2 = e \) and \( a \circ b = b \circ a \), where \( e \in S_m \) is the identity element. Let \( P_a, P_b \) be the permutation representations [18] of \( a \) and \( b \), respectively. Then

\[
P_a P_b = P_a + P_b - \mathbb{I}_m. \tag{27}
\]

Proof in Appendix B. As a corollary, it can be readily proven that given a (finite) non-empty set of \( n, m \times m \) permutation matrices \( \{P_t\}_{t=1}^n \), in which each pair of elements \( P_a, P_b \), fulfills the conditions of the Lemma, then

\[
\prod_{t=1}^n P_t = \left( \sum_{t=1}^n P_t \right) - (n - 1)\mathbb{I}_m. \tag{28}
\]

We also note that the maximum number of disjoint and thus commuting permutation matrices is \( n = \lfloor m/2 \rfloor \).

The next step is that of applying the latest result to a product of doubly stochastic matrices whose generating permutations fulfill the conditions of Lemma 8.

**Theorem 9** Let \( \{P_t\}_{t=1}^n \) be a non-empty set of \( m \times m \) matrices such that each element is involutory and each pair commutes. Then the following identity holds for the composition of elementary DSM generated by the \( P_t \),

\[
\prod_{t=1}^n \left( \mathbb{I}_m + \sin^2(\theta_t) (P_t - \mathbb{I}_m) \right) = \mathbb{I}_m + \sum_{t=1}^n \sin^2(\theta_t) (P_t - \mathbb{I}_m). \tag{29}
\]
Proof in Appendix B. Finally, we apply the results just obtained to the definition of layer of PSSWAPs (25), so

\[
C (\Gamma_k, \theta) = \mathbb{I}^\otimes_m + \sum_{P_i \in \Gamma_k} \sin^2(\theta_i) \left( P_i^\otimes^2 - \mathbb{I}^\otimes_m \right).
\]

(30)

Assume we have \(m\) qubits, then it can be shown that the repetition of patterns constructed as depicted in Fig. 7 generates a set of permutations that contains a subgroup of the symmetric group \(S_m\). Also as one may expect, increasing the number of replica creates subgroups that approach in term of order, the group \(S_m\). So, it would be interesting obtaining results regarding the required number of repetitions and their efficiency. For now however, we do not expand the latter point which will be addressed in future research. To conclude, we claim without proving that this construction favors the minimization of the resulting circuit depth. However, evidence for the latter assertion emerges in the experiments section.

3.1.3 The optimization problem: numerical method

In this section, we develop a heuristic for the solution of problem (20). We start from a well-known technique called Rolling Horizon (RH). The latter consists of partitioning a decision problem into a sequence of sub-problems which aggregated solutions constitute a solution for the whole problem. The sub-problems often are identified by time windows of fixed length. Examples of the aforementioned strategy can be found in [19, 20].

We build on the RH strategy to obtain a process we call adaptive feasibility. The terminology finds the following motivation—we call it adaptive because the RH depth adjusts to the best sub-problem where we can reach feasibility. Considering the structure of the hardware constraints function, we note that for all \(s\), the variables \(\theta_s(\tau)\), appear in the terms \(L_t\) of (18) with \(t \geq \tau\). Since the permutation at time \(t\) influences the permutations of the subsequent layers, then we favor the feasibility of lower layers (w.r.t. time \(t\)) using the decreasing function \(\beta(t)\) introduced in (19a). Now, it follows from Proposition 5 that the optimization problem takes the equivalent form

\[
\min_{\theta \in \mathbb{R}^{ST}} \|\theta\|^2_2, \\
\text{s.t. } L(\theta) = 0,
\]

which we solve using the Differential Multiplier Method [21]. The method, by introducing the Lagrange multiplier \(\lambda\), produces a sequence of updates for the variables \(\theta\) and \(\lambda\), so

\[
\theta \leftarrow \theta - \eta_\theta \nabla_\theta \left( \|\theta\|^2_2 + \lambda L(\theta) \right), \quad (31a)
\]

\[
\lambda \leftarrow \lambda + \eta_\lambda \nabla_\lambda \left( \|\theta\|^2_2 + \lambda L(\theta) \right), \quad (31b)
\]
until a stop condition is reached. We denoted with \( \eta_\theta \) and \( \eta_\lambda \) the step sizes for the variables \( \theta \) and \( \lambda \), respectively. Interestingly, since \( \mathcal{L}(\theta) \geq 0 \), the second update corresponds to a monotonic increase of \( \lambda \), that is

\[
\lambda \leftarrow \lambda + \eta_\lambda \mathcal{L}(\theta).
\]  

(32)

The latter can be used to prove that the optimizer gets attracted by the stationary points of \( \mathcal{L} \), but according to Proposition 6, such points have a known and convenient structure.

The entire procedure is split into two algorithms, the DSM-SWAP and the Knitter, with the former being the main algorithm.

### 3.1.4 The Knitter algorithm

The Knitter\(^7\) algorithm can be interpreted as a global solver (w.r.t. the circuit) for the swap mapping problem. However, the input circuit is split into sections using the RH strategy so the Knitter only acts upon each of the sub-circuits separately.

We describe the steps of the algorithm as presented in Algorithm 1. The input circuit is given as a sequence of graphs \( G^{(t)} \), the latter is used alongside the hardware graph \( M \) to construct (function \text{BuildHardwareCost}) the hardware constraints function \( \mathcal{L} \). The construction depends on the machine topology; details are elaborated in sections A and 3.1.2.

In the for-loop at line 6, the vector \( \theta \) is updated in a gradient descent fashion using the gradient of the function \( f(\theta) = \|\theta\|_2^2 + \lambda \mathcal{L}(\theta) \). Since the problem is non-convex, the iteration is executed \( \max_{\text{trials}} \geq 1 \) times. At the end of each iteration, the projection\(^8\) \( \mathcal{P}_{\Omega_{ST}'} \) onto the set \( \Omega_{ST}' \) is applied to the vector \( \theta \), with \( \Omega \) defined as in Proposition 6. Furthermore, the application of the projector is justified by Proposition 6.

Completed the trials at line 15, we use the merit function \( g(\theta) = \|\theta\|_2^2 + \alpha \mathcal{L}(\theta) \) to choose the best solution\(^9\). Here the parameter \( \alpha > 0 \) is a trade-off between swaps minimization and feasibility maximization. Once the best solution is realized, at line 16 we count the number \( l \) of subsequent layers, starting from the first, that fulfill the hardware constraints. Here we denote with \( \delta_{\{0\}} \) the indicator function\(^{10}\) for the set \( \{0\} \subseteq \mathbb{R} \). Remarkably, line 16 constitutes one of the key elements for the adaptive feasibility. Finally, the algorithm returns the sub-vector of \( \theta^* \) corresponding to the first \( l \) layers.

\(^7\) The name Knitter is inspired by the braid diagrams (Fig. 8) used to represent the iteration of the SWAPs.

\(^8\) The definition of projection is given in the proof of Lemma 13.

\(^9\) In our specific implementation, we choose the solution that maximizes the number of feasible layers; consequently, the adaptive horizon step is maximized, leading to a reduction of the overall computation time for the method.

\(^{10}\) The indicator function for a subset \( C \subseteq U \) is defined as the extended real-valued function \( \delta_C : U \to \mathbb{R} \cup \{\infty\} \) with rule \( \delta_C(x) = \begin{cases} 0, & x \in C, \\ \infty, & \text{otherwise}. \end{cases} \)
Algorithm 1 The pseudocode for the Knitter algorithm.

Data: Sequence of $T'$ circuit layers as graphs $G^{(t)}$. Hardware connectivity graph $\mathcal{M}$.
Result: $\theta^*$; // Parameters for the feasible layers
$R \leftarrow \emptyset$; // Set of solutions from trials
$\mathcal{L} \leftarrow \text{BuildHardwareCost}\left(\left(G^{(t)}\right)_{t=1}^{T'}, \mathcal{M}\right)$; // Prepare the hardware constraints

function

for $t \leftarrow 1$ to max_trials do

$\theta \sim \text{U}_{ST'}(0, \epsilon)$; // Sample initial $\theta \in \mathbb{R}^{ST'}$, with $\epsilon > 0$ a small constant.
$\lambda \sim \text{U}(0, \epsilon)$; // Sample initial $\lambda$. $\text{U}$ is the uniform distribution.

for $\tau \leftarrow 1$ to max_optim_steps do

$\theta \leftarrow \theta - \eta\nabla_{\theta}\left(\|\theta\|_2^2 + \lambda\mathcal{L}(\theta)\right)$; // Update $\theta$ with GD step
$\lambda \leftarrow \lambda + \eta\nabla_{\lambda}\mathcal{L}(\theta)$; // Update $\lambda$
if $\|\nabla_{\theta}\mathcal{L}(\theta)\|_2^2 \leq \gamma$ then
break; // Early stopping condition met
end

$R \leftarrow R \cup \left\{P\Omega_{ST'}(\theta)\right\}$; // Store projection of current $\theta$
end

$\theta^* \leftarrow \text{argmin}_{\theta \in \mathbb{R}^{ST'}} \|\theta\|_2^2 + \alpha\mathcal{L}(\theta)$; // Best solution selection policy

$l \leftarrow \text{argmin}_{k \in [0..T']}(\sum_{i=0}^{k-1}\mathcal{L}_i(\theta^*)) - k$; // Count feasible layers in $l$
if $l$ is 0 then

$\theta^* \leftarrow \text{nil}$ return
end

$\theta^* \leftarrow \theta^*[1..l*S]$; // Select parameters (sub-vector) for the $l$ feasible layers

3.1.5 The DSM–SWAP algorithm

The DSM–SWAP algorithm in essence partitions the input circuit into sub-circuits upon which the Knitter algorithm is executed. The pseudocode is presented in Algorithm 2, also we recall that we denote with $T$ the number of layers of the circuit and with $S$ the number of parameters (equivalently SWAPs) per layer. The depth of the sub-circuits is given by the hyperparameter horizon; however, the starting point for the horizon advances adaptively (line 31) depending on the feasibility reached by the previous iteration.

Function ThetasToSwaps invoked at lines 25 and 34 takes a vector of angles $\theta$ to a sequence of permutations matrices. We note that the elements of the vector $\theta$ are expected to belong to the set $\Omega$ (Proposition 6), that is the angles represent a vertex of the Birkhoff polytope. But this is consistent with the value returned by function Knitter.

We remark one additional point at line 25. The permutations applied to layer $t$, influence all the subsequent layers from $t + 1$ to $T - 1$. Consequently, we make the algorithm consistent with the mechanism by pre-permuting the qubits of each block.
with the permutations from the previous layers. In the specific expression at line 25, we denote with \((\cdot) \bullet (\cdot)\) the action of the permutation \(P\) on the circuit \(C\).

Finally, the result of the method consists of a sequence of \(T \times S\) involutory permutation matrices (either identity or SWAP). In Fig. 6, the reader can appreciate the resulting structure visually.

Algorithm 2 The pseudocode for the DSM-SW AP algorithm.

```
Data: Sequence of \(T\) circuit layers as graphs \(G^{(t)}\). Hardware connectivity graph \(M\).
Result: \(R\); // Sequences of swaps for each layer

\(\theta^* \leftarrow ()\); // Init empty vector (dim(\(\theta^*\)) = 0) for the parameters
\(t \leftarrow 0\) while \(t < T\) do
    // Iterate over circuit layers
    \(h \leftarrow \min(\text{horizon}, T - t)\); // Compute effective horizon
    \(C \leftarrow (G^{(t)})_{t=1}^{t+h}\); // Construct sub-circuit with depth up to horizon
    \(P \leftarrow \text{ThetasToSwaps}(\theta^*)\) \(C \leftarrow P \bullet C\); // Apply the resulting permutation up to layer \(t\)
    \(\theta \leftarrow \text{Knitter}(C, M)\); // Run Knitter on permuted sub-circuit \(C\)
    if \(\theta\) is nil then
        // If there are no feasible layers
        \(R \leftarrow \text{nil}\); // fail or run alternative strategy
        return // Nil result
    end
    \(t \leftarrow t + (\text{dim}(\theta))/S\); // Adaptively update the next horizon starting point
    \(\theta^* \leftarrow \theta^* \oplus \theta\); // Extend the vector of parameters
    // Note \(\text{dim}(\theta^*) = t \times S \leq T \times S\).
end // The final \(\theta^*\) belongs to \(\mathbb{R}^{ST}\)
\(R \leftarrow \text{ThetasToSwaps}(\theta^*)\); // Obtain swaps for all layers
```

4 Experiments

The purpose of the experiments is twofold. On one hand, we aim at obtaining a clearer view of the effects of the hyperparameters. On the other one, we compare the results of the proposed method with other well-known algorithms in literature.

The algorithm DSM-SWAP has been implemented \(^{11}\) on top of the frameworks Qiskit \([9]\) and PyTorch \([22]\). From the Qiskit library, we also made use of the algorithm SABRE and the circuit generators for the multi-controlled X gate and Quantum Volume.

The circuits involved in the experiments may present features with different distributions, depending on patterns and number of qubits. Also the measurements we are considering are taken both before and after the application of the swap mapping process. To evaluate the generalization of the strategy we consider several circuit patterns,

\(^{11}\) Source code available at https://github.com/qiskit-community/dsm-swap. Also data regarding the experiments is available on request.

\(\text{Springer}\)
specifically the quantum volume (QV\textsuperscript{12}) circuits [23] and the multi-cX gates compiled with an alphabet consisting of CNOT and single qubit gates. Given a circuit pattern\( C \) and a feature\( X \), we denote with \( X_0(C) \) and \( X_s(C) \) the random variables for the feature \( X \) measured on \( C \), respectively, before and after the swap mapping. Then given the samples \( x_0 \sim X_0(C) \) and \( x_s \sim X_s(C) \), assuming \( x_0 \neq 0 \), we define the relative measure as \( d = \frac{x_s - x_0}{x_0} \). The features we consider are the number of CNOTs and the circuit depth.\textsuperscript{13} The features are computed on the circuit resulting from the invocation of the Qiskit.\textsuperscript{14} transpiler with optimization level three\textsuperscript{15} We note that the transpiler embodies algorithms based on the stochastic approach, thus modeling using random variables is justified. Take for example the number of CNOTs and let \( c_0, c_s \) be their count before and after the swap mapping. Then the relative measure \( dcnots = \frac{c_s - c_0}{c_0} \) represents the fractional increase in the number of CNOTs as a result of the qubit allocation. So for example, if the circuit prior to the swap mapping contains 100 CNOTs and the process produces a fractional increase of 0.75 units (\( dcnots = 0.75 \)), then the final circuits contains 175 CNOTs. Similarly, we denote the fractional increase in depth with \( ddepth \).

4.1 Study of the hyperparameters

We start by describing the structure of the sampling. We generate 250 QV circuit instances for each qubit count from 5 to 8 (both inclusive). Each circuit instance is then processed by the DSM-SWAP algorithm configured with combinations of increasing horizon \{1, 2, 4\} and maximum optimizer steps \{10, 30, 100\}. In Fig. 9, we highlight the general positive effect of a longer horizon on both \( dcnots \) and \( ddepth \). Moreover, Fig. 8 provides the same evidence using braid diagrams. In Fig. 10, we observe vague evidence that a higher number of steps increases the quality of the results. This means that the optimizer converges quite fast so we conclude that there is not much difference between 30 and 100 steps, and thus the former value is set as the default.

4.2 DSM-SWAP vs SABRE

We compare the new method with the algorithm SABRE configured with the look-ahead strategy [8]. The circuits considered are the quantum volume and the multi-cX gates. The data for DSM-SWAP are the same one obtained for the hyperparameters investigations\textsuperscript{16} we denote the corresponding features with \( dcnots_{dsm} \) and

\textsuperscript{12} In the interest of space, we denote with QV\{\( n \}\) a quantum volume circuit with \( n \) qubits. Moreover, the latter is generated via the function qiskit.circuit.quantumcircuit.QuantumCircuit\((n, seed=seed)\), where seed determines the circuit instance.

\textsuperscript{13} We consider the Qiskit [9] definition of circuit depth which can be be obtained through the method qiskit.circuit.QuantumCircuit.depth.

\textsuperscript{14} Qiskit 0.36.1 and Qiskit Terra 0.20.1.

\textsuperscript{15} Specifically, the structure of the invocation is qiskit.compiler.transpile(\ldots, optimization_level=3).

\textsuperscript{16} We fix the hyperparameter max_optim_steps = 30.
\(d\text{depth}_{dsm}\). In addition, we execute SABRE on the same circuits and measure the features \(dc\text{not}_{sabre}\) and \(d\text{depth}_{sabre}\). In Figs. 11 and 12, we plot the cCDFs for the features gaps

\[
\begin{align*}
d\text{nots} &= dc\text{not}_{sabre} - dc\text{not}_{dsm} \\
d\text{depth} &= d\text{depth}_{sabre} - d\text{depth}_{dsm}.
\end{align*}
\]  

Since the selected features, the smaller they are the better the performance, then points on the positive abscissa correspond to DSM-SW AP performing better than SABRE. In Fig. 11, we see that for \(\text{horizon} \geq 2\), the new method has at least 80% chances to produce a shallower circuit. In Fig. 12, we distinguish the results for QV8 circuits assuming line and ring couplings. Surprisingly, in the ring connectivity case, the gap is remarkable even for \(\text{horizon} = 1\). We think that the latter could be an important clue for the development of new swap mapping methods (Fig. 13).

In Fig. 14, we obtain the average values for the merit measure defined as

\[
\text{merit} = dc\text{nots} + d\text{depth},
\]

which can be interpreted as the overall increase in both CNOT count and depth, as a consequence of the swap mapping. The latter figure shows how our method compares to SABRE as the increases; also we consider MCX and QV8 circuits.

**Remark 5** We expand on the reason for the choice of QV and MCX circuits. The quantum volume circuits have the property that each layer is represented by a graph \(G^{(l)}\) that has the maximum number of edges such that the corresponding two-qubit gates commute. This feature can be appreciated in Fig. 8 by observing the columns (layers) of red edges.

On the other hand, MCX circuits, compiled with an alphabet of CNOT and single qubit gates, present layers that tend to have a single edge, consequently they represent the opposing case to QV.

Following the previous remark, we assert that the case of the QV circuits is the most advantageous for DSM-SW AP since the construction of the SWAPs (Sects. 3.1.2 and A) can maximize the parallelism of the permutations. The MCX circuits instead should be the opposing case, indeed we observe in Fig. 14 that we need a longer horizon to obtain a neat advantage over SABRE.

### 5 Conclusions

The swap mapping process is fundamental for the quantum compiler and increasing its efficiency is essential for improving the performance of the hardware. In this work we obtained a procedure that combines both mathematical optimization and heuristic strategies. In literature however, methods based on mathematical optimization have not recorded particular successes when applied to this problem. Conscious of the computation complexity hardness of the problem we understand that, to be practical, the algorithm must include an heuristic component.
Fig. 8 Braid diagrams for the swap mapping applied to a quantum volume circuit with 8 qubits. The results, starting from the top, correspond to, respectively, horizon 1 and 4. It can be noticed that in the bottom case the density of the braids (permutations) is visibly lower.

The decision process for the insertion of the SWAPs has been modeled as a smooth optimization based on doubly stochastic matrices. Also, we obtained a procedure to build the pattern of SWAPs depending on the topology of the target hardware. One of the bottlenecks in the evaluation of the constraint function is determined by the number of matrix multiplications; however, using the commutativity properties of the pattern, we devised an efficient scheme for reducing the computational cost. The solver heuristic is inspired by the rolling horizon policy and it offers linear scaling of the computational complexity with respect to the depth of the circuit. The algorithm has been implemented on top of the frameworks Qiskit and PyTorch; also, we made the code open source. The experiments revealed clues regarding the algorithm hyperparameters and its relation with the state-of-the-art algorithm SABRE. The optimality of the results has been measured using the relative increment in CNOT gate count and depth. For the hyperparameters, we found that an increased horizon for the adaptive feasibility influences positively the performance of the results. The comparison with the algorithm SABRE shows that at the cost of increased computational time and while preserving the number of CNOTs, the new method delivers significant reduction in the depth of the resulting circuit. We see the potential application of our method to the compiling of quantum libraries where the processing time can be penalized in favor of depth and CNOTs optimality.

Despite the positive results, further research is required to extend the applicability of the method to the upcoming quantum hardware where we expect the number of qubits to climb to hundreds if not thousands.
Fig. 9 The eCDFs for features $\text{dcnots}$ (left column) and $\text{ddepth}$ (right column) measured on the algorithm DSM-SWAP. The top row configuration consists of increasing horizon ($\text{horizon} = 1, 2, 4$) over $\text{QV}\{5, 6, 7, 8\}$ circuits and maximum optimizer steps fixed to 30. The bottom row corresponds to the same configuration; however, it relates exclusively to the QV8 circuits.
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Appendix A: Arbitrary topology

We extend the results obtained in the previous section from line connectivity to arbitrary topology. The disjoint partitioning $\mathcal{P}_M = \Gamma_1 \cup \Gamma_2$ of the set of generating swaps, obtained in (23), can be interpreted as a special case of the graph edge coloring problem. In Fig. 15, we provide an example of line connectivity related to the partitioning and its relation to edge coloring.

We recall that the $m$ swap targets $i, j$ for each swap $\text{SWAP}_m(i, j) \in \mathcal{P}_M$, and the swaps in $\mathcal{P}_M$, correspond, respectively, to the vertices and the edges of the hardware connectivity graph $M$. Then the minimum number of partitions of $M$, such that no two incident edges are in the same subset, is called the edge chromatic index. For a graph $G$, we denote its chromatic index with $\chi_e(G)$. Therefore, the optimal partitions $\Gamma_k$ correspond to the colors in the edge coloring problem. An example for this general case is provided in Fig. 16.
Fig. 11  The eCDFs for features gap dcnots (left) and ddepth (right) for the comparative case DSM-SWAP vs SABRE. The DSM-SWAP algorithm is configured with increasing horizon \(\text{horizon} = 1, 2, 4\) and \(\text{max\_optim\_steps} = 30\). The vertical gray line at abscissa zero determines the threshold where the two algorithms produce the same result (w.r.t. the current feature), whereas on the right-hand side, the DSM-SWAP yields more favorable results.

Fig. 12  The same experiment as that in Figure 11 except that here we distinguish the case with QV8 circuits with line (top row) and ring (bottom row) coupling maps.
A doubly stochastic matrices-based...

Fig. 13 Average time for the DSM-SWAP obtained at increasing horizon with QV circuits

Fig. 14 Comparison DSM-SWAP vs SABRE w.r.t. the merit function defined in (34), on MCX (left) and QV8 (right) circuits

\[
\begin{align*}
\Gamma_1 &= \{\text{SWAP}_5(0, 1), \text{SWAP}_5(2, 3)\}, \\
\Gamma_2 &= \{\text{SWAP}_5(1, 2), \text{SWAP}_5(3, 4)\}.
\end{align*}
\]

Fig. 15 An example of edge coloring for the line connectivity. On the LHS, we have the graph $\mathcal{M}$ with the line pattern representing the color of the edge. On the RHS, we have the partitions obtained in (23)

\[
\begin{align*}
\Gamma_1 &= \{\text{SWAP}_5(0, 1), \text{SWAP}_5(2, 3)\}, \\
\Gamma_2 &= \{\text{SWAP}_5(1, 2), \text{SWAP}_5(3, 4)\}, \\
\Gamma_3 &= \{\text{SWAP}_5(0, 2), \text{SWAP}_5(1, 3)\}.
\end{align*}
\]

Fig. 16 An example of edge coloring and the corresponding partitioning of the generators set. On the LHS, we have the graph $\mathcal{M}$ with the line pattern representing the color of the edge
assume that the hardware graph \( \mathcal{M} \) corresponds to an arbitrary topology. Then, by applying the edge coloring procedure, we determine the optimal partitioning

\[
P_{\mathcal{M}} = \bigcup_{k=1}^{\chi_e(\mathcal{M})} \Gamma_k,
\]

such that fixed any \( k \in [1 .. \chi_e(\mathcal{M})] \), we have that \( P_a, P_b \in \Gamma_k \) implies \( P_a P_b = P_b P_a \).

Given the max degree of a graph \( \mathcal{G} \), denoted by \( \Delta(\mathcal{G}) \), a well-known result by Vizing [24] establishes the boundaries for its chromatic index. We report the aforementioned theorem.

**Theorem 10 (Vizing)** Given any finite and simple graph \( \mathcal{G} \), then

\[
\Delta(\mathcal{G}) \leq \chi_e(\mathcal{G}) \leq \Delta(\mathcal{G}) + 1.
\]

In other words, we need at most \( \Delta(\mathcal{M}) + 1 \) subsets for the partitioning of \( P_{\mathcal{M}} \).

In relation to the heavy-hex lattice topology depicted in Fig. 6, we notice that graphs of such form are planar and have maximum degree 3. Consequently, by Theorem 10, a hexagonal lattice connectivity requires not more than 4 partitions.

### Appendix B: Proofs

**Proof of Lemma 2** The first equality follows immediately from the definitions of \( \text{vec}_r(\mathbb{I}_n) \) and \( \text{vec}_r(A) \). For the second one, consider the decomposition \( A = \sum_{i,j} A_{i,j} |i\rangle_n \langle j|_n \), then

\[
\left( \mathbb{I}_n \otimes A^\top \right) \text{vec}_r(\mathbb{I}_n) = \left( \mathbb{I}_n \otimes \sum_{i,j} A_{i,j} |i\rangle_n \langle j|_n \right) \sum_k |k\rangle_n \otimes |k\rangle_n
\]

\[
= \sum_{i,j} \left( |i\rangle_n \otimes (A_{i,j} |j\rangle_n) \right) = \text{vec}_r(A).
\]

\[\Box\]

**Proof of Lemma 3** We prove the equality between the left-hand side (LHS) of (5a) and (5b), so

\[
\text{vec}_r(\mathbb{I}_n)^\top (A \otimes B) \text{vec}_r(\mathbb{I}_n) = \left( \sum_i \langle i| \otimes \langle i| \right) (A \otimes B) \left( \sum_j |j\rangle \otimes |j\rangle \right)
\]

\[
= \sum_{i,j} \langle i| A |j\rangle \otimes \langle i| B |j\rangle
\]

\[
= \sum_{i,j} A_{i,j} B_{i,j} = \mathbb{I}_n^\top (A \otimes B) \mathbb{I}_n.
\]

\[\Box\]
Using Lemma 2, we prove the trace identity. First note that, for some $i, j \in [0 \ldots n - 1]$, $|j \otimes (i | I_n | j)\rangle = |i\rangle$ when $i = j$ and 0 otherwise. Then

$$
\text{Tr} \left( AB^\top \right) = \sum_{i=0}^{n-1} \langle i | AB^\top | i \rangle 
$$
(B4a)

$$
= \sum_{i, j=0}^{n-1} \langle i | AB^\top | j \rangle \otimes \langle i | I_n | j \rangle 
$$
(B4b)

$$
= \text{vec}_r (I_n)^\top (AB^\top \otimes I_n) \text{vec}_r (I_n) 
$$
(B4c)

$$
= \text{vec}_r (I_n)^\top (A \otimes I_n)(B^\top \otimes I_n) \text{vec}_r (I_n) 
$$
(B4d)

$$
\equiv \text{vec}_r (I_n)^\top (A \otimes I_n)(I_n \otimes B) \text{vec}_r (I_n) 
$$
(B4e)

$$
= \text{vec}_r (I_n)^\top (A \otimes B) \text{vec}_r (I_n) . 
$$
(B4f)

\(\blacksquare\)

**Proof of Lemma 4** Since $Q$ is doubly stochastic, then $\sum_i \lambda_i = 1$ and $\lambda_i \geq 0$. We verify the Definition 1, so

$$
K (J_m \otimes J_m) = \left( \sum_i \lambda_i P_i \otimes P_i \right) (J_m \otimes J_m) 
$$
(B5a)

$$
= \sum_i \lambda_i (P_i J_m) \otimes (P_i J_m) 
$$
(B5b)

$$
= \left( \sum_i \lambda_i \right) J_m \otimes J_m = J_m \otimes J_m . 
$$
(B5c)

Similarly, it can be proved for the left-hand side multiplication by $J_m \otimes J_m$. Thus

$$
K (J_m \otimes J_m) = (J_m \otimes J_m) K = J_m \otimes J_m , 
$$

hence the implication follows. \(\blacksquare\)

**Lemma 11** The partial derivatives of the hardware constraints function (18) w.r.t. $\theta_s ^{(t)}$, follow the parameter shift rule [25], that is

$$
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_s ^{(t)}} = \mathcal{L} \left( \theta + \frac{\pi}{4} e_s ^{(t)} \right) - \mathcal{L} \left( \theta - \frac{\pi}{4} e_s ^{(t)} \right) , 
$$
(B6)

where $e_s ^{(t)}$ is the standard basis vector whose index is $(t, s)$.

**Proof** First note that

$$
\frac{\partial \sin^2(\theta)}{\partial \theta} = 2 \sin \theta \cos \theta = \sin(2\theta) 
$$
(B7a)

$$
= \left( \frac{1}{2} + \frac{1}{2} \sin(2\theta) \right) - \left( \frac{1}{2} - \frac{1}{2} \sin(2\theta) \right) 
$$
(B7b)
\[
\begin{align*}
&\frac{1}{2} - \frac{1}{2} \cos(2\theta + \frac{\pi}{2}) - \left(\frac{1}{2} - \frac{1}{2} \sin(2\theta - \frac{\pi}{2})\right) \\
&\quad = \sin^2\left(\theta + \frac{\pi}{4}\right) - \sin^2\left(\theta - \frac{\pi}{4}\right). 
\end{align*}
\]

Consider the matrix-valued function \(SSWAP_m((\cdot); i, j) : \mathbb{R} \rightarrow \mathcal{M}_m\), then fixed some \(v, w \in \mathbb{R}^m\), we have

\[
\begin{align*}
\frac{\partial}{\partial \theta} \left(v^\top SSWAP_m(i, j, \theta)w\right) &= \frac{\partial}{\partial \theta} \left(v^\top SSWAP_m(i, j)w - v^\top w\right) \\
&= v^\top SSWAP_m(i, j, \theta + \frac{\pi}{4})w - v^\top SSWAP_m(i, j, \theta - \frac{\pi}{4})w, 
\end{align*}
\]

and similarly for \(PSSWAP\). But the LHS of (B8a) corresponds to the form of \(\frac{\partial \mathcal{L}_i(\theta)}{\partial \theta_s(i)}\).

Also, since the variables \(\theta_s(i)\) appear not more than once in each term of the constraint function in (18), then by linearity the result follows. 

\(\square\)

Lemma 12 Let \(Q\) be an \(m \times m\) DSM, then the \(\ell_1\)-norm of vectors from the non-negative orthant \(\mathbb{R}_+^m\) is preserved under the action of \(Q\). That is

\[
\forall v \in \mathbb{R}_+^m \implies \|Qv\|_1 = \|v\|_1, \tag{B9}
\]

for all \(m \times m\) DSMs \(Q\).

Proof Since \(v \in \mathbb{R}_+^m\), so each component \(v_i\) is non-negative, then the \(\ell_1\)-norm can be written as \(\|v\|_1 = 1_m^\top v\). Note that for any \(m \times m\) permutation matrix \(P\), we have \(P1_m = 1_m\). Let \(Q = \sum_j \lambda_j P_j\) be any \(m \times m\) DSM, where \(\lambda_j\) and \(P_j\) follow Definition 1. Hence

\[
\|Qv\|_1 = \left\| \sum_j \lambda_j P_jv \right\|_1 = \sum_j \lambda_j1_m^\top P_jv \tag{B10a} \\
= 1_m^\top v \sum_j \lambda_j = \|v\|_1, \tag{B10b}
\]

consequently the claim is proved. \(\square\)

Proof of Proposition 6 From Lemma 11 and the structure of the function \(\mathcal{L}\), it follows that the partial derivative w.r.t. \(\theta_s(i)\) takes the form

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_s(i)} = \sum_{\tau = l}^{T-1} v_\tau^\top \left(1_m^\otimes 2 \sin^2\left(\theta_s(i) + \frac{\pi}{4}\right) F\right) w_\tau 
\]
where \( \mathbf{v}_\tau, \mathbf{w}_\tau \) are some fixed vectors and \( S_s^{(i)} \) is the swap corresponding to the parameter \( \theta_s^{(i)} \). We note that the vectors \( \mathbf{v}_\tau, \mathbf{w}_\tau \) may depend on the elements of \( \theta \) excluding the selected \( \theta_s^{(i)} \). Equating (B11a) with zero we obtain

\[
\sin^2 \left( \theta_s^{(i)} + \frac{\pi}{4} \right) \sum_{\tau} \left( \mathbf{v}_\tau^T \mathbf{w}_\tau \right) = \sin^2 \left( \theta_s^{(i)} - \frac{\pi}{4} \right) \sum_{\tau} \left( \mathbf{v}_\tau^T \mathbf{w}_\tau \right),
\]

then by (B7d), we immediately see that the latter holds when \( \sin(2\theta_s^{(i)}) = 0 \), that is \( \theta_s^{(i)} \in \Omega \). Consequently, points 1. and 2. follow.

For point 3., it is sufficient to show that \( \mathbf{v}_\tau^T \mathbf{w}_\tau \) can be zero, then the value of \( \theta_s^{(i)} \) is uninfluential. Therefore, the partial derivative w.r.t. the same variable is zero, independently from the value of \( \theta_s^{(i)} \).

Vectors \( \mathbf{v}_\tau, \mathbf{w}_\tau \) are the result of some DSM applied to the non-zero vectors, with non-negative entries, \( \text{vec}_c \left( G^{(i)} \right) \) and \( \text{vec}_c \left( M_c \right) \). By Lemma 12 the DSM action on those vectors preserves the \( \ell_1 \)-norm, then \( \mathbf{v}_\tau \neq \mathbf{0}, \mathbf{w}_\tau \neq \mathbf{0} \). Thus \( \mathbf{v}_\tau^T \mathbf{w}_\tau = 0 \) only as a result of the action of \( F \). We show that there exist basis vectors \( |a\rangle_m, |b\rangle_m \) such that the latter equality holds. Assume \( S_s^{(i)} = \text{SWAP}_m(i, j) \) for some \( i \neq j \) such that \( i, j \) are distinct from \( a, b \), then

\[
\langle a | \otimes^2 F | b \rangle \otimes^2 = \langle a | \otimes^2 \text{SWAP}_m(i, j) \otimes^2 | b \rangle \otimes^2 = \langle a | \otimes^2 | b \rangle \otimes^2 = 0,
\]

since \( \text{SWAP}_m(i, j) \) fixes \( |a\rangle_m, |b\rangle_m \). Hence there exist \( \mathbf{v}_\tau, \mathbf{w}_\tau \) such that \( \mathbf{v}_\tau^T \mathbf{w}_\tau \) vanishes, so point 3. is proved. \( \square \)

**Lemma 13** Consider the \( C^1 \) function \( g : \mathbb{R}^n \rightarrow \mathbb{R}_+ \), such that \( g(x^*) = 0 \implies x^* \in \mathbb{Z}^n \) and \( g(x + 2\mathbf{e}_i) = g(x) \) for all \( i = 0 \ldots n - 1 \), with \( \{\mathbf{e}_i\} \) the canonical basis for \( \mathbb{R}^n \). In other words the zeros of \( g \) occur at points having integer entries, additionally the function is entry-wise periodic with fundamental period 2. Then the following optimization problems are equivalent

\[
\begin{cases}
\min_{\mathbf{w} \in \mathbb{R}^n} \|\mathbf{w}\|_2, \\
\text{s.t.} \quad g(\mathbf{w}) = 0,
\end{cases}
\]  
\[
\cong \begin{cases}
\min_{\mathbf{w} \in \mathbb{R}^n} \text{card}(\mathbf{w}), \\
\text{s.t.} \quad g(\mathbf{w}) = 0,
\end{cases}
\]

where \( \text{card}(\cdot) \) denotes the cardinality of the argument.

**Proof** A consequence of the periodicity is that for any \( \mathbf{x} \in \mathbb{R}^n \) and \( \mathbf{y} = (2 \sum_i k_i \mathbf{e}_i) \in 2\mathbb{Z}^n \), with \( k_i \in \mathbb{Z} \), we have \( g(\mathbf{x} + \mathbf{y}) = g(\mathbf{x}) \). \( \square \)
Let $x^* \in \mathbb{Z}^n$ fixed, and consider the projection\(^{17}\) $\mathcal{P}_{2\mathbb{Z}}$ of $x^*$ onto the set $2\mathbb{Z}$, so let

$$y^* \in \mathcal{P}_{2\mathbb{Z}}(x^*) = \arg\min_{y \in 2\mathbb{Z}^n} \left\{ \|x^* - y\|_2^2 \right\}, \quad (B15)$$

then $x^* - y^* \in \{-1, 0, 1\}^n$, so

$$\|x^* - y^*\|_2^2 = \sum_i (x^*_i - y^*_i)^2 = \sum_i |x^*_i - y^*_i| \quad (B16a)$$

$$= |x^* - y^*|_1 \quad (B16b)$$

$$= \text{card}(x^* - y^*) \quad (B16c)$$

Now, consider the first optimization problem in (B14) and perform the substitution $w = x - y$, to obtain

$$\min_{x \in \mathbb{R}^n, y \in 2\mathbb{Z}^n} \|x - y\|_2^2, \quad \text{s.t. } g(x - y) = g(x) = 0. \quad (B17)$$

Let $G = \{x \in \mathbb{R}^n | g(x) = 0\}$ be the set of feasible points, then by assumption, $x \in G \implies x \in \mathbb{Z}^n$, that is $G \subset \mathbb{Z}^n$. Since the constraint is independent from the variable $y$, we rewrite the optimization problem considering the feasible set, so

$$\min_{x \in G, y \in 2\mathbb{Z}^n} \|x - y\|_2^2, \quad \cong \min_{y \in 2\mathbb{Z}^n} \min_{x \in G} \|x - y\|_2^2, \quad (B18)$$

then by (B15) and (B16a), the optimal $y^*$ is the one such that $x^* - y^* \in \{-1, 0, 1\}^n$ and the cardinality of $x^* - y^*$ is minimized. Hence the equivalence in (B14) is established.

\[\square\]

**Proof of Proposition 5** We sketch a proof based on Lemma 13. The aforementioned lemma can be adapted to the periodicity of the hardware constraints function $L$. It follows from (16b) that the period of $L$ is $\pi$. Define the function

$$g(x) = L \left( \frac{\pi x}{2} \right), \quad (B19)$$

which has period 2. Also the cardinality function is invariant to a non-zero vector scaling, that is $\text{card}(x) = \text{card}(\alpha x)$ for all $\alpha \in \mathbb{R} \setminus \{0\}$. Then by applying Lemma 13, the claim follows.

\[\square\]

\(^{17}\) We highlight a technicality regarding the projection $\mathcal{P}_{2\mathbb{Z}}$. Since the set $2\mathbb{Z}^n$ is non-empty closed but non-convex, then we cannot assure that the projection is a singleton [15, first projection theorem], consequently we assume $\mathcal{P}_{2\mathbb{Z}}$ to be a set-valued operator, with the non-emptiness resulting from the set $2\mathbb{Z}^n$ being non-empty and close.
Proof of Lemma 8 Under the assumptions that $P_a^2 = P_b^2 = I_m$ and $P_aP_b = P_bP_a$ we obtain that $(P_aP_b)^2 = P_aP_bP_aP_b = P_aP_bP_bP_a = I_m$, then we need that

$$(P_a + P_b - I_m)^2 = I_m + 2[P_aP_b - (P_a + P_b - I_m)] = I_m,$$

(B20)

which is true if and only if $P_aP_b = (P_a + P_b - I_m)$. The latter being the claim proves the lemma. \(\square\)

Proof of Proposition 9 First we note that, for $m\times m$ permutation matrices $P_a, P_b$, fulfilling the conditions of Lemma 8, then

$$(P_a - I_m)(P_b - I_m) = P_aP_b - P_a - P_b + I_m \overset{(27)}{=} 0.$$  

(B21)

In other words, given any pair of distinct, commuting and involutory permutations (acting on the same vector space), the product of their shift by the identity vanishes.

We proceed by induction. Equation (29) is clearly true for $n = 1$, furthermore, assume it is true for an arbitrary $n \geq 1$, then consider the case $n+1$ by multiplying both sides of equation (29) by $I_m + \sin^2(\theta_{n+1}) (P_{n+1} - I_m)$ to get

$$
\prod_{t=1}^{n+1} \left( I_m + \sin^2(\theta_t) (P_t - I_m) \right) = I_m + \sum_{t=1}^{n+1} \sin^2(\theta_t) (P_t - I_m) + \sum_{t=1}^{n} \sin^2(\theta_t) \sin^2(\theta_{n+1}) (P_t - I_m) (P_{n+1} - I_m) \overset{0 \text{ by } (B21)}{=} 0
$$

(B22a)

$$
I_m + \sum_{t=1}^{n+1} \sin^2(\theta_t) (P_t - I_m) , \quad \text{(B22c)}
$$

hence the claim is proved. \(\square\)
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