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We present DEEPCoT, a new method for the synthesis of correct-by-construction discrete-event controllers for autonomous systems that use deep neural network (DNN) classifiers for the perception step of their decision-making processes. Despite major advances in deep learning in recent years, providing safety guarantees for these systems remains very challenging. Our controller synthesis method addresses this challenge by integrating DNN verification with the synthesis of verified Markov models. The synthesised models correspond to discrete-event controllers guaranteed to satisfy the safety, dependability and performance requirements of the autonomous system, and to be Pareto optimal with respect to a set of optimisation objectives. We use the method in simulation to synthesise controllers for mobile-robot collision mitigation and for maintaining driver attentiveness in shared-control autonomous driving.

Autonomous systems (AS) must perceive and adapt to changes in their environment. In application domains as diverse as medicine, finance and transportation, this perception is often performed using deep neural network (DNN) classifiers. This integration of DNN perception into the AS control loop poses major assurance challenges. In particular, the long-established methods for formal software verification cannot be used to provide safety and performance guarantees for AS comprising both traditional software and deep-learning components. Furthermore, verification methods developed specifically for DNNs focus on verifying robustness to changes in DNN inputs or input clusters and are equally unable to provide system-level guarantees for the controllers of DNN-perception AS.

Our paper presents a controller synthesis method that addresses this significant limitation. Called DEEPCoT (Deep neural network perception aware Discrete-Event Controller Synthesis), our method employs a suite of DNN verification techniques to quantify the aleatory uncertainty introduced by the use of DNN perception in the AS control loop. Discrete-event controllers guaranteed to satisfy the AS requirements are then synthesised from a stochastic model that captures this uncertainty and leverages the high accuracy that DNNs can achieve for verified inputs.

We start by introducing DEEPCoT and its unique use of both DNN and traditional verification. Next, we describe the use of DEEPCoT to devise controllers for mobile-robot collision mitigation and driver attentiveness management in vehicles equipped with Level 3 (conditional automation) automated driving systems. Finally, we discuss DEEPCoT and its contributions in the context of related work.

1 DEEPCoT controller synthesis

DEEPCoT models the design space of the AS controller under development as a parametric discrete-time Markov chain

\( \pi : \mathbb{R}^d \rightarrow \{1, 2, \ldots, K \} \) (pDTMC). The uncertainty introduced by the deep-learning perception and that inherent to the environment are modelled by the probabilities of transition between the states of this pDTMC. The controller synthesis problem involves finding combinations of parameter values for which the pDTMC satisfies strict safety, dependability and performance constraints, and is Pareto-optimal with respect to a set of optimisation objectives. These constraints and optimisation objectives are formalised as probabilistic temporal logic formulae.

DEEPCoT derives the pDTMC underpinning its controller synthesis automatically from (i) DNN verification results that quantify the uncertainty introduced by the DNN perception, and (ii) an “ideal” pDTMC that models the AS behaviour assuming perfect perception (Figure 1a). Pareto-optimal DEEPCoT controllers are then synthesised by applying a combination of probabilistic model checking and search techniques to this pDTMC. As shown in Figure 1b, the resulting controller operates by reacting to changes in the system, in the DNN outputs and, unique to DEEPCoT, in the results of the online verification of the DNN classification. We detail the DEEPCoT stages below.

Stage 1: DNN uncertainty quantification

a) Verification of DNN classifiers. A \( K \)-class DNN classifier \( f \) is a function that maps a \( d \)-dimensional input to a class from the set \( \{1, 2, \ldots, K \} \):

\[ f : \mathbb{R}^d \rightarrow \{1, 2, \ldots, K \} \] (1)

DNN classifiers are learnt from data, and are not guaranteed to always classify their input correctly. DNN verification techniques (examples of which are provided in the Methods section) can help assess the quality of a classifier for a given input. A verification technique has the general form

\[ \text{verif} : (\mathbb{R}^d \rightarrow \{1, 2, \ldots, K \}) \times \mathbb{R}^d \rightarrow \mathbb{B} \] (2)

such that, for a classifier \( f \in \mathbb{R}^d \rightarrow \{1, 2, \ldots, K \} \) and an input \( x \in \mathbb{R}^d \), \( \text{verif}(f, x) = \text{true} \) if the technique deems the DNN \( f \) likely to classify the input \( x \) correctly, and \( \text{verif}(f, x) = \text{false} \) otherwise.
DEEPDECS generates discrete-event controllers aware of the uncertainty induced by the DNN perception component of an AS in three stages. First, in a DNN uncertainty quantification stage, \( n \) DNN verification techniques are used to evaluate the DNN perception component over a test dataset representative for the operational design domain (ODD) of the AS. The verification results provide a quantification of the DNN prediction uncertainty within the system ODD. Next, the Model augmentation stage uses these results—and an ideal-system pDTMC model that assumes perfect perception—to assemble a pDTMC system model that takes the DNN-induced uncertainty into account. Finally, the Controller synthesis stage uses this pDTMC model to synthesise a set of Pareto-optimal discrete-event controllers guaranteed to satisfy the AS requirements (i.e., constraints and optimisation objectives) encoded in probabilistic computation tree logic (PCTL).

The cyber-physical components of an autonomous system managed by a DEEPDECS controller monitor their environment through sensors (1) and perform actions that affect it through effectors (2). A DNN perception component uses a combination (3) of preprocessed sensor data and data about these managed components to classify the state of the environment (4). The \( n \) verification techniques used for the DEEPDECS controller synthesis are also applied to the classification (4) and the DNN input (3) that produced it. Using the online DNN verification results (5) alongside the classification (4) and additional state information (6) obtained directly from the managed cyber-physical components, the DEEPDECS controller updates (7) the controllable parameters of these components in line with the system requirements.

Figure 1: DEEPDECS controller synthesis (a), and deployment (b)

**b) Uncertainty quantification.** DNN perception introduces aleatory uncertainty since DNNs cannot classify all inputs accurately. To quantify this uncertainty, DEEPDECS uses \( n \geq 0 \) DNN verification techniques \( \text{verif}_1, \text{verif}_2, \ldots, \text{verif}_n \), and a test dataset \( X \subset \mathbb{R}^d \) that represents a statistically representative sample of the inputs that the AS will encounter in operation. The \( n \) verification techniques are used to partition \( X \) into \( 2^n \) subsets comprising inputs \( x \) with the same verification results. We note that using only a few verification techniques (e.g., \( n \leq 3 \)) yields a small number of such subsets. Formally, given a DNN \( f \), DEEPDECS constructs the subset

\[
X_v = \{ x \in X \mid \text{verif}(f,x) = v \}
\]

for every \( v = (v_1,v_2,\ldots,v_n) \in \mathbb{R}^n \), where \( \text{verif}(f,x) = (\text{verif}_1(f,x),\ldots,\text{verif}_n(f,x)) \).
We use each subset to obtain a $K \times K$ confusion matrix $C$, such that, for any $k, k' \in [K]$, the element in row $k$ and column $k'$ of $C$ represents the number of class-$k$ inputs from $X$, that the DNN classifies as belonging to class $k'$:

$$C_{k,k'} = \# \{ x \in X | f^*(x) = k \land f(x) = k' \},$$

where $f^*(x)$ represents the true class of $x$ and, for any set $A$, $\# A$ denotes its cardinality.

As $X$ is representative of the DNN inputs that the AS encounters in operation, we henceforth assume that the probability that a class-$k$ input $x$ is classified as belonging to class $k$ when it satisfies $\text{verify}(f(x)) = v$ is given by:

$$p_{k,k'} = Pr(f(x) = k' \land \text{verify}(f(x)) = v | f^*(x) = k)$$

$$= \frac{\sum_{k'' \in \mathbb{R}} C_{k,k''} (C_{k',k''})^{-1}}{\# \{ x \in X | f^*(x) = k \}}.$$  \hspace{1cm} (5)

Formally, this results holds as $\# X \to \infty$. We note that

$$\sum_{(k',k') \in [K] \times \mathbb{R}^n} p_{k,k'} = 1.$$  \hspace{1cm} (6)

**Stage 2: Model augmentation**

a) **Markov chains.** DeepDecs models the design space (i.e., the possible variants) for an AS controller as a pDTMC augmented with rewards. A reward-augmented discrete-time Markov chain (DTMC) over a set of atomic propositions $A_P$ is a tuple

$$M = (S, s_0, P, L, R),$$

where $S \neq \emptyset$ is a finite set of states; $s_0 \in S$ is the initial state; $P : S \times S \to [0,1]$ is a transition probability function such that, for any states $s, s' \in S$, if $P(s,s') = 1$, $s'$ is a successor state of $s$; $L : S \to 2^{S_P}$ is a labelling function that maps every state $s \in S$ to the atomic propositions from $A_P$ that hold in that state; and $R$ is a set of reward structures, i.e., function pairs $(\rho, \iota)$ that associate non-negative values with the DTMC states and transitions:

$$\rho : S \to \mathbb{R}_{\geq 0}, \iota : S \times S \to \mathbb{R}_{\geq 0}.$$  \hspace{1cm} (8)

A pDTMC is a DTMC [7] comprising transition probability functions and/or rewards specified as rational functions over a set of continuous variables [13], i.e., functions that can be written as fractions whose numerators and denominators are polynomial expressions, e.g., $\frac{1-p_1}{p_2}$.

DeepDecs uses probabilistic computation tree logic (PCTL) [13] extended with rewards [13] to formalise AS requirements. Reward-augmented PCTL (cf. Methods) supports the specification of constraints such as ‘the robot should not incur a collision until done with its mission with probability at least 0.75’ ($P[\neg \text{collision } U \text{ done}] \geq 0.75$) and optimisation objectives such as ‘minimise the expected mission time’ (minimise $R[\text{time}[F \text{ done}])$).

b) **Controller synthesis problem.** DeepDecs organises each state $s$ of the perfect-perception pDTMC model from Figure 4a into a tuple

$$s = (z,k,t,c),$$

where $z \in Z$ models the (internal) state of the system, $k \in [K]$ models the state of the environment, $c \in C$ models the control parameters of the system, and $t \in [3]$ is a “turn” flag. This flag (i) partitions the state into states in which the system can change ($t = 1$), states in which the environment is observed ($t = 2$) and states in which it is the controller’s “turn” to act ($t = 3$); and (ii) forces the pDTMC to visit these three types of states in this order:

$$\forall s = (z,k,t,c), s' = (z',k',t',c') \in S :$$

$$((t = 2 \land P(s,s') > 0) \implies k' = k \land c = c' \land t' < 3) \land$$

$$((t = 3 \land P(s,s') > 0) \implies z' = z \land c = c' \land t' = 3) \land$$

$$((t = 3 \land P(s,s') > 0) \implies z' = z' \land k' = k \land t' = 1).$$

The outgoing transition probabilities from states $(z,k,3,c) \in S$ are controller parameters to be determined. We refer to them using the notation:

$$x_{zkcc} = P((z,k,3,c),(z,k,1,c'))$$

for all $c \in C$, where $x_{zkcc} \in [0,1]$ for deterministic controllers or $x_{zkcc} \in [0,1]$ for probabilistic controllers, and $\sum_{c' \in C} x_{zkcc} = 1$.

Figure 4a shows the general format of a DeepDecs perfect-perception pDTMC model, defined in the high-level modelling language of the PRISM model checker [15]. In this language, a system is modelled by the parallel composition of a set of modules. The state of a module is given by a set of finite-range local variables, and its state transitions are specified by probabilistic guarded commands that change these variables:

$$[\text{action}] \quad \text{guard} \rightarrow e_1 : \text{update}_1 + e_2 : \text{update}_2 + ... + e_m : \text{update}_N;$$

where $\text{guard}$ is a boolean expression over the variables of all modules. If $\text{guard}$ evaluates to true, the arithmetic expression $e_i$, $i \in [m]$, gives the probability with which the $\text{update}_i$ change of the module variables occurs. When $\text{action}$ is present, all modules comprising commands with this $\text{action}$ must synchronise by performing one of these commands simultaneously.

Given a pDTMC with these characteristics, the controller synthesis problem for the perfect-perception AS is to find the combinations of parameter values for which the pDTMC satisfies $n_1 \geq 0$ PCTL-encoded constraints

$$C_i := \text{prop}_{n_1} \sim_i \text{bound}_i,$$  \hspace{1cm} (13)

and achieve optimal trade-offs among $n_2 \geq 1$ PCTL-encoded objectives

$$O_j := \text{minimise } \text{prop}_{n_{1+j}} \mid \text{maximise } \text{prop}_{n_{1+j}}$$

where $\text{prop}_i$ to $\text{prop}_{n_{1+n_2}}$ are PCTL-encoded AS properties, $\sim_i \in \{<,\leq,\geq,>\}$, $\text{bound}_i \geq 0$, $i \in [m]$, and $j \in [n_2]$.

c) **pDTMC augmentation.** The controller of an AS with deep-learning perception cannot access the true environment state $k$ from [9]. Instead, DeepDecs controllers need to operate with an estimate $\hat{k} \in [K]$ of $k$, and with the results $v = (v_1, v_2, ..., v_n) \in \mathbb{R}^n$ of the $n$ verification techniques [2] applied to the DNN and its input that produced the estimate $\hat{k}$. The states $s$ of a DeepDecs DNN-perception pDTMC model,
module ManagedComponents
z : Z init z0;
[action1] t=1 ∧ guardZ
1(z,c) → eZ
11: (z'=z11) + ... + eZ
1N1: (z'=z1N1 ... true → 1: (t'=2);
[action2] true → 1: (t'=2);
... 
[monitor] true → 1: (t'=3);
[decide] true → 1: (t'=1);
endmodule

module EnvironmentMonitor
k : [K] init k0;
[monitor] true → 1: (t'=2);
[monitor] true → 1: (t'=2);
...
[monitor] true → 1: (t'=3);
[decide] true → 1: (t'=1);
endmodule

module PerfectPerceptionController
z : Z
[decide] t=3 ∧ guardZ
1(z,c) → eZ
1: (z'=z1) + ... + eZ
1N1: (z'=z1N1 ... true → 1: (t'=2);
[decide] true → 1: (t'=1);
endmodule

module DNNPerceptionController
z : Z
[decide] t=3 ∧ guardZ
1(z,c) → eZ
1: (z'=z1) + ... + eZ
1N1: (z'=z1N1 ... true → 1: (t'=2);
[decide] true → 1: (t'=1);
endmodule

module Turn
k : [K] init k0;
... 
[monitor] true → 1: (t'=3);
[decide] true → 1: (t'=1);
endmodule

The derivation of this pDTMC from the perfect-perception pDTMC is shown in Figure 2a. To provide a formal definition of this derivation, we use the notation $s(\hat{s}) = (z,k,v,c)$ to refer to the element from $Z \times [K] \times [3] \times C$ that corresponds to a generic element $\hat{s} \in Z \times [K]^2 \times B^n \times [3] \times C$. With this notation, the elements of $M$ are obtained from the perfect-perception pDTMC $\hat{M} = (S, s_0, P, L, R)$ of the AS and the probabilities (5) as follows:

$$\hat{S} = \{ \hat{s} \in Z \times [K]^2 \times B^n \times [3] \times C \mid s(\hat{s}) \in S \};$$

(17)

where $(z_0, k_0, t_0, c_0) = s_0$; and, for any states $s = (z, k, v, t, c)$, $s' = (z', k', v', t', c') \in \hat{S}$,

$$\hat{s}_0 = (z_0, k_0, t_0, c_0), \quad (18)$$

$$\hat{P}(s, \hat{s}') = \begin{cases} P(s, s(\hat{s}')), & \text{if } t = 1 \land (\hat{k}', v') = (\hat{k}, v); \\ P(s, s(\hat{s}')) \cdot P(\hat{k}', v'), & \text{if } t = 2 \\ x_{\text{skew}}, & \text{if } t = 3 \land (z', k', v', t', c') = (z, k, v, t, c) \\ 0, & \text{otherwise} \end{cases} \quad (19)$$
where
\[
x_{zkvcc} = \tilde{P}((z,k,\hat{k},v,1,c), (z,k,\hat{k},v,1,c'))
\]  
(20)
are controller parameters such that \(x_{zkvcc} \in \{0, 1\}\) for deterministic controllers or \(x_{zkvcc}^c \in \{0, 1\}\) for probabilistic controllers, and \(\sum_{c' \in C} x_{zkvcc} = 1\). Finally, for any state \(\overline{s} \in \hat{S}\),
\[
\tilde{L}(\overline{s}) = L(s(\overline{s}))
\]  
(21)
and
\[
\tilde{R} = \{ (\hat{\rho}, \overline{s}) \in (\hat{S} \times \hat{R}_2) \times (\hat{S} \times \hat{R}_2) | \exists (\rho, t) \in R : (\forall \overline{s} \in \hat{S} : \rho(\overline{s}) = \rho(s(\overline{s}))) \wedge \\
(\forall \overline{s}_1, \overline{s}_2 \in \hat{S} : \overline{s}_1(s(\overline{s}_1)) = \overline{s}_2(s(\overline{s}_2))) \}\n\]  
(22)

An alternative encoding of the controller design space using a partially observable Markov decision process (POMDP) is possible [14][18]. However, we opted for the pDTMC formalisation because current POMDP-enabled probabilistic model checkers [19][20] do not support policy synthesis for combinations of requirements as complex as [13][14].

The following result shows that the DEEPCES module augmentation produces a valid pDTMC in which the probabilities of control-parameter changes are independent of the true environment state \(k\).

**Theorem 1.** The tuple \((15), (16), (17)\) is valid pDTMC that satisfies:
\[
\forall \overline{s} = (z,k,\hat{k},v,t,c), (\overline{s}', \overline{s}') = (z',k',\hat{k}',v,t',c) \in \hat{S} : (\overline{s}', \overline{s}') = (z',k',v,t',c) \wedge \tilde{P}(s(\overline{s}), s(\overline{s}') > 0)
\]  
(23)

The next two theorems show that for controller that satisfies constraints [13] and Pareto-optimises objectives [14] for the DNN-perception AS there is an equivalent controller for the perfect-perception AS, but the converse does not hold.

**Theorem 2.** For any AS requirements \([13], [14]\) for which there exists a DNN-perception controller that satisfies the constraints [13], there also exists a perfect-perception controller that satisfies the same constraints and yields the same values for the PCTL properties from the optimisation objectives [14].

**Theorem 3.** If the confusion matrix \(C_{v0}\) from [4] satisfies \(C_{v0}[k_1, k_0] > 0 \wedge C_{v0}[k_2, k_0] > 0\) for a combination of verification results \(v_0 \in \mathbb{R}^n\), two classes \(k_1 \neq k_2\) and a class \(k_0\), then there is an infinite number of AS requirements [13], [14] for which there exists a perfect-perception controller that satisfies the constraints [13], and no DNN-perception controller exists that satisfies the constraints and yields the same values for the PCTL properties from the optimisation objectives [14].

Theorem 3 demonstrates that the decision-making capabilities of infinitely many perfect-perception controllers cannot be replicated by DNN-perception controllers (unless, exceptionally, applying the \(n\) DNN verification techniques resolve the uncertainty introduces by the DNN). Finally, the following result shows that increasing the number of DNN verification techniques is never detrimental and may yield better DEEPCES controllers.

**Theorem 4.** For any AS requirements [13], [14] and DNN-perception controller generated using \(n\) DNN verification techniques \(\overline{v}_{f_1}, v_{f_2}, \ldots, v_{f_n}\) such that the constraints [13] are satisfied, the DEEPCES pDTMC obtained using any verification technique \(v_{f_{n+1}}\) in addition to \(v_{f_1}, v_{f_2}, \ldots, v_{f_n}\) can be used to generate a controller that satisfies the constraints and yields the same values for the PCTL properties from the optimisation objectives.

**Stage 3: Controller synthesis**

The controller synthesis problem for the DNN-perception system involves finding instantiations for the controller parameters for which the pDTMC \(M\) from [15] satisfies the constraints [13] and is Pareto optimal with respect to the optimisation objectives [14]. Solving the general version of this problem precisely is unfeasible. However, metaheuristics such as multi-objective genetic algorithms for probabilistic model synthesis [21][22] can be used to generate close approximations of the Pareto-optimal controller set. Alternatively, exhaustive search can be employed to synthesise the actual Pareto-optimal controller set for AS with deterministic controllers and small numbers of parameters, or—by discretising the search space—an approximate Pareto-optimal controller set for AS with probabilistic controllers. We demonstrate the synthesis of DEEPCES controllers through the use of both metaheuristics and exhaustive search in the next section.

**2 DEEPCES Applications**

We synthesised DEEPCES controllers for two simulated AS, with setups corresponding to the use of all possible combinations of two DNN verification techniques—minimum calibrated confidence threshold [23](\(v_{f_1}\)) and local robustness certification [24](\(v_{f_2}\))—in the DEEPCES DNN uncertainty quantification stage: (i) no verification technique; (ii) \(v_{f_1}\); (iii) \(v_{f_2}\); and (iv) \(v_{f_1}\) and \(v_{f_2}\). These DEEPCES applications are summarised below, with further details available in Methods, and the associated perfect-perception and DNN-perception pDTMCs described in the supplementary material and provided on our project website [29].

**Mobile-robot collision limitation**

Inspired by recent research on DNN-based collision avoidance for autonomous aircraft [25][26][27], marine vessels [28] and robots [29], we used DEEPCES to develop a mobile robot collision limitation controller. We considered a robot travelling between locations A and B, e.g., to carry goods in a warehouse (Figure 3). Within this environment, the robot may encounter and potentially collide with another moving agent. We assume that collisions are not catastrophic, but should be limited to reduce robot damage and delays. As such, the robot uses DNN perception at each waypoint, to assess if it is on collision course. Based on the DNN output, its controller decides whether the robot will proceed to the next waypoint or should wait for a while at its current one.

We trained a collision-prediction DNN using data from a simulator of the scenario in Figure 3. We then applied DEEPCES to this DNN, a test dataset collected using our simulator,
a perfect-perception pDTMC modelling the robot behaviour, and PCTL-encoded controller requirements demanding a collision-free journey with probability of at least 0.75:

\[ C_1: \mathcal{P}[-\text{collision U done}] \geq 0.75 \]  

(24)

and an optimal trade-off between maximising this probability and minimising the travel time:

\[ O_1: \quad \text{maximise } \mathcal{P}[-\text{collision U done}] \]  

\[ O_2: \quad \text{minimise } \mathcal{R}^\text{time}[\text{F done}] \]  

(25)

The controller parameters synthesised by DEEPDECS were the probabilities of the DNN classifying class-\( k \) inputs associated with every verification result \( v \) as class \( k' \) are summarised in Figure 4a, which shows that “verified” classifications (i.e., those associated with \( v = (\text{true}) \) for setups (ii) and (iii), and \( v = (\text{true}, \text{true}) \) for setup (iv) is the verification result for the DNN input that the prediction is based on.

The DEEPDECS results are presented in Figure 4. The probabilities of the DNN classifying class-\( k \) inputs associated with every verification result \( v \) as class \( k' \) are summarised in Figure 4a, which shows that “verified” classifications (i.e., those associated with \( v = (\text{true}) \) for setups (ii) and (iii), and \( v = (\text{true}, \text{true}) \) for setup (iv) are obtained for large percentages of DNN inputs, and have a much higher probability of being correct than “unverified” classifications.

The controller design space was explored via discretising the controller parameters \( x_{1v}, x_{2v} \), with each parameter varied between 0 and 1 with a step size of 0.1. The DNN-perception pDTMC instance for every parameter combination obtained in this way was analysed using PRISM. The Pareto fronts for the controllers that satisfied constraint 24 for each setup are presented in Figure 4b, together with the Pareto front for the perfect-perception setup, which we analysed for comparison purposes. Expectedly, the best results are achieved in the perfect-perception setup, and the worst when no DNN verification technique is used. The use of verification methods yields Pareto fronts located closer to the perfect-perception Pareto front, with the best DNN-perception Pareto front obtained when both verification methods are used. These findings are confirmed by the analysis (Figure 4c) of the Pareto fronts using two established Pareto-front quality indicators that we describe in Methods.

To validate DEEPDECS, we implemented and tested the Pareto-optimal controllers within our mobile-robot simulator. For each controller, we simulated 100 robot journeys comprising 100, 1000 and 10000 waypoints (i.e., 300 journeys in total). As shown in Figure 4d, the differences between the model-predicted and experimental journey time and probability of robot collision (averaged over the 100 journeys) decrease rapidly as the number of journey waypoints goes up, thus validating the DEEPDECS models (whose analysis yields mean values for these AS properties) and controllers.

**Driver-attentiveness management**

We used DEEPDECS to design a proof-of-concept driver-attentiveness management system for shared-control autonomous cars. Developed as part of our SafeSCAD project and inspired by the first United Nations regulation on vehicles with Level 3 automation, this system uses (Figure 5): (i) specialised sensors to monitor key car parameters (velocity, lane position, etc.) and driver’s biometrics (eye movement, heart rate, etc.), (ii) a three-class DNN to predict the driver’s response to a request to resume manual driving, and (iii) a deterministic controller to issue visual/acoustic/haptic alerts when the driver is insufficiently attentive.

We used an existing DNN trained and validated with driver data from a SafeSCAD user study performed within a driving simulator with the test dataset used for our DNN uncertainty quantification obtained from the same study. The controller requirements comprise two constraints that limit the maximum expected risk and driver nuisance cumulated over a 45-minute driving trip, and two optimisation objectives requiring that the same two measures are minimised:

\[ C_1: \quad R^\text{risk}[C \leq n\text{trans}(45)] \leq 100 \]  

\[ C_2: \quad R^\text{nuisance}[C \leq n\text{trans}(45)] \leq 6000 \]  

(26)

\[ O_1: \quad \text{minimise } R^\text{risk}[C \leq n\text{trans}(45)] \]  

\[ O_2: \quad \text{minimise } R^\text{nuisance}[C \leq n\text{trans}(45)] \]  

where \( R^\text{nuisance}[C \leq n\text{trans}(45)] \) denotes the reward \( \text{nuis} \) cumulated over the number of DNN-perception pDTMC transitions corresponding to a 45-minute journey. As the controller design space was too large for exhaustive exploration, we used the EvoChecker probabilistic model synthesis tool to generate close approximations of the Pareto-optimal controllers.

Figure 5 shows the results of applying DEEPDECS in this case study. Similar to the robot collision-limitation controller,
(a) DNN uncertainty quantification results for the verification setups (i)–(iv). For every \(v \in B^n\) and \(k,k' \in [K]\), the central disk shows the fraction of the test dataset included in the subset \(X_v\) from [3]; the inner ring shows the fraction of \(X_v\) that belongs to class \(k\); and the outer ring shows the probability that the DNN classifies an input of class \(k\) from \(X_v\) as class \(k'\). We note that the correct classification probabilities (which correspond to identically shaded regions of the inner and outer rings) are much higher for verified DNN inputs (i.e., for \(v = \langle\text{true}\rangle\) in setups (ii) and (iii), and for \(v \in \{\langle\text{false, true}\rangle, \langle\text{true, true}\rangle\}\) for setup (iv)) than for non-verified DNN inputs. Furthermore, the "verified" test subsets \(X_{\langle\text{true}\rangle}\) for setups (ii) and (iii) and \(X_{\langle\text{false, true}\rangle} \cup X_{\langle\text{true, true}\rangle}\) for setup (iv) contain large fractions of the DNN test set; for setup (iv), all DNN inputs verified by \(\text{verif}_2\) are also verified by \(\text{verif}_1\), and therefore \(X_{\langle\text{true, false}\rangle} = \{\}\).

(b) Pareto front associated with the set of Pareto-optimal DEEPDECS controllers

(c) Inverted Generational Distance (IGD) and hypervolume (HV) quality indicator values for the DNN-perception controller Pareto fronts: smaller IGD values and larger HV values indicate Pareto fronts that are better (i.e., closer to the ideal-perception Pareto front).

(d) Difference between the model-predicted and experimental probability of collision-free travel and travel time for the Pareto-optimal DEEPDECS controllers from Figure 4b for journeys comprising 100 waypoints (left), 1000 waypoints (middle) and 10000 waypoints (right).

Figure 4: DEEPDECS controller synthesis and testing results for the mobile robot collision limitation
The use of deep-learning perception by autonomous systems poses a major challenge to traditional controller development methods. The DeepDECS method introduced in our paper addresses this challenge through several key contributions.

First, it uses a suite of $n$ DNN verification techniques to identify, and to quantify the uncertainty of, $2^n$ categories of DNN outputs associated with different trustworthiness levels. This enables AS controllers to react confidently to highly trustworthy DNN outputs, and conservatively to untrustworthy ones by exploiting recent techniques for verifying DNN properties such as local robustness and confidence. Second, DeepDECS is underpinned by a new theoretical foundation for integrating DNN-perception uncertainty into discrete-time stochastic models of AS behaviour, enabling the formal analysis of safety, dependability and performance of AS with DNN perception. Third, it can use the models obtained in this way to synthesise both deterministic and probabilistic discrete-event controllers guaranteed to satisfy $n_1$ constraints, and Pareto-optimal with respect to $n_2$ optimisation objectives. Finally, it supports AS controller synthesis for different application domains, as shown by the case studies presented in the paper.

As DeepDECS is not prescriptive about the type of machine learning (ML) that introduces uncertainty into AS, we envisage that it is equally applicable to AS with other types of ML components for which local verification techniques exist to enable the quantification of their aleatory uncertainty. Such ML techniques that utilise confidence measures to quantify the uncertainty of their predictions include support vector machines and Gaussian processes.

The design of AS that use DNN classifiers for perception in combination with discrete-event controllers for decision-making has been studied before. The approach of Jha et al. synthesises correct-by-construction controllers for AS with noisy sensors, i.e., with perception uncertainty. Unlike DeepDECS, this approach only considers systems that use linear models (i.e., not DNNs) for perception, and assumes already known uncertainty quantities. Moreover, while we formulate the control problem as a PDTMC, Jha et al. consider the simpler setting of deterministic linear systems. Michelmore et al. analyse the safety of autonomous driving control systems that use DNNs in an end-to-end manner for both perception and control, i.e., the DNN consumes sensor readings and outputs control actions. They use Bayesian methods for calculating the uncertainty in the DNN control actions, and, when this uncertainty exceeds pre-determined thresholds, the system defaults to executing fail-safe actions. In contrast, we synthesise controllers that use the quantified uncertainty of DNN perception to select optimal yet safe actions. Cleaveland et al. study the verification of AS with ML-based perception. They are interested in situations where the controller has already been constructed and the uncertainty in the perception outcomes is known, so the only goal is to verify if the AS satisfies a required probabilistic specification of safety. In conclusion, synthesising safe and optimal controllers that account for the uncertainty in the DNN outcomes is a novel contribution of DeepDECS. Additionally, our DNN uncertainty quantification mechanism, which uses the outcomes of off-the-shelf DNN verifiers in a black-box manner, is also new.

3 Discussion

The use of deep-learning perception by autonomous systems poses a major challenge to traditional controller development methods. The DeepDECS method introduced in our paper addresses this challenge through several key contributions.

First, it uses a suite of $n$ DNN verification techniques to identify, and to quantify the uncertainty of, $2^n$ categories of DNN outputs associated with different trustworthiness levels. This enables AS controllers to react confidently to highly trustworthy DNN outputs, and conservatively to untrustworthy ones by exploiting recent techniques for verifying DNN properties such as local robustness and confidence. Second, DeepDECS is underpinned by a new theoretical foundation for integrating DNN-perception uncertainty into discrete-time stochastic models of AS behaviour, enabling the formal analysis of safety, dependability and performance of AS with DNN perception. Third, it can use the models obtained in this way to synthesise both deterministic and probabilistic discrete-event controllers guaranteed to satisfy $n_1$ constraints, and Pareto-optimal with respect to $n_2$ optimisation objectives. Finally, it supports AS controller synthesis for different application domains, as shown by the case studies presented in the paper.

As DeepDECS is not prescriptive about the type of machine learning (ML) that introduces uncertainty into AS, we envisage that it is equally applicable to AS with other types of ML components for which local verification techniques exist to enable the quantification of their aleatory uncertainty. Such ML techniques that utilise confidence measures to quantify the uncertainty of their predictions include support vector machines and Gaussian processes.

The design of AS that use DNN classifiers for perception in combination with discrete-event controllers for decision-making has been studied before. The approach of Jha et al. synthesises correct-by-construction controllers for AS with noisy sensors, i.e., with perception uncertainty. Unlike DeepDECS, this approach only considers systems that use linear models (i.e., not DNNs) for perception, and assumes already known uncertainty quantities. Moreover, while we formulate the control problem as a PDTMC, Jha et al. consider the simpler setting of deterministic linear systems. Michelmore et al. analyse the safety of autonomous driving control systems that use DNNs in an end-to-end manner for both perception and control, i.e., the DNN consumes sensor readings and outputs control actions. They use Bayesian methods for calculating the uncertainty in the DNN control actions, and, when this uncertainty exceeds pre-determined thresholds, the system defaults to executing fail-safe actions. In contrast, we synthesise controllers that use the quantified uncertainty of DNN perception to select optimal yet safe actions. Cleaveland et al. study the verification of AS with ML-based perception. They are interested in situations where the controller has already been constructed and the uncertainty in the perception outcomes is known, so the only goal is to verify if the AS satisfies a required probabilistic specification of safety. In conclusion, synthesising safe and optimal controllers that account for the uncertainty in the DNN outcomes is a novel contribution of DeepDECS. Additionally, our DNN uncertainty quantification mechanism, which uses the outcomes of off-the-shelf DNN verifiers in a black-box manner, is also new.

4 Methods

Probabilistic computation tree logic

The AS requirements for the synthesis of DeepDECS controllers are formally specified in probabilistic computation tree logic (PCTL) extended with rewards.
(a) DNN uncertainty quantification results for the verification setups (i)–(iv). For every \( v \in \mathbb{B}^{n} \) and \( k, k' \in [K] \), the central disk shows the fraction of the test dataset included in the subset \( X_v \) from (3); the inner ring shows the fraction of \( X_v \) that belongs to class \( k \); and the outer ring shows the probability that the DNN classifies an input of class \( k \) from \( X_v \) as class \( k' \). We note that the “verified” test subsets \( X_{\text{true}} \) for setups (ii) and (iii) and \( X_{\text{false, true}} \cup X_{\text{false, true}} \) for setup (iv) contain large fractions of the DNN test dataset; for setup (iv), all DNN inputs verified by \( \text{verif}_2 \) are also verified by \( \text{verif}_1 \), and therefore \( X_{\text{false, true}} = \emptyset \). Additionally, the correct prediction probabilities (which correspond to identically shaded regions of the inner and outer rings) for the setups that use verification are higher for verified DNN inputs than for non-verified DNN inputs.

(b) Pareto front associated with the set of Pareto-optimal SafeSCAD controllers

(c) Evaluation of Pareto front quality using the established IGD and HV metrics.

**Figure 6**: 
**DeepDecs controller synthesis results for the driver-attentiveness management system**

**Definition 1.** State PCTL formulae \( \Phi \) and path PCTL formulae \( \Psi \) over an atomic proposition set \( AP \), and PCTL reward formulae \( \Phi_R \) over a reward structure (8) are defined by the grammar:

\[
\Phi ::= \text{true} | \alpha | \Phi \land \Phi | \neg \Phi | \Phi^+ | \Phi^k | \Phi^k \land \Phi \\
\Psi ::= X \Phi \lor \Phi \land \Phi \lor (\Psi \land P) \land \Phi^r \\
\Phi_R ::= R^{\text{rew}}(C^{\infty}) \land \rho \land F \Phi \land \sim \rho
\]

where \( \alpha \in AP \) is an atomic proposition, \( \neg \in \{\neg, >, <, \leq, \geq\} \) is a relational operator, \( p \in [0, 1] \) is a probability bound, \( r \in \mathbb{R}^+ \) is a reward bound, and \( k \in \mathbb{N}_{>0} \) is a timestep bound.

The PCTL semantics (8,18) is defined using a satisfaction relation \( \models \) over the states of a DTMC (7). Given a state \( s \) of this DTMC \( M \), \( s \models \Phi \) means \( \Phi \) holds in state \( s \), and we have: always \( s \models \text{true}; \) \( s \models \alpha \) iff \( \alpha \in L(s); \) \( s \models \neg \Phi \) iff \( \neg(s \models \Phi) \); and \( s \models \Phi_1 \land \Phi_2 \) iff \( s \models \Phi_1 \) and \( s \models \Phi_2 \). The time-bounded until formula \( \Phi_1 U^k \Phi_2 \) holds for a path (i.e., sequence of DTMC states \( s_0, s_1, s_2, \ldots \)) such that \( P(s_i, s_{i+1}) > 0 \) for all \( i > 0 \) iff \( \Phi_1 \) holds in the first \( i < k \) path states and \( \Phi_2 \) holds in the \((i+1)\)-th path state; and the unbounded until formula \( \Phi_1 U \Phi_2 \) removes the bound \( k \) from the time-bounded until formula. The next formula \( X \Phi \) holds if \( \Phi \) is satisfied in the next state. The semantics of the probability \( P \) and reward \( R \) operators are defined as follows: \( P(\Psi \land \rho) \) specifies that the probability that paths starting at state \( s \) satisfy a path property \( \Psi \) is \( \rho \); \( R^{\text{rew}}(C^{\infty}) \land \rho \) holds if the expected cumulative reward up to time-step \( k \) is \( \rho \); and \( R^{\text{rew}}(F \Phi) \land \sim \rho \) holds if the expected reward cumulated before reaching a state satisfying \( \Phi \) is \( \sim \rho \).

Removing \( \sim \rho \) (or \( \sim \rho \)) from (27) specifies that the calculation of the probability (or reward) is required, e.g., see the optimisation objectives from (25) and (26). We use the shorthand notation \( \text{pmc}(\Phi, M) \) and \( \text{pmc}(\Phi_R, M) \) for these quantities computed (using probabilistic model checking) for the initial state \( s_0 \) of \( M \).
Theorem proofs

Proof of Theorem 1. To demonstrate that (15) is a valid pDTMC, we need to show that, for any state \( s = (z, k, \hat{v}, t, c) \in \hat{S} \), \( \sum_{s' \in \hat{S}} P(\hat{s}, s') = 1 \). We prove this and the following variant of (19) (which is required for the subsequent proofs).

For each possible value of \( t \), i.e., for \( t \in \{1, 2, 3\} \), we have

\[
P(\hat{s}, s') = \sum_{s' \in S} P(\hat{s}, s'(s')) = 1
\]

because the last sum adds up all outgoing transition probabilities of state \( s' \) from the perfect-perception pDTMC \( \hat{M} \). Consider now any \( s' = (z', k', \hat{v}', t', c') \in S \) such that \( P(\hat{s}, s') > 0 \). According to (19), this requires \( k' = k \) and \( v' = v \) when \( t = 1 \). Additionally, since \( P(\hat{s}, s') = P((z, k, 1, c), (z', k', \hat{v}', t', c')) \), (19) implies that \( k' = k \) and \( c' = c \), respectively. Finally, for \( t = 2, 3 \), we have

\[
P(\hat{s}, s') = \sum_{s' \in S} P(\hat{s}, s'(s')) = 1
\]

because the last sum adds up all outgoing transition probabilities of state \( s' \) from the perfect-perception pDTMC \( \hat{M} \).

Proof of Theorem 2. For any valid instantiations of the perfect-perception controller parameters \( x_{\text{skvec}} \), we have

\[
x_{\text{skvec}} \in [0, 1]
\]

and

\[
x_{\text{skvec}} \in \{0, 1\}
\]

for any (quantitative) PCTL state formula \( \Phi \) and reward state formula \( \Phi_R \) if and only if the elements of \( \hat{z} \) and \( \hat{\bar{z}} \) satisfy

\[
x_{\text{skvec}}' = \sum_{c' \in C} \sum_{k' \in [k]} P_{k'v} x_{\text{skvec}}
\]

for all \( (z, k, 3) \in S \) and \( c' \in C \).

Proof. Let \( \text{Paths}^{M_s}(s_0) \) and \( \text{Paths}^{M_s}(s_0) \) be the set of all \( M_s \) paths starting at \( s_0 \) and the set of all \( M_s \) paths starting at \( s_0 \), respectively. Equalities (29) and (30) hold if, for any path \( \pi = s_0 s_1 s_2 \ldots \) in \( \text{Paths}^{M_s}(s_0) \), set of associated paths \( \Pi = \{ s_0 s_1 s_2 \ldots \in \text{Paths}^{M_s}(s_0) \} \), \( v(\pi) \geq 0 \), and \( i > 0 \), the following property holds:

\[
P(s_i, s_{i+1}) = \sum_{s_0 \in \Pi} P(\hat{s}_i, s_{i+1}).
\]

This is required because, according to (21) and (22), the \( (i+1) \)-th state of \( \pi \) and of any path \( \pi \in \Pi \) are labelled with the same atomic propositions and assigned the same state rewards, respectively; and, according to (22), the transition rewards for the transition between their \( i \)-th state and \( (i+1) \)-th state are also identical. Thus, if this equality holds, the path \( \pi \) and path set \( \Pi \) are indistinguishable in the evaluation of PCTL state and state reward formulae; and, if the equality does not hold, a labelling function \( L \) and a PCTL state formula \( \Phi \) (or state reward formula \( \Phi_R \)) can be handcrafted to provide a counterexample for (29) (or for (30)).

Given the definition of \( P \) from (19), property (30) holds trivially for any state \( s_i = (z, k, t, c) \in S \) with \( t = 1 \), and also holds for states \( s_i \) with \( t = 2 \) because

\[
\sum_{s_0 \in \Pi} P(\hat{s}_i, s_{i+1}) = \sum_{s_0 \in \Pi} (P(s_i, s_{i+1}) p_{k_{i+1}v_{i+1}})
\]

where \( k_{i+1} \) and \( v_{i+1} \) represent the DNN prediction and verification result for each state \( s_{i+1} \) from the sum, respectively. Finally, for \( t = 3 \), property (30) holds if and only if the perfect-perception and DNN-perception controllers select each next controller configuration \( c' \in C \) with the same probability for \( s_i \) and for all the states \( s_i \) from \( \Pi \) taken together, i.e., if and only if (31) holds, which completes the proof.

Proof of Theorem 3. Consider two perfect-perception controller parameters \( x_{\text{skvec}}' \) and \( x_{\text{skvec}}'' \) corresponding to a configuration \( c' \) being selected by the controller when the environment state is \( k_1 \) and \( k_2 \), respectively. Since \( C_a[k_1, k_2] > 0 \) implies \( p_{k_1k_2v} > 0 \), and we consider the infinite set of perfect-perception controllers with \( x_{\text{skvec}}' = 1 \) and \( x_{\text{skvec}}'' \in [0, b_{k_2}] \), for any such controller, consider the instantiation of equality (31) for \( x_{\text{skvec}}' \). The parameters of any equivalent DNN-perception controller that appear on the right-hand side of this instantiation and
are multiplied by non-zero probabilities \( p_{k,v} \) must have value 1, or otherwise the terms of the double sum from (31) will add up to a value below 1. In particular, we must have \( x_{vk_{v}p_{v}} = 1 \) because this parameter is multiplied by \( p_{k,v} \). However, according to (31), this means that the DNN-perception controller can only be equivalent to a perfect-perception controller whose parameter \( x_{vk_{v}p_{v}} \) satisfies

\[
x_{zk_{v}c'} = \sum_{k \in [K]} \sum_{v \in \mathbb{B}^{n}} p_{k,v} x_{zk_{v}c'} \geq p_{k,v} x_{vk_{v}p_{v}} c' \]

\[= p_{k,v} x_{vk_{v}p_{v}} = 1 = p_{k,v} x_{vk_{v}p_{v}}.
\]

This inequality is not satisfied by any of the perfect-perception controllers from the infinite set we considered. As such, no equivalent DNN-perception controller exists for any of these perfect-perception controllers, which completes the proof.

**Proof of Theorem 4** Let \( \mathcal{M}^{n} \) and \( \mathcal{M}^{n+1} \) be the DNN-perception and pDTMCs obtained using the DNN verification techniques \( \text{verify}_1, \text{verify}_2, \ldots, \text{verify}_n \) and the DNN verification techniques \( \text{verify}_{n+1} \) and \( n+1 \), respectively. Consider any instantiation \( z_{n} \) of the controller parameters \( n \) for \( \mathcal{M}^{n} \) so that the constraints (13) are satisfied, and let \( z_{n+1} \) be the instantiation of the controller parameters \( n+1 \) for \( \mathcal{M}^{n+1} \) such that the elements of this instantiation satisfy

\[
\sum_{k(v_{1},v_{2},\ldots,v_{n})\in\mathbb{B}^{n}}(p_{k(v_{1},v_{2},\ldots,v_{n}),\text{false}})z_{k(v_{1},v_{2},\ldots,v_{n})}c'=\sum_{k(v_{1},v_{2},\ldots,v_{n})\in\mathbb{B}^{n}}(p_{k(v_{1},v_{2},\ldots,v_{n}),\text{true}})z_{k(v_{1},v_{2},\ldots,v_{n})}c'.
\]

We will show that the controller defined by \( z_{n+1} \) over \( \mathcal{M}^{n+1} \) is equivalent to the controller defined by \( z_{n} \) over \( \mathcal{M}^{n} \) (therefore must satisfy the constraints (13) and yield the same values for the PCTL properties from the optimisation objectives (14)).

According to Lemma 11, the former controller is equivalent to the perfect-perception controller whose parameters (11) satisfy:

\[
x_{zk_{v}c'} = \sum_{k \in [K]} \sum_{v \in \mathbb{B}^{n}} p_{k,v} x_{zk_{v}c'},
\]

Taking into account (33), we obtain:

\[
x_{zk_{v}c'} = \sum_{k \in [K]} \sum_{v \in \mathbb{B}^{n}} (p_{k(v_{1},v_{2},\ldots,v_{n}),\text{false}})(z_{k(v_{1},v_{2},\ldots,v_{n})}c' + p_{k(v_{1},v_{2},\ldots,v_{n}),\text{true}})(z_{k(v_{1},v_{2},\ldots,v_{n})}c')
\]

\[
= \sum_{k \in [K]} \sum_{v \in \mathbb{B}^{n}} [(p_{k(v_{1},v_{2},\ldots,v_{n}),\text{false}} + p_{k(v_{1},v_{2},\ldots,v_{n}),\text{true}})](z_{k(v_{1},v_{2},\ldots,v_{n})}c')
\]

because, according to (5),

\[
P_{k(v_{1},v_{2},\ldots,v_{n}),\text{false}} + P_{k(v_{1},v_{2},\ldots,v_{n}),\text{true}} = C_{v_{1},v_{2},\ldots,v_{n},\text{false}}[k,k'] + C_{v_{1},v_{2},\ldots,v_{n},\text{true}}[k,k']
\]

\[
= \sum_{v' \in \mathbb{B}^{n}} \sum_{k' \in [K]} C_{v',k}[k,k']
\]

\[
= \sum_{v' \in \mathbb{B}^{n}} \sum_{k' \in [K]} C_{v',k}[k,k'] = P_{k(v_{1},v_{2},\ldots,v_{n})}
\]

According again to Lemma 11, this result implies that the perfect-perception controller induced by (34) is also equivalent to the controller defined by \( z_{n} \) over \( \mathcal{M}^{n} \). Hence, using (33) to select the parameters of the controller obtained for \( n+1 \) DNN verification technique yields a controller equivalent to that obtained using only the first \( n \) verification techniques.

**Robot collision limitation**

**Dataset.** The dataset for training the DNN and quantifying its uncertainty was obtained using the 2D particle simulator Box2D (https://box2d.org/), with the robot and collider simulated by circular particles of 0.5-unit radius. We ran simulations with the robot starting at the origin \((0,0)\) with a heading of \( \frac{\pi}{2} \) radians, and travelling in a straight line to a goal destination \((x_{goal},y_{goal})\), with a speed of 1 unit/s. A journey was deemed completed when the robot reached a goal area defined by \((x_{goal} \pm 0.5, y_{goal} \pm 0.5)\) for a small \( \epsilon > 0 \). The robot advanced with an angular velocity

\[
\dot{\theta} = \alpha \cdot \text{arctan}(v_{x}/v_{y} - (x_{goal}/y_{goal} - v_{x}/v_{y}))
\]

where \( v_{x} \) and \( v_{y} \) are the horizontal and vertical velocities of the robot, respectively, and \( \alpha > 0 \) is a constant. When the difference between the robot’s and the target heading exceeded \( \frac{\pi}{3} \), the robot’s linear speed was reduced to 0.1 unit/s, allowing it time to correct its course.

The collider had a random initial position

\[
(x_{c}, y_{c}) = (U(-x_{limit},x_{limit}),U(0,y_{limit}),U(-\pi,\pi))
\]

where \( U \) is the uniform distribution function, and random linear and angular speeds given by

\[
(s_{c}, \dot{\theta}_{c}) = (U(0,s_{limit}),U(-\dot{\theta}_{limit},\dot{\theta}_{limit})).
\]

The parameter values used for the experimental setup are: \( \alpha = 0.5, x_{goal} = 10, \epsilon = 0.05, x_{limit} = 10, \dot{\theta}_{limit} = 10, s_{limit} = 2 \) units/s, and \( \dot{\theta}_{limit} = \frac{\pi}{3} \) rads/s. Each collected datapoint was a tuple

\[
(x_{diff}, y_{diff}, s_{c}, \dot{\theta}_{c}, occ)
\]

where \( x_{diff} \) and \( y_{diff} \) are the relative horizontal and vertical distances between the robot and the collider, and \( occ \) is the label specifying whether the two agents are on collision course (\( occ = 2 \)) or not (\( occ = 1 \)). The datapoints were normalised such that \( x_{diff}, y_{diff} \in [-1,1] \) and \( y_{diff} \in [0,1] \). Multiple simulations were performed to collect 60000 collision datapoints and 60000 no-collision datapoints, and the mean times to complete a journey between two successive waypoints with and without collision were recorded.

**DNN.** We used 80% of the collected datapoints to train a two-class DNN classifier with the architecture proposed by Ehlers [29]. This architecture comprises a fully-connected linear layer with 40 nodes, followed by a MaxPool layer with pool size 4 and stride size 1, a fully-connected ReLU layer with 19 nodes, and a final fully-connected ReLU layer with 2 nodes. The DNN was implemented and trained using TensorFlow in Python, with a cross-entropy loss function, the Adam optimisation algorithm [30] and the following hyperparameters: 100 epochs, batch size 128, and initial learning rate 0.005 set to decay to 0.0001.

**DeepDECS Stage 1: DNN uncertainty quantification.** We obtained the DNN uncertainty quantification probabilities using a test dataset comprising the 20% of the dataset not used for training, and all possible combinations of the two DNN verification techniques described below.

**Minimum confidence threshold – A K-class DNN classifier** maps its input \( x \in \mathbb{R}^{n} \) to a discrete probability distribution \( \delta(x) = (p_{1}, p_{2}, \ldots, p_{K}) \) over the \( K \) classes, and outputs the class \( \arg\max_{K} p_{i} \) as the classifier prediction. As \( \delta(x) \) is typically a poor estimate of the true probability distribution of \( x \), we calibrated the DNN using the temperature scaling mechanism introduced by Guo et al. [31] as
implemented by Kueppers et al. and we defined the following verification method for the calibrated DNN:

\[
\text{verif}_1(f, x) = \begin{cases} 
\text{true}, & \text{if } \max_{i=1}^N p_i \geq \tau \\
\text{false}, & \text{otherwise}
\end{cases}
\]

(35)

where \( \tau \) is a threshold that we set to 0.8.

**Local robustness certification** – A DNN classifier is \( \epsilon \)-locally robust at an input \( x \) if perturbations within a small distance \( \epsilon > 0 \) from \( x \) (measured using the \( \ell_2 \) metric) do not lead to a change in the classifier prediction. For the second verification technique, we adopted the GloRoNet framework of Leino et al.\(^{24}\). Given a DNN, this framework adds a network layer that augments the DNN with a local-robustness output by computing the Lipschitz constant of the function denoted by the original DNN and using it to verify local robustness. We added this GloRoNet layer to the trained collision prediction DNN, and we defined the following verification method for the augmented DNN:

\[
\text{verif}_2(f, x) = \begin{cases} 
\text{true}, & \text{if } \forall x' \in \mathbb{R}^d, \|x - x'\|_2 \leq \epsilon \\
\Rightarrow f(x) = f(x') \\
\text{false}, & \text{otherwise}
\end{cases}
\]

(36)

with the distance \( \epsilon \) set to 0.05.

**DeepDECS Stage 2: Model augmentation.** We developed a perfect-perception pDTMC model for the robot by instantiating the generic DeepDECS pDTMC from Figure 24. We implemented a software tool that automates the DeepDECS model augmentation process, and used this tool to obtain the DNN-perception pDTMC model for each combination of the verification methods (35) and (36) from the perfect-perception pDTMC and the DNN uncertainty quantification probabilities obtained in stage 1. The pDTMC models and the tool are presented in the supplementary material, and available on our project website.

**DeepDECS Stage 3: Controller synthesis.** As described earlier in the paper, probabilistic controllers were obtained by exploring the controller design space through discretisation.

**Pareto front evaluation.** The quality of the controller Pareto fronts was evaluated (Figure 26c) using the two metrics described below.

**Inverted Generational Distance** (IGD) – IGD measures the distance between the analysed Pareto front and a reference frame (e.g., the true Pareto front, the best known approximation of the true Pareto front, or an “ideal” Pareto front) by calculating, for each point on the reference frame, the distance to the closest point on the Pareto front. The IGD measure for the front is then computed as the mean of these distances. Smaller IGD values indicate better Pareto fronts. The IGD values from Figure 26c were computed using the perfect-perception Pareto front as the reference frame.

**Hypervolume** (HV) – HV captures the proximity of the analysed Pareto front to a reference frame and the diversity of its points (where higher diversity is better) by measuring the volume (or area for two-dimensional Pareto fronts) delimited by these points and a reference point defined with respect to the reference framework. The HV values from Figure 26c were obtained using the perfect-perception Pareto front as the reference frame and, in line with common practice, its nadir (i.e., the point corresponding to the worst values for each optimisation objective) as the reference point.

**Driver-attentiveness management**

**Dataset.** The dataset for training the DNN and quantifying its uncertainty was taken from a user study conducted as part of our SafeSCAD project on the safety of shared control in autonomous driving. Each datapoint included: (i) driver biometrics (eye movement, heart rate, and galvanic skin response); (ii) driver gender; (iii) driver perceived workload and psychological stress (estimated using established metrics); (iv) driver engagement in non-driving tasks while not in control of the car (e.g., using a mobile phone, or reading); and (v) vehicle data (distances to adjacent lanes and to any hazard that might be present, steering wheel angle, velocity, and gas and break pedal angles).

**DeepDECS Stage 1:** DNN uncertainty quantification. We obtained the DNN uncertainty quantification probabilities using a test dataset comprising the 25% of the dataset not used for the DNN training, calibration and validation, and the two DNN verification techniques from \( \text{DECS} \) and (36).

**DeepDECS Stage 2:** Model augmentation We devised a perfect-perception pDTMC model (provided as supplementary material) for the driver-attentiveness management system, and used our DeepDECS model augmentation tool to derive the DNN-perception pDTMC model for each setup (i.e., combination of verification methods from the DNN uncertainty quantification stage of DeepDECS).

**DeepDECS Stage 3:** Controller synthesis. The probabilistic model synthesis tool EvoChecker was used to generate approximations of the Pareto-optimal set of probabilistic controllers. EvoChecker performs this synthesis using a multi-objective genetic algorithm (MOGA) whose fitness function is computed with the help of a probabilistic model checker. For all setups, we configured EvoChecker to use the NSGA-II MOGA with a population size of 1000 and a maximum number of evaluations set to \( 2 \times 10^4 \), and the model checker PRISM. The EvoChecker executions were carried out using five CPUs and 8GB of memory on the University of York’s Viking high-performance cluster, with a set maximum time of five hours.

**Pareto front evaluation.** The quality of the approximate controller Pareto fronts was evaluated (Figure 26c) using the IGD and HV metrics described earlier.
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A Supplementary information

This supplementary information includes:

- Presentations of the pDTMC models used in the mobile-robot collision limitation and driver-attentiveness management applications.
- A description of the tool that we implemented to automate the model augmentation stage of DeepDECS.

A.1 pDTMC models for the mobile-robot collision limitation application

**Perfect-perception pDTMC.** The logic underpinning the operation of the robot at any intermediate waypoint I from Figure 3 is modelled by the perfect-perception pDTMC in Figure 7a. The model states are tuples

\[(z,k,t,wait) \in \{0,1,...,4\} \times [2] \times [3] \times \mathbb{B}\]  

(37)

with the semantics from [9], where \(k = 1\) and \(k = 2\) correspond to the mobile robot not being on a collision course, and being on a collision course, respectively.

As shown by the MobileRobot pDTMC module, when reaching waypoint I the robot first uses its sensors (lidar, cameras, etc.) to look for the “collider” (state \(z = 0\)). If the collider is present in the vicinity of the robot (which happens with probability \(p_{\text{collider}}\), known from previous executions of the task), the robot performs a check action (state \(z = 1\)). As defined in the module Collider, this leads to the execution of a monitor action to predict whether travelling to the next waypoint would place the robot on collision course with the other agent (which happens with probability \(p_{\text{occ}}\), also known from historical data) or not. Each monitor action activates the controller, whose behaviour is specified by the PerfectPerceptionController module. A probabilistic controller with two parameters is used: the controller decides that the robot should wait with probability \(x_1\) when no collision is predicted \((k = 1)\) and with probability \(x_2\) if a collision is predicted \((k = 2)\). Depending on this decision, the robot will either retry after a short wait or proceed and travel to the next waypoint, reaching the end of the decision-making process. Finally, when the collider is absent (with probability \(1 - p_{\text{collider}}\) in the first line from the MobileRobot module), the robot can travel without going through these intermediate actions.

**DNN-perception pDTMC.** Figure 7b shows DNN-perception pDTMC model produced by the model augmentation DeepDECS stage when a single (generic) verification method is used in the DNN uncertainty quantification stage of DeepDECS. The DNN-perception pDTMC models for all uncertainty quantification options explored in our experiments (no verification method used, verification method \(v_1\) from [35] used, verification method \(v_2\) from [36] used, and both \(v_1\) and \(v_2\) used) are provided on our project website.

A.2 pDTMC models for the driver attentiveness management application

**Perfect-perception pDTMC.** The operation of the driver attentiveness management system from Figure 5 is modelled by the perfect-perception pDTMC in Figure 8. The pDTMC states are tuples

\[(z,k,t,c) \in [7] \times [3]^2 \times \{0,1,...,7\}\]  

(38)

with the semantics from [9], where the classes \(k = 1, k = 2, k = 3\) correspond to the driver being attentive, semi-attentive and inattentive, respectively.

The Alerts pDTMC module is responsible for warning the driver by “implementing” the controller-decided alerts \(c\). The Driver module models the driver attentiveness level \(k\), which is monitored every 4s; the probabilities of transition between attentiveness levels depend on the combination of alerts \(z\) in place. These probabilities are calculated using historical data. Each monitor action activates the controller, whose behavior is specified by the PerfectPerceptionController module. A deterministic controller is used; the control parameters \(x_1, x_2, x_3 \in \{0,1,...,7\}\) are binary encodings of the alerts to be activated for each of the three driver attentiveness levels, e.g., \(x_3 = 5 = 101_{(2)}\) corresponds to a deterministic-controller decision to have the optical alert active, the acoustic alert inactive, and the haptic alert active when the driver is inattentive. We note that the commands from the PerfectPerceptionController module are simplified representations of the following instantiations of the generic controller commands from the perfect-perception pDTMC template in Figure 2a:

- \([\text{decide}] \ t = 3 \land k = 1 \rightarrow x_{11}:c(0) + x_{11}:c(1) + x_{12}:c(2) + x_{13}:c(3) + x_{14}:c(4) + x_{15}:c(5) + x_{16}:c(6) + x_{17}:c(7);\]
- \([\text{decide}] \ t = 3 \land k = 2 \rightarrow x_{20}:c(0) + x_{21}:c(1) + x_{22}:c(2) + x_{23}:c(3) + x_{24}:c(4) + x_{25}:c(5) + x_{26}:c(6) + x_{27}:c(7);\]
- \([\text{decide}] \ t = 3 \land k = 3 \rightarrow x_{30}:c(0) + x_{31}:c(1) + x_{32}:c(2) + x_{33}:c(3) + x_{34}:c(4) + x_{35}:c(5) + x_{36}:c(6) + x_{37}:c(7);\]

This simplification is possible because we are synthesising deterministic controllers and therefore, in addition to \(\sum_{i=1}^{3} x_{ki} = 1\) for every \(k \in \{1,2,3\}\), we have \(\forall i \in \{0,1,...,7\}: x_{ki} \in \{0,1\}\).

**DNN-perception pDTMC.** Figure 9 shows DNN-perception pDTMC model produced by the model augmentation DeepDECS stage when a single (generic) verification method is used in the DNN uncertainty quantification stage of DeepDECS. The DNN-perception pDTMC models for all uncertainty quantification options explored in our experiments (no verification method used, verification method \(v_1\) from [35] used, verification method \(v_2\) from [36] used, and both \(v_1\) and \(v_2\) used) are provided on our project website.

A.3 DeepDECS model augmentation tool

A python tool was developed to automate the model augmentation stage of DeepDECS. The tool takes as input a perfect-perception pDTMC model with the structure from Figure 2a and the confusion matrices [4] and outputs a DNN-perception pDTMC model with the structure from Figure 2b. The tool is executed as

```
python deepDECSAugment.py perfect-perc-model.pm
confusion_matrices.txt DNN-perc-model.pm
```
dtmc
const double $p_{\text{collider}} = 0.8$;
module MobileRobot // ManagedComponents
  $z : [0..4]$ init 0;
  [proceed] $k=1 : 2.57$;
  [retry] true : 5;
endrewards
label "collision" = $z=3 & k=1$;
label "done" = $z=4$;
endmodule

const double $p_{\text{occ}} = 0.25$;
module Collider // Environment
  $k : [1..2]$ init 1;
  [monitor] true → $1:(t'=2)$;
  [monitor] true → $1:(t'=3)$;
  [decision] true → $1:(t'=1)$;
endmodule

module PerfectPerceptionController
  wait : bool init false;
  [reaction] t=3 ∧ k=1 → $x_1:(wait'=true) + (1-x_1):(wait'=false)$;
  [reaction] t=3 ∧ k=2 → $x_2:(wait'=true) + (1-x_2):(wait'=false)$;
endmodule

module Turn
  $t : [1..3]$ init 1;
  [check] true → $1:(t'=2)$;
  [monitor] true → $1:(t'=3)$;
  [decision] true → $1:(t'=1)$;
endmodule

rewards "time"
  [travel] true : 9.95;
  [proceed] $k=1 : 2.57$;
  [retry] true : 5;
endrewards

label "collision" = $z=3$ & $k=1$;
label "done" = $z=4$;

(a) Perfect-perception pDTMC model of the mobile robot journey between two successive waypoints. The reward structure models the time taken by each mobile robot action: 9.95 time units are required (on average) to travel between adjacent waypoints (without collision), 2.57 additional time units are required when the robot decides to proceed despite being on a collision course, and five time units are required when the robot decides to retry after a short wait; the other robot actions are assumed to take negligible time. Two atomic propositions are used by the labelling function at the end of the model: collision, for states in which the robot travels despite being on collision course, and done, for states that mark the end of the journey to the next waypoint.

dtmc
const double $p_{\text{collider}} = 0.8$;
module MobileRobot // ManagedComponents
  $z : [0..4]$ init 0;
  [proceed] $k=1 : 2.57$;
  [retry] true : 5;
endrewards
label "collision" = $z=3 & k=1$;
label "done" = $z=4$;
endmodule

const double $p_{\text{occ}} = 0.25$;
module Collider // Environment
  $k : [1..2]$ init 1;
  [monitor] true → $1:(t'=2)$;
  [monitor] true → $1:(t'=3)$;
  [decision] true → $1:(t'=1)$;
endmodule

module PerfectPerceptionController
  wait : bool init false;
  [reaction] t=3 ∧ k=1 → $x_1:(wait'=true) + (1-x_1):(wait'=false)$;
  [reaction] t=3 ∧ k=2 → $x_2:(wait'=true) + (1-x_2):(wait'=false)$;
endmodule

module Turn
  $t : [1..3]$ init 1;
  [check] true → $1:(t'=2)$;
  [monitor] true → $1:(t'=3)$;
  [decision] true → $1:(t'=1)$;
endmodule

rewards "time"
  [travel] true : 9.95;
  [proceed] $k=1 : 2.57$;
  [retry] true : 5;
endrewards

label "collision" = $z=3$ & $k=1$;
label "done" = $z=4$;

(b) DNN-perception pDTMC model of the mobile robot journey between two successive waypoints. The probabilities $p_{\text{occ}}$ from the ColliderWithDNNPerception module quantify the DNN accuracy for “verified” inputs ($v_1 = true$) and “unverified” inputs ($v_1 = false$), and are used to model the class $k$ predicted by the DNN when the true class is $k$. The decisions of the four-parameter probabilistic controller depend on the DNN prediction $k$ and the online verification result $v_1$.

Figure 7: DEEPDECS pDTMC models from the robot collision limitation application

where:

• perfect-perc-model.pm is a file containing the perfect-perception pDTMC model;

• confusion_matrices.txt is a file containing the confusion matrix elements $C_{x}^{y}, v \in B^n, k \in [K], k' \in [K]$, from (4) in the format:

\[
\begin{array}{cccc}
C_{\text{true},\text{true},...,\text{true}}^{1,1} & \cdots & C_{\text{true},\text{false},...,\text{false}}^{1,K} \\
C_{\text{true},\text{true},...,\text{true}}^{2,1} & \cdots & C_{\text{true},\text{false},...,\text{false}}^{2,K} \\
\vdots & \ddots & \vdots \\
C_{\text{true},\text{true},...,\text{true}}^{K,1} & \cdots & C_{\text{true},\text{false},...,\text{false}}^{K,K} \\
\end{array}
\]

• DNN-perc-model.pm is the name of the file in which the DNN-perception pDTMC model will be generated.
dtmc

module Alerts // ManagedComponents
z : [0..7] init 0;

[warn] t=1 → 1:(z'=c);
endmodule

// probabilities pd_{k,k'} that driver attentiveness changes from level k\in\{1,2,3\} to level k'\in\{1,2,3\} given alerts z\in\{0,1,\ldots,7\}
const double pd_{110} = 0.99775;
const double pd_{337} = 0.809;

module Driver // Environment
k : [1..3] init 1; // driver status: attentive (k=1); semi-attentive (k=2); or inattentive (k=3)

// driver attentiveness changes from level k\in\{1,2,3\} to level k'\in\{1,2,3\} given alerts z\in\{0,1,\ldots,7\}
[monitor] t=2 ∧ k=1 ∧ z=0 → pd_{110}:(k'=1) + pd_{120}:(k'=2) + pd_{130}:(k'=3);
...[monitor] t=2 ∧ k=3 ∧ z=7 → pd_{317}:(k'=1) + pd_{327}:(k'=2) + pd_{337}:(k'=3);
endmodule

const int x_1; // alerts to be issued when driver is found attentive (k=1)
const int x_2; // alerts to be issued when driver is found semi-attentive (k=2)
const int x_3; // alerts to be issued when driver is found inattentive (k=3)

module PerfectPerceptionController
c : [0..7] init 0;
decide t=3 ∧ k=1 → 1:(c'=x_1);
decide t=3 ∧ k=2 → 1:(c'=x_2);
decide t=3 ∧ k=3 → 1:(c'=x_3);
endmodule

module Turn
t : [1..3] init 1;
[warn] true → 1:(t'=2);
[monitor] true → 1:(t'=3);
decide true → 1:(t'=1);
endmodule

Figure 8: Perfect-perception pDTMC model of the SafeSCAD system. The reward structures from lines 134–138 and 141–149 quantify the risk and driver nuisance associated with the different driver attentiveness levels and alert combinations, respectively. The expressions ‘'(k=1)?value_1:value_2'' from lines 142–148 evaluate to the larger value_1 if the driver is attentive (i.e., k = 1), and value_2 otherwise.
\begin{verbatim}
dtmc
module Alerts // ManagedComponents
z : [0..7] init 0;

[warn] t=1 \rightarrow 1:(z'=c);
endmodule

// probabilities pd_{k' \rightarrow z} that driver attentiveness changes from level k \in \{1, 2, 3\} to level k' \in \{1, 2, 3\} given alerts z \in \{0, 1, \ldots, 7\}
const double pd_{110} = 0.99775;
const double pd_{137} = 0.809;
const double pd_{313} = 0.809;

module DriverWithDNNPerception // EnvironmentWithDNNPerception
k : [1..3] init 1; // driver status: attentive (k = 1); semi-attentive (k = 2); or inattentive (k = 3)
v1 : bool init false;

[monitor] t=2 \land k=1 \land z=0 \rightarrow pd_{110}P_{1false}(k'=1) & (k'=1) & (v1'=false) + pd_{110}P_{1true}(k'=1) & (k'=1) & (v1'=true) +
                      pd_{120}P_{2false}(k'=1) & (k'=1) & (v1'=false) + pd_{120}P_{2true}(k'=1) & (k'=1) & (v1'=true) +
                      pd_{130}P_{3false}(k'=1) & (k'=1) & (v1'=false) + pd_{130}P_{3true}(k'=1) & (k'=1) & (v1'=true) +
                      pd_{210}P_{2false}(k'=2) & (k'=1) & (v1'=false) + pd_{210}P_{2true}(k'=2) & (k'=1) & (v1'=true) +
                      pd_{220}P_{2false}(k'=2) & (k'=2) & (v1'=false) + pd_{220}P_{2true}(k'=2) & (k'=2) & (v1'=true) +
                      pd_{230}P_{2false}(k'=2) & (k'=3) & (v1'=false) + pd_{230}P_{2true}(k'=2) & (k'=3) & (v1'=true) +
                      pd_{310}P_{3false}(k'=3) & (k'=1) & (v1'=false) + pd_{310}P_{3true}(k'=3) & (k'=1) & (v1'=true) +
                      pd_{320}P_{3false}(k'=3) & (k'=2) & (v1'=false) + pd_{320}P_{3true}(k'=3) & (k'=2) & (v1'=true) +
                      pd_{330}P_{3false}(k'=3) & (k'=3) & (v1'=false) + pd_{330}P_{3true}(k'=3) & (k'=3) & (v1'=true);

endmodule

const int x_{1false}; // alerts to be issued when driver is classified attentive (k = 1) and verification result is false

const int x_{3true}; // alerts to be issued when driver is classified inattentive (k = 3) and verification result is true

module DNNPerceptionController
z : [0..7] init 0;

[decide] t=3 \land k=1 \land \neg v1 \rightarrow 1:(c'=x_{1false});

[decide] t=3 \land k=3 \land v1 \rightarrow 1:(c'=x_{3true});
endmodule

module Turn
t : [1..3] init 1;

[warn] true \rightarrow 1:(t'=2);
[monitor] true \rightarrow 1:(t'=3);
[decide] true \rightarrow 1:(t'=1);
endmodule
\end{verbatim}

Figure 9: DNN-perception pDTMC model of the SafeSCAD driver-attentiveness management system for the scenario when a single DNN verification method is used to distinguish between “verified” (v1 = true) and “unverified” (v1 = false) DNN predictions of the driver’s attentiveness level. Lines 109–117 show how all combinations of true (k’) and DNN-predicted (k’) driver attentiveness levels that can be reached from the attentive driver state (k = 1) when no alerts are used (z = 0). The six-parameter deterministic controller decides a combination of alerts c for each pair of DNN-predicted driver attentiveness level k and online DNN verification result v1 (lines 337–342). The Turn module is unchanged, and the two reward structures from the pDTMC in Figure 8 are omitted for brevity.