Transition between anomalous and Anderson localization in systems with non-diagonal disorder driven by time-periodic fields
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In models of hopping disorder in the absence of external fields and at the band center, the electrons are less localized in space than the standard exponential Anderson localization. A signature of this anomalous localization is the square root dependence of the logarithmic average of the conductance on the system length, in contrast to the linear length dependence for Anderson localized systems. We study the effect of a time-periodic external field in the scaling and distribution of the conductance of a quantum wire with hopping disorder. In the low-frequency regime, we show a transition between anomalous localization and Anderson localization as a function of the parameters of the external field. The Floquet modes mix different energy contributions and standard length dependence of the logarithmic average of the conductance is gradually recovered as we lower the frequency or increase the amplitude of the external field. In the high-frequency regime, the system presents still anomalous localization but the conductance is also renormalized, depending on the parameters of the external field, by interference effects at the coupling to the leads. This allows for a high degree of control of the average of the conductance.
I. INTRODUCTION

One of the most important phenomena affecting the dynamics of waves in disordered systems is the Anderson localization: exponential decay of waves in space due to destructive interference of electron wave functions in a disordered medium. Anderson localization was originally predicted for free electrons [1] but it has been observed in both classical and quantum waves [2, 3]. It is widely assumed that the presence of disorder leads to Anderson localization in 1D, however, waves can be less localized, or anomalously localized, in relation to the standard exponential Anderson localization.

The statistical properties of the transport can reveal the presence of anomalous localization. For instance, at the band center, the average of the logarithmic conductance \( \langle \ln g \rangle \) depends on the system length \( L \) as \( \langle \ln g \rangle \propto \sqrt{L} \), in 1D disordered wires [4, 5]. This is in contrast to the linear dependence \( \langle \ln g \rangle \propto L \) expected in the presence of Anderson localization. Disordered armchair nanoribbons also show a nonlinear dependence of the average of the logarithmic conductance on \( L \), near the Fermi energy [8]. Similarly, disorder models characterized by the so-called Lévy distributions, lead softer localization properties than Anderson’s as has been theoretically [7, 11] and experimentally [9, 10] explored. In all these examples [4, 11], quantum (electrons) and classical (electromagnetic) waves are anomalously localized.

Quantum control using external time-periodic fields, sometimes referred to as Floquet engineering, is a rapidly growing field due to its potential use for applications and for controlling and expanding the properties of new materials. One of the first theoretical examples of this kind of control came from one-dimensional disordered systems [13, 14]. The localization length in a disordered quantum wire can be controlled by coherent light linearly polarized in the growing direction of the wire [15, 16]. Later, the conductance distribution of an ensemble of disordered wires with driving ac fields was studied [17]. It was shown that the results in the high-frequency regime could be explained by the distribution without driving with a change in the localization length and a renormalization factor. In the low frequency regime, the changes in the conductance distribution could be interpreted as due to the increase in the number of channels available for transport as the systems exchange photons with the external laser field [17, 18].

The high-frequency regime usually allows for analytical approximations or perturbation expansions whose result is a typical renormalization of parameters with very interesting possibilities of control like, for example, a transition between trivial and topological behavior in Floquet topological insulators or Floquet topological semimetals [19–23]. The low-frequency regime can usually be treated only through numerics but presents a richer behavior and new physics [24–27]. Although most realistic low-dimensional experimental systems need to cope with the presence of disorder, results for Floquet control in the presence of disorder are still few. Apart from the previously mentioned one-dimensional wires, there has been some interesting results in Floquet-Anderson insulators [28], in controlling the localization of interacting bosons and the many-body localized phase [29, 31], in the response to multifrequency driving [32], and studying the different response regimes of periodically driven Anderson insulators [33].

In this paper, we study the effect of external fields in disordered one-dimensional systems with anomalous localization. We focus on a simple model for anomalous localization defined in a lattice with disorder in the hopping between neighboring sites. The high-frequency regime usually appears for frequencies larger than the energy span of the density of states. The long tails in the density of states that appear in the case of non-diagonal disorder imply that the high-frequency regime is strictly valid only for very high values of the frequency. However, the transition between the low-frequency regime and the high-frequency regime is much smoother than in the case of diagonal disorder and, in fact, this was one of the motivations for our study. As a matter of fact, we have seen that the density of states decays rapidly for values of the energy far from the band center, the average of the logarithmic conductance is recovered. The conductance distributions show a transition between the anomalous regime of localization and the standard exponential regime as a function of reducing the frequency or increasing the amplitude of the external field. We attribute this transition to the mixing of the contributions of different energies due to the increase in the weight of higher order Floquet modes.

The outline of the rest of the paper is as follows: First, we describe the model in Sec. [III] then we present the results in the high-frequency regime in Sec. [IV] and the results in the low-frequency regime in Sec. [V]. The conductance distributions in the transition between the anomalous localization regime and the standard localization are discussed in Sec. [VI]. The paper is finished with conclusions in Sec. [VII].
II. RANDOM HOPPING MODEL WITH DRIVING

We use the one-dimensional Anderson model with nearest neighbor random hopping described by the Hamiltonian

\[ H_0 = \sum_n t_n (c_n^\dagger c_{n+1} + c_{n+1}^\dagger c_n), \]

where \( c_n^\dagger \) and \( c_n \) are creation and annihilation operators for spinless fermions, and \( t_n \) are the random hopping elements sampled from a distribution of the form \( P(t) = 1/wt, \exp(-w/2) \leq t \leq \exp(w/2) \), where \( w \) denotes the strength of the disorder. This is the so-called logarithmic off-diagonal disorder. As we have mentioned, the model described by Eq. (1) has been found to present unconventional localized states at zero energy \([6, 34]\) whereas, for nonzero energy, standard localized states are present. This phenomenon has been studied extensively in the literature \([6, 34–37]\).

In Fig. 1 we plot the Density Of States (DOS) as a function of the energy for an ensemble average of 1000 disordered wires with the disorder strength \( w = 2.5 \) and number of sites \( L = 1000 \) and compare with the DOS for a clean wire of the same length with all hopping matrix elements equal to one. In the disordered case, the abrupt transition of the DOS at \( |E| = 2 \) disappears and we can see how it acquires long tails which extend noticeably up to \( E \approx 6 \). The actual DOS is only zero for energies larger than twice the maximum hopping allowed by the disorder distribution which for the disorder strength chosen is \( |E| = 6.9807 \). The shape of the DOS will be very important later to understand the transition between the high and low-frequency regimes in the disordered case with external time-periodic field. The peak at zero energy marks the position of the anomalously localized states. The length dependence of the average logarithmic conductance \( \langle \ln g \rangle \propto L^{1/2} \) without driving at zero energy, is shown as the black curve in Fig. 2 and compared with numerical results (black dots).
To the static Hamiltonian of Eq. [1] we add a periodic driving:

\[ H(t) = H_0 + \sum_n vna \cos(\omega t)c_n^\dagger c_n. \]  

(2)

In the electronic case, this driving corresponds to laser light of frequency \( \omega \) and amplitude \( v \) linearly polarized in the growing direction of the wire. The parameter \( a \) is just the distance between sites in the tight-binding description that we take \( a = 1 \). Please, note that this linear potential corresponds to a constant oscillating electric field. This formulation is equivalent via a gauge transformation to a time-dependent modulation of the hoppings. In this paper, we use natural units with \( \hbar = 1 \) but, in the following, we will recover the explicit dependence on \( \hbar \) when it helps clarify the physical meaning of the formulas.

We are interested in the transport properties of the driven wires as they are directly related to the localization properties of the electronic states. We connect the one-dimensional wires to left and right leads and define the dc-conductance for an ac-driven quantum wire as

\[ G = \lim_{V \to 0} \frac{dI}{dV} \]  

(3)

where \( I \) is the current averaged over one period of the driving field. Thus \( G \) is an experimentally accessible quantity which can be written as a sum of the Floquet modes \( g^{(k)}(E_F) \):

\[ G = \sum_{k=-\infty}^{\infty} g^{(k)}(E_F), \]  

(4)

where

\[ g^{(k)}(E_F) = \frac{1}{2} \left[ T^{(k)}_{1N}(E_F) + T^{(k)}_{N1}(E_F) \right], \]  

(5)

with \( T^{(k)}_{1N} \) being the transmission for electrons from the left to the right lead, similarly \( T^{(k)}_{N1}(E) \) for electrons from the right to the left. In the static case, \( T^{(k)}_{1N} = T^{(k)}_{N1} \) for systems with time-reversal symmetry, however, in the presence of time-dependent fields, this is no longer true [38]. When both transmissions are not equal, a current at zero voltage can be induced by the external field. This pumped current appears as an offset at zero voltage in the \( I-V \) characteristic of our system. The presence of a pumped current does not modify our formulas, as we calculate the slope of the \( I-V \) curve at zero voltage. In the disordered systems, we considered the pumped current is zero on average and as the length of the systems increases is, in general, negligible. We will, then, ignore it in our calculations.

The transmissions needed for the generalization of the Landauer formalism to the Floquet case can be obtained from the Floquet-Green functions. As the Hamiltonian is time-periodic with period \( T = 1/\hbar \omega \), the Floquet theorem states that there is a set of solutions \( |\phi^{\varepsilon,n,m}_{c}(t)\rangle \) to the equation

\[ \left[ H(t) - i\hbar \frac{d}{dt} \right]|\phi^{\varepsilon,n,m}_{c}(t)\rangle = \epsilon^{n,m}|\phi^{\varepsilon,n,m}_{c}(t)\rangle, \]  

(6)

where \( \epsilon^{n,m} = \epsilon_n + m\hbar \omega \) with \( m \) an integer number and \( n \) the index of the states in the first Floquet-Brillouin zone: \( -\hbar \omega/2 \leq \epsilon_n \leq \hbar \omega/2 \). The Green’s function \( G(E,t',t'') \) satisfying \( \|E - H(t')\| G(E,t',t'') \| = \|\delta_T(t' - t'')\| \) is the identity operator and \( \delta_T(t) \) is a \( T \)-periodic delta function, can be written in terms of the Fourier components of the Floquet states \( |\phi^{n,0}_{m}\rangle = \frac{1}{T} \int_0^T e^{im\omega t'} |\phi^{n,0}_{m}(t')\rangle dt' \). Thus the Fourier components \( G^{(k)}(E) \) of \( G(E,t',t'') \) can be written as

\[ G^{(k)}(E) = \sum_{n,m} \frac{|\langle \phi^{n,0}_{m} | \phi^{n,0}_{k+m} \rangle|^2}{E - \epsilon_n - m\hbar \omega}. \]  

(7)

From the Floquet Green functions we can obtain the transmissions needed to calculate the conductance [38, 40, 41] :

\[ T^{(k)}_{1N}(E) = \Gamma_1 \Gamma_N |G^{(k)}_{1N}(E)|^2, \]  

(8)

and

\[ T^{(k)}_{N1}(E) = \Gamma_N \Gamma_1 |G^{(k)}_{N1}(E)|^2. \]  

(9)
The parameters $\Gamma_N$ and $\Gamma_1$ are respectively the coupling constants to the right lead, which is coupled to the last site of the wire, and the left, coupled to the first site of the wire. We assume perfect coupling to the leads and take these constants as unity, including the effect of the leads as a constant self-energy in the Green’s function. This wide band limit approximation implies that the coupling to the leads is constant at all energies relevant for the transport properties. This is usually a good approximation for metallic leads.

We are thus interested in the statistics of the conductance $G$ given by Eq. (4). The conductance distributions are found numerically by sampling over different disorder realizations, i.e., over different configurations of $t_n$ in Eq. (1) and we assume perfect lead-wire coupling. The numerical simulations are performed according to Eqs. (7) and (4), where the Fourier components $G^{(k)}$ are calculated using the method of matrix continued fractions. [15, 39–42]. This is a very demanding task numerically as the number of Floquet modes needed for convergence is quite large, increasing for larger wires. For example, the low-frequency results shown in Fig. 3 around 240 modes were needed for convergence of the larger wires used. The histograms shown in the figures of this work were obtained from 10000 different disorder realizations. However, due to time limitations, the average values of the conductance as a function of the length of the system were obtained with 1000 realizations.

III. HIGH FREQUENCY: COHERENT DESTRUCTION OF TUNNELING

The high-frequency regime is usually characterized by a frequency larger than the bandwidth of the system. The bandwidth for the disordered hopping model is twice the maximum value of the hopping allowed by the disorder. They have taken the value of the disorder strengths in the simulations as $w = 2.5$, so the simplest expectation is that the high-frequency regime will set in for frequencies $\hbar \omega > 4e^{(2.5/2)} \approx 13.96$. However, as we have seen in the previous section, the density of states is quite low at energies $|E| < 4$ so the analytical results for high frequency are approximately valid for lower frequencies than one would naively expect.

It is well established since the early works of Dunlap and Kenkre and Grossmann et al. that, in the high frequency
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FIG. 2. Results for the average logarithmic conductance as a function of the length for the case without driving at $E = 0$ and for three different examples in the high frequency regime. The solid lines are the analytical results from Eq. (11) while the black solid line shows the power-law behaviour: $\langle \ln G \rangle \propto L^{1/2}$. 
regime, the driving system behaves as an autonomous system with a renormalized hopping term \( t_{\text{eff}} = t J_0 \left( \frac{v a}{\hbar \omega} \right) \).

This coherent destruction of tunneling occurs in clean disordered systems alike and is responsible for the renormalization of the localization length in the Anderson model with diagonal disorder and time-periodic driving. However, in the non-diagonal disorder case a global factor renormalizing the hopping terms does not modify the localization length of the system as the relative disorder strength is unchanged. In spite of the unchanged value of the localization length, the conductance in a two-terminal setup is modified by the coherent destruction of tunneling in the coupling between system and leads. In the high-frequency regime in the absence of disorder, the conductance is proportional to \( J_0^2(\nu L/\hbar \omega) \), with \( L \) equal to the total length of the system. This factor remains under the presence of disorder, independently on whether it is diagonal or non-diagonal. The implications for the length dependence of the average logarithmic conductance are clear:

\[
\langle \ln g \rangle = \langle \ln g \rangle - 2 \ln |J_0(vL/\hbar \omega)|,
\]

where \( g \) is the conductance of the system without driving.

In Fig. 2 we show a comparison between the results of the average logarithmic conductance between the case with no driving and disorder \( w = 2.5 \) and three different examples of driving in the high-frequency regime. The black solid lines are a fit to the case without driving of a power-law length dependence with an exponent corresponding to anomalous localization of 1/2. The colored solid lines correspond to the results of Eq. (11). The agreement with the theoretical result is quite good even for the two cases with frequencies \( \omega = 5 \) which is outside the strict high-frequency limit. The agreement fails for larger systems as the high-frequency renormalization of the coupling terms is a first order perturbation result in the amplitude of the field over the frequency and we expect higher orders in perturbation theory to be relevant as the length of the system increases. In Sec. V we will see that not only the average is modified by the field-dependent factor but the entire distribution is the distribution for anomalous localization displaced. In Figs. 2 and 3, we have only used data for even number of sites as even-odd oscillations of the conductance occurring for clean wires may survive the presence of disorder for shorter wires.

**IV. LOW FREQUENCY: TRANSITION BETWEEN ANOMALOUS AND STANDARD LOCALIZATION**

In Fig. 3 we show the results for the average logarithmic conductance as a function of the length of the system for several values of the amplitude of the field \( v \) with frequency \( \omega = 0.2 \), including the no driving results with \( v = 0 \). The results for shorter systems are equal to the results without driving. However, as the length of the system is increased, the length dependence changes and moves away from the expected power-law dependence of anomalous localization to the linear behavior for \( L > 20 \) expected in the case of standard Anderson localization. This transition occurs due to the mixing of different energy contributions in the Floquet modes as the particles exchange photons with the external field. A certain minimal length depending on the amplitude is needed for the Floquet modes outside the zero mode to start being non-negligible. As the zero energy is the only energy with anomalous localization in our model, when the Floquet modes outside the zero one are important we get a transition to the standard localization that characterizes energies outside the middle of the band.

**V. CONDUCTANCE DISTRIBUTIONS**

To study the full conductance distributions in the presence of the driving field for our model with anomalous localization, we first briefly present a main result in Refs. [7, 8, 11] to describe the statistical properties of the conductance for anomalously localized electron wavefunctions for no external driving fields applied. After that, we extend the analysis to external fields. It was found that the distribution of conductances \( P_{\alpha, \xi}(g) \) is determined by two parameters: the power \( \alpha \) of the dependence of the average \( \langle \ln g \rangle \) with the length \( L \), i.e. \( \langle \ln g \rangle \propto L^\alpha \) and the value \( \xi = \langle \ln g \rangle \). With the knowledge of these two quantities the distribution \( P_{\alpha, \xi}(g) \) is given by

\[
P_{\alpha, \xi}(g) = \int_0^\infty p_{s(\alpha, \xi, z)}(g)q_{\alpha, 1}(z)dz,
\]

where

\[
s(\alpha, \xi, z) = \xi/(2z^\alpha I_\alpha),
\]

and

\[
\int_0^\infty p_{s(\alpha, \xi, z)}(g)q_{\alpha, 1}(z)dz = 1.
\]
with \( I_\alpha = \frac{1}{2} \int_0^\infty z^{-\alpha} q_{\alpha,1}(z) \, dz \). \( p_{s(\alpha,\xi,z)}(g) \) in Eq. (12) is the probability density distribution for the case of standard Anderson localization, which is known within a single parameter scaling approach \([12]\), while \( q_{\alpha,1} \) is the probability density function of the Lévy-type distribution supported in the positive semiaxis with parameter \( \alpha \) and scale parameter equal to unity.

We now consider that an external periodic field is applied. In the high frequency limit we have seen that coherent destruction of tunneling implies:

\[
G = J_0^2 \left( \frac{vL}{\hbar \omega} \right) g, \tag{14}
\]

where we have used \( G \) for the adimensional conductance in the presence of driving and \( g \) for the same quantity in the autonomous system. The probability \( P_s(G) \) is thus given by \([17]\)

\[
p_s(G) = \frac{C_G}{G^{3/2}} \frac{J_0^{3/2}(\nu)}{\left( J_0^2(\nu) - G \right)^{1/2}} \sqrt{\cosh \left( J_0(\nu)/\sqrt{G} \right)} \times \exp \left[ -s^{-1} \cosh^2 \left( J_0(\nu)/\sqrt{G} \right) \right], \tag{15}
\]

where \( \nu = vL/\hbar \omega \), \( C_G \) is a normalization constant and \( s \equiv L/l \), which can be obtained from Eq. (14) as

\[
L/l = 2 \ln J_0(\nu) - \langle \ln G \rangle, \tag{16}
\]

where we have used that \( L/l = \langle -\ln g \rangle \).

We now combine the above results (Eqs. (12) and (15)). As we have pointed out (see the black curve in Fig. 2), at the band center and no driving field \( \langle \ln g \rangle \propto L^{1/2} \). We thus identify \( \alpha = 1/2 \) and write the distribution of the conductance at the band center with an applied driving field, in the high-frequency regime as

\[
P_{1/2,\xi}(G) = \int_0^\infty p_{s(1/2,\xi,z)}(G) q_{1/2,1}(z) \, dz, \tag{17}
\]
where $p_{s(1/2,\xi,z)}(G)$ is given by Eq. (15) with $s$ replaced by $s(1/2,\xi,z) = \xi/(2z^{1/2}I_{1/2})$. In general, there is no analytical expression for $q(\alpha,c)$, but for the particular case of $\alpha = 1/2$ (the so-called Lévy distribution), which is the one of interest for our model with hopping disorder, it is given by

$$q_{1/2}(z) = \frac{1}{\sqrt{2\pi}} z^{-3/2}e^{-1/2z}.$$  \hspace{1cm} (18) \hspace{1cm}

In Fig. 4, we show how the conductance distribution evolves for the same field amplitude $v = 2$ as we lower the frequency. The blue solid line has been obtained by numerical integration according to Eq. (17). In the high-frequency cases $\hbar\omega = 10$ and $\hbar\omega = 5$, the distribution is well described by the previous theory, although the cutoff factor due to coherence destruction of tunneling is not strictly due to the long tails of DOS described in Sec. II. As the frequency gets lower, the shape of the distribution changes dramatically and it appears closer to a log-normal distribution that characterizes the fully localized regime of standard localization in one-dimension. A log-normal distribution with mean value $\langle -\ln G \rangle = 12.8$, which corresponds to the lowest value $w = 0.1$ is shown as the black curve in Fig. 4. However, we do not fully attain the deep localized limit. We believe that the correct distribution should be fitted by the multichannel quasi-1D case as was shown before in the low-frequency regime of the diagonal Anderson model[17]. However, the contributed number of channels is very high (around 40 for $\hbar\omega = 1$ so the calculation of the multidimensional integrals involved is outside our numerical capabilities [48, 49].

VI. CONCLUSIONS AND PERSPECTIVES

In conclusion, we have studied the scaling of the average conductance and the conductance distribution of disordered one-dimensional wires with non-diagonal disorder subject to time-periodic driving with a constant force along the direction of the wire. In the absence of driving such a system presents anomalous localization at the band center.
When driving is included, there are two distinct regimes. In the high-frequency regime, the conductance distribution is renormalized by a factor that depends on the coherence destruction of tunneling of the coupling to the leads. Although the distributions can be obtained from the distributions of the undriven systems, the behavior of the average conductance with length depends on complex interference effects and is very non-monotinous. In that case, even in the presence of disorder, the average conductance can be controlled through the parameters of the external field.

On the other hand, in the low-frequency case we observe a transition from anomalous localization to standard localization as the frequency is reduced or as the amplitude of the field is increased. The conductance distributions separate from the anomalously localized case and become similar to a log-normal distribution, which is characteristic of Anderson localized wires. However, we do not have a complete theory that can describe the transition from high to low-frequency limits of the conductance statistics. In the low-frequency regime, each Floquet mode acts as a different channel although the conductance is limited by the actual number of channels and these channels are not fully uncorrelated. We conjecture that these differences are related to a multichannel effective description which due to the high number of channels involved is outside our current capabilities to calculate.

Our conclusions for the high-frequency case are very compelling. Although the system sizes that is possible to reach to study the conductance distribution with Floquet theory are quite limited, we are convinced of the merit of our interpretation of the low-frequency results. Experimentally, the system studied here may model a quantum wire illuminated by laser light. We also expect our results to encourage more theoretical and experimental studies on the interplay between periodic perturbations and disorder. In this sense, it would be very interesting to look for similar effects in different systems where anomalous localization has been found like disordered graphene nanoribbons or systems with Levy-type disorder.
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