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ABSTRACT: In this paper, we construct a uniform formula that can iteratively reduce all auxiliary scalar product numerators of arbitrary multi-loop Feynman integrals. Integrals with such numerators commonly appear in Integration-By-Parts (IBP) relations. This formula is constructed with the generalized Sylvester’s determinant identity. Compared to that using only traditional IBP reduction method, the combination of the formula and the traditional IBP method shows a significant speed-up.
1 Introduction

The integration-by-parts (IBP) reduction[1, 2] of Feynman integrals plays a central role in the computation of perturbative quantum field theory. It can be used to reduce a large number of integrals in the calculation of amplitudes into a linear combination of a few master integrals. The IBP reduction also generate the differential equation for evaluation of the master integrals. The precision improvement of current high-energy experiments requires more accurate theoretical predictions, so computations of high-loop or multi-scale progresses are needed. The computational resources required for reduction in these problems are also increasing. This has inspired people to develop many methods to improve the efficiency of reduction [3–34] (not only based on IBP method).

Recently, the strategy of iteration at the sector-level is proposed [35]. The strategy is to find these reduction relations that can iteratively reduce any integral in the top-sector to master integrals in the top-sector and keep the full information of the sub-sectors. The matrix constructed by the IBP relations is sparse. Furthermore, it has repeated similar structure and redundant equations. Iterative reduction can take full advantage of these properties and avoid redundancy. Finding such iterative structures may also help investigate the mathematical structure of Feynman integrals and amplitude in the future. The current work is based on the syzygy and module intersection [8, 19–21, 24–27, 36] in Baikov representation [37]. For one-loop cases [35], people have suggested two methods to find such iterative reduction relations. One is to use computational algebraic geometry, which works case by case for each sector. This method is more likely to be successfully applied to a wider range of situations. Another method is to directly construct uniform formulas, which is more elegant and may keep more information.

In this paper, the multi-loop cases are investigated. While multi-loop cases are much more complicated than one-loop cases, we found a part of iterative reduction can also be
achieved by a uniform formula. This part is reducing integrals with auxiliary scalar product (ASP) type numerators to integrals without ASP.

In this paper, the momenta linear independent of external momenta are denoted as auxiliary vectors. The scalar products of auxiliary vectors and loop momenta are denoted as ASP. Integrals with ASP-type numerators commonly arise in IBP relations. When we generate an IBP relation of a sector, propagators may be canceled in some terms, thus the ISP of this sector may becomes an ASP of the sub-sector in these terms. For example, let us consider generating an IBP in the top-sector of sunset:

\[
\int d^4l_2 \int d^4l_1 \frac{l_2 \cdot p_1}{(l_1^2 - m_1^2)(l_2^2 - m_2^2)(l_1 + l_2 - p_1)^2} = 0. \tag{1.1}
\]

Terms such as

\[
\int d^4l_2 \int d^4l_1 \frac{l_2 \cdot p_1}{(l_1^2 - m_2^2)(l_2^2 - m_2^2)} \tag{1.2}
\]

appear in this IBP relation. Since this is an integral in vacuum sector without external momentum, \(p_1\) is an auxiliary vector and \(l_2 \cdot p_1\) is an ASP.

Integrals with ASP-type numerators can also arise when people transform the tensor integrals into scalar integrals. People can achieve this by projecting the tensor integrals onto a complete basis of loop-momentum-independent tensor structures, e.g. as people have done in [38]. People can also do this by reducing scalar integrals with auxiliary vectors and reading the tensor structure from the result [29–34]. In both methods, integrals with ASP-type numerators can arise (some of which can also appear in the top-sector, unlike the IBP case).

In Sec.2, we will give the notations of this paper, then we will construct the uniform formula and analysis its properties. This formula is constructed by a generalization of Sylvester’s determinant identity whose proof is given in Appendix A. In Sec.3, we give an pedagogical example. In Sec.4, we show the efficiency of a combination method in an example. In this combination method we reduce the ASP part iteratively and reduce the remaining part with widely used package FIRE6 [39]. We also compare it to that using only the package. The combination method shows a significant speed-up.

2 Notations and the uniform formula

Let’s clarify the definition of ASP and the relevant notations first. For an \(L\)-loop Feynman integral, the loop momenta are denoted as \(l_i\), and the \(E\) independent momenta of external legs are denoted as \(p_i\). The integrand of Feynman integrals in this sector can be divided into three parts: propagators in the denominator (DP), irreducible scalar product (ISP) of loop momenta in the numerator such as \(l_i \cdot l_j\) and \(l_i \cdot p_j\), and auxiliary scalar product (ASP) such as \(l_i \cdot R_j\) where \(R_j\) is independent of \(p_i\)s and only appear in the numerator. They are denoted as

\[
\text{DP: } y_1 = l_1^2 - m_1^2, \quad y_2 = l_2^2 - m_2^2, \ldots, \quad y_N = (l_L - \cdots)^2 - m_N^2
\]
ISP: \( x_1 = l_1 \cdot p_{l_1} , \cdots , x_M = l_M \cdot p_{l_M} . \)

ASP: \( t_1 = l_1 \cdot R_{l_1} , \cdots , t_T = l_L \cdot R_v . \)

(2.1)

where \( N + M = L(L+1)/2 + LE, \) \( N \) is the number of DP, and \( M \) is the number of ISP. \( R_i \) are the \( v \) momenta which are independent of external momenta, and \( T = L v \) is the number of ASP. The specific forms of ISP are determined by the propagators and have a degree of freedom to choose. DP, ISP, and ASP together are denoted as \( z_i \) for short:

\[
\begin{align*}
z_1 &= y_1 , \cdots , z_N = y_N , \\
z_{N+1} &= x_1 , \cdots , z_{N+M} = x_M , \\
z_{N+M+1} &= t_1 , \cdots , z_{N+M+T} = t_T .
\end{align*}
\]

(2.2)

The Feynman integrals are denoted as

\[
I_{\{n\}:\{m\}:\{r\}} \equiv I_{n_1, \cdots , n_N ; m_1, \cdots , m_M ; r_1, \cdots , r_T} = \int \left[ \prod_{i=1}^{L} \frac{d^d l_i}{i(\pi)^{d/2}} \right] \prod_{j=1}^{M} \frac{x_j^{m_j}}{y_j^{n_j}} \prod_{k=1}^{T} \frac{t_k^{r_k}}{z_k^{n_k}}
\]

(2.3)

By transforming the integral variables of the Feynman integral from loop momenta \( \prod_i d^d l_i \) to propagators \( \prod_i dz_i \), we get the standard form of Baikov representation \([37, 40]\).

\[
I(a) = C^{L}_{E+v} \int \left[ \prod_{i=1}^{N+M+T} \frac{d^d z_i}{z_i^{n_i}} \right] \frac{G^{(d-L-E-T-1)/2}}{K^{(d-E-T-1)/2}}
\]

(2.4)

The \( C^{L}_{E} (d) \) and the Gram determinant \( K \) of \( p_i \)s and \( R_i \)s is independent to integral variables, so we ignore them in our discussion of IBP relations. \( G \) is

\[
G(y; x; t) = G(l, p, R) = G(l_1, \cdots , l_L , p_1, \cdots , p_E , R_1, \cdots , R_v)
\]

(2.5)

with the Gram determinant function \( G \) defined as

\[
G(q_1, \cdots , q_n) \equiv \det(q_i \cdot q_j) = \begin{vmatrix} q_1 \cdot q_1 & \cdots & q_1 \cdot q_n \\ \vdots & \ddots & \vdots \\ q_n \cdot q_1 & \cdots & q_n \cdot q_n \end{vmatrix}
\]

\[
G\left( q_1, \cdots , q_n \bigg| k_1, \cdots , k_n \right) \equiv \det(q_i \cdot k_j) = \begin{vmatrix} q_1 \cdot k_1 & \cdots & q_1 \cdot k_n \\ \vdots & \ddots & \vdots \\ q_n \cdot k_1 & \cdots & q_n \cdot k_n \end{vmatrix}
\]

(2.6)
We can use a set of polynomials $\langle P \rangle = \{ P_1, \ldots, P_{N+M+T}, P_0 \}$ which satisfy
\[
\sum_{i=1}^{N+M+T} (P_i \partial_z \mathcal{G}) + P_0 \mathcal{G} = 0
\]
\[
P_i = z_i \bar{P}_i \text{ for } i \leq N \quad P_i = \bar{P}_i \text{ for } i > N \quad (2.7)
\]
to generate IBP relations so that they do not involve dimension shift and higher power propagators (in the denominator) [19, 26]. The IBP relation given by
\[
C \int \left[ \prod_{i=1}^{N+M+T} \frac{dz_i}{z_i^{\alpha_i}} \right]^{N+M+T} \sum_{j=1}^{N+M+T} \partial \mathcal{G} \left\{ P_j \left[ \prod_{i}^{N+M+T} \frac{1}{z_i^{\alpha_i}} \right] \mathcal{G}^{(d-\gamma)/2} \right\} = 0,
\]
\[
\gamma = L + E + T + 1, \quad (2.8)
\]
leads to
\[
C \int \left\{ D_{\langle P \rangle} \cdot \frac{1}{\prod_{i=1}^{N+M+T} z_i^{\alpha_i}} \right\} \mathcal{G}(z)^{(d-\gamma)/2} \prod_{i=1}^{N+M+T} dz_i = 0, \quad (2.9)
\]
where
\[
D_{\langle P \rangle} \cdot Q \equiv - \sum_{i=1}^{N+M+T} [\partial_z (P_i \cdot Q)] + \frac{d-\gamma}{2} P_0 \cdot Q. \quad (2.10)
\]

Let us consider the situation that there is only one R at the beginning. In this case, we have
\[
\mathcal{G} = \begin{vmatrix}
    l_i \cdot l_j & l_i \cdot p_j & l_i \cdot R \\
    l_i \cdot R & p_i \cdot R & R^2 \\
    l_i \cdot p_j & p_i \cdot p_j & p_i \cdot R \\
\end{vmatrix}
\quad (2.11)
\]
The ASP only appear in the $l_i \cdot R$ part, while the DP and ISP only appear in the parts of $l_i \cdot l_j$ and $l_i \cdot p_j$. This property leads to a solution to (2.7):
\[
\sum_{i=1}^{N+M} 0 \cdot \partial_z \mathcal{G} + \sum_{k=1}^{v} G_{(j,k)} \cdot \partial_l \mathcal{G} + 2G_{(j,R)} \mathcal{G} = 0
\]
\[
G_{(j,k)} \equiv G \left( l_j, R, p \right) \quad G_{(j,R)} \equiv G \left( l_j, p \right)
\]
\[
p = p_1, p_2, \ldots, p_E \quad (2.12)
\]
This is the key equation of this paper. By taking (2.12) into (2.9), we get the uniform formula that can iteratively reduce the power $r_j$ of ASP for each $j$, so it can reduce all
ASP. This equation is a generalization of Sylvester’s determinant identity. We give a proof of this equation in Appendix A. Notice that when we transform the variables in \( G \) from scalar product of loop momenta to \( y, x, \) and \( t \), the ASP \( t \) only appear in one column and row, but ISP are not the case. This is the reason why this formula can not be used for iterative reduction of ISP.

There are several important properties of this solution. Firstly, since only the \( \frac{\partial}{\partial y_i} G \) terms may increase the power of \( y_i \) in the denominator, the IBP relations generated by this solution avoid this problem. Secondly, let us notice that only first column and first row of \( G_{(j,k)} \) involve loop momenta, thus the determinant is a quadratic polynomial of \( z \). Similarly, \( G_{(j,R)} \) is linear in \( z_s \). By analysing these observations, you will find iterative relation does not increase the total power of the numerator \( \sum_j m_j + \sum_k r_k \). Furthermore, \( t_j t_k \) only appears in \( G_{j,k} \) with constant coefficient, so after \( \frac{\partial}{\partial t_k} \) acting on \( t_j t_k \prod z_{ai_i} \) in (2.9), the terms with highest total power of ASP only come from \( \frac{t_j t_k}{\Pi z_i^r} \). This ensures that any generated iterative relation does not involve two or more different terms with the same highest total power of ASP, such as \( I_{\{n\};\{m\};4,3} \) and \( I_{\{n\};\{m\};5,2} \). Thus it can directly decrease the total power of \( t \), instead of translating the power of one ASP to another ASP. \( G \) is quadratic polynomial of \( t_i \), thus when taking \( r \) equals 0 in (2.9), people will generate a relation that can safely reduce \( I_{\{n\};\{m\};0,0,\ldots,0} \) to integrals without ASP. Otherwise, it will relate to terms with ASP in the denominator. We will see these properties more explicitly in the example in the next section.

Obviously, when there are more \( R_i \), people can iteratively reduce \( R_i \) terms one by one. When we have reduced all \( l_i \cdot R_v \) numerators, \( G \) can be reduced to \( G(l, p, R_1, \cdots, R_{v-1}) \) for the remaining integrals, because they do not involve \( R_v \).

\[
G = \begin{vmatrix}
\begin{array}{cc}
l_i \cdot l_j & l_i \cdot R_1 & \cdots & l_i \cdot R_v \\
l_i \cdot p_j & \vdots & \ddots & \vdots \\
l_1 \cdot p_j & l_1 \cdot R_v & \cdots & l_L \cdot R_v \\
l_1 \cdot R_1 & \cdots & l_L \cdot R_1 \\
\vdots & \ddots & \vdots \\
l_1 \cdot R_v & \cdots & l_L \cdot R_v \\
\end{array}
\end{vmatrix}
\]  
\[(2.13)\]

3 Pedagogical example

Let us consider sunset propagators with one external \( R \)

\[
\begin{align*}
z_1 &= l_1^2 - m_1^2, & z_2 &= l_2^2 - m_2^2, & z_3 &= (l_1 + l_2 + p_1)^2 - m_3^2, \\
z_4 &= l_1 \cdot p_1, & z_5 &= l_2 \cdot p_1, \\
z_6 &= l_1 \cdot R, & z_7 &= l_2 \cdot R.
\end{align*}
\]  
\[(3.1)\]
Taking (2.12) with $j = 1$ and $I_{1;m_1,m_2;r_1-1,r_2}$ into (2.9), we get

$$I_{1;m_1,m_2;r_1,r_2} = \frac{Q}{P_1^2 (d + r_1 + r_2 - 3)}$$

$$Q = (d + 2r_1 + r_2 - 4) R \cdot p_1 I_{1;m_1+1,m_2;r_1-1,r_2} - (r_1 - 1) R^2 I_{1;m_1+2,m_2;r_1-2,r_2} - m_2^2 (r_1 - 1) ((R \cdot p_1)^2 - p_1^2 R^2) I_{1;m_1,m_2;r_1-2,r_2} + r_2 ((R \cdot p_1)^2 - p_1^2 R^2) I_{1;m_1,m_2+1;r_1-1,r_2-1} - \frac{1}{2} r_2 (m_2^2 + p_1^2) (p_1^2 R^2 - (R \cdot p_1)^2) I_{1,m_1,m_2;r_1-1,r_2-1} - r_2 R^2 I_{1;m_1+1,m_2+1;r_1-1,r_2-1} + r_2 ((R \cdot p_1)^2 - p_1^2 R^2) I_{1,m_1+1,m_2;r_1-1,r_2-1} + r_2 R \cdot p_1 I_{1;m_1,m_2+1;r_1,r_2-1}$$

$$s.s.t. = - (r_1 - 1) ((R \cdot p_1)^2 - p_1^2 R^2) I_{0,1;1,m_1,m_2;r_1-2,r_2} + \frac{1}{2} r_2 ((R \cdot p_1)^2 - p_1^2 R^2) I_{0,1,1;m_1,m_2;r_1-1,r_2-1} + \frac{1}{2} r_2 ((R \cdot p_1)^2 - p_1^2 R^2) I_{1,0,1;m_1,m_2;r_1-1,r_2-1} - \frac{1}{2} r_2 ((R \cdot p_1)^2 - p_1^2 R^2) I_{1,1,0;m_1,m_2;r_1-1,r_2-1}$$

$$\text{(3.2)}$$

where s.s.t is short for sub-sector terms. As the analysis in the last section, the total power of numerators and the power of each denominator in each term do not increase either. It is a second-order iterative relation respect to $r_1 + r_2$, but the $r_1 - 1$ and $r_2$ factor ensure the iterative reduction of the power $r_1$ can be safely accomplished when $r_1 = 1$ or $r_2 = 0$, and does not involve integrals with $r_1 = -1$ or $r_2 = -1$. After applying this equation, there are only integrals like $I_{1;m_1,m_2,0,r_2}$ and s.s.t remained. Then, we should take $j = 2$ in (2.12) and generate the iterative relation for $r_2$, which gives

$$I_{1;m_1,m_2;0,r_2} = \frac{Q}{P_1^2 (d + r_2 - 3)}$$

$$Q = (d + 2r_2 - 4) R \cdot p_1 I_{1;m_1,m_2+1,0,r_2-2} - m_2^2 (r_2 - 1) ((R \cdot p_1)^2 - p_1^2 R^2) I_{1,m_1,m_2,0,r_2-2} - (r_2 - 1) R^2 I_{1;m_1,m_2+2,0,r_2-2} + s.s.t$$

$$s.s.t. = - (r_2 - 1) ((R \cdot p_1)^2 - p_1^2 R^2) I_{0,0,1;m_1,m_2;0,r_2-2}$$

$$\text{(3.3)}$$

This iterative relation finishes the reduction of ASP of the sunset sector.

4 Comparison of efficiency and discussions

Let us consider a 2-loop 2-point sector with one auxiliary vector $R$:

$$z_1 = l_1^2 - m_1^2, \quad z_4 = (l_1 - p_1)^2 - m_2^2, \quad z_3 = l_2^2 - m_3^2, \quad z_4 = (l_1 + l_2)^2 - m_4^2,$$

$$z_5 = l_2 \cdot p_1, \quad z_6 = l_1 \cdot R, \quad z_7 = l_2 \cdot R.$$

$$\text{(4.1)}$$

Integrals like $I_{1,1,1,1,0,-r_1,-r_2}$ commonly appears in many IBP relations of 2-loop 3-point sectors whose external momenta are $p_1$ and $R$. 
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In this section, we are going to compare the efficiency of reducing such integrals in two methods. The first method is to use the package FIRE6\cite{39}, while another method is to use the iterative formulas to reduce the two ASP numerators and then give it to FIRE6. In the FIRE6 (c++ version) part, the option ”threads” for parallel computing is chosen to be 20. The iterative part is naively calculated in Mathematica without parallel computing. The CPU is Intel Xeon(R) Silver 4210R, 2.40GHz × 40.

For the rank-r reduction, we will give the set of all $I_{1,1,1,0,-r_1,-r_2}$ which satisfy $r_1 + r_2 = r$. Obviously, the combination of the traditional method and the iterative reduction of ASP

\begin{table}[h]
\centering
\begin{tabular}{lccccccc}
\hline

r & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
FIRE6 only & 10(34) s & 16(56) s & 21(70) s & 27(78) s & 39(108)s & 75(164) s \\
Iterative & $6 \times 10^{-4}$ s & $3 \times 10^{-3}$ s & $1 \times 10^{-2}$ s & $4 \times 10^{-2}$s & 0.3 s & 1.6 s \\
FIRE6 & 4(15) s & 5(17) s & 5(17) s & 6(20)s & 6(22) s & 9(27) s \\
\hline
\end{tabular}
\caption{Comparison}
\end{table}

is much quicker. I want to remind you that we should not just compare the total time of the two. The time of ”FIRE6 only” minus the time of ”FIRE6” can be roughly regarded as the time of reducing ASP in traditional method. Compare it to the time of ”iterative”, you will find the true improvement of iterative method.

Although the iterative part of the computation seems growing too rapidly, which may worry people. We argue that this is because the algorithm is not optimized enough. If we combine it with a improved Laporta’s algorithm to avoid repeated calculation of the low rank terms, and work in C++
\footnote{From the practice of FIRE6, it is well-known that the C++ version is much more effective than the Mathematica version}, it will have a better performance.

There is another advantage of iterative reduction. For higher-point, multi-loop, and multi-scale cases, the polynomial coefficients of master integrals will become much more complicated than shown in the examples. In iterative reduction, These polynomials can be kept always together. For example, people can denote them as some parameters in the process of reduction, which will make the expression much shorter and save the memory of the computer. When they need to be taken a value, people can also calculate the value of those parameters first, and then take it into the expression. While in the traditional reduction, you need to evaluate a messier and huger expression.

5 Summary and Outlook

We construct a uniform formula that can iteratively reduce all ASP numerators and meanwhile does not increase the total power of ISP and ASP (in numerators) and the power of each DP. We compare the iterative reduction to traditional reduction, it shows a significant speed-up.
With ASP part solved, we can focus on the reduction of ISP part in the future. This work highly suggests people to develop the iterative reduction of ISP part, which may improve the ability of physicists to perform high-precision calculations. Although an elegant uniform formula for iteratively reducing the ISP-type numerators may not exist, developing an algorithm to find iterative relations of ISP in the module intersection is possible. We will explore this in the future.
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A Proof of the generalized Sylvester’s determinant identity

Let us consider a general matrix

\[
X = \begin{bmatrix}
X_{i,j}
\end{bmatrix} = \left[ \begin{array}{c|c}
A & B \\
\hline
C & K \\
\end{array} \right],
\]

(A.1)

where A is a \(m \times m\) matrix and K is a \(n \times n\) matrix. B and C can be canceled by K. Meanwhile, X will be transformed to \(\tilde{X}\) with its determinant unchanged.

\[
\tilde{X} = \begin{bmatrix}
\tilde{A} & 0 \\
0 & K \\
\end{bmatrix} = \begin{bmatrix}
1 & -B.K^{-1} \\
0 & 1 \\
\end{bmatrix} . X . \begin{bmatrix}
1 & 0 \\
-K^{-1}.C & 1 \\
\end{bmatrix},
\]

(A.2)

Obviously, \(|X| = |\tilde{X}| = |\tilde{A}|.|K|\). Now, let us consider a Laplace expansion to \(|\tilde{A}|\).

\[
\tilde{X} = \begin{bmatrix}
\tilde{A}_{1,1} & \cdots \\
\tilde{A}_{2,1} & \tilde{A}[1,1] \\
\vdots & \vdots \\
\tilde{A}_{m,1} & \tilde{A}[m,1] \\
\end{bmatrix} 
\]

\[
\begin{bmatrix}
K \\
\end{bmatrix}
\]

\[
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\]
\[ |K||\tilde{X}| = \sum_{j=1}^{m} \left[ |K| \tilde{A}_{j,1} \right] \left[ (-1)^{j+1} |\tilde{A}^{[j,1]}| \right] |K| = (-1)^{j+1} |K^{(j,1)}||\tilde{X}^{[j,1]}|, \quad (A.3) \]

where the superscript \([i, j]\) represents the algebraic cofactor of \(i, j\). Since

\[ (-1)^{j+1} |\tilde{X}^{[j,1]}| = \frac{\partial}{\partial X_{j,1}} |\tilde{X}| = \frac{\partial}{\partial X_{j,1}} |X| = (-1)^{j+1} |X^{[j,1]}|, \quad (A.4) \]

and similarly,

\[ |K^{(j,1)}| \equiv \tilde{A}_{j,1}|K| = \begin{vmatrix} A_{j,1} & B_{j,m+1} & \cdots & B_{j,m+n} \\ C_{m+1,1} & \vdots \\ C_{m+n,1} \end{vmatrix}, \quad (A.5) \]

we have

\[ \sum_{j=1}^{m} |K^{(j,1)}| \frac{\partial}{\partial X_{j,1}} |X| = |K||X|. \quad (A.6) \]

With a similar proof, it can be generalized to

\[ \sum_{k=1}^{m} |K^{(k,i)}| \frac{\partial}{\partial X_{k,j}} |X| = \delta_{i,j}|K||X|. \quad (A.7) \]

While \(|X|\) is the determinant of a symmetric matrix, it becomes

\[ \sum_{k=1}^{m} |K^{(k,i)}| \frac{\partial}{\partial X_{k,j}} |X| = 2\delta_{i,j}|K||X|. \quad (A.8) \]

For

\[ |X| = \mathcal{G} = G(l, p, R) = (-1)^{j-1} G \begin{pmatrix} l \mid R, & p \\ R \mid l_j, & p \end{pmatrix} \]

\[ l_j \equiv l_1, \cdots, l_j, l_{j+1}, \cdots, l_L, \quad (A.9) \]

we have

\[ X_{k,1} = l_k R \quad K = G \begin{pmatrix} R \mid l_j, & p \end{pmatrix} = G_{(j,R)} \quad K^{(k,1)} = G \begin{pmatrix} l_k, & R, & p \\ R, & l_j, & p \end{pmatrix} = -G_{(j,k)}. \quad (A.10) \]

This is the equation in (2.12).
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