Application of genetic and K-means algorithms in clustering Babakoohi Anticline joints north of Shiraz, Iran
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ABSTRACT

The fuzzy clustering technique is one of the ways of organizing data that presents special patterns using algorithms and based on the similarity level of data. In this study, in order to cluster the resulting data from the Babakoohi Anticline joints, located north of Shiraz, K-means and genetic algorithms are applied. The K-means algorithm is one of the clustering algorithms easily implemented and of fast performance; however, sometimes this algorithm is located in the local optimal trap and cannot respond with an optimal answer, due to the sensitivity of this algorithm to the centers of the primary cluster. In addition, it has some basic disadvantages, such as its inappropriateness for complicated forms and also the dependency of the final result upon the primary cluster. Therefore, in order to perform the study more accurately and to obtain more reliable results, the genetic algorithm is used for categorizing the data of joints of the studied area. Applying this algorithm for leaving the local optimal points is an effective way. The results of clustering of the aforementioned data using the two above techniques represent two clusters in the Babakoohi Anticline. Furthermore, for validity and surveying of the results of the suggested techniques, various mathematical and statistical techniques, including ICC, Vw, VMPC, and VPMBF, are applied, which supports the similarity of the obtained results and the data clustering process in two algorithms.
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INTRODUCTION

Clustering is considered to be one of the most ideal mechanisms for working with vast amounts of data; it aims to provide patterns that are extracted from the data and make decisions based on those patterns (Anthony and desJardins 2006). In fact, clustering is the process of dividing a data set or sample into a bunch of K groups or clusters based on their similarity or dissimilarity (Yaghini et al. 2012). This technique is a statistical method, in which similar groups or clusters are separated from each other, based on one or more specific attributes; each object in a cluster is similar to the other objects of the group and dissimilar to the objects of the other group. The main objective of the clustering procedure, in the words of Kowalski (2007), is to present the user with a visual representation of the document space limited by the search criteria, ultimately resulting in better data organization, and to help determine the precise location of the information. Practically, clustering optimizes the process of information search and reduces the user’s search time. Furthermore, by use of clustering, a group of similar topics falls within a single classification and is organized by a general title. This is highly influential in accessing the information related to the considered
topic. It also results in favorable access to topic-shared data. Ultimately, it can be said that the nature of clustering analysis is unsupervised classification. Basically, data or observations are divided into homogeneous and distinct categories through the cluster analysis.

The idea of cluster studies was introduced in the 1930s for the first time and nowadays has a special place in various fields such as engineering, medicine, social sciences and marketing, due to its huge advancements and improvements. Thus, this idea has been discussed in various geologic trends including sedimentology, tectonics, geochemistry, and so on. Despite the passing of more than 40 years of studying this subject, there are still many challenges in the clustering process, both from theoretical and practical points of view (Jain and Law 2005). Clustering comes in two types: classic and fuzzy. In the classic clustering, each input sample belongs to one and only one cluster, and cannot be a member of two clusters or more, while in a fuzzy cluster, it can. Using fuzzy preferences provides the opportunity of more flexibly dealing with the belonging or non-belonging of a data point to a section, so that this paves the way for the results of clustering to get closer to real-world issues. In fact, in fuzzy clustering a fuzzy segregation occurs. That is, each data point with its degree of belonging can belong to any cluster. In real conditions, fuzzy clustering works more naturally than classic clustering, since the data in the borderline of different clusters do not have to fully belong to a single cluster. They will be segregated by a belonging degree of zero to 1, indicating their proportional belonging.

Various clustering techniques dealing with the orientation of structures such as fractures have been investigated from the 1970s on by civil engineer researchers, including Wallbrecher (1978), Hammah and Curran (1998), Peel et al. (2001), Marcotte and Henry (2002), Klose et al. (2005), Jimenez-Rodriguez and Sitar (2006). Later on, geotechnicians and geologists like Baer et al. (1994), Jolly and Sanderson (1997), Peel et al. (2001), Whitaker and Engelder (2005), Ahmadhadi et al. (2008), Yamaji et al. (2010), Yamaji and Sato (2011), Bigi et al. (2013), Andre and Milen (2014), Yamaji (2016b), and Shahamiri et al. (2017), have specifically and systematically studied structures such as joints, dikes and mineral veins. Clustering is also important for understanding brittle tectonics (Yamaji and Sato 2011), so that the paleostress orientation can be determined by the classification of microcracks (Lespinasse and Pecher 1986; Kowallis et al. 1987) or joints and faults (Shahamiri et al. 2017; Takhir et al. 2017; Whitaker and Engelder 2005). In addition, the orientation of dikes, mineral veins, and their classification is used for determining paleostress during the formation of a dike or vein (Baer et al. 1994; Jolly and Sanderson 1997; Yamaji et al. 2010; Yamaji and Sato 2011; Yamaji 2016b). Fracture orientation clustering can also be useful for determining multiphase tectonics (Yamaji et al. 2010).

Joints are the most abundant and, at the same time, the most complex tectonic structures in terms of different dimensions, measurements, and orientations, which have not been investigated accurately and widely. There are two main reasons of the slow progress in this field: a) The relatively small number of studies and articles about joints, mainly due to the complex behavior of these structures; b) Lack of familiarity on the part of geologists with the new methods of organizing information. In fact, joints are a kind of planar fracture which are formed in response to the stress in a region (Gudmundsson 2011).

Nowadays, improvements have been made in the field of joints using new statistical techniques and methods based on mathematics, physics and computer science (Hammah and Curran 1998; Marcotte and Henry 2002; Jimenez-Rodriguez and Sitar 2006; Yamaji et al. 2010; Yamaji and Sato 2011; Ander and Milen 2014; Yamaji 2016a, 2016b; Shahamiri et al. 2017). These methods, along with structural geologic methods, play an important role in their interpretation and performance. In the above methods, dip and dip direction are used mainly for clustering the joints. The studies and statistical analyses resulting from the data concerning joint orientation of a region can be used in the construction of engineering structures (tunnels, bridges, dams and roads), in finding mineralization sources, surface water and groundwater flow, and also the stress situation of an area (Shahamiri et al. 2017); therefore, it is essential to divide and classify the joints statistically along with the structural investigation (Yamaji and Sato 2011). In structural methods, joint studies are generally carried out based on rose diagrams and stereonets, which lead to more precise results if these structural methods are combined with statistical techniques and methods.

To carry out optimal clustering, the appropriate algorithms should be used. In this regard the algorithms help us to obtain optimized clustering using formulated and organized solutions. So far, many algorithms have been introduced in this area, with some advantages and disadvantages.

In this article, in order to distinguish and classify the Babakoohi Anticline’s joints, located to the north of the city of Shiraz (Fig. 1), two methods of K-means and genetic algorithms are used for clustering the relevant data, which are considered originally a component of fuzzy clustering methods (Hammah and Curran 1998; Jimenez-Rodriguez and Sitar 2006). The applied theory in fuzzy clustering analysis concentrates on the fuzzy relations and target functions. Since the prototypes are selected accidentally in the K-means algorithm, the algorithm may be located in the local optimal trap and cannot produce an optimal answer. Therefore, in order to exit the local optimal situation, and considering the advantages of the genetic algorithm in comparison with the K-means algorithm, a better and more reliable answer can be obtained. In this paper, validation indices have also been used to verify the validity of the number of clusters, which aim to find the most appropriate clusters for the intended data.

**GEOLOGIC SETTING**

The Babakoohi Anticline in Fars province, north of Shiraz, is part of the Zagros orogenic belt. This orogenic belt has a northwest-southeast trend and a length of about 1,800 km in
a folded sedimentary basin, which is the result of the convergence of the Afro-Arabia and Eurasian continents in the Late Cretaceous and is still active (Stocklin 1974; Berberian and King 1981; Alavi 2004; Sarkarinejad and Azizi 2008; Agard et al. 2011; Pireh et al. 2015; Ajirlu et al. 2016; Sarkarinejad and Heibati 2016). This orogenic belt spreads from the east of Turkey to the north of Iraq and the northwest of Iran to the islands of Hormuz and Oman (Alavi 1994; MacQuarrie 2004; Homke et al. 2010; Agard et al. 2011; Ajirlu et al. 2016). Based on tectonostratigraphic divisions, this orogenic belt includes the following areas, respectively, from southwest to northeast (Alavi 2007; Sarkarinejad and Azizi 2008; Sarkarinejad and Ghanbarian 2014; Sarkarinejad and Heibati 2016): 1) Zagros Fold Belt (ZFB) or Simple Fold Belt; 2) Zagros Fold and Thrust Belt (ZFTB) or High Zagros; 3) Zagros Suture/Ophiolite Zone; 4) Sanandaj–Sirjan HP–LT Metamorphic Belt; 5) Sanandaj–Sirjan HT–LP Metamorphic Belt; and 6) Urmia–Dokhtar Magmatic Belt. According to this classification, the studied area is located in the Zagros Folded Thrust Belt (ZFTB; Fig. 1a).

The Babakoohi Anticline, with a general trend from northwest to southeast and more than 20 km in length, is considered as the north wall of Shiraz. The Jahrom Formation forms the core of the anticline and the Asmari Formation forms the northern margins in the north, south, and northwest plunge of this mountain (Fig. 1b). The “Akbarabad”, “Abrishami”, “Posht-e-Mole” and “Quran Gate” faults are the main faults, and normal faults are scattered in the region (Fig. 1b). The Abrishami Fault has affected the southwest hillside of the Babakoohi Anticline. This longitudinal fault, with thrust mechanism and dip direction to the northeast, has led to the reversal of the layers of the Jahrom and Asmari Formations in this section. Also, due to the activation of this fault at the anticline peak, normal faults have been generated due to stretching. According to the magnetometry basement map of the region, the magnetic disturbance in the northern margin of the

Figure 1. a) Structural subdivision of the southwest of the Zagros Orogenic Belt, salt diapirs and ophiolites (Sarkarinejad and Heibati 2016); b) geologic map of the Babakoohi Anticline and its position in the Zagros Orogenic Belt
Shiraz Plain indicates that the Abrishami Fault is a basement fault (Yousefi et al. 2001).

The Akbarabad Fault has affected the northern hillside of the Babakoohi Anticline; this fault is also in the group of longitudinal and thrust faults, with a dip direction toward the southwest. Severe changes in layer dip, the reversal of layers, morphological inelegances, fault scarp development, and the removal of parts of the northern edge of this anticline are attributes of its mechanism. The Posht-e-Mole Fault is also a transverse fault that runs northeast–southwest, having a sinistral and normal mechanism. The sinistral movement of this fault has resulted in the cutting off and falling of the eastern block of the fault at the footwall of the fault.

The Quran Gate Fault, set in a northeast–southeast direction, is situated in the Quran Gate region of Shiraz. The mechanism of this fault is dextral and normal. The existence of numerous fault breccia and dip walls on both sides indicates the fault structure of the Quran Gate Strait. The Babakoohi Anticline is cut by numerous transverse faults, especially on the southern edge; most of these faults are normal, which has resulted in local downthrown or slip movements. From the lithological point of view, the Jahrom Formation makes up a large part of the Babakoohi Anticline (Fig. 1b) and consists mainly of layers of yellow crystalline, brown and light gray to white limestone. The Asmari carbonate formation outcrops on the northern and southern edges of the anticline. It should be noted that the facies similarities of the Jahrom and Asmari Formations are such that their separation is carried out based on detailed studies of petrology and paleontology, combined with field surveys and evidence. What is known is that the Asmari Formation in the region has a greater clay content than the Jahrom Formation, and thus shows a mild morphological state (Yousefi et al. 2001). Based on paleontological studies, the age of these formations has been determined to range from Oligocene to Miocene (Yousefi et al. 2001).

The study of the Babakoohi Anticline’s joints, with the aim of evaluating clustering patterns, has been the main objective of this study. Figure 2a–d represents the joints of the studied area.

**METHODOLOGY**

In order to distinguish and classify the Babakoohi Anticlines joints to the north of Shiraz, after field observations and recordings of joints’ dip and strike using the linear method (Marshak and Mitra 1988), two genetic algorithms (evolutionary algorithms) and K-means have been used. These two algorithms are considered as the fuzzy clustering methods in the classification of the joints (Hammah and Curran 1998). It is worth mentioning that in structural geologic methods,
we use stereographic images and the poles as well as rose
diagrams. By examining and interpreting these images, the
tectonic condition of the area is determined based on the
joints. In this case, the larger the number of joints, the more
accurate is the result obtained. However, in stereographic
images, there may be an overlap between the joints; these are
usually ignored. In addition, using fuzzy clustering methods,
we can separate the outlier and inaccurate data extensively.
In this paper we try to analyze the two methods and
determine their advantages and disadvantages.

Fuzzy clustering K-means

The fuzzy clustering method of K-means (MacQueen 1967)
is one of the most common and simplest partitioning
methods for clustering (Han and Kamber 2001; Zalik 2008;
Jain 2010) that is widely used due to the ease of imple-
mentation and high efficiency. In the K-means algorithm the
number of clusters or K is predefined. In executing this al-
gorithm, the k-sample is first selected as cluster centers.
Thereafter other samples are placed in one of the clusters,
based on the least distance to the center of the clusters. In
this way, we obtain k clusters, each containing some sam-
ple. Then the average samples of each cluster are calculated
and considered as new centers of that cluster, and the
samples are then clustered again on the basis of that new
cluster center. In this way we will obtain clusters with new
samples. Figure 3b represents the K-means algorithm; the
following equation (Yaghini et al. 2012) illustrates the
termination condition of the algorithm:

\[ SSE = \sum_{i=1}^{k} \sum_{P \in C_i} (P - m_i)^2 \]  

In the correlation (1) \( P \) is the point representing a
sample, \( m_i \) is the center of the cluster \( C_i \) and \( SSE \) is the
sum of the squared deviations for all samples. To investigate the
clustering of Babakoohi Anticline joints, first the contour of
stereographic pole of the joints was drawn. Then, with the
help of mathematical and fuzzy methods, the best and most
ideal clustering was carried out using the K-means algo-
rithm. The following diagram illustrates the clustering of the
joints of the region using the above-mentioned method.
According to the corresponding charts, \( k = 2 \) is the best
classification of the joints for the Babakoohi Anticline, based
on the clustering indices. The graph also displays the over-
lapping and outlier data.

In the fuzzy K-means clustering method, the accuracy of
the number of clusters is determined by the fuzzy
algorithms validation indices. The purpose of this validation
is to find the clusters that have the most consistency with the
data (Hammah and Curran 1998; Klen and Lana 2014;
Shahamiri et al. 2017). According to Zhang et al. (2007), in
assessing the accuracy of clusters, more than one validation
index should be used, because the same or similar indices
may not be able to correctly identify the number of clusters
for all data. Therefore, the ICC, Vw, VMPC, VPBMF indices
have been used to verify the accuracy of data clustering in
the study area. Table 1 shows these indices: The ICC (Inter
Class Contrast) index (De Franco et al. 2002) depends on the
separation and compression of the clusters. This index is
used for the detection of very close centers of clusters. The
ICC determines the correctness of clustering by displaying
the maximum possible value. The Vw (W validity) index
(Zhang et al. 2007) is based on the assumption that the
number of clusters should be minimal, to minimize varia-
tions as much as possible. According to the VMPC (Modi-
fication of Partition Coefficient) index (Zoltak 2004), the
selection of the number of clusters is achieved by maxi-
mizing the function. The PBMF (Fuzzy Validation of Pak-
hira, Bandyopadhay and Maulik) index (Pakhira et al.
2005) performs the best partitioning from a data set in such
a way that the least number of clusters or the highest density
could be achieved. According to the following diagrams, by
checking the above-mentioned validation indices, the points
of minimum and maximum cluster in each of the four
graphs show the number two, which corresponds to what
has been shown in the joints’ stereographic poles diagram
(Fig. 4).

Fuzzy genetic algorithm

The GA genetic algorithm as one of the most effective
algorithms to search for the best data categorization
(Yamaji 2016a, 2016b) and is one of the numerical opti-
mization techniques based on evolutionary computing,
whose main idea is formed from Darwins theory of evo-
lution (Sivanandam and Deepa 2008). This algorithm was
developed by Babu and Murty (1993), Bandyopadhyay and Maulik (2000, 2002), Krishna and Murty (1999), Lazlo and Mukherjee (2007), Shelokar et al. (2004), Sung and Jin (2000), and Zhang et al. (2007), and presented by considering combination, selection and mutation operators. Since the prototypes are randomly selected in the K-means algorithm, the algorithm may be located in the local optimal trap and do not produce the optimal response (Yaghini et al. 2012); therefore, in studies on data categorization or clustering, it is advisable to use one or two other methods.

In this paper, the GArcmB software was used to study the clustering of the data obtained from the Babakoohi Anticline joints (Yamaji 2016a). The performance of this software in the Matlab environment is based on the genetic algorithm according to the dip and dip direction of the joints, considering the distribution components of the mixed Bingham Distribution Components (Love 2007; Yamaji and Sato 2011; Yamaji 2016a, 2016b). In the software, the number of clusters is selected in several steps by the user, until the algorithm ends. Regarding data of the area under study, the K value was set from 1 to 5, and in K = 5 the algorithm was terminated. In each step, the number of produced g, the value of the quasi-logarithmic function L and the BIC value are determined. Also, for each clustering, according to the mixed Bingham Distribution, the mixing coefficient \( \sigma \), the stress ratio \( \Phi \), and the values of the density axes \( e_1, e_2, e_3 \) and the density parameters \( k_1, k_2 \) are determined. Because of the importance of the subject and the clarity of the above, here are some explanations about the performance of the genetic algorithm and the mixed Bingham distribution.

Regarding Fig. 5a, in the genetic algorithm the entire data is initially considered as the initial population (the initialization step), and each member (\( X \)) shows the components of K Bingham (Yamaji and Sato 2011). In the evaluation stage, the suitability of each member of this population \( X \) is investigated (considering that the genetic algorithm operates based on the merits of the members, at this stage their qualification is evaluated), and at the end of this stage, the quasi-logarithmic function \( L \) for each suit is determined:

\[
L(X) = \sum_{n=1}^{N} \log P_{MB}(\nu_n|X)
\]  

At the intersection stage or the crossover (Baker 1985), which is the most important operator in the genetic algorithm (Yamaji 2016b), two strings are considered as parents,

![Figure 4. Charts related to Validation Indices for data obtained from Babakoohi Anticline joints](image-url)
and they form new children by exchanging a subclass between the two strings, where a and b strings are considered as parents and c and d are considered as children.

The selection stage (Baker 1985) is used to remove members of low competence from among other members, and then the mutation operator acts as a popular operator to modify part of a string. According to the below image, a bit in a string is formed as a new child. The logic of using these operators in the genetic algorithm is that the algorithm does not go through searches at local optimum points and searches for more space (Yaghini et al. 2012).

At the end of the stage of the genetic algorithm, at the recording stage, the $X^{opt}$ point is reported as the best member and other high competence and competence members are reported as well (Yamaji 2016b). Also, the quantity $gL_{max}$ is introduced as the function representing the highest generating $g$ (Yamaji 2016b). The genetic algorithm ends when $L_{max}$ is created and the condition $g = g + K\Delta g$ is met; where $\Delta g$ is 100 or 1000; this depends on the difficulty of dividing the data set into the number of clusters $K$ (Yamaji 2016b, Fig. 6).

Based on Fig. 5b, the mixed Bingham Distribution is a representation of the density of points generated by linear data in a region that is defined on the basis of density parameters. $k_1$, $k_2$ show the status of the clusters with a negative sign; so, if $k_1 = k_2 = 0$, the cluster is uniform. If $k_1 < k_2$, the cluster is circular and if $k_1 \approx k_2$, the cluster is elliptical (Yamaji 2016a, 2016b). $e_1$, $e_2$, and $e_3$, respectively represent the minimum, intermediate and maximum compression axes, which is consistent with the axes of tension $\sigma_1$, $\sigma_2$, and $\sigma_3$ (Baer et al. 1994; Yamaji et al. 2010). According to the values of the density parameters $k_1$, $k_2$, the stress ratio is obtained through the relationship $\Phi = k_1/k_2$ (Yamaji 2016a, 2016b). The algorithm was terminated for data of the study area when $g = 10,015$. According to the data of the study area, of which there are 680, the classification is carried out in several stages of the production of $g$, and the poles of the joints are shown in circular diagrams. The diagrams of Table 2 show the process of data clustering using the genetic algorithm according to the process described.

In order to analyze the number of clusters obtained from the data of the area studied and also to check the validity of the results, the L chart versus $K$ and the BIC chart versus $K$ are investigated. In general, the uniform increase of $L$ is a function of the value of $K$. Accordingly, the L chart versus $K$
is a curved graph with upward convexity (Yamaji 2016a, 2016b); if the data for a region is a graph other than this, the result is wrong. According to Fig. 7a, the graph shows the validity of the algorithm G and the resulting outcome. Also, since it is important to determine the precise value of K from a statistical point of view, the BIC (Bayesian Information

| K  | g  | N  | BIC       | L       |
|----|----|----|-----------|---------|
| 1  | 355| 680| 2268.5257 | -1118.8284 |
| 2  | 1771| 680| 2144.0712 | -1038.0798 |
| 2  | 3775| 680| 2143.5146 | -1037.8015 |
| 3  | 554| 680| 2149.5604 | -1022.303 |
| 4  | 688| 680| 2165.3381 | -1011.6705 |
| 4  | 4509| 680| 2128.4257 | -993.2143 |
| 5  | 853| 680| 2180.7129 | -1000.8386 |
| 5  | 10015| 680| 2114.670 | -967.8156 |

Figure 7. a) L chart versus K; b) BIC chart versus K; c) demonstration of data clustering using a genetic algorithm and position of density axes in two clusters A and B
DISCUSSION AND CONCLUSIONS

Generally, in structural geology studies, for the study of joints, as well as stress analysis in a region, rose diagrams and the stereonets are used. Nowadays, with the help of modern statistical techniques, it is possible to take an effective step in understanding and interpreting such structures. Fuzzy clustering techniques are one of these techniques where data is divided into clusters whose members are similar to each other. In principle, cluster analysis is used to classify data or observations according to similarity or degree of proximity, in which data are divided into homogeneous and distinct categories. The purpose of this clustering is to extract fuzzy models, analyze data and recognize the exact patterns that are consistent with the data, which usually shows a good fit with the real world.

Since clustering methods are based on the considering algorithms, they are considered recurrent and, hence, their results would be almost precise and acceptable after applying the multi-stage algorithm. Of the advantages and disadvantages of clustering techniques the following items could be implied: 1) Through cluster-led analysis, the data or observations can be categorized into homogenous and distinct types; 2) This method is an indirect one which discovers the hidden patterns and improves the performance of direct methods; 3) its usage is almost easy and it can be used in various scientific fields; 4) clustering can be utilized for different distances provided that the distances are chosen properly; 5) the data and observations would be in some way summarized and, hence, would be easier to interpret; and 6) finally, the clustering processes guarantee the fast and secure access to the associate information and determination of the logical relation between them.

On the other hand, this technique suffers from some disadvantages and weak points: 1) choosing the exact range of distances and the weights is not easy; 2) clustering is sensitive to primary parameters, including the number of clusters, the minimum proximity and the primary cluster; 3) the interpretation might be difficult and usually entails specialists experience, particularly for interpreting big data and results; 4) this technique cannot entirely meet all needs; 5) assessing a great deal of data with huge dimension is problematic due to the time complexity; and 6) the results of clustering algorithms would be interpreted in multiple ways.

The K-means algorithm is one of the most important and most practical fuzzy algorithms used in this study to cluster the data from the Babakoohi Anticline joints. With respect to Fig. 3a, the stereographic poles show two separate clusters. Comparing these results with field studies (Fig. 2), the rose diagrams and contour diagrams obtained from structural geologic methods (Kazemi et al. 2018) show a significant adaptation. Therefore, it can be said that, in the study area, there are two distinct tectonic joints that are formed perpendicular to the antcline axis and parallel to the antcline axis (Kazemi et al. 2018). Also, the presence of scattered points in the stereographic diagram shows the existence of joints with a change in the trend, which is due to the operation of local faults in the study area. In order to verify the accuracy of the number of specified clusters, the ICC, Vw, VMPC and VPBMF Validation Indicators were analyzed and validated. In accordance with Fig. 4 the indices Vw and VPBMF at the minimum point and indices VMPC and ICC at the maximum, show the point of number two. In this study, a genetic algorithm was used for clustering of the joints of the study area in order to ensure the accuracy and reliability of the results. This algorithm is commonly used in optimization problems and its standard deviation is negligible.

Further, given that the cluster centers are randomly selected in K-means algorithms, and that the algorithm may be located in the local optimal trap and does not produce the optimal response, then the genetic algorithm is used. In general, the genetic algorithm is a new idea, which has a high ability to solve optimization problems. In this study, the genetic algorithm, considering the Bingham mixing components, according to the dip data and dip direction of the joints, shows the number of clusters 2, which is identical to that presented in the K-means method. According to Fig. 7c, the two clusters A and B are separated by the highest density of points. The points $e_A^1$ and $e_B^1$ represent the maximum stress, the points $e_A^2$ and $e_B^2$ are intermediate stresses and the points $e_A^3$ and $e_B^3$ show the minimum stress. Based on the position of these points, it can be stated that the clusters A are of the tension stress and the cluster B formed from the strike-slip stress in the region, which, of course, is consistent with the results of the study of the rose diagrams, contour diagrams and an examination of fault slip faults in the region (Kazemi et al. 2018). In this method, the accuracy of the result was confirmed on the basis of the L chart against K and BIC.

| Clusters | $e_1$ | $e_2$ | $e_3$ | $k_1$ | $k_2$ | $\Phi$ | $\overline{\varpi}$ |
|----------|-------|-------|-------|-------|-------|-------|----------------------|
| Cluster A | 26.5/65.5 | 209.1/24.4 | 292.7/1.7 | -7.955 | -1.590 | 0.1998 | 0.6043 |
| Cluster B | 281.3/12.4 | 154.7/69.8 | 14.9/15.7 | -7.957 | -2.511 | 0.3156 | 0.3957 |

Table 3. Results from clustering of Babakoohi Anticline joints using the genetic algorithm based on Bingham mixing distribution.
versus K. Since it is necessary to compare the two methods, it is concluded that in spite of providing similar results with both methods, in general, because of higher accuracy, the more reliable result, and lower standard deviation, the genetic algorithm excels in the K-means algorithm.

However, it is reasonable that in any scientific research for any purpose, either each method should be used separately or in a combination of the two algorithms. Nowadays, in most studies of data clustering, combinational methods are also used which, of course, require the provision of specific software in various scientific and research fields.
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