A New Filtering Algorithm for Generating Path Loss Model to Improve Accuracy of Trilateration-Based Indoor Positioning System
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Abstract. Global Positioning System (GPS) is used to determine someone’s or something’s position. It is very accurate. But, GPS cannot be used in an indoor environment as its signal is blocked by an object (i.e. roof). To overcome this problem, Indoor Positioning System (IPS) is used in the indoor environment. There are two methods that IPS can use to determine the position. The first method is pattern matching. This method is highly accurate. But, the computation cost is expensive. The second method is the path loss model. Its computation cost is cheap. However, it is fairly accurate. In this paper, a new filter algorithm is proposed to improve path loss model accuracy. The algorithm works by filtering the received signal strength index (RSSI) in the training phase. The algorithm works by replacing the RSSI value at a certain distance by considering the current and the previous RSSI value. The experiment result shows that the proposed method has 3% better accuracy than the existing method.

1. Introduction

Industry revolution 4.0 makes many computer systems network connected. Computers become smarter and human works become increasingly automated. In this industrial revolution, the internet of things (IoT) has been increasingly demanded to automate human works.

Location-based service (LBS) is one of the applications of IoT. In LBS, the application is installed on a mobile device. So, its position changes when the device moves. One of the applications of LBS is an indoor tracking system [1]. It demands an accurate prediction of someone’s position. An accurate prediction is required to accomplish the purpose of the application that is to track one’s position from time to time.

Global Positioning System (GPS) is one of the systems that can be used to determine someone’s position. It can determine the position of devices equipped with a GPS signal receiver. The signals come from satellites that are orbiting the earth [2]. Nowadays, GPS is highly accurate [3]. However, GPS can only determine the position in an outdoor environment [2].

Indoor Positioning System (IPS) is used to overcome this problem. IPS works by utilizing available signals in the room. For example, Bluetooth and wireless LAN (WLAN). These devices generate signals. IPS uses the received signal strength index (RSSI) from signals that are generated by the devices [4]. Using RSSI, IPS can determine the unknown user’s position in an indoor environment [4].

The purpose of determining the position is to generate an accurate prediction. An accurate prediction is needed because the methods (GPS and IPS) are to predict the real position. Thus, a good method can determine the most accurate position.
In mobile applications, there is another factor that has to be considered besides the positioning accuracy. The factor is power. Power usage needs to be considered because mobile devices have a limited amount of power [5]. The most affecting power is computation complexity. Low complexity algorithm will use less power than high complexity algorithm.

There are two methods that IPS can use to determine position. They are pattern matching localization and path loss model.

Pattern matching is a fingerprinting method to predict user position in an indoor environment. This method predicts the position using signal strength patterns which are sampled through the training process (offline phase). The majority of received signal strength cannot be predicted because they fluctuate frequently [6]. So, this method can accurately predict the object’s position in an indoor environment by matching the nearest pattern of training data and testing data. The advantage of this method is it provides high indoor positioning accuracy [7]. However, the online phase suffers from high computation complexity \( O(n^p) \) [8].

The path loss model determines the unknown object position using the RSSI-distance equation [9]. Object distance can be determined by RSSI using the equation. The equation is generated through the training phase. Similar to pattern matching, this method uses RSSI values in its training phase. The model is generated using RSSI and its distance which are got from many samplings. This method utilizes trilateration to determine the unknown object’s position [10]. The advantage of this method is it has low computation complexity \( O(c) \) thus it is fast and only requires low power. So, it is suitable to be used on mobile devices. But, this method’s accuracy is still relatively low [11]. This happens because the indoor environment structure is complex [4].

In this paper, a new filter algorithm is proposed to improve path loss model accuracy. The proposed method works by replacing the RSSI value at a certain distance by considering the current and the previous RSSI value. The filtering process takes place in generating the model template or in the training phase.

The paper is arranged as follows. First, we show the related works that have been done. Second, we describe the proposed method. Third, we conduct and discuss the experiments. Lastly, we show the conclusion of this research.

2. Related Works
Some works have been done in improving Indoor positioning system accuracy. Researches based on pattern matching as follows. Oh and Kim [7] proposed an adaptive weighting algorithm to determine user position. The algorithm works by checking the Euclidean distance between reference points to generate the weight value. Zhong etc [12] proposed implementation of IPS based on k-Means Clustering. This algorithm’s accuracy is over 80%. Ma etc [13] proposed a weight fusion algorithm to improve the accuracy of IPS. The research considers the generated Euclidean distance, joint probability, and weight fusion algorithm to predict the user’s position. Song etc [14] proposed a weight distance fingerprint algorithm based on weighted K-NN to indoor-based applications. The algorithm calculates weight value based on RSSI variance and considers the distance between an access point and receiver device.

Researches based on the path loss model as follows. Sohan etc [2] proposed ITU indoor path loss model. The research predicts user position by considering positions from two setups that were installed in two different rooms. Wang and Luo [4] proposed a weighted centroid algorithm to remove the vertical distance effect (height) of the access point to the receiver device. Ma etc [15] proposed fingerprinting method bases on Bluetooth RSSI ranks. This research uses the Kendall Tau Correlation Coefficient to connect the newest signal position by signal strength ranks which are generated by iBeacon devices that are installed in a retail place.

3. Proposed Method
This paper is focused on improving path loss model accuracy in an indoor positioning system. The purpose of this research is to create a new filter algorithm in the generating model process in the path loss model.
There are two main steps in the proposed system which are shown in Figure 1. They are generating path loss models (training phase) and predicting position (testing phase). The training phase is conducted as follows. First, the training data is sampled using a mobile device (i.e. smartphone). Then, they are filtered using the new filter algorithm in the training phase. After that, the path loss models are constructed using the filtered data. The testing phase is conducted as follows. First, the testing data is sampled using a mobile device. After that, a trilateration algorithm calculates the unknown position using the processed testing data and the generated path loss models. Finally, the algorithm returns the predicted position to the user. It is given in coordinate \((x, y)\) form.

In summary, the training phase is generating models that are required in the positioning process. This phase returns path loss models. The testing phase is the predicting position process. This phase returns a prediction of the unknown position.

3.1. Training Phase: Generating Path Loss Model

The training phase is a required phase before the testing phase or predicting position process can be done. In this phase, path loss models are generated. They are generated using 3 steps: sampling training data, filtering training data, and generating models.

3.1.1. Sampling training data

Firstly, training data are sampled. This is the first step in the training phase. This step returns \(TD\) as the collection of the sampled training data. Training data are gathered in the sampling process. The process is conducted in the experiment area. The structure of train data is shown in (1).

\[
D_i = (SSID_i, RSSI_i, P_i)
\]  

(1)

One training data \(D_i\) represents a single sample of the entire training data. In a train data \(D_i\), there are \(SSID_i\), \(RSSI_i\), and \(P_i\). \(RSSI_i\) is the received signal strength index that is emitted by an access point that has a service set identifier \(SSID_i\). \(P_i\) is the device’s position while sampling data or sampling position. \(P_i\) is represented in coordinate format \((x, y)\) which represents the room’s coordinate in the Cartesian system.

The sampling process is done as follows. First, the user that is equipped with a mobile device moves to one of the sampling positions (e.g. \((1,1)\)) within the experiment area. In this position, the user samples the \(RSSI_i\) from \(SSID_i\) or train data \(D_i\) many times (e.g. 100 times). They are gathered using a mobile-based signal strength sampling application that is installed in the mobile device. Later, all of the gathered sample data \(D_i\) in this position will have the same \(SSID_i\) and \(P_i\). They will have different \(RSSI_i\)s but there is a high chance that the same \(RSSI_i\)s might also occur.

After the sampling is done, the sampling process is repeated in the same sampling position until training data \(D_i\) from all SSID in the room have been sampled. The sampling amount for each SSID is also the same as the sampling amount of the first SSID (e.g. 100 times).

After training data from all SSID in the room have been sampled, then the user moves to the next sampling position (e.g. \((1,2)\)). In this position, the sampling process is repeated all over again from the beginning until training data from all of the sampling positions have been sampled.

\[
TD = (D_i)_{i=1}^n, D_i \in TD
\]  

(2)
Lastly, all of the sampled training data $D_i$ are merged into a collection of training data $TD$. The structure of $TD$ is shown in (2). A $TD$ has $n$ amount of $D_i$ which is the total amount of the sampled data. $TD$ is the output of this step and is now ready to be used in the next step.

3.1.2. Preprocessing training data

Before the training data are filtered by the new filter algorithm, the training data $TD$ needs to be preprocessed. The purpose of this step is to get the distance $d_i$ between the sampling position $P_i$ and the access point $SSID_i$. This step will calculate $d_i$ and append it to the training data $D_i$. At the end of this step, every $D_i$'s structure in $TD$ will change into (3).

$$D_i = (SSID_i, RSSI_i, P_i, d_i)$$

The first train data $D_i$ is selected from $TD$. In $D_i$, there are $SSID_i$ and $P_i$. $RP_i$ is the position coordinate of the access point $SSID_i$. $RP_i$ is determined manually based on the experiment area. $d_i$ or $dp_{i,RP_i}$ is the distance between $P_i$ and $RP_i$. Here, $d_i$ is going to be calculated using the Euclidean distance formula (4).

$$d_{p_{i,RP_i}} = \sqrt{(x_{P_i} - x_{RP_i})^2 + (y_{P_i} - y_{RP_i})^2}$$

After $d_i$ has been calculated, it is appended into $D_i$. So, $D_i$'s structure now becomes (3). The next train data $D_i$ is selected from $TD$. The selected data $D_j$ has the same $P_i$ and $SSID_i$ as the previous data $D_i$. $D_j$ will have the same $d_j$ as $d_i$ because $P_j$ is same as $P_i$. So, $d_j$ is appended into $D_j$ and $D_j$'s structure now becomes (3). The next train data $D_k$ is selected from $TD$ and the process is repeated until all $D_k$ that has the same $P_i$ and $SSID_i$ has been exhausted.

Next, the next train data $D_i$ is selected from $TD$. Now, the selected $D_i$ is a train data whose $SSID_i$ is different from the first $SSID_i$. Because the $SSID$ is different, $d_i$ needs to be calculated. From here, the process is then repeated until all $SSID$ in the same $P_i$ has been exhausted. This will make sure that every $D_i$ will have the correct $d_i$ in respect to its $SSID_i$. After that, the next train data $D_m$ is selected from $TD$. The selected data $D_m$ has the next sampling position $P_m$ which different from $P_i$. Here, the process is repeated from the beginning until all $D_i$ in $TD$ has been processed.

Finally, all $D_i$'s structure has been changed into (3). Now, they have $d_i$ value. The preprocessed training data $TD$ is now ready to be used in the next step.

3.1.3. Filtering training data

Next, the collection of training data $TD$ is filtered before they are used as input for the model generation algorithm. This is the contribution of this paper. This step receives $TD$ as the input and returns a collection of filtered data $F_{TD}$ as the output.

$RSSI_{last}$ is an RSSI variable whose value is based on the $RSSI_i$ value from $D_i$. It is initially set with $RSSI_i$ value (5). It changes in every $D_i$ iteration (5) and is going to replace $RSSI_i$ in $D_i$.

$$RSSI_{last_i} = \begin{cases} RSSI_{last_{i-1}} + RSSI_{d_i}, & i = 1 \\ \frac{RSSI_{last_{i-1}} + RSSI_{d_i}}{2}, & i > 1 \end{cases}$$

The new filter algorithm works as follows. First, all $D_i$ in $TD$ is sorted based on its $d_i$. The data are sorted ascendingly from the lowest $d_i$ to the highest $d_i$. Next, the first $D_i$ is selected and $RSSI_{last}$ is set with $RSSI_i$ value. The next data $D_j$ that has the same $SSID_i$ is selected. Then, $RSSI_{last}$ is updated using the previous $RSSI_{last}$ and current $RSSI_i$ values (5). The updated $RSSI_{last}$ then replaces $RSSI_j$ value in $D_j$. $D_j$ becomes $F_{D_j}$ which is the processed $D_j$ whose $SSID$ has been replaced by $RSSI_{last}$. The next data $D_k$ that has the same $SSID_i$ is selected and the process is repeated until all $D_k$ that has the same $SSID_i$ is exhausted.
After that, the next data $D_i$ whose $SSID_i$ is different from $SSID_l$ is selected. $D_i$ has the lowest $d_i$, and is considered as the first training data. So, the filtering process is started again from the beginning. The process is repeated until all $D_i$ in $TD$ is exhausted.

$$F_{TD} = (F_{D_i})^n_{i=1}, F_{D_i} \in F_{TD}$$

(6)

The output of this step is a collection ($F_{TD}$) of the processed training data $F_{D_i}$. The structure of $F_{TD}$ is shown in (6). From (6), we can see that the total amount of $D_i$ in $F_{TD}$ is equal to the amount of the original data ($n$). This happens because the filtering algorithm does not delete any $D_i$ but replaces it. After $F_{TD}$ is generated, $F_{TD}$ is now ready to be used in the next step which is the template generation process.

3.1.4. Generating path loss models

Lastly, path loss models are created using $F_{TD}$. This is the last step in the training phase. This step receives $F_{TD}$ as the inputted training data. It returns the models in mathematical equation format.

3 models will be generated. The number 3 is picked because there must be a minimum of 3 models to make the trilateration (positioning) algorithm in the testing phase work. Each model is a mathematical equation. The general equation of the path loss model is shown in (7).

$$y = A \ln x + B$$

(7)

In (7), there are 2 known values. They are $x$ and $y$. The other variables $A$ and $B$ are constants and currently unknown. They are unknown and will be found by the model generation process. $x$ is the distance between the user or device and an access point. So, $x$ variable can also be called $d_{AP}$. $y$ is the received signal strength $RSSI_l$ that is emitted by the access point. So, $y$ variable can also be called $RSSI_{AP}$. For the sake of clarity, Eq. (7) can be changed into (8).

$$RSSI_{AP} = A \ln d_{AP} + B$$

(8)

The model generation process is run to find the unknown variables ($A$ and $B$) using the known variables ($RSSI_{AP}$ and $d_{AP}$) from the training data $F_{TD}$. The method works as follows. First, one of $F_{D_i}$ in $F_{TD}$ is processed. $F_{D_i}$'s structure is the same as $D_i$. So, a $F_{D_i}$ contains $SSID_i$, $RSSI_i$, $P_i$, and $d_i$ (3). From $F_{D_i}$, the method assigns $RSSI_i$ into $RSSI_{AP}$ and $d_i$ into $d_{AP}$. After the needed variables have been set, $RSSI_{AP}$ and $d_{AP}$ are assigned into (8). Next, the method iterates $F_{TD}$ and gets the next data $F_{D_j}$. Here, we need to note that $SSID_j$ and $P_j$ must be same as previous ($SSID_i$ and $P_i$) until instructed to change. This means that the method picks the next data $F_{D_j}$ with the same access point $AP$ and sampling position $P_j$ (e.g. (1,1)). But, $RSSI_j$ can be the same or different than $RSSI_i$. Using the same process, the method gets $RSSI_{AP}$ and $d_{AP}$ from $F_{D_j}$ and assigns them into (8). Using two equations of (8), the unknown constant values $A$ and $B$ can be determined.

The method then continues iterating $F_{TD}$ until all $F_{D_j}$ whose $SSID_j$ and $P_j$ are same as previous ($SSID_i$ and $P_i$) is exhausted. In every iteration, the method assigns them into (8) and evaluates the previous results to get more accurate $A$ and $B$ values. After that, the method iterates $F_{TD}$ with different sampling position $P_j$ (e.g. (1,2)) but still with the same $SSID_i$. The method repeats until all sampling position is exhausted. These repetitions ensure that every training data for a specific $AP$ are considered in the model.

Finally, the $AP$ path loss model is created by assigning $A$ and $B$ values into (8). The positioning algorithm can input the signal strength $RSSI$ into the constructed model and it will return the distance.

Until now, there is only one generated model. Two more models need to be generated because the predicting process (trilateration) uses at least 3 models to be able to determine an unknown position. To make 2 more path loss models, here the method repeats once again from the beginning using the next different $SSID_j$ and a new (8) model to remove all previous $SSID_i$ calculation because 1 $AP$ can only have 1 path loss model.

$$C_{model} = (RSSI_{AP,1}, RSSI_{AP,2}, RSSI_{AP,3})$$

(9)
After the models have been created, they are packed into a container $C_{\text{model}}$ as shown in (9). $C_{\text{model}}$ contains 3 path loss models and is now ready to be used in the testing phase or predicting position.

3.2. Testing Phase: Predicting Position

The testing phase is the position prediction phase after the training phase has been done. In this phase, the unknown user’s position is predicted using the generated path loss models. There are 3 steps in this phase: sampling testing data and determining the position.

3.2.1. Sampling testing data

The first step in determining position is to get the testing data. Testing data are got by sampling the test data. The structure of the test data is shown in (10). The output of this step is a collection of the sampled test data $TD'$.

$$D'_i = (SSID'_i, RSSI'_i)$$  \hspace{1cm} (10)

A test data $D'_i$ contains two data: $SSID'_i$ and $RSSI'_i$. $SSID'_i$ is the service set identifier of the access point that emits signal strength index $RSSI'_i$. The difference between test data $D'_i$ and the train data $D_i$ is $D'_i$ does not have $P_i$ data. In the testing phase, $P_i$ is the position of the current user position $TP$. $TP$ is unknown and is the main variable that is going to be calculated in this phase.

The sampling process is done as follows. In $TP$, the user who is equipped with the sampling device samples the test data $D'_i$. The user samples $RSSI'_i$ from one of the access point $SSID'_i$. The sample $D'_i$ is taken many times (e.g. 10 times) using a mobile-based sampling application. The gathered sample data $D_i$ will have the same $SSID'_i$ and $RSSI'_i$. But, different $RSSI'_i$ might also occur.

After that, the sampling process is repeated but using the next SSID $SSID'_i$ until the $RSSI'_i$sample from all of the $SSID'_i$ in the room have been gathered. The user also records the $TP$ while it is not included in the test data. $TP$ will be used in evaluating the experiment result.

$$TD' = (D'_i)_{i=1}^n, D'_i \in TD'$$  \hspace{1cm} (11)

Finally, same as the training step, all of the sampled test data $D'_i$ are combined into a collection of training data $TD'$ whose structure is shown in (11). $TD'$ has $n$ amount of test data $D'_i$. $TD'$ is now ready to be used.

3.2.2. Determining the position

The next step is to determine the position based on the generated models $C_{\text{model}}$ and the test data $TD'$. This step receives $C_{\text{model}}$ and $TD'$ as the input and returns the prediction of the unknown user position $TP$ as the output.

First, the first test data $D'_1$ is selected from $TD'$. From $D'_1$, there are access point whose service set identifier is $SSID'_1$ and test signal strength $RSSI'_1$. Then, a path loss model $RSSI_{SSID'_1}$ from $C_{\text{model}}$ is selected. $RSSI_{SSID'_1}$ is chosen based on $SSID'_1$ because $RSSI_{SSID'_1}$ is the path loss model of $SSID'_1$ access point. Here, the distance $d_{AP}$ between $TP$ and the reference point $RP_{AP}$ of the access point $AP$ is going to be calculated. After that, $RSSI'_1$ is entered into the model’s $RSSI_{SSID'_1}$ formula (8). Later, (8) will return $d_{SSID'_1}, d_{SSID'_1}$, and $d_{SSID'_1}$ which is the normalized distance between $TP$ and $RP_{SSID'_1}$.

The process is repeated from the beginning after $d_{SSID'_1}$ is calculated. The next test data $D'_2$ is selected from $TD'$. Now, $D'_2$ whose $SSID'_2$ is different from the previous SSID $SSID'_1$ is selected. The different SSID is chosen because the next distance $d_{SSID'_2}$, needs to be calculated. $d_{SSID'_2}$ is the distance between $TP$ and the position of the next SSID $SSID'_2$ $RP_{SSID'_2}$. The same process is repeated once again so now there are 3 distances $d_{SSID'_1}, d_{SSID'_2},$ and $d_{SSID'_3}$.

Finally, the distances $d_{SSID'_1}, d_{SSID'_2},$ and $d_{SSID'_3}$ are packed into one collection $C_d$ (12). Here, $C_d$ is now available but $TP$ is still not available. The next method is required to determine the exact value of $TP$.

$$C_d = (d_{AP_1}, d_{AP_2}, d_{AP_3})$$  \hspace{1cm} (12)
Trilateration is a method that is used to determine the unknown position using the known reference points’ positions. The unknown position can be determined if there are minimal 3 known reference points and 3 known distances between the unknown position to every reference point. Trilateration converts the distances $d_i$ inside $C_d$ into the unknown user position $TP$ which is in a coordinate form $(x, y)$. It takes $C_d$ as the input and returns the predicted position $TP$ as the output.

The illustration of how trilateration works is visualized in Figure 2. Red dots are the reference points. A reference point $RP_{AP}$ is the position where the access point $AP$ is located and is represented in coordinate form $(x, y)$. There must be minimal of 3 reference points known to make the trilateration method works. Every $RP_{AP}$ should have been known from the very beginning. They can be got by manually examining the position of the $AP$ based on the map of the experiment area. A reference points container $C_{RP}$ (13) is used to contain these 3 reference points.

$$C_{RP} = (RP_{AP_1}, RP_{AP_2}, RP_{AP_3})$$ (13)

Yellow dot $TP$ is the user or device position. It still currently unknown and will be predicted in this phase. $d_{AP}$ is the distance between $TP$ and reference point $RP_{AP}$. Every $d_{AP}$ is related to $RP_{AP}$ and has been calculated in the previous step. So, now there is $C_d$ which contains 3 $d_{AP}$s.

Figure 2 also illustrates the possible user’s position influenced by his/her $d_{AP}$. For example, examine $d_1$. The big green circle created by $d_1$ is the possible position. The user might be anywhere in the circle. Here, the method’s purpose is to determine the user’s exact position $TP$. So, the second reference point $RP_2$ is introduced. $d_2$ also creates the big pink circle where represents all of the user’s possible position. But, using $RP_1$, $d_1$, $RP_2$, and $d_2$, user’s possible position can be reduced into 2 positions. They are located at the intersection of the big green circle and the big pink circle. To find $TP$, the third reference point $RP_3$ is introduced. Using the same way and Euclidean distance formula (4), the exact $TP$ position can be determined. This is the reason there must be 3 $RP_{AP}$ and 3 $d_{AP}$ minimal in order to make the trilateration method be able to calculate $TP$.

The variables that are currently available to be used are $C_{RP}$ and $C_d$. $C_{RP}$ contains $RP_{AP_1}$, $RP_{AP_2}$, and $RP_{AP_3}$ which fit into $RP_1$, $RP_2$, and $RP_3$ in Figure 2. $C_d$ contains $d_{AP_1}$, $d_{AP_2}$, and $d_{AP_3}$ which fit into $d_1$, $d_2$, and $d_3$ in Figure 2. Using these variables and the trilateration method that has been described, $TP$ can now be obtained. $TP$ is the result of the predicted user’s position. It is the very final output of the predicting position phase of the testing phase. The phase ends here because $TP$ has been obtained.

Figure 2. Trilateration Illustration
4. Experiment and Analysis
An experiment is conducted to check the effectiveness of the proposed method. The proposed method will be compared with the normal path loss model method. The parameters that will be measured are accuracy and performance. The accuracy parameter is used to determine how much accuracy is improved in the proposed method. Performance parameter is used to determine how robust the proposed method is compared to the existing method. The experiment was conducted in Windows 10 64-bit system powered by a 2.5 GHz AMD A12-9700P CPU. The used programming language is Python version 3.9.1.

4.1. Experiment Area
Before the training phase begins, the experiment area is determined. The area will be used to sample the training and testing data. It will also be used as a reference by the proposed method for its prediction output. The criteria of the experiment area are indoor environment, has human activity, and has 3 wireless LANs (WLANs). So, a family room of the author’s house is used. Its dimension is 7 × 7 meters.

![Figure 3. Experiment Area](image)

The floor plan of the experiment area is shown in Figure 3. Red dots are the sampling points. The points are defined as area coordinate in x and y value. The top-left red dot is the first point which is in (1,1). The bottom-right red dot is the last point which is in (6,6). These points are used to sample the training and testing data. They are also used as the coordinate of the predicted object position.

Yellow dots are the position of the WLAN devices. They are used as reference points. The reference points are also used as the sampling points too. So, there will be zero meter distance between the sampling point and the access point (reference point) in the training and testing data.

In each of the sampling points, both training data and testing data are sampled 200 times. Based on Figure 3, there are 3 access points and 33 sampling points. So, the total amount of the sampled data are 19,800. The data are sampled using an Android-based application in Xiaomi Mi4i devices. There is a 3 seconds delay in each of the samples. As in (1), each of the sampled data contains SSID, RSSI, and sampling point coordinate. Then, the sampled data are shuffled and divided into two: 100 training data and 100 testing data. Training data are supplied into the training phase. Testing data are supplied into the testing phase. The mean of 10 random data from the testing data is used as the input of test data. In the testing phase, the sampling point data will be used as the ground truth for the accuracy comparison.

4.2. Generated Path Loss Models
Based on the training data, path loss models are generated in the training process. They are mathematical equations based on (8). Each access point has one model. Based on the experiment area, there are 3 generated models. Equations (14), (15), and (16) show the models for each access point.
Figure 4. Models Generated By The Proposed Method

\[ RSSI_{\text{WiredBB8}} = -10.7385 \ln(d_{\text{WiredBB8}}) - 39.3742 \]  
\[ RSSI_{\text{Realme AP 1}} = -20.3638 \ln(d_{\text{Realme AP 1}}) - 38.4406 \]  
\[ RSSI_{\text{Realme AP 2}} = -16.333 \ln(d_{\text{Realme AP 2}}) - 38.2789 \]  

The graph visualization of the models is shown in Figure 4. In Figure 4, the models' mathematical equations are represented as lines. The dots are the filtered training data that are being used as reference points to build the models.

4.3. Accuracy

Accuracy comparison is provided to check the accuracy of the proposed method. The accuracy is calculated by calculating the error mean (in meter) of the predicted position concerning its ground truth. The result of the accuracy comparison is shown in Table 1. Green cell means the predicted position’s error of one’s method is lower than the other method which is shown in the orange cell. The proposed method gives 6 accuracy improvements, 1 accuracy reduction, and 24 unchanged accuracy or position predictions compared to the existing method.

| Ground Truth | Existing Method | Proposed Method |
|--------------|----------------|-----------------|
|              | Predicted Position | Error (meter) | Predicted Position | Error (meter) |
| (1,1)        | (2,6)            | 5.1            | (2,5)            | 4.1           |
| (2,1)        | (3,4)            | 3.2            | (4,3)            | 2.8           |
| (3,1)        | (4,3)            | 2.2            | (4,3)            | 2.2           |
| (4,1)        | (4,3)            | 2              | (4,3)            | 2             |
| (1,2)        | (4,3)            | 3.2            | (4,3)            | 3.2           |
| (2,2)        | (4,3)            | 2.2            | (4,3)            | 2.2           |
| (3,2)        | (4,3)            | 1.4            | (4,3)            | 1.4           |
| (5,2)        | (4,3)            | 1.4            | (4,3)            | 1.4           |
| (1,3)        | (2,4)            | 1.4            | (2,4)            | 1.4           |
Table 1 shows that the average error of the proposed method (1.89 meters) is lower than the existing method (2.1 meters). So, the average accuracy of the proposed method is 3% higher than the existing method. The proposed method has higher accuracy because the combination of distances that are returned by the proposed models is different from the existing method one. Based on the combination, trilateration gives a more accurate predicted position. Thus, the predicted position that is returned by the proposed method has better accuracy.

4.4. Performance

In addition to this research, a performance comparison is also provided to check the robustness of the proposed method. In the training phase, the performance is calculated by getting the computation time of the model generation step. The train data are already available. In the testing phase, the performance is calculated by getting the computation time of the predicting process to get the user’s position. The models and test data are already available. The data that are available are not being calculated again. The performance result is shown in Table 2.

| Phase | Mean Computation Time (ms) |
|-------|---------------------------|
|       | Existing Method | Proposed Method |
| Training | 1               | 1               |
| Testing  | 267             | 255             |

Table 2. Performance Comparison
From Table 2, we can see that the computation time of the proposed method and the existing method. In the training phase, the proposed method (1 ms) is similar to the existing method (1 ms). The reason is the amount of the training data is relatively low (100) from the processor’s computation speed perspective. In the testing phase, the proposed method computation time (255 ms) is relatively similar to the existing method (267 ms). The reason is they are using the same positioning algorithm.

5. Conclusion
Research to improve indoor positioning system accuracy has been conducted. To improve accuracy, a new filter algorithm is introduced. It filters the received signal strength index (RSSI) in the training phase. By considering the previous and current value, RSSI at a certain distance is replaced by a new one. The experimental result shows that the proposed method has 3% better accuracy than the existing method.
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