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Abstract—Dynamic demand prediction is a key issue in ride-hailing dispatching. Many methods have been developed to improve the demand prediction accuracy of an increase in demand-responsive, ride-hailing transport services. However, the uncertainties in predicting ride-hailing demands due to multiscale spatiotemporal granularity, as well as the resulting statistical errors, are seldom explored. This paper attempts to fill this gap and to examine the spatiotemporal granularity effects on ride-hailing demand prediction accuracy by using empirical data for Chengdu, China. A convolutional, long short-term memory model combined with a hexagonal convolution operation (H-ConvLSTM) is proposed to explore the complex spatial and temporal relations. Experimental analysis results show that the proposed approach outperforms conventional methods in terms of prediction accuracy. A comparison of 36 spatiotemporal granularities with both departure demands and arrival demands shows that the combination of a hexagonal spatial partition with an 800 m side length and a 30 min time interval achieves the best comprehensive prediction accuracy. However, the departure demands and arrival demands reveal different variation trends in the prediction errors for various spatiotemporal granularities.

Index Terms—Ride-hailing, departure and arrival demands, deep learning, hexagonal ConvLSTM, optimal granularity.

I. INTRODUCTION

AS AN information and communication technology innovation application in smart transportation, ride-hailing services have become increasingly popular in the daily travel of residents [1]. Although ride-hailing services have improved people’s travel quality and provided more mobility options, the dispatching of ride-hailing based on dynamic demand prediction, which helps to reduce the amount of vacant driving and the waiting time, remains an unsolved and urgent issue [2]. The core of ride-hailing services is to connect drivers and passengers with relatively higher spatiotemporal efficiency [3]. Better temporal and spatial prediction of passenger demand is the key to optimizing the dispatching of ride-hailing, to reducing the operating costs of drivers, and to improving the travel quality of residents.

The problem of supply-demand imbalance with high dispersion travel demands has become increasingly prominent for many demand-responsive travel service providers worldwide [4]. As the world’s largest ride-hailing service platform with 550 million registered users in 2018, DiDi Chuxing currently responds to more than 50 million orders per day in more than 400 cities. Deep-learning-based methodologies, as well as the dispatching of ride-hailing, have been suggested to be a potential solution for travel demand prediction with this large number of orders, as they address various uncertainties, such as spatial correlation [5], missing data [6], and travel pattern recognition [7].

To estimate and predict the demands of a homogeneous spatial area, a time series model is a good choice if spatial independence exists. However, the demand-responsive services that are available to meet the personalized travel demand exhibit spatial dependence effects, spatial spillover effects, and temporal dependence effects [8], [9]. Another stubborn problem faced by the aggregation of area-based output is the modifiable areal unit problem (MAUP) [10], in which the sensitivity of analytical results to the scale of units is shown to produce highly unreliable results and thus to be essentially unpredictable [11]. They stated that there is no optimal zoning system for all variables from the prospect of minimizing spatial autocorrelation. Although there have been many attempts to address the effects of MAUP, limited successes have been achieved to date [12]. Previous studies on the spatial size and time interval of grid partitions were usually based on experience (involving administrative division, traffic zones and unified grids, such as triangles, squares and hexagons), and no formal standards or guidelines exist for choosing an appropriate spatiotemporal granularity [13]. However, the ride-hailing demand aggregated by different spatiotemporal granularities have their own regularity. The regularity of the demand volume at the grid level was especially high at times, which indicates that prediction can achieve high accuracy [14]. To the best of our knowledge, the effects of various spatiotemporal granularities on the accuracy of a ride-hailing demand prediction model have often been disregarded.
In this paper, we analyze the multiscale spatiotemporal difference in travel demand prediction of internet-based ride-hailing and propose a hexagonal deep learning approach to examine the effects of spatiotemporal granularity on the prediction accuracy of short-term demands. We addressed the issues of 1) whether the hexagonal deep learning model has better prediction accuracy than a square partition; 2) whether an optimal spatiotemporal granularity exists with better prediction accuracy; and 3) whether the departure demands (how many orders leave at a given time interval in a hexagonal partition) and arrival demands (how many orders arrive at a given time interval in a hexagonal partition) have the same sensitivity to spatiotemporal granularity. Since the spatial positions between two hexagonal partitions are non-Cartesian coordinate data, we propose a convolutional long short-term memory model combined with a hexagonal convolution operation (H-ConvLSTM) to capture complex spatiotemporal correlations.

The remainder of this paper is organized as follows: Section 2 reviews the conventional methods and recent innovations in taxi demand forecasting. Section 3 describes the hexagonal partitions and hexagonal convolution operation and further explicitly introduces the proposed H-ConvLSTM model. An experimental study is conducted in the following section. The last section concludes the paper.

II. Literature Review

Scientific issues in the network design of taxi services, as well as customer origin-destination (OD) spatiotemporal distributions, have been investigated for more than three decades [15]. Compared to conventional studies on taxi services, the current taxi market, with both roadside pick-up and e-hailing services, induces many interesting and emergent issues. Wang et al. [3] proposed a general framework and helped clarify the operation of ridesourcing systems and the complicated interactions among various stakeholders. They stated that four groups of problems must be addressed: 1) demand and pricing, 2) supply and incentives, 3) platform operations, and 4) competition, impacts and regulations.

To improve the prediction accuracy of ridesharing choices, Chen et al. [16] examine the service model of an emerging urban mobility company, DiDi Chuxing, and propose a novel ensemble learning approach for understanding on-demand travel patterns. How to effectively mine the potential spatiotemporal characteristics of data and to provide more accurate demand prediction have become increasingly concerning issues in the field of intelligence on demand traffic management. The widely utilized methodology to address spatiotemporal demand estimation includes 1) statistics and econometrics and 2) machine learning.

In addition to the commonly employed statistical methods, such as the moving average, the time series method represented by the autoregressive integrated moving average (ARIMA) model is widely employed in traffic demand prediction [17]. Jiang et al. [18] developed a hybrid demand prediction approach for high-speed rail that combines ensemble empirical mode decomposition and gray support vector machine models. Moreira-Matias et al. [19] combined three time series forecasting techniques to generate a prediction, the results of which were always better than those obtained by a single model. Ma et al. [20] proposed an interactive, multiple-model-based, pattern hybrid approach to predict short-term passenger demands, which maximizes the effective information content by assembling knowledge from pattern models. Davis et al. [21] proposed a multilevel clustering technique to improve the accuracy of linear time series model fitting.

Some recent studies found that some unavoidable issues arise when using statistics and econometric methods to predict OD demands, such as the missing spatiotemporal data problem [6], inaccurate analysis of travel demand prediction [22], and especially the ride-hailing matching failure problem due to spatiotemporal rationing discrimination [23]. Travel demand usually has a strong spatiotemporal correlation. From a temporal perspective, affected by factors such as rush hours, weekends and holidays, the travel demand of passengers has a strong periodicity. From a spatial aspect, Yang et al. [24] revealed that passenger demand for a particular region is determined jointly by variables for this region and the entire network. Most residents usually have relatively fixed origin points for their travel demands, which may be served by vacant cars from neighboring zones. Therefore, the travel demands of a zone are usually more related to its spatially nearby regions.

With the success of deep learning technology in computer vision and natural language processing [25], [26], the corresponding methods have gradually been applied to traffic prediction [27]. The convolutional neural network (CNN), as a successful deep learning method, addresses the problem of obtaining spatial relations by treating urban traffic as an image. Ma et al. [28] proposed a CNN-based method to improve the accuracy of predicting large-scale, network-wide traffic speeds. Deep learning has also shown advantages in traffic flow prediction [29], OD demand prediction [30], individual mobility prediction, and traffic accident detection.

As one of the best sequence learning methods, long short-term memory (LSTM) has good performance in traffic prediction. Yu et al. [31] applied deep LSTM to forecast peak-hour traffic and managed to identify unique characteristics of the traffic data. Xu et al. [32] combined LSTM and mixture density networks to predict taxi demand in different areas of a city. Although the LSTM model effectively solves the gradient disappearance problem of long time series by setting the gate unit, they do not model the complex spatiotemporal relationships.

Recent studies proposed the CNN+LSTM model, which combines complex, nonlinear, spatial and temporal correlations to improve the accuracy of the short-term prediction of travel demand and travel time [33], [34]. This model typically uses the CNN model to extract the spatial characteristics of data and then applies the output results as the input of the LSTM model to extract the temporal characteristics, which causes a certain degree of loss in the spatial topological relations of the data. As a solution, Shi et al. [35] developed a convolutional LSTM (ConvLSTM) model to address the complex temporal and spatial correlation issues in precipitation nowcasting, which provides convolutional structures
in transitions and outperforms the fully connected LSTM. ConvLSTM achieves good performance in the field of video detection [36]. In the domain of transportation, Yang et al. [37] utilized travel speed as the input of the ConvLSTM to predict the travel state of a network, and Ke et al. [38] and Wang et al. [39] applied this model to travel demand prediction.

A limited number of previous studies have explored the shape and scale of spatial partitions, as well as the duration of time partitions, and their effects on the accuracy of transport demand forecasting. Most existing studies divide a city into square grids and then consider the historical spatiotemporal characteristics in each grid as the input for demand forecasting. Otherwise, they choose the traffic area zones based on planners’ experience as the spatial statistical unit, which are usually too large and rough in rural-urban continuum areas. Compared with a square, the shape of a hexagon is more similar to a circle, and the points on the boundary are closer to the center, which may be better for grouping similar travel demands into the same partition. In addition, each side of a hexagon is adjacent to a hexagon, which is symmetric equivalent [40]. Because of these advantages, hexagonal partitioning has been widely employed in regional science research. Shoman et al. [41] conducted a comparative analysis of the gridding systems of triangles, squares and hexagons for urban land use analysis and discovered that hexagonal grids are the best choice for minimizing the area errors of urban fabric. Csiszár et al. [42] applied hexagonal partitioning to the configuration evaluation of urban regional charging stations and further optimized the distribution of charging stations. To the best of our knowledge, Ke et al. [43] is the first researcher to propose a CNN model based on hexagonal partitions to address the temporal and spatial correlation issues for supply-demand prediction of ride-sourcing services. However, the local hexagonal partition map is mapped to different matrices through three coordinate systems before the convolution calculation, where the spatial topological relations between each pair of hexagonal partitions suffer from different degrees of loss.

In the field of computer science, efforts to reduce the loss of hexagonal topology have been taken seriously. Steppa et al. [44] developed a deep learning framework named HexagDLy with convolution and pooling operations on hexagonal partitions. However, it is difficult to grasp the complex temporal correlation in time series data. Based on the statistical analysis of the taxi OD trajectory dataset, Zhang et al. [45] proposed that the choice of the spatial scale has a significant impact on the collected spatial data and the corresponding analysis results. Cheng et al. [46] developed a multiscale spatiotemporal anomaly detection model of human activities represented by time series to improve the detection effect and interpretability. In terms of travel demand prediction, Chu et al. [47] formed a hierarchical structure such that the output of a larger-scale ConvLSTM is fed to the input of the next level for higher prediction performance. However, very limited research has addressed the scale differences of spatiotemporal partitions and influence mechanisms. To the best of our knowledge, there is only one exception academic paper by Zhang et al. [44], which examines the scale effect (granularity effect) of spatial distribution data from the viewpoint of interaction patterns. The scale effect was noticed first by Openshaw and Taylor [48], and researchers have proven that the choice of spatial units may have a significant influence on the results of geographical analysis [49]. The best scale/unit remains unsolved due to the complexity in the spatial interrelation among various spatial activity participants [45], [50], [51]. The current work attempts to understand the scale effect on dynamic ride-hailing demands from the aspect of geointelligence.

This paper aims to address the research gap of the effect of various spatiotemporal granularities on data-driven, short-term, transport demand forecasting by using an improved topological loss-free H-ConvLSTM model, which combines spatiotemporal prediction with the advantages of hexagons in region partitioning for the travel demand prediction of ride-hailing.

III. METHODOLOGY

A. Preliminary

The spatial and temporal distribution characteristics of historical orders are employed to predict the future demand for ride-hailing in a specific partition of a city. Due to the previously described advantages, an urban space is divided into multiscale hexagonal partitions as \( L = \{ l_1, l_2, \ldots, l_i, \ldots, l_n \} \), as shown in Fig. 1, and a whole day is discretized into time intervals as \( T = \{ T_1, T_2, \ldots, T_i, \ldots, T_m \} \).

Thus, the demand could be defined as the number of ride-hailing orders at one zone per time interval, i.e., \( y_i^t \), which is the demand of location \( l_i \) in time interval \( T_i \). Because the travel demand of a zone is usually more related to its spatially nearby regions, the surrounding two “rings” of neighbors are simultaneously considered. A hexagonal partition with two layers of its neighbors can be numbered, as shown in Fig. 2. The local hexagon demands centralized at hexagon \( l_i \) in time
interval $T_i$ are represented as vector $V^I_t = (y^I_{i_1}, y^I_{i_2}, \ldots, y^I_{i_{19}})$, where $y^I_{i_1} = y^I_{i_2}$.

In the temporal aspect, the travel demand of a hexagonal partition is most affected by its past adjacent time intervals. Therefore, the ride-hailing demand prediction model of the target hexagonal partition is established as follows:

$$\hat{y}^I_{i}^{t+1} = \mathcal{F}(V'^I_{i}^{t-h+1}, V'^I_{i}^{t-h+2}, \ldots, V'^I_{i}^{t})$$

for $i \in L$, where $V'^I_{i}^{t-h+1}, V'^I_{i}^{t-h+2}, \ldots, V'^I_{i}^{t}$ denotes the historical local hexagon demands for partitions $l_i$ and time intervals from $t-h+1$ to $t$. $\mathcal{F}(\cdot)$ is the H-ConvLSTM function, which is presented in the following section.

### B. Hexagonal Convolution Operation

A hexagonal convolution kernel is adopted to carry out the convolution operation, as shown in Fig. 3. The input and output of a convolution operation are two-layer, local hexagon maps with the same dimensions. The shape distribution of the hexagonal convolution kernel is similar to that of the local hexagonal map. A hexagonal convolution kernel with a kernel size of 1 includes one hexagon and its six adjacent neighbors. Since the forward and feedback propagation of deep learning are based on matrix transformation, both the local hexagonal map and hexagonal convolution kernel need to be matched into the equivalent matrix or tensor. First, the local hexagon map is padded with virtual hexagons of zero demand values to make the data amount of each column equal. Second, the input of the convolution operation can be transformed into a $5 \times 5$ 2D matrix $X^I_t$, which is established as follows:

$$X^I_t = \begin{bmatrix}
0 & y^I_{i_1} & y^I_{i_2} & y^I_{i_9} & 0 \\
0 & y^I_{i_8} & y^I_{i_9} & y^I_{i_{10}} & y^I_{i_{11}} \\
0 & y^I_{i_9} & y^I_{i_{10}} & y^I_{i_{11}} & y^I_{i_{12}} \\
0 & y^I_{i_{13}} & y^I_{i_{14}} & y^I_{i_{15}} & y^I_{i_{16}} \\
0 & 0 & y^I_{i_{16}} & 0 & 0
\end{bmatrix}$$

### C. Architecture of H-ConvLSTM

Fig. 4 shows the architecture of the H-ConvLSTM model. Assume that the previous $h$ time intervals of historical travel demand of local hexagon maps centralized at hexagon $l_i$ are $V'^I_{i-h+1}, \ldots, V'^I_{i}$. As an improved form of the LSTM model, H-ConvLSTM has hexagonal convolutional structures in both the input process and state transfer process and achieves good performance on general spatiotemporal sequence forecasting problems.
Similar to LSTM, the key to H-ConvLSTM is the cell state, which ensures the memory and circulation of information. H-ConvLSTM has the ability to remove or increase information to the cell state by carefully designing structures that are referred to as gates that consist of forget gates, input gates and output gates. To reduce the loss of spatial topological information in the process of model calculation, the inputs \( V_{i}^{t-h+1}, \ldots, V_{i}^{t} \) cell states \( C_{i}^{t-h+1}, \ldots, C_{i}^{t} \), hidden states, \( H_{i}^{t-h+1}, \ldots, H_{i}^{t} \) and other gates of H-ConvLSTM are 3D tensors whose last two dimensions are rows and columns of spatial information. First, the 2D transformation matrix therefore needs to be transformed to a 3D tensor: \( V_{i}^{t} \rightarrow V_{i}^{t} \).

The second step is to determine what information we discard from the cell state \( C_{i}^{t} \). This decision is made through the forget gate layer \( f_{i}^{t} \). The third step is to determine what new information is stored in the cell state. This step consists of an input gate layer \( i_{i}^{t} \) to determine what information to input and a tanh layer to create a new candidate cell state \( C_{i}^{t} \). The old cell state \( C_{i}^{t-h} \) is then updated to \( C_{i}^{t} \). In the last step, we need to determine the output \( O_{i}^{t} \), which is based on our new cell state \( C_{i}^{t} \) and an output gate layer \( O_{i}^{t} \). The output gate layer \( O_{i}^{t} \) determines which parts of the cell state \( C_{i}^{t} \) will be exported. H-ConvLSTM determines the future state of a certain cell in the grid by the inputs and past states of its local neighbors, which can easily be achieved by using a convolution operator in the input process and state transfer process. The specific functional relationship of H-ConvLSTM is expressed as follows:

\[
\begin{align*}
 f_{i}^{t} & = \sigma(W_{f} \ast [9C_{i}^{t-1}, V_{i}^{t}]) + b_{f} \\
 i_{i}^{t} & = \sigma(W_{i} \ast [9C_{i}^{t-1}, V_{i}^{t}]) + b_{i} \\
 C_{i}^{t} & = \tanh(W_{c} \ast [9C_{i}^{t-1}, V_{i}^{t}]) + b_{c} \\
 C_{i}^{t} & = f_{i}^{t} \odot C_{i}^{t-1} + i_{i}^{t} \odot \tanh(C_{i}^{t}) \\
 O_{i}^{t} & = \sigma(W_{o} \ast [9C_{i}^{t-1}, V_{i}^{t}]) + b_{o} \\
 \mathcal{H}_{i}^{t} & = O_{i}^{t} \odot \tanh(C_{i}^{t})
\end{align*}
\]

where \( \ast \) denotes the hexagonal convolution operator, \( \odot \) denotes the Hadamard operator, and \( \sigma \) and \( \tanh \) denote the activation function of the sigmoid function and hyperbolic tangent function, respectively. \( W_{f}, W_{i}, W_{c}, W_{o}, b_{f}, b_{i}, b_{c}, b_{o} \) are trainable parameters. Given the input \( \mathcal{X}_{i}^{t} \) and \( \mathcal{H}_{i}^{t-1} \), a 3D tensor \( \mathcal{H}_{i}^{t} \) that has an integration of temporal and spatial features for location \( l_{i} \) and time interval \( T_{i} \) could be provided.

\( \mathcal{H}_{i}^{t} \) is input into a fully connected network to obtain the prediction demand \( \hat{y}_{i}^{t+1} \) for location \( l_{i} \) and time interval \( T_{i+1} \) as follows:

\[
\hat{y}_{i}^{t+1} = \sigma(W_{fu} \mathcal{H}_{i}^{t} + b_{fu})
\]

where \( W_{fu} \) and \( b_{fu} \) are parameters of the fully connected layer and \( \sigma \) is the sigmoid function.

\section{IV. Experiment}

\subsection{A. Dataset Description}

The dataset is extracted from the DiDi GAIA Open Dataset, which provides the OD information of matched orders and completed trips from Nov. 1st to Nov. 31st, 2016, in Chengdu, China. The total travel demands during this period are approximately 230 thousand orders per day. Fig. 5(a) presents the distribution of the demand for online ride-hailing services throughout the entire month. Friday is the peak time when people choose to leave the city and return home, and leisure shopping travel increases on Saturday; orders placed on these days of the week are 10.8% higher on average compared with other days. The order data of November 15 (Tuesday) and November 19 (Saturday) are selected as the representations of working days and weekends, respectively, in this paper.

The statistics of the travel distribution on both days are shown in Fig. 5(b). The travel demand on both days began to increase sharply at 7 am and gradually decreased after 6 pm. In addition, the travel demand on weekends is generally higher, except during rush hour at approximately 9 am. In this case, additional effort needs to be made by DiDi to fulfill the dynamically changing demand. By using the appropriate prediction model, the online car-hailing supply can be regulated and adjusted in a timely manner according to the spatiotemporal characteristics of the demand.

A hexagonal grid with a side length of 800 m is adopted to divide the Chengdu urban area, and the time interval is set to 30 min. In addition, the previous 8 time intervals are used to predict the travel demand in the next time interval. Our data include 21 \( \times \) 21 hexagonal partitions with lengths between 115.67°E and 116.01°E and latitudes between 35.73°N and 30.56°N.
36.03°N, which cover the majority of urban built-up communities with an area of 733.28 km². The data of the previous 21 days are utilized as the training set, and the data of the remaining 9 days are applied as the test set.

B. Model Configuration

The experiments are implemented on the DiDi cloud platform with an NVIDIA P4 GPU. The proposed model was conducted via Python 3.6 with PyTorch, TensorFlow and Keras. The size of the local hexagonal cluster is set as a hexagonal partition with two rings of surrounding neighbors, which contains 19 partitions, and the entire research area covers approximately 31.56 km². The proposed H-ConvLSTM model includes 4 ConvLSTM layers, which have 8, 16, 32, and 32 hidden states. The hexagonal kernel size of each layer is 1. Batch normalization and dropout are applied to train the model. The training epochs are set to 50, with a batch size of 128. Adam is used for optimization. The RMSE and MAPE are employed to evaluate the prediction performance. In the loss function, the hyperparameter \(\lambda\) is set to 0.01 to ensure that RMSE and MAPE’s influence in the feedback calculation is in the same dimension.

C. Comparison of Models

Several conventional or state-of-the-art models were selected for comparison with our model. To ensure fairness, the two-layer local hexagonal map \(V_t^i\) centered on the specific hexagonal partition \(y_t^i\) is selected as the input features of each benchmark model. In terms of the partition shape, the square partition with the same area as the hexagon is selected as a contrast, and the input of the corresponding benchmark models is a 5 × 5 local adjacency matrix centered on \(y_t^i\).

The configuration of each benchmark model is presented as follows:

1) Historical Average: indicates that the demand value is periodic and that the weighted average value of the demand in the historical period was employed to predict the demand in the next period.

2) ARIMA: the ARIMA model that is widely utilized for time series prediction. The difference order \(d\) is set to 1, with autoregressive coefficient \(p\) and moving average coefficient \(q\) iterating previous time intervals between 1 and 8.

3) CNN: the previous 8 time intervals are represented by the number of channels of the input image. Before the convolution calculation, the two-layer local hexagon map should be transformed into a 5 × 9 × 1 tensor following previous research [43]. The CNN model with both hexagonal partitions and square partitions includes 4 convolution layers, which have 8, 16, 32, and 32 hidden states. The convolution kernel size of each layer is 3 × 3. Batch normalization and dropout are employed to train the model.

4) LSTM: local adjacency maps of hexagon and square partitions are flattened into 1-dimensional demand vectors, and demand features of the previous 8 time intervals are selected to predict the next time interval. The hidden state is set to 128.

5) ConvLSTM: The two-layer, local hexagon map is transformed into a 5 × 9 × 1 tensor following previous research [43]. The convolution kernel size of each layer is 3 × 3. Other parameter settings are consistent with the H-ConvLSTM model.

6) H-CNN: the previous 8 time intervals are represented by the number of channels of the input image. A hexagonal convolution operation is applied between each layer. The hexagonal kernel size of each layer is 1. Other parameter settings are consistent with the CNN model.

The performance results with departure demand prediction of each model are shown in Table I. Compared with the square, the hexagon is symmetric equivalent and more resembles the circle, which may be better for grouping similar travel demands into the same partition. The MAPE and RMSE are improved to a certain extent in each model with hexagonal partitioning. With the enhancement of the ability to capture the temporal and spatial characteristics of the travel demand, the prediction performance of ConvLSTM with hexagonal partition improves by 21.3% and 10.2% compared to the CNN and LSTM, respectively, in terms of the MAPE (16.0% and 2.8%, in terms of the RMSE). Due to hexagonal convolutional structures in both the input process and state transfer process, the proposed H-ConvLSTM model eliminates the spatial topological loss of travel demand caused by matrix transformation in the ConvLSTM model and achieves the best comprehensive prediction accuracy. Moreover, the training set is evenly divided into three parts \(P_1\), \(P_2\) and \(P_3\) according to time, which are respectively used to exchange with the

| Model   | Partition shape | RMSE/SD (\%\%) | MAPE (×10⁻²) | Train time (min) | Test time (min) |
|---------|-----------------|----------------|--------------|-----------------|-----------------|
| HA      | Square          | 12.38/0.20     | 27.22/0.50   | 0.03            | 0.01            |
|         | Hexagon         | 12.17/0.22     | 25.36/0.77   | 0.03            | 0.01            |
| ARIMA   | Square          | 12.56/0.36     | 23.61/0.61   | 0.12            | 0.01            |
|         | Hexagon         | 11.93/0.13     | 23.29/0.58   | 0.13            | 0.01            |
| CNN     | Square          | 11.40/0.14     | 22.45/0.76   | 5.16            | 0.02            |
|         | Hexagon         | 10.75/0.15     | 21.62/0.49   | 6.71            | 0.02            |
| LSTM    | Square          | 9.46/0.13      | 20.62/0.68   | 10.02           | 0.03            |
|         | Hexagon         | 9.29/0.11      | 18.95/0.58   | 10.13           | 0.03            |
| ConvLSTM| Square         | 9.37/0.12      | 17.18/0.46   | 47.84           | 0.11            |
|         | Hexagon         | 9.03/0.07      | 17.02/0.55   | 52.57           | 0.13            |
| H-CNN   | Hexagon         | 9.64/0.16      | 20.13/0.40   | 127.58          | 0.31            |
| H-ConvLSTM | Hexagon     | 8.82/0.05     | 16.71/0.36   | 163.43          | 0.42            |

Fig. 6. Partitioning modes of data set.
data of the previous week in the test set, as shown in Fig. 6. Another three groups of data combinations $G_1$, $G_2$, and $G_3$ are therefore obtained to verify the statistical stability of the prediction performance. Systematic cross-validation shows that the proposed H-ConvLSTM model has smaller standard deviation. In addition, two-sample t-tests between the proposed H-ConvLSTM model and other models are performed for MAPE and RMSE distributions under each data combination. The hypothesis test between H-ConvLSTM and the second-best model ConvLSTM (with hexagon partition) shows the largest P-value 0.0029, in terms of the MAPE (0.0015, in terms of the RMSE), which indicates that the optimal prediction performance of our proposed model is statistically significant.

Since the forward and feedback propagation of deep learning are based on matrix transformation, both the local hexagonal map and hexagonal convolution kernel need to be matched to the equivalent matrix or tensor, which produces a higher training time for our H-ConvLSTM model. However, considering that there is no order of magnitude difference in the training time between our model and the second-best model and that all training is conducted offline, the potential disadvantage of this higher training time to demand prediction is limited. Fig. 7 shows the trend of travel demand prediction and actual results of each model in a selected hexagon over time. The H-ConvLSTM model shows more stable prediction performance in high demand time intervals.

### D. Effects of Spatiotemporal Granularity

The ideal spatiotemporal granularity is expected to reflect similar OD patterns, which may be influenced by the built environment, as well as travelers’ personal socioeconomic characteristics and travel habits. Previous studies on the spatial size division and the time interval selection of the basic research unit usually made judgments by experience, taking, e.g., 500 m or 1 km, as the spatial size and 30 min or 60 min as the time interval, and no unified standard exists. To achieve better prediction performance, the prediction performances for hexagonal partitions and square partitions at various spatiotemporal granularities are compared. The spatial granularities of hexagonal partitions are set to 200 m, 500 m, 800 m, 1200 m, 1600 m, and 2000 m. To ensure consistency in the area of the partitions, the spatial granularities of the corresponding square partitions are set to 300 m, 800 m, 1300 m, 1900 m, 2600 m, and 3200 m. The temporal granularities of the two partition shapes are uniformly set to 15 min, 30 min, 45 min, 60 min, 90 min, and 120 min.

The results of the MAPE shown in Fig. 8 reveal that the intuition judgment of “the smaller a partition (with a higher similar regional build environment) is, the smaller the heterogeneity uncertain effect on the prediction performance will be” is sometimes not the truth. As the granularity of the temporal and spatial dimensions increases, the MAPE of the prediction of both the departure demand and arrival demand for hexagonal partitions and square partitions decreases and then increases. The predicted short-term departure demand and arrival demand have the best comprehensive prediction performance for a time granularity of 30 min and a hexagonal partition with a side length of 800 m (corresponding square partition with a side length of 1300 m) for Chengdu. The scale of 800 m (1300 m) and 30 min for hexagonal partition (square partition) is the best choice for the spatiotemporal granularity, which balances the within-zone similarity and between-zone
variance, as travelers with similar travel demand characteristics are not divided into a common partition if the spatiotemporal granularity is too small, which leads to unstable demand of the partition. If the spatiotemporal granularity is too large, more demands with different spatial and temporal demand characteristics are grouped, and the sample size of the data is drastically reduced. For example, the sample size of the training set with a time granularity of 30 min and a hexagonal partition with a side length of 800 m is $21 \times 21 \times 21 \times 48 = 444528$, while the sample size of the training set with a time granularity of 90 min and a hexagonal partition with a side length of 2000 m is $8 \times 8 \times 21 \times 16 = 21502$, which has a negative impact on model training and renders the prediction of the model more complicated.

Another interesting phenomenon is that the two types of demands are quite different when discussing the spatial granularity with the second-best prediction accuracy. The departure demand prediction tends to be better with a smaller hexagonal partition side length of 500 m (corresponding square partition side length of 800 m) and the same time interval of 30 min, while the arrival demand prediction performs better at the same spatial partition side length of 800 m (corresponding square partition side length of 1300 m) and a longer time interval of 45 min. To quickly and easily access a ride-hailing car, passengers usually choose a pick-up point that is relatively easy to access to meet the driver. Origin points with similar travel characteristics are therefore relatively fixed and concentrated. However, to reduce the walking distance, passengers often ask their drivers to take them as close as possible to their destination. The distribution of passenger destinations is therefore more discrete and complex and requires a large spatial granularity for analysis.

Generally, the RMSE is an absolute error; thus, the smaller the scale of the spatiotemporal granularity is, the better the accuracy will be. Notably, the RMSE is sensitive to outliers. With an increase in spatial granularity, the demand values of both the hexagonal partitions and square partitions increase significantly. For example, the maximum travel demand of the training set with a time granularity of 30 min and a hexagonal partition with a side length of 800 m is 859, while the maximum travel demand of the training set with a time granularity of 90 min and a hexagonal partition with a side length of 2000 m is 4192. The increased probability of large outliers eventually leads to higher RMSE values. To better reflect the optimal spatial granularity, we normalized this indicator as follows:

$$NRMSE = \frac{RMSE}{y_{max} - y_{min}}$$

where NRMSE is the normalized root mean square error and $y_{max}$ and $y_{min}$ are the maximum value and minimum value, respectively, of travel demand at each spatiotemporal granularity.

The effects of the spatiotemporal granularity on the NRMSE are shown in Fig. 9. When the hexagonal side length is 800 m (corresponding square partition side length of 1300 m) and the time interval is 30 min, the departure demands and arrival demands also have the optimal prediction performance.
In the discussion of the spatial granularity with the second-best prediction accuracy, the prediction accuracy gap between the second-best granularity and the other granularities decreases.

E. Multiscale Spatiotemporal Prediction Framework

In order to integrate the respective prediction performance of different spatiotemporal granularities, we further propose a multiscale spatiotemporal prediction framework, as shown in Fig. 10. The hexagonal partition with a temporal granularity of 30 min and a spatial granularity of 800 m side length is taken as the basic spatiotemporal granularity. By enlarging and shrinking the basic spatiotemporal granularity, the multiscale historical demand characteristics \( mV[l] \) of the target partition \( l_i \), which are fed into the H-ConvLSTM model to predict the multiscale demand values in the future time interval, are obtained. In the multiscale predicted values, a group with a small difference from the real values is selected to calculate the error loss function. Therefore, the prediction model dynamically screens the optimal scale in each training process. The trained model is applied to the multiscale spatiotemporal prediction of the test set, and the multiscale optimal spatiotemporal granularity of each basic spatiotemporal partition can be obtained according to the prediction performance.

V. Conclusion

This paper presents an improved deep learning approach to short-term demand prediction of ride-hailing services, which addresses the gap of the disregarded effects of spatiotemporal granularity on the prediction accuracy. The main contributions of this study are presented as follows:

- We use hexagon-based zoning to develop an H-ConvLSTM deep learning model to better explore potential spatial and temporal correlations, which is a commonly disregarded issue in statistical- or econometric-based models. The proposed H-ConvLSTM model is a novel combination of the conventional ConvLSTM model and HexagDLy framework, with the advantages of no topology loss through hexagonal convolution operation, which is more complex than both the ConvLSTM and HexagDLy frameworks and has never been proposed in the field of travel demand prediction. Experimental results show that the proposed method has better prediction performance than several competing methods.

- We revealed the issue and characteristics of the scale effect on ride-hailing demand prediction. One of the most important findings is that the scale effect cannot be well addressed by widely utilized deep learning methods due to the natural, spatiotemporal, unbalanced characteristics of dynamic travel demands. Therefore, we conducted a sensitivity analysis to analyze the effect of spatiotemporal granularity on demand prediction and addressed the gap of providing guidance on choosing spatial and temporal granularity for accurate demand predictions.

- The influence of spatiotemporal granularity on travel OD demand prediction for hexagonal partitions and square partitions is explored considerably by examining 72 situations, including six spatial granularities, six temporal granularities and two types of demand (departure demands and arrival demands). The results verify that spatiotemporal granularity does influence the accuracy of short-term OD prediction, which has similar distribution characteristics for the two partition types. Chengdu achieves better prediction performance when the time interval is 30 min and the side length of the hexagonal partition is 800 m (corresponding square partition with a side length of 1300 m). An interesting finding is that the departure demands and arrival demands have different trends with the second-best spatiotemporal granularity, where departure demands tend to be clustered in a smaller hexagonal partition side length of 500 m (corresponding square partition side length of 800 m) for the same 30 min temporal granularity and arrival demands achieve better accuracy if clustered with a longer temporal granularity of 45 min under the same 800 m spatial granularity (corresponding square partition side length of 1300 m). These findings are useful for supply vehicle dispatching.

The central urban areas with intensive demand need to provide more refined demand prediction in pursuit of supply-demand matching efficiency, while the suburbs with sparse demand need expanded aggregation scale to improve the prediction accuracy. Therefore, designing a travel demand partition division method with multiple spatiotemporal granularities will become an important research direction to get the optimal spatiotemporal granularity and capture the travel demand spatiotemporal patterns of different locations in future work, which will further improve the prediction performance of internet-based ride-hailing. Moreover, we plan to pay more attention to improving the efficiency of model training in future studies.
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