Joint reconstruction strategy for structured illumination microscopy with unknown illuminations
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Abstract—The blind structured illumination microscopy (SIM) strategy proposed in [1] is fully re-founded in this paper, unveiling the central role of the sparsity of the illumination patterns in the mechanism that drives super-resolution in the method. A numerical analysis shows that the resolving power of the method can be further enhanced with optimized one-photon or two-photon speckle illuminations. A much improved numerical implementation is provided for the reconstruction problem under the image positivity constraint. This algorithm rests on a new pre-conditioned proximal iteration faster than existing solutions, paving the way to 3D and real-time 2D reconstruction.
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I. INTRODUCTION

In Structured Illumination Microscopy (SIM), the sample, characterized by its fluorescence density $\rho$, is illuminated successively by $M$ distinct inhomogeneous illuminations $I_m$. Fluorescence light emitted by the sample is collected by a microscope objective and recorded on a camera to form an image $y_m$. In the linear regime, and with a high photon counting rate, the dataset $\{y_m\}_{m=1}^M$ is related to the sample $\rho$ via [3]

$$y_m = \mathcal{H} \otimes (\rho \times I_m) + \varepsilon_m, \quad m = 1 \cdots M, \quad (1)$$

where $\otimes$ is the convolution operator, $\mathcal{H}$ is the microscope point spread function (PSF) and $\varepsilon_m$ is a perturbation term accounting for (electronic) noise in the detection and modeling errors. Since the spatial spectrum of the PSF [i.e., the optical transfer function (OTF)] is strictly bounded by its cut-off frequency, say, $v_{\text{psf}}$, if the illumination pattern $I_m$ is homogenous, then the spatial spectrum of $\rho$ that can be retrieved from the image $y_m$ is restricted to frequencies below $v_{\text{psf}}$. When the illuminations are inhomogeneous, frequencies beyond $v_{\text{psf}}$ can be recovered from the low resolution images because the illuminations, acting as carrier waves, downshift part of the spectrum inside the OTF support $[4], [5]$. Standard SIM resorts to harmonic illumination patterns for which the reconstruction of the super-resolved image can be easily done by solving a linear system in the Fourier domain. In this case, the gain in resolution depends on the OTF support, the illumination cut-off frequency and the available signal-to-noise ratio (SNR). The main drawback of SIM is that it requires the knowledge of the illumination patterns and thus a stringent control of the experimental setup. If these patterns are not known with sufficient accuracy [$1], [6], severe artifacts appear in the reconstruction. Specific estimation techniques have been developed for retrieving the parameters of the periodic patterns from the images [7]–[9], but they can fail if the SNR is too low or if the excitation patterns are distorted, e.g., by inhomogeneities in the sample refraction index. The Blind-SIM strategy [1], [6], [10] has been proposed to tackle this key issue, the principle being to retrieve the sample fluorescence density without the knowledge of the illumination patterns. In addition, speckle illumination patterns are promoted instead of harmonic ones, the latter being much more difficult to generate and control. From the methodological viewpoint, this strategy relies on the simultaneous (joint) reconstruction of the fluorescence density and of the illumination patterns. More precisely, joint reconstruction is achieved through the iterative resolution of a constrained least-squares problem. However, the computational time of such a scheme clearly restricts the applicability of the method.

This paper provides a global re-foundation of the joint Blind-SIM strategy. More specifically, our work develops two specific, yet complementary, contributions:

- The joint Blind-SIM reconstruction problem is first revisited, resulting in an improved numerical implementation with execution times decreased by several orders of magnitude. Such an acceleration relies on two technical contributions. Firstly, we show that the problem proposed in [1] is equivalent to a fully separable constrained minimization problem, hence bringing the original (large-scale) problem to $M$ sub-problems with smaller scales. Then, we introduce a new pre-conditioned proximal iteration (denoted PPDS) to efficiently solve each sub-problem. The PPDS strategy is an important contribution of this article: it is provably convergent [11], easy to implement and, for our specific problem, we empirically observe a super-linear asymptotic convergence rate. With these elements, the joint Blind-SIM reconstruction proposed in this paper is fast and can be highly parallelized, opening the way to real-time reconstructions.

- Beside these algorithmic issues, the mechanism driving super-resolution (SR) in this blind context is investigated, and a connection is established with the well-known “Near-black object” effect introduced in Donoho’s seminal contribution [12]. We show that the SR relies on sparsity and positivity constraints enforced by the unknown illumination patterns. This finding helps to understand in which situation super-resolved reconstructions may be provided or not. A significant part of this work is then dedicated to numerical simulations aiming at illustrating how the SR effect can be enhanced. In this perspective, our simulations show that two-photon speckle illuminations potentially increase
the SR power of the proposed method.

The pivotal role played by sparse illuminations in this SR mechanism also draws a connection between joint Blind-SIM and other random activation strategies like PALM [13] or STORM [12], see also [15], [16] for explicit sparsity methods applied to STORM. With PALM/STORM, unparalleled resolutions result from an activation process that is massively sparse and mostly localized on the marked structures. With the joint Blind-SIM strategy, the illumination pattern playing the role of the activation process is not that “efficient” and lower resolutions are obviously expected. Joint Blind-SIM however provides SR as long as the illumination patterns enforce many zero (or almost zero) values in the product $\rho \times I_m$: the sparser the illuminations, the higher the expected resolution gain with joint Blind-SIM. Such super resolution can be induced by either deterministic or random patterns. Let us mention that random illuminations are easy and cheap to generate, and that a few recent contributions advocate the use of speckle illuminations for super-resolved imaging, either in fluorescence [17], [18] or in photo-acoustic [19] microscopy. In these contributions, however, the reconstruction strategies are derived from the statistical modeling of the speckle, hence, relying on the random character of the illumination patterns. In comparison, our approach only requires that the illuminations cancel-out the fluorescent object and that their sum is known with sufficient accuracy. Finally, we also note that [20] corresponds to an early version of this work. Compared to [20], several important contributions are presented here mainly: the super-resolving power of Blind-SIM is now studied in details, and a comprehensive presentation of the proposed PPDS algorithm includes a tuning strategy for the algorithm parameter that allows a substantial reduction of the computation time.

The remainder of the paper is organized as follows. In Section II, the original Blind-SIM formulation is introduced and further simplified; this reformulation is then used to get some insight on the mechanism that drives the SR in the method. Taking advantage of this analysis, a penalized Blind-SIM strategy is proposed and characterized with synthetic data in Section III. Finally, the PPDS algorithm developed to cope with the minimization problem is presented and tested in Section IV and conclusions are drawn in Section V.

II. SUPER-RESOLUTION WITH JOINT BLIND-SIM ESTIMATION

In the sequel, we focus on a discretized formulation of the observation model (1). Solving the two-dimensional (2D) Blind-SIM reconstruction problem is equivalent to finding a joint solution $(\hat{\rho}, \{I_m\}_{m=1}^M)$ to the following constrained minimization problem (1):

\[
\begin{align}
\min_{\rho \{I_m\}} & \sum_{m=1}^M \| y_m - H \text{diag}(\rho) I_m \|^2 \\
\text{subject to} & \sum_{m} I_m = M \times I_0 \\
& \rho_n \geq 0, \quad I_{m,n} \geq 0, \quad \forall m, n \quad (2c)
\end{align}
\]

with $H \in \mathbb{R}^{P \times N}$ the 2D convolution matrix built from the discretized PSF. We also denote $\rho = \text{vec}(\rho_m) \in \mathbb{R}^N$ the discretized fluorescence density, $y_m = \text{vec}(y_{m,n}) \in \mathbb{R}^P$ the $m$-th recorded image, and $I_m = \text{vec}(I_{m,n}) \in \mathbb{R}^N$ the $m$-th illumination with expected spatial intensity $I_0 = \text{vec}(I_{0,n}) \in \mathbb{R}^N$ (this latter quantity may be spatially inhomogeneous but it is supposed to be known). Let us remark that (2) is a biquadratic problem. Block coordinate descent alternating between the object and the illuminations could be a possible minimization strategy, relying on cyclically solving $M + 1$ quadratic programming problems (2c). In [1], a more efficient but more complex scheme is proposed. However, the minimization problem (2) has a very specific structure, yielding a fast and simple strategy, as shown below.

A. Reformulation of the optimization problem

According to [20], let us first consider problem (2) without the positivity constraint (2c). It is equivalent to $M$ independent quadratic minimization problems:

\[
\begin{align}
\min_{q_m} & \| y_m - H q_m \|^2 \\
\text{subject to} & q_m \geq 0,
\end{align}
\]

(3a)

where we set $q_m := \text{vec}(\rho_n \times I_{m,n})$. Each minimization problem (3) can be solved in a simple and efficient way (see Sec. IV), hence providing a set of global minimizers $\{\hat{q}_m\}_{m=1}^M$. The latter set corresponds to an infinite number of solutions $(\hat{\rho}, \{\hat{I}_m\}_{m=1}^M)$, the equality constraint (3b) defines a unique solution such that $\hat{q}_m = \text{vec}(\rho_n \times \hat{I}_{m,n})$ for all $m$:

\[
\hat{\rho} = \text{Diag}(I_0)^{-1} \hat{q}
\]

(4a)

\[
\forall m, \quad \hat{I}_m = \text{Diag}(\hat{\rho})^{-1} \hat{q}_m
\]

(4b)

with $\hat{q} := \frac{1}{M} \sum_m \hat{q}_m$. The solution (4) exists as long as $I_{0,n} \neq 0$ and $\rho_0 \neq 0, \forall n$. The first condition is met if the sample is illuminated everywhere (in average), which is an obvious minimal requirement. For any pixel sample such that $\rho_n = 0$, the corresponding illumination $\hat{I}_{m,n}$ is not defined; this is not a problem as long as the fluorescence density $\rho$ is the only quantity of interest. Let us also note that the following implication holds:

\[
I_{0,n} \geq 0, \quad \hat{q}_{m,n} \geq 0 \implies \hat{I}_{m,n} \geq 0 \quad \text{and} \quad \hat{\rho}_n \geq 0.
\]

Because we are dealing with intensity patterns, the condition $I_{0,n} \geq 0$ is always met, hence the positivity granted for both the density and the illumination estimates, i.e., the positivity constraint (2c) is granted by (4). Indeed, it should be clear that combining (1) and (4) solves the original minimization problem (2): on the one hand, the equality constraint (3b) is met since

\[
\sum_{m} \hat{I}_m = \text{Diag}(\hat{\rho})^{-1} \hat{q} = MI_0
\]

(5)

and on the other hand, the solution (4) minimizes the criterion given in (2a) since it is built from $\{\hat{q}_m\}_{m=1}^M$, which minimizes (3a). Finally, it is worth noting that the constrained minimization problem (2) may have multiple solutions. In our reformulation, this ambiguity issue arises in the “minimization step” (3): while each problem (3) is convex quadratic, and thus admits only global solutions (which in turn provide a global solution to problem (2) when recombined according to (4a)–(4b)), it may not admit unique solutions since each criterion (3a) is not strictly convex in $q_m$. Furthermore, the positivity constraint (3b) prevents any direct analysis of these ambiguities. The next subsection underlines however the central role of this constraint in the joint Blind-SIM strategy originally proposed in [1].

B. Super-resolution unveiled

Whereas the mechanism that conveys SR with known structured illuminations is well understood (see [5] for instance), the SR capacity of joint blind-SIM has not been characterized yet. It can be made clear, however, that the positivity constraint (2c) plays a central role in this regard. Let $H^+$ be the pseudo-inverse of $H$ [22, Sec. 5.5.4].

\footnote{Whenever $\bar{\rho}_0 \neq 0$, the corresponding entry in the illumination pattern estimates $\hat{I}_{m,n}$ can be set to $\hat{I}_{m,n} = I_{0,n}/M$ for all $m$, hence preserving the positivity of $\hat{I}_m$ and the constraint (3b).}

\footnote{A constrained quadratic problem such as (3) is strictly convex if and only if the matrix $H$ is full rank. In our case, however, $H$ is rank deficient since its spectrum is the OTF that is strictly support-limited.}
Then, any solution to the problem (2a)-(2b), i.e., without positivity constraints, reads

$$
\begin{align*}
\hat{\rho} &= \text{Diag}(I_0)^{-1}(H^\top \mathbf{\overline{y}} + \mathbf{\overline{q}}) \\
\hat{I}_m &= \text{Diag}(\hat{\rho})^{-1}(H^\top \mathbf{y}_m + \mathbf{q}_m),
\end{align*}
$$

with $\mathbf{\overline{y}} = \frac{1}{\sqrt{M}} \sum_m \mathbf{y}_m$, and $\mathbf{\overline{q}} = \frac{1}{\sqrt{M}} \sum_m \mathbf{q}_m$ where $\mathbf{q}_m$ is an arbitrary element of the kernel of $H$, i.e. with arbitrary frequency components above the OTF cutoff frequency. Hence, the formulation (2a)-(2b) has no capacity to discriminate the correct high frequency components, which means that it has no SR capacity. Under the positivity constraint (4), we thus expect that the SR mechanism rests on the fact that each illumination pattern $I_m$ activates the positivity constraint on $q_m$ in a frequent manner.

A numerical experiment is now considered to support this assertion. A set of $M$ collected images are simulated following (1) with the usual Airy pattern that reads in polar coordinates

$$
H(r, \theta) = \frac{k_0^2}{\pi} \left( J_1(r k_0 \text{NA}) \right)^2, \quad r \geq 0, \theta \in \mathbb{R},
$$

where $J_1$ is the first order Bessel function of the first kind, NA is the objective numerical aperture set to 1.49, and $k_0 = 2\pi/\lambda$ is the free-space wavenumber with $\lambda$ the emission/excitation wavelength. The ground truth is the 2D 'star-like' fluorescence pattern depicted in Fig. 1(left). The image sampling step for all the simulations involving the star pattern is set to $\lambda/20$. For this numerical simulation, the illumination set $\{I_m\}_{m=1}^M$ consists in $M = 200$ modified speckle patterns, see Fig. 2(A). More precisely, a first set of illuminations is obtained by adding a positive constant (equal to 3) to each speckle pattern, resulting in illuminations that never activate the positivity constraint in (4). On the contrary, the second set of illuminations is built by subtracting a small positive constant (equal to 0.2) to each speckle pattern, the negative values being set to zero. The resulting illuminations are thus expected to activate the positivity constraint in (4). For both illumination sets, low-resolution microscope images are simulated and corrupted with Gaussian noise; in this case, the standard deviation was chosen so that the SNR of the total dataset is 40 dB. Corresponding reconstructions of the first product image $q_1$ obtained via the resolution of (3) is shown in Fig. 2(B), while the retrieved sample (4a) is shown in Fig. 2(C); for each reconstruction, the spatial mean $\overline{I}_0$ in (4a) is set to the statistical expectation of the corresponding illumination set. As expected, the reconstruction with the first illumination set is almost identical to the deconvolution of the wide-field image shown in Fig. 1(upper-right), i.e., there is no SR in this case. On the contrary, the second set of illuminations produces a super-resolved reconstruction, hence establishing the central role of the positivity constraint in the original joint reconstruction problem (2).

III. A PENALIZED APPROACH FOR JOINT BLIND-SIM

As underlined in the beginning of Subsection II-B, there is an ambiguity issue concerning the original joint Blind-SIM reconstruction problem. A simple way to enforce unicity is to slightly modify (3) by
adding a strictly convex penalization term. We are thus led to solving
\[ \min_{q_m \geq 0} \| y_m - Hq_m \|^2 + \varphi(q_m). \] (8)

Another advantage of such an approach is that \( \varphi \) can be chosen so that robustness to the noise is granted and/or some expected features in the solution are enforced. In particular, the analysis conveyed above suggests that favoring sparsity in each \( q_m \) is suited since speckle or periodic illumination patterns tend to frequently cancel or nearly cancel the product images \( q_m \). For such illuminations, the Near-Black Object introduced in Donoho’s seminal paper \cite{12} is an appropriate modeling and, following this line, we found that the separable “\( \ell_1 + \ell_2 \)” penalty\(^5\) provides super-resolved reconstructions:
\[ \varphi(q_m) := \alpha \sum_{m,n=1}^{M,N} \| q_{m,n} \| + \beta \| q_m \|, \quad \alpha \geq 0, \beta > 0. \] (9)

With properly tuned \((\alpha, \beta)\), our joint Blind-SIM strategy is expected to bring SR if “sparse” illumination patterns \( I_m \) are used, i.e., if they enforce \( q_{m,n} = 0 \) for most (or at least many) \( n \). More specifically, it is shown in \cite{12} Sec. 4 that SR occurs if the number of non-zero \( I_{m,n} \) (i.e., the number of non-zero components to retrieve in \( q_m \)) divided by \( N \) is lower than \( \frac{1}{2} R/N \), with \( R/N \) the incompleteness ratio and \( R \) the rank of \( H \). In addition, the resolving power is driven by the spacing between the components to retrieve that, ideally, should be greater than the Rayleigh distance \( \frac{\lambda}{N A} \); see \cite{12} pp. 56-57). These conditions are rather stringent and hardly met by illumination patterns that can be reasonably considered in practice. These illumination patterns are usually either deterministic harmonic or quasi-harmonic,\(^6\) patterns, or random speckle patterns, these latter illuminations being much easier to generate \cite{11}. Nevertheless, in both cases, a SR effect is observed in joint Blind-SIM. Moreover, one can try to maximize this effect via the tuning of some experimental parameters that are left to the designer of the setup. Such parameters are mainly: the period of the light grid and the number of grid shifts for harmonic patterns, the spatial correlation length and the point-wise statistics of the speckle patterns. Investigating the SR properties with respect to these parameters on a theoretical ground seems out of reach. However, a numerical analysis is possible and some illustrative results are now provided that address this question. Reconstructions shown in the sequel are built from \cite{41} via the numerical resolution of \cite{8}-\cite{11}. For sake of clarity, all the algorithmic details concerning this minimization problem are reported in Sec. [V]. These simulations were performed with low-resolution microscope images corrupted by additive Gaussian noise such that the signal-to-noise ratio (SNR) of the dataset \( \{y_m\}_{m=1}^{M} \) is 40 dB. In addition, we note that this penalized joint Blind-SIM strategy requires an explicit tuning of some hyper-parameters, namely \( \alpha \) and \( \beta \) in the regularization function \( \psi \). Further details concerning these parameters are reported in Sec. [III-D].

### A. Regular and distorted harmonic patterns

We first consider unknown harmonic patterns defining a “standard” SIM experiment with \( M = 18 \) patterns. More precisely, the illuminations are harmonic patterns of the form \( I(r) = 1 + \cos(2\pi \nu \cdot r + \phi) \) where \( \phi \) is the phase shift, and with \( r = (x, y)^T \) and \( \nu = (\nu_x, \nu_y)^T \) the spatial coordinates and the spatial frequencies of the harmonic pattern.

\(^5\)The super-resolved solution in \cite{12} is obtained with a positivity constraint and a \( \ell_1 \) separable penalty. However, ambiguous solutions may exist in this case since the criterion to minimize is not strictly convex. The \( \ell_2 \) penalty in \cite{9} is then mostly introduced for the technical reason that a unique solution exists for problem \cite{5}.

\(^6\)Dealing with distorted patterns is of particular practical importance since it allows to cope with the distortions and misalignments induced by the instrumental uncertainties or even by the sample itself \cite{6, 27}.

---

**Fig. 3. Harmonic patterns:** 

**Row A**] One illumination pattern \( I_0 \) drawn from the set of regular (left) and distorted (right) harmonic patterns. **Row B**] Corresponding penalized joint Blind-SIM reconstructions. **Row C**] (left) Decreasing the number of phase shifts from 6 to 3 brings some reconstruction artifacts, (see B-left) for comparison. (right) Increasing the modulation frequency \( |\nu| \) of the harmonic patterns above the OTF cutoff frequency prevents the super-resolution to occur. **Row D**] Low-resolution image \( y_{m} \) drawn from the dataset for a modulation frequency \( |\nu| \) lying inside (left) and outside (right) the OTF domain—see Sec. III-A for details.
sample \( \hat{\rho} \) in [43] gains SR by the summation of (super-resolved) product images \( q_{m,n} \), these artifacts are driven (at least partially) by the fact that fewer shifts result in illumination sets that, as a whole, misses to uniformly cancel the plane. In other words, the illumination patterns do cancel the object, but not “that frequently” to bring a uniform SR effect in the final reconstruction. Let us finally investigate how the modulation frequency \( \nu \) used for the generation of the patterns does impact the SR of the penalized joint Blind-SIM reconstruction. The first finding is that the SR is almost completely lost when \( \|\nu\| \) lies beyond the OTF cutoff frequency. As an illustration, the penalized joint Blind-SIM reconstruction shown in Fig. [3]c-right is obtained with \( \|\nu\| \) set to 120\% of the OTF cutoff frequency, see also Fig. [1]upper right) for a comparison with deconvolution of the wide-field image. In this case, each harmonic carrier \( I_{0,n} \) is completely filtered out from the low-resolution image \( y_{m,n} \), see Fig. [3]D). As a result, the SR effect driven by each pattern \( I_{m} \) is lost since the sparse deconvolution of \( y_{m,n} \) does not provide any super-resolved localization of the zeros driven by the illumination patterns.

B. Speckle illumination patterns

We now consider second-order stationary speckle illuminations \( I_{m} \) with known first order statistics \( I_{0,n} = I_{0}, \forall n \). Each one of these patterns is a fully-developed speckle drawn from the pointwise intensity of a correlated circular Gaussian random field. The correlation is adjusted so that the pattern \( I_{m} \) exhibits a spatial correlation of the form (7) but with “numerical aperture” parameter \( \text{NA}_{m,n} \) that sets the correlation length to \( \frac{\lambda}{\text{NA}_{m,n}} \) within the random field. As an illustration, the speckle pattern shown in Fig. [4]A-left) was generated in the standard case\(^7\) \( \text{NA}_{m,n} = \text{NA} \). From this set of regular (fully-developed) speckle patterns, we also consider another set of random illumination patterns built by squaring each speckle pattern, see Fig. [4]A). These “squared” patterns are considered hereafter because they give a deeper insight about the SR mechanism at work in joint Blind-SIM. Moreover, we discuss later in this subsection that these patterns can be generated with other microscopy techniques, hence extending the concept of random illumination microscope to other optical configurations. From a statistical viewpoint, the probability distribution function (pdf) of “standard” and “squared” speckle patterns differ. For instance, the pdf of the squared speckle intensity is more concentrated around zero than the exponential pdf of the standard speckle intensity. In addition, the spatial correlation is also changed since the power spectral density of the “squared” random field spans twice the initial support of its speckle counterpart [23].

As a result, the “squared” speckle grains are sharper, and they enjoy larger spatial separation. According to previous SR theoretical results [12, p. 57] (see also the beginning of Sec. III), these features may bring more SR in joint Blind-SIM than standard speckle patterns. This assumption was indeed corroborated by our simulations. For instance, the reconstructions in Fig. [4]B) were obtained from a single set of \( M = 1000 \) speckle patterns such that \( \text{NA}_{m,n} = \text{NA} \); in this case, the “squared” illuminations (obtained by squaring the speckle patterns) provide a higher level of SR than the standard speckle illuminations. Figure 5 shows how the reconstruction quality varies with the number of illumination patterns. With very few illuminations, the sample is retrieved in the few places that are activated by the “hot spots” of the speckle patterns. This actually illustrates that the joint Blind-SIM approach is also an “activation” strategy in the spirit of PALM [13] and STORM [14]. With our strategy, the activation process is nevertheless enforced by the structured illumination patterns and

\( \text{NA}_{m,n} = \text{NA} \) if the illumination and the collection of the fluorescent light are performed through the same optical device.

\(^{7}\) It is usually considered that \( \text{NA}_{m,n} = \text{NA} \) if the illumination and the collection of the fluorescent light are performed through the same optical device.

\(^{8}\) Assuming a fully-developed speckle, the fluctuation in \( I_{m,n} \) is driven by an exponential pdf with parameter \( I_{0} \) whereas the pdf of the “squared” pointwise intensity \( I_{m,n}^{2} := I_{m,n}^{2} \) is a Weibull distribution with shape parameter \( k = 0.5 \) and scale parameter \( \lambda = I_{0}^{2} \).
(i.e., fully-developed) speckle illuminations\(^9\) though, a 2P interaction requires an excitation wavelength \(\lambda_{\text{ill}} \sim 1000\) nm that is roughly twice the one of the collected fluorescence \(\lambda_{\text{det}} \sim 500\) nm. The lateral 2P correlation length being \(\lambda_{\text{ill}} / \text{NA}^{2}\) epi-illumination setups with one-photon (1P) and 2P illuminations provide similar lateral correlation lengths. This 2P instrumental configuration is simulated in Fig. 6(A-right), which does not show any significant SR improvement with respect to 1P epi-illumination interaction shown in Fig. 5(C-left). The increased SR effect driven by “squared” illumination patterns can nevertheless be obtained with 2P interactions if the excitation and the collection are performed with separate objectives. For instance, the behaviors shown in Fig. 6(C-right) and in Fig. 6(B-right) can be obtained if the excitation NA is, respectively, twice and four times the collection NA. With these configurations, the 2P excitation exhibits a correlation length which is significantly smaller than the one driven by the objective PSF, and a strong SR improvement is observed in simulation by joint Blind-SIM. The less spectacular simulation shown in Fig. 5(C-right) can also be considered as a 2P excitation, in the “limit” case of a very low collection NA. The 1P simulation shown in Fig. 5(C-left) rather mock a photo-acoustic imaging experiment \([19]\), an imaging technique for which the illumination lateral correlation length is negligible with respect to the PSF width.

As a final remark, we stress that 2P interactions are not the only way to generate sparse illumination patterns for the joint Blind-SIM. In particular, super-Rayleigh speckle patterns \(26\) are promising candidates for that purpose.

not by the fluorescent markers staining the sample. This effect is more visible with the squared illumination patterns and, with these somehow sparser illuminations, the number of patterns needs to be increased so that the fluctuations in \(\sum_{m} I_{m}\) is moderate, hence making the equality \((2b)\) a legitimate constraint. We also stress that these simulations corroborate the empirical statement that \(M \approx 9\) harmonic illuminations and \(M \approx 200\) speckle illuminations produce comparable super-resolved reconstructions, see Fig. 5(C-left) and Fig. 5(B-left). Obviously, imaging with random speckle patterns remains an attractive strategy since it is achieved with a very simple experimental setup, see [1] for details. For both random patterns, we also note that increasing the correlation length above the Rayleigh distance \(2NA / \lambda_{\text{ill}}\) (i.e., setting \(\text{NA}_{\text{ill}} < \text{NA}\)) deteriorates the SR whereas, conversely, taking \(\text{NA}_{\text{ill}} = 2\text{NA}\) enhances it, see Fig. 5(A,B). However, the resolving power of the joint Blind-SIM estimate deteriorates if the correlation length is further decreased; for instance, uncorrelated speckle patterns are finally found to hardly produce any SR, see Fig. 5(C). Indeed, with arbitrary small correlation lengths, many “hot spots” tend to be generated within a single Rayleigh distance, leading to this loss in the resolving power. Obviously, the “squared” speckle patterns are less sensitive to this problem because they are inherently sparser.

Finally, the experimental relevance of the simulations involving “squared” speckle illuminations needs to be addressed. Since a two-photon (2P) fluorescence interaction is sensitive to the square of the intensity \(24\), most of these simulations can actually be considered as wide-field 2P structured illumination experiments. Unlike one-photon

---

9With one-photon interactions, the Stokes shift \(25\) implies that the excitation and the fluorescence wavelengths are not strictly equivalent. The difference is however negligible in practice (about 10%), hence our assumption that one-photon interactions occur with identical wavelengths for both the excitation and the collection.
The experimental demonstration above does not involve any biological sample, and we now consider a simulation designed to be close to a real-world biological experiment. More specifically, the STORM reconstruction of a marked neuron is used as a ground truth to simulate a series of microscope acquisitions generated from one-photon speckle illuminations. Our simulation considers 300 illuminations and acquisitions, both performed through the same objective, at $\lambda = 488$ nm and with NA = 1. Each low-resolution acquisition is finally plagued with Poisson noise, the total photon budget being equal to 50,000 so that it fits to the one of a standard fluorescence wide-field image. The sample (ground truth) shown in Figure 7 B-left) interestingly exhibits a lattice structure with a 190 nm periodicity (in average) that is not resolved by the diffracted-limited image (left). Deconvolution of the simulated wide-field image (middle). Joint Blind-SIM reconstruction of the sample obtained from 300 (one-photon) speckle patterns: the hyper-parameters are set to $\beta = 2 \times 10^{-5}$ and $\alpha = 1.5$ (right). The sampling rate of the STORM ground-truth image is 11.4 nm. The sampling rate of the joint Blind-SIM reconstruction is 28.5 nm, corresponding to an up-sampling factor of four with respect to the camera sampling. The distance units along the horizontal and vertical axes are given in wavelength $\lambda_{\text{coll}}$, i.e., 520 nm in row A and 488 nm in row B.

D. Tuning the regularization parameters

The tuning of parameters $\alpha$ and $\beta$ is a pivotal issue since inappropriate values result in deteriorated reconstructions. On the one hand, the quadratic penalty in $\beta$ was mostly introduced to ensure that the minimizer defined by $\hat{q}_m$ is unique (via strict convexity of the criterion). However, because high-frequency components in $\hat{q}_m$ are progressively damped as $\beta$ increases, the latter parameter can also be adjusted in order to prevent an over-amplification of the instrumental noise. A trade-off should nevertheless be sought since large values of $\beta$ prevent super-resolution to occur. For a given SNR, $\beta$ is then maintained to a fixed (usually small) value. For instance, we chose $\beta = 10^{-6}$ for all the simulations involving the star pattern in this paper since they were performed with a rather favorable SNR. On the other hand, the quality of reconstruction crucially depends on parameter $\alpha$. More precisely, larger values of $\alpha$ will provide sparser solutions $\hat{q}_m$, and thus a sparser reconstructed object $\hat{\rho}$. Fig. 8 shows an example of under-regularized and over-regularized solutions, respectively corresponding to a too small and a too large value of $\alpha$. The prediction of the appropriate level of sparsity to seek for each $q_m$, or equivalently the tuning of the regularization parameter $\alpha$, is not an easy task. Two main approaches can be considered. One relies on automatic tuning. For instance, a simple method called Morozov’s discrepancy principle considers that the least-squares terms $\|y_m - H\hat{q}_m\|^2$ should be chosen in proportion with the variance of the additive noise, the latter being assumed known [29]. Other possibilities seek a trade-off between $\|y_m - H\hat{q}_m\|^2$ and $\varphi(\hat{q}_m)$. This is the case with the L-curve [30], but also with the recent contribution [31], which deals with a situation comparable to ours. Another option relies on a Bayesian interpretation of $\hat{q}_m$ as a maximum a posteriori solution, which opens the way to the estimation of $\alpha$ marginally of $q_m$. In this setting, Markov Chain Monte Carlo sampling [32] or variational Bayes methods [33] could be employed. An alternate approach to automatic tuning consists in relying on a calibration step. It amounts to consider that similar
acquisition conditions, applied to a given type of biological samples, lead to similar ranges of admissible values for the tuning of $\alpha$. The validation of such a principle is however outside the scope of this article as it requires various experimental acquisitions from biological samples with known structures (or, at least, with some calibrated test patterns). Concerning the examples proposed in the present section, the much simpler strategy consisted in selecting the reconstruction which is visually the “best” among the reconstructed images with varying $\alpha$.

IV. A NEW PRECONDITIONED PROXIMAL ITERATION

We now consider the algorithmic issues involved in the constrained optimization problem (8)-(9). For sake of simplicity, the subscript $m$ in $y_m$ and $q_m$ will be dropped. The reader should however keep in mind that the algorithms presented below only aim at solving one of the $M$ sub-problems involved in the final joint Blind-SIM reconstruction. Moreover, we stress that all simulations presented in this article are performed with a convolution matrix $H$ with a block-circulant with circulant-block (BCCB) structure. The more general case of block-Toeplitz with Toeplitz-block (BTTB) structure is shortly addressed at the end of Subsection IV-C.

At first, let us note that (8)-(9) is an instance of the more general problem

$$\min_{q \in \mathbb{R}^N} \left[ f(q) := g(q) + h(q) \right]$$

(10)

where $g$ and $h$ are closed-convex functions that may not share the same regularity assumptions: $g$ is supposed to be a smooth function with a $L$-Lipschitz continuous gradient $\nabla g$, but $h$ does not need to be smooth. Such a splitting aims at solving constrained non-smooth optimization problems by proximal (or forward-backward) iterations. The next subsection presents the basic proximal algorithm and the well-known FISTA that usually improves the convergence speed.

A. Basic proximal and FISTA iterations

We first present the resolution of (10) in a general setting, then the penalized joint Blind-SIM problem (8) is addressed as our particular case of interest.

1) General setting: Let $q^{(0)}$ be an arbitrary initial guess, the basic proximal update $k \to k+1$ for minimizing the convex criterion $f$ is

$$q^{(k+1)} \leftarrow P_{\gamma h} \left( q^{(k)} - \gamma \nabla g(q^{(k)}) \right)$$

(11)

where $P_{\gamma h}$ is the proximity operator (or Moreau envelope of the function $\gamma h$ [37, p.339]).

$$P_{\gamma h}(q) := \arg \min_{x \in \mathbb{R}^N} \left[ h(x) + \frac{1}{2\gamma} \|x - q\|^2 \right].$$

(12)

The convergence speed toward $\min_{q} f(q)$ achieved by (11) is $O(1/k^2)$, which is often considered as a substantial gain compared to the $O(1/k)$ rate of the basic proximal iteration. It should be noted however that this “accelerated” form may not always provide a faster convergence speed with respect to its standard counterpart, see for instance [36, Fig. 10.2]. FISTA was nevertheless found to be faster for solving the constrained minimization problem involved in joint Blind-SIM, see Fig. 11. We finally stress that convergence of (11) is guaranteed for $0 < \gamma < 2/L$. However, the convergence speed is usually very low and the following accelerated version named FISTA [38] is usually preferred

$$q^{(k+1)} \leftarrow P_{\gamma h} \left( \omega^{(k)} - \gamma \nabla g(\omega^{(k)}) \right)$$

(13a)

$$\omega^{(k+1)} \leftarrow q^{(k+1)} + \frac{k-1}{k+2} (q^{(k+1)} - q^{(k)})$$

(13b)

The convergence speed toward $\min_{q} f(q)$ achieved by (13a) is $O(1/k^2)$, which is often considered as a substantial gain compared to the $O(1/k)$ rate of the basic proximal iteration. It should be noted however that this “accelerated” form may not always provide a faster convergence speed with respect to its standard counterpart, see for instance [36, Fig. 10.2]. FISTA was nevertheless found to be faster for solving the constrained minimization problem involved in joint Blind-SIM, see Fig. 11. We finally stress that convergence of (13) is guaranteed for $0 < \gamma < 2/L$ [38].

2) Solution of the $m$-th joint Blind-SIM sub-problem: For the penalized joint Blind-SIM problem considered in this paper, the minimization problem (8) [equipped with the penalty (9)] takes the

![Fig. 8. Penalized Blind-SIM reconstructions from the dataset used to generate the super-resolved reconstruction shown in Fig. 4B-left. The hyper-parameter $\beta$ was set to $10^{-6}$ in any case, and $\alpha$ was set to $10^{-3}$ (left) and 0.9 (right). For the sake of comparison, our tuning for the reconstruction shown in Fig. 4B-left is $\beta = 10^{-6}$ and $\alpha = 0.3$.](Image)

![Fig. 9. Harmonic joint Blind-SIM reconstruction of the fluorescence pattern achieved by the minimization of the criterion (8) with 10, 50 or 1000 FISTA (abc) or PPDS (def) iterations. For all these simulations, the initial-guess is $q^{(0)} = 0$ and the regularization parameters is set to $(\alpha = 0.3, \beta = 10^{-6})$. The PPDS iterations implement the preconditioner given in (23) with $C = H^T H$ and $\alpha = 1$, see Sec IV-C for details.](Image)
form (10) with
\[
\begin{align*}
g(q) &= \|y - Hq\|^2 + \beta|q|^2 \\
h(q) &= \alpha \sum_n \phi(q_n)
\end{align*}
\]
where \(\phi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}\) is such that
\[
\phi(u) := \begin{cases} u & \text{if } u \geq 0, \\ +\infty & \text{otherwise.} \end{cases}
\]
The gradient of the regular part in the splitting
\[
\nabla g(q) = 2\left[H'(Hq - y) + \beta q\right]
\]
is \(L\)-Lipschitz-continuous with \(L = 2(\lambda_{\max}(H'H) + \beta)\) where \(\lambda_{\max}(A)\) denotes the highest eigenvalue of the matrix \(A\). Furthermore, the proximity operator (12) with \(h\) defined by (14b) leads to the well-known soft-thresholding rule (39, 40)
\[
P_{\gamma h}(q) = \text{vect}(\max(q_n - \gamma \alpha, 0)).
\]
From a practical perspective, both the basic iteration (11) and its accelerated counterpart (12) are easily implemented at a very low computational cost from equations (15) and (16). For our penalized joint Blind-SIM approach, however, we observed that both algorithms exhibit similar convergence behavior in terms of visual aspect of the current estimate. The convergence speed is also significantly slow: several hundreds of iterations are usually required for solving the \(M \approx 200\) sub-problems involved in the joint Blind-SIM reconstruction shown in Fig. 3B. In addition, Fig. 9a-c shows the reconstruction built with ten, fifty, and one thousand FISTA iterations. Clearly, we would like that this latter quality of reconstruction is reached in a reasonable amount of time. The next subsection introduces a preconditioned primal-dual splitting strategy that achieves a much higher convergence speed, as illustrated by Fig. 9(right).

B. Preconditioned primal-dual splitting

The preconditioning technique (42, p. 69) is formally equivalent to addressing the initial minimization problem (10) via a linear transformation \(q := P v\), where \(P \in \mathbb{R}^{N \times N}\) is a symmetric positive-definite matrix. There is no formal difficulty in defining a preconditioned version of the proximal iteration (11). However, if one excepts the special case of diagonal matrices \(P\) (43–46), the proximity operator of \(H(v) := h(P v)\) cannot be obtained explicitly and needs to be computed approximately. As a result, solving a nested optimization problem is required at each iteration, hence increasing the overall computational cost of the algorithm and raising a convergence issue since the sub-iterations must be truncated in practice (43, 47). Despite this difficulty, the preconditioning is widely accepted as a very effective way for accelerating proximal iterations. In the sequel, the versatile primal-dual splitting technique introduced in (11, 48, 49) is used to propose a new preconditioned proximal iteration, without any nested optimization problem.

This new preconditioning technique is now presented for the generic problem (10). At first, we express the criterion \(f\) with respect to the transformed variables
\[
f(Pv) = G(v) + h(Pv)
\]
with \(G(v) := g(Pv)\). Since the criterion above is a particular case of the form considered in (11, Eq. (45)), it can be optimized by a primal-dual iteration (11, Eq. (55)) that reads
\[
\begin{align*}
v^{(k+1)} &\leftarrow v^{(k)} - \theta \tau d^{(k)} \\
\omega^{(k+1)} &\leftarrow \omega^{(k)} + \theta \Delta^{(k)}
\end{align*}
\]
with
\[
\begin{align*}
d^{(k)} &:= \nabla G(v^{(k)}) + P \omega^{(k)} \\
\Delta^{(k)} &:= P \omega^{(k)} + \sigma P(v^{(k)} - 2\tau d^{(k)}) - \omega^{(k)}
\end{align*}
\]
where the proximal mapping applied to \(h^*\), the Fenchel conjugate function for \(h\), is easily obtained from
\[
P_{\omega h}(\omega) = \omega - \sigma P_{h/\sigma}(\omega/\sigma).
\]
The primal update (18a) can also be expressed with respect to the untransformed variables \(q\):
\[
q^{(k+1)} :\leftarrow q^{(k)} - \theta \tau B \zeta^{(k)}
\]
with \(\zeta^{(k)} := \nabla g(q^{(k)}) + \omega^{(k)}\) and \(B := PP\). Since the update (21) is a preconditioned primal step, we expect that a clever choice of the preconditioning matrix \(B\) will provide a significant acceleration of the primal-dual procedure. In addition, we note that the quantity \(a^{(k)} := \omega^{(k)} + \sigma P(q^{(k)} - 2\tau d^{(k)})\) involved in the dual step via (19b) also reads
\[
a^{(k)} := \omega^{(k)} + \sigma(q^{(k)} - 2\tau B \zeta^{(k)})
\]
Hereafter, the primal-dual updating pair (18b) and (21) is called a preconditioned primal-dual splitting (PPDS) iteration. Following (11, Theorem 5.1), the convergence of these PPDS iterations is granted if the following conditions are met for the parameters \((\theta, \tau, \sigma)\):
\[
\begin{align*}
\sigma > 0, \tau > 0, \theta > 0 \\
\gamma_{\tau, \sigma} &\in [1; 2) \\
\gamma_{\tau, \sigma} &> 0
\end{align*}
\]
with \(\gamma_{\tau, \sigma} := 2 - \tau [1 - \tau \sigma \lambda_{\max}(B)]^{-1} L/2\), where \(L = \text{the Lipschitz-continuity constant of } \nabla G\), see Eq. (17). Within the convergence domain ensured by (23), the practical tuning of the parameter set \((\theta, \tau, \sigma)\) is tedious as it may impair the convergence speed. We propose the following tuning strategy, which appeared to be very efficient. At first, we note that the step length \(\tau\) relates only to the primal update (18a) whereas \(\sigma\) relates only to the dual update (18b) via \(\Delta^{(k)}\). In addition, the relaxation parameter \(\theta\) scales both the primal and the dual steps (18). Considering only under-relaxation (i.e., \(\theta < 1\)), (23c) is unnecessary and (23b) is equivalent to the following bound
\[
\sigma \leq \varpi\text{ with } \varpi := (1/\tau - L/2) \lambda_{\max}^{-1}(B).
\]
This relation defines an admissible domain for \((\tau, \sigma)\) under the condition \(\theta < 1\), see Fig. 10. Our strategy defines \(\tau\) as the single tuning parameter of our PPDS iteration, the parameter \(\sigma\) being adjusted so that the dual step is maximized:
\[
0 < \tau < \varpi, \text{ } \varpi = \sigma = \text{ and } \theta = 0.99,
\]
with \(\varpi := 2/L\). We set \(\theta\) arbitrary close to 1 since practical evidence indicates that under-relaxing \(\theta\) slows down the convergence rate. The numerical evaluation of the bounds \(\varpi\) and \(\sigma\) is application-dependent since they depend on \(L\) and \(\lambda_{\max}(B)\).
C. Resolution of the joint Blind-SIM sub-problem

For our specific problem, the implementation of the PPDS iteration requires first the conjugate function \((29)\), with \(h\) defined by \((14)\). The Fenchel conjugate is easily found and reads
\[
P_{\sigma h} \cdot (\omega) = \text{vect} \left( \min \{ \omega_n, \alpha \} \right) .
\]
The updating rule for the PPDS iteration then reads
\[
q^{(k+1)} = q^{(k)} - \tau B \zeta^{(k)} \quad \omega^{(k+1)} = \omega^{(k)} + \theta \Delta^{(k)}
\]  
(27a)
(27b)
with \(\Delta^{(k)} = \text{vect} \left( \min \{a_n^{(k)}, \alpha \} \right) - \omega^{(k)}\) and \(a_n^{(k)}\) the \(n\)th component of the vector \(a^{(k)}\) defined in \((22)\). We note that the positivity constraint is not enforced in the primal update \((27a)\). Primal feasibility (i.e. positivity) therefore occurs only asymptotically thanks to the global convergence of the sequence \((27)\) toward the minimizer of the functional \((14)\). Compared to FISTA, this behavior may be considered as a drawback of the PPDS iteration. However, we do believe that the ability of the PPDS iteration to “transfer” the hard constraint from the primal to the dual step is precisely the cornerstone of the acceleration provided by preconditioning. Obviously, such an acceleration requires that the preconditioner \(B\) is wisely chosen. For our joint Blind-SIM problem, the preconditioning matrix is derived from Geman and Yang semi-quadratic construction \([50, 51]\). Eq. (6)
\[
B = \frac{1}{2} \left( C + \beta I_d/a \right)^{-1}
\]  
(28)
where \(I_d\) is the identity matrix and \(a > 0\) is a free parameter of the preconditioner. We choose \(C\) in the class of positive semi-definite matrix with a BCCB structure \([41]\) Sec. 5.2.5. This choice enforces that \(B\) is also BCCB, which considerably helps in reducing the computational burden: (i) \(B\) can be stored efficiently \([32]\) and (ii) the matrix-vector product \(B \zeta^{(k)}\) in \((27a)\) can be computed with \(O(N \log N)\) complexity by the bidimensional fast Fourier transform (FFT) algorithm. Obviously, if the observation model \(H\) is also a BCCB matrix built from the discretized OTF, the choice \(C = H^T H\) in \((28)\) leads to \(B = (\nabla^2 g)^{-1}\) for \(a = 1\). Such a preconditioner is expected to bring the fastest asymptotic convergence since it corrects the curvature anisotropies induced by the regular part \(g\) in the criterion \((10)\).

The PPDS pseudo-code for solving the joint Blind-SIM problem is given in Algorithm 1. This pseudo-code requires that \(L\) and \(\max(B)\) are given for the tuning \([25]\): we get
\[
\max(B) = 1 / \max(B^{-1}) = a (2 \beta)^{-1}
\]  
(29a)

Algorithm 1: Pseudo-Code of the joint Blind-SIM PPDS algorithm, assuming that \(H\) is a BCCB matrix and \(C = H^T H\). The symbols \(\odot\) and \(\oslash\) are the component-wise product and division, respectively. For the sake of simplicity, this pseudo-code implements a very simple stopping rule based on a maximum number of minimizing steps, see line \([24]\). In practice, a more elaborated stopping rule could be used by monitoring the norm \(|C^{(k)}||\) defined by \((21)\) since it tends towards zero as \(q^{(k)}\) asymptotically reaches the constrained minimizer of the \(m\)th nested problem.

1. Given quantities:
2. PSF \(h\), Dataset \(\{y_m\}_{m=1}^M\), Average intensity \(I_0 \in \mathbb{R}_+^N\);
3. Regularization parameters: \(\beta, \alpha \in \mathbb{R}_+\);
4. PPDS parameters: \(\alpha \in \mathbb{R}_+\); \(\theta \in (0, 1)\); \(\tau \in (0, 2L); \ k_{\max} \in \mathbb{N}\);
5. Initial guesses: \(\{q_m^{(0)}, \omega_m^{(0)}\}_{m=1}^M\);
6. \(\tilde{\rho} \leftarrow 0\); \(\sigma \leftarrow \sigma \) [see \((22)\);
7. \(\tilde{h} \leftarrow \text{FFT}(h)\); \(\gamma \leftarrow \tilde{h}^* \odot \tilde{h}\); \(\tilde{b} \leftarrow (2\gamma + 2\beta/\alpha)\);
8. // The outer loop: processing each view \(y_m\); for \(m = 1 \cdots M\) do
9. \(\tilde{y} \leftarrow \text{FFT}(y_m)\); \(q_m^{(0)} \leftarrow \text{FFT}(q_m^{(0)})\); \(\omega_m^{(0)} \leftarrow \text{FFT}(\omega_m^{(0)})\);
10. // The inner loop: PPDS minimization... for \(k = 0 \cdots k_{\max}\) do
11. // The primal step (Fourier domain)... \(\hat{a}^{(k)} \leftarrow (\hat{\omega}^{-}(k) - 2(\tilde{h} \odot \tilde{y} - (\gamma + \beta) \odot \hat{q}^{(k)}) \odot \hat{b};
12. \(q^{(k+1)} \leftarrow q^{(k)} - \tau \hat{a}^{(k)}\);
13. // The dual step (direct domain)... \(a^{(k)} \leftarrow \text{FFT}^{-1}(\omega^{(k)} + \sigma (q^{(k)} - 2\tau \hat{a}^{(k)}));
14. \(\omega^{(k+1)} \leftarrow (1 - \theta) \omega^{(k)} + \theta \text{vect}(\min\{a_n^{(k)}, \alpha\});
15. // Prepare next PPDS iteration... \(q^{(k+1)} \leftarrow q^{(k+1)}\); \(\omega^{(k)} \leftarrow \text{FFT}(\omega^{(k+1)})\);
16. // Building-up the joint Blind-SIM estimate... \(\tilde{\rho} \leftarrow \tilde{\rho} + \sqrt{N} \text{FFT}^{-1}(\hat{q}^{(k)} \odot \tilde{I}_0);
17. end
18. end
19. Final result: The joint Blind-SIM estimate is stored in \(\tilde{\rho}\)

12 Any BCCB matrix \(B\) reads \(H = F^T A F\) with \(F\) the unitary discrete Fourier transform matrix, \([1]'\) the transpose-conjugate operator, and \(A := \text{Diag}(b)\) where \(b := \text{vect}(b_n)\) are the eigenvalues of \(B\), see for instance \([41]\) Sec. 5.2.5. As a result, the storage requirement reduces to the storage of \(b\).

13 The MATLAB implementation of the PPDS pseudo-code Algorithm 1 requires less than 6 ms per iteration on a standard laptop (Intel Core M 1.3 GHz). For the sake of comparison, one FISTA iteration takes almost 5 ms on the same laptop.
were performed with a standard MATLAB implementation of the pseudo-code shown in Algorithm 1. We set $a = 1$ so that the preconditioner $B$ is the inverse of the Hessian of $g$ in (14). With this tuning, we expect that the PPDS iterations exhibit a very favorable convergence rate as long as the set of active constraints is correctly identified. Starting from initial guess $q(0) = 0$ (the dual variables being set accordingly to $\omega(0) = -\nabla g(q(0))$, for instance), the criterion value of the PPDS iteration depicted in Fig. 11 exhibits an asymptotic convergence rate that can be considered as super-linear. Other tunings for $a$ (not shown here) were tested and found to slow down the convergence speed. The pivotal role of the preconditioning in the convergence speed is also underlined since the PPDS equipped with the identity preconditioning matrix $B = I_d$ are also reported.

![Graph](image_url)

**Fig. 11.** Criterion value (upper plots) and distance to the minimizer (lower plots) as a function of the PPDS iterations for the reconstruction problem considered in Sec. 3.3. The chosen initial-guess is $q(0)$ for the primal variables and $\omega(0) = -\nabla g(q(0))$ for the dual variables. The preconditioning parameter is set to $a = 1$ and $(\theta, \tau, \sigma)$ were set according to the tuning rule (25). For the sake of completeness, the curve of the FISTA iterations and the PDS iterations (i.e., the PPDS equipped with the identity preconditioning matrix $B = I_d$) are also reported.

Let us recall that the matrix-vector multiplication $Hq$ with $H$ a BCCB matrix corresponds to the circular convolution of $q$ with the convolution kernel that defines $H$.
should be explored extensively, in particular when the preconditioning matrix varies over the iterations. This issue is of importance if one aims at defining quasi-Newton proximal iterations with PPDS in a general context.
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