SOME CLASSES OF FRONTALS AND ITS REPRESENTATION FORMULAS

T. A. MEDINA-TEJEDA

Abstract. We characterize the extendibility of the normal curvature on frontals and we give a representation formula of this type of frontals. Also we give representation formulas for wavefronts on all types of singularities and other sub classes of these. Some applications to asymptotic curves and lines of curvature on frontals are made.

1. Introduction

Frontals are a class of surfaces with singularities in which the study of the differential geometry presents some difficulties due the presence of singularities. One example of this is the study of the normal curvature and as a consequence the asymptotic curves and the lines of curvature through singularities. Another difficulty is the construction of frontals with some desired geometrical properties due to the shortage of formulas in the literature. Most of the existing work began and is focused in frontals with generic singularities (see [1, 4, 9] for example) but frontals with some desired properties do not always have these good types of singularities. Wavefronts with vanishing mean curvature for instance have only singularities of rank 0 (see [6] for details). We are going to proceed treating as much as possible all kinds of singularities.

We introduce the relative normal curvature in section 3, a function that is well defined even on singularities and allows us to indirectly study the normal curvature, asymptotic curves and lines of curvature. We characterize the extendibility of the normal curvature (theorem 3.1) in terms of an order relation that we introduced in section 3 and which will be useful in further works. We construct an explicit representation formula for frontals with extendable normal curvature near singularities of rank 1 (theorem 3.2) and also in the general case (proposition 3.2), but with a condition involving a partial differential equation. These frontals result with extendable Gaussian and mean curvature simultaneously, which is very unusual.

We mention the works [5, 8] in which were obtained representation formulas for wavefronts with prescribed unbounded mean curvature and developable frontals respectively. In section 4, we give representation formulas for wavefronts near all types of singularities separately (theorems 4.1 and 4.2). We use these to obtain

2010 Mathematics Subject Classification. Primary 53A05; Secondary 53A55.

Key words and phrases. Frontal, relative normal curvature, line of curvature, asymptotic curve.

The author was partially supported by CAPES Grant no. PROEX-10350340/D.
other formulas for wavefronts with extendable Gaussian curvature (corollary 4.3) and parallely smoothable (corollaries 4.1 and 4.5). By last in section 5, we apply some of the results to get the structure of asymptotic curves (theorem 5.1 and 5.2) and lines of curvature (theorem 5.3) on frontals with extendable normal curvature and wavefronts with extendable negative Gaussian curvature.

2. Fixing notation, definitions and some basic results

In this paper, all the maps and functions are of class $C^\infty$. We denote $U, V$ and sometimes with subscript added as open sets in $\mathbb{R}^2$, when is not mentioned anything about them. Let $x : U \to \mathbb{R}^3$ be a smooth map, we call a tangent moving basis (tmb) of $x$ a smooth map $\Omega : U \to \mathcal{M}_{3 \times 2}(\mathbb{R})$ in which the columns $w_1, w_2 : U \to \mathbb{R}^3$ of the matrix $\Omega = (w_1 \ w_2)$ are linearly independent smooth vector fields and $x_u, x_v \in P_{\Omega} := \langle w_1, w_2 \rangle$, where $\langle , \rangle$ denotes the linear span vector space.

A smooth map $x : U \to \mathbb{R}^3$ defined in an open set $U \subset \mathbb{R}^2$ is called a frontal if, for all $p \in U$ there exists a unit normal vector field $n_p : V_p \to \mathbb{R}^3$ along $x$ (i.e. $x_u, x_v$ are orthogonal to $n$), where $V_p$ is an open set of $U$, $p \in V_p$. If the singular set $\Sigma(x) = \{ p \in U : x$ is not immersive at $p \}$ has empty interior we call $x$ a proper frontal and if $(x, n_p) : U \to \mathbb{R}^3 \times S^2$ is an immersion for all $p \in U$ we call $x$ a wavefront or simply front. It is known that a smooth map $x : U \to \mathbb{R}^3$ is a frontal if and only if there exist tangent moving bases of $x$ locally. Since we are interested in exploring local properties of frontals, we always assume that we have a global tmb $\Omega$ for $x$. We denote by $n := \frac{w_1 \times w_2}{|w_1 \times w_2|}$ the normal vector field induced by $\Omega$.

We write $f : (U, p) \to (\mathbb{R}^n, q)$ a map germ, where $f(p) = q$. We say that $f_1 : (U_1, p) \to (\mathbb{R}^n, q)$ is $\mathcal{R}$-equivalent to $f_2 : (U_2, p) \to (\mathbb{R}^n, q)$, if there exist a diffeomorphism $h : (U_2, p) \to (U_1, p)$ such that $f_2 = f_1 \circ h$. We say that $f_1$ is $s\mathcal{S}$-equivalent to $f_2$, if there exist $h$ as before and a diffeomorphism $k : (\mathbb{R}^n, q) \to (\mathbb{R}^n, q)$ such that $f_2 = k \circ f_1 \circ h$. We denote by $Df := \left(\frac{\partial f}{\partial x}\right)_p$, the Jacobian matrix of $f$ and we consider it as a smooth map $Df : U \to \mathcal{M}_{n \times 2}(\mathbb{R})$. We write $Df_{x_1}, Df_{x_2}$ the partial derivatives of $Df$ and $Df(p) := \left(\frac{\partial f}{\partial x}\right)_p$ for $p \in U$. Also, vectors in $\mathbb{R}^n$ are identified as column vectors in $\mathcal{M}_{n \times 1}(\mathbb{R})$ and if $A \in \mathcal{M}_{n \times n}(\mathbb{R}), A_{(i)}$ is the $i$th row and $A^{(j)}$ is the $j$th-column of $A$. The trace and adjoint of a matrix are denoted by $tr()$ and $adj()$ respectively. The identity matrix is denoted by $id$.

Let $x : U \to \mathbb{R}^3$ be a frontal, $\Omega$ a tmb of $x$. Denoting $(\cdot)^T$ the operation of transposing a matrix, we set the matrices of the first and second fundamental forms:

$$I = \begin{pmatrix} E & F \\ F & G \end{pmatrix} := Dx^T Dx, \quad \Pi = \begin{pmatrix} L & M \\ M & N \end{pmatrix} := -Dx^T Dn.$$

The Weingarten matrix $\alpha := -\sqrt{\Pi^T I^{-1}}$ is defined in $\Sigma(x)^c$. Also, we set the matrices:

$$I_\Omega = \begin{pmatrix} E_\Omega & F_\Omega \\ F_\Omega & G_\Omega \end{pmatrix} := \Omega^T \Omega, \quad \Pi_\Omega = \begin{pmatrix} L_\Omega & M_\Omega \\ M_\Omega & N_\Omega \end{pmatrix} := -\Omega^T Dn,$$

$$\mu_\Omega := -\Pi_{\Omega}^T I_{\Omega}^{-1}, \quad \Lambda_\Omega := Dx^T \Omega(I_\Omega)^{-1}, \quad \alpha_\Omega := \mu_\Omega \text{adj} (\Lambda_\Omega).$$
If $x$ is a frontal and $\Omega$ a tmb of $x$, we write simply $\Lambda = (\lambda_{ij})$ and $\mu = (\mu_{ij})$ instead of $\Lambda_\Omega$ and $\mu_\Omega$ when there is no risk of confusion, $\lambda_\Omega := \det(\Lambda)$ and $\Sigma_\Omega(U)$ as the principal ideal generated by $\lambda_\Omega$ in the ring $C^\infty(U, \mathbb{R})$. The matrix $\Lambda$ and $\mu$ satisfy $D\mathbf{x} = \Omega \Lambda^T$ and $D\mathbf{n} = \Omega \mu^T$ (see [7]), thus $\Sigma(x) = \lambda^{-1}_\Omega(0)$ and $\text{rank}(D\mathbf{x}) = \text{rank}(\Lambda)$.

The following propositions were proved in [7] and we are going to use them frequently. These are about the relative curvature which we define as follows.

**Definition 2.1.** Let $x : U \to \mathbb{R}^3$ be a frontal, $\Omega$ a tmb of $x$, the $\Omega$-relative curvature and the $\Omega$-relative mean curvature are defined on $U$ by $K_\Omega = \det(\mu_\Omega)$ and $H_\Omega = -\frac{1}{2} \text{tr}(\alpha_\Omega)$ respectively.

**Proposition 2.1.** [7 Proposition 3.17] Let $x : U \to \mathbb{R}^3$ be a proper frontal, $\Omega$ a tangent moving basis of $x$, $K_\Omega$, $H_\Omega$, $K$ and $H$ the $\Omega$-relative curvature, the $\Omega$-relative mean curvature, the Gaussian curvature and the mean curvature of $x$ respectively. Then,

(i) for $p \in \Sigma(x)^c$, $K_\Omega = \lambda_\Omega K$ and $H_\Omega = \lambda_\Omega H$,

(ii) for $p \in \Sigma(x)$, $K_\Omega = \lim_{(u,v) \to p} \lambda_\Omega K$ and $H_\Omega = \lim_{(u,v) \to p} \lambda_\Omega H$,

where the right sides are restricted to the open set $\Sigma(x)^c$.

**Proposition 2.2.** [7 Theorem 3.22] Let $x : U \to \mathbb{R}^3$ be a frontal, $\Omega$ a tangent moving basis of $x$ and $p \in \Sigma(x)$. Then,

(i) $x : U \to \mathbb{R}^3$ is a front on a neighborhood $V$ of $p$ with $\text{rank}(D\mathbf{x}(p)) = 1$ if and only if $H_\Omega(p) \neq 0$.

(ii) $x : U \to \mathbb{R}^3$ is a front on a neighborhood $V$ of $p$ with $\text{rank}(D\mathbf{x}(p)) = 0$ if and only if $H_\Omega(p) = 0$ and $K_\Omega(p) \neq 0$.

3. **Representation formula of frontals with extendable normal curvature**

We are going to introduce a relation on the set of frontals defined on the same domain. This relation results useful to characterize the extendibility of the normal curvature as we shall see later.

**Definition 3.1.** Let $x_1$, $x_2$ be frontals defined on $U$. We define the relation $\lesssim$ on the set of frontals defined on $U$ by $x_1 \lesssim x_2$ if there exist $\Omega_1$, $\Omega_2$ tangent moving bases of $x_1$ and $x_2$ respectively and a smooth matrix-valued map $B : U \to M_{2 \times 2}(\mathbb{R})$ such that $\Lambda_{\Omega_2} = \Lambda_{\Omega_1} B$. Also, we define the equivalence relation $\sim$ by $x_1 \sim x_2$ if there exist a smooth matrix-valued map $B : U \to GL(2, \mathbb{R})$ such that $\Lambda_{\Omega_2} = \Lambda_{\Omega_1} B$.

It easy to verify that $\sim$ is an equivalence relation as also $\lesssim$ is reflexive and transitive. If there exists a smooth matrix-valued map $B : U \to M_{2 \times 2}(\mathbb{R})$ such that $\Lambda_{\Omega_2} = \Lambda_{\Omega_1} B$ and $\Omega_1$ is another tmb of $x_1$, then $\Omega_1 \Lambda_{\Omega_1} = \Omega_1 \Lambda_{\Omega_1}$ and hence $\Lambda_{\Omega_2} = \Lambda_{\Omega_1} \Omega_1 \Omega_1^{-1}$, which can be substituted in the first equality to obtain that there exists a smooth matrix-valued map $C : U \to M_{2 \times 2}(\mathbb{R})$, such that
\[ \Lambda_{\Omega_2} = \Lambda_{\Omega_1} C. \] Analogously, we can change \( \Omega_2 \) to another tmbs of \( x_2 \) and preserve the relation. Thus, \( \zeta \) does not depend on the pair of chosen tangent moving bases, even if \( x_1, x_2 \) are not proper frontals.

Also, if we consider the classes of equivalence by \( \sim \) of proper frontals, \( \zeta \) induces an order relation on the set of these classes, namely \( \preceq \) is antisymmetric. In fact if \( x_1 \preceq x_2 \) and \( x_2 \preceq x_1 \), there exits smooth matrix-valued maps \( B, C \) such that \( \Lambda_{\Omega_2} = \Lambda_{\Omega_1} B \) and \( \Lambda_{\Omega_1} = \Lambda_{\Omega_2} C \). Thus \( \Lambda_{\Omega_2} = \Lambda_{\Omega_2} C B \) and therefore \( C B = id \) on regular points. Since regular point are dense, we get that \( B, C \) are invertible on \( U \), which is by definition \( x_1 \sim x_2 \). For this reason, we name \( \preceq \) by \( \Lambda \)-order and \( \sim \) by \( \Lambda \)-equivalence.

**Definition 3.2.** Let \( x : U \to \mathbb{R}^3 \) be a frontal, \( \Omega \) a tangent moving basis of \( x \), we define the \( \Omega \)-relative normal curvature by:

\[
k_p^{\Omega}(\omega) := \frac{\omega^T \mathbf{II} \omega \text{adj}(\Lambda_\Omega^T)\omega}{\omega^T \mathbf{I}_{\Omega}\omega},
\]

where \( p \in U \) and \( \omega \in \mathbb{R}^2 - \{0\} \) represent the coordinates in the basis \( \Omega \) of vectors in the plane \( P_\Omega \).

We remember that the classical normal curvature on a regular point \( p \in U \) is given by:

\[
k_p(\zeta) := \frac{\zeta^T \mathbf{II} \zeta}{\zeta^T \zeta},
\]

where \( \zeta \in \mathbb{R}^2 - \{0\} \) is the coordinate of a vector in the tangent plane in the basis \( D\mathbf{x} \). Observe that the coordinate of the same vector in the basis \( \Omega \) is \( \omega = \Lambda_{\Omega}^T \zeta \).

If \( x \) is a proper frontal, \( \Omega \) and \( \hat{\Omega} \) are tmbs of \( x \) inducing normal vectors with the same (resp. opposite) orientation, then \( \hat{\Omega} = \Omega \hat{B} \) where \( \hat{B} \) has positive (resp. negative) determinant. It is easy to verify that \( k_p^{\Omega}(\omega) = \text{det}(B)k_p^{\hat{\Omega}}(\hat{\omega}) \), where \( \omega, \hat{\omega} \) are the coordinates of a vector \( v \in P_\Omega = P_{\hat{\Omega}} \) in the bases \( \Omega, \hat{\Omega} \) respectively. Thus, an extreme value of \( k_p^{\Omega}(\omega) \) is achieved in \( \omega \) if and only if \( k_p^{\hat{\Omega}}(\hat{\omega}) \) achieves an extreme value in \( \hat{\omega} \). The directions defined by the vectors \( v \in P_\Omega \) represented by \( \omega \) in which \( k_p^{\Omega}(\omega) \) achieves a extreme value are called principal directions. The directions in which \( k_p^{\Omega}(\omega) = 0 \) are called asymptotic directions. Observe that, these directions does not depend on the chosen tangent moving basis. However, in the case of principal directions, when we change to a tmbs with opposite normal vector, maximum changes to minimum and vice verse, but when the normal vector is the same, maximum and minimum are preserved.

**Definition 3.3.** Let \( x : U \to \mathbb{R}^3 \) be a proper frontal and \( \Omega \) a tangent moving basis of \( x \). We say that the normal curvature has a smooth extension or simply the normal curvature is extendable if the function \( k_p(\Lambda_{\Omega}^{-T}\omega) : \Sigma(x)^c \times (\mathbb{R}^2 - \{0\}) \to \mathbb{R} \) has a smooth extension to \( U \times (\mathbb{R}^2 - \{0\}) \), where \( \omega \in \mathbb{R}^2 - \{0\} \) and \( p \in \Sigma(x)^c \).

The following proposition shows why the relative normal curvature can be used to study the classical normal curvature near singularities.
Proposition 3.1. Let \( x : U \to \mathbb{R}^3 \) be a proper frontal, \( \Omega \) a tangent moving basis of \( x \) and \( p \in \Sigma(x)^c \). Then, \( k_p^\Omega(\omega) = \lambda_1 k_p(\zeta) \), where \( \omega \) and \( \zeta \) are the coordinates of the same vector in the moving bases \( \Omega \) and \( Dx \) respectively.

Proof. As \( \omega = A^T_\Omega \zeta \) and since \( I = A_\Omega I_\Omega A^T_\Omega \), \( \Pi = A_\Omega I_\Omega \) then
\[
k_p^\Omega(\omega) = \frac{\zeta^T A_\Omega \Pi \text{adj}(A^T_\Omega) A^T_\Omega \zeta}{\zeta^T A_\Omega I_\Omega A^T_\Omega \zeta} = \lambda_1 \frac{\zeta^T \Pi \zeta}{\zeta^T \zeta} = \lambda_1 k_p(\zeta).
\]

Before proceeding we need the following lemma for some observations and the next theorem.

Lemma 3.1. Let \( x : U \to \mathbb{R}^3 \) be a proper frontal and \( \Omega \) a tangent moving basis of \( x \). The matrix \( \Pi_{\Omega \text{adj}}(A^T_\Omega) \) is symmetric.

Proof. As \( \Pi = A_\Omega I_\Omega \) is symmetric, then \( \text{adj}(A_\Omega) \Pi \text{adj}(A^T_\Omega) = \lambda_1 \Pi_{\Omega \text{adj}}(A^T_\Omega) \) as well and by density of regular point in \( U \), follows the result.

Let \( x : U \to \mathbb{R}^3 \) be a proper frontal. Observe that, if \( \Omega \) is a tmf of \( x \) with orthonormal columns, \( k_p^\Omega(\omega) \) restricted to \( \omega \) with \( |\omega| = 1 \) is equal to \( \omega^T \Pi_{\Omega \text{adj}}(A^T_\Omega) \omega \). As the matrix \( \Pi_{\Omega \text{adj}}(A^T_\Omega) \) is symmetric, the extreme values of \( \omega^T \Pi_{\Omega \text{adj}}(A^T_\Omega) \omega \) are the eigenvalues of \( \Pi_{\Omega \text{adj}}(A^T_\Omega) \) (see [3], chapter 3, appendix) which are exactly the relative principal curvatures \( k_{1\Omega} = H_{\Omega} - \sqrt{H_{\Omega}^2 - \lambda_1 K_{\Omega}} \), \( k_{2\Omega} = H_{\Omega} + \sqrt{H_{\Omega}^2 - \lambda_1 K_{\Omega}} \) introduced in [6].

Remark 3.1. When the columns of \( \Omega \) are orthonormal, a principal direction in \( P_{\Omega} \) is represented by an eigenvector \( \omega \) of \( \Pi_{\Omega \text{adj}}(A^T_\Omega) \). In this tangent moving base \( \Pi_{\Omega \text{adj}}(A^T_\Omega) = -\mu^T_\Omega \text{adj}(A^T_\Omega) \). In fact, for another arbitrary tangent moving basis \( \hat{\Omega} \), we have that \( \omega \) is an eigenvector of \( -\mu^T_\Omega \text{adj}(A^T_\hat{\Omega}) \) if and only if \( \hat{\omega} = \hat{B}^{-1} \omega \) is an eigenvector of \( -\mu^T_\Omega \text{adj}(A^T_\hat{\Omega}) \), where \( \hat{B} \) is a smooth matrix-valued map such that \( \hat{\Omega} = \Omega B \). To see this, note that \( I_{\hat{\Omega}} = B^T B, A^T_{\hat{\Omega}} = B^{-1} A^T_\Omega \) and \( I_{\hat{\Omega}} = \pm B^T \Pi_{\Omega} \) (the sign depends on whether \( \Omega \) and \( \hat{\Omega} \) induce the same or opposite normal vectors). Thus, there exists a scalar \( \rho(p) \) such that \( \Pi_{\hat{\Omega} \text{adj}}(A^T_{\hat{\Omega}}) \omega = \rho(p) \omega \) if and only if
\[
det(\hat{B}^{-1})B^T \Pi_{\Omega \text{adj}}(A^T_\Omega)(B^T B)^{-1} \omega = \det(\hat{B}^{-1}) \rho(p) B^T B B^{-1} \omega \text{ which is the same as } \Pi_{\hat{\Omega} \text{adj}}(A^T_{\hat{\Omega}}) \omega = \det(\hat{B}^{-1}) \rho(p) I_{\hat{\Omega}} \omega.
\]

On the other hand, since the extreme values of \( k_p^\hat{\Omega} \) have to be \( \det(\hat{B}^{-1})k_{1\Omega} \), \( \det(\hat{B}^{-1})k_{2\Omega} \) and \( H_{\hat{\Omega}} = \det(\hat{B}^{-1})H_{\Omega}, K_{\hat{\Omega}} = \det(\hat{B}^{-1})K_{\Omega}, \) using the definition of the relative principal curvature, we can conclude that the extreme values of \( k_p^\hat{\Omega} \) are \( k_{1\Omega} \) and \( k_{2\Omega} \) for an arbitrary tangent moving basis \( \hat{\Omega} \).

Now, we proceed to characterize the extendibility of the normal curvature.

Theorem 3.1. Let \( x : U \to \mathbb{R}^3 \) be a proper frontal, \( \Omega \) a tangent moving basis of \( x \) and \( n \) the normal vector field induced by \( \Omega \). Then, the following statements are equivalent:

1. \( x \) is extendible.
2. There exists a family of moving bases \( \{\hat{\Omega}(x)\}_{x \in U} \) such that \( \Pi_{\hat{\Omega}(x) \text{adj}}(A^T_{\hat{\Omega}(x)}) \) is symmetric.
3. For each \( x \in U \), there exists a proper frontal \( \Omega(x) \) such that \( x^T \Pi_{\Omega(x) \text{adj}}(A^T_{\Omega(x)}) x = \det(\hat{B}^{-1})k_{1\Omega} \) for some \( x \in U \).

Proof. This follows from Lemma 3.1 and Remark 3.1.
Proof.

(i) The normal curvature has a smooth extension.
(ii) The entries of $\Pi_\Omega \text{adj}(A_{\Omega}^T)$ belong to $\Sigma_\Omega(U)$.
(iii) $x \not\in \mathbb{n}$.

Proof.

- (i) ⇒ (ii) If the normal curvature has a smooth extension then by proposition 3.1 $k_p^\Omega(\omega) \in \Sigma_\Omega(U)$ with $\omega$ fixed. Thus
  
  $$k_p^\Omega(\omega)^T I_\Omega \omega = \omega^T \Pi_\Omega \text{adj}(A_{\Omega}^T) \omega \in \Sigma_\Omega(U)$$

  and denoting $e_1, e_2$ the canonical base of $\mathbb{R}^2$, by lemma 3.1 we have that
  
  $$e_j^T \Pi_\Omega \text{adj}(A_{\Omega}^T) e_j = \frac{1}{2}(e_i + e_j)^T \Pi_\Omega \text{adj}(A_{\Omega}^T) (e_i + e_j) - e_i^T \Pi_\Omega \text{adj}(A_{\Omega}^T) e_i - e_j^T \Pi_\Omega \text{adj}(A_{\Omega}^T) e_j.$$ 

  From this follows the result.

- (ii) ⇒ (iii) If the entries of $\Pi_\Omega \text{adj}(A_{\Omega}^T)$ belong to $\Sigma_\Omega(U)$, there exist a matrix-valued map $B$ such that $\Pi_\Omega \text{adj}(A_{\Omega}^T) = B\lambda_\Omega = BA_{\Omega}^T \text{adj}(A_{\Omega}^T)$. Then by density of regular points $I_\Omega = B \lambda_\Omega^T$ and therefore $\mu_\Omega = -\lambda_\Omega B^T I_\Omega^{-1}$. Remembering that $\Lambda n = \Omega \mu_\Omega$ we have the result.

- (iii) ⇒ (i) If there exist a smooth matrix-valued map $C$ such that $\mu_\Omega = \Lambda_\Omega C$, then we have $\Pi_\Omega = B \Lambda_\Omega^T$, where $B = -I_\Omega C^T$. Thus, on regular points
  
  $$k_p(\Lambda_\Omega^{-T}) \omega = \frac{\omega^T \Pi_\Omega \Lambda_\Omega^{-T} \omega}{\omega^T I_\Omega \omega} = \frac{\omega^T B \omega}{\omega^T I_\Omega \omega}$$

  which is extendable to the entire domain $U$.

\[ \square \]

**Corollary 3.1.** Let $x : U \to \mathbb{R}^3$ be a proper frontal with extendable normal curvature, then the Gaussian curvature and mean curvature have smooth extensions. Furthermore, this extension of the Gaussian curvature is non-vanishing if and only if $x \not\in \mathbb{n}$.

**Proof.** By theorem 3.1 $x \not\in \mathbb{n}$, then there exists a smooth matrix-valued map $B : U \to M_{2 \times 2}(\mathbb{R})$, such that $\mu_\Omega = \Lambda_\Omega B$. Therefore on the regular points, by proposition 2.1 $K = \frac{\mu_\Omega}{\lambda_\Omega} = \text{det}(B)$ and $H = \frac{\mu_\Omega}{\lambda_\Omega} = -\frac{1}{2\lambda_\Omega} tr(\mu_\Omega \text{adj}(\Lambda_\Omega)) = -\frac{1}{2} tr(B)$ which are extendable to the entire domain $U$. \[ \square \]

With the purpose of finding examples of frontals with extendable normal curvature, we are going to construct a representation formula explicitly near singularities of rank 1. The following proposition gives us a general representation formula of this type of frontals, but in terms of functions satisfying a compatibility condition, which still makes it difficult to generate good examples. However, near singularities of rank 1, using this proposition we can obtain a formula without involving a compatibility condition in theorem 3.2.

**Proposition 3.2.** Let $x : U \to \mathbb{R}^3$ be a proper frontal with extendable normal curvature, then after a rigid motion this locally has a tangent moving basis in the
following form:
\[
\Omega = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ g_1 & g_2 \end{pmatrix}, \quad \Lambda_\Omega^T = D(a, b),
\]
satisfying
\[
D(g_1, g_2) = \begin{pmatrix} h_1 & h_2 \\ h_2 & h_3 \end{pmatrix} D(a, b),
\]
where \(g_1, g_2, h_1, h_2, h_3\) are smooth functions.

**Proof.** In [7] was seen that a reduced tangent moving basis like the above one always exists locally. After a rigid motion we can choose one like this. Then, by theorem 3.1 there exists a smooth matrix-valued map \(B\) such that \(\Pi_\Omega = B \Lambda_\Omega^T\). Since \(\Pi_\Omega = D(g_1, g_2)(1+g_1^2+g_2^2)^{-\frac{3}{2}}\) and \(\Lambda_\Omega^T = D(a, b)\) in this tangent moving basis, where \(x = (a, b, c)\), we get that \(D(g_1, g_2) = HD(a, b)\) with \(H = B(1+g_1^2+g_2^2)^{\frac{3}{2}}\). By corollary 3.8 in [7] \(D(a, b)^T D(g_1, g_2)\) is symmetric, therefore \(H\) too and we have the result. \(\square\)

**Theorem 3.2.** Let \(\mathbf{x} : (U, 0) \to (\mathbb{R}^3, 0)\) be a proper frontal with extendable normal curvature and 0 a singularity of rank 1, then after a rigid motion and a change of coordinates on a neighborhood of 0, \(\mathbf{x}\) can be represented by the formula:

\[
(u, b(u, v), \int_0^u \int_0^{t_2} h(u, t_1)b_v(u, t_1)dt_1 b_v(u, t_2)dt_2 + \int_0^u \int_0^v l(t_1)dt_1 b_v(u, t_2)dt_2 + \int_0^u \int_0^{t_2} l(t_1)dt_1 b_u(t_2, 0)dt_2 + \int_0^u \int_0^{t_2} r(t_1)dt_1 dt_2,)
\]

where \(b, h, l, r\) are smooth function on neighborhoods of the origin in each case.

**Proof.** We can assume \(x\) has the form \((u, b(u, v), c(u, v))\) and we can find a tangent moving basis \(\Omega\) like proposition 3.2. Thus, we have

\[
D(g_1, g_2) = \begin{pmatrix} h_1 & h_2 \\ h_2 & h_3 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ b_u & b_v \end{pmatrix},
\]
then \(g_{1v} = h_2 b_v\) and \(g_{2v} = h b_v\). Thus, \(g_{1u} = \int_0^v (h_2(u, t)b_v(u, t))_u dt + r(u)\) and \(g_{2u} = \int_0^v (h(u, t)b_v(u, t))_u dt + l(u)\) for some smooth functions \(r(u)\) and \(l(u)\). We have \(\int_0^v (h_2(u, t)b_v(u, t))_u dt + r(u) = h_1 + h_2 b_u\), \(\int_0^v (h(u, t)b_v(u, t))_u dt + l(u) = h_2 + h b_u\) therefore \(h_2\) and \(h_1\) can be determined by \(b, h, l, r\) with these relations and consequently \(g_{1u}, g_{1v}, g_{2u}, g_{2v}\) too. Integrating we get

\[
g_1(u, v) = \int_0^v h_2(u, t)b_v(u, t) dt + \int_0^u r(t) dt,
\]
\[
g_2(u, v) = \int_0^v h(u, t)b_v(u, t) dt + \int_0^u l(t) dt
\]
and substituting $h_2$ in $g_1$ we obtain
\[
g_1(u, v) = \int_0^v \int_0^{t_2} (h(u, t_1)b_e(u, t_1))_a dt_1 b_e(u, t_2) dt_2 + \int_0^v l(u)b_e(u, t) dt - \int_0^u b_0(u, t)h(u, t)b_e(u, t) dt + \int_0^v r(t)dt.
\]
Since condition (3) implies that $D(a, b)^T D(g_1, g_2)$ is symmetric, which is equivalent to $(g_1 + b_0 g_2)_v = (b_v g_2)_u$, then the system
\[
c_u = g_1 + b_0 g_2,
\]
\[
c_v = b_v g_2
\]
\[
c(0, 0) = 0
\]
has a unique solution locally. Then, $c(u, v) = \int_0^v b_v(u, t)g_2(u, t) dt + c(u, 0)$, but $c_u(u, 0) = g_1(u, 0) + b_0(u, 0)g_2(u, 0)$, therefore
\[
c(u, 0) = \int_0^u \int_0^{t_1} r(t) dt dt_1 + \int_0^u b_0(t, 0) \int_0^{t_1} l(t) dt dt_1.
\]
Substituting $c(u, 0)$ and $g_1(u, v)$ in $c(u, v)$, we get $x = (u, b, c)$ represented with the formula (2).

Some frontals with extendable normal curvature present some types of singularities that we call false singularities. Close to these, the image of the frontal looks like a piece of a regular surface. Formula (2) produces some of these, as well as frontals with extendable normal curvature without false singularities like $x = (u, \frac{2}{3} v^3 + v^2, uv^2)$ on $(-1, 1) \times (-1, 1)$ for instance, where $b = \frac{2}{3} v^3 + v^2$, $h = \frac{3uv}{2(1+v^2)^{3/2}}$, $l = 1$, $r = 0$ are the chosen functions.

A smooth map $x : U \to \mathbb{R}^3$ with $x(U) \subset S$, where $S$ is a regular surface, can be decomposed locally in the following way. Let $V_1 \subset U$ be an open set and $\phi : V_3 \to V_2$ a chart of $S$ with $V_3 \subset S$, $V_2 \subset \mathbb{R}^2$ open sets and $x(V_1) \subset V_3$, then $x = \phi^{-1} \circ \phi \circ x$. Observe that $\phi^{-1}$ is an immersion and $\phi \circ x$ is a smooth map between open sets of $\mathbb{R}^2$, which has the same singular set of $x$ on $V_1$. This motivates us to the following definition.

**Definition 3.4.** Let $x : U \to \mathbb{R}^3$ be a smooth map and $p \in U$ a singularity (point in which $x$ is not an immersion). We say that $p$ is a false singularity if there exists open sets $V_1 \subset U$, $V_2 \subset \mathbb{R}^2$ with $p \in V_1$, an immersion $y : V_2 \to \mathbb{R}^3$ and a smooth map $h : V_1 \to V_2$ such that $x = y \circ h$ on $V_1$.

**Proposition 3.3.** Every smooth map $x : U \to \mathbb{R}^3$ with $\text{int}(\Sigma(x)) = \emptyset$, close to a false singularity is a proper frontal with extendable normal curvature.

**Proof.** If $p$ is a false singularity, then $x = y \circ h$ on a neighborhood of $p$ with $y$ an immersion and $h$ a smooth map. Hence, $x$ is a proper frontal with normal vector field $n \circ h$, where $n$ is the normal vector induced by $y$. Thus, $\Omega = Dy(h)$ is a tangent
moving basis of $x$, $\Lambda_{\Omega}^T = D\h$. Since, $D(n \circ h) = Dn(h)D\h = Dy(h)\alpha^T(h)D\h$, where $\alpha$ is the Weingarten matrix of $y$, we have $x \nless n \circ h$. □

**Proposition 3.4.** If $x : U \to \mathbb{R}^3$ is a proper wavefront, $\Omega$ tmwb of $x$, then the normal curvature does not have a smooth extension. In particular, wavefronts have no false singularities.

**Proof.** Let us suppose that the normal curvature has a smooth extension, then $x \nless n$ and therefore there exists a smooth matrix valued map $B$ such that $\mu_{\Omega}^T = B^T \Lambda_{\Omega}^T$, then the matrix

\[
\begin{pmatrix}
\Lambda_{\Omega}^T \\
\mu_{\Omega}^T
\end{pmatrix} = \begin{pmatrix}
\Lambda_{\Omega}^T \\
B^T \Lambda_{\Omega}^T
\end{pmatrix} = \begin{pmatrix}
id & 0 \\
0 & B^T
\end{pmatrix},
\]

has rank strictly less that 2 on singularities, which is contradictory (see proposition 3.21 in [7]). □

4. **Representation formulas of wavefronts**

In this section we obtain formulas to construct all the local parametrizations of wavefronts on a neighborhood of singularities of rank 0 and 1. These formulas are in terms of some functions as parameters and in most cases they can be freely chosen.

**Theorem 4.1** (Representation formula for rank 1). Let $x : (U, 0) \to (\mathbb{R}^3, 0)$ be a germ of a wavefront, $\Omega$ a tangent moving basis of $x$ and $0 \in \Sigma(x)$ with $\text{rank}(Dx(0)) = 1$. Then, up to an isometry $x$ is $\mathcal{R}$-equivalent to

\begin{equation}
y(w, z) = (w, \int_0^z \lambda_{\Omega}(w, t) dt + f_1(w), \int_0^z t\lambda_{\Omega}(w, t) dt + f_2(w))
\end{equation}

which has as tangent moving basis

\[
\hat{\Omega} = \begin{pmatrix}
y_w & 0 \\
1 & z
\end{pmatrix}, \Lambda_{\hat{\Omega}} = \begin{pmatrix}
1 & 0 \\
0 & \lambda_{\hat{\Omega}}
\end{pmatrix}
\]

where $\lambda_{\Omega}(w, z), f_1(w), f_2(w)$ are smooth functions with $\lambda_{\hat{\Omega}}(0) = 0$. In particular, $x$ is $\mathcal{R}$-equivalent to $(w, \int_0^z \lambda_{\Omega}(w, t) dt, \int_0^z t\lambda_{\Omega}(w, t) dt)$.

**Proof.** We can apply a change of coordinates $h_1$ and an isometry $\phi$ of $\mathbb{R}^3$ (making the line $Dx(0)(\mathbb{R}^2) \subset \Omega(0)(\mathbb{R}^2)$ parallel to $(1, 0, 0)$ and the plane $\Omega(0)(\mathbb{R}^2)$ coincide with $\mathbb{R}^2 \times 0$) such that $\bar{x} = \phi \circ x \circ h_1 = (u, b(u, v), c(u, v))$, $b_u(0, 0) = b_v(0, 0) = 0$ and having a tangent moving basis $\bar{\Omega}$ in the form:

\[
\bar{\Omega} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

with $g_1(0) = g_2(0) = 0$. Thus, $D\bar{x} = \bar{\Omega} \bar{\Lambda}^T$, $\bar{\Lambda}^T = D(u, b)$ and

\[
\hat{\mu}^T = D(-g_1 \det(I_{\hat{\Omega}})^{-\frac{1}{2}}, -g_2 \det(I_{\hat{\Omega}})^{-\frac{1}{2}}).
Corollary 4.1. smoothable at 0 that λ which the proof, where b Remark 4.1 (Alternative formulas for rank 1) D that 0 on a neighborhood of (5) be rewritten in the form given in the statement of the proposition gives a decomposition of this last (6) y parallelly smoothable at 0. Hence g2v ≠ 0. Then, by the local form of the submersion, there exist a diffeomorphism with the form h2(w, z) = (w, l(w, z)) such that g2 ◦ h2 = z, therefore setting y(w, z) := x ◦ h2(w, z) = (w, b(w, z), c(w, z)), Ω := Ω(h2) and g1 = g1 ◦ h2 we have

\[ D_y = \Omega(h_2) A^T(h_2) D h_2 = \Omega(h_2) D(u, b)(h_2) D h_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ \tilde{g}_1 & v \end{pmatrix} D(w, \tilde{b}) \]

and thus \( \tilde{c}_z = z \tilde{b}_z, \lambda_{\tilde{\Omega}} = \tilde{b}_z \). Integrating we get \( \tilde{c} = \int_0^t t \lambda_{\tilde{\Omega}}(w, t) dt + \tilde{c}(w, 0), \tilde{b} = \int_0^t \lambda_{\tilde{\Omega}}(w, t) dt + \tilde{b}(w, 0) \). Observe that the tangent moving basis \( \Omega \) and \( \Lambda_{\tilde{\Omega}} \) given in the statement of the proposition gives a decomposition of this last in the proof, \( \lambda_{\tilde{\Omega}} = \tilde{b}_z = \lambda_{\tilde{\Omega}} \) and from this follows the result. □

Remark 4.1 (Alternative formulas for rank 1). The formula in theorem 4.1 can be rewritten in the form

\[ y = (u, b(u, v), \int_0^v t b_v(u, t) dt + f_2(u)), \]

where \( b \) is a smooth function and \( b_v = \lambda_{\tilde{\Omega}} \). On the other hand, observe in the proof that \( D_y \) has the decomposition

\[ \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ g_1 & v \end{pmatrix} D(u, b), \]

where \( g_1 \) is a smooth function satisfying \( g_{1v} = -b_u \) by theorem 3.8 in [7]. Thus, on a neighborhood of 0, there exists a smooth function \( h \) such that \( g_1 = h_u \) and \( -b = h_v \). Using this and integrating, we can get the following alternative formula:

\[ y = (u, -h_v(u, v), \int_0^v h_u(t, v) dt + h_{vu}(0, v) dt), \]

With these formulas, we can represent some subclasses with certain properties. Wavefronts with extendable Gaussian curvature and parallelly smoothable are treated in the following. We remember the notion of being parallelly smoothable, which is well determined by the behavior of the invariants near the singularities (see [6] for details).

Definition 4.1. Let \( x : U \rightarrow \mathbb{R}^3 \) be a wavefront and \( p \in \Sigma(x) \). We say that \( x \) is parallelly smoothable at \( p \) if there exist \( \epsilon > 0 \) and an open neighborhood \( V \) of \( p \) such that \( \text{rank}(D(x + \epsilon n)(q)) = 2 \) for every \( (q, l) \in V \times (0, \epsilon) \) or every \( (q, l) \in V \times (-\epsilon, 0) \).

Corollary 4.1. Every germ of a proper wavefront \( x : (U, 0) \rightarrow (\mathbb{R}^3, 0) \) parallelly smoothable at 0, with \( \text{rank}(Dx(0)) = 1 \), can be represented by the formula (4) in which \( \lambda_{\tilde{\Omega}} \) is a smooth function that does not change sign on a neighborhood of 0.
Remark 4.2. Depending on the chosen function $h$, the general solution of the last equation is the well-known Wave equation which has as solutions with vanishing Gaussian curvature $K$.

Corollary 4.2 (Vanishing Gaussian curvature). Every wavefront $x : U \rightarrow \mathbb{R}^3$ with vanishing Gaussian curvature $K$, up to an isometry is $\mathcal{R}$-equivalent to the formula
\[
(u, ur_1(v) + r_2(v), \int_0^t \omega(a(t), v) + r_2(t) dt + uc_1 + c_2),
\]
where $r_1, r_2$ are smooth functions with $r_2'(0) = 0$ and $c_1, c_2$ constants. In particular $x$ is a ruled surface locally at $(0,0)$ with a directrix curve $(0, r_2(v), r_2(v) + c_2)$ having a singularity at $v = 0$.

Proof. Because $K_{\Omega}(p) \neq 0$ on singularities $p$ of rank 0 and $\lim_{(u,v) \rightarrow p} |K| = \frac{|K_{\Omega}|}{|\lambda_{\Omega}|} = \infty$, then a wavefront with vanishing Gaussian curvature $x$ only has singularities of rank 1. Without loss of generality, let us suppose $(0,0)$ is a singularity, thus up to an isometry this is $\mathcal{R}$-equivalent to the formula in remark 4.1 at $(0,0)$. Then taking the tangent moving basis in proposition 4.1 and $L_{\Omega}N_{\Omega} - M_{\Omega}M_{\Omega} = 0$, a simple computation leads to $-vb_{uv} + \int_0^t \omega(u,v) dt + f_{2uv}(u) = 0$. Therefore $f_{2uv}(u) = 0$ and taking derivative in $v$ we get $b_{uv} = 0$. From this follows the result.

Corollary 4.3 (Extendable Gaussian curvature). Every wavefront $x : U \rightarrow \mathbb{R}^3$ with extendable Gaussian curvature, up to an isometry is $\mathcal{R}$-equivalent to the formula (6), in which $h$ is a solution of the partial differential equation $h_{uu} + c(u,v)h_{uv} = 0$, where $c(u,v)$ is a smooth function.

Proof. By remark 4.1 we can assume $x$ has the form of formula (6). By theorem 4.2 in [6], the Gaussian curvature is extendable if and only if $L, M, N \in \Sigma_{\Omega}(U)$. Using the tangent moving basis given in remark 4.1, this last results equivalent to $h_{uu} \in \Sigma_{\Omega}(U)$. Since $-h_{uv} = \lambda_{\Omega}$, we have that $h_{uu} + c(u,v)h_{uv} = 0$ on $U$ for some smooth function $c(u,v)$.

Remark 4.2. Depending on the chosen function $c(u,v)$, we could get explicit solutions $h$ of the equation $h_{uu} + c(u,v)h_{uv} = 0$. For example if we take $c < 0$ a negative constant, the last equation is the well-known Wave equation which has as general solution $h(u,v) = h_1(v - \sqrt{-cu}) + h_2(v + \sqrt{-cu})$, where $h_1, h_2$ are smooth functions. Also, choosing $c > 0$ a positive constant, after a change of coordinates this equation is the well known Laplace equation which leads to the general solution $h(u,v) = F(u, v/\sqrt{c})$, where $F$ is a harmonic function.

Now, we will get representation formulas for wavefronts near singularities of rank 0. These type of singularities are less common than the ones of rank 1 and the geometrical invariants have a behavior totally different (see [6]).

Proposition 4.1. Let $x : (U, 0) \rightarrow (\mathbb{R}^3, 0)$ be a germ of a wavefront, $\Omega$ a tangent moving basis of $x$ and $0 \in \Sigma(x)$ with $K_{\Omega}(0) \neq 0$. Then, up to an isometry $x$ is $\mathcal{R}$-equivalent to $y = (a, b, \int_0^t \omega(t_1, v) dt_1 + b(t_1, v) dt_1 + \int_0^t b_{uu}(0, t_2) dt_2)$, where $a, b$ are smooth functions and $a_v = b_u$. 
Proof. Applying an isometry we always can choose a tangent moving basis of $x = (a, b, c)$ in the form

$$\Omega = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ g_1 & g_2 \end{pmatrix}, \Lambda_T^\Omega = D(a, b).$$

We have that $K_\Omega(0) \neq 0$ if and only if $\det(\Pi_\Omega(0)) \neq 0$ and by a simple computation this is equivalent to have $\det(D(g_1, g_2)(0)) \neq 0$, therefore by the inverse function theorem there exists a diffeomorphism $h(w, z)$ on a small neighborhood such that $(g_1, g_2) \circ h = (w, z)$. Setting $y := x \circ h = (\hat{a}, \hat{b}, \hat{c})$ we have

$$Dy = \Omega(h)\Lambda_T^\Omega(h)Dh = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ w & z \end{pmatrix} D(\hat{a}, \hat{b}),$$

thus by corollary 3.8 in \[\] $(\hat{a}, \hat{b})_w \cdot (w, z)_z = (\hat{a}, \hat{b})_z \cdot (w, z)_w$, it means $\hat{b}_w = \hat{a}_z$. Also, \(\hat{c}_w = w\hat{a}_w + z\hat{b}_w\) and \(\hat{c}_z = w\hat{a}_z + z\hat{b}_z\). Then, \(\hat{c} = \int^w_0 t_1 \hat{a}_w(t_1, z) + z\hat{a}_z(t_1, z) dt_1 + \hat{c}(0, z)\), but \(\hat{c}(0, z) = \int^z_0 t_2 \hat{b}_z(0, t_2) dt_2\), from this follows the result. \[ \square \]

**Remark 4.3.** Observe that the condition $a_v = b_u$ near $0$ is equivalent to the existence of a smooth function $h$ such that $a = h_u$ and $b = h_v$ on some neighborhood of $0$.

**Theorem 4.2.** (Representation formula for rank $0$). Let $x : (U, 0) \to (\mathbb{R}^3, 0)$ be a germ of a wavefront, $\Omega$ a tangent moving basis of $x$ and $0 \in \Sigma(x)$ with $\operatorname{rank}(Dx(0)) = 0$. Then, up to an isometry $x$ is $\mathcal{R}$-equivalent to

$$y = (h_u, h_v, \int^u_0 t_1 h_{uu}(t_1, v) + v h_{vu}(t_1, v) dt_1 + \int^v_0 t_2 h_{vv}(0, t_2) dt_2),$$

where $h$ is a smooth function defined on some neighborhood of $(0, 0)$ with $h_{uu}(0) = h_{uv}(0) = h_{vv}(0) = 0$.

**Proof.** By proposition 2.2 \(K_\Omega(0) \neq 0\) and applying the proposition 4.4 we get the result. \[ \square \]

**Corollary 4.4.** Let $x : (U, 0) \to (\mathbb{R}^3, 0)$ be a germ of a wavefront, $\Omega$ a tangent moving basis of $x$ and $0 \in \Sigma(x)$. Then, $x$ is $\mathcal{R}$-equivalent to $y = (h_u, h_v, \int^u_0 t_1 h_{uu}(t_1, v) + v h_{vu}(t_1, v) dt_1 + \int^v_0 t_2 h_{vv}(0, t_2) dt_2)$, where $h$ is a smooth function defined on some neighborhood of $(0, 0)$.

**Proof.** The case $\operatorname{rank}(Dx(0)) = 0$ is the last corollary. If $\operatorname{rank}(Dx(0)) = 1$, by proposition 4.4 $x$ is $\mathcal{R}$-equivalent to $(w, \int^w_0 \lambda_\Omega(w, t) dt, \int^w_0 t \lambda_\Omega(w, t) dt)$ which is $\mathcal{S}$-equivalent to $(w, \int^w_0 \lambda_\Omega(w, t) dt, \int^w_0 \lambda^2_\Omega(w, t) dt + w^2)$. By a simple computation for this last wavefront $K_\Omega(0) \neq 0$ and applying proposition 4.4 we get the result. \[ \square \]

**Remark 4.4.** The proof of this corollary give us an algorithm to transform a wavefront with singularities of rank $1$ into a wavefront with non-vanishing $K_\Omega$ using change of coordinates at the target.
Corollary 4.5. Every wavefront \( x : (U, 0) \rightarrow (\mathbb{R}^3, 0) \) parallelly smoothable at 0 with \( \text{rank}(Dx(0)) = 0 \) can be represented with the formula (7), in which \( h \) is a smooth concave or convex function on a convex neighborhood of 0 with \( h_{uu}(0) = h_{uv}(0) = h_{vv}(0) = 0 \).

**Proof.** By theorem 4.2 we can assume that \( x \) has the form of formula (7) which has as tangent moving basis
\[
\Omega = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ u & v \end{pmatrix}, \Lambda_{\Omega}^T = \begin{pmatrix} h_{uu} & h_{uv} \\ h_{uv} & h_{vv} \end{pmatrix}.
\]

By theorem 5.1 in [6] \( x \) is parallelly smoothable at 0 if and only if \( \lambda_\Omega K_\Omega \geq 0 \) and \( H_\Omega \) does not change sign on a neighborhood of 0. With a simple computation of \( \lambda_\Omega K_\Omega \) and \( H_\Omega \) this last is equivalent to have \( h_{uu} h_{vv} - h_{uv}^2 \geq 0 \) and \( h_{uu} + h_{vv} + u^2 h_{uu} + 2uv h_{uv} + v^2 h_{vv} \) does not change sign on a neighborhood of 0. Since \( h_{uu} h_{vv} - h_{uv}^2 \geq 0 \), then \( h_{uu} + h_{vv} \geq 0 \) (resp. \( \leq 0 \)) is equivalent to \( \Lambda_{\Omega}^T \) being positive semi-definite (resp. negative semi-definite), therefore \( h_{uu} + h_{vv} + u^2 h_{uu} + 2uv h_{uv} + v^2 h_{vv} \) does not change sign if and only if \( h_{uu} + h_{uv} \) neither. Thus, \( x \) is parallelly smoothable at 0 if and only if \( \Lambda_{\Omega}^T \) is positive or negative semi-definite. This last is equivalent to \( h \) being a convex or concave function on a convex neighborhood of 0 (see [2]). \( \square \)

5. Some applications to asymptotic curves and lines of curvature

In this section, we apply some of the results previously obtained to describe how are the asymptotic curves and lines of curvatures distributed. These curves result kind of similar to the regular case, but with the possibility of having singularities.

**Definition 5.1.** Let \( x : U \rightarrow \mathbb{R}^3 \) be a proper frontal and \( \gamma : (-\epsilon, \epsilon) \rightarrow U \) a smooth curve. We say that \( \gamma \) is an asymptotic curve of \( x \) or simply \( \gamma \) is asymptotic if \((x \circ \gamma)'(t)\) defines an asymptotic direction for every \( t \) such that \((x \circ \gamma)'(t) \neq 0\).

Let \( x : U \rightarrow \mathbb{R}^3 \) a proper frontal, \( \Omega \) a tmb of \( x \). It easy to see that \( \gamma \) is an asymptotic curve of \( x \) if and only if \( \gamma'^T \Lambda_{\Omega}(\gamma) \Pi_{\Omega}(\gamma) \) or simply \( \gamma \) is asymptotic if \( \gamma'(t) = 0 \) on \(( -\epsilon, \epsilon ) \), which is the same as \( \lambda_\Omega(\gamma) \gamma'^T \Pi(\gamma) \gamma' = 0 \) due to the fact that \( \Pi = \Lambda_{\Omega} \Pi_{\Omega} \).

From this, we can conclude that every curve \( \gamma \) contained in \( \Sigma(x) \) is asymptotic.

**Definition 5.2.** Let \( x : U \rightarrow \mathbb{R}^3 \) be a frontal and \( \gamma(t) : (-\epsilon, \epsilon) \rightarrow U \) a smooth curve. We say that \( \gamma \) is a Gaussian asymptotic (G-asymptotic) curve of \( x \) or simply \( \gamma \) is G-asymptotic if \( \gamma'(t)^T \Pi \gamma'(t) = 0 \) for all \( t \in (-\epsilon, \epsilon) \), where the entries of \( \Pi \) are being evaluated at \( \gamma(t) \).

It is immediate that G-asymptotic curves are asymptotic. The following theorems are in terms of these curves and describe how are organized asymptotic curves on frontals with extendable normal curvature and wavefronts with extendable Gaussian curvature.

**Theorem 5.1.** Let \( x : U \rightarrow \mathbb{R}^3 \) a proper frontal, \( \Omega \) a tmb of \( x \) and \( p \in U \) a singularity. If the normal curvature has a smooth extension and the extension of
the Gaussian curvature is strictly negative, then there exists two families of curves (not necessary regular) \( \phi_1(t, q) : J \times U_1 \rightarrow U_2, \phi_2(t, q) : J \times U_1 \rightarrow U_2, \) where \( J \) is an open interval containing 0, \( U_1, U_2 \) are open sets of \( \mathbb{R}^2 \) with \( p \in U_2, U_1 \subset U_2 \subset U_1 \). satisfying the following:

1. \( \phi_1 \) and \( \phi_2 \) are smooth and \( \phi_1(0, q) = \phi_2(0, q) = q \).
2. For each fixed \( q \), \( \phi_1(t, q) \) and \( \phi_2(t, q) \) are \( G \)-asymptotic curves of \( x \).
3. For every \( t_0 \in J \) such that \( \phi_1(t_0, q) \in \Sigma(x)^c \), we have \( \phi_1'(t_0, q) \neq 0 \). In the case that \( \phi_1(t_0, q) \in \Sigma(x)^c \) for \( i = 1, 2 \) simultaneously, then \( \phi_1(t_0, q) \) and \( \phi_2(t_0, q) \) are linearly independent.

**Proof.** By corollary 3.1 there exist a smooth matrix-valued map \( B : U \rightarrow GL(2, \mathbb{R}) \), such that \( \mu_\Omega = \Lambda_\Omega B \) and by proposition 2.1 \( K = \det(B) \). Since that \( \mu_\Omega := -\Pi_\Omega^2 \Pi_\Omega^{-1} \), then \( \Pi_\Omega = C A_\Omega^T \) where \( C = (c_{ij}) \) is a smooth matrix-valued map with \( \det(C) < 0 \) on \( U \). As \( \Pi = \Lambda_\Omega \Pi_\Omega = \Lambda_\Omega C A_\Omega^T \) and \( \Pi \) is symmetric, we have that \( C \) is symmetric. Without loss of generality, we can suppose that \( p = 0 \). Denoting \( \rho(t) = (\rho_1(t), \rho_2(t)) = \Lambda_\Omega^{1/2} \gamma'(t) \) for a smooth curve \( \gamma \) with \( \gamma(0) = 0 \), where \( \Lambda_\Omega \) is being evaluated in \( \gamma(t) \), we have that

\[
\gamma'(t)^T \Pi \gamma'(t) = \rho(t)^T C \rho(t) = c_{11} \rho_1^2 + 2c_{12} \rho_1 \rho_2 + c_{22} \rho_2^2.
\]

Since \( c_{11}c_{22} - c_{12}^2 < 0 \), the last equation can be decomposed into linear factors, yielding

\[
\gamma'(t)^T \Pi \gamma'(t) = (a_1 \rho_1 + a_2 \rho_2)(a_1 \rho_1 + a_3 \rho_2),
\]

where \( a_1, a_2, a_3 \) are smooth real function on a neighborhood of \( 0 \in U \), such that

\[
a_1^2 = c_{11}, a_2a_3 = c_{22}, a_1(a_2 + a_3) = 2c_{12}.
\]

Shrinking \( U \) if is necessary, we have just two cases:

Case 1. \( c_{12} \neq 0 \) on \( U \). This implies that, the vector fields \( (-a_2, a_1) \) and \( (-a_3, a_1) \) are linearly independent. Observe that curves \( \gamma \) satisfying the differential equations

\[
\gamma'_1 = adj(\Lambda_\Omega)^T \begin{pmatrix} -a_2 \\ a_1 \end{pmatrix},
\]

\[
\gamma'_2 = adj(\Lambda_\Omega)^T \begin{pmatrix} -a_3 \\ a_1 \end{pmatrix},
\]

are \( G \)-asymptotic. If we take \( \phi_1(t, q), \phi_2(t, q) \) as the local flows at 0 of \( \Sigma \) and \( \Omega \), we get the result.

Case 2. \( c_{11}(0, 0)c_{22}(0, 0) \neq 0 \) and \( c_{12}(0, 0) = 0 \). Here the vector fields \( (a_2, -a_1) \) and \( (-a_3, a_1) \) are linearly independent on a neighborhood of 0 and analogously to the case 1 we get the result. \( \square \)

**Theorem 5.2.** Let \( x : U \rightarrow \mathbb{R}^3 \) a proper wavefront, \( \Omega \) a mb of \( x \). If the Gaussian curvature is extendable and the extension is strictly negative, then locally at a singularity \( p \), there exist open sets \( U_1, U_2 \) of \( \mathbb{R}^2 \) with \( p \in U_2, U_1 \subset U_2 \) and a diffeomorphism \( t : U_1 \rightarrow U_2 \) such that the coordinated curves are \( G \)-asymptotic curves of \( x \).
Proof. By corollary 4.3, we can assume that \( x \) is equal to the formula (8) with \( h_{uu} + c(u, v)h_{vv} = 0 \) for some smooth function \( c(u, v) \) and \( p = 0 \in U \) is a singularity. Computing the Gaussian curvature with this formula results \( K(u, v) = c(u, v)(1 + h_u^2 + v^2)^{-2} \), then \( c(u, v) < 0 \) on \( U \). We also have,

\[
\Pi = \begin{pmatrix}
1 & h_{uv} \\
0 & -h_{uv}
\end{pmatrix}
\begin{pmatrix}
h_{uu} & h_{uv} \\
0 & 1
\end{pmatrix}(1 + h_u^2 + v^2)^{-\frac{1}{2}}.
\]

Therefore, \( \gamma'(t)^T \Pi \gamma'(t) = 0 \) if and only if \( c(\gamma(t))h_{uv}(\gamma(t))u'(t)^2 + h_{vv}(\gamma(t))v'(t)^2 = 0 \).

Observe that curves \( \gamma \) with derivative in the direction of the vector fields

\[
(10) \quad (-1, (-c(\gamma(t)))^\frac{1}{2}) \text{ or } (1, (-c(\gamma(t)))^\frac{1}{2})
\]

are G-asymptotic. As the vector fields \((-1, (-c(u, v))^\frac{1}{2}), (1, (-c(u, v))^\frac{1}{2})\) are linearly independent on \( U \), it is possible to find open sets \( U_1, U_2 \) of \( \mathbb{R}^2 \) with \( p \in U_2 \), \( U_2 \subset U \) and a diffeomorphism \( t: U_1 \to U_2 \) such that the coordinated curves are tangent to the lines in the directions of \( \Pi \) (see 3-4 in [3]). It follows the result. \( \square \)

In the proof of the above theorem, curves \( \gamma \) satisfying \( h_{vv}(\gamma(t)) = 0 \) are G-asymptotic as well as these are the curves contained in the singular set of \( x \). This is in fact true in a more general context. It is valid for bounded Gaussian curvature and does not depend on the chosen coordinates as we will see in the next proposition.

**Proposition 5.1.** If \( x: U \to \mathbb{R}^3 \) is a wavefront, \( \Omega \) a tub of \( x \) and the Gaussian curvature is bounded, then every curve \( \gamma: (-\epsilon, \epsilon) \to U \) with \( \gamma((-\epsilon, \epsilon)) \subset \Sigma(x) \) is a G-asymptotic curve.

Proof. By theorem 4.1 in [3], there exists a constant \( C > 0 \) such that \( |L| \leq C|\lambda_\Omega|, |M| \leq C|\lambda_\Omega| \) and \( |N| \leq C|\lambda_\Omega| \). Denoting \( \gamma(t) = (u(t), v(t)) \), we have

\[
|Lu'^2 + 2Mu'v' + Nv'^2| \leq C|\lambda_\Omega(u(t), v(t))|(u'^2 + 2|u'v'| + v'^2) = 0
\]

and it follows the result. \( \square \)

In the following, we give a similar result to the theorem 5.1 about lines of curvature for frontals with extendable normal curvature. In the case of wavefronts, near singularities of rank 1, it is known that there exist a diffeomorphism like in the theorem 5.2 for lines of curvatures (see [8] for example).

**Definition 5.3.** Let \( x: U \to \mathbb{R}^3 \) be a proper frontal and \( \gamma: (-\epsilon, \epsilon) \to U \) a smooth curve. We say that \( \gamma \) is a line of curvature of \( x \) if \( (x \circ \gamma)'(t) \) defines a principal direction for every \( t \) such that \( (x \circ \gamma)'(t) \neq 0 \).

**Remark 5.1.** Observe that, \((x \circ \gamma)'(t) \neq 0 \) if and only if \( \Lambda^T_\Omega(\gamma(t))\gamma'(t) \neq 0 \), where this last vector is the coordinate of \((x \circ \gamma)'(t) \) in the basis \( \Omega \), then by remark 3.1 we have that \((x \circ \gamma)'(t) \) defines a principal direction if and only if \( \Lambda^T_\Omega(\gamma(t))\gamma'(t) \) is an eigenvector of \(-\mu^0_{\Omega} \operatorname{adj}(\Lambda^T_\Omega)\) evaluated at \( \gamma(t) \). Thus, \((x \circ \gamma)'(t) \) defines a principal direction if and only if there exists a scalar \( l(t) \) such that \( \lambda_\Omega(\gamma(t))\mu^0_{\Omega}(\gamma(t))\gamma'(t) = l(t)\Lambda^T_\Omega(\gamma(t))\gamma'(t) \) which is equivalent to \( \lambda_\Omega(\gamma(t))(x \circ \gamma)'(t) = l(t)(x \circ \gamma)'(t) \). As
$(x \circ \gamma)'(t_0) = 0$ implies that $\lambda_\Omega(\gamma(t_0)) = 0$, we can extend the last equality to the entire interval $(-\epsilon, \epsilon)$ simply defining $l(t_0)$ with an arbitrary value and finally we get the following proposition.

**Proposition 5.2.** Let $\mathbf{x} : U \to \mathbb{R}^3$ be a proper frontal and $\Omega$ a tmb of $\mathbf{x}$. A smooth curve $\gamma : (-\epsilon, \epsilon) \to U$ is a line of curvature if and only if there exist a function $l(t) : (-\epsilon, \epsilon) \to \mathbb{R}$ such that $\lambda_\Omega(\gamma(t))(\mathbf{n} \circ \gamma)'(t) = l(t) (x \circ \gamma)'(t)$.

From the last proposition, choosing $l(t) = \lambda_\Omega(\gamma(t))$ we deduce immediately that smooth curves $\gamma$ contained in the singular set $\Sigma(\mathbf{x})$ are lines of curvature. The function $l(t)$ in proposition 5.2 may not be continuous, but we can characterize line of curvatures with an equation that does not involve $l(t)$ as follows.

**Corollary 5.1.** Let $\mathbf{x} : U \to \mathbb{R}^3$ be a proper frontal and $\Omega$ a tmb of $\mathbf{x}$. A smooth curve $\gamma : (-\epsilon, \epsilon) \to U$ is a line of curvature if and only if $\lambda_\Omega(\gamma) \gamma'^T \mathbf{P} \alpha_\Omega^T(\gamma) \gamma' = 0$ on $(-\epsilon, \epsilon)$, where

$$
\mathbf{P} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
$$

**Proof.** If $\gamma$ is a line of curvature, then by proposition 5.2, there exists a function $l(t) : (-\epsilon, \epsilon) \to \mathbb{R}$ such that $\lambda_\Omega(\gamma) \mu_\Omega^T(\gamma) \gamma' = l(t) A_\Omega^T(\gamma) \gamma'$ which implies $\lambda_\Omega(\gamma) \alpha_\Omega^T(\gamma) \gamma' = \lambda_\Omega(\gamma) l(t)(\gamma')$. As $\gamma'^T \mathbf{P} \gamma' = 0$ then we get $\lambda_\Omega(\gamma) \gamma'^T \mathbf{P} \alpha_\Omega^T(\gamma) \gamma' = 0$ on $(-\epsilon, \epsilon)$. For the converse, if $t \in (-\epsilon, \epsilon)$ is such that $\lambda_\Omega(\gamma(t)) = 0$ or $\gamma'(t) = 0$ let us define $l(t) := 0$ and if $t \in (-\epsilon, \epsilon)$ is such that $\lambda_\Omega(\gamma(t)) \neq 0$ with $\gamma'(t) \neq 0$, we have that $\gamma'(t)^T \mathbf{P} \alpha_\Omega^T(\gamma(t)) \gamma'(t) = 0$, namely $\mathbf{P}^T \gamma'(t)$ and $\alpha_\Omega^T(\gamma(t)) \gamma'(t)$ are orthogonal, then there exists a scalar $r(t)$ such that $\alpha_\Omega^T(\gamma(t)) \gamma'(t) = r(t) \gamma'(t)$ and hence $\lambda_\Omega(\gamma) \mu_\Omega^T(\gamma) \gamma' = r(t) A_\Omega(\gamma) \gamma'$. Thus, if we define $l(t) := r(t)$ for those $t$, we have that $\lambda_\Omega(\gamma(t))(\mathbf{n} \circ \gamma)'(t) = l(t) (x \circ \gamma)'(t)$ for every $t \in (-\epsilon, \epsilon)$. \hfill $\square$

**Definition 5.4.** Let $\mathbf{x} : U \to \mathbb{R}^3$ be a proper frontal and $\gamma : (-\epsilon, \epsilon) \to U$ a smooth curve. We say that $\gamma$ is a Gaussian line of curvature of $\mathbf{x}$ if there exists a function $l(t) : (-\epsilon, \epsilon) \to \mathbb{R}$ such that $(\mathbf{n} \circ \gamma)'(t) = l(t) (x \circ \gamma)'(t)$.

We can see easily that Gaussian lines of curvatures are lines of curvature. Now, we prove our last result.

**Theorem 5.3.** Let $\mathbf{x} : U \to \mathbb{R}^3$ a proper frontal, $\Omega$ a tmb of $\mathbf{x}$. If the normal curvature has a smooth extension and the extension of the principal curvatures are different at a singularity $p$, then there exists two families of curves (not necessary regular) $\phi_1(t, q) : J \times U_1 \to U_2$, $\phi_2(t, q) : J \times U_1 \to U_2$, where $J$ is an open interval containing 0, $U_1, U_2$ are open sets of $\mathbb{R}^2$ with $p \in U_2$, $U_1 \subset U_2 \subset U$, satisfying the following:

(i) $\phi_1$ and $\phi_2$ are smooth and $\phi_1(0, q) = \phi_2(0, q) = q$. 
(ii) For each fixed $q$, $\phi_1(t, q)$ and $\phi_2(t, q)$ are Gaussian lines of curvature of $\mathbf{x}$. 
(iii) For every $t_0 \in J$ such that $\phi_1(t_0, q) \in \Sigma(\mathbf{x})^c$, we have $\phi_1'(t_0, q) \neq 0$. In the case that $\phi_i(t_0, q) \in \Sigma(\mathbf{x})^c$ for $i = 1, 2$ simultaneously, then $\phi_1'(t_0, q)$ and $\phi_2(t_0, q)$ are linearly independent.
Proof. By theorem 3.1 \( x \preceq n \), then there exist a smooth matrix-valued map \( B: U \rightarrow \mathcal{M}_{2 \times 2}(\mathbb{R}) \), such that \( \mu_\Omega = \Lambda_\Omega B \), therefore \( \alpha_\Omega = \mu_\Omega \text{adj}(\Lambda_\Omega) = \Lambda_\Omega B \text{adj}(\Lambda_\Omega) \). Thus, \( K = \det(B) \) and \( H = -\frac{1}{2}tr(B) \). As the eigenvalues of \( B^T \) are
\[
\rho_\pm = \frac{1}{2}(tr(B^T)) \pm \sqrt{\left(\frac{1}{2}(tr(B^T))^2 - \det(B^T)\right)},
\]
we have that \( \rho_- \) and \( \rho_+ \) are real and different on a neighborhood of \( p \). Therefore, the ranks of \( B^T - \rho_+ id \), \( B^T - \rho_- id \) are 1 and shrinking \( U \) if it is necessary, we can find vector fields \( \eta_1, \eta_2 \) linearly independent, being in the kernel of these last matrices respectively. Now, let \( \phi_1(t, q), \phi_2(t, q) \) be the local flows at \( p \in U \) of the differential equations
\[
\gamma' = \text{adj}(\Lambda_\Omega)^T \eta_1(\gamma), \quad \gamma' = \text{adj}(\Lambda_\Omega)^T \eta_2(\gamma)
\]
respectively. We have that
\[
(n \circ \phi_i)'(t) = \Omega \mu_\Omega^T \phi_i'(t) = \Omega B^T \Lambda_\Omega^T \text{adj}(\Lambda_\Omega)^T \eta_i = \rho_\pm \Omega \lambda_\Omega(\phi_i(t)) \eta_i = \rho_\pm \Omega \Lambda_\Omega^T \text{adj}(\Lambda_\Omega)^T \eta_i = \rho_\pm D_x \phi_i'(t) = \rho_\pm (x \circ \phi_i)'(t),
\]
where all the functions and matrix-valued maps are being evaluated at \( \phi_i(t) \). It follows the result. \( \square \)
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