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Abstract—Brain network analysis for traumatic brain injury (TBI) patients is critical for its consciousness level assessment and prognosis evaluation, which requires the segmentation of certain consciousness-related brain regions. However, it is difficult to construct a TBI segmentation model as manually annotated MR scans of TBI patients are hard to collect. Data augmentation techniques can be applied to alleviate the issue of data scarcity. However, conventional data augmentation strategies such as spatial and intensity transformation are unable to mimic the deformation and lesions in traumatic brains, which limits the performance of the subsequent segmentation task. To address these issues, we propose a novel medical image inpainting model named TBI-GAN to synthesize TBI MR scans with paired brain label maps. The main strength of our TBI-GAN method is that it can generate TBI images and corresponding label maps simultaneously, which has not been achieved in the previous inpainting methods for medical images. We first generate the inpainted image under the guidance of edge information following a coarse-to-fine manner, and then the synthesized intensity image is used as the prior for label inpainting. Furthermore, we introduce a registration-based template augmentation pipeline to increase the diversity of the synthesized image pairs and enhance the capacity of data augmentation. Experimental results show that the proposed TBI-GAN method can produce sufficient synthesized TBI images with high quality and valid label maps, which can greatly improve the 2D and 3D traumatic brain segmentation performance compared with the alternatives.
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I. INTRODUCTION

Traumatic brain injury (TBI) is sudden and severe damage that typically alters the brain structures and functions of many regions [1]. It is considered one of the leading causes of death and disability worldwide with heavy socio-economic consequences [2], which usually affects the consciousness level and even leads to disorders of consciousness. Magnetic resonance imaging (MRI) has been widely applied to examine the consciousness and prognosis status of TBI patients in clinical practice, which involves the patient’s brain abnormality assessment and brain network analysis [3], [4]. Specifically, our previous studies [5], [6] have identified 17 brain regions that are significantly correlated to the consciousness state of TBI patients. Thus, identification and segmentation of these brain regions are considered a prerequisite for conducting the brain network analysis and the subsequent MRI-based consciousness level estimation, which can provide a more objective quantitative assessment compared with the conventional manner. However, manual annotating of these regions from MRI scans is generally impractical, therefore it is highly demanded to design an automatic segmentation method for TBI images.

Although many deep-learning-based algorithms have proved to be effective in brain segmentation [7]–[10], current practices are typically trained in a fully-supervised manner, which requires a large amount of annotated data. Due to the intricate anatomical structure of traumatic brain segmentation, the cost of preparation for the training data, especially the manual labeling is quite significant. In this way, data augmentation can be considered an effective way to resolve the issue of lacking training samples. However, despite the popularity of common data augmentation recipes [11] such as spatial transformation (e.g., affine transform, non-rigid deformation) and intensity transformation (e.g., bright and contrast transform), these techniques are somehow restricted in traumatic brain segmentation. Conventional data augmentation techniques are unable to simulate the anatomical structure of traumatic brains with large deformation and lesion erosion, which limits their effectiveness in producing valid synthesized data and improving the segmentation performance.

Fig. 1. The workflow of the proposed TBI-GAN. The scheme is drawn in 2D in favor of comprehension.
Recently, researchers have utilized generative adversarial networks (GANs) to synthesize paired images and label maps for augmentation in medical segmentation tasks [12–14]. These methods are typically implemented in an image translation manner, i.e., using the input of semantic label maps to synthesize the corresponding images. Despite the success of these methods, the major limitation of image translation methods for data augmentation is that they need to provide numerous label maps with variations to generate their synthesized images. Since the label maps are also impractical to be collected in application, and it is also difficult to synthesize and augment high-quality label maps which are suitable for generating realistic images, image translation is infeasible to be applied in our case.

Image inpainting [15] is used to generate the missing content under a masked area, and has been widely applied in image editing. Compared with image translation, image inpainting does not require a large set of sophisticated semantic label maps, which become popular in the data augmentation of classification and object detection [16, 17]. However, previous image inpainting methods simply edit the image itself, and cannot provide a corresponding label map of the image, which limits its application in the data augmentation for segmentation tasks. Also, as many traumatic areas are large, these image inpainting methods fail to generate satisfying results in a large masked area. In addition, it remains challenging to ensure the diversity of image inpainting to augment the data for the subsequent tasks.

To address these challenges, here we propose a novel image inpainting network named as TBI-GAN, which can synthesize paired TBI MR images and corresponding brain region label maps given a normal brain template and a lesion mask. The workflow of the proposed TBI-GAN is shown in Fig. 1. Compared with traditional image inpainting methods, our TBI-GAN is able to inpaint both the grayscale image and the corresponding label maps, which can be utilized for the data augmentation of segmentation tasks. Also, we design to inpaint the traumatic area in a coarse-to-fine manner, aiming at producing high-quality inpainting in the lesion masks. Furthermore, we propose to enhance the capacity of the data augmentation by mimicking the diversity of human brains in the population, which proves to be successful in the subsequent segmentation tasks.

The contributions of this work consist of three aspects: 1) We propose a novel network architecture that utilizes image inpainting to generate TBI MR scans and corresponding label maps simultaneously, which has not been achieved in the previous image inpainting methods. 2) We introduce a coarse-to-fine synthesis strategy under the guidance of edge information in the images, which can be utilized to generate high-quality textures in the synthesized TBI images, and the synthesized images are used as the prior to the inpainting of the label maps. 3) We design a registration-based template augmentation pipeline, which can simulate the variance of human brains in the population and improve the diversity of brain trauma, enhancing the capacity of the data augmentation. The proposed TBI-GAN yields state-of-the-art data augmentation performance in both 2D and 3D traumatic brain segmentation tasks.

II. RELATED WORKS

A. GAN-based Data Augmentation

Apart from the conventional data augmentation methods [11, 18, 19], GAN methods have also been commonly utilized in the augmentation of medical segmentation problems. Compared with conventional data augmentation practice, GAN-based methods can synthesize realistic-looking images and boost further the performance of the subsequent segmentation task. These algorithms typically feature an image-to-image architecture such as Pix2Pix [20] or CycleGAN [21] to produce realistic synthesized images based on the semantic label of anatomical structures. Thus, the generated images are paired with the semantic label maps to join the training dataset. For example, Shin et al. [22] proposed a method to generate synthetic abnormal MRI images with brain tumors from two publicly available brain MR datasets. Mok et al. [13] used a coarse-to-fine GAN based on Pix2PixHD [23] to synthesize brain MR images with tumors from label maps to improve the segmentation performance in brain tumor segmentation. Cao et al. [12] proposed a GAN-based augmentation framework to generate multi-modality data pairs on PET and CT to improve the performance of multi-modality segmentation tasks. However, as addressed in Section 1, these methods require a large number of label maps to generate their corresponding images, which is infeasible for data augmentation as it is also difficult to collect the label maps in the actual scenario.

B. Image Inpainting

Image inpainting techniques are widely utilized to fix the defects in images. With the fast development of deep learning, GAN-based image inpainting methods have become dominant in this field. For instance, Liu et al. [24] proposed the partial convolution operator to replace the vanilla convolution operator in the U-Net to restore the image with the missing region. Yu et al. [25] proposed a contextual attention operation to explicitly utilize surrounding image features as references and reconstruct the distorted image. Nazeri et al. [26] proposed a two-stage adversarial model EdgeConnect to perform image inpainting under the guidance of image edges. Song et al. [27] proposed a two-stage inpainting network named SPG-Net to perform image inpainting based on semantic labels. Yu et al. [28] proposed a gated convolution operation that generalizes partial convolution by introducing a soft gating strategy to solve free-form image inpainting tasks. These image inpainting algorithms are designed for image restoration only and cannot produce label maps directly.

C. Brain Segmentation Based on Deep Learning

Convolutional neural networks (CNNs) have been widely adopted for brain region segmentation tasks. Ronneberger et al. [29] proposed U-Net for medical image segmentation, which integrates both low-level and high-level visual representations and has become a baseline algorithm in many medical segmentation tasks. Several works based on U-Net have been applied to brain segmentation. For example, Huo et al. [7] proposed a spatially localized atlas network tiles method to
distribute multiple independent 3D fully convolutional networks for high-resolution whole-brain segmentation. Ramzan et al. [8] introduced 3D CNNs with residual connections and dilated convolution operations to learn the segmentation from brain images efficiently. Such algorithms have been designed to segment normal human brains and can suffer from performance drops when applied to traumatic brains. To solve this problem, Ren et al. [9] proposed a hard and soft attention module to be integrated into a segmentation network and achieved brain segmentation in hydrocephalus patients. Qiao et al. [10] developed a robust brain segmentation algorithm via spatial guidance to segment hydrocephalus brains. Despite these recent advances in brain segmentation, these algorithms are fully-supervised which usually requires large amounts of manually annotated training data for constructing the segmentation model, and may suffer from performance deterioration when the data amount is limited.

III. METHODS

In this section, we present the details of the proposed TBI-GAN architecture with the image synthesis pipeline. Our proposed TBI-GAN is able to generate multiple traumatic brains with brain region labels based on one brain template. First, we provide an overview of the architecture of the proposed TBI-GAN. Then, we provide the details about the modules in the proposed network, including the image inpainting generator and label reconstruction generator accordingly. We also introduce the registration-based template augmentation pipeline, which can generate multiple normal-looking brains based on one brain template and improve the capacity of the data augmentation.

A. Overview of Network Architecture

The overall framework of TBI-GAN is presented in Fig. 2, which consists of two cascaded networks: 1) image inpainting network aiming at generating trauma lesions inside the mask, and 2) label reconstruction network which generates the corresponding label maps based on the inpainted brain images. Both networks follow the adversarial model configuration in [30], i.e., each consisting of a pair of generator and discriminator. We use multi-scale discriminators to combine both global and local information, and hence achieve better generation quality. Denote $G_1$ and $D_1$ as the generator/discriminator pair for the image inpainting network, and $G_2$ and $D_2$ for the generator/discriminator pair for the label reconstruction network, respectively.

B. Image Inpainting Network

The image inpainting network is trained to restore the masked traumatic brain images. Let $I$ denote the ground truth TBI MR scans, the traumatic area is masked by the binary mask $M$. Then we acquire the masked image $I \odot (1 - M)$, where $\odot$ is the Hadamard product. We also use the HED detector [31] to acquire the sketch of edges slice by slice in the axial direction, which are generally the edges of skulls and ventricles. Since the injuries in the masked areas can be variant, the sketch channel can help facilitate the inpainting of skulls and ventricles. It should be noted that only the sketch inside the masked area, denoted as $S$, is utilized during training. The image inpainting network is trained to predict the restored TBI MR scans as

$$\tilde{I} = G_1(I \odot (1 - M), M, S),$$

(1)

where $\tilde{I}$ denotes the restored MR image.

1) Module Architecture: The architecture of the generator in the image inpainting network follows a coarse-to-fine manner to generate high-quality MR scans. The detailed network architecture is shown in Fig. 3. The generator consists of two branches, including a coarse generator branch to produce coarsely predicted feature maps, and a refinement generator branch to generate the final high-quality restored images. Both the branches consist of three components, namely, a gated convolution [28] downsampling block, a set of dilated gated
convolutions, and a gated convolution upsampling block, and the upsampling is achieved by linear interpolation. Note that the inputs are fed into the two branches simultaneously as follows: In the coarse generator branch, the inputs are downsampled and go through convolutional downscaling, dilated bottleneck, and convolutional upsampling to obtain coarse-predicted feature maps. In the refinement generator branch, the inputs are firstly downsampled by convolutional layers. Then the downsampled feature map is added with the output from the coarse generator branch. Finally, the combined feature maps go through a series of dilated convolutions and convolutional upsampling to obtain the refined inpainting results.

2) Loss Functions: We use \(I\) and \(\bar{I}\) conditioned on \(M\) and \(S\) as inputs to the multi-scale discriminator, which differentiates real or fake MR images. The image inpainting network is trained with the combination of least squares adversarial loss \([32]\), \(l_1\) reconstruction loss, perceptual loss \([33]–[35]\) and feature matching loss \([23]\).

We also utilize the objective functions described in the least squares generative adversarial networks (LSGAN) \([32]\) to train the network. The least squares adversarial loss minimizes the Pearson Chi-square divergence during training. Compared with the vanilla GANs loss, least squares adversarial loss encourages better image quality and stabilizes the training. The generator adversarial loss \(L_{G_1}\) and discriminator adversarial loss \(L_{D_1}\) are calculated as follows:

\[
L_{G_1} = \sum_{k=1}^{3} \mathbb{E}_{I \sim p_I}(D_{1k}(I|M,S) - 1)^2, \tag{2}
\]

\[
L_{D_1} = \sum_{k=1}^{3} (\mathbb{E}_{I \sim p_I}(D_{1k}(I|M,S) - 1)^2 + \mathbb{E}_{\bar{I} \sim p_{\bar{I}}}(D_{1k}(\bar{I}|M,S)^2)), \tag{3}
\]

where \(D_{1k}\) represents the \(k\)-th discriminator in the multi-scale discriminators.

We calculate the per-pixel error between the real images and the synthesized images to encourage the correct reconstruction of image structures. The loss is calculated on the whole image rather than the masked area to encourage intensity consistency in the restored image. The \(l_1\) reconstruction loss \(L_{\text{rec}}\) is defined as

\[
L_{\text{rec}} = \mathbb{E}_{I \sim p_I} \left[ \frac{1}{N} \| I - \bar{I} \|_1 \right], \tag{4}
\]

where \(N\) denotes the number of elements in the image.

Perceptual loss measures the distance between the synthesized images and real images in the feature space, which is typically extracted by a pretrained encoder. Perceptual loss \(L_{\text{prec}}\) is defined as

\[
L_{\text{prec}} = \mathbb{E}_{I \sim p_I} \sum_{i=1}^{L} \frac{1}{N_i} \| \phi_i(I) - \phi_i(\bar{I}) \|_1, \tag{5}
\]

where \(\phi\) denotes a VGG-19 \([36]\) feature extractor pretrained on ImageNet, \(L\) denotes the number of its layers, and \(N_i\) denotes the number of elements in the \(i\) th activation map.

Feature matching loss compares the feature representations of the synthesized images and real images in the intermediate layers of the discriminator. We introduce feature matching loss to stabilize the training process and accelerate convergence. The feature matching loss \(L_{fm}\) is defined as

\[
L_{fm} = \mathbb{E}_{I \sim p_I} \left[ \sum_{k=1}^{L} \frac{1}{N_i} \| D_{1k}^{(i)}(I|M,S) - D_{1k}^{(i)}(\bar{I}|M,S) \|_1 \right], \tag{6}
\]

where \(L\) denotes the number of layers in the discriminator, and \(N_i\) denotes the number of elements in the \(i\) th activation map.

In addition, we utilize spectral normalization (SN) \([37]\) in the discriminator to further stabilize the training, which scales down the weight in the network layers by their largest singular values to encourage 1-Lipschitz continuity.

The final loss function of the image inpainting network is the linear combination of the loss functions above:

\[
L_1 = \lambda_{G_1} L_{G_1} + \lambda_{D_1} L_{D_1} + \lambda_{\text{rec}} L_{\text{rec}} + \lambda_{\text{prec}} L_{\text{prec}} + \lambda_{fm} L_{fm}, \tag{7}
\]

In the experiments we set \(\lambda_{G_1} = 1.0, \lambda_{D_1} = 1.0, \lambda_{\text{rec}} = 1.0, \lambda_{\text{prec}} = 0.05\) and \(\lambda_{fm} = 3.0\).

C. Label Reconstruction Network

The label reconstruction network is trained to restore the brain region labels based on the inpainted images generated.
by the image inpainting network. Let $\mathbf{A}$ denote the ground truth label map, the label maps inside the traumatic area are also masked by the binary mask $\mathbf{M}$. Thus we obtain the label with holes $\mathbf{A} \odot (1 - \mathbf{M})$. The label reconstruction network is trained to generate the label maps inside the masked area, written as:

$$\hat{\mathbf{A}} = G_2(\mathbf{A} \odot (1 - \mathbf{M})|\mathbf{I}),$$

where $\hat{\mathbf{A}}$ denotes the restored label map.

1) Module Architecture: We adopt the popular U-Net architecture [29] as the basic architecture of the proposed label reconstruction generator. Compared with the encoder-decoder architecture used in the image inpainting generator, U-Net-based architecture combines both high-level and low-level feature maps and can recover more fine-grained structures in the image. Since the brain region label maps are typically spatially sparse and fine-grained, we adopt U-Net architecture to improve the accuracy of label inpainting. Also, as brain region maps contain almost no structural information, we use the restored image as the conditional input to facilitate the learning process. Such configuration encourages the joint learning of the inpainting of both the images and the labels.

2) Loss Functions: Similar to the image inpainting generator, we also utilize the least squares adversarial loss to train the adversarial network. Unlike the discriminator used in the image inpainting network, which only recognizes whether the image is real or fake, the discriminator used in the label inpainting network actually predicts whether the paired images and labels are real or fake under the condition of the binary mask. The generator adversarial loss $\mathcal{L}_{G_2}$ and discriminator adversarial loss $\mathcal{L}_{D_2}$ are computed as follows:

$$\mathcal{L}_{G_2} = \frac{3}{k=1} \sum \mathbb{E}_{\mathbf{A} \sim p_{\mathbf{A}}} (D_{2k}(\hat{\mathbf{A}}|\mathbf{I}, \mathbf{M}) - 1)^2,$$

$$\mathcal{L}_{D_2} = \frac{3}{k=1} \sum (\mathbb{E}_{\mathbf{A} \sim p_{\mathbf{A}}} (D_{2k}(\mathbf{A}|\mathbf{I}, \mathbf{M}) - 1)^2 + \mathbb{E}_{\mathbf{A} \sim p_{\mathbf{A}}} D_{2k}(\hat{\mathbf{A}}|\mathbf{I}, \mathbf{M})^2),$$

where $D_{2k}$ represents the $k$-th discriminator in the multi-scale discriminators.

Dice loss proposed in [38] has been widely used in medical segmentation tasks. Here we utilize Dice loss to facilitate the label inpainting procedure. Similarly, we calculate the Dice loss $\mathcal{L}_{\text{Dice}}$ on the whole label map rather than the masked region to ensure anatomical consistency in the restored label maps:

$$\mathcal{L}_{\text{Dice}} = 1 - \frac{2|\mathbf{A} \cap \hat{\mathbf{A}}|}{|\mathbf{A}| + |\hat{\mathbf{A}}|}$$

Also, feature matching loss $\mathcal{L}_{fm}$ is introduced during the training for better convergence:

$$\mathcal{L}_{fm} = \mathbb{E}_{\mathbf{A} \sim p_{\mathbf{A}}} \left[ \sum_{k=1}^{L} \sum_{i=1}^{N} \frac{1}{N} \left\| D_{2k}^{(i)}(\mathbf{A}|\mathbf{I}, \mathbf{M}) - D_{2k}^{(i)}(\hat{\mathbf{A}}|\mathbf{I}, \mathbf{M}) \right\|_1 \right]$$

The final loss function of the label reconstruction network is the linear combination of the loss functions above:

$$\mathcal{L}_2 = \lambda_{G_2} \mathcal{L}_{G_2} + \lambda_{D_2} \mathcal{L}_{D_2} + \lambda_{\text{Dice}} \mathcal{L}_{\text{Dice}} + \lambda_{fm} \mathcal{L}_{fm}$$

In the experiments we set $\lambda_{G_2} = 1.0$, $\lambda_{D_2} = 1.0$, $\lambda_{\text{Dice}} = 1.0$ and $\lambda_{fm} = 3.0$.

D. Registration-based Template Augmentation

As previously introduced, our TBI-GAN is based on one normal brain template with the to-be-segmented labels. To further increase the diversity of the synthesized image and labels, we design a novel template augmentation procedure aiming at simulating the natural variance of human brains in the population. The overall pipeline is shown in Fig. 4.

The template augmentation pipeline is designed to realize the diversity in both the normal regions and the traumatic areas in the synthesized TBI MR scans. In order to simulate the variance of the human brain population, inspired by [39], we utilize image registration methods to generate multiple normal brain MR images based on one normal brain template. Note that different from [39], we further modify the VoxelMorph registration framework by cascading multiple registration networks and introducing bending energy loss [41] during training. Compared with the vanilla VoxelMorph registration network, our modified version achieves better registration accuracy and more realistic deformation fields. The normal brain template has been registered to the unlabeled normal brain MR scans to obtain a set of deformation fields. Then we apply the deformation fields on both the MR image and the label map of the template to acquire the registered images and their corresponding labels, which builds up a "template bank" for the inpainting procedure.

In addition, we build up a "mask bank" by sampling the masks and sketches from the training set. The sampled masks and sketches from the mask bank are disturbed by random elastic transformation and flipping to simulate the variance of the brain trauma. Next, the transformed mask and sketch are applied to the normal brain image sampled from the brain bank, which is then fed into the TBI-GAN for the synthesis of TBI images and labels. As discontinuity of the sketch and the edges in the normal brain may occur, opening and closing operations are utilized to ensure the consistency of the edges in the normal brain image and the sampled sketch. After synthesis, the generated images and labels are examined to ensure their quality. Failure cases are excluded from the subsequent data augmentation task.
A. Materials

In this study, we recruited 42 TBI patients and obtained their T1 scans at Huashan Hospital, Fudan University. Informed consent was obtained from all patients for the use of their information, medical records, and MRI data. All MR images were acquired on a 3T Siemens MR scanner. The scanning parameters were: 176 slices, 1 mm slice thickness, no interslice gap, repetition time (TR) = 2300 ms, echo time (TE) = 2.98 ms, inversion time = 900 ms, non-interpolated voxel size = $1 \times 1 \times 1$ mm$^3$, flip angle = 9°, and field of view = $240 \times 256$ mm$^2$. All MR scans are linearly registered with the MNI152 T1-weighted template using FSL [42]. Histogram equalization has also been applied to ensure the stability of intensity contrast from the collected MRIs.

After collecting the TBI dataset, the 17 consciousness-related ROIs according to [5] have been delineated manually, which are Insula-R (IR), Insula-L (IL), Thalamus-R (TR), Thalamus-L (TL), internal Capsule-R-Ant (ICRA), internal Capsule-R-Post (ICRP), internal Capsule-L-Ant (ICLA), internal Capsule-L-Post (ICLP), Cingulate-R-Ant (CRA), Cingulate-R-Post (CRP), Cingulate-L-Ant (CLA), Cingulate-L-Post (CLP), Medial Prefrontal Cortex-R (MCR), Medial Prefrontal Cortex-L (MCL), Inferior Parietal Lobule-L (IPL), Inferior Parietal Lobule-R (IPR) and Brainstem (B).

To obtain the normal brain template, we also collect a subject with only ventriculomegaly in imaging diagnosis, as the recruited TBI patients generally suffer from ventriculomegaly simultaneously. The normal brain template was acquired and preprocessed using the same configurations as the TBI dataset, along with the manual annotation procedure. We also find and collect 35 subjects with ventriculomegaly from the ADNI dataset as the fixed images in the "template bank". Similar preprocessing procedures including linear registration to MNI152 and histogram equalization have also been applied to the ADNI MR scans.

B. Evaluation of Image Synthesis

1) Implementation Details: The proposed TBI-GAN network is implemented using the PyTorch 1.9.0 framework on Ubuntu servers. We utilize distributed data parallel on 4 NVIDIA RTX 3090 GPUs to accelerate the training of TBI-GAN. PyTorch native mixed-precision training is utilized to reduce the video memory occupation and further improve the training speed. We have extracted 5329 axial slices with traumatic regions from the collected TBI MR scans. The proposed TBI-GAN is implemented in a 2.5D manner, that it combines the neighboring 3 slices as the actual input, corresponding to the three channels in 2D images. During inference, for each synthesized slice stack, only the middle slice is used as the actual output except for the first/last slice in the 3D volume, where the output is the corresponding slice in the stack [43]. Such training configuration encourages spatial consistency in the axial direction, which can produce realistic 3D volume outputs and benefit subsequent segmentation tasks.

The original spatial size of the axial slices is $182 \times 218$. We resize these slices into $176 \times 224$ with spatial cropping or padding. The model is optimized with the Adam optimizer [44] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The initial learning rate of the generators and discriminators are set to $5 \times 10^{-4}$ and $2 \times 10^{-4}$ respectively, and is slowly reduced following the cosine annealing strategy. The batch size is set to 48. We use instance normalization [45] as the normalization layers in both the generators and discriminators, which has proved to be effective in many image synthesis tasks. All the upsampling operations in the generators are implemented by bi-linear interpolation rather than transposed convolutions to avoid potential "checkerboard artifacts". Image synthesis evaluation is conducted with a 5-fold cross-validation. It is worth noting that the data is strictly split according to subjects to avoid potential data leakage if slices of the same subject simultaneously exist in the training and validation set.

2) Ablation Analysis of the Proposed Modules: Here we conduct the ablation study to demonstrate the effectiveness of the modules introduced in the framework. We measure the quality of the synthesized images using the following metrics: 1) peak signal-to-noise ratio (PSNR); 2) structural similarity index measure (SSIM); 3) $l_1$ error; and 4) $l_2$ error. The results are shown in Table I. The visualization of the inpainting results on the validation set is shown in Fig. 5.

   a) Effects of Coarse-to-Fine Generation Strategy (C2F): We first conduct experiments to compare the proposed TBI-GAN to the same model, but without the coarse-to-fine (C2F) architecture in the image inpainting generator. In Fig. 5 we show the generated images and labels produced by the compared models. We observe that the coarse-to-fine architecture in the image inpainting generator improves the generation quality significantly. The model without such architecture produces images with fewer details but more "fish scale" artifacts in most cases. Also, observed from Table I, we can see that the coarse-to-fine strategy used in our network contributes the most to the image quality.

   b) Effects of Sketch Channel: The proposed TBI-GAN uses the sketch channel with edge information to guide the inpainting, especially for the restoration of the skulls. We conduct a comparative experiment to validate the effectiveness of the sketch channel in the proposed TBI-GAN. In Fig. 5 we observe that the synthesized images generated by the model without the sketch channel are rather blurred in the regions of skulls compared with the ones generated by the full model. Also, the model tends to predict a projecting skull even though the real trauma leads to a depressed skull (see the second row). The experimental results show that the sketch channel can guide the inpainting procedure effectively.
c) Effects of Perceptual-Based Loss (PBL): The perceptual loss and feature matching loss are calculated based on image perceptual features rather than the image itself, which improves the quality of the synthesized images and stabilizes the training process. We conduct a comparative experiment to validate the effectiveness of these perceptual-based losses (PBL) in the proposed TBI-GAN. In Fig. 5, the synthesized images generated by the model without perceptual-based losses lack details compared with the ones generated by the full model (see the last row). In addition, certain noises can be observed in the black areas (see the first and the second raw).

d) Effects of Image Inpainting Discriminators (IID): The proposed TBI-GAN consists of two complete generative adversarial networks, i.e., the cascade of a generator and a discriminator. We conduct an experiment to validate the effectiveness of the discriminators in the image inpainting network. In Fig. 5, the results produced by the model without the image inpainting discriminators (IID) seem to be good at the first glance. However, compared with the full model, the images produced by the model without the image inpainting discriminators are slightly blurred (see the last row), and may have obvious artifacts in some cases (see the first and the second raw).

C. Comparison with Alternative Data Augmentation Techniques in Segmentation

1) Baseline Data Augmentations: We validate the data augmentation capacity of the proposed TBI-GAN by comparing the proposed method with the following common data augmentation techniques: 1) spatial augmentation including random affine transform and random grid distortion; 2) intensity transform including random brightness and random contrast; 3) composed augmentation consisting of both the spatial augmentation and intensity augmentation above; 4) MixUp [18] which mix two images by linear addition and 5) CutMix [19] which cuts and pastes image patches among different images. 1) - 3) are the most common data augmentation practices used in medical segmentation, while 4) and 5) are the state-of-the-art data augmentation techniques in recent years.

2) Implementation Details: We implement 2D and 3D U-Net with PyTorch 1.9.0 framework on Ubuntu servers with NVIDIA RTX 3090 GPUs. PyTorch native mixed-precision training is adopted as well to accelerate training. We have synthesized 200 TBI MR scans with paired brain region labels based on 35 normal brain templates. 5-fold cross-validation is adopted to evaluate the performance of the segmentation network. Note that during cross-validation, the validation set is hidden to both the TBI-GAN and the segmentation network, which avoids any potential data leakage.

All the segmentation networks are optimized with the Novograd optimizer [46] with an initial learning rate of $10^{-3}$ decayed following the cosine annealing strategy. For 2D segmentation, we directly perform segmentation on the generated axial slices, and the batch size is set to 48. Batch normalization [47] and ReLU activation functions are utilized in the 2D U-Net. For 3D segmentation, we crop random patches from the volumes during training and use a patch-based inference pipeline during testing. The patch size is set to $128 \times 128 \times 128$ and the batch size is set to 1. We utilize instance normalization [45] and leaky ReLU activation functions in the 3D U-Net, which have proved to be superior to batch normalization and ReLU in many 3D brain segmentation tasks. We train the segmentation networks for 100 epochs in both 2D and 3D tasks.

3) Quantitative Analysis: Detailed comparisons among different augmentation techniques in both 2D and 3D segmentation tasks are shown in Table II and Table III respectively. From
Table II and Table III it can be observed that the proposed TBI-GAN yields the best data augmentation performance in both 2D and 3D segmentation tasks, improving the brain segmentation performance by a large margin compared with the baseline method. In 2D segmentation tasks, the proposed TBI-GAN achieves the highest or the second-highest Dice score on 13 brain regions and reduce mis-segmentation significantly, due to its effectiveness in generating the realistic-looking TBI image with certain brain regions, such as Insula-R and Capsule-R-Ant, the baseline model, the proposed TBI-GAN also improves brain images and labels, the performance gain in both 2D and 3D tasks, while intensity transformation is useful only when certain brain regions, such as Insula-R and Capsule-R-Ant, the baseline model, the proposed TBI-GAN also improves brain images and labels, the performance gain in both 2D and 3D tasks, while intensity transformation is useful only when combined with spatial transformation. Despite the improvement provided by these conventional data augmentation techniques, the performance evaluation is limited as these methods can not mimic the natural structures of traumatic brains. Since the proposed TBI-GAN can synthesize high-quality traumatic brain images and labels, the performance gain in both 2D and 3D segmentation tasks is significant.

4) Qualitative Analysis: A visual comparison of different augmentation techniques is shown in Fig. Compared with the baseline model, the proposed TBI-GAN also improves the segmentation performance significantly. When segmenting certain brain regions, such as Insula-R and Capsule-R-Ant, the baseline model is rather unstable and tends to produce false-negative easily. This is because such brain regions tend to be affected by the lesions caused by traumatic injuries. It can also be concluded that the proposed TBI-GAN can boost the augmented segmentation model in dealing with these brain regions and reduce mis-segmentation significantly, due to its effectiveness in generating the realistic-looking TBI image with

### Table II
**Quantitative analysis of 2D traumatic brain segmentation with different augmentation techniques. The best two results are shown in red and blue fonts, respectively.**

|             | IR | IL | TR | TL | ICRA | ICRP | ICLA | ICLP | CRA |
|-------------|----|----|----|----|------|------|------|------|-----|
| **Baseline** | 0.521 ± 0.287 | 0.521 ± 0.259 | 0.601 ± 0.274 | 0.638 ± 0.218 | 0.570 ± 0.218 | 0.439 ± 0.212 | 0.568 ± 0.220 | 0.504 ± 0.205 | 0.476 ± 0.238 |
| **Spatial**   | 0.548 ± 0.268 | 0.556 ± 0.238 | 0.628 ± 0.263 | 0.679 ± 0.209 | 0.544 ± 0.224 | 0.464 ± 0.214 | 0.570 ± 0.210 | 0.539 ± 0.190 | 0.517 ± 0.232 |
| **Intensity**  | 0.552 ± 0.279 | 0.528 ± 0.245 | 0.581 ± 0.282 | 0.624 ± 0.246 | 0.551 ± 0.223 | 0.449 ± 0.218 | 0.548 ± 0.232 | 0.483 ± 0.209 | 0.465 ± 0.252 |
| **Composed**   | 0.550 ± 0.247 | 0.572 ± 0.226 | 0.644 ± 0.254 | 0.689 ± 0.202 | 0.533 ± 0.204 | 0.491 ± 0.192 | 0.573 ± 0.193 | 0.541 ± 0.182 | 0.519 ± 0.227 |
| **MixUp**      | 0.511 ± 0.309 | 0.518 ± 0.259 | 0.585 ± 0.288 | 0.653 ± 0.215 | 0.552 ± 0.229 | 0.439 ± 0.220 | 0.552 ± 0.227 | 0.492 ± 0.199 | 0.467 ± 0.238 |
| **CutMix**     | 0.513 ± 0.297 | 0.530 ± 0.251 | 0.619 ± 0.265 | 0.642 ± 0.232 | 0.561 ± 0.211 | 0.471 ± 0.199 | 0.566 ± 0.216 | 0.515 ± 0.212 | 0.467 ± 0.237 |
| **TBI-GAN**    | 0.614 ± 0.234 | 0.584 ± 0.227 | 0.635 ± 0.269 | 0.697 ± 0.205 | 0.605 ± 0.218 | 0.438 ± 0.239 | 0.588 ± 0.217 | 0.548 ± 0.200 | 0.502 ± 0.198 |

**Table III**
**Quantitative analysis of 3D traumatic brain segmentation with different augmentation techniques. The best two results are shown in red and blue fonts, respectively.**

|             | IR | IL | TR | TL | ICRA | ICRP | ICLA | ICLP | CRA |
|-------------|----|----|----|----|------|------|------|------|-----|
| **Baseline** | 0.594 ± 0.145 | 0.479 ± 0.198 | 0.527± 0.149 | 0.606 ± 0.197 | 0.604 ± 0.183 | 0.386 ± 0.248 | 0.429 ± 0.227 | 0.869 ± 0.133 | 0.543 ± 0.241 |
| **Spatial**   | 0.540 ± 0.143 | 0.528 ± 0.166 | 0.545± 0.150 | 0.632± 0.154 | 0.632 ± 0.142 | 0.433 ± 0.260 | 0.499 ± 0.235 | 0.883 ± 0.104 | 0.572 ± 0.228 |
| **Intensity**  | 0.510 ± 0.133 | 0.465± 0.213 | 0.526± 0.147 | 0.615± 0.189 | 0.611 ± 0.169 | 0.400 ± 0.266 | 0.408 ± 0.233 | 0.875 ± 0.097 | 0.539 ± 0.244 |
| **Composed**   | 0.525 ± 0.146 | 0.522± 0.177 | 0.549± 0.155 | 0.615± 0.183 | 0.621 ± 0.160 | 0.436 ± 0.261 | 0.494 ± 0.234 | 0.879 ± 0.117 | 0.575 ± 0.223 |
| **MixUp**      | 0.510 ± 0.140 | 0.465± 0.206 | 0.527± 0.150 | 0.596± 0.210 | 0.608 ± 0.179 | 0.403 ± 0.264 | 0.435 ± 0.207 | 0.879 ± 0.092 | 0.541 ± 0.244 |
| **CutMix**     | 0.499 ± 0.145 | 0.445± 0.212 | 0.521± 0.143 | 0.603± 0.204 | 0.610 ± 0.162 | 0.417 ± 0.262 | 0.417 ± 0.238 | 0.867 ± 0.109 | 0.545 ± 0.240 |
| **TBI-GAN**    | 0.553 ± 0.131 | 0.503± 0.181 | 0.584± 0.117 | 0.651± 0.115 | 0.643 ± 0.133 | 0.472 ± 0.227 | 0.481 ± 0.262 | 0.899 ± 0.111 | 0.588 ± 0.224 |
Fig. 6. Visualization of 3D segmentation results.

V. Conclusion

In this paper, we develop a novel generative adversarial network, TBI-GAN, for the data augmentation of brain region segmentation in TBI MR scans. The proposed TBI-GAN can inpaint both the MR image and brain region label maps based on normal brain templates, which is suitable for the data augmentation of traumatic brain segmentation. The segmentation network augmented by our proposed method yields the best performance in both 2D and 3D brain region segmentation in TBI MR scans. The experimental results reveal that the proposed method has great potential to be applied in the traumatic brain segmentation tasks and benefit the clinical healthcare of TBI patients.

In future works, we plan to recruit more TBI patients with severe brain images and collect their MR images to further validate the effectiveness of our brain segmentation model aided with TBI-GAN. We will also conduct further investigations on applying the proposed TBI-GAN method to other brain images with symptoms of large lesions, such as gliomas and cerebral aneurysm, which can also help boost their brain region segmentation works.
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