Dyson-Schwinger Approach to Color-Superconductivity: Effects of Selfconsistent Gluon Dressing
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The phase diagram of dense QCD at nonvanishing temperatures and large quark chemical potentials is studied with Dyson-Schwinger equations for \(2 + 1\) quark flavors, focusing on color-superconducting phases with 2SC and CFL-like pairing. The truncation scheme of our previous investigations is extended to include the dressing of gluons with selfconsistently determined quarks, i.e., taking into account the dynamical masses and superconducting gaps of the quarks in the gluon polarization. As a consequence the gluon screening is reduced, leading to an enhancement of the critical temperatures of the color-superconducting phases by about a factor of 2 as compared to the case where the gluons are dressed with bare quarks. We also calculate the Debye and Meissner masses of the gluons and show that they are consistent with weak-coupling results.

I. INTRODUCTION

The phase structure of QCD at high but not asymptotically high baryon densities remains an unresolved problem. While in recent years, thanks to substantial effort in lattice gauge theory, consensus has been reached about the equation of state at finite temperature but vanishing chemical potential \(2\,3\), the application of these techniques to large chemical potentials is inhibited by the fermion sign problem. In this context functional methods, such as the Functional Renormalization Group (FRG) \(4\,7\) or Dyson-Schwinger equations (DSEs) \(8\,16\), have become important alternative tools. They successfully reproduce the lattice-QCD results at zero density but in addition also provide access to the finite-density regime.

Using DSEs, various studies of the QCD phase diagram at nonzero temperature and densities have been performed, mostly focusing on low and moderate chemical potentials. These studies confirm the lattice-result of a crossover at low densities and predict a first-order transition at higher densities \(4\) with a critical endpoint at quark chemical potentials typically around \(\mu = 150 - 200\,\text{MeV}\,9\,12\).

Some time ago, DSEs have also been applied to QCD at zero temperature and higher chemical potential to study color superconductivity, i.e., the formation of quark Cooper pairs \(13\,16\). Both, the two-flavor superconducting (2SC) and the color-flavor locked (CFL) pairing patterns have been investigated. In our previous work \(11\) we extended the analysis to nonvanishing temperature, considering \(2 + 1\) flavors with massless up- and down quarks and a realistic strange quark mass. We found that the CFL phase is favored at low temperature and chemical potentials larger than \(500 - 600\,\text{MeV}\), while at lower chemical potentials there is a 2SC phase, which also extends to higher chemical potentials in a narrow temperature band above the CFL phase. The critical temperatures to the normal conducting phase are of the order of \(20 - 30\,\text{MeV}\).

However, these results should not be considered as final. Although, in principle, DSEs provide an exact approach to QCD, they form an infinite set of integro-differential equations, which needs to be truncated in order to be solved in practice. In Ref. \(11\) a truncation was employed where the quark loop of the gluon polarization function was evaluated in hard-thermal-loop-hard-dense-loop (HTL-HDL) approximation. This implies that the vacuum parts of the quark loops were neglected while the medium contributions were evaluated with bare quarks instead of dressed ones. This has the advantage that the quark loop can be calculated analytically, keeping the numerical effort similar to a quenched calculation where quark effects on the gluon propagator are neglected completely.

On the other hand, while this approximation is reasonable in the high-temperature regime, where the superconducting gap vanishes and the dynamical quark masses are small, it becomes obviously questionable in color superconducting phases or phases with broken chiral symmetry, including the vacuum. Indeed it was found in Ref. \(9\) that including the dynamical quark mass in the gluon polarization leads to a sizeable shift of the chiral critical endpoint relative to the HTL-HDL result \(8\). Moreover, in Ref. \(11\) we were not able to match vacuum and medium observables simultaneously: Adjusting the parameters to reproduce the lattice value of the chiral critical temperature, the value of the pion decay constant \(f_\pi\) in vacuum was overestimated by 40\%, while a fit to \(f_\pi\) yields a critical temperature below 100 \(\text{MeV}\).

Here we therefore want to present an improved version of our analysis in Ref. \(11\), using a truncation where the gluon polarization is calculated selfconsistently with dressed quarks. While for the critical endpoint and the crossover region at low chemical potentials the effects of this selfconsistent treatment have already been studied in
Ref. [9], the novel aspect of the present work is the extension to color superconducting phases, in particular taking into account the anomalous selfenergy of the quark propagator. As an additional result, we also obtain the Debye and Meissner masses of the gluons. Evaluating them in the weak-coupling limit, they provide an additional consistency check for our truncation scheme, in particular for the quark-gluon vertex.

The remainder part of this paper is organized as follows. In Section II we briefly recap the basic Dyson-Schwinger formalism of our previous work. In Section III we introduce the improved truncation scheme, taking special care about a proper renormalization of the quark-gluon vertex function. The results for the color-superconducting condensates and phase diagrams are presented in Section IV. In Section V we discuss the Debye and Meissner masses of the gluons, both, in the weak-coupling limit and at strong coupling. Finally, in Section VII we draw conclusions.

II. DYSON-SCHWINGER FORMALISM FOR COLOR-SUPERCONDUCTING PHASES

In this section we briefly summarize the Dyson-Schwinger formalism of our previous work on color superconducting matter [1]. We restrict ourselves to those aspects which are relevant for our present studies and refer to that reference for further technical details.
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FIG. 1. DSE of the quark propagator. Plain and curly lines represent quark and gluon propagators, respectively, while thick dots represent dressed quantities.

We work in Landau gauge and solve the Dyson-Schwinger equation for the dressed quark propagator, depicted in Fig. 1 in imaginary time. At temperature $T$ and chemical potential $\mu$, the equation is given by

$$S^{-1}(p) = Z_2(S_0^{-1}(p) + \Sigma(p)),$$

with $p = (p_\mu, \vec{p}) = (\omega_n + i\mu, \vec{p})$ and the fermionic Matsubara frequency $\omega_n = (2n + 1)\pi T$. $Z_2$ is the quark wave-function renormalization constant. As we study color superconductivity, the bare and dressed quark propagators $S_0$ and $S$ as well as the quark self-energy $\Sigma$ are $2 \times 2$ matrices in Nambu-Gorkov (NG) space

$$S_0(p) = \begin{pmatrix} S^+_0(p) & 0 \\ 0 & S^-_0(p) \end{pmatrix},$$

$$S(p) = \begin{pmatrix} S^+(p) & T^-(p) \\ T^+(p) & S^-(p) \end{pmatrix},$$

$$\Sigma(p) = \begin{pmatrix} \Sigma^+(p) & \Phi^-(p) \\ \Phi^+(p) & \Sigma^-(p) \end{pmatrix}.\quad (4)$$

The normal components $S^\pm$ and $\Sigma^\pm$ correspond to particle and charge conjugate particle propagators and selfenergies, while the off-diagonal components $T^\pm$ and $\Phi^\pm$ are related to the color-superconducting condensates. In addition, each component has a Dirac, color and flavor substructure, where we consider $N_c = 3$ colors and $2 + 1$ flavors, unless noted otherwise. The color-flavor structure of the dressed propagator is then parametrized by

$$S^+(p) = \sum_i S^+_i(p) P_i,$$

$$T^+(p) = \sum_i T^+_i(p) M_i,$$

with the matrices $P_i$ and $M_i$ defined in Appendix A. The components have the following tensor structure in Dirac space:

$$S^{-1}_0(p) = -i(\omega_n + i\mu)\gamma_4 C^+_i(p) - i\vec{p} A^+_i(p) + B^+_i(p) - i\gamma_4 \not\!p M^+_i(p),$$

$$T^+_i(p) = \left(\gamma_4 \not\!p T^+_{A,i}(p) + \gamma_4 T^+_{B,i}(p) + T^+_{C,i}(p) + \not\!p T^+_{D,i}(p)\right) \gamma_5,$$

where the components are fixed by the renormalization condition in vacuum

$$\left(S^+(p^2 = \nu^2)\right)^{-1} = (-i\not\!p + m_f) |_{p^2 = \nu^2}$$

at an arbitrary renormalization point $\nu$.

Introducing the abbreviation $\Sigma_q \equiv T \sum \int \frac{d^3 q}{(2\pi)^3}$, where the summation is over the Matsubara frequencies, the quark self-energy reads

$$Z_2 \Sigma(p) = g^2 \sum_q \Gamma^{a,0}_\mu S(q) \Gamma^{b,0}_\mu(p, q) D^{ab}_{\mu\nu}(k = p - q),$$

with the QCD coupling constant $g$, the bare and the dressed quark-gluon vertices, $\Gamma^{a,0}_\mu$ and $\Gamma^{b}_\mu$ and the dressed gluon propagator $D^{ab}_{\mu\nu}$, respectively.
The NG structure of the dressed vertex is generally parametrized as
\[ \Gamma^a_\mu(p, q) = \left( \begin{array}{cc} \Gamma^{a,+}_\mu(p, q) & \Delta^a_\mu(p, q) \\ \Delta^{a,+}_\mu(p, q) & \Gamma^{a,-}_\mu(p, q) \end{array} \right), \] (10)
with momentum-dependent diagonal and off-diagonal components, which will be specified in Sec. III B. The bare vertex is momentum and flavor independent and diagonal in NG space. It is given by
\[ \Gamma^{a,0}_\mu = Z_{1F} \left( \begin{array}{cc} \frac{\lambda^a}{2} & 0 \\ 0 & -\frac{\lambda^a T}{2} \end{array} \right) = Z_{1F} \frac{\Lambda_a}{2}, \] (11)
where \( \lambda^a \) are the 8 Gell-Mann matrices in color space and \( Z_{1F} \) denotes the renormalization constant of the quark-gluon vertex.

Finally we parametrize the dressed gluon propagator as
\[ D^{ab}_{\mu\nu}(k) = \frac{Z^{ab}_{TT}(k)}{k^2} P^{T}_{\mu\nu}(k) + \frac{Z^{ab}_{TL}(k)}{k^2} P^{L}_{\mu\nu}(k), \] (12)
exploiting the fact that it is transverse in 4-dimensional space. To that end we define the 4-dimensional transverse and longitudinal projectors
\[ T_{\mu\nu} = \delta_{\mu\nu} - \frac{k_\mu k_\nu}{k^2}, \]
\[ L_{\mu\nu} = \frac{k_\mu k_\nu}{k^2}, \] (13)
as well as their 3-dimensional counterparts
\[ P^{T}_{ij}(k) = \delta_{ij} - \frac{k_i k_j}{k^2}, \quad P^{T}_{44}(k) = P^{T}_{4i}(k) = P^{T}_{i4}(k) = 0, \]
\[ P^{L}_{\mu\nu}(k) = T_{\mu\nu}(k) - P^{T}_{\mu\nu}(k), \] (14)
where greek indices run from 1 to 4, and latin indices from 1 to 3. The corresponding dressing functions of the gluon propagator, \( Z^{ab}_{TT}(k) \) and \( Z^{ab}_{TL}(k) \), will be specified in Sec. III A.

\section{III. TRUNCATION}

The quark DSE, Eq. (1), is an exact equation and can be solved once the dressed gluon propagator and quark-gluon vertex are known. These are given as solutions of their own DSEs, depending on higher \( n \)-point functions. Therefore truncations are necessary in order to get a closed set of equations. In this section, we describe our improved truncation scheme, extending our previous work [1].

\subsection{A. Truncation of the gluon propagator}

The DSE for the dressed gluon propagator consists of a pure Yang-Mills part and a quark-loop diagram, as shown in Fig. 2. Similar to other works [9,13], we neglect the quark back-coupling on the Yang-Mills sector. Instead, the quark loop is added perturbatively to the equation, without modifying the Yang-Mills propagator. This has the advantage that the Yang-Mills diagrams do not need to be calculated explicitly and we can use lattice data. The truncated gluon DSE in this approximation is then given by
\[ D^{-1,ab}_{\mu\nu}(k) = D^{-1,ab}_{\mu\nu,YM}(k) + \Pi^{ab}_{\mu\nu}(k), \] (15)
with the Yang-Mills gluon propagator
\[ D^{ab}_{\mu\nu,YM}(k) = \frac{Z^{YM}_{TT}(k)}{k^2} P^{T}_{\mu\nu}(k) + \frac{Z^{YM}_{TL}(k)}{k^2} P^{L}_{\mu\nu}(k), \] (16)
and the Yang-Mills dressing functions \( Z^{YM}_{TT,TL}(k) \), obtained from fits to lattice data [19]. Quark effects on the gluon are taken into account in the gluon polarization
\[ \Pi^{ab}_{\mu\nu}(k) = -\frac{g^2}{2} \sum_p \mathrm{Tr} \left( \Gamma^{a,0}_\mu S(p) \Gamma^{b}_\nu(p, q) S(q) \right), \] (17)
where \( p = k + q \).

This truncation is self-consistent on the level of quarks, as the polarization loop depends on dressed quark propagators. In our previous study [1], we dropped the self-consistency at this point and evaluated the quark loop in a hard-thermal-loop–hard-dense-loop approximation (HTL-HDL) with bare quark propagators. The use of bare quark propagators in the gluon DSE makes it independent of the dressed quark propagator and the numerical effort is similar to a pure rainbow truncation. On the other hand, it neglects important contributions to the gluon polarization, such as those of quark masses and color-superconducting condensates. This can be tolerated in the chirally restored phase at high temperatures, where these contributions are small, but becomes questionable in the chirally broken phase and in the color-superconducting regime. Here, we therefore calculate the quark loop in the polarization function Eq. (17) with self-consistent fully dressed Nambu-Gor’kov quark propagators.

Although the full gluon propagator must be transverse, ensured by Slavnov-Taylor identities in full QCD, the polarization loop, Eq. (17), may have longitudinal contributions. In the full gluon DSE these would be canceled by longitudinal contributions of Yang-Mills diagrams. However, as we do not calculate the quark back-coupling to...
the Yang-Mills system, we do not get this cancellation. Therefore we drop the longitudinal part of the polarization loop by hand.

Another technical complication arises from the fact that for the numerical evaluation of the polarization loop we have to introduce a momentum cut-off. This generates artificial quadratic divergencies $\sim \Lambda^2$, which have to be regularized. These divergencies do not occur in dimensional regularization, but this scheme cannot be employed in the numerical calculations.\footnote{We checked, however, that for the limiting case of bare propagators in vacuum, our scheme leads to the same result as for dimensional regularization.} In vacuum the regularization can be done easily by subtracting a constant term $\Pi_{\mu\nu}(0)$. In the medium one has to be more careful to preserve the thermal and dense gluon Debye masses $\sim T^2, \mu^2$ and to ensure that they agree with weak coupling results. We therefore use a scheme similar to the one proposed by Brown and Pennington\footnote{For $\Gamma(p,q) = \Gamma(k^2)$, the vertex does not depend on the integration variable in Eq. (17) and can be factored out of the integral. As a consequence, the renormalization condition Eq. (22) does not give a finite result anymore. Therefore, the vertex dressing needs an explicit dependence on the quark momenta.} which defines the regularized vacuum polarization $\Pi_{\mu\nu}^{BP}(k)$ by

$$
\Pi_{\mu\nu}^{BP}(k) = \frac{1}{3} \left( \delta_{\mu\nu} - \frac{k_\mu k_\nu}{k^2} \right) \Pi_{\mu\nu}(k). \tag{18}
$$

Decomposing $\Pi_{\mu\nu}$ into a transverse and a (4-dimensional) longitudinal part,

$$
\Pi_{\mu\nu}(k) = T_{\mu\nu} \Pi_{TT}(k) + L_{\mu\nu} \Pi_{TL}(k), \tag{19}
$$

the regularized gluon polarization is given by

$$
\Pi_{\mu\nu}^{BP}(k) = \Pi_{TT}(k) - \Pi_{LL}(k). \tag{20}
$$

Alternatively, we can subtract $\Pi_{L}(0)$ instead of $\Pi_{L}(k)$. This only removes a constant contribution $\sim \Lambda^2$, i.e., only the divergent contribution. After renormalization as defined below, both subtraction schemes give identical results for bare quarks. However, for numerical reasons, we prefer to subtract $\Pi_{L}(0)$. Extending this scheme to the medium, the regularized polarizations are thus given by

$$
\Pi_{TT,\text{reg}}(k) = \Pi_{TT}(k) - \Pi_{L}(0),

\Pi_{TL,\text{reg}}(k) = \Pi_{TL}(k) - \Pi_{L}(0). \tag{21}
$$

Evaluated with massless bare propagators, Eq. (7), these expressions reproduce the HTL-HDL results.

The remaining logarithmic divergencies are renormalized by

$$
\Pi_{\text{reg}}(k) = \Pi_{\text{reg}}(0) - \frac{k^2}{\nu^2} \Pi_{\text{reg}}(\nu) \tag{22}
$$

for both components $i = TT, TL$. Although, in principle, the subtraction term should be evaluated in vacuum, in order to achieve numerical convergence we must evaluate both polarization functions at the same temperature and chemical potential, so that the integrands are given at the same momentum mesh. However, the difference is negligible if the renormalization point is large enough. We choose the renormalization point at $|\nu| = 7.65$ GeV, which is the scale where the vacuum Yang-Mills gluon dressing is $Z^{YM}(\nu) = 1$. For numerical stability, it is useful to choose the direction of the 4-vector $\nu$ to be equal to the direction of $k$.

Inserting the renormalized polarization tensor into Eq. (15), we get the dressed gluon propagator

$$
P_{\mu\nu}^{ab}(k) = \frac{Z_{TT}^{YM}(k)}{k^2 + Z_{TT}^{YM}(k)\Pi_{TT,\text{reg}}(k)} P_{\mu\nu}^{T}(k)

+ \frac{Z_{TL}^{YM}(k)}{k^2 + Z_{TL}^{YM}(k)\Pi_{TL,\text{reg}}(k)} P_{\mu\nu}^{L}(k). \tag{23}
$$

Some details on the numerical evaluation are given in Appendix B.

## B. Truncation of the quark-gluon vertex

The second quantity which needs to be truncated is the quark-gluon vertex, which enters the calculation at two different places: in the quark self-energy $\Sigma$, Eq. (9), and in the gluon polarization tensor $\Pi$, Eq. (17). In principle, the same vertex function should be used in both cases, but, as we will explain, we have to make slightly different choices.

In both cases we take an Abelian part,

$$
\Gamma^a_{\mu,\text{abel}}(p,q) = \frac{\Lambda_0}{2} \Gamma(p,q), \tag{24}
$$

which is a straightforward generalization of the bare vertex defined in Eq. (11). $\Gamma(p,q)$ is a dressing function, which is modeled to have the correct perturbative running in the ultraviolet and an infrared enhancement, as necessary to generate chiral symmetry breaking in vacuum. In general it depends on both quark momenta, $p$ and $q$, but, as in [1], we use the ansatz $\Gamma(p,q) = \Gamma(k^2)$ with

$$
\frac{\Gamma(k^2)}{Z_2 Z_3} = \frac{d_1}{d_2 + \kappa^2} \left( \frac{\beta_0 \alpha(\nu)}{\ln(k^2/\Lambda^2 + 1)} \right)^{d_3}, \tag{25}
$$

depending only on a single momentum variable $\kappa^2$.

For the quark self-energy, we identify $\kappa$ with the gluon momentum $k = p - q$, i.e., in Eq. (6) we take $\Gamma(p,q) = \Gamma(k^2)$, as also done in [1]. In the gluon polarization Eq. (17), on the other hand, we need to take an explicit dependence on quark momenta to preserve renormalizability.\footnote{This could be realized by taking $\kappa^2 = p^2 + q^2$.}
FIG. 3. Vacuum quark mass function $M(p) = B_3(p)/C_1(p)$ for chiral up and down quarks in HTL-HDL approximation and with the improved gluon propagator for two different values of the bare strange-quark mass.

However, since $p_4$ and $q_4$, as defined below Eq. [1], contain a term $\mu$, the vertex function would then become complex and even have singularities which are not associated with a physical process. In order to avoid these unwanted effects but keep the renormalizability, in the polarization functions we therefore take $\Gamma(p,q) = \Gamma(\hat{p}^2 + \hat{q}^2)$, where $\hat{p}$ and $\hat{q}$ correspond to $p$ and $q$ at $\mu = 0$, i.e., we drop the $i\mu$ terms. Minor artifacts related to this choice will be discussed in Sec. [VII].

For the parameters in Eq. [25] we adopt the values of Ref. [1]. The only exception is the parameter $d_1$, which is refitted to obtain a critical temperature of $T_c = 150$ MeV for the chiral phase transition at $\mu = 0$. Recalling that in HTL-HDL approximation the vacuum contribution of the gluon polarization by the quarks is neglected, the overall screening in the selfconsistent scheme is stronger, so that more IR enhancement is needed in order to compensate for it. We find $d_1 = 14$ GeV$^2$, which is about 50% higher than the value in [1].

The corresponding mass functions for up and down quarks in vacuum are shown in Fig. 3 in comparison with the result of our previous work in HDL-HTL approximation [1]. It is clearly visible that the improved truncation results in lower quark masses. In particular the values at low momenta are closer to typical constituent quark masses in phenomenological models. Note that, because of the strange-quark contribution to the gluon polarization, the up- and down-quark mass functions depend slightly on the bare strange-quark mass, which was not the case in HDL-HTL approximation.

FIG. 3. Vacuum quark mass function $M(p) = B_3(p)/C_1(p)$ for chiral up and down quarks in HTL-HDL approximation and with the improved gluon propagator for two different values of the bare strange-quark mass.

The pion decay constant, which can be calculated via the Pagels-Stokar formula [21], we find $f_\pi = 95$ MeV. This is much closer to the empirical value of 92.4 MeV than the HTL-HDL result of our previous work, where we obtained 127 MeV.

In general, the quark-gluon vertex is constrained by a Slavnov-Taylor identity (STI), which connects it with the quark propagator, the ghost propagator $G(k)$ and the ghost-quark scattering kernel $H^a(p,q)$ [22],

$$-iG^{-1}(k)k_\mu\Gamma_\mu(p,q) = S^{-1}(p)H^a(p,q) - H^a(p,q)S^{-1}(q).$$

As we do not solve the Yang-Mills system explicitly, we have no information about the ghost sector, so that the STI cannot be implemented exactly. However, for color-superconducting phases, the STI protects important symmetries which are crucial to reproduce the weak-coupling limits for the Debye and Meissner masses, calculated in Refs. [23, 24]. Therefore we can use the weak-coupling calculations as a guide how to implement the STI approximately.

If we assume $H^a(p,q) = g(p,q)\Delta^a$ with a scalar function $g(p,q)$, the STI reduces to a restriction similar to the Ward-Takahashi identity (WTI) in QED, except for a multiplicative scalar function $f(p,q)$

$$- ik_\mu\Gamma_\mu(p,q) \propto S^{-1}(p)\frac{\Delta^a}{2} - \frac{\Lambda^a}{2}S^{-1}(q).$$

This identity can be used to give constraints to the quark-gluon vertex as proposed by Ball and Chiu [25]. The Ball-Chiu vertex ensures a transverse quark contribution to the gluon polarization, $k_\mu k_\nu \Pi^{\mu\nu}_a(k) = 0$. This is a strict requirement in QED, while in QCD longitudinal parts are in general allowed, as discussed before. Therefore, we require Eq. (27) only to be fulfilled in the weak-coupling limit. In that case the quark propagators have a simple color-superconducting self-energy

$$\Phi^+(p) = \phi(p)\gamma_5 M_i,$$

with matrices $M_i = M_{2SC}$ for the 2SC phase and $M_i = M_{\text{ring/rot}}$ for the CFL phase, which are defined in Appendix [X]. Using this self-energy in Eq. (27) and constructing the Ball-Chiu vertex, we obtain

$$\Gamma_\mu^a(p,q) \propto \gamma_\mu \frac{\Lambda^a}{2} + \Gamma_{\mu,CSC}^a$$

with

$$\Gamma_{\mu,CSC}^a = \frac{ik_\mu}{2k^2} \left( \begin{array}{cc} 0 & -\left(\lambda^a\Phi_+ - \Phi_+^a\lambda^a + \lambda_+^a\Phi^a\right) \\ \left(\lambda^a\Phi_+ + \Phi_+^a\lambda^a\right) & 0 \end{array} \right),$$

where $\Phi \equiv (\Phi(p) + \Phi(q))/2$. Thereby we have dropped contributions which depend on derivatives of $\Phi$.

Generalizing this result to the quark propagators in the DSE we therefore use the vertex

$$\Gamma_\mu^a(p,q) = \left( \gamma_\mu \frac{\Lambda^a}{2} + \Gamma_{\mu,CSC}^a \right) (p,q)$$

with the full anomalous self-energies $\Phi^\pm$. For normal conducting phases, this reduces to the Abelian vertex Eq. (24). Moreover, since $\Gamma_{\mu,CSC}^a$ is purely longitudinal, it does not contribute to the quark self-energy, Eq. [4], where it is attached to the transverse gluon propagator. In the gluon polarization, on the other hand, it enters through the longitudinal subtraction terms in Eq. (21) and is therefore crucial for a consistent subtraction in color superconducting phases.
IV. PHASE STRUCTURE

After specifying the truncation, the coupled quark and gluon DSEs form a closed system and can be solved numerically. As in our previous publication, we consider chiral up and down quarks and two different values of the strange-quark mass, \( m_s(\nu) = 30 \text{ MeV} \) and \( m_s(\nu) = 54 \text{ MeV} \), at a renormalization scale of \( \nu = 100 \text{ GeV} \). This mass range can be motivated by a perturbative evolution of the PDG values \([26]\) to that scale \([1]\).

The (light-)quark condensate is given by

\[
\langle \bar{q}q \rangle = -Z_m Z_2 \sum_q \text{Tr} \, D_{cc}(S^+_u(q)),
\]

where \( S^+_u \) denotes the up-quark component of \( S^+ \). For the color superconducting condensates we define

\[
\mathcal{C}_i \equiv \langle \psi^T C \gamma_5 \mathcal{O}_i \psi \rangle = -Z_2 \sum_q \text{Tr} \, (\gamma_5 \mathcal{O}_i T^-(q)),
\]

with an operator \( \mathcal{O}_i \) projecting on the desired component. Throughout this work we restrict the discussion to a condensate only containing up and down quarks,

\[
\mathcal{O}_{ud} = \frac{1}{4}(M_1 - M_2),
\]

and a condensate which also involves strange quarks,

\[
\mathcal{O}_{uds} = \frac{1}{8}(M_6 + M_7 - M_4 - M_5).
\]

In Fig. 4 we show our solutions for the diquark condensates at \( T = 10 \text{ MeV} \) as functions of the chemical potential. We have always indicated the corresponding pairing pattern, i.e., 2SC or CFL, to which these solutions correspond. In addition, there are sometimes different solutions with the same pairing pattern, which mainly differ by the dressed strange-quark mass, as shown in Fig. 5. Both figures should therefore be viewed together for a proper interpretation of the results.

The diquark condensates are qualitatively similar to the HTL-HDL case in our previous study. While the CFL condensates can only be formed with relatively light strange quarks, 2SC pairing is also possible for heavy strange quarks, as these quarks are not part of the condensates. However, due to the back-coupling, the strange quarks also have an influence on the 2SC condensates, as these quarks are not part of the condensates at \( T \).

Again we have also indicated the pairing pattern, to which the solutions belong.

As already mentioned, the two branches of the 2SC solutions mainly correspond to different values of \( M_s \). Although in the 2SC phase only up and down quarks are paired, the strange quarks have an impact on the diquark condensates through the polarization loop in the gluon propagator. In turn, the pairing leads to a visible difference between the masses of red/green and blue strange quarks in the 2SC phase, since the asymmetry between paired (red/green) and unpaired (blue) light quarks translates via the gluons also to the strange sector. Both effects are not present in the simpler HDL-HTL truncation \([1]\), where the gluon propagator is not affected by chiral and diquark condensates.

Above a threshold of around \( \mu = 500 \text{ MeV} \) or \( \mu = 600 \text{ MeV} \) for \( m_s = 30 \text{ MeV} \) or \( m_s = 54 \text{ MeV} \), respectively, CFL pairing is possible. The CFL condensates show no qualitative difference to the HTL-HDL approximation and increase smoothly with rising chemical potential. In contrast to the 2SC solutions, the CFL quark masses of blue and red/green quarks do not differ markedly, as the pairing is almost symmetric.
The dependence of the dressed strange-quark masses at a fixed chemical potential of $\mu = 580$ MeV for $m_s = 30$ MeV and of $\mu = 680$ MeV for $m_s = 54$ MeV is shown in Fig. 5. These chemical potentials are inside the region where a CFL solution and two branches of 2SC solutions exist. The upper and the lower branch correspond to the higher and the lower value of $M_s$, respectively. Similar to the HTL-HDL case, the 2SC solutions extend to higher temperatures than the CFL solution. The solution with the lower strange-quark mass goes smoothly down to zero, suggesting a second-order phase transition to the normal-conducting phase at this point. An important quantitative difference is that the 2SC solutions exist up to critical temperatures of about 40 – 50 MeV, while with HTL-HDL truncation we found critical temperatures of only about 20 MeV.

In order to determine the phase structure at given temperature and chemical potential, we should in principle compare the pressure of the different solutions, which is given by the effective action from which the DSEs can be derived. In practice this usually turns out to be numerically very difficult, even when the analytical expression for the effective action is known. Unfortunately, in the present truncation scheme, we even do not have an analytic expression for the effective action. Hence, if we have more than one solution, we can in general not decide, which of them is favored. However, as motivated in [1], we expect that the stability of the numerical iteration is a measure of the thermodynamical stability of the phase. In particular, the iteration only converges to thermodynamically stable or metastable solutions, and the disappearance of the numerical solution at a certain temperature or chemical potential signals that this solution turns thermodynamically unstable at that point. This picture is corroborated by the fact that in Fig. 5 the onset of the 2SC solution with the lower $M_s$ is at a higher temperature.

4 Besides details of the regularization of the gluon polarization, this is mainly related to our ansatz for the dressed quark-gluon vertex, which contains the anomalous components of the quark self-energy, see Eq. (30), but cannot be derived from a diagram. Strictly speaking, this means that the present truncation scheme is thermodynamically not fully consistent. However, in comparison with the HTL-HDL scheme, we believe that the merits of the improved truncation outweigh the possible errors related to this inconsistency.
chemical potential than the onset of the CFL solution: The energy gain due to CFL condensation can exceed the energy gain due to the dynamical mass generation and therefore a solution with lower mass gets stabilized earlier.

According to the above assumption, second-order phase transitions can be located precisely, while in the case of first-order phase transitions we can only determine the spinodal regions, i.e., the regions where two or more at least metastable solutions coexist. First-order transitions between these solutions are then restricted to the spinodal region. In this context, an additional complication arises from the impact of the strange-quark phase transition on the non-strange sector. As a consequence, sometimes more than two solutions coexist, so that it is not even always clear between which phases a phase transition takes place in the spinodal region. Therefore the phase diagrams, which are displayed in Fig. 7, have a more complicated structure with much larger spinodal regions than in the HTL-HDL case shown in Ref. [1]. Especially the spinodal region of the chiral first-order transition (below the tricritical point indicated by “CP”) becomes remarkably large, and we were not even able to find the exact position of the upper spinodal anymore. Therefore the region is indicated only approximately.

The chiral phase transition seems to be quite robust under the variation of the bare strange-quark mass, although the critical point is shifted to higher temperatures and lower chemical potentials when increasing $m_s(\nu)$. We find the critical point around $(T, \mu) = (100, 160)$ MeV for $m_s = 30$ MeV and $(T, \mu) = (120, 120)$ MeV for $m_s = 54$ MeV. A similar study in [9] finds a critical endpoint at $T = 100$ MeV and $\mu = 190$ MeV and sees the same qualitative change in comparison with the HTL-HDL approximation. However, it should be noted that the regularization of the quark loop and the vertex truncation were done in a slightly different way in that work.

As in Ref. [1], our main focus lies on the color-superconducting phases at higher chemical potentials. We find a CFL-like phase at high $\mu$ and a 2SC phase at intermediate $\mu$ as well as in a small band at intermediate temperature, separating the CFL phase and the normal-conducting phase. Qualitatively, this phase structure is similar to the HTL-HDL case. On the other hand, there are some important differences. The coupling of the strange quarks to the light sector leads to a splitting of the 2SC phase into two phases which are not continuously connected: a phase where $M_s$ is relatively large and a phase where it is considerably smaller. Therefore, we find a large spinodal region where four phases - the CFL phase, the two 2SC phases and the normal-conducting phase - meet, and all phase transitions between these phases are of first order. In the lower-temperature part of this region, the normal-conducting phase becomes unstable with respect to the color-superconducting phases (not explicitly indicated in the phase diagram). Although we cannot make a definite statement, we expect most of this lower-temperature part to be in the CFL phase, as the 2SC solutions are numerically much less stable. This would mean that the strange-quark transition at low temperature is shifted to lower chemical potentials than it would occur within the 2SC or the normal conducting phase. Again, this can be explained by the additional condensation energy due to the CFL pairing.

Except for the spinodal region, the transition between 2SC and normal-conducting phase is of second-order and takes place between $T = 40$ and $60$ MeV. In general, the critical temperature rises with increasing chemical potential, but drops suddenly at the strange-quark phase transition.

Although the bare strange-quark mass has some influence on the critical point of the chiral phase transition, 

---

FIG. 7. Phase diagram for $m_s = 30$ MeV (top) and $m_s = 54$ MeV (bottom). First-order regions are indicated by shaded areas bounded by spinodal lines (dashed). Solid lines indicate second-order transitions, CP the tricritical point.

5 This means that for most starting values the iterative solution of the DSE converges to the CFL solution, whereas the 2SC solution is only found if the starting values are already very close to this solution.
Due to dressing, the gluons acquire effective masses. These are defined by the full gluonic polarization tensors at zero momentum. Here we focus on the quark contribution to the screening masses defined by\footnote{As we do not solve the gluon DSE and do not know the value of the gluon renormalization constant $Z_3$, these masses are strictly speaking not the Debye and Meissner masses but renormalization point dependent objects, which depend on $Z_3$. They are a qualitative measure for the Debye and Meissner masses but cannot be compared quantitatively with the HTL-HDL results.}:

$$m_{D,ab}^2 = \lim_{\vec{p} \to 0} \Pi_{TL}^{gb}(\omega_m = 0, \vec{p})$$
$$m_{M,ab}^2 = \lim_{\vec{p} \to 0} \Pi_{TT}^{gb}(\omega_m = 0, \vec{p})$$

These masses are called Debye and Meissner masses and account for the electric and magnetic screening of the gluons. For non-superconducting phases the Meissner masses are equal to 0 due to the unbroken gauge symmetry. For color superconductivity, the $SU_c(3)$ color symmetry is spontaneously broken. The resulting Goldstone bosons are “eaten” by the gluons giving rise to magnetic gluon masses via the Anderson-Higgs mechanism\cite{27,28}. For the 2SC phase the $SU_c(3)$ is broken down to $SU_c(2)$ giving rise to 5 massive gluons while the remaining 3 gluons stay massless. For the CFL phase the whole $SU_c(3)$ group is broken and hence all 8 gluons acquire Meissner masses.

Before presenting the results for our coupled DSE system, we check the validity of our truncation by comparing the Debye and Meissner masses with weak-coupling results given in\cite{23,24}. To this end, we use simple propagators with selfenergies

$$\Phi^+ = \phi_i \gamma_5 M_i,$$

as in Eq.\ (28), but with constant gaps $\phi_i$. For the color-flavor structure, determined by the matrices $M_i$, we consider a 2SC phase with $N_f = 2$, i.e., $M_i = M_{2SC}$, see

V. DEBYE AND MEISSNER MASSES

the color-superconducting section and especially the 2SC phase are quite independent of $m_s$. The main difference is that the onset of CFL condensation, together with the phase transition between the two 2SC phases, is shifted to larger chemical potentials for the larger $m_s$. The critical temperature to the normal-conducting phase only shows a weak dependence on the $m_s$. 

FIG. 8. Meissner (top) and Debye (bottom) masses (dots) in comparison with weak-coupling results\cite{23} (lines) for the 2SC phase for propagators Eq.\ (37).

FIG. 9. Meissner and Debye masses (dots) in comparison with weak-coupling results\cite{24} (lines) for the CFL phase for propagators Eq.\ (37).
Eq. (A3), as well as a CFL phase with $N_f = 3$ massless quarks, i.e., $M_i = M_{oct/sing}$, see Eq. (A4).

The results for the 2SC phase at $T = 10$ MeV and $\mu = 1000$ MeV are shown in Fig. 8, where the squared Debye and Meissner masses for the different gluons are displayed as functions of the gap parameter $\phi = \phi_{2SC}$ and compared with the weak-coupling results of [23]. In addition to the simple propagator parametrization, the weak-coupling limit assumes $T \ll \phi \ll \mu$. This is fulfilled best for $\phi$ around 100 MeV where we find good agreement between the weak-coupling results and our results. For larger and smaller values there are some deviations. For the Debye mass of gluons 1-3 a temperature dependent weak-coupling result is provided in Ref. [24], which coincides exactly with our calculation. The Meissner mass of the gluons 1-3 vanishes exactly, as they correspond to the $SU_c(2)$ subgroup which stays unbroken in the 2SC phase. In addition, the Debye mass of gluon 1-3 also tends towards 0 for low temperature. These gluons can only couple to red or green quarks, which are all bound in Cooper pairs for 2 flavors. Therefore, the quark loop gives no contribution and no Debye mass is generated. All other gluons acquire both, Debye and Meissner masses.

The corresponding results for the CFL phase are shown in Fig. 9 as functions of $\phi = \phi_{act} = \frac{1}{2} \phi_{sing}$. As the breaking pattern is symmetric in color and flavor, all gluons acquire the same Debye and Meissner masses. The weak-coupling results [24] are shown again for comparison and agree reasonably well in the region where $T \ll \phi \ll \mu$. It is worth to mention that the off-diagonal vertex contributions Eq. (30) are essential to reproduce the weak-coupling results.

Finally we also show the Debye and Meissner masses for the full DSE calculations for $m_s = 30$ MeV in Fig. 10 and $m_s = 54$ MeV in Fig. 11. At low chemical potentials all masses are small as the Debye masses are suppressed by the heavy quark masses and Meissner masses are zero in non-color-superconducting phases. In this region, we actually find that the squared Debye mass slightly decreases and becomes negative. Small negative squared Debye masses are not forbidden in principle, as there is always a positive Yang-Mills contribution to the Debye mass, so that the sum of Yang-Mills and quark contribution can still be positive. On the other hand, the observed behavior also violates the so-called Silver-Blaze property, which requires observables and also the Debye mass at $T = 0$ to be independent of the chemical potential, if the latter is smaller than the mass gap of the theory. Although the calculations have been performed at $T = 10$ MeV, the mass change is mostly an artifact of the vertex approximation. This will be discussed in detail in the next section.

At $\mu = 300 - 400$ MeV, there is a first-order phase transition to the 2SC phase. Similar to the weak-coupling results, gluons 1-3 have no or only small Meissner and Debye masses, and the relative ordering of the gluon masses is the same as in the weak-coupling approximation. At higher chemical potential also the strange quarks undergo a phase transition and become light. Therefore, the strange quark loop gives larger contributions and increases the Debye masses of all gluons equally while it does not contribute to the Meissner masses.

CFL pairing is possible for $\mu$ larger than 450 or 550 MeV for $m_s = 30$ or $m_s = 54$ MeV respectively. In this phase, the Debye and Meissner masses of all 8 gluons become similar due to the symmetric pairing pattern, like in the weak-coupling limit. The deviations originate from the finite strange-quark mass and diminish with increasing $\mu$, as the mass becomes negligible with respect to the chemical potential. Both values of $m_s$ give very similar results, the main difference being the position of the strange quark phase transition.

**VI. SILVER-BLAZE PROPERTY**

The Silver-Blaze property (SBP) [29, 30] states that in a relativistic system at zero temperature, the partition function and observables do not depend on chemical potential if the latter stays below the mass gap $\Delta$ of the system. Although the Lagrangian of the theory and various related quantities (like propagators) depend on $\mu$, observables, such as the pole masses of physical particles, must stay constant, i.e., the internal $\mu$-dependencies must cancel each other. If the chemical potential exceeds the mass gap, states can be excited and observables may change. The SBP only holds at zero temperature, as thermal excitations also change observables.

In strong-interaction matter at $T = 0$ and nonzero baryon chemical potential $\mu_B = 3\mu$, the physical threshold is given by $\mu_B = m_N - E_b$, where $m_N$ is the nucleon mass and $E_b = 16$ MeV is the binding energy in nuclear matter. Since nucleons and nuclear binding are not explicitly contained in the present truncation scheme, the threshold should be the transition point to deconfined quark matter, i.e., the phase transition to the 2SC phase.

In contrast to this expectation, the Debye masses shown in Figs. 10 and 11 are $\mu$ dependent at arbitrarily small chemical potentials. As mentioned earlier, the calculations have been performed at a finite temperature of $T = 10$ MeV, but this is too small to explain the observed variations of the Debye masses. On the other hand, the SBP can easily be violated by truncations. In the following, we discuss this in more detail.

We consider a system with a physical mass gap $\Delta$, meaning that the real-time quark propagator as well as the gluon propagator and the quark-gluon vertex in vacuum do not have non-analytic structures for energies lower than $\Delta$. Turning to the Matsubara formalism, the Euclidean momentum component $p_4 = \omega_n + i\mu$ becomes continuous at $T = 0$. Writing $p_4 = \bar{\nu}_4 + i\mu$ and suppressing the dependence on $\bar{\nu}_4$, the quark self-energy is then schematically given by

$$\Sigma(\bar{\nu}_4 + i\mu) \sim \int_{\bar{\nu}_4} S(\bar{\nu}_4 + i\mu)K(\bar{\nu}_4 + i\mu, \bar{\nu}_4 + i\mu),$$  

(38)
with an integration kernel \(K(p_4, q_4)\). By the assumption specified above, the integrand is analytic in the entire region between \(\text{Im} \tilde{q}_4 = 0\) and \(\text{Im} \tilde{q}_4 = \Delta\). Hence, if \(\mu < \Delta\), the substitution \(\tilde{q}_4 + i\mu \to \tilde{q}_4\) and shifting the path of integration back to the real axis does not alter the value of the integral, i.e., we obtain

\[
\Sigma(\tilde{p}_4 + i\mu) \sim \int_{\tilde{q}_4} S(\tilde{q}_4) K(\tilde{p}_4 + i\mu, \tilde{q}_4),
\]

which depends on the chemical potential only through the external energy variable. The selfenergy is therefore given by the same function as in vacuum, \(\Sigma(\tilde{p}_4 + i\mu) \equiv \Sigma_{\text{vac}}(\tilde{p}_4 + i\mu)\), and the chemical potential only determines the complex argument at which this function is to be evaluated. For chemical potentials higher than \(\Delta\), on the other hand, the singularity caused by this mass gap prevents the shift of the integration path, and therefore the selfenergy is not simply an analytical continuation of the vacuum function.

Obviously, the same holds for the dressed quark propagator, which is related to \(\Sigma\) via the DSE. For \(\mu < \Delta\) an analogous shift then yields

\[
\int_{\tilde{q}_4} S(\tilde{q}_4 + i\mu) = \int_{\tilde{q}_4} S(\tilde{q}_4),
\]

i.e., this integral, which arises when calculating the quark condensate, is independent of \(\mu\). Hence, while the quark propagator itself has a \(\mu\)-dependence (via its energy argument, \(S(q_4) \equiv S(q_4 + i\mu)\)), the condensate is constant, reflecting the Silver Blaze property.

Similarly, the gluon polarization integral, schematically given by

\[
\Pi(k_4) \sim \int_{\tilde{q}_4} S(\tilde{q}_4 + i\mu) S(\tilde{p}_4 + i\mu) \tilde{K}(\tilde{p}_4 + i\mu, \tilde{q}_4 + i\mu),
\]

with \(\tilde{p}_4 = k_4 + \tilde{q}_4\), is independent of \(\mu\) for \(\mu < \Delta\), and therefore also Debye and Meissner masses are constant.

A technical requirement for these properties to hold is that the integrands, i.e., the quark propagators and the kernels \(K\) or \(\tilde{K}\), consistently depend on the quark momenta shifted by \(i\mu\), so that the \(\mu\)-dependence can be removed by performing a shift of the integration variable. Indeed, this is always fulfilled if the kernel is microscopically calculated from Feynman diagrams.

In our calculations, however, we make the model ansatz \(\Gamma(p, q) = \Gamma(\kappa^2)\), Eq. (25), so that it depends on the choice of \(\kappa\) whether the SBP is preserved. In the quark DSE, we use \(\kappa^2 = (p-q)^2\), which is consistent with the SBP. For the gluon-polarization loops, on the other hand, we
FIG. 11. Meissner (top) and Debye (bottom) masses for the 2SC phase (left) and the CFL phase (right) for $m_s = 54$ MeV.

take $\kappa^2 = \tilde{p}^2 + \tilde{q}^2 = \tilde{p}_1^2 + \tilde{p}_2^2 + \tilde{q}_1^2 + \tilde{q}_2^2$, which violates the SBP, since $\tilde{p}_4$ and $\tilde{q}_4$ are not shifted by $i\mu$. As discussed in Sec. III B, we made this choice, because the formally more consistent ansatz $\kappa^2 = p^2 + q^2$ would lead to unphysical singularities in the vertex function, which we consider to be a more severe problem than the violation of the SBP.

In fact, the violation is negligible on the quark level, as can be seen in Fig. 12. The quark condensate calculated within the present truncation scheme (blue solid line) stays almost constant as a function of $\mu$, showing only a tiny increase near the phase transition. For comparison we also show the condensate in the HTL-HDL truncation scheme (red dashed line). In HTL-HDL approximation, the gluon propagator is dressed by massless quarks, giving the gluons an effective mass $m_g^2 \sim \mu^2$. This causes a strong violation of the SBP, which is clearly visible in the figure. Hence, taking into account the quarks in the gluon polarization self-consistently leads to a large improvement, while the violation of the SBP by the vertex ansatz is negligible.

In the figure we also show the light quark “mass” $M(0) \equiv (B_1(p)/C_1(p))|_{p=0,\mu=\pi T+i\mu}$ for both truncation schemes. The $\mu$ dependence which is visible in both cases does not allow to make a statement about the SBP because $M(0)$ is not an observable, and the quark self-energy depends on $\mu$ through its momentum argument, cf. Eq. 39.

For the Debye masses of the improved truncation, Fig. 10 and Fig. 11, the violation of the SBP is a bit larger than for the quark condensate, but still on a toler-
able level if we compare its size with the physical effects in the 2SC or CFL phases. Altogether we can safely state that the improved truncation respects the SBP approximately, with the violations being negligibly small in the quark sector and not too big in the gluonic sector.

VII. CONCLUSIONS AND OUTLOOK

Within the Dyson-Schwinger approach we have studied 2SC and CFL-like phases in QCD with $2 + 1$ flavors with chiral light quarks and strange quarks of finite bare mass $m_s$. To explore the sensitivity of the results, two values, $m_s = 30$ MeV and $m_s = 54$ MeV at a renormalization scale of $\nu = 100$ GeV, were chosen. Going beyond our previous work [1], which employed the HTL-HDL approximation, the quark effects on the gluon propagator are now taken into account selfconsistently through fully dressed Nambu-Gorkov quark propagators. The adopted truncation and regularization schemes were inspired by a Brown-Pennington projection and Slavnov-Taylor identities. Guided by the most up-to-date lattice results for the equations of state at vanishing chemical potential [2,3] we have fitted the vertex parameters to a chiral critical temperature of 150 MeV for both values of $m_s$. As an improvement to [1] this also yields a good description of the pion decay constant in vacuum, and we now obtain more realistic vacuum values of the dressed light-quark masses with little sensitivity to the choice of $m_s$.

For the color-superconducting phases the critical temperatures go up to 40 – 60 MeV. In contrast to the HTL-HDL approximation, the light-quark sector is now coupled to the strange sector through the quark loops in the gluon polarization function. As a consequence we find two distinct 2SC phases, separated by a first-order phase transition with a discontinuous change in the dressed strange-quark mass. The main effect of increasing the bare strange-quark mass $m_s$ is shifting the 2SC-CFL boundary to higher $\mu$ and the location of the chiral critical point to higher $T$ and lower $\mu$. The critical temperatures from the color superconducting to the normal conducting regime, on the other hand, show only a weak dependence on $m_s$.

We have also calculated the gluonic Debye and Meissner masses in the different color channels and phases. As a test for our truncation scheme, we first calculated the masses in the weak-coupling limit and found agreement with the corresponding predictions in the literature [23,24]. To achieve this a proper construction of the quark-gluon vertex, containing anomalous contributions, was crucial. The results of the full calculations in the strong-coupling regime are qualitatively similar. Especially the gluonic masses have the same hierarchy as in the weak-coupling limit.

Although the selfconsistent treatment of the quark propagators in the gluon polarization is a significant improvement to the HTL-HDL approximation, there are still some features missing in the truncation. The gluon propagator can be further improved by including quark effects to the Yang-Mills sector as these may have an influence on the Yang-Mills screening mass. Even more important would be an improvement of the vertex truncation. Although the vertex we use is partially constrained by Slavnov-Taylor identities and the correct UV behavior, it contains nevertheless a consideral amount of modeling. This does not only reduce the predictive power of the approach but also leads to artifacts, like the violation of the Silver-Blaze property. It would thus be desirable to calculate the vertex function explicitly from the corresponding DSE. This has already been studied in vacuum [31,32], but unfortunately becomes much more difficult in the medium. Finally, a truncation that provides an analytic expression for the effective action should be considered in the future, as it allows to calculate pressure differences between the phases and therefore the location of the first-order transitions in the phase diagram.
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Appendix A: Parametrization of propagators and condensates

The matrices $P_i$ and $M_i$, $i = 1, \ldots, 7$, which parametrize the color-flavor structure of the quark propagator (cf. Eq. (5)) and self-energies, are given in the color-flavor basis $\{ (r, u), (g, d), (b, s), (r, d), (g, u), (r, s), (b, u), (g, s), (b, d) \}$ by

\[
P_i = \begin{pmatrix}
\delta_{1,1} & \delta_{1,2} & \delta_{1,3} & \delta_{1,4} & \delta_{1,5} & \delta_{1,6} & \delta_{1,7} \\
\delta_{2,1} & \delta_{2,2} & \delta_{2,3} & \delta_{2,4} & \delta_{2,5} & \delta_{2,6} & \delta_{2,7} \\
\delta_{3,1} & \delta_{3,2} & \delta_{3,3} & \delta_{3,4} & \delta_{3,5} & \delta_{3,6} & \delta_{3,7} \\
\delta_{4,1} & \delta_{4,2} & \delta_{4,3} & \delta_{4,4} & \delta_{4,5} & \delta_{4,6} & \delta_{4,7} \\
\delta_{5,1} & \delta_{5,2} & \delta_{5,3} & \delta_{5,4} & \delta_{5,5} & \delta_{5,6} & \delta_{5,7} \\
\delta_{6,1} & \delta_{6,2} & \delta_{6,3} & \delta_{6,4} & \delta_{6,5} & \delta_{6,6} & \delta_{6,7} \\
\delta_{7,1} & \delta_{7,2} & \delta_{7,3} & \delta_{7,4} & \delta_{7,5} & \delta_{7,6} & \delta_{7,7}
\end{pmatrix},
\]

(A1)

\[
M_i = \begin{pmatrix}
\delta_{1,1} & \delta_{1,2} & \delta_{1,3} & \delta_{1,4} & \delta_{1,5} & \delta_{1,6} & \delta_{1,7} \\
\delta_{2,1} & \delta_{2,2} & \delta_{2,3} & \delta_{2,4} & \delta_{2,5} & \delta_{2,6} & \delta_{2,7} \\
\delta_{3,1} & \delta_{3,2} & \delta_{3,3} & \delta_{3,4} & \delta_{3,5} & \delta_{3,6} & \delta_{3,7} \\
\delta_{4,1} & \delta_{4,2} & \delta_{4,3} & \delta_{4,4} & \delta_{4,5} & \delta_{4,6} & \delta_{4,7} \\
\delta_{5,1} & \delta_{5,2} & \delta_{5,3} & \delta_{5,4} & \delta_{5,5} & \delta_{5,6} & \delta_{5,7} \\
\delta_{6,1} & \delta_{6,2} & \delta_{6,3} & \delta_{6,4} & \delta_{6,5} & \delta_{6,6} & \delta_{6,7} \\
\delta_{7,1} & \delta_{7,2} & \delta_{7,3} & \delta_{7,4} & \delta_{7,5} & \delta_{7,6} & \delta_{7,7}
\end{pmatrix}.
\]

(A2)

This basis allows for a consistent parametrization of CFL-like pairing for $2+1$ flavors, where the corresponding
amplitude functions are all different in general. On the other hand there are simplifying cases, where a smaller number of terms is sufficient. In the 2SC phase the anomalous self-energy $\Phi^+$ is proportional to a single color-flavor matrix given by

$$M_{2SC} = M_1 - M_2$$  \hspace{1cm} (A3)

while the CFL phase in the limit of equal quark masses can be parametrized in terms of two matrices

$$M_{\text{act}} = M_1 + M_6 + M_7 - \frac{1}{3} (M_2 - 2M_3 + M_4 + M_5),$$

$$M_{\text{sing}} = -\frac{2}{3} (M_2 + M_3 + M_4 + M_5).$$  \hspace{1cm} (A4)

Appendix B: Numerical details

In Section IIIA we have presented our truncation scheme of the gluon DSE. A direct calculation of the regularized quark polarization loop Eq. 21 is, although in principle finite, still numerically unstable, as it includes a complicated cancellation of the divergencies which cannot be achieved numerically. We therefore subtract additional regulators $\Pi_{i,sub} = \Pi_i(0) - \Pi_L(0)$ where $\Pi_i$ corresponds to the vacuum expression for the polarization function $\Pi_i$, but evaluated with quark propagators $S(p_4,\vec{p})$, where the real parts of the in-medium results for the $A$, $B$ and $C$ functions are used and interpolated to continuous $p_4$. The regularized polarization functions are therefore

$$\Pi_{i,reg}(k) = \Pi_i(k) - \Pi_L(0) - (\Pi_i(0) - \Pi_L(0))_{T=0,\mu=0},$$  \hspace{1cm} (B1)

for both components $i = TT/TL$. If all terms have the same integration nodes for large integration momenta, this expression converges numerically, independent of the coarseness of the nodes, as there is always a pair of terms $\Pi - \Pi_T=0,\mu=0$ which cancel each other’s divergencies. If $A_i(q) = C_i(q)$, as for example in vacuum, the subtracted terms $\Pi_{i,sub}$ can be shown to be zero analytically and serve solely for numerical stabilization. As $A_i(q)$ and $C_i(q)$ differ in the medium, the $\Pi_{i,sub}$ terms are not exactly zero and lead to a small truncation error. Although the chosen regulators seem to be a bit arbitrary, we have tested that the result only slightly changes for variations of the regularization, like setting also $B_i(q) = 0$ or using $\frac{1}{2}(A_i(q) + C_i(q))$ instead of $A_i(q)$ and $C_i(q)$ in $S(p_4,\vec{p})$. This means that the different IR parts of the dressing functions only have a negligible contribution while the similar UV parts are stabilizing the numerics. The regularization is therefore quite robust and we neglect the error for the benefit of a numerically stable expression for the polarization function. Without this subtraction, other approximations like the introduction of a cutoff are needed for the numerical calculation which usually lead to larger errors.

Furthermore, with color-superconducting condensates present, the polarization tensor $\Pi_{\mu\nu}(k)$ Eq. 17 is not necessarily diagonal in color space. For 2SC or CFL-like phases, block structures arise for $(a,b) \in \{4,5\}$ and $(a,b) \in \{6,7\}$ with the structure

$$\begin{pmatrix}
\Pi_{44}(k) & \Pi_{45}(k) \\
\Pi_{54}(k) & \Pi_{55}(k)
\end{pmatrix}$$  \hspace{1cm} (B2)

and the properties $\Pi_{44}(k) = \Pi_{55}(k)$ and $\Pi_{45}(k) = -\Pi_{54}(k)$. These blocks can be diagonalized using the unitary matrix $^{[23]}$

$$u = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}.$$  \hspace{1cm} (B3)

This allows us to use a color-diagonal gluon propagator $D_{\mu\nu}^a(k)$ with complex components.
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