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**INTRODUCTION**

Psychiatric disorders and drug dependence are very important issues for healthcare systems that affect millions of people each year, and according to the National Institute of Mental Health (NIMH) only a small fraction of those patients receive an adequate treatment. These afflictions include anxiety and posttraumatic stress disorder (PTSD), attention-deficit hyperactivity disorder, autism, eating disorders, mood disorders (depression, bipolar disorder, BP), personality disorder, schizophrenia and drug abuse, and dependence1. As explained in the sections that follow many of them begin early in life (Kessler et al., 2007), and their high prevalence and social impact, especially for caregivers, demand a major effort for their prevention, correct diagnosis, and treatment. Thus, understanding their nature and origin is one of the most challenging enterprises of modern biomedical research. Clinical observations and epidemiological data reveal important sex differences in the prevalence and expression of various mental health problems and drug abuse.

A significant weakness in the research of psychiatric disorders and drug abuse is that despite all of the evidence suggesting that the susceptibility, prevalence, progression, and/or severity of this common disorders are sex-dependent, most studies with animals have been focused on one sex (usually males) or failed to report the
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sex of the animals (Beery and Zucker, 2011). In addition, females are underrepresented or even excluded in clinical and preclinical studies (Rubino and Parolaro, 2011). However, the majority of investigations examining estrogenic effects in the brain (e.g., neuroprotection, neuroinflammation, neurogenesis, migration) have been performed in females, which contrasts with the extended use of males in basic neuroscience research (Gillies and McArthur, 2010). This traditional view should be replaced with a new one that recognizes the sexual dimorphisms in the susceptibility to psychiatric disorders, which will help advance and evaluate the effectiveness of treatments depending on the sex. Here we provide more detailed information of these sexual dimorphisms to emphasize the urgent need to study both sexes to order to gain a proper understanding of these disorders.

MECHANISMS INVOLVED IN SEXUAL DIFFERENTIATION OF THE REPRODUCTIVE AND CENTRAL NERVOUS SYSTEMS

SEXUAL DIFFERENTIATION OF THE REPRODUCTIVE SYSTEM

Sexual differentiation in mammals is initiated in utero during early gestation and is triggered, in large part, by the sex-determining region of the Y chromosome (SRY) gene located on the Y chromosome. The SRY gene encodes a protein termed testis-determining factor (TDF) that, along with SRY box-containing proteins like Sox9, directs the differentiation of the primordial gonadal cells into the testes (Maatouk and Capel, 2008; Bhandari et al., 2011). TDF inhibits the expression of a X-linked gene named DAX1, whose duplication within Xp21.3 causes XY sex reversal and therefore represses male-specific gene expression (Vilain and McCabe, 1998). SOX proteins stimulate the expression of steroidogenic factor 1 (SF-1; Shen and Ingraham, 2002), and Sox9 works together with SF-1 to stimulate the expression of Mullerian-inhibiting substance (MIS; a.k.a. Mullerian regression factor and anti-Mullerian hormone) in developing Sertoli cells (De Santa et al., 1998; Arango et al., 1999). Missense mutations in the Sox9 high mobility group (HMG) domain lead to XY sex reversal, whereas insertion of a color coat transgene into the Sox9 regulatory region upregulates expression and leads to XX sex reversal in mice (Bernard et al., 2003; Canastar et al., 2008). Human chorionic gonadotropin (hCG) secreted by the trophoblast also increases the expression of SF-1 (Manna et al., 1999), thereby stimulating the Leydig and Sertoli cells within the fetal testes to synthesize and secrete testosterone and MIS, respectively. Testosterone stimulates the Wolfian duct to develop into the male reproductive tract. In the primordial external genital tissue, testosterone is converted to dihydrotestosterone (DHT) via 5α-reductase, and DHT thus formed stimulates the development of accessory sex glands, penis, and scrotum. This androgen-induced masculinization of the external genitalia can be attributed, in part, to decreased Wnt/β-catenin signaling (Miyagawa et al., 2009). The testicular secretion of MIS elicits the apoptotic regression of the Mullerian duct by activating a Wnt4/β-catenin pathway in the Mullerian duct mesenchyme (Kobayashi et al., 2011). Without the hCG-induced MIS and testosterone secretion the Mullerian duct will develop into the female reproductive tract, while the Wolfian duct declines. This may also be attributed, in part, to Wnt/β-catenin signaling in the genetic/gonadal female that decreases the expression of Sox9 and MIS while promoting the expression of the female cell markers Bmp2 and Rspond1 (Bernard et al., 2012). The organizational effects imparted by a combination of in utero and neonatal testosterone surges are required for full expression of male characteristics (Naftolin et al., 1996; Resko and Roselli, 1997).

SEXUAL DIFFERENTIATION OF THE NERVOUS SYSTEM

The SRY/MIS/testosterone triad produces changes in the central nervous system (CNS) that parallel the divergence of the primordial gonads and external genitalia. SRY transcripts can be detected in murine brain as early as E11, and SRY expression continues on through postnatal day (PND) 30 in the midbrain, diencephalon, and cortex (Mayer et al., 2000). The SRY gene also regulates the expression of the X-linked monoamine oxidase type A gene in human male neuroblastoma cells, which may help explain sex differences in the prevalence of developmental neuropsychiatric disorders like autism and attention-deficit hyperactivity disorder (Wu et al., 2009). The expression of the SRY gene and the subsequent formation of the testes and secretion of testosterone masculinize the pattern of progesterone receptor expression in the brain (Wagner et al., 2004). In utero testosterone elicits an increase in the size of the sexually dimorphic nucleus of the preoptic area during late gestation (Roselli et al., 2011). In addition, cerebellar neurons express MIS receptors and the testicular secretion of MIS, along with testosterone, increases Purkinje cell number and cerebellar size in males (Wittmann and McLennan, 2011). However, recent evidence suggests that neuronal steroidogenesis may contribute to sexual differentiation of the rat brain as removal of peripheral sources of sex steroids at birth failed to abolish the sex- and region-specific changes in the brain concentrations of these hormones (Konkle and McCarthy, 2011).

There are also sex differences in gene expression occurring in the murine brain as early as 10.5 days post-coitus, which precedes the in utero testosterone surge (Dewing et al., 2003). Many of these genes reside on autosomes, and include Cyp7b (involved in neurosteroid metabolism) and Rora (implicated in Purkinje cell differentiation). Others are located on either the X or Y chromosome, and among them are Xist (involved in X inactivation), Dby, and Eif2s3y (both of which are implicated in male fertility and other neural and behavioral phenotypes). Similar observations were made by Xu et al. (2002), who found that six X-linked murine genes (Usp9x, Ube1x, Smcx, Eif2s3x, Utx, and Dbx) were expressed to a higher degree in the brains of adult females, regardless of inactivation status. For some of these genes (Smcx, Eif2s3x, and Dbx), it appears that this differential expression is encountered as early as 13.5 days post-coitus. Not unexpectedly, the six homologs on the Y chromosome (Usp9y, Ube1y, Smcy, Eif2s3y, Uty, and Dby) are expressed in the brains of male but not female mice. Their expression was evident in genetic males lacking the SRY gene; indicating that testicular secretions are not required. The expression of at least some of these genes (Smcy, Eif2s3y, and Dby) occurs in a developmentally regulated fashion. Interestingly, the sex difference in the expression of the X-linked genes, at least in the adult murine brain, is not compensated by expression of the Y chromosome homologs in the brains of male mice. Given that these genes encode proteins involved in functions ranging from ubiquitination to protein translation; this suggests that the disparate dosages of these sex chromosomal genes may also
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contribute to sex differences in neural development, at least at some points along the developmental continuum.

Studies using the four-core genotype (FCG) mice, in which sex chromosome complement (XX versus XY) is unrelated to the animal's gonadal sex, have revealed that inequities in sex chromosomal complement can also contribute to sexually dimorphic traits that would include the number of embryonic mesencephalic dopamine neurons and the density of vasopressinergic innervation of the lateral septum, both of which are greater in XY animals than in XX animals (Arnold and Chen, 2009). Other sexually differentiated neurobehavioral parameters influenced by sex chromosomal complement include aggression (greater in XY than XX females), pup retrieval (highest in XX females), social interaction (less in XX than XY females in response to an intruder), nociception (shorter response latencies in XX than in XY animals as assessed via hot-plate and formalin tests), habit formation (greater in XX than in XY animals), as well as susceptibility to neural tube and autoimmune disorders (higher in XX mice; Arnold and Chen, 2009). The disparities in many of these neurobehavioral parameters are clearly shaped by organizational as well as activational effects of gonadal steroids (e.g., vasopressin expression in the septum, aggression, parental behavior, and nociception), whereas sex differences in other characteristics occur prior to, and therefore independent of, the in utero/neoatal testosterone surge (e.g., mesencephalic dopaminergic cell number, incidence of neural tube disorders; de Vries et al., 1986; Han and de Vries, 2003; Craft et al., 2004; Gatewood et al., 2006; Arnold and Chen, 2009). Regardless, SRY gene expression and the testosterone surges that occur as a result preclude a number of estrogenic responses including, but not limited to, calcium signaling in hypothalamic astrocytes and the generation of a preovulatory gonadotropin-releasing hormone (GnRH) surge, both of which happen only in gonadal females (Resko and Roselli, 1997; Kuo et al., 2010). However, while male brains are unresponsive to many estrogenic effects, aromatase is expressed in many brain regions throughout the critical period of brain sexual differentiation (Mura et al., 2010), which suggests that estrogens are instrumental for at least some aspects of male neurogenic development including cell proliferation, survival and death, synaptogenesis and dendritic branching, CpG methylation and histone deacetylation in the hypothalamus and limbic system (McCarthy and Arnold, 2011), as well as cognitive function and affective behaviors regulated by the frontal cortex (Peruffo et al., 2011).

Like the SRY gene product TDF, SOX proteins play a significant role in brain development and sexual differentiation of the CNS. Of these, SOX9 and SOX11 are expressed primarily within the CNS. SOX9 is highly conserved across phyla, and is expressed at high levels during the embryonic development of marsupial, murine, and human brain (Pask et al., 2002). SOX9 expression can be detected as early as 7.75 days post-coitum within cranial neural crest cells of the hindbrain neural folds, and its expression within the first pharyngeal arch is dependent upon the canonical Wnt/β-catenin signaling pathway (Bagheri-Fam et al., 2006). By 11.5 days post-coitum its expression extends to the ventricular zone of the neuroectoderm that gives rise to the forebrain, midbrain, hindbrain, and spinal cord (Bagheri-Fam et al., 2006). As early as E18.5 SOX9 expression is reported to extend out into the granular cell and Purkinje cell layers of the rodent cerebellum, and co-localize with the Bergmann glial cell marker vimentin (Pompolo and Harley, 2001; Scotting et al., 2005). In adult rodent forebrain SOX9 is co-expressed with the astrocyte marker S-100 (Pompolo and Harley, 2001). Collectively, this indicates that SOX9 is intimately involved in directing the fate neural crest and neural tube precursor cells toward a glial cell phenotype. As mentioned above, overexpression of SOX9 in the fetal gonads leads to XX sex reversal, and these XX males exhibit the same degree of aggression and the same pattern of mating behavior as their XY male counterparts (Canastar et al., 2008). This demonstrates that SOX9 makes an important contribution to the development of male-specific behaviors.

The transcription factor Sox11 and one of its binding partners required for transactivation of downstream target genes Brn1 also are upregulated during the late embryonic and neonatal periods of rat brain development (Kim et al., 2008). The expression of SOX11 and other SOX proteins like SOX2 and SOX4 is seen at E8.5 of murine in utero development, around the time of neurogenesis (Cheung et al., 2000). By E12, strong expression is observed in the subventricular zone, where precursor cells have begun to differentiate (Cheung et al., 2000). The level of brain expression of Sox11 observed at E15.5–17.5 are ~10× higher than at PND 7, and over 100× above that observed in the adult – with the highest levels of expression found in the cortex and other areas enriched with neuronal progenitors and immature neurons (Kim et al., 2008; Han et al., 2009; Ling et al., 2009). This expression temporally coincides with the heightened expression of components of the Wnt/β-catenin, p53, and tight junction signaling pathways (Ling et al., 2009). It is also observed in differentiating and proliferating P19 embryonic carcinoma cells (Ling et al., 2009). Sox11 expression in cultured dorsal root ganglia neurons and Neuro2a neuroblastoma cells elicits neurite outgrowth and differentiation (Jankowski et al., 2006). Conversely, knockdown of Sox11 expression in these cells reduces neurite outgrowth, and causes increased expression of the pro-apoptotic gene Bnip3 as well as decreased expression of the anti-apoptotic gene TANK and the gene encoding the actin organizing protein Arpc3 that is involved in axon growth (Jankowski et al., 2006). Thus, it is clear that the CNS is an organ that, much like the cells and tissues of the gonads, reproductive tract and external genitalia, is targeted by the SRY gene product TDF, MIS, testicular hormones, neurosteroids, and also possibly SOX proteins during the in utero and neonatal periods for the development of male patterns of behavior.

**CONTRIBUTION, ADVANTAGES, AND LIMITATIONS OF ANIMAL MODELS IN THE STUDY OF PSYCHIATRIC DISORDERS AND DRUG ABUSE**

The most accurate way to study psychiatric disorders and drug abuse would be using patients, but obviously this is not possible for ethical and practical reasons. Fortunately, animal models allow us to study molecular, protein and tissue changes, as well as behavioral alterations, that shed light on the origins and pathophysiologic sequelae of these diseases. They also provide high-value information about the effectiveness of medicines and the possible development and testing of treatments. As with different research tools, animal models have their pros and cons. One
of the advantages of animal models is that the experiments performed on them are conducted under well-controlled conditions (Viveros et al., 2011b); with the expressed purpose of minimizing the inherent variability. The great majority of animal models used for psychiatric disorders and drug addiction involve rats and mice. The advantages of using these two species are that we have a very good knowledge of their anatomy, physiology, biochemistry, genetics, and behavior. Moreover, in recent years their genomes have been sequenced, which give us the opportunity to construct KO animals, analyze single-nucleotide polymorphisms (SNPs), target specific sequences within disease-associated alleles, and finally to compare their genomes with that of the human genome.

The major limitation of animal models for psychiatric disorders and drug dependence is that it is impossible to reproduce the syndrome in its entirety (Viveros et al., 2011b), because many of the symptoms used to diagnose psychiatric disorders in patients (e.g., hallucinations, suicide feelings, sadness, or guilt) are uniquely human. Another difficulty of these models is that despite the similarities between rodent brain and human brain, there are still some differences in functions and behaviors that must be taken into account in order to avoid misinterpreting the results. Thus, the generation of reliable animal models to study neuropsychiatric disorders continues to present a challenge to modern biomedical research (see Nestler and Hyman, 2010 for review).

INSIGHTS ON DRUG ABUSE AND DEPENDENCE FROM EXPERIMENTAL MODELS

The most common animal model or “standard tool” to study drug addiction is the drug self-administration paradigm that normally entails training an animal to self-administer a drug (intravenous or oral administration) by pressing a bar (Lynch et al., 2010). Along with other standardized behavioral assays (see Table 1), they collectively provide useful information on receptor pharmacology, neurotoxic lesions, or hormonal effects (Roberts et al., 2007).

As explained in the introduction, drug abuse, and dependence are sex-dependent and also present a general pattern – with men presenting higher rates of dependence and abuse and women being more vulnerable to drug negative effects. However, there are some particularities for the most commonly abused drugs.

Alcohol

Studies of alcohol abuse in human and animal models present a lack of correlation that is frequently explained by educational and sociocultural factors. It is known that women are less prone to develop alcohol abuse (Kalaydjian et al., 2009) whereas females mice present a higher degree of alcohol consumption than males (Lancaster et al., 1996). The use of the FCG mouse model described above has enabled Barker et al. (2010) to determine that sex chromosome complement affects habit formation depending on the reinforcer (possibly explaining the differences between men and women for at least some drugs or palatable foods), and confirm that females have greater free alcohol consumption. This suggests that there are differences in motivation to work for alcohol or disparities in the ability to track reinforcer availability.

Psychostimulants

Since the first preclinical research on cocaine sensitization was published, sex differences in response to the drug in adult rats have been noted. Many studies with animals have reported that females are more responsive, sensitize more readily than males to cocaine, and self-administer greater quantities of cocaine than males (Dow-Edwards, 2010). Other results showed that male and gonadectomized female rats had enhanced behavioral responses and brain metabolic activity following repeated cocaine administration, while changes in intact females were substantially less prominent (Dow-Edwards et al., 2005). These differences have been attributed historically to social or hormonal factors. Indeed it has been shown that gonadal steroid hormones exert organizational and activational effects within the CNS (Dlzuzen and McDermott, 2006), both of which could interact with cocaine abuse. However, recent studies involving sex chromosome complement suggest that genetic factors are also decisive in addiction (Barker et al., 2010). As described above these differences stem from disparate doses of genes residing on the X chromosome. Often the phenotypes differentiated by direct sex chromosome effects are also influenced by gonadal hormones, so understanding the interaction of sex-specific hormonal and sex chromosomal effects is an urgent need (McCarthy and Arnold, 2011). The effects of sex hormones and sex chromosomes have been investigated in behavioral, molecular, and immunohistochemical studies, but further evidence is needed, for example, with neuroimaging tools that show sex-dependent cocaine-induced changes in brain function (Andersen et al., 2012).

Marijuana

Preclinical studies have recently identified many of the factors that determine vulnerability to cannabis dependence. These include genetic and biological factors, animal strain differences (Deiana

Table 1 | Standardized animal models to study different aspects of drug addiction.

| Human behavior                | Animal model                              | Reference                      |
|-------------------------------|-------------------------------------------|--------------------------------|
| Drug addiction                | Self-administration paradigm              | Pickens et al. (1978)          |
| Vulnerability to drug abuse   | Models of initiation or acquisition phase | Campbell and Carroll (2000)    |
| Transition from control to compulsive use | Progressive ratio schedule | Roberts et al. (2007)          |
| Relapse to drug abuse         | Reinstatement paradigm                     | Katz and Higgins (2003)        |
| Rewarding effects of drugs    | Conditioned place preference              | Lynch et al. (2010)            |
| Subjective effects of drugs (abuse liability) | Drug discrimination paradigm | Holtzman (1990), Baister (1991) |
| Physical dependence          | Substitution procedures and primary dependence procedures | Lynch et al. (2010)            |
| Influence of genetics         | Four-core genotype mice                   | Arnold and Chen (2009)         |
et al., 2007), as well as sex and ovarian hormones (Deiana et al., 2007; Fattore et al., 2007; Fattore and Fratta, 2010). Animal models suggest that there are sex-dependent differences in developing and maintaining cannabinoid self-administration (SA) behavior. Fattore et al. (2007) have shown that females acquire cannabinoid agonist intake at a higher rate than males, and that they are more susceptible to cannabinoid-induced rewarding effects and more reactive than males to saline substitution during the extinction period. In addition, the chronic use of tetrahydrocannabinol (THC) in adolescent females (but not males) subsequently induces depressive-like behaviors in adulthood (Rubino et al., 2008). Other preclinical studies show that sub-chronic adolescent exposure to CP (a CB1 receptor agonist) induces sex-dependent, long-term deleterious effects on memory function. Mateos et al. (2010) have shown that the detrimental effects of chronic cannabinoid use are sex-dependent, and that the diverse aspects of memory function may be differentially affected in each sex. CP also produces sexually dimorphic effects in other behaviors like motor activity (decreased in treated females), exploratory parameters (increased in treated females), and anxiety-like behavior (decreased in treated females; Biscia et al., 2003; Llorente-Berzal et al., 2011). Cannabinoid treatment also increases the number of GFAP (a marker of astrocytes)-positive cells in the dentate gyrus of males but not females, and this was associated with decreased CB1 receptor immunoreactivity in CP-treated males (López-Gallardo et al., 2011). Many of the long-term cognitive and behavioral effects of adolescent cannabinoid treatment might be related to less synaptic contacts in the hippocampus (Rubino et al., 2008), and it is tempting to speculate that this disparate synaptic effect is sex-dependent and occurs in parallel with the differential behavioral impact (Viveros et al., 2011b). Early cannabinoid consumption alters the endocannabinoid system, which is an important component of reward system that may predispose individuals to the misuse of addictive drugs later in life as proposed in the “gateway hypothesis” (Kandel et al., 2006). Adolescent treatment with CP exerts sex-dependent effects on morphine reinforcement in adulthood. CP-treated males show a higher SA rate of morphine under a fixed-ratio schedule and decreased mu-opioid receptor functionality in the nucleus accumbens (NAc) shell, whereas females are not affected (Biscia et al., 2008). This same effect was reported by Higuera-Matas et al. (2008) – female rats exposed to chronic CP treatment during puberty showed higher adult cocaine-SA and a higher reduction in anxiety when compared with males.

ANIMAL MODELS OF PSYCHIATRIC DISORDERS
As explained at the beginning of this section, although animal models do not reproduce every symptom of psychiatric disorders, they allow us to mimic some biological and behavioral changes. We will focus on experimental models based on the neurodevelopmental theory and the related “three-hit” hypothesis, where genetic factors, early life events and later life events should be considered as a “hit” separately. The neurodevelopmental theory states that abnormalities and disturbances during brain development, caused by both genetic and environmental factors, are likely to affect behavior later in life and lead to the emergence of psychiatric disorders such as schizophrenia, BP, or autism (Rehn and Rees, 2005; Fatemi and Folsom, 2009). Based on this theory, Maynard et al. (2001) developed the “two-hit” hypothesis of schizophrenia that could also be applied to other neurodevelopmental psychiatric disorders that begin in childhood or adolescence (Sanches et al., 2008). According to this hypothesis, genetic, and early environmental factors (first-hit) disrupt CNS development and together act as a vulnerability factor that produces a long-term susceptibility to an additional adverse event (second-hit), usually around puberty, that then precipitates the onset of schizophrenic symptoms (see Fernández-Espejo et al., 2009 for review). Other studies propose the three-hit hypothesis. The effects of these “hits” appear to be sexually dimorphic. However, there is very scarce information regarding sex differences in these models (Malone et al., 2010; Llorente et al., 2011; Llorente-Berzal et al., 2011). It would be especially interesting to include the factor “sex” in the so-called “match-mismatch hypothesis” that extends the concept of the neurodevelopmental theory by proposing that many diseases characterized by developmental risk factors reflect a mismatch between early environment and later environment. Thus, some human psychiatric disorders would appear when the physiologic, homeostatic, and stress systems do not adapt (i.e., match) with the current adult environment. In this context, sexually dimorphisms could be due to differences in adaptive plasticity and to the ability to respond properly to new environment conditions (Schmidt, 2011).

1 “Early neurodevelopmental models” focus on genetic and environmental factors during the critical prenatal and perinatal period that produce brain developmental abnormalities, thereby allowing the study of the long-term physiological and behavioral consequences of early life stress. The predisposition toward sex-biased disorders has been associated with stress-related fetal antecedents (Pardo and Eberhart, 2007; Mueller and Bale, 2008). In many preclinical studies, prenatal stress (PS) has been shown to produce alterations in the HPA axis of the offspring that may give rise to anxiety, depressive-like behaviors, and cognitive deficits, all of which are endophenotypes associated with neuropsychiatric disease (Dunn et al., 2011). PS influences development through reprogramming and epigenetic processes; modifying key determinants of stress responses such as the expression of corticotrophin releasing factor (CRF) and glucocorticoid receptors (GR) by DNA methylation. As the brain is not completely developed during this period of early stress, it has been hypothesized that sex-specific changes in fetal development and long-term stress sensitivity may occur through interactions between the maternal environment, placental changes, and epigenetic programming of the embryo (Mueller and Bale, 2008; Dunn et al., 2011). Indeed, the placenta gene pattern differs in males and females; with lower expression of DNMT1, the enzyme responsible for methylation maintenance, observed in males than in females. Male offspring exposed to PS present altered stress coping responses and depression-like behaviors, whereas females are not affected (Mueller and Bale, 2008). This is in line with clinical studies showing a sex-dependent risk to develop schizophrenia in males due to stress early in pregnancy. Furthermore, Morgan and Bale (2011) have shown that these abnormalities can persist in subsequent generations.
by transmitting a stress-sensitive phenotype, suggesting the possibility of heritable epigenetic mechanisms.

Another interesting animal model of early life stress with which we have been working during the past several years consists of submitting rats to a single 24-h episode of maternal deprivation (MD) at PND 9. As adults, these MD rats exhibit abnormalities resembling psychotic-like symptoms, including disturbances in pre-pulse inhibition, latent inhibition, auditory sensory gating, and startle habituation. Possible underlying neurochemical correlates in adult MD animals include reduced hippocampal levels of neuropeptide Y (NPY), calcitonin-gene-related peptide, polysialylated neural cell adhesion molecule (NCAM), and brain-derived neurotrophic factor (BDNF), as well as a decrease in NMDA receptor subunits NR-2A and NR-2B (see for review Ellenbroek and Riva, 2003; Ellenbroek et al., 2004). In addition, adolescent MD rats showed depressive-like behaviors (Llorente et al., 2007), as well as a trend toward increased impulsivity (Marco et al., 2007). According to the neurodevelopmental hypothesis, it has been hypothesized that at least certain behavioral abnormalities observed in MD animals might be related to altered neurodevelopmental processes. Immunohistochemical results appeared to support this hypothesis, as it has been shown that MD-induced neuronal degeneration increased the number of GFAP-positive cells in the hippocampus and cerebellar cortex of neonatal rats, and altered the hippocampal endocannabinoid system. Interestingly, these effects were often more marked in males (Llorente et al., 2007; Suarez et al., 2009, 2010; Viveros et al., 2009). These results are in line with some epidemiological studies showing a higher degree of dys-functional brain activity and neuroanatomy in SZ men (see Schizophrenia).

(2) “Late neurodevelopmental models” suggest that even in the absence of these early abnormalities in brain development, later life events could lead to the emergence of psychiatric disorders. These “late models” focus on adolescence that is a period of unique vulnerability for persistent effects of chronic stress. Experimental animal studies support that adolescence is a critical period in development, a “window of vulnerability” with respect to the onset of major neuropsychiatric disorders. Adverse events (e.g., drug exposure), during this period may demonstrate a sustained increase in depressive-like behaviors in female but not male rats following chronic adolescent stress. The results of this model contrast with those obtained from early developmental models where males are more affected by stress; thus suggesting that the sensitive periods also vary between males and females. Temporal differences in HPA axis development between males and females (Pignatelli et al., 2006) may account for prolonged sex-dependent effects induced by adolescent stress on physiology and behavior (Bourke and Neigh, 2011). Results from late development animal models are in line with clinical studies showing that girls react more strongly to stressful events than boys, and experience greater depressive symptomatology (Hankin et al., 2007).

Unfortunately, there is limited animal research data that addresses sex differences in PTSD. The animal model of PTSD that characterizes behavioral patterns in response to a stressor (i.e., predator scent stress) was used to investigate sex differences in rats (Mazor et al., 2009). Analyses did not find differences in prevalence rates of PTSD-like behaviors – although baseline levels of anxiety were higher for females and their peak levels of response to stress were lower (Mazor et al., 2009). Sex differences in stress response, endocrinology, and morphology at baseline have also been widely reported in the animal literature. Females generally demonstrate higher plasma and adrenal corticosterone at rest (Iwasaki-Sekin et al., 2009) that are believed to result from the effects of estrogen. Estrus cycle fluctuations in estrogens can significantly affect the morphology of the hippocampus in female rats, with higher estrogen resulting in increased dendritic spine density (Leranth et al., 2003). This is in line with the dimorphisms found in adaptive plasticity and the ability to cope and adapt to stressors, thus potentially influencing vulnerability to stress-related disease and disorder.

Furthermore, many examples from the literature document sex-related differences in behavior and neurobiology at baseline and in response to stress. In contrast with epidemiological patterns in humans, female rodents are more resilient following acute and chronic stress, whereas males are more vulnerable. This inverse relationship may in part reflect baseline differences in glucocorticoids. Female rodents have higher basal levels of corticosterone and more adaptive stress responses, whereas males have higher basal cortisol levels. These findings may imply that higher levels of cortisol could be protective against the development of PTSD. This hypothesis is consistent with studies showing an association between the development of PTSD and low peri-traumatic cortisol levels (McFarlane et al., 2011), which has been proposed as a pretraumatic risk factor for PTSD and stress-related psychopathology (Yehuda et al., 2010). Regardless, the development of PTSD following trauma requires further investigations to help reconcile the contradictory findings of sex differences in animal versus human research. These will undoubtedly help elucidate the true biological indicators of risk or pathophysiology, which will inform efforts at prophylaxis and intervention.

**SEX DIFFERENCES AND THE ADOLESCENT BRAIN IN HUMANS**

As described above, shaping of the mammalian brain by sex hormones begins in utero (see Thornton et al., 2009 for a review of the organizational effects of androgens in non-human primates). Sexual dimorphism in the human brain, as assessed in vivo with
magnetic resonance imaging (MRI), is present at birth. For example, the brain size of male neonates is about 6% larger than that of female neonates (Gilmore et al., 2007). This might be, at least in part, related to prenatal exposure to androgens; girls with male co-twins have slightly larger brains than girls with female co-twins (Peper et al., 2009). As reviewed recently, sex differences in global and regional brain volumes vary in their magnitude over the lifespan, with values of the effect size (Cohen’s $d$) ranging between 0.5 and 1.6 for global brain size and around 0.2 for regional volumes adjusted for brain size (Paus, 2010a).

Here, we will focus on sex differences in brain structure during human adolescence. A surge of sex hormones during puberty represents one hallmark of adolescence. But as pointed out by others, adolescence does not equal puberty: “puberty refers to the activation of the hypothalamic–pituitary–gonadal axis that culminates in gonadal maturation” while “adolescence refers to the maturation of adult social and cognitive behaviors” (Sisk and Foster, 2004). When interpreting sex differences in brain structure (and function) during adolescence, we should keep in mind the possibility that they reflect rather than drive sex differences in behavior. In other words, they may reflect experience-based changes in brain structure akin to those seen in other contexts (e.g., Dragninski et al., 2004; Driemeyer et al., 2008). This possibility is of particular importance during this period of human development, which is characterized by significant changes in the daily life of an adolescent (over those of a child), such as the need to establish new social hierarchies in the context of (large) peer groups.

As pointed out above, MRI is the tool of choice for in vivo studies of developmental changes in the structure (and function) of the human brain (see Table 2 for an overview). The following are the most common MR sequences used in studies of brain development. High resolution, isotropic T1-weighted (T1W) images provide excellent contrast between gray and white matter and, as such, are well suited for morphometric studies of the human brain; T1W images yield a large number of outcome measures, including volumes of different brain compartments (e.g., gray and white matter volumes) and brain regions (e.g., volume of the hippocampus), as well as features of the cerebral cortex (e.g., thickness and folding). Diffusion Tensor Imaging (DTI) enables a virtual dissection of key white matter tracts (i.e., anatomic connectivity) that are necessary for communication amongst brain regions, as well as the assessment of micro-structural features (fractional anisotropy and mean diffusivity) that depend on axon packing, axon caliber, and myelination. Magnetization Transfer Ratio (MTR) provides an indirect index of the regional content of myelin. Functional MRI allows investigators to measure the brain response associated with the processing of various stimuli, cognitive operations, or emotional states; this measure is based on the regional coupling between brain activity and vasodilation. Readers interested in more detail information about these techniques are referred to other publications (e.g., Paus, 2010b).

These techniques have been employed in various combinations in a number of large-scale studies of brain development, including (1) a cohort established in the Child Psychiatry Branch of the National Institutes of Mental Health (NIMH-CHPB); (2) NIH Pediatric MRI Database (NIH-PD); Evans and Brain Development Cooperative Group, 2006); (3) the Saguenay Youth Study (SYS; Pausova et al., 2007); and (4) the Imagen Study (Schumann et al., 2010). As described in more detail elsewhere (Paus, 2010c), these studies of typically developing children and adolescents have collected a wealth of data on the developmental trajectories of gray and white matter growth (NIMH-CHPB, NIH-PD, SYS), as well as on the functional engagement of brain networks during face processing, response inhibition, and reward (IMAGEN). Two of the studies (SYS, IMAGEN) are beginning to work on the identification of genes associated with various brain phenotypes in a genome-wide manner. Next, we will summarize two sets of findings obtained in the SYS. The first concerns sexual dimorphism in age-related changes in the volumes of white and gray matter, and the role of the androgen-receptor gene (AR) in moderating the influence of testosterone on these volumes in male adolescents. The second set describes apparent differences in the vulnerability of female (versus male) offspring to prenatal exposure to maternal cigarette smoking vis-à-vis several brain phenotypes.

As shown in Figure 1, both absolute and relative (brain size adjusted) volumes of white matter increase with age more steeply in male versus female adolescents (Perrin et al., 2008). In male adolescents, we also observed a moderating effect of a functional polymorphism in AR on the relationship between plasma levels of bioavailable testosterone and WM volume; this relationship was strong in boys with an “efficient” version of AR and weak in boys with an “inefficient” version of AR (Perrin et al., 2008). We also found that MTR, an indirect index of myelination, decreased with age in the white matter of male adolescents, suggesting that the observed testosterone-related changes might reflect an increase in axonal caliber instead (Perrin et al., 2008). We concluded that, during male adolescence, there might be a disproportionate growth of the axon and myelin sheath that would result in possible sex differences in the $g$ ratio (defined as the ratio between axon caliber and fiber diameter). Next, we predicted that white matter regions occupied by large-diameter axons would have a lower concentration of myelin (Paus and Toro, 2009). We confirmed this prediction indirectly by observing age-related changes in the “whiteness” of the large-axon cortico-spinal tract (Herve et al.,

### Table 2 | Example of a 60-min MR protocol enabling one to characterize structural and functional properties of the human brain.

| MRI sequence | Time (min) | Structure and physiology |
|--------------|------------|--------------------------|
| T1-weighted   | 10         | Volumes, thickness, folding, shape, tissue density |
| T2-weighted   | 4          | White matter hyperintensities (number, volume, location) |
| Diffusion tensor imaging | 12 | Fractional anisotropy, mean diffusivity, track delineation |
| Magnetization transfer | 8 | Myelination index |
| Arterial spin labeling | 5 | Perfusion |
| Resting state functional | 8 | Spontaneous cerebral networks; functional connectivity |
| Paradigm-based functional | 6–10 | Brain response associated with specific stimuli/tasks; functional connectivity |
and, more directly, by showing that this fiber tract, assessed at the level of the internal capsule, has lower MTR values and longer T2 relaxation times than the adjacent (smaller axon) white matter (Herve et al., 2011). We speculated that the presumed testosterone-induced changes in axonal diameter during male adolescence increase the probability of a suboptimal $g$ ratio in the large-diameter fibers and, in turn, decrease conduction velocity in these fibers, as well as perturb axonal transport in these axons (Paus and Toro, 2009). Such disturbances might interfere with the timing of inter-regional communication and contribute to the known earlier onset of schizophrenia in men versus women (Hafner et al., 1998).

The above age- and testosterone-related changes in white matter are mirrored in gray matter. As can be seen in Figure 2, regional age-related decreases in cortical gray matter are more pronounced in male versus female adolescents. Furthermore, the negative relationship between plasma levels of bioavailable testosterone and cortical gray matter is more pronounced in male adolescents with an “efficient” AR versus those with an “inefficient” AR (Paus et al., 2010). Although the neurobiological underpinnings of these
we are testing the possibility that these changes in gray matter might be also associated with testosterone-associated changes in intra-cortical axons.

The SYS has been designed to evaluate the possible long-term consequences of prenatal exposure to maternal cigarette smoking on the adolescent brain (Pausova et al., 2007). Given the limitations of epidemiological studies in examining associations between exposures and outcomes, we are, of course, unable to draw any causal conclusions from simply observing such associations. Nonetheless, results presented below raise interesting questions about the role of sex in moderating individuals’ vulnerability to an adverse intrauterine environment. When we compared “exposed” and “non-exposed” adolescents, the latter having been matched to the former by maternal education to minimize possible differences in socio-economic status, we observed that the exposed (versus non-exposed) adolescents had a thinner orbitofrontal cortex (Toro et al., 2008) and smaller corpus callosum (Paus et al., 2008b). Importantly, these effects appear more pronounced in female adolescents, especially in the case of the corpus callosum. More recently, we have carried out the first genome-wide scan for genes associated with brain size and identified KCTD8 at genome-wide significance in the sample of female (but not male) adolescents (Paus et al., 2011). When testing the most significant SNP of this gene (rs716890, \(p = 5.40 \times 10^{-9}\)) vis-à-vis the total cortical area, we discovered an interaction of this polymorphism with prenatal exposure to maternal cigarette smoking: this SNP explained 21% of the variance in cortical area in the exposed female adolescents and only 4.5% (not significant) in the non-exposed females (Paus et al., 2011). We speculated that the absence of an interaction between\ KCTD8\ genotype and exposure with respect to the area (and folding) of the cerebral cortex in male adolescents might be related to a protective effect of androgens \textit{in utero}. These two sets of findings from the SYS illustrate the possible effects of sex hormones on the developing brain, effects that might either increase (testosterone, AR, and white matter) or decrease (testosterone, KCTD8, and cortical area) individuals’ vulnerability to brain disorders.

**SEXUAL DIMORPHISMS IN PSYCHIATRIC DISORDERS AND DRUG ABUSE**

Clinical observations and epidemiological data reveal important sex differences in the prevalence and symptomatology of various mental health problems and drug abuse. For example, the lifetime prevalence of major depressive disorder (MDD), as well as anxiety disorders combined, in women is approximately twice that of men (American Psychiatry Association (APA), 1994; Blazer et al., 1994; Scott, 2006; Smith et al., 2008), while the onset of schizophrenia is typically 3–5 years earlier and the course of the illness is more severe in men than in women (Flor-Henry, 1985; Hafner et al., 1998a; McGrath and Susser, 2009). Interestingly, when it comes to the neurodevelopmental disorders, diagnosed in children, such as autism and attention-deficit hyperactivity disorder, the situation is reversed (i.e., they are more commonly diagnosed in boys). Concerning drug dependence and abuse, the general pattern of sex differences is that men have higher rates of dependence and drug abuse whereas women progress to dependence faster and are more vulnerable to the negatives effects
of drugs. This is true for almost every drug, but some specific aspects for each will be explained below.

Overall, it is recognized that factors that interfere with the influence of sex hormones on the developing brain may permanently influence not only later behavior (e.g., cognition, emotion, empathy, aggression, etc.), but may also carry the risk of neuropsychiatric disorders. For example, the “extreme-male brain” hypothesis of autism proposes that the condition represents an extreme variant of male-typical neurocognitive profile (Baron-Cohen, 2009). Specifically, in the general population males tend to score higher on systemizing (defined as the tendency to analyze the rules of the system and predict its behavior), while females are better at empathizing (defined as the tendency to infer mental and emotional states of others and respond accordingly; a critical component of social cognition), but overall there is a significant overlap between the two sexes. In comparison, in autism-spectrum disorders the discrepancy between systemizing and empathizing overlaps the two sexes. In comparison, in autism-spectrum disorders the discrepancy between systemizing and empathizing over-developed (“over-mentalizing, ” over-interpretation of mental states and intentions etc.) in autistic-spectrum disorders and over-developed (“hyper-mentalizing, ” over-interpretation of mental states and intentions etc.) in psychotic-spectrum disorders (the most severe being schizophrenia; Crespí and Badcock, 2008). It has been further proposed that as autism involves traits representative of an “extreme-male brain, ” psychotic-spectrum disorders may be characterized by a “female-typical” neuroanatomy, cognition, and behaviors (Crespí and Badcock, 2008). However, while the “extreme-male brain” theory of autism works relatively well with males, it is harder to apply to females affected with autism-spectrum disorders (Barbeau et al., 2009). Similarly, while it is likely that males affected with psychosis may be de-masculinized/feminized, the situation may be different for females, as our data in chronic schizophrenia patients as well as the available literature (reviewed below) imply. It should be noted that the theories discussed in this section are not universally accepted and there are discordant data and views; nevertheless they provide interesting examples of how sex steroid hormones may interact with and contribute to psychotic symptom.

For the purpose of the present review we narrowed our focus to sex differences in primarily adult psychopathologies, including mood disorders, schizophrenia, autism, and PTSD as well as drug dependence, as all of them present with striking sexually dimorphic features in the brain and clinical expression.

**SCHIZOPHRENIA**

Schizophrenia (SZ) remains one of the most complex and debilitating disorders of the CNS. Its complexity is reflected in the heterogeneous clinical presentation with symptoms ranging from hallucinations and delusions, disorganized speech and behavior, to flat affect and lack of motivation (Rund and Borg, 1999; Green, 2006). The seriousness of SZ lies in the fact that its lifetime prevalence is approximately 1%, it begins typically during late adolescence or early adulthood, often leads to a social and economic impoverishment and a great distress for both patients and their families, and ends in suicide in about 10–15% of cases (50% of patients will attempt suicide at some point of their illness; Andreasen and Carpenter, 1993; Saha et al., 2007). The most recent studies suggest that the rate of 1% is not universal and while it is a good estimate in the western society, the prevalence of schizophrenia is lower in the developing countries, but higher in migrant groups than in native-born populations (Saha et al., 2005). The genetic basis of schizophrenia has been well documented in several twin and adoption studies (Kendler and Diehl, 1993; McGuffin et al., 1995), however the fact that approximately 50% of monozygotic twins are discordant for schizophrenia, indicates the importance of environmental factors (Takei et al., 1995; Mortensen et al., 1999). The etiology of SZ remains obscure.

**Sex differences in clinical expression**

The lifetime risk to develop schizophrenia is higher in young men, while beyond the age of 40, the risk is higher in women (Leung and Chue, 2000). This effect contributes to the earlier (approximately 3–5 years) age-at-onset of schizophrenia in men relative to women (Fahlenksy, 1992; Hafner et al., 1998). Moreover, there is evidence that compared with women, men exhibit poorer premorbid functioning and greater IQ deficits (Flor-Henry, 1985). Finally, sex differences in the clinical expression of the disorder have been documented with men exhibiting on average more pronounced negative symptoms such as social withdrawal, blunted affect, poverty of speech, and abolition (Kay et al., 1986; Ring et al., 1991; Schultz et al., 1997), while women displaying more affective symptoms such as dysphoria, impulsivity, inappropriate affect, and more atypical psychotic symptoms (Shtasel et al., 1992; Andia et al., 1995; Szymanski et al., 1995).

**Hormonal implications**

Numerous epidemiological, neurochemical, and clinical studies imply a protective role of estrogen in schizophrenia (Seeman, 1996, 1997; Grigoriadis and Seeman, 2002). For example, inverse relationships have been found between menarche (i.e., age of first period in girls) and ages at the first psychotic symptoms and the first hospitalization (Cohen et al., 1999). Clinical reports show a correlation between estrogen plasma concentration and intensity of psychotic symptoms. During pregnancy, when estrogen levels are high, low rates of relapse have been observed in women with schizophrenia, while exacerbation of symptoms usually occurs postpartum (Chang and Renshaw, 1986; Kendell et al., 1987). In a similar fashion, symptoms have been reported to fluctuate across the menstrual cycle in women with schizophrenia, with clinical deterioration during follicular phase (low estrogen) and amelioration during mid-luteal phase (high estrogen; Halloquinist et al., 1993; Gattaz et al., 1994; Hendrick et al., 1996; Bergemann et al., 2007).

Although to a lesser degree than estrogen, testosterone has also been implicated in the pathophysiology of schizophrenia (Molfat, 2005; Mendrek, 2007). Early studies reported delayed puberty and
low testosterone levels in males with schizophrenia (Kline et al., 1968), whereas more recent investigations have demonstrated an inverse relationship between the plasma level of testosterone and the severity of negative symptoms in male patients (Shirayama et al., 2002; Akhondzadeh et al., 2006; Ko et al., 2007).

**Neuroanatomical data**

Consistently with the direction of normal sexual dimorphism, neuroimaging, and post-mortem studies in SZ have shown that men have larger ventricles (Andreasen et al., 1990), and smaller overall frontal and temporal lobe volumes relative to women (Andreasen et al., 1994; Reite et al., 1997; Gur et al., 2000), although not all the studies have found this effect (Flaum et al., 1995; Lauriello et al., 1997). Goldstein and associates have found an interesting effect in the cingulate gyrus. Specifically, while the structure is typically larger in healthy women than in men (Paus et al., 1996; Goldstein et al., 2001), in SZ patients the opposite pattern was observed (Goldstein et al., 2002). These findings were subsequently replicated in SZ patients (Takahashi et al., 2003) and in individuals with schizotypal personality disorder (Takahashi et al., 2004). An equally interesting reversal of normal sexual dimorphism has been reported by Gur et al. (2002, 2004) in two other structures: orbitofrontal cortex and amygdala. In a different study, Frazier et al. (2008) reported that early onset SZ boys had smaller amygdala relative to girls, while the opposite pattern has been found in the general population. Preliminary results from our laboratory also imply a disturbed normal sexual dimorphism in brain structure in SZ. Thus, using the voxel-based morphometry (VBM) we have found that both male and female patients had significantly diminished prefrontal gray matter density compared with healthy controls, but only male patients showed preserved gray matter in the orbital surface of the inferior frontal cortex. In the parietal cortex, on the other hand, while again both male and female patients had significantly lower gray matter density compared to controls, only women patients had more preserved parietal cortex in the supramarginal gyrus and precuneus (Jiménez et al., 2008; Mancini-Marie et al., 2008a,b; Figure 3). A recent study by Irle et al. (2011) suggests that the hippocampal volume is reduced in male but not in female patients at the onset of SZ (relative to the same-sex controls), but with progressing years SZ women “catch up” with men. This study emphasizes the importance of investigating neuroanatomical changes in a longitudinal manner in both sexes.

**Functional neuroimaging studies**

Despite numerous neuroimaging studies of cognitive function and emotion processing in schizophrenia, sex differences have not typically been examined. We have addressed this issue in a series of studies. Our initial investigation consisted of the re-analysis of already existing MRI data sets collected in schizophrenia patients during processing of negative emotions. We have found a very different pattern of cerebral activations between men and women patients, but the absence of a healthy control group prevented us from drawing any definitive conclusions regarding the nature of this sexual dimorphism (Mendrek, 2007). Thus, we collected data in an independent sample of 42 patients (21 women) and 42 healthy controls during processing of emotional material, as well as during performance of a purely cognitive task of visuo-spatial processing, which involved mental rotation of 3D-figures (known to elicit robust sex differences in the general population). The behavioral data alone revealed an interesting reversal of normal sexual dimorphism, with superior performance of healthy males relative to healthy females, and the reverse pattern in patients (Jiménez et al., 2009, 2010). The fMRI results were consistent and showed more extensive cerebral activations (in the parietal and lateral prefrontal cortex) in healthy men relative to healthy women, while in patients it was women who exhibited more significant activations than men (Jiménez et al., 2009, 2010). Interestingly brain activations during the performance of mental rotation task by healthy males and schizophrenia females (but not in schizophrenia males and control females) were positively correlated with the plasma levels of testosterone (Mendrek et al., 2011). The brain activation during processing of emotional stimuli and during emotional memory also revealed disturbed sexual dimorphism in patients relative to controls (in preparation for publication). Altogether, the reversal of sexual dimorphism in brain processing in schizophrenia patients suggest that brain processing in male SZ patients may be feminized, while brain processing in female SZ patients may be masculinized. The mechanisms underlying this effect need to be further examined (e.g., organizational versus activational effects of sex steroid hormones, genetic versus environmental factors).

**DEPRESSION**

Major depressive disorder is characterized by affective, cognitive, and somatic symptoms such as: depressed mood, diminished interest and pleasure in most activities, significant weight loss (or weight gain), insomnia (or hypersomnia), fatigue, loss of energy,
feelings of guilt, and worthlessness, diminished ability to concentrate, recurrent thoughts of death, and suicidal ideation. More than half of suicides occur in the context of depressive disorder (Barraclough et al., 1974; Hagnell and Rorsman, 1979). Twin and other family studies indicate that genetic factors contribute substantially (but less than in SZ or BP) to the liability for developing MDD, particularly in cases characterized by recurrent illness and early age-at-onset (30% in monozygotic twins; Sullivan et al., 2000). Stressful events are thought to interact with genetic susceptibility in the development of mood disorders and may contribute to the neurochemical imbalance. The disturbance in the serotonin and norepinephrine activity has been strongly implicated, as most antidepressant drugs exert their primary pharmacological actions through these systems (Goodwin, 1993; Trivedi et al., 2006; Ansorge et al., 2007; Dunlop and Nemeroff, 2007; Gartlehner et al., 2008; Kirsch et al., 2008).

**Sex differences in clinical expression**

The overall lifetime prevalence of MDD in women is approximately twice that of men (Kessler, 2003; Smith et al., 2008); ranging anywhere from 10 to 25% for women and 5 to 12% for men (Barraclough et al., 1974). This difference however is not apparent prior to puberty and in the years after menopause (Weissman and Olff, 1995). Moreover, women are two to four times more likely than men to present with a seasonal component (Leibenluft, 1999; Leibenluft et al., 1999), atypical features (increased appetite, weight gain, hypersonia), and higher levels of somatic complaints, rumination, feelings of worthlessness, and guilt (Hirschfeld et al., 1984). As the number of symptoms increases, so does the female/male prevalence ratio (Kornstein et al., 2000). Several explanations have been advanced to account for the differences between men and women in the prevalence and expression of MDD, including hormonal influences and psychosocial factors.

**Hormonal implications**

Sex differences in the prevalence of MDD have been typically attributed to the endocrine system, specifically the influence of estrogen in women. This explanation has been put forth because: (1) the rates of MDD are similar in girls and boys before puberty and the sex difference is less prominent in elderly people (Sprock and Yoder, 1997; Angst, 1998); (2) mood often appears to fluctuate with the change of hormones; times of low estrogen – such as the premenstrual and postpartum periods – are associated with increased risk for mood disorder (Fink et al., 1996). Approximately 13% of new mothers experience clinically significant depression during the first few months postpartum (O’Hara and Swain, 1996) with rates as high as 26% among adolescent mothers (Troutman and Cutrona, 1990) and 38% among low-income mothers (Hobfoll et al., 1995).

**Psychosocial factors**

In addition to the sex steroid hormones several psychosocial factors have been identified as potential contributors to the differential prevalence and expression of MDD in men and women. For example, the female sex role socialization has been associated with low self-esteem, low perceived control, pessimistic attributional styles, and dependency, all of which are vulnerability factors for developing depression (Grigoriadis and Robinson, 2007). In comparison, the masculine sex role socialization, which puts a high-value on assertiveness and independence, may play a protective role in men. However, the encouragement of stoicism and suppression of emotions may also prevent men from properly identifying their depressed mood and seeking treatment (Accortt et al., 2008).

**Neuroanatomical data**

Sex differences in the brains of MDD patients remain almost completely unexamined. In a study by Hastings et al. (2004) a different pattern of volumetric changes was observed in depressed men and women. Thus, relative to sex-matched controls, the anterior cingulate was smaller in depressed men compared with depressed women (this effect was in the opposite direction to that found in schizophrenia; result discussed above) – a difference consistent with the sexual dimorphism present in the general population, but even more pronounced. In addition, depressed women, but not depressed men, had a reduced volume of the amygdala compared with controls (another result in the opposite direction to what has been observed in schizophrenia patients). In the general population it is males who have larger amygdala and therefore the effect of a further reduction of the amygdala in depressed women points again to exaggerated sexual dimorphism in MDD patients. Overall, these results suggest that the biology of mood disorders in females may differ in some aspects from males, and may contribute to the higher rate of depression in women (Hastings et al., 2004).

Overall, the existing findings of sex differences in SZ (and to some extent BD) appear to be in the opposite direction to what has been reported in MDD. For example, we know that being a woman predisposes to the development of MDD and is associated with a more severe course of the illness. In schizophrenia, on the other hand, it is being a man that is related to the presence of more neuroanatomical and cognitive deficits, and a poorer treatment outcome. In addition, the evidence is emerging that the neuroanatomical sex differences in MDD are in the opposite direction to those observed in SZ and BD, though the effect has never been systematically investigated.

**POSTTRAUMATIC STRESS DISORDER**

Posttraumatic stress disorder is a psychiatric disorder that can occur following exposure to life threatening events that elicit overwhelming fear, helplessness, and horror. The disorder is characterized by the presence of three symptom groups: reexperiencing, avoidance, and hyperarousal. Reexperiencing symptoms are intrusions of the traumatic memory in the form of distressing images, nightmares, or dissociative experiences. These recollections serve to make the trauma-exposed person feel "haunted" by the memory of the event. This is not only because the memory is uncontrollable, but also because it generates physical and emotional responses associated with fear and terror. These responses result in avoidance behaviors, which include active attempts to avoid reminders of the traumatic event (including people, places, or activities associated with the trauma), and more passive attempts to avoid through emotional numbing and constriction of affect. Hyperarousal symptoms, such as insomnia, irritability, impaired concentration, hypervigilance, and increased startle responses
reflect more "physiologic" manifestations of trauma exposure. Together, these symptoms impair social, occupational, or interpersonal functioning, and persist for at least a month following the trauma in order to meet criteria for PTSD according to DSM-IV. The U. S. National Comorbidity Survey Replication (NCS-R) estimates the lifetime prevalence of PTSD among adults to be 6.8% (Kessler et al., 2005).

Sex differences in clinical expression

Although men report significantly more exposure to potentially traumatic events than do women (with the exception of childhood trauma), epidemiological studies find higher rates of PTSD among women than men (Helzer et al., 1987; Davidson et al., 1991; Breslau et al., 1998; Breslau and Anthony, 2007). In the U.S., lifetime prevalence rates of PTSD are estimated at 3.6% among men and 9.7% among women (National Comorbidity Survey, 2005). Furthermore, women with PTSD report more reexperiencing symptoms and more severe symptoms (Zlotnick et al., 2001; Tolin and Foa, 2006), and worse quality of life outcomes than do men with the disorder (Holbrook et al., 2002). Numerous theories regarding women apparently heightened vulnerability to the development of PTSD have been proposed, including the intimate, interpersonal nature of potentially traumatic events that women are more likely to experience (i.e., higher rates of severe intimate partner violence and sexual assault across the lifespan), the profoundly corrosive, and damaging meanings inherent in these kinds of violations, the possibility that women may be prone to heightened levels of emotional reactivity which could confer additional risk for PTSD, and the potential that sex differences in behavioral and psychological sequelae to trauma influence diagnostic presentation (e.g., internalizing versus externalizing symptoms; Pratchett et al., 2010).

Hormonal implications

Biologically informed research on PTSD has particularly focused on the hypothalamic-pituitary-adrenal (HPA) axis, the major constituent of the neuroendocrine response to acute and chronic stress (Yehuda, 2006). Although the findings have not always been consistent, studies of the HPA axis and PTSD document a distinct neuroendocrine profile in that catecholamine and CRF levels appear to be increased in this disorder but urinary and plasma levels of cortisol have been found to be lower than in normal (for review, see Yehuda, 2002). Such findings have led to the development of a model of PTSD in which increased glucocorticoid receptor sensitivity leads to reduced levels of circulating cortisol, contributing to a failure of the autoregulation system to contain sympathetic activation and re-establish homeostasis following removal of a threat.

Data on sex differences in PTSD-related biology are limited. However, research on sex differences in the neuroendocrinology of PTSD has documented some differences in cortisol and catecholamines among subjects with PTSD. For example, among children with PTSD, girls had significantly elevated cortisol compared to boys (Carrion et al., 2002), and a cortisol study of adults with PTSD found that women's salivary cortisol levels decreased throughout the day whereas men's levels increased (Freidenberg et al., 2010). Epinephrine and norepinephrine have been associated with PTSD symptoms at 1 and 5 months following trauma exposure for men but not for women (Hawk et al., 2000). CRF receptor functions have also been found to render women more sensitive to low CRF and less adaptable to high levels, potentially contributing to women's disproportionate development of PTSD (Bangasser et al., 2010).

Neuroanatomical data

Neuroanatomical differences in human males and females with PTSD have also been identified. For example, while MRI studies of children with maltreatment-related PTSD found overall differences in the brains of children with PTSD versus controls, they also found sex differences within the PTSD group. Males had greater corpus callosum reduction (De Bellis et al., 1999), larger prefrontal lobe cerebrospinal fluid volumes and smaller splenium, smaller cerebral volumes and corpus callosum regions 1 (rostrum) and 6 (isthmus), and greater lateral ventricular volume increases (De Bellis and Kehavan, 2003). Functional MRI research has also found that enhanced brainstem activity is associated with a diagnosis of PTSD for men but not for women, and that men with PTSD show greater hippocampal activity in response to fear than their female counterparts. However, observed differences may reflect normative sex differences on these parameters rather than sex differences in pathophysiology or risk for PTSD. For example, adult males have higher basal cortisol levels than women (e.g., Vierhapper et al., 1998; Takai et al., 2007).

Molecular biologic data

Recent data from emerging molecular biologic studies of PTSD have also identified sex differences. For example, a recent study of gene expression in PTSD found differential patterns of mono-ocyte gene expression in men and women (Neylan et al., 2011). Whereas men with PTSD (n = 24) were found to have three under-expressed genes, women PTSD subjects (n = 10) had both increased and decreased gene expression. Furthermore, men demonstrated no evidence of chronic inflammation, as hypothesized, but women did demonstrate elevated inflammatory activity. Separate analyses of these data (O'Donovan et al., 2011) also found that men and women differed on regulation of target genes for CREB/ATF, with men showing up-regulation and women showing down-regulation. Males and females both showed up-regulation of target genes for the NF-KB/Rel family of transcription factors and down-regulation of target genes for the glucocorticoid receptor. Sex differences have also been identified in the associations of PTSD with pituitary adenylate cyclase-activating polypeptide (PACAP), involved in cellular stress response, and the PAC1 receptor pathway (Ressler et al., 2011). PACAP blood levels were associated with PTSD symptoms and diagnosis, and with conditioned fear response, for women only. PACAP levels predicted response on the three symptom clusters of PTSD for women but not for men. A SNP in an estrogen response element in the PAC1 receptor predicted PTSD symptoms and diagnosis for women only, implicating estrogen in the regulation of pathways relevant to sex differences in rates of PTSD symptomatology and diagnosis.

DRUG ABUSE

The National Institute on Drug Abuse has described drug addiction as a chronic, relapsing brain disease that is characterized...
by compulsive drug seeking and use, despite harmful consequences\(^2\). Addiction is the progression from impulsive to compulsive behavior of drug taking and it occurs in three stages: (1) binge/intoxication; (2) withdrawal/negative affect; and (3) preoccupation/anticipation (Viveros et al., 2011a). Substance abuse and addiction are enormous public health concerns in many areas and they are often linked to other psychiatric disorders (Lynch et al., 2010). The results of animal models and clinical studies show that there are sex differences at every phase of the drug reinforcement process. For the majority of drugs of abuse, women are more vulnerable (Becker and Hu, 2008) and exhibit higher rates of self-administration (Fattore et al., 2007; Bicaia et al., 2008). Sexual dimorphisms in drug abuse patterns are observed in humans in the intake of psychoactive stimulants, alcohol, opioids, and marijuana (Becker and Hu, 2008; Gillies and McArthur, 2010). Such differences have been attributed historically to sociocultural and hormonal factors (Barker et al., 2010); however, an increasing body of evidence indicates that these cultural influences are changing and that the use, abuse, and dependence are increasing faster in women.

**Sex differences in epidemiological studies**

Epidemiological studies show that men have higher rates of alcohol dependence and abuse (Kalaydjian et al., 2009); however, animal models show that females are more prone to consume alcohol than males (Lancaster et al., 1996; Middaugh et al., 1999). This lack of correlation between humans and animals models could be due to sociocultural factors, but this trend in alcohol consumption and abuse is changing as well as for other drugs as cocaine. Studies with psychostimulants show that cocaine abuse has particularly increased among women, and mounting evidence shows that women are more vulnerable to some aspects of psychostimulants abuse. Epidemiological studies in the late 1980s (Griffin et al., 1989; Mendelson et al., 1991) indicated that women begin using cocaine and amphetamines earlier than men, that they have more severe cocaine use and that women progress to dependence faster than do men (known as a “telescoped course”). Additionally, addicted women present with a higher incidence of comorbid psychiatric conditions, such as depression or PTSD (Najavits and Lester, 2008) and also women show higher levels of craving and longer periods of use after abstinence than men (Becker and Hu, 2008). There are also evidences proving that humans present sex differences in biological and behavioral effects of cannabis use (Fattore et al., 2008), but the mechanisms or origin of these differences are not well known yet. Men present higher circulating levels of cannabis psychoactive compound, the tetrahydrocannabinol (THC), are more sensitive to the subjective effects of THC (Haney, 2007), present more withdrawal symptoms (Crowley et al., 1998), and are more likely to be polysubstance users and show a higher prevalence in panic and personality disorders after abuse (Hasin et al., 2008).

**Hormonal implications**

Some studies found that the effects of psychostimulants vary across the menstrual cycle – they are potentiated during the late luteal phase (when estradiol and progesterone levels are declining: Becker and Hu, 2008). Thus, the basis for the sex difference in response to cocaine is generally believed to be due to estrogen (Dow-Edwards, 2010). Animal models of cocaine self-administration reveal sex differences in the acquisition phase that are independent of hormonal factors, with females being more vulnerable than males. However, the motivation to take cocaine is hormone dependent; estradiol enhances the motivation of cocaine intake and it plays a key role in the reinforcing effects of psychostimulants (Becker and Hu, 2008). Clinical studies show that women are more vulnerable than men to the transition from recreational use to drug abuse (Randall et al., 1999), and that they are more sensitive to the addictive properties of drugs (Lynch et al., 2002). However, there is some evidence suggesting that women experience weaker effects of THC. This could be due to sex differences in drug disposition and the distribution of fat tissue (this is a hormone dependent factor) that helps sequester lipophilic compounds like cannabinoids, as well as the possibility that women may metabolize cannabinoid compounds faster than men. The lack of correlation with some preclinical studies may be because male rodents have a higher percentage of fat tissue than females. As a result, more THC would be retained by fat cells (Fattore and Fratta, 2010), which would diminish the amount of THC reaching the brain and thereby affect the behavioral effects of cannabinoids (Rubino and Parolaro, 2011). It is also important to notice that there is an overlap between stress-system responses and the effects of drugs because the majority of them are able to stimulate the hypothalamic-pituitary-adrenal axis. In laboratory animals, some stress models have been shown to increase the acquisition and reinstatement of stimulants, opiates, and alcohol (Fox and Sinha, 2009). This same relationship has been observed in humans, where chronic stress plays a very important role in the motivation to abuse drugs and alcohol (Sinha, 2001). HPA axis responses are also sex-dependent, thus providing another possible explanation for why women are more vulnerable than men to the negative effects of drugs (Fox and Sinha, 2009).

**Neuroanatomical data**

The reward system is a group of brain structures which regulate and control behavior by inducing pleasurable effects. The major rewarding pathway in the brain is the mesolimbic pathway and goes from the ventral tegmental area (VTA) via the medial forebrain bundle to the NAc, which is the primary release site for the neurotransmitter dopamine (Viveros et al., 2011a). Epidemiological studies suggest that some differences in vulnerability to drug abuse could be due to dimorphisms in reward pathways or dopamine release as well as in reward-related structures like NAc, PFC, or amygdale; this last has been shown to be influenced by pubertal hormones in structural and organizational events (see Gillies and McArthur, 2010 for review).

**CONCLUDING REMARKS**

In conclusion, what experimental and epidemiological studies tell us is that sex differences in the brain appear to be predominantly established during developmentally sensitive time intervals (i.e., in utero, perinatal, and adolescence periods). According to the classical view of brain sexual differentiation, organizational
effects are permanent structural changes arising from the actions of in utero and perinatal sex hormones, whereas activational effects are direct and temporary influences of circulating gonadal hormones on function and behavior following puberty. However, we now know that the SRY can begin directing sexual differentiation prior to onset of hormonal secretions from the fetal testes. In addition, sex chromosomal complement and transcription factors like Sox9 make important contributions to the process of sexual differentiation. Moreover, it has been recently proposed that steroid-dependent organization of behavior may also occur during adolescence, which indicates the possibility of a reassessment of the developmental time-frame for organizational effects of gonadal steroids (Weinberg et al., 2008; Schulz et al., 2009). Both preclinical and clinical studies show that the effects of stressful events are sex and time-dependent. The susceptibility to disease or dysfunction and the effect of injury/stress can be as much as twofold to fivfold greater in one sex; depending on the psychiatric disorder. These include higher rates of neuropsychiatric and learning disorders with developmental origins in males and higher rates of aging related neurodegenerative diseases and mental health dysfunctions in females (McCarthy and Arnold, 2011). For a long time, some of these differences has been explained by the influence of genetic background, circulating levels of gonadal hormones, or educational and psychosocial factors in humans, however epigenetic and reprogramming processes are becoming more and more important regarding the sexually dimorphisms of psychiatric disorders. The combination of genomics, proteomics, metabolomics, behavioral, neuroimaging, and neuroendocrinological techniques, as well as the performance of studies with both sexes, could lead to a better understanding of these disorders and to the development of effective treatments depending on sex because, as both human and animal studies suggest: sex matters.
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