Choosing models from a hypothesis space is a frequent task in approximation theory and inverse problems. Cross-validation is a classical tool in the learner’s repertoire to compare the goodness of fit for different reconstruction models. Much work has been dedicated to computing this quantity in a fast manner but tackling its theoretical properties occurs to be difficult. So far, most optimality results are stated in an asymptotic fashion. In this paper we propose a concentration inequality on the difference of cross-validation score and the risk functional with respect to the squared error. This gives a pre-asymptotic bound which holds with high probability. For the assumptions we rely on bounds on the uniform error of the model which allow for a broadly applicable framework.

We support our claims by applying this machinery to Shepard’s model, where we are able to determine precise constants of the concentration inequality. Numerical experiments in combination with fast algorithms indicate the applicability of our results.
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1 Introduction

The general problem in scattered data approximation is the reconstruction of a function $f: \Omega \to Y$ based on discrete samples $z = (z_i)_{i=1}^n = (x_i, f(x_i))_{i=1}^n \in (\Omega \times Y)^n$. The nodes $x_i$ are independent and identically distributed according to $\rho$ on $\Omega$. Extensive work has been done to develop reconstruction algorithms $R_h: (\Omega \times Y)^n \to Y^\Omega$ which propose candidates for the approximation. Here, $h$ resembles one of the various methods with possible parameters. Using multiple reconstruction algorithms $R_h$, $h \in H$ we end up with a hypothesis space $\{R_h(z) : h \in H\} \subset Y^\Omega$. Even given a precise application, it remains difficult to choose reconstruction algorithms $R_h$, $h \in H$ which yields the best reconstruction $R_h(z)$ of $f$. 
In order to find an optimal $R_h(z), h \in H$, we would like to rank the reconstructions with respect to their goodness of fit. This is quantified by the risk functional. In this paper we consider the risk functional with respect to the squared loss

$$E(R_h(z)) = \int_{\Omega} |(R_h(z))(x) - f(x)|^2 \, d\rho(x).$$

(1.1)

Even though this is theoretically appealing we would need to know the underlying distribution $\rho$ and the function $f$ to compute this quantity. Since this is not the case, we seek for an alternative which only relies on the given data. The concept which struck our attention is called cross-validation, was initially introduced in [14], and has been widely used since then, cf. [11, 7, 31, 35, 9]. The basic idea consists of subdividing the data into a training set and a validation set for estimating the error. Doing this multiple times we obtain a reasonable estimator for the risk functional. A special case is where the partitions exclude single nodes, then the training sets become $z_{-i} := (z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_n)$ and the validation sets $\{z_i\}$. This leads to the so called leave-one-out cross-validation score

$$CV(z, h) = \frac{1}{n} \sum_{i=1}^{n} |(R_h(z_{-i}))(x_i) - f(x_i)|^2.$$  

(1.2)

An immediate drawback is given by the numerical complexity of computing the $n$ approximations $R_h(z_{-i})$. However, this is circumvented in many cases with ideas including Monte Carlo approximations [10], matrix decomposition methods [43, 38], Krylow space methods [29], or Fourier analysis [2].

One is interested in a theoretical foundation of the cross-validation score. By the Bakushinskii veto, cf. [11], we know that there exists a realization of the samples, such that purely data-driven regularization methods have no guarantee for a good approximation without incorporating further information. One still has propositions about the goodness of the cross-validation score in asymptotic cases, cf. [27, 17, 28, 16], on average, cf. [14, 41, 5], or by restriction of noise, cf. [21, 22].

In this paper we bound the difference of cross-validation and risk pre-asymptotically, which supports the choice of cross-validation for model selection. To circumvent the Bakushinskii veto our results will hold with high probability as it is common in learning theory. We use mild assumptions on the uniform error of the reconstruction algorithm, which allow for a broadly applicable framework. These bounds improve on the results from [17, Chapter 8] in a more general setting. Other pre-asymptotic results can be found in [19, 24], where the algorithmic stability, a variance-like concept, of the cross-validation score is examined.

As for the structure of this paper, in Section 2 we repeat on an extension of McDiarmid’s concentration inequality, as it will be of importance later on. The main part is Section 3 where we present our general framework. Therefore, we prove in Theorems 3.4 and 3.6 concentration inequalities for the risk functional (1.1) and the cross-validation score (1.2) with respect to the data $z$. These concentration inequalities are used to surround the expected values of the risk functional $E(R_h(\cdot))$ and the cross-validation score.
CV(·, h) by narrow intervals in which nearly all realizations of these quantities lie. In Lemma 3.7 we show that the expected values of $E(R_h(·))$ and CV(·, h) coincide. Eventually, this leads us to our main result in Theorem 3.8 which bounds the difference of risk functional and cross-validation score with high probability and, therefore, justifies the usage of cross-validation for choosing models and parameters. To exemplify the applicability of our results and reason for the stated conditions to make sense we apply the framework to Shepard’s model in Section 4. As before, we bound the difference of cross-validation score and risk with high probability, now with precise constants in Theorem 4.4. We confirm our results with numerical experiments.

2 McDiarmid’s concentration inequality

Since it will be of fundamental importance, we dedicate this section to an extension of McDiarmid’s concentration inequality. We consider random variables $X = (X_1, \ldots, X_n)$ on a probability space $(\Omega^n, \mathcal{A}, P)$. As usual we denote with

$$P\{A|B\} = \frac{P\{A \cap B\}}{P\{B\}} \quad \text{and} \quad E\{X|B\} = \frac{E\{1_B X\}}{P\{B\}}$$

the conditional probability and expected value, respectively. To state McDiarmid’s theorem we need the following concept.

**Definition 2.1.** A function $f: \Omega^n \to \mathbb{R}$ is said to be $c$-bounded on $\Xi \subset \Omega^n$ for $c = (c_1, \ldots, c_n) \in [0, \infty)^n$ if and only if

$$|f(x) - f(x')| \leq d_c(x, x')$$

for all $x = (x_1, \ldots, x_n)$ and $x' = (x'_1, \ldots, x'_n) \in \Xi$ where the distance $d_c$ is defined by

$$d_c(x, x') = \sum_{i: x_i \neq x'_i} c_i.$$ 

Note, that a function is $c$-bounded if changing a single variable $x_i$, $1 \leq i \leq n$ changes $f(x)$ only by $c_i$, i.e.,

$$|f(x_1, \ldots, x_n) - f(x_1, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_n)| \leq c_i$$

for all $(x_1, \ldots, x_n)$, $(x'_1, \ldots, x'_n) \in \Xi$.

McDiarmid’s inequality, cf. [30], is a generalization of Hoeffding’s inequality. We will not state the original theorem, but an extension from [8].

**Theorem 2.2.** Let $X = (X_1, \ldots, X_n)$ be a vector of independent random variables taking values in a set $\Omega$. Furthermore, let $f: \Omega^n \to \mathbb{R}$ be $c$-bounded on $\Xi \subset \Omega^n$, $m = E\{f(X)|X \in \Xi\}$ be the expected value of $f$ restricted to $\Xi$, and $\gamma = 1 - P\{X \in \Xi\}$ the probability of $X$ not being in $\Xi$.

Then we have for $\varepsilon > \gamma\|c\|_1$ the concentration of $f(X)$ around its expected value

$$P\{|f(X) - m| > \varepsilon\} \leq 2\gamma + 2 \exp\left(-\frac{2(\varepsilon - \gamma\|c\|_1)^2}{\|c\|_2^2}\right).$$

3
3 General framework

Throughout this section we consider an arbitrary domain \( \Omega \) equipped with some probability measure \( \rho \) and a function \( f : \Omega \to Y \) which we want to approximate from a finite sampling \( z = (x_i, f(x_i))_{i=1}^n \). We consider the sampling \( z \in (\Omega \times Y)^n \) as a realization of the random variable \( Z = (X_i, f(X_i))_{i=1}^N \) with \( X_i \) being independently and identically \( \rho \)-distributed random variables with values in \( \Omega \). This includes the generality of data-driven approximation methods.

The goal of this section is to relate, for an arbitrary approximation operator \( R_h : (\Omega \times Y)^n \to Y^\Omega \), the risk functional (1.1) and the cross-validation score (1.2). This is done in three steps: First we prove concentration inequalities for the risk functional and cross-validation score in Theorem 3.4 and 3.6, respectively. For every reconstruction algorithm \( R_h \), this restricts their values to an interval around their expected values with high probability as depicted in Figure 3.1 (a) and (b). In Lemma 3.7 we state the connection of these two expected values. These three facts allow us to overlap the two concentrations, cf. Figure 3.1 (c), and lead to Theorem 3.8 which is a concentration inequality for the difference of risk functional and cross-validation score.

Dealing with reconstruction algorithms \( R_h : (\Omega \times Y)^n \to Y^\Omega \) in scattered data approximation settings, there may exist possible realizations \( z \in (\Omega \times Y)^n \) of the samples such that we cannot bound the error of the approximation in a small manner. An example for that would be polynomial interpolation where all nodes \( x_i \) coincide. To handle these outliers we define a subset of all samples excluding the outliers without uniform bound on the reconstruction error.

Definition 3.1. For a reconstruction method \( R_h \) we define a subset of all possible samples

\[
\Xi = \Xi(h, C_1, C_2) = \{ z \in (\Omega \times Y)^n : (i) \text{ and (ii) hold} \},
\]

where the two stated conditions are:

(i) The uniform error of the reconstruction \( R_h(z) \) is bounded, i.e., for \( 1 \leq i \leq n \)

\[
\| R_h(z_{-i}) - f \|_\infty < C_1.
\]
(ii) Changing one node will not do much damage, i.e., for all \( x \in \Omega \) we assume for every \( 1 \leq i \leq n \) the \( C_2 \mathbb{1} \)-boundedness of \( z_{-i} \mapsto R_h(z_{-i})(x) \).

**Remark 3.2.**  
(i) Note that, by applying the triangle inequality, we could use \( C_2 \leq 2C_1 \) and only rely on the first assumption. For that reason we will state all results in two ways: one version using only \( C_1 \) for simplicity and another using both constants to allow for fine-tuning of the bounds.

(ii) For many reconstruction methods one has a bound on the uniform error in a probabilistic fashion in the form of

\[
P\{\|R_h(Z') - f\|_{\infty} > C_1\} \leq \gamma
\]

for some small \( \gamma \), e.g. [47, Section 6.3 and 6.4] or one of [25, 26, 34, 23]. To extend this to the context of assumption (i), we apply this bound for \( Z_{-i} \) and \( 1 \leq i \leq n \). Union bound then gives

\[
P\{Z \notin \Xi(h, \varepsilon, 2\varepsilon)\} = P\{\exists 1 \leq i \leq n : \|R_h(Z_{-i}) - f\|_{\infty} > C_1\}
\leq \sum_{i=1}^{n} P\{\|R_h(Z_{-i}) - f\|_{\infty} > C_1\}
\leq n\gamma.
\]

For instance, in reconstructing functions via least squares, it has been shown that \( \gamma \) decays faster than \( 1/n \) and the overall probability gets small, cf. [34]. This supports the sanity of the stated set.

We now want to show the \( c \)-boundedness of the risk functional on \( \Xi \) in order to apply Theorem [2.2] for a concentration inequality.

**Lemma 3.3.** Let \( \Xi = \Xi(h, C_1, C_2) \) be the set of samples from Definition 3.1 and \( c = 2C_1C_2 \mathbb{1} \in \mathbb{R}^n \). Then the risk functionals \( z \mapsto \mathcal{E}(R_h(z_{-i})) \) are \( c \)-bounded.

**Proof.** We have to check what happens if we change one component. For that let \( z \) and \( z' \in \Xi \) be such that they differ in one sample. By the definition of the risk functional and the third binomial formula we have

\[
|\mathcal{E}(R_h(z_{-i})) - \mathcal{E}(R_h(z'_{-i}))| = \left| \int_{\Omega} |R_h(z_{-i})(x) - f(x)|^2 \, d\rho(x) - \int_{\Omega} |R_h(z'_{-i})(x) - f(x)|^2 \, d\rho(x) \right|
\leq \int_{\Omega} |R_h(z'_{-i})(x) - f(x) + R_h(z_{-i}) - f(x)| \cdot |R_h(z'_{-i})(x) - R_h(z_{-i})(x)| \, d\rho(x).
\]

Using property (i) and (ii) of \( \Xi \) leads to

\[
|\mathcal{E}(R_h(z'_{-i})) - \mathcal{E}(R_h(z_{-i}))| \leq 2C_1C_2 \int_{\Omega} |d\rho(x)|.
\]
Since $\rho$ is a probability measure the above integral evaluates to one and we obtain the desired constant of $2C_1C_2$.

In $\mathcal{E}(R_h(z_{-i}))$ the variable $z_i$ does not occur and, therefore, the corresponding $c_i$ is arbitrary. To have a general $c$ for all $1 \leq i \leq n$, we use $c_i = 2C_1C_2$ anyways and obtain the assertion. \hfill \Box

Now we state the theorem on the concentration of the risk functional.

**Theorem 3.4.** Let $Z = (X_i, f(X_i))_{i=1}^n$ with $X_i$ distributed independent and identically according to $\rho$ on $\Omega$. Further, let

$$m = \mathbb{E}\{\mathcal{E}(R_h(Z_{-i}))| Z \in \Xi\},$$

be the expected value of the risk functionals $\mathcal{E}(R_h(Z_{-i}))$ restricted to $\Xi = \Xi(h, C_1, C_2)$ from Definition 3.1 and $\gamma = 1 - P\{Z \in \Xi\} \leq 1$ the probability of $Z$ not being in $\Xi$.

Then for $\varepsilon > 2\gamma nC_1C_2$ and $1 \leq i \leq n$ we obtain the concentration of the risk functionals

$$P\{|\mathcal{E}(R_h(Z_{-i})) - m| > \varepsilon\} \leq 2\gamma + 2\exp\left(-\left(\frac{\varepsilon}{\sqrt{2nC_1C_2}} - \sqrt{2n\gamma}\right)^2\right),$$

$$\leq 2\gamma + 2\exp\left(-\left(\frac{\varepsilon}{\sqrt{8nC_1^2}} - \sqrt{2n\gamma}\right)^2\right).$$

**Proof.** Lemma 3.3 in combination with Theorem 2.2 yields for $\varepsilon > 2\gamma nC_1C_2$ the first inequality

$$P\{|\mathbb{E}_{Z'}\{\mathcal{E}(R_h(Z'))\} - \mathcal{E}(R_h(Z))| > \varepsilon\} \leq 2\gamma + 2\exp\left(-\frac{2(\varepsilon - 2\gamma nC_1C_2)^2}{4nC_1^2C_2^2}\right).$$

The second inequality is due to Remark 3.2 (i). \hfill \Box

Next, we tackle the related problem with respect to the cross-validation score. First we take care of its $c$-boundedness on $\Xi$.

**Lemma 3.5.** Let $\Xi = \Xi(h, C_1, C_2)$ be the set of samples from Definition 3.1 and $c = C_1(C_1/n + 2C_2)1 \in \mathbb{R}^n$. Then the cross-validation score $z \mapsto \text{CV}(z, h)$ is $c$-bounded.

**Proof.** We have to check what happens if we change one component. For symmetry reasons we only have a look at what happens if we change the first sample. Let $z, z' \in \Xi$ be such that

$$z = (z_1, \ldots, z_n) \quad \text{and} \quad z' = (z'_1, z_2, \ldots, z_n).$$

By the triangle inequality we have

$$|\text{CV}(z, h) - \text{CV}(z', h)|$$

$$\leq \frac{1}{n} |R_h(z_{-1})(x_1) - f(x_1)|^2 - |R_h(z_{-1})(x'_1) - f(x'_1)|^2$$

$$+ \frac{1}{n} \sum_{i=2}^n |R_h(z_{-i})(x_i) - f(x_i) + R_h(z'_{-i})(x_i) - f(x_i)| |R_h(z_{-i})(x_i) - R_h(z'_{-i})(x_i)|.$$
Using the properties of \( \Xi \) and \( |a^2 - b^2| \leq \max\{a^2, b^2\} \), we further estimate
\[
| \text{CV}(z, h) - \text{CV}(z', h) | \leq \frac{C_1^2 + 2(n - 1)C_1C_2}{n} \\
\leq C_1\left(\frac{C_1}{n} + 2C_2\right).
\]

The corresponding concentration result looks as follows.

**Theorem 3.6.** Let \( Z = (X_i, f(X_i))_{i=1}^n \) with \( X_i \) distributed independent and identically according to \( \rho \) on \( \Omega \). Further, let
\[
m = \mathbb{E}\{\text{CV}(Z, h) | Z \in \Xi\},
\]
be the expected value of the cross-validation score \( \text{CV}(Z, h) \) restricted to \( \Xi = \Xi(h, C_1, C_2) \) from Definition 3.1 and \( \gamma = 1 - \mathbb{P}\{Z \in \Xi\} \) the probability of \( Z \) not being in \( \Xi \). Then for \( \varepsilon > 2\gamma nC_1C_2 + \gamma C_1^2 \) we obtain the concentration of the cross-validation score
\[
P\{| \text{CV}(Z, h) - m| > \varepsilon \} \leq 2\gamma + 2\exp\left(-\left(\frac{\varepsilon}{C_1(\sqrt{n} + 2\sqrt{n}C_2)} - \sqrt{2n\gamma}\right)^2\right)
\]
\[
\leq 2\gamma + 2\exp\left(-\left(\frac{\varepsilon}{3\sqrt{n}C_1^2} - \sqrt{2n\gamma}\right)^2\right)
\]
where the second inequality holds for \( n \geq 5 \).

**Proof.** Applying Lemma 3.5 and Theorem 2.2 gives the first inequality. The second one is obtained by using Remark 3.2 (i), \( n \geq 5 \), and basic calculus.

Next, we prepare the connection of the two previous theorems by connecting the expected values of the risk functional and the cross-validation score.

**Lemma 3.7.** The expected value of the risk functional for \( n - 1 \) nodes is equal to the expected value of the cross-validation score for \( n \) nodes, i.e.,
\[
\mathbb{E}_{Z'}\{\mathcal{E}(R_h(Z'))\} = \mathbb{E}_Z\{\text{CV}(Z, h)\}
\]
for \( Z' = (X'_i, f(X'_i))_{i=1}^{n-1} \) representing \( n - 1 \) samples and \( Z = (X_i, f(X_i))_{i=1}^n \) representing \( n \) samples where \( X_i, X'_i \) are distributed independent and identically according to \( \rho \).

**Proof.** Since for all \( 1 \leq i \leq n \) the \( Z_{-i} \) have the same distribution as \( Z' \) we write
\[
\mathbb{E}_{Z'}\{\mathcal{E}(R_h(Z'))\} = \frac{1}{n}\sum_{i=1}^n \mathbb{E}_{Z_{-i}}\{\mathcal{E}(R_h(Z_{-i}))\}.
\]
Instead of using $E_{Z_i}$, we use $E_Z$ since $Z_i$ does not occur in the corresponding terms

$$E_Z \{E(R_h(Z'))\} = \frac{1}{n} \sum_{i=1}^{n} E_Z \{E(R_h(Z_{-i}))\} = \frac{1}{n} \sum_{i=1}^{n} E_Z \{|R_h(Z_{-i})(x_i) - f(x_i)|^2\}.$$ 

By linearity of the expected value we obtain the assertion

$$E_Z \{E(R_h(Z'))\} = E_Z \left\{ \frac{1}{n} \sum_{i=1}^{n} |R_h(Z_{-i})(x_i) - f(x_i)|^2 \right\} = E_Z \{CV(Z, h)\}.$$

Having all the necessary tools, we state a central theorem bringing together risk functional and cross-validation score.

**Theorem 3.8.** Let $Z = (X_i, f(X_i))_{i=1}^{n}$ with $X_i$ distributed independent and identically according to $\rho$ on $\Omega$ and $R_h : (\Omega \times Y)^n \rightarrow Y^\Omega$ be a reconstruction method. Further, let

$$M = \sup_{x_1, \ldots, x_{n-1} \in \Omega} \|R_h((x_i, f(x_i))_{i=1}^{n-1})\|_\infty$$

be a uniform bound on the reconstruction for arbitrary nodes and $\gamma = 1 - P\{Z \in \Xi\}$ the probability of $Z$ not being in $\Xi = \Xi(h, C_1, C_2) \subseteq (\Omega \times Y)^n$ from Definition 3.1.

Then for $\varepsilon > 2\gamma \max\{4nC_1C_2 + C_1^2, (M + \|f\|_\infty)^2\}$ we have the concentration bound of the difference of cross-validation score $CV(Z, h)$ and risk functional $E(R_h(Z_{-1}))$

$$P \{|CV(Z, h) - E(R_h(Z_{-1}))| > \varepsilon\} \leq 2\gamma + 2 \exp \left( - \left( \frac{\varepsilon}{\sqrt{2}C_1(C_1/\sqrt{n} + 4\sqrt{n}C_2)} - \sqrt{2n}\gamma \right)^2 \right) \leq 2\gamma + 2 \exp \left( - \left( \frac{\varepsilon}{12\sqrt{n}C_1^2} - \sqrt{2n}\gamma \right)^2 \right),$$

where the second inequality holds for $n \geq 3$. In particular, for $\delta > 0$, we have with probability larger than $1 - 2(\gamma + \delta)$

$$|CV(Z, h) - E(R_h(Z_{-1}))| \leq \max \left\{ 2\gamma(M + \|f\|_\infty)^2, \left( \sqrt{2}C_1 \left( \frac{C_1}{\sqrt{n}} + 4\sqrt{n}C_2 \right) \right) \left( \sqrt{2n}\gamma + \sqrt{-\log \delta} \right) \right\} \leq \max \left\{ 2\gamma(M + \|f\|_\infty)^2, 12\sqrt{n}C_1^2 \left( \sqrt{2n}\gamma + \sqrt{-\log \delta} \right) \right\}.$$

**Proof.** By the triangle inequality\(^1\) we have for fixed $z \in (\Omega \times Y)^n$

$$|CV(z, h) - E(R_h(z_{-1}))| \leq |CV(z, h) - E(R_h(z_{-1}))| - E \{CV(Z, h) - E(R_h(Z_{-1}))|Z \in \Xi\} + |E \{CV(Z, h) - E(R_h(Z_{-1}))|Z \in \Xi\}|.$$

\(^1\)One might argue that using triangle inequality with the expected values one loses all information on the specific sample $z$, which worsens the bound. However, \[^3\] suggests that $CV(\cdot, h)$ estimates $E[\varepsilon(R_h(Z))]$ rather than $E(R_h(z))$ itself, which reasons for our approach.
By Lemma 3.7 we have \( E\{\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))\} = 0 \) and, thus, estimate the second summand by

\[
|E \{\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))|Z \in \Xi\} - E \{\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))\}|
\leq \int_{(\Omega \times Y)^n \setminus \Xi} |\text{CV}(z, h) - \mathcal{E}(R_h(z_{-1}))| \, dz
\leq \int_{(\Omega \times Y)^n \setminus \Xi} (M + \|f\|_{\infty})^2 \, dz
\leq (M + \|f\|_{\infty})^2 \gamma
\]

where the last inequality follows from \( P\{Z \notin \Xi\} \leq \gamma \). Thus, we obtain

\[
P\{|\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))| > \varepsilon\}
\leq P\left\{|\text{CV}(z, h) - \mathcal{E}(R_h(z_{-1})) - E\{\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))|Z \in \Xi\}| > \frac{\varepsilon}{2}\right\}
+ P\left\{(M + \|f\|_{\infty})^2 \gamma > \frac{\varepsilon}{2}\right\}.
\]

By the assumption on \( \varepsilon \) the latter probability evaluates to zero.

It is left to bound the first summand. Similar to the proofs of Lemmata 3.3 and 3.5 we will bound the remaining concentration by Theorem 2.2: For \( z \) and \( z' \in \Xi \), which differ in one component, we have

\[
|\text{CV}(z, h) - \mathcal{E}(R_h(z_{-1})) - \text{CV}(z', h) + \mathcal{E}(R_h(z'_{-1}))|
\leq |\text{CV}(z, h) - \text{CV}(z', h)| + |\mathcal{E}(R_h(z_{-1})) - \mathcal{E}(R_h(z'_{-1}))|
\leq 4C_1C_2 + \frac{C_1^2}{n},
\]

i.e., \( \text{CV}(z, h) - \mathcal{E}(R_h(z_{-1})) \) is \( c \)-bounded. Thus, with Theorem 2.2 we obtain

\[
P\{|\text{CV}(z, h) - \mathcal{E}(R_h(z_{-1})) - E\{\text{CV}(z, h) + \mathcal{E}(R_h(z_{-1}))\}| > \varepsilon\}
\leq 2\gamma + 2 \exp \left( - \left( \frac{\varepsilon}{\sqrt{2}C_1/\sqrt{n} + 4\sqrt{nC_2}} - \sqrt{2n}\gamma \right)^2 \right)
\]

for \( \varepsilon > 2\gamma(4nC_1C_2 + C_1^2) \).

\[\blacksquare\]

**Remark 3.9.** (i) If, for a specific reconstruction method \( R_h \), we have

- a uniform bound \( M \) on the reconstructions \( R_h(z) \), \( z = (x_i, f(x_i))^n_{i=1} \in (\Omega \times Y)^n \) and
- a bound \( C_1 \) on the reconstructions error of \( R_h(z) \) which holds with probability \( 1 - \gamma \),

then Theorem 3.3 states, that with slightly smaller probability \( 1 - 2(\gamma + \delta) \), computing the cross-validation score \( \text{CV}(z, h) \) is the same as computing the risk \( \mathcal{E}(R_h(z)) \) up to a small additive constant \( \varepsilon \) that can be computed explicitly from \( C_1, M, \gamma, \) and \( \delta \).
(ii) For now we have a statement for one reconstruction method $R_h$. But we easily obtain error guarantees for the parameter $h_{CV}$ minimizing the cross-validation score $CV(z,·)$:

Let $h^*$ be the minimizer of $h \mapsto \mathcal{E}(R_h(z))$. By using

$$P \{\mathcal{E}(R_{h_{CV}}(Z_{-1})) - \mathcal{E}(R_{h^*}(Z_{-1})) > \varepsilon\} \leq P \{\mathcal{E}(R_{h_{CV}}(Z_{-1})) - CV(Z, h_{CV}) + CV(Z, h^*) - \mathcal{E}(R_{h^*}(Z_{-1})) > \varepsilon\} \leq P \{CV(Z, h_{CV}) - \mathcal{E}(R_{h^*}(Z_{-1})) > \varepsilon\} + P \{|CV(Z, h_{CV}) - \mathcal{E}(R_{h^*}(Z_{-1}))| > \frac{\varepsilon}{2}\}$$

we apply Theorem 3.8 twice and have that with high probability minimizing the cross-validation score is just $\varepsilon$ worse in terms of the risk.

**Remark 3.10.** In order to derive asymptotic rates out of Theorem 3.8, we fix the probability $\delta$ and assume that the reconstruction error of $R_h$ decays asymptotically as $C_1 \sim n^{-r}$ with probability at least $1 - n^{-2r}$. Then the difference of cross-validation score $CV$ and the risk functional $\mathcal{E}(R_h(z))$ decays like $n^{1/2-2r}$.

### 4 Application using Shepard’s model

Since this paper was motivated by [17, Chapter 8], where Shepard’s model was used in the context of binary kernels, it seemed natural to start off with this application. Shepard’s model or the Nadaraya-Watson estimator is a special case of moving least squares. It was introduced in [32, 42, 37] and is now-days widely used for solving PDEs [33, 6], manifold learning [39], or computer graphics [36]. Introductory information about this topic can be found in [12].

The crucial ingredient in Shepard’s model is a, often locally supported, kernel function $K_h$. Given a sampling $z = (x_i, f(x_i))_{i=1}^m$ the model has the form

$$R_h(z) = \frac{\sum_{i=1}^m K_h(·, x_i) f(x_i)}{\sum_{i=1}^m K_h(·, x_i)}. \quad (4.1)$$

A one-dimensional example for differently localized kernels is shown in Figure 4.1 which emphasizes the importance of the kernel choice. In this section we propose cross-validation as a method for choosing an optimal kernel and give an explicit error bound for the difference of risk functional (1.1) and cross-validation score (1.2). This is verified with numerical examples.

#### 4.1 Theory

For simplicity, we restrict the domain to be the one-dimensional torus $\Omega = \mathbb{T}$ and $Y = \mathbb{R}$. A common assumption on which we rely is to use positive, radial kernels, i.e.

$$K_h(x, x') = k_h(d(x, x'))$$
for $d(\cdot, \cdot)$ being the usual periodic distance on $\mathbb{T}$ and $k_h : [0, \infty) \to [0, \infty)$ a family of kernel functions with local support, i.e.,

$$\text{supp } k_h = \{ t \in [0, \infty) : k_h(t) \neq 0 \} = [0, 1/h].$$

Note, that the range of the function $R_h(z)$ is contained within the convex hull of all $f(x_i)$. Therefore, for samples $z$ from a bounded function $f : \mathbb{T} \to \mathbb{R}$, we have

$$M = \sup_{x_1, \ldots, x_n \in \Omega} \| R_h((x_i, f(x_i)))_{i=1}^n \|_\infty \leq \| f \|_\infty. \quad (4.2)$$

Deterministic bounds on the approximation error are given in [12, Chapter 25]. These are based on the mesh norm

$$\delta(x_1, \ldots, x_n) := \max_{x \in \mathbb{T}} \min_{i=1, \ldots, n} d(x, x_i).$$

For simplicity, we shall use only a simple bound which relies on stronger assumptions compared to [12, Chapter 25]. However, this still attains the same order in terms of the mesh norm.

**Lemma 4.1.** Let $k_h$ be supported on $[0, 1/h]$ and $f$ be Lipschitz continuous with constant $L$. Furthermore, we assume $\delta(x_1, \ldots, x_n) < 1/h$. Then

$$\| R_h(z) - f \|_\infty \leq \frac{L}{h}.$$

**Proof.** By the assumption on the mesh norm and the support of $K_h$ we have

$$\sum_{i=1}^n K_h(x, x_i) > 0$$

for all $x \in \mathbb{T}$. Thus, we will not divide by zero in the following estimate. By the definition of Shepard’s method we have

$$|R_h(z)(x) - f(x)| \leq \frac{\sum_{i=1}^m K_h(x, x_i) f(x_i)}{\sum_{i=1}^m K_h(x, x_i)} - f(x) \leq \frac{\sum_{i=1}^m K_h(x, x_i) |f(x_i) - f(x)|}{\sum_{i=1}^m K_h(x, x_i)}.$$

Figure 4.1: Shepard’s model for different widths of the kernel support
Using the Lipschitz condition and the local support we obtain
\[
|R_h(z)(x) - f(x)| \leq \frac{L \sum_{x_i \in [x-1/h,x+1/h]} K_h(x,x_i)|x_i - x|}{\sum_{x_i \in [x-1/h,x+1/h]} K_h(x,x_i)} \leq \frac{L}{h} \sum_{x_i \in [x-1/h,x+1/h]} K_h(x,x_i) = \frac{L}{h}.
\]

As we draw samples randomly, we cannot guarantee an upper bound on the mesh norm \(\delta(x_1,\ldots,x_n)\), but aim for a probabilistic result. Furthermore, in order to bound the approximation errors \(C_1\) from Definition 3.1 we actually need a bound for the mesh norms where single nodes are secluded, i.e., for \(\delta_{x_1,\ldots,x_{i-1},x_{i+1},\ldots,x_n}\) and \(1 \leq i \leq n\). To this end we define
\[
\Xi = \{ (x_i,f(x_i))_{i=1}^n : \delta_{x_1,\ldots,x_{i-1},x_{i+1},\ldots,x_n} < 1/h \text{ for } 1 \leq i \leq n \}. \tag{4.3}
\]

By the previous lemma we know, that for samples in \(\Xi\) the reconstruction error is bounded by \(L/h = C_1\). With the following lemma we will show that the constructed set is in the paradigm of Definition 3.1 and \(\gamma = 1 - \mathbb{P}\{z \in \Xi\}\) is close to zero.

**Lemma 4.2.** For \(x_1,\ldots,x_n \in \mathbb{T}\) drawn uniformly at random, we have
\[
\mathbb{P}\{\exists 1 \leq i \leq n : \delta_{x_1,\ldots,x_{i-1},x_{i+1},\ldots,x_n} > \frac{1}{h}\} \leq \sum_{k=1}^{[h]} (-1)^{k+1} \binom{n}{k} \left(1 - \frac{k}{2h}\right)^{n-1}.
\]

**Proof.** The given event on the mesh norm is equivalent to saying the distance of \(x_i\) to \(x_{i+2}\) will not exceed \(1/h\). This is certainly fulfilled for nodes where the distance of \(x_i\) to \(x_{i+1}\) will not exceed \(1/(2h)\). Therefore,
\[
\mathbb{P}\{\exists 1 \leq i \leq n : \delta_{x_1,\ldots,x_{i-1},x_{i+1},\ldots,x_n} > \frac{1}{h}\} \leq \mathbb{P}\{\delta_{x_1,\ldots,x_n} > \frac{1}{2h}\}.
\]
This probability has been calculated in [18, Theorem 2.1] which gives the assertion. \(\blacksquare\)

**Remark 4.3.**

(i) Note that similar techniques, involving \(\varepsilon\)-nets, can be applied to obtain results for more general domains, cf. [12].

(ii) Figure 4.2 depicts the probability of all mesh norms \(\delta_{x_1,\ldots,x_{i-1},x_{i+1},\ldots,x_n}\), \(1 \leq i \leq n\) being bigger than \(1/h\) for \(n = 10000\) nodes estimated from numerical experiments. The critical point is around 1000, where the probability increases away from zero. The theoretical bound from Lemma 4.3 is not optimal and has its critical point around 700.

(iii) The binomial bound in Lemma 4.2 is difficult to evaluate. In [17] it was shown that for \(n \to \infty\) it converges to the Gumbel distribution, i.e.,
\[
\sum_{k=1}^{[h]} (-1)^{k+1} \binom{n}{k} \left(1 - \frac{k}{2h}\right)^{n-1} \to 1 - \exp\left(-n \exp\left(-\frac{n}{2h}\right)\right).
\]

Figure 4.2: The probability of all mesh norms $\delta_{\{x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n\}}$, $1 \leq i \leq n$ being bigger than $1/h$ for $n = 10,000$ nodes. The solid line displays the numerical estimates from 1000 experiments, the dashed line the upper bound from Lemma 4.2 and the gray line the asymptotic behaviour from Remark 4.3 (ii).

In Figure 4.2 we see that, already for 10,000 nodes, we are very close to this Gumbel distribution.

Now we have the necessary constants: the bound on the reconstruction $M$ and the uniform bound on the reconstruction error $C_1$ with its fail probability $\gamma$ and are able to use the machinery of Section 3 to concentrate the difference of risk functional and cross-validation score.

**Theorem 4.4.** Let $Z = ((X_1, f(X_1)), \ldots, (X_n, f(X_n)))$ represent $n$ samples from a function $f: \mathbb{T} \rightarrow \mathbb{R}$ with Lipschitz constant $L$, and $R_h(Z)$ the reconstruction via Shepard’s model, defined by (4.1), where the kernel $k_h$ is supported on $[0, 1/h]$. Further, let

$$
\gamma = \sum_{k=1}^{\lfloor h \rfloor} (-1)^k \binom{n}{k} \left(1 - \frac{k}{2h}\right)^{n-1}
$$

and $\varepsilon > 2\gamma \max\{(4n + 1)L^2/h^2, 4\|f\|_\infty^2\}$.

Then we have the concentration bound of the difference of cross-validation score $\text{CV}(Z, h)$ and risk functional $\mathcal{E}(R_h(Z))$

$$
P\{|\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))| > \varepsilon\} \leq 2\gamma + 2\exp\left(-\frac{h^2\varepsilon}{12\sqrt{nL^2}} - \sqrt{2n\gamma}\right).
$$

In particular for $\delta > 0$ we have with probability larger than $1 - 2(\gamma + \delta)$

$$
|\text{CV}(Z, h) - \mathcal{E}(R_h(Z_{-1}))| \leq \max\left\{4\gamma\|f\|_\infty^2, \frac{12\sqrt{nL^2}}{h^2} \left(\sqrt{2n\gamma} + \sqrt{-\log \delta}\right)\right\}
$$

**Proof.** By equation (4.2) we have $M \leq \|f\|_\infty$. With $\Xi$ as in (4.3) we have by Lemmata 4.1 and 4.2

$$
C_1 \leq \frac{L}{h} \quad \text{and} \quad \gamma \leq \sum_{k=1}^{\lfloor h \rfloor} (-1)^k \binom{n}{k} \left(1 - \frac{k}{2h}\right)^{n-1}.
$$

Using these constants in Theorem 3.8 gives the assertion. \qed
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Remark 4.5. In order to interpret the error bounds in Theorem 4.4 asymptotically for 
\( n \to \infty \) we have to fix the desired probability \( \delta \). Furthermore, we relate the kernel support \( 1/h \) and the number of samples \( n \) via \( h = \alpha \cdot n \). By Lemma 4.2 and Remark 4.3 we approximate the fail probability by

\[ \gamma \lesssim \exp(-e^{-1/\alpha}n). \]

Inserting this bound into Theorem 4.4, we obtain with probability \( 1 - 2(\exp(-e^{-1/\alpha}n) + \delta) \) that

\[ |CV(Z, h) - E(R_h(Z_{-1}))| \sim \max \left\{ \exp(-e^{-1/\alpha}n), \frac{\exp(-e^{-1/\alpha}n)}{n} + n^{-3/2} \right\} \lesssim n^{-3/2}. \]

Remark 4.6. The trade off between the constants \( C_1, C_2 \), and the fail probability \( \gamma \) is controlled by the construction of \( \Xi \). In general, a larger set \( \Xi \) leads to a smaller fail probability \( \gamma \) but worse constants \( C_1 \) and \( C_2 \).

In the extreme case we have \( \gamma = 0 \) and \( \Xi \) consists of all possible data realizations, i.e., \( \Xi = \{(x_i, f(x_i))_{i=1}^n : x_1, \ldots, x_n \in \Omega\} \). Then we have the bound \( C_1 = 2\|f\|_{\infty} \) as in equation (4.2). For the specific case of binary kernels, the estimate \( C_2 \approx 1/n \) can be found in [17, page 118] (with slight adoptions, as there is an individual \( C_2 \) for every node \( x_i \) and one more assumption). With that, analogously to Theorem 4.4, we obtain with probability \( 1 - 2\delta \)

\[ |CV(Z, h) - E(R_h(Z_{-1}))| \sim \max \left\{ 0, 0 + n^{-1/2} \right\} \lesssim n^{-1/2}. \]

So, ignoring the restriction to binary kernels, the cost of improving to \( \gamma = 0 \) is losing one order in \( n \). This reasons for the construction of \( \Xi \) being a real subset of all possible data realizations.

4.2 Implementation

Before presenting our numerical experiments in Section 4.3, we give a brief discussion on the computational complexity of evaluating the model (4.1) as well as computing the cross-validation score \( CV(z, h) \). Evaluating the model (4.1) in nodes \( \tilde{x}_1, \ldots, \tilde{x}_n \) needs two matrix-vector multiplications with

\[ [K_h(x_i, \tilde{x}_j)]_{i=1, \ldots, \tilde{n}, \ j=1, \ldots, n}. \]

In [13] a method is proposed to compute (4.1) in a fast manner using the nonequispaced fast Fourier transform [20] which works for global kernels. Since we are dealing with locally supported kernels, we use sparse matrices for an efficient implementation. To compute the cross-validation score we need to compute \( R_h(z_{-i})(x_i) \) for \( 1 \leq i \leq n \). To circumvent setting up \( n \) models we use the following trick. For fixed \( i \), we obtain

\[ r_i := R_h(z_{-i}, h)(x_i) = \frac{\sum_{j \in \{1, \ldots, n\} \setminus \{i\}} K_h(x_j, x_i)f(x_j)}{\sum_{j \in \{1, \ldots, n\} \setminus \{i\}} K_h(x_j, x_i)} = \frac{\sum_{j=1}^n K_h(x_j, x_i)f(x_j) - k_h(0)f(x_i)}{\sum_{j=1}^n K_h(x_j, x_i) - k_h(0)}. \]
This favors the Algorithm 1 to compute the cross-validation score.

**Algorithm 1** Fast cross-validation for Shepard’s model

**Input:** data \( z \in (\mathbb{T} \times \mathbb{R})^n \)

**Output:** cross-validation score \( \text{CV}(z, h) \)

1. for \( i = 1, \ldots, n \) do
2. \( n_i \leftarrow \sum_{j=1}^{n} K_h(x_j, x_i) f(x_j) \) \{numerator of Shepard’s model\}
3. \( d_i \leftarrow \sum_{j=1}^{n} K_h(x_j, x_i) \) \{denominator of Shepard’s model\}
4. end for
5. for \( i = 1, \ldots, n \) do
6. \( r_i = (n_i - k_h(0)f(x_i))/(d_i - k_h(0)) \)
7. end for
8. \( \text{CV}(z, h) = \frac{1}{n} \sum_{i=1}^{n} |r_i - f(x_i)|^2 \)

In terms of complexity we obtain the same as for evaluating the model, namely, two matrix-vector multiplications.

### 4.3 Numerics

To exemplify our findings, we present some numerical experiments. We use the function \( f(x) = \sqrt{2} \sin(2\pi x) \) on \( \mathbb{T} \) with \( \|f\|_{L^2(\mathbb{T})} = 1, \|f\|_{\infty} = \sqrt{2} \), and Lipschitz constant \( L = \sqrt{2} \). Further, we choose the simple hat kernel function

\[
k_h(t) = \max\{0, 1 - ht\}.
\]

We then repeat the following experiment 1000 times for 50 different parameters \( h \):

(i) Choose \( n = 10000 \) uniformly random nodes \( x_1, \ldots, x_n \).

(ii) Compute function samples \( z = (x_i, f(x_i))_{i=1}^{n} \).

(iii) Compute the reconstruction \( R_h(z) \) and approximate the risk \( \mathcal{E}(R_h(z)) \) by using evaluations in equispaced nodes.

(iv) Compute the cross-validation score \( \text{CV}(z, h) \) via Algorithm 1.

Figure 4.3 (a) shows the risk \( \mathcal{E}(R_h(z)) \) and (b) the cross-validation \( \text{CV}(z, h) \) score for every experiment as a single dot. We observe, that both graphics resemble each other quite nicely. Both, the risk \( \mathcal{E}(R_h(z)) \) and the cross-validation \( \text{CV}(z, h) \), increase for small \( h \) and become increasingly unstable for \( h > 1500 \) as the support of \( K_h \) gets too small.

In order to summarize the statistical behaviour we depicted in Figure 4.3 (c) the corresponding mean values and the intervals where 90\% of the outcomes landed with respect the parameter \( h \). The dashed lines depict our concentration bounds from Theorems 3.4.
and \[3.6\] Setting the probability to 0.9, as in the experiment, we obtain the concentration bounds
\[
\varepsilon \leq \alpha \frac{L^2}{h^2} \left( \sqrt{2n\gamma} + \sqrt{-n \log \left( \frac{p}{2} - \gamma \right)} \right)
\] (4.4)
for the risk functional with \(\alpha = \sqrt{8}\) and the cross-validation score with \(\alpha = 3\). For the fail probability \(\gamma\) we used the numerical estimate from Remark 4.3 instead of the theoretical value from Lemma 4.2.

Finally, we depicted in Figure 4.3 (d) the 90%-quantile of the difference between the cross-validation score and risk functional. It illustrates that the risk functional and the cross-validation score coincide very well in the parameter region \(200 < h < 1500\) of interest. Our main result in Theorem 4.4 confirms this by a theoretical bound on this 90%-quantile. The theoretical bound has exactly the form (4.4) with \(\alpha = 12\) and is plotted as a dashed line.

In Figure 4.3 (c) and (d) our theoretical bounds rise rapidly at \(h \approx 1500\) which coincides with the beginning of instability in the computation of Shepard’s model.

5 Conclusion

In this paper we presented a framework for obtaining bounds for the difference of cross-validation score and risk functional with high probability. This speaks for the use of cross-validation in parameter choice questions. In contrast to most previous results, we obtain a pre-asymptotic statement.

Along the way we proved concentration inequalities for the cross-validation score and risk functional, respectively. Connecting their expected values, we were able to combine both concentration inequalities and build a machinery to bound their difference with high probability. All those results are based on uniform bounds of the reconstruction method, which must hold in a subset of all possible samples. Estimates of this type are broadly available in learning theory.

For demonstration purposes we used Shepard’s model on the one-dimensional torus with a rather simple bound of the uniform error. Numerical examples with a fast implementation support our results.
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