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\textbf{ABSTRACT}
This paper introduces an efficient methodology for evaluating the first four central moments of performance functions in structural reliability assessment. The procedure of the proposed method is divided into three major steps. First, a performance function is approximated as the sum of univariate and bivariate functions by the bivariate dimension-reduction method. Next, a new criterion based on importance measure analysis is proposed for dividing the bivariate functions into significant bivariate functions and non-significant bivariate functions, and then the new approximation of the performance function is obtained. Finally, formulas are derived for evaluating the first four central moments of the proposed performance function, in which the first four raw moments of the univariate and bivariate functions can be achieved by a point estimating method in a standard normal space. The effectiveness and efficiency of the proposed method are demonstrated through three numerical examples.
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1. Introduction

The moment method is one of the effective techniques for analyzing structural reliability (Fan, Ang, and Li 2016; Wan et al. 2020), which is known for its simplicity and the avoidance of the difficulties involved in searching design point by iteration using the derivatives of the performance function (Zhao and Ono 2001). With the development of moment-based structural analysis, many proposals are able to provide accurate prediction of failure probability by using the obtained first few moments of the performance function (Rajan et al. 2016). However, it is not easy to estimate statistical moments of the performance function in practical engineering as it might be quite intricate, especially in dealing with multidimensional variables and strong nonlinearity.

Statistical moments are typically defined in terms of multi-dimensional integrals. For some simple explicit functions, such as linear sum, it is easy to obtain the moments directly from the integral-based definitions. For complicated and implicit functions, two-point and three-point estimating methods with weighted sum of functions were proposed by Rosenblueth (1975) and Gorman (1980), respectively. These methods are quite simple and do not require the computation of derivatives of performance functions; however, the accuracy of these methods in general cases is quite low, and the estimate points may be outside of the definition domains of random variables. In order to remove these weaknesses, Zhao and Ono (2000) proposed a new point estimating method in standardized normal space, in which the performance function is approximated by the sum of some one-dimensional functions. Though the evaluation accuracy of a higher moment is optimistic in many cases when facing strong nonlinearity, the computational efficiency of moment evaluation is greatly improved (Rahman and Xu 2004; Li and Zhang 2011). A generalized dimension-reduction method was proposed by Xu and Rahman (2004), demonstrating its application to the moment-based reliability analysis by combining with the point estimating method in standardized normal space (Zhao and Lu 2011). Usually two-dimensional integrals are considered in generalized dimension-reduction methods, and the precision of estimating moments is effectively improved when solving some strong nonlinear performance functions. However, the computational efforts are not acceptable if a large number of bivariate integrals are involved (Fan, Ang, and Li 2016). Besides, excessive terms originated from bivariate integrals also increase the possibility of errors. Hence, there remains a contradiction between accuracy and efficiency in evaluating moments by dimension-reduction methods (Xu and Dang 2019). There are mainly two approaches available for improving this deficiency, one is to optimize selected points and the other is to modify a model based on cross terms. In the first approach, alternatives are sought to evaluate moments for two-dimensional integrations instead of...
using Gaussian spatial points, such as the sparse grid (He, Gao, and Gong 2014), number-theoretic net (Chen and Li 2008), and the cubature formulas (Cools 2003). Recently, an adaptive bivariate dimension-reduction method (ABDRM) has been proposed from another perspective (Fan, Ang, and Li 2016), in which some portions of the two-dimensional functions can be decomposed as the sum of one-dimensional functions according to the existing criterion of cross terms. After that, seeking better precision, different point-selection methods, such as the sparse grid and cubature formulae, are applied to compute two-dimensional integrals based on that adaptive bivariate dimension-reduction method (Cai et al. 2019). The cross-term-based methods provide an explicit criterion to decompose dimension-reduction integrals, thus a moment algorithm is optimized with fewer computational efforts. However, it is not easy to identify the interaction with each variable, especially for the performance functions corresponding to the assessment of the system reliability with multiple failure modes. Furthermore, even if the cross terms can be identified, the improvement in the computing efficiency cannot be guaranteed when the number of cross terms in the performance functions is large. For such cases, the criterion of decomposing two-dimensional integrals needs to be investigated further.

In order to address the limitations identified above, this paper develops a new procedure for moment evaluation based on the efficient importance measure analysis (IMA). The rest of this paper is organized as follows. In section 2, the bivariate dimension-reduction method (BDRM) for approximating performance functions is briefly reviewed, and its main drawbacks are summarized. Based on IMA, the bivariate functions in the performance function are decomposed as significant ones and non-significant ones. The non-significant ones are approximated further using univariate functions. The proposed performance function is then expressed as a sum of these decomposed low-dimensional functions. In section 3, the formula used for estimating moment in the proposed performance function is derived. In section 4, the efficiency and accuracy of the proposed method over the point estimate method based on BDRM are investigated. Furthermore, three illustrative examples are then presented to demonstrate the efficiency and effectiveness of the proposed method in section 5. Finally, the findings of this paper are concluded in Section 6.

2. Proposed approximation of performance functions

2.1. General approximation using bivariate dimension-reduction method

For the performance function \( Z = G(X) \), \( G(X) \) can be approximated, as follows (Cai et al. 2019), by using the inverse Rosenblatt transformation (Hohenbichler and Rackwitz 1981) and bivariate dimension-reduction method (Xu and Rahman 2004).

\[
G(X) = G(T^{-1}(U)) = \sum_{i=1}^{n} G(U_i) + \sum_{i=1}^{n} \left( \sum_{j=1}^{n} G(U_j) - G(U_i) \right) + \frac{(n-2)(n-1)}{2} G_{ij} \tag{1}
\]

where

\[
G_{ij} = G(\mu_{X_i}, \ldots, \mu_{X_j}) \tag{2a}
\]

\[
G(U_i) = G(\mu_{X_i}, \ldots, T^{-1}(U_i), \ldots, \mu_{X_n}) \tag{2b}
\]

\[
G(U_i, U_j) = G(\mu_{X_i}, \ldots, T^{-1}(U_i), \ldots, T^{-1}(U_j), \ldots, \mu_{X_n}) \tag{2c}
\]

where \( i, j = 1, 2, \ldots, n \) and \( i < j \); \( n \) is the dimension of random variables; \( T^{-1}(\cdot) \) is the inverse Rosenblatt transformation (Hohenbichler and Rackwitz 1981); \( \mu_{X_i} \) represents the mean of \( X_i \); \( G_{ij} \) is a constant; \( G(U_i) \) denotes a univariate function with random variables of \( U_i \) and \( G(U_i, U_j) \) is a bivariate function with the random vector of \( (U_i, U_j) \). Then, the statistical moments of a structural performance function can be computed by estimating the moment of each low-dimensional function.

Obviously, \( G(X) \) is approximated by summing up \( n_b = n(n-1)/2 \) bivariate functions \( G(U_i, U_j) \), \( n \) univariate functions \( G(U_i) \) and a constant value. With increasing \( n \), the number of bivariate functions grows quadratically in dimensions, which generally results in excessive computational burdens and possibility of accumulated errors in the estimation of moments of bivariate functions. Therefore, it is necessary to reduce the number of bivariate functions.

A simple linear expression can be used to approximate using its corresponding univariate functions as given below (Xu and Rahman 2004):

\[
G(U_i, U_j) \approx G(U_i) + G(U_j) - G_{ij} \tag{3}
\]

In this way, the performance function in Equation (1) can be directly degenerated, which is also known as the univariate dimension-reduction method (UDRM). However, the impact of the inherent approximation error has to be considered in Equation (3) when it is used to reduce the number of \( G(U_i, U_j) \).

Note that each bivariate function in Equation (1) can be regarded as an integrated random input, and a different random input generally has a different contribution to the random output. If the bivariate function \( G(U_i, U_j) \) has very little interference in the uncertainty of the output (i.e., a very small range around the output value \( G_{ij} \)), its corresponding approximation error in Equation (3) can be neglected in a random output. Thus, in order to further optimize the performance function in Equation (1), the global
sensitivity analysis is necessary for quantifying and comparing the relative importance of the bivariate functions.

2.2. Importance measure analysis for bivariate functions

The importance measure analysis (IMA), also known as the global sensitivity analysis, can be regarded as an extension of the probabilistic local sensitivity analysis. It is defined as the contribution degree of uncertainties contained in random variables to the overall uncertainty (Sobol 2001). One of the most well-known methods for IMA is the variance-based method, referred to as the analysis of variance (Zhou, Lu, and Li 2013). In order to measure the importance of bivariate functions based on the approximation in Equation (3), we firstly investigate the corresponding univariate functions.

Based on the Sobol’s decomposition theory (Sobol 1993; Shayan 2013), the significant index \( \lambda_i \) for univariate function \( G(U) \) can be expressed as

\[
\lambda_i = \frac{V_{G(u_i)}}{\sum_{j=1}^{n} V_{G(u_j)}}
\]

where \( V_{G(u_i)} \) is the variance of \( G(U) \) \( (G(U)) \), which can be given as follows:

\[
V_{G(u_i)} = \int_{-\infty}^{\infty} \{ G(U_i) - E[G(U_i)] \}^2 \phi(U_i) dU_i
\]

where \( \phi(\cdot) \) denotes the probability density function (PDF) of the standard normal variable. Using the point estimating method in the standard normal space (Zhao and Ono 2000), the above integral can be approximated as follows:

\[
V_{G(u_i)} = \sum_{a=1}^{m} p_a \left\{ G(U_i)\big|_{U_a=\bar{u}_a} - \mu_{G(u_i)} \right\}^2
\]

where

\[
\mu_{G(u_i)} = \sum_{a=1}^{m} p_a \left\{ G(U_i)\big|_{U_a=\bar{u}_a} \right\}
\]

In Equation 6(b), \( \bar{u}_a \) and \( p_a \) are the estimating points and weights, respectively (see Appendix I for detail).

For an \( n \)-dimensional random vector, let the classification criterion \( \lambda \) be defined as the mean of significant indices as follows:

\[
\lambda = \frac{\sum_{i=1}^{n} \lambda_i}{n} = 1/n
\]

In practical structural performance functions, if \( \lambda_i/\lambda \leq \varepsilon \) (\( \varepsilon = 10^{-4} \) is considered in this study), then the corresponding variable \( X_i \) (or \( U_i \)), which is called as the ineffective variable, should be dropped from the variable vector \( X \) (or \( U \)) and considered as a constant parameter rather than a random variable in the performance function \( G(X) \) (or \( G(U) \)). Then, the number of variables \( n \) is reduced to \( n^* \) \( (n^* \leq n) \), and Equation (7a) can then be expressed as:

\[
\tilde{\lambda} = 1/n^*
\]

where \( n^* \) is the number of effective random variables.

Therefore, the practical criterion for classifying \( G(U) \) is simply defined as follows: the significant univariate function \( G(U_i^\ast) \) (i.e., \( \lambda_i > \tilde{\lambda} \)) and the non-significant univariate function \( G(U_i^\ast) \) (i.e., \( \lambda_i \leq \tilde{\lambda} \)).

Next, consider the bivariate function \( G(U) = G(U_i, U_j) (i < j) \). Similar to \( \lambda_i \) the significant index \( (K_{ij}) \) for bivariate functions \( G(U) \) can be expressed as

\[
K_{ij} = \frac{V_{G(u_i, u_j)}}{\sum_{i<j} V_{G(u_i, u_j)}}
\]

According to Equation (3), the obtained variance of the one-dimensional function is utilized to approximate as

\[
V_{G(u_i, u_j)} = V_{G(u_i)} + V_{G(u_j)}
\]

Then, based on Equations (8) and (9), \( K_{ij} \) can be rewritten as

\[
K_{ij} = \frac{V_{G(u_i, u_j)}}{\sum_{i<j} V_{G(u_i, u_j)}} = \frac{\lambda_i + \lambda_j}{n^* - 1}
\]

where \( \sum K_{ij} = 1 \). It can be observed that there exists an explicit relationship between the proposed two significant indexes of \( \lambda_i \) and \( K_{ij} \).

Using the mean value of \( K_{ij} \) as a classification boundary like \( \tilde{\lambda} \) we get

\[
\bar{K} = \sum_{i<j} K_{ij}/n_b = 2/[n^* (n^* - 1)]
\]

where \( n_b \) is the total number of the bivariate functions \( G(U_i, U_j) \).

According to Equations (10) and (11), the bivariate function \( G(U_i, U_j) \) can simply be separated as the significant bivariate function \( G(U_{ij}^\ast) \) (i.e., \( K_{ij} > \bar{K} \)) and the non-significant bivariate function \( G(U_{ij}^\ast) \) (i.e., \( K_{ij} \leq \bar{K} \)), where \( U_{ij}^\ast \) and \( U_{ij}^\ast \) denote corresponding vectors selected from the two-dimensional vector \( (U_i, U_j) \) \((i < j)\).

If the number of \( G(U_{ij}^\ast) \) is considered to be \( n_b^* \), such a decomposition rate can be defined as

\[
y_b = 1 - n_b^*/n_b , \quad 0 < y_b < 1
\]

2.3 Proposed approximation of performance functions using methods of dimension-reduction integration and importance measure analysis

According to the criteria in Equation (11), the performance function \( G(X) \) in Equation (1) can further be decomposed as
\[ G(X) = \sum_{(U_i, U_j) \in U_{ij}}^G(U_i, U_j) + \sum_{(U_i, U_j) \in U_{ij}}^G(U_i, U_j) \]

\[- (n - 2) \sum_{i=1}^{n^*} G(U_i) + \frac{(n - 2)(n - 1)}{2} G_{ij} \] (13)

where the sum of non-significant bivariate functions \( \sum_{(U_i, U_j) \in U_{ij}}^G(U_i, U_j) \) can be decomposed using Equation (3) to reduce the number of bivariate functions as follows:

\[ \sum_{(U_i, U_j) \in U_{ij}}^G(U_i, U_j) = \sum_{(U_i, U_j) \in U_{ij}}^G(U_i) + G(U_j) - G_{ij} \]

(14)

3. Statistical moments of the proposed approximation of performance functions

3.1. Moment estimation formula based on point estimating method

In order to propose a clear formula for calculating moments, the first four raw moments of \( H_G^{(k)} \) \( (k = 1, 2, 3, 4) \) are used here. \( H_G^{(k)} \) is derived from Equation (13) as follows:

\[ H_G^{(k)} = \sum_{(U_i, U_j) \in U_{ij}}^H(U_i, U_j) + \sum_{(U_i, U_j) \in U_{ij}}^H(U_i, U_j) \]

\[- (n^* - 2) \sum_{i=1}^{n^*} H_i(U_i) + H_{ij} \] (15)

where

\[ H_i^{(k)}(U_i, U_j) = E[G^k_i(U_i, U_j)], (U_i, U_j) \in U_{ij} \] (16a)

\[ H_{ij}^{(k)}(U_i, U_j) = E[G^k_i(U_i)] + E[G^k_i(U_j)] - G_{ij}, (U_i, U_j) \in U_{ij} \] (16b)

\[ H_i^{(k)}(U_i) = E[G^k_i(U_i)] \] (16c)

\[ H_{ij}^{(k)} = (n^* - 1)(n^* - 2)G_{ij}/2 \] (16d)

\( H_i^{(k)}(U_i, U_j) \) and \( H_i^{(k)}(U_i) \) \( (k = 1, 2, 3, 4) \) are the kth raw moments of the bivariate and univariate functions, respectively, which can be obtained by using the expressions of the point estimating method in standardized normal space. The approximate results of \( E[G^k_i(U_i, U_j)] \) and \( E[G^k_i(U_i)] \) in Equations (16a)-(16c) can be obtained as

\[ E[G^k_i(U_i, U_j)] \approx \sum_{a_1=1}^{m} \sum_{a_2=1}^{m} P_{a_1} P_{a_2} \{ G^k_i[U_k, \ldots, T^{-1}(u_n), \ldots, \mu_k] \} \]

(17a)

\[ E[G^k_i(U_i)] \approx \sum_{a_1=1}^{m} P_{a_1} \{ G^k_i[U_k, \ldots, T^{-1}(u_n), \ldots, \mu_k] \} \]

(17b)

Usually the number of estimating points \( m = 7 \) is applied. Then, Equations (17a) and (17b) can be used to obtain the first four raw moments of \( H_G^{(k)} \) of the performance function. Finally, the first four statistical moments, i.e., the mean \( \mu_G \), standard deviation \( \sigma_G \), skewness \( \alpha_{3G} \) and kurtosis \( \alpha_{4G} \) can be derived as

\[ \mu_G = H_G^{(1)} \] (18a)

\[ \sigma_G = \sqrt{H_G^{(2)} - \mu_G^2} \] (18b)

\[ \alpha_{3G} = \frac{H_G^{(3)} - 3H_G^{(2)}\mu_G + 2\mu_G^3}{\sigma_G^3} \] (18c)

\[ \alpha_{4G} = \frac{H_G^{(4)} - 4H_G^{(3)}\mu_G + 6H_G^{(2)}\mu_G^2 - 3\mu_G^4}{\sigma_G^4} \] (18d)

3.2. Procedure of the proposed method for moment estimation

From the preceding investigation, the procedure of the proposed method for estimating the first four statistical moments of performance functions is summarized in Figure 1.

4. Efficiency and accuracy of the proposed method

It can be observed in Equations (16b) and (16c) that the computation of the performance functions in \( H_G^{(k)}(U_i) \) will include that in \( H_G^{(k)}(U_i, U_j) \) after the decomposition, and hence, they share the same computational efforts. Therefore, the maximum number of computations of the performance functions in the proposed method is

\[ n^*_i = (m^2 + 2m)n^*_i + mn + 1 \] (19)

Upon combining with the point estimating method in Equation (1), \( n_i = n(n - 1)(m^2 - 2m)/2 + mn + 1 \) points will be required for determining the first four moments of \( G(X) \) by using the \( m \)-point estimating method, which is known as PE-BDRM. Compared with PE-BDRM, the efficiency improvement index of the proposed method can be described as:

\[ \theta = \frac{n_i - n^*_i}{n_i} \times 100\% = \left[ 1 - \frac{(m^2 - 2m)(1 - \gamma_k)(n - 1)n^* + 2mn + 2}{(m^2 - 2m)(n - 1)n + 2mn + 2} \right] \times 100\% \] (20)

Similarly, \( (mn + 1) \) points are needed for the point estimating method based on UDORM (known as PE-UDRM). According to Equation (20), the proposed method
approaches PE-UDRM when $\gamma_b$ decreases to 0%, while it is degenerated from PE-BDRM when $\gamma_b$ increases to 100%.

Besides, Equations (17a) and (17b) are approximated equations and could have small random errors. Hence, they can be rewritten as:

$$\Theta_k = \sum_{i < j} \varepsilon_{U_{ij}k} - (n - 2) \sum_{i=1}^{n} \varepsilon_{U_{ik}}$$  \hfil (22)$$

In order to assess the uncertainty of $\Theta_k$, the total variance $V_{\Theta_k}$ can be given based on Equation (23) as follows:

$$V_{\Theta_k} = \frac{1}{2} n(n - 1) V_{e,k} + n(n - 2) V_{e,k}$$

$$= \left( \frac{3}{2} n^2 - \frac{5}{2} n \right) V_{e,k}, \quad (n > 2)$$  \hfil (23)$$

where $V_{e,k}$ is the variance of $\varepsilon_{U_{ij}k}$ ($i < j$) or $\varepsilon_{U_{ik}}$, which is usually a small positive number. Here, we define $V_{\Theta_k}/V_{e,k}$ as a variance amplification factor, which increases significantly with increasing $n$, thus resulting in a huge impact on the accuracy of the output in Equation (23).

Since the decomposition errors of the non-significant bivariate functions in Equation (14) are negligible, $\Theta_k$ in Equation (22) can be modified as

\[\Theta_k = \sum_{i < j} \varepsilon_{U_{ij}k} - (n - 2) \sum_{i=1}^{n} \varepsilon_{U_{ik}}\]  \hfil (22)$$

In order to assess the uncertainty of $\Theta_k$, the total variance $V_{\Theta_k}$ can be given based on Equation (23) as follows:

$$V_{\Theta_k} = \frac{1}{2} n(n - 1) V_{e,k} + n(n - 2) V_{e,k}$$

$$= \left( \frac{3}{2} n^2 - \frac{5}{2} n \right) V_{e,k}, \quad (n > 2)$$  \hfil (23)$$

where $V_{e,k}$ is the variance of $\varepsilon_{U_{ij}k}$ ($i < j$) or $\varepsilon_{U_{ik}}$, which is usually a small positive number. Here, we define $V_{\Theta_k}/V_{e,k}$ as a variance amplification factor, which increases significantly with increasing $n$, thus resulting in a huge impact on the accuracy of the output in Equation (23).

Since the decomposition errors of the non-significant bivariate functions in Equation (14) are negligible, $\Theta_k$ in Equation (22) can be modified as
\[ \Theta_k = \sum_{(U_i, U_j) \in U_{ij}} \varepsilon_{U_i,k} + \sum_{(U_i, U_j) \in U_{ij}} \left( \varepsilon_{U_i,k} + \varepsilon_{U_j,k} \right) - (n^* - 2) \sum_{j=1}^{n^*} \varepsilon_{U_j,k} \]  

(24)

Note that the random error \( (n^* - 2) \sum_{j=1}^{n^*} \varepsilon_{U_j,k} \) as they come from the same estimation of the \( k \)th raw moment of one-dimensional functions. The corresponding total variance \( \nu_{\Theta_k} \) of the proposed method is obtained as:

To make a comparison with Equation (23), suppose \( n^* = n \) in Equation (25) (all the random variables are considered to be effective), and Equation (25) has the same expression as Equation (23) when \( \gamma_b = 0\% \). The relationship between \( n \) and \( \nu_{\Theta_k}/\nu_{U_k} \) under different decomposition rates is shown in Figure 2.

It can be observed from Figure 2 that when the approximate errors of the non-significant bivariate functions are ignored in Equation (14), the proposed method provides smaller uncertainty to the \( k \)th estimation of raw moments, especially with increasing \( n \).

In comparison to PE-UDRM, PE-BDRM can provide better accuracy when strong non-linearity or non-normality is involved as the interaction between each variable is taken into account. However, PE-BDRM still faces the problem of both accuracy and efficiency when the number of cross terms is large in the performance functions. Hence, the proposed method, from a perspective of importance measure, finds a road to achieve a balanced computational efficiency and accuracy in the estimation of moments.

5. Numerical examples

Three numerical examples are investigated to demonstrate the effectiveness and advantages of the proposed method over traditional methods. The first example uses a simple nonlinear performance function for the same.

Two typical performance functions for truss structure systems are used in the second example, which shows obvious superiority of the proposed method compared with cross-term-based methods in terms of function decomposition. Dozens of random variables are considered in the third example with an implicit performance function of a six-storey three-bay ductile frame structure.

5.1. Example 1: a simple nonlinear performance function of an annular section column

An annular section column subjected to an axial compressive load is considered (Huang and Zhang 2013), which is shown in Figure 3. The performance function is given as

\[ Z = G(X) = \frac{n^2 E}{L^2} \left\{ \frac{\pi}{64} \left[ (D + T)^4 - D^4 \right] \right\} - P \]  

(26)

where the random information about the involved variables is listed in Table 1.

According to Equation (1), the performance function in this example can be approximated as

\[ G(U_X) \approx \sum_{i<j} G(U_i, U_j) - 3 \sum_{j=1}^{s} G(U_j) + 6G_{\mu} \]  

(27)

where

\[ \sum_{i<j} G(U_i, U_j) = G(U_0, U_0) + G(U_0, U_1) + G(U_0, U_0) \]

\[ + G(U_0, U_0) + G(U_0, U_0) + G(U_0, U_0) \]  

\[ + G(U_0, U_0) + G(U_0, U_0) + G(U_0, U_0) \]  

\[ \sum_{j=1}^{s} G(U_j) = G(U_0) + G(U_0) + G(U_0) + G(U_0) + G(U_0) \]  

(28a)

\[ G_{\mu} = 1200.4 \]  

(28c)

Using Equation (4), the significant indices of each one-dimensional function can be obtained as \( \lambda_{\xi} = 0.732, \lambda_{\theta} = 0.166, \lambda_{\xi} = 0.052, \lambda_{D} = 0.018, \) and \( \lambda_{I} = 0.032. \) As it can be observed, the first two univariate functions \( G(U_0) \)

---

**Figure 2.** Comparison of variance amplification factors.
Figure 3. Annular section column.

Table 1. Random variables in Example 1.

| Variable | Description | Distribution | Mean | Standard deviation |
|----------|-------------|--------------|------|--------------------|
| E        | Elastic modulus of material | Lognormal | 203,000 MPa | 30,450 MPa |
| P        | Axial load | Lognormal | 3,000 N | 300 N |
| L        | Height of column | Normal | 2,500 mm | 30 mm |
| D        | Dimension of the section | Normal | 23.5 mm | 0.2 mm |
| T        | Dimension of the section | Normal | 4 mm | 0.1 mm |

Table 2. First four raw moments of univariate functions and non-significant bivariate functions of Example 1.

| Raw moments | \( k = 1 \) | \( k = 2 \) | \( k = 3 \) | \( k = 4 \) |
|-------------|-------------|-------------|-------------|-------------|
| \( h_1^k \) (\( U_k \)) | 1200.4 | 1837908.7 | 327648686.1 | 6583555465351.9 |
| \( h_2^k \) (\( U_k \)) | 1200.4 | 1530935.6 | 2023018001.9 | 2750388263629.0 |
| \( h_3^k \) (\( U_k \)) | 1205.4 | 1481502.6 | 1855238125.7 | 2365860805786.1 |
| \( h_4^k \) (\( U_k \)) | 1201.2 | 1452447.3 | 1767885392.7 | 2165791191199.5 |

Table 3. First four raw moments of significant bivariate functions of Example 1.

| Raw moments | \( k = 1 \) | \( k = 2 \) | \( k = 3 \) | \( k = 4 \) |
|-------------|-------------|-------------|-------------|-------------|
| \( h_{12}^k \) (\( U_k, U_l \)) | 1200.4 | 1927909.6 | 35659844476.9 | 7472018573749.9 |
| \( h_{13}^k \) (\( U_k, U_l \)) | 1205.4 | 1880071.2 | 3427136602.1 | 7087158654503.5 |
| \( h_{14}^k \) (\( U_k, U_l \)) | 1201.2 | 1849784.0 | 3318808084.2 | 6736884585428.7 |
| \( h_{23}^k \) (\( U_k, U_l \)) | 1201.1 | 1857281.9 | 3350401921.2 | 6845635153110.4 |

Using Equation (10), the significant indices of each bivariate function can be obtained as \( K_{EP} = 0.225 \), \( K_{EL} = 0.196 \), \( K_{ED} = 0.188 \), \( K_{LT} = 0.191 \), \( K_{PL} = 0.055 \), \( K_{PD} = 0.046 \), \( K_{N} = 0.049 \), \( K_{LO} = 0.018 \), \( K_{LT} = 0.021 \), and \( K_{PT} = 0.012 \). According to Equation (11), the classification boundary for two-dimensional functions can be calculated as

\[
K = 2/\left[ n^* (n^* - 1) \right] = 0.1
\]

(29)

\( G(U_k, U_l), G(U_k, U_l), G(U_k, U_l), G(U_k, U_l), G(U_k, U_l), G(U_k, U_l), G(U_k, U_l), \) and \( G(U_k, U_l) \) are then identified as the non-significant bivariate functions. Based on Equation (13), the decomposed performance function with a decomposition rate of \( \eta = 60\% \) can be rewritten as

\[
G(X) \approx G(U_k, U_l) + G(U_k, U_l) + G(U_k, U_l) + G(U_k, U_l) + G(U_k, U_l)
\]

(30)

According to Equations (16a-d) and (17a-b), the first four raw moments of both one- and two-dimensional functions could be obtained, which are presented in Tables 2 and 3, respectively. According to Equations (18a-d), the first four statistical moments of Equation and there is no ineffective variable in this case (that is, \( n^* = n = 5 \)).
(26) and the number of the computations of the performance function can be obtained as listed in Table 4 together with those determined from different methods, namely MCS, PE-BDRM, PE-UDRM and ABDRM for judging cross terms (Fan, Ang, and Li 2016). The results of MCS are taken from $10^6$ runs as the benchmark values for comparison.

It can be observed from Table 4 that (1) although the PE-UDRM is very efficient, its predicted skewness is far away from the benchmark value due to the existence of cross terms in Equation (26); (2) the results obtained from both the PE-BDRM and the proposed method are almost the same with the same benchmark values; and (3) the computational effort of the proposed method is reduced with an efficiency improvement index of $\vartheta = 54.5\%$; (4) because there are 6 different cross terms in the performance function, the decomposition rate of ABDRM is 40% (smaller than 60% in the proposed method), and the proposed method is more efficient in this example.

### 5.2. Example 2: performance functions of truss structures containing multiple failure modes

The second example considers performance functions corresponding to truss structures (see Figure 4) having multiple failure modes. Two cases of the example are considered: (a) a simple brittle truss (non-series system) and (b) an elastoplastic truss with two stories and one bay (series system). The statisticals information about the strength and load of the member is listed in Table 5.

For the truss in case (a), the corresponding performance functions for each of the failure modes are given as follows (Zhao and Ang 2003):

$$g_1 = \max \left[ W_1 - 1.127P_1 + 0.826P_2, \min \left( W_2 - \frac{4}{3}P_1, W_3 - \frac{3}{4}P_2, W_4 - \frac{5}{4}P_2, W_5 - \frac{5}{3}P_1 + \frac{5}{4}P_2 \right) \right]$$

(31a)

$$g_2 = \max \left[ W_2 - 0.206P_1 - 0.826P_2, \min \left( W_1 - \frac{4}{3}P_1, W_3 - \frac{3}{4}P_2, W_4 - \frac{5}{4}P_2, W_5 - \frac{5}{4}P_2 \right) \right]$$

(31b)

$$g_3 = \max \left[ W_3 - 0.155P_1 + 0.13P_2, \min \left( W_1 - \frac{1}{3}P_1, W_2 - P_2, W_4 - \frac{5}{3}P_1 \right) \right]$$

(31c)

$$g_4 = \max \left[ W_4 - 1.409P_1 - 0.217P_2, \min \left( W_1 - P_2, W_2 - \frac{4}{3}P_1 - P_2, W_3 - P_1, W_5 - \frac{5}{3}P_2 \right) \right]$$

(31d)

| Methods          | Number of evaluations | Mean $\mu_E$ (R.E.) | Standard deviation $\sigma_E$ (R.E.) | Skewness $\alpha_E$ (R.E.) | Kurtosis $\alpha_{4E}$ (R.E.) |
|------------------|-----------------------|----------------------|--------------------------------------|--------------------------|-------------------------------|
| PE-UDRM          | 36                    | 1206.9 (0.07%)        | 736.34 (0.28%)                       | 0.209 (28.67%)           | 3.263 (2.94%)                 |
| PE-BDRM          | 385                   | 1206.9 (0.07%)        | 738.12 (0.04%)                       | 0.293 (0.00%)            | 3.342 (0.59%)                 |
| ABDRM            | 245                   | 1206.9 (0.07%)        | 738.12 (0.04%)                       | 0.293 (0.00%)            | 3.342 (0.59%)                 |
| The proposed     | 175                   | 1206.9 (0.07%)        | 738.12 (0.04%)                       | 0.293 (0.00%)            | 3.342 (0.59%)                 |
| MCS              | $10^6$                | 1207.7               | 738.38                               | 0.293                    | 3.362                         |

R.E. = relative error compared to MCS.

![Figure 4](image-url)  
(a) A brittle truss  
(b) A elastoplastic truss

**Figure 4.** Two truss structures with multiple failure modes (Example 2).
Table 5. Random variables in Example 2.

| Case | Variable | Distribution | Mean | Coefficients of variation (COV) |
|------|----------|--------------|------|---------------------------------|
| (a)  | $W_1$, $W_2$ | Normal | 40 t | $0.15$ |
|      | $W_3$ | Normal | 10 t | $0.15$ |
|      | $W_4$, $W_5$ | Normal | 20 t | $0.15$ |
|      | $P_1$, $P_2$ | Gumbel | 7 t | $0.3$ |
|      | $P_3$, $P_4$ | Gumbel | 2 t | $0.2$ |
| (b)  | $T_{5s}$, $T_{6s}$, $T_{7s}$ | Lognormal | 88 kip | $0.2$ |
|      | $T_{8s}$ | Lognormal | 44 kip | $0.2$ |
|      | $T_{9s}$, $T_{10s}$ | Lognormal | 44 kip | $0.2$ |
|      | $F_1$, $F_2$ | Gumbel | 10 kip | $0.2$ |
|      | $F_3$, $F_4$ | Weibull | 10 kip | $0.4$ |

$$g_5 = \max \left[ W_5 - 0.258P_1 + 0.217P_2, \min \left( W_1 - \frac{4}{3} P_1 + P_2, W_4 - \frac{5}{3} P_1 \right) \right]$$

(31e)

The performance function can be defined as the minimum of the above, i.e.,

$$G(X) = \min\{g_1, g_2, g_3, g_4, g_5\}$$

(32)

The proposed procedure is performed for Equation (32) and the number of effective variables is obtained as $n^* = 4$, which means that $W_1$, $W_2$ and $W_5$ can be deemed to be constant (taken their mean values). The computational results are presented in Table 6. It can be observed that: (1) the proposed method provides results almost similar to those of PE-BDRM, and the efficiency of the proposed method is greatly improved with an efficiency improvement index of $\Theta = 80.25\%$; and (2) the results of the proposed method are closer to those of MCS than those of PE-UDRM; (3) because there are no cross terms in this performance function, ABDRM is equivalent to PE-UDRM.

For the elastoplastic truss structure in Case (b), the performance functions corresponding to the eight most likely failure modes are given below as per the work of Ono et al. (1990).

$$g_1 = 0.7071T_3 + 0.7071T_5 - 2.2F_1$$

(33a)

$$g_2 = T_6 + 0.7071T_{10} - 1.2F_1 - F_2$$

(33b)

$$g_3 = T_3 + 0.7071T_5 + 0.7071T_{10} - 2.2F_1$$

(33c)

$$g_4 = T_8 + 0.7071T_{10} - 1.2F_1$$

(33d)

$$g_5 = T_6 + T_7 - 1.2F_1$$

(33e)

$$g_6 = T_3 + 0.7071T_5 - 1.2F_1 - F_2$$

(33f)

$$g_7 = 0.7071T_9 + 0.7071T_{10} - 1.2F_1$$

(33g)

$$g_8 = T_1 + 0.7071T_5 - 3.4F_1 - F_2$$

(33h)

Then, the performance function is defined as

$$G(X) = \min\{g_1, g_2, g_3, g_4, g_5, g_6, g_7, g_8\}$$

(34)

Despite none of the modes is significantly dominant, there exists both significant and ineffective variables ($n^* = 8$) in $G(X)$ according to the importance measure analysis. The computational results are summarized in Table 7, which reveals that the proposed method can achieve a good balance between accuracy and efficiency.

Table 8 shows the results obtained by changing the coefficients of variation (COV) of $F_1$ as 0.3, 0.4 and 0.5. The results again demonstrate that the proposed method can achieve a good balance between accuracy and efficiency, and it can also provide robust results when the COV of random variables varies from 0.2 to 0.5.

5.3. Example 3: an implicit performance function of six-storey three-bay ductile frame system

The third example considers a six-storey three-bay frame under concentrated lateral loads as illustrated in Figure 5. The statistical properties of 28 random variables ($n = 28$) including member strengths ($M_1, \ldots, M_{22}$) and loads ($S_1, \ldots, S_6$) are listed in Table 9.

The performance function for this example is expressed as

$$G(M, P) = \ln(\lambda(M_1, \ldots, M_{22}, S_1, \ldots, S_6))$$

(35)

where $\lambda(M, P)$ is the load factor, which can be obtained from the analysis of structural limit using the Compact Procedure (CP) (Aoyama 1988).

After the filtering process, 16 random variables having almost no effect on the outcome of the performance function can be eliminated ($n^* = 12$). The first four moments obtained by different methods are presented in Table 10. It can be observed in Table 10 that: (1) PE-UDRM is found again to be very efficient. However, the predicted skewness and kurtosis are far away from those of MCS; (2) compared with PE-BDRM, the efficiency improvement of the proposed method is

Table 6. Results of case (a) of Example 2.

| Method     | Number of evaluations | Mean $\mu_0$ (R.E.) | Standard deviation $\sigma_0$ (R.E.) | Skewness $\alpha_{sk}$ (R.E.) | Kurtosis $\alpha_{k}$ (R.E.) |
|------------|----------------------|---------------------|-------------------------------------|-----------------------------|-----------------------------|
| PE-UDRM   | 50                   | 8.897 (3.17%)       | 3.687 (3.00%)                       | $-0.401$ (31.10%)          | 3.984 (5.17%)               |
| PE-BDRM   | 785                  | 9.273 (0.93%)       | 3.809 (0.21%)                       | $-0.375$ (22.50%)          | 3.887 (2.61%)               |
| Proposed  | 155                  | 9.273 (0.93%)       | 3.809 (0.21%)                       | $-0.375$ (22.50%)          | 3.888 (2.64%)               |
| MCS       | 10                  | 9.188               | 3.801                               | $-0.306$                   | 3.788                      |
obvious (θ = 93.06%) with a decomposition rate of γ_θ = 94.44%, and the results of the method are closer to those of MCS.

Table 7. Results of case (b) of Example 2.

| Method          | Number of evaluations | Mean μ_G (R.E.) | Standard deviation σ_G (R.E.) | Skewness α_3G (R.E.) | Kurtosis α_4G (R.E.) |
|-----------------|-----------------------|-----------------|-------------------------------|----------------------|----------------------|
| PE-UDRM        | 85                    | 30.589 (3.92%)  | 8.412 (11.55%)                | −0.017 (86.61%)      | 2.282 (25.20%)       |
| PE-BDRM        | 2395                  | 28.575 (2.92%)  | 6.635 (12.01%)                | −0.109 (14.17%)      | 4.731 (55.06%)       |
| Proposed method| 225                   | 29.672 (0.80%)  | 7.399 (1.88%)                 | −0.194 (52.76%)      | 3.420 (12.09%)       |
| MCS            | 10^7                  | 29.436          | 7.541                         | −0.127               | 3.051                |

Table 8. Results Example 2 with different COVs of F1.

| COV of F₁  | Method     | Number of evaluations | Mean μ_G | Standard deviation σ_G | Skewness α_3G | Kurtosis α_4G |
|------------|------------|-----------------------|----------|------------------------|---------------|---------------|
| 0.3        | PE-UDRM    | 85                    | 30.568   | 8.869                  | −0.098        | 3.021         |
|            | PE-BDRM    | 2395                  | 28.412   | 7.389                  | −0.167        | 4.894         |
|            | Proposed method | 225              | 29.606   | 7.966                  | −0.222        | 3.613         |
|            | MCS        | 10^7                  | 29.333   | 8.167                  | −0.363        | 3.416         |
| 0.4        | PE-UDRM    | 85                    | 30.466   | 9.633                  | −0.297        | 3.567         |
|            | PE-BDRM    | 2395                  | 28.269   | 8.306                  | −0.381        | 5.952         |
|            | Proposed method | 225              | 29.331   | 9.023                  | −0.466        | 4.632         |
|            | MCS        | 10^7                  | 29.235   | 9.107                  | −0.508        | 4.363         |
| 0.5        | PE-UDRM    | 85                    | 30.359   | 10.612                 | −0.595        | 4.750         |
|            | PE-BDRM    | 2395                  | 27.951   | 9.534                  | −0.666        | 7.305         |
|            | Proposed method | 225              | 29.013   | 10.198                 | −0.716        | 5.967         |
|            | MCS        | 10^7                  | 29.074   | 10.242                 | −0.815        | 5.734         |

Figure 5. A six-storey three-bay ductile frame structure for Example 3.
6. Concluding remarks

The focus of this study was to evaluate the statistical moments for structural performance functions in an accurate and efficient way. On the basis of dimension-reduction methods, a novel method combined with importance measure analysis is proposed. In this method, the approximated performance function based on BDRM is optimized through the decomposition of non-significant bivariate functions, which are identified according to the proposed classification criterion. Point estimating method is applied to calculate the first four moments of the proposed performance function, in which the computational efficiency and estimating errors are also analyzed. Three examples, including non-linear, piecewise and implicit performance functions which usually relate to complex, systematic and multivariable structural reliability problems, are investigated to illustrate the efficiency and accuracy of the proposed method. Besides, PE-UDRM and PE-BDRM are also carried out for comparison, together with MCS providing some benchmark results. The work can be concluded as:

1. PE-UDRM, without any bivariate function, usually provides poor results in estimating moments of many non-linear and non-normal performance functions as the interactions between two random variables are ignored.
2. Although PE-BDRM considers the effectiveness of cross terms in the performance function, it still faces intricate difficulties in efficiency when the number of involved bivariate functions increases.
3. With high accuracy, the proposed method reduces the number of bivariate functions in most cases, and hence it becomes more efficient than PE-BDRM;

4. The proposed method makes the total variance of random errors, caused by the point estimating method, smaller than PE-BDRM, especially with increasing number of variables.

In summary, the proposed method maintains a good balance between PE-BDRM and PE-UDRM by using a simple importance measure analysis. The proposed method is expected to be a useful tool in structural reliability analysis. Based on the proposed performance function, further investigations can be made to improve the accuracy and efficiency when different point selection methods are used (e.g., the sparse grid stochastic collocation method and the number-theoretic method).
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### Table A1. The estimating points \( u_k \) and weights \( P_k \) in a standard normal space (\( m = 7 \)).

| Estimating points \( u_k \) | 1 | 2 | 3 | 4 |
|-----------------------------|---|---|---|---|
| \( u_1 \)                  | 1.1544054 | 0.0 |
| \( u_2 \)                  | 2.3667594 | 0.0 |
| \( u_3 \)                  | 3.7504397 | 0.0 |
| \( u_4 \)                  | 5.482691 | 0.0 |
| Weights \( P_k \)          | 0.0 | 0.0 | 0.0 | 1.0 |
| \( P_1 \)                  | 5.482691 | 0.0 | 0.0 | 0.0 |
| \( P_2 \)                  | 1.05771 | 0.0 | 0.0 | 0.0 |
| \( P_3 \)                  | 1.1544054 | 0.0 | 0.0 | 0.0 |
| \( P_4 \)                  | 2.3667594 | 0.0 | 0.0 | 0.0 |
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### Appendix. The estimating points and weights in standardized normal space

According to Zhao and Ono (2000), the estimating points in a standard normal space \( u_k (k = 1, \ldots, m) \) and the corresponding weights \( P_k \) can be expressed as:

\[
 u_k = \sqrt{2} x_k, \quad P_k = \frac{w_k}{\sqrt{m}}
\]
where $x_k$ and $w_k$ are the abscissas and weights for the Hermite integration with the weight function $\exp(-x^2)$ that can be found in Abramowitz and Stegun (1972). For convenience, the abscissas and corresponding weights of a seven-point estimate ($m = 7$) in a standard normal space (Zhao and Ono 2000) are listed in Table A1.