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Abstract—The fourth industrial revolution, or industry 4.0, has recently become an important topic in the manufacturing context. This standard-based strategy integrates Smart Factories, Cyber-physical Systems, the Internet of Things, and the Internet of Service with the aim of extending the capacity of manufacturing systems. Although several authors have presented the advantages of this approach, few papers refer to an architecture that allows the correct implementation of industry 4.0 applications using the guidelines of the reference architecture model (RAMI 4.0). This article exposes the essential characteristics that allow a manufacturing system to be retrofitted to become an industry 4.0 application. Specifically, an intelligent manufacturing system based on a holonic approach was developed and implemented using standards like FDI, AutomationML and OPC UA according to the RAMI 4.0 model.
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1 Introduction

Considering industry is a core element of the value chain and a crucial component in the technological development, job creation and economic stability of a country [1], the traditional industrialized countries have assumed a leading role in the fourth industrial revolution, or Industry 4.0, as a strategy to confront new requirements in the global market and position themselves more competitively against emerging countries [2]. This strategy has been planned to offer new potential to the manufacturing industry such as meeting individual customer requirements, optimizing decision-making and adding new product capacities [3].

A well supported definition of industry 4.0 is presented by Hermann in [4] as: “Industrie 4.0 is a collective term for technologies and concepts of value chain organization. Within the modular structured Smart Factories of Industrie 4.0, Cyber-Physical Systems (CPS) monitor physical processes, create a virtual copy of the physical world and make decentralized decisions. Over the IoT (Internet of Things), CPS communicate and cooperate with each other and humans in real time. Via the IoS (Internet of Services), both internal and cross-organizational services are offered and utilized by participants of the value chain”.

According to the definition presented, four mean elements or fundamental technologies in Industry 4.0 are recognized: 1) Smart Factories, 2) Cyber-physical systems,
3) the Internet of Things, and 4) the Internet of Service. Next, a more detailed description of each item is given as follows.

Several definitions have been presented for the Smart Factories, according to [3] “Smart Factories are a key part of Industry 4.0. In these systems, humans, machines and resources communicate with each other, naturally emulating a social network.” According to [5], factories develop intelligent control autonomously through intelligent elements using holistic digital manufacturing and production models. According to [4], an intelligent factory can be defined as a factory where CPS communicate through the IoT and assist people and machines in the execution of their tasks.

Generally, CPS can be defined as systems that link the cyber world of computing and communication with the physical world [6]. According to [7], CPS are embedded in software systems in which:

- They record data directly using physical sensors and perform physical processes using actuators.
- Evaluate and keep recorded data, and actively or proactively interact with both the physical world and the digital.
- Are connected to each other and to global networks through digital communication facilities (wireless and/or wired local and/or global)
- They use globally available data and services.
- They have a series of dedicated, multimodal, human-machine interfaces.

The IoT refers to the network interconnection of everyday objects [8]. One of the objectives of the IoT is that objects interact with each other and cooperate with neighboring components to achieve common goals [9]. According to [10], in the context of industry 4.0, the IoT serves to integrate the CPS in production and logistics end to end.

The IoS has the vision to enable service providers to offer services via the Internet [11]. According to [12], “in industry 4.0, the CPS, the hardware and software are represented as services” this way of conceiving the elements "allows a new form of dynamic variation distribution in individual activities of the value chain" [13].

Using the IoS in industry 4.0 implies that the elements of the value chain adopt a service-oriented architecture (SOA), which requires a platform for networking and a series of layers in each element than can be accessed as services from other elements.

Technology trends presented before have been widely developed individually but integrated in the context of Industry 4.0. This integration has been planned to be based on existing standards, approaches and methods, which are represented in a three-dimensional model where each axis represents an aspect in the Industry 4.0 context. This model is known as “Reference Architecture Model Industrie 4.0” (RAMI4.0) which was presented by the VDI/VDE Society for Measurement and Automatic Control (GMA) in 2015 as a reference to “permits step by step migration from the world of today to that of 14.0, and the definition of application domains with special stipulations and requirements”[14].

The RAMI 4.0 is shown in Figure 1. On the vertical axis, layers are used to represent the complex IT perspective as a composition of smaller manageable parts. In the left horizontal axis, the product life-cycle management is represented; this layer is
Fig. 1. Reference Architecture Model Industrie 4.0 (RAMI4.0)

based in the IEC 62890 standard. In the right-hand horizontal axis, the roles and responsibilities within the factory or plant are represented; this composition represents a functional hierarchy based on the IEC 62264 standard but adding the elements “Connected World”, “Field Device” and “Product” to extend the standard to the functionalities of Industry 4.0.

RAMI 4.0 includes the definition of the Industry 4.0 Component (I4.0 Component), which aims to describe in more detail the properties that CPS must meet in Industry 4.0 [15]. Also, the “administration shell” is described as a key element, which turns an object or asset into an I4.0 Component [16] enabling storage of properties and states in the virtual world and the ability to share this data with other components through I40 complaint communication. In Figure 2, an example of an I4.0 Component, shows the integration of an asset (Machine) with its Administration Shell. This example illustrates that the administration shell is the element where the communication layer, information layer, functional layer and business layer are deployed [17].

Although RAMI 4.0 represents a cornerstone for the development of projects in Industry 4.0, it is only focused on the definition of rules for the implementation of I4.0 applications on a high level point of view, and knowing that each manufacturing system requires a different, special development according to their specific requirements. Therefore, it is necessary to integrate the RAMI4.0 with other strategies to reach a complete I4.0 application development.

Despite many articles about Industry 4.0 applications being published since the RAMI 4.0 was presented in 2015, few of them use the standards defined in RAMI 4.0. Firstly, there are applications or proposals that do not use standards and nor define a system architecture such as in [18][19]. Secondly, there are projects which propose a
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system architecture but do not integrate the standards such as in [20, 21, 22] where they propose the use of AutomationML and OPC UA as future work. Finally, there are projects which define a system architecture and integrate some standard such as in [23] which only use OPC UA. As a response to this lack of integration between the development of I4.0 applications and the standards of the RAMI 4.0, this article integrates the proposal of a system architecture for product-driven manufacturing with some standards of the RAMI 4.0 for system deployment, using OPC UA for the implementation of the communication layer, FDI for the information and functional layer, and AutomationML for the end-to-end engineering. This integration is presented in an application example.

The next sections of this article present a proposal for the development of an I4.0 application including the initial system architecture, followed by the dynamic behavior and roles of each element of the system defined by a holonic, multi-agent approach. Finally, the structure and dynamic proposal is integrated to the RAMI4.0 implementation rules.

2 Architecture for I4.0 Applications

In this section, a general architecture that allows the execution of product-driven manufacturing for industry 4.0 is presented. First, the core elements needed by the architecture are determined and, subsequently, the relationships between the elements are defined and finally a model of the architecture and its interactions is presented.

2.1 Implementation restrictions

As expressed in section 1, RAMI4.0 is focused on the definition of rules for the implementation of I4.0 applications. This means the applications must follow the restrictions presented in RAMI 4.0 to fulfill the established standards.

Additionally, the “reference model of Industrie 4.0 Service Architecture” (RM-SA) [24] have to be considered. This specification presents an implementation guideline for technology-independent services in the communication, information and functional layer of RAMI 4.0 in order to achieve interoperability between I4.0 Components.
2.2 Holonic representation of the I4.0 Application

An I4.0 system can be described as the integration of I4.0 Components, which have the following properties:

- The components of the same level can interact and cooperate with each other to meet common and individual goals.
- Each component may be composed by other components of a lower level and be a part of a higher level component (i.e. logical nestability property of I4.0 Components)
- All have the same fundamental internal structure but with different roles.

These properties are similar to the concept of a holon and holarchy presented in [25], this means, an I4.0 system can be represented as a holarchy composed of I4.0 Components as the holons. Therefore, the architecture of I4.0 systems can be developed by following the architecture of the holonic manufacturing system (HMS).

Typically, the holons are implemented using intelligent agents to accomplish the logic functionality, in the context of this article, the term agent or intelligent agent refers to a entity able to perceive their environment, process such perceptions and respond or act in their environment in a rational way. The rationality of the artificial agent is implemented in an agent program that maps perceptions to actions and is designed using artificial intelligence (AI). This agent program runs on a computing device, which is called the architecture of the agent. A set of agents that cooperate to achieve a common goal is called a multi agent system (MAS).

Firstly, it has been found that some HMS architectures have internal holon representation similar that the internal structure of the I4.0 Component (Figure 2). In Figure 3, the contrast between the I4.0 Component and holons of two HMS architectures are presented. The first HMS is known as ADACOR (ADAptive holonic COntrol aRchitecture) [26] and the second is an agent-based HMS [27]. As can be seen, both architectures have a virtual component associated to a physical resource, just as the administration shell is associated to the asset in the I4.0 Component. According to this structure and following the requirements of the RAMI 4.0, the holon’s logic can be performed by an agent in charge of managing, publishing and providing services, and it can be deployed as part of the functional layer [28].

Then, the relationships between the elements is established by defining the roles of each holon to accomplish a desired functionality. In a manufacturing system, the function of the system is to produce a transformation from material to products in order to generate added value. Considering this, an adaptation of holon's roles defined in PROSA (Product-Resource-Order-Staff Architecture) [29] and ADACOR HMS are proposed defining three types of holons:

1. Resource Holon (Hr): Which represents each process resource such as machines, robots, CNC, stations, warehouses or transport elements. The Hr is composed of both the physical component (hardware) and the control component (software).
2. Product Holon (Hp): Which represents each intelligent product or matter that has the capacity to store the list and order of processes (services) that must be executed.
to complete its transformation according to the requirements of the client, and share it with other holons.

3. Coordinator Holon (Hc): Which represents a computational element able to request the state of the holons and evaluate the best sequence available processes to comply with the transformation of the Hpr using the available Hr. The computational system is integrated to a transport system that is in charge of applying the made decisions, moving the pieces (physical part) of the Hpr to where it corresponds.

The hierarchy layer of the RAMI 4.0 can be represented as a holarchy through logical nestability property of I4.0 Components, where a single element in any level of the hierarchy can be a Hr that responds to requests of the Hp, and is a part of a subsystem coordinated by a Hc. The same element can be a whole subsystem represented by a Hc that manages the Hr nested to it in order to accomplish the requests of the Hp in the best possible way.
The implementation of this dual functionality is performed using agents as shown in Figure 4, where the I4.0 Components composing a work center in charge of the preparation of custom paints is represented. In this example, the administration shell of the mixing station is nested to the work center and contains a Hr-agent that responds to Hr reactive logic as part of its functional layer. The same station also contains two mixers, which are managed using a search algorithm performed by the Hc-agent of the station, which is deployed in its functional layer.

As mentioned before, for an I4.0 Component, both the Hr-agent and the Hc-agent can be part of the functional layer to be according to [14], where it specifies that decision-making logic is generated inside the functional layer. Despite that, there are differences between the agents. The decision-making logic in the Hr-agent corresponds to reactive planning algorithms that manage the services in the functional layer. This is provided directly by the asset through an assessment of the request and it decides the service, or sequence of services that should be provided. On the other hand, the decision-making logic in the Hc-agent corresponds to a search algorithm which manages the services in the functional layer that can be provided by the logically nested I4.0 Components. This search algorithm evaluates the components’ state in real-time and selects the component that should provide the service. In other words, the Hr-agent responds to a service request when there is a single provider (the asset) and the Hc-agent responds to a service request when there are several providers (the nested I4.0 Components).

Fig. 4. Example of I4.0 system using agent for the implementation of the holonic functionality.
The Hp can be active or passive depending of the capacities of the smart product or material. In the case of a material capable of only storing data locally (e.g. with a RFID tag), it can require the services of Hr or Hc by sharing an ID (identification) and then de agents will search for the respective manufacturing plan in a database or repository. If the material has processing and communication capabilities, it will be able to request the corresponding service directly from the Hc or Hr. To make this possible, the Hp must be uniquely identifiable and have a data base associated locally or in a remote repository. According to RAMI 4.0, the products can be represented as I4.0 Components and also have its own Administration Shell.

2.3 Interaction between components

As presented in the previous section, the interaction between the holons is performed using a service orientation approach. To be considered as an application, I4.0 should be implemented following the RM-SA [24]. The detailed description of the set of services defined in RM-SA is out of the scope of this article, but a set of proposed services user/providers interactions for product-driven manufacturing is presented below.

In Figure 5, a sequence of interactions between the holons is presented. In this representation, the composition of the mixing station in Figure 4 is detailed and the Hp is added. The holons are represented as the integration of a physical and virtual component. The physical components are the mixers, the transport system and the product, and the virtual components are the Hr-agent, the Hc-agent and the data base for the Hr, Hc, and Hp respectively.

![Fig. 5. Interaction model between the holons in the mixing station.](image)
First, interaction 1 is a request from the Hp to the Hc for a transportation service; this request is performed between virtual components but triggered by an event between the physical components. Interaction 2 is a request of state information from the Hc to the Hr, this information is used by the HC-agent to feed the search algorithm and decide the target Hr in the transportation. Interaction 3 is the response of the Hc to the request of the Hp providing the transportation service. This step involves a physical interaction between the transport system and the product. After the transportation, interaction 4 occurs, where the arrival of the product to the resource triggers a request of transformation services from Hp to Hr. To respond to this request, the Hr-agent evaluates the transformation required (manufacturing process) using the reactive planning algorithm and the process finishes with interaction 5 applying the physical transformation to the product. Finally, the Hr delivers the product to a corresponding transport system, in this example, to the packing station (Figure 4).

3 Implementation Procedures

As an application example, the system presented in the Figure 5 (mixing station) is implemented following the RAMI 4.0 guidelines. The mixing station is an electro-pneumatic didactic system and is part of the Laboratory of Mechatronics in the Universidad del Valle, the system is shown in Figure 6.

![Mixing station with mixing machines and complementary elements.](http://www.i-joe.org)
3.1 Standards and resources for the implementation based on the RAMI 4.0.

The standards and the tools chosen for the implementation of the components of the RAMI 4.0 are presented next:

Integration layer; the integration layer is implemented using a Raspberry Pi 3 [30] and a Codesys® Emulator [31] to deploy the control algorithm and integrate the virtual world with the physical world by reading the sensors and controlling the actuators.

Communication layer; the RAMI 4.0 specifies OPC UA (IEC 62541 standard) [32] as the only approach for this layer. For the deployment of the OPC UA servers and client, open62541 is used. This is an open source C (C99).

Information and functional layer; the Field Device Integration (FDI) standard (IEC 62769 standard) [33] was selected as the approach for the implementation of these two layers, this FDI standard uses the Electronic Device Description Language (EDDL) to specify the parameters and functionality of the device [34]. The FDI Package information can also be easily mapped to the OPC UA information model using the mapping rules described in [35][36].

End-to-end engineering; the most used and well supported standard for the implementation of the end-to-end engineering as part of the information layer has been AutomationML (Automation Markup Language), which is standardized in IEC 62714 [37]. Several articles have been published presenting the combination of AutomationML and OPC UA as an ideal approach for meeting interoperability during the engineering phase [38][39][40]. This standard integrates other standards like CAEX, COLLADA and OpenPLC, which aids the interchange and visualization of engineering data like geometry, kinematics and control flow. For this application example, an AutomationML representation of the mixer station is developed using the AutomationML Editor tool, then, the mapping to the OPC UA information model is performed using the mapping rules described in [41].

3.2 Procedure for accomplishing interoperability between the I4.0 Components

To guarantee the correct communication and understanding between the components of the system, it is necessary to define a common semantic and a communication channel. The integration of FDI, AutomationML and OPC UA have huge potential to be the future approach for industrial interoperability both horizontally (between systems) and vertically (throughout each system), this composition is represented in Figure 7, where the integration between the semantic and communication channel is enabled by mapping data representation to the information model of OPC UA. Additionally, both the server and client side should perform a procedure to publish and request the information respectively. Thereby making use of the standardized information.
In the Figure 8, a proposed procedure for managing information on both the client and server side is presented. On the server side, three functions are defined; first, the information is restructured to FDI and AutomationML format resulting in the corresponding XML files, then, these files are mapped to the OPC UA information model using the mapping rules resulting in a XML definition of the address space, finally, the OPC UA server plush the information importing the XML.

On the client side, the first function is in charge of browsing or discovering the corresponding server, then, a second function browse for the desired information according to the mapping rules inside the server, finally, the information is structured in a FDI or AutomationML format and saved or used for the client side component.

Figure 8 also shows that all functions, both server and client side, use a common know semantic. This semantic is provided by the standards and represents a key element for the interoperability in an I4.0 System.

Fig. 7. Roles and relationships between OPC UA, FDI and AutomationML.

Fig. 8. Process to accomplish interoperability using OPC UA, FDI and AML.
3.3 Application example implementation

In this section, the previous standards, tools and procedures are applied to the mixing station in Figure 6 according to the procedure of the Figure 8.

**Implementation of the information and functional layer using FDI.** Figure 9 shows the DeviceSet component of the FDI representation for the mixing station and a mixing machine (Mixer 1). The internal component of the mixing station and the mixing machine are including in the SubDevice object of each device.

![FDI representation of Mixing station and Mixing machine 1.](image)

As can be seen, the transport service called *Move_to_Mix* of the mixing station and the transformation service called *Mix* in the mixing machine are components of the ActionSet object of each device. This object is responsible for providing the services (actions) through the *InvokeAction* method, which, from an event in the communication layer (method call), creates an event in the information layer that is linked to a service in the functional layer thereby meeting the requirement in RAMI4.0 that sets that events may only be exchanged between two adjacent layers and within each layer.

The **He-Agent** and the **Hr-Agent** are represented in the FDI information model as a functional group element that for the case of the mixing station nests the *Transportation_Services* functional group, which refers an organize reference to the *Move_to_Mix* action. In the case of the mixing machine, the **Hr-Agent** functional
group nests the Transformation Services functional group, which refers an organize reference to the Mix action in the ActionSet. Additionally, it includes a State Information functional group that organizes variables and parameters that can be required by the Hc-Agent to make decisions or resolve conflicts. This way of defining the agents allows users to search for functional groups that are identical to all devices and find the corresponding transportation or transformation services that are particular of each device.

Representation of the system using AutomationML is developed using the AutomationML Editor, where a complete representation of the system using AutomationML standard is permitted. Figure 10 shows the developed model. This representation can be used in several applications like design, maintenance, and 3D visualization using COLLADA attached files.

![AutomationML representation of the mixing machine.](http://www.i-joe.org)

Mapping to OPC UA information model and publication in server applying the mapping rules to the models of the Figure 9 and 10. This task can be done manually using OPC UA modeling tools, however, if the system is complex this can be tedious and lead to errors. Because of this, the development of tools for automatic generation of XML address space from the models of FDI and AutomationML in XML format is recommended.

After mapping, the address space is published using an open62541 server and in order to validate the correct deployment of the information model the UaExpert client
is used to browse and visualize the server address space. In Figure 11, the resulting address spaces of the AutomationML and FDI representation of the mixing station and the FDI representation of the mixing machine 1 are presented.

**Fig. 11.** Servers address space for the mixing station and mixing machine.

**Implementation of the Hp** is performed considering that the physical products are paints of custom color, which is a fluid material and therefore cannot carry information in an electronic device by itself. For this reason, a smart container is designed which has an NFC tag that triggers the communication between the holons at the moment its ID is read by the transport system or the mixing machines. With this ID the corresponding holon can connect to the product’s administration shell and initiate the interactions presented in Figure 5. At the packaging station, the paint is passed to a container suitable for the customer and the smart container is washed and reprogrammed to pass back along the process.
4 Conclusion

The use of a standard-based reference architecture as a cornerstone for the implementation of industry 4.0 applications allowing researchers to guarantee interoperability between systems even if they have been developed using different approaches and are geographically dispersed. This allows both horizontal and vertical integration of the smart factories to be accomplished, and the development of scalable solutions.

In this article, it was demonstrated that a traditional manufacturing system can be retrofitted to meet the requirements of industry 4.0 without having to change all the technology within the system. By adding a virtual representation through the administration shell and using standardized tools for the implementation of specific domain strategies, such as the HMS in this article, this approach may allow the system to perform not only intelligent manufacturing, but also to extend its performance to include tools of data analysis, intelligent logistics, and maintenance using a service oriented architecture.

In the proposed architecture, theories and models of MAS and HMS are used which, despite being developed for almost two decades, are not widely implemented in manufacturing systems. In part this lack is due to the fact that these types of systems involve multiple technological requirements in fields such as communication, computing, interoperability and information management. However, as can be seen in this article, the technologies and standards that compose the industry 4.0 aid the implementation of these theories and allow the re-configurability of manufacturing systems to be addressed.

According to [42], one of the main weaknesses of software engineering methods for intelligent manufacturing systems is the lack of standardization for implementation, communication protocols and control. In response to this, this project demonstrates the potential that Industry 4.0 has to provide a standardized implementation framework in which different intelligent manufacturing applications can be developed. In the particular case of this project, a HMS was implemented using the standards defined in RAMI 4.0 for the communication and representation of information and functions.
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