Inspired by the notion of Center of Mass in physics, an extension called Semantic Center of Mass (SCOM) is proposed, and used to discover the abstract “topic” of a document. The notion is under a framework model called Understanding Map Supervised Topic Model (UM-S-TM). The devising aim of UM-S-TM is to let both the document content and a semantic network - specifically, Understanding Map - play a role, in interpreting the meaning of a document. Based on different justifications, three possible methods are devised to discover the SCOM of a document. Some experiments on artificial documents and Understanding Maps are conducted to test their outcomes. In addition, its ability of vectorization of documents and capturing sequential information are tested. We also compared UM-S-TM with probabilistic topic models like Latent Dirichlet Allocation (LDA) and probabilistic Latent Semantic Analysis (pLSA).
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1 INTRODUCTION
People are always interested in summarizing the “topic” of a document or a collection of documents. Because the world is exploding with information. Lots of times we need to summarize it to make it informative and simple. One interesting question is: if we input Leo Tolstoy’s masterpiece War and Peace into a machine without telling it the title of the book, and ask it to summarize the “topic” of the book with two concepts, what would it be?

To answer this question, we propose a model called Understanding Map Supervised Topic Model (UM-S-TM).

In [5], Understanding Map (U-map) is introduced to help people understand complicated concepts in a domain, in a step by step manner. Understanding Map is a type of Semantic Network [13] that represents semantic relations between concepts in a network. Unlike a typical semantic network, there are no semantic triples in U-map. Two concepts are connected only if one concept appears in the other’s definition. We argue that if a concept appears in another one’s definition, there must be some tight semantic bond between the two. Understanding Map is used to capture these relations, it is simple and easy to construct.

To construct an Understanding Map, we first set a domain, e.g., Machine Learning, Analytic Geometry, Graph Theory etc. Then compile a glossary of the domain, with definitions of concepts in the glossary. Then construct Understanding Map based on the definitions.

In section 3.2.3 of [5], we mention Understanding Map can be used to illustrate the knowledge characteristics of a person, a corpus, or a document. We re-post Figure 10 of [5] - A part of a night light map. Looking at the night light map, imagine it is a document represented by an Understanding Map, with each node’s brightness represented by a concept’s term frequency in the document. Further, imagine it is a bunch of particles, with each concept being a particle; the mass of the particle is the term frequency of the corresponding concept. The distance between two particles is defined by the distance between two concepts in Understanding Map.

With this projection - particle to concept, mass to term frequency, physical location to location in Understanding Map, and system of particles to document - an interesting question is: If we know how to find the Center of Mass of a system of particles, does it exist a counterpart of “semantic” Center of Mass to a document? If the answer is yes, a natural second question is: What is the “semantic” Center of Mass to a document?
2 METHODS OF UM-S-TM

In this section we first formalize some definitions, then propose three possible methods for finding out the “semantic” Center of Mass.

2.1 Domain, topic, document, and distance

To find out the Semantic Center of Mass of a document, we formalize the following definitions:

Definition 2.1. Domain

In UM-S-TM, a domain is equivalent to an Understanding Map. It consists of a set of concepts and their relations determined by their definitions.

E.g., Figure 1 is a simple domain that contains six concepts. With techniques of graph partition [2, 12], a domain can be segmented into clusters of subdomains.

Definition 2.2. Topic

In UM-S-TM, a topic is defined as a non-empty set of concepts that is a subset of a domain.

Therefore, a domain contains at most $2^n - 1$ topics, where $n$ is the cardinality of the domain. That is the power set of Domain $\Psi$ except the empty set. E.g., Domain of U-map One contains 6 concepts, so it contains $2^6 - 1 = 127$ topics. Following are some example topics in real world:

$T_1 = \{\text{war, peace}\}$

$T_2 = \{\text{guns, roses}\}$

$T_3 = \{\text{Latent Dirichlet Allocation}\}$

$T_4 = \{\text{gravitational wave, Nelson Mandela, Maxim gun}\}$

A topic’s length is the number of concepts it contains. A concept that belongs to a topic is called a sub-topic of the topic.

Definition 2.3. Document

In UM-S-TM, a document is not presented as a bag-of-words, but a bag-of-concepts.

Since we are equipped with Understanding Map, we have a database of concepts in a domain. Using the database to pre-process a document, merging concepts consisting of multi-words, such as Latent Dirichlet Allocation, Gravitational Wave etc. After the merging, a document is converted to a bag-of-concepts. Two parameters are associated with a document. A document’s concept-length calculates how many concept components it contains; a document’s length calculates how many tokens it contains.

An n-concept-document means it contains n concept ingredients; it’s concept-length is n. Two documents may contain the same set of concepts, but their length may be different due to different term frequencies. E.g.,

$Doc_1 = \{A : 10, \ B : 0, \ C : 1\}$

$Doc_2 = \{A : 10, \ B : 0, \ C : 99\}$

Document 1 and 2 both are composed of Concept A and C, so their concept-length are two. They have different length. Doc1’s length is 11; Doc2’s length is 109. A document’s Ingredient Topic is defined to be the topic that contains all the concepts the document contains. Therefore, both Doc1 and Doc2’s Ingredient Topic are $\{A, C\}$.

Definition 2.4. Concept-to-concept distance

A concept’s distance to another concept is the length of the shortest path between the two, in an Understanding Map.

E.g., in U-map One, Concept B’s distance to D is 3, note the directions are ignored. Since an U-map is a connected graph, the distance between any two concepts is finite.

Definition 2.5. Concept-to-topic distance

A concept’s distance to a topic is defined as the shortest distance from the concept to any concepts in the topic.

$$d(c, \Phi) = \min_{c_i \in \Phi} d(c, c_i)$$

where $c$ is a concept, $\Phi$ is a topic, $c_i$ is a concept belongs to $\Phi$.

For example, in U-map One, Concept B’s distance to Topic $\{A, E, F\}$ is one, since the shortest distance is from B to A, that is one.

The topic that contains all concepts in a domain is an uninformative topic, because all concepts’ distance to this topic is zero. So it is excluded when considering all the topics in a domain, as shown in Table 14 in Appendix A.

2.2 Center of mass

In physics, the center of mass of a distribution of mass in space is the unique point where the weighted relative position of the distributed mass sums to zero.  

Suppose we have a system of particles, noted $\tau$, which consists of particles $P_i$, $i = 1, \ldots, n$, each with mass $m_i$ and coordinates $r_i$, the coordinate $P_\tau$ of the center of mass of $\tau$ satisfies the condition:

$$\sum_{i=1}^{n} m_i (r_i - P_\tau) = 0$$

Solving this equation for $P_\tau$ yields:

$$P_\tau = \frac{1}{M} \sum_{i=1}^{n} m_i r_i$$

where $M = \sum_{i=1}^{n} m_i$ is the total mass of all of the particles.

1https://en.wikipedia.org/wiki/Center_of_mass
Observing Equation 2, we know Center of Mass \( P_r \) is the unique solution of the following optimization problem:

\[
\min_{x \in \mathbb{R}} f_r(x)
\]

where \( \mathbb{R} \) is the set of real numbers, and

\[
f_r(x) = \sum_{i=1}^{n} m_i(x - r_i)^2
\]  

(3)

The proof is simple, since \( f_r(x) \) is a strictly convex and differentiable function about \( x \), set its derivative equal to zero, we get its unique optimal solution.

\[
\frac{df_r}{dx} = 2 \sum_{i=1}^{n} m_i (x^* - r_i) = 0
\]

\[
\Rightarrow \sum_{i=1}^{n} m_i (r_i - x^*) = 0
\]  

(4)

Note the similarity between Equation 2 and 4. Therefore,

\[
P_r = x^* = \arg\min_{x \in \mathbb{R}} f_r(x)
\]  

(5)

### 2.3 Semantic center of mass (SCOM)

Based on the notion of center of mass in physics and definitions introduced previously, it is now ready to define the Semantic Center of Mass.

**Definition 2.6.** Semantic Center of Mass

The SCOM of a document \( r \) is the solution of the following optimization problem:

\[
\min_{x \in \Omega} g_r(x)
\]

where, \( \Omega \) is a set of candidate topics in domain \( \Psi \), \( x \) is a topic belongs to \( \Omega \), and

\[
g_r(x) = \sum_{i=1}^{n} m_i d^2(x, c_i)
\]  

(6)

where \( c_i \) is a concept in document \( r \), and \( m_i \) is its term frequency. \( d^2(x, c_i) \) is the **squared** distance from Concept \( c_i \) to Topic \( x \).

That is,

\[
P_r = \arg\min_{x \in \Omega} g_r(x)
\]  

(7)

Note the similarity between Equation 5 and 7, and between Equation 3 and 6. Also note in Equation 6 the **squared** distance from a concept to a topic is used, to be consistent with the definition of Center of Mass in Equation 3.

Table 14 in Appendix A lists the squared distances from a concept to a topic in domain U-map One, except the topic that contains all the concepts in U-map One.

#### 2.3.1 Choose a candidate topic set

Unlike Center of Mass in physics, there is no obvious choice what the candidate topic set \( \Omega \) should be. Following are some examples:

\[
\begin{align*}
\Omega_1 &= \{\text{All the topics of length one.}\} \\
\Omega_2 &= \{\text{All the topics of length two.}\} \\
\Omega_3 &= \{\text{All the topics length less than 10.}\} \\
\Omega_4 &= \{\text{All the topics in a domain.}\}
\end{align*}
\]

We use an example document \( r \) to show how different setting of \( \Omega \) affects the discovered SCOM.

\[
r = \{A : 10, \ B : 0, \ C : 1, \ D : 5, \ E : 0, \ F : 3\}
\]

Document \( r \) is a 4-concept-document with concept-length 4, and length 19 (10 + 1 + 5 + 3 = 19). Its Ingredient Topic \( T_r \) is \( \{A, C, D, F\} \).

By checking Table 14 in Appendix A:

\[
\text{If } \Omega = \Omega_1, \text{ then } P_r = \{C\};
\]

Surprisingly, the discovered "topic", or SCOM, of Document \( r \) is not the dominant concept (that is Concept A) in \( r \). The reason is that the result is not only decided by the content of \( r \), but also supervised by an Understanding Map.

\[
\text{If } \Omega = \Omega_2, \text{ then } P_r = \{A, D\};
\]

This time the discovered SCOM is agree with the dominant concepts in \( r \). That implies the content of \( r \) does play a role to the result.

If the candidate topic set \( \Omega \) contains topics of different length, such as \( \Omega_3 \) and \( \Omega_4 \), there is a problem need some consideration. Due to our definition of concept-to-topic distance in Equation 1, a concept’s distance to a length-\((n + 1)\) topic is systematically shorter than a length-\(n\) topic. Table 1 lists some statistics of U-map One. The first column "Topic_len" is topic length; the second column "Avg_dis" is the average squared concept-to-topic distance of corresponding group, readers can check Table 14 in Appendix A for the values. To compare the topics fairly, we need to normalize the squared distances, such that the expectation of a length-\((n + 1)\) topic is equal to a length-\(n\) topic.

#### 2.3.2 Revision one of objective function

\[
g_r(x) = \phi_r \sum_{i=1}^{n} m_i d^2(x, c_i)
\]  

(8)

We introduce a normalization factor \( \phi_r \) to each length of topics, e.g., the third column of Table 1. After the normalization, the expectation of a concept to different length of topics is equal. See the fourth column "Avg_dis_norm" of Table 1. Readers can check Table 15 in Appendix A for the values.

#### 2.3.3 Revision two of objective function

\[
g_r(x) = \frac{\phi_r}{M} \sum_{i=1}^{n} m_i d^2(x, c_i)
\]  

(9)

where \( M = \sum_{i=1}^{n} m_i \) is the length of Document \( r \). In this revision, the objective function is divided by the length of document. Note dividing by a positive constant does not affect the optimal solution of Equation 7. This revision is also the definition of a document’s normalized distance to a topic.
Table 1: Some statistics of U-map One

| Topic_len | Avg_dis | Norm_factor | Avg_dis_norm | Data_sparse | Avg_dis_noise | Norm_factor_noise | Avg_dis_norm_noise | Data_sparse_noise |
|-----------|---------|-------------|--------------|-------------|---------------|------------------|--------------------|------------------|
| 1         | 3.83    | 1.00        | 3.83         | 0.17        | 4.03          | 1.00             | 4.03               | 0.0              |
| 2         | 1.56    | 2.46        | 3.83         | 0.33        | 1.76          | 2.30             | 4.03               | 0.0              |
| 3         | 0.79    | 4.84        | 3.83         | 0.50        | 0.99          | 4.07             | 4.03               | 0.0              |
| 4         | 0.40    | 9.58        | 3.83         | 0.67        | 0.60          | 6.72             | 4.03               | 0.0              |
| 5         | 0.17    | 23.00       | 3.83         | 0.83        | 0.37          | 11.00            | 4.03               | 0.0              |

**Definition 2.7.** Document-to-topic distance

Document τ’s distance to topic x is:

\[ d(\tau, x) = \frac{\phi_x}{M} \sum_{i=1}^{n} m_i d^2(x, c_i) \]  \hspace{1cm} (10)

With the normalization of Revision One and Two, we can compare a document’s distance to different topics, and different documents’ distances to a topic.

With this definition, Equation 7 is equivalent to:

\[ P_\tau = \arg\min_{x \in \Omega} d(\tau, x) \] \hspace{1cm} (11)

That is, a document’s SCOM is the topic that has the shortest document-to-topic distance to the document.

**Definition 2.8.** Document-to-domain distance

Now we can vectorize Document τ as its distances to different topics in Domain Ψ.

Document τ’s distance to Domain Ψ is:

\[ d(\tau, \Psi) = \{d(\tau, x) \mid x \in \Psi\} \] \hspace{1cm} (12)

### 2.4 Partiality for long topics

Although in Equation 9, factor \( \phi_x \) is used to adjust the squared distances, such that the expectation of a document’s distance to different topics are equal. There still exists some preference for long topics. We use an experiment to show this partiality problem. In the experiment, we calculate three random generated documents’ (Doc1, Doc2, and Doc3 in Table 2) distances to two artificial Understanding Map (see Figure 3 and 4).

Both U-maps contain the same set of 20 concepts, but with different structures. In U-map Shallow, the longest concept-to-concept distance is 6; for U-map Deep, the longest concept-to-concept distance is 9. In practice, an U-map is constructed based on concepts’ definitions. A concept’s definition is supposed to be fixed. Therefore, there is only one U-map for supervising the interpretation of documents in practice. Here we use two U-maps with different structures to test how the analysis results are affected by U-maps.

We first group topics by their length, then find out the champion of each group according to Equation 10 and 11, recording each champion’s score and its topic length, then plot it. Figure 5 shows the results. X axis is topic length, Y axis is each champion’s score. It clearly shows that for all documents and U-maps, a long topic’s distance to a document is systematically smaller than a short topic. That means if we directly compare long topics and short topics in Equation 11, the winner SCOM is always a long topic. That is like comparing the capability of several champion weightlifters who belong to different weight classes. If we compare them directly without considering their weight classes, the weightlifter belonging to the largest weight class may always win.

Following we propose three possible methods to overcome this prejudice and find out the SCOM. In the setting, we assume the candidate topic set \( \Omega \) is all the topics in a domain. In Section 3, an experiment is conducted to check the outcome of the methods for searching the SCOM.
2.5 Method 1: curve fitting

In curve fitting method, three steps are needed to find out the SCOM. We use Doc1 in Table 2 supervised by U-map Deep to illustrate the logic.

- **Step 1:** Find out the local champion of each length of topics and their distances to Doc1. That is $x_n^*$ and $d(r, x_n^*)$ in Equation 13, and Column “Topic” and “Distance” in Table 3.
- **Step 2:** Calculate the mean and standard deviation (SD) of each group, and calculate each local champion’s relative position in their group with Equation 13. That is $z(x_n^*)$ in Equation 13, and Column “Actual” in Table 3.
- **Step 3:** Check if there exists some pattern (curve) between topic length and the calculated relative position. If it is, fit a curve $h(x)$, like the one in Figure 6. Then calculate each local champion’s supposed position on the curve. Then compare each local champion’s actual position and its supposed position. Select the one that locates lowest than its supposed position (Equation 14). See the red dot in Figure 6, that is Topic $(P, R)$ in Table 3.

$$z(x_n^*) = \frac{d(r, x_n^*) - \mu_n}{\sigma_n}$$  \hspace{1cm} (13)

$$P_r = \text{argmin}_{x_n^* \in \Omega^*} z(x_n^*) - h(x_n^*)$$  \hspace{1cm} (14)

Therefore, according to Method 1, Doc1 supervised by U-map Deep, the final SCOM is Topic $(P, R)$. Note in this method the normalization factor $\phi_x$ in Equation 10 is not necessary. Since Equation 13 has neutralized its effect.

2.6 Method 2: AIC/BIC-like penalty

In model selection, it is possible to increase the likelihood by adding parameters, but doing so may result in over-fitting. Both Akaike information criterion (AIC) and Bayesian information criterion (BIC) attempt to resolve this problem by introducing a penalty term for the number of parameters in the model [7, 8]. Here we are facing a similar problem like in model selection, hence similar penalty term like in AIC/BIC can be used.

2.6.1 Revision three of objective function.

$$d(r, x) = aL_x + \phi_x \sum_{i=1}^{M} m_i d^2(x, c_i)$$  \hspace{1cm} (15)
Where $L_x$ is topic $x$’s length, $\alpha$ is a parameter that adjusting the length of the discovered SCOM. An experiment is conducted to test how the $\alpha$ parameter may affect the results of Equation 11. In the experiment, we randomly generated 100 documents, with their concept-length fixed to 12, and varying document length. Supervised by U-map Deep, then use Equation 15 and 11 for searching the SCOM. The result is showed in the le column of Figure 7.

It can be seen that when $\alpha$ is small (0.1), all the discovered SCOM has length 12, that is the documents’ concept-length. When $\alpha$ is large enough (e.g., 10), all the discovered SCOM converge to length 1. When $\alpha$ is moderate (e.g., 0.4), other length of topics then get the chance to win the competition. By setting $\alpha$ to be an arithmetic progression until the discovered SCOM converges to length one. We can count how many times each local champion wins, and set the SCOM as the local champion which has the largest counting votes. Table 18 in Appendix A is an example when Doc1 in Table 2 is supervised by U-map Deep. It can be seen Topic $P • R$ gets the most votes, so it is the discovered SCOM. Interestingly, the winner is stable to the common difference of the arithmetic sequence. When the SCOM is a length one topic, the evidence is that the sequence converges to length one when $\alpha$ is a small number (e.g., 0.26).

### 2.7 Method 3: introduce some noise

The speculated reason for the preference of long topics is data sparsity. E.g., the fifth column “Data_sparse” of Table 1 calculates the ratio of data sparsity in each length group of topics. E.g., 0.67 means 67% of the squared distances are zero (check Table 14 in Appendix A). To deal with data sparsity, some noise is introduced to the squared distances (see Table 16 in Appendix A). After introduction of some noise, the data sparsity problem is solved, see the ninth column “Data_sparse_noise” of Table 1 and Table 17 in Appendix A. The following objective function is used in Method 3.
2.7.1 Revision four of objective function.

\[
d(\tau, x) = \frac{\phi_x(\delta)}{M} \sum_{i=1}^{n} m_i \left[ d^2(x, c_i) + \delta \right]
\]  

(16)

where \( \delta \) is the noise parameter. Note in this revision, the normalization factor \( \phi_x \) is a function of the noise parameter \( \delta \); different \( \delta \) results in different \( \phi_x \). See the "Norm_factor_noise" column of Table 1, the values are calculated when \( \delta \) are set to be 0.2. Readers can check Table 16 for the values.

Like in Method 2, an experiment is conducted to test how the \( \delta \) parameter may affect the results of Equation 11. In the experiment, we randomly generated 100 documents, with their concept-length fixed to 14, and varying document length. Supervised by U-map Shallow, then use Equation 16 and 11 for searching the SCOM. The result is showed in the right column of Figure 7.

It can be seen that when \( \delta \) is small (0.01), all the discovered SCOM has length 14, that is the documents’ concept-length. When \( \delta \) is large enough (e.g., 100), almost all of the discovered SCOM converge to length 1, with some little exception converges to length 2. When \( \delta \) is moderate (e.g., 0.3), other length of topics get the chance of winning the competition.

By setting \( \delta \) to be an arithmetic progression until the discovered SCOM converges to length one. Like in Method 2, we can count how many times each local champion wins, and set the SCOM as the local champion which has the largest counting votes. Table 19 in Appendix A is an example when Doc1 in Table 2 is supervised by U-map Deep. It can be seen Topic \( \{P, R\} \) gets the most votes, so it is the discovered SCOM. Again, the winner is stable to the common difference of the arithmetic sequence.

Comparing the three methods, it seems Method 1 is theoretically more reasonable.

3 MORE EXPERIMENTS

In this section, more experiments are conducted to test the outcome of UM-S-TM.

3.1 Comparing the three methods

In this experiment, six artificial documents of Table 2 are analyzed with the three methods, supervised by U-map Deep and Shallow respectively. The first three documents are randomly generated; the last three are manually generated, to test how UM-S-TM behaves under some extreme conditions. E.g., Doc4 has a dominant concept that has a very large term frequency than other concepts; in Doc5 all the eight concepts have the same term frequency; in Doc6 all the five concepts sit on a corner of U-map Deep.

Table 4 shows the results. Figure 8 shows the fitted curves and the SCOMs selected by Method 1. It can be seen that most of time the three methods are agreeing with each other. In three situations - Doc1 supervised by U-map Shallow, Doc3 supervised by U-map Shallow, Doc5 supervised by U-map Deep - there are some disputes. By checking the experiment data, even there are disputes, the results are not far from each other. One method’s champion is usually another method’s second place or third place.

Table 5 lists 22 more test cases. The 22 documents are randomly generated with varying concept-length and document length. If the three methods have a unanimous agreement, then all of them are scored one; if one of them is disagreeing with the other two, then the two are scored one, the disagreeing one is scored zero; if all of them have different opinion, means there is not any agreement, then all of them are scored zero.

Summarizing all the 34 test cases of Table 4 and 5, 68% of the cases, there are unanimous agreements. 97% of the cases, at least two methods are agreeing with each other about the SCOM. There is only one case, they have totally different opinion. Further study is necessary to check efficacy of the three methods.

3.2 Vectorization of documents

Equation 12 defines a method to vectorize a document. That is the document’s distances to different topics of the domain. In this experiment, the vectorization is compared with term frequency vectorization. We randomly generated 300 documents and set Doc0 as the target, finding the top10 documents that have high cosine similarity with Doc0, based on different vectorization methods.

The second row of Table 7 is Doc0, the following ten rows are the top10 documents that have high cosine similarity with Doc0, measured by term frequency. The right most column is their "Doc_ID". Table 6 shows the "Doc_ID" of top10 documents based on UM-S-TM vectorization, compared with term frequency vectorization. It can be seen that supervised by different U-maps, the selected documents and their ranks are different. "Deep-no-norm" means U-map Deep is used without the normalization factor \( \phi_x \).
3.3 Capturing sequential information

Some information of text is stored in the sequence of concepts. E.g., "Bob loves Alice" has a different meaning from "Alice loves Bob". In UM-S-TM, it is easy to capture the sequential information of text, by calculating a sequential-document’s distance to a domain.

Definition 3.1. Sequential-document-to-domain distance
Sequential-document \( \tilde{\tau} \)'s distance to Domain \( \Psi \) is:

\[
d(\tilde{\tau}, \Psi) = \frac{1}{M} \sum_{i=1}^{M} d(\tau_i, \Psi)
\]

(17)

\( M \) is sequential-document \( \tilde{\tau} \)'s length, each \( d(\tau_i, \Psi) \) is a vector, defined by Equation 12. The sum is an element-wise sum. Document \( \tau_i \) is generated by cutting from the first concept to the \( i \)th concept of sequential-document \( \tilde{\tau} \), then deem it as a bag-of-concepts. So there are \( M \) such documents.

Following are four simple sequential-documents. We vectorize them with Equation 17, and set \( S0 \) as the target, calculating the other three’s cosine similarity with \( S0 \), supervised by different U-maps. Table 8 shows the result. It can be seen that sequential-document \( S1 \) and \( S3 \) have different meaning than \( S0 \), otherwise their cosine similarity should be one. That suggests UM-S-TM has captured the sequential information in text.

\[
\begin{align*}
S0 &= \langle A, B, C \rangle \\
S1 &= \langle C, B, A \rangle \\
S2 &= \langle A, B, D \rangle \\
S3 &= \langle A, C, B \rangle
\end{align*}
\]

Table 8: Cosine similarity to Document S0

3.3.1 Utilizing sentence or paragraph information. A document usually is composed of sentences and paragraphs. This information can be utilized for capturing sequential information. Suppose sequential-document \( \tilde{\tau} \) is segmented into \( P \) sentences or paragraphs. Equation 18 can be used for calculating sequential-document \( \tilde{\tau} \)'s distance to Domain \( \Psi \). Each sentence or paragraph \( \tilde{\tau}_j \)'s distance to Domain \( \Psi \), \( d(\tilde{\tau}_j, \Psi) \), is calculated with Equation 17.

\[
d(\tilde{\tau}, \Psi) = \frac{1}{P} \sum_{j=1}^{P} d(\tilde{\tau}_j, \Psi)
\]

(18)

4 RELATED WORK

Probabilistic topic models have gained great popularity in recent years [1, 3]. UM-S-TM has some similarity to them. Following compare the two.

- Probabilistic topic models like Latent Dirichlet Allocation (LDA) and probabilistic Latent Semantic Analysis (pLSA)
are unsupervised models. UM-S-TM is supervised, interpretation of observed data is supervised by a semantic network (U-map).

- In probabilistic topic models, a topic is a distribution over concepts; in UM-S-TM, a topic is a set of concepts.
- In probabilistic topic models, a document is expressed as a distribution over a set of topics; in UM-S-TM, a document is expressed as a vector of distances to a set of topics.
- In probabilistic topic models, a document can be associated with a topic by finding the dominant topic of the document; in UM-S-TM, a document can be associated with a topic by finding the SCOM of the document.

5 DISCUSSION

5.1 A conjecture

By observing the experiment data, the following conjecture is speculated:

When the candidate topic set $\Omega$ is all the topics in a domain, the length of a document’s SCOM is always less than or equal to its concept-length.

If it is true, it can reduce the search scope when finding the SCOM.

When the candidate topic set is \{All the topics of length one\}, the obtained SCOM is called SCOM-of-length-one (or One-SCOM); when the candidate topic set $\Omega$ is all the topics in a domain, the obtained SCOM is called the Global SCOM of document $r$. If not explicitly stated, when we say the SCOM of a document, we mean the Global SCOM of the document.

It is worth noting that this is not a rigorous conjecture because we do not have a rigorous definition of the Global SCOM of a document now.

5.2 Alternative choices

There are other choices of defining concept-to-topic distance. E.g., defining it as the average distance from a concept to all the concepts belonging to a topic. Preliminary test shows that if this definition is used, the result of discovered SCOM is dominated by the structure of U-map. The devising aim of UM-S-TM is to let both the document content and U-map play a role, in interpreting the meaning of a document, the result should not be dominated by either of them.

To be consistent with the notion of center of mass in physics, squared distance is used in Equation 6, an alternative choice is not squaring the distance. Preliminary test shows that it has similar effects with squared distance.

5.3 Too many topics

In this paper, simple artificial U-maps containing 20 concepts are used for illustrating the mechanism of UM-S-TM. This setting let us have the capability to compare all the $2^{20} - 2 = 1,048,574$ topics in the domain by enumeration. A real U-map may contain thousands or millions of concepts. For an U-map containing one million concepts, there are $2^{(1 \text{ million})}$ possible topics, such huge a vector cannot be processed by machines at present. Following strategies can be utilized to solve this problem.

- Use graph partition techniques. With graph partition, we can segment a huge domain into simple subdomains. E.g., for a one million concepts domain, we segment it into 1,000 subdomains, then there are only 1,000 topics in this domain. Therefore, UM-S-TM is flexible for both dimension reduction and dimension expansion.
- Only consider important and well known concepts. By removing unimportant concepts, an U-map can be simplified.
- Only consider topics length less than $P$. E.g., for a one million concepts domain, if we only consider topics length less than 10, then the magnitude of topics is $10^{50}$, which is processable by machines.
- Only consider a connected sub-graph of an U-map as a valid topic. E.g., for U-map Deep, topic $(K, D, L)$ is a valid topic because it is a connected sub-graph; topic $(K, D, Q)$ is not a valid topic because it is not a connected sub-graph. With this constraint, the quantity of topics of U-map Deep can be reduced from about one million to about ten thousands.

6 MORE DISCUSSION

In previous sections, we use UM-S-TM to analyze documents interpreted by a semantic network. Further extension may use other networks like computer networks or social networks to analyze something like documents. If we have unlimited computing power or smart methods to process huge vectors efficiently, such that we do not need to make compromises listed in Section 5.3. Then the details of a network is not necessary; only the squared distances between each pair of nodes are needed. That is the first six rows (seven rows if the head row is counted) of Table 14 in Appendix A. With these six rows, we can reconstruct Table 14. That is to say, we only need to construct a complete graph like Figure 9, the weight of an edge is the squared distance between the pair of nodes.

Following we propose two big questions.

6.1 What is the SCOM of human civilization?

To answer this question, we first make a list of human civilization spots, such as Rome, Paris, Pompeii, Maya city, Loulan Kingdom, New York, Beijing, Tokyo etc. The mass of each civilization spot is the population of it at time $t$. The distance is the natural distance between two spots. Then we construct a complete graph like Figure 9 and a table like Table 14. Then, we can analyze the SCOM of human civilization with UM-S-TM.

6.1.1 Center of mass on a manifold. Suppose a system of $n$ particles distributed on the surface of a ball. What is the “center of mass” of them on the surface? Does the following optimization problem have an analytical solution?

$$P = \arg \min \sum_{i=1}^{n} m_i d^2(c, p_i)$$

Where $\Omega$ is the surface of the ball, $m_i$ is particle $p_i$’s mass. $d^2(c, p_i)$ is the squared distance from $c$ to particle $p_i$ on the surface. That is to say, it is the squared great-circle distance. Suppose we know each particle’s coordinates.
If the optimization problem has an analytical solution, then we can conduct K-means clustering on the surface of a ball.

### 6.2 What is the SCOM of the universe?
If the number of celestial bodies in the universe is finite, then we can use UM-S-TM to analyze the SCOM of the universe. As before, we construct a complete graph like Figure 9 and a table like Table 14. The mass and distance information is obvious to obtain.

### 6.3 Compared with K-means and medoid
K-means clustering aims to partition \( n \) observations into \( K \) clusters in which each observation belongs to the cluster with the nearest mean (cluster centers or cluster centroid), serving as a prototype of the cluster. However, in the "update step" of K-means, we need the coordinates of each data point to re-compute the centroid for each cluster, which is unavailable on graph. Therefore, K-means cannot work directly on a graph. SCOM and UM-S-TM have the advantage of working directly on graphs like U-maps.

Medoids are representative objects of a data set or a cluster within a data set whose sum of dissimilarities to all the objects in the cluster is minimal. Medoids are similar in concept to means or centroids, but medoids are always restricted to be members of the data set [9].

Let \( \mathcal{X} := \{x_1, x_2, \ldots, x_n\} \) be a set of \( n \) points in a space with distance function \( d \). Medoid is defined as:

\[
x_{\text{medoid}} = \arg\min_{y \in \mathcal{X}} \sum_{i=1}^{n} d(y, x_i)
\]

Note in Equation 20 we do not require the distance being squared. Both non-squared distance and squared distance are acceptable, depending on how the dissimilarity metric between two points in a cluster is defined. However, in SCOM, only the squared distance is acceptable, otherwise the correspondence between SCOM and COM (center of mass) is lost.

Another important difference between SCOM and medoid is that "medoids are always restricted to be members of the data set". SCOM does not have this restriction. E.g., in Section 2, all the three methods suggest Topic \( \{P, R\} \) is the SCOM of Doc1 supervised by U-map Deep. However, the term frequency of Concept 'P' in Doc1 is zero, that is to say, Concept 'P' does not appear in Doc1.

The similarity of SCOM and medoid is that both of them can work on situations where coordinates are unavailable, pair-wise distance information is sufficient.

### 6.4 Approximations
As discussed in Section 5.3, when the quantity of nodes on an U-map is large, complete enumeration of possible topics in a domain is impractical. Except for the compromises listed in Section 5.3, several approximation methods can be employed.

#### 6.4.1 Giving each vertex a coordinate
We can allocate a coordinate to each vertex by measuring its distances to all the nodes on the graph. E.g., on U-map One, Concept C’s distances to Concepts \( \{A, B, C, D, E, F\} \) are \( [1, 2, 0, 1, 1, 2] \), this vector can serve as the coordinate of Concept C. Alternative choice is the squared distance. If each data point has coordinate, then other clustering techniques like K-means and Gaussian mixture model can be used. The coordinates can also be simplified with dimension reduction techniques like Principal Component Analysis (PCA).

#### 6.4.2 K-means on graph
In K-means clustering, during the "update step", we need the coordinates of each data point to re-compute the centroid for each cluster, which is unavailable on graph. Although the new centroid for each cluster is unavailable, but we know how to calculate the SCOM-of-length-one. It is the counterpart of center of mass or centroid on graph. So it can be used as a substitution of the new centroid. The good news is, calculation of SCOM-of-length-one is not expensive, the complexity is bounded by \( O(n^2) \), where \( n \) is the quantity of nodes on an U-map. If the "re-computing of the new centroid" problem is solved, then K-means clustering can work directly on a graph. Note that the "assignment step" of K-means clustering is easy to conduct on a graph, because we have the distance information.

Also note that in this approximation, the approximation of Section 6.4.1 is not necessary. Because vectorization of vertexes of a graph may introduce extra noise. We can be exempt from this extra noise by finding the SCOM-of-length-one by complete enumeration of all the possibilities. There are only \( n \) possibilities, where \( n \) is the number of nodes on the graph. Therefore, this optimization step is not expensive.

If we want to choose the optimal 'K' of K-means with the methods mentioned in Section 2, since we cannot enumerate all the topics of length \( K \), we can sample a set of topics of length \( K \), and use the sample to estimate the statistics of the population, of all the topics of length \( K \).

#### 6.4.3 Using Partitioning Around Medoids (PAM)
The PAM algorithm is widely used for finding K-medoids [4]. It can also be
used for searching SCOM of length K (K-SCOMs) approximately, with some minor revisions. Figure 10 shows how it works. The first revision is that a SCOM point does not need to be a data point; every node on the graph is a valid candidate. So we change the two positions on Figure 10 where requiring “data point” to be “any node on the graph”. The second revision is when calculating the cost, we need considering the mass/weight of each data point, multiplying the squared distance by the mass.

Other clustering methods like Hierarchical clustering and Spectral clustering can also be used for finding K-SCOMs. We first cluster the concepts in a document into K groups, then search the SCOM-of-length-one of each group.

6.5 Parallel to probabilistic topic models

In Section 4, we compared UM-S-TM with probabilistic topic models. Following is a parallel comparison between UM-S-TM and Probabilistic Topic Models (PTM).

- In UM-S-TM, a concept that belongs to a topic is a sub-topic of the topic. A sub-topic in UM-S-TM corresponds to a topic in PTM, which is a distribution over concepts.
- PTM has a hyper-parameter K, the number of topics, it can be optimized with techniques like Hierarchical Dirichlet Process (HDP) [10]. The counterpart in UM-S-TM is the optimal K of K-SCOMs, which can be calculated with the methods listed in Section 2. Other methods for finding the optimal number of clusters, such as the Elbow method, the Silhouette method, or the Gap Statistic [11] may also be used.
- If the hyper-parameter K is fixed, in PTM, the optimal topics can be discovered with the Expectation-maximization algorithm, Gibbs Sampling [6], or variational inference; in UM-S-TM, the optimal K sub-topics of K-SCOMs can be discovered with the methods listed in Section 6.4.
- In PTM, after the analysis, a document can be expressed as a distribution over the K topics. In UM-S-TM, a document can also be expressed as a distribution over the K sub-topics of K-SCOMs. Each concept in a document can be clustered according to its distance on the U-map, to each sub-topic of K-SCOMs. By counting the number of concepts in each cluster, the distribution is obtained.

Taking Doc1 supervised by U-map Deep as an example. After analysis of UM-S-TM, the optimal hyper-parameter K is 2; the optimal 2-SCOMs is Topic \( P, R \). It has two sub-topics: \( P \) and \( R \). Doc1 contains 12 concepts: \( C, D, E, F, H, K, L, M, O, Q, R, S \), with term frequencies: 12, 9, 13, 1, 5, 3, 22, 3, 3, 9, 10, 23. Among them, Concepts \( C, F, H, M, O, Q \) are near sub-topic \( P \) than \( R \) (check U-map Deep).

| Information needs | Scores |
|-------------------|--------|
| P,0.5, R,0.5      | 2.5    |
| P,0.29, R,0.71    | 2.06   |
| P,0.71, R,0.29    | 2.94   |
| S,1.0             | 2.45   |
| B,1.0             | 2.71   |
| L,1.0             | 3.45   |
| O,1.0             | 4.55   |
| L,0.5, O,0.5      | 4.0    |

Table 9: Doc1’s scores to different information needs, supervised by U-map Deep

Concepts \( D, E, K, L, R, S \) are near sub-topic \( R \) than \( P \). Therefore, Doc1 is clustered into two clusters. Cluster one’s center is sub-topic \( P \), it contains 33 concepts \((12 + 1 + 5 + 3 + 9 = 33)\); Cluster two’s center is sub-topic \( R \), it contains 80 concepts \((9 + 13 + 3 + 22 + 10 + 23 = 80)\). Therefore, Doc1 can be represented as a distribution: \([P : 0.29, R : 0.71]\).

6.6 For information retrieval

Since we can compare different documents’ distance to a topic with Equation 10, this property can be used for ranking a set of documents for information retrieval.

If the Global SCOM of document \( r \) is obtained, document \( r \) can be expressed as a distribution over the K sub-topics of the Global SCOM. By comparing this distribution with the user’s submitted keywords, we have another choice for ranking a set of documents. Following is one possible scoring method.

In the method, the user is allowed to designate the proportion of her information needs. E.g., if the user submits keywords \([A : 0.3, O : 0.7]\), that means the user wants to find a document that talks about Concept \( A \) with proportion 0.3, and Concept \( O \) with proportion 0.7. If the submitted keyword is \([E : 1.0]\), that means the user wants to find a document that totally talks about Concept \( E \).

**Definition 6.1.** Distance between distribution representation of information needs and distribution representation of Document \( r \)’s Global SCOM.

\[
\begin{align*}
    d(\Theta, \Phi_r) &= \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N} P_i Q_j d(C_i, C_j) \\
    &= \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N} P_i Q_j \sum_{k=1}^{K} \phi_{ki} \phi_{kj}
\end{align*}
\]

where \( \Theta \) is the distribution representation of information needs, there are \( M \) concepts in \( \Theta \), \( P_i \) is Concept \( i \)’s proportion in \( \Theta \); \( \Phi_r \) is the distribution representation of Document \( r \)’s Global SCOM, there are \( N \) concepts in \( \Phi_r \), \( Q_j \) is Concept \( j \)’s proportion in \( \Phi_r \); \( d(C_i, C_j) \) is Concept \( i \) and \( j \)’s distance on the U-map.

Table 9 lists Doc1’s scores to different information needs, supervised by U-map Deep. Readers can check whether the scores are reasonable. The scores are the smaller the better.

Another choice is to deem the information needs as a topic.

**Definition 6.2.** Distance between topic representation of information needs and distribution representation of Document \( r \)’s Global
6.7 Using other semantic networks

Other semantic networks such as Word Embedding may also be used, as long as it can provide pair-wise distance information between concepts. Following is a method to calculate distance between two concepts based on a collection of documents (a corpus) and Pointwise Mutual Information (PMI).

Pointwise Mutual Information is a measure of association used in information theory and statistics.\(^3\)

\[
\text{pmi}(x; y) = \log \frac{p(x, y)}{p(x)p(y)} = \log \frac{p(x|y)}{p(x)} = \log \frac{p(y|x)}{p(y)}
\]

**Definition 6.3.** Distance between two concepts based on PMI.

\[
d(x, y) = \frac{1}{\exp(\text{pmi}(x; y))} = \frac{p(x)p(y)}{p(x,y)} = \frac{p(x)}{p(x|y)} = \frac{p(y)}{p(y|x)}
\]

where \(x\) and \(y\) are two concepts, and \(x \neq y\). \(p(x)\) and \(p(y)\) are probabilities of the concepts in the corpus. If there are \(N\) concepts in the corpus, \(M\) of them contain Concept \(x\), then \(p(x) = M/N\). If \(T\) of them contain both \(x\) and \(y\), then \(p(x,y) = T/N\). We assume \(p(x)\) and \(p(y)\) are positive. The smallest distance between two concepts is zero, e.g., when \(p(x) = p(y) = p(x,y)\) and all of them approaches zero. The largest distance between two concepts is infinity, e.g., when \(p(x)\) and \(p(y)\) are positive, and \(p(x,y)\) is zero. If \(x = y\), \(d(x,y)\) is defined to be 0.

With Equation 23, we can construct a complete graph like Figure 9. With the complete graph, distance between two concepts can be re-computed by finding the shortest path on the graph. Following is an example to show how it works.

**Table 10: A corpus for constructing a semantic network**

| Doc | Concepts contained |
|-----|--------------------|
| D1  | A, B, C            |
| D2  | A, B, F            |
| D3  | A, C               |
| D4  | D, E, F            |
| D5  | D, E               |
| D6  | E, F               |

**Table 11: Probability of each concept in the corpus**

| A   | B   | C   | D   | E   | F   |
|-----|-----|-----|-----|-----|-----|
| 1/2 | 1/3 | 0   | 0   | 1/6 |
| 1/6 | 0   | 0   | 0   | 1/3 |
| 0   | 0   | 0   | 0   | 1   |
| 1/3 | 1/6 | 1/6 |
| 1   | 1/3 |

**Table 12: Joint probability of each pair of concepts**

| A   | B   | C   | D   | E   | F   |
|-----|-----|-----|-----|-----|-----|
| 0   | 1/2 | 1/2 | ⋆  | ⋆  | 3/2 |
| 0   | 1   | 3/4 | ⋆  | ⋆  | ⋆  |
| 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0   |

**Table 13: Distances calculated with Equation 23**

Another path \(A \rightarrow B \rightarrow F\), which has length 1.5 and is equal to the length of Edge \(AF\). Therefore, Edge \(AF\) is also redundant. The redundant edges should be located and removed dynamically, one after another.

Figure 12 is the resulting semantic network by simplifying the complete graph. With the network, we can re-compute distances between concepts as the shortest path on the graph.

6.8 Curve fitting local champions only

A further examination shows that, for the curve fitting method discussed in Section 2.5, the population information of each group seems not necessary; we can fit a curve on the scores of local champions, and let the curve deal with the differences between groups. That is, in Equation 13, let \(z(x_n^*) = d(r, x_n^*)\), and ignore

\(^3\)https://en.wikipedia.org/wiki/Pointwise_mutual_information
the mean and standard deviation of each group, the normalization factor \( \phi_x \) for each group can also be ignored.

We can also use other scoring method, such as \( z(x^*_n) = \log d(\tau, x^*_n) \). Figure 13 is the result of curve fitting \( \log d(\tau, x^*_n) \) when Doc1 is supervised by U-map Deep. The curve is selected by Cross Validation and Grid Search. Normalization factor \( \phi_x \) is not used for calculating \( \log d(\tau, x^*_n) \). The curve also suggests that Topic \( \{P, R\} \) is the SCOM of Doc1 supervised by U-map Deep. Since the logarithm function cannot deal with 0, topics with length greater than or equal to the document’s concept-length are excluded from the candidate topic set.

A further exploration is to use the curve fitting method to select the optimal number of topics in probabilistic topic models, or the optimal number of clusters in clustering. The score for each local champion could be the minus-average-log-likelihood of all the concepts in a corpus. The “minus” is to make sure that the criterion is “the smaller the better”. For selecting the optimal number of clusters problem, the criterion could be logarithm of average-within-cluster-variance.

6.9 For graph partition

In mathematics, a graph partition is the reduction of a graph to a smaller graph by partitioning its set of nodes into mutually exclusive groups [2, 12]. For each U-map, there is a special document that contains all the concepts in the U-map and all the term frequencies equals exactly one. By analyzing this special document with UM-S-TM, a partition of the graph is obtained. E.g., the curve fitted in Figure 14 suggests U-map Shallow should be partitioned into four clusters. The score for each local champion is calculated with Equation 13. However, for this special document, the standard deviation (SD) of the last group of topics (that is when topic length equals 19) is zero. To avoid division by zero, the last group of topics are excluded from the candidate topic set.

The four centers of the clusters are \{A, F, G, N\} or \{E, F, G, N\}, they get the same score. By comparing each node’s distance to each center, partition of the graph is obtained.

6.10 Analyzing images

If we consider an image as a “bag-of-colors”, then we can use UM-S-TM to analyze the SCOM of an image. Then use the SCOMs to search or cluster images. Note the pairwise distances between colors are easy to compute, because we have the coordinates for each color.
6.11 Differentiating directions
By far we are ignoring the directions of an U-map. Maybe more information can be extracted by differentiating directions on U-map. E.g., if there exists a link from Concept A to Concept B, defining the distance from A to B to be one, and from B to A to be $1 + \varepsilon$, where $\varepsilon$ can be a small positive or negative number. If so, the first six rows (seven rows if the head row is counted) of Table 14 is not a symmetric matrix any more.

6.12 Multiple Tutors Supervised Topic Model
In Multiple Tutors Supervised Topic Model (MT-S-TM), the final SCOM is determined by multiple supervisors. The first supervisor is an U-map, it decides the SCOM can only be selected from the set of local champions, like the ones listed in the “Topic” column of Table 3. The second supervisor is a training data set. E.g., a collection of documents with topics tagged by a human or a probabilistic topic model. We use the training data set to train an optimal parameter of $\alpha$ or $\delta$ in Equation 15 and 16, or a hyper-parameter for curve-fitting in Method 1, then use the trained parameter to select the final SCOM, from the set of local champions.

The training process can be implemented with gradient decent. Taking training parameter $\alpha$ as an example, we first initialize $\alpha$ with some random value, then calculate SCOMs for the training documents with Equation 15, then calculate the sum of distances between the returned SCOMs and the tagged topics, it is the objective to be minimized, then adjust $\alpha$ to decrease the objective.

7 CONCLUSION
In this paper, we propose a model called Understanding Map Supervised Topic Model (UM-S-TM). The aim of this model is to discover the “topic” of a document. The topic is decided both by the content of the document, and supervised by a semantic network, specifically, Understanding Map. Inspired by the notion of Center of Mass in physics, an extension called Semantic Center of Mass (SCOM) is proposed, and deemed as the abstract “topic” of a document. Based on different justifications, three possible methods are devised to discover the SCOM. Some experiments on artificial documents and U-maps are conducted to test their outcomes. Evidence shows there seems exist a special topic associated with a document supervised by an U-map, such that 97% of test cases, at least two of the three methods have an agreement on the discovered SCOM. 68% of test cases, the three methods have unanimous agreement on the discovered SCOM. We also compared UM-S-TM vectorization of documents with term frequency vectorization, and its ability of capturing sequential information.
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| Topic | A   | B   | C   | D   | E   | F   |
|-------|-----|-----|-----|-----|-----|-----|
| 0     | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 1     | 4.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 2     | 1.0 | 0.0 | 0.0 | 1.0 | 1.0 | 1.0 |
| 3     | 1.0 | 0.0 | 0.0 | 4.0 | 1.0 | 1.0 |
| 4     | 1.0 | 0.0 | 0.0 | 1.0 | 4.0 | 4.0 |
| 5     | 0.0 | 1.0 | 0.0 | 0.0 | 1.0 | 4.0 |
| 6     | 0.0 | 0.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 7     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 |
| 8     | 0.0 | 0.0 | 0.0 | 0.0 | 4.0 | 4.0 |
| 9     | 1.0 | 0.0 | 0.0 | 1.0 | 0.0 | 4.0 |
| 10    | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 11    | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 4.0 |
| 12    | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 |

Table 14: Squared concept-to-topic distances of U-map One

| Topic | A   | B   | C   | D   | E   | F   |
|-------|-----|-----|-----|-----|-----|-----|
| 0     | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 1     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 2     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 3     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 4     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 5     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 6     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 7     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 8     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 9     | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 10    | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Table 15: Normalized squared distances of U-map One
### Table 16: Squared distances of U-map One with 0.2 noise

| Topic | A     | B     | C     | D     | E     | F     |
|-------|-------|-------|-------|-------|-------|-------|
| 0     | 0.2   | 1.2   | 1.2   | 1.2   | 4.2   | 4.2   | 9.2   |
| 1     | 1.2   | 0.2   | 4.2   | 9.2   | 9.2   | 16.2  |
| 2     | 1.2   | 4.2   | 0.2   | 1.2   | 1.2   | 4.2   |
| 3     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 1.2   |
| 4     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 5     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 6     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 7     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 8     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 9     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 10    | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |

### Table 17: Normalized squared distances with 0.2 noise

| Topic | A     | B     | C     | D     | E     | F     |
|-------|-------|-------|-------|-------|-------|-------|
| 0     | 0.2   | 1.2   | 1.2   | 1.2   | 4.2   | 4.2   | 9.2   |
| 1     | 1.2   | 0.2   | 4.2   | 9.2   | 9.2   | 16.2  |
| 2     | 1.2   | 4.2   | 0.2   | 1.2   | 1.2   | 4.2   |
| 3     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 1.2   |
| 4     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 5     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 6     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 7     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 8     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 9     | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |
| 10    | 1.2   | 4.2   | 9.2   | 1.2   | 0.2   | 4.2   |

Table 16: Squared distances of U-map One with 0.2 noise

Table 17: Normalized squared distances with 0.2 noise
| Topic      | Distance | Topic-len | Noise | Votes | counter |
|------------|----------|-----------|-------|-------|---------|
| BCDEFGHIJKLNOQPQRST | 0.0      | 0         | 0     | 1     |         |
| CDEFGHIJKLNOQPQRST | 1.2      | 0         | 1     | 0     |         |
| CDEFGHIJKLNOQPQRST | 2.39885266 | 11     | 0.2   | 2     |         |
| CDEFGHIJKLNOQPQRST | 4.5299937 | 9       | 0.4   | 1     |         |
| PR          | 5.18912745 | 2      | 0.5   | 1     |         |
| PR          | 5.18912745 | 2      | 0.6   | 2     |         |
| PR          | 5.18912745 | 2      | 0.7   | 3     |         |
| PR          | 5.18912745 | 2      | 0.8   | 4     |         |
| PR          | 5.18912745 | 2      | 0.9   | 5     |         |
| PR          | 5.18912745 | 2      | 1.0   | 5     |         |
| PR          | 5.18912745 | 2      | 1.1   | 7     |         |
| PR          | 6.18912745 | 2      | 1.2   | 8     |         |
| PR          | 7.18912745 | 2      | 1.3   | 9     |         |
| PR          | 7.18912745 | 2      | 1.4   | 10    |         |
| PR          | 7.18912745 | 2      | 1.5   | 11    |         |
| PR          | 7.18912745 | 2      | 1.6   | 12    |         |
| PR          | 7.18912745 | 2      | 1.7   | 13    |         |
| PR          | 7.18912745 | 2      | 1.8   | 14    |         |
| PR          | 7.18912745 | 2      | 1.9   | 15    |         |
| PR          | 8.18912745 | 2      | 2.0   | 15    |         |
| PR          | 8.18912745 | 2      | 2.1   | 17    |         |
| PR          | 8.18912745 | 2      | 2.2   | 18    |         |
| PR          | 9.18912745 | 2      | 2.3   | 19    |         |
| PR          | 9.18912745 | 2      | 2.4   | 20    |         |
| PR          | 9.18912745 | 2      | 2.5   | 21    |         |
| PR          | 9.18912745 | 2      | 2.6   | 22    |         |
| PR          | 9.18912745 | 2      | 2.7   | 23    |         |
| PR          | 9.18912745 | 2      | 2.8   | 24    |         |
| PR          | 10.18912745| 2      | 2.9   | 25    |         |
| PR          | 10.18912745| 2      | 3.0   | 26    |         |
| PR          | 10.18912745| 2      | 3.1   | 27    |         |
| PR          | 10.18912745| 2      | 3.2   | 28    |         |
| PR          | 10.18912745| 2      | 3.3   | 29    |         |
| PR          | 11.18912745| 2      | 3.4   | 30    |         |
| PR          | 11.18912745| 2      | 3.5   | 31    |         |
| PR          | 11.18912745| 2      | 3.6   | 32    |         |
| PR          | 11.18912745| 2      | 3.7   | 33    |         |
| PR          | 11.18912745| 2      | 3.8   | 34    |         |
| PR          | 12.18912745| 2      | 3.9   | 35    |         |
| PR          | 12.18912745| 2      | 4.0   | 36    |         |
| PR          | 12.18912745| 2      | 4.1   | 37    |         |
| PR          | 12.18912745| 2      | 4.2   | 38    |         |
| PR          | 12.18912745| 2      | 4.3   | 39    |         |
| PR          | 13.18912745| 2      | 4.4   | 40    |         |
| PR          | 13.18912745| 2      | 4.5   | 41    |         |
| PR          | 13.18912745| 2      | 4.6   | 42    |         |
| PR          | 13.18912745| 2      | 4.7   | 43    |         |
| PR          | 13.18912745| 2      | 4.8   | 44    |         |
| PR          | 14.18912745| 2      | 4.9   | 45    |         |
| PR          | 14.18912745| 2      | 5.0   | 46    |         |
| PR          | 14.18912745| 2      | 5.1   | 47    |         |
| PR          | 14.18912745| 2      | 5.2   | 48    |         |
| PR          | 14.18912745| 2      | 5.3   | 49    |         |
| E           | 15.07266672| 1      | 5.4   | 1     |         |

Table 18: Doc1 supervised by U-map Deep, Method 2