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Abstract

The generalized eigenvalue (GE) problems are of particular importance in various areas of science engineering and machine learning. We present a variational quantum algorithm for finding the desired generalized eigenvalue of the GE problem, \( A \ket{\psi} = \lambda B \ket{\psi} \), by choosing suitable loss functions. Our approach imposes the superposition of the trial state and the obtained eigenvectors with respect to the weighting matrix \( B \) on the Rayleigh quotient. Furthermore, both the values and derivatives of the loss functions can be calculated on near-term quantum devices with shallow quantum circuit. Finally, we propose a full quantum generalized eigensolver (FQGE) to calculate the minimal generalized eigenvalue with quantum gradient descent algorithm. As a demonstration of the principle, we numerically implement our algorithms to conduct a 2-qubit simulation and successfully find the generalized eigenvalues of the matrix pencil \((A, B)\). The numerically experimental result indicates that FQGE is robust under Gaussian noise.

1 Introduction

It has been demonstrated that quantum computer can solve problems efficiently that are intractable on classical computer. Some powerful quantum algorithms have been presented such as factoring \([1]\), database searching \([2]\), matrix inverse \([3]\). These algorithms have recently been employed in machine learning such as regression and classification problems \([4–6]\). However, these algorithms require long coherence time

\(\square\) Jin-Min Liang
jmliang@cnu.edu.cn
Shao-Ming Fei
feishm@cnu.edu.cn

\(^1\) School of Mathematical Science, Capital Normal University, Beijing 10048, China
\(^2\) College of Science, China University of Petroleum, Qingdao 266580, China
\(^3\) Shenzhen Institute for Quantum Science and Engineering, Southern University of Science and Technology, Shenzhen 518055, China
and high-fidelity gates [7]. Before the emergence of large-scale, fault-tolerate universal quantum computer, the noisy intermediate-scale quantum (NISQ) processors are thought to be a significant intermediate product. A kind of hybrid quantum-classical algorithms, so-called variational quantum algorithms (VQAs), plays a crucial role on NISQ era [7]. VQAs aim to tackle complex problems by using classical computer and NISQ devices, such as finding the energy spectra [8–11], simulating the Schrödinger equations [12–14] and quantum machine learning [15–17]. The classical computer finds the optimal parameter by optimizing the loss function designed for the problem. The value of loss function and its gradient information are calculated entirely on the NISQ devices by performing measurements. Compared with perfect quantum computers, this hybridization reduces the quantum resources including the numbers of gates and qubits, the circuit depth and the numbers of measurements [18].

The solutions of Schrödinger equations are often determined by standard large-scale eigenvalue problems in quantum chemistry and many-body quantum systems. Many approaches have been used to tackle such standard eigenvalue problems. In particular, given a Hamiltonian $H$ of a quantum system, one performs a classical optimization procedure on the loss function $C = \langle \psi | H | \psi \rangle$ with a trial state $| \psi \rangle$. The minimal value of the loss function $C$ implies the ground energy and its corresponding state is thought to be an approximate lowest eigenvector [8]. This hybrid quantum-classical algorithm is the well-known variational quantum eigensolver (VQE). Once the ground state has been obtained, one can define as updated Hamiltonian which ground state is the first excited state of original Hamiltonian [10]. Reference [9] finds the $k$-th excited state of a Hamiltonian $H$ by a variational quantum deflation method. Their approach adds the overlap term between eigenstates onto the original loss function. Another way for discovering excited states is subspace VQE which contains weighted and non-weighted forms [19]. Subspace expansion approach [20] and multistate contracted VQE [21] approximate each eigenstate as a linear combination of a set of orthogonal states. The training coefficients are obtained by solving a GE problem. Different form the standard VQE [8], the work [22] described a full quantum eigensolver for quantum chemistry simulations. The key idea of [22] is a quantum version of gradient descent algorithm which can be implemented totally on a NISQ computer.

However, the Schrödinger equation for hydrogen and helium atoms is written as a generalized eigenvalue (GE) problem [23] which differs from the standard eigenvalue problem. Thus, a natural question arise that how to solve the GE problem with quantum technology. Large-scale GE problems arise in various of science and engineering, such as linear stability analysis of the Navier–Stokes equation in fluid dynamics [24], the vibration of a cantilever beam [25,26] and the electron energy and position problems in quantum chemistry [27]. In many specific examples, the non-self-adjoint eigenvalue problem of infinite-dimensional Hamiltonian systems can also be written as the GE problem [28,29]. Although several powerful tools have been developed [30–33], the computation of GE problems is still a challenge for classical computer. More recently, Parker and Joseph [34] presented an approach with the help of quantum phase estimation (QPE). However, as pointed in [8], the QPE requires long coherence time and makes this approach unsuitable for the NISQ devices.

In this work, we introduce two types of quantum algorithms for GE problems. For the first type, a variational quantum generalized eigensolver (VQGE) for finding the
desired generalized eigenvalues of a GE problem, $A|\psi\rangle = \lambda B|\psi\rangle$, is presented by utilizing the powerful NISQ technology, where $A \in \mathbb{R}^{N \times N}$ is an Hermitian matrix and $B \in \mathbb{R}^{N \times N}$ is a positive definite Hermitian matrix. We design different loss functions to find different generalized eigenvalues. For the second type, inspired by the full quantum eigensolver [22], we adapt the quantum gradient descent algorithm to find a lowest generalized eigenvalue. We call this generalized eigensolver a full quantum generalized eigensolver (FQGE). Finally, we numerically simulate our algorithms to solve a 2-qubit GE problem on quantum cloud platform and successfully obtain the desired result.

2 Variational method: a variational quantum generalized eigensolver

2.1 Theoretical basis of VQGE

Let $A \in \mathbb{R}^{N \times N}$ be an Hermitian matrix and $B \in \mathbb{R}^{N \times N}$ a positive definite Hermitian matrix. The GE problem is defined by

$$A|\psi\rangle = \lambda B|\psi\rangle,$$

where $|\psi\rangle$ is an eigenvector with generalized eigenvalue $\lambda$ [30]. A significant assumption here is that the matrices $A$ and $B$ have decompositions:

$$A = \sum_{k=0}^{K-1} \alpha_k A_k, \quad B = \sum_{l=0}^{L-1} \beta_l B_l,$$

where $A_k$, $B_l$ are unitaries which can be easily implemented on an NISQ computer [35]. We also assume that the number of the terms $L$ and $K$ scale polynomially with the number of qubits, $O(poly \log N)$, and there are $r$ different generalized eigenvalues ordered in increasing order, $\lambda_1 < \lambda_2 < \cdots < \lambda_r$.

In order to estimate the minimal and maximal generalized eigenvalues, we need to implement the classical optimization procedure for the following loss function,

$$\mathcal{F}(\theta) = \frac{\text{Tr}[A U(\theta) \rho U^\dagger(\theta)]}{\text{Tr}[B U(\theta) \rho U^\dagger(\theta)]},$$

where $\rho = |\psi_{\text{in}}\rangle\langle \psi_{\text{in}}|$ is an arbitrary initial log $2^N$-qubit state. Eq. (3) can be viewed as a Rayleigh quotient of any state $|\psi(\theta)\rangle$ which is prepared via a parameterized quantum circuit $U(\theta)$ acting on an initial state $|\psi_{\text{in}}\rangle$ with an adjustable gate parameter $\theta$. For any state $|\psi(\theta)\rangle$, we have $\lambda_1 \leq \mathcal{F}(\theta) \leq \lambda_r$ [36], with

$$\lambda_1 = \min_\theta \mathcal{F}(\theta), \quad \lambda_r = \max_\theta \mathcal{F}(\theta),$$

associated with two optimal parameters $\theta_1^*$ and $\theta_r^*$ such that $|\psi_1(\theta_1^*)\rangle = U(\theta_1^*)|\psi_{\text{in}}\rangle$ and $|\psi_r(\theta_r^*)\rangle = U(\theta_r^*)|\psi_{\text{in}}\rangle$, respectively.
When the matrix $B$ is positive definite, the eigenvectors of different generalized eigenvalues are mutually $B$-orthogonal \[30\],

$$\langle \psi_i | B | \psi_j \rangle = \delta_{ij}, \quad A | \psi_j \rangle = \lambda_j B | \psi_j \rangle,$$  \hspace{1cm} (4)

where $\delta_{ij}$ denotes the Kronecker delta function. Hence, concerning other generalized eigenvalues and the associated eigenvectors, we define the following new loss functions,

$$F_j(\theta) = F(\theta) + \sum_{i=1}^{j-1} \gamma_i \text{Tr} [BU(\theta) \rho U^\dagger(\theta^*_i)]^2,$$  \hspace{1cm} (5)

where $|\psi(\theta^*_i)\rangle$ is the known eigenvector determined previously. The parameters $\gamma_i$ will be determined below so that the minimum of the loss function $F_j(\theta)$ is the $j$th eigenvalue. One can think of this loss function (5) as minimizing $F(\theta)$ under the constraint $\text{Tr} [BU(\theta) \rho U^\dagger(\theta^*_i)]^2 = 0$. In this case, the $j$th generalized eigenvalues $\lambda_j = \min_{\theta} F_j(\theta)$ and associated eigenvector $|\psi(\theta^*_j)\rangle = U(\theta_j^*) |\psi_{in}\rangle$.

### 2.2 The computation of loss functions

The functions $F(\theta)$ and $F_j(\theta)$ are calculated by computing the following terms,

$$\langle A \rangle = \text{Tr} [AU(\theta) \rho U^\dagger(\theta)], \quad \langle B \rangle = \text{Tr} [BU(\theta) \rho U^\dagger(\theta)] \quad \text{and} \quad \text{Tr} [BU(\theta) \rho U^\dagger(\theta^*_i)].$$

The first two items can be abstracted to a general form $\langle H \rangle = \sum_{i=0}^{d-1} a_i \langle H_i \rangle$ which the real and imaginary parts can be efficiently evaluated via the Hadamard test \[37\] or the projective measurements \[38\]. If the desired error of $\langle H \rangle$ is $\epsilon_H$, the error of $\langle H_i \rangle$ satisfies \[39\],

$$\epsilon^2_i = \frac{|a_i| \epsilon_H^2}{\sum_{i=0}^{d-1} |a_i|}. $$

The number of measurements $M_i$ required to estimate $\langle H_i \rangle$ is at most $O(|a_i|^2 \epsilon^2_i)$ \[39\]. The last item is a sum of inner products,

$$\text{Tr} [BU(\theta) \rho U^\dagger(\theta^*_i)]^2 = |\langle \psi(\theta) | B | \psi(\theta^*_i) \rangle|^2.$$  \hspace{1cm} (6)

Several existed approaches are developed for estimating the overlap \[40–42\]. The origin swap test determines the overlap to precision $\epsilon$ with sample cost $O(\epsilon^{-2})$ and the circuit depth $O(poly \log N)$ \[40\]. In \[41,42\], the modified swap test reduces the depth of circuit to $O(1)$ using parallel Bell-basis measurements and classical logic.

Our states, however, are prepared by the structure unitary circuit $U(\theta)$. We utilize a more practical method introduced in \[43\]. If we are given an initial state $|0\rangle = |0^{\otimes \log N}\rangle$, the explicit value is

$$|\langle \psi(\theta) | B | \psi(\theta^*_i) \rangle|^2 = \left| \langle 0 | U^\dagger(\theta) \sum_{l=0}^{L-1} \beta_l B_l U(\theta^*_l) | 0 \rangle \right|^2,$$  \hspace{1cm} (7)
\[ \left| \langle 0 | \mathcal{U}^{\dagger} (\theta) \sum_{l=0}^{L-1} \beta_l \mathcal{B}_{i} \mathcal{U}(\theta^{*}_{i}) | 0 \rangle \right|^2 = \right| \sum_{l=0}^{L-1} \beta_l \langle 0 | \mathcal{U}^{\dagger} (\theta) \mathcal{B}_{i} \mathcal{U}(\theta^{*}_{i}) | 0 \rangle \right|^2. \] (8)

In this case, we only perform the circuit \( \mathcal{U}^{\dagger} (\theta) \mathcal{B}_{i} \mathcal{U}(\theta^{*}_{i}) \) on state \( | 0 \rangle \) and then obtain the real and imaginary part \( \text{Re}_{i}, \text{Im}_{i} \) of each term \( \langle 0 | \mathcal{U}^{\dagger} (\theta) \mathcal{B}_{i} \mathcal{U}(\theta^{*}_{i}) | 0 \rangle \) via the Hadamard test \([37]\). As a result, we have

\[ \text{Tr}[B \mathcal{U}(\theta) \rho \mathcal{U}(\theta^{*}_{i})] = \left[ \sum_{l=0}^{L-1} \beta_l (\text{Re}_{i} + i \text{Im}_{i}) \right]^2. \] (10)

### 2.3 Optimization of the loss functions

To find the optimal parameters \( \{\theta^{*}_{i}\} \), we apply the Adam, an algorithm for first-order gradient-based optimization of stochastic objective functions \([44]\) in a variational quantum circuit. Methods based on gradient-free are also available to do the optimization. Starting from a random initial parameter \( \theta^{(1)} \), the \( s \)th iterated parameter is given by \( \theta^{(s+1)} = \theta^{(s)} - \delta \nabla \mathcal{F}(\theta^{(s)}) \), where \( \delta \) is the learning rate and \( \nabla \mathcal{F}(\theta^{(s)}) \) is the gradient of function \( \mathcal{F}(\theta) \) with respect to the parameter \( \theta^{(s)} \). By convergence, the optimal quantum circuit produces an approximate eigenvector \( | \psi(\theta^{*}) \rangle = \mathcal{U}(\theta^{*}) | \psi_{\text{in}} \rangle \). The improved technique introduced in \([45,46]\) can be used to avoid local minimal.

To estimate the gradient of \( \mathcal{F}(\theta) \) we present the variational quantum circuit \( \mathcal{U}(\theta) \), see Fig. 1,

\[ \mathcal{U}(\theta) = U_{\text{ent}} U_{R}^{L} (\theta_{L}) \cdots U_{\text{ent}} U_{R}^{2} (\theta_{2}) U_{\text{ent}} U_{R}^{1} (\theta_{1}), \] (11)

constituted of single-qubit rotations and two-qubit entangling gates \([43,47]\), where \( \theta_{t} = (\theta_{1}^{t}, \ldots, \theta_{n}^{t})^\top, t = 1, \ldots, L \). The entangling gate is given by \( U_{\text{ent}} = \Pi_{(i,j)} Z(i,j) \) with a sequence of CNOT gate \( Z(i,j) \) applied on the qubit pair \( (i,j) \). The single-qubit operation is given by \( U_{R}^{t} (\theta_{i}) = \otimes_{i=1}^{n} U(\theta_{i}^{t}) \) which is a tensor product of local unitary operators \( U(\theta_{i}^{t}) \in SU(2) \). As a detailed example of this type of local unitary operators, we consider \( U(\theta_{i}^{t}) = R_{Y}(\theta_{i}^{t}) = e^{i \theta_{i}^{t} Y} \), where \( Y \) is the second Pauli matrix and \( \theta_{i}^{t} \in [0, 2\pi] \). For such a circuit with depth \( L \), the total number of parameters is \( nL \). Since the number of parameters grow linearly with the number of qubits and the circuit depth, only polynomial measurements are required. The following theorem shows that the gradient of loss functions can be calculated by rotating the parameter \( \theta_{i}^{t} \) by \( \pi \), which can be easily implemented on a near-term computer, see proof in Appendix A.

**Theorem 1** The gradients of loss functions \( \mathcal{F}(\theta) \) and \( \mathcal{F}_{j}(\theta) \) can be estimated on near-term quantum devices if and only if the operators \( \frac{\partial \mathcal{U}(\theta)}{\partial \theta_{i}^{t}} \) and \( \frac{\partial \mathcal{U}^{\dagger}(\theta)}{\partial \theta_{i}^{t}} \) can be efficiently implemented on near-term quantum computers. Particularly, the derivatives of \( \mathcal{U}(\theta) \) and \( \mathcal{U}^{\dagger}(\theta) \) with respect to a certain angle \( \theta_{i}^{t} \) can be obtained using the following
formulae,
\[ \frac{\partial U(\theta)}{\partial \theta} \bigg|_{t_i} = \frac{1}{2} U(\theta + t_i), \quad \frac{\partial U(\theta)}{\partial \theta^\dagger} \bigg|_{t_i} = \frac{1}{2} U^\dagger(\theta + t_i), \]

where \( \theta = (\theta_1, \ldots, \theta_t, \ldots) \) and \( \theta_+ = (\theta_1, \ldots, \pi + \theta_t, \ldots) \).

Here we discuss how to choose valid parameter \( \gamma_i \) in loss function \( F_j(\theta) \). Let \( \psi(\theta) \) be the trial state, where \( |\psi_i \rangle \) is the \( i \)th generalized eigenvector. We can choose \( \gamma_i = \lambda_i - \lambda_1 > \lambda_j - \lambda_i \), where \( \lambda_r \) and \( \lambda_1 \) can be estimated by optimizing the loss function \( F(\theta) \). It can be easily verified that

\[
F_j(\theta) = \frac{1}{\sum_{i=1}^{r} |a_i|^2} \sum_{i=1}^{r} |a_i|^2 \lambda_i + \gamma_j |a_j|^2 \\
\geq \lambda_j \sum_{i=1}^{r} |a_i|^2 = \lambda_j,
\]

where the first equality is due to that \( \sum_{i=1}^{r} |a_i|^2 = 1 \) and \( \langle \psi_j | B_i | \psi_j \rangle = \delta_{ij} \), the first inequality follows as \( \gamma_i + \lambda_i > \lambda_j \).

### 2.4 Variational quantum generalized eigensolver

The inputs of VQGE are a parameterized quantum circuit \( U(\theta) \) and an initial state \( |\psi_{in}\rangle \). The outputs of our algorithm are the generalized eigenvalues \( \{\lambda_i\}_{i=1}^{r} \) and the optimal parameter \( \{\theta_i^*\}_{i=1}^{r} \) that prepares the eigenvectors \( \{|\psi_i\rangle = U(\theta_i^*)|\psi_{in}\rangle\} \). Here we summarize the iteration process of finding the generalized eigenvalues and eigenvectors.

1. Compute the loss functions \( F(\theta) \) and \( F_j(\theta) \) on near-term computers.
2. Apply the classical optimization procedure on loss functions \( F(\theta) \) and \( F_j(\theta) \) with the help of Theorem 1 and determine the optimal parameters \( \theta_1^*, \theta_r^* \).
3. We obtain the \( j \)th generalized eigenvalue, \( \lambda_j = F_j(\theta_j^*) \) and eigenvectors \( |\psi_j\rangle = |\psi(\theta_j^*)\rangle = U(\theta_j^*)|\psi_{in}\rangle \). The lowest (largest) generalized eigenvalue
\[ \lambda_1 = \mathcal{F}(\theta_1^\dagger) (\lambda_r = \mathcal{F}(\theta_r^\dagger)) \] with eigenvectors \(|\psi_1\rangle = |\psi(\theta_1^\dagger)\rangle (|\psi_r\rangle = |\psi(\theta_r^\dagger)\rangle)\), respectively.

Concerning the related errors and sample costs, we have the following theorem.

**Theorem 2** Let \( \epsilon_A, \epsilon_B \) and \( \epsilon_O \) denote the corresponding precision of estimating \( \langle A \rangle \), \( \langle B \rangle \) and \( \text{Tr}[BU(\theta)\rho U^\dagger(\theta^\dagger)] \). For the GE problem (1), there exists a quantum generalized eigensolver that outputs the former \( j \) generalized eigenvalues with error \( \eta_1^{-1}(\epsilon_A + |\lambda_r| \epsilon_B) + \epsilon_O \), where \( \eta_1 \) denotes the lowest eigenvalue of matrix \( B \) and \( \lambda_r \) is the largest generalized eigenvalue. The total sample complexity is \( O(j \Lambda^2 \epsilon^2) \),

\[ \Lambda = \sum_{k=0}^{K-1} \alpha_k + \sum_{l=0}^{L-1} \beta_l + \lambda_r, \quad \epsilon^2 = \epsilon_A^2 + \epsilon_B^2 + \epsilon_O^2. \]

The proof of Theorem 2 is provided in Appendix B.

**Remark** In principle, VQGE can obtain the \( r \) distinct generalized eigenvalues by optimizing \( r \) loss functions. However, in general \( r \) will be exponential in the number of qubits, so actually VQGE (including any classical algorithm) to find all of the generalized eigenvalues will take exponential time. In practice we are usually not interested in all of the eigenvalues, but only in some polynomial-sized subset of either the highest or lowest generalized eigenvalues. For example, the largest generalized eigenvector of covariance matrices \( S_1 \) and \( S_2 \) is referred to as the Fisher direction or Fisher axis \( [48] \). One then can maximize the projection variance of means of classes and minimize the projection variance of class instances.

A recent work by Parker et al. \([34]\) demonstrates that the GE problem can be solved efficiently as a standard Hermitian eigenvalue problem by introducing the immediate matrix \( B^{1/2} \) or the Cholesky decomposition of \( B \). Then one can apply the quantum phase estimation to solve the standard Hermitian eigenvalue problem, \( B^{-1/2} AB^{-1/2} |\Psi\rangle = \lambda |\Psi\rangle \), where \( |\Psi\rangle = B^{1/2} |\psi\rangle \) \([49]\). However, QPE requires fully coherence time and millions of quantum gates for practical application \([50]\), as compared to the \( O(2L \log N) \) quantum gates in our algorithm, where \( L \) is a constant. Moreover, in \([34]\) \( A \) is assumed to be local and sparse and \( B \) is supposed to be sparse. However, VQGE does not need any assumption on the structure of Hermitian matrices \( A \) and \( B \).

In Reference \([51]\), the original matrices \( A \) and \( B \) are transformed into a quadratic form, \( (A - \tau B)^2 \) and \( B^2 \) respectively by introducing an extra variable \( \tau \). One needs to tune the parameter \( \tau \) to get an approximate generalized eigenvalue, which results in much more resources than our algorithm. Furthermore, the quadratic Hamiltonian increases the resulting errors as extra matrix multiplications costs more computation resources.

If the entire quantum algorithm is performed on a classical computer, our algorithm attains an exponential advantage in the computation of loss function and the storage of quantum states. Namely, for a log \( N \)-qubit quantum state \(|\psi\rangle\), current classical algorithm requires \( N \) complex numbers. Even if the quantum state is prepared perfectly, the computation of the expectation value \( \langle A \rangle \) or \( \langle B \rangle \) requires \( O(dN) \) floating point operations, where \( d \) is the number of Pauli terms of matrices \( A \) and \( B \). Thus we require exponential resources in both storage and computation when performed on a classical computer.
3 Iteration method: a full quantum generalized eigensolver

This section presents an alternate quantum algorithm to obtain the minimum generalized eigenvalue and corresponding eigenvectors on a fault-tolerant quantum computer. We call this iteration algorithm a full quantum generalized eigensolver (FQGE), an iterative quantum algorithm, which does not require quantum phase estimation. It is noticed that the classical optimization procedure of VQGE is replaced by a quantum gradient descent algorithm [17,22].

3.1 Theoretical basis of FQGE

For the GE problem (1) considering the loss function

\[ F(|\psi\rangle) = \frac{\langle \psi | A | \psi \rangle}{\langle \psi | B | \psi \rangle}, \tag{13} \]

we optimize \( F(|\psi\rangle) \) by the recently proposed quantum gradient descent algorithm [17,22]. The basic idea is to construct a sequence \( \{|\psi_s\rangle \in \mathbb{R}^{N \times N}\}_{s=1,2,...} \) such that 
\( F(|\psi_{s+1}\rangle) < F(|\psi_s\rangle) \) for all \( s \). If the iterative is terminated under a given termination condition, the sequence \( F(|\psi_s\rangle) \) converges to the minimal eigenvalue \( \lambda_1 \) and the state sequence \( \{|\psi_s\rangle\} \) to the corresponding eigenvector.

For any given \( |\psi_s\rangle \), the next state is updated using the following transformation

\[ |\psi_{s+1}\rangle = |\psi_s\rangle + \delta |\tilde{\psi}_s\rangle \\
= |\psi_s\rangle - \delta \nabla F(|\psi_s\rangle) |\psi_s\rangle, \tag{14} \]

where \( \delta \) is the learning rate and we choose the search direction of \( |\tilde{\psi}_s\rangle \) to be the negative gradient of the cost function \( F(|\psi_s\rangle) \). The parameter \( \delta \) is determined such that the function value \( F(|\psi_{s+1}\rangle) \) of the new state \( |\psi_{s+1}\rangle \) becomes minimal,

\[ F(|\psi_{s+1}\rangle) = \min_{\delta \in C} F(|\psi_s\rangle + \delta |\tilde{\psi}_s\rangle). \tag{15} \]

The minimal in Eq. (15) is the smaller generalized eigenvalue \( u_1 \) of the generalized \( 2 \times 2 \) eigenvalue problem

\[ \begin{bmatrix} \langle \psi_s | A | \psi_s \rangle & \langle \psi_s | A | \tilde{\psi}_s \rangle \\ \langle \tilde{\psi}_s | A | \psi_s \rangle & \langle \tilde{\psi}_s | A | \tilde{\psi}_s \rangle \end{bmatrix} |u\rangle = u \begin{bmatrix} \langle \psi_s | B | \psi_s \rangle & \langle \psi_s | B | \tilde{\psi}_s \rangle \\ \langle \tilde{\psi}_s | B | \psi_s \rangle & \langle \tilde{\psi}_s | B | \tilde{\psi}_s \rangle \end{bmatrix} |u\rangle. \]

The corresponding eigenvector is normalized such that its component equals \( |u_1\rangle = [1, \delta]^T \).

The gradient operator of the loss function is

\[ \nabla F(|\psi\rangle) = \frac{2[A - F(|\psi\rangle)B]}{\langle \psi | B | \psi \rangle}. \tag{16} \]
Then the iterative Eq.(14) is interpreted as an evolution with non-unitary operator $G_s$,

$$
|\psi_{s+1}\rangle = G_s|\psi_s\rangle,
$$

$$
G_s = I - \frac{2\delta[A - \mathcal{F}(|\psi_s\rangle)B]}{\langle\psi_s|B|\psi_s\rangle}.
$$

(17)

Based on the decomposition of matrices $A$ and $B$, The non-unitary operator $G_s$ can also be decomposed into a linear combination of unitary operators (LCU) [52], such that

$$
G_s = \sum_{i=0}^{d-1} g_{s,i} G_{s,i}.
$$

(18)

Given the decomposition (1), the Pauli product terms $G_{s,i} \in \{I, A_k, B_l\}$ and coefficients

$$
g_{s,i} \in \left\{ 1, -\frac{2\delta \alpha_k}{\langle\psi_s|B|\psi_s\rangle}, -\frac{2\delta \mathcal{F}(|\psi_s\rangle)\beta_l}{\langle\psi_s|B|\psi_s\rangle} \right\}
$$

for all $k, l$. The number of Pauli product terms $G_{s,i}$ is $d = K + L + 1 = O(poly\log N)$. The Hadamard test enables us to compute the coefficients $g_{s,i}$. The approach proposed in Ref. [53] is used to implement the non-unitary operator $G_s$. It is clear that $G_s$ is $|\psi_s\rangle$ dependent.

The termination condition is to check if

$$
\frac{\|A|\psi_{s+1}\rangle - \mathcal{F}(|\psi_{s+1}\rangle)B|\psi_{s+1}\rangle\|_2}{\|A|\psi_{s+1}\rangle\|_2 + \|\mathcal{F}(|\psi_{s+1}\rangle)B|\psi_{s+1}\rangle\|_2} \leq \varepsilon
$$

(19)

where $\varepsilon$ is a given tolerance [54]. If it is satisfied, $|\psi_{s+1}\rangle$ will be thought to be an eigenvector associated with inferred generalized eigenvalue $\lambda_1 = \mathcal{F}(|\psi_{s+1}\rangle)$.

As pointed out in [54], our FQGE converges slowly. This happens if the generalized spectrum is very much spread out, i.e., if the condition number of $A$ relative to $B$ is big. Note that the perturbation bounds for generalized eigenvalue problems is the same as the work [55].

### 3.2 The construction of quantum circuit

The quantum circuit of one iteration process is shown in Fig. 2. Firstly, the superposition state $C^{-1}\sum_{i=0}^{d-1} g_{s,i}|i\rangle$ should be efficiently prepared, where $C = \sqrt{\sum_{i=0}^{d-1} g_{s,i}^2}$ is a normalization constant and $|i\rangle$ is the computational basis. If state preparation is too expensive, it can diminish the quantum advantage. Some methods is available for the state preparation, such as approaches based on Grover search [56,57] and quantum
random access memory (qRAM) [58,59]. In general applying unitary

\[ W = \frac{1}{C} \begin{bmatrix} g_{s,0} & w_{0,1} & \cdots & w_{0,d-1} \\ g_{s,1} & w_{1,1} & \cdots & w_{1,d-1} \\ \vdots & \vdots & \ddots & \vdots \\ g_{s,d-1} & w_{d-1,1} & \cdots & w_{d-1,d-1} \end{bmatrix} \] (20)

on \( \bar{d} = \log d \in \mathcal{O}(\log \text{poly} \log N) \) ancillary state \( |0 \cdots 0 \rangle \). The elements \( \{w_{0,1}, \cdots, w_{d-1,d-1}\} \) are arbitrary as long as \( W \) is unitary. Moreover, we prepare an initial state \( |\psi_0\rangle \) in a log \( N \)-qubit system. In our experiment, \( |\psi_0\rangle \) usually is chosen as some easily prepared state, such as a tensor product state \( |0 \cdots 0 \rangle \). Thus, the state of the whole system is

\[ |\Psi_0\rangle = \frac{1}{C} \sum_{i=0}^{d-1} g_{s,i} |i\rangle |\psi_s\rangle. \] (21)

Next, \( \bar{d} \)-qubit-controlled quantum gates

\[ C_{\bar{d}}(G_s) = \sum_{i=0}^{d-1} |i\rangle \langle i| \otimes G_{s,i} \] (22)

are implemented on state \( |\Psi_0\rangle \) and we obtain state

\[ |\Psi_1\rangle = C_{\bar{d}}(G_{s,i}) |\Psi_0\rangle \]

\[ = \frac{1}{C} \left( \sum_{i=0}^{d-1} g_{s,i} |i\rangle G_{s,i} |\psi_s\rangle \right). \] (23)

Based on the operator \( G_{s,i} \) is a tensor product of Pauli operators, controlled operation \( C_{\bar{d}}(G_s) \) can be decomposed into a sequence of controlled operation \( C_{\bar{d}}(G_{s,i}) = |i\rangle \langle i| \otimes G_{s,i} \) with \( i \) running from 0 to \( d-1 \). Each individual operation \( C_{\bar{d}}(G_{s,i}) \) can be further transformed into some multi-qubit controlled Pauli gate which is simulated by a network consisting of elementary (1- and 2-qubit) gates using the Lemma 7.5 introduced in [60]. Let \( M_{s,i} \) be such that \( M_{s,i}^2 = G_{s,i} \). The unitary \( C_{\bar{d}}(G_{s,i}) \) can be replaced by two \( \bar{d} \)-qubit Toffoli gates, \( C_1(M_{s,i}) \), \( C_1(M_{s,i}^\dagger) \), and one controlled operation \( C_{\bar{d}-1}(M_{s,i}) \). The cost of simulating the 2 \( \bar{d} \)-qubit Toffoli gates, \( C_1(M_{s,i}) \) and \( C_1(M_{s,i}^\dagger) \) are \( \mathcal{O}(\bar{d}), \mathcal{O}(\log N) \) and \( \mathcal{O}(\log N) \), respectively. Let \( T_{\bar{d}, \log N} \) be the total
gate complexity of simulating \( C_{d}(G_{s}, i) \). We obtain the recursion equation,

\[
T_{d, \log N} = T_{d-1, \log N} + O(\log N) + O(d) \\
= O(\log d \log N + \log d). \tag{24}
\]

Thus, \( d \) unitary gates \( \{C_{d}(G_{s}, i)\} \) can be decomposed into \( O(d \log d \log N + d \log d) \) elementary quantum gates. It is clear that the complexity of quantum gate is polylogarithmical to the size of matrix \( G_{s} \). However, the classical counterparts have complexity \( O(N^2) \). Therefore, in comparison, FQGE achieves an exponential speedup compared in the problem size \( N \) under assumption decomposition of \( A \) and \( B \).

After performing \( \bar{d} \) Hadamard gates on ancillary register, we transform state \( |\Psi_{1}\rangle \) into state

\[
|\Psi_{2}\rangle = \frac{1}{C} \left( \sum_{i=0}^{d-1} g_{s,i} H_{\bar{d}} \otimes |i\rangle G_{s,i} |\psi_{s}\rangle \right)
= \frac{1}{C \sqrt{d}} |0 \cdots 0\rangle \left( \sum_{i=0}^{d-1} g_{s,i} G_{s,i} |\psi_{s}\rangle \right). \tag{25}
\]

Measuring the ancillary register and obtaining result \( |0 \cdots 0\rangle \), the collapsed state can be viewed as the updated state \( |\psi_{s+1}\rangle = \frac{1}{C \sqrt{d}} \sum_{i=0}^{d-1} g_{s,i} G_{s,i} |\psi_{s}\rangle \). The success probability of obtaining \( |0 \cdots 0\rangle \) is

\[
P_{\text{suc}} = \frac{\|G_{s} |\psi_{s}\rangle\|^{2}}{C^{2}d}. \tag{26}
\]

The measurement complexity is \( C^{2}d/\|G_{s} |\psi_{s}\rangle\|^{2} \). The fact that FQGE requires a measurement at the end of each iterative step, the probability for success of each step is at least \( O(1/\text{poly} \log N) \), the FQGE needs to converge to the lowest generalized eigenvalue in only polylogarithmically many steps. Then there is hope for the FQGE to be efficient. The total number of qubits is \( O(\log \text{poly} \log N) \) which is less than the qubit cost of standard VQE.

### 4 Numerical results

We first apply our algorithm, VQGE, to solve a GE problem with two 2-qubit Hermitian matrices. The simulation and optimization loops are carried out via Paddle Quantum [61] on the PaddlePaddle Deep Learning Platform [62]. We consider the following GE problem: \( A |\psi\rangle = \lambda B |\psi\rangle \), with

\[
A = \mathbb{I}_{4} + 0.4Z \otimes \mathbb{I}_{2} + 0.4\mathbb{I}_{2} \otimes Z + 0.2X \otimes X,
B = \mathbb{I}_{4} + 0.3Z \otimes \mathbb{I}_{2} + 0.4\mathbb{I}_{2} \otimes Z + 0.2Z \otimes Z,
\]

where \( X \) and \( Z \) are the standard Pauli operators, \( \mathbb{I}_{d} \) denotes the \( d \times d \) identity matrix. We use a quantum circuit with \( L = 2 \) layers with initial state \( |\psi_{\text{in}}\rangle = |0\rangle \otimes |0\rangle \). Our
algorithm finds all 4 generalized eigenvalues and corresponding eigenvectors. Notice that hardware noise is not considered in this heuristic.

For this case, the generalized eigenvalues of the matrix pair \((A, B)\) is non-degenerate. Fig. 3 plots the values of loss functions versus the number of iterations (with the total number of iterations fixed). As shown in Fig. 3, for the smallest eigenvalue, the loss function reaches a minimal value corresponding to an inferred generalized eigenvalue \(\lambda_1\). The top line shows that the maximal value of function \(F(\theta)\) approximately represents the fourth eigenvalue \(\lambda_4\). It is clear that the minimal and the maximal values of the function \(F(\theta)\) are attained by increasing iterations. However, for the second eigenvalues, the function escapes from the global minimal value with the increase of the iteration. As shown in Fig. 3, the global minimal value indicated by the red triangle can be reached at 17th step. Therefore, by recording the iteration process, we can search the global minimal value in the experimental result set and obtain the associated parameter \(\theta_{opt}\).

Here, we focus on the calculation of the minimum generalized eigenvalue of \((A, B)\) using FQGE. This numerical simulation is made with a classical computer that simulates the quantum iterative processes and introduces Gaussian noise. In our two-qubits system, the initial state \(|\psi_0\rangle = |00\rangle\) and the learning rate is chosen as \(\delta = 0.1\). As shown in Fig. 4, the experimental values converge to the exact eigenvalue with state fidelity 99.99%. We also investigate the influence of noise in Fig. 4. The Gaussian noise term

\[
|\psi_{\text{noise}}\rangle = \tau \sum_{i=0}^{3} \frac{1}{2} |i\rangle,
\]  

(27)
Fig. 4 The convergence to the lowest eigenvalue by the FQGE. The red line indicates the experimental value with Gaussian noise. The blue line is the exact eigenvalue. The pink line shows the experimental value without any type of noise is added to the iterative state $|\psi_s\rangle := |\psi_s\rangle + |\psi_{\text{noise}}\rangle$, where the variable $\tau \sim \mathcal{N}(\mu, \sigma^2)$ follows a Gaussian distribution. In our experiment, we set $\mu = 0$ and $\sigma = 0.01$. The experiment values still converge to the exact eigenvalue. Thus our FQGE is robust to Gaussian noise.

5 Conclusion

In conclusion, we have proposed an efficient variational quantum algorithm, VQGE, for solving the generalized eigenvalues and eigenvectors of a given matrix pair $(A, B)$. It has been shown that the proposed FQGE can calculate the lowest generalized eigenvalue using quantum gradient descent. The number of elementary gates is polylogarithmic to the number of qubits. Both VQGE and FQGE theoretically achieve exponential speedup over its classical part under the efficient Pauli decomposition of matrix pair $(A, B)$. As our algorithm does not use the Hamiltonian simulation, amplitude amplification and phase estimation, it may have more efficient applications in such as dimensionality reduction [63], molecular orbital computation [64,65] and electronic structure calculations [66].

Several basic mathematical problems left to be treated with. The first one is what type of variational circuit $U(\theta)$ should be designed for various practical problems. Different variational ansatz may affect the convergence property of the corresponding loss functions [67]. Moreover, although the problem of barren plateaus [68] has been solved by defining an adaptive loss function, the phenomenon of barren plateaus introduced in [69] need to be further studied, as escaping the barren plateaus can guarantee that VQAs provide a speedup over classical algorithm. Finally, focusing on
the FQGE, two caveats may make FQGE unsuitable for NISQ devices. The first one is
the preparation of entanglement state \( C^{-1} \sum_{i=0}^{d-1} g_{s,i} |i\rangle \). In the main text, we assume
that applying unitary \( W \) on initial \( |0 \cdots 0\rangle \) can prepare the state. However, construct
unitary \( W \) is a hard question. Second potential question is the post measurement. The
success probability decaying exponential with the number of iterations does not ensure
us to obtain ground state with high probability. Although the amplitude amplification
can amplify the amplitude up to a deterministic order, additional resources are need
such as repetition of the overall procedure. The investigation on these related questions
may shed new light on the quantum advantages in machine learning and artificial
intelligence.
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**Appendix A Proof of Theorem 1**

A unitary circuit \( \mathcal{U}(\theta) \) parameterized by \( \theta \) has the form,

\[
\mathcal{U}(\theta) = \prod_{i=L}^{1} \mathcal{U}_{ent} \left( \otimes_{i=1}^{n} R_y(\theta_i^t) \right),
\]

(A1)

where \( R_y(\theta_i^t) = e^{i \theta_i^t Y} \) and \( \theta = (\theta_1^1, \ldots, \theta_1^L, \ldots, \theta_n^1, \ldots, \theta_n^L)^\dagger \). Thus the derivative
of \( \mathcal{U}(\theta) \) with respect to a certain angle \( \theta_i^t \) is given by

\[
\frac{\partial \mathcal{U}(\theta)}{\partial \theta_i^t} = \prod_{i=L}^{1} \mathcal{U}_{ent} \otimes_{i=1}^{n} \frac{\partial R_y(\theta_i^t)}{\partial \theta_i^t} \\
= \prod_{i=L}^{1} \mathcal{U}_{ent} \otimes_{i=1}^{n} \frac{-i Y}{2} R_y(\theta_i^t) \\
= \frac{1}{2} \mathcal{U}(\theta_+),
\]

(A2)

where the last equality is true due to the fact that

\[
R_y(\pm \pi) = e^{\mp i \frac{\pi}{2} Y} = \cos \frac{\pi}{2} I \mp i \sin \frac{\pi}{2} Y = \mp i Y
\]

(A3)

and \( \theta_+ = (\theta_1^1, \ldots, \pi + \theta_i^t, \ldots)^\dagger \). Similarly, we have

\[
\frac{\partial \mathcal{U}^\dagger(\theta)}{\partial \theta_i^t} = \left( \frac{\partial \mathcal{U}(\theta)}{\partial \theta_i^t} \right)^\dagger = \frac{1}{2} \mathcal{U}^\dagger(\theta_+).
\]

(A4)
Concerning the first loss function

\[ \mathcal{F}(\theta) = \frac{\langle \psi(\theta) | A | \psi(\theta) \rangle}{\langle \psi(\theta) | B | \psi(\theta) \rangle} = \frac{\langle A \rangle}{\langle B \rangle}, \quad \text{(A5)} \]

we obtain

\[ \frac{\partial \mathcal{F}(\theta)}{\partial \theta^t_i} = \frac{\partial}{\partial \theta^t_i} \frac{\langle A \rangle}{\langle B \rangle} = \frac{1}{\langle B \rangle^2} \left( \frac{\partial \langle A \rangle}{\partial \theta^t_i} \langle B \rangle - \langle A \rangle \frac{\partial \langle B \rangle}{\partial \theta^t_i} \right), \quad \text{(A6)} \]

It is clear that the inner product items \( \langle A \rangle \) and \( \langle B \rangle \) can be calculated on NISQ quantum devices by applying the Hadamard test or the Theorem 1 introduced in the main text. Furthermore, two extra items \( \frac{\partial \langle A \rangle}{\partial \theta^t_i} \) and \( \frac{\partial \langle B \rangle}{\partial \theta^t_i} \) can be transformed into computational-friendly forms. In particular,

\[ \frac{\partial \langle A \rangle}{\partial \theta^t_i} = \text{Tr}[A U(\theta) \rho U^\dagger(\theta^*_{i+1})] + \text{Tr}[A \frac{\partial U(\theta)}{\partial \theta^t_i} \rho U^\dagger(\theta)]. \quad \text{(A7)} \]

Substituting (A2) and (A4) into (A7), we get

\[ \frac{\partial \langle A \rangle}{\partial \theta^t_i} = \frac{1}{2} \left( \text{Tr}[A U(\theta) \rho U^\dagger(\theta^*_i)] + \text{Tr}[A U(\theta^*_{i+1}) \rho U^\dagger(\theta)] \right). \quad \text{(A8)} \]

Similarly, we have

\[ \frac{\partial \langle B \rangle}{\partial \theta^t_i} = \frac{1}{2} \left( \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)] + \text{Tr}[B U(\theta^*_{i+1}) \rho U^\dagger(\theta)] \right). \quad \text{(A9)} \]

To compute the derivative of the loss function \( \mathcal{F}_j(\theta) \), we study the derivative of the extra item \( \sum_{i=1}^{j-1} y_i \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)]^2 \),

\[ \frac{\partial}{\partial \theta^t_i} \sum_{i=1}^{j-1} y_i \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)]^2 \]

\[ = 2 \sum_{i=1}^{j-1} y_i \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)] \text{Tr}[B \frac{\partial U(\theta)}{\partial \theta^t_i} \rho U(\theta^*_i)] \]

\[ = \sum_{i=1}^{j-1} y_i \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)] \text{Tr}[B U(\theta^*_{i+1}) \rho U(\theta^*_i)]. \]
Therefore, the gradient of loss function $F_j(\theta)$ is given by

$$\frac{\partial F_j(\theta)}{\partial \theta_i} = \frac{\partial F(\theta)}{\partial \theta_i} + \frac{\partial}{\partial \theta_i} \sum_{i=1}^{j-1} \gamma_i \text{Tr}[B U(\theta) \rho U^\dagger(\theta^*_i)]^2,$$

(A10)

An alternative method to estimate the gradient is using the Finite-difference approximation,

$$\frac{\partial F(\theta)}{\partial \theta_i} = \frac{F(\theta + \Delta \theta) - F(\theta - \Delta \theta)}{2 \Delta \theta},$$

(A11)

where $\Delta \theta$ is a perturbation on the $\theta$. Usually, we fix $\Delta \theta$ at a sufficiently small value.

In conclusion, the calculation of the gradient of the functions $F(\theta)$ and $F_j(\theta)$ is carried out on a NISQ quantum devices.

**Appendix B Proof of Theorem 2**

The proof of Theorem 2 contains two parts: the error analysis and the sample complexity. First of all, the depth of variational circuit used in our algorithm is determined by the number of quantum gates applied on each qubit. Our variational circuit (Fig. 1 in the main text) has $2L$ quantum gates on each qubit if we repeat the block $L$ times. Thus the depth scales as $2L = \mathcal{O}(1)$ that is independent of the size of the GE problem.

1. **Error analysis**

The main error is dominated by the quantum measurements. Assume that the quantities $\langle A \rangle = \sum_{k=0}^{K-1} \alpha_k \langle \psi(\theta) | A_k | \psi(\theta) \rangle$, $\langle B \rangle = \sum_{l=0}^{L-1} \beta_l \langle \psi(\theta) | B_l | \psi(\theta) \rangle$ and $\sum_{i=1}^{j-1} \gamma_i \langle \psi(\theta) | B | \psi(\theta^*_i) \rangle^2$ have errors $\epsilon_A$, $\epsilon_B$ and $\epsilon_O$, respectively. Let $\tilde{F}(\theta)$ and $\tilde{F}_j(\theta)$ denote the estimated values of the functions $F(\theta)$ and $F_j(\theta)$, respectively.

The error of the defined function $F(\theta)$ is given by

$$E = \left| \tilde{F}(\theta) - F(\theta) \right| = \left| \frac{\langle A \rangle \pm \epsilon_A}{\langle B \rangle} - \frac{\langle A \rangle}{\langle B \rangle} \right|$$

$$= \left| \frac{\langle B \rangle \epsilon_A \mp \langle A \rangle \epsilon_B}{\langle B \rangle} \right|$$

Using the triangle inequality, we get

$$E \leq \left| \frac{\langle B \rangle \epsilon_A \mp \langle A \rangle \epsilon_B}{\langle B \rangle^2} \right| \leq \frac{\epsilon_A}{\langle B \rangle} + \frac{\langle A \rangle \epsilon_B}{\langle B \rangle}$$

$$\leq \eta_1^{-1}(\epsilon_A + |\lambda_r| \epsilon_B),$$
where $\eta_1$ is the smallest eigenvalue of $B$. Similarly, the error of objective function $F_j(\theta)$ is

$$E_j = \left| F_j(\theta) - \hat{F}_j(\theta) \right| = \left| \frac{\left\langle A \right\rangle}{\left\langle B \right\rangle} \pm \epsilon_A - \frac{\left\langle A \right\rangle}{\left\langle B \right\rangle} \pm \epsilon_B \right| \leq \eta_1^{-1}(\epsilon_A + |\lambda_r|\epsilon_B) + \epsilon_O.$$

2. Sample cost

Assuming that $M_k(M_l)$ is the number of samples used for measuring $\langle A_k \rangle(B_l)$, the precision of each term is given by

$$\epsilon_a^2 = \frac{\alpha_a^2 \sigma_a}{M_a}, \epsilon_b^2 = \frac{\alpha_b^2 \sigma_b}{M_b},$$

where $\sigma_a(\sigma_b)$ represents the variance of the expectation value of $A_a(B_b)$. The total error of $\langle A \rangle, \langle B \rangle$ and the overlap $\sum_{i=1}^{j-1} \gamma_i |\langle \psi(\theta) \rangle| B |\psi(\theta_i^*)\rangle|^2$ scales as

$$\epsilon_A^2 = \sum_{k=0}^{K-1} \frac{\alpha_k^2 \sigma_k}{M_k}, \epsilon_B^2 = \sum_{l=0}^{L-1} \frac{\alpha_l^2 \sigma_l}{M_l}, \epsilon_O^2 = \sum_{i=1}^{j-1} \gamma_i^2 \sigma_i, \quad (B2)$$

where $M_i$ and $\sigma_i$ are the number of samples and variance used for measuring $|\langle \psi(\theta) \rangle| B |\psi(\theta_i^*)\rangle|^2$. To determine the total sample complexity of finding the $j^{th}$ generalized eigenvalue $M_j = \sum_{k=0}^{K-1} M_k + \sum_{l=0}^{L-1} M_l + \sum_{i=1}^{j-1} M_i$, we define a quantity $\epsilon^2$ called pseudo-error which has a form

$$\epsilon^2 = \epsilon_A^2 + \epsilon_B^2 + \epsilon_O^2. \quad (B3)$$

The real question now is how to choose the optimal choice of $M_k, M_l$ and $M_i$ by minimizing $\epsilon^2$ for the fewest measurements. We start with the Lagrange function

$$L = M_j + \mu \left( \sum_{k=0}^{K-1} \frac{\alpha_k^2 \sigma_k}{M_k} + \sum_{l=0}^{L-1} \frac{\alpha_l^2 \sigma_l}{M_l} + \sum_{i=1}^{j-1} \gamma_i^2 \sigma_i - \epsilon^2 \right).$$

Our goal is to solve the following expression for $M_k, M_l$ and $M_i$,

$$\min_{M_k, M_l, M_i} \max_{\mu} L = \min_{M_k, M_l, M_i} M_j. \quad (B4)$$
We take the derivative of $L$ with respect to $M_k$, $M_l$, $M_i$ to find,

\[
\frac{\partial L}{\partial M_k} = K - 1 \sum_{k=0}^{K-1} \left( 1 - \mu \frac{\alpha_k^2 \sigma_k}{M_k^2} \right) = 0 \Rightarrow M_k = \sqrt{\mu \sigma_k} \alpha_k,
\]

\[
\frac{\partial L}{\partial M_l} = L - 1 \sum_{l=0}^{L-1} \left( 1 - \mu \sum_{l=0}^{L-1} \frac{\beta_l^2 \sigma_l^2}{M_l} \right) = 0 \Rightarrow M_l = \sqrt{\mu \sigma_l} \beta_l,
\]

\[
\frac{\partial L}{\partial M_i} = j - 1 \sum_{i=1}^{j-1} \left( 1 - \mu \frac{\gamma_i^2 \sigma_i^2}{M_i^2} \right) = 0 \Rightarrow M_i = \sqrt{\mu \sigma_i} \gamma_i.
\]

Taking this back into Eq. (B3), we find that

\[
\sqrt{\mu} = \frac{1}{\sigma^2} \left( \sum_{k=0}^{K-1} \alpha_k \sqrt{\sigma_k} + \sum_{l=0}^{L-1} \beta_l \sqrt{\sigma_l} + \sum_{i=1}^{j-1} \gamma_i \sqrt{\sigma_i} \right)
\]

\[
= \frac{1}{\sigma^2} (\Lambda_k + \Lambda_l + \Lambda_i).
\]

(B5)

Now we can then learn

\[
M_k = \frac{\Lambda_k + \Lambda_l + \Lambda_i}{\epsilon^2} \alpha_k \sqrt{\sigma_k},
\]

\[
M_l = \frac{\Lambda_k + \Lambda_l + \Lambda_i}{\epsilon^2} \beta_l \sqrt{\sigma_l},
\]

\[
M_i = \frac{\Lambda_k + \Lambda_l + \Lambda_i}{\epsilon^2} \gamma_i \sqrt{\sigma_i}.
\]

The total number of measurement required is

\[
M_j = \sum_{k=0}^{K-1} M_k + \sum_{l=0}^{L-1} M_l + \sum_{i=1}^{j-1} M_i
\]

\[
= \frac{1}{\epsilon^2} (\Lambda_k + \Lambda_l + \Lambda_i)^2.
\]

(B6)

Thus the total sample complexity of finding the $j^{th}$ nearly is

\[
M = M^0 + M^1 + \cdots + M^j
\]

\[
= \frac{1}{\epsilon^2} \sum_{j'=0}^{j-1} (\Lambda_a + \Lambda_b + \Lambda_i)^2
\]

\[
\leq \frac{1}{\epsilon^2} \sum_{j'=0}^{j-1} \left( \sum_{k=0}^{K-1} \alpha_k + \sum_{l=0}^{L-1} \beta_l + \sum_{i=0}^{j-1} \gamma_i \right)^2
\]
\[ \leq \frac{j}{\epsilon^2} \left( \sum_{k=0}^{K-1} \alpha_k + \sum_{l=0}^{L-1} \beta_l + \lambda_r \right)^2 \]
\[ = O\left( \frac{j \Lambda^2}{\epsilon^2} \right) \]

for \( \Lambda = \sum_{k=0}^{K-1} \alpha_k + \sum_{l=0}^{L-1} \beta_l + \lambda_r \).

**Appendix C Method to decompose any matrix**

In this section, we explain how to decompose a \( n \)-qubit matrix \( A \in \mathbb{C}^{N \times N} \) into a linear combination of Pauli strings, such that

\[
A = \sum_{i=0}^{N-1} \bigotimes_{j=0}^{n-1} a_j A^j_i,
\]

where \( A^j_i \in \{ I, X, Y, Z \} \) is a Pauli operation and \( a^j \) is a real parameter. The optimal parameter is obtained by optimizing the following cost function

\[
\{a^j\}_{j=0}^{n-1} = \min_{a^j} \| A - \sum_{i=0}^{N-1} \bigotimes_{j=0}^{n-1} a^j A^j_i \|_{\text{HS}},
\]

where \( \|X\|_{\text{HS}} \) is the Hilbert-Schmidt norm. Note that this cost function is faithful, vanishing if and only if \( A \) has an exact decomposition. Since the number of Pauli basis is \( \mathcal{O}(4^n) \), \( A \) has at most \( \mathcal{O}(4^n) \) terms. However, under some special structure of \( A \), the number of terms can be reduced to \( \mathcal{O}(2n + 1) \) [35].

In our experiment, the Pauli basis of 2-qubit system is

\[
\{ I \otimes I, I \otimes X, I \otimes Y, I \otimes Z, X \otimes I, X \otimes X, X \otimes Y, X \otimes Z, Y \otimes I, Y \otimes X, Y \otimes Y, Y \otimes Z, Z \otimes I, Z \otimes X, Z \otimes Y, Z \otimes Z \}. \tag{C3}
\]

Due to the fact that the matrix \( A \) has a form

\[
A = \begin{bmatrix}
1.8 & 0 & 0 & 0.2 \\
0 & 1 & 0.2 & 0 \\
0 & 0.2 & 1 & 0 \\
0.2 & 0 & 0 & 0.2
\end{bmatrix}, \tag{C4}
\]

the Pauli basis under the structure of \( A \) can be reduced to only 8 operators, such that

\[
\{ I \otimes I, I \otimes Z, X \otimes X, X \otimes Y, Y \otimes X, Y \otimes Y, Z \otimes I, Z \otimes Z \}.
\]
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