DETERMINING OPTIMAL COMBINATION REGIMENS FOR PATIENTS WITH MULTIPLE MYELOMA
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ABSTRACT
While many novel therapies have been approved in recent years for treating patients with multiple myeloma, there is still no established curative regimen, especially for patients with high risk disease. In this work, we use a mathematical modeling approach to determine combination therapy regimens that maximize healthy lifespan for patients with multiple myeloma. We start with a model of ordinary differential equations for the underlying disease and immune dynamics, which was presented and analyzed previously. We add the effects of three therapies to the model: pomalidomide, dexamethasone, and elotuzumab. We consider multiple approaches to optimizing combinations of these therapies. We find that optimal control combined with approximation outperforms other methods, in that they can quickly produce a combination regimen that is clinically-feasible and near-optimal. Implications of this work can be used to optimize doses and advance the scheduling of drugs.
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1 Introduction
Multiple myeloma is a cancer of plasma cells and is the second-most common hematologic malignancy in the United States [1]. It is also associated with a high mortality rate [3]. There are more than twenty therapies that are approved in the United States for treatment of multiple myeloma. Regimens typically combine two, three, or four drugs from different classes, and may include a subsequent stem cell transplant [4]. Treatment of multiple myeloma is more complex today due to the availability of many novel therapeutic options [5]. Choosing which drugs to use and how to combine them can be challenging [6].
After starting treatment, patients are monitored to determine when they are in remission or in a relapsed state and if they need further treatment [7]. Patients with refractory or relapsed disease after treatment with conventional agents have limited treatment options, with a poor prognosis of 9 months median survival rate [8]. Periods between treatments can range from weeks to years.

Current standard regimens include combinations of medications used to treat MM include: immunomodulatory drugs (IMiDs) such as thalidomide, lenalidomide, and pomalidomide; steroids like dexamethasone; proteasome inhibitors (PIs) which include bortezomib, carfilzomib, ixazomib; alkylating agents such as melphalan; and histone deacetylase inhibitors such as panobinostat [7]. Other medications used are monoclonal antibodies and immunotherapy drugs such as daratumumab (which targets CD38) and elotuzumab (which targets SLAMF7), which were approved in 2015 and 2016, respectively [9, 10]. More recently, CAR-T and bispecific T cell engagers (BiTEs) targeting B-cell maturation antigen (BCMA) have also been approved for patients who have relapsed on multiple therapies including IMiDs, proteasome inhibitors, and other monoclonal antibodies [11, 12].

Patients who undergo successful autologous stem cell transplant (ASCT) may be symptom-free for as long as seven to ten years. This long length of remission period makes ASCT a preferred therapeutic option, but it is usually performed in otherwise healthy patients, and only after remission has been achieved [13]. Thus, in all current treatment settings, disease-free, stable remission is a primary goal, and is important in overall survival for patients.

Clinical data show that dose and schedule differences can lead to different patient outcomes [14]. We know from numerous clinical trials that dose levels and schedules can significantly impact patient outcomes. For example, decreasing the time between doses (called “dose-dense” therapy) leads to longer disease-free survival as well as longer overall survival in patients with breast cancer treated with chemotherapy [15]. Also, an increase in ten-year survival in children with acute lymphocytic leukemia from 11.1% in 1962 to over 90% in 2007, was achieved using dose and schedule changes [16]. However, determining superior regimens can require large numbers of patients [15, 16], and long time periods [16].

Mathematical modeling can help. A simple mathematical model for viral dynamics was used to help determine that treatment-resistant HIV mutations arose during therapy, which led to widespread combination “drug cocktails” and improved patient outcomes [17, 18]. A complex mathematical model used in planning a Phase 1 clinical trial for a Type 2 diabetes therapy was estimated to have saved 40% of the time and 66% of the planned cost of the study [19]. Most recently, a complex mathematical model of olipudase alfa effect on patients with acid sphingomyelinase deficiency was used to justify a clinical trial waiver for pediatric patients [20, 21].

Mathematical models for multiple myeloma have already been established. Salmon and colleagues (Salmon and Smith 1970, Sullivan and Salmon 1972, Salmon 1973, Durie and Salmon 1975) published various mathematical models for multiple myeloma. These models use the correlation between tumor burden and the peripheral blood concentration of M protein, which is shed by multiple myeloma cells. Gallaher et al. also used M protein levels, and studied multiple myeloma and immune system dynamics [22].

A mathematical modeling technique that is specifically formulated for optimizing in such mathematical models is optimal control. Optimal therapeutic regimens can be predicted by applying optimal control theory to a mathematical model of the disease dynamics that incorporates therapies. Optimal control also requires specification of a quantitative therapeutic goal, called an objective function, that incorporates a measure of disease burden from the dynamical system (so that we can track efficacy) and separately accounts for negative effects (toxicity) from therapies [23]. Minimizing this objective function minimizes the disease burden measure while simultaneously minimizing toxicity from therapies. One of the earliest applications of optimal control to formulate a therapeutic regimen of dose and schedule was the work of Swan and Vincent, who modeled Gompertzian cancer growth and chemotherapy dynamics in multiple myeloma [24]. The review articles of [25] and [26] provide overviews of various uses of optimal control to optimize therapeutic regimens.

In this rest of this paper, we first summarize the mathematical model we use, which is a dynamical systems model of interactions between multiple myeloma and the immune system [27]. Then, we use the results of a sensitivity analysis to inform our choice of therapies to optimize, taking into consideration the effects of various drugs in the model. Lastly, we compare the use of optimal control with the use of other approaches for computing optimized regimens. We show that optimal control combined with approximation outperforms the other approaches we consider. Specifically, the optimal control/approximation approach can be used to quickly predict a combination regimen that is clinically-feasible while still being near-optimal.
2 A Mathematical Model for Tumor-Immune System Interactions for Multiple Myeloma

We base our work on a mathematical model for tumor-immune system interactions for patients with multiple myeloma that was presented in Gallaher et al. [27, 22]. We briefly summarize the mathematical structure and the main underlying biological assumptions. The model represents the concentrations of four populations that play an important role in tumor-immune dynamics, which can be measured in the peripheral blood: monoclonal or myeloma protein (M protein), $M$, produced by multiple myeloma cells; NK cells, $N$; CTLs, $T_C$; and Tregs, $T_R$. It also includes interactions relevant for the therapies we consider. The interaction pathways between these populations included in the model are illustrated in Fig. 1 and are summarized in Table 1 modified from Gallaher et al. [22].

![Diagram of population interactions](image)

**Table 1:** Description of interaction pathways in the model (represented by the dashed curves in Fig. 1). These pathways represent “net” effects in the system that may include effects due to cellular components not explicitly included in the model, such as T helper, B, antigen-presenting cells, and cytokines such as IFN-γ and IL-2. Most of the interactions actually take place in the bone marrow and lymph nodes. The net effects on the peripheral populations are what the model captures. A detailed justification for these pathways and their biological activation mechanisms can be found in Gallaher et al. [27] and in the references given in Table 1. For convenience, we briefly identify the pathways here. Pathway a represents a boost of NK cell proliferation by CTLs, while pathway b represents the boost of CTL proliferation by NK cells. Pathway c represents a boost in activation of NK cells due to CTLs. Antigens shed by myeloma cells are presented to CTLs and boost CTL proliferation; this is represented in the model as driven by $M$ levels (pathway d). Myeloma cells are killed by both NK cells (pathway e) and CTLs (pathway f). They also decrease
the efficacy of NK cells (pathway g) and CTLs (pathway h). Tregs decrease the efficacy of both NK cells (pathway j) and CTLs (pathway k). Myeloma cells boost Treg proliferation; this is represented in the model as driven by \( M \) levels (pathway i).

Mathematically, these interactions are modeled by equations (1)-(4). For each of the four populations, the rate of change is generally made up of a constant source rate term \( s \), a logistic growth term with growth rate constant \( r \) and carrying capacity \( K \), and a linear loss term with rate constant \( \delta \). For the T-cell populations (\( T_C \) and \( T_R \)), the source term \( s \) is assumed to be insignificant compared to the proliferation rate and is set to zero. Effects of one population on another are modeled by modifying the appropriate terms, leading to effective rates that are higher or lower in the presence of certain other populations. We model the interactions between populations with a saturating Michaelis-Menten or “Emax” type function, so that there is a limit to the size of each possible effect.

The rates of change of the four populations are given in Equations (1) - (4).

\[
\frac{dM}{dt} = s_M + r_M \left( 1 - \frac{M}{K_M} \right) M - \delta_M M \\
- \delta_M \left( \frac{a_{NM} N}{b_{NM} + N} + \frac{a_{CM} T_C}{b_{CM} + T_C} + \frac{a_{CNM} N}{b_{NM} + N} \cdot \frac{T_C}{b_{CM} + T_C} \right) \\
\cdot \left( 1 - \frac{a_{MM} M}{b_{MM} + M} - \frac{a_{RM} T_R}{b_{RM} + T_R} \right) M
\]

\[
\frac{dT_C}{dt} = r_C \left( 1 - \frac{T_C}{K_C} \right) T_C \left( 1 + \frac{a_{MC} M}{b_{MC} + M} + \frac{a_{NC} N}{b_{NC} + N} \right) - \delta_C T_C
\]

\[
\frac{dN}{dt} = s_N + r_N \left( 1 - \frac{N}{K_N} \right) N \left( 1 + \frac{a_{CN} T_C}{b_{CN} + T_C} \right) - \delta_N N
\]

\[
\frac{dT_R}{dt} = r_R \left( 1 - \frac{T_R}{K_R} \right) T_R \left( 1 + \frac{a_{MR} M}{b_{MR} + M} \right) - \delta_R T_R
\]

The units of \( M \) are \( g/\text{dL} \); the units of \( T_C \), \( N \), and \( T_R \) are \( \text{cells}/\mu\text{L} \). The letters in the overbraces indicate effects shown by the pathways labeled in Fig. 1 A list of the labels for all states and parameters is given in Table 2. This table also includes the specific values used in our numerical computations, as well as ranges of these values based on all available literature information. The graphs in Fig. 4 show the changes in each population that occur without treatment. We refer the reader to Gallaher et al. [22] for additional details and background discussion.

### 3 A Mathematical Model for Combination Therapy of Multiple Myeloma

In this section, we incorporate drug actions into the mathematical model described previously.

Before adding any therapies to our mathematical model, we consider the results of a sensitivity analysis performed in Gallaher et al. [22] which identified parameters that are the most influential. We create a heat map, shown in Fig. 3, indicating the pathways that involve the eight most-influential parameters. Red indicates the most-influential parameter, orange represents the second-most influential parameter, etc. We use this representation of influential pathways to support the choice of therapies we will optimize.

Fig. 4 indicates effects of six specific approved drugs used in the treatment of multiple myeloma (pomalidomide, dexamethasone, daratumumab, elotuzumab, nivolumab, and bortezomib. Arrows represent an amplification of the corresponding process due to treatment, possibly through indirect effects; bars represent inhibition of the corresponding process. Arrows and bars are color coded to correspond to the actions of specific drugs. Note that the colors in this diagram have different meanings from those in Fig. 3. We developed this representation of therapeutic effects using descriptions of mechanisms of action in the literature (shown in Fig. 5), supplemented with our own knowledge of the therapies.
Figure 2: Multiple myeloma disease burden and immune cell levels in the absence of treatment, for parameter values and initial conditions listed in Table 2.

Figure 3: Results of sensitivity analysis from Gallaher et al. [22], represented here graphically using a heat map. The pathways that involve the most-influential parameters are represented as red for most-influential, orange as second-most influential, etc.
| Number | Name   | Description                                                                 | Value      | Range Considered       |
|--------|--------|------------------------------------------------------------------------------|------------|------------------------|
| 1      | $s_M$  | Constant source for $M$                                                      | 0.001      | 0.001-0.5/day          |
| 2      | $r_M$  | Growth rate constant for $M$                                                 | 0.0175     |                        |
| 3      | $K_M$  | Carrying capacity for $M$                                                   | 10         | 7.15-15 g/dL           |
| 4      | $a_{NM}$ | Maximum fold-increase in loss rate of $M$ by $N$                           | 5          | 0-20                   |
| 5      | $b_{NM}$ | Threshold for increase in loss rate of $M$ by $N$                           | 1.5        | 0-650                  |
| 6      | $a_{CM}$ | Maximum fold-increase in loss rate of $M$ by $T_C$                         | 5          | 0-20                   |
| 7      | $b_{CM}$ | Threshold for increase in loss rate of $M$ by $T_C$                         | 375        | 0-1500                 |
| 8      | $a_{CNM}$ | Maximum fold-increase in $N$ efficacy from $T_C$                         | 8          | 0-20                   |
| 9      | $a_{MM}$ | Maximum extent $M$ decreases $T_C$ and $N$ efficacy                        | 0.5        | 0-1 ($a_{MM} + a_{RM} \leq 1$) |
| 10     | $b_{MM}$ | Threshold for $M$ decreasing $T_C$ and $N$ efficacy                         | 3          | 0-15                   |
| 11     | $a_{RM}$ | Maximum extent $T_R$ decreases $T_C$ and $N$ efficacy                       | 3          | 0-1 ($a_{MM} + a_{RM} \leq 1$) |
| 12     | $b_{RM}$ | Threshold for $T_R$ decreasing $T_C$ and $N$ efficacy                        | 5          | 0-120                  |
| 13     | $r_C$  | Proliferation/activation rate constant for $T_C$                           | 0.013      | 0.01-0.5/day           |
| 14     | $K_C$  | Carrying capacity for $T_C$                                                 | 800        | 600-1500 cells/µL      |
| 15     | $\delta_C$ | Loss/inactivation rate constant for $T_C$                                   | 0.02       | 0.01-0.5/day           |
| 16     | $a_{MC}$ | Maximum fold-increase in activation rate of $T_C$ by $M$                     | 5          | 0-10                   |
| 17     | $b_{MC}$ | Threshold for increase in activation rate of $T_C$ by $M$                     | 3          | 0-15                   |
| 18     | $a_{NC}$ | Maximum fold-increase in activation rate of $T_C$ by $N$                     | 1          | 0-10                   |
| 19     | $b_{NC}$ | Threshold for increase in activation rate of $T_C$ by $N$                     | 150        | 0-650                  |
| 20     | $s_N$  | Constant source rate for $N$                                                 | 0.03       | 0.001-0.5 cells/µL/day |
| 21     | $r_N$  | Proliferation rate constant for $N$                                         | 0.04       | 0.01-0.5/day           |
| 22     | $K_N$  | Carrying capacity for $N$                                                   | 450        | 300-650 cells/µL       |
| 23     | $\delta_N$ | Natural loss/inactivation rate constant for $N$                            | 0.025      | 0.01-0.5/day           |
| 24     | $a_{CN}$ | Maximum fold-increase in activation rate of $N$ by $T_C$                     | 1          | 0-10                   |
| 25     | $b_{CN}$ | Threshold for increase in activation rate of $N$ by $T_C$                     | 375        | 0-1500                 |
| 26     | $r_R$  | Proliferation/activation rate constant for $T_R$                           | 0.0831     | 0.01-0.5 cells/µL/day  |
| 27     | $K_R$  | Carrying capacity for $T_R$                                                 | 80         | 60-120 cells/µL        |
| 28     | $\delta_R$ | Natural loss/inactivation rate constant for $T_R$                          | 0.0757     | 0.01-0.5/day           |
| 29     | $a_{MR}$ | Maximum fold-increase in activation rate of $T_R$ by $M$                     | 2          | 0-10                   |
| 30     | $b_{MR}$ | Threshold for increase in activation rate of $T_R$ by $M$                     | 5          | 0-15                   |
| 31     | $M^0$  | Observed values of $M$ protein in diseased state                           | 4          | 0.5-10 g/dL            |
| 32     | $T_C^0$ | Observed values of CTL in diseased state                                    | 464        | 464 ± 416 cells/µL     |
| 33     | $N^0$  | Observed values of NK in diseased state                                     | 227        | 227 ± 141 cells/µL     |
| 34     | $T_R^0$ | Observed values of $T_R$ in diseased state                                 | 42         | 42 ± 26 cells/µL       |

Table 2: Table of parameter descriptions and values used in the model. All parameters are assumed non-negative. $M^0, T_C^0, N^0, T_R^0$ are used as initial values/conditions. “Number” gives us a way to refer to the parameters later.

Figure 4: Diagram representing the effects of six specific therapies in the disease dynamics. Arrows represent an amplification of the corresponding process due to treatment, possibly through indirect effects; bars represent inhibition of processes. Arrows and bars are color coded, representing the actions of the indicated drugs.
Ideally, we would be able to select a subset of the shown therapies that cover the most-influential pathways. However, adverse effects of some of these, alone or in combination, require that we choose a smaller subset. In this work, we consider only three drugs: pomalidomide, dexamethasone, and elotuzumab. This combination represents a feasible combination therapy option for treatment of multiple myeloma, and is shown in Fig. 6. We provide additional support for the representation of therapeutic effects in Fig. 5.

![Figure 5: References for therapeutic effects of the therapies represented in Fig. 6. Pomalidomide is shown in orange, as “pom”, dexamethasone is shown in red, as “dex”, and elotuzumab is shown in green, as “elo”.

We denote the corresponding drug levels in the peripheral blood by $u_1$ (pomalidomide), $u_2$ (dexamethasone), and $u_3$ (elotuzumab). These three drugs act on different pathways in the model as shown in Fig. 6. Dexamethasone reduces the growth rates of all cell populations. Again, Michaelis-Menten terms are used to represent the pharmacodynamics of the drug actions and we model these effects mathematically by multiplying the respective proliferation rate constants $r$ with a term of the form $\frac{\varphi \psi}{\psi + u}$ where $\psi$ denotes the level of concentration when the respective action is $50\%$ effective (EC50) and $\varphi$ represents its efficacy. Note that this expression is invariant under a scaling $(\psi, u) \mapsto \lambda(\psi, u)$ and this can be used to normalize the parameter $\psi$ to be equal to one everywhere it appears. As a first approximation, we do not include a separate model for the pharmacokinetics, as the drugs act on fairly short time scales. Pomalidomide both inhibits the replication of tumor cells and Tregs, and promotes the replication of NK cells and CTLs. In the equations (5)-(8) below, we model these combined increased and decreased effects of the drugs additively. Elotuzumab increases the efficacy of NK cells in killing myeloma cells. We list the parameters that are associated with these drug actions in Table 3. These values merely represent reasonable estimates for these pharmacodynamic data; they do not reflect specific model fits or therapies. Based on prior studies and published data, we used 40.986 ng/mL, 0.7065 ng/mL and 19 ng/mL as the EC50s of pomalidomide, dexamethasone, and elotuzumab, respectively (Boxhammer et al. 2015). The plots and parameter values in this paper are shown in the original scale.

| #  | Therapy | References                     |
|----|---------|---------------------------------|
| 1  | pom     | Chang, Blood 2006              |
| 2  | pom     | LeBlanc, Blood 2004, Schafer 2003 |
| 3  | pom     | Hayashi 2004                   |
| 4  | pom     | Corral, Haslett et al., J Immunol 1999 V. 163 |
| 5  | pom     | Zhu, Leukemia Lymphoma 2012    |
| 6  | pom     | Shortt, Oncogene 2013, Hideshima TCRM 2008 |
| 7  | pom     | Benson, Bakan, et al. Blood 2010 |
| 8  | pom     | Davies et al., 2001; Hayashi et al, 2005 (in Pratt2007) |
| 9  | dex     | Morgan 2017                    |
| 10 | dex     | Cook 2016                      |
| 11 | dex     | Sharma, Blood, 2008           |
| 12 | dex     | Cook 2016                      |
| 13 | elo     | Tai, Blood 2008; His, Clin Cancer Res 2008 |

Table 3: Controls and pharmacodynamic parameters used in calculations.
Figure 6: Diagram of drug effects. Arrows represent an increase of the corresponding process due to treatment, possibly through indirect effects; bars represent decrease of a pro effect. Arrows and bars are color coded with orange representing the actions of pomalidomide; red, those of dexamethasone; and green, the action of elotuzumab.

Incorporating these effects into the mathematical model (1)-(4), we obtain the controlled equations below. The subscripts for the parameters \( \varphi \) and \( \psi \) correspond to the drug actions as labelled in Fig. 6.

\[
\frac{dM}{dt} = s_M + r_M \left( \frac{1 - M}{K_M} \right) M \left( 1 - \frac{\varphi_5 u_1}{\psi_5 + u_1} - \frac{\varphi_{12} u_2}{\psi_{12} + u_2} \right) - \delta_M M \left( 1 + \frac{\varphi_9 u_1}{\psi_9 + u_1} \right)
- \delta_M M \frac{N}{b_{NM} + N} \left[ \alpha_{NM} \left( 1 + \frac{\varphi_6 u_1}{\psi_6 + u_1} + \frac{\varphi_{14} u_3}{\psi_{14} + u_3} \right) + \alpha_{CM} \frac{T_C}{b_{CM} + T_C} \left( 1 + \frac{\varphi_4 u_1}{\psi_4 + u_1} \right) \right]
\times \left( 1 - \frac{a_{MM} M}{b_{MM} + M} \left( 1 - \frac{\varphi_7 u_1}{\psi_7 + u_1} \right) - \frac{a_{RM} T_R}{b_{RM} + T_R} \right)
- \delta_M M \frac{a_{CM} T_C}{b_{CM} + T_C} \left( 1 - \frac{a_{MM} M}{b_{MM} + M} \left( 1 - \frac{\varphi_8 u_1}{\psi_8 + u_1} \right) - \frac{a_{RM} T_R}{b_{RM} + T_R} \right)
\quad (5)
\]

\[
\frac{dT_C}{dt} = r_C \left( 1 - \frac{T_C}{K_C} \right) T_C \left( 1 + \frac{\varphi_2 u_1}{\psi_2 + u_1} - \frac{\varphi_{11} u_2}{\psi_{11} + u_2} + \frac{a_{MC} M}{b_{MC} + M} + \frac{a_{NC} N}{b_{NC} + N} \right) - \delta_C T_C,
\quad (6)
\]

\[
\frac{dN}{dt} = s_N + r_N \left( 1 - \frac{N}{K_N} \right) N \left( 1 + \frac{\varphi_1 u_1}{\psi_1 + u_1} - \frac{\varphi_{10} u_2}{\psi_{10} + u_2} + \frac{a_{CN} T_C}{b_{CN} + T_C} \left( 1 + \frac{\varphi_3 u_1}{\psi_3 + u_1} \right) \right)
- \delta_N N,
\quad (7)
\]

\[
\frac{dT_R}{dt} = r_R \left( 1 - \frac{T_R}{K_R} \right) T_R \left( 1 - \frac{\varphi_{13} u_2}{\psi_{13} + u_2} \right) \left( 1 + \frac{a_{MR} M}{b_{MR} + M} \right) - \delta_R T_R.
\quad (8)
\]

We recall from Gallaher et al. \[27\] that given positive initial conditions, the solutions to the differential equations (1)-(4) exist for all times \( t > 0 \) and remain positive. That is, the positive orthant

\[ P = \{(M, T_C, N, T_R) : M > 0, T_C > 0, N > 0, T_R > 0\} \]

is positively-invariant for the dynamics. This result remains true for the controlled system (5)-(8) with bounded controls.

### 4 Therapy as an Optimization Problem

We consider the problem of drug administration from an optimization point of view. Generally speaking, the aim of drug administration is to maximize the drugs’ effects while keeping side effects tolerable. In the case of multiple
myeloma, a typical goal is to treat a patient until they have reached a disease burden below minimal residual disease (MRD) level. Thus we focus on the $M$ level at the end of the treatment period. We use area under the curve to drive the toxicity of each drug.

We combine the efficacy and toxicity measures with a weighted average of the tumor burden and side effects of the following form to be minimized:

$$J = J(u) = \alpha M(T) + \int_0^T (\beta M(t) + \gamma_1 u_1 + \gamma_2 u_2 + \gamma_3 u_3) \, dt$$

(9)

The weights $\beta_1, \beta_2, \text{ and } \beta_3$ are positive constants. These coefficients generally need to be fine-tuned to achieve an overall acceptable system performance. For example, choosing values $\beta_1 > \beta_2$ indicates that the drug $u_2$ is more toxic than $u_2$ at similar doses. The inclusion of the integral term $\int_0^T \alpha M(t) \, dt$ ensures that $M$ is controlled over the full treatment period, and not just at the final time.

The weights $\alpha, \beta_1, \beta_2, \text{ and } \beta_3$ need to be calibrated with the initial conditions and treatment period. Otherwise, optimal solutions may be identically zero (give no drugs at all) if the weights are chosen too large, or optimal solutions may be full dose throughout the treatment period if the weights are chosen too small. The aim is to minimize the objective (9), with well-chosen weights, over a class of admissible controls subject to the dynamics given by equations (5)-(8).

The controls represent dose levels and thus are non-negative and have an upper bound. We specify upper bounds on doses and denote these by $u_{i, \text{max}}, i = 1, 2, 3$. An important distinction arises as far as the regularity of the control functions in time is allowed. In an optimal control formulation, generally all that is required is that controls $u_i$ be Lebesgue-measurable functions defined on the interval $[0, T]$, with values in the control set $U$. We denote this class of controls by $\mathcal{U}_pc$. This choice ensures standard compactness properties that guarantee the existence of an optimal control, but optimal controls often (but not always) are much more regular.

For the model considered here, it can be shown that the optimal controls are continuous functions. However, this generally is not imposed as a restriction a priori. From a practical point of view, continuous controls are too general and not feasible. Some drugs are administered orally in pill form each day, for a prolonged time period, which leads to the build-up of a steady-state concentration that depends on the dose. Doses for such drugs are usually not changed for at least 30 or 90 days, and there are only specific levels of doses (depending on the manufactured pill sizes). Additionally, intravenous drugs are typically administered at a constant infusion rate. Thus, we use controls represented by piecewise-constant functions with a limited number of allowed values/levels, and a limited number of change times. We denote such a class of admissible controls by $\mathcal{U}_{pc}$. We will compare the solutions to the optimization problems associated with these two types of admissible controls.

The optimization problems we consider in this paper can be stated as follows:

**Opt** For a fixed treatment period $[0, T]$, minimize the objective functional $J$ defined in equation (9) over all admissible controls $u \in \mathcal{U}$, respectively $u \in \mathcal{U}_{pc}$, subject to the dynamics given by equations (5)-(8).

5 A Comparison of Optimal and Constrained Regimens

Doses for pomalidomide typically range from 1 to 4 mg, for dexamethasone from 0.5 to 6 mg, and for elotuzumab up to 400 mg. Because the mathematical expression $\frac{x(t)}{\psi(t)}$ is invariant if the pair $(u, \psi)$ is rescaled by a constant, we can normalize all the doses by their 50% effective levels. Recalibrating the doses for elotuzumab in our model in terms of 100 mg, we take as a common upper level for each of the drugs $u_{i, \text{max}} = 1$, $i = 1, 2, 3$. This scaling makes the numerical computations easier for the optimal control problem, and is the main reason for such a normalization. Furthermore, we assume an approximately-linear correlation between constant daily drug doses and the steady-state average concentrations they generate and thus we refer to doses instead of their corresponding steady-state concentrations. In the optimal control formulation, we minimize over all Lebesgue-measurable functions $u_i, i = 1, 2, 3,$ that take values in the interval $[0, u_{i, \text{max}}]$. As an example, we use 6 months or 180 days for the treatment period. In the constrained optimization formulation, we allow evenly spaced levels corresponding to the values $0, 0.25 \times u_{\text{max}}, 0.5 \times u_{\text{max}}, 0.75 \times u_{\text{max}}$ and $u_{\text{max}}$. In addition, we restrict the administration schedule so that it can only change every 3 months. We explore fairly high ranges for pomalidomide and elotuzumab while limiting dexamethasone. We do this to explore a particular scenario, but the numerical analysis below could be performed for arbitrary dose levels and timing restrictions.

Upon examining the dynamics (5)-(8), we see that CTLs show a fast first expansion followed by a contraction with a much longer half-life. This agrees with the literature; see D’Arena et al. (2016) and also information in Gallaher et al. [23]. Fig. 2 shows a comparison of the states for the uncontrolled systems from the initial conditions.
We minimize over arbitrary dose levels that are allowed to take any value up to the maximum allowed. The class \(G\) with the vector \((\alpha, \beta, \gamma_1, \gamma_2, \gamma_3)\) algorithms quickly converge to local solutions that satisfy optimality conditions.

The weights in the objective were chosen as follows: various objectives. We use \(T\) days. These curves show how quickly both \(T_C\) and \(T_R\) settle down to their steady-state values. The same behavior has been consistently observed for the system with constant drug doses (controls). However, such a very short transient phase (relative to the overall time horizon) for T-cell dynamics causes numerical instabilities when running an optimal control algorithm with an initial condition that is far from the corresponding steady-state values. In collocation methods, either numerical infeasibilities arise because of the sudden change in the structure of the dynamics, or the maximum iteration limits are reached without the controls converging because of difficulties with this initial phase. However, these are clearly numerical issues. From the practical side indeed it would not be expected (and quite unnatural given the fast initial phase) if these initial values were not close to their steady-state values. Hence, in our examples for the numerical optimizations, we have used the initial condition \((M_{in}, T_{C,in}, N_{in}, T_{R,in}) = (5, 1000, 810, 75)\). For this (and any similar choice), algorithms quickly converge to local solutions that satisfy optimality conditions.

The weights in the objective were chosen as follows:

\[
\alpha = M_{\varepsilon}, \quad \beta = \frac{\alpha}{360}, \quad \gamma_1 = \frac{G_1}{360u_{1\text{max}}}, \quad \gamma_2 = \frac{G_2}{360u_{2\text{max}}}, \quad \gamma_3 = \frac{G_3}{360u_{3\text{max}}}.
\]

with the vector \(G_1, G_2, \) and \(G_3\) parameters that we vary in different cases. We scale all the coefficients \(\gamma_i, i = 1, 2, 3,\) relative to their maximum dose and \(T\) days as these terms are integrated over the full treatment period. We choose the initial value of \(M\) as weight for the penalty on the tumor burden \(M\) at the terminal time. With appropriate rescaling, this is also used for the integral term on the tumor. We use different values for the \(G_i\) parameters to compare solutions for various objectives. We use \(T = 360\) days as the length of the therapy interval. We report the results for the following optimization procedures:

6 Constrained Optimization of MM Therapy

1. Constant dose optimizations: We minimize over the constant drug levels \(u_1 \in \{0, 51.2325, 102.4650, 153.6975, 204.9300\}\), and \(u_2 \in \{0, 0.8831, 1.7663, 2.6494, 3.5325\}\). In this section, regimens are only allowed to be chosen once per treatment period and the drugs are restricted to have specific values. These choices for drug levels is based on published EC50 for these therapies. For \(u_3\), we only consider on/off strategies, and we use either 0 or 90. There are \(5 \times 5 \times 2 = 50\) possible combinations that could be used for the controls in the treatment period, and these need to be optimized. We give examples of optimal solutions in this class of regimens found by minimizing over all possible values for treatment period.

2. Piecewise-constant drug level optimization: The most common regimens used in the treatment of diagnosed MM is the piecewise-constant. In this optimization procedure, we minimize over the same drug levels, but allow to change every 90 days. Based on the patient’s response to therapies at the end of 90 days, the drug levels for all therapies can be changed for the next 90 days. However, the drugs are restricted to have specific values form the admissible control sets. This can be directly optimized, but combinatorial complexity makes optimization over a longer treatment period a problem that is computationally intensive. In spite of the fact that piecewise-constant procedure gives better structure for given therapies, \(50 \times 50 \times 50 \times 50 = 6250000\) combinations need to be considered to find the optimal strategy.

7 Unconstrained Optimization (Optimal Control)

We minimize over arbitrary dose levels that are allowed to take any value up to the maximum allowed. The class of admissible controls is the Lebesgue measurable functions to guarantee the existence of an optimal solution. The optimal control problems were solved by optimizing over the controls where accurate solutions were obtained relatively quickly (less than a minute). Fig. 8 and Fig. 10 show examples of optimal controls for the same parameter values that were considered in the Constrained Optimization Section. These solutions were computed numerically with the optimization software PASA (polyhedral active set algorithm) [64]. With the given scaling of the control sets and the weights in the objective function, this software converges smoothly (without the need for additional scaling or a good initial estimate for the solutions) and quickly to locally-optimal solutions. This is aided by the fact that the optimal controls are continuous. The latter statement can be proven theoretically, but is not included in this paper. Note that the accuracy of the solutions computed by unconstrained optimization procedures are relatively high when using \(10^{-12}\) accuracy tolerance for both the optimizer and the ODE integrator. The experiments were performed on a Dell T7610 workstation with 3.40 GHz processors. We provide the mathematical details of this section in the Appendix.
Figure 7: Solutions for optimization with \( G = (1, 1, 1) \) and initial condition \((M_{in}, T_{C,in}, N_{in}, T_{R,in}) = (4, 227, 464, 42)\). The graphs show the solutions for constant optimal control (top) and piecewise-constant optimal control (bottom) optimizations. The drug levels are shown on the left and the resulting population levels on the right.

8 Piecewise-constant Approximation to Optimal Control

Even though the unconstrained optimal control gets the system as close as possible to a desired outcome, this is not a clinically-feasible regimen. Moore et al. \[65\] proposed an approach based on the solution of unconstrained optimal control to find a piecewise-constant approximation to the unconstrained optimal regimens. In this method, an average for each drug \( u_i \) is computed over each 90 days \( \frac{1}{90} \int_0^{90} u_i(t) \, dt \), and the closest allowed level is chosen for each period.

We recommend PASA for its ease-of-use even for those who are not as familiar with optimization techniques for optimal control problems. Also, it is freely available to use on MATLAB for Linux and Unix operating systems. PASA is a two-phase optimization solver, with phase one being the gradient projection method and phase two allowed to be any algorithm that is used for solving a linearly constrained optimization problems \[64\]. Detailed illustrations of how to use PASA for solving a general control problem in mathematical biology are given in Atkins et al. \[66\]. In this study, we did not face oscillations in controls. However, the presence of wild oscillations in the control can make the optimization problem more challenging. Aghaee and Hager \[67\] show an effective way to approximate the optimal control in PASA in this setting.

Figs. 7 - 10 give the optimal controls for two different choices of the objective for these four optimization procedures along with the corresponding responses of the system. As before, the populations \( T_C \) and \( T_R \) reach their steady-state values almost immediately, and thus these curves are only shown once for the case of constant controls. Table 4 summarizes the numerical results of these optimizations and records the corresponding terminal values. Note that the
computing time for unconstrained optimizations is significantly shorter than the time required to compute the best piecewise-constant regimen.

These figures demonstrate that solutions are sensitive to changes in the weights in the objective: any increase in the weight $G_i$ for the $i$th control/drug leads to a rather direct effect on the optimal drugs. This supports the use of the chosen weights in our objective. It is notable how close the optimal values for the simple combinatorial problems are to the optimal value for the optimal control problem. This points to a great degree of “flatness” for the corresponding value function.

9 Discussion and Conclusion

In this paper, we considered the problem of optimizing combination drug regimens for treatment of multiple myeloma. We used a mathematical model of multiple myeloma and immune interactions, and added effects of three approved therapies: pomalidomide, dexamethasone, and elotuzumab. We compared the outcomes for four types of optimizations: (1) constant dose levels, (2) piecewise-constant doses that are allowed to change quarterly, (3) dose levels with no restrictions except an upper bound, and (4) piecewise-constant approximation of unconstrained drug levels. The first type does not give optimal outcomes. The second is computationally-expensive, but yields the best outcomes possible for a clinically-feasible regimen (constant doses, but with changes allowed every 90 days). The third type is rapid and yields the best possible outcomes, but uses regimens that are not clinically-feasible, since changes are allowed at any time. The fourth type, piecewise-constant approximation to the optimal control regimen, is quick to
Figure 9: Solutions for the two unconstrained optimal control problems with $G = (1, 1, 1)$ and initial condition $(M_{in}, T_{C,in}, N_{in}, T_{R,in}) = (4, 227, 464, 42)$ and they were computed with PASA.

compute, clinically feasible, and yields outcomes close to the best clinically-feasible regimen (obtained from the second type of optimization).
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