Protein Apparent Dielectric Constant and Its Temperature Dependence from Remote Chemical Shift Effects
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ABSTRACT: A NMR protocol is introduced that permits accurate measurement of minute, remote chemical shift perturbations (CSPs), caused by a mutation-induced change in the electric field. Using protein GB3 as a model system, 1H and 19F CSPs in K19A and K19E mutants can be fitted to small changes in the electric field at distal sites in the protein using the Buckingham equation, yielding an apparent dielectric constant \( \varepsilon \) of 8.6 ± 0.8 at 298 K. These CSPs, and their derived \( \varepsilon \) value, scale strongly with temperature. For example, CSPs at 313 K are about ~30% smaller than those at 278 K, corresponding to an effective \( \varepsilon \) value of about 7.3 at 278 K and 10.5 at 313 K. Molecular dynamics simulations in explicit solvent indicate that solvent water makes a significant contribution to \( \varepsilon \).

A wide range of parameters have previously been used to study electrostatics in proteins in solution, including pK\(_a\) shifts of ionizable residues,\(^1−5\) redox potential shifts,\(^6\) IR vibrational Stark effects,\(^7−10\) and NMR chemical shifts of \(^{19}\)F,\(^11−13\) as well as amide \(^1\)H and \(^15\)N.\(^1,14\) To probe the electrostatics, the net charge of a residue is typically changed (either by mutagenesis or pH titration) and the perturbation of the measurement is recorded.\(^1−6,10,13,14\) However, the mutation or pH change often will also perturb the protein structure, thereby impacting the measurement. The effect of the structural perturbation, which is difficult to quantify, needs to be eliminated to allow accurate determination of the electrostatic contribution.

Here we focus on the NMR chemical shift perturbation (CSP) caused by a change in the electric field,\(^13,14\) and specifically on that of the amide proton (\( \delta_{\text{HN}} \)). The strong correlation between \( \delta_{\text{HN}} \) and the through-hydrogen-bond J-coupling constant, \( J_{\text{HNCO}} \), as well as their temperature coefficients,\(^16,17\) suggests that \( \delta_{\text{HN}} \) is a good indicator for H-bond strength\(^18,19\) and highly sensitive to perturbation by the external electric field of the electron polarization, which is approximately along the N–H bond vector.\(^20−22\) The effect of the electric field on chemical shielding can be written as a Taylor expansion of the electric field, \( E \), \(^20,23,24\) in solution NMR, the isotropic chemical shift is observed,\(^13,23\)

\[
\delta_{\text{HN}}(E) = \delta_{\text{HN}}(0) - AE - BE^2 - CE_{\text{FG}} + \ldots
\] (1)

where \( \delta_{\text{HN}}(E) \) is the chemical shift in the presence of the electric field, and \( \delta_{\text{HN}}(0) \) in the absence of the field; \( A \) is composed of three coefficients, derived from the dipole shielding polarizability; \( B \) and \( C \) each consist of nine coefficients, representing the dipole shielding hyperpolarizability and the quadrupole shielding polarizability, respectively; \( E_{\text{FG}} \) is the electric field gradient. Higher order terms are neglected in eq 1.

In this work, a protocol is presented to extract the electric field information from distant CSPs. Prior studies have focused primarily on the effect of a charge change on relatively proximate nuclei, where the electric field perturbation is largest, but the effect of structural perturbation impacting the CSP then invariably is a concern too. Here, we concentrate on the much smaller CSP effects on nuclei remote from the site where the charge is changed, that is, where structural perturbation is negligible. As an added benefit, there are many more remote than proximate nuclei to probe the E field perturbation.

The third immunoglobulin binding domain of protein G, or GB3, a domain of S6 residues that has been extensively characterized by high-resolution X-ray crystallography,\(^25\) and NMR,\(^26−28\) is used as the model system. To probe the electrostatic effect on chemical shifts, we focus on mutation of residue 19, which is ideally suited for our purpose. This residue is Lys in GB3, but Glu in the highly homologous GB1 domain, whose backbone coordinates appear unperturbed by the E19K side chain charge reversal when comparing the two high resolution X-ray structures.\(^25,29\) GB3 has a prolate shape with length of ~27 Å and an aspect ratio of ca 1.7. K19 is located close to the end of its long axis, meaning that many amide groups in GB3 are spatially remote from the mutation site and structurally unperturbed. Even though the K19 amino group is exposed to solvent, this residue is located at the end of strand \( \beta_2 \), and also makes direct contact with the well structured part of the protein, thereby reducing the effect of dielectric shielding by solvent water compared to side chains of solvent-embedded loop residues.

The minute magnitude of the E field perturbation on chemical shifts of remote nuclei requires special care to eliminate other potential effects that can impact chemical shifts, including solvent conditions and temperature. For this purpose,
measurements are carried out simultaneously on a single mixed sample, containing both wild type (WT) and mutant protein, with the signals of the two proteins subsequently separated by NMR filtering methods, as described below.

WT GB3 was uniformly enriched in $^{15}$N and $^{13}$C, whereas the two mutants, K19A and K19E, were only enriched in $^{15}$N. After mixing WT and mutant protein in buffer (20 mM sodium phosphate, 50 mM NaCl, pH 6.5), a constant-time $^{13}$C–$^{15}$N HSQC experiment that includes a $^{13}$C filter was designed to separate the WT and mutant NMR signals (Supporting Information (SI) Figure S1, Figure 1A). The $^{15}$N chemical shift differences ($\delta_{K19A} - \delta_{K19}(^{15}$N/$^{13}$C) − $\delta_{A19}(^{15}$N)) can be obtained from the spectra. Another measurement was carried out for a mixed sample of $^{15}$N/$^{13}$C- and $^{15}$N-labeled WT GB3, from which the $^{13}$C/$^{15}$N isotope effect on $^{15}$N chemical shifts ($\delta_{iso} = \delta_{K19}(^{15}$N/$^{13}$C) − $\delta_{K19}(^{15}$N)) is extracted. The $^{15}$N CSPs ($\Delta\delta_{K19A} = \delta_{K19A} - \delta_{iso}$) and isolated shifts (<2 ppb for most residues) are listed in SI Table S1. The random errors in the experimental CSPs are very small, ca 0.3 ppb, based on duplicate measurements. This uncertainty is very much smaller than that observed in pH titrations, which allows us to detect the minute CSPs caused by electric field changes for more and remote $^{15}$N nuclei. When considering all residues, the correlation between $^{15}$N $\Delta\delta_{K19E}$ and $^{15}$N $\Delta\delta_{K19A}$ values is poor, in particular for residues that show large CSP effects, all of them close to the site of mutation. This observation suggests that small structure perturbations dominate these $\Delta\delta$ values. Instead, if we limit the comparison of $\Delta\delta_{K19E}$ and $\Delta\delta_{K19A}$ values to residues whose amide N atom is at a distance >12 Å from K19–C’ (based on PDB entry 2OED), and after removal of five outliers (V6, A23, E24, Y31, and F52) which at <15 Å fall close to the boundary region, a strong positive correlation is seen between $^{15}$N $\Delta\delta_{K19E}$ and $\Delta\delta_{K19A}$ for the remaining 32 residues (Figure 1B). The slope of 1.8 agrees well with the net charge changes (2e for K19E versus 1e for K19A), consistent with the $^{15}$N CSPs being the result of a change in the local electric field. The close-to-zero intercept indicates that the contribution from $E^2$ is negligible (eq 1).

Since the CSPs were measured in a buffered solution, the salt effect on $\Delta\delta$ is expected to play an important role and needs to be evaluated. We find that the $\Delta\delta_{K19E}$ values measured at different sodium phosphate or sodium chloride concentrations are strongly correlated (Figure 2A). As expected from Debye–Huckel theory, the higher salt concentrations yield smaller $\Delta\delta_{K19E}$. Sodium phosphate appears to screen electrostatics similarly as sodium chloride (Figure 2B). An empirical relation, somewhat analogous to the Debye electrostatic screening factor, is found for the scaling, $s$, of the CSP effect by the ionic solution (Figure 2B):

$$s(I) = e^{-aI^b}$$

where $I$ is the ionic strength (in mM), and $a$ and $b$ are two fitting parameters. The $\Delta\delta_{K19E}$ and $\Delta\delta_{K19A}$ $s(I)$ values fall within the measurement uncertainty, and therefore are averaged when fitting eq 2 to these values. The best-fitted values for $a$ and $b$ are 0.076 and 0.38. Error bars correspond to the fitting uncertainty of CSPs at different salt concentrations.
Scheme 1. Definition of the coordinate system for the model compound NMA

“The origin is set at the N atom; N, C′, and H fall in the xy plane and the x-axis corresponds to the N−H bond vector. The θ angle is defined by the angles between vector A and the N−H bond.”

dielectric constant, \( \varepsilon_{ps} \), of ~2–4. 34–37 This large difference between \( \varepsilon_s \) and \( \varepsilon_{ps} \) is not surprising considering that \( \varepsilon_s \) includes both the redistribution of protein charges and dipoles (\( \varepsilon_{ps} \)) as well as the reorganization of solvent water caused by the K19A change in charge.

Assuming the protein itself has an \( \varepsilon_s \) of ~2–4, the electric field screening by water reorganization, \( \varepsilon_s/\varepsilon_{ps} \), falls in the 2.2–4.3 range. Experimental measurement of the effect of water reorganization on \( \varepsilon_s \) is a notoriously difficult problem. Instead, we here resort to molecular dynamics (MD) simulations in explicit solvent to estimate this effect. A 0.5-μs MD trajectory using the TIP3P water model35 was carried out for WT (K19), as well as K19A and K19E mutants. The electric field difference along the A direction of the 31 CSP sites, used for the dielectric constant fitting, was calculated for WT (K19) and K19A mutant proteins from the MD trajectories, showing a negative correlation with the total E-field generated by the water molecules at each of these 31 sites (Figure 4A), confirming that the water reaction field opposes and thereby attenuates the direct effect of the charge mutation. The fitted slope of −0.76 indicates that the reaction field is quite large for the present case, corresponding to a factor of \( 1/(1 - 0.76) = 4.2 \). When comparing the water reaction fields in the MD trajectories of K19A and K19E, a very similar screening factor of 3.7 is obtained (Figure 4B). This result confirms that water plays a key role in the protein intramolecular electrostatic interactions, especially for a protein as small as GB3, with the effect of water being amplified by the charge change being on the protein surface. The \( \varepsilon_s \) value is likely to vary substantially at sites with different water accessibilities, however. The value of \( \varepsilon_s \) will also be impacted by the surroundings of the mutated site where the clustering of polar or charged residues tends to screen the E field more effectively than the protein bulk. A recent study by Kukic et al. 34 reports \( \varepsilon_s \) values ranging from 3 to 17, reflecting the impact of variations in local environment on E field screening.

\( \Delta \delta_{K19A} \) and \( \Delta \delta_{K19E} \) values were also measured as a function of temperature. We find that CSPs are generally smaller at higher temperature (Figure 5 and SI, Figure S2). For example, CSPs at 313 K are ~32% smaller than at 278 K, indicating that the net E field decreases with temperature, corresponding to an \( \varepsilon_{ps} \) increase from 7.3 at 278 K to 10.5 at 313 K. This increase in \( \varepsilon_{ps} \) likely is dominated by better solvation of the mutated side chain, resulting in stronger electrostatic screening. In other words, at higher temperature the mutated side chain becomes more dynamic and better hydrated. Therefore, even though the dielectric constant of water decreases somewhat with increasing temperature, the large difference between \( \varepsilon_{ps} \) and \( \varepsilon_{solvent} \) then renders the net screening more effective. Meanwhile, the Kirkwood–Fröhlich formalism predicts that increased fluctuations in the local protein dipole moments, associated with higher temperature, will also increase \( \varepsilon_{ps} \). 39 Although the exact
mechanism for the $\varepsilon$ temperature dependence remains subject to debate, the experimental observation itself is quite unambiguous. It is also worth noting that even though the value extracted for $\varepsilon$ depends strongly on the computationally derived dipole shielding polarizability, $\alpha$, our conclusions regarding the effects of salt and temperature on $\varepsilon$ are independent of $\alpha$.

Our study has shown that, perhaps counterintuitively, E field effects on chemical shifts are best studied at sites remote from where the electric charge change is made. Apparently the effect of structural perturbation induced by the charge drops off faster with distance than the change in E-field it causes. We have shown that even very small CSPs can be accurately measured with the newly introduced isotope labeling and filtering schemes, and even higher accuracy of the experimental CSP values should be attainable if perdeuteration of the protein is used. Our approach therefore opens a new way for the systematic study of protein electrostatics in a wide range of systems.
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