Bayesian bridge regression for ordinal models with a practical application
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Abstract. In this paper, we introduce a Bayesian Bridge regression for ordinal data. The simulation study and real data analyses show that our proposed method performs very well compared with other methods. We consider a fully Bayesian approach that yields a new algorithm with tractable full conditional posteriors.

1- Introduction

Ordinal data is a type of statistical data where the covariates in form of naturally arranged categories. In this data, the difference between the two categories is unknown (Zhou, 2006). The ordinal regression is one of the types of regression analysis that predicts through using the ordinal variable (Winship and Mare, 1984). These data are found in many different fields such as social sciences, economic, medicine, political economy, climatology, psychology and many of sciences (Rahman, 2016; Alhamzawi, 2016b). An example of this data is the economy level for a country (low, medium, high). The levels take ordered values as following: the category low =1, the category medium =2 and the category high = 3. We cannot say that the medium level is a multiplier the low level. The response variable $y_i$ takes one of the categories $s$, where $s = 1, \ldots, S$, and $x_i = (x_{i1}, \ldots, x_{ip})^T$ predictors, and the $\epsilon_i = (\epsilon_{i1}, \ldots, \epsilon_{in})^T$ is a terms of normal error $(0, 1)$. The ordinal regression is given by:

$$pr(y_i = s) = F(x_i^T \beta), \; i = 1, \ldots, n, \; s = 1, \ldots, S,$$

where $F$ is a link function (Zhou, 2006). Analysis of ordinal data in the frequentist approach is characterized by relative simplicity. Although, the approximate theory for ordinal regression model has been well studied, a Bayesian method enables exact estimation even when $p$ is greater than $n$. In the Bayesian approaches, we need to define the model and determine the distribution of data. As for the analysis methods of regularization here, there are some complexities that face the researcher: First, we must specify a prior distribution. Second, it is difficult to calculate the posterior distribution (PD) and its summaries (Agresti, 2010). Although there are some Complexities in the Bayesian methods, these methods are better in terms of providing standard errors and credible intervals.

One of the ordinal regression problems when the number of covariates is increasing. Many of researches focus on a variable selection (vs) in the regression model, to obtain the appropriate model.
One of the most popular methods that used for (vs) is the Akaike Information Criteria (AIC) which can be written is:

\[ \text{AIC} = -2 \log m + 2p, \]

where \((m)\) is the probability function that estimated in (MLE), and \((p)\) it's the number of model parameters (Mallick, 2015). But the model be is inconsistent, especially when \(p\) size is large (Javed and Mantalos, 2013). Therefore, to get rid of this problem, the researcher tends to use another criterion such as the Bayesian Information Criterion (BIC),

\[ \text{BIC} = -2 \log m + p \log n, \]

where \(n\) is the sample size. Which was proposed to address the problem in the AIC, and the model selected will be consistent for select the appropriate model with probability 1 (Javed and Mantalos, 2013; Mallick, 2015).

Recently, researches have shown the regularization approaches which using estimation and (vs) simultaneously are effective. These methods improve prediction accuracy in linear regression (Zhou, 2006; Tibshirani, 1996). These methods assumed a penalty on size of regression parameters. This feature enables estimation of parameters even if a number of covariates are large and the sample size is relatively small (Alhamzawi and Ali, 2018b).

Suppose we have covariates \(x_i\), and the dependent variable is ordinal variable take categories \(y_i = s\), where \(s = 1, ..., S\). The methods of regularization have a general form:

\[ \min_{\beta} (y - X\beta)^T(y - X\beta) + \lambda \sum_{j=1}^{p} |\beta_j|^\delta, \quad \lambda, \delta \geq 0, \]

where \(\lambda\) is a positive tuning parameter, and \(\beta = (\beta_0, \beta_1, ..., \beta_{p-1})^T\) are regression coefficients. Here \(\delta\) is the parameter concavity which controls the amount concavity of the penalty function. (Mallick and Yi, 2018). The Formula (3) contains three special cases: the subset selection be the best if \((\delta = 0)\), the Lasso estimate when \((\delta = 1)\) and ridge regression (RR) when \((\delta = 2)\). The method of Bayesian bridge regression (BBR) has the desired good properties such as sparsity, oracle, as well as the unbiasedness when \((0 < \delta < 1)\) (Xu et al., 2010; Polson et al., 2014). In our current paper, we propose a Bayesian frame with the penalty \((0 < \delta < 1)\) for the (BBR) for ordinal data. The penalty \((0 < \delta < 1)\) provide a solution that is better than the Lasso estimator and adds oracle properties.

We organize this paper as follows. We take about the (BBR) in Section 2, we describe Bayesian bridge regression for ordinal data in section 3, in section 4 The Bayesian inferences, and in section 5 we describe Gibbs sampler (GS), in section 6 we implement the simulation study in order to check the performance of a proposed method. In section 7 the analyse to the Real data. The conclusion and Appendix in section 8.

2- Bayesian Bridge regression

Frank and Friedman introduced in (1993) the bridge regression (BR) classic which was specifically proposed for parameters, and then determine parameters with the following criterion (Mallick, 2015):

\[ \min_{\beta} (y - X\beta)^T(y - X\beta) + \lambda \sum_{j=1}^{p} |\beta_j|^\delta. \]

In (BR) we get the (vs) if \(0 < \delta < 1\), and the parameters shrinkage occurs if \((\delta > 0)\) (Park and Yoon, 2011). The (BR) is characterized by the characteristics of oracle (Knight and Fu, 2000; Xu et al., 2010). Although this estimate is good in terms of (vs) and estimating parameters, the (BR) produces incorrect standard errors. (Kyung et al., 2010). This reducing the practical use to the estimator. Many methods of Bayesian regularization are based on a scale mixture normal (SMN). Unfortunately, this
representation not properly available to the Bayesian bridge (BB) prior if the value of $\delta$ is $0 < \delta < 1$ (Mallick and Yi, 2018). Therefore, we using a scale mixture uniform (SMU) to represent the generalized Gaussian (GG) prior. Because this representation facilitates the work of Monte Carlo (MCMC) algorithm, which has good computational efficiency. If the ordinal data include more than three categories, here must determine a (prior distribution) for one or more categories (Johnson and Albert, 2006). In this paper, following (Mallick and Yi, 2018) we consider the conditional (GG) prior specification (the mean of GG distribution is 0, scale parameter (SP) is $\lambda^{-\frac{1}{2}}$, and shape parameter is $\delta$) of the model:

$$\pi(\beta) \propto \prod_{j=1}^{p} \exp\{-\lambda(\beta_j)^\delta\}. \quad (4)$$

We do not minimize the formula (3), we solve this problem when using (GS) that confirms construction of a Markov chain, that has a joint posterior for $\beta$ as a constant distribution. The statistical inference for (BB) is the reverse of the frequentist approach because it is simple. Moreover, can estimate the tuning parameter simply as a byproduct automatically to procedure MCMC (Mallick, 2015).

3- Bayesian bridge regression for ordinal data

Mallick and Yi (2018) proposed BBR using (SMU), which was characterized by good estimates compared with Bayesian and non-Bayesian methods. If possible responses for the response variable contains more than two categories and are ordinal in nature. The idea of "success" can be imagined in many different ways. When applying ordinal regression models, must assuming a simple imposition from data. The assumption is the odds must be parallel and proportional. This assumption indicates that all covariates have an equal effect on odds. If there (S) from the possible ordinal results, the predictions of the model does it will be $(S - 1)$ (O’Connell, 2006). Normal linear regression model:

$$y_i = x_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, n,$$

$$\varepsilon_i \sim N(0, 1). \quad (5)$$

In a simple univariate case, the response variable $(y_i)$ takes one of $(S)$ ordered values (Jeliazkov et al., 2008). $X = (x_1, \ldots, x_n)^T$ is an $n \times p$ design matrix, $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^T$ a vector of i.i.d. normal errors $(0, 1)$ (Park and Casella, 2008), where $E(\varepsilon_i|x_i) = 0$. Assuming that if there is a normal distribution (ND) with the cumulative distribution function (cdf) $F$, we can write the probability ($y$) to be equal to $s$ category through (Bürkner and Vuorre, 2018).

$$Pr(y = s) = F(y_{S+1}) - F(y_S). \quad (6)$$

In ordinal data $y_0, y_1, \ldots, y_S$ are cutpoints whose coordinates satisfy $-\infty = y_0 < y_1 < \cdots < y_{S-1} < y_S = \infty$. Here $y_{S-1}$ is the lower bound and the $y_S$ is the upper bound of the interval corresponding to response $s$ (Alhamzawi and Ali, 2018a). The latent variable $w_i$ depends on a $p$-vector for covariates $(x_i)$ through the model $w_i = x_i^T \beta + \varepsilon_i$, and the response variable

$$y_i = s \text{ if } y_{S-1} < w_i < y_S. \quad (7)$$

The cutpoint parameters are $-\infty = y_0 < y_1 < \cdots < y_{S-1} < y_S = \infty$ which determines the classification of data in categories $S$ (Feng et al., 2017). The (cdf) for $\varepsilon_i$, $F(\varepsilon_i)$ is $p_r(\varepsilon_i = s|\beta, y) = p_r(\{y_{S-1} < w_i\} \cap \{w_i \leq y_S\}) = \left[p_r\left(\{y_{S-1} < x_i^T \beta + \varepsilon_i\} \cap \{x_i^T \beta + \varepsilon_i \leq y_S\}\right)\right]$, we obtain that:
Given we can write the likelihood function for the model as:

$$p_r(y_i = s|\beta,\gamma) = F(y_i - x_i^T\beta) - F(y_{i-1} - x_i^T\beta).$$

(8)

Given \( y = (y_1, ..., y_n)^T \) we can write the likelihood function for the model as:

$$f(y|\beta,\gamma) = \prod_{i=1}^{n} \prod_{s=1}^{\mathbb{Y}} [F(y_s - x_i^T\beta) - F(y_{s-1} - x_i^T\beta)]^{I(y_i = s)},$$

(9)

where the indicator function for the event \( y_i = s \) is the \( 1\{y_i = s\} \), (Jeliazkov et al., 2008) (Alhamzawi, 2016b). Here if \( y_1 = 0 \) lead to removes the possibility of changing the distribution, and no shifting the probability of observing \( y_i \).

The identification problem is typically corrected simply by fixing the cutpoint, in adding to \( y_0 = -\infty \) and \( y_s = \infty \). In Bayesian inference, the most important steps are to select (prior distribution) for the parameters (Alhamzawi and Ali, 2018a; Walli, 2010). The prior selection plays the most important role (Alhamzawi and Yu, 2012). Must select a prior with carefully, because some problems can occur if the prior distribution is used without care. (Kinney and Dunson, 2007).

4- Bayesian inference

4.1- Prior elicitation:

To proceed a Bayesian analysis, we assume the generalized Gaussian distribution (GGD) which can be written such a scale mixture of uniform distribution (UD)

$$\frac{1}{2I(\frac{1}{\delta} + 1)} \exp\{ -\lambda|\xi|^{\delta} \} = \int^{1}_{x>0} \frac{1}{2I(\frac{1}{\delta} + 1)} z^{\frac{1}{\delta} + 1} \exp\{ -\lambda z \} dz$$

(10)

Equivalently, we may write (10) as follows:

$$\frac{1}{2I(\frac{1}{\delta} + 1)} \exp\{ \lambda|\xi|^{\delta} \} = \frac{1}{2I(\frac{1}{\delta} + 1)} \int^{1}_{x>\lambda|\xi|^{\delta}} \frac{x}{2} \exp\{ -\lambda x \} dx,$$

$$\int^{\frac{1}{\delta} + 1}_{-\frac{1}{\delta}} < x < \frac{1}{\delta} \frac{1}{2} \frac{1}{2I(\frac{1}{\delta} + 1)} v^{\frac{1}{\delta} + 1} \exp\{ -\lambda v \} dv .$$

(11)

The proofs are included in the Appendix 1.

In practice, we have found the mixture representation (11) perform better than (10) in sampling the regression coefficients in terms of prediction accuracy.

4.2- Hierarchical Representation:

We can write the hierarchical representation for Bayesian regression as follows

$$y_i = s \text{ if } y_{i-1} < w_i \leq y_s,$$

$$w_i|\beta \sim N(x_i^T\beta, 1).$$
4.3- Full Conditional Distributions

Under the hierarchical representation in (12), the full conditional distribution (FCD) of $\beta$ is given by:

$$\beta | y, X, v, \lambda \sim \mathcal{N}_p (\hat{\beta}_{OLS}, (X^T X)^{-1}) \prod_{j=1}^{p} I \left\{ |\beta_j| < \frac{v_j}{\lambda} \right\},$$  

(13)

The FCD of $v$ is given by:

$$v | y, X, \beta, \lambda \sim \prod_{j=1}^{p} \exp \left\{ \lambda \left( v_j - \frac{\lambda |\beta_j|^\delta}{\lambda} \right) \right\}.$$  

(14)

The proofs for (13 and 14) are included in the Appendix 2, and the (FCD) of ($y$) in formula (9).

Where $I(.)$ is an indicator function. To update ($\lambda$) the tuning parameter, must be we work directly with the density of the (GG), we can update ($\lambda$) when generating samples from the conditional posterior distribution (cpd). That is showing by (15), only if ($\lambda$) has distribution Gamma prior with parameters ($c, d$) (Mallick, 2015).

$$\pi (\lambda | y, X, \beta, v, \delta) \propto \lambda^{(c+p+\frac{p}{\delta})-1} \exp \left\{ -\lambda \left( d + \sum_{j=1}^{p} |\beta_j|^\delta \right) \right\}.$$  

(15)

The concavity parameter ($\delta$) is often prefixed beforehand (Mallick, 2015). (Xu et al., 2010) argued that the value of concavity parameter is $\delta = 0.5$ can be taken as a presentative of $\delta$, $0 < \delta < 1$. But in this article we don’t determine the value of $\delta$. However, $\delta$ can be assigned a beta distribution. If we assign a beta prior ($w, r$) for $\delta$, then the (PD) for $\delta$ is given by:

$$\pi (\delta | y, X, \beta, v, \lambda) \propto \delta^{w-1} (1-\delta)^{r-1} \frac{\Gamma(\frac{w}{\delta}+1)}{\Gamma(\frac{w}{\delta})} \exp \left\{ -\lambda \sum_{j=1}^{p} |\beta_j|^\delta \right\}.$$  

(16)

5 - Gibbs sampler

We using (GS) to simulate the unknowns from the (PD). Specifically, the algorithm of Gibbs sampling for the (BBR) is constructed through sampling coefficients from their (FCD) (Alhamzawi, 2016a). The (GS) algorithm is a special case of MCMC, especially useful when the (cpd) is known for each parameter (Yan and Su, 2009). To implement the (GS) algorithm, we must generate samples from conditional distributions (Czado, 1994). The (GS) is used to look for promising models without
computing the entire posterior (George and McCulloch, 1997). From (12) and (13) we can construct an efficient Gibbs sampler:

a- Sample $v_j$ from the exponential distribution $\{\exp(\lambda)I\{v_i > \lambda | \beta_j|\} \}$ and set $v_j = v_j^* + (|\beta_j|)^{\delta}$.

b- Sample $\beta$ from a truncated multivariate (ND) where

$$\beta | \gamma, X, \nu, \lambda \sim N_n(\bar{\beta}_{OLS}, (X^TX)^{-1}) \prod_{j=1}^{p} I(|\beta_j|^{\delta} < \frac{v_j}{\lambda}).$$

c- For $i = 1, ..., n$, Sample $w_i | y, \beta, \gamma \sim N_T(x_i^T \bar{\beta}, 1)$, where support is determined for the truncated normal distribution (NT) by the cutpoints $(y_{s-1}, y_s)$, that be associated with $y_i = s$.

d- Sampling $y_s$ from a (UD) determined between the max $w_i$ in category $s$ and min $w_i$ in category $s + 1$:

$$y_s | \gamma \sim U(\max \{w_i : y_i = s\}, \min \{w_i : y_i = s + 1\}), \ s = 2, ..., S - 1.$$  

The efficient (GS) based on this full conditions to extract samples from every full (cpd). Until all chains converge, the process will continue.

6- Simulation study

A simulation study was carried out to examine the performance of the proposed method and compare model fit with the Bayesian median Regression for Ordinal Model reported in (Rahman, 2016) and the ordinal probit model reported in Jeliazkov et al. (2008). In this simulation study, we simulate 1000 observations from the model $w_i = x_i^T \beta + \epsilon_i$. Here, $\beta = (-5, -10, 15)$, the predictors were sampled independently from a (UD) on the [-0.1, 0.1] and $\epsilon_i$ were sampled independently from a logistic distribution with location parameter $\mu = 0$ and (SP) $s = 1$. The cut-points used were $\delta_1 = -1.0, \delta_2 = -0.25, \delta_3 = 0.25$ and $\delta_4 = 0.84$. The number of observations corresponding to the five category of $y$ were 332, 123, 108, 141 and 296, respectively. The results are summarized in Table 1.

Table 1: Posterior mean and inefficiency factor (IF)

| Parameters | BBR (IF) | BMR (IF) | Ord (IF) | Propit (IF) |
|------------|----------|----------|----------|-------------|
| $\beta_1$  | -5.21    | -3.28    | -4.28    |             |
|            | (1.28)   | (1.93)   | (1.62)   |             |
| $\beta_2$  | -9.89    | -10.79   | -11.17   |             |
|            | (1.37)   | (1.78)   | (2.03)   |             |
| $\beta_3$  | 14.73    | 13.48    | 16.22    |             |
|            | (1.33)   | (2.04)   | (1.98)   |             |
| $\delta_1$ | -1.03    | -1.28    | -0.84    |             |
|            | (1.89)   | (2.39)   | (2.08)   |             |
| $\delta_2$ | -0.26    | -0.27    | -0.20    |             |
|            | (2.03)   | (2.19)   | (2.03)   |             |
| $\delta_3$ | 0.25     | 0.26     | 0.33     |             |
|            | (1.70)   | (1.83)   | (1.89)   |             |
| $\delta_4$ | 1.07     | 1.16     | 1.08     |             |
|            | (1.45)   | (1.89)   | (1.37)   |             |
From table 1, it can be seen that our proposed method performs better than the other methods in terms of prediction accuracy and inefficiency factor. The Deviance Information Criteria DIC was computed for the three models (BBR, BMR and Ord Propit) and the values were 438.27, 489.12, and 503.19, respectively. This also indicates that our proposed method performs better than the other methods.

7- Real data application
In this section, we use the Educational Attainment (NLSY) data (Jeliazkov et al., 2008) to analyse the performance of the proposed method. This NLSY data was started in 1979 by using 12,000 youths to conduct annual interviews on demographic questions. The outcome of interest is education degrees which has 4 levels: (1) less than high school, (2) high school degree, (3) college degree, and (4) graduate degree.

Table 2: Posterior mean for the Educational Attainment data

| Parameters          | BBR    | BMR    | Ord Propit |
|---------------------|--------|--------|------------|
| intercept           | -2.17  | -3.11  | -1.33      |
| family income       | 0.34   | 0.46   | 0.12       |
| mother’s education  | 0.22   | 0.17   | 0.06       |
| father’s education  | 0.19   | 0.27   | 0.09       |
| mother worked       | 0.05   | 0.10   | 0.04       |
| female              | 0.46   | 0.39   | 0.05       |
| black               | 0.39   | 0.31   | 0.05       |
| urban               | -0.08  | -0.11  | 0.06       |
| south               | 0.10   | 0.13   | 0.05       |
| age cohort 2        | -0.09  | -0.07  | 0.03       |
| age cohort 3        | -0.07  | -0.09  | 0.05       |
| age cohort 4        | 0.63   | 0.75   | 0.05       |
| $\delta_1$          | 0.97   | 0.80   | 0.01       |
| $\delta_2$          | 0.04   | 0.06   | 0.04       |

The DIC was computed for the three models (BBR, BMR and Ord Propit) and the values were 9776.24, 9811.22, and 9801.13, respectively. The results of DIC show that the proposed method performs better than the other methods.

8- Conclusion
In this paper, we have considered a Bayesian Bridge regression for univariate ordinal data, and proposes a method that can be extensively used in a wide class of applications. Simulation study shows that the proposed method is effective in regression. The real data analysis also show that our proposed method performs very well compared to other methods.

Appendix 1:

\[
\int_{z=|x|^{\delta}}^{z=1} \frac{1}{\lambda \Gamma(x+1)} \frac{1}{2z^{\delta}} e^{-\lambda z} \, dz
\]

Let \( v = \lambda z \Rightarrow z = \frac{v}{\lambda} \)

\( dv = \lambda \, dz \Rightarrow dz = \frac{dv}{\lambda} \), and \( z = \frac{v}{\lambda} \)

\( z > |x|^{\delta} \Rightarrow \frac{v}{\lambda} > |x|^{\delta} \Rightarrow vj > \lambda |x|^{\delta} \)
\[ z > |\beta| \frac{v}{\lambda} \Rightarrow v > |\beta| \frac{v}{\lambda} \Rightarrow v > \lambda|\beta| \frac{v}{\lambda} \]

\[
\int_{v > \lambda|\beta| \frac{v}{\lambda}} \frac{\lambda^\frac{1}{\delta}}{2v^\frac{1}{\delta}} \Gamma\left(\frac{1}{\delta} + 1\right) v^{\frac{1}{\delta} + 1 - 1} e^{-v} dv
\]

\[ \beta_j \sim \text{uniform} \left( -\frac{1}{\lambda}, \frac{1}{\lambda} \right) I\{|\beta_j| \leq \frac{v_j}{\lambda}\} \]

\[ v_j \sim \text{Gamma} \left( \frac{1}{\delta} + 1, 1 \right) I\{|v_j| > \lambda|\beta_j| \frac{v}{\lambda}\} \]

\[ \lambda \sim \text{Gamma}(c, d) I\{\lambda < \frac{v_j}{\beta_j^\delta}\} \]

**Appendix 2:**

The full conditional distribution

\[ \pi(\beta, v, \lambda, y, X) \propto \pi(y|X, \beta, \lambda) \pi(\beta|\lambda) \pi(v) \pi(\lambda) \]

The posterior distribution of \( \beta \) is:

\[ \pi(\beta, v, \lambda, y, X) \propto \pi(y|X, \beta, \lambda) \pi(\beta|\lambda). \]

\[ \propto \exp\left\{ -\frac{1}{2} (y - X\beta)^T(y - X\beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}, \]

\[ \propto \exp\left\{ -\frac{1}{2} (-2y^T X' \beta + \beta^T X'y \beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}, \]

\[ \propto \exp\left\{ -\frac{1}{2} (-2y^T X(X'T)^{-1}(X'T)X\beta + \beta^T X'y \beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}, \]

\[ \propto \exp\left\{ -\frac{1}{2} (-2\bar{\beta}^T X'T\beta + \beta^T X'y \beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}, \]

\[ \bar{\beta} \sim N_p(\bar{\beta}_{OLS}(X'T)^{-1}) \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\} \]

\[ \propto \exp\left\{ -\frac{1}{2} (-2y^T X(X'T + \eta_p)^{-1}(X'T + \eta_p) \beta + \beta^T (X'T + \eta_p) \beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}, \]

\[ \propto \exp\left\{ -\frac{1}{2} (-2\beta^T (X'T + \eta_p) \beta + \beta^T (X'T + \eta_p) \beta) \right\} \prod_{j=1}^{p} I\{|\beta_j| \leq \frac{v_j}{\lambda}\}. \]
The posterior distribution of $v$ is:

$$
\pi(v|\beta, \lambda) \propto \pi(\beta|v, \lambda)\pi(v),
$$

$$
\pi(v|y, X, \beta, \lambda) \propto \pi(v)I\{v_i > \lambda | \beta_j|^{\delta}\},
$$

$$
x \prod_{j=1}^{p} \exp(-v_j) I\{v_i > \lambda | \beta_j|^{\delta}\},
$$

$$
v \sim \prod_{j=1}^{p} \text{Exponential}(\lambda)I\{v_i > \lambda | \beta_j|^{\delta}\},
$$

(18)

The posterior distribution of $\lambda$ is:

$$
\pi(\lambda|\beta) \propto \pi(\beta|\lambda)\pi(\lambda)
$$

$$
\pi(\lambda|\beta) \propto \pi(\lambda)I\left\{\frac{v_j}{|\beta_j|^{\delta}}\right\}
$$

$$
\propto \lambda^{(c+1)-1} \exp\{-d\lambda\} I\left\{\frac{v_j}{|\beta_j|^{\delta}}\right\}
$$

$$
\propto \lambda \sim \text{Gamma}(c+1, d)I\left\{\lambda < \frac{v_j}{|\beta_j|^{\delta}}\right\},
$$

(19)
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