Phonon-assisted Auger enables ultrafast charge transfer in CdSe Quantum Dot/Organic Molecule
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\textbf{ABSTRACT}

Charge transfer between photoexcited quantum dots and molecular acceptors is one of the key limiting processes in most applications of colloidal nanostructures, most prominently in photovoltaics. An atomistic detailed description of this process would open new ways to optimize existing and create new structures with targeted properties. We achieve a one-to-one comparison between \textit{ab-initio} non-adiabatic molecular dynamics calculations and transient absorption spectroscopy experiments, which allows us to draw a comprehensive atomistic picture of the charge transfer process, following the time evolution of the charge carrier across the electronic landscape and identifying the thereby induced vibrations. For two quantum dot sizes we find two qualitatively different processes. For the larger structure we find a relatively slow ($\tau = 516$ fs) transfer process that we explain by the existence of a large energy detuning and weak vibronic coupling. For the smaller structure the process is ultrafast ($\tau = 20$ fs) due to an efficient, phonon-assisted Auger process triggered by a strong electron-hole coupling.
INTRODUCTION

The coupling of nanostructures to the environment and their ability to transfer charge or energy defines their usability for nearly all possible applications. For instance, photovoltaic or catalytic devices require an efficient charge separation following the optical transition. Similarly, in biomedical imaging and display technology good optical properties need to be combined with specific charge transfer mechanisms. These ultrafast charge transfer (CT) processes are governed by a non-trivial combination of the solvent, the energetic alignment between the excited states, the overlap between the orbitals of the donor-acceptor pair, and the coupling between electronic degrees of freedom and the nuclear motion, called vibronic coupling\textsuperscript{1-3}.

Experimentally, ultrafast pump-probe techniques can deliver valuable information in the appropriate femtosecond time domain and quantify the reaction rates. The electronic excitation is hereby created by an ultrashort optical pulse followed, with varying time delay, by a probe pulse delivering information on the time-dependent occupation of certain states. Theoretically, a mesoscopic description for the transfer rate in CT processes was developed earlier by Marcus\textsuperscript{4} using concepts such as the reorganisation energy of the surrounding and an exponential dependence on activation energies. The remaining big open questions revolve around the interplay between the vibrational degrees of freedom, which are eventually absorbing the excess energy of the electronic system, and the time evolution of the electronic states. In other words, the full description of the CT path, unravelling the “quantum molecular movie” of coupled electronic and ionic degrees of freedom. Recently, real-time time-dependent density functional theory (rt-TDDFT) has evolved as a powerful tool to study electron dynamics, as demonstrated in recent publications concerning, e.g., plasmons\textsuperscript{5}, the kinetic ion collision\textsuperscript{6}, as well as in the context of photovoltaics\textsuperscript{7-10}. This approach allows, to a certain degree, to follow the relaxation and transfer of the excited particle across the landscape of electronic states. Although very powerful, most of the rt-TDDFT calculations have been restricted to extremely short time periods and small systems thus lacking experimental validation.

In this work, by combining a high-efficient rt-TDDFT non-adiabatic molecular dynamics (NAMD) method\textsuperscript{6} with ultrafast white-light transient absorption (TA) spectroscopy, both performed on the structurally same, specifically designed QD-MV\textsuperscript{2+} CT system, we are able to follow the CT path. As prerequisite, we validate the quality of our theoretical approach by an unprecedented “one-to-one” comparison and agreement between the calculation and the experiment, especially for the onset of the MV\textsuperscript{+} signal (the indication for the completion of the CT process). We find two qualitatively different CT process, i.e. two different paths, for different
QD sizes: for our large QD (diameter ≈ 1.7 nm), the QD-MV$^{2+}$ CT rate ($\tau = 516$ fs) mostly depends on the intramolecular carrier cooling, which is dominated by vibronic coupling; for a smaller QD with diameter of 1.2 nm, a stronger electron-hole coupling exists, which allows for an efficient phonon-assisted Auger transfer, leading to a much higher CT rate ($\tau = 20$ fs). Finally, we identify which vibrations are excited during and shortly after the phonon-assisted Auger CT. Such a detailed understanding will be helpful to design nano-architectures with specific properties and eventually to dynamically steer CT processes by exciting specific vibrations.

RESULTS AND DISCUSSION

Experimental TA spectra. Figure 1 (a) and (b) display TA maps of the 1.8 nm CdSe QD with and without acceptor MV$^{2+}$ for the first 2 ns after excitation in the wavelength regime of 425-725 nm. The two maps differ significantly. While the plain QD signal is almost constant in the displayed time windows, the combined system features a rich dynamics. Figure 1 (c) shows the early state of dynamics of the combined system. Figure 1 (d) and (e) are showing the dynamics directly after the signal rises (220 fs) and at a later time (700 fs). Initially, the two spectra are very similar. They consist of the QD exciton bleach centered around 460 nm and a photo-induced absorption around 500 nm$^{11}$. The exciton lifetime is in the 20-ns regime, thus the plain QD spectra have not evolved during the first ps, however in the QD-MV$^{2+}$ sample the electron transfer from QD to MV$^{2+}$ results in a faster recovery of the QD exciton bleach and in the appearance of a positive absorption change at longer wavelengths (550-700 nm), which can be related to the change from MV$^{2+}$ to MV$^{+}$.$^{12-14}$ These two peaks allow us a discussion of the dynamics of the CT process: we have access to the QD carrier concentration via the QD bleach and we can probe the additional electron on the MV$^{2+}$ via the rise of the MV$^{+}$ absorption.
Figure 1 | TA spectra. (a) CdSe QD only and (b) CdSe QD/MV$^{2+}$ TA maps for excitation at 400 nm. (c) CdSe QD/MV$^{2+}$ TA map for the first 2 ps. (d) TA spectra for CdSe QD (blue) and CdSe QD/MV$^{2+}$ (red) at 220 fs after excitation. (e) same as (d) but for 700 fs after excitation. The spectra are normalized to the QD absorption bleach intensity at 220 fs after photoexcitation (bleach maximum).

Comparison of TDDFT-NAMD with TA spectra. Figure 2 (a) shows the time evolution of the electron population of the LUMO state of CdSe QD with 1.7 nm diameter obtained from TDDFT-NAMD simulation (blue lines) and the measured TA signal (red lines) with wavelength of 462 nm, which corresponds to the HOMO-LUMO absorption peak of this QD. Figure 2 (b) shows the time evolution of the electrons on the MV$^{2+}$ LUMO obtained from TDDFT-NAMD (blue lines) and the TA signal at 600 nm (red lines) corresponding to the reduced MV$^{+}$ absorption peak.
The structures used in the calculations are shown in detail in the Methods section. We see that the TDDFT-NAMD results for both the bleached QD and the reduced MV⁺ signals are in excellent agreement with the experiment. Furthermore, the time between the onset of the QD and the MV⁺ signals also agrees well with the experiments. Specifically, after 500 fs both TDDFT-NAMD and TA show about 70% decrease of the QD signal, and a 230-fs delay is observed before the excited electron occupies the MV²⁺ LUMO (MV⁺ HOMO) in the TDDFT-NAMD calculation, compared with the ~200-fs delay between the bleached QD and reduced MV⁺ signals in the TA spectrum.

Figure 2 | Comparison between experimental TA spectra and TDDFT-NAMD results. (a) QD HOMO-LUMO absorption bleach recovery at 462 nm and (b) reduced MV⁺ absorption at 600 nm from TA (red lines), shown together with the TDDFT results (blue lines). Black dash line in (a) shows the reference QD absorption bleach without MV²⁺ molecules. The 462 nm TA signal is normalized to its bleach maximum at 220 fs, while the 600 nm TA signal is normalized to its maximum at 3 ps.
**Size-dependent CT paths.** Reducing the size of the QD normally induces a larger donor-acceptor orbital overlap, a different band offset, and a stronger quantum confinement effect which results in a stronger electron-hole coupling. In Figure 3(b) we show for the first 400 fs the time evolution of the excited electron populations on the QD LUMO and the MV$^{2+}$ LUMO for a 1.2 nm and a 1.7 nm diameter QD with MV$^{2+}$ attached. We find a significantly more efficient CT in the smaller structure. Quantitatively, the exponential fit of the LUMO population in the 1.2 nm diameter QD yields $\tau = 20$ fs, compared to $\tau = 516$ fs in the 1.7 nm diameter QD. Accordingly, the MV$^{2+}$ LUMO population in the 1.2 nm diameter QD-MV$^{2+}$ rises after 116 fs, much earlier than the 230 fs in the larger QD system.

The band alignment of the two QD-MV$^{2+}$ systems are shown in Figure 3(a). The CT paths (time evolution of QD and molecular states) of the two systems are shown in Figure 3(c) and (d). We see that:

1. In 1.7 nm diameter QD-MV$^{2+}$ the excited electron transfer primarily occurs between QD LUMO and MV$^{2+}$ LUMO+1, which is significantly faster than the intramolecular carrier cooling from MV$^{2+}$ LUMO+1 to MV$^{2+}$ LUMO. As a result, the relatively slow intramolecular carrier cooling represents the bottleneck of the whole CT process;

2. In 1.2 nm diameter QD-MV$^{2+}$ there are 4 molecular states (MV$^{2+}$ LUMO to LUMO+3) in the band gap, thus a more complex carrier cooling route is anticipated. Moreover, the energy detuning between QD and molecular states are also larger than in the larger QD, which in principle should reduce the CT rate, in contradiction to the obtained results. Two major phases can be observed: the first phase, described by the QD LUMO occupation (blue curve in Figure 3(d)), lasts from 0 fs to ~70 fs, where the carrier transfers from the QD to the molecule, particularly from QD LUMO to MV$^{2+}$ LUMO+2 (green curve in Figure 3(d)); the overlapping second phase, starts as early as ~ 40 fs and extends to the end of the simulation time and follows the pathway: MV$^{2+}$ LUMO+2, to MV$^{2+}$ LUMO+1, finally to MV$^{2+}$ LUMO. The two phases are not explicitly separated in time but co-exist approximately between 40 fs and 70 fs.
Figure 3 | Charge transfer paths for small and large QDs. (a) Band offset between QD and MV$^{2+}$ in 1.7-nm (large QD) and 1.2-nm (small QD) diameter QDs attached to MV$^{2+}$. (b) Electron populations on QD LUMO and MV$^{2+}$ LUMO states for the small QD (solid lines) and the large QD (dashed line). (c) Populations of the QD LUMO and molecular states MV$^{2+}$ LUMO to MV$^{2+}$ LUMO+3 in the large QD. (c) Same as (b) in the small QD. All results come from TDDFT-NAMD calculations.

Phonon-assisted Auger CT process. While the importance of the ion dynamics is clear in the 1.7 nm diameter QD-MV$^{2+}$ where the relatively slow intramolecular carrier cooling experiences a mild bottleneck, it is questionable for the smaller QD-MV$^{2+}$ system. Indeed, the ultrafast charge transfer of $\tau = 20$ fs in the first phase of dynamics could be regarded as too fast to involve any effective couplings between electron and nuclear motion. To assess the importance of the nuclear vibration in the first CT phase, in Figure 4 (a) and (b) we show two levels of TDDFT calculations: level 1 is TDDFT-NAMD which contains all nuclear vibrational effects and level 2 is a frozen-ion TDDFT calculation where all ions are fixed during the entire simulation. Calculation details can be found in the Methods section. We find that:

(1) In the 1.2 nm diameter QD-MV$^{2+}$ frozen-ion TDDFT in Fig. 4(b), we see a significant Rabi-like oscillation on the population of the QD LUMO, which has a minimum value of 0.5 e$^-$ (electron charge) and an average value of 0.7 e$. This energy-conserving large oscillation can be attributed to the strong QD-molecule wavefunction overlap, and we suggest that it is the signature of a coherent QD-MV$^{2+}$
state, where the charge density moves forth and back between QD and molecule but the electronic relaxation remains impossible due to the lack of vibrations (frozen-ion). This is in contradiction to the “simple” Auger-assisted electron transfer model\textsuperscript{9, 15, 16} which describes a scattering process where phonons usually do not participate (they do, however, in the subsequent carrier cooling process). The results including vibronic coupling (solid blue line) are entirely different and show a very fast depopulation of the QD LUMO which hints at an Auger-type process involving vibrations: a phono-assisted Auger CT. The involvement of phonons in our CT process is reasonable from a classical analogue of momentum conservation. The transferring electron transfers momentum to the vibration. We analyze the situation further in Figure 4(c) and (d), where we show the time-evolution of the energies of the excited electron and of the hole. We see that in Figure 4(d) during the initial phase for the small QD, from 0 to 100 fs, the electron and hole state both loose energy in a concerted fashion, which is the Auger signature: the electron cools down, by exciting the hole. After that ultrafast process, which leaves the QD LUMO state depopulated (see Fig.4(b)), the QD and the molecule are submitted to a low frequency (about 70 cm\textsuperscript{-1}) vibration of their spatial separation, as shown in Fig.4.(e). The quasi immediate transfer of the electron from QD to molecule generates an electric field which drives the QD-MV system in “mesoscopic” oscillations of both entities (the molecule readjusts its equilibrium distance from the QD harmonically). This effect gives rise to the long oscillation between 100-400 fs in the electron and hole energies.

(2) For the larger 1.7 nm diameter QD-MV\textsuperscript{2+} system, if all nuclei are frozen, the CT of the excited electron is entirely absent in Fig.4(a) (dashed line), and only very small Rabi-like oscillations can be observed. It means that the population transfer observed in the non-adiabatic case (solid line) is a consequence of the vibronic coupling, missing of which will result in the inability of the electronic degrees of freedom to release energy to the ionic motion, thus blocking the most important carrier cooling route. The electron and hole energies are shown in Fig.4(c) and show a moderate decrease of energy, with a growing separation of the electron from the hole energy curves. We attribute this to the loss of exciton binding energy. The electron transfers “slowly” away from the QD (Fig.4(a)) and thereby loses exciton binding, increasing the eigenvalue of the electron and decreasing the one of the hole. We see no clear signature of Auger in this process and the time scale corresponds to the standard electron cooling process dominated by phonon-lifetime\textsuperscript{19}, in the ps range.
Figure 4 | Evidence for the phonon-assisted Auger CT. (a) Populations of the QD LUMO and MV$^{2+}$ LUMO from TDDFT-NAMD (solid lines) and frozen-ion TDDFT (dash lines) for the large QD/MV$^{2+}$ system; (b) same properties as (a) for the small QD/MV$^{2+}$ system. (c) TDDFT-NAMD excited electron and hole energies in the large QD/MV$^{2+}$ system; (d) same as (c) but in the small QD/MV$^{2+}$ system; (e) average distance between the QD and the MV$^{2+}$ molecule.

Analysis of the electron-nuclear vibrational coupling. In TDDFT-NAMD, the nuclei are driven by the ab-initio forces obtained from the time-dependent (TD) charge density, which means that the coupling between electronic and ion dynamics is naturally included. This coupling contains roughly two components: the couplings of nuclear motion with (a) the excited electron, and (b) all other none-excited electrons. The comparison between TDDFT-NAMD and frozen-ion TDDFT shown in the last paragraph yields the total coupling of (a) and (b), and the comparison between TDDFT-NAMD and BOMD, where the nuclei are still driven by the ab-initio forces but the electronic system is always in the ground state, will reveal coupling (a) only.

To reduce the highly complex and multidimensional coordinate space to an analysis in terms of key modes$^{17}$, we expand the TD nuclear trajectories $\{R_k^{NAMD}(t)\}$, $\{R_k^{BOMD}(t)\}$ ($k$ is the atom index, $k = 1, \ldots, N$) from TDDFT-NAMD and BOMD, respectively, on the basis set of the eigendisplacements $\{U_{\alpha\nu}^k\}$ where $U_{\alpha\nu}^k = \xi_{\alpha\nu}^k / \sqrt{M_k}$ ($\alpha$ is the Cartesian coordinate indices) from the adiabatic harmonic modes $\nu$ (1 ≤
with eigenfrequencies \( \{ \omega_\nu \}_v \). The expansion coefficients are denoted as \( \{ a_\nu^{NAMD}(t) \}, \{ a_\nu^{BOMD}(t) \} \), and their Fourier transform as \( \{ a_\nu^{NAMD}(\omega) \}, \{ a_\nu^{BOMD}(\omega) \} \). The calculations necessary to obtain \( \{ U_\omega^\nu \} \) and \( \{ a_\nu(\omega) \} \) are given in the Methods section. Note that if the electronic system stays in the ground state and all atoms vibrate harmonically close to their ideal nuclear positions, \( a_\nu(\omega) \) will have non-zero value only if \( \omega = \omega_\nu \). We extract the vibrational energy redistribution from the difference in vibrational mode occupations \( a_\nu(\omega) \), i.e., \( \Delta a_\nu(\omega) \equiv a_\nu^{NAMD}(\omega) - a_\nu^{BOMD}(\omega) \). Alternatively, we calculate the coupling matrix elements \( g^\nu(i,j) \) where \( i, j = MV^{2e} \) LUMO to LUMO+3 explicitly. We present \( \Delta a_\nu(\omega) \) as bubbles in Figure 5(a) and \( |g^\nu(i,j)| \) as bars in Figure 5(b). The diagonal terms \( g^\nu(i,i) \) describe the coupling of the electronic state \( i \) to the vibration \( \nu \), while the off-diagonal terms \( g^\nu(i,j) \) describe the transition from state \( i \) to state \( j \) enabled by the vibration \( \nu \). We find that:

(1) Some modes experience mainly a frequency red-shift, which can be seen in Figure 5(a) as two circles with opposite color in vertical proximity (e.g. modes 12, 25, 26, 30, 32, 37, 53, 55, 60, 70). This red-shift is compatible with the simple chemical picture that the excitation has loosened the bonds via the occupation of antibonding orbitals and therefore softened the modes.

(2) Some modes are genuinely excited by the electron dynamics. Most prominently, the modes 17, 45, 47, 48, 54, 61, 62 and 63 show the largest contribution to the CT process as indicated by the largest \( |\Delta a_\nu(\omega)| \) values in Figure 5(a). Mode 17 is an out-of-plane (i.e. towards the QD) torsion of the pyridyl ring, modes 61-63 are out-of-plane C-H wagging, mode 47 is C-H stretching and bending on the CH₃ ligand, and modes 45, 48 and 54 consist of in-plane C-H bending, C-C bending and stretching and C-H stretching and bending on the CH₃ ligands. The contributions of ring breathing, beating and ring C-H stretching are negligible. We show these prominent modes in Table S3 and movies in Supplementary Information. Among all prominent modes, the modes 17, 48, 54, 61 and 62 correspond to modes that effectively couple the electronic states MV^{2e} LUMO, LUMO+1, LUMO+2 and LUMO+3, as indicated by the large off-diagonal matrix elements in Figure 5(b). The remaining dominant modes 45, 47 and 63 correspond to modes with vanishing off-site but large on-site \( |g^\nu(i,i)| \) matrix elements. These modes are strongly coupled to the electronic states MV^{2e} LUMO to LUMO+3. After the excitation, in form of the electron-hole pair creation, these electronic states experience a new potential energy surface (PES). For the strongly coupled modes, the excited PES is shifted in nuclear coordinate space and the vertical instantaneous excitation creates vibrational modes, just as expected from the Franck-Condon picture. On the other hand, the weakly coupled modes result in unshifted PES thus no vibrations are created.
Some vibrational modes with rather large matrix elements $|g^\nu(i,j)|$, e.g. modes 33, 39, 60 and 74, have a very weak $\Delta a_\nu(\omega)$. We can find four main reasons for this seeming contradiction. First, the phonon-assisted Auger process we put forward in this work requires phonons that are not necessarily the ones most strongly coupled to the electronic states. Second, the $g^\nu(i,j)$ are calculated for the isolated molecule and hence neglect effects of the QD-molecule coupling. Third, in the $g^\nu(i,j)$ calculations we use the harmonic approximation by construction, while in TDDFT-NAMD anharmonic terms are naturally included. Finally, $g^\nu(i,j)$ are calculated for the ground-state, which means that the empty molecular states LUMO to LUMO+3 do not correspond to the TDDFT-NAMD which include excitation.
**CONCLUSIONS**

We have achieved a one-to-one comparison between large scale *ab-initio* TDDFT-NAMD calculations and ultrafast white-light TA spectroscopy for the CT process in CdSe QD-MV\(^{2+}\) system and obtain very good agreement, validating the numerical results. We use two sizes of QDs that reveal qualitatively two different types of CT and carrier relaxation processes.

For the large QD (d = ~1.7 nm), the alignment of the QD LUMO and the molecular LUMO+1 levels should be favorable to the CT process, however, the transfer remains relatively slow (\(\tau = 516\) fs) due to a large energy detuning between the vibrational modes and the molecular electronic gap. Vibronic coupling is too weak to allow for sub-ps relaxation across this energy gap.

For the small QD (d~1.2 nm) we have four molecular levels within the QD bandgap and a less favorable band alignment situation. Nevertheless, the CT process (\(\tau = 20\) fs) and subsequent carrier relaxation is ultrafast, in the 100 fs range. We show that the small size of the donor-acceptor pair leads to a large electron-hole Coulomb coupling which enables an efficient phonon-assisted Auger CT process, where the hole residing on the QD is excited by the electron climbing down the ladder of electronic states on the molecule. We further show which vibrations are excited on the molecule during and immediately after the CT process and which are presumably involved in the phonon-assisted Auger process. This type of phonon-assisted Auger process should be generally possible on nanostructure/molecular systems as long as their coupling is sufficiently strong (i.e. for small QDs). For molecular redox systems the likelihood of the phonon-assisted Auger will depend, in addition to the required strong coupling, on the availability of resonant hole states. A full understanding of these process may open the way to new structure design, or even offer opportunities to drive CT process dynamically, by exciting specific vibrations.
Methods:

I. Chemicals. 1-octadecene, hexadecylamine, methylviologene and oleic acid (OA) were purchased from Aldrich, trioctylphosphine (TOP) from abcr GmbH, cadmium oxide (99.998%) from Alfa Aesar, Selenium (99.999%) from chemPUR GmbH, toluene from Fischer Chemicals and 2-propanol, n-hexane and methanol from VWR Chemicals. All chemicals were used as delivered.

II. QD-MV synthesis. The QDs were prepared using a slightly modified protocol from Hens and coworkers\textsuperscript{20}. Cadmium oxide was mixed with oleic acid in a Cd:OA ratio of 1:3. The mixture was degassed for 1 h at 100 °C under nitrogen flow and then heated up to 250 °C. During this process vacuum was applied (3x approx. 1 min) to remove the formed moisture. TOP was mixed with selenium and heated up to 200 °C to produce TOPSe (c(TOPSe)=1 M). Cadmium oleate (0.2 mmol with respect to Cd(II)) and hexadecylamine (0.6 mmol) were mixed with 10 mL 1-octadecene and degassed for 1 h at 100 °C under nitrogen flow. The reaction mixture was heated up to 180 °C and TOPSe (2 mmol) was injected rapidly. After 40 s 10 mL n-hexane and subsequently 10 mL toluene were added to cool the reaction mixture. After cooling to room temperature, the solvents were removed in vacuum and the particles were precipitated twice by adding approx. 10 mL of a 1:1 mixture of 2-propanol and methanol and stored in degassed (4 cycles of freeze-pump-thaw) chloroform. Methanol was degassed using 4 cycles of freeze-pump-thaw and a stock solution of methylviologene in degassed methanol was prepared. The QDs were mixed with methylviologene under nitrogen atmosphere to achieve a molar ratio of approx. 1QD:1MV$^{2+}$ in solution. The concentration of CdSe was determined from the absorption spectra using the equation of the Mulvaney group\textsuperscript{21}. The size of QD was measured by TEM image analysis using a JEOL JEM-1011 microscope. See Supporting Information section II for details.

III. TA measurements. Pump-probe TA spectroscopy was performed using a commercial TA setup (Helios; Ultrafast Systems). A commercial amplified Ti-sapphire laser system (Spitfire-Ace, 800 nm, 6 W, 1 kHz, 35 fs; Spectra Physics) was employed to generate pump and probe pulses. The pump pulses were generated in an optical parametric amplifier (TOPAS-Prime; Light Conversion) with frequency mixer (NirUVIs; Light Conversion) and chopped at 500 Hz. The probe beam was a broadband continuum white-light with a spectral range of 420-750 nm. The instrument response in this wavelength regime was estimated to be below 200 fs. In the calculation, the initial condition of the system is a single HOMO-LUMO excitation. In order to achieve best comparability between experiments and
calculations and to avoid multiexciton effects, we performed a close to bandgap, low power excitation (400 nm, 127 µJ⋅cm$^{-2}$) for all measurements. We refrained from full resonant excitation as the necessary deconvolution of pump and probe would reduce the time resolution. The average carrier population per QD after excitation was estimated to below 0.15. The thermalization takes approximately 220 fs after which the system is in a condition that resembles the calculations best. Hence, we selected 220 fs as the time zero of the TA spectra.

IV. Atomistic models. We have theoretically considered two CdSe QDs: one is structurally the same as our experimental sample with a diameter of 1.7 nm [(CdSe)$_{65}$], while the other one is smaller [(CdSe)$_{33}$] and corresponds to the ‘magic number’ cluster widely used in ab initio calculations$^{22,23}$. Although trioctylphosphine oxide (TOPO) is used to passivate the surface dangling bonds in the synthesis of the CdSe QD, time-dependent ab initio calculations for a fully TOPO-coated QD are computationally out of reach, thus we use pseudo-hydrogens with fractional charges as passivants$^{24}$. Another crucial element relates to the attachment of the MV$^{2+}$ complex to the QD. A direct experimental determination has not been reported yet. Nevertheless, some earlier reports are valuable: 1) viologens prefer mostly to adsorb flat on metal and semiconductor surfaces$^{25,26}$; 2) the photoexcited electron transfers directly from the semiconductor surface to the viologen bipyridyl rings, rather than through its alkyl chains$^{27}$; 3) the CT efficiency is proportional to the number of CT-active molecules binding to one QD$^{28}$. Accordingly, we build the 1:1 QD-MV$^{2+}$ structure for two sizes of QDs. Specifically, on each QD one pair of hydrogens connected to Selenium has been removed to make space for a flat MV molecule; moreover, considering that MV$^{2+}$ is introduced in the form of (MV)Cl$_2$ in chloroform, we have replaced two Cd-connected hydrogens with 2 Cl atoms. This configuration naturally keeps the surface pseudo-hydrogens paired, the total system charge neutral$^{26}$ and the MV complex in the cation MV$^{2+}$ state. The structures of the two QD-MV$^{2+}$ systems have been optimized using the Vienna Ab-initio Simulation Package (VASP)$^{29}$ and are shown in Figure S1 (a) and (b).

V. Corrections to DFT energy levels. In the case of the electronic structure in CdSe and in the molecule, LDA suffers from its well-known underestimation of band gaps. In addition, the QD, the molecule and the non-vacuum solvent environment form a non-uniform dielectric function distribution in real space that will also affect electronic states. To tackle this issue, we have applied corrections on LDA energy levels as successfully done previously$^{30,31}$. For the QD-MV-solvent system at each time step $t$, firstly we decompose the TD-LDA single-particle wavefunctions $\psi_i(r,t)$ into two parts using a real space mask function $m(r,t)$,
\[
\varphi_i = \varphi_im + \varphi_i(1 - m) = \varphi_i^{\text{QD}} + \varphi_i^{\text{MV}},
\]

where

\[
m(r, t) = \begin{cases} 
1, & \text{if } r \in \text{QD} \\
0, & \text{if } r \in \text{MV}
\end{cases}
\]

Secondly, the many-body corrections on the QD and the molecular conduction band (CB) and valence band (VB) states can be written as,

\[
\Delta_{\text{C},\text{V}}^{\text{QD}}(t) = \Sigma_{\text{e},\text{h}}(\text{QD}: \text{QD}) + \Sigma_{\text{e},\text{h}}(\text{QD}: \text{MV}^{2+}) + \Sigma_{\text{e},\text{h}}(\text{QD}: \text{sol}),
\]

\[
\Delta_{\text{C},\text{V}}^{\text{MV}}(t) = \Sigma_{\text{e},\text{h}}(\text{MV}^{2+}: \text{QD}) + \Sigma_{\text{e},\text{h}}(\text{MV}^{2+}: \text{MV}^{2+}) + \Sigma_{\text{e},\text{h}}(\text{MV}^{2+}: \text{sol}),
\]

\[\Sigma_{\text{e},\text{h}}(a:a)\] is the self-energy correction in compound \(a\) (QD or MV\(^{2+}\)) for unoccupied and occupied state, respectively, and \(\Sigma_{\text{e},\text{h}}(a:b)\) is the polarization energy correction in compound \(a\) that is caused by the dielectric mismatch between compounds \(a\) and \(b\). Finally, the new Hamiltonian \(H'\) after correction can be written as,

\[
H'(t) = \sum_{i} \sum_{a,b=\text{QD, MV}} \left( \varepsilon_i^{\text{LDA}}(t) + \Delta_i^{a,b}(t) \right) |\varphi_i^a(t)\rangle \langle \varphi_i^b(t)|,
\]

where \(\Delta_i^{a,b}(t)\) is

\[
\Delta_i^{a,b} = \begin{cases} 
\Delta_{\text{C},\text{V}}^{\text{QD}}, & \text{if } a = b = \text{QD} \\
\Delta_{\text{C},\text{V}}^{\text{MV}}, & \text{if } a = b = \text{MV} \\
\left(\Delta_{\text{C},\text{V}}^{\text{QD}} + \Delta_{\text{C},\text{V}}^{\text{MV}}\right)/2, & \text{if } a \neq b
\end{cases}
\]

Note that all CB states have the same correction \(\Delta_i^{a,b}\), while all VB states have the same correction \(\Delta_i^{a,b}\). Corrected wavefunctions \(\varphi_i'(r, t)\) now can be calculated by re-diagonalizing \(H'(t)\) in \{\(\varphi_i(r, t)\)\} subspace. In Supplementary Information Section III we show values for all the correction terms, along with the comparison among the raw LDA, hybrid functionals, LDA after correction and experimental data.

**VI. Thermalization and nuclear vibrational properties.** QD-MV\(^{2+}\) systems have first been thermalized at 300 K (room temperature), using Born–Oppenheimer molecular dynamics (BOMD) with Nosé–Hoover thermostat\(^{32, 33}\). During the MD procedure, the mass of the ligand pseudo-hydrogens is set to the oxygen mass (15.999 proton mass) to avoid the potential risk of the unphysical (Cd, Se)-H vibrational modes. After 3 ps thermalization, the QD-MV\(^{2+}\) systems have reached the thermal-equilibrium state. The phonon spectrum extracted from the BOMD (see Figure S5 in Supplementary Information) agrees well with previous work\(^{34, 35}\).
VII. TDDFT-NAMD, frozen-ion TDDFT and BOMD procedures. In a real-time TDDFT framework, the electronic wavefunctions are given by the TD extension of the Kohn-Sham single particle equation, which reads

$$H([R_k(t)], \rho(r,t), t) \varphi_i(r,t) = i \frac{\partial \varphi_i(r,t)}{\partial t}, \quad \rho(r,t) = \sum |\varphi_i(r,t)|^2, \quad (7)$$

where $R_k(t)$ is the nuclear position for atom $\kappa$, $\varphi_i(r,t)$ is the TD wavefunction, and $\rho(r,t)$ is the electron charge density. The nuclear motion is treated classically following Newton’s law using ab initio calculated forces,

$$M_\kappa \frac{d^2 R_\kappa(t)}{dt^2} = F_\kappa(t), \quad F_\kappa(t) = -\frac{\partial E(t)}{\partial R_\kappa}, \quad (8)$$

where $F_\kappa(t)$ is the ab initio force on the $\kappa$-th atom with mass $M_\kappa$, and $E$ is the DFT total energy. These two equations constitutes the so-called Ehrenfest dynamics. Real-time TDDFT calculations are done using the PEtot package. PEtot is a plane wave non-local pseudopotential code designed to tackle large systems ($\sim 10^3$ atoms). Its high-speed real-time TDDFT module has been recently developed to extend the capability to non-adiabatic processes in the sub-picosecond region. In our system, a set of norm-conserving pseudopotentials has been used with a 50 Ry cutoff energy. The local density approximation (LDA) has been used for the exchange-correlation potential $V_{XC}$. We have also tested the generalized gradient approximation (GGA) with van der Waals term, but have only found negligible differences (see Figure S2 and Table S1 in Supplementary Information).

At $t=0$, in TDDFT-NAMD and frozen-ion TDDFT calculations, one electron is excited from the QD HOMO to the QD LUMO to mimic the photoexcitation. Subsequently ($t>0$), our high-efficient rt-TDDFT code is applied to the photoexcited states to deliver the TD electron wavefunctions by solving the TD Schrödinger equation with a time step of 0.05 fs for the electronic system, and let the nuclei move following Newton’s law using the ab initio calculated forces (for TDDFT-NAMD) or freezing all nuclei (for frozen-ion TDDFT). For BOMD, there is no initial (photo) excitation.

VIII. Vibrational modes and electron-vibrational coupling calculation. To find the vibrational frequencies $\omega_\nu$ and eigendisplacements (normal modes) $\xi_{\kappa\alpha}$ we solve the dynamical equation:

$$\sum_{\kappa\alpha} D_{\kappa\alpha, \kappa'\beta} \xi_{\kappa'\beta} = \omega_\nu^2 \xi_{\kappa'\beta}, \quad (9)$$

$$D_{\kappa\alpha, \kappa'\beta} := \frac{1}{\sqrt{M_\kappa M_{\kappa'}}} \frac{\partial^2 E^{BO}}{\partial R_{\kappa\alpha} \partial R_{\kappa'\beta}}, \quad (10)$$
where \( \kappa \) and \( \kappa' \) are the nucleus indices, \( \alpha \) and \( \beta \) are the Cartesian coordinate indices, \( M_\kappa \) is the nuclear mass of atom \( \kappa \), \( E^{BO} \) is the BO energy of the system and \( \nu \) is the index of phonon branch. Note that \( \xi^\nu \) are vectors of \( 3N \) components \( (N \) being the number of atoms) corresponding to the \( 3N \)-6 vibrational modes.

We perform the calculation of the vibrational frequencies and normal modes using Quantum Espresso\(^{18} \). We use a plane-wave cutoff of 50 Ry; the simulation cell is \( 30 \times 30 \times 30 \) \( \text{Å}^3 \); the exchange correlation functional is BLYP\(^{39,40} \) and we use HGH norm-conserving pseudopotentials\(^{41} \). The total force on the atoms after relaxation is 7.8\( \times 10^{-3} \) Ry/\( \text{a.u.} \).

Treating electron-vibrational interaction as a perturbation \( H' \) of the ground-state Hamiltonian \( H^0 \) (being the perturbation linear in the nuclear displacements) we have

\[
H' \equiv \sum_{\kappa \alpha} \frac{\partial H^0}{\partial R_{\kappa \alpha}} u_{\kappa \alpha} = \sum_\nu \sum_{ij} g^\nu(i,j)(\hat{a}_\nu + \hat{a}_\nu^\dagger)\hat{c}_i^\dagger \hat{c}_i, \tag{11}
\]

where \( u_{\kappa \alpha} \) are the nuclear displacements, \( i \) and \( j \) are the indices of electronic state, \( \hat{a}_\nu, \hat{a}_\nu^\dagger \) are the phonon annihilation and creation operators and \( \hat{c}_i, \hat{c}_i^\dagger \) are the electron annihilation and creation operators; \( g^\nu(i,j) \) are the electron-phonon coupling matrix elements, which are given by:

\[
g^\nu(i,j) \equiv \sum_{\kappa \alpha} \sqrt{\frac{\hbar}{2M_\kappa \omega_\nu}} \xi^\nu_{\kappa \alpha} \left\langle i \right| \frac{\partial H^0}{\partial R_{\kappa \alpha}} \left| j \right\rangle \tag{12}
\]

and were calculated via finite-difference following reference\(^{18} \).

**IX. Expansion of the MD trajectories as combination of vibrational modes.** The TD nuclear positions \( \{R_\kappa(t)\} \) are obtained from MD calculations, where \( \kappa \) is the atom index. The eigendisplacements for the molecule are given as \( \{\xi^\nu_{\kappa \alpha}\} \) with eigenfrequencies \( \omega_\nu \). Before we do the expansion from \( \{R_\kappa(t)\} \) in terms of \( \{\xi^\nu_{\kappa \alpha}\} \), we first need to remove the global drifts and rotations from \( \{R_\kappa(t)\} \),

\[
\bar{R}_\kappa(t) = S(t) \cdot (R_\kappa(t) - R_C(t)) + R_C(0), \tag{13}
\]

where

\[
R_C(t) = \frac{1}{N} \sum_{\kappa=1}^{N} R_\kappa(t), \quad R_C(0) = \frac{1}{N} \sum_{\kappa=1}^{N} R_\kappa(0), \tag{14}
\]

while the 3x3 rotation matrix \( S(t) \) is obtained from

\[
M(t) = R_C(t) \cdot (R_C(0))^T, \quad M = U \Sigma V^\dagger, \quad S = V U^\dagger, \tag{15}
\]

where the matrices \( U, \Sigma \) and \( V \) are the singular value decompositions of matrix \( M \).
Then the expansion of \( \{ \mathbf{R}_k(t) \} \) as \( \{ \xi^\nu_{\alpha} \} \) can be written as

\[
a_\nu(t) = \sum_{\kappa \alpha} \xi^\nu_{\kappa \alpha} \cdot \mathbf{R}_{\kappa \alpha}(t),
\]

where \( \alpha \) are the three Cartesian dimensions. Finally, we Fourier transform the coefficients

\[
a_\nu(\omega_k) = \sum_{n=0}^{N-1} a_\nu(t) e^{i\frac{2\pi nk}{N_t}}, \quad k = 0, 1, \ldots, N_t - 1,
\]

where \( N_t \) is the total number of time steps, \( \Delta t \) is the time interval of the MD calculation, and \( \omega_k = 2\pi k/N_t \Delta t \).
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