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Abstract

Recent work has shown that neural-embedded word representations capture many relational similarities, which can be recovered by means of vector arithmetic in the embedded space. We show that Mikolov et al.’s method of first adding and subtracting word vectors, and then searching for a word similar to the result, is equivalent to searching for a word that maximizes a linear combination of three pairwise word similarities. Based on this observation, we suggest an improved method of recovering relational similarities, improving the state-of-the-art results on two recent word-analogy datasets. Moreover, we demonstrate that analogy recovery is not restricted to neural word embeddings, and that a similar amount of relational similarities can be recovered from traditional distributional word representations.

1 Introduction

Deep learning methods for language processing owe much of their success to neural network language models, in which words are represented as dense real-valued vectors in $\mathbb{R}^d$. Such representations are referred to as distributed word representations or word embeddings, as they embed an entire vocabulary into a relatively low-dimensional linear space, whose dimensions are latent continuous features. The embedded word vectors are trained over large collections of text using variants of neural networks (Bengio et al., 2003; Collobert and Weston, 2008; Mnih and Hinton, 2008; Mikolov et al., 2011; Mikolov et al., 2013b). The word embeddings are designed to capture what Turney (2006) calls attributional similarities between vocabulary items: words that appear in similar contexts will be close to each other in the projected space. The effect is grouping of words that share semantic (“dog cat cow”, “eat devour”) or syntactic (“cars hats days”, “emptied carried danced”) properties, and are shown to be effective as features for various NLP tasks (Turian et al., 2010; Collobert et al., 2011; Socher et al., 2011; Al-Rfou et al., 2013). We refer to such word representations as neural embeddings or just embeddings.

Recently, Mikolov et al. (2013c) demonstrated that the embeddings created by a recursive neural network (RNN) encode not only attributional similarities between words, but also similarities between pairs of words. Such similarities are referred to as linguistic regularities by Mikolov et al. and as relational similarities by Turney (2006). They capture, for example, the gender relation exhibited by the pairs “man:woman”, “king:queen”, the language-spoken-in relation in “france:french”, “mexico:spanish” and the past-tense relation in “capture:captured”, “go:went”. Remarkably, Mikolov et al. showed that such relations are reflected in vector offsets between word pairs (apples – apple ≈ cars – car), and that by using simple vector arithmetic one could apply the relation and solve analogy questions of the form “a is to a′ as b is to —” in which the nature of the relation is hidden. Perhaps the most famous example is that the embedded representation of the word queen can be roughly recovered from the representations of king, man and woman:

$$\text{queen} \approx \text{king} - \text{man} + \text{woman}$$

The recovery of relational similarities using vector arithmetic on RNN-embedded vectors was evaluated on many relations, achieving state-of-the-art results in relational similarity identification tasks.
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It was later demonstrated that relational similarities can be recovered in a similar fashion also from embeddings trained with different architectures (Mikolov et al., 2013a; Mikolov et al., 2013b).

This fascinating result raises a question: to what extent are the relational semantic properties a result of the embedding process? Experiments in (Mikolov et al., 2013c) show that the RNN-based embeddings are superior to other dense representations, but how crucial is it for a representation to be dense and low-dimensional at all?

An alternative approach to representing words as vectors is the distributional similarity representation, or bag of contexts. In this representation, each word is associated with a very high-dimensional but sparse vector capturing the contexts in which the word occurs. We call such vector representations explicit, as each dimension directly corresponds to a particular context. These explicit vector-space representations have been extensively studied in the NLP literature (see (Turney and Pantel, 2010; Baroni and Lenci, 2010) and the references therein), and are known to exhibit a large extent of attributional similarity (Pereira et al., 1993; Lin, 1998; Lin and Pantel, 2001; Sahlgren, 2006; Kotlerman et al., 2010).

In this study, we show that similarly to the neural embedding space, the explicit vector space also encodes a vast amount of relational similarity which can be recovered in a similar fashion, suggesting the explicit vector space representation as a competitive baseline for further work on neural embeddings. Moreover, this result implies that the neural embedding process is not discovering novel patterns, but rather is doing a remarkable job at preserving the patterns inherent in the word-context co-occurrence matrix.

A key insight of this work is that the vector arithmetic method can be decomposed into a linear combination of three pairwise similarities (Section 3). While mathematically equivalent, we find that thinking about the method in terms of the decomposed formulation is much less puzzling, and provides a better intuition on why we would expect the method to perform well on the analogy recovery task. Furthermore, the decomposed form leads us to suggest a modified optimization objective (Section 6), which outperforms the state-of-the-art at recovering relational similarities under both representations.

2 Explicit Vector Space Representation

We adopt the traditional word representation used in the distributional similarity literature (Turney and Pantel, 2010). Each word is associated with a sparse vector capturing the contexts in which it occurs. We call this representation explicit, as each dimension corresponds to a particular context.

For a vocabulary $V$ and a set of contexts $C$, the result is a $|V| \times |C|$ sparse matrix $S$ in which $S_{ij}$ corresponds to the strength of the association between word $i$ and context $j$. The association strength between a word $w \in V$ and a context $c \in C$ can take many forms. We chose to use the popular positive pointwise mutual information (PPMI) metric:

$$S_{ij} = \text{PPMI}(w, c)$$

$$\text{PPMI}(w, c) = \begin{cases} 0 & \text{PMI}(w, c) < 0 \\ \text{PMI}(w, c) & \text{otherwise} \end{cases}$$

$$\text{PMI}(w, c) = \log \frac{P(w, c)}{P(w)P(c)} = \log \frac{\text{freq}(w, c)}{\text{freq}(w)\text{freq}(c)}$$

where $\text{freq}(w, c)$ is the number of times word $w$ appeared in context $c$ in the corpus, and $\text{freq}(w)$ and $\text{freq}(c)$ are the corpus frequencies of the word and the context respectively.

The use of PMI in distributional similarity models was introduced by Church and Hanks (1990) and widely adopted (Dagan et al., 1994; Turney, 2001). The PPMI variant dates back to at least (Niwa and Nitta, 1994), and was demonstrated to perform very well in Bullinaria and Levy (2007).

In this work, we take the linear contexts in which words appear. We consider each word surrounding the target word $w$ in a window of 2 to each side as a context, distinguishing between different sequential positions. For example, in the sentence a b c d e the contexts of the word c are $a^{-2}$, $b^{-1}$, $c^{+1}$ and $e^{+2}$. Each vector’s dimension is thus $|C| \approx 4|V|$. Empirically, the number of non-zero dimensions for vocabulary items in our corpus ranges between 3 (for some rare tokens) and 474,234 (for the word “and”), with a mean of 1595 and a median of 415.

Another popular choice of context is the syntactic relations the word participates in (Lin, 1998; Padó and Lapata, 2007; Levy and Goldberg, 2014). In this paper, we chose the sequential context as it is compatible with the information available to the state-of-the-art neural embedding method we are comparing against.
3 Analogies and Vector Arithmetic

Mikolov et al. demonstrated that vector space representations encode various relational similarities, which can be recovered using vector arithmetic and used to solve word-analogy tasks.

3.1 Analogy Questions

In a word-analogy task we are given two pairs of words that share a relation (e.g., “man:woman”, “king:queen”). The identity of the fourth word (“queen”) is hidden, and we need to infer it based on the other three (e.g., answering the question: “man is to woman as king is to —?”). In the rest of this paper, we will refer to the four words as $a$, $a^*$, $b$, $b^*$. Note that the type of the relation is not explicitly provided in the question, and solving the question correctly (by a human) involves first inferring the relation, and then applying it to the third word ($b$).

3.2 Vector Arithmetic

Mikolov et al. showed that relations between words are reflected to a large extent in the offsets between their vector embeddings ($\text{queen} - \text{king} \approx \text{woman} - \text{man}$), and thus the vector of the hidden word $b^*$ will be similar to the vector $b - a + a^*$, suggesting that the analogy question can be solved by optimizing:

$$\arg\max_{b^* \in V} (\text{sim} (b^*, b - a + a^*))$$

where $V$ is the vocabulary excluding the question words $b$, $a$ and $a^*$, and $\text{sim}$ is a similarity measure. Specifically, they used the cosine similarity measure, defined as:

$$\cos (u, v) = \frac{u \cdot v}{\|u\|\|v\|}$$

resulting in:

$$\arg\max_{b^* \in V} (\cos (b^*, b - a + a^*))$$

(1)

Since cosine is inverse to the angle, high cosine similarity (close to 1) means that the vectors share a very similar direction. Note that this metric normalizes (and thus ignores) the vectors’ lengths, unlike the Euclidean distance between them. For reasons that will be clear later, we refer to (1) as the 3COSADD method.

An alternative to 3COSADD is to require that the direction of transformation be conserved:

$$\arg\max_{b^* \in V} (\cos (b^* - b, a^* - a))$$

(2)

This basically means that $b^* - b$ shares the same direction with $a^* - a$, ignoring the distances. We refer to this method as PAIRDIRECTION. Though it was not mentioned in the paper, Mikolov et al. (2013c) used PAIRDIRECTION for solving the semantic analogies of the SemEval task, and 3COSADD for solving the syntactic analogies.\(^1\)

3.3 Reinterpreting Vector Arithmetic

In Mikolov et al.’s experiments, all word-vectors were normalized to unit length. Under such normalization, the $\arg\max$ in (1) is mathematically equivalent to (derived using basic algebra):

$$\arg\max_{b^* \in V} (\cos (b^*, b) - \cos (b^*, a) + \cos (b^*, a^*))$$

(3)

This means that solving analogy questions with vector arithmetic is mathematically equivalent to seeking a word ($b^*$) which is similar to $b$ and $a^*$ but is different from $a$. Relational similarity is thus expressed as a sum of attributional similarities. While (1) and (3) are equal, we find the intution as to why (3) ought to find analogies clearer.

4 Empirical Setup

We derive explicit and neural-embedded vector representations, and compare their capacities to recover relational similarities using objectives 3COSADD (eq. 3) and PAIRDIRECTION (eq. 2).

Underlying Corpus and Preprocessing Previous reported results on the word analogy tasks using vector arithmetics were obtained using proprietary corpora. To make our experiments reproducible, we selected an open and widely accessible corpus – the English Wikipedia. We extracted all sentences from article bodies (excluding titles, infoboxes, captions, etc) and filtered non-alphanumeric tokens, allowing mid-token symbols as apostrophes, hyphens, commas, and periods. All the text was lowercased. Duplicates and sentences with less than 5 tokens were then removed. Overall, we retained a corpus of about 1.5 billion tokens, in 77.5 million sentences.

Word Representations To create contexts for both embedding and sparse representation, we used a window of two tokens to each side (5-grams, in total), ignoring words that appeared less
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\(^1\)This was confirmed both by our independent trials and by corresponding with the authors.
than 100 times in the corpus. The filtered vocabulary contained 189,533 terms.²

The explicit vector representations were created as described in Section 2. The neural embeddings were created using the word2vec software³ accompanying (Mikolov et al., 2013b). We embedded the vocabulary into a 600 dimensional space, using the state-of-the-art skip-gram architecture, the negative-training approach with 15 negative samples (NEG-15), and sub-sampling of frequent words with a parameter of $10^{-5}$. The parameter settings follow (Mikolov et al., 2013b).

4.1 Evaluation Conditions

We evaluate the different word representations using the three datasets used in previous work. Two of them (MSR and GOOGLE) contain analogy questions, while the third (SEMEVAL) requires ranking of candidate word pairs according to their relational similarity to a set of supplied word pairs.

Open Vocabulary The open vocabulary datasets (MSR and GOOGLE) present questions of the form “a is to b as c is to d”, where b is hidden, and must be guessed from the entire vocabulary. Performance on these datasets is measured by micro-averaged accuracy.

The MSR dataset⁴ (Mikolov et al., 2013c) contains 8000 analogy questions. The relations portrayed by these questions are morpho-syntactic, and can be categorized according to parts of speech – adjectives, nouns and verbs. Adjective relations include comparative and superlative (good is to best as smart is to smartest). Noun relations include single and plural, possessive and non-possessive (dog is to dog’s as cat is to cat’s). Verb relations are tense modifications (work is to worked as accept is to accepted).

The GOOGLE dataset⁵ (Mikolov et al., 2013a) contains 19544 questions. It covers 14 relation types, 7 of which are semantic in nature and 7 are morpho-syntactic (enumerated in Section 8). The dataset was created by manually constructing example word-pairs of each relation, and providing all the pairs of word-pairs (within each relation type) as analogy questions.

Out-of-vocabulary words⁶ were removed from both test sets.

Closed Vocabulary The SEMEVAL dataset contains the collection of 79 semantic relations that appeared in SemEval 2012 Task 2: Measuring Relation Similarity (Jurgens et al., 2012). Each relation is exemplified by a few (usually 3) characteristic word-pairs. Given a set of several dozen target word pairs, which supposedly have the same relation, the task is to rank the target pairs according to the degree in which this relation holds. This can be cast as an analogy question in the following manner: For example, take the Recipient:Instrument relation with the prototypical word pairs king:crown and police:badge. To measure the degree that a target word pair wife:ring has the same relation, we form the two analogy questions “king is to crown as wife is to ring” and “police is to badge as wife is to ring”. We calculate the score of each analogy, and average the results. Note that as opposed to the first two test sets, this one does not require searching the entire vocabulary for the most suitable word in the corpus, but rather to rank a list of existing word pairs.

Following previous work, performance on SEMEVAL was measured using accuracy, macro-averaged across all the relations.

5 Preliminary Results

Our first experiment uses 3COSADD (method (3) in Section 3) to measure the prevalence of linguistic regularities within each representation.

| Representation | MSR | GOOGLE | SEMEVAL |
|----------------|-----|--------|---------|
| Embedding      | 53.98% | 62.70% | 38.49% |
| Explicit       | 29.04% | 45.05% | 38.54% |

Table 1: Performance of 3COSADD on different tasks with the explicit and neural embedding representations.

The results in Table 1 show that a large amount of relational similarities can be recovered with both representations. In fact, both representations achieve the same accuracy on the SEMEVAL task. However, there is a large performance gap in favor of the neural embedding in the open-vocabulary MSR and GOOGLE tasks.

Next, we run the same experiment with PAIRDIRECTION (method (2) in Section 3).

²Initial experiments with different window-sizes and cut-offs showed similar trends.
³http://code.google.com/p/word2vec
⁴research.microsoft.com/en-us/projects/rnn/
⁵code.google.com/p/word2vec/source/browse/trunk/questions-words.txt
⁶i.e. words that appeared in English Wikipedia less than 100 times. This removed 882 instances from the MSR dataset and 286 instances from GOOGLE.
Table 2: Performance of PairDirection on different tasks with the explicit and neural embedding representations.

| Representation | MSR | Google | SemEval |
|----------------|-----|--------|---------|
| Embedding      | 9.26% | 14.51% | 44.77%  |
| Explicit       | 0.66% | 0.75%  | 45.19%  |

The results in Table 2 show that the PairDirection method is better than 3CosAdd on the restricted-vocabulary SemEval task (accuracy jumps from 38% to 45%), but fails at the open-vocabulary questions in Google and MSR. When the method does work, the numbers for the explicit and embedded representations are again comparable to one another.

Why is PairDirection performing so well on the SemEval task, yet so poorly on the others? Recall that the PairDirection objective focuses on the similarity of \( b^* - b \) and \( a^* - a \), but does not take into account the spatial distances between the individual vectors. Relying on direction alone, while ignoring spatial distance, is problematic when considering the entire vocabulary as candidates (as is required in the MSR and Google tasks). We are likely to find candidates \( b^* \) that have the same relation to \( b \) as reflected by \( a - a^* \) but are not necessarily similar to \( b \). As a concrete example, in \textit{man:woman, king:?}, we are likely to recover feminine entities, but not necessarily royal ones. The SemEval test set, on the other hand, already provides related (and therefore geometrically close) candidates, leaving mainly the direction to reason about.

6 Refining the Objective Function

The 3CosAdd objective, as expressed in (3), reveals a “balancing act” between two attractors and one repeller, i.e., two terms that we wish to maximize and one that needs to be minimized:

\[
\arg \max_{b^* \in V} \left( \cos (b^*, b) - \cos (b^*, a) + \cos (b^*, a^*) \right)
\]

A known property of such linear objectives is that they exhibit a “soft-or” behavior and allow one sufficiently large term to dominate the expression. This behavior is problematic in our setup, because each term reflects a different aspect of similarity, and the different aspects have different scales. For example, \textit{king} is more royal than it is masculine, and will therefore overshadow the gender aspect of the analogy. It is especially true in the case of explicit vector representations, as each aspect of the similarity is manifested by a different set of features with varying sizes and weights.

A case in point is the analogy question “\textit{London is to England as Baghdad is to — ?}”, which we answer using:

\[
\arg \max_{x \in V} \left( \cos (x, en) - \cos (x, lo) + \cos (x, ba) \right)
\]

We seek a word (\textit{Iraq}) which is similar to \textit{England} (both are countries), is similar to \textit{Baghdad} (similar geography/culture) and is dissimilar to \textit{London} (different geography/culture). Maximizing the sum yields an incorrect answer (under both representations): \textit{Mosul}, a large Iraqi city. Looking at the computed similarities in the explicit vector representation, we see that both Mosul and Iraq are very close to Baghdad, and are quite far from England and London:

| (EXP) | ↑ England | ↓ London | ↑ Baghdad | Sum |
|-------|-----------|----------|-----------|-----|
| Mosul | 0.031     | 0.031    | 0.244     | 0.244 |
| Iraq  | 0.049     | 0.038    | 0.206     | 0.217 |

The same trends appear in the neural embedding vectors, though with different similarity scores:

| (EMB) | ↑ England | ↓ London | ↑ Baghdad | Sum |
|-------|-----------|----------|-----------|-----|
| Mosul | 0.130     | 0.141    | 0.755     | 0.748 |
| Iraq  | 0.153     | 0.130    | 0.631     | 0.655 |

While \textit{Iraq} is much more similar to \textit{England} than Mosul is (both being countries), both similarities (0.049 and 0.031 in explicit, 0.130 and 0.153 in embedded) are small and the sums are dominated by the geographic and cultural aspect of the analogy: Mosul and Iraq’s similarity to Baghdad (0.24 and 0.20 in explicit, 0.75 and 0.63 in embedded).

To achieve better balance among the different aspects of similarity, we propose switching from an additive to a multiplicative combination:

\[
\arg \max_{b^* \in V} \frac{\cos (b^*, b) \cos (b^*, a^*)}{\cos (b^*, a) + \varepsilon}
\]

(\(\varepsilon = 0.001\) is used to prevent division by zero)

This is equivalent to taking the logarithm of each term before summation, thus amplifying the differences between small quantities and reducing the differences between larger ones. Using this objective, Iraq is scored higher than Mosul (0.259 vs 0.236, 0.736 vs 0.691). We refer to objective (4) as 3CosMul.

\footnote{3CosMul requires that all similarities be non-negative, which trivially holds for explicit representations. With embeddings, we transform cosine similarities to [0, 1] using \((x + 1)/2\) before calculating (4).}
7 Main Results

We repeated the experiments, this time using the 3CosMUL method. Table 3 presents the results, showing that the multiplicative objective recovers more relational similarities in both representations. The improvements achieved in the explicit representation are especially dramatic, with an absolute increase of over 20% correctly identified relations in the MSR and Google datasets.

### Table 3: Comparison of 3CosADD and 3CosMUL.

| Objective | Representation | MSR | Google |
|-----------|----------------|-----|--------|
| 3CosADD   | Embedding      | 53.98% | 62.70% |
|           | Explicit       | 29.04% | 45.05% |
| 3CosMUL   | Embedding      | 59.09% | 66.72% |
|           | Explicit       | 56.83% | 68.24% |

3CosMUL outperforms the state-of-the-art (3CosADD) on these two datasets. Moreover, the results illustrate that a comparable amount of relational similarities can be recovered with both representations. This suggests that the linguistic regularities apparent in neural embeddings are not a consequence of the embedding process, but rather are well preserved by it.

On SemEval, 3CosMUL preformed on par with 3CosADD, recovering a similar amount of analogies with both explicit and neural representations (38.37% and 38.67%, respectively).

8 Error Analysis

With 3CosMUL, both the explicit vectors and the neural embeddings recover similar amounts of analogies, but are these the same patterns, or perhaps different types of relational similarities?

8.1 Agreement between Representations

Considering the open-vocabulary tasks (MSR and Google), we count the number of times both representations guessed correctly, both guessed incorrectly, and when one representations leads to the right answer while the other does not (Table 4). While there is a large amount of agreement between the representations, there is also a non-negligible amount of cases in which they complement each other. If we were to run in an oracle setup, in which an answer is considered correct if it is correct in either representation, we would have achieved an accuracy of 71.9% on the MSR dataset and 77.8% on Google.

### Table 4: Agreement between the representations on open-vocabulary tasks.

| Relation                          | Both Correct | Both Wrong | Embedding Correct | Embedding Wrong | Explicit Correct | Explicit Wrong |
|-----------------------------------|--------------|------------|-------------------|-----------------|-----------------|----------------|
| capital-common-countries          | 90.51%       | 9.49%      | 90.51%            | 9.49%           | 90.51%          | 9.49%          |
| capital-world                     | 77.61%       | 22.39%     | 77.61%            | 22.39%          | 77.61%          | 22.39%         |
| city-in-state                     | 56.95%       | 43.05%     | 56.95%            | 43.05%          | 56.95%          | 43.05%         |
| currency                          | 14.55%       | 85.45%     | 14.55%            | 85.45%          | 14.55%          | 85.45%         |
| family (gender inflections)       | 76.48%       | 23.52%     | 76.48%            | 23.52%          | 76.48%          | 23.52%         |
| gram1-adjective-to-adverb         | 24.29%       | 75.71%     | 24.29%            | 75.71%          | 24.29%          | 75.71%         |
| gram2-opposite                    | 37.07%       | 62.93%     | 37.07%            | 62.93%          | 37.07%          | 62.93%         |
| gram3-comparative                 | 86.11%       | 13.89%     | 86.11%            | 13.89%          | 86.11%          | 13.89%         |
| gram4-superlative                 | 56.72%       | 43.28%     | 56.72%            | 43.28%          | 56.72%          | 43.28%         |
| gram5-present-participle          | 63.35%       | 36.65%     | 63.35%            | 36.65%          | 63.35%          | 36.65%         |
| gram6-nationality-adjective       | 89.37%       | 10.63%     | 89.37%            | 10.63%          | 89.37%          | 10.63%         |
| gram7-past-tense                  | 65.83%       | 34.17%     | 65.83%            | 34.17%          | 65.83%          | 34.17%         |
| gram8-plural (nouns)              | 72.15%       | 27.85%     | 72.15%            | 27.85%          | 72.15%          | 27.85%         |
| gram9-plural-verbs                | 71.15%       | 28.85%     | 71.15%            | 28.85%          | 71.15%          | 28.85%         |

### Table 5: Breakdown of relational similarities in each representation by relation type, using 3CosMUL.

8.2 Breakdown by Relation Type

Table 5 presents the amount of analogies discovered in each representation, broken down by relation type. Some trends emerge: the explicit representation is superior in some of the more semantic tasks, especially geography related ones, as well as the ones superlatives and nouns. The neural embedding, however, has the upper hand on most verb inflections, comparatives, and family (gender) relations. Some relations (currency, adjectives-to-adverbs, opposites) pose a challenge to both representations, though are somewhat better handled by the embedded representations. Finally, the nationality-adjectives and present-particibles are equally handled by both representations.

8.3 Default-Behavior Errors

The most common error pattern under both representations is that of a “default behavior”, in which one central representative word is provided as an answer to many questions of the same type. For example, the word “Fresno” is returned 82 times as an incorrect answer in the city-in-state relation in the embedded representation, and the word “daughter” is returned 47 times as an incorrect answer in the family relation in the explicit representation.
8.4 Verb-inflection Errors

A correct solution to the morphological analogy task requires recovering both the correct inflection (requiring syntactic similarity) and the correct base word (requiring semantic similarity). We observe that linguistically, the morphological distinctions and similarities tend to rely on a few common word forms (for example, the “walk:walking” relation is characterized by modals such as “will” appearing before “walk” and never before “walking”, and be verbs appearing before walking and never before “walk”), while the support for the semantic relations is spread out over many more items. We hypothesize that the morphological distinctions in verbs are much harder to capture than the semantics. Indeed, under both representations, errors in which the selected word has a correct form with an incorrect inflection are over ten times more likely than errors in which the selected word has the correct inflection but an incorrect base form.

9 Interpreting Relational Similarities

The ability to capture relational similarities by performing vector (or similarity) arithmetic is remarkable. In this section, we try and provide intuition as to why it works.

Consider the word “king”; it has several aspects, high-level properties that it implies, such as royalty or (male) gender, and its attributional similarity with another word is based on a mixture of those aspects; e.g. king is related to queen on the royalty and the human axes, and shares the gender and the human aspect with man. Relational similarities can be viewed as a composition of attributional similarities, each one reflecting a different aspect. In “man is to woman as king is to queen”, the two main aspects are gender and royalty. Solving the analogy question involves identifying the relevant aspects, and trying to change one of them while preserving the other.

How are concepts such as gender, royalty, or “cityness” represented in the vector space? While the neural embeddings are mostly opaque, one of the appealing properties of explicit vector representations is our ability to read and understand the vectors’ features. For example, king is represented in our explicit vector space by 51,409 contexts, of which the top 3 are tur+1, jeongjo+1, adulyadej+2 – all names of monarchs. The explicit representation allows us to glimpse at the way different aspects are represented. To do so, we choose a representative pair of words that share an aspect, intersect their vectors, and inspect the highest scoring
features in the intersection. Table 7 presents the top (most influential) features of each aspect.

Many of these features are names of people or places, which appear rarely in our corpus (e.g. Adeliza, a historical queen, and Nzinga, a royal family) but are nonetheless highly indicative of the shared concept. The prevalence of rare words stems from PMI, which gives them more weight, and from the fact that words like woman and queen are closely related (a queen is a woman), and thus have many features in common. Ordering the features of woman ⊙ queen by prevalence reveals female pronouns (“she”, “her”) and a long list of common feminine names, reflecting the expected aspect shared by woman and queen. Word pairs that share more specific aspects, such as capital cities or countries, show features that are characteristic of their shared aspect (e.g. capital cities have embassies and meetups, while immigration is associated with countries). It is also interesting to observe how the relatively syntactic “superlativity” aspect is captured with many regional possessives (“america’s”, “asia’s”, “world’s”).

### 10 Related Work

Relational similarity (and answering analogy questions) was previously tackled using explicit representations. Previous approaches use task-specific information, by either relying on a (word-pair, connectives) matrix rather than the standard (word, context) matrix (Turney and Littman, 2005; Turney, 2006), or by treating analogy detection as a supervised learning task (Baroni and Lenci, 2009; Jurgens et al., 2012; Turney, 2013). In contrast, the vector arithmetic approach followed here is unsupervised, and works on a generic single-word representation. Even though the training process is oblivious to the task of analogy detection, the resulting representation is able to detect them quite accurately. Turney (2012) assumes a similar setting but with two types of word similarities, and combines them with products and ratios (similar to 3CosMUL) to recover a variety of semantic relations, including analogies.

Arithmetic combination of explicit word vectors is extensively studied in the context of compositional semantics (Mitchell and Lapata, 2010), where a phrase composed of two or more words is represented by a single vector, computed by a function of its component word vectors. Blacoe and Lapata (2012) compare different arithmetic functions across multiple representations (including embeddings) on a range of compositionality benchmarks. To the best of our knowledge such methods of word vector arithmetic have not been explored for recovering relational similarities in explicit representations.

### 11 Discussion

Mikolov et al. showed how an unsupervised neural network can represent words in a space that “naturally” encodes relational similarities in the form of vector offsets. This study shows that finding analogies through vector arithmetic is actually a form of balancing word similarities, and that, contrary to the recent findings of Baroni et al. (2014), under certain conditions traditional word similarities induced by explicit representations can perform just as well as neural embeddings on this task.

Learning to represent words is a fascinating and important challenge with implications to most current NLP efforts, and neural embeddings in particular are a promising research direction. We believe that to improve these representations we should understand how they work, and hope that the methods and insights provided in this work will help to deepen our grasp of current and future investigations of word representations.
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