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Abstract: When unauthorized copying or stealing of intellectual properties of others happen, it is called plagiarism. Two main approaches are used to counter this problem – external plagiarism detection and intrinsic plagiarism detection. External algorithms compare a suspicious file with numerous sources whereas intrinsic algorithms are allowed to solely inspect the suspicious file in order to predict plagiarism. In this work, the area chosen for detecting plagiarism is with programs or source code files. Copying the entire source code or logic used in a particular program without permissions or copyright is the stealing that happens in the case of source codes. There exist many ways to detect plagiarism in source code files. To perform plagiarism checking for a large dataset, the computational cost is very high and moreover it’s a time consuming job. To achieve a computationally efficient similarity detection in source code files, the Hadoop framework is used where parallel computation is possible for large datasets. But the raw data available to us is not in a suitable form for the existing plagiarism checking tools to work with, as their size is too high and they possess features of big data. Thus a qualifying model is required for the dataset, to be fed into Hadoop so that it could efficiently process them to check for plagiarism in source codes. To generate such a model, machine learning is used which incorporates big data with machine learning.
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I. INTRODUCTION

Based on continuing development of technology, applications in the field of software increase correspondingly and plagiarism stands out as a big problem. For example, using a source code of a program without permission which is developed specifically for a company is a common plagiarism situation. Another example can be seen is in academics. Especially, programming course instructors indicate that source code theft issues pose a major problem while evaluating students’ projects and assignments.

Turning in someone else’s work as your own, changing words but copying the sentence structure of a source without giving credit, or copying words or ideas from someone else without giving credit and also copying so many words or ideas from a source that it makes up majority of the work, whether you give credit or not, all these come under the area of plagiarism. Giving incorrect information about the source of a quotation or failing to put a quotation in quotation marks is also an act of plagiarism. In the case of source code files plagiarism is mainly done by replacing the original word with another word for identifiers and changing the structure or arrangement of the program. Certain plagiarists will try to understand the logic of the program and then will rewrite a new program.

There are many methods to understand whether the code is stolen or not and how to prevent code theft. One of these methods is evaluating a software tool which finds similarity ratios among source codes. The necessary steps to solve plagiarism problems on source codes are much harder than natural language processing (NLP) [11]. The traditional method is extracting source code metrics before similarity check. However, this traditional approach is not free from certain disadvantages.

Plagiarism checking can be combined with sequence alignment to obtain a good result in detection of duplicate contents. Therefore, performing this operation for a large corpus is computationally costly and also requires data space. So achieving an efficient computation in this area is a need.

The method proposed tries to find out plagiarized documents within source code files by performing global alignment using the Needleman-Wunsch algorithm in a very less expensive and computationally effective manner using the Hadoop framework. For this method to work successfully in big data, machine learning is used to study the behaviour of the corpus and finally generate a quality model from the analysis with which plagiarism detection can be done on source code files.

The paper is divided into following sections. Section II discusses the Literature Survey, a critical appraisal of the previous works published in the literature pertaining to the topic of the investigation. Section III is methodology that specifies the methods used to perform and analyze the work. Section IV explains the experiments done and results obtained from the work, which is followed by conclusion and future works in section V.

II. RELATED WORK

There are several works done in this field that has vital influence and one of them is the work of the authors of [1]. They have proposed LoPD, a formal program semantics-based method which searches for any dissimilarity between two programs by finding an input that will cause these two programs to behave differently, either with different output states or with semantically different execution paths. Another work of paper [2] proposes a hybrid
approach to plagiarism detection in academic documents that integrate detection methods using citations, semantic argument structure, and semantic word similarity with character-based methods to achieve a higher detection performance for disguised plagiarism forms.

Automatic correctness checking is introduced in the paper [3], which is searching for plagiarisms in assignments submitted and checking the correct implementation of algorithms. Another work is a code clone-detection algorithm for finding Type-3 clone i.e. similar methods with changes in statements. In this paper [4], they propose a threshold-free approach to detect Type-3 clones at method granularity across a large number of applications.

In paper [5], a Key Instruction Sequence Based Software Birthmark (DKISB) is proposed that introduce dynamic data flow analysis into birthmark generation, which was able to produce a high-quality birthmark that is closely correlated to program semantics, making it resilient to various kinds of semantic-preserving code obfuscation techniques.

The work [6] explores the concept of imbrication and advances a conceptual scaffold for imbricating services. The aim of the paper [7] is writing style investigation using re-sampling approach. This paper presents the text as a series of characters generated by distinct probability sources. The paper [8] focuses on creating an effective and fast tool for plagiarism detection for text-based electronic assignments, AntiPlag. It is developed using the tri-gram sequence matching technique.

The authors of paper [9] tried to improve the existing techniques by separating the suspected files and the non-plagiarized files, thus reducing the dataset for further comparison. One to many comparisons of source code files using the code metrics is calculated for each file which reduces the dataset. The contents of the files are compared using Greedy String Tiling algorithm. And then suspected files are separated and performed string-matching to detect the level of similarity.

The proposed methodology in the paper [10] is N-gram similarity calculation method and Vector Space Model. Information Retrieval System and Cosine Normalization methods were utilized to calculate similarity ratios. By changing source code examples to different forms in the dataset, this methodology worked fine.

III. METHODOLOGY

A. Data Collection and Organizing

Fig.1 depicts the proposed methodology. Source Code Repository that the project uses to research covers 2 datasets collected from two different sources. Dataset-1 consists of students’ C program files collected from an institute laboratory. Dataset-2 consists of java program files downloaded from [26], which is considered as the benchmark dataset. This dataset specifies the plagiarized and non-plagiarized files that exist within the dataset.

![Fig.1. Proposed Methodology](image)

Dataset-1 was separated into 4 different classes (BST – binary search tree, CQ – circular queue, DQ – dequeue, MTX – matrix operations) by analyzing them manually. Same category program files are placed in a single folder thus obtaining four such categories.

B. Preprocessing

The preprocessing of Dataset involves cleaning of noise from the input files. The source code files of Dataset-1 contain noise like comment lines, sample outputs etc., typed in it other than the program lines. The Dataset-2 contains sample skeleton of the program given by the instructor for the assignment as noise in the source code files. These noises were cleaned and only files that consist of programs were considered for further analysis.

1) Tokenization: The source code files undergo tokenization which is the splitting of a stream of text into different pieces such as words, phrases, symbols, or other meaningful elements. These tokens become input for next level of processing. In this process, some characters like stop words, punctuation marks, white space or line breaks may or may not be discarded depending on the need. Here only white spaces and comment lines are discarded from every file.

C. Feature Extraction

| Feature Extraction | Table 1: Random Forest Classification on Dataset-1 |
|--------------------|-----------------------------------------------|
|                     | CLASS | ACCURACY | TPR | FPR | ROC |
| BST                | 80.7692% | 0.808 | 0.115 | 0.853 |
| CQ                 | 96.1538% | 0.962 | 0.090 | 0.994 |
| DQ                 | 88.4615% | 0.885 | 0.295 | 0.892 |
| MTX                | 89.4231% | 0.894 | 0.292 | 0.873 |

The features for the analysis of this dataset are taken from the files obtained after performing lexical analysis. So, only meaningful elements are involved in further analysis.

1) Lexical Analysis: The usage of Lexical Analysis in text mining is to study the word frequency distribution which makes sense here, as this helps to convert the text into data.
that is useful for analysis. Also in the text certain common words, library classes, header files etc. present in a source code are of less priority. So they are skipped and the tokens like keywords and functions that are of higher priority are identified using lexical analysis.

2) Features: Tokens like keywords, identifiers, basic data types, operators, delimiters, and functions that are predefined are considered as the features or attributes of these datasets.

D. Feature Selection using CPD

A feature Selection method CPD (Categorical Proportional Difference) is applied in order to select the features that are prominent in deriving the results. Also, this will help reduce the size of the feature length. CPD is chosen for feature selection as it measures the degree to which a token contributes in differentiating a specific class from other classes in the dataset. Here the values that would result after applying CPD is between -1 and +1, where -1 conveys that the token occurs approximately an equal number of times in files of all families or classes. But a value of +1 conveys that the token occurs only in files of one family or class.

$$\text{CPD}(F) = \max_k \{ \text{CPD}(F,C_k) \}$$  \hspace{1cm} (1)

$$\text{CPD}(F,C_k) = \frac{N_{F,C_k} - N_{F,C_k}}{N_F}$$  \hspace{1cm} (2)

1) Feature Occurrence Matrix: Feature Occurrence Matrix is generated using the attribute list and their term frequency in each file for the entire families with respect to one another. These matrices are used for further analysis.

E. Classification

Classification method used is Random Forest algorithm which is available in the WEKA tool. A 10-fold cross validation is done on the dataset. In the classification approaches the datasets have been passed onto WEKA as whole feature occurrence matrix and results are taken for analysis.

Table II: Random Forest Classification on Dataset-2

| CLASS | ACCURACY | TPR | FPR | ROC |
|-------|----------|-----|-----|-----|
| A1    | 92.5926% | 0.958 | 0.333 | 0.972 |
| A2    | 88.8889% | 0.969 | 0.031 | 0.938 |

Table III: Classification Results After Applying CPD on Dataset-1

| CLASS | ACCURACY | TPR | FPR | ROC |
|-------|----------|-----|-----|-----|
| BST   | 100%     | 1.000 | 0.000 | 1.000 |
| CQ    | 85.5769% | 0.500 | 0.026 | 0.855 |
| DQ    | 89.4231% | 0.859 | 0.000 | 0.891 |
| MTX   | 98.0769% | 0.923 | 0.000 | 0.958 |

Also in another method, only the first token of each line in the files are considered for analysis. Thus the feature occurrence matrix generated for this method is classified and the results are obtained.

1) Tagging: Tagging is done by replacing each token with a category name based on the lexical files, which will further generalize the features or attribute list. By generalizing the attributes and then classifying its feature occurrence matrix, a better result is obtained using the classifier. So applying tagging conveys that generalizing the feature list will help to classify them easily. Because the variance between the term frequency values of each feature is very less, which may lead to miss-classification.

F. Sequence-Matching Similarity Check

After performing the lexical analysis, the resultant files are in the form of sequences. A sequence matching technique - the Needleman-Wunsch algorithm is applied in between the files within a class, to identify the files that have maximum match score. The files with maximum match score indicate that they are exactly similar. This method helps in not only identifying the plagiarized files but also in analyzing the quality of the model that is validated.

IV. EXPERIMENTS AND RESULTS

A. Classification Analysis

Both dataset-1 and dataset-2 undergo classification process to learn their behavior, how much refined and correctly classified they are. The classification method that was opted to learn them is Random Forest classifier. The WEKA data mining tool is used for the classification purposes. While classifying the dataset, cross-validation is chosen, as the size of the sample dataset is not considerable to perform a test and train process in classifying. But it is the right option when dealing with real big data.

The dataset-1 contains four families of programs and they are BST (Binary Search Tree class), CQ (Circular Queue class), DQ (DeQueue class) and MTX (Matrix Operations class) which are simple programs done by students. These four families contain 26 files each which are classified here to validate whether these files really belong to their respective classes.

The dataset-2 consists of two assignments folder A1 and A2 from SSID dataset which contains 2 set of programs CitiesDriver.java and Genealogy.java in each folder. Each class consists of 32 files. They are also classified for same analysis as before.

Table IV: Classification Results After Applying CPD on Dataset-2

| CLASS | ACCURACY | TPR | FPR | ROC |
|-------|----------|-----|-----|-----|
| A1    | 92.5926% | 0.958 | 0.333 | 0.972 |
| A2    | 91.6667% | 0.969 | 0.050 | 0.906 |

Table V: Classification Results - Tagging on Dataset-1

| CLASS | ACCURACY | TPR | FPR | ROC |
|-------|----------|-----|-----|-----|
| BST   | 96.1538% | 0.846 | 0.000 | 0.979 |
| CQ    | 94.2308% | 0.923 | 0.051 | 0.984 |
| DQ    | 98.0769% | 1.000 | 0.026 | 0.998 |
| MTX   | 98.0769% | 0.923 | 0.000 | 0.999 |

Table VI: Classification Results - Tagging on Dataset-2

| CLASS | ACCURACY | TPR | FPR | ROC |
|-------|----------|-----|-----|-----|
| A1    | 92.5926% | 0.958 | 0.333 | 0.958 |
| A2    | 97.2222% | 1.000 | 0.000 | 0.982 |
1) Using Random Forest: Random Forest is one of the best ensemble learning methods for classification which operates by constructing many decision trees and gives the classes of program family as output. Results of performing Random Forest classification on both the dataset is given in Table I and Table II respectively. This classification involves entire feature list with all their instances provided with respective class labels, where it is necessary for a supervised learning.

2) Analysis using CPD: CPD feature selection is applied to the primary feature list and a more refined list of important features is obtained. Normally feature selection is done to reduce the size of the feature occurrence matrix and the same time not to neglect the features that are important for the analysis so that the time required for classifying could be reduced.

The reduced new attribute relation file when again classified using the random forest classifier shows an improvement in the results obtained. It is given in Table III and Table IV.

3) Results after Tagging: Results after tagging the features based on general categories like Keywords, Functions, Data Types, Operators, Delimiters, and Identifiers give a better outcome, which is shown in Table V and Table VI. The criterion for assigning tags is based on the semantic information. The total number of tag categories here is six.

| Table VII : Classification Results - Tagging Only First Tokens on Dataset-1 |
|------------------|------------------|------------------|------------------|------------------|
| CLASS | ACCURACY | TPR | FPR | ROC |
| BST | 98.0769% | 0.923 | 0.000 | 1.000 |
| CQ | 97.1154% | 0.962 | 0.026 | 0.995 |
| DQ | 100% | 1.000 | 0.000 | 1.000 |
| MTX | 99.0385% | 0.962 | 0.000 | 1.000 |

| Table VIII : Sequence Maximum Match Scores - Dataset-1 |
|------------------|------------------|
| CLASS | SCORE | FILES |
| BST | 11300 | File1 to all |
| BST | 11300 | File2 to all |
| BST | 11300 | File3 to all |
| BST | 11300 | File4 to all |
| BST | 11300 | File5 to File6 |
| BST | 10300 | File5 to File7 |
| BST | 10500 | File5 to File8,9,10 |

This tagging process is similar to the sequence labeling in machine learning which involves the assignment of a categorical label to each member of a sequence.

4) Result after selecting First Tokens: Another method is considering only the first token of each line from a file. The experiment is done where the first tokens were tagged based on category and its results given in Table VII. This method of selecting feature list produced the best result compared to all other arranging methods.

B. Sequence Matching Results

The source code files contain programs in the form similar to sequence file format after doing all the preprocessing and tokenization. For performing string matching operation, the Needleman-Wunsch Sequence Matching algorithm is chosen. This will finally output a maximum match score which will help in deciding whether the file is same to the compared one or not. Files with tokens are given as input to the sequence matching Hadoop framework.

Also as an experiment, the tagged source code files are fed into the sequence matching Hadoop framework which gives maximum match values result that are similar to the values obtained for files with entire tokens. The results of sequence matching are given in Table VIII where the source code files after tagging are given as input to Hadoop Framework 2.

C. Prediction

The datasets results were compared with existing SSID results [26]. They have obtained 100% accuracy in their results for the benchmark dataset, whereas this methodology gives accuracy values close to it when compared to SSID for both dataset-1 and the benchmark dataset itself. The results of the analysis clearly convey that by generalizing the feature space depending on a categorical basis, we can produce better results than being specific with the feature list. So when dealing with a non-uniform and noisy big data corpus of source code files, it is highly suggested to generalize the feature space contents while using semantic information for processing, by applying techniques like tagging.

V. CONCLUSION AND FUTURE WORKS

Identification of plagiarized copies of program files in big data is the area in which analysis work is done. This experimental study aims to find a quality model through the usage of machine learning, which helps in generating a valid model from a large set of source code files. This work tries to incorporate machine learning with big data. The main idea is to process the semantic metrics of the source code to check for plagiarism and also to use sequence matching technique where both methods are guided by the previous works [8][14][24]. Classification of the attributes is performed using two methods to obtain a qualifying model that could really predict the plagiarized files from the original files. Using sequence matching technique ensures that the predicted results gained from classification are true.

From the analysis, it conveys that generalizing the attributes by tagging them based on category will produce more accurate results than being specific. As a future work an efficient and fast plagiarism checking software for large source code files could be developed in Hadoop framework using this model.
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