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Abstract

This paper describes the first publicly available corpus of Hmong [ISO 639-3: mww, hmj], a minority language of China, Vietnam, Laos, Thailand, Australia, and various countries in Europe and the Americas. The corpus has been scraped from a long-running Usenet newsgroup called soc.culture.hmong and consists of approximately 12 million tokens. This corpus (called SCH) is also the first substantial corpus to be annotated for elaborate expressions, a kind of four-part coordinate construction that is common and important in the languages of mainland Southeast Asia. We show that word embeddings trained on SCH can benefit tasks in Hmong (solving analogies) and that a model trained on it can label previously unseen elaborate expressions, in context, with an F1 of 90.79 (precision: 87.36, recall: 94.52).
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1. Introduction

Hmong is a language of Southern China and Southeast Asia with about 2.7 million speakers.

A plurality of speakers are located in China, but starting in the eighteenth century, a substantial number of Hmong speakers migrated to Vietnam, then Laos and Thailand (Culas and Micraud, 1997). Following the Indochinese conflict in the middle of the 20th century, many Hmong left Laos as refugees and emigrated to Western nations such as the United States, France, and Australia, carrying their language with them. Hmong remains a substantially under-resourced language. While there are some technologies for Hmong—for example, Google Translate (https://translate.google.com/) ostensibly supports it—there are few publicly available resources for the language.

This paper presents the first sizable, publicly available data resource for Hmong: the SCH corpus (https://github.com/dmort27/sch-corpus/). It is a collection of 20 years’ worth of posts from a Hmong-oriented Usenet group cleaned and filtered by language (using a high-precision regular expression classifier). It consists of almost 12 million tokens and should be of value both to researchers interested in producing language technologies for Hmong and to linguists interested in further documenting the language.

2. The Hmong Language

There is some confusion around the term “Hmong.” As used here, it refers to a dialect continuum that includes the Hmong Daw (“White Hmong”) and Mong Leng/Mong Njua (“Green/Blue Hmong”) varieties that are spoken in Laos and Thailand, as well as the distinct but mutually intelligible varieties that are spoken in Vietnam and China. Sometimes the term has also been used to include all of the members of the Miao nationality in China and this encompasses some lects which, while related to Hmong Daw and Mong Leng, are clearly different languages (by the mutual intelligibility criterion). The current corpus consists entirely of texts from Hmong Daw and Mong Leng speakers. These two lects are written differently (to some degree) but the differences in phonetics, phonology, lexicon, and morphosyntax are actually quite minor (on par with differences between American English lects and British RP).

2.1. Genetic Affiliation and Typology

Hmong is part of the Hmong-Mien language family, which also includes languages like Hmu, Qo Xiong, Ho Ne, Paheng, Biao Min, and Iu Mien (Mortensen, 2017). The broader genetic relationships of this family are uncertain, though a variety of hypotheses have been suggested (Mortensen, 2017). Typologically, these languages have a great deal in common with their neighbors: they are highly tonal, have isolating/analytic morphologies, have primarily head-initial syntax, and make extensive use of serial verb constructions and paratactic constructions (Mortensen, 2019). The most typologically similar major language is likely Vietnamese.

2.2. Orthography

Hmong is written with a variety of different orthographies. There is an official orthography in China based on the speech of Dananshan village in Guizhou (Wang, 1985). There is also an official orthography used in Vietnam (which is less well documented). There are various orthographies used by narrow sectors of the Thai and Lao Hmong language community, including Pahawh Hmong (which was invented by a for-
merily illiterate Hmong farmer in 1959) \cite{Smalley2007}. However, most of the published material in Hmong—including this corpus—is written in the Romanized Popular Alphabet (RPA), an orthography developed between 1951 and 1953 by a group of American and French missionaries and their Hmong advisors. By design, it consists only of the 26 letters found on an American typewriter (despite the extraordinarily rich consonant inventory of Hmong). There are no diacritics. Tones are written with a “consonant” letter at the end of a syllable (for example, ⟨j⟩, for a high-falling tone). The sounds to which Hmong letters correspond differ markedly from those in most other languages with Latin orthographies (for example, ⟨r⟩ indicates a voiceless retroflex stop and ⟨χ⟩ corresponds to a voiceless dental fricative). As mentioned above, while the two major dialects from Laos, Hmong Daw and Mong Leng, are very similar, they are written somewhat differently. For example, in words where Hmong Daw has the consonant ⟨d⟩ [d], Mong Leng has ⟨dl⟩ [tl]. These correspondences are largely systematic but mean that a single word will often have two spellings within the corpus (‘water’ may be spelled as ⟨dej⟩ or ⟨dlej⟩).

Because the orthography is very well-defined and many of the common character ngrams in Hmong RPA are uncommon in other languages with Latin alphabets (e.g., “ntx”), it is possible to identify Hmong text using a classifier based on a regular expression. We took advantage of this fact in preparing the data (§4.3) and also in a baseline for one of the experiments (§5.2).

3. Elaborate Expressions

This corpus is unique in that it includes annotations for elaborate expressions (EEs). Elaborate expressions (a term introduced by Haas \cite{Haas1964}) are four-part coordinate constructions with a repetitive structure (\(AB\,A\,B\)). Consider the following examples from Hmong:

\begin{equation}
\begin{aligned}
\text{(1)} & \quad \text{tag siab tag ntxs} \\
& \quad \text{finish liver finish lung} \\
& \quad \text{‘with all one’s soul; satisfied’}
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\text{(2)} & \quad \text{kawm ntaub kawm ntavw} \\
& \quad \text{study cloth study paper} \\
& \quad \text{‘study; pursue education’}
\end{aligned}
\end{equation}

These constructions are exceptionally common in mainland Southeast Asian languages like Hmong, Thai, Lao, Burmese, Khmer, and Lahu (\cite{Filbeck1996, Johns1987, Wheatley1982, Matisoff1973, Pan1972, Watson1966, Banker1964}). In Hmong, they occur in all genres but are especially common in flowery or elevated registers \cite{Mortensen2019}. Some EEs are idiomatic, but speakers coin new elaborate expressions freely, and the ability to do so is seen as a mark of a skilled rhetor. The meaning of such expressions is usually predictable, following a construction-specific principle: the meaning of the whole is a generalization of the meanings of the two parts (in Hmong, typically \(AB\,A\,B\)). For example, in \(\langle AB\rangle\), \text{ntaub} ‘cloth’ and \text{ntawv} ‘paper’ are the two main materials on which one writes and from which one reads, so the generalization of learning cloth and learning paper is developing literacy generally. \(\text{Ntaub-ntawv}\) actually exists independently as a coordinate compound (CC) meaning ‘writing; literacy’ and the non-repeated items in an EE very often (though not always) correspond to CCs.

3.1. Practical Importance

Predictable but non-compositional constructions like EEs present particular challenges to language technologies, both in terms of analysis and generation. Since EEs are so common in Hmong—indeed, since EEs are often the only idiomatic way of expressing a concept—MT and NLG systems for Hmong and other typologically similar languages must handle them fluently. The Hmong model for Google Translate, to cite one example, translates common EEs appropriately (e.g., \text{tas siab tas ntxs} is translated as ‘satisfied’ and \text{kawm ntaub kawm ntavw} is translated as ‘study’) but novel elaborate expressions are translated inappropriately. Consider (2):

\begin{equation}
\begin{aligned}
\text{(2) thov dag thov zog}
& \quad \text{beg labor beg strength}
& \quad \text{‘request labor/help’}
\end{aligned}
\end{equation}

Google Translate renders this as ‘please try hard.’ In general, it seems to struggle with infrequent but semantically predictable EEs. And EEs are no less important in NLG tasks where stylistically appropriate text may require producing EEs that were not present in the training data. Being able to evaluate whether a model is generating them in appropriate contexts is equally important. Having a resource with EE annotations is an important step towards addressing this problem. Parallel text in a high-resource language would be a reasonable next step.

Dealing with EEs in Hmong might be seen as a rather niche problem. However, dealing with constructions with characteristics like EEs—semantic predictability without compositionality—is a widespread challenge and evaluating systems on their ability to correctly analyze and generate Hmong EEs can serve as one benchmark for technologies that seek to address these challenges more generally. To facilitate this, additional annotations should be added to the corpus (see §7 below).

3.2. Theoretical Importance

A significant innovative aspect of this corpus is the annotation of EEs. EEs are not widely known, and have not been widely studied, except among specialists in languages of mainland Southeast Asia. Their theoretical significance may not be immediately obvious.
The constituent parts of EEs (e.g., $AB_1$ and $AB_2$) tend to be similar syntactically and semantically, indicating that the parts could be reordered without a change in meaning. Nevertheless, $B_1$ and $B_2$ almost always appear in the same order. Earlier work has proposed then that the ordering of these parts (in Hmong and other languages) is determined mainly by phonology (Ting, 1975; Dai, 1986; Mortensen, 2006). Specifically for Hmong, there is a hierarchy of tones in which the tone of $B_1$ is always higher than the tone of $B_2$. However, this tonal hierarchy does not appear to be organized on phonetic grounds. Therefore, EEs in Hmong challenge the common assumptions that (1) word order is determined before phonology is applied and (2) phonology must be grounded phonetically.

| Order | Orthography | IPA | Description |
|-------|-------------|-----|-------------|
| 1     | -j          | ˧    | high falling |
| 2     | -b          | ˥˧   | high |
| 3     | -m          | ˨˩   | low kreaky |
| 4     | -s          | ˨    | low |
| 5     | -v          | ˧˥   | rising |
| 6     | -g          | ˧    | falling breathy |
| 7     | -Ø          | ˩    | mid |

Table 1: Phonetic values of the tones of Hmong Daw, organized according to the EE ordering scale proposed by Mortensen (2006).

Furthermore, previous work (Chomsky, 1981; Chomsky, 1995) has proposed that syntax feeds phonology, but not vice versa, and it is often assumed that phonology does not influence word order. Nevertheless, there is a large body of evidence that it, in fact, does. Examples include heavy NP shift (Ross, 1967), coordinate compounds and echo words in languages such as Japanese and Korean (Kwon and Masuda, 2019) and Jingpho (Dai, 1986), and adjective-noun order in Tagalog (Shih and Zuraw, 2017). This corpus of EEs in Hmong would add to this body of evidence, especially since there are very few exceptions to the phonological patterns found in the EEs.

In addition to assumption (1) discussed above, linguistic theory since the early 20th century has also held that sound patterns in language are based on physical phonetic properties, such as articulatory or acoustic features (Jakobson et al., 1951; Chomsky and Halle, 1968). Additionally, it is often assumed that phonological patterns that are not phonetically natural are more difficult or even impossible for speakers to learn (Hayes and White, 2013). However, more recent artificial language-learning experiments have shown mixed results but have suggested that phonological structure is more important than phonetic substance in learning phonological patterns (Moreton and Pater, 2012a; Moreton and Pater, 2012b). A corpus of EEs in Hmong could also challenge the assumption that phonology must be grounded phonetically, if it could be shown that the order of words within EEs can be predicted from the proposed phonological patterns.

A preliminary study using the SCH Corpus to explore these questions has been completed in Cui et al. (2022). However, a great deal remains to be done in this area.

### 4. The Corpus

The corpus consists of about 860k sentences (12M tokens) with about 25k EEs. It is freely available at [http://www.github.com/dmort27/sch-corpus](http://www.github.com/dmort27/sch-corpus). More detailed numbers are provided in Table 2.

| Type               | Count  |
|--------------------|--------|
| Tokens             | 11,822,652 |
| Sentences          | 858,635  |
| Elaborate Expressions | 24,574   |
| Tokens inside EEs (count) | 98,296 |
| Tokens inside EEs (%) | 0.8    |

Table 2: Statistics for the SCH Corpus.

#### 4.1. Genre and Domain

The Hmong data on which the corpus is based were collected from the Usenet group soc.culture.hmong (or SCH). This newsgroup, which still exists but which has fallen largely inactive, was used primarily by members of the Hmong-American community (but with participation by members of the Hmong communities in France and Australia). Most posts were one or more paragraphs long and often included extensive quotations from earlier posts by other users. The discourse conventions were highly dialogic and lively threads sometimes continued for months or even years. The participants, at first, were largely younger Hmong who were at educational institutions with access to the Internet. As Internet access broadened, so did the range of interlocutors in SCH. Frequent topics included current events, politics (especially regarding Hmong leaders like General Vang Pao and Dr. Yang Dao—the first Hmongs person to receive a PhD and a frequent critic of the general), religion (the competition between traditional animism and various forms of Christianity), family and social issues, and relationships. Discussions were animated and often acrimonious, with personal rivalries extending across the years.

#### 4.2. Data Quality

The data are based on user-generated text in a relatively informal forum. As a result, they are similar in quality to text from a contemporary social media platform—they are noisy and written in a familiar register. Orthographic variation is pervasive. This is increased as a result of competing orthographic standards within the community. In addition to the older, more widespread, orthographic variety in which all prenasalized obstruents are written as a sequence of $(n) +$ obstruent (e.g., (np)) some such obstruents are written with a single character (e.g., (b)).
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4.2. Data Collection

The soc.culture.hmong posts were scraped from Narkive (a mailinglist archive) (https://narkive.com/). All of the contents of the archive (https://soc.culture.hmong.narkive.com/) from 1996 to 2016 were extracted and processed. Processing took four steps:

1. Quoted text (identified using HTML markup) was removed.

2. Plain text was extracted from HTML.

3. The text was segmented into sentences using the NLTK Punkt tokenizer trained on the untokenized corpus (Kiss and Strunk, 2006), tokenized using the NLTK 3.6.3 word_tokenize function (Bird et al., 2009), and structured in a CONLL-like format (forms in the first column, annotations in subsequent tab-separated columns, sentence boundaries indicated by empty lines).

4. Documents were filtered by language: documents in which over 60% of tokens were not recognized by a regular expression encoding the orthographic possibilities of Hmong RPA were excluded. In the judgment of the first author, a trained linguist and proficient speaker of Hmong, the vast majority of the remaining documents were written primarily in the subject language (though code-switching into English and other languages still occurs frequently in the corpus).

Individual contributors were not contacted for permission to include their posts. Instead, posts are reproduced and redistributed under the same assumptions as have been made by the original Usenet network and by later distributors of Usenet content including Google and Narchive, namely:

- Users intended their content to be freely available and distributed widely on the Internet.
- Requests from users to remove their content from the corpus/archive should be complied with immediately and thoroughly.

We believe that these data collection policies safeguard the interests of both the authors and potential consumers of the posts.

4.3. Ethical Issues

All metadata and headers were removed from all posts, leaving only the body text. This reduces the usefulness of the corpus for some purposes (e.g., discourse analysis) but it provides considerable anonymity. The individual authors of posts are not marked in the corpus. It is also difficult to determine which posts in a thread were written by the same author. Since the data is already publicly available, and the identity of users that do not use pseudonyms is, in most cases, readily ascertainable from the narchive.com and Google Groups archives, no other attempt was made to remove all references to private persons from the text. In order to recover the identities of users from the corpus, when that user is referred to by another user by name, it is necessary to do the following:

1. Identify the name of a user U in a response R. These occur but are not highly frequent.

2. Identify the post P to which a user is responding.

3. Ascertain that the U is believed by the author of R to be the author of P.

We judge it to be unlikely that the publication of the SCH corpus will increase the danger of adverse events to users above that which is already posed by the publicly available narchive.com and Google Groups archive. We foresee one possible exception: the publication of a corpus based on the contents of the newsgroup may make some members of the Hmong community who were not previously familiar with the SCH forum aware of it. This may reignite conflicts previously litigated on SCH—especially given the heated nature of much of the discussion there—propagating this resentment into other sectors of the Hmong community and leading to bias against some participants based on their past participation in SCH discussions. We consider this to be unlikely, however, and believe that the benefits of the publication of this corpus to the Hmong community and the scientific and engineering communities outweigh the potential risks. Prior to public release, the corpus has already served as a source for some pedagogical materials for heritage learners of Hmong, including word- and collocation-frequency lists. It can also serve as the basis for fundamental language technologies for Hmong speakers, if it is handled well.

The corpus contains some potentially offensive language (discussion of sexual topics, racist and sexist discourse, and inflammatory accusations against public figures). The decision was made not to remove these posts for two reasons:

1. We found it difficult to formulate consistent, culturally neutral standards for determining what language should be included and what language should be excluded.

2. We believe that the study of, and development of NLP tools for, offensive language is valuable (for low-resource as well as high-resource languages and domains). We believe that data like SCH corpus can be an important resource for studying this kind of speech.

Codeswitching with English and Lao is frequent in the data. While whole posts in languages other than Hmong have been largely filtered out, individual words and phrases from words other than Hmong occur very frequently (e.g., the English word pepsi for `soda`). Loan-words and codeswitching occur in the dataset more frequently than in formal written Hmong, but not, impressionistically speaking, more than in casual speech.
Annotation of abusive language would increase the usefulness of the SCH Corpus (see §4.4). Until then, those who use it should do so with the understanding that models trained on it will reflect the sometimes offensive assumptions and language of the participants who produced the posts.

Fortunately, to our knowledge, the corpus does not contain any language that is, in the strict sense, libelous.

4.5. License
The corpus annotations are distributed under terms of the Creative Commons CC0 1.0 Universal License. The underlying corpus data may be freely distributed and used.

4.6. Annotation
EE annotations were performed on the entire corpus by the first author using custom annotation software. The program scanned the corpus for $AB_1 AB_2$ sequences (the rarer $B_1 AB_2 A$ sequences were not annotated, since they were considerably more sparse in the corpus) and presented them to the annotator with a four-word context to the left and the right. The annotator made a binary choice regarding whether the $AB_1 AB_2$ sequence was an EE. The tests used to determine whether an $AB_1 AB_2$ sequence was an EE were as follows:

1. $B_1 B_2$ exists independently as a coordinate compound
2. The syntactic relationship between $B_1$ and the context is the same as the relationship between $B_2$ and the context
3. The semantic relationship between $B_1$ and the context is the same as the relationship between $B_2$ and the context

If a sequence satisfied (1), both (2) and (3), or all three tests, it was annotated as an EE. Roughly three quarters of $AB_1 AB_2$ sequences were discarded as a result of these tests.

These annotations are represented in a CONLL-like format: Each token is placed on one line in a text file. The fields are separated by tabs. The first field contains the surface form (the Hmong word). The following field contains a BIO (begin-inside-outside) tag for EEs. A sentence annotated in this fashion is given in Figure 1.

5. Experiments
In order to evaluate the usefulness of the corpus for performing NLP tasks and investigating linguistic hypotheses, we conducted a few experiments. First, we performed a qualitative analysis of skip-gram embeddings trained on the corpus using a set of 14 four-word analogies developed by the first author. This is intended to evaluate the suitability of the corpus as data for training word embeddings and other similar kinds of models. Second, we measure the quality of the elaborate expression annotations by training neural sequence labeling models (with feature extraction performed either by a BiLSTM or a CNN) to add appropriate BIO tags to a held-out test set.

5.1. Evaluating Word Embeddings Trained on the Corpus
We trained a Word2Vec skip-gram model (Mikolov et al., 2013a) on the SCH corpus and manually evaluated the word embeddings with a word analogies task. We trained the model using Gensim 4.0’s API (Řehůřek and Sojka, 2010; Řehůřek and Sojka, 2011) for 5 epochs to produce 100-dimension word embeddings. Because most Hmong words are compounds, but morphemes are treated orthographically as “words”, it is rather difficult to generate word analogies based on individual tokens. As a result, we only analyze the results with 14 examples as in Table 3 instead of reporting accuracy on a large test set. Despite the small size of evaluation data, we believe that this task provides meaningful insight into the quality and limitations of the corpus as training data for word embeddings and neural language models.

An analogy, as we use the term, is the relationship described by “[Word 1] is to [Word 2] as [Word 3] is to [Word 4]”. To predict Word 4 given other three words, we can find the word whose embedding is most similar to the vector $e[\text{Word 2}] - e[\text{Word 1}] + e[\text{Word 3}]$, where $e[w]$ returns the embedding of word $w$ (Mikolov et al., 2013a). We consider the top 10 results in our analysis. 7 out of the 14 examples have the exact word included...
Table 3: 14 example analogies, their English translations, and prediction results for Word 4. Predictions which match the gold standard are given in bold italic (the 7 green rows). Predictions which accurately complete the analogy but which were not in the gold standard are given in italics (2 blue rows). Analogies for which no reasonable prediction was made are labeled with “(none)” (5 white rows).

1. When tub ‘son/boy’ is expected, vauv ‘son-in-law’ is also among the top words. Especially in the ‘mother’ : ‘father’ :: ‘daughter’ : ‘son’ analogy, it means that the model also captures the marriage analogy apart from the parent-child relationship and the gender.

2. The word me ‘small’ can occur both before or after nouns. Before nouns it is EVALUATIVE like diminutives in many other languages (often expressing affection). When it occurs after a noun, it refers simply to the physical dimension. It has two antonyms: niag, which occurs before nouns and has a (usually derogatory) augmentative meaning and loj, which occurs after nouns and refers to physical largeness. The model predicts niag but not loj. This may reflect the nature of the corpus in which emotional evaluations of things are more common than descriptions of their size, meaning that evaluative relationships are better captured.

3. For things to drink (in the analogy ‘eat’ : ‘food’ :: ‘drink’ : ‘water’), the model predicts diverse beverages: coffee, pepsi ‘soda’, cawv ‘liquor’, npias ‘beer’ but not dej ‘water’, perhaps reflecting an overestimation, on the part of the authors, of the health-consciousness of participants in the SCH group.

4. When nroog ‘city’ is the expected word (in ‘hill’ : ‘mountain’ :: ‘village’ : X), many of the other predictions are cities in Laos, which provides further evidence that the embeddings are capturing aspects of the semantics of Hmong.

It is clear that performance on this task with the SCH corpus as training data is not as high as has been reported for other languages with larger, more curated, corpora. On the other hand, the results are clearly much better than chance.
5.2. Tagging Elaborate Expressions in Context

Experiment We investigate whether the BI0 tags in this dataset can be learned by a neural sequence labeling model, i.e., whether the elaborate expressions can be recognized in context. Since over 99% of all tokens have the 0 label, we report precision, recall, and F1 score instead of accuracy. We split the dataset into training, validation, and test sets such that EEs in the validation and test sets do not overlap with EEs in the training set. This way, the model cannot simply memorize any $AB_1 AB_2$ construction as an EE; rather, it would need to learn the contextual and distributional patterns in order to tag the unseen EEs. We independently produce three such splits to minimize the variance.

| Hyperparameter       | Value |
|----------------------|-------|
| LSTM hidden dimensions | 100   |
| CNN hidden dimensions  | 200   |
| CNN kernel size       | 3     |
| Dropout probability   | 0.5   |

Table 4: Model configuration hyperparameters.

The sequence labeling model we train consists of a token embedding layer, a feature extractor to process the sentences into features, and a fully connected output layer to predict the {B, I, O} tag for each token. We experiment with two feature extractors: 1) a bidirectional LSTM ([Hochreiter and Schmidhuber, 1997]) and 2) a 4-layer CNN ([LeCun et al., 1989; Collobert et al., 2011]). Model configuration hyperparameters are listed in Table 3. The model is trained with an SGD optimizer with a momentum of 0.9, batch size of 64, and learning rate of 0.02 for as many epochs as needed until the F1 score stops improving for 10 epochs.

To establish a baseline for comparison, we use a rule-based classifier on each window of four tokens. We report the results by gradually applying the following four filters:

1. The four words are of the form $AB_1 AB_2$
2. The four words are proper Hmong RPA syllables parsable by a regular expression classifier
3. The word vector similarity between $B_1$ and $B_2$ is above $a$. A grid search is performed to find the $a$ with the highest F1 score. We use $a = 0.4$
4. $B_1$ and $B_2$ follow the tonal ordering pattern proposed in ([Mortensen, 2008])

Results Table 3 shows the sequence tagging results of the baseline and neural models. For the neural models, we report precision, recall, and F1 scores averaged over 9 runs (three independent data splits for three initial seeds each). The simplest baseline model achieves 100% recall, as expected, albeit at the cost of very low precision. As more filters are added, the F1 score begins to improve, and the full baseline model is able to achieve a rather reasonable performance of 66.66 (F1). However, the neural taggers are able to beat the baseline considerably, with higher values for precision and recall. In particular, the CNN feature extractor outperforms the BiLSTM. This is possibly because the CNN kernel is able to capture the $AB_1 AB_2$ structure in the elaborate expressions better than the BiLSTM, which reads in text linearly. Identification of EEs also requires only local context, so it does not benefit from an LSTM’s ability to utilize global word context information ([Yang et al., 2018]). For all models, recall is higher than precision, suggesting that more $AB_1 AB_2$ constructions are mistaken as EEs than actual EEs being mislabeled. We hope the results presented here provides a reasonable starting point that inspires future research in Hmong elaborate expressions.

| Model               | Precision | Recall | F1    |
|---------------------|-----------|--------|-------|
| $AB_1 AB_2$ Baseline| 26.15     | 100.00 | 41.32 |
| + regex parsable    | 32.83     | 100.00 | 49.24 |
| + wv. sim. thresh   | 50.29     | 77.99  | 60.99 |
| + tonal scale       | 59.37     | 76.56  | 66.66 |
| BiLSTM              | 66.12     | 84.36  | 74.10 |
| CNN                 | 87.36     | 94.52  | 90.79 |

Table 5: Results on the test set (average over 3 data splits for 3 runs each) for tagging elaborate expressions in context.

6. Discussion

The SCH corpus, while small, is adequate to perform certain useful and interesting NLP tasks and computational linguistics experiments. Minus the annotations, it can be used to train word embeddings that encode meaningful semantic relationships. While these embeddings are not as high quality as those trained on larger corpora (i.e., they cannot solve analogies as accurately), a qualitative analysis shows that the semantics captured by Word2vec embeddings trained on the SCH Corpus are impressionistically reasonable. This suggests that they might contribute meaningfully to realistic NLP tasks. There have been many new methods proposed in recent years to generate better word embeddings (e.g. GloVe ([Pennington et al., 2014]), BERT ([Devlin et al., 2019])). We chose Word2vec because of its simplicity and its robustness to a smaller training dataset, unlike a transformer-based method.

The SCH Corpus is not large, but compared to corpora for other languages with less than 10 million speakers, it is respectable in both size and quality. It is also important because of the elaborate expression annotations. There is no publicly available corpus with these

Footnotes:
3Four blocks of Conv-RelU-Dropout-Batchnorm layers
4Cosine similarity between 100-dimensional skip-gram embeddings trained on the SCH Corpus.
constructions labeled for any language (including languages with much larger numbers of speakers like Thai, Burmese, and Khmer). We have shown that these annotations are sound enough that they can be used for non-trivial labeling tasks.

7. Future Directions

A small monolingual corpus with limited annotations is still of value when little other data is available. While further work could be done in terms of applying the SCH Corpus to downstream tasks, it is already clear that the corpus can contribute meaningfully to Hmong HLT. However, additional annotations could increase its value significantly. In the future, we plan to annotate part of the corpus using the Universal Dependencies schema (Nivre et al., 2014, Nivre et al., 2020). The annotations will include dependency relations and part-of-speech labels, allowing a variety of other experiments with Hmong. These could include both linguistically oriented investigations and explorations of improved NLP. Furthermore, we hope to annotate the corpus for abusive and offensive language. This will be useful in studying the detection of sensitive language in low-resource settings.
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