Manipulation of quantum state transfer in cold Rydberg atom collisions
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Abstract. We investigate the role of the dc Stark effect in multilevel pairwise interactions between cold Rydberg atoms. We have observed the decay of \( nD + nD \) quasi-molecules by detecting the products in the \((n + 2)P\) state after pulsed excitation for \( 29 \leq n \leq 41 \). The decay rate can be manipulated with a dc electric field and requires a consideration of the multilevel nature of the process to explain the observations. The time dependence of the \((n + 2)P\) signal is found to support a time-dependent picture of the dynamics.
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1. Introduction

There has been increasing interest in ultracold Rydberg atoms over the last several years. The primary reason for this attention is that interactions between Rydberg atoms are strong and lead to many interesting and useful phenomena. For example, the interactions between Rydberg atoms can be strong enough to block the laser excitation of more than one Rydberg excitation in a volume determined by the Rydberg atom interaction strength and laser energy bandwidth. The interaction between Rydberg atoms detunes the collective two (or more) excitation states from resonance with the exciting laser. This effect is called Rydberg atom dipole blockade and can be used to coherently create a collective state, as the single Rydberg excitation in the blockaded volume is a coherent superposition of a Rydberg excitation of each atom in the volume. Efforts to develop Rydberg atom quantum gates hinge on the Rydberg atom dipole blockade effect [1, 2]. Recent experiments on Rydberg atom dipole blockade with two atoms have shown that this type of collective excitation is possible [3, 4]. As a second example, the starting point for investigating many-body phenomena with ultracold Rydberg gases is also the Rydberg atom pair interactions [5]. The presence and degree of many-body interactions in a cold Rydberg gas can, in principle, be controlled by state selection, choice of density and application of external fields, so these systems are promising for exploring the onset of many-body phenomena. Finally, the generation of exotic Rydberg molecules during the last year has generated excitement [6, 7]. Some of these molecules are bound by Rydberg atom interactions and have bond lengths of several microns! The bonds between the Rydberg atoms that form these molecules can be controlled by the application of an external electric field. Knowledge of Rydberg atom interactions and how they can be manipulated can be seen, from these examples, to be of central importance to this field, and considerable effort has been made to investigate them experimentally [7–12].

To date, often only one or two pairwise atomic potentials, considering only dipole–dipole interaction while ignoring dc electric fields, have been used to interpret cold Rydberg atom experiments. Even if a few pair states and their respective sub-states are considered, this situation is surprising, because the Rydberg atom energy level spacing has an $n^{-3}$ dependence on principal quantum number, $n$. In many cases, there are a large number, $>10$, of pair potential curves that are energetically close to each other. These pair potentials can form a complex system of multi-state potential energy curve crossings [13]. The potential energy curve crossings between these interacting pair states lead to nonadiabatic processes. In addition, the electric fields that are present in most experiments can cause significant changes to the field-free Rydberg atom pair potentials. The electric fields can significantly alter the dynamics by modifying the structure of the curve crossings. Unless only the longest range part of the potentials where curve crossings are not present play an important role in a particular experiment, it appears extremely difficult to tune the interactions between Rydberg atoms so that only a single pair of pair potentials needs to be considered. It is possible, and likely, that a large number of states play an important role in many experiments, even when many-body effects are not significant. Consequently, it is imperative to understand the interplay of multiple interaction potentials and how they are influenced by electric fields.

In this work, we investigate how nonadiabatic multichannel decay of Rydberg atom diatomic quasi-molecules is affected by dc electric fields. Specifically, we study the decay of $nD + nD$ Rydberg pair states through the observation of $(n + 2)P$ atomic products 100 ns after their excitation in an Rb magneto-optical trap (MOT). The experimentally observed $(n + 2)P$
population is quadratically dependent on the $nD$ atomic density, $\rho_{nD}$, for $29 \leq n \leq 41$. This confirms that the process involves two $nD$ atoms so the experiment probes the pair interactions between these states, as shown in figure 1. Figure 1 shows the $39P$ population, $N_{39P}$, as a function of $\rho_{37D}$. The data were normalized to its maximum signal along both axes. The full line is a power-law fit to the $37D$ density, $\rho_{37D}^\delta$, where $\delta$ is a fitting parameter. The fit shows that $N_{39P}$ is proportional to $\rho_{37D}^{1.9 \pm 0.1}$.

Consideration of the dc Stark effect, multipole interaction and atomic fine structure is required to explain the experimental data. The dynamics that lead to the production of $(n + 2)P$ atoms are complex because the $nD + nD$ pair potential curves have many avoided crossings that cause nonadiabatic transitions. At short range, where many curves cross, there is a complicated structure and quadrupolar interactions are important. The short range structure of the interaction potentials can be contrasted to the structure at long range where the interactions are dominated by dipole–dipole interactions. We find that the decay of $nD + nD$ pairs results in population transfer into $(n + 2)P + (n - 2)l$ pairs (where $l \geq F$) and that the decay rate for this process can be significantly influenced by a dc electric field. We also compare the initial time evolution of the $(n + 2)P$ products to the transition rates between the relevant states and find that the theory agrees well with the experimental data, suggesting that the experiment can be interpreted
dynamically as a system undergoing a nonadiabatic transition [15]. Our experiment is not sensitive to the anisotropic interactions that take place between Rydberg atoms in electric fields because the experiment averages over all impact parameters in the MOT. Anisotropic effects for some of the Rydberg states used in this work have been studied in [14]. Our results are consistent with previous work [14] but seek to provide additional insight into the short-ranged nonadiabatic processes that lead to atomic state changes.

2. Experimental setup

The experimental setup has been described in a recent paper [12]. Under typical conditions, $2.5 \times 10^6$ Rydberg atoms are excited in an Rb MOT at a peak $\rho_{nD} \sim 5 \times 10^9 \text{ cm}^{-3}$. The Rydberg excitation is provided by a pulsed laser beam at 480 nm, which has a bandwidth of 0.05 cm$^{-1}$ and a peak irradiance of $\sim 780 \text{ MW cm}^{-2}$. The background electric field is estimated to be $<80 \text{ mV cm}^{-1}$ and the external applied dc electric field, $\epsilon$, is controlled with a resolution of $30 \text{ mV cm}^{-1}$. The Rydberg atoms and their quantum states are detected by collecting the electrons produced by pulsed electric field ionization (PFI) with a channel electron multiplier. Two boxcar gates are used to selectively detect the $nD$ and $(n + 2)P$ signals. In the experiments, the delays between optical excitation and PFI were varied from 100 ns to 8 $\mu$s. As an example, we show the time-resolved electron signal for $37D$ and $39P$ in figure 2 at $\epsilon = 2 \text{ V cm}^{-1}$. The size of the $39P$ electron signal detected 100 ns after the $37D + 37D$ state excitation is $\sim 10\%$ of the $37D$ atomic signal. This signal is larger by a factor of 3–10 than that found for a case where ac Stark shifts lead to population transfer [12].

We used data like that presented in figures 1 and 2 taken for the other $n$ to calculate a two-body rate constant, $K$, as a function of $n$ for several $\epsilon$. Since $K$ is defined by $dN_{(n+2)P}/dt = K \int \rho_{nD}^2 dV$, where $V$ is the laser excitation volume, we can obtain $K$ using the experimental density and laser interaction volume. Figure 3 shows the theoretical and experimental $K$ as a function of $n$ for $\epsilon = 0.5$ and $2.0 \text{ V cm}^{-1}$ at a PFI delay time of 100 ns. Note that there is a factor approximately of 3–4 difference between the rates for some $n$ at the two $\epsilon$ used in the experiment.

3. Calculations

To explain the results shown in figure 3, we calculated the interactions between atom pairs around the $nD + nD$ asymptote as a function of internuclear distance, $R$. The calculation includes dipole–dipole, dipole–quadrupole and quadrupole–quadrupole interactions as well as the dc Stark effect and atomic fine structure [9, 10]. Figures 4(a) and (b) show the $37D + 37D$ potential curves and surrounding states for $M = 0$, where $M$ is the projection of the angular momentum on the internuclear axis, at $\epsilon = 2 \text{ V}$ and $0.5 \text{ V cm}^{-1}$, respectively, as examples. The states in figures 4(a) and (b) are labeled by the asymptotic atomic pair states to which each potential correlates. The calculations indicate that the avoided crossings are predominantly due to a dipole–dipole interaction but that quadrupolar interactions cannot be neglected. For example, the dipole–quadrupole interaction is less than 5% of the dipole–dipole interaction at $R \sim 2 \mu$m for $\epsilon = 0.5 \text{ V cm}^{-1}$. The quadrupole–quadrupole interaction is less than 0.01% of the dipole–dipole interaction for the $37D + 37D$ pair states at the same $R$. At short range, $R < 1.5 \mu$m for $37D + 37D$, the picture is more complex. In this range, the
Figure 2. Time-resolved electron signal for $^{37}D$ and $^{39}P$ at $\epsilon = 2 \text{ V cm}^{-1}$. The population transfer from $^{37}D$ to $^{39}P$ is about 10%.

quadrupole interactions can be critical, as shown in figure 5. Figure 5(a) shows a calculation for $^{37}D + ^{37}D$ with quadrupole interactions, while figure 5(b) shows the calculation without quadrupole interactions. In figure 5(b), a potential curve crossing that leads to significant population transfer to $^{39}P$ has disappeared because there are no quadrupolar interactions. This particular example demonstrates that the short-ranged crossings can have a dramatic dependence on the quadrupole interactions.

Since these calculations take place in an electric field, all of the interaction potentials have some angular dependence. However, these effects are small when compared to the van der Waals interactions that are most important for interpreting our experiments. Aside from the mixing of $m_j$ atomic states caused by the field, there is further mixing from the many other states via dipolar and quadrupolar interactions. The angular contributions to each potential from each of these sources tend to average away in our computations. Presumably, these effects suppress the angular dependence that is found when a particular pair state is brought into Forster resonance with another pair state [14]. It is also true that we did not observe any angular dependence in the experiment. In addition to the weak angular dependence found in the calculations, the yield is experimentally averaged over all impact parameters in the trap. It is on these experimental and computational grounds that we ignore the angular dependence in the Rydberg atom interaction potentials in the interpretation of the experiments in this paper. These assumptions will be the subject of further experiments.
Figure 3. Theoretical and experimental $K$ for 0.5 and 2.0 V cm$^{-1}$ as a function of $n$ for a PFI delay time of 100 ns.

Figure 4. $37D + 37D$ and surrounding potential energy curves for $M = 0$ at (a) $\epsilon = 2$ V cm$^{-1}$ and (b) $\epsilon = 0.5$ V cm$^{-1}$.

The probability of an event resulting in transfer of population from the $nD + nD$ pair state to the $(n + 2)P$ atomic state can be calculated semiclassically using the Landau–Zener approximation. We do not expect the population transfer to $(n + 2)P$ to result from free atom collisions because the Rydberg atoms are approximately frozen on the timescale of the short PFI delay times. A Rb atom at the Doppler temperature moves 10 nm in 100 ns. On the timescale of the 100 ns PFI delay, blackbody radiation does not play a role. For an 8 $\mu$s PFI delay, the
blackbody decay can be extracted from the signal that results from the molecular decay, as described later.

The pair potentials exhibit many avoided crossings between different pair states. At \( R \), where the crossings are, the system can make a nonadiabatic transition and change state. The avoided crossings occur at \( R \) that vary with \( n \). For example, at \( n = 29 \), \( R = 1.3 \mu m \) at the outermost crossing, whereas at \( n = 41 \), \( R = 1.7 \mu m \) at the outermost crossing. The crossings for the \( nD + nD \) states were found using a computer search algorithm that locates \( R \) where an avoided crossing occurs between two calculated potential curves. The algorithm was later checked by carefully going through the plotted potentials visually and computationally by increasing the number of neighboring pair potentials that were compared. There are some pair states that are separated in energy such that many other pair states lie energetically between two sets of interacting pairs. These avoided crossings are difficult to detect with the algorithm.

We calculated the nonadiabatic transition probability for each crossing using the semiclassical Landau–Zener formula. The velocity used in the Landau–Zener formula is approximated by calculating the kinetic energy of the system at the crossing point by assuming that the excitation occurred near the dissociation limit. This assumption is made for simplicity and is consistent with approximating the excitation to have taken place where the Franck–Condon factors and the probability of finding a near neighbor are largest, near the outer turning point, near the dissociation limit where the electronic character is almost pure \( nD + nD \). We also assume that the system makes a single transition attempt within the Landau–Zener picture because the inner turning points of the \( nD + nD \) potentials are at very short range and many of the curves cross states of higher electronic orbital angular momentum that are not coupled to \((n + 2)\)\(P\) states and the PFI delay times are relatively short. At short range, it is probable, from an analysis of the potential curves, that Penning ionization and other decay mechanisms lead to different product states.

If the atoms are assumed to be stationary, consistent with the 100 ns and 8 \( \mu \)s PFI delay times chosen so that no free excited Rydberg atoms collide, then a state changing event can only take place if an \( nD + nD \) quasi-molecule is initially excited. Therefore, there must be a pair of atoms with a nearest-neighbor distance between the inner wall, \( R_{\text{min}} \), of the pair potential and an outer separation distance, \( R_{\text{max}} \), which defines molecular excitation. We take the outer separation distance to be the point where the potential is as deep as the average kinetic energy of the atoms in the MOT. \( R_{\text{min}} \) for each potential is chosen by finding the inner turning point at the dissociation limit. The entire calculation of the rate is rather insensitive to \( R_{\text{min}} \) because the atomic density is low enough in the experiments that the probability of finding a pair of atoms with internuclear separation near \( R_{\text{min}} \) is essentially 0. \( R_{\text{max}} \) is chosen to be the largest internuclear separation where it would be expected that the two atoms would attract each other or in other words form a molecule. The value of \( R_{\text{max}} \) determined by this criterion is found for each potential. Although \( R_{\text{min}} \) and \( R_{\text{max}} \) parameterize the model, they are not arbitrary and we justify them on a reasonable physical basis. For \( n = 29 \) at \( \epsilon = 0.5 \) \( \text{V cm}^{-1} \), \( R = 0.5 \mu m \) at the inner point and 2.2 \( \mu m \) at the outer point. Similarly, for \( n = 41 \) at \( \epsilon = 0.5 \) \( \text{V cm}^{-1} \), \( R = 0.9 \mu m \) at the inner point and 3.3 \( \mu m \) at the outer point. The probability of finding a nearest-neighbor atom within the range of \( R \) given by these criteria is

\[
P_{\text{nn}} = \int_{R_{\text{min}}}^{R_{\text{max}}} 4\pi \rho R^2 e^{-4\pi R^3 \rho / 3} \, dR,
\]
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Figure 5. Theoretical potential energy curves. (a) Potential energy curves calculated with quadrupolar and dipolar interactions. (b) Potential energy curves calculated with only dipole interactions. The electric field is $\epsilon = 0.5 \text{ V cm}^{-1}$ for both calculations. The crossing at $R \sim 1.0 \mu\text{m}$ is not present unless the quadrupolar interactions are included in the calculation.

where $\rho$ is the ground state atom density [16]. For the densities used in the experiment, $\sim 80\%$ of $P_{nn}$ is accumulated at $R > 1.1 \mu\text{m}$.

To obtain the yield of $(n+2)P$ atoms, the Landau–Zener transition probability is calculated for each state, including sublevels, for all crossings. $P_{nn}$ is also calculated for each $n$ and its sublevels. The $(n+2)P$ atom yield for a specific $n$, $N_{(n+2)p}$, can then be written as

$$N_{(n+2)p} = \sum_i P_{\text{react}}(i) P_{nn} N_{gs} \frac{1}{16},$$

where $N_{gs} = \rho_{gs} V$ is the number of ground state atoms in the laser excitation volume, $V$, and the sum is over all the crossings, $i$, that lead to $(n+2)P$ states. The factor of $1/16$ is the excitation probability for a pair of ground state atoms, which we assume to be saturated. Since the process is a near resonant two-photon incoherent excitation, there is a $1/4$ probability of excitation for each atom and an overall $1/16$ probability for a pair. The results of these calculations are shown in figure 3.
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Figure 6. 39P atom population and asymptotic atomic pair state energy as a function of $\epsilon$. For simplicity, only states up to $l = J$ are shown. Note that this plot also does not show the interaction of the curves or the sub-states involved.

Note that our experimental results are well explained by the straightforward Landau–Zener model that we used. In contrast, experiments on $nS + nS$ pairs found that ac Stark shifts induced by a laser can lead to atomic population transfer [12]. Here, for the case of $nD + nD$ pairs, where the interaction potentials are attractive, we did not find any significant coupling to $nP$ states due to ac Stark shifts caused by the excitation laser. In [12], the $nS + nS$ states studied were all repulsive. In the case of the $nS + nS$ repulsive states, the nonadiabatic processes were not significant since the small $R$ region where the nonadiabatic transitions occur cannot be reached. It is also important that the energy separation between the $nD + nD$ and $(n + 1)P + (n - 2)L$ states is much smaller than the energy separation between the $nS + nS$ and $(n + 1)P + nP$ states. For the $nD + nD$ pairs, the Stark shifts relative to the $(n + 2)P + (n - 2)L$ states essential to the present work are much smaller.

4. Discussion

The peak in the decay rates shown in figure 3 for $n = 37$ is the result of $39P + 35L$ states being Stark shifted through the $37D + 37D$ states, where $L$ labels the states with $l > 2$. These pair states, which have both $39P$ and Stark fan character, shift strongly with electric field. More crossings that lead to $39P$ atom yield appear as $\epsilon$ is increased. In figure 6, we show the $39P$ atom population and the asymptotic atomic pair state energy, respectively, as a function of $\epsilon$. Figure 6 also demonstrates that the decay rates can be manipulated by changing $\epsilon$ and shows the multi-state nature and complexity of this control. Note that the decay rate can be varied by a factor of $\sim 3–5$ by changing $\epsilon$ from 0.1 to 3.0 V cm$^{-1}$ for $n = 37$. For simplicity, we also show only angular momentum states up to $l = J$. It should also be stated that each peak in figure 6 is the result of many sub-states crossing and we are only plotting the asymptotic energies to show
Figure 7. (a) Time sequence for the variable rise time ramp and PFI, where $\tau$ is variable. (b) $39P$ population as a function of $\tau$. Clearly the population does not depend on this parameter.

We point out that the PFI effect observed in [17] could occur in our experiment. However, we believe that it plays a minor role here. In order to verify this we have used the ionization pulse shown in figure 7(a) to ionize atoms in the $39P$ state after the excitation of the $37D$ state. The pulse begins 100 ns after the laser pulse and rises to $2.0 \text{ V cm}^{-1}$ in a time, $\tau$, which is varied from 40 ns to $4 \mu s$. The slew rate was varied from 0.5 to $50.0 \text{ V \mu s}^{-1}$. At $6 \mu s$ after the pulsed laser is applied, the electric field rises to a value high enough to ionize the $37D$ state. Figure 7(b) clearly shows that the $39P$ population does not depend on $\tau$.

It is well known that blackbody radiation transfers population to the $(n+2)P$ state, especially at low $\Delta n$ [13]. We measured the time evolution of the $(n+2)P$ electron signal up to $8 \mu s$ after the $nD+nD$ state excitation to determine the blackbody radiation contribution. We used a third boxcar gate to detect the time-dependent population of the states lying energetically above the $nD$ state, $N_{up}$. Since these upper states can only be excited by blackbody radiation, their populations are a nonadiabatic process free measurement.
of the blackbody transfer. We compared these measurements with a rate equation model for blackbody radiation transfer, which considers the induced and spontaneous transition rates involving the following states for each \( n \): (i) from \((n-1)P\) to \((n+4)P\); (ii) from \((n-3)D\) to \((n+3)D\); and (iii) from \((n-4)F\) to \((n+1)F\). Other angular momentum states were not considered in the model because their contribution is small for the timescales studied. Decay to lower states is taken into account by using a single channel. The procedure implemented here is similar to the one used in [18]. All the states above \( nD \) will contribute to the population, \( N_{up} \), measured with the third boxcar. The measured \((n+2)P\) state population, \( N_{(n+2)P} \), will have contributions due to the blackbody radiation transfer and two-body processes. By fitting the theoretical value of \( N_{up} \) to the experimental plot, we obtain the blackbody radiation transfer to the \((n+2)P\) state population. The \((n+2)P\) population is subtracted from the experimental measurement. This allows us to obtain the \((n+2)P\) state population without contributions from blackbody radiation transfer. As an example, we show the experimental data and theoretical model in figure 8(a) for \( n = 29 \). Using these calculations, we can eliminate the blackbody contribution to the \((n+2)P\) yield.

The \((n+2)P\) signal due to nonadiabatic transitions grows linearly in time for \( t < 8 \mu s \) (figure 8(a)). The rate depends on \( n \) and \( \epsilon \). In figure 8(b), we show the experimental and theoretical \((n+2)P\) signal rates as a function of \( n \) for \( \epsilon = 0.5 \) and \( 2 \) V cm\(^{-1}\). The theoretical rates shown are obtained by calculating the coupling matrix elements of the Hamiltonian at the curve crossings and using the Golden Rule to obtain the rates. The agreement between the measured and theoretical rates is consistent with our interpretation of the data as decay of a \( nD + nD \) quasi-molecule. Nonadiabatic decay is distinct from other Rydberg pair decay mechanisms and is very general because it occurs for almost every attractive pair state at short enough \( R \). Nonadiabatic decay can be added to Penning ionization [19], molecular blackbody decay [20], excitation transfer [21] and many-body effects [22] as an important experimental consideration.

It is valid to interpret the time-dependent experiment as the impulsive excitation of a pair of \( nD \) atoms, a nonstationary state, with subsequent time evolution. Because the excitation laser’s frequency bandwidth is much larger than the coupling rate to the \((n+2)P\) state, the laser pulse initially excites a wavepacket that has the character of two \( nD \) atoms, a so-called ‘zeroth’ order state (inset of figure 8). The \( nD \) atoms carry the oscillator strength for the excitation. As time progresses and the system is able to evolve under the influence of the atom–atom interactions, the \( nD + nD \) wavepacket propagates in time and \((n+2)P\) products appear on a timescale inversely proportional to the nonadiabatic transition rate. This is the standard picture for nonadiabatic transitions in the time domain, except that here the timescale is \( \sim \mu s \) [15]. This point is illustrated for a Landau–Zener crossing shown in figure 9 for the \( 37D + 37D \) state as an example for the cases of (a) dipole interactions only and (b) both dipole and quadrupole interactions. In figure 9(c), the plots show the \( 37D + 37D \) character and the sum of all \( 39P + nL \), where \( L > 2 \), for the \( 37D + 37D \) (upper plots) and \( 39P + 35K \) (lower plots) potential curves at \( R = 1.75 \mu m \), \( R = 2.0 \mu m \) and \( R = 3.0 \mu m \). We sum the \( 39P + nL \) character to simplify the figure. The atomic characters are obtained by calculating \( |\langle \Psi |nllj''\rangle|^2 \), where \( \Psi \) is the Rydberg pair wavefunction and \( |nllj''\rangle \) is the asymptotic two-atom state. There are qualitative differences in the potential energy curves and characters. Interestingly, the state corresponding to the lower curve is affected more because it is interacting strongly with several other states. The changing character of the states as \( R \) decreases is the result of the interactions between the atoms. As the virtual transitions between a pair state and its strongly coupled neighboring
Figure 8. (a) \(N_{31P}, N_{31PB}\) and \(N_{up}\) populations as a function of time for \(\epsilon = 0.5\) V cm\(^{-1}\). The dashed line is the blackbody radiation transfer population obtained with the rate equation model. The inset depicts the time-dependent picture. The \(nD + nD\) state is a ‘bright’ dipole allowed state, whereas the \((n+2)P + (n-2)l\) state is a ‘dark’ dipole forbidden state. The states are coupled by the interaction \(V_{dd}\). (b) Experimental and theoretical slopes of the \((n+2)P\) population as a function of \(n\) for \(\epsilon = 0.5\) and 2 V cm\(^{-1}\).

states become stronger, more of the character of these atomic states contribute to its electronic wavefunction and the interaction potential changes accordingly, as shown in figure 9.

Our results have interesting implications for an understanding of population transfer in cold Rydberg gases. It is clear that the decay rates can be manipulated with \(\epsilon\) and possess a strong \(n\) dependence. Such dependences are complicated, particularly if there is a combination of low and high electronic orbital angular momentum states involved. States that have strong Stark shifts (high \(l\)) can lead to elaborate multilevel character in the pairwise interactions, as demonstrated. However, we have also shown that it is possible to determine with first-principle calculations the behavior of such states and their interactions. These types of calculations can be used to determine the best states to use for a given experiment. Although we used a rather simple model, more sophisticated dynamical models can be implemented when necessary. For example, a quantum multichannel scattering theory could be used to calculate the probabilities
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Figure 9. (a) Landau–Zener crossing for $^{37}D + ^{37}D$ and $^{39}P + ^{35}K$ calculated without the quadrupole interaction (dipole interaction only). (b) The same Landau–Zener crossing as in (a), but including the quadrupole interaction and the dipole interactions. (c) Series of plots that show the $^{37}D + ^{37}D$ character and the sum of all $^{39}P + nL$ character, where $L > 2$, at different $R$. We sum the $^{39}P + nL$ character to simplify the figure. There are qualitative differences in the potential energy curves and characters. Interestingly, the state corresponding to the lower curve is affected more because it is interacting strongly with several other states.

of a pair of Rydberg atoms changing state and a more exact treatment of the excitation process could be applied. In principle, this approach could give more exact rate constants at the cost of a more difficult calculational procedure. We feel that a more accurate treatment of the excitation process will lead to the biggest changes. However, the uncertainties in current experiments, such as trap densities, probably limit our ability to distinguish a large difference between our simple model and one that is more exact but complicated.

We also recall that pulsed laser experiments can be interpreted in a time-dependent fashion in ultracold Rydberg gases if the excitation bandwidth is larger than the state-to-state couplings.
To our knowledge, it has not been emphasized that for certain parameters, usually associated with continuous wave excitation, the ultracold Rydberg atom pairs show dynamics more familiar in time-resolved experiments in the ultrafast regime. As far as Rydberg atom blockade is concerned, this point implies that it is advantageous for most applications to use blockade in the limit of time-independent states. However, for experiments on ultracold Rydberg gas dynamics, the time-dependent picture may prove to be more useful, since this way the changing electronic character of the atom pair states with $R$ can be straightforwardly interpreted (figure 9).

5. Conclusion

To summarize, we have studied the role of the dc Stark effect in the decay of $nD+nD$ quasi-molecules. The proposed model, using the Landau–Zener method, was able to reproduce qualitatively and quantitatively the experimental results, suggesting that the multilevel character of the interaction cannot be neglected. In particular, at small $R$, quadrupolar interactions cannot be ignored. The dc Stark effect may be used to manipulate pair states and their decay rates. We showed that the rate of decay can change by a factor of 3–4 for a modest change in electric field over a large range of $n$. Pair states with both high and low $l$ components can be particularly sensitive to electric fields and couple strongly to low $l$ pair states. Finally, we have observed a time-dependent effect that suggests that a time-dependent picture may be more appropriate for some ultracold Rydberg atom experiments. This latter point is interesting in its own right because it suggests a way to study the dynamics of cold Rydberg atom interactions and points the way to the study of nonadiabatic molecular dynamics in a regime where measurements can more easily be compared to first-principle calculations, namely $\mu$s timescales. Although some of these conclusions are not new, by comparing our experiment to Landau–Zener calculations, we have aimed to clarify some aspects of the pair dynamics that occur in ultracold Rydberg gases.
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