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Abstract

Problems of the numerical solution of the Cauchy problem for a first-order differential-operator equation are discussed. A fundamental feature of the problem under study is that the equation includes a fractional power of the self-adjoint positive operator. In computational practice, rational approximations of the fractional power operator are widely used in various versions. The purpose of this work is to construct special approximations in time when the transition to a new level in time provided a set of standard problems for the operator and not for the fractional power operator. Stable splitting schemes with weights parameters are proposed for the additive representation of rational approximation for a fractional power operator. Possibilities of using similar time approximations for other problems are noted. The numerical solution of a two-dimensional non-stationary problem with a fractional power of the Laplace operator is also presented.

Keywords: self-adjoint positive operator, fractional powers of the operator, rational approximation, first-order differential-operator equation, splitting scheme

2010 MSC: 26A33, 35R11, 65F60, 65M06
1. Introduction

Applied mathematical models for describing nonlocal processes characterized by the presence of fractional derivatives are actively discussed (see, for example, [1, 2]). Among them, we can single out as the most interesting anomalous diffusion models that are associated with nonlocality in space. The corresponding boundary value problems for equations that include fractional powers of elliptic operators [3] are posed and solved. Non-stationary problems with a fractional power operator require special consideration.

In the approximate solution of standard multidimensional problems, a finite element or finite volume approximation of an elliptic operator is used [4, 5] when we have a sparse matrix $A$. For example, in the spectral definition [6, 7] of the fractional power of the matrix $(A^\alpha$ with $\alpha \in (0, 1))$, we obtain a full matrix. The critical computational complexity is associated with the calculation of the elements of this and inverse matrices. The main efforts to build computational algorithms for solving problems with a fractional power operator are associated with the use of approximations $A^\alpha$ [8], which are more convenient for implementation.

For an approximate solution of spectral space-fractional diffusion problems, various approaches are used [9, 10]. Direct use of the results of the theory of approximation of functions [11] is implemented in the works [12, 13], in which the best uniform rational approximation is developed. Many works (see, for example, [14, 15, 16]) are based on the integral representation (Balakrishnan formula [17]) of an operator’s fractional power using specific quadrature formulas. We also used other integral representations [18]. The solution to a fractional power operator’s problem can be represented as the solution to some auxiliary problems of a larger dimension. For example, in articles [19, 20], a second-order elliptic problem is used [21], and in [22, 23, 24], the Cauchy problem for a pseudo-parabolic equation. In some cases, such approaches, when used in practice, can be interpreted as special variants of rational approximations of a fractional power operator.

In the approximate solution of non-stationary problems for equations with a fractional power operator [26], we focus primarily on the use of unconditionally stable implicit schemes [27]. The problem’s features at a new level in time are conveyed by the operator of fractional diffusion and reaction. Various rational approximations are constructed for these problems ([28, 29, 30]), which are repelled by rational approximations of a fractional power operator. In the article [31], unconditionally stable schemes for problems with a
fractional power operator are based on the regularization of explicit schemes.

This paper considers the Cauchy problem for a first-order evolution equation with a fractional power operator. We are constructing time approximations based on the direct use of rational approximations of a fractional power operator. For the operator of the problem, we have an additive representation with simple pairwise permuting operator terms. Unconditionally stable splitting two-level schemes are constructed when the transition to a new level in time is provided by solving a set of standard problems.

The paper is organized as follows. In Section 2, we consider the Cauchy problem for the first-order evolution equation with a fractional degree of a self-adjoint operator in a finite-dimensional Hilbert space. The problems of computational implementation of conventional two-level schemes are discussed. We discuss the rational approximations of the fractional power operator in Section 3. In Section 4, we build splitting schemes and provide stability conditions. Section 5 is devoted to some more general problems. In Section 6, we formulate a non-stationary boundary value problem for spatial fractional diffusion problems. After finite-difference approximation, we have the Cauchy problem for the first-order evolution equation with a fractional power operator. We present the results of numerical experiments for a test two-dimensional space-fractional diffusion problem. The results of the work are summarized in Section 7.

2. Non-stationary problems with a fractional power operator

Let $H$ be a finite-dimensional Hilbert space. The Cauchy problem for the first-order evolution equation with a fractional power operator is considered:

$$\frac{du}{dt} + A^\alpha u = 0, \quad 0 < t \leq T,$$

$$u(0) = u^0,$$  \hspace{1cm} (1)

when $\alpha \in (0, 1)$.

We will assume that the linear operator $A : H \mapsto H$ is constant (independent of $t$), self-adjoint and positively definite:

$$\frac{d}{dt}A = A\frac{d}{dt}, \quad A = A^* \geq \delta I, \quad \delta > 0,$$  \hspace{1cm} (3)

where $I$ is the identity operator in $H$. We are looking for a solution $u(t)$ of the equation (1) for all $t \in (0, T]$ from $H$ for a given right-hand side of $f(t)$ and initial condition (2).
We arrive at the problem (1)–(3), for example, after discretization with respect to spatial variables in the numerical solution of the initial-boundary value problems of anomalous diffusion. When using finite-difference approximations \[ u \] there is a grid function defined at the nodes of the computational grid. Such an example is discussed by us below in Section 6.

The scalar product for \( u, v \in H \) is \((u, v)\), and the norm is \( \|u\| = (u, u)^{1/2} \).

For a self-adjoint and positive operator \( B \), we define a Hilbert space \( H_B \) with scalar product and norm \((u, v)_B = (Bu, v), \|u\|_B = (u, u)_B^{1/2} \).

For an approximate solution of the problem (1)–(3), one or another difference approximation in time is used. We must inherit the basic properties of the operator-differential problem. In particular, initial data stability is of crucial importance.

Let us present the simplest a priori estimate for solving the problem (1)–(3), which we will be guided by when considering an approximate solution. Taking into account the nonnegativity of \( A^\alpha \), we have

\[
\|u(t)\| \leq \|u^0\|, \quad 0 < t \leq T.
\]

We should have similar estimates of stability with respect to the initial data for an approximate solution.

We introduce a uniform, for simplicity, grid in time with step \( \tau \) and use the notation \( y^n = y(t^n) \), \( t^n = n\tau \), \( n = 0, \ldots, N \), \( N\tau = T \). We have problems finding an approximate solution to non-stationary problems with a fractional power operator at a new level in time, even when using the simplest explicit scheme. In this case

\[
\frac{y^{n+1} - y^n}{\tau} + A^\alpha y^n = 0, \quad n = 0, \ldots, N - 1,
\]

\[
y^0 = u^0.
\]

Thus, we must have an efficient computational algorithm for calculating the values of \( A^\alpha y^n \) at each level in time. The necessary and sufficient condition for the stability of the scheme (3), (5), (6) has \[27, 32\] the form

\[
\tau \leq \frac{2}{\|A\|^\alpha}.
\]

Under these conditions, for an approximate solution, there is a priori estimate

\[
\|y^{n+1}\| \leq \|u^0\|, \quad n = 0, \ldots, N - 1.
\]
Implicit schemes belong to the class of unconditionally stable schemes. For the problem (1), (2) we will use a two-level scheme with the weight $\sigma \in (0, 1]$, when instead of (5) we have the equation

$$\frac{y^{n+1} - y^n}{\tau} + A^\alpha (\sigma y^{n+1} + (1 - \sigma)y^n) = 0, \quad n = 0, \ldots, N - 1.$$  (8)

The difference scheme (3), (8) approximates (1), (2) with sufficient smoothness of the solution $u(t)$ with first order in $\tau$ for $\sigma \neq 0.5$ and with the second — for $\sigma = 0.5$ (Crank-Nicolson scheme). The scheme (3), (6), (8) is unconditionally stable at $\sigma \geq 0.5$.

The solution at a new level in time when applying the scheme (6), (8) is found from the solution of the equation

$$(I + \sigma \tau A^\alpha)y^{n+1} = y^n - (1 - \sigma)\tau A^\alpha y^n.$$  

Thus, we must first calculate the right-hand side, which includes the problematic term with $A^\alpha y^n$, and then (this is the main difficulty) solve the equation with the operator $I + \sigma \tau A^\alpha$.

The computational implementation of the scheme (6), (8) for $\sigma > 0$ can be simplified. We introduce a new value

$$y^{n+\sigma} = \sigma y^{n+1} + (1 - \sigma)y^n,$$

then equation (8) can be conveniently written in the form

$$\frac{y^{n+\sigma} - y^n}{\sigma \tau} + A^\alpha y^{n+\sigma} = 0, \quad n = 0, \ldots, N - 1.$$  

Because of this, we can first find $y^{n+\sigma}$ from

$$(I + \sigma \tau A^\alpha)y^{n+\sigma} = y^n,$$

and then

$$y^{n+1} = \frac{1}{\sigma}(y^{n+\sigma} - (1 - \sigma)y^n).$$

Therefore, we don’t need to calculate $A^\alpha y^n$.

At present, computational algorithms for solving stationary problems with a fractional power operator based on one or another approximation $A^{-\alpha}$ are well developed. Our natural desire is to use these results in the approximate solution of non-stationary problems directly, without explicitly constructing one or another approximation for $(I + \sigma \tau A^\alpha)^{-1}$.
3. Rational approximation for fractional powers of the operator

We focus on using approximations

\[ A^{-\alpha} \approx R_m(A; \alpha), \]  

(9)

when the problem with \( R_m(A; \alpha) \) is more computationally acceptable. At present, in computational practice, the most widely used approaches are a rational approximation. In this case, for \( R_m(A; \alpha) \) the representation

\[ R_m(A; \alpha) = \sum_{i=1}^{m} a_i(\alpha) (b_i(\alpha)I + A)^{-1}, \]  

(10)

is used.

The variety of approximation options (10) (see for example [12, 15, 16, 18]) is associated with the choice of coefficients \( a_i(\alpha), b_i(\alpha), i = 1, \ldots, m \). For example, when using the integral representation

\[ A^{-\alpha} = \frac{\sin(\alpha \pi)}{\pi} \int_{0}^{\infty} \theta^{-\alpha}(A + \theta I)^{-1} d\theta. \]  

(11)

the coefficients are associated with the nodes and weights of the used quadrature formula. The main requirement for the choice of coefficients in the representation (10) is that they are positive:

\[ a_i(\alpha) > 0, \quad b_i(\alpha) > 0, \quad i = 1, \ldots, m. \]

Under these conditions, for the approximating operator, we have

\[ R_m(A; \alpha) = R_m^*(A; \alpha) > 0, \quad R_m(A; \alpha)A = AR_m^*(A; \alpha). \]  

(12)

When solving non-stationary problems, we pass from the original equation (1) to some other one. Two possibilities can be distinguished for applying approximation (9).

In article [33], instead of (1), we use (first opportunity) the equation

\[ A^{-\alpha} \frac{du}{dt} + u = 0, \quad 0 < t \leq T. \]

An approximate solution \( v(t) \) is found from the solution of the Cauchy problem

\[ R_m(A; \alpha) \frac{dv}{dt} + v = 0, \quad 0 < t \leq T, \]  

(13)
\[ \frac{dv}{dt} + R_m(A; \beta)Av = 0, \quad 0 < t \leq T. \]  

Under the conditions (12) for solving problems (13), (14) and (14), (15) a priori estimate 
\[ \|v(t)\| \leq \|u^0\|, \quad 0 < t \leq T, \]  
is valid. It is similar to the estimate (4) for solution of the original problem \((1)-(3)\).

4. Splitting scheme

The transition to a new level in time for the problem (14), (15) is based on using the equation 
\[ \frac{dv}{dt} + Dv = 0, \quad t^n < t \leq t^{n+1}, \]  
wherein 
\[ D = R_m(A; \beta)A, \quad \beta = 1 - \alpha. \]  
Taking into account (10), the operator \(D\) satisfies the additive representation 
\[ D = \sum_{i=1}^{m} D_i, \quad D_i = a_i(\beta)(b_i(\beta)I + A)^{-1}A, \quad i = 1, \ldots, m. \]  
For individual operator terms in (18) we have 
\[ D_i = D_i^* > 0, \quad D_iD_j = D_jD_i, \quad i, j = 1, \ldots, m. \]
We represent the solution of equation (17) in the form

\[ v^{n+1} = S v^n, \quad S = \exp(-\tau D). \]

For the operator of transition from one level in time to another, taking into account (18), (19), we obtain the following multiplicative representation

\[ S = \prod_{i=1}^{m} S_i, \quad S_i = \exp(-\tau D_i), \quad i = 1, \ldots, m. \]

Because of this, the solution to equation (17) can be represented as a solution to the sequence of problems:

\[ \frac{dv_i}{dt} + D_i v_i = 0, \quad t^n < t \leq t^{n+1}, \]

\[ v_i(t^n) = \begin{cases} v(t^n), & i = 1, \\ v_{i-1}(t^{n+1}), & i = 2, \ldots, m, \end{cases} \]

\[ v(t^{n+1}) = v_m(t^{n+1}). \]

We emphasize that the system of equations (19) gives an exact solution to equation (17) at times \( t^n, n = 1, \ldots, N. \)

Approximation of (20) (using the notation \( w^{n+i/m} \approx v_i(t^{n+1}), i = 1, \ldots, m \)) by a two-level scheme leads us to the difference scheme of componentwise splitting [34, 35]

\[ \frac{w^{n+i/m} - w^{n+(i-1)/m}}{\tau} + D_i (\sigma w^{n+i/m} + (1 - \sigma) w^{n+i-1/m}) = 0, \]

\[ i = 1, \ldots, m, \quad n = 0, \ldots, N - 1, \]

when setting the initial condition

\[ w^0 = u^0. \]

**Theorem 1.** The additive operator-difference scheme (18), (19), (21), (22) is unconditionally stable for \( \sigma \geq 0.5 \) and for an approximate solution the a priori estimate

\[ \|w^{n+1}\| \leq \|u^0\|, \quad n = 0, \ldots, N - 1, \]

is valid.
PROOF. Taking into account the relations

\[ w^{n+i}/m = \sigma w^{n+i}/m + (1 - \sigma)w^{n+i-1}/m, \]

\[ w^{n+i}/m = \left( \sigma - \frac{1}{2} \right) \left( w^{n+i}/m - w^{n+i-1}/m \right) + \frac{w^{n+i}/m + w^{n+i-1}/m}{2}, \]

we multiply equation (21) scalarly by $2\tau w^{n+i-\sigma}/m$. For the first term (21) we have

\[ \left( \frac{w^{n+i}/m - w^{n+i-1}/m}{\tau}, w^{n+i-\sigma}/m \right) = (2\sigma - 1)\|w^{n+i}/m - w^{n+i-1}/m\|^2 + \|w^{n+i}/m\|^2 + \|w^{n+i-1}/m\|^2. \]

Taking into account the positivity of individual positive operators $D_i$, $i = 1, \ldots, m$, for $\sigma \geq 0.5$, the estimates

\[ \|w^{n+i}/m\| \leq \|w^{n+i-1}/m\|, \quad i = 1, \ldots, m, \]

hold. Thus, we obtain the inequality

\[ \|w^{n+1}\| \leq \|w^n\|, \]

from which the proved estimate (23) follows.

The estimate (23) is consistent with the estimate (16) for problem (11), (2). The proposed splitting scheme (21) approximates the system of equations (20) with an error $O(\tau^2 + (\sigma - 0.5)\tau)$ for sufficiently smooth solutions $v_i(t), \quad i = 1, \ldots, m$. The study of the estimate of the rate of convergence of the approximate solution to the exact one is carried out in the usual way based on the corresponding estimates of stability on the right-hand side \[27, 32\].

When using the splitting scheme, the solution at a new level in time is determined from equations

\[ (b_i(\beta)I + (1 + a_i(\beta)\sigma\tau)A)w^{n+i}/m = \chi^{n+(i-1)/m}, \quad i = 1, \ldots, m, \]

for given right-hand sides

\[ \chi^{n+(i-1)/m} = (b_i(\beta)I + (1 - a_i(\beta)(1 - \sigma)\tau)A)w^{n+(i-1)/m}, \quad i = 1, \ldots, m. \]

The transition to a new level in time is provided by solving $m$ standard problems with the operator $A + cI$, $c = \text{const} > 0$. 

5. Generalizations

The key feature of the operator-differential equation (17), (18) is connected with the pairwise commutativity (see (19)) of the operator terms \( D_i \), \( i = 1 \ldots, m \). The consequence of this property is that the sequence of solutions to equations (20) gives us an exact solution. The difference approximations for individual equations can be constructed independently of each other. Let us note some possibilities for constructing splitting schemes for more general problems.

An example of an equation more general than (1) is

\[
B \frac{du}{dt} + A^\alpha u = 0, \quad 0 < t \leq T,
\]

with a constant positive and self-adjoint operator \( B \) that does not commute with \( A \). When using finite element approximation in space, we associate the matrix mass with the operator \( B \).

In an approximate solution of the problem (2), (24), instead of (17), we consider the equation

\[
B \frac{dv}{dt} + Dv = 0, \quad t^n < t \leq t^{n+1}.
\]

We can go to the equation

\[
\frac{d\tilde{v}}{dt} + \tilde{D}\tilde{v} = 0, \quad t^n < t \leq t^{n+1},
\]

for the new unknown \( \tilde{v}(t) = B^{1/2}v \) with the operator

\[
\tilde{D} = \sum_{i=1}^{m} \tilde{D}_i, \quad \tilde{D}_i = B^{-1/2} D_i B^{-1/2}, \quad i = 1, \ldots, m.
\]

The self-adjointness and positivity properties of the operators \( \tilde{D}_i \), \( i = 1, \ldots, m \), are preserved, but pairwise permutability does not take place.

Under these more general conditions, we can use different splitting schemes for multicomponent splitting [35]: component-wise splitting schemes, regularized splitting schemes, vector schemes. A direct analogue of the scheme (21), (22) for equation (25) will be the splitting scheme when

\[
B \frac{w^{n+i/m} - w^{n+(i-1)/m}}{\tau} + D_i(\sigma w^{n+i/m} + (1 - \sigma)w^{n+(i-1)/m}) = 0, \quad i = 1, \ldots, m, \quad n = 0, \ldots, N - 1.
\]

Similarly to Theorem II we formulate stability conditions.
Theorem 2. For \( B = B^* > 0 \) and \( \sigma \geq 0.5 \), the splitting scheme (18), (19), (22), (26) is stable and the solution satisfies the estimate

\[
\|w^{n+1}\|_B \leq \|u^0\|_B, \quad n = 0, \ldots, N - 1.
\] (27)

Note that the accuracy of this scheme is of the first-order in \( \tau \) for all \( \sigma \) and depends on the commutators of the operators \( \tilde{D}_i \) and \( \tilde{D}_j, i, j = 1, \ldots, m \). An increase in accuracy to the second-order is achieved [35] by choosing \( \sigma = 0.5 \) and organizing calculations according to the rule (Fryazinov-Strang symmetrization)

\[ D_1 \to D_2 \to \cdots \to D_m \to D_m \to \cdots \to D_2 \to D_1. \]

The computational implementation of the splitting scheme (26) is based on solving the equations

\[
((b_i(\beta)I + A)B + a_i(\beta)\sigma \tau A)w^{n+i/m} = \chi^n + (i-1)/m, \quad i = 1, \ldots, m,
\]

with the corresponding right-hand sides. The problem at a new level in time can be difficult due to the presence of the term \( AB \). In particular, owing to the operators’ non-commutation \( A \) and \( B \), the operator \( AB \) is non-self-adjoint.

To simplify the computational work, we will build a modification of the scheme (26). We will assume that the operator \( B \) is positive definite:

\[
B = B^* \geq \gamma I, \quad \gamma = \text{const} > 0.
\] (28)

We will construct additive regularized schemes [35].

As the generating (primary) scheme, we will use the explicit scheme

\[
B \frac{w^{n+i/m} - w^{n+(i-1)/m}}{\tau} + D_i w^{n+(i-1)/m} = 0,
\]

\[ i = 1, \ldots, m, \quad n = 0, \ldots, N - 1. \]

The unconditionally stable scheme is associated with the perturbation of the operators

\[ D_i \to R_i, \quad R_i = D_i + O(\tau), \quad i = 1, \ldots, m. \]

In a regularized scheme

\[
B \frac{w^{n+i/m} - w^{n+(i-1)/m}}{\tau} + R_i w^{n+(i-1)/m} = 0,
\]

\[ i = 1, \ldots, m, \quad n = 0, \ldots, N - 1, \] (29)
for the operators $R_i$, $i = 1, \ldots, m$, put

$$R_i = a_i(\beta)(b_i(\beta)I + A + \sigma\tau a_i(\beta)A)^{-1}A, \quad i = 1, \ldots, m,$$  

with some perturbation parameter $\sigma = \text{const} > 0$.

The stability of this scheme is established on the basis of the following auxiliary statement.

**Lemma 3.** Let in the scheme

$$B\frac{y^{n+1} - y^n}{\tau} + Qy^n = 0, \quad n = 0, \ldots, N - 1,$$  

the operators $B$ and $Q$ are constant, and

$$B = B^* > 0, \quad Q = Q^* \geq 0.$$

Then at

$$B \geq \frac{\tau}{2}Q,$$  

the scheme (30), (31) is stable in $H_B$.

**Proof.** Taking into account the relations

$$y^n = \frac{1}{2}(y^{n+1} + y^n) - \frac{1}{2}(y^{n+1} - y^n),$$

$$y^{n+1} = \frac{1}{2}(y^{n+1} + y^n) + \frac{1}{2}(y^{n+1} - y^n),$$

multiply equation (31) scalarly by $2\tau y^{n+1}$. Given (32), we have

$$\left(B\frac{y^{n+1} - y^n}{\tau}, 2\tau y^{n+1}\right) = \|y^{n+1}\|_B^2 - \|y^n\|_B^2 + (B(y^{n+1} - y^n), y^{n+1} - y^n),$$

$$Qy^n, y^{n+1}) = \frac{\tau}{2}(Q(y^{n+1} + y^n), y^{n+1} + y^n)$$

$$- \frac{\tau}{2}(Q(y^{n+1} - y^n), y^{n+1} - y^n).$$

Adding these equalities, we get

$$\|y^{n+1}\|_B^2 - \|y^n\|_B^2 + \left(\left(B - \frac{\tau}{2}Q\right)(y^{n+1} - y^n), y^{n+1} - y^n\right)$$

$$+ \frac{\tau}{2}(Q(y^{n+1} + y^n), y^{n+1} + y^n) = 0.$$
Taking into account the nonnegativity of $Q$, under the inequality \((32)\), we will come to an estimate
\[
\|y^{n+1}\|_B \leq \|y^n\|_B,
\]
from which the stability of the scheme \((31)\) in $H_B$ follows.

**Theorem 4.** The splitting scheme \((22)\), \((28)\)–\((30)\) is stable for $2\gamma\sigma \geq 1$, and the solution satisfies the estimate \((27)\).

**Proof.** Taking into account lemma \(3\), it suffices to check the inequality \((32)\), which for \((29)\), \((30)\) takes the form
\[
B \geq \frac{\tau}{2}a_i(\beta)(b_i(\beta)I + A + \sigma\tau a_i(\beta)A)^{-1}A, \quad i = 1, \ldots, m.
\]
For the left side, the inequality \((27)\) is used, and for the right side —
\[
\frac{\tau}{2}a_i(\beta)(b_i(\beta)I + A + \sigma\tau a_i(\beta)A)^{-1}A < \frac{1}{2\sigma}I, \quad i = 1, \ldots, m.
\]
Thus, if the parameter $\sigma$ is specified so that $2\gamma\sigma \geq 1$, the stability of the splitting scheme \((29)\), \((30)\) is ensured.

Splitting schemes for a differential-operator equation
\[
B \frac{du}{dt} + A^\alpha u + Cu = f(t), \quad 0 < t \leq T,
\]
with the operator $C \geq 0$ and the given right-hand side $f(t)$ are constructed similarly.

**6. Numerical experiments**

As the test is considered two-dimensional problem in a square
\[
\Omega = \{x \mid x = (x_1, x_2), \quad 0 < x_k < 1, \quad k = 1, 2\}.
\]
We are looking for a solution $u(x, t)$ of the equation with a fractional power of the Laplace operator:
\[
\frac{\partial u}{\partial t} + (-\Delta)^\alpha u = 0, \quad x \in \Omega, \quad 0 < t \leq T.
\]
The boundary and initial conditions are

\[ u(x, t) = 0, \quad x \in \Omega, \quad 0 < t \leq T, \]

\[ u(x, 0) = u^0(x), \quad x \in \Omega. \]

In the domain \( \Omega \), we introduce a uniform grid

\[ \omega = \{ x | x = (x_1, x_2), \quad x_k = i_k h_k, \quad i_k = 0, 1, ..., N_k, \quad N_k h_k = 1, \ k = 1, 2 \}, \]

where \( \omega = \omega \cup \partial \omega \) and \( \omega \) is the set of interior nodes, whereas \( \partial \omega \) is the set of boundary nodes of the grid. For grid functions \( u(x) \) such that \( u(x) = 0, \ x \notin \omega \), we define the Hilbert space \( H = L_2(\omega) \), where the scalar product and the norm are specified as follows:

\[ (u, w) = \sum_{x \in \omega} u(x)w(x)h_1h_2, \quad \| v \| = (v, v)^{1/2}. \]

After approximation in space, we get the problem (1)–(3). For \( u(x) = 0, \ x \notin \omega \), we take the Laplace grid operator \( A \) in the form

\[ Au = -\frac{1}{h_1^2}(u(x_1 + h_1, h_2) - 2u(x_1) - u(x_1 - h_1, h_2)) \]

\[ -\frac{1}{h_2^2}(u(x_1, x_2 + h_2) - 2u(x_1) - u(x_1, x_2 - h_2)), \quad x \in \omega. \]

For problems with sufficiently smooth solution, it approximates the differential operator with the truncation error \( O(|h|^2), \ |h|^2 = h_1^2 + h_2^2 \). For constant \( \delta \) in (3) we have (see, for example, [27, 36])

\[ \delta = \sum_{k=1}^{2} \frac{A}{h_k^2} \sin^2 \frac{\pi}{2N_k}. \]

We performed computational experiments for a model problem with the initial condition

\[ u^0(x) = 100x_1^2(1 - x_1)x_2^2(1 - x_2) \]

for \( T = 0.1 \) and space grid \( N_1 = N_2 = 256 \). The exact solution to the problem (1), (2) with a value of \( \alpha = 0.5 \) is shown in Fig.\( \text{I} \). The influence of \( \alpha \) can be seen in Fig.\( \text{II} \).
We can do a rational approximation of $A^{-\beta}$ on the basis of the integral representation (11). We will use Gauss quadrature formulas similarly to [30]. We introduce (see [14]) a new variable of integration $\eta$ by the relation

$$\theta = \frac{1 - \eta}{1 + \eta}, \quad \mu > 0.$$  

From (11), we have

$$A^{-\beta} = \frac{2\mu^{1-\beta} \sin(\pi \beta)}{\pi} \int_{-1}^{1} (1-\eta)^{-\beta}(1+\eta)^{\beta-1}(\mu(1-\eta)I+(1+\eta)A)^{-1} d\eta. \quad (33)$$

We use the Gauss-Jacobi quadrature formula [37] with the weight $(1-\eta)^{\tilde{\alpha}}(1+\eta)^{\tilde{\beta}}$:

$$\int_{-1}^{1} f(t)(1-\eta)^{\tilde{\alpha}}(1+\eta)^{\tilde{\beta}} d\eta \approx \sum_{i=1}^{m} v_i f(\eta_i), \quad \alpha, \beta > -1.$$  

Here $\eta_1, \ldots, \eta_m$ are the roots of the Jacobi polynomial $J_m(\eta; \tilde{\alpha}, \tilde{\beta})$ of degree $m$ and $v_1, \ldots, v_M$ are weights:

$$v_i = -\frac{2m + \tilde{\alpha} + \tilde{\beta} + 2 \Gamma(m + \tilde{\alpha} + 1)\Gamma(m + \tilde{\beta} + 1)}{m + \tilde{\alpha} + \tilde{\beta} + 1 \Gamma(m + \tilde{\alpha} + \tilde{\beta} + 1)(m + 1)!} \times \frac{2\tilde{\alpha} + \tilde{\beta}}{J'_m(\eta_i; \tilde{\alpha}, \tilde{\beta})J_{m+1}(\eta_i; \tilde{\alpha}, \tilde{\beta})} > 0,$$  
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where $\Gamma$ denotes the gamma function. Thus, for $R_m(A; \beta)$, we get

$$\hat{a} = -\beta, \quad \hat{\beta} = \beta - 1, \quad a_i = \frac{2\mu^{1-\beta} \sin(\pi \beta)}{\pi} \frac{v_i}{1 + \eta_i}, \quad b_i = \mu \frac{1 - \eta_i}{1 + \eta_i}.$$ 

For parameter transformation $\mu \geq \delta$, we set $\mu = 4$.

The accuracy of the rational approximation used will be illustrated by the results of solving the stationary problem

$$A^\alpha v = \varphi,$$  \hspace{1cm} (34)

when the right-hand side is specified on the computational grid $\omega$ by the relation

$$\varphi(x) = x_1, x_2, \quad x \in \omega.$$ 

The exact solution for different values of the parameter $\alpha$ is shown in Fig.3.

Error estimation for an approximate solution $\tilde{v}$ is performed in $L_2(\omega)$ and $L_\infty(\omega)$:

$$\varepsilon_2 = \frac{||\tilde{v}(x) - v(x)||}{||v(x)||}, \quad \varepsilon_\infty = \frac{||\tilde{v}(x) - v(x)||_\infty}{||v(x)||_\infty}, \quad ||v(x)||_\infty = \max_{x \in \omega} |v(x)|.$$ 

We should pay the greatest attention to the dependence of the accuracy of the approximate solution on the number of nodes of the quadrature formula. As the data from Table 1 show, we can get high accuracy only with a very large number of integration nodes.

Let us illustrate the possibility of a significant increase in accuracy by using other rational approximations of the fractional power of the operator. The article [18] uses a new integral representation, the advantages of which are (i) we integrate on a finite interval, (ii) we avoid the singularity of the integrand, (iii) and we control the smoothness of the integrand by choosing
Table 1: Accuracy for the stationary problem: formula (33).

| α  | error  | m = 50         | m = 100         | m = 200         |
|----|--------|----------------|----------------|----------------|
| 0.25 | ε_2    | 7.078046e-03  | 1.903738e-03   | 2.231284e-04   |
|     | ε_∞    | 9.264885e-02  | 3.370878e-02   | 4.947108e-03   |
| 0.5 | ε_2    | 1.057186e-03  | 2.550164e-04   | 3.030576e-05   |
|     | ε_∞    | 1.142293e-02  | 4.200140e-03   | 6.576673e-04   |
| 0.75 | ε_2    | 1.047861e-04  | 2.028716e-05   | 2.169714e-06   |
|     | ε_∞    | 9.453449e-04  | 3.028348e-04   | 4.497895e-05   |

the parameter of the integral representation. Instead of (33), we will use the integral representation

\[ A^{-\beta} = \frac{\sin(\pi \beta)}{(1 - \beta)\pi} \int_0^1 (1 - \eta)^{\kappa-1} \left( 1 + \left( \frac{1 - \beta}{\beta} - 1 \right) \eta \right) \left( \eta^{\frac{1}{\kappa+1}} I + (1 - \eta)^{\frac{1}{\kappa}} A \right)^{-1} d\eta, \]

with the parameter \( \kappa > 1 \).

We use Simpson’s quadrature formula [37] to approximate \( A^{-\beta} \). The unit interval \([0, 1]\) is divided on \( m \) equal parts and the nodes \( \eta_i = (i - 1)/m, \ i = 1, \ldots, m \) of the quadrature formula are determined, for \( \eta = 1 \) integrand vanishes. With this in mind, we define the operators

\[ A_i = d_i (b_i I + A)^{-1}, \]

\[ d_i = \frac{\sin(\pi \beta)}{(1 - \beta)\pi} (1 - \eta_i)^{\kappa-1} \left( 1 + \left( \frac{1 - \beta}{\beta} - 1 \right) \eta_i \right), \]

\[ b_i = \eta_i^{\frac{1}{\kappa}} (1 - \eta_i)^{-\frac{1}{\kappa}}, \quad i = 1, \ldots, m. \]

Using Simpson’s formula for the coefficients \( a_i, \ i = 1, \ldots, m \) in \( R_m(A; \beta) \) we get

\[ a_1 = \frac{1}{3m} d_1, \ a_2 = \frac{4}{3m} d_2, \ a_3 = \frac{2}{3m} d_3, \ldots, \ a_{m-1} = \frac{2}{3m} d_{m-1}, \ a_m = \frac{4}{3m} d_m. \]

The results of using such a rational approximation with \( \kappa = 5 \) for an approximate solution of the problem (34) are presented in Table 2. Comparison with Table 1 shows that the use of rational approximations based on the integral representation (35) allows obtaining a solution with much higher accuracy than on the basis of the integral representation (33). We use this variant of the approximating operator \( R_m(A; \beta) \) to solve non-stationary problems.
The accuracy of the solution to the non-stationary problem is estimated by the absolute discrepancy at individual points in time:
\[
\varepsilon_2(t^n) = \|u(x, t^n) - w^n(x)\|, \quad \varepsilon_\infty(t^n) = \|u(x, t^n) - w^n(x)\|_\infty,
\]
where \( n = 0, \ldots, N \).

For the initial condition, we have
\[
\|u^0(x)\| \approx 0.95238095, \quad \|u^0(x)\|_\infty \approx 2.19473708.
\]

The dependence of the accuracy on the \( \alpha \) parameter when using different time grids is shown in Figs.4–6. The calculations were performed using the Simpson quadrature formula when dividing into \( m = 50 \) intervals. When using the scheme (20), (21) with \( \sigma = 1 \) convergence with the first order in \( \tau \) is observed. The splitting scheme with \( \sigma = 0.5 \) has a much higher accuracy. In this case, the error in the rational approximation of the operator \( A^{-\beta} \) is clearly manifested. An illustration is Fig.7 which shows the results of solving the problem with \( \alpha = 0.25 \) using a more accurate approximation with \( m = 100 \).

When solving multidimensional non-stationary problems for partial differential equations, we match the required accuracy of the approximate solution with discretization in space and time. When considering problems with fractional powers of operators, it is necessary to take into account the error in approximating fractional powers of an operator.

7. Conclusions

1. We consider the Cauchy problem for a first-order evolution equation with a fractional power of the operator. Such nonlocal mathematical models are used to simulate phenomena and processes of various natures, and they are actively discussed in the literature.
Figure 4: Accuracy for the non-stationary problem: $\alpha = 0.25$, $m = 50$, $\sigma = 1$ (top) and $\sigma = 0.5$ (bottom).

Figure 5: Accuracy for the non-stationary problem: $\alpha = 0.5$, $m = 50$, $\sigma = 1$ (top) and $\sigma = 0.5$ (bottom).
Figure 6: Accuracy for the non-stationary problem: $\alpha = 0.75, m = 50, \sigma = 1$ (top) and $\sigma = 0.5$ (bottom).

Figure 7: Accuracy for the non-stationary problem: $\alpha = 0.25, m = 100, \sigma = 1$ (top) and $\sigma = 0.5$ (bottom).
2. The approach with rational approximation of the fractional power of an operator in various versions is widely used. In particular, in many works, the rational approximation is based on one or another integral representation of the fractional power operator. We construct an additive representation of the problem operator in the study of non-stationary problems.

3. Two-level additive operator-difference schemes are proposed and investigated for a first-order evolution equation with a fractional power operator. When using rational approximation, the transition to a new level in time is realized by the sequential solution of standard evolutionary problems.

4. Problems with an operator at the derivative in evolutionary equations of the first order are distinguished among more complex problems with a fractional power of the operator. We construct unconditionally stable splitting schemes based on the perturbation of individual operator terms in rational approximation by a fractional power of the operator.

5. We demonstrate the capabilities of the proposed splitting schemes for the numerical solution of a model two-dimensional problem in a rectangle with a fractional power of the Laplace operator. We use conventional finite-difference approximations in space and two-level weighted schemes with time approximations. We construct rational approximations based on the integral representation of the fractional power of the operator, which we proposed earlier.
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