Low field nano-NMR via three-level system control
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Conventional control strategies for NV centers in quantum sensing are based on a two-level model of their triplet ground state. However, this approach fails in regimes of weak bias magnetic fields or strong microwave pulses, as we demonstrate. To overcome this limitation, we propose a novel control sequence that exploits all three levels by addressing a hidden Raman configuration with microwave pulses tuned to the zero-field transition. We report excellent performance in typical dynamical decoupling sequences, opening up the possibility for nano-NMR operation in low-field environments.

Paramagnetic defects in diamonds feature prominently in magnetometry oriented quantum sensing. The most widely used of these defects is the negatively charged electronic spin of a nitrogen-vacancy center (NV) [1–3], whose ground state can be described in terms of a spin-1 triplet endowed with a surprisingly long coherence time even at ambient conditions [4–7]. Its unique properties make the NV center a remarkable sensor of the minute magnetic fields created by nano-sized samples [8–13]. The NV has positioned itself as the leader in the race to achieve the ultimate nuclear magnetic resonance (NMR) spectrometer, in which a spin probe measures the magnetic field created by a distant single spin [14–17]. As well, a superior ability to measure other physical magnitudes such as temperature or electric fields has been demonstrated [18, 19]. The success of NV centers as quantum sensors is based on the ability to control the spin probe and extend the duration of its coherence beyond the correlation time of the measured oscillating signal.

Typically, the NV center is considered as a two level system (2LS) thanks to the Zeeman splitting of the |±1⟩ levels that is introduced by means of a bias magnetic field aligned with the NV axis. Most control protocols involve dynamical decoupling (DD) sequences of microwave pulses resonant with the |0⟩ ↔ |−1⟩ transition [20–34], as indicated by the red arrow in Fig.1a. These protocols conventionally make use of the assumption that pulses are negligibly short (impulsive limit). This actually poses a problem since, in order to conserve the pulse area, the intensity must compensate for the reduced duration. When the intensity becomes comparable to the Zeeman splitting, the 2LS approximation fails [35], resulting in a degradation of coherence time and sensitivity. Nevertheless, working in the regime of very low Zeeman splitting (≤ 20G) becomes necessary for ultra-low field detection or environment quantum control [17, 36–41].

In this Letter, we propose an alternative route to high precision low-field quantum sensing through three-level system (3LS) techniques [42, 43]. Rather than struggling with the 2LS approximation we utilize a different DD frequency which equally addresses all of the NV ground spin triplet states, as depicted in Fig.1. This allows high precision measurements at low Zeeman splitting or, equivalently, permits the use of high-power pulses, consequently providing a much wider sensitivity range. Previous works involving the |+1⟩ spin state have already demonstrated a fourfold enhanced sensitivity thanks to the double quantum transition |−1⟩ ↔ |+1⟩ [37, 44–46]. However, these proposals still rely, just as conventional methods, on the 2LS approximation, which brings back the problem of state overlap at low bias field. Instead, by addressing both |±1⟩ states with the same pulse, our proposal manages accurate 3LS control with stark robustness to pulse errors, thus providing high fidelity in a regime so far lacking appropriate control protocols.

Moreover, we tackle the effect of the finite length T of the pulses. This has previously been considered in the context of DD sequences, demonstrating that the finite temporal width of the pulses is crucial to calculate the optimal phase acquisition time and to match the spin precession with the signal frequency [47, 48]. Nonetheless, these approaches focus on 2LSs and assume complete suppression of the signal whenever the pulse is acting, ignoring that some phase is indeed gathered during that time. Instead, we provide an improved analytical approach and full numerical calculations.

The combination of a Raman control strategy [42] for NV centers together with the consideration of finite duration of pulses opens up the possibility of highly precise weak measurements in low field nano-scale NMR.

Conventional control strategy — We consider an NV center under the effect of an external, bias magnetic field in the z direction \( \mathbf{B} = (0, 0, B) \) and controlled with a microwave field of frequency \( \nu \). The corresponding Hamiltonian is

\[
H(\nu) = D S_z^2 + \mu B S_z + \Omega \cos \nu t S_z,
\]  

(1)
Due to the existence of a matrix element $\langle 0 | S_z | +1 \rangle$, the 2LS approximation remains valid only as long as transitions to the state $| +1 \rangle$ can be neglected, either because the bias field $B$ sets it sufficiently apart or because the microwave intensity $\Omega$ is weak enough. Beyond this regime, pulse control becomes imprecise and fails to perform the expected task, as illustrated in Fig.1b for the case of a $\pi/2$-pulse of duration $T = \pi/(\sqrt{2}\bar{\Omega})$. Here, we represent the fidelity of the target state $\langle -1 + i | 0 \rangle / \sqrt{2}$ as a function of the dimensionless product $T\mu_B$. The target state becomes depleted by off-resonant excitation to $| +1 \rangle$ either as the Zeeman splitting is reduced or as the pulse intensity increases. Therefore, the ideal of the impulsive limit is actually not desirable in this context and it is always necessary to resort to finite pulse lengths.

**Proposed control strategy** — In order to avoid the detrimental effect illustrated in Fig.1b, we propose the effective Raman control (NV-ERC) strategy, which involves both the $| -1 \rangle$ and $| +1 \rangle$ states by setting the microwave frequency rather to $\nu = D$ (blue coupling in Fig.1a). In the absence of noise sources, a coherent superposition with fidelity 1 is possible at this spectral position even in the limit of high intensity pulses or small Zeeman splitting (for the effect of MW source noise see supplementary material [49]). This is due to the hidden effective Raman coupling

$$\hat{H}(D) \simeq \left( \mu B | - \rangle + \frac{\Omega}{\sqrt{2}} | 0 \rangle \right) \langle + | H.c.,$$

revealed by the basis $| \pm \rangle = (| +1 \rangle \pm | -1 \rangle) / \sqrt{2}$ (see Fig.1c). This Hamiltonian produces Rabi oscillations of frequency $\Omega = \sqrt{\mu^2 B^2 + \Omega^2 / 4}$ and period $\bar{T} = 2\pi / \Omega$ between states $| + \rangle$ and $(\mu B | - \rangle + \frac{\Omega}{\sqrt{2}} | 0 \rangle) / \Omega$.

With this structure, it is possible to improve the two types of pulses required in most DD sequences. For the population to coherence map (commonly a $\pi/2$-pulse of length $T$), we introduce the notion of a pulse of strength $\Omega \geq 2\mu_B$ applied for a time

$$\bar{T}' = \arccos \left( \frac{4\mu^2 B^2}{\Omega^2} \right),$$

which transforms $| 0 \rangle$ into $| \phi \rangle = (| -1 \rangle - \exp(i\phi) | +1 \rangle) / \sqrt{2}$ with $\cos \phi = \frac{4\mu^2 B^2}{\Omega^2} - 1$. The opposite transformation $| \phi \rangle \rightarrow | 0 \rangle$ is achieved in the time remaining off the Rabi period $\bar{T}'' = \bar{T} - \bar{T}'$. Unlike the pulses discussed above, these remain exact for increasing $\Omega$.

The Bloch sphere rotation (usually a $\pi$-pulse of length $2T$) is implemented by a $2\pi$-pulse with $\Omega \gg \mu B$ of length $T' = 2\sqrt{2}T$, which produces the phase gate $| + \rangle \rightarrow | - \rangle$.

This pulse improves its performance as the impulsive limit is approached, also in stark contrast to the case described above.

**Application in DD sequences** — A schematic representation and comparison of both CC and NV-ERC strate-

---

**Figure 1.** (a) The ground state manifold of the NV is a spin-1 triplet where the $| \pm \rangle$ states are degenerate and separated from the state $| 0 \rangle$ by a zero field splitting of $D = 2.87$GHz. A static magnetic field produces further splitting of the $| \pm \rangle$ states and allows to work with a quasi 2LS, via DD sequences of frequency matching the $| 0 \rangle \rightarrow | -1 \rangle$ gap (red arrow). We propose instead addressing the whole 3LS with a DD frequency $\nu = D$ (blue arrow). (b) Fidelity of state $\langle | -1 + i | 0 \rangle / \sqrt{2}$ after a microwave $\pi/2$ pulse of duration $T$ applied on an NV-center initialized in state $| 0 \rangle$, represented as a function of the dimensionless quantity $T\mu_B$. At small Zeeman splittings or short pulse lengths, poor fidelities are achieved due to off-resonant excitation of the state $| +1 \rangle$. (c) By driving the system at $\nu = D$, an effective Raman coupling is implemented, providing accurate control of the system even at large intensities or low bias fields.

Control of the NV center is usually achieved by setting $\nu = D - \mu B$ (red coupling in Fig.1a). We will refer to this strategy as the conventional control (CC) scheme. At this frequency, the microwave field spectrally addresses the $| 0 \rangle \leftrightarrow | -1 \rangle$ transition, as revealed by the Hamiltonian in the appropriate rotating picture

$$\hat{H}(D - \mu B) \simeq 2\mu_B | +1 \rangle \langle +1 | + \frac{\Omega}{2\sqrt{2}} (| -1 \rangle \langle 0 | + | +1 \rangle \langle 0 | + H.c.) .$$

where $D$ is the zero-field splitting, $\mu$ is the gyromagnetic ratio of electrons, $\Omega$ is the Rabi frequency associated with the microwave drive and $S_j$ is the spin-1 Pauli matrix in the $j$th direction. The dependence of the eigenvalues with the strength of the magnetic field $B$ is depicted in Fig.1a.
gions in the context of a Hahn-echo sequence is illustrated in Fig. 2. Both pulse sequences are represented in Fig. 2b. Additionally, the effects in the state of the 3LS are represented in Fig. 2a for CC and Fig. 2c for NV-ERC. There, coherences between levels are represented by orange Bloch spheres and their corresponding vectors, while residual population is represented by green spheres of varying diameters. Starting with a thermal distribution of population across the three states, a laser pulse firstly initializes the NV at |0⟩. A microwave π/2-pulse of length T (T') then attempts to generate an equal superposition of the two states |0⟩ and |−1⟩ (|+1⟩ and |−1⟩). Unwanted population appears at |+1⟩ in Fig. 2a, whereas this problem is avoided in Fig. 2c. After a free evolution time τ − 2T (τ − T'/2 − T/2), where 2τ is the total time of the sequence, a π-pulse of length 2T (T') is applied to invert the Bloch sphere in the respective 2LS. Following an equal free evolution time, another π/2-pulse of duration T (T'') aims at converting coherences to populations, which are finally measured by a laser pulse (which also re-initializes the NV center). Each microwave pulse in Fig. 2a accumulates additional population in |+1⟩, rendering the sequence increasingly impure.

Ramsey sequence — To compare both strategies, we resort to the concept of the filter function (FF) $F(\omega) = f_{\text{CC}}^2(\omega) + f_\text{NV}^2(\omega)$. For a coherent external field perturbation $B'_c(\omega) = \cos(\omega t)(0, 0, 1)$ [or $B'_\text{NV}(\omega) = \sin(\omega t)(0, 0, 1)$], $f_c(\omega)$ [or $f_\text{NV}(\omega)$] is equivalent to the accumulated phase in the NV [49], allowing us to directly relate analytical calculations of FFs with numerical results of the performance of each control sequence. Let us first consider the simpler case of an ideal Ramsey experiment, which involves an initial π/2-pulse, waiting time and a final π/2-pulse. In the impulsive limit, it features the FF

$$F_R(\omega) = \tau^2 \text{sinc}^2 \left( \frac{\omega T}{2} \right),$$

where $\tau$ is the total duration of the experiment and $\text{sinc}(x) = \sin(x)/x$. As expected, it peaks at vanishing frequency, confirming that this sequence is mostly sensitive to continuous noise. This function also indicates that longer experiments are preferred for two reasons. First, they yield stronger signals as indicated by the factor $\tau^2$. Second, longer experiments have better frequency selectivity as indicated by the sinc-dependency. This is explained by the fact that only perturbations whose periods are longer than $\tau$ can be detected, while the signal associated to faster oscillations averages out.

As discussed above, the impulsive limit $T \to 0$ is not desirable in the context of NV centers. Nevertheless, a finite pulse length $T$ has detrimental effects in the sensitivity of experiments [47, 48]. This can be shown even in the context of an ideal 2LS, where an improved expression incorporating the dependency on $T$ can be derived [49]

$$F_R(\omega, T) = (\tau - T)^2 \text{sinc}^2 \left( \frac{T}{2} \right) \text{sinc}^2 \left( \frac{\omega T - \tau}{2} \right).$$

The prefactor $(\tau - T)^2$ clearly indicates that the strength of the signal is heavily diminished by $T$. Additionally, a slight broadening of the function takes place between the ideal limit $T = 0$ in Eq. 5 and the maximum pulse length possible $T = \tau/2$, where $F_R(\omega, \tau/2) = (\tau/2)^2 \text{sinc}^4(\omega T/4)$, so pulse length also reduces frequency selectivity.

Improving on Eq. 6, we perform a numerical calculation of the remaining ground state population $p_{+,\tau}(\omega, T)$ of a
2LS after a Ramsey sequence of total duration \( \tau \) (including pulse length \( T \)) under the effect of the signal \( B_{r,i}(\omega) \). Using the relation \( f_{r,i} = \arccos(1 - 2p_{r,i}) \) between population and accumulated phase, we can compute the associated numerical FF as shown in Fig.3. The left panel represents the value of the FF for \( \omega = 0 \) as compared to the prediction of Eq.6 \( F_R(0, T) = (\tau - T)^2 \). Signal loss with \( T \) is slightly overestimated by Eq.6, but the trend is confirmed numerically as the most crucial consequence of lengthening the pulse duration. Frequency selectivity is also lost as shown by the slight broadening of the function with \( T \), visible in the main panel.

An analogous numerical simulation has been performed for an NV center modeled by Eq.1 and the results are shown in Fig.4 for CC (left panel) and for NV-ERC (right panel). Accumulated contamination of \(|+1\rangle\) for \( T \mu B \leq 1 \) utterly blurs the signal in the case of CC. Only for \( T \mu B \gg 1 \) a faint Ramsey profile may be recovered. In contrast, NV-ERC strongly features the profile of Eq.5 in the regime where standard operation fails. Additionally, it provides a rather intense signal due to the double quantum separation between the involved states \(|\pm1\rangle\).

**Hahn-echo sequence and beyond** — More complex DD sequences are routinely used in experiment. They amount to the introduction of \( N \) equally spaced \( \pi \)-pulses of length \( 2T \). The case \( N = 1 \), known as the Hahn echo experiment, is illustrated in Fig.2. Following the analysis above, an odd amount \( N = 2n + 1 \) or \( \pi \) pulses produces a FF of the form [49]

\[
F_{2n+1}(\omega, T) = 4 \sin^2 \left( \frac{\omega \tau}{2} \right) \cos^2 \left( \frac{N \omega \tau - T}{2} \right) F_R(\omega, T),
\]

while an even amount \( N = 2n > 0 \) produces

\[
F_{2n}(\omega, T) = 4 \sin^2 \left( \frac{\omega \tau}{2} \right) \sin^2 \left( \frac{N \omega \tau - T}{2} \right) F_R(\omega, T).
\]

The first factor centers the signal around \( \omega = \pi/\tau \), whereas the second one centers it around \( \omega = \pi/(\tau - T) \). The function becomes increasingly peaked around this last value for increasing \( N \). Therefore, in addition to the effects discussed above, the pulse length \( T \) disturbs the value of the addressed frequency. This behavior is reproduced by the numerical calculation for a Hahn-echo sequence on an ideal 2LS [49]. As in Fig.4, the same sequence on an NV center modeled by Eq.1 fails in the region \( T \mu B \leq 1 \), whereas with NV-ERC the Hahn-echo profile is successfully recovered in that regime.

In order to illustrate this effect in the context of experimentally relevant figures of merit, in Fig.5 we estimate the corresponding coherence times \( T_2 \) and sensitivities \( \eta \) [49] for both protocols in the presence of different Lorentzian environments. In the CC case, both coherence time and sensitivity are heavily degraded for small \( T \mu B \), that is, in the presence of either small magnetic field or short, intense pulses. In contrast, the problem is resolved by NV-ERC in its region of applicability.

**Conclusions** — Quantum sensing with arbitrary pre-
cision requires from an ever increasing sophistication of control protocols. Here we have demonstrated that the usual paradigm that considers the NV as a two-level system fails whenever the control pulses are strong or the bias field is low. We solve the problem by exploiting a Raman configuration involving both $|\pm 1\rangle$ states, and demonstrate that with such a control technique it is possible to access the low bias field regime and at the same time recover the ideal of the impulsive limit without degradation of the signal and, consequently, without loss of sensitivity. Performing accurate experiments in this parameter region could be of interest for a number of sensing implementations, such as temperature, strain, or electric field, since it is at low bias field where these magnitudes have the greatest impact. Moreover, low frequency magnetic fields are better detected in such a way. Hence, our protocol represents a crucial extension of the nano-NMR scheme.
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SUPPLEMENTAL INFORMATION

ANALYTICS FOR THE FILTER FUNCTION

The influence that any pulse sequence has on the system can be described through the filter function, defined as $F(\omega) = |f(\omega)|^2 = f_r^2(\omega) + f_i^2(\omega)$, where $f(\omega) = f_r(\omega) + if_i(\omega)$ is the Fourier transform $\mathcal{F}[h(t)]$ of the response function $h(t)$ of the system to a sequence of pulses. We approximate the response function with a piecewise-defined function that aims to reproduce the value of coherence at each moment of time $t$. In the interval time between pulses, $h(t)$ takes alternatively a value of +1 or −1. The effect of the pulses themselves is described through linear ramps connecting these values. Pulses have a temporal duration of $T$ for the Ramsey sequence which comprises only two $\pi$ pulses that begin and end the dynamical decoupling sequence, and $2T$ for the $\pi$ pulses in between (see Fig.2 in the main manuscript for an example).

The Ramsey sequence is the simplest DD protocol, which comprises only two $\pi$ pulses. We approximate its response function by

$$h_R(t) \propto \begin{cases} 0, & t \leq 0 \\ \frac{\tau}{T}, & 0 < t \leq T \\ 1, & T < t \leq \tau - T \\ \frac{\tau-T}{T}, & \tau - T < t \leq \tau \\ 0, & t > \tau. \end{cases}$$

(S9)

The associated filter function reads

$$F_R(\omega, T) = \frac{16}{T^2 \omega^4} \sin^2 \left( \omega \frac{T}{2} \right) \sin^2 \left( \omega \frac{\tau - T}{2} \right) = (\tau - T)^2 \sin^2 \left( \omega \frac{T}{2} \right) \sin^2 \left( \omega \frac{\tau - T}{2} \right),$$

(S10)

where the second expression makes use of $\sin x = \frac{\sin x}{x}$. The expression in the impulsive limit (Eq.5 in the main manuscript) can be obtained by setting $T \rightarrow 0$.

More complex DD sequences consist in the introduction of $N$ equally spaced $\pi$ pulses. The simplest case $N = 1$ is known as the Hahn echo. The corresponding response function $h_1(t)$ can be interpreted as the effect of two consecutive sequences of $\pi/2$ pulses.
the Hahn echo sequence finally reads

$$h_1(t) = h_R(t) = h_R(t - \tau).$$

The associated filter function can be easily derived from the Ramsey sequence filter function:

$$F_1(\omega, T) = \left| 1 - \exp i\omega T \right|^2 F_R(\omega, T),$$

where we have used the time-shift property of the Fourier transform

$$\mathcal{F}[h(t - t')] = \exp(i\omega t') \mathcal{F}[h(t)].$$

The filter function for the Hahn echo sequence finally reads

$$F_1(\omega, T) = 4 \sin^2 \left( \frac{\omega T}{2} \right) F_R(\omega, T). \quad (S11)$$

Analogously, DD sequences with a higher number of \( \pi \) pulses can be interpreted as repetitions of Hahn echo sequences of alternating sign, as we show in Fig. S2. This time we introduce an overlap of length \( T \) between Hahn-echo sequences to compensate for the loss of signal as a function of \( T \) of the Ramsey sequence. Thus, \( h_N(t) = \sum_{j=0}^{N-1} (-1)^j h_1[t - j(2\tau - T)]. \) The corresponding filter function can now be calculated from the Hahn echo sequence result making use of the time-shift property:

$$F_N(\omega, T) = \left| \sum_{j=0}^{N-1} (-1)^j \exp(i\omega j(2\tau - T)) \right|^2 F_1(\omega, T).$$

We further make use of the sum of the geometric series \( \sum_{j=0}^{N-1} x^j = \frac{1-x^N}{1-x} \) to finally obtain

$$F_{2n+1}(\omega, T) = 4 \sin^2 \left( \frac{\omega T}{2} \right) \cos^2 \left( \frac{N\omega (2\tau - T)}{2} \right) F_R(\omega, T), \quad (S12)$$

for an odd amount \( N = 2n + 1 \) of \( \pi \)-pulses and

$$F_{2n}(\omega, T) = 4 \sin^2 \left( \frac{\omega T}{2} \right) \sin^2 \left( \frac{N\omega (2\tau - T)}{2} \right) F_R(\omega, T), \quad (S13)$$

for an even amount \( N = 2n > 0 \) of \( \pi \)-pulses.

The accumulated phase in the NV can be calculated as \( \phi(t) = \mu \int_{-\tau}^{\tau} da \, h(a) B(t + a) \). It is immediate then to see that for a coherent signal of the form \( \mathcal{B}_r(\omega) = \cos(\omega t)(0, 0, 1) \) \( \mathcal{B}_s(\omega) = \sin(\omega t)(0, 0, 1) \), the accumulated phase corresponds with the cosine [sine] Fourier transform of the response function. The sum of absolute values squared then is equivalent to \( F_N(\omega, T) \) calculated analytically above and consequently permits comparing directly the numerical results for accumulated phase with filter functions, where both quantify in a fundamental way the performance of the corresponding control protocols.

**DOUBLE QUANTUM METHOD**

In this section we show that the conclusions regarding the failure of the CC protocol in the \( \mu BT < 1 \) regime also apply to a more sophisticated control strategy as is the double quantum (DQ) control protocol. DQ is analogous to CC but for the fact that a superposition of states \( |\!\!-1\rangle \) and \( |+1\rangle \) is used as opposed to \( |\!\!-1\rangle \) and \( |0\rangle \). A simple strategy to achieve this state consists in the subsequent application of two pulses in resonance with the \( |0\rangle \leftrightarrow |\!\!-1\rangle \) and the \( |0\rangle \leftrightarrow |+1\rangle \) transitions respectively: a microwave \( \pi/2 \) pulse of duration \( T \) and frequency \( \nu = D - \mu B \) followed by a \( \pi \) pulse of duration \( 2T \) of frequency \( \nu = D + \mu B \). Just as with CC, the pulse sequence is applied on an NV-center initialized in state \( |0\rangle \). In line with results for CC shown in Fig.1b in the main text, the preparation strategy fails to reach satisfactory fidelity values for \( \mu BT < 1 \). Furthermore, the accumulation of error produces even worse values than in the CC case.
Figure S2. Schematic depiction of the response function \( h_N(t) \) for \( N = 4 \) pulses. Each segmented colour represents the response function of the Hahn echo scheme \( h_1(t) \). The total length of the dynamical decoupling sequence is \( 2N\tau - (N-1)T \) while the length of a \( \pi/2 \) pulse (or half a \( \pi \) pulse) is \( T \).

Figure S3. Fidelity of state \((|-1\rangle + i|+1\rangle)/\sqrt{2}\) represented as a function of the dimensionless quantity \( T\mu B \) after the double-quantum preparation protocol. In consonance with results for the CC case, for small Zeeman splittings or short pulse lengths, poor fidelities are achieved due to off-resonant excitation of the unwanted states.

**NUMERICAL HAHN-ECHO FILTER FUNCTIONS**

In this section we numerically analyze the effect of the pulse length \( T \) in the context of a Hahn-echo experiment in the language of FF. This data is then used to produce Fig.5 in the main text.

In addition to the effects discussed in the main text for a Ramsey experiment, the pulse length \( T \) disturbs the value of the frequency that the Hahn-echo experiment addresses. This behavior is reproduced by the numerical calculation in an ideal 2LS as shown in Fig.S4a. Additionally, as in Fig.4 of the main text, the same sequence on an NV center modeled by Eq.1 fails in the region \( T\mu B \leq 1 \) (see Fig.S4b) to the extent that the signal is off-scale by an order of magnitude. With NV-ERC, the Hahn-echo profile is successfully recovered in that regime, as shown in Fig.S4c. As expected from Eq.7 in the main text for \( N = 1 \), and just like Fig.S4a, it reproduces minima in the vicinity of \( \omega = n2\pi/\tau \), with \( n = 0,1,2,\ldots \), and maxima around the solutions of equation \( \omega\tau = \tan(\omega\tau/2), \omega \simeq 0.37 \times 2\pi/\tau \) and \( \omega \simeq 1.47 \times 2\pi/\tau \).

**COHERENCE TIME \( T_2 \), SENSITIVITY AND FILTER FUNCTIONS**

We may use the derivations in [25] to relate the concept of filter function \( F(\omega) \) to the coherence time \( T_2 \) of the NV center under a certain DD sequence. Following the derivations therein, we may express the coherence \( W(t) \) of two states \(|a\rangle \) and \(|b\rangle \) of the NV center in terms of its negative logarithm \( \chi(t) \)

\[
W(t) = \frac{|\langle a| \rho(t) |b\rangle|}{|\langle a| \rho(0) |b\rangle|} = e^{-\chi(t)}.
\] (S14)
Figure S4. Filter functions $F(\omega, T)$ of a Hahn echo experiment as a function of the pulse duration and the signal frequency $\omega$ a) in the ideal case of a 2LS, b) for an NV center (Eq.1 in the main text) using CC and c) using NV-ERC. The value of the Zeeman splitting is $\mu B = 10/\tau$, which imposes $\tilde{T}' \leq \tau \pi/10\sqrt{2} \simeq 0.22\tau$. The values in b) are scaled and correspond to the function $F(\omega, T)/10\tau^2$. In c), the $\pi$ pulse has a duration $T' = 0.01\tau$.

In the Gaussian approximation, the function $\chi(t)$ may be expressed in terms of the filter function $F(\omega, t)$ of an experiment of duration $t$ and the spectral density of the environmental noise $S(\omega)$ as

$$\chi(t) = \int_0^\infty \frac{d\omega}{2\pi} S(\omega) F(\omega, t).$$  \hspace{1cm} (S15)

In terms of a linear approximation for $\chi(t) \simeq t/T_2$ we then obtain the relationship

$$T_2 \simeq \frac{t}{\chi(t)},$$  \hspace{1cm} (S16)

which is the relationship that has been used for the estimations in the context of a class of environmental noises in Fig.5 of the main text.

For the case of a flat spectral density $S(\omega) = 2\pi S_0$, the integral over frequency of the filter function is related to the function $W(t)$ through

$$W(t) = e^{-S_0 \int_0^\infty F(\omega, t) d\omega}.$$  \hspace{1cm} (S17)

In the case of an ideal pulse sequence, this approximation always yields $T_2 = 2/S_0$. Nevertheless, numerically computed filter functions do not share this property, as shown in the main text.

Therefore, Eq.(S16) directly relates numerically computed FF (such as those shown in Fig.4 and Fig.5 of the main text) to $T_2$ times of both CC and NV-ERC for a flat spectral density. Fig.4-left and Fig.5b), corresponding to the numerical FF of CC, predicts large signal across the whole spectrum as the pulse length is reduced. Accordingly, through Eq.(S16), $T_2$ times abruptly diminish in this regime. This effect is not expected with NV-ERC in the light of Fig.4-right and Fig.5c), i.e., $T_2$ times will remain similar for the range of pulse duration.

Sensitivity $\eta$ is closely related to coherence times, as reviewed in [50]. Specifically, we may use the relationship

$$\eta = \frac{\eta_{opt}}{e^{-\tau/T_2}},$$  \hspace{1cm} (S18)

to estimate the effect that a reduced coherence time may have in the optimal, fully coherent sensitivity $\eta_{opt}$.

ROBUSTNESS TO PULSE ERRORS

Here we analyze the effect that imperfections on the pulses have on the NV-ERC control, and compare them with the effect that such imperfections have on conventional control sequences. We show that, as opposed to CC, NV-ERC is robust to phase, whereas duration or amplitude errors can be easily detected.
Phase errors — Here we show that microwave pulses that address the zero-field transition of NV-centers are protected against initial phase inaccuracies. Let us consider a microwave pulse of the form

\[ H_p = \Omega \cos(Dt + \phi) S_x \]  

(S19)

Transformation into the interaction picture with respect to \( DS_z^2 \) yields

\[ \tilde{H}_p = \frac{\Omega}{\sqrt{2}} \cos(Dt + \phi) e^{iDt} (|1\rangle \langle 0| + |-1\rangle \langle 0|) + H.c. \]  

(S20)

and dropping time-dependent terms

\[ \tilde{H}_p = \frac{\Omega}{2\sqrt{2}} e^{-i\phi} (|1\rangle \langle 0| + |-1\rangle \langle 0|) + H.c. \]  

(S21)

or, in terms of state \(|+\rangle\)

\[ \tilde{H}_p = e^{-i\phi} \frac{\Omega}{2} |+\rangle \langle 0| + H.c.. \]  

(S22)

The phase can be reabsorbed to state \(|0\rangle\) as long as the transformation either begins or ends in that state, which is always the case in NV-ERC.

Duration and Amplitude errors — The preparation pulses of NV-ERC is at most as susceptible to duration and amplitude errors as CC \( \pi \) pulses, as illustrated in Fig.S5. As is the case with CC, errors can be mitigated by the use of pulse shaping and pulse correcting techniques, or with composite pulses sequences that self-correct possible individual pulses errors.

Nevertheless, they incorporate a simple test that is unavailable for CC and that certifies that the generated state is located in the equator of the \(|+1\rangle - |-1\rangle\) Bloch sphere. A measurement of vanishing population in state \(|0\rangle\) after the pulse is indeed identically associated to the generation of a state of the form \(|\phi\rangle\). This can be exploited in experimental implementations to accurately adjust amplitude and duration of the pulses. No similarly simple test exists in the case of conventional pulses.

![Figure S5. Fidelity of the target state for a realization of the corresponding pulse with an incorrect Rabi frequency \( \Omega(1 + \alpha) \) as a function of the unitless error \( \alpha \). We consider the CC case and two NV-ERC cases of different Rabi frequency \( \Omega \).](image-url)