LEIBNIZ RULES AND GAUSS–GREEN FORMULAS IN DISTRIBUTIONAL FRACTIONAL SPACES
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Abstract. We apply the results established in [12] to prove some new fractional Leibniz rules involving $BV^{\alpha,p}$ and $S^{\alpha,p}$ functions, following the distributional approach adopted in the previous works [8, 13, 14]. In order to achieve our main results, we revise the elementary properties of the fractional operators involved in the framework of Besov spaces and we rephrase the Kenig–Ponce–Vega Leibniz-type rule in our fractional context. We apply our results to prove the well-posedness of the boundary-value problem for a general $2\alpha$-order fractional elliptic operator in divergence form.
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1. Introduction

1.1. The fractional framework. Given a parameter \( \alpha \in (0, 1) \), the fractional \( \alpha \)-gradient and the fractional \( \alpha \)-divergence are respectively the operators defined as

\[
\nabla^\alpha f(x) = \mu_{n, \alpha} \int_{\mathbb{R}^n} \frac{(y - x)(f(y) - f(x))}{|y - x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n,
\]

and

\[
\text{div}^\alpha \varphi(x) = \mu_{n, \alpha} \int_{\mathbb{R}^n} \frac{(y - x) \cdot (\varphi(y) - \varphi(x))}{|y - x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n,
\]

where \( \mu_{n, \alpha} \) is a suitable renormalizing constant depending on \( n \) and \( \alpha \) only.

Since its first appearance \[26\], the literature around the operator \( \nabla^\alpha \) has been quickly expanding in various directions, such as the study of PDEs \[32, 37, 40, 42, 43\] and of functionals \[4, 5, 29\] involving fractional operators, the discovery of new optimal embedding inequalities \[41, 45, 46\] and the development of a distributional and asymptotic analysis in this fractional framework \[8, 12-14, 44\]. We also refer the reader to the survey \[47\] and to the monograph \[35\].

At least for sufficiently smooth functions, the operators \( \nabla^\alpha \) and \( \text{div}^\alpha \) are dual, in the sense that

\[
\int_{\mathbb{R}^n} f \, \text{div}^\alpha \varphi \, dx = -\int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha f \, dx.
\]

Equality (1.3) can be regarded as a fractional integration-by-parts formula and provides the starting point for the distributional theory developed in the previous papers \[8, 12-14\].

By imitating the classical definition of BV function, for a given exponent \( p \in [1, +\infty] \), we say that a function \( f \in L^p(\mathbb{R}^n) \) belongs to the space \( BV^\alpha,p(\mathbb{R}^n) \) if

\[
|D^\alpha f|(\mathbb{R}^n) = \sup \left\{ \int_{\mathbb{R}^n} f \, \text{div}^\alpha \varphi \, dx : \varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n), \|\varphi\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \leq 1 \right\} < +\infty.
\]

In the case \( p = 1 \), we simply write \( BV^\alpha,1(\mathbb{R}^n) = BV^\alpha(\mathbb{R}^n) \). The resulting linear space

\[
BV^\alpha,p(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : |D^\alpha f|(\mathbb{R}^n) < +\infty \}
\]

equipped with the norm

\[
\|f\|_{BV^\alpha,p(\mathbb{R}^n)} = \|f\|_{L^p(\mathbb{R}^n)} + |D^\alpha f|(\mathbb{R}^n), \quad f \in BV^\alpha,p(\mathbb{R}^n),
\]
is a Banach space and the fractional variation defined in \([12, 14]\) is lower semicontinuous with respect to the \(L^p\)-convergence. The fractional variation was considered by the authors in the work \([13]\) in the geometric framework \(p = 1\), also in connection with the naturally associated notion of fractional Caccioppoli perimeter. The fractional variation of an \(L^p\) function for an arbitrary exponent \(p \in [1, +\infty)\) was then explored in \([12, 14]\).

By instead emulating the usual definition of Sobolev function, we say that a function \(f \in L^p(\mathbb{R}^n)\) belongs to the space \(S^{\alpha,p}(\mathbb{R}^n)\) if there exists a function \(\nabla^\alpha f \in L^p(\mathbb{R}^n; \mathbb{R}^n)\) satisfying \((1.3)\) for all \(\varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n)\). The resulting linear space
\[
S^{\alpha,p}(\mathbb{R}^n) = \{f \in L^p(\mathbb{R}^n) : \nabla^\alpha f \in L^p(\mathbb{R}^n; \mathbb{R}^n)\}
\]
endowed with the norm
\[
\|f\|_{S^{\alpha,p}(\mathbb{R}^n)} = \|f\|_{L^p(\mathbb{R}^n)} + \|\nabla^\alpha f\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}, \quad f \in S^{\alpha,p}(\mathbb{R}^n),
\]
is a Banach space as well and, actually, can be identified with the Bessel potential space \(L^{\alpha,p}(\mathbb{R}^n)\) whenever \(p \in (1, +\infty)\), see \([8, 29]\).

1.2. The fractional Leibniz rule: local and non-local parts. Playing with its definition \([11]\) (see \([13]\), Lemmas 2.6 and 2.7 and \([14]\) Lemmas 2.4 and 2.5 for the rigorous statements), one immediately sees that the fractional gradient \(\nabla^\alpha\) obeys the Leibniz-type rule
\[
\nabla^\alpha(fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL}(f, g) \quad (1.5)
\]
at least for \(f, g \in C^\infty_c(\mathbb{R}^n)\). The remainder term \(\nabla^\alpha_{NL}(f, g)\) is the non-local fractional gradient of the couple \((f, g)\) and is defined as
\[
\nabla^\alpha_{NL}(f, g)(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x)(f(y)-f(x))(g(y)-g(x))}{|y-x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n. \quad (1.6)
\]
In contrast with the more familiar local part given by \(g \nabla^\alpha f + f \nabla^\alpha g\), the operator in \((1.6)\) is reminiscent of the intrinsic non-local nature of the fractional gradient \(\nabla^\alpha\). An analogous Leibniz-type rule can be obtained for the fractional divergence operator \((1.2)\), whose remainder term \(\text{div}^\alpha_{NL}\) is the non-local fractional divergence and is defined similarly to \((1.6)\).

When dealing with less regular functions, there are two main obstacles for the validity of \((1.3)\) naturally arising from its local and non-local parts respectively.

On the one side, in analogy with what already happens in the classical framework, one expects that the local term \(f \nabla^\alpha g + g \nabla^\alpha f\) should be replaced by the sum of two distributionally defined objects. In particular, if \(f\) and \(g\) have finite fractional variation \([14]\), then it is natural to replace the fractional gradients \(\nabla^\alpha f, \nabla^\alpha g \in L^1(\mathbb{R}^n; \mathbb{R}^n)\) with the fractional variation measures \(D^\alpha f, D^\alpha g \in \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)\), but one has to check that the resulting measures \(g D^\alpha f\) and \(f D^\alpha g\) are well defined.

On the other side, one has to deal with the well-posedness and the integrability properties of (the extension of) the bilinear operator \((1.6)\) appearing as a remainder in the Leibniz rule \((1.5)\). In particular, the elementary estimate
\[
|\nabla^\alpha_{NL}(f, g)(x)| \leq \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{|f(y) - f(x)| |g(y) - g(x)|}{|y-x|^{n+\alpha}} \, dy, \quad x \in \mathbb{R}^n, \quad (1.7)
\]
suggests that one needs to take the interplay between the two fractional regularities of the functions \(f\) and \(g\) into consideration.
Having in mind the development of the PDE theory \[32, 37, 40, 42, 43\] and the study of functionals \[15, 29\] in this fractional setting, as well as the large collection of Leibniz-type rules for fractional operators \[3, 7, 10, 15, 16, 20, 24, 25, 27, 33, 34, 50\], the main aim of the present paper is to move a first step towards the solution of these two problems, providing new Leibniz rules for the pairing of functions having finite fractional variation as well as for Bessel functions. As an application of our extended Leibniz rules, we show the well-posedness of a general class of \(2\alpha\)-order fractional elliptic boundary-value problems.

1.3. Dealing with the local part. To treat the issues coming from the local part of the fractional Leibniz rule \([15]\), we take inspiration from the classical integer case \(\alpha = 1\).

As a matter of fact, it is well known that, if \(f, g \in BV^{1,\infty}(\mathbb{R}^n)\), then \(fg \in BV^{1,\infty}(\mathbb{R}^n)\) with

\[
D(fg) = g^* Df + f^* Dg \quad \text{in } \mathcal{M}(\mathbb{R}^n; \mathbb{R}),
\]

where \(BV^{1,\infty}(\mathbb{R}^n) = \{f \in L^\infty(\mathbb{R}^n) : |Df|(\mathbb{R}^n) < +\infty\}\). Here and in the following, for a function \(f \in L^1_{\text{loc}}(\mathbb{R}^n)\), we let

\[
f^*(x) = \lim_{r \to 0^+} \frac{1}{r^n} \int_{B_r(x)} f(y) \, dy
\]

for all \(x \in \mathbb{R}^n\) such that the limit \((1.9)\) exists and \(f^*(x) = 0\) otherwise. The function \(f^*\) defined by \((1.9)\) is the so-called precise representative of the function \(f\). If \(f \in BV^1_{\text{loc}}(\mathbb{R}^n)\), then the limit in \((1.9)\) exists for \(H^{n-1}\)-a.e. \(x \in \mathbb{R}^n\) and it can be strengthened as

\[
\lim_{r \to 0^+} \int_{B_r(x)} |f(y) - f^*(x)|^{\frac{n}{n-1}} \, dy = 0
\]

for \(H^{n-1}\)-a.e. \(x \in \mathbb{R}^n \setminus J_f\), see \[19\] Section 5.9 for example, where \(J_f \subset \mathbb{R}^n\) is the so-called jump set of the function \(f \in BV(\mathbb{R}^n)\) (if \(f \in W^{1,1}(\mathbb{R}^n)\), then \(J_f\) is empty). Since \(|Df| \ll H^{n-1}\) for all \(f \in BV_{\text{loc}}(\mathbb{R}^n)\), the Leibniz rule in \((1.8)\) is well posed.

We would like to emphasize that the role of the precise representative is obviously relevant uniquely in the presence of a measure. In fact, for Sobolev functions, it is much easier to see that, if \(f, g \in W^{1,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\) for some \(p \in [1, +\infty]\), then \(fg \in W^{1,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\) with

\[
\nabla(fg) = f \nabla g + g \nabla f \quad \text{in } L^p(\mathbb{R}^n; \mathbb{R}^n).
\]

A similar result clearly holds also for \(f \in W^{1,p}(\mathbb{R}^n)\) and \(g \in W^{1,q}(\mathbb{R}^n)\) with \(p, q \in [1, +\infty]\) such that \(\frac{1}{p} + \frac{1}{q} \leq 1\), in which case \(fg \in W^{1,r}(\mathbb{R}^n)\), with \(r \in [1, +\infty]\) such that \(\frac{1}{r} = \frac{1}{p} + \frac{1}{q}\).

Reasoning by analogy, we will have to face the issue linked to the well-posedness of the local part of the fractional Leibniz rule \([15]\) only when dealing with functions with \(BV^{\alpha,p}\) regularity. The difficulties related to \(S^{\alpha,p}\) functions, instead, will depend uniquely on the non-local part of the formula.

In order to control the continuity properties of the fractional variation with respect to the Hausdorff measure, we exploit \[12\] Theorem 1.1, which states that, if \(f \in BV^{\alpha,p}(\mathbb{R}^n)\), then

\[
|D^\alpha f| \ll \begin{cases} H^{n-1} & \text{if } p \in \left[1, \frac{n}{n-\alpha}\right], \\ H^{n-\alpha} & \text{if } p \in \left[\frac{n}{n-\alpha}, +\infty\right]. \end{cases}
\]

Consequently, the product \(g^* D^\alpha f\) is well posed as soon as \(g^*\) is well defined as the limit in \((1.9)\) in term of a Hausdorff measure of dimension not larger than the ones
Dealing with the non-local part. To overcome the issue related to the non-local part of the fractional Leibniz rule (1.5), we need to understand the behavior of the non-local fractional gradient (1.6).

A first step in this direction was already made in [13, Lemma 2.6] and [14, Lemma 2.4] by the authors, who proved that

$$\|\nabla_{NL}^\alpha (f,g)\|_{L^1(\mathbb{R}^n;\mathbb{R}^n)} \leq \begin{cases} \mu_{n,\alpha} [f]_{W^{p,r}_\alpha(\mathbb{R}^n)} [g]_{W^{q,s}_\alpha(\mathbb{R}^n)} \\ 2\mu_{n,\alpha} \|f\|_{L^\infty(\mathbb{R}^n)} [g]_{W^{q,s}_\alpha(\mathbb{R}^n)} \\ 2\mu_{n,\alpha} [f]_{W^{q,s}_\alpha(\mathbb{R}^n)} \|g\|_{L^\infty(\mathbb{R}^n)} \end{cases}$$

whenever \( p,q \in (1, +\infty) \) are such that \( \frac{1}{p} + \frac{1}{q} = 1 \). In addition, from the computations made in [29, Equation (2.11)], one can also deduce the bound

$$\|\nabla_{NL}^\alpha (f,g)\|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} \leq \begin{cases} 2\mu_{n,\alpha} [f]_{B^\alpha_{p,q}(\mathbb{R}^n)} \|g\|_{L^p(\mathbb{R}^n)} \\ 2\mu_{n,\alpha} \|f\|_{L^p(\mathbb{R}^n)} [g]_{B^\alpha_{p,q}(\mathbb{R}^n)} \end{cases}$$

for all \( p \in [1, +\infty] \).

In view of the simple bound (1.7), inequalities (1.11) and (1.12) suggest that one should study the integrability properties of the operator

$$D^\alpha_{NL} (f,g)(x) = \int_{\mathbb{R}^n} \frac{|f(y) - f(x)| |g(y) - g(x)|}{|y-x|^{n+\alpha}} \, dy, \quad x \in \mathbb{R}^n,$$

in the general framework of Besov spaces. A simple application of Minkowski’s integral inequality (see for instance [21, Exercise 1.1.6]) and then Hölder’s inequality easily shows that

$$\|D^\alpha_{NL} (f,g)\|_{L^r(\mathbb{R}^n)} \leq \begin{cases} [f]_{B^\alpha_{p,q}(\mathbb{R}^n)} [g]_{B^\alpha_{p,q}(\mathbb{R}^n)} \\ 2\|f\|_{L^p(\mathbb{R}^n)} [g]_{B^\alpha_{p,q}(\mathbb{R}^n)} \\ 2\|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^q(\mathbb{R}^n)} \end{cases}$$

whenever \( \beta, \gamma \in (0, 1) \) are such that \( \alpha = \beta + \gamma \) and \( p,q,r,s,t \in [1, +\infty] \) are such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \) and \( \frac{1}{s} + \frac{1}{t} = 1 \), including (1.11) and (1.12) as particular cases. Note that one can argue in a similar way for the fractional gradient \( \nabla^\alpha \) in (1.1), since the related operator

$$D^\alpha f(x) = \int_{\mathbb{R}^n} \frac{|f(y) - f(x)|}{|y-x|^{n+\alpha}} \, dy, \quad x \in \mathbb{R}^n,$$

satisfies

$$\|D^\alpha f\|_{L^p(\mathbb{R}^n)} \leq [f]_{B^\alpha_{p,1}(\mathbb{R}^n)}$$

for all \( p \in [1, +\infty] \), again by Minkowski’s integral inequality.

On the one side, the elementary bounds (1.13) and (1.14) can be taken as a new starting point for the well-posedness of the fractional theory related to the operators \( \nabla^\alpha \) and \( \nabla_{NL}^\alpha \).
(and their companions \(\text{div}^\alpha\) and \(\text{div}^\alpha_{NL}\)) in the setting of Besov spaces. This point of view has the advantage of simplifying the exposition of the theory, providing a quicker and more agile way to prove several preliminary results.

On the other side, inequalities (1.13) and (1.14) automatically extend the validity of the fractional Leibniz rule (1.5) to Besov functions, solving the well-posedness issue related to the non-local part of the formula as soon as at least one of the two functions belongs to some Besov space.

Although easy, the bound (1.7) is rough, since moving the absolute value inside the integral sign rules most of the cancellations originally allowed by the operator in (1.6). Having this observation in mind, one is tempted to look for a different approach exploiting the effect of the cancellations inside the integral (1.6). Going back to formula (1.5), one can naïvely reverse the roles of the involved operators and rewrite (1.6) as

\[
\nabla^\alpha_{NL}(f,g) = \nabla^\alpha(fg) - g \nabla^\alpha f - f \nabla^\alpha g.
\]

At this point, one exploits the relation

\[
\nabla^\alpha = R\left(-\Delta\right)^{\frac{\alpha}{2}},
\]

where \(R\) is the Riesz transform and \((-\Delta)^{\frac{\alpha}{2}}\) is the fractional Laplacian (see Section 2.1 below for the precise definitions), so that

\[
\nabla^\alpha_{NL}(f,g) = R\left(H_\alpha(f,g) + [R, g](-\Delta)^{\frac{\alpha}{2}} f + [R, f](-\Delta)^{\frac{\alpha}{2}} g\right),
\]

where

\[
H_\alpha(f,g) = (-\Delta)^{\frac{\alpha}{2}}(fg) - g (-\Delta)^{\frac{\alpha}{2}} f - f (-\Delta)^{\frac{\alpha}{2}} g
\]

and

\[
[R, f]g = R(fg) - R(gf).
\]

With this new definition at disposal, the integrability properties of the non-local fractional gradient (1.6) reduce to the integrability properties of the operator \(H_\alpha\) in (1.16) and the mapping properties of \(R\) and of its commutator (1.17).

On the one side, the integrability properties of the operator \(H_\alpha\) date back to the fundamental work [28] by Kenig–Ponce–Vega, where the authors proved that

\[
\|H_\alpha(f,g)\|_{L^p(\mathbb{R}^n)} \leq c_{n,\alpha,p} \left(\|(-\Delta)^{\frac{\alpha}{2}} f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^\infty(\mathbb{R}^n)} + \|f\|_{L^\infty(\mathbb{R}^n)} \|(-\Delta)^{\frac{\alpha}{2}} g\|_{L^p(\mathbb{R}^n)}\right)
\]

for all \(f, g \in C_0^\infty(\mathbb{R}^n)\) and \(p \in (1, +\infty)\). The estimate in (1.18) is often called fractional Leibniz rule and was originally motivated by the study of the Korteweg–de Vries equation. Although not fundamental for our purposes, it is worth to mention that the above bound can be strengthened by replacing the \(L^\infty\) norms appearing in the right-hand side with \(\text{BMO}\) seminorms, see [30, Theorem 7.1]. Fractional Leibniz-type rules like (1.18) have been extensively investigated in the last thirty years, see [6, 7, 10, 15, 16, 20, 23, 25, 27, 34] and the monographs [33, 50] for most relevant results and applications in this direction.

On the other side, the mapping properties of the commutator (1.17) were studied by Coifman–Rochberg–Weiss in [11], where they proved the inequality

\[
\|[R, f]g\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,p} \|f\|_{L^\infty(\mathbb{R}^n)} \|g\|_{L^p(\mathbb{R}^n)}
\]

for all \(f, g \in C_0^\infty(\mathbb{R}^n)\) and \(p \in (1, +\infty)\). Again, although not essential for our scopes, the \(L^\infty\) norm in the right-hand side of the above inequality can be replaced with the \(\text{BMO}\) seminorm, see [11, Theorem I] and also [30, Theorem 4.1].
By combining (1.15) with the estimates (1.18) and (1.19) and recalling the \(L^p\)-boundedness of the Riesz transform for \(p \in (1, +\infty)\), we conclude that
\[
\left\| \nabla_{NL}(f, g) \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n, \alpha, p} \left( \left\| \nabla_\alpha f \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \left\| g \right\|_{L^\infty(\mathbb{R}^n)} + \left\| f \right\|_{L^\infty(\mathbb{R}^n)} \left\| \nabla_\alpha g \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \right)
\]  
for all \(f, g \in C_c^\infty(\mathbb{R}^n)\). Inequality (1.20) allows to extend the fractional Leibniz rule (1.5) to functions \(f, g \in S^{\alpha,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\) whenever \(p \in (1, +\infty)\) by a standard approximation argument. However, since one cannot directly pass to the limit in the expression (1.6), the non-local fractional gradient has to be understood in a proper weak sense via a non-local analogue of the fractional integration-by-parts formula (1.13), i.e.
\[
\int_{\mathbb{R}^n} \varphi \cdot \nabla_{NL}^\alpha(f, g) \, dx = \int_{\mathbb{R}^n} f \text{div}_{NL}^\alpha(g, \varphi) \, dx 
\]  
for all functions \(f, g\) and vector-fields \(\varphi\) in suitable Besov spaces, once again thanks to the bound (1.13).

Somehow in analogy with the failure of the \(L^1\)-boundedness of the Riesz transform, the inequalities (1.18) and (1.19) are not known in the boundary case \(p = 1\) (and are not even expected to hold, see the discussion at the beginning of [30, Section 9]). For this reason, we do not know if the non-local fractional gradient (1.6) is well defined — even in the weak sense, via (1.21) — for \(f, g \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\). Thus, at the present moment, we are not able to extend the above approach to the case \(p = 1\).

1.5. Main results. We can now state the three main theorems concerning fractional Leibniz rules we are going to prove in the present paper.

Our first main result deals with the product of a \(BV^{\alpha,p}\) function with a Besov function with suitable regularity depending on the exponent \(p \in [1, +\infty]\).

**Theorem 1.1** (Leibniz rule for \(BV^{\alpha,p}\) with Besov). Let \(\alpha \in (0, 1)\) and let \(p, q \in [1, +\infty]\) be such that \(\frac{1}{p} + \frac{1}{q} = 1\). If \(f \in BV^{\alpha,p}(\mathbb{R}^n)\) and \(g \in \begin{cases} 
B^{\alpha}_{q,1}(\mathbb{R}^n) & \text{for } p \in \left[1, \frac{\alpha}{n-\alpha}\right), \\
L^\infty(\mathbb{R}^n) \cap B^{\alpha}_{q,1}(\mathbb{R}^n) & \text{for } p \in \left[\frac{n}{n-\alpha}, \frac{1-\alpha}{1-\alpha}\right), \\
L^\infty(\mathbb{R}^n) \cap B^{\beta}_{q,1}(\mathbb{R}^n) & \text{for } p \in \left[\frac{1-\alpha}{1-\alpha}, +\infty\right), \\
L^\infty(\mathbb{R}^n) \cap W^{\alpha,1}(\mathbb{R}^n) & \text{for } p = +\infty,
\end{cases} \) with \(\beta = (\beta_{n,p,\alpha}, 1)\), then \(fg \in BV^{\alpha,r}(\mathbb{R}^n)\) for all \(r \in [1, p]\) with
\[
D^\alpha(fg) = g^* D^\alpha f + f \nabla_{\alpha} g \mathcal{L}^n + \nabla_{NL}^\alpha(f, g) \mathcal{L}^n \quad \text{in } \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n).
\]  
In addition,
\[
D^\alpha(fg)(\mathbb{R}^n) = \int_{\mathbb{R}^n} \nabla_{NL}^\alpha(f, g) \, dx = 0,
\]  
and
\[
\int_{\mathbb{R}^n} f \nabla_{\alpha} g \, dx = -\int_{\mathbb{R}^n} g^* dD^\alpha f.
\]
Our second main result provides an analogue of Theorem 1.1 for the product of two Bessel functions.

**Theorem 1.2** (Leibniz rule for $S^{\alpha,p} \cdot S^{\alpha,q}$). Let $\alpha \in (0, 1)$ and $p, q \in (1, +\infty)$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$ for some $r \in [1, +\infty)$. There exists a constant $c_{n,\alpha,p,q} > 0$, depending on $n$, $\alpha$, $p$ and $q$ only, with the following property. If $f \in S^{\alpha,p}(\mathbb{R}^n)$ and $g \in S^{\alpha,q}(\mathbb{R}^n)$, then $fg \in S^{\alpha,r}(\mathbb{R}^n)$ with

$$
\nabla^\alpha(fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{\text{NL}}(f,g) \quad \text{in } L^r(\mathbb{R}^n; \mathbb{R}^n)
$$

and

$$
\|\nabla^\alpha_{\text{NL}}(f,g)\|_{L^r(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,\alpha,p,q} \|f\|_{S^{\alpha,p}(\mathbb{R}^n)} \|g\|_{S^{\alpha,q}(\mathbb{R}^n)}.
$$

In addition, if $r = 1$ then

$$
\int_{\mathbb{R}^n} \nabla^\alpha(fg) \, dx = \int_{\mathbb{R}^n} \nabla^\alpha_{\text{NL}}(f,g) \, dx = 0
$$

and

$$
\int_{\mathbb{R}^n} f \nabla^\alpha g \, dx = -\int_{\mathbb{R}^n} g \nabla^\alpha f \, dx.
$$

Finally, our third main result rephrases the fractional Leibniz-type formula (1.18) by Kenig–Ponce–Vega for the product of two bounded $S^{\alpha,p}$ functions with $p \in (1, +\infty)$. Here $\nabla^\alpha_{\text{NL},w}$ denotes the non-local fractional gradient defined in the weak sense via the integration-by-parts formula (1.21), see Definition 1.5 below for more details.

**Theorem 1.3** (Leibniz rule in $S^{\alpha,p} \cap L^\infty$). Let $\alpha \in (0, 1)$ and $p \in (1, +\infty)$. There exists a constant $c_{n,\alpha,p} > 0$, depending on $n$, $\alpha$ and $p$ only, with the following property. If $f, g \in S^{\alpha,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$, then $fg \in S^{\alpha,p}(\mathbb{R}^n)$ and $\nabla^\alpha_{\text{NL},w}(f,g) \in L^p(\mathbb{R}^n; \mathbb{R}^n)$, with

$$
\nabla^\alpha(fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{\text{NL},w}(f,g) \quad \text{in } L^p(\mathbb{R}^n; \mathbb{R}^n)
$$

and

$$
\|\nabla^\alpha_{\text{NL},w}(f,g)\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,\alpha,p} \left( \|\nabla^\alpha f\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \|g\|_{L^\infty(\mathbb{R}^n)} + \|f\|_{L^\infty(\mathbb{R}^n)} \|\nabla^\alpha g\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \right).
$$

1.6. **An application to PDEs.** In the classical setting, a second-order partial differential operator in divergence form on an open set $\Omega \subset \mathbb{R}^n$ can be expressed as

$$
Lu = -\text{div}(Au) + b \cdot \nabla u + cu
$$

for suitably regular $u : \Omega \to \mathbb{R}$ and given $A : \Omega \to \mathbb{R}^{n^2}$, $b : \Omega \to \mathbb{R}^n$ and $c : \Omega \to \mathbb{R}$.

From the physical point of view, $u$ is the density of some substance, so that the second-order term $-\text{div}(Au)$ represents the diffusion of $u$ within $\Omega$, where the coefficient matrix $A$ models the anisotropic heterogenous nature of the medium, the first order term $b \cdot \nabla u$ stands for the transport of $u$ within $\Omega$ according to the velocity field $b$, and the zero-order term $cu$ describes the local increase or depletion of the substance.

From a purely differential point of view, at least for a sufficiently regular vector field $b$, there is no difference between the operator $L$ in (1.27) and the operator

$$
\tilde{L}u = -\text{div}(Au) + \text{div}(bu) + \tilde{c}u,
$$

where the transport term $b \cdot \nabla u$ has been replaced by the continuity term $\text{div}(bu)$. Indeed, by the usual Leibniz rule, one has

$$
\text{div}(bu) = u \text{div}b + b \cdot \nabla u,
$$
so that we can rewrite the operator in (1.28) in the form (1.27).

In the present fractional framework, for \( \alpha \in (0, 1) \), the natural fundamental diffusion operator is given by the fractional Laplacian

\[
(-\Delta)^{\alpha} u(x) = c_{n,\alpha} \int_{\mathbb{R}^n} \frac{u(y) - u(x)}{|y - x|^{n+2\alpha}} \, dy, \quad x \in \mathbb{R}^n,
\]

where \( c_{n,\alpha} \) is a suitable constant. As proved in [41, Theorem 5.3], one can actually write \( (-\Delta)^{\alpha} = -\text{div}^{\alpha} \nabla^{\alpha} \), so that \( -\text{div}^{\alpha}(A\nabla^{\alpha}u) \) can be seen as the natural model of an anisotropic heterogenous fractional diffusion (see also [42]).

Following this analogy, we may interpret \( \text{div}^{\alpha}(bu) \) and \( b \cdot \nabla^{\alpha}u \) as the corresponding natural fractional continuity and transport \( \alpha \)-order terms, respectively. However, differently from the integer framework, even for a smooth vector field \( b \) the fractional continuity term cannot be reinterpreted as a fractional transport term plus a zero-order term, since the fractional Leibniz rule

\[
\text{div}^{\alpha}(bu) = u \text{div}^{\alpha}b + b \cdot \nabla^{\alpha}u + \text{div}_{NL}^{\alpha}(u, b)
\]

forces the presence of the non-local divergence \( \alpha \)-order term \( \text{div}_{NL}^{\alpha}(u, b) \). In this sense, the most general expression of a \( 2\alpha \)-order differential operator in (fractional) divergence form is

\[
L_{\alpha}u = -\text{div}^{\alpha}(A\nabla^{\alpha}u) - c_1 \text{div}^{\alpha}(b_1 u) + b_2 \cdot \nabla^{\alpha}u + c_3 \text{div}_{NL}^{\alpha}(u, b_3) + c_0 u
\]

for some given \( A : \mathbb{R}^n \to \mathbb{R}^{n^2}, b_1, b_2, b_3 : \mathbb{R}^n \to \mathbb{R}^n \) and \( c_0, c_1, c_3 : \mathbb{R}^n \to \mathbb{R} \).

At this point, it is natural to investigate under which (weakest possible) regularity assumptions on \( A, b_1, b_2, b_3, c_0, c_1 \) and \( c_3 \) the fractional differential operator \( L_{\alpha} \) in (1.29) is well posed. Imitating the usual strategy adopted in the integer setting (see [18, Chapter 6] for instance), we prove the following energy estimates for the associated bilinear form

\[
B_{\alpha} : S^{\alpha,2}(\mathbb{R}^n) \times S^{\alpha,2}(\mathbb{R}^n) \to \mathbb{R}
\]

given by

\[
B_{\alpha}[u, v] = \int_{\mathbb{R}^n} \nabla^{\alpha}v \cdot A\nabla^{\alpha}u \, dx + \int_{\mathbb{R}^n} u b_1 \cdot \nabla^{\alpha}(c_1 v) \, dx + \int_{\mathbb{R}^n} v b_2 \cdot \nabla^{\alpha}u \, dx + \int_{\mathbb{R}^n} c_3 v \text{div}_{NL}^{\alpha}(u, b_3) \, dx + \int_{\mathbb{R}^n} c_0 uv \, dx
\]

for all \( u, v \in S^{\alpha,2}(\mathbb{R}^n) \). In the above formula, \( \text{div}_{NL}^{\alpha} \) denotes the non-local fractional divergence defined in the weak sense via the integration-by-parts formula (1.21), see Definition 1.5 below for more details.

**Proposition 1.4** (Energy estimates). Let \( \alpha \in (0, 1) \) be such that \( \alpha < \frac{n}{2} \). Let \( A \in L^\infty(\mathbb{R}^n; \mathbb{R}^{n^2}) \) be such that there exists a constant \( \vartheta > 0 \) for which

\[
\xi \cdot A(x)\xi \geq \vartheta |\xi|^2
\]

for a.e. \( x \in \mathbb{R}^n \) and all \( \xi \in \mathbb{R}^n \). Let \( b_1, b_2 \in L^\infty(\mathbb{R}^n; \mathbb{R}^n), b_3 \in L^\infty(\mathbb{R}^n; \mathbb{R}^n) \cap b_{\frac{n}{2},1}^{\alpha}(\mathbb{R}^n; \mathbb{R}^n), c_1 \in L^\infty(\mathbb{R}^n) \cap b_{\alpha,1}^{\frac{n}{2}}(\mathbb{R}^n; \mathbb{R}^n) \) and \( c_0, c_3 \in L^\infty(\mathbb{R}^n) \). Then, there exist two constants \( C, M > 0 \) depending on

\[
\|A\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^{n^2})}, \quad \|b_1\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)}, \quad \|b_2\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)}, \quad \|b_3\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)}, \quad [b_3]_{B^{\frac{n}{2},1}_{\alpha,1}(\mathbb{R}^n; \mathbb{R}^n)},
\]

\[
\|c_1\|_{L^\infty(\mathbb{R}^n)}, \quad [c_1]_{B^{\alpha,1}_{\frac{n}{2}}(\mathbb{R}^n)}, \quad \|c_0\|_{L^\infty(\mathbb{R}^n)}, \quad \|c_3\|_{L^\infty(\mathbb{R}^n)}
\]

only such that

\[
|B_{\alpha}[u, v]| \leq M \|u\|_{S^{\alpha,2}(\mathbb{R}^n)} \|v\|_{S^{\alpha,2}(\mathbb{R}^n)}
\]

(1.32)
and
\[ \frac{\partial}{\partial t} \| \nabla^\alpha u \|^2_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \leq B_\alpha [u, u] + C \| u \|^2_{L^2(\mathbb{R}^n)} \] (1.33)
for all \( u, v \in S^{\alpha,2}(\mathbb{R}^n) \).

As a consequence, thanks to the Lax–Milgram Theorem, we obtain the following well-posedness result for the operator \( L_\alpha \) on an arbitrary open set with finite measure \( \Omega \subset \mathbb{R}^n \), generalizing [42, Theorem 1.13].

**Corollary 1.5** (Fractional boundary-value problem). Let \( \Omega \subset \mathbb{R}^n \) be an open set such that \( |\Omega| < +\infty \) and let
\[ S^{\alpha,2}_0(\Omega) = \{ u \in S^{\alpha,2}(\mathbb{R}^n) : u = 0 \text{ in } \mathbb{R}^n \setminus \Omega \}. \]

With the same notation and the same assumptions of Proposition 1.4, if \( \lambda \geq C \) then, for each \( f \in L^2(\Omega) \), there exists a unique weak solution \( u \in S^{\alpha,2}_0(\Omega) \) of the boundary-value problem
\[ \begin{align*}
L_\alpha u + \lambda u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,
\end{align*} \] (1.34)
in the sense that
\[ B_\alpha [u, v] + \lambda \langle u, v \rangle_{L^2(\mathbb{R}^n)} = \langle \tilde{f}, v \rangle_{L^2(\mathbb{R}^n)} \]
for all \( v \in S_0^{\alpha,2}(\Omega) \), where \( \tilde{f} \) is the extension-by-zero of \( f \) outside \( \Omega \) and \( \langle \cdot, \cdot \rangle_{L^2(\mathbb{R}^n)} \) is the standard scalar product in \( L^2(\mathbb{R}^n) \).

Note that Corollary 1.5 actually holds for any non-empty set \( \Omega \) with finite measure, not necessarily open—we added this topological assumption in analogy with the classical setting.

Although we do not pursue this direction in detail here, it is worth mentioning that the approach leading to Corollary 1.5 can be likewise applied to the boundary-value problem for the parabolic fractional operator \( \partial_t + L_\alpha \) (where now the coefficients of \( L_\alpha \) may depend also on the time variable \( t \geq 0 \)) by suitably adapting the Garlekin’s approximation method (see [18, Chapter 7] for example) to the present fractional setting.

The validity of Proposition 1.4 follows from the following Leibniz rule for the product of an \( S^{\alpha,p} \) function with a bounded function having finite \( B^{\alpha}_{r,1} \)-seminorm, where \( p \in (1, +\infty) \), \( n > \alpha p \) and \( r \in \left[ \frac{\alpha}{\alpha}, +\infty \right) \). The proof of Theorem 1.6 combines the previous results with the fractional Sobolev embedding \( S^{\alpha,p}(\mathbb{R}^n) \subset \mathbb{L}^{\frac{np}{n-p}}_{\alpha,p}(\mathbb{R}^n) \). Here \( \nabla^\alpha_{NL,w} \) denotes the non-local fractional gradient defined in the weak sense via the integration-by-parts formula [121], see Definition 1.5 below for more details.

**Theorem 1.6** (Leibniz rule for \( S^{\alpha,p} \) with bounded Besov). Let \( \alpha \in (0, 1) \) and \( p \in (1, +\infty) \) be such that \( n > \alpha p \) and let \( r \in \left[ \frac{n}{\alpha}, +\infty \right) \). There exists a constant \( c_{n,\alpha,p} > 0 \), depending on \( n \), \( \alpha \) and \( p \) only, with the following property. If \( f \in S^{\alpha,p}(\mathbb{R}^n) \) and \( g \in \mathbb{L}^{\infty}(\mathbb{R}^n) \cap B^{\alpha}_{r,1}(\mathbb{R}^n) \), then \( fg \in S^{\alpha,p}(\mathbb{R}^n) \) with
\[ \nabla^\alpha(fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL,w}(f, g) \quad \text{in } L^p(\mathbb{R}^n; \mathbb{R}^n) \] (1.35)
and
\[ \| f \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} + \| \nabla_{NL,w}(f,g) \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} \leq c_{n,p} \| f \|_{L^p(\mathbb{R}^n)} \| \nabla^\alpha f \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} \| g \|_{B_{n,1}^p(\mathbb{R}^n)}. \] (1.36)

In particular, if \( r = \frac{n}{\alpha} \), then
\[ \| f \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} + \| \nabla_{NL,w}(f,g) \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} \leq c_{n,p} \| \nabla^\alpha f \|_{L^p(\mathbb{R}^n;\mathbb{R}^n)} \| g \|_{B_{n,1}^p(\mathbb{R}^n)}. \] (1.37)

It is worth noting that an analogue of Theorem 1.6 can be stated for \( BV^{\alpha,p} \) functions, with \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \). We refer the interested reader to Theorem 5.1 below for the precise statement.

1.7. Organization of the paper. The paper is organized as follows.

In Section 2 we recall the main notation used throughout the paper and we prove several basic results for the involved fractional differential operators in the framework of Besov spaces.

In Section 3 we establish our first main result Theorem 1.1, proving each case in (1.22) separately, see Theorem 3.1, Corollary 3.3, Corollary 3.5, Corollary 3.6 and Corollary 3.7, respectively. We also discuss some strictly related Gauss–Green formulas, see Section 3.3.

In Section 4 after having settled inequality (1.20), we show Theorem 1.2 and Theorem 1.3.

Finally, in Section 5 we first prove Theorem 1.6 and then we conclude our paper by establishing Proposition 1.4 and Corollary 1.5.

2. Preliminaries

2.1. General notation. We start with a brief description of the main notation used in this paper. In order to keep the exposition the most reader-friendly as possible, we retain the same notation adopted in the previous works [8, 12, 13].

Given an open set \( \Omega \subset \mathbb{R}^n \), we say that a set \( E \) is compactly contained in \( \Omega \), and we write \( E \Subset \Omega \), if \( E \) is compact and contained in \( \Omega \). We let \( \mathcal{L}^n \) and \( \mathcal{H}^\alpha \) be the \( n \)-dimensional Lebesgue measure and the \( \alpha \)-dimensional Hausdorff measure on \( \mathbb{R}^n \), respectively, with \( \alpha \in [0, n] \). Unless otherwise stated, a measurable set is a \( \mathcal{L}^n \)-measurable set. We also use the notation \( |E| = \mathcal{L}^n(E) \). All functions we consider in this paper are Lebesgue measurable, unless otherwise stated. We denote by \( B_r(x) \) the standard open Euclidean ball with center \( x \in \mathbb{R}^n \) and radius \( r > 0 \). We let \( B_r = B_r(0) \). Recall that \( \omega_n = |B_1| = \pi^{n/2}/\Gamma \left( \frac{n+2}{2} \right) \) and \( \mathcal{H}^{n-1}(\partial B_1) = n\omega_n \), where \( \Gamma \) is Euler’s Gamma function.

For \( k \in \mathbb{N}_0 \cup \{ +\infty \} \) and \( m \in \mathbb{N} \), we let \( C^k_c(\Omega;\mathbb{R}^m) \) and \( \text{Lip}_b(\Omega;\mathbb{R}^m) \) be the spaces of \( C^k \)-regular and, respectively, Lipschitz-regular, \( m \)-vector-valued functions defined on \( \mathbb{R}^n \) with compact support in the open set \( \Omega \subset \mathbb{R}^n \). Analogously, we let \( C^k_b(\Omega;\mathbb{R}^m) \) and \( \text{Lip}_b(\Omega;\mathbb{R}^m) \) be the spaces of \( C^k \)-regular and, respectively, Lipschitz-regular, \( m \)-vector-valued bounded functions defined on the open set \( \Omega \subset \mathbb{R}^n \). In the case \( k = 0 \), we drop the superscript and simply write \( C^*_c(\Omega;\mathbb{R}^m) \) and \( C^*_b(\Omega;\mathbb{R}^m) \).

For \( m \in \mathbb{N} \), the total variation on \( \Omega \) of the \( m \)-vector-valued Radon measure \( \mu \) is defined as
\[ |\mu|(\Omega) = \sup \left\{ \int_{\Omega} \varphi \cdot d\mu : \varphi \in C^\infty_c(\Omega;\mathbb{R}^m), \| \varphi \|_{L^\infty(\Omega;\mathbb{R}^m)} \leq 1 \right\}. \]
We thus let $\mathcal{M}(\Omega; \mathbb{R}^m)$ be the space of $m$-vector-valued Radon measure with finite total variation on $\Omega$. We say that $(\mu_k)_{k \in \mathbb{N}} \subset \mathcal{M}(\Omega; \mathbb{R}^m)$ weakly converges to $\mu \in \mathcal{M}(\Omega; \mathbb{R}^m)$, and we write $\mu_k \rightharpoonup \mu$ in $\mathcal{M}(\Omega; \mathbb{R}^m)$ as $k \to +\infty$, if
\[
\lim_{k \to +\infty} \int_{\Omega} \varphi \cdot d\mu_k = \int_{\Omega} \varphi \cdot d\mu
\]for all $\varphi \in C_c(\Omega; \mathbb{R}^m)$. Note that we make a little abuse of terminology, since the limit in (2.1) actually defines the weak*-convergence in $\mathcal{M}(\Omega; \mathbb{R}^m)$.

For any exponent $p \in [1, +\infty]$, we let $L^p(\Omega; \mathbb{R}^m)$ be the space of $m$-vector-valued Lebesgue $p$-integrable functions on $\Omega$.

We let
\[
W^{1,p}(\Omega; \mathbb{R}^m) = \left\{ u \in L^p(\Omega; \mathbb{R}^m) : [u]_{W^{1,p}(\Omega; \mathbb{R}^m)} = \|\nabla u\|_{L^p(\Omega; \mathbb{R}^m)} < +\infty \right\}
\]be the space of $m$-vector-valued Sobolev functions on $\Omega$, for instance see [31] Chapter 11 for its precise definition and main properties. We let
\[
BV(\Omega; \mathbb{R}^m) = \left\{ u \in L^1(\Omega; \mathbb{R}^m) : [u]_{BV(\Omega; \mathbb{R}^m)} = |Du|_1(\Omega) < +\infty \right\}
\]be the space of $m$-vector-valued functions of bounded variation on $\Omega$, see for instance [3] Chapter 3 or [19] Chapter 5 for its precise definition and main properties. For $\alpha \in (0, 1)$ and $p \in [1, +\infty)$, we let
\[
W^{\alpha,p}(\Omega; \mathbb{R}^m) = \left\{ u \in L^p(\Omega; \mathbb{R}^m) : [u]_{W^{\alpha,p}(\Omega; \mathbb{R}^m)} = \left( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{n+\alpha p}} \, dx \, dy \right)^{\frac{1}{p}} < +\infty \right\}
\]be the space of $m$-vector-valued fractional Sobolev functions on $\Omega$, see [17] for its precise definition and main properties. For $\alpha \in (0, 1)$ and $p = +\infty$, we simply let
\[
W^{\alpha,\infty}(\Omega; \mathbb{R}^m) = \left\{ u \in L^\infty(\Omega; \mathbb{R}^m) : \sup_{x,y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha} < +\infty \right\},
\]so that $W^{\alpha,\infty}(\Omega; \mathbb{R}^m) = C_0^{\alpha}(\Omega; \mathbb{R}^m)$, the space of $m$-vector-valued bounded $\alpha$-Hölder continuous functions on $\Omega$.

For $\alpha \in (0, 1)$ and $p, q \in [1, +\infty]$, we let
\[
B^\alpha_{p,q}(\mathbb{R}^n; \mathbb{R}^m) = \left\{ u \in L^p(\mathbb{R}^n; \mathbb{R}^m) : [u]_{B^\alpha_{p,q}(\mathbb{R}^n; \mathbb{R}^m)} < +\infty \right\}
\]be the space of $m$-vector-valued Besov functions on $\mathbb{R}^n$, see [31] Chapter 17 for its precise definitions and main properties, where
\[
[u]_{B^\alpha_{p,q}(\mathbb{R}^n; \mathbb{R}^m)} = \begin{cases} 
\left( \int_{\mathbb{R}^n} \frac{\|u(\cdot + h) - u\|_{L^q(\mathbb{R}^n; \mathbb{R}^m)}^q}{|h|^{n+q\alpha}} \, dh \right)^{\frac{1}{q}} & \text{if } q \in [1, +\infty), \\
\sup_{h \in \mathbb{R}^n \setminus \{0\}} \frac{\|u(\cdot + h) - u\|_{L^p(\mathbb{R}^n; \mathbb{R}^m)}}{|h|^\alpha} & \text{if } q = \infty.
\end{cases}
\]

We also let
\[
b^\alpha_{p,q}(\mathbb{R}^n; \mathbb{R}^m) = \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n; \mathbb{R}^m) : [u]_{B^\alpha_{p,q}(\mathbb{R}^n; \mathbb{R}^m)} < +\infty \right\}.
\]

In order to avoid heavy notation, if the elements of a function space $F(\Omega; \mathbb{R}^m)$ are real-valued (i.e., $m = 1$), then we will drop the target space and simply write $F(\Omega)$.
Given $\alpha \in (0, 1)$, we also let
\[
(-\Delta)^{\alpha/2} f(x) = \nu_{n,\alpha} \int_{\mathbb{R}^n} \frac{f(x+y) - f(x)}{|y|^{n+\alpha}} dy, \quad x \in \mathbb{R}^n,
\] (2.2)
be the fractional Laplacian (of order $\alpha$) of $f \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^m)$, where
\[
\nu_{n,\alpha} = 2^\alpha \pi^{-\frac{n+1}{2}} \frac{\Gamma\left(\frac{n+\alpha+1}{2}\right)}{\Gamma\left(\frac{1-\alpha}{2}\right)}, \quad \alpha \in (0, 1).
\]

Finally, we let
\[
Rf(x) = \pi^{-\frac{n+1}{2}} \Gamma\left(\frac{n+\alpha+1}{2}\right) \lim_{\varepsilon \to 0^+} \int_{|y| > \varepsilon} \frac{y f(x+y)}{|y|^{n+1}} dy, \quad x \in \mathbb{R}^n,
\] (2.3)
be the (vector-valued) Riesz transform of a (sufficiently regular) function $f$. We refer the reader to [22, Sections 2.1 and 2.4.4], [48, Chapter III, Section 1] and [49, Chapter III] for a more detailed exposition. We warn the reader that the definition in (2.3) agrees with the one in [49] and differs from the one in [22, 48] for a minus sign. The Riesz transform (2.3) is a singular integral of convolution type, thus in particular it defines a continuous operator $R: L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n; \mathbb{R}^n)$ for any given $p \in (1, +\infty)$, see [21, Corollary 5.2.8]. We also recall that its components $R_i$ satisfy
\[
\sum_{i=1}^n R_i^2 = -\text{Id} \quad \text{on } L^2(\mathbb{R}^n),
\]
see [21 Proposition 5.1.16].

2.2. The operators $\nabla^\alpha$ and $\text{div}^\alpha$ and the associated fractional spaces. We are going to briefly revise the theory on the non-local operators $\nabla^\alpha$ and $\text{div}^\alpha$, see [8, 12, 14, 44] and [35, Section 15.2]. Let $\alpha \in (0, 1)$ and set
\[
\mu_{n,\alpha} = 2^\alpha \pi^{-\frac{n+1}{2}} \Gamma\left(\frac{n+\alpha+1}{2}\right) \Gamma\left(\frac{1-\alpha}{2}\right).
\]
Recall that fractional operators $\nabla^\alpha$ and $\text{div}^\alpha$ are defined by setting
\[
\nabla^\alpha f(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x)(f(y)-f(x))}{|y-x|^{n+\alpha+1}} dy, \quad x \in \mathbb{R}^n,
\] (2.4)
for $f \in \text{Lip}_c(\mathbb{R}^n)$ and
\[
\text{div}^\alpha \varphi(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x) \cdot (\varphi(y)-\varphi(x))}{|y-x|^{n+\alpha+1}} dy, \quad x \in \mathbb{R}^n,
\] (2.5)
for $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$. Thanks to [13 Corollary 2.3], we know that
\[
\nabla^\alpha : \text{Lip}_c(\mathbb{R}^n) \to L^1(\mathbb{R}^n; \mathbb{R}^n) \cap L^\infty(\mathbb{R}^n; \mathbb{R}^n)
\]
and, analogously,
\[
\text{div}^\alpha : \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n) \to L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n),
\]
are two linear continuous operators. In addition, the fractional operators $\nabla^\alpha$ and $\text{div}^\alpha$ are dual, in the sense that

$$\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha f \, dx, \quad (2.6)$$

for all $f \in \text{Lip}_c(\mathbb{R}^n)$ and $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$.

We can now quickly recall the functional spaces naturally induced by the two fractional operators (2.4) and (2.5), see [12, Section 1] and [13, Lemma 2.5].

Let $p \in [1, +\infty]$. We say that a function $f \in L^p(\mathbb{R}^n)$ belongs to the space $BV^{\alpha,p}(\mathbb{R}^n)$ if

$$|D^\alpha f| (\mathbb{R}^n) = \sup \left\{ \int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx : \varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n), \|\varphi\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \leq 1 \right\} < +\infty. \quad (2.7)$$

In the case $p = 1$, we simply write $BV^{\alpha,1}(\mathbb{R}^n) = BV^\alpha(\mathbb{R}^n)$. The resulting linear space

$$BV^{\alpha,p}(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : |D^\alpha f| (\mathbb{R}^n) < +\infty \}$$

endowed with the norm

$$\|f\|_{BV^{\alpha,p}(\mathbb{R}^n)} = \|f\|_{L^p(\mathbb{R}^n)} + |D^\alpha f| (\mathbb{R}^n), \quad f \in BV^{\alpha,p}(\mathbb{R}^n),$$

is a Banach space and the fractional variation defined in (2.7) is lower semicontinuous with respect to the $L^p$-convergence. Arguing as in the proof of [13, Theorem 3.2], it is possible to show that a function $f \in L^p(\mathbb{R}^n)$ belongs to $BV^{\alpha,p}(\mathbb{R}^n)$ if and only if there exists a finite vector valued Radon measure $D^\alpha f$ satisfying

$$\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \varphi \cdot dD^\alpha f$$

for all $\varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n)$, see [12, Theorem 3.1]. As in [12, Proposition 3.7], the vector fields $\varphi$ can actually be taken in a wider class depending on the value of $p$.

In a similar fashion, we say that a function $f \in L^p(\mathbb{R}^n)$ belongs to the space $S^{\alpha,p}(\mathbb{R}^n)$ if there exists a function $\nabla^\alpha f \in L^p(\mathbb{R}^n; \mathbb{R}^n)$, called weak $\alpha$-fractional gradient of $f$, satisfying (2.6) for all $\varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n)$. We point out that, in general, if $f \in S^{\alpha,p}(\mathbb{R}^n)$, then $\nabla^\alpha f$ is not necessarily given by (2.8). The resulting linear space

$$S^{\alpha,p}(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : \nabla^\alpha f \in L^p(\mathbb{R}^n; \mathbb{R}^n) \}$$

endowed with the norm

$$\|f\|_{S^{\alpha,p}(\mathbb{R}^n)} = \|f\|_{L^p(\mathbb{R}^n)} + \|\nabla^\alpha f\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}, \quad f \in S^{\alpha,p}(\mathbb{R}^n),$$

is a Banach space. In addition, $S^{\alpha,p}(\mathbb{R}^n)$ can be identified with the Bessel potential space $L^{\alpha,p}(\mathbb{R}^n)$ whenever $p \in (1, +\infty)$, see [8, 29].

2.3. The operators $\mathcal{D}^\alpha$ and $\mathcal{D}^\alpha_{NL}$ on Besov spaces. We are now going to study the fractional operators (2.4) and (2.5) on Besov spaces. To this aim, we need to introduce two following auxiliary operators.

Let $\alpha \in (0, 1)$. We let

$$\mathcal{D}^\alpha f(x) = \int_{\mathbb{R}^n} \frac{|f(x + h) - f(x)|}{|h|^{n+\alpha}} \, dh, \quad x \in \mathbb{R}^n,$$

for all $f \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$, $m \in \mathbb{N}$. Analogously, we let

$$\mathcal{D}^\alpha_{NL}(f, g)(x) = \int_{\mathbb{R}^n} \frac{|f(x + h) - f(x)||g(x + h) - g(x)|}{|h|^{n+\alpha}} \, dh, \quad x \in \mathbb{R}^n, \quad (2.8)$$
for all \( f, g \in \text{Lip}_p(\mathbb{R}^n; \mathbb{R}^m), \ m \in \mathbb{N} \). The following result proves that the operators \( \mathcal{D}^\alpha \) and \( \mathcal{D}^\alpha_{\text{NL}} \) naturally extend to Besov spaces.

**Lemma 2.1** (Integrability of \( \mathcal{D}^\alpha \) and Hölder’s (generalized) inequality, we can estimate

\[
\| \mathcal{D}^\alpha f \|_{L^p(\mathbb{R}^n)} \leq [f]_{B^\alpha_{p,1}(\mathbb{R}^n)}
\]

for all \( f \in b^\alpha_{p,1}(\mathbb{R}^n) \).

(ii) The operator \( \mathcal{D}^\alpha_{\text{NL}} \) satisfies

\[
\| \mathcal{D}^\alpha_{\text{NL}}(f, g) \|_{L^q(\mathbb{R}^n)} \leq \begin{cases} 
\| f \|_{L^p(\mathbb{R}^n)} \| g \|_{L^q(\mathbb{R}^n)} & \text{for } f \in b^{\beta}_{p,s}(\mathbb{R}^n), g \in b^{\gamma}_{q,1}(\mathbb{R}^n), \\
2 [f]_{B^{\alpha}_{p,1}(\mathbb{R}^n)} & \text{for } f \in L^p(\mathbb{R}^n), g \in b^{\gamma}_{q,1}(\mathbb{R}^n), \\
2 [f]_{B^{\alpha}_{p,1}(\mathbb{R}^n)} & \text{for } f \in b^{\alpha}_{p,1}(\mathbb{R}^n), g \in L^q(\mathbb{R}^n).
\end{cases}
\]

**Proof.** We prove the two statements separately.

*Proof of (i).* By Minkowski’s integral inequality, we can estimate

\[
\| \mathcal{D}^\alpha f \|_{L^p(\mathbb{R}^n)} = \left\| \int_{\mathbb{R}^n} \frac{|f(\cdot + h) - f|}{|h|^{n+\alpha}} \, dh \right\|_{L^p(\mathbb{R}^n)}
\]

\[
\leq \int_{\mathbb{R}^n} \frac{\|f(\cdot + h) - f\|_{L^p(\mathbb{R}^n)}}{|h|^{n+\alpha}} \, dh
\]

\[
= [f]_{B^\alpha_{p,1}(\mathbb{R}^n)}
\]

and (2.9) follows.

*Proof of (ii).* Let us assume that \( s, t \in (1, +\infty) \). By Minkowski’s integral inequality and Hölder’s (generalized) inequality, we can estimate

\[
\| \mathcal{D}^\alpha_{\text{NL}}(f, g) \|_{L^q(\mathbb{R}^n)} \leq \int_{\mathbb{R}^n} \frac{\|f(\cdot + h) - f\|_{L^p(\mathbb{R}^n)} \|g(\cdot + h) - g\|_{L^q(\mathbb{R}^n)}}{|h|^{n+\alpha}} \, dh
\]

\[
\leq \int_{\mathbb{R}^n} \frac{\|f(\cdot + h) - f\|_{L^p(\mathbb{R}^n)}}{|h|^{n+\alpha}} \|g(\cdot + h) - g\|_{L^q(\mathbb{R}^n)} \, dh
\]

\[
\leq \int_{\mathbb{R}^n} \frac{\|f(\cdot + h) - f\|_{L^p(\mathbb{R}^n)}}{|h|^{\frac{n+\gamma}{\gamma}}} \|g(\cdot + h) - g\|_{L^q(\mathbb{R}^n)} \, dh
\]

\[
\leq \left( \int_{\mathbb{R}^n} \frac{\|f(\cdot + h) - f\|_{L^p(\mathbb{R}^n)}}{|h|^{n+s\beta}} \, dh \right)^{\frac{1}{r}} \left( \int_{\mathbb{R}^n} \frac{\|g(\cdot + h) - g\|_{L^q(\mathbb{R}^n)}}{|h|^{n+t\gamma}} \, dh \right)^{\frac{1}{s}}
\]

\[
= [f]_{B^\alpha_{p,s}(\mathbb{R}^n)} [g]_{B^{\gamma}_{q,1}(\mathbb{R}^n)}
\]

and (2.10) follows. The remaining cases are similar and are left to the reader.

In the following result, we prove a Leibniz-type rule for the operator \( \mathcal{D}^\alpha \) for the product of two Besov functions.

**Lemma 2.2** (Leibniz-type rule for \( \mathcal{D}^\alpha \).) Let \( \alpha \in (0, 1) \) and let \( p, q, r \in [1, +\infty] \) be such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \). If \( f \in B^\alpha_{p,1}(\mathbb{R}^n) \) and \( g \in B^{\alpha}_{q,1}(\mathbb{R}^n) \), then \( \mathcal{D}^\alpha(fg) \in L^r(\mathbb{R}^n) \) with

\[
\| \mathcal{D}^\alpha(fg) \|_{L^r(\mathbb{R}^n)} \leq [f]_{B^\alpha_{p,1}(\mathbb{R}^n)} \|g\|_{L^q(\mathbb{R}^n)} + \|f\|_{L^p(\mathbb{R}^n)} [g]_{B^{\alpha}_{q,1}(\mathbb{R}^n)}
\]
Proof. For $x \in \mathbb{R}^n$, we can estimate

$$D^\alpha(fg)(x) = \int_{\mathbb{R}^n} \frac{|f(y)g(y) - f(x)g(x)|}{|y - x|^{n+\alpha}} dy$$

$$\leq \int_{\mathbb{R}^n} \frac{|g(y)||f(y) - f(x)| + |f(x)||g(y) - g(x)|}{|y - x|^{n+\alpha}} dy$$

$$= \int_{\mathbb{R}^n} \frac{|g(x + h)||f(x + h) - f(x)|}{|h|^{n+\alpha}} dh + |f(x)|D^\alpha g(x).$$

Therefore, by Minkowski’s integral inequality and Hölder’s (generalized) inequality, we get

$$\|D^\alpha(fg)\|_{L^p(\mathbb{R}^n)} \leq \int_{\mathbb{R}^n} \frac{\|g(\cdot + h)\|_{L^p(\mathbb{R}^n)}\|f(\cdot + h) - f\|_{L^1(\mathbb{R}^n)}}{|h|^{n+\alpha}} dh + \|f\|_{L^p(\mathbb{R}^n)}\|D^\alpha g\|_{L^1(\mathbb{R}^n)}$$

$$\leq \int_{\mathbb{R}^n} \frac{\|g(\cdot + h)\|_{L^p(\mathbb{R}^n)}\|f(\cdot + h) - f\|_{L^1(\mathbb{R}^n)}}{|h|^{n+\alpha}} dh + \|f\|_{L^p(\mathbb{R}^n)}\|D^\alpha g\|_{L^1(\mathbb{R}^n)}$$

$$\leq [f]_{B^p_{\alpha,1}(\mathbb{R}^n)}\|g\|_{L^1(\mathbb{R}^n)} + \|f\|_{L^p(\mathbb{R}^n)}\|g\|_{B^p_{\alpha,1}(\mathbb{R}^n)}$$

thanks to Lemma 2.1 and the conclusion readily follows. \[\square\]

2.4. The operators $\nabla^\alpha$ and $\text{div}^\alpha$ on Besov spaces. We are now ready to study the properties of the fractional operators (2.4) and (2.5) on Besov spaces. We start by observing that from Lemma 2.1 we can easily deduce the following integrability result for the operators $\nabla^\alpha$ and $\text{div}^\alpha$ when applied to Besov functions.

Corollary 2.3 (Integrability of $\nabla^\alpha$ and $\text{div}^\alpha$). Let $\alpha \in (0, 1)$ and $p \in [1, +\infty]$. The linear operators in (2.4) and (2.5) can be extended to two linear operators (for which we retain the same notation) satisfying

$$\|\nabla^\alpha f\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq \mu_{n,\alpha} [f]_{B^p_{\alpha,1}(\mathbb{R}^n)}$$

$$\|\text{div}^\alpha \varphi\|_{L^p(\mathbb{R}^n)} \leq \mu_{n,\alpha} [\varphi]_{B^p_{\alpha,1}(\mathbb{R}^n; \mathbb{R}^n)}$$

for all $f \in B^p_{\alpha,1}(\mathbb{R}^n)$ and $\varphi \in B^p_{\alpha,1}(\mathbb{R}^n; \mathbb{R}^n)$.

In addition, the Leibniz-type rule for the operator $D^\alpha$ proved in Lemma 2.2 allows us to deduce the following integrability property for $\nabla^\alpha$ and $\text{div}^\alpha$ when applied to product of Besov functions.

Corollary 2.4 (Integrability of $\nabla^\alpha$ and $\text{div}^\alpha$ for products). Let $\alpha \in (0, 1)$ and let $p, q, r \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$.

(i) If $f \in B^p_{\alpha,1}(\mathbb{R}^n)$ and $g \in B^q_{\alpha,1}(\mathbb{R}^n)$, then $\nabla^\alpha(fg) \in L^r(\mathbb{R}^n; \mathbb{R}^n)$. In addition, if $r = 1$ then

$$\int_{\mathbb{R}^n} \nabla^\alpha(fg) \, dx = 0.$$  \hspace{1cm} (2.11)

(ii) If $f \in B^p_{\alpha,1}(\mathbb{R}^n)$ and $\varphi \in B^q_{\alpha,1}(\mathbb{R}^n; \mathbb{R}^n)$, then $\text{div}^\alpha(f\varphi) \in L^r(\mathbb{R}^n)$. In addition, if $r = 1$ then

$$\int_{\mathbb{R}^n} \text{div}^\alpha(f\varphi) \, dx = 0.$$  \hspace{1cm} (2.12)

In the proof of the above Corollary 2.4, we need the following consequence of [14] Proposition 2.7 whose simple proof is left to the reader.
Lemma 2.5 (Zero total measure). Let $\alpha \in (0, 1)$. If $f \in BV^\alpha(\mathbb{R}^n)$, then $D^\alpha f(\mathbb{R}^n) = 0$.

Proof of Corollary 2.4. Thanks to Lemma 2.2, we just need to prove (2.11) and (2.12) in the case $r = 1$. To this aim, let us set $u = fg \in L^1(\mathbb{R}^n)$. By Lemma 2.2, we know that $D^\alpha u \in L^1(\mathbb{R}^n)$. Consequently, $u \in S^{\alpha,1}(\mathbb{R}^n)$ by Fubini’s Theorem and so (2.11) follows from Lemma 2.5, since $S^{\alpha,1}(\mathbb{R}^n) \subset BV^\alpha(\mathbb{R}^n)$, thanks to [13, Theorem 3.25]. The proof of (2.12) is similar and is left to the reader. \qed

Thanks to Lemma 2.1(ii), we immediately deduce the following integrability result for the operators $\nabla^\alpha$ thanks to Corollary 2.4(ii). This shows that, for any $f, g \in L^q(\mathbb{R}^n)$, from Lemma 2.5, since $S^{\alpha,1}(\mathbb{R}^n) \subset BV^\alpha(\mathbb{R}^n)$, thanks to [13, Theorem 3.25]. The proof of (2.12) is similar and is left to the reader.

Lemma 2.6 (Duality for $\nabla^\alpha$ and $\text{div}^\alpha$). Let $\alpha \in (0, 1)$ and let $p, q \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. If $f \in B^\alpha_{p,1}(\mathbb{R}^n)$ and $\varphi \in B^{\alpha,1}_{q,1}(\mathbb{R}^n; \mathbb{R}^n)$, then (2.6) holds. As a consequence, $B^\alpha_{p,1}(\mathbb{R}^n) \subset S^{\alpha,p}(\mathbb{R}^n)$ with continuous inclusion.

Proof. By Corollary 2.3 both sides of (2.6) are well posed. Thanks to Lemma 2.4 and Fubini’s Theorem, we can write

$$
\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx = \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(x) \frac{(y-x) \cdot (\varphi(y) - \varphi(x))}{|y-x|^{n+\alpha+1}} \, dy \, dx
$$

and, similarly,

$$
\int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha f \, dy = \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \varphi(y) \frac{(x-y)(f(x) - f(y))}{|x-y|^{n+\alpha+1}} \, dx \, dy
$$

Therefore, by adding up the two expressions above, we get that

$$
\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx + \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha f \, dy = \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(x-y)(f(x) - f(y))(\varphi(y) - \varphi(x))}{|x-y|^{n+\alpha+1}} \, dx \, dy
$$

$$
= \int_{\mathbb{R}^n} \text{div}^\alpha(f \varphi) \, dx = 0
$$

thanks to Corollary 2.4(iii). This shows that, for any $f \in B^\alpha_{p,1}(\mathbb{R}^n)$, the weak $\alpha$-fractional gradient of $f$ is indeed $\nabla^\alpha f$ and it belongs to $L^p(\mathbb{R}^n; \mathbb{R}^n)$. This implies the validity of the continuous inclusion $B^\alpha_{p,1}(\mathbb{R}^n) \subset S^{\alpha,p}(\mathbb{R}^n)$. The proof is thus complete. \qed

2.5. The operators $\nabla^\alpha_{NL}$ and $\text{div}^\alpha_{NL}$ on Besov spaces. Let $\alpha \in (0, 1)$. We recall that the non-local fractional operators $\nabla^\alpha_{NL}$ and $\text{div}^\alpha_{NL}$ are defined by

$$
\nabla^\alpha_{NL}(f, g)(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x) \cdot (f(y) - f(x))(g(y) - g(x))}{|y-x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n,
$$

(2.13)

and

$$
\text{div}^\alpha_{NL}(f, \varphi)(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x) \cdot (f(y) - f(x))(\varphi(y) - \varphi(x))}{|y-x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n,
$$

(2.14)

for all $f, g \in \text{Lip}_c(\mathbb{R}^n)$ and $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$, see [13, Lemmas 2.6 and 2.7]. From Lemma 2.1(iii), we immediately deduce the following integrability result for the operators $\nabla^\alpha_{NL}$ and $\text{div}^\alpha_{NL}$ on Besov spaces.
Corollary 2.7 (Integrability of $\nabla_{NL}^\alpha$ and $\text{div}_{NL}^\alpha$). Let $\alpha, \beta, \gamma \in (0, 1)$ be such that $\alpha = \beta + \gamma$. Let $p, q, r, s, t \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$ and $\frac{1}{s} + \frac{1}{t} = 1$. The bilinear operators in (2.13) and (2.14) can be extended to two bilinear operators (for which we retain the same notation) satisfying

$$
\|\nabla_{NL}^\alpha(f, g)\|_{L^r(R^n; R^n)} \leq \begin{cases}
\mu \|f\|_{B^\beta_{p,s}(R^n)} \|g\|_{B^\alpha_{q,t}(R^n)} & \text{for } f \in B^\beta_{p,s}(R^n), g \in B^\alpha_{q,t}(R^n), \\
2\mu \|f\|_{L^p(R^n)} \|g\|_{L^q(R^n)} & \text{for } f \in L^p(R^n), g \in B^\alpha_{q,t}(R^n), \\
2\mu \|f\|_{B^\alpha_{q,t}(R^n)} \|g\|_{L^q(R^n)} & \text{for } f \in B^\alpha_{q,t}(R^n), g \in L^q(R^n)
\end{cases}
$$

and, analogously,

$$
\|\text{div}_{NL}^\alpha(f, \varphi)\|_{L^r(R^n; R^n)} \leq \begin{cases}
\mu \|f\|_{B^{\beta}_{p,s}(R^n)} \|\varphi\|_{B^{\alpha}_{q,t}(R^n; R^n)} & \text{for } f \in B^{\beta}_{p,s}(R^n), \varphi \in B^{\alpha}_{q,t}(R^n; R^n), \\
2\mu \|f\|_{L^p(R^n)} \|\varphi\|_{L^q(R^n; R^n)} & \text{for } f \in L^p(R^n), \varphi \in B^{\alpha}_{q,t}(R^n; R^n), \\
2\mu \|f\|_{B^{\alpha}_{q,t}(R^n)} \|\varphi\|_{L^q(R^n; R^n)} & \text{for } f \in B^{\alpha}_{q,t}(R^n), \varphi \in L^q(R^n; R^n).
\end{cases}
$$

Remark 2.8 (Particular cases of Corollary 2.7). As far as we know, two particular cases of Corollary 2.7 are already known in the literature when $\beta = \alpha/s$ and $\gamma = \alpha/t$ (although for more regular functions). The case $r = 1, s = p$ and $t = q$ is considered in [13, Lemmas 2.6 and 2.7] and in the more general [14, Lemmas 2.4 and 2.5]. The case $r = p, q = +\infty, s = +\infty$ and $t = 1$ can be recovered from the computations made in [20, Section 2.2, Equation (2.11)].

Somewhat in analogy with the duality relation (2.6) proved in Lemma 2.6, we can establish the following integration-by-parts formula for the operators $\nabla_{NL}^\alpha$ and $\text{div}_{NL}^\alpha$ on Besov spaces.

Lemma 2.9 (Duality for $\nabla_{NL}^\alpha$ and $\text{div}_{NL}^\alpha$). Let $\alpha \in (0, 1)$ and let $p, q, r \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r} = 1$. If $f \in L^p(R^n)$, $g \in B^\alpha_{q,t}(R^n)$ and $\varphi \in L^r(R^n; R^n)$, then

$$
\int_{R^n} f \text{div}_{NL}^\alpha(g, \varphi) \, dx = \int_{R^n} \varphi \cdot \nabla_{NL}^\alpha(f, g) \, dx. \tag{2.15}
$$

**Proof.** We start by noticing that both sides of (2.15) are well defined by Corollary 2.7 and Hölder’s inequality. Thanks to Lemma 2.4 and Fubini’s Theorem, we can write

$$
\int_{R^n} f \text{div}_{NL}^\alpha(g, \varphi) \, dx = \mu \int_{R^n} \int_{R^n} f(x) \frac{(y - x) \cdot (g(y) - g(x))(\varphi(y) - \varphi(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx
$$

and, similarly,

$$
\int_{R^n} \varphi \cdot \nabla_{NL}^\alpha(f, g) \, dx = \mu \int_{R^n} \int_{R^n} \varphi(x) \cdot \frac{(y - x)(f(y) - f(x))(g(y) - g(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx
$$

and, similarily,

$$
\int_{R^n} \varphi \cdot \nabla_{NL}^\alpha(f, g) \, dx = \mu \int_{R^n} \int_{R^n} \varphi(x) \cdot \frac{(y - x)(f(y) - f(x))(g(y) - g(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx.
$$

Therefore, by exchanging the order of integration and adding up, we get

$$
2 \int_{R^n} f \text{div}_{NL}^\alpha(g, \varphi) \, dx
$$
by simply swapping the names of the variables. An analogous reasoning proves that
eq \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(y - x) \cdot (f(x) - f(y))(g(y) - g(x))(\varphi(y) - \varphi(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx
= \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(y - x) \cdot (f(y) - f(x))(g(y) - g(x))(\varphi(x) - \varphi(y))}{|y - x|^{n+\alpha+1}} \, dy \, dx
= 2 \int_{\mathbb{R}^n} \varphi \cdot \nabla_{\text{NL}}^\alpha (f, g) \, dx
and the conclusion follows.

We end this section with the following result showing that, under suitable Besov regularity assumptions on the function $h$ and the vector field $\varphi$, the maps

$$(f, g) \mapsto \int_{\mathbb{R}^n} f \nabla_{\text{NL}}^\alpha (g, h) \, dx, \quad (f, g) \mapsto \int_{\mathbb{R}^n} f \text{div}_{\text{NL}}^\alpha (g, \varphi) \, dx,$$

are symmetric. Up to our knowledge, this property was first noticed in [29, Equation (2.15)] but only for sufficiently regular functions.

**Lemma 2.10** (Swapping property of $\nabla_{\text{NL}}$ and $\text{div}_{\text{NL}}^\alpha$). Let $\alpha \in (0, 1)$ and let $p, q, r \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1$. If $f \in L^p(\mathbb{R}^n)$, $g \in L^q(\mathbb{R}^n)$, $h \in b_{r,1}^r(\mathbb{R}^n)$ and $\varphi \in b_{r,1}^{\alpha r}(\mathbb{R}^n; \mathbb{R}^n)$, then

$$\int_{\mathbb{R}^n} f \nabla_{\text{NL}}^\alpha (g, h) \, dx = \int_{\mathbb{R}^n} g \nabla_{\text{NL}}^\alpha (f, h) \, dx \tag{2.16}$$
and

$$\int_{\mathbb{R}^n} f \text{div}_{\text{NL}}^\alpha (g, \varphi) \, dx = \int_{\mathbb{R}^n} g \text{div}_{\text{NL}}^\alpha (f, \varphi) \, dx. \tag{2.17}$$

**Proof.** Thanks to Lemma [2.14], both sides of (2.16) are well defined. Moreover, also thanks to Fubini’s Theorem, we can write

$$\int_{\mathbb{R}^n} f \nabla_{\text{NL}}^\alpha (g, h) \, dx = \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(x) \frac{(y - x)(g(y) - g(x))(h(y) - h(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx$$

$$= -\mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(y) \frac{(y - x)(g(y) - g(x))(h(y) - h(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx$$

by simply swapping the names of the variables. An analogous reasoning proves that

$$\int_{\mathbb{R}^n} g \nabla_{\text{NL}}^\alpha (f, h) \, dx = \mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} g(x) \frac{(y - x)(f(y) - f(x))(h(y) - h(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx$$

$$= -\mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} g(y) \frac{(y - x)(f(y) - f(x))(h(y) - h(x))}{|y - x|^{n+\alpha+1}} \, dy \, dx.$$

We can thus write

$$2 \int_{\mathbb{R}^n} f \nabla_{\text{NL}}^\alpha (g, h) \, dx$$

$$= -\mu_{n,\alpha} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (y - x)(f(y) - f(x))(g(y) - g(x))(h(y) - h(x)) \, dy \, dx$$

$$= 2 \int_{\mathbb{R}^n} g \nabla_{\text{NL}}^\alpha (f, h) \, dx$$

and (2.16) follows. The proof of (2.17) is similar and is thus left to the reader. \qed
3. Leibniz rules involving $BV^{\alpha,p}$ functions

In this section, we detail the proof of our first main result Theorem 1.1.

3.1. Products of $BV^{\alpha,p}$ and continuous Besov functions. We begin with the following Leibniz rule for the multiplication of a $BV^{\alpha,p}$ function with a bounded continuous Besov function.

**Theorem 3.1** ($BV^{\alpha,p} \cdot C_b \cap B^{\alpha}_{q,1}$ with $\frac{1}{p} + \frac{1}{q} = 1$). Let $\alpha \in (0, 1)$ and let $p, q \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. If $f \in BV^{\alpha,p}(\mathbb{R}^n)$ and $g \in C_b(\mathbb{R}^n) \cap B^{\alpha}_{q,1}(\mathbb{R}^n)$, then $fg \in BV^{\alpha,r}(\mathbb{R}^n)$ for all $r \in [1, p]$, with

$$D^\alpha(fg) = g D^\alpha f + f \nabla^\alpha g \mathcal{L}^n + \nabla^\alpha_{NL}(f, g) \mathcal{L}^n \quad \text{in } \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n).$$

(3.1)

In addition,

$$D^\alpha(fg)(\mathbb{R}^n) = 0, \quad \int_{\mathbb{R}^n} \nabla^\alpha_{NL}(f, g) dx = 0,$$

and

$$\int_{\mathbb{R}^n} f \nabla^\alpha g dx = -\int_{\mathbb{R}^n} g dD^\alpha f. \quad (3.3)$$

In the proof of Theorem 3.1 we take advantage of the following Leibniz rules for the operators $\nabla^\alpha$ and $\text{div}^\alpha$ in Besov spaces. Lemma 3.2 below generalizes [13, Lemmas 2.5 and 2.6] and [14, Lemmas 2.4 and 2.5].

**Lemma 3.2** (Leibniz rules for $\nabla^\alpha$ and $\text{div}^\alpha$). Let $\alpha \in (0, 1)$ and let $p, q, r \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$.

(i) If $f \in B^{\alpha}_{p,1}(\mathbb{R}^n)$ and $g \in B^{\alpha}_{q,1}(\mathbb{R}^n)$, then

$$\nabla^\alpha(fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL}(f, g) \quad \text{in } L^r(\mathbb{R}^n; \mathbb{R}^n). \quad (3.4)$$

(ii) If $f \in B^{\alpha}_{p,1}(\mathbb{R}^n)$ and $\varphi \in B^{\alpha}_{q,1}(\mathbb{R}^n; \mathbb{R}^n)$, then

$$\text{div}^\alpha(f \varphi) = \varphi \cdot \nabla^\alpha f + f \text{div}^\alpha \varphi + \nabla^\alpha_{NL}(f, \varphi) \quad \text{in } L^r(\mathbb{R}^n). \quad (3.5)$$

**Proof.** By Corollary 2.3, Corollary 2.4, and Corollary 2.7, we already know that each of the terms appearing in (3.4) and (3.5) is a well defined $L^r$-function. Thanks to Lemma 2.1 and Fubini’s Theorem, we can thus write

$$\nabla^\alpha(fg)(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x)(f(y)g(y) - f(x)g(x))}{|y-x|^{n+\alpha+1}} dy$$

$$= \mu_{n,\alpha} \int_{\mathbb{R}^n} (y-x)(f(y)g(y) - f(x)g(y) + f(x)g(y) - f(x)g(x)) \frac{dy}{|y-x|^{n+\alpha+1}}$$

$$= \mu_{n,\alpha} \int_{\mathbb{R}^n} g(y) \frac{(y-x)(f(y) - f(x))}{|y-x|^{n+\alpha+1}} dy + f(x) \nabla^\alpha g(x)$$

$$= \mu_{n,\alpha} \int_{\mathbb{R}^n} (y-x)(f(y) - f(x))(g(y) - g(x)) \frac{dy}{|y-x|^{n+\alpha+1}} + g(x) \nabla^\alpha f(x) + f(x) \nabla^\alpha g(x)$$

$$= g(x) \nabla^\alpha f(x) + f(x) \nabla^\alpha g(x) + \nabla^\alpha_{NL}(f, g)(x)$$

for a.e. $x \in \mathbb{R}^n$, proving (3.4). The proof of (3.5) is similar and is left to the reader. □
Proof of Theorem 3.7. Since $g \in L^q(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$, we clearly have that $fg \in L^1(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$ by Hölder’s inequality. We divide the proof in two steps.

Step 1: proof of (3.1). Let $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$ be given. By Lemma 3.2(ii), we can write
\[ \text{div}^\alpha\!(g\varphi) = g\text{div}^\alpha\!\varphi + \varphi \cdot \nabla^\alpha\!g + \text{div}^\alpha_{\text{NL}}(g, \varphi) \quad \text{in} \quad L^p(\mathbb{R}^n), \]
so that
\[ \int_{\mathbb{R}^n} fg \text{div}^\alpha\!\varphi \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha\!(g\varphi) \, dx - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha\!g \, dx - \int_{\mathbb{R}^n} f \text{div}^\alpha_{\text{NL}}(g, \varphi) \, dx. \]
By Lemma 2.9 we have that
\[ \int_{\mathbb{R}^n} f \text{div}^\alpha_{\text{NL}}(g, \varphi) \, dx = \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha\!(f, g) \, dx. \]
Now let $f_\varepsilon \in BV^{\alpha,p}(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n)$ be given by $f_\varepsilon = \varphi_\varepsilon * f$ for all $\varepsilon > 0$. In particular, we have $f_\varepsilon \in W^{1,p}(\mathbb{R}^n)$ for each $\varepsilon > 0$, and we notice that $W^{1,p}(\mathbb{R}^n) \subset B^{\alpha}_{p,q}(\mathbb{R}^n)$ for all $\alpha \in (0,1)$ and $p,q \in [1, +\infty]$, see [31, Theorem 17.33]. As a consequence, we have $f_\varepsilon \in B^{\alpha}_{p,q}(\mathbb{R}^n)$ for each $\varepsilon > 0$. Since $g\varphi \in B^{\alpha}_{q,1}(\mathbb{R}^n; \mathbb{R}^n)$ for each $\varepsilon > 0$, by Lemma 2.6 we can write
\[ \int_{\mathbb{R}^n} f_\varepsilon \text{div}^\alpha\!(g\varphi) \, dx = -\int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha\!f_\varepsilon \, dx \]
for all $\varepsilon > 0$. On the one side, we have
\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f_\varepsilon \text{div}^\alpha\!(g\varphi) \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha\!(g\varphi) \, dx \]
by Hölder’s inequality in the case $p < +\infty$ and by the Dominated Convergence Theorem in the case $p = +\infty$. On the other side, since $g\varphi \in C^\infty(\mathbb{R}^n; \mathbb{R}^n)$, we also have
\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha\!f_\varepsilon \, dx = \int_{\mathbb{R}^n} g\varphi \cdot dD^\alpha\!f \]
since $D^\alpha\!f_\varepsilon = \varphi_\varepsilon * D^\alpha\!f \to D^\alpha\!f$ in $\mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)$ as $\varepsilon \to 0^+$, thanks to [12, Theorem 3.2]. We thus conclude that
\[ \int_{\mathbb{R}^n} f \text{div}^\alpha\!(g\varphi) \, dx = -\int_{\mathbb{R}^n} g\varphi \cdot dD^\alpha\!f, \]
so that
\[ \int_{\mathbb{R}^n} fg \text{div}^\alpha\!\varphi \, dx = -\int_{\mathbb{R}^n} g\varphi \cdot dD^\alpha\!f - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha\!g \, dx - \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{\text{NL}}(f, g) \, dx \]
for any $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$ and (3.1) immediately follows by a standard approximation argument which allows us to pass to test functions in $C_c(\mathbb{R}^n; \mathbb{R}^n)$.

Step 2: proof of (3.2) and (3.3). Since $fg \in BV^{\alpha}(\mathbb{R}^n)$ by Step 1, the first equation in (3.2) readily follows from Lemma 2.5. Moreover, since obviously $\text{div}^\alpha_{\text{NL}}(g, v) = 0$ for all $v \in \mathbb{R}^n$, by Lemma 2.9 we get
\[ v \cdot \int_{\mathbb{R}^n} \nabla^\alpha_{\text{NL}}(f, g) \, dx = \int_{\mathbb{R}^n} v \cdot \nabla^\alpha_{\text{NL}}(f, g) \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha_{\text{NL}}(g, v) \, dx = 0 \]
for all $v \in \mathbb{R}^n$ and also the second equation in (3.2) immediately follows. By combining (3.1) with (3.2), we get (3.3) and the proof is complete. \qed
3.2. Products of $BV^\alpha,p$ and Besov functions. In the remaining part of the present section we aim to relax the assumptions on the Besov function $g$ in Theorem 3.1 proving our first main result Theorem 3.4.

Let us observe that the continuity of the Besov function $g$ in Theorem 3.1 can be trivially dropped for $p \in \left[1, \frac{n}{n-\alpha}\right)$, since for the conjugate exponent $q \in \left(\frac{n}{n-\alpha}, +\infty\right]$ we know that $B_{q,1}^\alpha(\mathbb{R}^n) \subset C_b(\mathbb{R}^n)$ by the Sobolev Embedding Theorem, see [11 Theorem 7.34(c)] and [31 Theorem 17.52].

**Corollary 3.3** $(BV^\alpha \cdot B_{q,1}^\alpha)$ for $1 \leq p < \frac{n}{n-\alpha})$. Let $\alpha \in (0, 1)$, $p \in \left[1, \frac{n}{n-\alpha}\right)$ and set $q = \frac{p}{p-1} \in \left(\frac{n}{n-\alpha}, +\infty\right]$. If $f \in BV^\alpha p(\mathbb{R}^n)$ and $g \in B_{q,1}^\alpha(\mathbb{R}^n)$, then $fg \in BV^r(\mathbb{R}^n)$, with $r \in [1, p]$, satisfies (3.1). In addition, equalities (3.2) and (3.3) hold.

In order to keep removing the continuity assumption on the Besov function $g$ for higher exponents $p \in \left[\frac{n}{n-\alpha}, +\infty\right]$, we have to rely on the absolute continuity properties of the fractional variation established in [12 Theorem 1.1]. To this purpose, we recall the notion of $(\alpha,p)$-capacity, for whose properties we refer to [12 Section 5].

**Definition 3.4** (The $(\alpha,p)$-capacity). Let $\alpha \in (0, 1)$ and $p \in [1, +\infty)$. We let

$$\text{Cap}_{\alpha,p}(K) = \inf \left\{ \|f\|^p_{L^p(\mathbb{R}^n)} : f \in C_c^\infty(\mathbb{R}^n), f \geq \chi_K \right\}$$

be the $(\alpha,p)$-capacity of the compact set $K \subset \mathbb{R}^n$.

We begin with the following result, in which the continuity assumption on the Besov function $g$ in Theorem 3.1 is dropped for exponents $p \in \left[\frac{n}{n-\alpha}, 1\right)$, provided that in (3.1) and (3.3) the function $g$ is replaced with its precise representative $g^*$. We emphasize that, since $g$ is a Besov function, its precise representative satisfies

$$\lim_{r \to 0^+} \int_{B_r(x)} |g(y) - g^*(x)| \, dy = 0$$

for every point $x \in \mathbb{R}^n$ outside a set which is negligible with respect to a suitable $(\beta, q)$-capacity, see [12 Theorem 5.4] for a more detailed explanation.

**Corollary 3.5** $(BV^{\alpha,p} \cdot L^\infty \cap B_{q,1}^\alpha)$ for $p \in \left[\frac{n}{n-\alpha}, 1\right)$). Let $\alpha \in (0, 1)$, $p \in \left[\frac{n}{n-\alpha}, 1\right)$ and set $q = \frac{p}{p-1} \in \left(\frac{1}{\alpha}, \frac{n}{\alpha}\right]$. If $f \in BV^{\alpha,p}(\mathbb{R}^n)$ and $g \in L^\infty(\mathbb{R}^n) \cap B_{q,1}^\alpha(\mathbb{R}^n)$, then $fg \in BV^{r,p}(\mathbb{R}^n)$ for all $r \in [1, p]$, with

$$D^\alpha(fg) = g^* D^\alpha f + f \nabla g L^n + \nabla_N^\alpha(f, g) L^n$$

in $\mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)$. (3.6)

In addition,

$$D^\alpha(fg)(\mathbb{R}^n) = 0, \quad \int_{\mathbb{R}^n} \nabla_N^\alpha(f, g) \, dx = 0,$$

and

$$\int_{\mathbb{R}^n} f \nabla g \, dx = -\int_{\mathbb{R}^n} g^* \, dD^\alpha f.$$ (3.8)

**Proof.** Note that $n \geq 2$ trivially. Let $(g_\varepsilon)_{\varepsilon > 0}$ be a family of standard mollifiers (see [13 Section 3.3] for example) and let $g_\varepsilon = g_\varepsilon \ast g$ for all $\varepsilon > 0$. Since $g_\varepsilon \in C_b(\mathbb{R}^n) \cap B_{q,1}^\alpha(\mathbb{R}^n)$ for all $\varepsilon > 0$ thanks to [31 Proposition 17.12], by Theorem 3.1 we immediately get that $fg_\varepsilon \in BV^{\alpha,p}(\mathbb{R}^n)$ with

$$D^\alpha(fg_\varepsilon) = g_\varepsilon D^\alpha f + \int \nabla g_\varepsilon L^n + \nabla_N^\alpha(f, g_\varepsilon) L^n$$

in $\mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)$. (3.6)
By Lemma 2.1 and Corollary 2.3 we have \(\nabla^\alpha g \in L^q(\mathbb{R}^n; \mathbb{R}^n)\) and it is not difficult to recognize that
\[
\nabla^\alpha g_\varepsilon = g_\varepsilon \ast \nabla^\alpha g \quad \text{in} \quad L^q(\mathbb{R}^n; \mathbb{R}^n)
\]
and
\[
\left\| \nabla_{NL}^\alpha (f, g_\varepsilon) - \nabla_{NL}^\alpha (f, g) \right\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)} = \left\| \nabla_{NL}^\alpha (f, g_\varepsilon - g) \right\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)} 
\leq 2\mu_{n,\alpha} \left\| f \right\|_{L^p(\mathbb{R}^n)} \left\| g - g_\varepsilon \right\|_{B^{\alpha,1}_q(\mathbb{R}^n)}
\]
for all \(\varepsilon > 0\). Since \(g_\varepsilon \ast \nabla^\alpha g \to \nabla^\alpha g\) in \(L^q(\mathbb{R}^n; \mathbb{R}^n)\) and, by [31] Proposition 17.12, \([g - g_\varepsilon]_{B^{\alpha,1}_q(\mathbb{R}^n)} \to 0\), the only thing we have to prove is that
\[
limit_{\varepsilon \to 0^+} g_\varepsilon(x) = g^*(x) \quad \text{for} \quad |D^\alpha f|\text{-a.e.} \quad x \in \mathbb{R}^n.
\]
(3.9)

Now, since \(g \in S^{\alpha,q}(\mathbb{R}^n)\) and \(1 < q \leq \frac{n}{\alpha}\), by [12] Theorem 5.4 we get that
\[
limit_{\varepsilon \to 0^+} g_\varepsilon(x) = g^*(x) \quad \text{for all} \quad x \in \mathbb{R}^n \setminus D_g,
\]
(3.10)
for some set \(D_g \subset \mathbb{R}^n\) with \(\text{Cap}_{\alpha,q}(D_g) = 0\). Recall that \(\mathcal{H}^{n-\alpha+\delta} \ll \text{Cap}_{\alpha,q}\) for any \(\delta > 0\) sufficiently small by [2] Theorem 5.1.13 and Corollary 5.1.14. Since \(p < \frac{1}{1-\alpha}\), we have \(|D^\alpha f| \ll \mathcal{H}^{n-1}\) by [12] Theorem 1.1(i)]. Observing that \(n - 1 > n - \alpha q\), we conclude that \(|D^\alpha f|(D_g) = 0\), thus proving (3.9). Finally, (3.7) and (3.8) can be proved as (3.2) and (3.3) in Theorem 3.1.

We continue to remove the continuity assumption on the Besov function \(g\) in Theorem 3.1 for larger exponents \(p \in \left[\frac{1}{1-\alpha}, +\infty\right]\). We treat the cases \(p < +\infty\) and \(p = +\infty\) separately, see Corollary 3.6 and Corollary 3.7 below. Since we still want to keep exploiting the absolute continuity properties of the fractional variation proved in [12] Theorem 1.1], we are forced to assume some additional fractional smoothness on the function \(g\).

**Corollary 3.6** \(BV^{\alpha,p} \cdot L^\infty \cap B^{\beta}_q, 1 \) for \(p \in \left[\frac{1}{1-\alpha}, +\infty\right]\). Let \(\alpha \in (0, 1), p \in \left[\frac{1}{1-\alpha}, +\infty\right)\) and set \(q = \frac{p}{p-1} \in (1, \frac{1}{\alpha})\). Let \(\beta \in (\beta_{n,p,\alpha}, 1)\), where
\[
\beta_{n,p,\alpha} = \begin{cases} 
1 - \frac{1}{p} & \text{if } n \geq 2 \text{ and } p \in \left[\frac{1}{1-\alpha}, \frac{n}{1-\alpha}\right], \\
\left(1 - \frac{1}{p}\right)\left(\alpha + \frac{n}{p}\right) & \text{if } p \in \left[\frac{n}{1-\alpha}, +\infty\right].
\end{cases}
\]

If \(f \in BV^{\alpha,p}(\mathbb{R}^n)\) and \(g \in L^\infty(\mathbb{R}^n) \cap B^{\beta}_q(\mathbb{R}^n)\), then \(fg \in BV^{\alpha,r}(\mathbb{R}^n)\) for all \(r \in [1, p]\) and satisfies (3.6). In addition, equalities (3.7) and (3.8) hold.

**Proof.** Let \((\varphi_\varepsilon)_{\varepsilon > 0}\) be a family of standard mollifiers (see [13] Section 3.3] for example) and let \(g_\varepsilon = \varphi_\varepsilon \ast g\) for all \(\varepsilon > 0\). The proof now goes as for Corollary 3.5, again the only thing we need to prove being (3.9). We now distinguish two cases.

**Case 1:** \(n \geq 2\) and \(p \in \left[\frac{1}{1-\alpha}, \frac{n}{1-\alpha}\right]\). By [12] Theorem 5.4, we know that the limit in (3.10) is valid for some set \(D_g \subset \mathbb{R}^n\) such that \(\text{Cap}_{\beta,q}(D_g) = 0\). Recall that \(\mathcal{H}^{n-\beta q+\delta} \ll \text{Cap}_{\beta,q}\) for any \(\delta > 0\) by [2] Theorem 5.1.13 and Corollary 5.1.14. Since \(p < \frac{n}{1-\alpha}\), we have \(|D^\alpha f| \ll \mathcal{H}^{n-1}\) by [12] Theorem 1.1(i)]. Observing that \(n - 1 > n - \beta q\), since \(\beta > \frac{1}{q} = 1 - \frac{1}{p}\), we get that \(|D^\alpha f|(D_g) = 0\) and the conclusion follows.
Case 2: \( p \in \left[\frac{n}{1-\alpha}, +\infty\right) \). If \( n = 1 \) and \( p = \frac{1}{1-\alpha} \), then \( \beta \in (\alpha, 1) \) and \( q = \frac{1}{\alpha} > \frac{1}{\beta} \), so that \( B_{\alpha,1}^{q}(\mathbb{R}) \subset C_0(\mathbb{R}) \) by the Sobolev Embedding Theorem [11 Theorem 7.34(c)]. Hence the limit in \((3.10)\) is valid for all \( x \in \mathbb{R} \) and the conclusion follows immediately. We can thus assume either \( n = 1 \) and \( p > \frac{1}{1-\alpha} \) or \( n \geq 2 \). By [12 Theorem 5.4], we know that the limit in \((3.10)\) is valid for some set \( D_g \subset \mathbb{R}^n \) such that \( \text{Cap}_{\beta,q}(D_g) = 0 \). Recall that \( \mathcal{H}^{n-\beta q+\delta} \ll \text{Cap}_{\beta,q} \) for any \( \delta > 0 \) by [2 Theorem 5.1.13 and Corollary 5.1.14]. Since \( p \geq \frac{n}{1-\alpha} \), we have \( |D^\alpha f| \ll \mathcal{H}^{\frac{n}{\alpha}} \) by [12 Theorem 1.1(ii)]. Observing that \( \frac{n}{\alpha} - \alpha > n - \beta q \) if and only if \( \beta > \frac{n+\alpha}{q} - \frac{n}{q^*} = \left(1 - \frac{1}{p}\right) \left(\frac{n}{\alpha} + \frac{n}{q^*}\right) \), we get that \( |D^\alpha f|(D_g) = 0 \) and the conclusion follows. \( \square \)

We notice that \( \beta_{n,p,\alpha} \to \alpha^+ \) for \( p \to +\infty \). Consequently, at least heuristically, if \( p = +\infty \), then we can take \( g \in L^{\infty}(\mathbb{R}^n) \cap W^{\beta,1}(\mathbb{R}^n) \) for all \( \beta \in [\alpha, 1] \). Actually, since \( W^{\alpha,1}(\mathbb{R}^n) \subset W^{\alpha,1}(\mathbb{R}^n) \) for all \( \beta \in [\alpha, 1] \), this is equivalent to choosing \( g \in L^{\infty}(\mathbb{R}^n) \cap W^{\alpha,1}(\mathbb{R}^n) \). The following result provides a rigorous formulation of this observation.

**Corollary 3.7** \((BV^{\alpha,\infty} \cdot L^{\infty} \cap W^{\alpha,1})\). Let \( \alpha \in (0, 1) \). If \( f \in BV^{\alpha,\infty}(\mathbb{R}^n) \) and \( g \in L^{\infty}(\mathbb{R}^n) \cap W^{\alpha,1}(\mathbb{R}^n) \), then \( fg \in BV^{\alpha,1}(\mathbb{R}^n) \cap BV^{\alpha,\infty}(\mathbb{R}^n) \) satisfies \((3.6)\). In addition, equalities \((3.7)\) and \((3.8)\) hold.

**Proof.** Note that \( fg \in L^1(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n) \). Let \((\varrho_\varepsilon)\) be a family of standard mollifiers (see [13 Section 3.3] for example) and let \( \varrho_\varepsilon = \varrho_\varepsilon \ast g \) for all \( \varepsilon > 0 \). The proof now goes as for Corollary 3.5, again the only thing we need to prove being \((3.9)\). Now, by [36 Proposition 3.1], we know that the limit in \((3.10)\) is valid for some set \( D_g \subset \mathbb{R}^n \) such that \( \mathcal{H}^{n-\alpha}(D_g) = 0 \). Since \( p = +\infty \) and \( |D^\alpha f| \ll \mathcal{H}^{n-\alpha} \) by [12 Theorem 1.1(ii)], the conclusion immediately follows. \( \square \)

### 3.3. Some Gauss–Green formulas.

We conclude this section by briefly discussing some Gauss–Green formulas in the whole space.

We emphasize the following particular cases of Corollary 3.7. Note that Corollary 3.8 below generalizes the fractional Gauss–Green formula proved in [13 Theorem 4.2] on \( \mathbb{R}^n \).

For the definitions of the fractional reduced boundary \( F^\alpha E \) of a set \( E \) with finite fractional Caccioppoli \( \alpha \)-perimeter and of its measure theoretic inner unit fractional normal \( \nu_E^\alpha \), we refer the reader to [13 Definition 4.7]

**Corollary 3.8** \((Generalized fractional Gauss–Green formulas)\). Let \( \alpha \in (0, 1) \).

(i) If \( f \in BV^{\alpha,\infty}(\mathbb{R}^n) \), then

\[
\int_{E^1} dD^\alpha f = -\int_{F^\alpha E} f \nu_E^\alpha |\nabla^\alpha \chi_E| \, dx
\]

for all measurable sets \( E \subset \mathbb{R}^n \) such that \( \chi_E \in W^{\alpha,1}(\mathbb{R}^n) \), where

\[
E^1 = \left\{ x \in \mathbb{R}^n : \exists \lim_{r \to 0^+} \frac{|E \cap B_r(x)|}{|B_r(x)|} = 1 \right\}.
\]

(ii) If \( f \in W^{\alpha,1}(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n) \), then

\[
\int_E \nabla^\alpha f \, dx = -\int_{F^\alpha E} f^\ast \nu_E^\alpha d|D^\alpha \chi_E|
\]

for all measurable sets \( E \subset \mathbb{R}^n \) such that \( |D^\alpha \chi_E|(\mathbb{R}^n) < +\infty \).
Remark 3.9. By Corollary 3.7 if \( f \in W^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then
\[
\int_{\mathbb{R}^n} f \nabla^\alpha f \, dx = 0.
\]
Consequently, we have
\[
\int_{E \cap \mathcal{F}^\alpha E} \nu_E^\alpha \left| \nabla^\alpha \chi_E \right| \, dx = \int_{(\mathcal{F}^\alpha E) \setminus E} \nu_E^\alpha \left| \nabla^\alpha \chi_E \right| \, dx = 0
\]
for all measurable sets \( E \subset \mathbb{R}^n \) such that \( \chi_E \in W^{\alpha,1}(\mathbb{R}^n) \).

As it is apparent from Corollary 3.7 and Corollary 3.8 because of the problem of the well-posedness of the product \( g^*D^\alpha f \), we are forced to pair a function \( f \) with bounded fractional variation together with a function \( g \) possessing a stronger \( W^{\alpha,1} \) regularity. Proposition 3.10 below shows that, if we are not interested in the fractional variation measure, both functions \( f \) and \( g \) can have the same \( S^{\alpha,1} \) regularity.

**Proposition 3.10** (Gauss–Green formula in \( S^{\alpha,1} \cap L^\infty \)). Let \( \alpha \in (0,1) \). If \( f, g \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then
\[
\int_{\mathbb{R}^n} f \nabla^\alpha g \, dx = -\int_{\mathbb{R}^n} g \nabla^\alpha f \, dx. \tag{3.11}
\]

**Proof.** Since \( f, g \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), both sides of (3.11) are well defined. Moreover, we can find \( (f_k)_{k \in \mathbb{N}}, (g_k)_{k \in \mathbb{N}} \subset C^\infty_c(\mathbb{R}^n) \) such that \( f_k \to f \) and \( g_k \to g \) in \( S^{\alpha,1}(\mathbb{R}^n) \) and pointwise a.e. in \( \mathbb{R}^n \) as \( k \to +\infty \), with \( \|f_k\|_{L^\infty(\mathbb{R}^n)} \leq \|f\|_{L^\infty(\mathbb{R}^n)} \) and \( \|g_k\|_{L^\infty(\mathbb{R}^n)} \leq \|g\|_{L^\infty(\mathbb{R}^n)} \) for all \( k \in \mathbb{N} \). This statement easily follows from the proofs of [13, Theorems 3.22 and 3.23], so we leave the details to the interested reader. We clearly have that
\[
\int_{\mathbb{R}^n} f_k \nabla^\alpha g_k \, dx = -\int_{\mathbb{R}^n} g_k \nabla^\alpha f_k \, dx
\]
for all \( k \in \mathbb{N} \). We can now observe that
\[
\left| \int_{\mathbb{R}^n} f_k \nabla^\alpha g_k \, dx - \int_{\mathbb{R}^n} f \nabla^\alpha g \, dx \right| \leq \int_{\mathbb{R}^n} |f_k| \left| \nabla^\alpha g_k - \nabla^\alpha g \right| \, dx + \int_{\mathbb{R}^n} |f_k - f| \left| \nabla^\alpha g \right| \, dx
\]
\[
\leq \|f\|_{L^\infty(\mathbb{R}^n)} \left\| \nabla^\alpha g_k - \nabla^\alpha g \right\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)} + \int_{\mathbb{R}^n} |f_k - f| \left| \nabla^\alpha g \right| \, dx
\]
so that
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^n} f_k \nabla^\alpha g_k \, dx = \int_{\mathbb{R}^n} f \nabla^\alpha g \, dx
\]
by the Dominated Convergence Theorem. A similar reasoning provides the other limit
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^n} g_k \nabla^\alpha f_k \, dx = \int_{\mathbb{R}^n} g \nabla^\alpha f \, dx
\]
and the proof is thus complete. \( \square \)

4. Leibniz rules for \( S^{\alpha,p} \) functions

In this section, we prove our second and third main results, Theorem 1.2 and Theorem 1.3 respectively.
4.1. **Products of $S^{\alpha,p}$ and Besov functions.** Similarly to Theorem 3.1, we can prove the following Leibniz rule for the product of $S^{\alpha,p}$ and Besov functions. Theorem 4.1 below generalizes [4, Lemma 3.4] and [29, Lemma 2.11].

**Theorem 4.1** ($S^{\alpha,p} \cdot B^{q,1}_{r_1}$). Let $\alpha \in (0,1)$ and let $p, q, r \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$. If $f \in S^{\alpha,p}(\mathbb{R}^n)$ and $g \in B^{q,1}_r(\mathbb{R}^n)$, then $fg \in S^{\alpha,r}(\mathbb{R}^n)$ with

$$
\nabla^\alpha (fg) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL}(f, g) \quad \text{in } L^r(\mathbb{R}^n; \mathbb{R}^n).
$$

**(Proof.** We clearly have that $fg \in L^r(\mathbb{R}^n)$ by Hölder’s (generalized) inequality. We now let $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$ be given. By Lemma 3.2(ii), we can write

$$
\text{div}^\alpha (g\varphi) = g \text{div}^\alpha \varphi + \varphi \cdot \nabla^\alpha g + \text{div}^\alpha_{NL}(g, \varphi) \quad \text{in } L^r(\mathbb{R}^n),
$$

where $\frac{1}{p} + \frac{1}{p'} = 1$, so that

$$
\int_{\mathbb{R}^n} fg \text{div}^\alpha \varphi \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha (g\varphi) \, dx - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha g \, dx - \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g, \varphi) \, dx.
$$

By Lemma 2.9 we have that

$$
\int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g, \varphi) \, dx = \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{NL}(f, g) \, dx.
$$

Now let $(\varphi_\varepsilon)_{\varepsilon > 0}$ be a family of standard mollifiers (see [13, Section 3.3] for example) and let $(f_\varepsilon)_{\varepsilon > 0} \subset S^{\alpha,p}(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n)$ be given by $f_\varepsilon = f * \varphi_\varepsilon$ for all $\varepsilon > 0$. Arguing as in the proof of Theorem 3.1, we see that $f_\varepsilon \in B^{q,1}_{r_1}(\mathbb{R}^n)$ for each $\varepsilon > 0$. It is easy to check that $g\varphi \in B^{q,1}_{r_1}(\mathbb{R}^n)$, so that by Lemma 2.6 we can write

$$
\int_{\mathbb{R}^n} f_\varepsilon \text{div}^\alpha (g\varphi) \, dx = - \int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha f_\varepsilon \, dx
$$

for all $\varepsilon > 0$. On the one side, we have

$$
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f_\varepsilon \text{div}^\alpha (g\varphi) \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha (g\varphi) \, dx
$$

by Hölder’s inequality in the case $p < +\infty$ and by the Dominated Convergence Theorem in the case $p = +\infty$. On the other side, we also have

$$
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha f_\varepsilon \, dx = \int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha f \, dx
$$

again by Hölder’s inequality in the case $p < +\infty$ and by the Dominated Convergence Theorem in the case $p = +\infty$, since $\nabla^\alpha f_\varepsilon = \varphi_\varepsilon * \nabla^\alpha f$ in $L^p(\mathbb{R}^n; \mathbb{R}^n)$ for all $\varepsilon > 0$. We thus conclude that

$$
\int_{\mathbb{R}^n} f \text{div}^\alpha (g\varphi) \, dx = - \int_{\mathbb{R}^n} g\varphi \cdot \nabla^\alpha f \, dx,
$$

so that

$$
\int_{\mathbb{R}^n} fg \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \varphi \cdot \left( g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL}(f, g) \right) \, dx
$$

for any $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$ and the proof is complete. \qed
4.2. Products of two Bessel functions. We are now ready to prove our second main result Theorem 1.2, dealing with the product of two functions in $S^{\alpha,p}$ and $S^{\alpha,q}$ respectively, with $p, q \in (1, +\infty)$ such that $\frac{1}{p} + \frac{1}{q} < 0,1$.

**Proof of Theorem 1.2.** By [30, Theorem A.1], we can find $(f_k)_{k \in \mathbb{N}}, (g_k)_{k \in \mathbb{N}} \in C_c^\infty(\mathbb{R}^n)$ such that $f_k \to f$ in $S^{\alpha,p}(\mathbb{R}^n)$ and $g_k \to g$ in $S^{\alpha,q}(\mathbb{R}^n)$ as $k \to +\infty$. Recalling [13, Lemma 2.6], for each $k \in \mathbb{N}$ we can write

$$\nabla^\alpha(f_k g_k) = g_k \nabla^\alpha f_k + f_k \nabla^\alpha g_k + \nabla_{NL}^\alpha(f_k, g_k).$$

(4.2)

On the one side, we clearly have that

$$g_k \nabla^\alpha f_k + f_k \nabla^\alpha g_k \to g \nabla^\alpha f + f \nabla^\alpha g \quad \text{in } L^r(\mathbb{R}^n; \mathbb{R}^n)$$

as $k \to +\infty$ by Hölder’s inequality. On the other side, by Corollary 2.7 we can estimate

$$\|\nabla_{NL}^\alpha(f_k, g_k) - \nabla_{NL}^\alpha(f, g)\|_{L^r(\mathbb{R}^n; \mathbb{R}^n)} \leq \mu_{n,\alpha} \|f_k - f\|_{B_{p,q}^{\alpha}(\mathbb{R}^n)} \|g_k - g\|_{B_{p,q}^{\alpha}(\mathbb{R}^n)} + \|f\|_{B_{p,q}^{\alpha}(\mathbb{R}^n)} \|g - g\|_{B_{p,q}^{\alpha}(\mathbb{R}^n)}$$

$$\leq c_{n,\alpha,p,q} \left(\|f_k - f\|_{S^{\alpha,r}(\mathbb{R}^n)} \|g_k - g\|_{S^{\alpha,r}(\mathbb{R}^n)} + \|f\|_{S^{\alpha,r}(\mathbb{R}^n)} \|g - g\|_{S^{\alpha,r}(\mathbb{R}^n)}\right)$$

for all $k \in \mathbb{N}$, since one easily sees that $[u]_{B_{p,q}^{\alpha}(\mathbb{R}^n)} \leq c_{n,\alpha,\ell} \|u\|_{S^{\alpha,\ell}(\mathbb{R}^n)}$ for all $u \in S^{\alpha,\ell}(\mathbb{R}^n)$ with $\ell \in [1, +\infty)$, thanks to [30, Proposition B.2]. Therefore also

$$\nabla_{NL}^\alpha(f_k, g_k) \to \nabla_{NL}^\alpha(f, g) \quad \text{in } L^r(\mathbb{R}^n; \mathbb{R}^n)$$

as $k \to +\infty$ and so (1.23) and (1.24) readily follow. For the case $r = 1$, we observe that

$$\int_{\mathbb{R}^n} f_k \nabla^\alpha g_k \, dx = -\int_{\mathbb{R}^n} g_k \nabla^\alpha f_k \, dx$$

for all $k \in \mathbb{N}$, so that (1.26) immediately follows by passing to the limit thanks to Hölder’s inequality again. Finally, the validity of (1.25) comes by combining (1.23) and (1.24) with Lemma 2.5. The proof is complete. \hfill \Box

4.3. An estimate à la Kenig–Ponce–Vega. The rest of the present section is devoted to the proof of our third main result Theorem 1.3. To this aim, we need the following preliminary result improving our previous integrability estimate for $\nabla_{NL}^\alpha$ established in Corollary 2.7.

**Corollary 4.2 (Improved integrability of $\nabla_{NL}^\alpha$).** Let $\alpha \in (0,1)$ and $p \in (1, +\infty)$. There exists a constant $c_{n,\alpha,p} > 0$, depending on $n$, $\alpha$ and $p$ only, such that

$$\|\nabla_{NL}^\alpha(f, g)\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,\alpha,p} \left(\|\nabla^\alpha f\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \|g\|_{\text{BMO}(\mathbb{R}^n)} + \|f\|_{\text{BMO}(\mathbb{R}^n)} \|\nabla^\alpha g\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}\right)$$

for all $f, g \in C_c^\infty(\mathbb{R}^n)$.

The proof of Corollary 4.2 is a simple application of two well known integrability results for commutators involving singular integral operators.

The first result we need is the following theorem which dates back to [11, Theorem 1]. For a different proof, see [30, Theorem 4.1].
**Theorem 4.3** (Coifman–Rochberg–Weiss). Let \( p \in (1, +\infty) \). There exists a constant \( c_{n,p} > 0 \), depending on \( n \) and \( p \) only, such that

\[
\|R(fg) - fRg\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,p} \left[ f \right]_{\text{BMO}(\mathbb{R}^n)} \|g\|_{L^p(\mathbb{R}^n)}
\]

for all \( f, g \in C_c^\infty(\mathbb{R}^n) \).

The second result we need provides two integrability estimates for the operator

\[
H_\alpha(f, g) = (-\Delta)^{\frac{\alpha}{2}}(fg) - g(-\Delta)^{\frac{\alpha}{2}}f - f(-\Delta)^{\frac{\alpha}{2}}g
\]

defined for all \( f, g \in \text{Lip}_c(\mathbb{R}^n) \). Theorem 4.3 was originally proved in [28, Appendix A]. For a different proof, as well as for an account on the related literature, see [30, Theorem 7.1].

**Theorem 4.4** (Kenig–Ponce–Vega). Let \( \alpha \in (0, 1) \) and \( p \in (1, +\infty) \). There exists a constant \( c_{n,\alpha,p} > 0 \), depending on \( n, \alpha \) and \( p \) only, such that

\[
\|H_\alpha(f, g)\|_{L^p(\mathbb{R}^n)} \leq c_{n,\alpha,p} \|(-\Delta)^{\frac{\alpha}{2}}f\|_{L^p(\mathbb{R}^n)} \left[ g \right]_{\text{BMO}(\mathbb{R}^n)}
\]

for all \( f, g \in C_c^\infty(\mathbb{R}^n) \).

**Proof of Corollary 4.2**. Since \( \nabla^{\alpha} = R(-\Delta)^{\frac{\alpha}{2}} \) on \( C_c^\infty(\mathbb{R}^n) \), we can write

\[
\nabla^{\alpha}(fg) - g \nabla^{\alpha}f - f \nabla^{\alpha}g = R(H_\alpha(f, g))
\]

\[
\quad + R(g(-\Delta)^{\frac{\alpha}{2}}f) - gR(-\Delta)^{\frac{\alpha}{2}}f
\]

\[
\quad + R(f(-\Delta)^{\frac{\alpha}{2}}g) - fR(-\Delta)^{\frac{\alpha}{2}}g.
\]

On the one side, by Theorem 4.4 and the continuity properties of the Riesz transform, we have

\[
\left\| R\left( H_\alpha(f, g) \right) \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq C \left\| H_\alpha(f, g) \right\|_{L^p(\mathbb{R}^n)}
\]

\[
\quad \leq C \left\| (-\Delta)^{\frac{\alpha}{2}}f \right\|_{L^p(\mathbb{R}^n)} \left[ g \right]_{\text{BMO}(\mathbb{R}^n)}
\]

\[
\quad \leq C \left\| \nabla^{\alpha}f \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \left[ g \right]_{\text{BMO}(\mathbb{R}^n)}.
\]

Here and in the following, \( C > 0 \) is a constant depending on \( n, \alpha \) and \( p \) only that may change from line to line. On the other side, by Theorem 3.3 we can estimate

\[
\left\| R(g(-\Delta)^{\frac{\alpha}{2}}f) - gR(-\Delta)^{\frac{\alpha}{2}}f \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq C \left[ g \right]_{\text{BMO}(\mathbb{R}^n)} \left\| (-\Delta)^{\frac{\alpha}{2}}f \right\|_{L^p(\mathbb{R}^n)}
\]

\[
\quad \leq C \left[ g \right]_{\text{BMO}(\mathbb{R}^n)} \left\| \nabla^{\alpha}f \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}
\]

and, similarly,

\[
\left\| R(f(-\Delta)^{\frac{\alpha}{2}}g) - fR(-\Delta)^{\frac{\alpha}{2}}g \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq C \left[ f \right]_{\text{BMO}(\mathbb{R}^n)} \left\| \nabla^{\alpha}g \right\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}.
\]

The conclusion immediately follows.

4.4. **Products of two \( S^{\alpha,p} \cap L^\infty \) functions.** Inspired by the duality relation between the non-local operators proved in Lemma 2.3, we can now define the natural weak versions of the non-local fractional gradient and of the non-local fractional divergence.
**Definition 4.5** (Weak non-local $\alpha$-gradient and $\alpha$-divergence). Let $\alpha \in (0,1)$ and $p,q \in [1, +\infty]$ be such that $\frac{1}{p} + \frac{1}{q} \leq 1$. Let $f \in L^p(\mathbb{R}^n)$, $g \in L^q(\mathbb{R}^n)$ and $h \in L^q(\mathbb{R}^n; \mathbb{R}^n)$. We say that $\nabla_{NL,w}^\alpha(f,g) \in L_{loc}^1(\mathbb{R}^n; \mathbb{R}^n)$ is a weak non-local fractional $\alpha$-gradient of the pair $(f,g)$ if
\[
\int_{\mathbb{R}^n} f \, d\nabla_{NL,w}^\alpha(g, \varphi) \, dx = \int_{\mathbb{R}^n} \varphi \cdot \nabla_{NL,w}^\alpha(f,g) \, dx \quad \text{for all } \varphi \in C_c^\infty(\mathbb{R}^n; \mathbb{R}^n),
\]
and that $\text{div}_{NL,w}^\alpha(f,h) \in L_{loc}^1(\mathbb{R}^n)$ is a weak non-local fractional $\alpha$-divergence of the pair $(f,h)$ if
\[
\int_{\mathbb{R}^n} h \cdot \nabla_{NL}^\alpha(f, \psi) \, dx = \int_{\mathbb{R}^n} \psi \text{div}_{NL,w}^\alpha(f,h) \, dx \quad \text{for all } \psi \in C_c^\infty(\mathbb{R}^n).
\]

Thanks to Corollary 2.7, it is easy to check that Definition 4.5 is well posed. In addition, we can immediately see that, if it exists, then the weak non-local fractional gradient of the pair $(f,g)$ is unique and, thanks to Lemma 2.10, it must coincide with the weak non-local fractional gradient of the pair $(g,f)$. Consequently, the resulting functional $\nabla_{NL,w}^\alpha$ is bilinear and symmetric on its domain of definition. Moreover, in virtue of the integration-by-parts formula provided by Lemma 2.9, we immediately see that
\[
\nabla_{NL,w}^\alpha(f,g) = \nabla_{NL}^\alpha(f,g) \quad \text{for all } f \in L^p(\mathbb{R}^n) \text{ and } g \in B^\alpha_{p,1}(\mathbb{R}^n).
\]

Obviously, analogous considerations can be done also for the weak non-local fractional divergence operator $\text{div}_{NL,w}^\alpha$.

Having Definition 4.5 at disposal, we are now ready to prove our third main result, Theorem 1.3.

**Proof of Theorem 1.3.** Since $f, g \in S^{\alpha,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$, we can find $(f_k)_{k \in \mathbb{N}}, (g_k)_{k \in \mathbb{N}} \subset C_c^\infty(\mathbb{R}^n)$ such that $f_k \to f$ and $g_k \to g$ in $S^{\alpha,p}(\mathbb{R}^n)$ as $k \to +\infty$ and, additionally, $\|f_k\|_{L^\infty(\mathbb{R}^n)} \leq \|f\|_{L^\infty(\mathbb{R}^n)}$ and $\|g_k\|_{L^\infty(\mathbb{R}^n)} \leq \|g\|_{L^\infty(\mathbb{R}^n)}$ for all $k \in \mathbb{N}$. This statement easily follows from the proofs of [13, Theorem 3.22] and of [29, Theorem 2.7], so we leave the details to the interested reader. We can thus write (1.2) and argue as in the proof of Theorem 1.2. We define $u_k = \nabla_{NL}^\alpha(f_k, g_k)$ for all $k \in \mathbb{N}$. By Corollary 4.2, we know that
\[
\|u_k\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq C \left(\|\nabla_{NL}^\alpha f_k\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \|g_k\|_{BMO(\mathbb{R}^n)} + [f_k]_{BMO(\mathbb{R}^n)} \|\nabla_{NL}^\alpha g_k\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}\right)
\]  
(4.3)
for all $k \in \mathbb{N}$ sufficiently large. Here and in the following, $C > 0$ is a constant depending on $n, \alpha$ and $p$ only that may change from line to line. By the known reflexivity properties of $L^p(\mathbb{R}^n; \mathbb{R}^n)$, we can find a subsequence $(u_{k_h})_{h \in \mathbb{N}}$ and a vector-valued function $u \in L^p(\mathbb{R}^n; \mathbb{R}^n)$ such that
\[
\lim_{h \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot u_{k_h} \, dx = \int_{\mathbb{R}^n} \varphi \cdot u \, dx
\]  
(4.4)
for all $\varphi \in C_c^\infty(\mathbb{R}^n; \mathbb{R}^n)$. We now observe that
\[
\int_{\mathbb{R}^n} \varphi \cdot u_k \, dx = \int_{\mathbb{R}^n} f_k \, d\nabla_{NL}^\alpha(g_k, \varphi) \, dx
\]
for each $k \in \mathbb{N}$, thanks to Lemma 2.9. By Corollary 2.7 and by (2.17) in Lemma 2.10, we can also estimate
\[
\left| \int_{\mathbb{R}^n} f_k \, d\nabla_{NL}^\alpha(g_k, \varphi) \, dx - \int_{\mathbb{R}^n} f \, d\nabla_{NL}^\alpha(g, \varphi) \, dx \right| \leq \|f_k - f\|_{L^p(\mathbb{R}^n)} \|\nabla_{NL}^\alpha(g_k, \varphi)\|_{L^p(\mathbb{R}^n)}
\]
\[ + \left| \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g_k - g, \varphi) \, dx \right| \]
\[ \leq 2 \| f_k - f \|_{L^p(\mathbb{R}^n)} \| g_k \|_{L^\infty(\mathbb{R}^n)} \left[ \varphi \right]_{B^p_{\infty,1}(\mathbb{R}^n; \mathbb{R}^n)} + \int_{\mathbb{R}^n} (g_k - g) \text{div}^\alpha_{NL}(f, \varphi) \, dx \]
\[ \leq 2 \left[ \varphi \right]_{B^p_{\infty,1}(\mathbb{R}^n; \mathbb{R}^n)} \left( \| f_k - f \|_{L^p(\mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)} + \| f \|_{L^\infty(\mathbb{R}^n)} \| g_k - g \|_{L^p(\mathbb{R}^n)} \right) \]
for all \( k \in \mathbb{N} \), so that
\[ \lim_{k \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot u_k \, dx = \lim_{k \to +\infty} \int_{\mathbb{R}^n} f_k \text{div}^\alpha_{NL}(g_k, \varphi) \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g, \varphi) \, dx \]
(4.5)
for all \( \varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n) \). From (4.4), (4.5) and again (2.17) in Lemma 2.10 we hence get that
\[ \lim_{k \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot u_k \, dx = \int_{\mathbb{R}^n} \varphi \cdot u \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g, \varphi) \, dx = \int_{\mathbb{R}^n} g \text{div}^\alpha_{NL}(f, \varphi) \, dx \]
(4.6)
for all \( \varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n) \). In view of (4.3) and (4.6), we must have that
\[ u = \nabla^\alpha_{NL,w}(f, g) \]
as in Definition 4.3 with
\[ \| \nabla^\alpha_{NL,w}(f, g) \|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq C \left( \| \nabla^\alpha f \|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)} + \| f \|_{L^\infty(\mathbb{R}^n)} \| \nabla^\alpha g \|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \right). \]
Therefore, we can integrate (4.2) against an arbitrary \( \varphi \in C^\infty_c(\mathbb{R}^n; \mathbb{R}^n) \) and pass to the limit as \( k \to +\infty \) to get that
\[ \int_{\mathbb{R}^n} fg \text{div}^\alpha \varphi \, dx = \int_{\mathbb{R}^n} \varphi \cdot \left( g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL,w}(f, g) \right) \, dx \]
and the conclusion follows. \( \square \)

**Remark 4.6** (The case \( p = 1 \) in Theorem 1.3). Concerning the validity of Theorem 1.3 in the case \( p = 1 \), we can make the following observation. If \( f, g \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then
\[ fg \in S^{\alpha,1}(\mathbb{R}^n) \iff \exists \nabla^\alpha_{NL,w}(f, g) \in L^1(\mathbb{R}^n; \mathbb{R}^n), \]
in which case
\[ \nabla^\alpha(gf) = g \nabla^\alpha f + f \nabla^\alpha g + \nabla^\alpha_{NL,w}(f, g) \in L^1(\mathbb{R}^n; \mathbb{R}^n). \]
(4.7)
Indeed, for a given \( h \in C^\infty_c(\mathbb{R}^n) \), by Theorem 3.1 we have \( gh \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) with
\[ \nabla^\alpha(gh) = h \nabla^\alpha g + g \nabla^\alpha h + \nabla^\alpha_{NL,w}(g, h) \in L^1(\mathbb{R}^n; \mathbb{R}^n). \]
Therefore, thanks to Proposition 3.10 we can write
\[ \int_{\mathbb{R}^n} fg \nabla^\alpha h \, dx = \int_{\mathbb{R}^n} f \nabla^\alpha(gh) \, dx - \int_{\mathbb{R}^n} fh \nabla^\alpha g \, dx - \int_{\mathbb{R}^n} f \nabla^\alpha_{NL}(g, h) \, dx \]
\[ = - \int_{\mathbb{R}^n} gh \nabla^\alpha f \, dx - \int_{\mathbb{R}^n} fh \nabla^\alpha g \, dx - \int_{\mathbb{R}^n} f \nabla^\alpha_{NL}(g, h) \, dx \]
for all \( h \in C^\infty_c(\mathbb{R}^n) \) and the validity of (4.7) and (4.8) immediately follows. However, in contrast with what happens for the case \( p \in (1, +\infty) \) in Theorem 1.3 we do not know if the implication
\[ f, g \in S^{\alpha,1}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \implies \exists \nabla^\alpha_{NL,w}(f, g) \in L^1(\mathbb{R}^n; \mathbb{R}^n) \]
is true. This is due to the fact that suitable extensions of Theorem 1.3 and Theorem 4.4 to the case \( p = 1 \) are not known (and not even expected to be possible, see the discussion at the beginning of [30, Section 9]) due to the failure of the \( L^1 \) boundedness of the Riesz transform. For strictly related considerations, see the discussion in [31, Remark 1.14].

5. Application to elliptic fractional boundary-value problems

This last section is devoted to the application of the theory developed so far to the well-posedness of the boundary-value problem (1.34) for the fractional operator \( L_\alpha \) defined in (1.29).

5.1. Product with bounded Besov functions. We begin with the proof of the preliminary Theorem 1.6.

**Proof of Theorem 1.6.** We divide the proof in two steps.

**Step 1: proof of (1.35) for \( f \in C_c^\infty(\mathbb{R}^n) \).** Let \( f \in C_c^\infty(\mathbb{R}^n) \) and \( \varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n) \). Let \( (\epsilon_n)_{\epsilon > 0} \) be a family of standard mollifiers (see [13, Section 3.3] for example) and let \( (\epsilon_n)_{\epsilon > 0} \subset B_{r,1}(\mathbb{R}^n) \cap \text{Lip}_b(\mathbb{R}^n) \) be given by \( \epsilon_n = g \ast \epsilon_n \) for all \( \epsilon > 0 \). Since clearly \( \text{Lip}_b(\mathbb{R}^n) \subset B_{\alpha,1}(\mathbb{R}^n) \), by Lemma 3.2(11) we can write

\[
\text{div}^\alpha(\epsilon_n \varphi) = \epsilon_n \text{div}^\alpha \varphi + \varphi \cdot \nabla^\alpha \epsilon_n + \text{div}^\alpha_{NL}(\epsilon_n, \varphi) \quad \text{in } L^1(\mathbb{R}^n)
\]

for all \( \epsilon > 0 \). Observing that

\[
\| \epsilon_n \text{div}^\alpha \varphi \|_{L^{p'}(\mathbb{R}^n)} \leq \| \epsilon_n \|_{L^\infty(\mathbb{R}^n)} \| \text{div}^\alpha \varphi \|_{L^{p'}(\mathbb{R}^n)},
\]

\[
\| \varphi \cdot \nabla^\alpha \epsilon_n \|_{L^{p'}(\mathbb{R}^n)} \leq \mu_{n,\alpha} [\epsilon_n]_{B_{r,1}^\alpha(\mathbb{R}^n)} \| \varphi \|_{L^{p'}(\mathbb{R}^n; \mathbb{R}^n)}
\]

and

\[
\| \text{div}^\alpha_{NL}(\epsilon_n, \varphi) \|_{L^{p'}(\mathbb{R}^n)} \leq 2 \mu_{n,\alpha} [\epsilon_n]_{B_{r,1}^\alpha(\mathbb{R}^n)} \| \varphi \|_{L^{p'}(\mathbb{R}^n; \mathbb{R}^n)},
\]

in virtue of Corollary 2.3 and Corollary 2.7, where \( p_r = \frac{pr}{r-\alpha} \), \( p_\alpha' = \frac{p_\alpha}{p_\alpha-1} \) and \( p_\alpha' = \frac{p}{p-1} \), we also get that

\[
\text{div}^\alpha(\epsilon_n \varphi) = \epsilon_n \text{div}^\alpha \varphi + \varphi \cdot \nabla^\alpha \epsilon_n + \text{div}^\alpha_{NL}(\epsilon_n, \varphi) \quad \text{in } L^{p'}(\mathbb{R}^n).
\]

Hence we can write

\[
\int_{\mathbb{R}^n} f \epsilon_n \text{div}^\alpha \varphi \, dx = \int_{\mathbb{R}^n} f \text{div}^\alpha(\epsilon_n \varphi) \, dx - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha \epsilon_n \, dx - \int_{\mathbb{R}^n} \text{div}^\alpha_{NL}(\epsilon_n, \varphi) \, dx
\]

for all \( \epsilon > 0 \). Since \( \epsilon_n \varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n) \), we can write

\[
\int_{\mathbb{R}^n} f \text{div}^\alpha(\epsilon_n \varphi) \, dx = - \int_{\mathbb{R}^n} \epsilon_n \varphi \cdot \nabla^\alpha f \, dx,
\]

so that

\[
\int_{\mathbb{R}^n} f \epsilon_n \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \epsilon_n \varphi \cdot \nabla^\alpha f \, dx - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha \epsilon_n \, dx - \int_{\mathbb{R}^n} \text{div}^\alpha_{NL}(\epsilon_n, \varphi) \, dx
\]

for all \( \epsilon > 0 \). Now, by the Dominated Convergence Theorem, it is easy to see that

\[
\lim_{\epsilon \to 0^+} \int_{\mathbb{R}^n} f \epsilon_n \text{div}^\alpha \varphi \, dx = \int_{\mathbb{R}^n} fg \text{div}^\alpha \varphi \, dx
\]

and

\[
\lim_{\epsilon \to 0^+} \int_{\mathbb{R}^n} \epsilon_n \varphi \cdot \nabla^\alpha f \, dx = \int_{\mathbb{R}^n} g \varphi \cdot \nabla^\alpha f \, dx
\]
Moreover, by Lemma 2.9 we have that
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \psi \cdot \nabla^\alpha g_\varepsilon \, dx = -\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} g_\varepsilon \text{div}^\alpha \psi \, dx = -\int_{\mathbb{R}^n} g \text{div}^\alpha \psi \, dx
\]
for all \(\psi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)\). However, by Corollary 2.3 again and [31, Proposition 17.12], we also have that
\[
\|\nabla^\alpha g_\varepsilon\|_{L^r(\mathbb{R}^n; \mathbb{R}^n)} \leq \mu_{n,\alpha} \left[ g_\varepsilon \right]_{B^{r}_c(\mathbb{R}^n)} \leq \mu_{n,\alpha} \left[ g \right]_{B^{r}_c(\mathbb{R}^n)}
\]
for all \(\varepsilon > 0\). Therefore, possibly passing to a subsequence (which we do not relabel for simplicity), we have that
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \psi \cdot \nabla^\alpha g_\varepsilon \, dx = \int_{\mathbb{R}^n} \psi \cdot u \, dx
\]
for all \(\psi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)\), for some \(u \in L^r(\mathbb{R}^n; \mathbb{R}^n)\). We thus must have that
\[
\int_{\mathbb{R}^n} \psi \cdot u \, dx = -\int_{\mathbb{R}^n} g \text{div}^\alpha \psi \, dx
\]
for all \(\psi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)\), proving that \(u = \nabla^\alpha g\) according to [13, Definition 3.19]. As a consequence, we can write
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha g_\varepsilon \, dx = \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha g \, dx.
\]
In a similar way, we have
\[
\int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g_\varepsilon, \varphi) \, dx = \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{NL}(f, g_\varepsilon) \, dx
\]
for all \(\varepsilon > 0\) by Lemma 2.9 and
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g_\varepsilon, \varphi) \, dx = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} g_\varepsilon \text{div}^\alpha_{NL}(f, \varphi) \, dx = \int_{\mathbb{R}^n} g \text{div}^\alpha_{NL}(f, \varphi) \, dx
\]
by Lemma 2.10. Observing that
\[
\|\nabla^\alpha_{NL}(f, g_\varepsilon)\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq 2\mu_{n,\alpha} \|f\|_{L^p(\mathbb{R}^n)} \left[ g_\varepsilon \right]_{B^{p}_c(\mathbb{R}^n)} \leq 2\mu_{n,\alpha} \|f\|_{L^p(\mathbb{R}^n)} \left[ g \right]_{B^{p}_c(\mathbb{R}^n)}
\]
for all \(\varepsilon > 0\) by Corollary 2.7 and [31, Proposition 17.12], we get that (up to possibly pass to a non-relabelled subsequence)
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f \text{div}^\alpha_{NL}(g_\varepsilon, \varphi) \, dx = \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{NL,w}(f, g) \, dx
\]
according to Definition 4.3. In conclusion, we find that
\[
\int_{\mathbb{R}^n} f g \text{div}^\alpha \varphi \, dx = -\int_{\mathbb{R}^n} g \varphi \cdot \nabla^\alpha f \, dx - \int_{\mathbb{R}^n} f \varphi \cdot \nabla^\alpha g \, dx - \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{NL,w}(f, g) \, dx
\]
whenever \(f \in C_c^\infty(\mathbb{R}^n)\), \(g \in L^\infty(\mathbb{R}^n) \cap b^\alpha_{r,c}(\mathbb{R}^n)\) and \(\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)\).

**Step 2:** Proof of (1.35) and (1.36) for \(f \in S^{n,p}(\mathbb{R}^n)\). Now let \(f \in S^{n,p}(\mathbb{R}^n)\). We can find \((f_k)_{k \in \mathbb{N}} \subset C_c^\infty(\mathbb{R}^n)\) such that \(f_k \to f\) in \(S^{n,p}(\mathbb{R}^n)\) as \(k \to +\infty\). Given \(\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)\), by Step 1 we can write
\[
\int_{\mathbb{R}^n} f_k g \text{div}^\alpha \varphi \, dx = -\int_{\mathbb{R}^n} g \varphi \cdot \nabla^\alpha f_k \, dx - \int_{\mathbb{R}^n} f_k \varphi \cdot \nabla^\alpha g \, dx - \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha_{NL,w}(f_k, g) \, dx
\]
(5.3)
Now, by the fractional Sobolev inequality (see [22] Theorem 1.8) and recall the identification $L^{α, p}(\mathbb{R}^n) = S^{α, p}(\mathbb{R}^n)$ proved in [29], we know that $S^{α, p}(\mathbb{R}^n) \subset L^p(\mathbb{R}^n)$ with continuous inclusion. More precisely, thanks to the interpolation of $L^p$ spaces, we have
\[
\|f\|_{L^p(\mathbb{R}^n)} \leq c_{n,α, p}^{1-\frac{α}{p}} \|f\|_{L^p(\mathbb{R}^n)}^{\frac{α}{p}} \|\nabla^α f\|_{L^p(\mathbb{R}^n)}^{1-\frac{α}{p}} \tag{5.4}
\]
for all $f \in S^{α, p}(\mathbb{R}^n)$, where $c_{n,α, p} > 0$ is a constant depending on $n$, $α$ and $p$ only, and $\frac{1}{p} = \frac{1}{r} + \frac{1-α}{np}$. Now, since $\text{div}_{NL}^α(g, ϕ) \in L^{p_0}(\mathbb{R}^n)$ thanks to Corollary 2.7, we can write
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot \nabla_{NL, w}^α(f_k, g) \, dx = \lim_{k \to +\infty} \int_{\mathbb{R}^n} f_k \text{div}_{NL}^α(g, ϕ) \, dx = \int_{\mathbb{R}^n} f \text{div}_{NL}^α(g, ϕ) \, dx
\]
because $f_k \to f$ in $L^{p_0}(\mathbb{R}^n)$ as $k \to +\infty$. On the other side, by (5.2) in Step 1, the lower semicontinuity of the $L^p$ norm with respect to the weak convergence and (5.4), we immediately deduce that
\[
\|\nabla_{NL, w}^α(f_k, g)\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \leq \liminf_{ε \to 0^+} \|\nabla_{NL, w}^α(f_k, g_ε)\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)}
\]
\[
\leq 2\mu_{n,α} \|f_k\|_{L^{α, p}(\mathbb{R}^n)} \|g\|_{B^{α, p}_{1, 1}(\mathbb{R}^n)}
\]
\[
\leq 2\mu_{n,α} c_{n,α, p}^{1-\frac{α}{p}} \|f_k\|_{L^{p}(\mathbb{R}^n)} \|\nabla^α f_k\|_{L^p(\mathbb{R}^n; \mathbb{R}^n)} \|g\|_{B^{α, p}_{1, 1}(\mathbb{R}^n)} \tag{5.5}
\]
for all $k \in \mathbb{N}$. Therefore, up to possibly pass to a subsequence (which we do not relabel for simplicity), we get that
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot \nabla_{NL, w}^α(f_k, g) \, dx = \int_{\mathbb{R}^n} \varphi \cdot u \, dx
\]
for all $\varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n)$, for some $u \in L^p(\mathbb{R}^n; \mathbb{R}^n)$ such that
\[
\int_{\mathbb{R}^n} \varphi \cdot u \, dx = \int_{\mathbb{R}^n} f \text{div}_{NL}^α(g, ϕ) \, dx.
\]
We thus get that $u = \nabla_{NL, w}^α(f, g)$ according to Definition 4.3 and (1.35) follows by passing to the limit as $k \to +\infty$ in (5.3). The estimate (1.36) is a plain consequence of (5.1), the Hölder and fractional Sobolev inequalities and (5.5), while (1.37) is a trivial particular case. The proof is complete. □

For the sake of completeness, below we state the analogue of Theorem 1.6 for $BV^{α, p}$ functions. In this case, the embedding $BV^{α, p}(\mathbb{R}^n) \subset L^{p_0}(\mathbb{R}^n)$ holds for $p \in \left[1, \frac{n}{n-α}\right)$ and $n \geq 2$, see [12] Theorem 3.4. In the case $n = 1$, we only have $BV^{α, p}(\mathbb{R}) \subset L^q(\mathbb{R})$ for all $q \in \left[1, \frac{1}{1-α}\right)$ whenever $p \in \left[1, \frac{1}{1-α}\right)$, see [12] Theorem 3.4 again.

**Theorem 5.1** (Leibniz rule for $BV^{α, p}$ with bounded continuous Besov). Let $α \in (0, 1)$, $p \in \left[1, \frac{n}{n-α}\right)$ and $q \in \left(\frac{n}{α}, +\infty\right)$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Also, let $r \in \left(\frac{n}{α}, q\right]$, including the case $r = \frac{n}{α}$ for $n \geq 2$. There exists a constant $c_{n,α, p, r} > 0$ depending on $n$, $α$, $p$ and $r$ only with the following property. If $f \in BV^{α, p}(\mathbb{R}^n)$ and $g \in C_c(\mathbb{R}^n) \cap b_{r, 1}^{α}(\mathbb{R}^n)$, then $fg \in BV^{α, p}(\mathbb{R}^n) \cap \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)$ with
\[
D^α(fg) = g \, D^α f + f \, \nabla^α g \, \mathcal{L}^n + D_{NL}^{α}(f, g) \quad \text{in} \, \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n)
\]
and
\[
\|f \nabla^α g\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)} + |D^α_{NL}(f, g)|_{(\mathbb{R}^n)} \leq c_{n,α, p, r} \|f\|_{L^p(\mathbb{R}^n)} \|\nabla^α f\|_{L^p(\mathbb{R}^n)} |D^α f|^{1-\frac{α}{p}} [g]_{B^{α, p}_{1, 1}(\mathbb{R}^n)},
\]
where \( \vartheta \in [0, 1] \) satisfies \( 1 - \frac{1}{r} = \frac{\vartheta}{p} + \frac{1 - \vartheta}{n - \alpha} \).

The proof of Theorem 5.1 is very similar to the one of Theorem 1.6 presented above and we thus omit it. Nonetheless, we would like to remark that, in the above statement, the assumption \( g \in C_0(\mathbb{R}^n) \cap b_{r,1}^n(\mathbb{R}^n) \), for \( r \in \left( \frac{n}{\alpha}, q \right] \), including the case \( r = \frac{n}{\alpha} \) for \( n \geq 2 \), can be actually weakened.

In the case \( r \in \left( \frac{n}{\alpha}, q \right] \), it is enough to assume that \( g \in L^\infty(\mathbb{R}^n) \cap b_{r,1}^n(\mathbb{R}^n) \), the continuity of \( g \) being a consequence of the Morrey inequality in Besov spaces, see [31, Theorem 17.52].

In the case \( r = \frac{n}{\alpha} \), for \( n \geq 2 \), we can also just assume that \( g \in L^\infty(\mathbb{R}^n) \cap b_{r,1}^n(\mathbb{R}^n) \), but the function \( g \) may not be continuous, so that \( g D^\alpha f \) has to be replaced with \( g^* D^\alpha f \).

Note that, under these assumptions, the measure \( g^* D^\alpha f \) is well defined. Indeed, on the one side, since \( p < \frac{n}{n - \alpha} \), we have that \( |D^\alpha f| \ll \mathcal{H}^{n-1} \), thanks to [12, Theorem 1.1]. On the other side, by the known theory on Bessel functions and fractional capacities (see [12, Section 5] for an account), if \( g \in L^\infty(\mathbb{R}^n) \cap b_{r,1}^n(\mathbb{R}^n) \), then the precise representative \( g^* \) is well defined \( \mathcal{H}^\varepsilon \)-a.e., for any given \( \varepsilon > 0 \). Indeed, it is easily verified that \( g \eta \in S^{n,\frac{n}{\alpha}}(\mathbb{R}^n) \) for any cut-off function \( \eta \in C_0^\infty(\mathbb{R}^n) \) and, clearly, \( (g \eta)^*(x) = g^*(x) \) provided that \( \eta = 1 \) in an open neighborhood of the given point \( x \in \mathbb{R}^n \).

5.2. Well-posedness of the fractional boundary-value problem. We are now ready to deal with the fractional operator \( L_\alpha \) introduced in (1.29). We prove the energy estimates for the associated the bilinear form \( B_\alpha \) defined in (1.30).

Proof of Proposition 1.4. By Theorem 1.6 and, more specifically, estimate (1.37), we have that \( c_1 v \in S^{n,2}(\mathbb{R}^n) \) for all \( v \in S^{n,2}(\mathbb{R}^n) \), with

\[
\nabla^\alpha(c_1 v) = c_1 \nabla^\alpha v + v \nabla^\alpha c_1 + \nabla_{NL,w}^\alpha(c_1, v) \quad \text{in} \quad L^2(\mathbb{R}^n; \mathbb{R}^n)
\]

and

\[
\|v \nabla^\alpha c_1\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} + \|\nabla_{NL,w}^\alpha(c_1, v)\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \leq c_{n,\alpha}[c_1]_{B_{\frac{n}{\alpha}}^\infty(\mathbb{R}^n)} \|\nabla^\alpha v\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)},
\]

where \( c_{n,\alpha} > 0 \) is a constant depending on \( n \) and \( \alpha \) only. Similarly, again by Theorem 1.6 and by noticing that

\[
\text{div}_{NL,w}^\alpha(v, b_3) = \sum_{j=1}^n \nabla_{NL,w}^\alpha(v, b_3 \cdot e_j) \cdot e_j
\]

in virtue of Definition 4.5 (where \( e_1, \ldots, e_n \) is the canonical basis of \( \mathbb{R}^n \)), we have that \( b_3 v \in S^{n,2}(\mathbb{R}^n; \mathbb{R}^n) \) for all \( v \in S^{n,2}(\mathbb{R}^n) \), with \( \text{div}_{NL,w}^\alpha(v, b_3) \in L^2(\mathbb{R}^n) \) and

\[
\|\text{div}_{NL,w}^\alpha(v, b_3)\|_{L^2(\mathbb{R}^n)} \leq c_{n,\alpha}[b_3]_{B_{\frac{n}{\alpha}}^\infty(\mathbb{R}^n)} \|\nabla^\alpha v\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)}.
\]

We now prove the two estimates (1.32) and (1.33) separately.

Proof of (1.32). We clearly have that

\[
\left| \int_{\mathbb{R}^n} \nabla^\alpha v \cdot A \nabla^\alpha u \, dx \right| \leq \|A\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \|\nabla^\alpha v\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)}.
\]

Thanks to (1.6) and (5.7) above, we can estimate

\[
\left| \int_{\mathbb{R}^n} u b_1 \cdot \nabla^\alpha(c_1 v) \, dx \right|
\]
Analogously, thanks to (5.8) above, we can estimate
\[ \|b_1\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \left( \|c_1\|_{L^\infty(\mathbb{R}^n)} + c_{n,\alpha}[c_1] B_n^{0,1}(\mathbb{R}^n) \right) \|u\|_{L^2(\mathbb{R}^n)} \|\nabla^\alpha v\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)}. \]

Similarly, again by (5.8), we can estimate
\[ \left| \int_{\mathbb{R}^n} c_3 v \text{div}^\alpha_{NL,w}(u, b_3) \, dx \right| \leq \|c_3\|_{L^\infty(\mathbb{R}^n)} \left[ b_3 \right] B_n^{0,1}(\mathbb{R}^n) \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \|v\|_{L^2(\mathbb{R}^n)}. \]

For the remaining terms, we easily see that
\[ \left| \int_{\mathbb{R}^n} v b_2 \cdot \nabla^\alpha u \, dx \right| \leq \|b_2\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \|v\|_{L^2(\mathbb{R}^n)} \]
and
\[ \left| \int_{\mathbb{R}^n} c_0 u v \, dx \right| \leq \|c_0\|_{L^\infty(\mathbb{R}^n)} \|u\|_{L^2(\mathbb{R}^n)} \|v\|_{L^2(\mathbb{R}^n)}, \]
so that (1.32) readily follows by combining all the above estimates together.

*Proof of (1.33)*. In virtue of (1.31), we clearly have that
\[ \int_{\mathbb{R}^n} \nabla^\alpha u \cdot A \nabla^\alpha u \, dx \geq \partial \int_{\mathbb{R}^n} |\nabla^\alpha u|^2 \, dx. \]
Again by (5.6) and (5.7), we can also estimate
\[ \left| \int_{\mathbb{R}^n} u b_1 \cdot \nabla^\alpha(c_1 u) \, dx \right| = \left| \int_{\mathbb{R}^n} c_1 u b_1 \cdot \nabla^\alpha u \, dx \right| + \left| \int_{\mathbb{R}^n} u^2 b_1 \cdot \nabla^\alpha c_1 \, dx \right| + \left| \int_{\mathbb{R}^n} u b_1 \cdot \nabla^\alpha_{NL,w}(c_1, u) \, dx \right| \]
\[ \leq \|b_1\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \|u\|_{L^2(\mathbb{R}^n)} \left( \|c_1\|_{L^\infty(\mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} + \|u\|_{L^2(\mathbb{R}^n)} \right) \]
\[ + \left| \int_{\mathbb{R}^n} u b_1 \cdot \nabla^\alpha_{NL,w}(c_1, u) \, dx \right| \]
\[ \leq \|b_1\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \left( \|c_1\|_{L^\infty(\mathbb{R}^n)} + c_{n,\alpha}[c_1] B_n^{0,1}(\mathbb{R}^n) \right) \|u\|_{L^2(\mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)}. \]

Similarly, again by (5.8), we can estimate
\[ \left| \int_{\mathbb{R}^n} c_3 u \text{div}^\alpha_{NL,w}(u, b_3) \, dx \right| \leq \|c_3\|_{L^\infty(\mathbb{R}^n)} \left[ b_3 \right] B_n^{0,1}(\mathbb{R}^n) \|u\|_{L^2(\mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)}. \]

For the remaining terms, we easily see that
\[ \left| \int_{\mathbb{R}^n} u b_2 \cdot \nabla^\alpha u \, dx \right| \leq \|b_2\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \|u\|_{L^2(\mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \]
and
\[ \left| \int_{\mathbb{R}^n} c_0 u^2 \, dx \right| \leq \|c_0\|_{L^\infty(\mathbb{R}^n)} \|u\|^2_{L^2(\mathbb{R}^n)}. \]

Now we observe that
\[ \|u\|_{L^2(\mathbb{R}^n)} \|\nabla^\alpha u\|_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \leq C\varepsilon \|u\|^2_{L^2(\mathbb{R}^n)} + \varepsilon \|\nabla^\alpha u\|^2_{L^2(\mathbb{R}^n; \mathbb{R}^n)} \]
for all $\varepsilon > 0$, where $C\varepsilon > 0$ is a constant depending on $\varepsilon$ only. Hence we may choose $\varepsilon > 0$ sufficiently small and achieve (1.33) by combining all the above estimates together. \qed
We are thus left to establish the well-posedness of the fractional boundary-value problem (1.34). The proof is a simple consequence of the Lax–Milgram Theorem.

Proof of Corollary 1.5. Let $\tilde{f} \in L^2(\mathbb{R}^n)$ be the extension-by-zero of $f$ outside the set $\Omega$. Since $S^\alpha_{0,2}(\Omega)$ is a closed subspace of $S^{\alpha,2}(\mathbb{R}^n)$, in particular it is a Hilbert space, so that we just need to find $u \in S^\alpha_{0,2}(\Omega)$ such that

$$B_\alpha[u, v] + \lambda \langle u, v \rangle_{L^2(\mathbb{R}^n)} = \langle \tilde{f}, v \rangle_{L^2(\mathbb{R}^n)}$$

for all $v \in S^\alpha_{0,2}(\Omega)$. In other terms, we simply have to check the assumptions of the Lax–Milgram Theorem for the bilinear form $B_{\alpha,\lambda} : S^\alpha_{0,2}(\Omega) \times S^\alpha_{0,2}(\Omega) \to \mathbb{R}$ given by

$$B_{\alpha,\lambda}[u, v] = B_\alpha[u, v] + \lambda \langle u, v \rangle_{L^2(\mathbb{R}^n)}$$

for all $u, v \in S^\alpha_{0,2}(\Omega)$. This follows from the energy estimates (1.32) and (1.33) and the fractional Poincaré inequality proved in [42, Theorem 3.3] (which actually holds under the only assumption that $|\Omega| < +\infty$, see also [4, Theorem 2.2]). The proof is complete. □
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