Freeway Travel Time Prediction Research Based on A Deep Learning Approach
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Abstract. Accurate prediction of freeway travel time is quite significant for traffic management and travelers’ trip decisions. A model of stacked automatic encoders for freeway travel time prediction is proposed. First, obtain the hourly average travel time by processing freeway toll data. Considering data quantity and travel time scheduling, a travel time prediction model based on stacked automatic encoders is established then. The automatic encoder is trained with unsupervised learning step by step using historical travel time data, adjust the parameters of prediction layer with gradient descent method. Ultimately the one-hour travel time is predicted using the past three-hours’ average travel time. Compared to the traditional BP neural network prediction model, the Root Mean Square Error of this method drops by 13.6%, verifying the validity of the model.

1 Introduction

In recent years, due to rapid economic development and the increasing vehicles’ inventory, traffic congestion increment is becoming evident, reducing freeway efficiency as well as bringing a lot of inconvenience to travelers. Freeway travel time prediction can provide data reference for freeway analysis and management as well as traveler’s arrangement.

Road travel time prediction research had been conducted throughout the world. Time series methods had been presented by Anderson to explore the travel time [¹]. A queuing prediction model had been presented by Doh without considering traffic controls and other vehicles’ influence [²]. A pattern matching model had been established by Kana to predict the road travel time [³]. Time series and linear methods had been integrated together by John to forecast travel time [⁴]. A better prediction model had been found by Dion for the nonlinear traffic flow [⁵]. Mainland travel time researches had been conducted by scholar Yang Zhaosheng using all kinds of methods, and therefore synthesis algorithm integrating a variety of methods had been established [⁶–⁹]. A result that the accuracy decrement of regression algorithm had been found by Huang Xuefeng [¹⁰]. Another result that difference of prediction results was of existence in different cases of the very prediction model had been found by Li Huibing [¹¹]. From a macro perspective, study and research of travel time prediction had been implemented earlier abroad, and many models had been applied in practical applications. In domestic field, attention is mainly focused on the simulation research of urban arterials and expressway, and little attention on freeway travel time. Based on the deep learning approach and freeway toll data, a stacked automatic encoder model of freeway travel time prediction is established in this paper, and improves the prediction effectiveness compared with the
common method of BP neural network.

2 Data Preprocessing

The data is offered by the South Guangzhou airport freeway, which is an open data resources from the Open ITS. The toll data consists of ten days’ data and extracts 10 samples with a five minutes interval. Because toll stations are sparsely distributed in the freeway, the toll data is of low spatial coverage. To solve this problem, the data need to be preprocessed. Steps are: deletion of abnormal data, and gain of data vectors.

2.1 Deletion of Abnormal Data

Due to the various external and internal factors in freeway system, anthropogenic factors such as car crashes and drivers side resting, and non-anthropogenic factors such as snow and rain, therefore, it is necessary to eliminate the abnormal data before upcoming process. The method is eliminate $T$ while $T>T_0$ (where $T$ is the travel time originating from toll data and $T_0$ is the normal travel time).

It is shown in Figure 1, data before processing are more discrete, after processing the dispersion of the data had been greatly improved.

2.2 Data vector gain

After deleting the abnormal data, the amount of data is still not enough, accounting for the necessity of the training data’s abundance increment with some processing methods. Then the training of the neural networks would be provided for multiple layers of data input, which is of advantage for the model convergence. The approach adopted by the paper is input the historical travel time with dislocation order. The result was shown at table 1 and table 2.

![Travel time scatter diagram before and after processing](image)

**Fig. 1 Travel time scatter diagram before and after processing**

2.2 Data vector gain

After deleting the abnormal data, the amount of data is still not enough, accounting for the necessity of the training data’s abundance increment with some processing methods. Then the training of the neural networks would be provided for multiple layers of data input, which is of advantage for the model convergence. The approach adopted by the paper is input the historical travel time with dislocation order. The result was shown at table 1 and table 2.

| Time | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|------|---|---|---|---|---|---|---|---|
| Aver time | 8.39 | 8.89 | 8.21 | 7.80 | 8.14 | 8.07 | 8.35 | 8.90 |

| Time | 1-3 | 2-4 | 3-5 | 4-6 | 5-7 | 6-8 | 7-9 | 8-10 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| Aver time | 8.39 | 8.89 | 8.21 | 7.80 | 8.14 | 8.07 | 8.35 | 8.90 |

![Table 1 Average Travel Time of the advanced 7days before processing](image)

**Table 1 Average Travel Time of the advanced 7days before processing**

| Time | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|------|---|---|---|---|---|---|---|---|
| Aver time | 8.89 | 8.21 | 7.80 | 8.14 | 8.07 | 8.35 | 9.25 | 10.74 |
3 Travel Time Prediction Model

3.1 Model Determination
There are many common models and methods of deep learning approach, such as stacked automatic encoders (SAEs), restricted Boltzmann machines (RBM), deep belief networks (DBN), convolutional neural networks (CNN). Though deep neural network is more powerful than shallow neural networks in model learning, but typically only one hidden layer is contained in the present travel time prediction method, training with traditional training methods may have many problems. Therefore, stacked automatic encoder is chosen for building models for travel time prediction in this paper, namely heap automatic encoder travel time prediction model.

3.1.1 Automatic encoder
Stacked automatic encoder is a deep networks construction composed of several simple automatic encoders or sparse-depth network encoders. In this paper, choose the former ones contributes to the construction of the travel time prediction modal based on SAEs.

![Automatic Encoder](image)

Fig. 2 Automatic Encoder

The simplest automatic encoder is illustrated in Figure 2, which has only one hidden layer and whose hidden layer’s unit number is set manually. Given a set of training samples \( \{x(1), x(2), x(3), \ldots \} \), where \( x(i) \in Rd \), \( x(i) \) means the average hourly travel time of first three hours \( t_{n-3}, t_{n-2}, t_{n-1} \). The first input \( x(i) \) would be expressed as \( y(x(i)) \) based on equation (1), and then expressed as \( z(x(i)) \) based on equation (2).

\[
y(x) = f(wx + b)
\]

\[
z(x) = g(w_2y(x) + c)
\]

Where, \( W_1 \) means the weights matrix connecting the input layer and the first hidden layer. \( W_2 \) is a decoding matrix connecting the first hidden layer and the second hidden layer. \( c \) is a decoding error vector. \( f(x) \) and \( g(x) \) are expressed by the function \( \frac{1}{1+\exp(-x)} \). In order to minimize the rebuilding error \( L(X, Z) \), model parameter \( \theta \) is needed.

\[
\theta = \arg \min L(X, Z) = \frac{1}{2} \sum_{i=1}^{N} \|x^{(i)} - z^{(i)}\|^2
\]

After Network’s trained, when input \( x(i) \), namely the first three hours of the test sample data, hidden layer’s encoding will be conducted to \( x(i) \) in encoding networks, then rebuilding the \( x(i) \) by decoding from hidden layer.

3.1.2 Stacked automatic encoder travel time prediction model
Stacked travel time prediction model is a deep network formed by the superposition of automatic encoders, whose current layer encoder’s output data will be sent to the next layer as input data.
For the first layer, unsupervised learning is conducted to the automatic encoder’s training by using the travel time of first 7 days, resulting in the \( W_1 \) and \( b_1 \) meeting the accuracy requirements. Then the output data would be sent to the next automatic encoder and proceed the same training. After the training of all automatic encoders is completed, the final output namely \( W_n \) and \( b_n \) will be the input of the prediction layer and the parameters of the prediction layer will be adjusted by the deviation between predicted and actual data, contributing to the construction of the travel time prediction model based on SAEs.

3.2 Training Method
After the unsupervised training of the hidden layers, use gradient descent method to adjust parameters from the logistic regression layer of the prediction layer. Training process is based on the method proposed by G.E. Hinton, S. Osindero, and Y.-W. Teh\(^{12}\), as well as Y. Bengio, P. Lamblin, D. Popovici and H. Larochelle\(^{13}\).

Algorithm is as follows:
For given training sample \( x \) (first three hours’ average hourly prediction time, \( t_{n-3}, t_{n-2}, t_{n-1} \)) and the required amount of hidden layers.
Step 1) Training SAEs
--Set the sparse weight \( \gamma \), the sparse parameter \( \rho \), randomly initialize weight matrix and deviation vector.
--Train the hidden layer layer by layer.
--Use the k-hidden layer's output as the \((k + 1)\) hidden layer’s input. The first hidden layer’s input is
the training set.
--Minimize the objective function to encode the (k+1) hidden-layer’s parameters
Step 2) Fine-tuning the entire network
--Randomly initialize \( \{ W_1, b_1 \} \) or supervise the training.
--Change the technical parameters of the prediction layer based on gradient optimization using BP method.

4 Travel Time Prediction

4.1 Design of Experiment Parameters
In SAEs, number of input and hidden layers, number of hidden units of each hidden layer and the input data have impact on freeway travel time prediction. So this example is divided into three cases: (1) SAEs model with same number of hidden layer and different number of hidden units. Compare and analyze the travel time prediction effect of each case. (2) SAEs model with same number of hidden units and different number of hidden layers Compare and analyze the travel time prediction effect of each case. (3) Compare and analyze the effect of traditional BP algorithm with only one hidden layer and the proposed SAEs prediction model.

4.2 Evaluation
In order to assess the validity of the model, two performance indicators are used, which are defined as:

Mean Average Percentage Error: 
\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{f_i - \hat{f}_i}{f_i} \right|
\]

Root Mean Square Error: 
\[
RMSE = \left[ \frac{1}{n} \sum_{i=1}^{n} \left( f_i - \hat{f}_i \right)^2 \right]^{1/2}
\]

Where \( f \) is real value and \( \hat{f} \) is prediction value.

4.3 Example
Set 2 hidden layers for the model, with different number of hidden units namely 10, 50, 100, the result is as follows:

| Number of Hidden layer units | MAPE  | RMSE  |
|-----------------------------|-------|-------|
| 10, 10                      | 0.0901| 1.0673|
| 50, 50                      | 0.0880| 1.0420|
| 100, 100                    | 0.0964| 1.1735|

It is obvious that when the number of hidden layer units is 50, 50, the model has better evaluations performance than the other two cases, showing that the number of hidden layer units has impact on the model prediction accuracy.

Set 10 units for each hidden layer, with different number of hidden layers namely 2, 3, 5, the result is as follows:
Table 4 Result of different Hidden Layer

| Number of Hidden layer | MAPE   | RMSE   |
|------------------------|--------|--------|
| 2                      | 0.0901 | 1.0673 |
| 3                      | 0.0895 | 1.0589 |
| 5                      | 0.0880 | 1.0464 |

In this case, when the hidden layer is 5, the model has better evaluations performance than the other two cases, showing that number of the hidden layer has impact on the model prediction accuracy. Within a certain range, with the increase of hidden layers, the prediction accuracy will increase.

Finally, use BP algorithm to obtain the evaluation of travel time prediction. Together with evaluation obtained from above, the result is as shown in Table 5.

Table 5 Result of all evaluations

| Evaluation                   | MAPE   | RMSE   |
|------------------------------|--------|--------|
| BP network                   | 0.0959 | 1.2059 |
| Hidden layer units’ number   |        |        |
| (layer number is 2)          | 10,10  | 0.0901 | 1.0673 |
|                              | 50,50  | 0.0880 | 1.0420 |
|                              | 100,100| 0.0964 | 1.1735 |
| Hidden layer number          |        |        |
| (units number is10)          | 2      | 0.0901 | 1.0673 |
|                              | 3      | 0.0895 | 1.0589 |
|                              | 5      | 0.0880 | 1.0464 |

When using the same data, the evaluations performance of SAEs is better than the BP neural networks’, showing that the SAEs model is endowed with more accuracy and stability in freeway travel time prediction.

5 Summary

A SAEs model for freeway travel time prediction was put forward in this paper. First of all, the hourly average travel time was acquired by dealing with the freeway toll collection data. And the first 7-days’data was set to training data while the last 3-days’data experimenting data. Then SAEs model for travel time prediction was established in considering the data quantity and travel time scheduling. Using historical travel time data, the automatic encoder was trained with unsupervised learning step by step, the parameters of the prediction layer being adjusted by the mean of Minimum Reconstruction Error and Gradient Descent Method and ultimately the one-hour travel time being predicted using the forward three-hours’ average travel time. Compared to the traditional BP neural network prediction model, the RMSE of the built stacked automatic encoders travel time prediction model dropped by 13.6% while the MAPE dropped by 8.6%, verifying the validity of the model.
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