Spin-caloritronic transport in hexagonal graphene nanoflakes
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We investigate the spin-dependent thermoelectric effect of graphene flakes with magnetic edges in the ballistic regime. Employing static respectively dynamic mean-field theory (DMFT) and the Landauer formalism in the framework of the non-equilibrium Green’s function method, we calculate the spin and charge currents in magnetic hexagonal graphene flakes by varying the temperature of the junction for different flake sizes. While in non-magnetic gated graphene the temperature gradient drives a charge current, we observe a significant spin current for hexagonal graphene flakes with magnetic zigzag edges. Specifically, we show that in the “meta” configuration of a hexagonal flake subject to weak Coulomb interactions, a pure spin current can be driven just by a temperature gradient in a temperature range that is promising for device applications. Bigger flakes are found to yield a bigger window of Coulomb interactions where such spin currents arise, and larger values of the current.

I. INTRODUCTION

The thermoelectric effect, i.e., the direct conversion of a temperature difference to an electric voltage and vice versa, attracts great attention in recent years with the development of electronics and spintronics. Many investigations have addressed the fundamental physics and potential applications of thermoelectric phenomena [1–4]. With shrinking the size of electronic devices to molecular-scale electronics [5] beyond the foreseen Moore’s law limits of small-scale conventional silicon integrated circuits, heat dissipation becomes a severe problem due to a high energy consumption [6]. On the one hand, converting the dissipated heat to electric energy via the thermoelectric effect is an interesting solution to this problem. On the other hand, in the field of spintronics, the coupling of spin and charge transport provides another excellent possibility to reduce the energy dissipation in nanoscale devices [7, 8]; the emergent field of spin caloritronics promises new functionality exploiting the interplay of spin and heat currents [9, 10]. Many works in this field have shown that spin caloritronics would be a viable scheme to realize low power consumption in molecular-scale electronics [11–13].

In recent years, graphene has attracted a tremendous amount of attention, mostly due to its peculiar electronic structure with massless Dirac cones at the Fermi level [14–16]. Graphene is generally believed to be a semimetal with at most weak electronic correlations. Nevertheless, intriguing theoretical investigations made even before single-layer graphene was isolated for the first time [17] predicted that states localized at zigzag edges give rise to magnetic instabilities even when the bulk is semimetallic [18–20]. This edge magnetism arises thanks to electronic states that are localized close to a zigzag edge [21, 22] and the fact that only one of the two graphene sublattices participates in a zigzag edge, thus favoring a ferromagnetic alignment of the resulting magnetic moments.

Graphene’s distinguished thermal and electronic performance render it one of the most outstanding candidates in spin caloritronics. Many experimental and theoretical works have investigated the thermally-induced spin-transport properties of graphene [23–38]. Some of these works [23–29] focused on the electronic properties of graphene. In particular, the sign inversion behavior of graphene’s thermoelectric power (TEP) across the charge neutrality point and the gate dependence of the TEP have been measured by Zuev et al. [23]. The Seebeck coefficient and the Nernst coefficient have been explored in multiprobe graphene junctions, and both of them show oscillating behavior versus gate voltage [24, 25]. The effects of a substrate on the TEP have also been explored by depositing graphene on boron nitride to suppress the disorder, which has led to a large enhancement of the TEP [26]. The charge and spin Seebeck effects in ferromagnetic graphene have been studied by one of the present authors, showing that a pure spin current with a large spin figure of merit is attainable by varying the spin splitting, temperature, and doping of the junction [27]. Further studies concern rectangular rings [28] and bilayer graphene flakes [29].

Another part of the aforementioned investigations [30–38] focused on the effect of the magnetism arising at zigzag edges [18–20, 39] on transport properties. In particular, the spin Seebeck effect in graphene nanoribbons has been explored by first-principles calculations [30, 32] and mean-field theory [31]. Other geometries that have been considered include nanoribbons with sawtooth-modulated edges [33], nanowiggles [34], trapezoidal-shaped nanoribbons [35], nanoporous [40], and also doped ferromagnetic zigzag graphene nanoribbons [41].
exhibiting interesting effects on the spin thermopower and an enhancement of the figure of merit. The spin-dependent Seebeck effect has also been studied in other materials exhibiting interesting effects on the spin thermopower and an enhancement of the figure of merit. The spin-dependent Seebeck effect has also been studied in other systems.

In this paper, we propose a spin-caloritronics device based on hexagonal ZGNFs bridged between two non-magnetic metal leads. In this scheme, metallic leads are coupled to the same atomic sublattices of graphene, in the same manner as in the meta configuration of a benzene molecular junction [51–53], see Fig. 1 for a sketch. We demonstrate that, by applying a temperature gradient between the two leads, pure spin currents can be established whose magnitude depends on the reference temperature and the gate voltage. The main ingredient to render such a device operational are the electronic correlations giving rise to magnetism at the zigzag edges in hexagonal ZGNFs [43–48].

The remainder of this paper is organized as follows. Section II introduces the model and the formalism. In Sec. III we present and discuss numerical results. Finally, Sec. IV provides a summary and conclusions.

II. MODEL AND FORMALISM

Here we study a hexagonal ZGNF attached to conducting metallic leads. The leads are connected to atoms at the edges belonging to the same sublattice, as shown with white color in Fig. 1. Moreover, we consider a temperature gradient $\Delta T$ between the two leads.

A. Model

The total Hamiltonian describing the device is given by

$$\mathcal{H} = \mathcal{H}_L + \mathcal{V}_L + \mathcal{H}_C + \mathcal{H}_R + \mathcal{V}_R,$$

where $\mathcal{H}_{L/R} = \sum_{\alpha k \sigma} c_{\alpha k \sigma}^\dagger c_{\alpha k \sigma}$ corresponds to the left (right) metallic lead. $c_{i \sigma}^\dagger \left( c_{i \sigma} \right)$ creates (annihilates) an electron at site $i$ in the lead $\alpha = L/R$. The term $\mathcal{V}_{L/R} = \sum_{\alpha k \sigma} V_{\alpha ik \sigma} c_{\alpha k \sigma}^\dagger a_{i \sigma} + h.c.$ describes the coupling between the central region and the leads, where $V_{\alpha ik}$ denotes the hopping amplitude between site $i$ of the central region and state $k$ of lead $\alpha = L/R$. The term $\mathcal{H}_C$ describes the central region for which we use the Hubbard model

$$\mathcal{H}_C = -t \sum_{i,j,\sigma} a_{i\sigma}^\dagger a_{j\sigma} + U \sum_i \left( n_{i\uparrow} - \frac{1}{2} \right) \left( n_{i\downarrow} - \frac{1}{2} \right),$$

where $a_{i\sigma}^\dagger \left( a_{i\sigma} \right)$ are fermion creation (annihilation) operators, and the number operator is given by $n_{i \sigma} = a_{i \sigma}^\dagger a_{i \sigma}$ with spin $\sigma$ at site $i$. The Coulomb-interaction term has been chosen such that the grand-canonical ensemble naturally yields a half-filled charge-neutral system.

The hopping integral for nearest-neighbors is well-known to be $t \approx 2.7$ eV [14, 39]. Since infinite graphene sheets are non-magnetic, the local Coulomb interaction $U$ has to be sufficiently weak to avoid a bulk magnetic instability, but there is no consensus in the literature regarding its precise value. Magnetic resonance measurements of neutral soliton states in trans-polyacetylene have estimated the range $U/t = 1.1 – 1.3$ [54, 55] for $sp^2$ carbon systems. First-principle studies based on the local-density approximation yield $U/t \approx 0.9$, while the generalized gradient approximation (GGA) leads to $U/t \approx 1.3$ [56], and a combination of GGA with a constrained random-phase approximation gives an onsite Coulomb repulsion $U \approx 9.3$ eV $\approx 3.4t$ dressed by some longer-range interactions [57]. In view of this uncertainty, we will analyze a range of Coulomb interactions for different hexagonal-ZGNF device sizes.

B. Transport formalism

We are going to treat transport through the nanoflake as ballistic. Following the Landauer-Büttiker formalism
the spin-resolved current thus reads

\[ I_\sigma = \frac{e}{\hbar} \int_{-\infty}^{\infty} T_\sigma(\epsilon) \left[ f_L(\epsilon, T_L) - f_R(\epsilon, T_R) \right] \, d\epsilon, \quad (3) \]

where \( f_\alpha(\epsilon, T_\alpha) \) is the Fermi-Dirac distribution function at the lead \( \alpha = L/R \). \( T_\sigma(\epsilon) \) is the spin-resolved transmission for electrons with energy \( \epsilon \) evaluated by using the non-equilibrium Green’s function approach,

\[ T_\sigma(\epsilon) = \text{Tr} \left[ \Gamma_L(\epsilon) G'_\sigma(\epsilon) \Gamma_R(\epsilon) G''_\sigma(\epsilon) \right], \quad (4) \]

where \( \Gamma_\alpha(\epsilon) = -i[\Sigma_\alpha - \Sigma'_\alpha] \) is the level broadening caused by the coupling between the lead \( \alpha = L, R \) and the central region. \( G'_\sigma \) and \( G''_\sigma \) are the retarded and advanced Green’s functions, respectively. We note that in the case of the ZGNFs with \( N \) sites, both the Green’s functions and the \( \Gamma_\alpha \) in (4) are \( N \times N \) matrices. In general, the functional form of \( \Gamma_\alpha(\epsilon) \) depends on the details of the hybridization between the electrodes and the central region. However, for metals such as gold, the density of states is approximately constant near the Fermi energy such that the wide-band limit is a good approximation [58–60]. In the wide-band limit, the \( \Gamma_\alpha(\epsilon) \) are replaced by constant matrices \( \Gamma_\alpha(\epsilon) = \Gamma_\alpha \), where only the diagonal entries corresponding to the left or right edge to which the respective lead is attached are non-zero. In the following, we choose a symmetric coupling such that the non-vanishing matrix elements of \( \Gamma_\alpha \) all take the same value \( \Gamma \). Furthermore, we will focus on the value \( \Gamma = 0.02t \) that has been used in a previous investigation of the \( N = 54 \) ZGNF [49]. The Green’s function needed for the transport computations will be calculated both by static mean field theory (MFT) and a real-space dynamical mean field theory (rDMFT).

C. Static mean-field theory

Static MFT is a well-established method (see, e.g., chapter 3.1 of [39]) and has been employed in previous transport computations for graphene nanodevices [31, 33, 35]. The MFT approximation yields an effective non-interacting problem which allows the calculation of transport coefficients with a standard non-interacting non-equilibrium Green’s function method. In this approximation, the Hamiltonian of the central region (2) is written as \( \mathcal{H}^{MF}_C = -t \sum_{\langle i,j \rangle, \sigma} a_i^\dagger a_j + U \sum_{\sigma} n_{i\sigma} \langle n_{i\sigma} \rangle \). Thus, the retarded Green’s functions of the central region are given by:

\[ G^r(\epsilon) = \left[ (\epsilon + i\eta)\mathbb{1} - \mathcal{H}^{MF}_C - \Sigma_L(\epsilon) - \Sigma_R(\epsilon) \right]^{-1}, \quad (5) \]

where \( \eta \) is an infinitesimal real number, and \( \mathbb{1} \) is the identity matrix. The expectation values of the occupation number \( \langle n_{i\sigma} \rangle \), acting as mean field, need to be calculated selfconsistently. This is done by calculating the local density of states \( \rho_{i\sigma}(\epsilon) = -\text{Im} \text{Tr} \left[ G^r_{i\sigma}(\epsilon) \right]/\pi \) for an electron at site \( i \) with spin \( \sigma \). The expectation values of the occupation operator then reads \( \langle n_{i\sigma} \rangle = \int_{-\infty}^{\epsilon_F} \rho_{i\sigma}(\epsilon) \, d\epsilon \). By combining this equation with Eq. (5), we obtain a set of selfconsistency equations that are solved numerically by iteration. This selfconsistent solution provides the local spin densities \( n_i^\sigma = (n_{i\uparrow} - n_{i\downarrow})/2 \) on each site.

We note that MFT has been demonstrated to be remarkably accurate for static [40] and in particular dynamic properties [61] in the semimetallic phase. One of the main shortcomings of static MFT is that the quantitative level when approaching the transition \( U_c \) from the semimetallic phase to the antiferromagnetic insulator. For example, the transition point is located at \( U_c^{MFT}/t \approx 2.23 \) in MFT [62] while more sophisticated and accurate methods place it in the region \( U_c/t \approx 3.8 \) [63–66].

D. Dynamical mean-field theory

The quantitative renormalization upon approaching the transition \( U_c \) is in turn captured remarkably well by inclusion of local charge fluctuations [67] in the framework of a single-site dynamical mean-field theory [68]. Thus, in order to improve quantitative accuracy with respect to \( U \), here we also employ real-space dynamical mean field theory (rDMFT) to obtain a magnetic solution of the graphene flake.

rDMFT is a non-perturbative treatment which maps the lattice Hamiltonian Eq. (2) onto a set of quantum impurity models [68]. This mapping is performed by calculating the local Green’s functions of all lattice sites

\[ G^r_i(z) = (z - H_0 - \Sigma^r(z))^{-1}, \quad (6) \]

where \( H_0 \) is the single-particle part of Eq. (2) and \( \Sigma^r(z) \) the retarded self-energy matrix. The index \( i \) corresponds to a lattice site. The local Green’s function for lattice site \( i \) can be written as

\[ G^r_i(z) = \frac{1}{z - \Delta_i(z) - \Sigma^r_i(z)}, \quad (7) \]

where \( \Sigma^r_i(z) \) is the retarded local self energy of this lattice site. This equation defines a hybridization function \( \Delta_i(z) \) for each lattice site, which can be used to set up a single-impurity Anderson model. We use the numerical renormalization group (NRG) to solve these impurity models and obtain the self energies for all lattice sites [69–71]. The obtained self energies are used to calculate new local Green’s functions according to Eq. (6). Equations (6) and (7), together with the NRG, are iterated until selfconsistency is reached. In this way, rDMFT can be used to calculate magnetic solutions of finite clusters [72, 73].

Using NRG for finding the self energies gives us immediate access to real-frequency Green’s functions and self energies with high accuracy around the Fermi energy [74]. After selfconsistency is reached, we can use
A. Edge magnetism of hexagonal ZGNFs

Hexagonal ZGNFs constitute a well-studied example [43–48] of magnetism at zigzag edges. Here we illustrate this with the flake shown in the inset of Fig. 2. This flake contains \( N = 600 \) carbon atoms and is thus bigger than most examples previously studied in the literature [43–46, 48]. The localized electronic states at the edges of the ZGNFs lead to a nonuniform spatial profile of the local magnetic moments \( \langle m_z^i \rangle \) which are also mainly localized at the edges. This is illustrated by the red arrows in the inset of Fig. 2 that show the magnetic moments for the hexagonal ZGNF with \( N = 600 \) sites. One observes that spins align ferromagnetically at each edge already for a value of \( U/t = 1 \), well below the bulk MFT critical value \( U_{c, \text{MFT}}^N/t \approx 2.23 \) [62]. This ferromagnetic alignment corresponds to all carbon atoms on each edge belonging to the same sublattice. Adjacent edges are separated by an armchair defect, belong to different sublattices, and thus have opposite magnetization.

The main panel of Fig. 2 shows the average staggered magnetization

\[
M_s = \frac{1}{N_{\text{edge}}} \sum_{i \in \text{edge}} (-1)^i \langle m_z^i \rangle
\]

at the edge. One observes that the critical point where the edge of the hexagonal ZGNF becomes magnetic decreases considerably with increasing size. At the biggest size \( N = 600 \) studied here, the critical point shifts down to the range \( U_{c, \text{MFT}}^N/t \big|_{N=600} \approx (0.3–0.4) \), which is far below the critical point of bulk graphene (compare the gray curve in Fig. 2). This critical point is also significantly below the lower bounds for the on-site Coulomb repulsion \( U/t \approx 1 \) in graphene [54–56], already mentioned in Sec. II.A. The real-space DMFT calculations for a system with \( N = 600 \) sites (not shown here) also show a shift of the critical point to a renormalized range \( U_{c, \text{DMFT}}^N/t \big|_{N=600} \approx (1.2–1.5) \). This range is again well below the corresponding estimate for the bulk critical point \( 3.5 \lesssim U_{c, \text{bulk}}^N/t \lesssim 3.7 \) [67]. However, this presumably more realistic estimate now becomes comparable to the estimates of the Coulomb interaction. One nevertheless concludes that the magnetic instability at the zigzag edges can be observed in a range of on-site Coulomb interactions that are realistic for graphene, and that the balance could be shifted to even smaller \( U_{c, \text{N}} \) by going to larger sizes \( N > 600 \).

We mention that the local spectral functions show that the magnetic state located at the edge of a ZGNF is closely related to the single-particle level closest to the Fermi energy in the regime \( U_{c, \text{N}} < U < U_{c} \) [75]. This level is separated from the Fermi energy by a single-particle gap that decreases rapidly with increasing size of the flake \( N \), thus giving rise to the reduction of \( U_{c, \text{N}} \) with growing \( N \) observed in Fig. 2 and discussed above [75], see also chapter 3.3 of Ref. [76]. We note that this reduction of the critical \( U_{c, \text{N}} = 54 \) relative to the bulk value of \( U_{c} \) is almost absent for the \( N = 54 \) flake studied in Refs. [48–50].

B. Spin-resolved transmission in hexagonal ZGNFs

Next, we use MFT and rDMFT to compute the transmission functions of the flakes. As mentioned in Sec. II, rDMFT is more expensive, but expected to yield a quantitatively more accurate account of the Coulomb integration \( U \) in the Hubbard model (2).

Figures 3(a) and (b) show the DMFT and MFT results of the spin-resolved transmission \( T_{\sigma}(E) \) in the meta configuration as function of the energy of the electrons, respectively. We compare results for two values of the
higher energies is an additional non-uniform broadening in particular at \( \eta \) computation we chose to the coupling to the leads, \( \Gamma = 0 \).

FIG. 3. Spin-resolved transmission coefficients \( T_\sigma \) calculated by (a) DMFT and (b) MFT as function of \( \epsilon/t \) for the \( \text{meta} \) configuration of a hexagonal ZGNF with size \( N = 600 \). In both panels, the gray plot is related to the Coulomb interaction less than critical value \( U/t_c |_{N=600} \). The coupling to the leads was taken to be \( \Gamma = 0.02 \).

Coulomb interaction; one interaction strength is larger than the critical value \( U/t_c |_{N=600} \) for this flake size, the other is smaller. In the latter case, the value \( U/t = 0.9 \) for MFT should be compared to \( U/t = 1.6 \) in DMFT, owing to the quantitative renormalization by charge fluctuations. The broadening observed in Fig. 3 is due firstly to the coupling to the leads, \( \Gamma = 0.02 \). For the MFT computation we chose \( \eta = 10^{-9} t \ll \Gamma \) such that its effect is negligible. However, in the framework of DMFT there is an additional non-uniform broadening in particular at higher energies \( |\epsilon| \), owing to the logarithmic frequency resolution of the NRG impurity solver (see discussion at the end of Sec. II D).

According to the inset of Fig. 2, the \( \text{meta} \) configuration corresponds to transport between edges with the same magnetic polarization. Thus, for sufficiently large Coulomb interaction, the hexagonal ZGNF is magnetically ordered and the spin degeneracy is lifted resulting in a distinct spin-dependent transmission \( T_\sigma(\epsilon) \). While the asymmetric transmission spectra for each spin direction \( T_\uparrow(\epsilon) \neq T_\downarrow(-\epsilon) \) gives rise to the spin Seebeck effect reported in recent works [77, 78], the particle-hole symmetry of the transmission coefficient \( T_\sigma(\epsilon) = T_\bar{\sigma}(-\epsilon) \) under spin inversion leads to a pure spin current, as is discussed later. Figure 3 also shows that in the non-magnetic state an anti-resonance (a deep valley) appears at the Fermi energy in the \( \text{meta} \) configuration. We have checked other possible configurations of the leads (not shown here), known as \( \text{ortho} \) and \( \text{para} \) [79] and found no spin-dependent transmission. Thus, in the following, we present results only for the \( \text{meta} \) configuration.

The lowest peaks in Fig. 3 appear at \( |\epsilon| \approx 0.07 t \) for \( U/t = 1.6 \) and 0.9 in DMFT and static MFT, respectively. This corresponds to a single-particle gap of approximately 0.07t, that is filled in by the coupling to the leads, \( \Gamma = 0.02 t \). The temperature scale corresponding to the gap is on the order of 2200 K and thus significantly higher than the temperatures that we will study below. This justifies using these zero-temperature transmission functions to compute finite-temperature transport properties, as we will do in the following.

C. Spin-resolved current in hexagonal ZGNFs

Having calculated the spin-resolved transmission functions, we calculate the current with Eq. (3). Figure 4 shows the spin-up and spin-down currents as a function of the temperature \( T = T_L \) for several fixed temperature differences, \( \Delta T = T_L - T_R \), between the leads. As can be seen, spin-up (\( I_\uparrow \)) and spin-down currents (\( I_\downarrow \)) are of different sign but identical magnitude. The values of \( U/t \) are chosen in each case such as to yield magnetic edges without rendering the bulk of the flake magnetic. We recall that MFT has a higher frequency resolution, but we expect DMFT to provide a more accurate description of Coulomb interactions, and that the values of \( U/t = 0.9 \) and 1.6 in panels (c) and (d) of Fig. 4 were chosen such as to account for the renormalization by charge fluctuations. After this renormalization, the shape of the curves becomes very similar, as is to be expected given the similarity of the underlying transmission functions already seen in Fig. 3.

We note that the absolute value of the currents in Fig. 4 depends on the choice of \( \Gamma \), not only explicitly in Eq. (4), but also via the Green’s functions, see Eq. (5) and recall that \( \Sigma_\alpha \propto i \Gamma \). However, we have checked that this only affects the absolute value of \( I \) with a power of \( \Gamma \) that appears to be actually lower than 2 while the qualitative temperature dependence of the currents is not very sensitive to the precise value of \( \Gamma \). In MFT, we chose \( \eta = 10^{-6} t \) such that this additional broadening becomes irrelevant. However, we recall that the NRG impurity solver for DMFT only yields a logarithmic frequency resolution that cannot be eliminated. The experience with the static MFT indicates that this may lead to an overestimation of the absolute value of the currents in Fig. 4(d) by one to two orders of magnitude, but we still expect the qualitative behavior as a function of temperature to be not very sensitive to the limited energy resolution also in this case.

One observes that the spin currents increase rapidly with temperature for the larger systems, yielding cur-
FIG. 4. Spin-resolved current versus temperature $T$ for several temperature differences $\Delta T$ and flakes of size (a) $N = 96$, (b) $N = 294$, and (c,d) $N = 600$. Note the different vertical scales of the different panels. The coupling to the leads has been chosen as $\Gamma = 0.02\,t$. Panels (a–c) are based on MFT, panel (d) is based on DMFT. The value of $U/t$ is adjusted according to Fig. 2 (compare also the discussion in the main text). Panels (e) and (f) show the Fermi-Dirac distributions of the hot and cold leads, respectively, for a gate voltage $V_g = 0$ (e) and $V_g > 0$ (f); the spin-resolved transmission functions are illustrated schematically in the middle between the two Fermi functions. The resulting currents are indicated separately for spin-up (red arrows) and spin-down electrons (blue arrows), as well as for electrons with energies higher (upper set of arrows) and lower (lower set of arrows) than the equilibrium chemical potential (black dotted horizontal line). The yellow filled curve represents the difference of the two Fermi-Dirac distributions.

The reduction of $T_{th,i}$ can be understood in terms of the overlap of the transmission functions $T_{\sigma}(\epsilon)$ with the difference of the Fermi functions $[f_{L}(\epsilon, T_L) - f_{R}(\epsilon, T_R)]$ in Eq. (3). Indeed, larger hexagonal ZGNFs have smaller single-particle gaps and thus provide for more transport channels close to the Fermi energy. Thus, one can expect a bigger contribution from the integrand in Eq. (3). This larger overlap leads firstly to a larger current. Secondly, the reduced energy difference of the transmission peaks and the Fermi energy gives rise to a lower threshold temperature $T_{th,\sigma}$. The relatively low $T_{th,\sigma}$ for the flake size $N = 600$ in Fig. 4(c) and (d) can be understood by the energy difference between the highest occupied and lowest unoccupied states shown by the positions of first peaks of the transmission spectrum in Fig. 3(a) and (b), compare also the related discussion at the end of Sec. III B, although $T_{th,\sigma}$ is evidently smaller than this bare electronic energy scale.

For a more detailed understanding of the underlying mechanism that generates these currents in the device, we analyze the dependence of the spin current on the Fermi-Dirac distribution functions of the leads and the transmission function in Eq. (3). Fig. 4(e) schematically shows the transmission function of the junctions and the Fermi-Dirac distributions of the hot (left) and cold (right) leads. Since $T_{\uparrow}(\epsilon)$ is larger above the Fermi energy, charge carriers with high energy flow from the hot lead to the cold lead, giving rise to a positive spin-up current from the hot to the cold lead. Conversely, $T_{\downarrow}(\epsilon)$ is much larger below the Fermi energy (Fig. 4(e)) such that the spin-down current flows in the opposite direction. In fact, thanks to the symmetry under the combined particle-hole transformation and spin inversion, the transmission functions satisfy $T_{\bar{\sigma}}(\epsilon) = T_{\bar{\sigma}}(-\epsilon)$, where $\bar{\sigma}$ is the spin projection opposite to $\sigma$. This implies that the total charge current, $I_e = I_\uparrow + I_\downarrow = 0$, is exactly zero and the device exhibits a pure spin current, $I_s = I_\uparrow - I_\downarrow \neq 0$. 

a threshold temperature $T_{th,\sigma}$ that is equal for up and down spin currents. While $T_{th,\sigma}$ is not very sensitive to the temperature difference $\Delta T$, it exhibits a strong dependence on the size of the hexagonal ZGNF as $T_{th,\sigma}$ decreases significantly with increasing size. For ZGNRs, the size dependence of the threshold temperatures $T_{th,\sigma}$ has been investigated for width 6 and 14, yielding only a slight decrease [30]. This weak dependence of $T_{th,\sigma}$ on the width of ZGNRs can be understood since such ribbons have zero-energy states for $U = 0$ that arise from the infinitely long zigzag edges for any width [18, 39, 80–82] whereas non-interacting ZGNFs have a finite-size gap in their single-particle spectrum that decreases with increasing $N$. However, in contrast to hexagonal ZGNFs, ZGNR-based devices show $T_{th,\uparrow} = \neq T_{th,\downarrow}$. Furthermore, these spin currents saturate around room temperature for the $N = 600$ flake. The saturation current for ZGNR-based spin caloritronics devices is not discussed in the literature, but one can expect it to occur above room temperature, at least for the width-6 and -14 ZGNRs studied in Ref. [30].
FIG. 5. Dependence of the spin current $I_s = I_+ - I_-$ on the Coulomb repulsion $U/t$ and flake size at room temperature $T = 300 \, \text{K}$ for a fixed temperature difference $\Delta T = 60 \, \text{K}$ and coupling to the leads $\Gamma = 0.02t$. The inset magnifies a portion of current where the data for the flake with $N = 96$ sites is multiplied by a factor 100 for better visibility; the DMFT data for $N = 600$ has been divided by 100.

Returning to the case of ZGNRs, we note that the two opposite edges are individually ferromagnetic in the ground state, but are correlated antiferromagnetically (see Refs. [18, 19, 39, 61, 81–83] and references therein). However, a ZGNR-based spin-caloritronics device requires ferromagnetic ZGNRs, at least as long as leads extend over the full width of the ribbon. Consequently, a strong external magnetic field [81], doping, or width engineering [84] are needed to stabilize a ferromagnetic state. From this point of view, the hexagonal-ZGNF junction proposed here has a big advantage over the ZGNRs [30, 85, 86], and also armchair silicene nanoribbons [87] for spin-caloritronic applications.

D. Effect of the Coulomb interaction

Since the exact value of the Coulomb interaction in hexagonal ZGNFs is unknown, we show the spin current $I_s = I_+ - I_-$ as a function of on-site Coulomb repulsion $U/t$ in Fig. 5 for three different flake sizes where for $N = 600$ we again compare MFT and DMFT results. We note that $I_s = -I_-$ since we are still at charge neutrality (half filling) such that $I_+ = 2I_-$.

The DMFT results and MFT results in Fig. 5 for the $N = 600$ flake differ by about a factor 100, as we have already seen in the context of Fig. 4(c,d). We recall that this may be due to an overestimation of the absolute value of the current within DMFT owing to the logarithmic frequency resolution.

A first observation from Fig. 5 is that the spin current vanishes for interaction strengths smaller than the critical point, $U_c|_{N}$. This is expected because a magnetically ordered edge is needed to establish a spin current. As was already observed in Fig. 2, this critical $U_c|_{N}$ is size-dependent which is also visible in the spin current. For $U > U_c|_{N}$, the edge becomes magnetic which results in a strong increase of the spin current. Figure 5 also shows two curves for the $N = 600$ ZGNF. These two curves have a similar shape; the DMFT curve is just shifted to larger values of $U/t$ with respect to the MFT curve owing to the already mentioned renormalization by charge fluctuations that are ignored in MFT.

Figure 5 also shows again that the maximal attainable spin current grows rapidly with increasing flake size; for the $N = 96$ flake we need to multiply it by $10^2$ to render it even visible on the scale of the other curves. For flakes with $N = 600$ sites and the parameters $T = 300 \, \text{K}$, $\Delta T = 60 \, \text{K}$, the spin current reaches a maximal value $I_s \sim 1 \, \text{nA}$ within MFT. However, a further increase of the Coulomb interaction leads to a decrease of the spin current until it vanishes at a specific point which is almost-size-independent. This interaction strength is close to the bulk critical point of the honeycomb Hubbard model, that is given by $U^{\text{MFT}}_c/t \approx 2.23$ in MFT [62] and $U^{\text{DMFT}}_c/t = 3.5 \ldots 3.7$ [67], respectively. Beyond this bulk critical point, the system becomes an antiferromagnetic Mott insulator and all currents are blocked in the device.

We mention that one can see qualitatively the same behavior for other temperatures ($T, \Delta T$).

E. Effect of a gate voltage

Finally, we discuss the effect of a gate voltage $V_g$. We assume that a positive $V_g$ raises the Fermi level of the flake relative to the leads, as sketched in Figure 4(f), but otherwise has no effect such that we can use the transmission functions $T_\sigma(\epsilon + V_g)$ that have been obtained at half filling, just shifting their argument by $V_g$ in Eq. (3).

We note that when the gate voltage exceeds the single-particle gap, electrons are doped into the system which might change the magnetic state of the flake. We leave a detailed investigation of the interplay of doping and the magnetic state to future studies and focus our discussion on values of the gate voltage inside the gap.

Figure 6 shows the dependence of the spin currents on the gate voltage at room temperature with a fixed temperature difference $\Delta T = 60 \, \text{K}$. In each case, we have chosen a value of $U$ such that $U^{\text{MFT}}_c|_{N} < U < U^{\text{MFT}}_c|_{N}$. Here we also included an example for $N = 54$ in Fig. 6(a) where the aforementioned condition forces us to choose $U/t = 2.1$, very close to the bulk transition $U^{\text{MFT}}_c|_{N} \approx 2.23$ [62]. Regions where the gate voltage exceeds the single-particle gap are shaded in gray in Fig. 6 and will be excluded from further discussion.

Although the symmetry of the spin-up and spin-down transmission coefficients is preserved, the shift of the chemical potential ($i.e.$, the Fermi level) on the flake re-
results in a situation where the spin-down current is larger than the spin-up current for \( V_g > 0 \) and vice versa for \( V_g < 0 \). Indeed, the spin-resolved currents are antisymmetric under spin inversion \( I_s(V_g) = -I_s(-V_g) \) which leads to a spin current \( I_s \) that is even under sign inversion of \( V_g \) and a charge current \( I_c \) that is odd. Therefore, a pure spin current exists only for \( V_g = 0 \), while generically charge and spin currents both flow for non-zero gate voltages. Moreover, Fig. 6 exhibits a strong size dependence of the response to the gate voltage. In fact, the maxima for the curves for \( I_s(V_g) \) are close to the highest (lowest) occupied (unoccupied) level that sits at the border of the shaded region, but still inside the gap. Since the single-particle gap decreases rapidly with increasing flake size \( N \), for flake sizes \( N = 54 \) and \( N = 96 \), a small gate voltage results in small charge and spin currents, and a gate voltage of \( |V_g| = 0.2 \) is required to induce appreciable charge and spin currents. By contrast, for the larger hexagonal-ZGNF sizes, namely \( N = 294 \) and \( N = 600 \), a small gate voltage is sufficient to induce significant currents. In addition, for these larger flakes, the temperature \( T = 300 \) K leads to an appreciable current in the gaps owing to thermal fluctuations. As we have already seen in Fig. 4(a–d), the maximum current increases with increasing \( N \) (note the different scales of the vertical axes in Fig. 6).

**IV. CONCLUSION**

We have investigated the spin-caloritronic properties of hexagonal ZGNFs. First, we have treated the magnetic properties both by simple static MFT and the more accurate DMFT, providing us with the Green’s functions and thus the transmission coefficients of the ZGNFs. The spin-dependent transport was then evaluated by the Landauer formalism in the framework of the non-equilibrium Green’s function method. One of our main findings is that a pure spin current can be driven by a temperature gradient in the charge-neutral system if the Coulomb interaction is sufficiently large to render the zigzag edges magnetic, but still sufficiently small such that the bulk remains non-magnetic, and leads are attached to two edges with the same magnetization in a configuration that resembles the meta binding motif in a benzene molecule. We found that the window of Coulomb interactions \( U \) where only the edges are magnetic and thus a spin current flows increases significantly as the size of the flakes increases from \( N = 96 \) to \( N = 600 \), thus improving chances that the value of the Coulomb interaction in graphene is indeed in the relevant regime. At the same time, the absolute value of the spin current also increases significantly with increasing size of the flake and develops a maximum around room temperature for \( N = 600 \). These observations promise room-temperature applications of ZGNFs with \( N \approx 600 \) carbon atoms.

The value of the spin current can be enhanced by an applied gate voltage \( V_g \) with a significant effect in particular for the smaller flakes. We note that when the gate voltage exceeds the single-particle gap, electrons are doped into the system such that the magnetic state of the edges might change. Furthermore, doping reduces the gap values such that the effect of thermal fluctuations on the magnetic state may no longer be negligible. We suggest investigation of such effects as an interesting topic for further studies.

It should be mentioned that while dynamic properties are accurately captured by MFT, the static magnetism of the edge is actually an artifact of the mean-field approximation to the Hubbard model [61]. Further ingredients, such as a combination of spin-orbit coupling, external fields, or flakes with different edge lengths, will therefore be needed to stabilize magnetic edges in actual device applications. Furthermore, we have assumed transport to be ballistic and ignored all spin-relaxation and spin-flip processes. This is justified for a device which is smaller than the spin relaxation length. We also assume that all dissipation processes occur in the leads which is reasonable for even the biggest flakes that we consider in this work. Thus, in order to use devices in a spin-caloritronics application, a length \( L < L_{sp} \sim 1\mu m \) is needed, which is accessible in current experiments [88]. Nevertheless, the thermoelectric effects in graphene-based devices have already been observed with considerable precision [23, 24]. On the other hand, a recent experiment used the local magnetoresistance technique to detect the thermoelec-
electric spin voltage in graphene [77], which shows that in principle it is feasible to measure spin-dependent thermoelectric properties.
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