Energy conservation and the prevalence of power distributions
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Abstract. We analyze a connection between energy and multiplicity distributions in a statistical framework. We check the influence of energy conservation for the mechanism of particle production in relativistic proton+proton interactions. We found that energy conservation constraints may lead to the quasi-power-law distributions for energy with exponent \( \kappa \) depending on multiplicity distribution.

1 Introduction

The influence of conservation laws on particle yields has been studied for a long time. In particular, particle energy spectra within the Boltzmann-Gibbs statistics are examined and deviations from the exponential spectrum of the grand canonical ensemble are quantified and discussed [1–3]. Let us now remember that the usual situation in statistical physics is that out of three variables considered, available energy \( U \), multiplicity \( N \) and temperature \( T \), two are fixed and one fluctuates. Fluctuations are then given by Gamma distributions [4] (in the case of multiplicity distributions where \( N \) are integers, they become Poisson distributions) and only in the thermodynamic limit, \( N \to \infty \), one gets them in the form of Gaussian distributions, usually discussed in textbooks. In [4] there were situations discussed in detail when two or all three variables fluctuate. If all are fixed one has a distribution of the type

\[
f(E) = \frac{N - 1}{U} \left(1 - \frac{E}{U}\right)^{N-2}.
\]

(1)

Equation (1) coincides with the Tsallis distribution which is based on nonextensive statistical mechanics [5, 6],

\[
f(E) = C \left(1 + \frac{E}{\kappa \cdot T}\right)^{-\kappa},
\]

(2)

where \( q = 1 + 1/\kappa \) is known as the nonextensivity parameter. It interpolates smoothly between the pure power-like behaviour (for \( E \to 0 \)) and the exponential formulation (for \( \kappa \to \infty \)) and was first proposed in refs. [7] and [8] rediscovered in ref. [9], and widely known as QCD-based Hagedorn formula. Equation (1) has become one of the standard phenomenological formulas used in data analysis of multiparticle production processed, cf. review [10] and references therein.

Quasi power-law distributions are ubiquitous in many branches of science and their possible origins are accordingly numerous. Among many possibilities (cf. [10–12] for more details and references) the most interesting is the so-called superstatistics, stochastic network, and connection with multiplicative noise. In this paper we discuss the influence of conservation laws on multiparticle production processes, forcing the use of conditional probabilities and resulting in quasi power-law distributions.

2 An influence of energy conservation on the particle production mechanism

The proper implementation of energy conservation in Monte Carlo simulations is still an open question. In the following we review the possible attempts, deriving the energy distributions when the ensemble observes an energy conservation constraint.

2.1 Conditional probability

Let \( \{E_{1,...,N}\} \) be a set of \( N \) independent identically distributed random variables described by some parameter (temperature \( T \)). For independent energies \( E = E_{i=1,...,N} \) each distributed according to the Boltzmann distribution,

\[
f_i(E) = \frac{1}{T} \exp \left(-\frac{E}{T}\right),
\]

(3)
the sum $W = \sum_{i=1}^{N} E_i$ is then distributed according to the gamma distribution,

$$f_N(W) = \frac{1}{T \cdot \Gamma(N)} \left( \frac{W}{T} \right)^{N-1} \exp \left( -\frac{W}{T} \right). \quad (4)$$

If the available energy $U = \text{const}$ is limited then we have the following conditional probability for the single-particle distribution:

$$f(E|U) = \frac{f_1(E) \cdot f_{N-1}(U - E)}{f_N(U)} = \frac{N - 1}{U} \left( 1 - \frac{E}{U} \right)^{N-2}.$$

(5)

In the above consideration the value of the $T$ parameter is given by

$$T = \langle E \rangle = \frac{U}{N} \quad (6)$$

and one can rewrite eq. (5) in the form

$$f(E|U) = \frac{N - 1}{N \cdot T} \left( 1 - \frac{E}{N \cdot T} \right)^{N-2}, \quad (7)$$

which only in the limit $N \rightarrow \infty$ tends to the Boltzmann distribution, $\lim_{N \rightarrow \infty} f(E|U) = f_1(E)$.

2.2 Rescaling approach

Sampling $\{E'_i, \ldots, N\}$ from exponential distribution, their sum $W = \sum_{i=1}^{N} E'_i$ and energy conservation imposes the constraint $U = \sum_{i=1}^{N} E_i$. The rescaling technique outlined in ref. [13] shows that, by imposing energy conservation, we actually expect the following sequence of re-scaled energies:

$$E_i = E_i \frac{U}{W}. \quad (8)$$

The strategy followed here is based on the partition through renormalization and works basically as follows: out of an interval $[0, 1]$, a partition is performed by choosing $N$ random numbers between 0 and 1 and then renormalizing them such that their sum is equal to unity [14]. Such strategy can be seen as a particular choice of Dirichlet partition of the interval [15].

If $X_i$ are independently distributed exponential random variables then for $k < N$ a ratio

$$r = \frac{\sum_{i=1}^{k} X_i}{\sum_{i=1}^{N} X_i} \quad (9)$$

has the same distribution as the $k$-th smallest number of $\{N - 1\}$ numbers chosen independently and uniformly between 0 and 1. This is also known as the Beta distribution [15]

$$f_k(r) = \frac{\Gamma(N)}{\Gamma(k)\Gamma(N-k)} r^{k-1} (1 - r)^{N-k-1}. \quad (10)$$

For $k = 1$ and $E = r \cdot U$ we have eq. (5).

2.3 Induced partition

Actually, such distribution emerges directly from the calculus of probability for a situation known as induced partition [16]. In short: $N - 1$ randomly chosen independent points $\{U_1, \ldots, U_{N-1}\}$ split a segment $(0, U)$ into $N$ parts, whose length is distributed according to eq. (5). The length of the $k$-th part corresponds to the value of energy $E_k = U_{k+1} - U_k$ (for ordered $U_k$). In our case it could correspond to the case of random breaks of a string in $N - 1$ points in the energy space.

In this work we use an induced partition scenario to ensure energy conservation in Monte Carlo simulations.

3 Energy conservation in ensemble with fluctuating multiplicity

Whereas for fixed $N$ one has

$$f(E, N) = \frac{N - 1}{U} \left( 1 - \frac{E}{U} \right)^{N-2}, \quad (11)$$

then for $N$ fluctuating according to $P(N)$, the resulting distribution is

$$f(E) = \sum_{N} f(E, N) \cdot P(N). \quad (12)$$

For $P(N)$ given by the binomial distribution, Poisson distribution and negative binomial distribution, eq. (12) leads to the Tsallis distribution given by eq. (2) [19].

Note that for all cases

$$\frac{1}{\kappa} \simeq \frac{\text{Var}(N)}{(\langle N \rangle)^2} - \frac{1}{\langle N \rangle}, \quad (13)$$

with equality when the replacing $N - 2$ by $N$ in eq. (11). It is natural that for the Poisson distribution ($\kappa^{-1} = 0$) the energy distribution given by eq. (2) reproduces the Boltzmann-Gibbs statistics.

4 Results

In order to test numerically the above considerations we checked the influence of energy conservation for the mechanism of particle production in relativistic proton+proton collisions.
interactions. For the simulations we used parameters stored in table 1. Data on multiplicity distributions of particles produced in proton+proton non-diffractive events at a wide range of energies, $23.9 \sqrt{s} < 900$ GeV (the average value of produced negatively charged particles, $\langle N_{\text{neg}} \rangle$ and $k_{\text{neg}}$ parameter of a negative binomial distribution fit to the measured multiplicity distributions) were taken from ref. [20].

Variances of the multiplicity distributions of negatively charged particles were calculated from the formula

$$\text{Var}(N_{\text{neg}}) = \langle N_{\text{neg}} \rangle^2 k_{\text{neg}}^{-1} + \langle N_{\text{neg}} \rangle.$$  \hspace{1cm} (14)

Since we simulate neutral as well as charged particles, then $\langle N \rangle = 3 \cdot \langle N_{\text{neg}} \rangle$ and $\text{Var}(N) = 5 \cdot \text{Var}(N_{\text{neg}})$ (see footnote\textsuperscript{3}).

Due to the well-known fact that, on average, a half of the center-of-mass energy, $\sqrt{s}$ is spent for a production of secondary particles [22] we share, using the induced parton mechanism described in sect. 2.3, all available energy $U = \sqrt{s}/2$ among produced particles. We always assume the production of pions (with mass $m = 0.139$ GeV) as secondary particles, thus

$$U = \sum_{i=1}^{N} E_i,$$  \hspace{1cm} (15)

where $E_i \in (m, \sqrt{s}/2)$.

We consider three different variants of generation of the number of particles $N$ in a given event:

- constant number of particles, $N = \text{nint}(\langle N \rangle)$, where the function $\text{nint}()$ returns the integer value closest to a real number being its argument,
- number of particles generated from Poisson distribution, $N = \text{pois}(\langle N \rangle)$,
- number of particles generated from negative binomial distribution, $N = \text{negbin}(\langle N \rangle, \text{Var}(N))$.

In the following subsections we show the corresponding results of the simulations.

### 4.1 Constant number of particles

For each event we take a constant number of particles, $N = \text{nint}(\langle N \rangle)$, where the function $\text{nint}()$ returns the integer value closest to a real number being its argument. For the fit of the energy distribution of secondary particles, we use [19]

$$f(E) = C \cdot \left(1 - \frac{E}{U'}\right)^{n-2},$$  \hspace{1cm} (16)

where $C$ is a normalization factor, $n$ is a fit parameter, and $U' = U - N \cdot m$ is an available “kinetic” energy distributed among secondary particles.

In fig. 1 we show the obtained energy distributions of secondary particles fitted by eq. (16). We note for all considered reactions the fit parameter $n = N$.

### 4.2 Number of particles generated from the Poisson distribution

In this case for each event the number of particles is sampled from the Poisson distribution,

$$P(N) = \frac{(\langle N \rangle)^N e^{-\langle N \rangle}}{N!},$$  \hspace{1cm} (17)

The obtained energy distributions of secondary particles were fitted by the following formula [19]:

$$f(E) = C \cdot \exp\left(-\frac{n \cdot E}{U}\right),$$  \hspace{1cm} (18)

where $C$ is a normalization factor, and $n$ is a fit parameter.

Figure 2 presents the resulting energy distributions of secondary particles fitted by eq. (18). In this case, for all considered reactions the fit parameter $n = \langle N \rangle + 1$.

---

**Table 1.** Parameters of multiplicity distributions used for simulation.

| $\sqrt{s}$ [GeV] | $\langle N_{\text{neg}} \rangle$ [20] | $k_{\text{neg}}$ [20] | $\text{Var}(N_{\text{neg}})$ | $\langle N \rangle$ | $\text{Var}(N)$ |
|------------------|---------------------------------|-------------------|-------------------------|-----------------|----------------|
| 23.9             | 3.62                            | 33.0              | 4.02                    | 10.87           | 20.12          |
| 27.6             | 3.92                            | 12.8              | 5.12                    | 11.76           | 25.6           |
| 30.4             | 4.27                            | 13.3              | 5.64                    | 12.8            | 28.18          |
| 44.0             | 5.04                            | 11.4              | 7.27                    | 15.12           | 36.33          |
| 52.6             | 5.4                             | 9.4               | 8.47                    | 16.15           | 42.33          |
| 62.2             | 5.8                             | 9.2               | 9.5                     | 17.45           | 47.47          |
| 200              | 9.7                             | 4.7               | 29.7                    | 29.1            | 148.6          |
| 540              | 13.2                            | 3.6               | 61.0                    | 39.4            | 305.2          |
| 613              | 16.3                            | 3.1               | 102.0                   | 48.9            | 510.0          |

---

\textsuperscript{3} Due to electric charge conservation, in a single event we have the same number of positively and negatively charged particles, $N_{\text{pos}} = N_{\text{neg}}$. For simplicity we assume that $\langle N_{\text{neg}} \rangle = \langle N_{\text{pos}} \rangle = \langle N_{\text{tot}} \rangle$, where $N_{\text{tot}}$ stands for a number of electrically neutral particles produced in a single collision. We assume also $\text{Var}(N_{\text{pos}}) = \text{Var}(N_{\text{neg}})$. For a detailed discussion of correlations induced by conservation laws see [21].
4.3 Number of particles generated from the negative binomial distribution

Now let us consider a case where in each simulated event the number of particles is sampled from a negative binomial distribution,

\[ P(N) = \frac{\Gamma(N + k)}{\Gamma(N + 1) \cdot \Gamma(k)} \left( \frac{\langle N \rangle}{k} \right)^N \left( 1 + \frac{\langle N \rangle}{k} \right)^{-k-N}, \]

with \( \text{Var}(N) = \langle N \rangle^2/k + \langle N \rangle \).

For the fit of the obtained energy distributions of secondary particles, we use Tsallis distribution given by eq. (2) with \( C \) being a normalization factor and \( \kappa \) and \( T \) fit parameters.

In fig. 3 we show the corresponding energy distributions of secondary particles fitted by eq. (2). In table 2 we present the values of parameters obtained from the fit.

We report a substantial decrease of the values of our \( \kappa \) parameter extracted from the fits done by eq. (2) as a function of \( \sqrt{s} \), especially for the higher considered center-of-mass energies, which is presented in fig. 4. The \( \kappa \) values obtained from the energy distributions are lower (non-extensivity parameters \( q = 1 + 1/\kappa \) are higher) than those evaluated from data on transverse momentum distributions [23]. The observed decrease of \( \kappa \) with energy is a consequence of broadening of multiplicity distributions (decreasing of \( k \) parameter with energy). Tsallis distribution is strongly connected with the negative binomial distribution. In the induced partition scenario with \( N \) fluctuating.

Table 2. Parameters of fits done by eq. (2) to the simulated energy distributions in the case where the number of particles is sampled from a negative binomial distribution. The values of \( k \) parameters are extracted from the multiplicity distributions given by eq. (19).

| \( \sqrt{s} \) [GeV] | \( \kappa \) | \( T \) | \( k \) |
|-----------------|---------|------|-----|
| 23.9            | 10.1    | 0.749| 13.2 |
| 27.6            | 9.0     | 0.78 | 10.2 |
| 30.4            | 9.0     | 0.796| 10.8 |
| 44              | 10.1    | 1.034| 10.8 |
| 52.6            | 9.5     | 1.16 | 10.1 |
| 62.2            | 9.7     | 1.29 | 10.2 |
| 200             | 9.0     | 2.87 | 7.1  |
| 540             | 8.0     | 5.23 | 5.9  |
| 900             | 7.2     | 6.7  | 5.2  |

Fig. 2. (Color online) Energy distributions of particles in the case where the number of particles in each event is taken from the Poisson distribution. Results of simulations are fitted by eq. (18).

Fig. 3. (Color online) Energy distributions of particles in the case where the number of particles in each event is taken from a negative binomial distribution. Results of simulations are fitted by eq. (2).

Fig. 4. (Color online) Center-of-mass energy \( \sqrt{s} \) dependence of \( \kappa \) and \( k \) parameters.

Fig. 5. (Color online) \( T \) parameter as a function of the effective temperature \( T^* \).
according to the negative binomial distribution we expect (in an ideal case) $\kappa = k$. Such correspondence between energy distribution and multiplicity distribution was reported also from a superstatistical point of view [24].

Following eq. (6) we expect a linear dependence of the obtained values of $T$ parameters as a function of the so-called effective temperature $T^{*}$ given by

$$T^{*} = \frac{\kappa - 2}{\kappa} \frac{U}{\langle N \rangle},$$

where $\kappa$ is taken from the fits to our simulated energy distributions done by eq. (2). In fact, we obtained such linear behaviour,

$$T = 1.04 \cdot T^{*} - 0.15,$$

which is presented in fig. 5.

For the Tsallis distribution, eq. (2), the average energy is equal to

$$\langle E \rangle = \frac{\kappa}{\kappa - 2} T$$

and we have the relation

$$T^{*} = T \frac{U}{\langle N \rangle \langle E \rangle},$$

which for $U = \langle N \rangle \langle E \rangle$ results in the equality $T = T^{*}$. The evaluated $T(T^{*})$ dependence shows only a small deviation from such equality at low temperature parameters.

5 Concluding remarks

In this paper we approach the hadronization problem from a statistical point of view. We assume that the available phase-space volume at a given total energy, $U$, is filled in statistical equilibrium. We demonstrate that energy conservation constraints may lead to quasi-power law distributions. Our results are as follows:

- The case of a constant number of particles in each collision leads to the energy distributions described by eq. (16) with a parameter $n$ equal to the number of particles $N$ generated in the event, for each considered reaction.
- In the case of a fluctuating number of particles in each event according to the Poisson distribution, the conservation of energy leads to energy distributions of secondary particles given by eq. (18) with a parameter $n = \langle N \rangle + 1$.
- When the number of particles is sampled from a negative binomial distribution, the energy conservation leads to the Tsallis-Pareto stationary distribution [5, 6] given by eq. (2). A connection between $E$ and $N$ distributions is hinted at in different $\kappa = 1/(q - 1)$ values for different particle numbers.

In addition to the numerous possible origins of quasi power-law distributions [10–12] we show that energy conservation in natural way leads to the Tsallis distribution with exponent determined by multiplicity distribution. There is a remarkable correspondence between this scenario and superstatistics. Boltzmann distribution for energy is associated with Poisson distribution for multiplicity. Fluctuating parameter $1/T$ according to Gamma distribution we obtain Tsallis distribution for energy and negative binomial distribution for multiplicity [24]. On the other hand, the fluctuation of $\langle N \rangle$ in the Poisson distribution (according to Gamma distribution) leads to negative binomial distribution for multiplicity and Tsallis distribution for energy.

The numerical simulations were carried out in laboratories created under the project “Development of research base of specialized laboratories of public universities in Swietokrzyskie region”, POIG 02.2.00-26-023/08, 19 May 2009. MR was supported by the Polish National Science Centre (NCN) grant 2016/23/B/ST2/00692.
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