Multilingual Topic Labelling of News Topics using Ontological Mapping
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Abstract. The large volume of news produced daily makes topic modelling useful for analysing topical trends. A topic is usually represented by a ranked list of words but this can be difficult and time-consuming for humans to interpret. Therefore, various methods have been proposed to generate labels that capture the semantic content of a topic. However, there has been no work so far on coming up with multilingual labels which can be useful for exploring multilingual news collections. We propose an ontological mapping method that maps topics to concepts in a language-agnostic news ontology. We test our method on Finnish and English topics and show that it performs on par with state-of-the-art label generation methods, is able to produce multilingual labels, and can be applied to topics from languages that have not been seen during training without any modifications.
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1 Introduction

Topic models uncover the latent themes in a document collection through the co-occurrences of words in documents [4]. The large volume of news produced daily makes topic models especially useful for tracking and analysing news trends [12, 14, 17]. A topic is usually represented by a ranked list of words but these words can be difficult and time-consuming to interpret for humans [10]. Therefore various methods have been proposed to assign concise labels to topics to improve interpretability [1, 3, 16, 18]. However, there has been no work so far on coming up with multilingual topic labels. Generating labels in multiple languages allows users to compare topical trends across linguistic boundaries without having to align topics and to explore news collections by users who might not have the necessary linguistic skills to do otherwise.

In this work we are interested in assigning concise multilingual labels to news topics. We propose an ontological mapping method that maps topics to concepts in a language-agnostic news ontology. These concepts have labels in multiple languages that we use as topic labels. We approach ontology mapping as a multilabel classification task where a topic can be classified as belonging to multiple concepts.
We train our classifier on a dataset of Finnish news and test it on Finnish and English topics, using the distant supervision approach proposed in Ref. [1], where articles are used as training data. Our method produces results that are on par with state-of-the-art label generation methods, produces multilingual labels and can be used for topics in languages that have not been used during training without any modification. The contributions in this paper are: (1) an ontological mapping approach that can produce topic labels in multiple languages; (2) a method based on contextualised cross-lingual embeddings that works in a zero-shot setting, assigning labels to topics in languages not seen during training; and (3) a novel dataset of Finnish news topics with gold standard labels.\textsuperscript{1}

2 Related Work

Several existing methods for automatic topic labelling generate candidate labels either by extracting short phrases from topic-related documents [2,9,16] or from external sources such as Wikipedia [1, 9] and then ranking the candidates according to their relevance to the topic using distance metrics such as cosine distance [3] or the Kullback-Leibler divergence [8,16].

Wikipedia is a popular external corpora for topic labelling, using article titles as candidate labels [3,9]. However, Ref. [9] argues that the broad domain covered by Wikipedia make it unsuitable for labelling topics from a domain-specific corpus, such as biomedical research papers. Moreover, Wikipedia sizes vary widely across different languages. Some previous work have also used ontologies [5, 7] but their methods rely on network analysis techniques to extract labels from the ontologies.

A more recent development is using deep learning to directly generate labels. Ref. [1] proposes a sequence-to-sequence model (seq2seq) trained on a synthetic dataset of Wikipedia articles and titles while Ref. [18] finetune BART, a pretrained transformer-based language model [11], with topic keywords and candidate labels from weak labellers to generate labels.

3 Experimental Setup

3.1 Models

Ontology Mapping. We propose an ontological mapping method that maps topics to concepts in a language-agnostic news ontology and use the corresponding labels for these concepts—available in multiple languages—as topic labels. We treat the ontology mapping problem as a multilabel classification task where a topic can be classified as belonging to one or more concepts in the ontology.

The classifier takes as an input a sequence $X = (x_1, \ldots, x_n)$ of the $n$ top terms of a topic, and predicts $P(c_i|X)$, the probabilities for each ontology concept $c_i \in C$. The topic labels are obtained from the distribution $P(c_i|X)$ as follows: First, a list of label candidates is obtained by considering all $c_i$ such that $P(c_i|X) > t$,\textsuperscript{1}

\textsuperscript{1} Our code and dataset are available: https://github.com/ezosa/topic-labelling
where $t$ is the classification threshold. Then, we propagate the predicted concepts to the top of the ontology. For instance, if a topic is classified as belonging to concept 01005000:cinema, it also belongs to concept 01000000:arts, culture and entertainment, the parent of 01005000:cinema. Lastly, we obtain the top topic labels by taking the most frequent concepts among the candidates and taking the labels of these concepts in the preferred language.

To compute the probabilities $P(c_i|X)$, we encode the top terms $(x_1, \ldots, x_n)$ using SBERT [19] and pass this representation to a classifier composed of two fully-connected layers with a ReLU non-linearity and a softmax activation. We set the classification threshold $t$ to 0.03 as determined by the validation set. We refer to this as the ontology model. We illustrate this model in Figure 1.

Comparisons to State-of-the-art. We also investigate how our ontology mapping method compares to methods that directly generate topic labels. Ref. [1] uses an RNN-based encoder-decoder architecture with attention as a seq2seq model while Ref. [18] finetunes a pretrained BART model. Both methods have reported state-of-the-art results on English topics from multiple domains.

We implement a RNN seq2seq model using the same hyperparameters as [1]: 300-dim for the embedding layer and a hidden dimension of 200. We refer to this as the rnn model. We also implement a slightly modified model where we replace RNN with transformers, which has yielded state-of-the-art results in many NLP tasks. We use the hyperparameters from the original transformers model [22]: 6 layers for the encoder and decoder with 8 attention heads and an embedding dimension of 512. We refer to this as the transformer model.

Instead of BART which is trained only on English, we finetune a multilingual version, mBART [13], and set the source and target languages to Finnish. We finetuned mBART-25 from HuggingFace for 5 epochs. We use the AdamW optimizer with weight decay set to 0.01. We refer to this as the mbart model.

For consistency, all the models except mbart are trained using Adam optimizer for 30 epochs with early stopping based on the validation loss.

---

2 We use the multilingual model distiluse-base-multilingual-cased.

3 https://huggingface.co/facebook/mbart-large-cc25

4 While the mBART encoder is in a multilingual space, it cannot be used directly for cross-lingual language generation [15].
3.2 Datasets

**News Ontology.** We use the IPTC Subject Codes as our news ontology.\(^5\) This is a language-agnostic ontology designed to organise news content. Labels for concepts are available in multiple languages—in this work we focus specifically on Finnish and English. This ontology has three levels with 17 high-level concepts, 166 mid-level concepts and 1,221 fine-grained concepts. Mid-level concepts have exactly one parent and multiple children.

**Training Data.** We use news articles from 2017 of the Finnish News Agency (STT) dataset [20, 21] which have been tagged with IPTC concepts and lemmatized with the Turku neural parser [6]. Following the distant-supervision approach in [1], we construct a dataset where the top \(n\) words of an article are treated as input \(X = (x_1, \ldots, x_n)\) and the tagged concepts are the target \(C\); an article can be mapped to multiple concepts. Top words can either be the top 30 scoring words by tf-idf (tfidf dataset) or the first 30 unique content words in the article (sent dataset). All models are trained on both datasets. For each dataset, we have 385,803 article-concept pairs which we split 80/10/10 into train, validation and test sets.

**Test Data.** For Finnish topics, we train an LDA model for 100 topics on the articles from 2018 of the Finnish news dataset and select 30 topics with high topic coherence for evaluation. We also check that the topics are diverse enough such that they cover a broad range of subjects.

To obtain gold standard labels for these topics, we recruited three fluent Finnish speakers to provide labels for each of the selected topics. For each topic, the annotators received the top 20 words and three articles closely associated with the topic. We provided the following instructions to the annotators:

*Given the words associated with a topic, provide labels (in Finnish) for that topic. There are 30 topics in all. You can propose as many labels as you want, around 1 to 3 labels is a good number. We encourage concise labels (maybe 1-3 words) but the specificity of the labels is up to you. If you want to know more about a topic, we also provide some articles that are closely related to the topic. These articles are from 2018.*

We reviewed the given labels to make sure the annotators understood the task and the labels are relevant to the topic. We use all unique labels as our gold standard, which resulted in seven labels for each topic on average. While previous studies on topic labelling mainly relied on having humans evaluate the labels outputted by their methods, we opted to have annotators provide labels instead because this will give us an insight into how someone would interpret a topic\(^6\). During inference, the input \(X\) are the top 30 words for each topic.

To test our model in a cross-lingual zero-shot setting, we use the English news topics and gold standard labels from the NETL dataset [3]. These gold labels were obtained by generating candidate labels from Wikipedia titles and asking humans to evaluate the labels on a scale of 0-3. This dataset has 59 news

\(^5\) [https://cv.iptc.org/newscodes/subjectcode/](https://cv.iptc.org/newscodes/subjectcode/)

\(^6\) Volunteers are compensated for their efforts. We limited our test data to 30 topics due to budget constraints.
Table 1. Averaged BERTScores between labels generated by the models and the gold standard labels for Finnish and English news topics.

|                     | Prec | Rec  | F-score |
|---------------------|------|------|---------|
| **Finnish news**    |      |      |         |
| baseline: top 5 terms | 89.47 | 88.08 | 88.49   |
| ontology-tfidf      | 94.54 | 95.42 | 94.95   |
| ontology-sent       | 95.18 | 95.96 | 95.54   |
| mbart-tfidf         | 93.99 | 94.56 | 94.19   |
| mbart-sent          | 94.02 | 95.04 | 94.51   |
| rnn-tfidf           | **96.15** | 95.61 | **95.75** |
| rnn-sent            | 95.1  | 94.63 | 94.71   |
| transformer-tfidf   | 94.26 | 94.42 | 94.30   |
| transformer-sent    | 95.45 | 94.73 | 94.98   |
| **English news**    |      |      |         |
| baseline: top 5 terms | **98.17** | **96.58** | **97.32** |
| ontology-tfidf      | 97.00 | 95.25 | 96.04   |
| ontology-sent       | 97.18 | 95.43 | 96.21   |

topics with 19 associated labels but we only take as gold labels those that have a mean rating of at least 2.0, giving us 330 topic-label pairs. We use default topic labels—top five terms of each topic—as the baselines.

4 Results and Discussion

We use BERTScore [23] to evaluate the labels generated by the models with regards to the gold standard labels. BERTScore finds optimal correspondences between gold standard tokens and generated tokens and from these correspondences, recall, precision, and F-score are computed. For each topic, we compute the pairwise BERTScores between the gold labels and the labels generated by the models and take the maximum score. We then average the scores for all topics and report this as the model score.

We show the BERTScores for the Finnish news topics at the top of Table 1. All models outperform the baseline by a large margin which shows that labels to ontology concepts are more aligned with human-preferred labels than the top topic words. The rnn-tfidf model obtained the best scores followed by ontology-sent. The transformer-sent and mbart-sent models also obtain comparable results. We do not see a significant difference in performance between training on the tfidf or sent datasets. In Table 2 (top), we show an example of the labels generated by the models and the gold standard labels. All models give sufficiently suitable labels, focusing on motor sports. However only the ontology-sent model was able to output ‘formula 1’ as one of its labels.

We also demonstrate the ability of the ontology models to label topics in a language it has not seen during training by testing it on English news topics from the NETL dataset [3]. This dataset was also used in Ref. [1] for testing but our results are not comparable since they present the scores for topics from all domains while we only use the news topics. The results are shown at the bottom.
Table 2. Generated labels for selected topics. Finnish labels are manually translated except for ontology-sent. For ontology-sent, we provide the concept ID and the corresponding Finnish and English labels.

| Finnish topic | Topic | Gold | rmn-tfidf | transformer-sent | mbart-sent | ontology-sent
|---------------|-------|------|-----------|------------------|------------|-----------------|
| Topic         | riikkoen, bottas, ajaa (to drive), hamilto, mercedes | formula, formulat, formula 1, fl, formula-auto, aika-ajot (time trial), moottoriurheilu (motor sport) | urheilu (auto sport), urheilutapahtumat (sports event), mm-kisat (world championship), urheilu (sport), urheilijat (athletes) | urheilutapahtumat (sports event), mm-kisat (world championship), urheilu (sport), urheilijat (athletes) | urheilu moottoriurheilu, urheilutapahtumat, mm-kisat, urheilijat, urheilu | ID: 15000000, fi: urheilu, en: sport; ID: 15039000, fl: moottoriurheilu, en: motor racing; ID: 15073000, fi: urheilutapahtumat, en: sports event; ID: 15039001, fl: formula 1, en: formula one; ID: 15073026, fi: mm-kisat, en: world championship

| English topic | Topic | Gold | ontology-sent
|---------------|-------|------|-----------------|
| Topic         | film, movie star, director, hollywood, actor, minute, direct, story, witch | fantasy film, film adaptation, quentin tarantino, a movie, martin scorsese, film director, film | ID: 01005001, en: film festival, fl: elokuvaajuhlat; ID: 04010003, en: cinema industry, fl: elokuvateline; ID: 08000000, en: human interest, fl: human interest; ID: 01022000, en: culture (general), fl: kulttuuri yleistä; ID: 04010000, en: media, fl: mediatalous

of Table 1. Although the ontology models do not outperform the baseline, they are still able to generate English labels that are very close to the gold labels considering that the models have been trained only on Finnish data. From the example in Table 2 (bottom), we also observe that the gold labels are overly specific, suggesting names of directors as labels when the topic is about the film industry in general. We believe this is due to the procedure used to obtain the gold labels, where the annotators were asked to rate labels rather than propose their own.

5 Conclusion

We propose a straightforward ontology mapping method for producing multilingual labels for news topics. We cast ontology mapping as a multilabel classification task, represent topics as contextualised cross-lingual embeddings with SBERT and classify them into concepts from a language-agnostic news ontology where concepts have labels in multiple languages. Our method performs on par with state-of-the-art topic label generation methods, produces multilingual labels, and works on multiple languages without additional training. We also show that labels of ontology concepts correlate highly with labels preferred by humans. In future, we plan to adapt this model for historical news articles and also test it on more languages.
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