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Abstract—This paper deals with time-optimal control of nonlinear continuous-time systems based on direct collocation. The underlying discretization grid is variable in time, as the time intervals are subject to optimization. This technique differs from approaches that are usually based on a time transformation. Hermite-Simpson collocation is selected as common representative in the field of optimal control and trajectory optimization. Hereby, quadratic splines approximate the system dynamics. Several splines of different order are suitable for the control parameterization. A comparative analysis reveals that increasing the degrees of freedom in control, e.g. quadratic splines, is not suitable for time-optimal control problems due to constraint violation and inherent oscillations. However, choosing constant or linear control splines points out to be very effective. A major advantage is that the implicit solution of the system dynamics is suited for stiff systems and often requires smaller grid sizes in practice.

I. INTRODUCTION

Time-optimal control plays an important role in many industrial areas, especially in improving the productivity of automation solutions. In contrast to standard optimal control problems, time-optimal control demands for a variable final time in the problem formulation subject to optimization. Therefore different or extended techniques are required to solve these problems. Whereas simple problems can still be solved analytically with the maximum principle, generic problems for nonlinear systems are usually solved numerically with direct or indirect methods. An established technique for both direct and indirect methods is the time transformation approach [2]. Hereby, the time profile for state and control input trajectories is set to the unit interval, allowing cost and constraint terms to be defined similar to a fixed grid. In addition, the system dynamics are scaled by a dedicated optimization parameter representing the true final time. Related second-order sufficient conditions are provided in [2].

An established extension to the time transformation is the so-called control parameterization enhancing transform [4]. The optimal control is parameterized w.r.t. a temporal grid. This grid and the corresponding switching times are mapped onto a uniformly spaced grid in a new fixed time scale but with an individual optimization parameter and scaled system dynamics for each grid partition. Applications to different system classes are provided in [4], [5]. Related work in [6] presents a direct method with optimality conditions as well as first- and second-order variational derivatives of the state trajectory w.r.t. the switching times. An iterative indirect method is proposed in [7] with a dedicated initialization strategy to account for the difficulties in initializing the problem, which is generally a known problem for indirect methods. An approximate time-optimal control in the arc time space for single-input nonlinear systems is presented in [8]. A well-known application for time-optimal control is the lap time minimization of racing cars, for which a method is presented e.g. in [9].

More recent approaches realize time-optimal feedback control in the framework of predictive control. General analyses and theoretical results for time-optimal feedback control of nonlinear discrete time systems are presented in [10], [11]. For continuous-time systems, direct methods for the underlying optimal control problems are usually preferred to indirect methods based on larger convergence regions and their suitability for real-time optimization. For point-to-point transitions, a common approach is to rely on time transformation for the underlying direct optimal control problem that needs to be solved in every closed-loop step. E.g., [12] applies multiple shooting as direct method in combination with the time transformation and uses a hybrid cost function considering both minimum-time and quadratic form objectives. Dedicated methods for time-optimal predictive control are presented in [13] and [14].

Previous work proposes minimum-time optimal control and predictive control approaches based on direct methods and variable discretization [15], in particular in [16] with collocation via finite differences, in [17] with multiple shooting and in [18] with a non-uniform shooting grid for bang-singular-bang systems.

This paper addresses the time-optimal control problem formulation based on variable discretization and direct collocation via quadrature. The basic idea of direct collocation is to approximate the dynamics, cost and constraint functions by a set of basis functions which are defined w.r.t. grid/knot points [19]. Established candidates for basis functions are quadrature rules often resulting in piecewise linear, quadratic or cubic splines for the states and control trajectories [20]. Direct collocation usually requires a larger number of optimization parameters compared to multiple shooting, but is well suited for stiff systems and achieves higher accuracies, especially for tasks requiring more complex control trajectories. Note, orthogonal collocation and pseudospectral methods are established specializations in the literature [21]. This work accounts for a potential applicability for closed-loop predictive control and real-time optimization. Therefore, we choose lower-order polynomials such as in Hermite-Simpson collocation [20] as representative. A special focus
of this paper is the comparison of the different control parameterizations. To our best knowledge, these results are not yet available in the literature and are of high practical relevance.

The next section introduces the formal description of the time-optimal control problem. Section II proposes the direct collocation formulations with variable discretization. The evaluation and analysis is conducted in Section IV and Section V concludes the work.

II. PRELIMINARIES AND PROBLEM SETUP

A. Dynamic System

We consider continuous-time, nonlinear, time-invariant systems with state trajectory $x: \mathbb{R} \to \mathcal{X}$ and control trajectory $u: \mathbb{R} \to \mathcal{U}$:

$$\dot{x}(t) = f(x(t), u(t)).$$

Throughout this paper, the state space $\mathcal{X}$ is defined as $\mathcal{X} := \mathbb{R}^p$ with state vector dimension $p \in \mathbb{N}$. The control space $\mathcal{U}$ is given by $\mathcal{U} := \mathbb{R}^q$ with control vector dimension $q \in \mathbb{N}$. Function $f: \mathcal{X} \times \mathcal{U} \to \mathcal{X}$ defines a nonlinear mapping of the state and control trajectory, $x(t)$ and $u(t)$ respectively, to the state velocity $\dot{x}(t)$ embedded in $\mathcal{X}$. System (1) is further subject to state and input constraint sets, i.e. $x(t) \in \mathcal{X} \subseteq \mathcal{X}$ and $u(t) \in \mathcal{U} \subseteq \mathcal{U}$, respectively. The solution to (1) contained in an open time interval $I \subseteq \mathbb{R}$ with initial value $x(t_s) = x_s$, $t_s \in I$, $x_s \in \mathcal{X}$ and $t \in I$ is defined by

$$\varphi(t, x_s, u) = x_s + \int_{t_o=0}^t f(x(\tau), u(\tau)) \, d\tau.$$  \hspace{1cm} (2)

Without loss of generality, initial time $t_s$ is fixed to $t_s = 0$ as (1) is time-invariant. Carathéodory’s existence theorem addresses conditions for the existence and uniqueness of the solution. In the following, we assume that the vector field $f$ is continuous and Lipschitz in its first argument. Furthermore, the control $u(t)$ is supposed to be locally Lebesgue integrable for $t \in I$, i.e. $u \in L^\infty(I, \mathcal{U})$.

B. Optimal Control Problem

The optimal control task comprises the transition from an initial state $x_u(t_0) = x_s$ at time $t_0 \in I$ to some terminal set $\mathcal{X}_f \subseteq \mathcal{X}$, i.e. $x_u(t_0) \in \mathcal{X}_f$, in minimum time $t_f \in I$. The associated continuous-time time-optimal control problem with state constraints $x_u(t) \in \mathcal{X}$ and control constraints $u(t) \in \mathcal{U}$ is given as follows:

$$t_f^* (x_s) = \min_{u(t) \in \mathcal{U}} t_f \quad \text{subject to}$$

$$x_u(t_0 = 0) = x_s, \quad x_u(t) \in \mathcal{X}, \quad u(t) \in \mathcal{U}, \quad x_u(t_f) \in \mathcal{X}_f, \quad \dot{x}_u(t) = f(x_u(t), u(t)).$$

We denote the optimal control and state trajectories by $u^*(t, x_s)$ and $x^*_u(t, x_s)$ respectively while emphasizing their relation to initial state $x_s$. Accordingly, the minimum transition time is given by $t_f^*(x_s)$. Note that $x^*_u(t, x_s) = \varphi(t, x_s, u^*(t, x_s))$ holds according to (2) with $t \in [0, t_f]$. A control trajectory $u(t)$ and the corresponding state trajectory $x_u(t)$ are called admissible for $x_s$ up to time $t_f$ if $u(t) \in \mathcal{U}$, $x_u(t) \in \mathcal{X}$ and $x_u(t_f) \in \mathcal{X}_f$ hold for $t \in [0, t_f]$. The optimal control problem (3) is referred to as feasible if $u^*(t, x_s)$ and $x^*_u(t, x_s)$ are admissible from $x_s$ up to time $t_f^*(x_s, N)$.

III. DIRECT COLLOCATION

Direct collocation discretizes both the control and state trajectories in (3) according to a specified grid in order to transform it to a nonlinear program which can be solved by standard parameter optimization techniques. Let $0 = t_0 \leq t_1 \leq \ldots \leq t_k \leq \ldots \leq t_N = t_f$ with $t_k, t_f \in I$, $k \in \{0, 1, \ldots, N\}$ and $N \in \mathbb{N}$ define the discretization grid. Partitions are further restricted to $t_{k+1} - t_k = \Delta t$ to ensure uniformity with interval lengths $\Delta t \in \mathbb{R}_+^\times$. Accordingly, $t_k = k \Delta t$ refers to individual grid points. We further denote the control values at time instances $t_k$ as $u(t_k) := u_k$ and states as $x_u(t_k) := x_k$ respectively. For every grid partition, collocation via numerical quadrature approximates the following integral form of (1) [20]\

$$x_{k+1} - x_k = \int_{t_k}^{t_{k+1}} f(x_u(t), u(t)) \, dt.$$  \hspace{1cm} (4)

In Hermite-Simpson collocation, the Simpson quadrature rule approximates the integrand in (4) for $t \in [t_k, t_{k+1}]$ by a quadratic polynomial [20]\

$$\int_{t_k}^{t_{k+1}} f(x_u(t), u(t)) \, dt = \frac{1}{6} \Delta t (f(x_k, u_k) + 4f(\dot{x}_k + \frac{1}{2} \Delta t, \dot{u}_k) + f(x_{k+1}, u_{k+1})).$$  \hspace{1cm} (5)

State and controls at midpoints $t_{k+0.5} := 0.5(t_{k+1} + t_k)$ of the $k$-th grid partition are denoted as $\dot{x}_k := x_u(t_k)$ and $\dot{u}_k := u(t_k)$ respectively. States $x_k$ and $x_{k+1}$ as well as controls $u_k$ and $u_{k+1}$ coincide with grid points $t_k$ but $\dot{x}_{k+0.5}$ is not known in advance. Fortunately, $\dot{x}_{k+0.5}$ is computed from a quadratic interpolant by evaluating the states and function values at grid points $k$ and $k + 1$:

$$\dot{x}_{k+0.5} := \frac{1}{2}(x_k + x_{k+1}) + \frac{\Delta t}{8} (f(x_k, u_k) - f(x_{k+1}, u_{k+1})).$$  \hspace{1cm} (6)

The actual derivation is provided in [20]. Equation (6) becomes a separate equality constraint to the nonlinear program which is referred to as uncompressed form. Otherwise $x_{k+0.5}$ is replaced directly in (5). The latter is denoted as compressed form. Choosing the compressed or uncompressed form has no influence on the actual solution, but on the number of parameters to be optimized and the problem structure. Approximating the dynamics by a quadratic spline results in a cubic Hermite spline for the optimal state trajectory as shown in Figure 1a.

The nonlinear program obtained from (3) and direct tran-
subject to
\[ x_0 = x_s, \quad x_N \in X_f, \quad \Delta t_{\min} \leq \Delta t \leq \Delta t_{\max}, \]
\[ x_k \in X \text{ for all } k = 0.5, 1, \ldots, N, \]
\[ u_k \in U \text{ for all } k \in I, \]
\[ \phi(x_k, u_k, \hat{u}_{k+0.5}, \hat{u}_{k+1}; \Delta t) = 0 \text{ for all } k = 0, 1, \ldots, N - 1. \]

Parameter \( t_f \) in (3) is hereby substituted by the local time interval \( \Delta t \) as \( t_f = N \Delta t \) holds. The bounds \( \Delta t_{\min}, \Delta t_{\max} \in \mathbb{R}_0^+ \) with \( \Delta t_{\max} \geq \Delta t_{\min} \) are introduced for technical reasons and their purpose is described later. \( I_f \) and \( I \) denote the indexes sets for the state and control parameters subject to optimization. Controls \( u_k \) and \( \hat{u}_{k+1} \) are placeholders and are defined later. \( \phi(\cdot) \) is the collocation constraint and for the compressed form it is:
\[ \phi(\cdot) = \xi(x_k, u_k, \hat{x}_{k+0.5}, \hat{u}_{k+0.5}, x_{k+1}, \hat{u}_{k+1}) \]
with \( x_k = [x_k, x_{k+1}] \) and \( I_f = \{0, 1, \ldots, N\} \). Note that in this formulation, midpoints \( x_{k+0.5} := \hat{x}_{k+0.5} \) computed by (6) are still subject to constraint evaluation.

In contrast, the collocation constraint for the uncompressed form is given by:
\[ \phi(\cdot) = \xi(x_k, u_k, x_{k+0.5}, \hat{x}_{k+0.5}, \hat{u}_{k+0.5}, x_{k+1}, \hat{u}_{k+1}) - \frac{\Delta t}{8} (f(x_k, u_k) - f(x_{k+1}, \hat{u}_{k+1})) \]
with \( x_k = [x_k, x_{k+0.5}, x_{k+1}] \) and \( I_f = \{0, 0.5, 1, \ldots, N\} \). Note, the previous derivation does not consider any particular choice for the control parameterization between grid and midpoints. Hence, we consider the possible cases that correspond to different degrees of freedom in control. Figure 1 illustrates these cases and their associated optimization parameters. Only the quadratic and linear spline consider \( u_{k+0.5} \) as explicit optimization parameter. The related index set is \( I_f = \{0, 0.5, 1, \ldots, N\} \) and the control placeholders are substituted by the actual optimization parameters, i.e. \( \hat{u}_{k+0.5} := u_{k+0.5} \) and \( \hat{u}_{k+1} := u_{k+1} \). Reconstructing the continuous-time control trajectory \( u(t) \) for \( t \in [0, t_f] \) after solving (7) is performed with one of the two following interpolation schemes:

The quadratic control spline \( u(t) \) follows from a quadratic polynomial for each grid partition \( t \in [t_k, t_{k+1}] \):
\[ u(t) := u_k + \beta_1 (t - t_k) + \beta_2 (t - t_k)^2, \]
\[ \beta_1 = -\frac{1}{\Delta t} (3u_k - 4u_{k+0.5} + u_{k+1}), \]
\[ \beta_2 = \frac{2}{\Delta t^2} (u_k - 2u_{k+0.5} + u_{k+1}). \]

The linear control spline is defined by linear segments between \( u_k \) and \( u_{k+0.5} \) as well as \( u_{k+0.5} \) and \( u_{k+1} \):
\[ u(t) = \begin{cases} u_k + (t - t_k)(u_{k+0.5} - u_k) & \text{for } t \in [t_k, t_{k+0.5}] \\ u_{k+0.5} + (t - t_{k+0.5})(u_{k+1} - u_{k+0.5}) & \text{for } t \in (t_{k+0.5}, t_{k+1}] \end{cases} \]

Since the number of parameters is identical for both control parameterizations, they are represented by the very same nonlinear program.

B. Linear Mean Control Spline

Omitting \( u_{k+0.5} \) as additional optimization parameter and substituting the midpoint control placeholder by \( \hat{u}_{k+0.5} = 0.5(u_k + u_{k+1}) \) results in the (linear) mean control spline:
\[ u(t) = u_k + (t - t_k)(u_{k+1} - u_k) \text{ for } t \in [t_k, t_{k+1}]. \]

The index set for control parameters is \( I_f = \{0, 1, \ldots, N\} \) and placeholder \( \hat{u}_{k+1} \) is set to \( \hat{u}_{k+1} = u_{k+1} \).

C. Piecewise Constant Control

The least degrees of freedom in control is obtained by a piecewise constant control trajectory that omits both the midpoints \( u_{k+0.5} \) and the final control \( u_N \):
\[ u(t) = u_k \text{ for } t \in [t_k, t_{k+1}]. \]

The corresponding index set for control parameters is similar as for the linear mean control spline, i.e. \( I_f = \{0, 1, \ldots, N - 1\} \). For this representation, the control placeholders are \( \hat{u}_{k+1} = u_{k+1} \).

D. Feasibility and Optimality

The nonlinear program (7) approximate the continuous-time optimal control problem (3) with \( N \) grid partitions of length \( \Delta t \) each. Hereby, the grid size \( N \) is crucial for the accuracy and feasibility of the solutions. The upper time bound \( \Delta t_{\max} > 0 \) makes it possible to bind a worst-case accuracy to the feasibility property. Note that \( \Delta t_{\max} \) might be determined by analyzing the system dynamics a-priori. To ensure that a solution to the optimal control problem exists, assume that there is an \( N > 0 \) for which (7) is feasible. In addition, necessary and sufficient optimality conditions for general nonlinear programs apply [22]. Any practical implementation replaces compact and convex constraint sets
\(X, U\) and \(X_t\) by algebraic equality and inequality constraint functions.

**Remark 1**: NLP \((7)\) is derived w.r.t. a global optimization parameter \(\Delta t\) for each time interval \([t_k, t_{k+1}]\) (global uniform grid approach). Another formulation is obtained by replacing \(\Delta t\) by individual time parameters \(\Delta t_k\) for each time interval (local uniform grid approach). Uniformity must be enforced by adding additional constraints \(\Delta t_k = \Delta t_{k+1}\) for \(k = 0, 1, \ldots, N - 1\) to \((7)\). Although the optimal solution is identical, the structure of the optimization problem differs slightly. Benchmarks \([15]\) show comparable commutation times for small to medium-sized control tasks.

### E. Feedback Control

Even feedback control is not in the scope of this paper, we would like to highlight that the proposed approach can be seamlessly integrated into a shrinking-horizon predictive control scheme. Details on the realization are provided in \([17]\) for multiple shooting but also apply to direct collocation as shown here. In summary, nonlinear program \((7)\) is solved only at discrete time instances \(t_{\mu,0} < t_{\mu,1} < \ldots < t_{\mu,N} < \ldots < \infty\) with \(n \in \mathbb{N}_0\) and \(t_{\mu,n} \in \mathbb{R}_0^{+}\). The control law \(\mu : X \rightarrow U\) for closed-loop time \(t_{\mu} \in [t_{\mu,n}, t_{\mu,n+1})\) and measured or observed state feedback \(x_{\mu}(t)\) is given by:

\[
\mu(x_{\mu}(t)) := u^*(t_{\mu} - t_{\mu,n}, x(t_{\mu,n}))|_{N=N_{\mu}}. \tag{13}
\]

Hereby, \(u^*(t_{\mu} - t_{\mu,n}, x(t_{\mu,n}))\) denotes the optimal solution of \((7)\) as defined in Section II-B. The horizon length \(N\) is substituted by \(N = N_{\mu}\) with initial horizon length \(N_0 \in \mathbb{N}\). In case the very first optimal control problem is feasible, a grid adaptation scheme reduces the current horizon length by one \(N_{\mu+1} = \max(N_{\mu} - 1, N_{\min})\) and thus ensures forward invariance and convergence towards a small region around the target set depending on the choice of \(\Delta t_{\min}\) and \(N_{\min}\). \(N_{\min}\) is a safe guard and is usually set to \(N_{\min} \geq p\) and in feedback control it is recommended to set \(\Delta t_{\min}\) to some small positive value to avoid numerical ill-conditioning close to the target state. A smooth stabilization is then optionally achieved using a dual-mode control scheme.

### IV. Evaluation and Analysis

The evaluation is performed with two benchmark systems in simulation. The nonlinear programs are solved with the established C++ interior point solver IPOPT \([23]\) and HSLMA57 as internal linear solver \([24]\). In our implementation, the sparsity structure is exploited by computing sparse finite differences for Jacobian and Hessian matrices based on a hypergraph representation \([25]\).

The first benchmark system is the Van der Pol oscillator which is commonly reported in the literature. It is a second-order dynamic system with nonlinear damping described by \(\ddot{y}(t) = (1 - y(t)^2)\dot{y}(t) + y(t) = u(t)\) with \(y : \mathbb{R} \rightarrow \mathbb{R}\). Transforming the differential equation to a state space model \((4)\) with state vector \(\bar{x}(t) := (x_1(t), x_2(t))^T\), \(X = \mathbb{R}^2\) and \(U = \mathbb{R}\) results in:

\[
\dot{x}(t) = (x_2(t), (1 - x_1(t)^2)x_2(t) - x_1(t) + u(t))^T. \tag{14}
\]

**Fig. 2**: Optimal trajectories for the Van der Pol oscillator with \(N = 15\) and several direct methods. The bottom plot shows the integral error w.r.t. the reference solution.

In the first scenario, the control task is to control the system from the origin to \(x_f = (0.8, 0)^T\) in minimum time while constraints are set to \(\Delta t_{\min} = 0\), \(\Delta t_{\max} = \infty\), and \(U = \{u \in U \mid |u| \leq 1\}\). The grid size is set to \(N = 15\), Figure 2 shows the solutions for Hermite-Simpson collocation with quadratic and linear control parameterizations. In addition, the solutions for collocation via finite-differences (forward differences and Crank-Nicolson) and multiple shooting with \(5^{th}\)-order Runge-Kutta are depicted. A reference time-optimal trajectory is obtained by a dedicated boundary value problem with time transformation \([26]\).

While the control trajectories \(u(t)\) are obtained from the solver, the state trajectories are precisely simulated with \(u(t)\) and \(\dot{x}\), indicated by \(\ddot{x}\). The control trajectories differ at most at the control switching point at approx. 0.7 s. The switching in control is realized over two consecutive intervals as the limited grid resolution \(N = 15\) cannot match the ideal switching point from the reference. Note that the Hermite-Simpson method with quadratic control splines exceeds the control bounds as constraints are only enforced at collocation points. To evaluate the dynamics accuracy w.r.t. the reference solution \(x_{ref}\), the integral dynamics error \(e_{\dot{x}}(t) = \int_0^t \|\ddot{x}_{ref}(\tau) - \varphi(\tau, x_s, u^*(\tau))\|_2 d\tau\) is shown in the bottom plot. Forward differences reveal the largest error as it is a first-order method. The smallest error is achieved with Hermite-Simpson and quadratic control splines but it violates the lower control limit as mentioned before.

The next scenario further investigates the impact of the additional degrees in the control parameterization. A state constraint is added to the previous control task, i.e. \(X = \{x \in X \mid \| (0,1)x \|_1 \leq 0.7\}\). Figure 3 shows the solutions for quadratic control splines and varying grid sizes \(N\). Note
that the solution for $N = 3$ is already quite accurate for the state trajectory as Hermite-Simpson is an implicit method. However, the additional degree of freedom in control at midpoints $x_{k+0.5}$ allows the cubic state trajectory to violate state constraints between the grid and midpoints to minimize time. With a larger grid size, the oscillations are at least visibly reduced. A possible remedy to avoid these oscillations is to add further constraint evaluations to the nonlinear programs, even if this increases the calculation times. But more suitable is the reduction of degrees of freedom in the control parameterization.

Consider another popular benchmark system, the free-space rocket, to demonstrate the effects. With position $s(t) \in \mathbb{R}$, velocity $v(t) \in \mathbb{R}$, mass $m(t) \in \mathbb{R}$ and state vector $x(t) := (s(t), v(t), m(t))^T$ the dynamics are:

$$
\dot{x}(t) = f(x(t), u(t)) = \begin{pmatrix}
-0.02 v(t)^2 \\
\frac{v(t)}{m(t)} \\
-0.01 u(t)^2
\end{pmatrix}, \quad (15)
$$

Constraints are set to $X = \{(s, v, m)^T \in \mathbb{R} \mid -0.5 \leq v \leq 1.7, m \geq 0\}$ and $U = \{u \in \mathbb{U} \mid |u| \leq 1\}$. The target set is specified as $X_f = \{(s, v, m)^T \in X \mid s = 10, v = 0\}$. Figure 4 shows the control trajectory and velocity profile for $N = 10$ and different control parameterizations. The linear control spline is omitted as the solution is similar to the quadratic spline, but with linearly connected $u_k, u_{k+0.5}$ and $u_{k+1}$. Similar as before, the quadratic control spline oscillates and inherently violates constraints inbetween grid points. On the other hand, the mean and the piecewise constant control parameterizations show no oscillations. Note that these oscillations are not limited to these two benchmark systems because they occur due to the optimal control problem definition.

A final benchmark compares the compressed and uncompressed forms as discussed in Section III w.r.t. computation time. Figure 5 shows the median computation times $\Delta t_{cpu}$ evaluated on a PC with Ubuntu 16.04 (Intel Core i7-4770 CPU at 3.4 GHz, 8 GB RAM) and 20 repetitions for quadratic and constant control splines. The compressed form has much lower computation times for both control parameterizations. Note that for generic and very large optimal control problems, [20] suggests the uncompressed form for a speedup, but the problem sizes are smaller in current predictive control applications and our results favor the compressed form in these cases. The constant control representations are faster as they have less optimization parameters.

V. CONCLUSION

Direct collocation and especially Hermite-Simpson collocation are very well suited for optimal control with variable discretization. Due to the implicit solution of the system dynamics, even smaller grid sizes are often sufficient. There are several possibilities for selecting the control parameterization, i.e. piecewise constant, linear mean and linear, quadratic spline parameterizations. The results show that increasing the degrees of freedom, for example by considering a free midpoint (linear, quadratic spline), already leads to inherent oscillations in the time-optimal solution. This is a particularly important result for practical applications, since this “chattering by design” can stress the actuator and thus
reduce its durability. Instead, piecewise constant or linear control representations without midpoints are to be preferred for pure time-optimal control tasks.
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