Detection of Skin Cancer using Inception V3 And Inception V4 Convolutional Neural Network (CNN) For Accuracy Improvement
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Abstract
Aim: The main aim of this work is to measure the accuracy for automated detection of dermal cell images using the Convolutional Neural Network (CNN) algorithm.

Materials and Methods: The skin images the dataset collected from International skin images collaboration (ISIC). In this framework 1200 images are used out of which (80%) are trained and (20%) are used for testing for the detection of skin cancer. 1200 images are used for group I (Inception V4) in comparison with Inception V3 and statistical analysis done using SPSS analysis. The sample size of two groups is calculated using G power with pretest power of 80 and alpha value 0.05 (error rate) with inputs 2400 (1200*2). Results: The inception V4 using CNN shows better results in mean Accuracy of 92.34±0.87 followed by inception V3 produces an accuracy of 90.34±0.13 with the significance value of <0.001. Conclusion: It is concluded that based on the execution analysis, the Inception V4 appears to be better accuracy compared with the Inception V3 algorithm.
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1. Introduction

Accuracy measurement in skin cancer cell detection is one of the primary and challenging factors in the medical field. (Kadambur and Al Riyadi 2020). It is important for automated classification of skin lesions and prediction based on images can increase the accuracy of early
prediction to diagnose and treat the cancer as soon as possible. (Esteva et al. 2017). Much of the medical research is concentrating on the accuracy improvement of skin cancer detection. The advanced methods of image processing are used for analysing the performance of the medical research study. Detection of skin cancer using machine & deep learning algorithms, results in accurate prediction with less time and manual functions in the medical research. (Silver et al. 2016). (Haenssle et al. 2018).

In recent years, many researchers concentrating in skin cancer detection using machine learning techniques. Nearly 38,892 papers in science direct and 3,950 papers in pubmed were published in the last five years. In this (Jain, Jagtap, and Pise 2015) paper, for the detection of Melanoma Skin Cancer a computer aided method is analysed using various Image Processing tools. The Lesion Image analysis tools check for the various Melanoma parameters Like Asymmetry, Border, Colour, Diameter, (ABCD) and it produces an accuracy about 75.84%. In this study, using Neural Network and ABCD rule methodology detects and identifies skin lesions as benign or malignant. It is trained to classify the lesions for a high degree of accuracy. It shows the overall classification accuracy of 76.9% on a dataset of 463 images (Dubal et al. 2017). This research develop a simple method capable of detecting and classifying skin lesions using dermoscopy images on ABCD rules and it is implemented in the MATLAB environment. The experiment is based on PH2 database containing suspicious melanoma skin cancer and the overall accuracy of the developed approach is 90% (Zghal and Derbel 2020). In this paper, a model-driven architecture in the cloud, that uses deep learning algorithms in its core implementations, is used to construct models that assist in predicting skin cancer with improved accuracy and to build deep learning models to classify dermal cell images and detect skin cancer. CNN classifier is used and the deep learning models built here are tested on standard datasets, and the metric area under the curve of 99.77% was observed (Kadampur and Al Riyaaee 2020). Based on various analyses of existing methodology this article shows Area Under the Curve (AUC) of 99.77% in the detection of skin cancer by applying Deep learning Studio (DLS) in CNN classifiers (Kadambur and Al Riyaaee 2020).

Previously our team has a rich experience in working on various research projects across multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Suresh Babu et al. 2019; Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhrilasaran 2019; Vignesh et al. 2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the growing trend in this area motivated us to pursue this project.
Based on the existing research analysis it is important to know which deep learning algorithm produces high performance with less significant value (<0.05) in order to achieve a better outcome. Hence the main aim of this work is to compare the mean accuracy of Inception V4 CNN and Inception V3 CNN algorithms in detection of skin cancer.

2. Materials and Methods

This study was carried out in the Department of Electronics and Communication Engineering at Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, India. The skin images the dataset collected from International skin images collaboration (ISIC). In this framework 1200 images (Kadampur and Al Riyae 2020) are used out of which (80%) are trained and (20%) are used for testing for the innovative detection of skin cancer. The proposed work is based on a computerized program in python using image samples of 2 groups. The sample size of two groups is calculated using G power with pretest power of 80 and alpha value 0.05 (error rate) with inputs 2400 (1200*2) fed from ISIC the research by (Kadampur and Al Riyadi 2020). Group 1 performance analysis is done using Inception V4 CNN algorithm and group 2 is by using Inception V3 CNN algorithm in python platform.

Fig. 1 - Process of the Convolutional Neural Network (CNN). The process flow includes image preprocessing, image segmentation and feature extraction process to produce an output. The softmax layer will decide the desired outcome (yes(1)/no(0)).

The model was built using google colab, an online python software. The work progress starts with image preprocessing, Image segmentation, Classification and Detection. Fig. 1 explains the test
procedure. According to this, the input image is given to the system and the Pre-processing includes
the image resizing and an improvement of the image data. Image segmentation is performed by using
automatic thresholding segmentation and masking operation in red, green and blue (RGB) planes.
Threshold segmentation converts an image into a binary image (White or Black). Entropy, shape,
energy features are extracted. The 80% of the images from the dataset is used for training and 20% of
images is used for testing. The model is trained using Inception V4 CNN and Inception V3 CNN
classifiers and accuracy is calculated. All the statistical analysis is done in SPSS software.

The input images were taken from the International skin images collaboration (ISIC) dataset
for the accuracy analysis. The dataset consists of 1200 skin cancer images with a resolution 224*224
pixel values. The accuracy measurement is performed and average values are taken and it is
compared with existing algorithms. For each sample the performance metric is calculated based on
accuracy. Five samples for each group are considered and mean accuracy is calculated as mentioned
in Table 1. These samples are used for the statistical analysis to calculate the Mean, standard
deviation and significance values.

Table 1 - Sample Dataset of SPSS Software. Group 1 samples are obtained from Inception V4 and Group 2 samples are
obtained from Inception V3. The Comparison shows the more accuracy value for Inception V4 than Inception V3. These
five samples are used for statistical analysis in the SPSS tool

| S.no | Group | Sample     | Accuracy |
|------|-------|------------|----------|
| 1    | 1     | Sample 1   | 92.23    |
| 2    |       | Sample 2   | 92.17    |
| 3    |       | Sample 3   | 92.14    |
| 4    |       | Sample 4   | 92.08    |
| 5    |       | Sample 5   | 92       |
| 6    | 2     | Sample 1   | 90.34    |
| 7    |       | Sample 2   | 90.27    |
| 8    |       | Sample 3   | 90.15    |
| 9    |       | Sample 4   | 90.06    |
| 10   |       | Sample 5   | 90       |

3. Statistical Analysis

Statistical analysis is done using an independent sample test in SPSS Software. Descriptive
statistics (Mean, Standard Deviation and Standard Error Mean) were carried out for each model. The
analysis of this research work is done using an independent sample T-test which is used to compare
the accuracy of two groups. The input dataset and the epoch value are independent variables and the
dependent variables are the accuracy.
4. Results

The comparison of accuracy values on trained and test dataset using python is represented in Fig. 2. This gives the trained dataset accuracy value of 92.12%. As per the result, the test dataset accuracy is 90.32%. The accuracy of training and test dataset can be increased by increasing the number of iterations. From this graph, it is showing least discrepancy with significance value (<0.05). The comparison of loss analysis results on trained and test dataset using python is illustrated in Fig 3. The loss of test and train dataset can be reduced by increasing the layers and input images. Initially, training loss and testing losses are very high which are reduced as epochs are progressed.

Fig. 2 - Accuracy analysis of trained and tested dataset. Blue line indicates the Trained data Accuracy and Yellow line represents the test data accuracy. X axis: iterations (no.of times); Y axis: Accuracy. The graph shows higher accuracy for trained data than tested data.

Fig. 3 Loss analysis of trained and tested dataset. X axis: iterations (no.of times); Y axis: Loss. The graph shows low loss values for trained data than tested data. For less than 40-50 iterations it shows less than 0.4.
Table 2 - SPSS Statistical Analysis of Inception V3 and Inception V4 models. Mean Accuracy, Sensitivity, Specificity, Standard Deviation and Standard Errors Mean are obtained for 10 iterations. The performance represents better outcomes for Inception V4 and Inception V3.

| Group Statistics | Group      | N  | Mean  | Std.Deviation | Std.Error Mean |
|------------------|------------|----|-------|---------------|----------------|
| Accuracy         | Inception V4 | 5  | 92.1260 | 0.08678       | 0.03881        |
|                   | Inception V3 | 5  | 90.1780 | 0.13046       | 0.05834        |

Table 3 - Significance, Mean difference and Std. Error difference of accuracy on 2 groups. Levene’s test for Equality of variances showed a significance of 0.418 for accuracy and T-test for Equality of Means showed a significance of <0.001 for accuracy for the two groups in Skin Cancer detection. It includes 95% CI of the difference.

| Levene’s Test for Equality of Variances | T-test for Equality of Means | 95% Confidence Interval of the Difference |
|----------------------------------------|----------------------------|------------------------------------------|
| Accuracy                                |                            |                                          |
| Equal variances assumed                 | F 0.728 Sig. 0.418         | t 27.800 df 8 Sig (2-tailed) <.001 Mean Difference 1.94800 Std.Error Difference 0.07007 Lower 1.78211 Upper 2.11389 |
| Equal variance not assumed              |                            |                                          |

Table 2 shows that the comparison of two groups is made with parameters mean, Standard deviation, and standard error mean. It declares that the Inception V4 performed appears to be better when compared with Inception V3. Table 3 shows independent sample T-tests have a significance of 0.001 which is less than the level of standard significance range (0.005). Hence it is proved that Group 1 and Group 2 are significantly different from each other.

Fig. 4 - Comparison of Mean accuracy and the standard error rate of Inception V4 and Inception V3. X axis represents Group 1 & 2 Algorithms: Y axis represents Mean Accuracy values in %. The Error Bars represent 95% CI and +/- 1 SD.
In Fig. 4 the bar graph is plotted which represents the relationship between the 2 groups’ mean accuracy with error bar. In this graph the value of Error Bars is 95% CI and +/-1 SD. Based on this graph it concludes that Inception V4 has more accuracy and a less error rate than the Inception V3.

5. Discussions

In this framework, it is observed that the values of the mean accuracy using the Inception V4 Convolutional Neural Network (CNN) algorithm appears to be compared to Inception V3 CNN algorithm with significance p value is 0.418 in innovative detection of skin cancer.

The statistical analysis produces the mean accuracy, standard deviation and standard error mean of Inception V4 (group 1) are 92.1260, ±0.08678 and 0.03881 followed by Inception V3 (group 2) 90.1780, ±0.13046 and 0.05834 respectively and its shows that the Inception V3 produced least discrepancy of mean accuracy with significance value p<0.05.

Some of the previous studies by (Kadampur and Al Riyae 2020) demonstrated skin cancer disease based model architecture to classify dermal cell images. In this study it is proved that by comparing Inception V3 and the other CNN based algorithms with the results of accuracy, precision and F1 score and ROC AUC values Inception V3 showing better performance. The performance is showing least difference between the groups with the significance of<0.05. (Ech-Cherif, Misbahuddin, and Ech-Cherif 2019) in this research work CNN and DNN models are analysed deeply for skin cancer detection and the accuracy achieved by CNN model showed better performance compared to DNN model and analysis is done for RGB images of skin cancer using CNN model. (Jayalakshmi and Sathiesh Kumar 2019) In this study it is proved that by comparing CNN and BN (Batch Normalization) CNN models with the results of accuracy, loss, precision, recall and F1 score values the BN CNN based system produces acceptable results and analysis is done for CT images of skin cancer detection .(Sedigh, Sadeghian, and Masouleh 2019) in this study it is demonstrated by comparing CNN and GAN (Generative Adversarial Network) algorithms with the results of accuracy, sensitivity, specificity and F1 score values the CNN algorithm showing better performance compared to DNN algorithm. The analysis is done for RGB images in classifying skin cancer. (Xia, Xu, and Nan 2017) in this study flower classification was done on Oxford - 17 flowers and Oxford - 102 flowers dataset using Inception V3 and it is reported that this technique is performing better compared with other methods. (Emara et al. 2019) in this study used CNN model and Inception V4 and it is described that CNN model shows better performance compared to Inception V4.
Our institution is passionate about high quality evidence based research and has excelled in various fields (Vijayashree Priyadarshini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; Ramadurai et al. 2019). We hope this study adds to this rich legacy.

Although the proposed algorithm appears to be better than the conventional methods it has some limitations. The proposed method deals with pathologically proven data and it overcomes the class imbalance and overtraining issues, the performance level can be improved to a greater extent if the input data has more attributes. The performance metrics can be improved by modifying the existing algorithm by increasing or reducing the convolution stages. The proposed algorithm can be improved by considering input attributes like age, gender, stage of observation etc.

6. Conclusion

The innovative detection of skin cancer dermal cell analysis the inception V4 has appeared to be better compared with inception V3 CNN algorithm. The deviation between those 2 groups are acceptable ranges hence, it is concluded that the inception V4 CNN algorithm and inception V3 CNN algorithm can be applied in the medical field for the early prediction of skin cancer. It is concluded that an innovative detection of skin cancer using deep learning algorithms shows good performance in the medical field.

Declarations

Conflict of Interest: No Conflict of Interest in this manuscript.

Author Contribution

BN carried out detection of skin cancer studies, collected data, performance and analysis, statistical analysis and drafted the manuscript. RP was involved in the study, coordinated, guided and helped to draft the manuscript.

Acknowledgement

The authors would like to express their gratitude towards Saveetha School of engineering, Saveetha Institute of Medical and Technical Sciences (Formerly known as Saveetha University) for providing the necessary infrastructure to carry out this work successfully.
**Funding:** We thank the following organizations for providing financial support that enabled us to complete the study.

1. SR Lingam clinic, Chennai.
2. Saveetha University.
3. Saveetha Institute of Medical and Technical Sciences.
4. Saveetha School of Engineering.

**References**

Dubal, Pratik, Sankirtan Bhatt, Chaitanya Joglekar, and Sonali Patil. 2017. “Skin Cancer Detection and Classification.” *2017 6th International Conference on Electrical Engineering and Informatics (ICEEI)*. https://doi.org/10.1109/iceei.2017.8312419.

Ech-Cherif, Ahmed, Mohammed Misbauddin, and Mohammed Ech-Cherif. 2019. “Deep Neural Network Based Mobile Dermoscopy Application for Triaging Skin Cancer Detection.” *2019 2nd International Conference on Computer Applications & Information Security (ICCAIS)*. https://doi.org/10.1109/cais.2019.8769517.

Emara, Taha, Heba M. Afify, Fatma Helmy Ismail, and Aboul Ella Hassanien. 2019. “A Modified Inception-v4 for Imbalanced Skin Cancer Classification Dataset.” *2019 14th International Conference on Computer Engineering and Systems (ICCES)*. https://doi.org/10.1109/icces48960.2019.9068110.

Esteva, Andre, Brett Kuprel, Roberto A. Novoa, Justin Ko, Susan M. Swetter, Helen M. Blau, and Sebastian Thrun. 2017. “Corrigendum: Dermatologist-Level Classification of Skin Cancer with Deep Neural Networks.” *Nature* 546 (7660): 686.

Ezhilarasan, Devaraj, Velluru S. Apoorva, and Nandhigam Ashok Vardhan. 2019. “Syzygium Cumini Extract Induced Reactive Oxygen Species-Mediated Apoptosis in Human Oral Squamous Carcinoma Cells.” *Journal of Oral Pathology & Medicine: Official Publication of the International Association of Oral Pathologists and the American Academy of Oral Pathology* 48 (2): 115–21.

Gheena, S., and D. Ezhilarasan. 2019. “Syringic Acid Triggers Reactive Oxygen Species-Mediated Cytotoxicity in HepG2 Cells.” *Human & Experimental Toxicology* 38 (6): 694–702.

Hassle, H.A., C. Fink, R. Schneiderbauer, F. Toberer, T. Buhl, A. Blum, A. Kalloo, et al. 2018. “Man against Machine: Diagnostic Performance of a Deep Learning Convolutional Neural Network for Dermoscopic Melanoma Recognition in Comparison to 58 Dermatologists.” *Annals of Oncology*. https://doi.org/10.1093/annonc/mdy166.

Jain, Shivangi, Vandana Jagtap, and Nitin Pise. 2015. “Computer Aided Melanoma Skin Cancer Detection Using Image Processing.” *Procedia Computer Science*. https://doi.org/10.1016/j.procs.2015.04.209.

Jayalakshmi, G. S., and V. Sathiesh Kumar. 2019. “Performance Analysis of Convolutional Neural Network (CNN) Based Cancerous Skin Lesion Detection System.” *2019 International Conference on Computational Intelligence in Data Science (ICCID)*. https://doi.org/10.1109/iccids.2019.8862143.
Jose, Jerry, Ajitha, and Haripriya Subbiayan. 2020. “Different Treatment Modalities Followed by Dental Practitioners for Ellis Class 2 Fracture – A Questionnaire-Based Survey.” *The Open Dentistry Journal* 14 (1): 59–65.

Kadambur, Mohammad Ali, and Sulaiman Al Riyami. 2020. “Skin Cancer Detection: Applying a Deep Learning Based Model Driven Architecture in the Cloud for Classifying Dermal Cell Images.” *Informatics in Medicine Unlocked*. https://doi.org/10.1016/j.imu.2019.100282.

Ke, Yang, Mohammed Saleh Al Aboody, Wael Alturaiki, Suliman A. Alsagaby, Faiz Abdulaziz Alfaiz, Vishnu Priya Veeraraghavan, and Suresh Mickymaray. 2019. “Photosynthesized Gold Nanoparticles from Catharanthus Roseus Induces Caspase-Mediated Apoptosis in Cervical Cancer Cells (HeLa).” *Artificial Cells, Nanomedicine, and Biotechnology* 47(1): 1938–46.

Krishnaswamy, Haribabu, Sivaprakash Muthukrishnan, Sathish Thanikodi, Godwin Arockiaraj Antony, and Vijayan Venkatraman. 2020. “Investigation of Air Conditioning Temperature Variation by Modifying the Structure of Passenger Cars Using Computational Fluid Dynamics.” *Thermal Science* 24 (1 Part B): 495–98.

Malli Sureshbabu, Nivedhitha, Kathiravan Selvarasu, Jayanth Kumar V, Mahalakshmi Nandakumar, and Deepak Selvam. 2019. “Concentrated Growth Factors as an Ingenious Biomaterial in Regeneration of Bony Defects after Periapical Surgery: A Report of Two Cases.” *Case Reports in Dentistry* 2019 (January): 7046203.

Mathew, M.G., S.R. Samuel, A.J. Soni, and K.B. Roopa. 2020. “Evaluation of Adhesion of Streptococcus Mutans, Plaque Accumulation on Zirconia and Stainless Steel Crowns, and Surrounding Gingival Inflammation in Primary ….“ *Clinical Oral Investigations*. https://link.springer.com/article/10.1007/s00784-020-03204-9.

Mehta, Meenu, Deeksha, Devesh Tewari, Gaurav Gupta, Rajendra Awasthi, Harjeet Singh, Parijat Pandey, et al. 2019. “Oligonucleotide Therapy: An Emerging Focus Area for Drug Delivery in Chronic Inflammatory Respiratory Diseases.” *Chemico-Biological Interactions* 308 (August): 206–15.

Muthukrishnan, Sivaprakash, Haribabu Krishnaswamy, Sathish Thanikodi, Dinesh Sundaresan, and Vijayan Venkatraman. 2020. “Support Vector Machine for Modelling and Simulation of Heat Exchangers.” *Thermal Science* 24 (1 Part B): 499–503.

Pc, J., T. Marimuthu, and P. Devadoss. 2018. “Prevalence and Measurement of Anterior Loop of the Mandibular Canal Using CBCT: A Cross Sectional Study.” *Clinical Implant Dentistry and Related Research*. https://europepmc.org/article/med/29624863.

Ramadurai, Neeraja, Deepa Gurunathan, A. Victor Samuel, Emg Subramanian, and Steven J.L. Rodrigues. 2019. “Effectiveness of 2% Articaine as an Anesthetic Agent in Children: Randomized Controlled Trial.” *Clinical Oral Investigations* 23 (9): 3543–50.

Ramesh, Asha, Sheeja Varghese, Nadathur D. Jayakumar, and Sankari Malaiappan. 2018. “Comparative Estimation of Sulfiredoxin Levels between Chronic Periodontitis and Healthy Patients - A Case-Control Study.” *Journal of Periodontology* 89 (10): 1241–48.

Samuel, Melvin S., Jayanta Bhattacharya, Sankalp Raj, Needhidasan Santhanam, Hemant Singh, and N.D. Pradeep Singh. 2019. “Efficient Removal of Chromium (VI) from Aqueous Solution Using Chitosan Grafted Graphene Oxide (CS-GO) Nanocomposite.” *International Journal of Biological Macromolecules* 121 (January): 285–92.

Samuel, Srinivasan Raj, Shashidhar Acharya, and Jeevika Chandrasekar Rao. 2020. “School Interventions-Based Prevention of Early-Childhood Caries among 3-5-Year-Old Children from Very
Low Socioeconomic Status: Two-Year Randomized Trial.” Journal of Public Health Dentistry 80 (1): 51–60.

Sathish, T., and S. Karthick. 2020. “Wear Behaviour Analysis on Aluminium Alloy 7050 with Reinforced SiC through Taguchi Approach.” Journal of Japan Research Institute for Advanced Copper-Based Materials and Technologies 9(3): 3481–87.

Sedigh, Pooyan, Rasoul Sadeghian, and Mehdi Tale Masouleh. 2019. “Generating Synthetic Medical Images by Using GAN to Improve CNN Performance in Skin Cancer Classification.” 2019 7th International Conference on Robotics and Mechatronics (ICRoM). https://doi.org/10.1109/icrom48714.2019.9071823.

Sharma, Parvarish, Meenu Mehta, Daljeet Singh Dhanjal, Simran Kaur, Gaurav Gupta, Harjeet Singh, Lakshmi Thangavelu, et al. 2019. “Emerging Trends in the Novel Drug Delivery Approaches for the Treatment of Lung Cancer.” Chemico-Biological Interactions 309 (Aug): 108720.

Silver, David, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre, George van den Driessche, Julian Schrittwieser, et al. 2016. “Mastering the Game of Go with Deep Neural Networks and Tree Search.” Nature. https://doi.org/10.1038/nature16961.

Sridharan, Gokul, Pratibha Ramani, Sangeeta Patankar, and Rajagopalan Vijayaraghavan. 2019. “Evaluation of Salivary Metabolomics in Oral Leukoplakia and Oral Squamous Cell Carcinoma.” Journal of Oral Pathology & Medicine: Official Publication of the International Association of Oral Pathologists and the American Academy of Oral Pathology 48 (4): 299–306.

Varghese, Sheeja Saji, Asha Ramesh, and Deepak Nallaswamy Veraiyan. 2019. “Blended Module-Based Teaching in Biostatistics and Research Methodology: A Retrospective Study with Postgraduate Dental Students.” Journal of Dental Education 83 (4): 445–50.

Venu, Harish, V. Dhana Raju, and Lingesan Subramani. 2019. “Combined Effect of Influence of Nano Additives, Combustion Chamber Geometry and Injection Timing in a DI Diesel Engine Fuelled with Ternary (diesel-Biodiesel-Ethanol) Blends.” Energy 174 (May): 386–406.

Venu, Harish, Lingesan Subramani, and V. Dhana Raju. 2019. “Emission Reduction in a DI Diesel Engine Using Exhaust Gas Recirculation (EGR) of Palm Biodiesel Blended with TiO2 Nano Additives.” Renewable Energy 140 (Sept): 245–63.

Vignesh, R., Ditto Sharmin, C. Vishnu Rekha, Sankar Annamalai, and Parisa Norouzi Baghkomeh. 2019. “Management of Complicated Crown-Root Fracture by Extraoral Fragment Reattachment and Intentional Replantation with 2 Years Review.” Contemporary Clinical Dentistry 10 (2): 397–401.

Vijayakumar Jain, S., M.R. Muthu Sekar, M.F. Baig, P. Senthilnathan, S. Loganathan, P. U. Abdul Wahab, M. Madhulakshmi, and Y gaen Vohra. 2019. “Evaluation of Three-Dimensional Changes in Pharyngeal Airway Follow ing Isolated Lefort One Osteotomy for the Correction of Vertical Maxillary Excess: A Prospective Study.” Journal of Maxillofacial and Oral Surgery 18 (1): 139–46.

Vijayashree Priyadarshini, Jayaseelan. 2019. “In Silico Validation of the Non-Antibiotic Drugs Acetaminophen and Ibuprofen as Antibacterial Agents against Red Complex Pathogens.” Journal of Periodontology 90 (12): 1441–48.

Xia, Xiaoling, Cui Xu, and Bing Nan. 2017. “Inception-v3 for Flower Classification.” 2017 2nd International Conference on Image, Vision and Computing (ICIVC). https://doi.org/10.1109/icivc.2017.7984661.

Zghal, Nadia Smaoui, and Nabil Derbel. 2020. “Melanoma Skin Cancer Detection Based on Image Processing.” Current Medical Imaging Formerly Current Medical Imaging Reviews. https://doi.org/10.2174/1573405614666180911120546.