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Abstract—The modular design of planar phased array antennas with hexagonal apertures is addressed by means of innovative diamond-shaped tiling techniques. Both tiling configuration and sub-array coefficients are optimized to fit user-defined power-mask constraints on the radiation pattern. Towards this end, suitable surface-tiling mathematical theorems are customized to solve the problem at hand to guarantee optimal performance in case of low/medium-size arrays, while the computationally-hard tiling problem for large arrays is yielded thanks to an effective integer-coded GA-based exploration of the arising high-cardinality solution spaces. By considering ideal as well as real array models, a set of representative benchmark problems is dealt with to assess the effectiveness of the proposed architectures and tiling strategies. Moreover, comparisons with alternative tiling architectures are also performed to show to the interested readers the advantages and the potentialities of the diamond sub-arraying of hexagonal apertures.

Index Terms—Phased Array Antenna, Planar Array, Hexagonal Array, Diamond Tiles, Irregular Tiling, Optimization.

I. INTRODUCTION

NOWADAYS, a key factor driving the evolution of phased array is the cost reduction [1] since services and products based on such a technology are expected to be widely diffused on the commercial market because of the constantly increasing demand of 5G applications (e.g., high-speed mobile communications, internet-of-things, and industry 4.0) and the boost of autonomous driving systems [2]. Indeed, phased arrays are considered an enabling technology in these fields thanks to their capability of guaranteeing the necessary quality-of-service and a suitable level of safety and reliability. On the other hand, even though the continuous development of electronics (e.g., fast analog-to-digital converters and massive systems-on-chip) and material science (e.g., artificial materials and meta-materials) as well as the introduction of innovative manufacturing processes (e.g., 3D printing and flexible electronics), phased arrays are still far from being commercial-off-the-shelf (COTS) devices. In recent years, innovative unconventional architectures have been studied and developed to provide better cost/performance trade-offs [3]. For instance, sparse [4]-[7] and thinned [8]-[11] arrays have been proposed to reduce the number of transmit-receive modules (TRMs) or radio-frequency (RF) chains that represent one of the main costs in phased arrays of modern radar systems [1]. These solutions have shown to be quite effective in yielding low sidelobes for interference and noise rejection and to afford arbitrary pattern shapes. However, sparse and thinned arrays cannot be implemented with a modular architecture and each design and manufacturing turns out to be ad-hoc. Furthermore, the final arrangement in sparse arrays is based on a non-uniform placement of the array elements within the antenna aperture and this implies an inefficient use of the space at disposal and a consequent directivity loss. Otherwise, the antenna aperture is fully exploited when dealing with sub-arrayed arrays in which the array elements, arranged on a regular lattice, are grouped and controlled at the sub-array level. The main issue of those unconventional architectures is the unavoidable presence of quantization and grating lobes [12][13] that become more and more impacting when increasing the scanning angle from the broadside direction and/or enlarging the operational bandwidth [14][15]. To cope with these drawbacks, several strategies have been presented for the optimization of the sub-array configuration and the sub-array amplitudes and/or phase excitation coefficients. Fast local-search techniques like the Contiguous Partition Method (CPM) [16][17][18] and the K-means [19] as well as global nature-inspired optimization algorithms [20][21][22][23] have been profitably proposed. All rely on the exploitation of unequal and arbitrary sub-array sizes and shapes to break the periodicity of the aperture illumination that causes the undesired quantization and grating lobes. More recently, tiled arrays have been also adopted [24][25][26][27][28]. They are clustered architectures where the sub-array modules belong to a finite set of simple tile shapes. The irregularity of the sub-array configuration, which allows the reduction of the undesired lobes, is here...
Figure 1. Illustrative Geometry ($N_v = 2$, $N = 24$, $Q = 12$) - Sketch of (a) a hexagonal aperture on a honeycomb lattice structure, (b) a tiling configuration with (c) the three diamond-shaped tiles (vertical, $\sigma^V$, horizontal-left, $\sigma^L$, and horizontal-right, $\sigma^R$, orientations), and (d) the corresponding sub-arrayed beam-forming network. A realistic model of the three tiles with two patch antenna elements (e).

obtained by properly choosing suitable tile shapes and by optimizing their disposition and orientation within the aperture. For instance, polyomino-shaped sub-arrays have been used in [24] and a customized Genetic Algorithm (GA) has been also proposed to maximize the aperture coverage as well as the operational bandwidth for a given aperture size [26]. Thanks to the exploitation of pre-defined sub-array shapes, tiled apertures are simple and modular structures, thus potential candidate solutions for synthesizing low-cost and large-scale/mass production phased arrays. Unfortunately, the literature on optimal-design methodologies for array tiling, which enable the full coverage of the array aperture with given tile shapes, is still quite scarce. This is due to the mathematical complexity of the clustered array design [29] and the limited set of combinations between tiles- and aperture-shapes [30][31][32][33] for which an optimal solution has been found. In [34], a mathematical theory for clustering rectangular apertures with domino-shaped tiles has been customized to the design and optimal tiling of phased array antennas. Pertinent theorems from [35][36], which assure a complete tessellation of the antenna aperture and the generation of all possible tiling configurations, have been properly exploited. This work extends such a theoretical framework to the modular design of phased arrays with hexagonal aperture through an irregular and optimal placement of diamond-shaped tiles. Starting from the mathematical theory on the tessellation of hexagonal surfaces, two strategies, one enumerative and one computational, are derived for the optimization of the tiling configuration and the sub-array coefficients to fit user-defined power-mask constraints on the power pattern radiated by regular hexagonal apertures. The interest in phased array with hexagonal aperture is high since they are more suitable, with respect to rectangular arrays, for scanning the mainlobe around a pointing direction due to their six-fold symmetry and since they better fit circular shapes, as well. Moreover, the hexagon is one of the three regular polygons, along with the square and the equilateral triangle, that allows the perfect tessellation of the Euclidean plane and it can be easily combined to compose complex planar/conformal structures (e.g., geodesic domes) [38][39]. As for the main novelties of this research work over the
existing literature on the field and to the best of the authors' knowledge, they comprise: (i) the engineering exploitation of mathematical theorems providing the conditions for the full coverage of hexagonal apertures with diamond-shaped tiles [40][41][42] and the knowledge of the total number of tiling configurations [43][44]; (ii) the introduction of an innovative enumerative strategy, which is based on analytic rules [45], previously applied to the case of domino-tiled arrays [34] but here derived for diamond tiles, to determine the optimal tiling configuration in case of low- and medium-size arrays; (iii) the exploitation of an innovative customization of an Integer-coded GA (IGA), while a standard binary GA (BGA) has been used in [34], for an effective exploration of high-cardinality solution spaces to enable the design of large arrays affording mask-constrained power patterns.

The rest of the paper is organized as follows. The mathematical formulation of the tiling problem of hexagonal-aperture phased arrays with diamond-shaped tiles is reported in Sect. 2. Section 3 is devoted to the description of the synthesis strategies for low/medium and large arrays. The validation and the comparative assessment of the proposed tiling methods are carried out in Sect. 4 by means of a set of representative numerical examples concerned with realistic array models, as well. Eventually, some conclusions and final remarks are drawn (Sect. 5).

II. MATHEMATICAL FORMULATION

Let us consider a planar phased array defined over a regular hexagonal aperture $A (i_l = l, i = 1, \ldots, 6, l_i$ being the length of its $i$-th side) where $N$ elementary radiators are displaced on the $xy$-plane according to the honeycomb lattice in Fig. 1(a), $\rho$ being the side of its unit cell equal to an equilateral triangle. With reference the $1^{st}$ Quadrant ($x \geq 0, y \geq 0$), the values of the coordinates of the barycenters of the lattice points (i.e., the candidate positions of the barycenters of the array elements) are

$$x_r = r \times \frac{\rho}{2}$$

and

$$y_s = \begin{cases} \left(\frac{3s-2}{\sqrt{3}}\right) \times \frac{\rho}{2} & \text{if } (r, s) \text{ are both even or odd} \\ \left(\frac{3s-1}{\sqrt{3}}\right) \times \frac{\rho}{2} & \text{otherwise} \end{cases} \quad (2)$$

where $(r, s)$ is a couple of integer indexes that univocally identifies a point of the lattice, $r \geq 0$ and $s \geq 1$ being the column and the row-strip index, respectively [Fig. 1(a)]. For the sake of symmetry, the positions of the other barycenters belonging to the other quadrants can be easily inferred by means of mirroring operations with respect to the $x$ and $y$ axes: $x_r = -x_r$ and $y_s = y_s$ ($2^{nd}$ Quadrant), $x_r = -x_r$ and $y_s = -y_s$ ($3^{rd}$ Quadrant), and $x_r = x_r$ and $y_s = -y_s$ ($4^{th}$ Quadrant). The array antenna is composed by $Q$ clusters, $\{\sigma_q; q = 1, \ldots, Q\}$, each one grouping two adjacent unit cells of $A$ (i.e., $Q = \frac{N}{3}$) that share one edge [Fig. 1(b)] so that the resulting tiles have a diamond shape and three possible orientations: vertical, $\sigma^v$, horizontal-left, $\sigma^l$, and horizontal-right, $\sigma^R$ [Fig. 1(c)]. While the fabrication of a single tile and its rotation to obtain $\sigma^v, \sigma^l, \sigma^R$ could be a mathematically viable solution, it is not admissible from an electromagnetic viewpoint, thus three different primitives/building-blocks, ($\sigma^v, \sigma^l, \sigma^R$), are necessary. For instance, let the elementary radiator be a patch antenna with linear or horizontal polarization. To avoid any polarization issues on the radiated electromagnetic (EM) field, the three tiles sketched in Fig. 1(c) must be implemented.

For a given tiling configuration [e.g., Fig. 1(b)], the signal either transmitted or received to/from each $q$-th ($q = 1, \ldots, Q$) tile is controlled by a TRM characterized by an amplitude coefficient $\alpha_q$ and a phase delay $\beta_q$ [Fig. 1(d)], while the EM field generated in far-field is given by

$$\mathbf{E}(u, v) = \sum_{s=-N_{e}c,_{s \neq 0}}^{N_{e}c} \sum_{r=-2N_{e}-|s|}^{2N_{e}-|s|} \mathbf{P}_{rs} \left( u,v \right) \times \sum_{q=1}^{Q} \delta_{c_{rs},q} e^{jk[|x_r(u,y_s) + y_s(v,s)| + \beta_q]} \quad (3)$$

where $\mathbf{P}_{rs} \left( u,v \right)$ is the embedded element pattern [12][13] of the $(r, s)$-th element of the honeycomb lattice of the array, $N_{e} \left( N_{e} \equiv \frac{Q}{2} \right)$ is the number of unit cells that exist on each side of $A$, and $N(s) \equiv 4 \times N_{e} - 2 \times |s| + 1$ is the total number of elements within the $s$-th row strip (i.e., $\sum_{s=-N_{e}c,_{s \neq 0}} N(s) = N_{e}$. Moreover, $k = \frac{\lambda}{2\rho}$ is the wavenumber, $\lambda$ being the wavelength, $u = \sin \theta \cos \phi$ and $v = \sin \theta \sin \phi$ are the direction cosines ($\theta \in [0 : 90]$ [deg] and $\phi \in [0 : 360]$ [deg]). Furthermore, $c$ is the membership vector ($c = \{c_{rs}; \; r = \left(\frac{N(s)-1}{2}\right), \ldots, \left(\frac{N(s)-1}{2}\right); \; s = -N_{e}, \ldots, N_{e}; \; s \neq 0\}$), whose $(r, s)$-th entry is an integer value ($c_{rs} \in [1 : Q]$) that identifies the membership of the $(r, s)$-th element of the array lattice to the $q$-th diamond tile (i.e., $c_{rs} = q$ if the $(r, s)$-th element belongs to the $q$-th tile), while $\delta_{c_{rs},q}$ is the Kronecker delta ($\delta_{c_{rs},q} = 1$ if $c_{rs} = q$ and $\delta_{c_{rs},q} = 0$ otherwise $c_{rs} \neq q$).

The degrees-of-freedom (DoFs) of the tiled array architecture at hand, namely the sub-array configuration, $c$, and the amplitude, $\alpha$ ($\alpha = \{\alpha_q; q = 1, \ldots, Q\}$), and the phase, $\beta$ ($\beta = \{\beta_q; q = 1, \ldots, Q\}$), excitation vectors, are defined when solving the following “mask-closeness” synthesis problem:
the tileability condition (9).

\[
\chi (c, \alpha, \beta) \triangleq \int_{\Omega} \left[ |E(u,v)|^2 - U(u,v) \right] \times H \left\{ |E(u,v)|^2 - U(u,v) \right\} \, du dv
\]

is minimized, that is, the radiated pattern minimally violates the mask constraint, \( H \{ \cdot \} \) and \( \Omega \) being the Heaviside function and the visible range \( \Omega = \{(u,v): u^2 + v^2 \leq 1\} \), respectively.

III. HEXAGONAL ARRAY DIAMOND-TILING METHODOLOGIES

In order to address the “Diamond-Tiling Hexagonal Array Synthesis” problem at hand (Sect. 2), two innovative design methodologies are presented in the following. Unlike [34], where domino tiles and rectangular apertures with the array elements located on a rectangular lattice have been taken into account, the proposed approaches, namely the Enumerative Design Method (EDM) and the Computational Design Method (CDM), are specific for the tiling of hexagonal arrays with diamond-shaped sub-arrays. Both methods benefit from the tileability theorem (Appendix I) [40][41][42], which states the conditions for the full-coverage with diamond tiles of hexagonal array apertures with radiating elements disposed on a honeycomb lattice. They are also based on the optimal tiling algorithm [45] that assures the exhaustive generation of all possible \( T \) tiling configurations, \( \{c(t); t = 1, ..., T\} \), (Appendix II) fitting the full coverage condition. Therefore, when one has “enough” time and/or computational resources to generate the whole set of \( T \) admissible tiling configurations and to check the optimality of each \( t \)-th \( (t = 1, ..., T) \) solution by computing (4), the EDM allows one to faithfully retrieve the optimal problem solution [i.e., the global minimum of (4)], which corresponds to the best tiled-array performance. Otherwise (i.e., if testing all \( T \) solutions becomes computationally intractable), the CDM enables an effective/computationally-efficient sampling of the tiling-solution space by means of a customized IGA. It is worth pointing out that the integer-coding of the DoFs is aimed at improving the efficiency and the convergence rate of the GA, with respect to the BGA used in [34], but also to extend the applicability of the analytic schemata-driven tiling optimization [34] to larger arrays. Since the choice of which methodology to adopt is of importance for an antenna designer and the use of one or the other methodology should not be left to chance, the analytic relationship derived from [43][44] for the cardinality \( T \) of the solution space (Appendix II) can be a-priori exploited to estimate the CPU-time required by the EDM [i.e., \( \tau = T \times \Delta t \), \( \Delta t \) being the amount of time for generating a new trial solution and to compute (4)] and its admissibility with the array size at hand.

A. Enumerative Design Method

Given a fully diamond-tileable aperture \( A \) (Appendix I), the EDM generates and evaluates all \( T \) tiling configurations, \( \{c(t); t = 1, ..., T\} \), each one characterized by a different spatial arrangement of the diamond tiles \( \sigma^V, \sigma^L, \) and \( \sigma^R \) [Fig. 1(c)]. Like the optimal tiling algorithm in [45], the EDM exploits the Height Function (HF) \( h(\cdot) \) [36], which is defined on the

**Diamond-Tiling Hexagonal Array Synthesis** - Given a fully-populated hexagonal array [Fig. 1(a)] fitting a user-defined power mask \( U(u,v) \), find its optimal sub-arraying configuration \( c^{opt} \) (i.e., the optimal arrangement of vertical, \( \sigma^V \), horizontal-left, \( \sigma^L \), and horizontal-right, \( \sigma^R \), tiles fully covering the aperture \( A \)) and the corresponding values of the sub-array amplitude, \( \alpha^{opt} \), and phase, \( \beta^{opt} \), coefficients so that the cost function \( \chi \),
vertices of the check-board pattern in Fig. 2 and its values are determined (Appendix III) by considering the corresponding edges, to univocally encode the N-dimensional tiling vector \( c^{(t)} \) into a smaller \( L \)-dimensional \( (L \leq N) \) string of integer values, called tiling word \( w^{(t)} \) \( (t = 1, \ldots, T) \). The tiling words are iteratively yielded starting from the first one, called minimal tiling word, having all entries equal to zero (i.e., \( w^{(t)}_{(t-1)} = w^{(1)} = 0; t = 1, \ldots, L \)). More in detail, the generation of the second \( (t = 2) \) tiling word, \( w^{(2)} \), starts with the selection of the internal vertex with the largest index \( \xi \in [1: L] \) that satisfies one of the following conditions [Fig. 3(b) - right plot, \( h^{(2)}(2) \)]

\[
\begin{align*}
    h^{(t-1)}_{\xi-1} &\geq h^{(t-1)}_{\xi} & \xi &\in [2: L-1] \\
    h^{(t-1)}_{\xi} &\leq h^{(t-1)}_{\xi+1} & \xi &\in [1: L-1] \\
    h^{(t-1)}_{\xi} &\leq h^{(t-1)}_{\xi-1} & \xi &\in L.
\end{align*}
\]

Then, the first \( \xi - 1 \) letters of \( w^{(t-1)} \) are copied into \( w^{(t)} \)

\[
w^{(t)}_{j} = w^{(t-1)}_{j}, \quad j = 1, \ldots, \xi - 1,
\]

while the \( \xi \)-th one is increased of one unity [Fig. 3(b) - right plot, \( w^{(2)} \)]

\[
w^{(t)}_{\xi} = w^{(t-1)}_{\xi} + 1.
\]

The HF values for the first \( \xi \) internal vertices are computed as follows

\[
h^{(t)}_{j} = 3w^{(t)}_{j} + h^{(1)}_{j}, \quad j = 1, \ldots, \xi,
\]

where \( \{h^{(1)}_{l}; l = 1, \ldots, L\} \) are the HF values of the minimal tiling configuration \( c^{(1)} \) (Fig. 4) computed as detailed in Appendix IV.

If the condition

\[
\left| h^{(t)}_{j} - h^{(1)}_{j} \right| = \{1, 2\}
\]

is not verified for every couple of neighboring vertices \( v^{(i)}_{j} \) and \( v^{(i)}_{j} \) on \( \partial \bar{A}, \partial \bar{A} \) being the boundary of \( \bar{A}, \hat{A} \) being the portion of the aperture \( A \) in which the HF values of internal vertices have not been yet defined [Fig. 3(b) - left plot], the second largest index \( \xi \in [1: L] \) satisfying (5) is taken into account [Fig. 3(c) - right plot, \( h^{(2)} \)] and the steps (6), (7), and (10) are carried out. Such a process is iterated until a value \( \xi \in [1: L] \) is found [Fig. 3(d) - right plot, \( h^{(2)} \)] so that (9) holds true [Fig. 3(d) - left plot]. The diamond tiles are then placed in the region \( \{A - \hat{A}\} \) to match the tiling conditions (18). The new complete tiling configuration \( c^{(t)} \) and the corresponding HF values [Fig. 3(e)] are determined by means of the Thurston’s algorithm [36] (Appendix V). Finally, the missing letters \( (j = \xi + 1, \ldots, L) \) of the new tiling word, \( w^{(t)} \), are computed as follows

\[
w^{(t)}_{j} = \frac{h^{(t)}_{j} - h^{(1)}_{j}}{3}.
\]

The previous procedure for defining \( w^{(2)} \) starting from \( w^{(1)} \) is then successively applied to generate \( w^{(t)} \) from \( w^{(t-1)} \) until \( t = T \).

Once the tiling words, \( \{w^{(t)}; t = 1, \ldots, T\} \) and the corresponding sub-array configurations, \( \{c^{(t)}; t = 1, \ldots, T\} \), have been generated, the optimal tiling, \( c^{opt} \), is selected among the whole \( T \) set as the diamond-tiled arrangement whose cost function value \( \chi^{(t)} \) \( [\chi^{(t)} \triangleq \chi(c^{(t)}, \alpha^{(t)}, \beta^{(t)})] \) is minimum

\[
c^{opt} = \arg \left( \min_{t=1,\ldots,T} \chi^{(t)} \right)
\]

by setting the \( t \)-th sub-array vectors, \( \alpha^{(t)} \) and \( \beta^{(t)} \), to

\[
\left( \begin{array}{c}
\alpha_{ref}^{(t)} \\
\beta_{ref}^{(t)}
\end{array} \right) = \frac{1}{\sqrt{T}} \sum_{s=-N_{s}}^{N_{s}} \sum_{r=-N_{r}}^{N_{r}} \left( \begin{array}{c}
\delta_{r,s} \\
\delta_{r,s}^{*}
\end{array} \right) \left( \begin{array}{c}
\alpha^{ref}_{r,s} \\
\beta^{ref}_{r,s}
\end{array} \right)
\]

where \( \alpha^{ref}_{r,s}, \beta^{ref}_{r,s} \) being the \( (r,s) \)-th \( [r = -N_{r}, \ldots, N_{r}; s = -N_{s}, \ldots, N_{s}; s \neq 0] \) reference amplitude and phase coefficients of a fully-populated array antenna (i.e., an array having an independent TRM with a dedicated amplifier and a phase shifter for each array element).

B. Computational Design Method

When the number of array elements \( N \) significantly grows, the synthesis with the EDM is unaffordable since the cardinality of the solution space \( T \) turns out to be very high (Tab. I and Fig. 5) despite the use of \( L \) integer values (i.e., the dimension of a word, \( w \), namely the number of word letters) to univocally encode a trial tiling solution instead of \( N \) (i.e., the dimension of \( c^{(t)} \) \( \{L < \frac{N}{2}\} \) thanks to the bijective relationship between the HF values of the internal vertices and a trial tiling configuration (Fig. 3). The CDM exploits a novel GA-based optimization to enable the synthesis of large arrays through an
effective sampling of the solution space and the convergence towards - or very close to - the global optimum. The main novelty with respect to the GA in [34] is the integer coding of the tiling words to considerably reduce the chromosome length and, in turn, to map the original solution space of dimension \( N \) into a \( L \)-sized smaller one still of cardinality \( T \), where \( T = L^2 \) to speed up the convergence and to enable the tiling of wider arrangements, as well. For example, let us suppose the maximum value of a letter in a word be \( w_{\text{max}} = 4 \) (\( w_{\text{max}} \leq \max_{l=1,...,L} \{ w_l^{(t)} \} \)) and the word length is \( L = 37 \), when applying the BGA, the chromosome [34] has a length equal to 111 bits (Tab. II) since three bits are needed to encode the set of admissible values of a letter (i.e., \( w_l^{(t)} = \{0, 1, 2, 3, 4\} \)). Differently, the chromosome length of the IGA is exactly equal to \( L \) (Tab. II). Furthermore, the IGA turns out to be more advantageous than the BGA for the following reasons: (i) the operation of coding the tiling words into binary chromosomes and decoding the chromosomes into tiling words is avoided, thus saving CPU-time; (ii) the direct use of integer variables (i.e., the genes of the chromosome) allows one to \textit{a-priori} and intrinsically handle constraints on the admissible values of the word letters, which is not doable in the BGA. Indeed, it is known that the minimum value that a letter may assume is zero and it is that of the minimal tiling \( w_l^{(t)} \) \( t = 1, ..., L \), while the maximum one is equal to that of the maximal tiling \( w_l^{(t)} \) \( t = 1, ..., L \). This latter corresponds to the “depth” of the internal vertex, namely, the minimum number of edges that, starting from an external vertex on \( \partial A \), one has to cross for reaching the internal vertex. For illustrative purposes, two representative examples of the maximal tiling for \( \mathcal{N} = 2 \) and \( \mathcal{N} = 5 \) are shown in Fig. 6.

As for the IGA, it follows the algorithmic implementation of the optimization method described in [34]. Thanks to the possibility of \textit{a-priori} and analytically defining the first/minimal tiling word \( w^{(1)} \) and the last/maximal tiling word \( w^{(T)} \), the optimization loop is iterated until the convergence - to the initial trial solutions to generate new populations. More in detail, for each new trial solution/offspring, the \textit{HF} values associated to the corresponding tiling word are computed and the condition (9) is verified, otherwise the IGA operators are re-applied until a new \((k \to k+1)\) admissible word is obtained. To preserve the best individual during the iterative process, the new population undergoes elitism [46]. The IGA optimization loop is iterated until the generation of a tiling solution that completely fulfills the mask constraints \( U(u, v) \) [i.e., \( \chi (c^{\text{opt}}, \alpha^{\text{opt}}, \beta^{\text{opt}}) = 0 \)] or when the maximum number of iterations \( K \) has been carried out or when the GA-stagnation condition

\[
\left| \frac{K_{\text{st}} \chi_k^{(\text{best})} - \sum_{j=1}^{K_{\text{st}}} \chi_j^{(\text{best})}}{\chi_k^{(\text{best})}} \right| \leq \gamma_{\text{st}}
\]

is satisfied, where \( \chi_k^{(\text{best})} \) is the best fitness objective obtained at generation \( k \).

Figure 5. Solution-Space Cardinality - Number of complete tiling configurations, \( T \), of an array composed by \( N \) elements clustered with diamond or domino tiles.

| Chromosome | \( \text{IGA} \) | \( \text{BGA} \) |
|------------|-----------------|-----------------|
|            | \( 1 \)         | \( 0 \)         |
|            | \( 1 \)         | \( 0 \)         |
|            | \( 1 \)         | \( 0 \)         |
|            | \( 1 \)         | \( 0 \)         |
|            | \( 1 \)         | \( 0 \)         |

Figure 6. \textit{CDM Synthesis - Maximal tiling, }\( c^{(T)} \), for a hexagonal array with (a) \( \mathcal{N} = 2, N = 24 \) and (b) \( \mathcal{N} = 5, N = 150 \).
arises \((k = k_{\text{conv}}, \ k > K_{st})\). In (14), \(\chi_k^{(\text{best})} = \min_{\gamma = 1, \ldots, p} \{ \chi_k(\gamma) \}\), while \(K_{st}\) and \(\gamma_{st}\) are a user-defined number of iterations and a fixed numerical threshold, respectively.

IV. NUMERICAL RESULTS AND COMPARATIVE ASSESSMENT

The behavior of the design methodologies presented in the previous section is here analyzed. The EDM is first applied to the synthesis of hexagonal arrays with small/medium size apertures. Then, the CDM is exploited for synthesizing larger arrays and the IGA is compared with the BGA [34] to highlight the advantages of the integer coding. A comparative assessment between a diamond-tiled array and a domino-tiled array composing a hexagonal array aperture is carried out and the antenna performance of a selected solution are analyzed by considering a realistic antenna model with mutual coupling, as well.

A. EDM for Small/Medium-Array Synthesis

The first numerical example deals with a hexagonal array with \(N_{\ell} = 4\) and \(\rho = \frac{x}{\lambda}\) composed by \(N = 96\) ideal/isotropic elements (i.e., \(P_{\text{ra}}(u, v) = 1, \forall u, \forall v\)). The user-defined power mask \(U(u, v)\), which mathematically codes the synthesis constraints, is characterized by a sidelobe rejection outside the main lobe of \(-26\) [dB], while the mainlobe region has been centered in the visible domain (i.e., the mainlobe peak is expected along broadside, \((u_0, v_0) = (0, 0))\) with an extension of 0.9 along \(u\) and \(v\) as shown in Fig. 7(a). The reference excitation coefficients, used in (12), have been derived with a convex programming (CP) based approach [47] and they are shown in Fig. 7(b) along with the corresponding power pattern [Fig. 7(c)], whose pattern features are reported in Tab. III. Only the amplitudes excitations, \(\alpha^{ref}\), are shown in Fig. 7 since the phase terms are all zero (i.e., \(\beta^{ref} = 0\)) because of the broadside steering.

In order to generate the whole set of \(T = 2.32848 \times 10^5\) tiling words, \(\{w(\tau); \tau = 1, \ldots, T\}\) and the corresponding sub-array configurations, \(\{e(\tau); \tau = 1, \ldots, T\}\), to compute the excitation coefficients, \(\{\alpha(\tau), \beta(\tau); \tau = 1, \ldots, T\}\), and to evaluate the cost function (4) for each \(\tau\)-th trial solution, \(\chi(\tau)\), the EDM run for about 6 hours and 40 minutes on a 1.6GHz PC with 8GB of RAM. The values of the cost function for the complete set of \(T\) tiling configurations are sorted in Fig. 8. The “best” and the “worst” cost function values are equal to \(\chi^{opt} = 2.46 \times 10^{-5}\) and \(\chi^{worst} = 2.67 \times 10^{-4}\), respectively. Those values correspond to the sub-array layouts in Figs. 9(a)-9(b) and Fig. 9(c) for the best, \(e^{opt}\), and the worst, \(e^{worst}\), solution, respectively. The solutions in Fig. 9(a) and Fig. 9(b) are both optimal since the corresponding sub-array arrangements are equal except for a mirroring with respect to the \(x\) axis. Therefore, the radiated power patterns have the same behavior as confirmed by the values of the pattern indexes in Tab. III and illustrated by the power pattern cuts along the principal planes (\(\phi = 0\) [deg] and \(\phi = 90\) [deg]) shown in Fig. 9(d) and Fig. 9(e), respectively. As it can be observed from Fig. 9(d), the EDM pattern slightly violates the mask because of an increment of the secondary lobes of \(0.96\) [dB] \((\text{SL}_{\ell}^{opt} = -25.04\) [dB] - Tab. III). For the sake of completeness, the sub-array configuration, the amplitude coefficients [Fig. 9(c)], and the cuts of the radiated power pattern [Figs. 9(d)-(e)] of the “worst” tiling solution are reported, as well. In this case, the secondary lobes grow up to \(\text{SLL}_{\ell}^{worst} = -22.43\) [dB] (Tab. III) with a deterioration of more than 3.5 [dB] with respect to the reference solution and of about 2.6 [dB] as compared to the best tilings.
Figure 9. EDM Synthesis (Test Case 1: \(N_t = 4, N = 96, \rho = \frac{\sqrt{3}}{4}\lambda, T = 2.32848 \times 10^3\)) - Plot of the synthesized sub-array amplitude coefficients for (a)/(b) the two optimal/best solutions \((c_{op}, \alpha_{op})\) and (c) the worst solution \((c_{worst}, \alpha_{worst})\). Power pattern cuts along (d) the \(\phi = 0\) [deg] and (e) the \(\phi = 90\) [deg] planes.

Figure 10. Test Case 2 \([N_t = 10, N = 600, \rho = \frac{\sqrt{3}}{4}\lambda, T \approx 9.265 \times 10^{33}; (\alpha_1, \alpha_2) = (0.0, 0.0)\]) - Plot of (a) the power mask, \(U(u,v)\), (b) the distribution of the reference amplitudes, \(\alpha_{ref}\), and (c) the reference normalized power pattern, \(\|E_{ref}(u,v)\|^2\).

Table III

|                | \(SLL\) [dB] | \(D\) [deg] | \(HPBW_{az}\) [deg] | \(HPBW_{el}\) [deg] | \(\chi\) \([10^{-5}]\) |
|----------------|--------------|-------------|---------------------|---------------------|----------------------|
| Reference      | -26.00       | 19.42       | 21.10               | 21.07               | -                    |
| EDM - best - 1 | -25.04       | 19.39       | 21.10               | 21.08               | 2.46                 |
| EDM - best - 2 | -25.04       | 19.39       | 21.10               | 21.08               | 2.46                 |
| EDM - worst    | -22.43       | 19.40       | 21.16               | 20.88               | 26.70                |

B. CDM for Large-Array Synthesis

The second example is devoted to the numerical assessment of the CDM for the design of larger hexagonal arrays. Towards this aim, a regular array aperture with \(N_t = 10, \rho = \frac{\sqrt{3}}{4}\lambda,\) and \(N = 600\) elements has been considered. The mask \(U(u,v)\) has been chosen, also in this case, with a mainlobe region centered in the visible range, but having a reduced extension of 0.45 along both \(u\) and \(v\) directions [Fig. 10(a)] as well as a sidelobe rejection of \(-35\) [dB]. The CP-synthesized [47] reference excitations of the fully-populated array and the radiated power pattern are given in Fig. 10(b) and Fig. 10(c), respectively. Because of the stochastic nature of the IGA, a set of 100 CDM optimizations has been run by setting the control parameters as follows: \(p_c = 0.9\) (crossover probability), \(p_m = 0.01\) (mutation probability), \(P = 542\) (population size) and \(K = 1000\) (maximum number of iterations). More specifically, the values of \(p_c\) and \(p_m\) have been set according to [46], while \(P\) and \(K\) have been chosen following the same criterion used in [34] so that \(P \times K\) is about 5% of the cardinality of the solution space equal to \(T \approx 9.265 \times 10^{33}\).

The cost function of the best individual of the population versus the iteration index \(k\) \((k = 0, ..., K)\) is shown in Fig. 11(a) in correspondence with 10 randomly-chosen initialization seeds\(^1\). As it can be observed, the optimization run labeled as IGA-2 reached the lowest value of the cost function \((\chi_{IGA-2}^{(K)}) \approx 4.44 \times 10^{-6}\) - Tab. IV. The corresponding sub-array layout is reported in Fig. 12(a) along with the radiated power pattern [Fig. 12(b)]. For the sake of clarity, the CDM power pattern cuts are compared in Fig. 12(c) \((\phi = 0\) [deg]) and Fig. 12(d) \((\phi = 90\) [deg]) with the reference ones, while the corresponding radiation features are given in Tab. IV. It is worth pointing out that, despite the clustering of the radiating elements, the \(SLL\) of the tiled solutions turns out to be only 1.26 [dB] above the peak sidelobe level of the reference solution.

To assess the advantages of exploiting a customized IGA, the same set (i.e., using the same initial populations of trial solutions of the IGA) of 100 optimizations has been run with the BGA by setting the parameters of the evolutionary operators as in [34]. The behavior of the cost function of the IGA and the BGA simulations yielding the lowest \(\chi\)

\(^1\)To keep a clear visualization, but without altering the meaning of the results also guaranteed by the random choice of the 10 samples, no more curves have been added to the plot.
values is compared in Fig. 11(b). As one can notice, both methods converge to very small values of the cost function (i.e., $\chi^{(IGA)}_{k=K} \approx 4.44 \times 10^{-6}$ vs. $\chi^{(BGA)}_{k=K} \approx 4.51 \times 10^{-6}$ - Tab. IV), even though the IGA slightly outperforms the BGA. The closeness of both tiling solutions to the pattern-mask is visually confirmed by the plots of the power pattern cuts in Figs. 12(c)-(d) where the IGA and BGA curves essentially overlap. However, it is worth highlighting that the number of iterations to reach the convergence, $k_{\text{conv}}$, is almost half for the IGA. Indeed, $k_{\text{conv}}^{(IGA)} = 186$ vs $k_{\text{conv}}^{(BGA)} = 370$ [Fig. 11(b)] with a reduction of the CPU-time from $T^{(BGA)} = 286$ [sec] down to $T^{(IGA)} = 50$ [sec] [Tab. IV], which corresponds to a computational saving of about 83%.

In the third example, the array aperture and the sidelobe suppression level of the previous case have been kept, but the pattern beam has been constrained to point along the direction $(u_0, v_0) = (0.5, 0.0)$ as indicated by the mask $U(u, v)$ in Fig. 13(a). Once CP-computed the amplitude [Fig. 10(b)] and the phase [Fig. 13(b)] distributions of the reference fully-populated array, whose power pattern is given in Fig. 13(c), the CDM has been applied to synthesize the tiled array. The best result among 100 different IGA-based optimizations is shown in Fig. 14. As expected, the layout of the diamond tiles within the aperture turns out to be different from that of the broadside-steered case [Fig. 14(a) and Fig. 14(b) vs. Fig. 12(a)]. Concerning the power pattern [Fig. 14(c)], it faithfully matches the reference one even though there is an increment of the sidelobe level ($SLL^{IGA} = -31.57$ [dB] vs. $SLL^{ref} = -35.00$ [dB]) with respect to the second test case (Tab. IV) as also confirmed by the higher value of the cost function at the convergence (i.e., $\chi^{(IGA)}_{k=K} |_{(u_0,v_0)=(0.5,0.0)} = 1.60 \times 10^{-5}$ vs. $\chi^{(IGA)}_{k=K} |_{(u_0,v_0)=(0.0,0.0)} = 4.44 \times 10^{-6}$).

C. Comparison with Domino-Tiled Array

The fourth example is devoted to the comparison with the domino-tiling architecture discussed in [34] where the radi-
Fig. 15. CDM Synthesis - Plot of the sub-array (a) amplitude and (b) phase coefficients, the normalized power patterns - (c)(f) 2D color map and (g) cut along the $\phi = 0$ [deg] plane.

By applying the CDM-IGA and [34]-BGA for designing the diamond-tiled and the domino-tiled array, respectively, the arising optimal tiling arrangements and the synthesized distributions of the sub-array amplitudes [Figs. 15(a)-(b)] and phases [Figs. 15(c)-(d)] are shown in Fig. 15 together with the corresponding power patterns [Figs. 15(e)-(f)]. As expected, the domino-based solution [Fig. 15(f)] presents secondary lobes higher than those from the diamond partitioning of the aperture [Fig. 15(e)] because of the worse approximation of the reference excitations. Indeed, the values of the cost function at convergence are $\chi_{\text{hex}} = 1.13 \times 10^{-5}$ and $\chi_{\text{dom}} = 1.20 \times 10^{-4}$. Such an outcome is further highlighted by the cut of the power pattern along the $\phi = 0$ [deg] plane in Fig. 15(g) as well as by the values of the sidelobe level (Tab. V). More specifically, it turns out that $SLL_{\text{dom}} = -27.20$ [dB], that is 2 [dB] above the one of the diamond arrangement ($SLL_{\text{hex}} = -29.16$ [dB]).

The next experiment has been performed to assess the performance of the optimized tiled-arrays while scanning. By choosing the sub-array configuration and the amplitude in Fig. 15(a) and Fig. 15(b) as representative examples for the diamond-tiled and the domino-tiled solution, respectively, and by setting the sub-array phases, $\{\beta_q; q = 1, ..., Q\}$, by means of (12) with the reference phases set to $\beta_{r,s}^{ref} = -k [x_r \sin (\theta_0 + \theta_s) \cos (\phi_0 + \phi_s) + y_s \sin (\theta_1 + \theta_s) \sin (\phi_0 + \phi_s)]$ (15)

(r = $-\left(\frac{N(s)}{2}\right), ..., \left(\frac{N(s)}{2}\right)$; $s = -N_s, ..., N_s$; $s \neq 0$), the behavior of the SLL and of the directivity, $D$, has been analyzed when scanning the beam around the pointing direction ($\theta_0, \phi_0) = (30, 0)$ [deg] [i.e., $(u_0, v_0) = (0.5, 0.0)$] and within the cone defined by the following angular ranges: $0 \leq \phi_r < 360$ [deg] and $-30 \leq \theta_r < 30$ [deg]. With reference to the polar color maps in Fig. 16, it turns out that the domino tiling shows good performance only along the $\phi = 0$ [deg] plane [Figs. 16(b)-16(d)], while the diamond clustering...
For instance, let us assume the maximum scan angle be equal to one with a worsening of more than \( \theta_0 < 30 \) [deg] within the cone \( \pm 30 < \theta_3 < 30 \) [deg]; \( 0 \leq \phi_3 < 360 \) [deg]. The peak sidelobe level of the diamond-tiled array is \( SLL_{(hex)} = -23.91 \) [dB], while \( SLL_{(dom)} = -11.68 \) [dB] for the domino-tiled one with a worsening of more than 12 [dB]. Moreover, the directivity values turn out to be \( D_{(hex)} > 27.73 \) [dBi] and \( D_{(dom)} > 25.57 \) [dBi] within the same scanning cone. Finally, the performance of the optimized diamond-tiling in Figs. 15(a)-15(c) have been validated against realistic radiating elements [i.e., \( p_{rs}(u, v) \neq 1 \)], including mutual coupling effects, as well. Towards this end, a coaxial-fed patch antenna resonating at \( f = 7.9 \) [GHz] has been used as elementary radiator, while the entire array structure (i.e., the dielectric substrate, the ground plane, the \( N = 600 \) elements array together with the metallic coaxial connector) has been modelled with CST Microwave Studio [Fig. 17(a)]. The full-wave power pattern has been generated when pointing the beam at \( (u_0, v_0) = (0.5, 0.0) \), as in Fig. 15, as well as along direction \( (u_0, v_0) = (0.0, 0.5) \) and in broadside \( (u_0, v_0) = (0.0, 0.0) \). From the comparison of the realistic pattern with the ideal one (i.e., isotropic sources array\(^2\)) along the \( \phi = 0 \) [deg] cut [Figs. 17(b)-17(d)] and the \( \phi = 90 \) [deg] cut [Figs. 17(c)-17(e)], one can infer that the two patterns are very similar with only some minor and almost negligible deviations towards the boundaries of the visible range \( (u = \pm 1, v = \pm 1) \), thus highlighting the facts that the beam of the patch antenna is broad and the mutual coupling effects are not significant in the considered array structure [Fig. 17(a)].

### V. Conclusions and Remarks

The modular synthesis of hexagonal arrays with elements disposed on a regular honeycomb lattice and clustered in diamond-shaped tiles has been addressed. Tiling theorems have been exploited to assess the perfect covering of the array aperture by means of diamond tiles as well as to \textit{a-priori} determine the cardinality of the solution space of the full-aperture tiling configurations. Starting from such a theoretical basis, two tiling strategies have been presented to synthesize array solutions fully covering the available antenna aperture. The former is based on an enumerative approach, while the other relies on a customized version of the IGA.

The key methodological advancements of the proposed research work with respect to the state-of-the-art literature can be summarized in the following:

- the modular design of phased array antennas with regular hexagonal apertures through diamond-shaped tiles;
- the exploitation of mathematical theorems and algorithms to define a theoretical framework for the clustering of hexagonal phased arrays;
- the formulation of the synthesis of hexagonal phased arrays clustered with diamond tiles as a mask-constrained power pattern one;
- the integer coding of the tiling words within the schemata driven optimization and the definition of a customized integer-coded GA-based tiling approach.

A set of numerical examples, including both ideal-isotropic sources and real-directive antenna elements, has been reported to assess the capabilities and the effectiveness of the proposed

---

\(^2\)Each pattern has been normalized to its maximum in order to better compare the patterns shape.


Table V

CDM Synthesis - Radiation indexes (SLL, D, HPBW$_{az}$), Cost function values ($\chi$), and Computational time ($\tau$) when clustering the array aperture with diamond-shaped tiles [Test Case 3: $N_l = 10$, $N^{(hex)} = 600$, $\rho = 0.6\lambda$, $T \approx 9.265 \times 10^{33}$; ($u_0, v_0$) = (0.5, 0.0)] and (b)(d)(f) domino-shaped tiles [Test Case 3: $N^{(dom)} = 576$, $d_{x}^{(dom)}$ = $d_{y}^{(dom)}$ = 0.4\lambda; ($u_0, v_0$) = (0.5, 0.0)].

|                | SLL [dB] | D [dB] | HPBW$_{az}$ [deg] | $\chi$ | $\tau$ [sec] |
|----------------|----------|--------|-------------------|-------|-------------|
| **Domino Tiles** |          |        |                   |       |             |
| Reference      | -35.00   | 29.52  | 6.53              | -     | -           |
| CDM            | -27.20   | 28.62  | 7.56              | 1.20 x $10^{-4}$ | 806             |
| **Diamond Tiles** |          |        |                   |       |             |
| Reference      | -35.00   | 29.65  | 6.39              | -     | -           |
| CDM            | -29.16   | 28.91  | 7.57              | 1.13 x $10^{-4}$ | 21             |
| CDM Full-Wave  | -27.69   | 28.88  | 7.30              | 3.30 x $10^{-4}$ | -             |

for designing large arrays;
• the radiation performance (e.g., the sidelobe control and the peak directivity) of an hexagonal aperture partitioned with diamond-shaped tiles are generally better than those from an equivalent array clustered with domino sub-arrays when scanning the beam over a limited field of view;
• the power pattern generated by an ideal diamond-tiled array is close to that from a realistic one that includes non-isotropic elements and mutual coupling effects.

Appendix I - Tileability Theorem

An arbitrary hexagonal aperture $A$ having sides of length $l_i$, $i = 1, ..., 6$ is fully coverable with diamond tiles if and only if the opposite sides have the same dimension, namely $l_1 = l_4$, $l_2 = l_5$, and $l_3 = l_6$ [40][41][42]. Such a condition holds true for both regular [Fig. 18(a)] and non-regular [Fig. 18(b)] hexagons, while the aperture in Fig. 18(c) is un-tileable since $l_1 \neq l_4$, $l_2 \neq l_5$, $l_3 \neq l_6$, and the number of triangles $N$ turns out being odd. As for regular hexagonal apertures ($l_i = \ell$; $i = 1, ..., 6$), as those dealt with in this work, they always satisfy the tileability condition (i.e., $l_1 = l_4$, $l_2 = l_5$, and $l_3 = l_6$) and they can be totally tileable with diamond-shaped tiles.

Appendix II - Cardinality Theorem

By supposing a fully-tileable hexagonal aperture $A$ [Figs. 18(a)-(b)], the total number $T$ of different tiling configurations that completely cover $A$ is equal to [43]

$$T = \prod_{i=1}^{N_l} \prod_{j=1}^{N_{l_z}} \prod_{g=1}^{N_{l_z}} \frac{i + j + g - 1}{i + j + g - 2}$$

where $N_{l_i} \equiv \frac{l_i}{\ell} (i \in \{1, 2, 3\})$ is the number of equilateral triangles (i.e., unit cells) along the $i$-th side of the hexagonal aperture.

A set of cardinality values ($T \leftarrow T^{(hex)}$) in correspondence with different number of elements $N$ is reported in Tab. I. For comparison purposes, the cardinality of the solution space ($T \leftarrow T^{(dom)}$) for the case of rectangular apertures having the same number of elements $N$, but considering domino-shaped tiles as in [34], is reported, as well. As it can be inferred from Tab. I and observed in Fig. 5, $T^{(dom)}$ grows much faster than $T^{(hex)}$ when increasing $N$. This indicates a smaller solution.
Therefore, they are computed once. Towards this end, let us not depend on the As for the tiling problem at hand whether setting the same constraints by the sets of vertices To define the height function, let us consider the lattice defined respectively. Moreover, the notation the point-down triangles and counterclockwise for the point-

Appendix III - Height Function Computation

To define the height function, let us consider the lattice defined by the sets of vertices v and edges e of the N equilateral triangles composing a regular hexagonal aperture A (Fig. 2). The orientation of the edges is assumed clockwise for the point-down triangles and counterclockwise for the point-up triangles, that are colored in black and white in Fig. 2, respectively. Moreover, the notation e \rightarrow g is used to indicate an edge connecting two adjacent vertices v_l and v_g, oriented from v_l towards v_g. As it can be inferred from Fig. 2, it turns out that

- a tile, whatever its orientation, namely vertical \sigma^V, horizontal-left \sigma^L, or horizontal-right \sigma^R, is obtained by the union of two triangles sharing one side (i.e., a diamond tile is the combination of a black and a white triangle);
- the triangles having one side on the boundary \partial A of the aperture A can generate only two different tile shapes. For example, the white triangles on the bottom of A with the edges e_{1 \rightarrow M} and e_{M-1 \rightarrow M} on \partial A (Fig. 2) can be included into a \sigma^V or a \sigma^R tile, but not into a \sigma^L tile. Differently, all other triangles within A, having all sides shared with another triangle, can be potentially combined into one of the three admissible tiles in Fig. 1(c).

As for the HF values of the external vertices, \( v^{(ext)} = \{ v_m^{(ext)} \in \partial A : m = 1, ..., M \} \) (\( M \leq 6 \times N_l \)), they are only function of the size of the hexagonal aperture and they do not depend on the t-th (t = 1, ..., T) tiling configuration. Therefore, they are computed once. Towards this end, let us order the external vertices clockwise starting from the bottom-left vertex of the aperture A (Fig. 2). The HF value of the first vertex is set to zero, namely \( h_1 = h \left( v^{(ext)}_1 \right) = 0 \), and that of the others (\( m = 2, ..., M \)) is iteratively computed (Fig. 19) according to the following rules

\[
\begin{align*}
  h_{m+1} &= h_m + 1 & \text{if } e_{m \rightarrow m+1} \\
  h_{m+1} &= h_m - 1 & \text{if } e_{m+1 \rightarrow m}.
\end{align*}
\]

As for the internal vertices \( v^{(int)} = \{ v_l^{(int)} : l = 1, ..., L \} \), they are indexed according to a raster order from bottom-left to top-right as indicated in Fig. 2. Unlike the external vertices, the HF values of the internal vertices are function of the tiling configuration (i.e., \( h_l^{(t)} = h \left( v_l^{(int)}(t) \right) = h \left( e_l^{(t)} \right), l = 1, ..., L \)). Each value \( h_l^{(t)} (l = 1, ..., L) \) is computed by first selecting a neighboring vertex \( v_g \in \{ v^{(ext)}_l, v^{(int)}_l \} \) with HF value already assigned\(^3\) and then using the following four options

\[
\begin{align*}
  &\text{if } e_{l \rightarrow g} \text{ and } e_{l \rightarrow g} \in \partial \sigma_q \Rightarrow h_l^{(t)} = h_g^{(t)} + 1 \\
  &\text{if } e_{g \rightarrow l} \text{ and } e_{g \rightarrow l} \in \partial \sigma_q \Rightarrow h_l^{(t)} = h_g^{(t)} - 1 \\
  &\text{if } e_{l \rightarrow g} \text{ and } e_{l \rightarrow g} \notin \partial \sigma_q \Rightarrow h_l^{(t)} = h_g^{(t)} + 2 \\
  &\text{if } e_{g \rightarrow l} \text{ and } e_{g \rightarrow l} \notin \partial \sigma_q \Rightarrow h_l^{(t)} = h_g^{(t)} - 2
\end{align*}
\]

where \( \partial \sigma_q \) is the boundary of a diamond tile (q = 1, ..., Q) inside A. In (18), the condition \( e_{l \rightarrow g} \notin \partial \sigma_q \) means that the edge \( e_{l \rightarrow g} \) belongs to the contour of a tile, while \( e_{l \rightarrow g} \notin \partial \sigma_q \) indicates that the edge is covered by a tile.

Appendix IV - Minimum Tiling

Unlike the domino-tiling for rectangular apertures and thanks to the regularity of the hexagonal aperture A, the minimal tiling, \( e^{(1)} \), can be simply yielded by filling the three parts of A (i.e. the vertical, the horizontal-left, and the horizontal-right rhombus highlighted with different colors in Fig. 4) with vertical, \( \sigma^V \), horizontal-left, \( \sigma^L \), and horizontal-right, \( \sigma^R \), tiles, respectively (Fig. 4).

By definition, the minimal tiling word is the first word, \( w^{(1)} \), and it has all entries equal to zero (\( w^{(1)}_l = 0, l = 1, ..., L \)), \( w^{(1)} = 0 \).

The values of the HF of the minimum tiling \( \{ h^{(1)}_l : l = 1, ..., L \} \), are computed [Fig. 3(a) - right plot, \( h^{(1)} \)] according to Appendix III.

\(^3\)The first internal vertices to be considered will be those connected to the external ones \( v^{(ext)} \) because the HF values of these latter can be computed once known the array size without assuming any clustering configuration.
Appendix V - THURSTON’S ALGORITHM

The Thurston’s Algorithm [36] for the computation of the HF values of the vertices on \( \partial A \) is applied according to the following procedural steps:

- **Step 1. Vertex Selection** - Select the vertex on \( \partial A \) with maximum HF value. If multiple vertices have the same maximum value, arbitrarily select one of them;

- **Step 2. Tile Placement** - Place one of the available diamond tiles (\( \sigma^V \) or \( \sigma^L \) or \( \sigma^R \)) so that the two vertices on \( \partial \tilde{A} \) adjacent to the vertex selected in Step 1 are also vertices of the diamond tile;

- **Step 3. Aperture Boundary and HF Update** - Complete the computation of HF on the vertices of the last placed diamond tile according to the rules defined in (18) and update the aperture boundary \( \partial \tilde{A} \leftarrow \partial (\tilde{A} - \sigma^{V/L/R}) \) by subtracting the area of the newly placed tile;

- **Step 4. Termination Criterion** - Stop if the aperture is totally covered and the HF is computed for all the internal vertices of \( A \). Otherwise, go to the Step 1.
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