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Abstract

This paper investigates the role that investor sentiment plays in asset pricing and risk measure, research will focus on the relationship that came from the point that a firm stock level is a derivative not only of a fundamental rational environment but at the same time is a part of a human mental being, reflecting personal sentiment and group narratives. In the current paper we incorporate behavioral sentiment variables into beta model, analyzing cluster peculiarities of sentiment dependent companies in US tourism industry, finding out which type of companies has strong regression between beta and sentiment. We found that the level of regression between systematic risk coefficient and sentiment is dependent on period of sentiment, it is stronger during high and low sentiment period. We also found that high-low period of sentiment affects differently on companies from different clusters and sentiment affected companies have low level of financial stability.
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Introduction

Efficient market hypothesis (EMH) remains in the core of academic attention for many years, researchers tend to shed the light to the routes of profitability increase for both private and institutional investors. DeGusis and Novickyte [1] notices that there is a multiple reasons for such research and one of them is that CFOs and executives will be able to increase value of companies through actions based on the understanding of market efficiency.

Despite the efficient market hypothesis were the central pillars of finance since the 1960s, nowadays the significance of the EMH moved to a subject of discussion. Shiller [2] in his work named the EMH to be “half-true”. While EMH can easily and fully describe general movements on the stock, we can still find some patterns in prices, which EMH fails to explain.

Following the idea that markets are essentially rational, modern academic finance built the initial model of market rationality which was called the capital asset pricing model (CAPM) being developed by Sharpe [3] and Lintner [4]. Such model allows to quantify risk and provides a methodology for expected return on equity estimation basing the model of portfolio choice designed by Markowitz [5]. But of course the model has its limitation appeared from the assumptions as risk adverse and focus on the mean and variance of a single period return.

The CAPM considers beta (β) as a systematic risk, it reflects a numeric measurement of the fluctuations of a stock against changes in the overall stock market. Beta measures the responsiveness of a stock’s price to changes of the overall stock market. In the paper of Damodaran [6] we can find a relationship between risk level and cost of capital. He shows that the cost of capital is strictly determined by systematic risk or beta.

While beta is currently under consideration we can pretend it to be still a valid objective and systematic equity risk measure, which allows to calculate the required minimum return of capital of publicly traded shares. Classical Capital Asset Pricing Model (CAPM) defines the variables, which influence on systematic risk coefficient (β) from EMH point of view, remembering the market and traders being rational and leaving no space for emotions and sentiment existing on the market which narrow and limit the appliance of the theory.

But we should remember that it is usual for a mankind to rely not only on ideal mathematical modeling but on emotions which are part of natural motions, so far we can conclude that our psychological aspects push us for actions which are completely or partially led by sentiment. At the same time such sentiment reflects incorrect probability beliefs about market events, and lead by primary emotions. We don’t construct any mathematical models or forecasts we just follow our instincts. For instance we could overestimate the positive results due to excessive optimism or underestimate unfavorable. Shefrin [7] says that such situation will lead to an upward tendency of expected value.

Current research will focus on the relationship that came from the point that a firm stock level is a derivative not only of a fundamental rational environment but at the same time is a part of a human mental being, reflecting personal sentiment and group narratives.

This paper investigates the role that investor sentiment plays in asset pricing. While behavioral finance continue to be a relatively new approach in the field of financial research, one of the important areas that researchers have managed to develop is the role that noise traders play in determining asset prices [8]. One of the prominent examples of behavioral incorporation into classical pricing model theory is behavioral SDF (β-SDF) developed be Hersh Shefrin.

In the recent paper we will try to incorporate behavioral sentiment variables into beta model analyzing cluster peculiarities of sentiment dependent companies.

Literature Review

In this part we will provide a brief outlook of the literature relevant...
to the research, from the general theory point of view, and from exact research topics.

Most of the risk incorporated asset valuation models have appeared on the base of the efficiency theory. For example the CAPM model consider the systematic risk as the single risk factor presenting a microstructural aspect. However, it is obvious that there are huge number of other risk factors which companies face today. Some of these factors are bankruptcy risk, currency risk, supplier risk, etc.

As a result, a lot of research was done in the field of identifying the most robust and predictive risk factors following different hypothesis bounded by the available data from traded stocks. A deep research was done by Fama and French [9], they found that value and size are the most robust factors outside of market risk to explain the return of stocks. The scientists published their results on these factors in 1992 at first and later have continued to define findings. The same way, in order to develop an extension of the original CAPM, Acharya and Perderson [10] have inserted a recent risk factor called systematic risk adjusted to liquidity risk.

Nevertheless, at the same time the study of the literature reveals the current concern about the relationship between equity risk and available information. Proof of this interest is the recent works of [11-15] etc. Arfaoui and Abaoub [11] studied how the local equity depends on the influence of inflation, local investment, budget surplus, financial development and trade openness risk factors. Morelli [12] explores the relationship between security returns and beta, size and book-to-market equity. Driessen et al. [13] developed a new econometric model to estimate the risk and return of an asset using cash flow. Boz et al. [14] analyze whether Financial Reporting Standard (IFRS) has affected determinants of stock risk. Babenko et al. [15] provided results that economic variable correlated with the history of idiosyncratic shocks would help to explain expected returns.

Another group of existing literature, which justifies the interest of our research, consists of articles that analyze the determinants of equity risk for a sample of companies in the tourism sector. Here are several recent papers: [16-21]. We must admit that going down to a sector level can provide more accurate results on risk assessment. It should be remembered that the country and industry are important factors of the share valuation process if we want to explain the systematic equity risk. Engle et al. [22] studied how country and industry contribute to the systematic risk of the European financial. Mar-Molinero [23] showed that the crisis of 2008 affect the main determinants of risk. Growth, business productivity, liquidity and the size of the business, shifted to the core factors for risk explanation.

Systematic risk levels vary depending the sector of economy [24]. Engle et al. [22] in their paper underlined the importance to differentiate between country and industry for proper share valuation process inside of systematic risk model. In the following paper we continue research of Angel et al. [25] using the set of companies from US tourism industry. Hospitality sphere seems to be very promising because it covers more than 3% of US GDP and plays important role in economic power together with reflexing economic trends. Necessity to combine finance and hospitality was claimed by Park and Jang [26]. Some recent papers analyze the determinants of equity risk for a sample of companies in the tourism sector: [14,16,21,25].

The other field of knowledge appeared on the frontier of social psychology and finance in parallel to efficient market theory. Selden [27] wrote Psychology of the Stock Market. The prominent book developed the idea that most of the stock movements are derivative of personal and institutional mental attitude. In 1956, the US psychologist Leon Festinger introduced a concept of cognitive dissonance, it was a new notion in the field of social psychology [28]. Pratt [29] distinguish risk aversion, and utility function as a proportion of total assets. Tversky and Kahneman [30] developed a judgmental heuristic, when an individual analyze the frequency or probability depending its availability. In 1974 they described representativeness, availability and anchoring as three main heuristics used under uncertainty. They also present a critique of expected utility theory. In another important paper a framing concept was introduced. Kahneman et al. [31] reported some experiments on loss aversion, showing that such actions as far as endowment are preferable in the market with possibility to learn, so they conclude loss aversion and endowment are the core pillars of preferences.

The framework for such research is the asset-pricing model described. And some later Baker and Wurgler [35] reported that relationship between realized returns and characteristics such as size and B/M could be controlled by the sentiment. Shefrin [7] proposed a behavioral approach to asset pricing through behavioral SDF model based on research of behavioral capital asset pricing theory [36]. Antoniou et al. [37] provided the research to validate the CAPM through the sentiment possible influence. A wide range of literature appeared on the fringe of sentiment variables, stock fluctuations and risk measurement at the beginning of XXI century. Bandopadhyaya and Jones [38] developed a special index using the public data and grouping firms to represent the whole market in one index, he found that sentiment fluctuations appeared of news or mental attitude change could explain a significant part of changes in the stock index. Baker and Wurgler [35] made a well-known index using a “top down” approach for stock market modeling, they consider sentiment to have external source. They provided the clear evidence to sentiment measurement and showed that sentiment fluctuations affect stock market and separate firms. Hwang and Salmon [39] described the routes of beta herding (moving together in the same direction) when the market is moving smoothly. On the other side they noticed that crises push investors to seek out fundamental value rather than herd. The herding gave us the reason to differentiate the periods of sentiment to have correct effect and impact on asset return.

Chang et al. [40] provided similar research in the field of idiosyncratic risk which has positive correlation with overconfidence; the result was equal both for individuals and market level. Moreover, he found that controlled overconfidence could decrease the positive trend. Hachicha and Bouri [41] in his research analyzed the stock return and showed that sentiment changes and fluctuations have a great correlation with return. Ling et al. [42] used vector autoregressive models and provided an evidence for positive relation between investor sentiment and returns in the field of estate markets.

Finter et al. [43] developed a sentiment indicator for Germany and checked how it can help to explain the level of return. He combined some wide-spread sentiment variables and constructed index based on principal component analysis. Boido and Fasano [44] reconcile the sentiment and defined it as a wish to speculate, they found positive link
between sentiment and speculation. It is definite that different stocks have different level of sentiment sensitivity, and the riskiest to arbitrage are the stocks which are difficult to value. Antoniou et al. [37] considered how sentiment mediate the profitability of price momentum strategies. They found that profit increases within optimistic periods. He fined that small investors are frightened to sell loosing stocks during optimistic wave. Using a standard Fama and French approach they distinguished that beta is positively significant during pessimistic period. The most important finding is that the rational models are dominant and better work in the market only when the number of rational agents prevail. Stambaugh et al. [45] analyzed the number of anomalies and sentiment effect on it.

Chung et al. [46] analyzed two types of economic state, he found that expansion state allows the sentiment to have strong predictive evidence, at the same time returns of portfolio cannot be explained by sentiment during recession and it becomes insignificant. Antoniou et al. [47] explore how beta is priced within different emotional periods. He reported that beta is positively priced if the sentiment is negative and reflects pessimistic state in the market. It was also found that negative pricing is followed by optimism state but the evidence is not strong. Chow and Klein [48] considered sentiment sensitive and insensitive stocks and provided information that insensitive stocks stochastically dominate over sentiment sensitive stock.

Brilliant and key researcher in the field of behavioral finance, Shefrin [49] using data from 1999 to 2014 provided the proof to negative correlation between size and risk judgement, on the contrary having positive relation to beta and book-to-market equity. Fong and Toh [50] showed that investor desire to poses stock with high lottery payoff is dependent on investor sentiment. Bordo and Fassano [44] used a CAPM model researching connection of sentiment and return, explaining the difference between standardized market models and real asset pricing behavior.

Some other recent papers which defend the relevance of the following research are Yu and Yuan [51], who provided the evidence of positive link between conditional variance within negative sentiment state and expected return. Stambaugh et al. [45] analyzed a number of anomalies and provided a robust evidence of anomaly strengthening during high sentiment period. Mclean and Zhao [52] analyzed the sensitivity between investments, sentiment and financial information. Jurek and Stafford [53] considered downside market risk rate of return related to alternative type of investment. Habib and Hasan [54] researched the effect of overvaluation on business strategy and future stock-price crash risk. It was cleared that innovative strategies are under risk concerning possible future stock-price crash.

The other papers which underline the cross-relation between risk management, sentiment and applied methodology are works of Deeney et al. [55] who made a novelty attempt to make a sentiment index for crude oil market showing that sentiment affects risk not only financial markets but a commodity market also. Authors developed variables similar to Baker et al. [56] sentiment index but relevant to oil market. Using principal component analysis they demonstrated that sentiment influence WTI (West Texas Intermediate) and BRENT markets. Antoniou et al. [57] provided a regression analysis and found a very important implication of sentiment variable. They had indicated that company management can use CAPM to provide capital budgeting decisions only in pessimistic periods, but not for optimistic ones. It was assumed to happen because periods of optimism attract equity investment of unsophisticated and overconfident traders in risky shares, but during the state of pessimism, noise trading is lower, so that traditional beta pricing prevails. This paper highlights the interrelation between behavioral finance, sentiment and risk management and underline the possibility to use beta as the measurement of risk. Frugier [58] made a comparative analysis of forty-six shares from EURO STOXX using State Street Investor Confidence Index as sentiment variable and he found an evidence that portfolios with integrated sentiment are less risky and have higher return, so far taking into account the imperfect rationality of investors such result can help to establish a better models for market analysis which should not be bounded by optimistic or pessimistic state, but should be improved and complexified.

Basing the previous papers on the topic of sentiment and risk we will conduct our research to measure correlation between sentiment coefficient and beta.

As far as beta is a systematic risk and it reflects a numeric measurement of the fluctuations of a stock against changes in the overall stock market, we can conclude that beta measures the responsiveness of a stock’s price to changes of the overall stock market. Cederburg and O’Doherty [59] found the positive link between market volatility and conditional beta, while having negative between beta and premium.

By this, we will find which companies are more subjected to sentiment. We will be able to understand which company has a risk measure, which is mostly affected by sentiment, and who fluctuate mostly because of sentiment changes. So-called sentiment affected risk.

The more beta of the stock is correlated to sentiment - the more sentiment affects the evaluation of the risk of the stock by investor.

Sentiment coefficient and company’s data are taken for American market to continue research of Angel et al. [25] in which the beta and available information were analyzed. In the current research we will analyze the peculiarities of the companies with high regression between beta and sentiment, so called sentiment affected companies through regression and cluster analysis, defining the specific of such companies.

Calessens et al. [60] define one of the peculiarities of firm specific weakness is high level of leverage as the part of firm financial instability. Berkmen et al. [61] proved that countries with more leveraged domestic financial systems, stronger credit growth, and more short-term debt suffer a larger effect on economic activity. We hypothesis that companies with low level of financial stability have stronger dependence between beta and sentiment, so far reflecting sentiment situation on market. From methodological point of view, cluster analysis will provide us the basis to differentiate the group of companies depending level of regression between beta and sentiment. Hollenstein [62] grouped firms into clusters which are similar in terms of a large set of innovation indicators and identified five clusters to be analyzed having completely different configuration. Tola et al. [63] proved the analytical importance of cluster analysis using it for portfolio optimization technique.

Taking into account the conducted literature review we can establish two hypotheses contrasting our paper:

H1: High-low period of sentiment influence on the value of systematic risk coefficient ($\beta$).

H2: Relationship between systematic risk coefficient ($\beta$) and sentiment is stronger in the group of companies with low level of financial stability comparing to the full sample of companies.

Our study offers new findings to several branches of literature, it contributes to a branch of behavioral finance that studies how
mispricing affects real investment and to the growing literature on risk management, providing additional information for the behavioral versus neoclassical finance debate. We contribute to such specify topics as: sentiment effect on cost of capital and investor risk measure.

Our research provides additional data to the above mentioned fields of research, opens new topics for discussion and future development. It will help to build new questions for future: does the high sentiment push the beta to grow? If beta and sentiment are positively correlated, does it mean that fluctuation of company stock converge to market fluctuation in the period of positive sentiment, does traders avoid risk and tend to herding in that period?

We would like the researches to dive deep into the direction of the questions mentioned above, trying to understand better the specific of stock market risk evaluation. Our paper developed as following: in chapter 2 we provide the model and methodology, in chapter 3 we discuss results and chapter 4 continues with conclusion, limitation and future research routes.

Methodology
In this chapter we provide the methodological part of our research, following the structural logic, at first, we explain and provide the beta calculation, later we estimate sentiment through the construction of compound sentiment index, on the next step we study relation between sentiment and systematic risk and finally provide cluster analysis to understand the economic and financial characteristic of companies which show the significant relation between beta and sentiment.

Systematic risk ($\beta$) estimation
To continue our previous research we conduct the methodological part based on the data used before, we proceed with sample of 79 American firms in the tourism industry, specifying sectors of Arts, Entertainment, Recreation and Accommodation and Food Services. We proceed to use period of years 2004-2013. Data have been obtained from Bureau Van Dijk database (the Orbis data base) for all company accounting information and from sites, www.bea.gov (Bureau of Economic Analysis), www.bls.gov (Bureau of Labor Statistics) y www.ec.europa.eu/eurostat (Eurostat) for the macroeconomic data and www.stoxx.com and www.yahoo.finance data for stock indices and rates. Beta ($\beta$) is the dependent variable of the study (the systematic equity risk of the sampled companies) is estimated by the following regression model:

$$R_{it} = \alpha + \hat{\beta}_i R_{mt} + \mu_{it},$$

Where:

- $i$ identifies the number of companies in the sample 1……79
- $t$ represents the number of scanned fiscal years, 2004…2013
- $R_{it}$ is the return on stock $i$ at a time $t$
- $\hat{\beta}_i$ identifies the beta of stock $i$ in year $y$
- $R_{mt}$ identifies profitability of the market portfolio in period $t$
- $\mu_{it}$ is the random regression residual, assuming hope = 0 and constant variance

Beta is estimated monthly for each of the 79 companies, from daily returns. Dow Jones Industrial Average Index is the market portfolio used to estimate betas, from which daily returns is calculated according to the equation:

$$\ln(\frac{R_{it}}{R_{it-1}})$$

On which:

- $I_t$ is the value of the index at the end of the day $t$
- $I_{t-1}$ is the value of the index at the end of day $t-1$

In the following Table 1, we can see the descriptive statistics of the beta calculation.

Descriptive statistics demonstrate the characteristics of the analyzed sample:

1) Total number of observations is 58 vs. 72 in full scope, as far as 14 companies were chosen to be not relevant due to lack of data and its representativeness.
2) We observed 10 years and received 6960 monthly beta values
3) Average beta is 0.865 and median is 0.901 that means that most of the companies in the sample are less volatile than the market.
4) Highest beta is 12,713 and lowest is -35,747, that shows some extremums during period under consideration
5) Quantile data shows that 13.5% of observations were negative providing inverse relation to market volatility, showing opposite direction to the market.

Compound sentiment index construction
To analyze the relation between beta and sentiment, we need to construct a sentiment index in SPSS software as far as no pure sentiment measure reflect all market peculiarities at the exact time, but using sentiment index we approximate to the real matter of state.

In the last years have appeared a number of studies on the influence of investor sentiment on stock market. But there is no decision on investor sentiment measure. There are mostly 2 main categories: down-top (survey-based and direct measure of sentiment) and top-down investor sentiment measure. There are mostly 2 main categories: down-top (survey-based and direct measure of sentiment) and top-down (market sentiment indices) [35].

A top-down approach is calculated based on stock market transaction activities. For example, Baker and Wurgler [35] develop a composite index of sentiment (S) based on six proxies for sentiment: NYSE share turnover, the closed end fund discount, the equity share

| Frequency | HIGH |
|-----------|------|
| No. of years | 10 |
| No. of companies | 58 |
| No. of observations | 6960 |

Central tendency:
- MEAN 0.865
- MEDIAN 0.901

Variation
- Highest var. 12,713
- Highest var. -35,747
- ST.DEV 1.351

| Position | PERCENTILE 75% | PERCENTILE 50% | PERCENTILE 25% | PERCENTILE 13.5% |
|----------|----------------|----------------|----------------|------------------|
|          | 1.405          | 0.901          | 0.383          | 0.000            |

Table 1: Beta descriptive statistics.
in new issues, the number and average first-day returns on IPOs and the dividend premium. The other reliable indexes are VIX (CBOE volatility index), put-call ratio etc. From the other side all down-top investor sentiment indices are gathered from household or expert reports, answers and opinions. The respondents need to express their prediction of stock market or any future feelings on the prospect of the economy or personal financial expectations on monthly or weekly base. Good example of survey-based sentiment indices are all kinds of Consumer Confidence indexes like Conference Board Consumer Confidence Index, the Investors Intelligence sentiment index or the University of Michigan Consumer Sentiment Index which will be used in our research [55].

We must admit that the selection of sentiment index or surveys are mainly matter of personal chose, it is an arbitrary work to capture different information on the purpose of the study and data. This thesis employs both survey-based and market-based investor sentiment indices to reflect as much sentiment peculiarities as possible.

From a top-down approach we rely on sentiment definition appeared in Baker and Wurgler [35]. The idea is that most of the down-top approaches reflect mass psychological effects while the top-down approach aggregate sentiment and its effects to market returns and individual stocks. Every year the information is published on the Jeffrey Wurgler web page http://people.stern.nyu.edu/jwurgler/.

He provides a monthly sentiment index which is constructed on a base of the six proxies: trading volume as measured by NYSE turnover; the dividend premium; the closed-end fund discount; the number and first-day returns on IPOs; and the equity share in new issues.

The second top-down index was chosen to be CBOE Volatility Index (VIX) which is based on the S&P 500 Index (SPX) and estimates expected volatility by averaging prices of puts and call. The data was taken from: http://www.cboe.com/vix.

Kadilli [64] proposed to use a down-top sentiment variables for USA confidence index from OECD as the most used index data to measure field sentiment within final consumers and business, including business, consumer confidence index composite leading indicator, and also Michigan university confidence index and American association individual investor index.

Using these indicators will help us to use partial down-top approach reflecting individual and mass psychology.

More precisely the indexes from OECD database (http://www.oecd.org):

CCI: The composite leading indicator (CLI) provides early signals of business cycle changes through the vibration of the economic activity.

BCI: The business confidence index (BCI) is comparing enterprise answers and opinions against normal state of production and expectations.

CCI: The consumer confidence index (CCI) is comparing household answers and opinions against normal state of future expectations and individual plans.

In the following diagram 1, we can see the fluctuations of Consumer Confidence Index, which showed the negative inclination from 2003 to 2009 and then light growth from 2009 to 2013 (Figure 1).

UMCSSent: The University of Michigan sentiment index based on household phone surveys about overall economic situation.

AAII: American Association individual investor index shows bullish-bearish-neutral feeling of individual investors about stock market in 6 months.

Below, in diagram 2, we observe the example of the weekly diagram on American Association individual investor index, showing the percent of responses to measure market in 6 months questioned in April 2018 (Figure 2).

To be able to measure and compare AAII index to the other indexes, we decided to give weight “1” to bearish, “0” to neutral and “-1” to bearish voice in AAII data, transferring answers into scale datum.

In the current research we use PCA (principal component analysis) to produce a linear combination of the proxies. The first principal component is the linear combination of the proxies which hold the maximum variance compared with other linear combinations subject to normalization. Deeney et al. [55] found that prices in the oil industry are under pressure by the sentiment constructed with the help oil market proxies combined into index.

We follow the research of Wold et al. [65] who described the technique of principal component analysis, he postulates that data should be centralized and normalized before being used. To prepare data we conducted a mean correction by subtracting a mean from each variable to centralize (eqn. (3)) and at the next stage we normalized each data variable by dividing variables to its standard deviation by which we avoid scaling and weight issues (eqn. (4)).

\[
m_j = (x_{j1} + \ldots + x_{jn}) / I
\]

\[
s_j = \sqrt{\sum_{i=1}^{n} (x_{ij} - m_j)^2 / I}
\]
The full equation for auto-scaling is below, we subtract a mean from each variable and divide by its standard deviation:

$$x^{ij}_j = \frac{(x^{ij}_j - m_j)}{s_j}$$  \hspace{1cm} (5)

On which:

- $X^{ij}_j$ is the value of each variable t
- $m_j$ is mean of data set
- $s_j$ is the standard deviation of data set

Abdi and Williams [66] provide a methodology to receive proper results for principal component analysis in SPSS. We need to follow the main assumptions of statistical methodology, we must confirm the existence of linear relationship between all variables, check the sampling adequacy and make a test of sphericity to have suitable data for reduction.

Below, in Table 2 we provide the correlation coefficients between variables to check linear relationship between all sentiment variables.

The data in Table 2 shows that:

a) There is small correlation between top-down (S, VIX) and down-top approaches, S correlate from 0.118 to 0.409 comparing to confidence indexes.

b) Consumer Confidence index (CCI) highly correlate to University of Michigan index by 0.981

c) Volatility index (VIX) has negative correlation to all other indexes

d) American Investor index (AAII) had lowest correlation to all other indexes

e) Business confidence index (BCI) is highly correlated to all index, but very low correlation to consumer index (CCI). If we look at the diagram 3, we can conclude that at the stage of 2008 crisis, business was late to expect it and earlier reveal growth comparing to consumers. It is an interesting observation, which push us to define business to be more optimistic comparing to consumers. And we tend future researches to analyze such phenomenon (Figure 3).

According to correlation matrix and due to interest of research we avoid CCI index and use only UMCSENT index, we keep other indexes for PCA to achieve compound result reflecting both top-down and down-top approaches.

Following Leech et al. [67], the assumptions for principal component analysis include sample size issues, we need to determine factorability of the data set matrix at whole. We make the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and Bartlett’s test of sphericity to have suitable data for reduction.

Sampling adequacy is done through the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy for the overall data set. They provided 0.5 (value for KMO) as minimum, values between 0.7-0.8 acceptable, and values above 0.9 are perfect. Looking at the Table 3, the KMO measure is 0.707, which is close of 0.8 and therefore can be completely accepted. Bartlett’s test of sphericity is provided to have

Table 2: Correlations of variables for PCA.
suitable data for reduction. From the Table 3, we can see that the Bartlett’s test of sphericity is significant (0.00). That is, significance is less than 0.05. In fact, it is actually 0.00, i.e. the significance level is enough to reject the null hypothesis. This means that correlation matrix is not an identity matrix (Table 3).

Following Wold et al. [65] we demonstrate the values in Table 4, which indicate the proportion of each variable's variance that can be explained by the principal components (Table 4).

Obviously, the procedure of constructing the sentiment index is not perfect and has no universal rule, however, but the advantage of constructing a composite index for sentiment versus examining the component series separately is that the composite index allows the relative strength of the components to change over time. To be able to produce a compound index we continue approach developed by Wold et al. [65]. In Table 5 we check for relevance and select the first component variation to represent compound sentiment index (Table 5).

Regarding the results obtained in the Table 5, we can construct a compound index using the coefficients in the column 1 of Table 5. The PCA model provide the following compound sentiment index:

\[ CI = 1.185 \times S + 0.161 \times BCI - 0.076 \times CLI - 0.136 \times UMCSent + 0.063 \times AAII + 0.244 \times VIX \]

In Figure 4 we show the fluctuation of compound index within period of consideration, we see that CI was negative during world financial crisis of 2008 and neutrally positive within other periods (Figure 4).

To identify whether a particular formation period is optimistic or pessimistic we use an eqn. (6), where we calculate a weighted rolling average of the compound index (WMA(CI)) of the sentiment level for the three months prior to the end of the formation period. On the back of the approach developed by Antoniou et al. [47], we give a weight of three to sentiment in the prior month, two to the one in the month prior to that and one to the month three months prior to the current month. A formation period is classified as optimistic (pessimistic) if the three-month rolling average ending in month t belongs to the top (bottom) 30% of the three-month rolling average sentiment. At the end we have 3 periods of high, low and neutral sentiment.

\[ WMA(CI)=3 \times CI_{t-1}+2 \times CI_{t-2}+1 \times CI_{t-3}/6 \]  \hspace{1cm} (6)

Below, we present the Figure 5 reflecting high-neutral-low period of weighted moving average compound sentiment index. Most of the time sentiment kept in neutral period, it was high before crisis 2008 and low after it, in 2011 we also found signals of high sentiment. WMA (CI) provide us more accurate data comparing to pure compound index showed on Figure 5.

**Regression between beta and compound sentiment index**

For the research we apply the regression approach which was used in Cornell et al. [68].

We apply the following model:

\[ \beta_{it} = \alpha_{i} + \sum_{j} a_{ij} CI_{m} + \epsilon_{i} \]

Where:

- \( \beta_{it} \) identifies beta as dependent variable of firm i in month t
- \( a_{ij} \) is the correlation coefficient of each indicator
- \( CI_{m} \) is independent variables from compound sentiment index
- \( \epsilon_{i} \) is error for each firm in any period.

We applied linear regression analysis for a set of data, analyzing each pair of regression results.

At first stage we conducted a regression analysis for full range of data, and then divided it for high, low and neutral period according to methodology from Antoniou et al. [47]. We regress beta to both Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.707
Bartlett's Test of Approx. Chi-Square Sphericity 4,47,571
df 15
Sig. 0.000

| Component | Initial Eigenvalues | Extraction Sum of Squared Loadings |
|-----------|---------------------|-----------------------------------|
| Total     | % of Variance       | Cumulative %                      | Total | % of Variance | Cumulative % |
| 1         | 3.520               | 58.668                            | 3.520 | 58.668        | 58.668       |
| 2         | 1.146               | 19.094                            | 1.146 | 19.094        | 77.762       |
| 3         | 583                 | 9.724                             | 583   | 9.724         | 87.486       |
| 4         | 419                 | 6.988                             | 419   | 6.988         | 94.474       |
| 5         | 227                 | 3.788                             | 227   | 3.788         | 98.262       |
| 6         | 104                 | 1.738                             | 104   | 1.738         | 1.00.000     |

**Table 3: KMO and Bartlett’s test.**

**Table 4: Data reduction test for PCA.**

**Table 5: Component score coefficient matrix.**
Compound index and to weighted moving average index to check for the better model response. The full results are provided in Appendix 1. We noticed that some companies are better react to CI while the other better react to WMA. As far as some companies are better regress to weighted moving average sentiment index and others to direct sentiment index, we made a weighted average for both indexes given a weight of 50% to weighted moving average compound index (WMA (CI)) and 50% to pure compound index (CI), by this we average the result and decrease the possibility of mistake due respect to calculation method. The full results could be found in Appendix 2.

In the following Table 6, we provide the descriptive statistics of the regression part of the research referring to $R^2$ (Table 6).

![Figure 4: Compound index 2004-2013.](image1)

![Figure 5: Weighted moving average compound index 2004-2013.](image2)

Descriptive statistics shows the specific of the analyzed sample and provide the support for the hypothesis 1:

1. Total number of company observations is 58 vs 72 in full scope, as far as 14 companies were chosen to be not relevant due to lack of data and its representativeness.

2. Average regression between beta and sentiment is twice higher during high emotional periods [high/low] sentiment period $R^2$ mean is 4.8% vs. 2.3% during neutral period.

3. Regression range variate from 0% up to $R^2=25\%$ analyzing full period

4. Maximum $R^2=25\%$ during high sentiment period

Standard deviation (σ) is higher during emotional periods [high/low vs. neutral], grow from 3% to 4.9%. I.e., grow of variation to the median.

Percentile variation confirm that during neutral sentiment period $R^2$ is lower.

Here we confirm the hypothesis 1, that sentiment period influences the value of the systematic risk coefficient ($\beta$) and it depends on high-low period of sentiment, it is proved by the regression analysis and descriptive results. The level of $R^2$ does not allow us to postulate that sentiment is the main antecedent of the systematic risk coefficient, but we see that $R^2$ mean is twice higher during high and low sentiment periods, making a support to the idea that during emotional periods the referent shares follow the volatility of the benchmark market stronger, comparing to the neutral period, so far giving a support to the hypothesis 1. Our results help to establish the strategy for traders within different emotional periods, for example during high or low sentiment periods is better to follow beta rather than trading against beta could be more profitable during neutral period.

### Cluster analysis
To check the hypothesis 2 we provided a 2-steps K-mean clustering, basing Madhulatha [69] comparative research. Cluster analysis was chosen as method for dividing data into groups that are meaningful. It is used for sentiment dependent company computation and finding its peculiarities. A simple partitional clustering divides data into non-overlapping groups. A prominent algorithm for clustering is K-means where data are grouped into a predetermined number of clusters specified by user.

We used the following algorithm:

1. We chose 5 clusters for each of sentiment period (full, high, neutral, low).

2. We range clusters in each sentiment period (full, high, neutral, low) by giving the name of “1” to the less sentiment affected cluster and “5” to the most sentiment affected.

3. We gave weights to each company, weight of 1 to cluster 1 and weight of 5 to cluster 5, so far weighting them by the level of sentiment dependence, the more value – in the higher cluster company were settled before.

4. We made the second K-mean cluster analysis using the total weights received on the previous step.

5. We form 3 clusters, where “1” cluster name to the group of low affected companies and “3” to the most affected.
The complete results of the step by step cluster process could be found in Appendix 3. We also provide the full list of companies in the Appendix 4 depending on the cluster. Most of the companies got into the low sentiment affected group-25 companies, 7 companies were put into high sentiment affected cluster and 26 into neutral.

Claessens et al. [60] provide a firm specific weakness. He postulates that high level of leverage is the part of firm financial instability. Berkmen et al. [61] showed that countries with more leveraged financial systems, stronger credit growth, and more short-term debt tended to suffer a larger effect on economic activity, showing financial instability. We hypothesis that companies with low level of financial stability have stronger dependence between beta and sentiment, so far reflecting sentiment situation on market and should be inside of the cluster of high sentiment affect companies (cluster “3”).

To analyze the accounting and financial stability of each cluster we base our research on the findings of Claessens et al. [60] and Berkmen et al. [61]. We use the ratios of size, financial leverage and other financial rates from Angel [25]:

Current ratio (CR), Financial leverage (FL), Asset turnover ratio (AST), Total debt to asset ratio (LV1), Long-term debt to equity (LV2), Size (SZ1) as natural logarithm to total assets, Income after taxes (IAT), Operational leverage (OL).

Table 7: Cluster analysis results.

| Sentiment affect | Count | CR   | FL    | AST   | LV1  | LV2  | SZ1  | IAT   | OL    |
|------------------|-------|------|-------|-------|------|------|------|-------|-------|
| High [“3”]       | 7     | 1.09 | 3.98  | 0.62  | 0.71 | 3.35 | 7.80 | 173.59 | 0.12  |
| Neutral [“2”]    | 26    | 1.09 | 3.46  | 1.18  | 0.62 | 1.92 | 7.02 | 320.35 | 0.09  |
| Low [“1”]        | 25    | 1.33 | 3.49  | 1.22  | 0.56 | 2.28 | 5.64 | 49.31  | 0.09  |
| Total            | 58    | 1.21 | 3.55  | 1.12  | 0.60 | 2.30 | 6.44 | 163.86 | 0.09  |

Number of companies (Count), Current ratio (CR), Financial leverage (FL), Asset turnover ratio (AST), Total debt to asset ratio (LV1), Long-term debt to equity (LV2), Size (SZ1) as natural logarithm to total assets, Income after taxes (IAT), Operational leverage (OL).

To analyze the accounting and financial stability of each cluster we base our research on the findings of Claessens et al. [60] and Berkmen et al. [61]. We use the ratios of size, financial leverage and other financial rates from Angel [25]:

Current ratio (CR), Financial leverage (FL), Asset turnover ratio (AST), Total debt to asset ratio (LV1), Long-term debt to equity (LV2), Size (SZ1) as natural logarithm to total assets, Income after taxes (IAT), Operational leverage (OL).

In the Table 7 we grouped the companies by the level of regression between beta and sentiment and proved that relationship between systematic risk coefficient (β) and sentiment is stronger in the group of companies with low level of financial stability comparing to the full sample of companies confirming the hypothesis 2 [74]. Group of companies whose beta is stronger affected by sentiment (high[“3”]) keep the features of big unstable companies with not effective financial control, high level of leverage and less possibility to pay debts [75-77].

**Conclusion and Limitation**

This paper put the aim to investigate the role that investor sentiment plays in systematic risk. Current research focused on the idea that a firm stock level has the antecedents not only of a fundamental rational environment but at the same time is a part of a human behavior, reflexing personal group narratives and sentiment.

In our research beta (β) plays a role of a valid objective and systematic equity risk measure, which allows to calculate the return of capital. Classical Capital Asset Pricing Model (CAPM) defines the variables, which influence on systematic risk coefficient (β) from efficient market hypothesis (EMH) point of view, i.e., traders being rational and leaving no space for sentiment existing on the market.

We decided to test if the level of systematic risk depends on the sentiment level and varies within group of different companies. Evidence on the validity of our research will help the stock market players to pay attention to sentiment levels and choose the proper group of companies to invest depending on the period of high-low sentiment and characteristics of chosen company.

We chose the hospitality sector because the importance to variate between industry and country was proved and found that different sectors of economy keep different systematic risk levels. Hospitality covers more than 3% of US GDP and plays important role in economic power together with reflecting economic trends, we follow the paper using the data set of companies from US tourism industry. In this paper we test 2 hypotheses; the first hypothesis postulate that high-low period of sentiment influence on the value of systematic risk coefficient (β), i.e., that beta of each company will have different value depending the state of sentiment environment on market. The second hypothesis posits that relationship between systematic risk coefficient and sentiment is stronger in the group of companies with low level of financial stability comparing to the full sample of companies, i.e., that companies with low level of financial stability bearing stronger pressure during emotional explosion on the market. To say the simple words, if sentimental situation on the market aims to the negative or positive extremum, the companies with low level of financial stability will strongly follow market trend comparing to more stable companies.

Our results support all hypothesis, showing that that systematic risk coefficient (β) is dependent on high-low period of sentiment. We found that average R² between beta and sentiment is twice higher during high emotional periods (high [low]) sentiment period, R² mean is 4.8% vs. 2.3% during neutral period. The second hypothesis was...
also confirmed, companies which are strongly affected by sentiment keep the features of big unstable companies with not effective financial control, high level of leverage and less possibility to pay debts. Our paper also confirm possibility to differentiate companies into different groups due to their reaction on sentiment and it postulate that high-low period of sentiment affect differently on companies from different clusters.

We would like to underline the main finding of the research, we found that:

a) Period of sentiment influence on the value of systematic risk coefficient ($\beta$).

b) Relationship between systematic risk coefficient and sentiment is stronger in the group of companies with low level of financial stability.

The results of our research is in line with findings found the traders are more likely to be prone to behavioral biases such as overconfidence, which can cause them to under-assess risk during optimistic periods. It also partially in line who hypothesize that periods of optimism attract equity investment by unsophisticated and overconfident traders who under-assess risk.

The limitation of our research could be gathered into 4 main groups - related to data, methodology and framework of the research. More precisely are:

a) The database could be expanded,

b) The other sentiment index could be found due to change in sentiment compounds and other variables chosen,

c) The other ways to measure connection could be used, for example panel threshold regression, time series regression or mean variance analysis, cluster analysis technic might be improved.

d) The other ways to measure stability, indicators and factors could be used.

This paper shed the light to cross relation of beta and sentiment in the market, our findings expand the knowledge of peculiarities of sentiment affected companies, and provide deeper understanding of risk assessment during different emotional periods of the market. But future researchers should put the effort on the stronger deep dive analysis: we ask them to understand better and find more antecedents of sentiment affected companies, to make a comparative analysis within different sectors of economy and different countries, increase the time factor under consideration, the more important is to understand the route of dependence – is it general sentiment who affect companies or vice versa. This latter investigation would be beneficial to stock market actors, policy makers and researchers seeking to control irrational fluctuation and speculation with its associated impact on the special company or on economy in general.
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