Shear induced instabilities in layered liquids

Günter K. Auernhammer and Helmut R. Brand

Theoretische Physik III, Universität Bayreuth, 95440 Bayreuth, Germany

Harald Pleiner
Max-Planck-Institute for Polymer Research, P.O.Box 3148, 55021 Mainz, Germany

(Dated: February 5, 2022)

Motivated by the experimentally observed shear-induced destabilization and reorientation of smectic A like systems, we consider an extended formulation of smectic A hydrodynamics. We include both, the smectic layering (via the layer displacement \( u \) and the layer normal \( \hat{p} \)) and the director \( \hat{n} \) of the underlying nematic order in our macroscopic hydrodynamic description and allow both directions to differ in non equilibrium situations. In an homeotropically aligned sample the nematic director does couple to an applied simple shear, whereas the smectic layering stays unchanged. This difference leads to a finite (but usually small) angle between \( \hat{n} \) and \( \hat{p} \), which we find to be equivalent to an effective dilatation of the layers. This effective dilatation leads, above a certain threshold, to an undulation instability of the layers. We generalize our earlier approach [Rheol. Acta 39 (3), 15] and include the cross couplings with the velocity field and the order parameters for orientational and positional order and show how the order parameters interact with the undulation instability. We explore the influence of various material parameters on the instability. Comparing our results to recent experiments and molecular dynamic simulations, we find a good qualitative agreement.

I. INTRODUCTION

Submitted to an applied shear flow, many complex liquids show an interesting coupling between their internal structure and the flow field. For smectic A like systems (including block copolymers, lyotropic systems and side-chain liquid crystalline polymers) this coupling may induce reorientation of the layers. Experiments on a variety of systems which differ significantly in their microscopic details show nevertheless striking similarities in their macroscopic behavior under shear. The systems under investigation include block copolymers [1, 2, 3, 4, 5, 6], low molecular weight (LMW) liquid crystals [7, 8, 9], lyotropic lamellar phases (both LMW [10, 11, 12] and polymeric [13]), and liquid crystalline side-chain polymers [14, 15]. These experiments use either a steady shear (typically for the low viscosity systems e.g. in a Couette cell) or large amplitude oscillatory shear (often in the highly viscous polymeric systems, e.g. in a cone-plate or plate-plate geometry). Due to these experimental differences a direct comparison between the different systems is not always straightforward. The common features of all these experiments can be described as follows. Starting with an aligned sample where the layers are parallel to the planes of constant velocity (“parallel” orientation), the layering is stable up to a certain critical shear rate [2, 3, 4, 5, 6, 10, 11, 12]. At higher shear rates two different situations are observed. Depending on the system either multi-lamellar vesicles (“onions”, typically in lyotropic systems) or layers perpendicular to the vorticity direction [1, 2, 3, 4, 5, 6, 13, 14] (“perpendicular” orientation, typically in solvent free systems) form. In some of the systems a third regime is observed at even higher shear rates with a parallel orientation [5, 10]. If the starting point is rather a randomly distributed lamellar phase, the first regime is not observed [4, 10, 12, 16]. This last point illustrates that experiments on layered liquids depend on the history of the sample. In our further discussion we will restrict ourselves to systems showing a well aligned parallel orientation before shear is applied.

The experimental similarities between different systems indicate, that the theoretical description of these reorientations can be constructed, at least to some extent, from a common basis independent of the actual system (on the other hand, a description including the differences between the systems under investigation must refer closer to their microscopic details). When looking for a macroscopic description, the well established standard smectic A hydrodynamics [17, 18, 19, 20] is a good starting point for such a theoretical approach.

As first shown by Delaye et al. [21] and Clark and Meyer [22] thermotropic smectic A liquid crystals are very sensitive against dilatations of the layers. Above a very small, but finite, critical dilatation the liquid crystal develops undulations of the layers to reduce the strain locally. Oswald and Ben-Abraham considered dilated smectic A under shear [23]. When a shear flow is applied (with a parallel orientation of the layers), the onset for undulations is unchanged only if the wave vector of the undulations points in the vorticity direction (a similar situation was later considered in [24]). Whenever this wave vector has a component in the flow direction, the onset of the undulation instability is augmented by a portion proportional to the applied shear rate. No destabilizing
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mechanism for well aligned parallel layers is present in the standard smectic A hydrodynamics.

Recently we proposed an extended hydrodynamic description of smectic A liquid crystals. Using both, the director of the underlying nematic order and the layer normal of the smectic layers, we showed the possibility of a shear-induced undulation instability in well aligned parallel layers. Within the framework of irreversible thermodynamics (which allows the inclusion of dissipative as well as reversible effects) we derived macroscopic hydrodynamic equations for the system and performed a linear stability analysis of these equations (using a number of approximations). As always, a linear stability analysis is limited to the onset of the first instability. Other theoretical approaches to these reorientation phenomena have been undertaken by Bruinsma and Rabin, Zilman and Granek, and Williams and MacKintosh. (both papers are considering the influence of the shear on layer fluctuations) and Williams and MacKintosh, (minimizing a free energy density including a coupling to the applied shear stress). To our knowledge, no macroscopic hydrodynamic approach besides has been published up to now.

The present paper is structured as follows: After a brief review of the model in Sec. II A and its implementation in Sec. II B we extend the basic model of in the following sections. Especially we include the cross coupling to the velocity field and the moduli of the nematic and smectic order parameters. It turns out that the coupling terms to the velocity are important since they can change the critical parameters significantly. We find that the moduli of the order parameters also show undulations and, thus, regions with a reduced order parameter can be identified. The comparison of the different levels of approximations shows that the basic model is contained in this more general analysis as a special case. We also compare our results to experiments and molecular dynamic simulations and show that an oscillatory instability is extremely unlikely to occur.

II. MODEL AND TECHNIQUE

A. Physical idea of the model

In a smectic A liquid crystal one can easily define two directions: the normal to the layers and an average over the molecular axes, the director, . In the standard formulation of smectic A hydrodynamics these two directions are parallel by construction. Only in the vicinity of phase transitions (either the nematic-smectic A or smectic A-smectic C*) it has been shown that director fluctuations are of physical interest. Nevertheless and differ significantly in their interaction with an applied shear flow.

We consider a situation as shown in Fig. 1. A well aligned smectic A liquid crystal is placed between two parallel and laterally infinite plates. The upper plate (located at ) moves with a constant velocity to the right and the lower plate (at ) moves with the same velocity in the opposite direction. Thus the sample is submitted to an average shear given by . As mentioned above, a three dimensional stack of parallel fluid layers cannot couple directly to an applied shear flow. Neither does the layer normal: it stays unchanged as long as the flow direction lies within the layers. In contrast, it is well known from nematodynamics that the director experiences a torque in a shear flow. This torque leads — in the simplest case — to a flow aligning behavior of the director. The key assumption in the model of is that this torque is still present in a smectic A liquid crystal and acts only on the director and not on the layer normal. An energetic coupling between and ensures that both directions are parallel in equilibrium.

Submitted to a shear flow the layer normal will stay unchanged, but the director will tilt in the direction of the flow until the torques due to the flow and due to the coupling to the layer normal balance one another. For any given shear rate a finite, but usually small, angle be-
Let us briefly review the essential ingredients to this procedure (for more details of the method see [20] and for our model [25]). For a given system the hydrodynamic variables can be split up in two categories: variables reflecting conserved quantities (e.g. the linear momentum density, the mass density etc.) and variables due to spontaneously broken continuous symmetries (e.g. the nematic director or the layer displacements of the smectic layers). Additionally, in some cases non-hydrodynamic variables (e.g. the strength of the order parameter [33]) can show slow dynamics which can be described within this framework (see e.g. [20, 24]).

Using all these variables the relations, which form the starting point for the further calculations, can be constructed. These relations are: the energy density $\epsilon$, the dissipation function $R$, the Gibbs-, and the Gibbs-Duhem relation. To illustrate the idea of our model we split up $\epsilon$ and $R$ into several parts according to the different origin of the variables.

- conserved quantities (index cons)
- symmetry variables (index sym)
- the modulus of the order parameter (index ord)

In the spirit of our model two order parameters play a role: the nematic tensorial order parameter $Q_{ij}$ and the smectic A complex order parameter $\Phi$. For practical reasons we use the director $\hat{n}$ and the modulus $S^{(n)}$ in the uniaxial nematic case $[Q_{ij} = S^{(n)} n_i n_j - \frac{1}{2} \delta_{ij}]$ and the layer displacement $u$ and the modulus $S^{(s)}$ in the smectic A case $[\varphi = S^{(s)} \exp \{iq_0 (z-u)\}]$. Here, as in the rest of the paper, we refer to the system of coordinates defined in Sect. I A. We note that $u$ is only a good variable if we consider small deformations of the layers. For large layer deformations the phase $\varphi = z - u$ is the appropriate variable [20, 24]. In our further discussion, we will concentrate on the parts due to symmetry variables and the order parameters, while for terms already present in the isotropic fluid see e.g. [20, 24].

Let us first consider the energy density. The conventions of notation introduced by the following equations are summarized in Tab. I.

$$\epsilon = \epsilon_{\text{cons}} + \epsilon_{\text{sym}} + \epsilon_{\text{ord}}^{(n)} + \epsilon_{\text{ord}}^{(s)}$$

$\epsilon_{\text{cons}}$, which is identical to the isotropic fluid, is discussed elsewhere [20, 24]. The symmetry part reads:

$$\epsilon_{\text{sym}} = \frac{1}{2} K_1 (\nabla \cdot \hat{n})^2 + \frac{1}{2} K_2 [\hat{n} \cdot (\nabla \times \hat{n})]^2$$

$$+ \frac{1}{2} K_3 [\hat{n} \times (\nabla \times \hat{n})]^2$$

$$+ \frac{1}{2} K (\nabla^2 u)^2$$

$$+ \frac{1}{2} B_0 \left[ \nabla_z u + (1 - n_z) - \frac{1}{2} (\nabla_\perp u)^2 \right]^2$$

$$+ \frac{1}{2} B_1 (\hat{n} \times \hat{p})^2$$

(2)

B. Implementation of the model

To generate the macroscopic hydrodynamic equations we follow the procedure given by the framework of irreversible thermodynamics [25]. This method has successfully been applied in many cases to derive the macroscopic hydrodynamic equations of complex fluids (see e.g. [18, 20, 27, 28]). The advantage of this method is its systematic way of deducing the governing equations. Once the set of variables is given, the macroscopic hydrodynamic equations follow by applying basic symmetry arguments and thermodynamic considerations.

Let us first consider the energy density. The conventions of notation introduced by the following equations are summarized in Tab. I.

$$\epsilon = \epsilon_{\text{cons}} + \epsilon_{\text{sym}} + \epsilon_{\text{ord}}^{(n)} + \epsilon_{\text{ord}}^{(s)}$$

$\epsilon_{\text{cons}}$, which is identical to the isotropic fluid, is discussed elsewhere [20, 24]. The symmetry part reads:

$$\epsilon_{\text{sym}} = \frac{1}{2} K_1 (\nabla \cdot \hat{n})^2 + \frac{1}{2} K_2 [\hat{n} \cdot (\nabla \times \hat{n})]^2$$

$$+ \frac{1}{2} K_3 [\hat{n} \times (\nabla \times \hat{n})]^2$$

$$+ \frac{1}{2} K (\nabla^2 u)^2$$

$$+ \frac{1}{2} B_0 \left[ \nabla_z u + (1 - n_z) - \frac{1}{2} (\nabla_\perp u)^2 \right]^2$$

$$+ \frac{1}{2} B_1 (\hat{n} \times \hat{p})^2$$

(2)
In Eq. (2) the spirit of the model becomes clear. We combine the properties of a nematic liquid crystal (the first two lines) with those of a smectic A (the third and fourth line) and couple both parts (the last line) in such a way that $\hat{n}$ and $\hat{p}$ are parallel in equilibrium. As already discussed earlier, $\epsilon_{sym}$ simplifies considerably by dropping higher order terms and assuming a small angle between $\hat{n}$ and $\hat{p}$. Splay deformations of the director are generally considered as higher order corrections to dilatations of the smectic layers. Twist deformations are forbidden in standard smectic A hydrodynamics and must be small as long as the angle between $\hat{n}$ and $\hat{p}$ is small. Additionally, the difference between the splay deformation of the director field $K_1/2 (\nabla \cdot \hat{n})^2$ and bending of the layers $K/2 (\nabla_z u)^2$ is negligible. Consequently, we combine splay and bend in a single term with a single elastic constant which we call $K'$: $K_1/2 (\nabla \cdot \hat{n})^2 + K_2/2 (\nabla_z u)^2 \approx K'/2 (\nabla_z u)^2$. In the following we drop the prime and call the new elastic constant $K$. The approximated version of $\epsilon_{sym}$ is now given by:

$$
\epsilon_{sym} = \frac{1}{2} K (\nabla_z u)^2 + \frac{1}{2} B_0 \left[ \nabla_z u + \left( 1 - n_z \right) - \frac{1}{2} (\nabla_z u)^2 \right]^2 + \frac{1}{2} B_1 \left( \hat{n} \times \hat{p} \right)^2
$$

In our model the moduli of the nematic and smectic order parameter play similar roles, so we will deal with both. Since we consider a situation beyond the phase transition regime, the equilibrium value of the order parameter is non-zero ($S_{0}^{(n,s)}$, for both nematic and smectic) and only its variations $s^{(n,s)}$ can enter the energy density ($S^{(n,s)} = S_{0}^{(n,s)} + s^{(n,s)}$).

$$
\epsilon_{ord}^{(n)} = \frac{1}{2} L_0 s^{(n)} + \frac{1}{2} L_{1,ij} (\nabla_i s^{(n)}) (\nabla_j s^{(n)}) + M_{ijk} \nabla_i n_k \nabla j s^{(n)}
$$

$$
\epsilon_{ord}^{(s)} = \frac{1}{2} L_{0} s^{(s)} + \frac{1}{2} L_{1,ij} (\nabla_i s^{(s)}) (\nabla_j s^{(s)})
$$

By a similar construction we write down the dissipation function as (see Tab. II for a list of the thermodynamic variables and their conjugates)

$$
R = R_{cons} + R_{sym} + R_{ord}
$$

$$
R_{cons} = \frac{1}{2} \nu_{ijkl} (\nabla_i v_l) (\nabla_i v_k) + R_0
$$

$$
R_{sym} = \frac{1}{2 \gamma_1} h_0 \delta_{ij} h_j + \lambda_0 \Psi^2
$$

$$
R_{ord} = \frac{1}{2} \nu_{i,j} (\nabla_i s^{(n)})^2 + \frac{1}{2} \nu_{i,j} s^{(s)}
$$

where $R_0$ summarizes further terms due to conservations laws, which do not enter our further calculation, and (after $\frac{1}{2}$)

$$
\nu_{ijkl} = \nu_2 (\delta_{ij} \delta_{lk} + \delta_{il} \delta_{jk})
+ 2 (\nu_1 + \nu_2 - 2 \nu_3) n_i n_j n_k n_l
+ \nu_4 - \nu_2 (n_j n_i \delta_{lk} + n_l n_k \delta_{il})
+ n_i n_k \delta_{jl} + n_l n_i \delta_{jk})
+ \nu_4 - \nu_2 (\delta_{ij} \delta_{kl})
+ (\nu_4 + \nu_2) (\delta_{ij} n_k n_l + \delta_{kl} n_i n_j)
$$

As mentioned in Sec. II A we consider a shear induced smectic $C$ like situation (but with a small tilt angle, i.e.
a weak biaxiality). We neglect this weak biaxiality in the viscosity tensor and use it in the uniaxial formulation given above (with the director \( \hat{n} \) as the preferred direction). This assumption is justified by the fact that the results presented in this paper do not change significantly if we use \( \hat{p} \) instead of \( \hat{n} \) in the viscosity tensor.

Throughout our calculations, we will not assume any restriction on the viscosity constants except the usual requirements due to thermodynamic stability (see e.g. [24]). Later on we will impose the incompressibility of the fluid by assuming a constant mass density \( \rho \) of the fluid. We emphasize that this procedure does not require any further assumption about the material parameters.

The set of basic equations is completed by the Gibbs-Duham (the local formulation of the second law of thermodynamics) and the Gibbs relation (which connects the pressure \( P \) with the other thermodynamic quantities), which we will use in the following form:

\[
dc = dc_0 + \vec{v}d\vec{g} + \varphi_{ij}d\nabla_jn_i + h'_idn_i + \Xi^{(n)}ds^{(n)} + \Xi^{(s)}ds^{(s)} + \Xi_2d\nabla_is^{(s)} \tag{11}
\]

\[
P = -\epsilon + \mu\rho + T\sigma + \vec{v} \cdot \vec{g} \tag{12}
\]

The newly defined quantities in Eq. (11) are connected to the thermodynamic forces (Tab. [11]) by the following relations:

\[
h_i = h'_i - \nabla_j\varphi_{ij} = \frac{\delta\epsilon}{\delta n_i} \tag{13}
\]

\[
\Psi = -\nabla_i\psi_i = \frac{\delta\epsilon}{\delta u} \tag{14}
\]

\[
\Xi^{(n,s)} = \Xi_2^{(n,s)} - \nabla_i\Xi_2^{(n,s)} = \frac{\delta\epsilon}{\delta s^{(n,s)}} \tag{15}
\]

Following the standard procedure within the framework of irreversible thermodynamics we find the following set of macroscopic hydrodynamic equations [33, 34].

\[
\frac{\partial}{\partial t}u + v_j\nabla_ju = v_z - \lambda_\rho\Psi \tag{16}
\]

\[
\frac{\partial}{\partial t}n_i + v_j\nabla_jn_i = \frac{1}{2}\left[(\lambda - 1)\delta_{ij}^h n_k + (\lambda + 1)\delta_{ik}^h n_j\right]\nabla_kv_k - \frac{1}{\gamma_1}\delta_{ik}^h n_j \tag{17}
\]

\[
0 = \nabla_i v_i \tag{18}
\]

The transverse Kronecker symbols \( \delta_{ij}^p \) in Eqs. (17, 21) guarantee the normalization of \( \hat{n} \). This implies that only two of the Eqs. (17) are independent. For the following calculations it turned out to be useful to guarantee the normalization of the director by introducing two angular variables \( \theta \) and \( \phi \) to describe the director.

\[
n_x = \sin\theta\cos\phi \tag{24}
\]

\[
n_y = \sin\theta\sin\phi \tag{25}
\]

\[
n_z = \cos\theta \tag{26}
\]
Consequently, the Eqs. (17) have to be replaced using angular variables. Denoting the right hand side of Eqs. (17) with $Y_i$, this can be done the following way.

\[
\frac{\partial}{\partial t} \theta + v_j \nabla_j \theta = Y_z \cos \theta \cos \phi + Y_y \cos \theta \sin \phi - Y_z \sin \theta
\]

\[
\frac{\partial}{\partial t} \phi + v_j \nabla_j \phi = -Y_z \sin \phi \cos \phi + Y_y \sin \phi \sin \theta
\]  

(27)

(28)

In the same way, we guarantee the normalization of $\hat{p}$ by using

\[
p_x = 0
\]

\[
p_y = -\nabla_y u
\]

\[
p_z = \sqrt{1 - p_y^2}
\]  

(29)

(30)

(31)

The different ways of normalizing $\hat{n}$ and $\hat{p}$ arise from the fact, that $\hat{p}$ is parallel to $\hat{e}_z$ in zeroth order, whereas $\hat{n}$ encloses a finite angle with $\hat{e}_z$ for any given shear rate.

The set of macroscopic hydrodynamic equations we now deal with (16, 18 – 20, 27, 28) follows directly from the initial input in the energy density and the dissipation function without any further assumptions.

To solve these equations we need suitable boundary conditions. In the following we will assume that the boundaries have no orienting effect on the director (the homotropic alignment of the director is only due to the layering and the coupling between the layer normal $\hat{n}$ and the director $\hat{e}$). Any variation of the layer displacement must vanish at the boundaries.

\[
u(\pm \frac{1}{2}d) = 0
\]  

(32)

For the velocity field the situation is a little more complex: We assume no-slip boundary conditions, i.e. the velocity of the fluid and the velocity of the plate are the same at the surface of the plate. It is convenient to split the velocity field in two parts: the shear field $\vec{v}_s$ which satisfies the governing equations and the no-slip boundary condition and the correction $\vec{v}_i$ to this shear field. The boundary condition for $\vec{v}_i$ now reads:

\[
\vec{v}_i(\pm \frac{1}{2}d) = 0.
\]  

(33)

Making use of the following considerations this condition can be simplified. Due to Eq. (13) the z-component of $\vec{v}_i$ is suppressed by a factor of $\lambda_p$ (which is typically extremely small $\{13, 23\}$). Making use of the results of [24] we can assume that $\vec{v}_i$ depends only on $y$ and $z$ and thus conclude [with Eq. (18)] that also the $y$-component of $\vec{v}_i$ is also suppressed by $\lambda_p$. For this reason one can assume that $v_{1,y}$ and $v_{1,z}$ are negligible and the only relevant boundary condition for the velocity field is

\[
v_{1,x} = 0.
\]  

(34)

The validity of this assumption is nicely illustrated by our results. Figure 6 shows that $v_y$ and $v_z$ are indeed suppressed by $\lambda_p$.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Quantity} & \text{z-Symmetry} & \text{Quantity} & \text{z-Symmetry} \\
\hline
u & \text{even} & v_x & \text{even} \\
\theta & \text{odd} & v_y & \text{odd} \\
\phi & \text{even} & v_z & \text{even} \\
P & \text{odd} & s^{(n.s)} & \text{odd} \\
\hline
\end{array}
\]  

TABLE III: If the symmetry under inversion of $z$ is given for one component of $\vec{X}_1$, the symmetry of all other components follows directly from the linearized set of equations. Here we give the $z$-symmetry of all components assuming that $u$ is an even function of $z$.

C. Technique of solution

The aim now is twofold: Finding a spatially homogeneous solution of the governing equations (for a given shear rate) and investigating the stability of this solution. In this section we will describe the general procedure and give the results in Sec. III A.

We write the solution as the vector $\vec{X} = (\theta, \phi, u, v_x, v_y, v_z, P, s^{(n.s)})$ consisting of the angular variables of the director, the layer displacement, the velocity field, the pressure and the modulus of the (nematic or smectic) order parameter. For a spatially homogeneous situation the equations simplify significantly and the desired solution $\vec{X}_0$ can directly be found (see Sec. III A).

To determine the region of stability of $\vec{X}_0$ we perform a linear stability analysis. I.e. we add a small perturbation $\vec{X}_i$ to the homogeneous solutions $X_0$: $\vec{X} = \vec{X}_0 + \vec{X}_1$ (with $\vec{X}_1 \ll \vec{X}_0$) and linearize the governing equations in the small perturbations. In short, the solution of the equation $L \vec{X}_1 = \frac{\partial}{\partial \tau} \vec{X}_1$ is analyzed. Here $L$ denotes the operator for the linearized set of the governing equations. The ansatz for the unknown quantities must fulfill the boundary conditions [see the discussion following Eq. (22)] and follow the symmetry scheme given by Tab. III. Assuming an exponential time dependence and harmonic spatial dependence of $\vec{X}_1$

\[
X_{1,i} \sim \exp[(i\omega + \frac{1}{\tau})t] \left\{ \begin{array}{l} \cos(qy) \\ \sin(qy) \\ \cos(qz) \\ \sin(qz) \end{array} \right\}
\]  

(35)

fulfills all requirements (with an oscillation rate $\omega$, a growth rate $1/\tau$ and a wave vector $q = q_y \hat{e}_y + q_z \hat{e}_z$). In this ansatz we made use of the results by Oswald and Ben-Abraham [23], who have shown that in standard diluted smectic A under shear the first instability will set in with a wave vector along the neutral direction of the flow ($q \cdot \hat{e}_z = 0$). After inserting the above ansatz in the linearized set of (partial differential) equations, a set of coupled linear equations is obtained to determine $1/\tau$ and $\omega$. From the standard smectic A hydrodynamics it is known, that shear does not destabilize the layers. Since our extended formulation of the smectic A hydrodynamics is
equivalent to the standard smectic A hydrodynamics for vanishing external fields (e.g. shear rate), we assume that the layers are stable for low enough shear rates, i.e. $1/\tau < 0$ for small shear rates. So $1/\tau = 0$ marks the set of external parameters (shear rate) and material parameters above which $\tilde{X}_1$ grows. Typically we hold the material parameters fixed and the only external parameter is the shear rate. The solvability condition of the corresponding set of linear equations gives a relation between the shear rate $\gamma$ and the wave vector $q$. For every given $q$ a specific shear rate (and tilt angle $\theta_0$) can be determined which separates the stable region (below) from the unstable region (above). This defines the so called curve of marginal stability (or neutral curve) $\theta_0(q)$. If, for any given set of external parameters, the tilt angle $\theta_0$ lies above the curve of marginal stability for at least one value of $q$, the spatial homogeneous state is unstable and undulations grow. The smallest shear rate (tilt angle) for which undulations can grow is called the critical shear rate (tilt angle). Technically speaking, we solve $L \tilde{X} = i \omega \tilde{X}$ — in many cases we can set $\omega = 0$, see below. We point out that this linear analysis is only valid at the point where the first instability sets in. Without further investigations no prediction of the spatial structure of the developing instability can be made. Also the nature of the bifurcation (backward or forward) must be determined by further investigations.

For practical reasons we used dimensionless units in our numerical calculations. The invariance of the governing equations under rescaling time, length and mass allows us to choose three parameters in these equations to be equal to unity. We will set

$$B_1 = 1, \gamma_1 = 1, \text{ and } \frac{d}{\pi} = q_z = 1 \quad (36)$$

and measure all other quantities in the units defined by this choice. Nevertheless we will keep these quantities explicitly in our analytical work.

To extract concrete predictions for experimental parameters from our calculations is a non-trivial task, because neither the energetic constant $B_1$ nor the rotational viscosity $\gamma_1$ are used for the hydrodynamic description of the smectic A phase (but play an important role in our model). Therefore, we here rely on measurements in the vicinity of the nematic-smectic A transition. Measurements on low molecular weight liquid crystals made by Litster \[31\] in the vicinity of the nematic-smectic A transition indicate that $B_1$ is approximately one order of magnitude less than $B_0$. As for $\gamma_1$ we could not find any measurements which would allow an estimate of its value in the smectic A phase. In the nematic phase $\gamma_1$ increases drastically towards the nematic-smectic A transition (see e.g. \[39\]). Numerical simulations on a molecular scale are also a promising approach to determine these constants \[40\].

Due to the complexity of the full set of governing equations, we will start our analysis with a minimal set of variables ($\theta, \phi$ and $u$) and suppress the coupling to the other variables (see Sec. III B 1). Step by step the other variables will be taken into account. The general picture of the instability will turn out to be already present in the minimal model, but many interesting details will be added throughout the next sections. In comparison to our earlier work \[22\] we now use the way of normalizing $\hat{n}$ and $\hat{p}$ derived above. This will lead to some small differences in the results but leaves the general picture unchanged. First we assume a stationary instability (i.e. we let $\omega = 0$); later on we discuss the possibility for an oscillatory instability and have a look at some special features of the system (Secs. III C and III D).

III. RESULTS AND DISCUSSION

A. Spatially homogeneous state

Looking for a spatially homogeneous solution, the governing equations simplify significantly. A linear shear profile

$$\vec{v}_0 = \hat{\gamma} \cdot \hat{e} \cdot x \quad (37)$$

is a solution to \[19\] and $u$ stays unchanged in this regime. The only variables which have a zeroth order correction for all shear rates are the tilt angle $\theta$ and the modulus of the nematic order parameters $s^{(n)}$:

$$\begin{align*}
\left( \frac{\lambda + 1}{2} - \lambda \sin^2(\theta_0) \right) \hat{\gamma} &= \frac{B_1}{\gamma_1} \sin(\theta_0) \cos(\theta_0) \\
+ \frac{B_0}{\gamma_1} \sin(\theta_0)(1 - \cos(\theta_0)) & \quad (38)
\end{align*}$$

$$\alpha^{(n)} L_0 s^{(n)} = (\delta^{(n)} - \beta^{(n)}) \sin(\theta_0) \cos(\theta_0) \hat{\gamma} \quad (39)$$

Equation \[39\] shows that nematic degrees of freedom couple to simple shear, but not the smectic degrees of freedom; the modulus of the nematic order parameter has a non-vanishing spatially homogeneous correction [see Eq. \[39\]], whereas the nematic order parameter stays unchanged. The reason for this difference lies in the fact that $\delta^{(n)}$ and $\beta^{(n)}$ include $\hat{n}$ and $\hat{p}$, respectively, which coupled differently to the flow field [see Eq. \[22\], \[23\]]. Eq. \[38\] gives a well defined relation between the shear rate $\hat{\gamma}$ and the director tilt angle $\theta_0$, which we will use to eliminate $\hat{\gamma}$ from our further calculations. To lowest order $\theta_0$ depends linearly on $\hat{\gamma}$:

$$\theta_0 = \hat{\gamma} \frac{\gamma_1}{B_1} \frac{\lambda + 1}{2} + O(\theta_0^3) \quad (40)$$

We are not aware of any experimental data, which would allow a direct comparison with these results. We stress, however, that molecular dynamics simulations by Sodomann et al. \[41\] are in very good agreement with Eqs. \[39\] and \[40\].
In contrast to the director tilt the lowest order correction to the nematic order parameter is quadratic in the shear rate (tilt angle).

\[
{s_0}^{(n)} = \frac{2}{\lambda + 1} \frac{B_1}{\gamma_1} \beta_1^{(n)} \beta_1^{(n)} \theta_0^2 + O(\theta_0^4) \tag{41}
\]

In the following we consider perturbations around the spatially homogeneous state given above.

**B. Stationary instability**

1. **Minimal set of variables**

Let us first consider the effect of our modifications regarding the normalization of \( \dot{n} \) and \( \dot{\rho} \) in comparison to our earlier results \([23]\). For this purpose we consider only a minimal set of variables: the director (characterized by the two angles \( \theta \) and \( \phi \)) and the layer displacement \( u \). We neglect all couplings of these variables to other quantities describing the system, namely the velocity field and the moduli of the nematic and smectic order parameters. Within these approximations the equations to solve are:

\[
0 = A_{\theta} \left\{ 2 \gamma_1 \lambda \sin(\theta_0) \cos(\theta_0) \right. \\
+ \frac{B_0}{\gamma_1} \left[ \sin^2(\theta_0) - \cos^2(\theta_0) + \cos(\theta_0) \right] \\
- \frac{B_1}{\gamma_1} \left[ \sin^2(\theta_0) - \cos^2(\theta_0) \right] \left\} \\
- A_u \frac{B_0}{\gamma_1} \sin(\theta_0) q_z \tag{42}
\]

\[
0 = A_{\phi} \frac{1}{2} \gamma \left( \lambda + 1 \right) - A_u \frac{B_1}{\gamma_1} q \tag{43}
\]

\[
0 = A_{\theta} \left\{ \lambda_1 B_0 \sin(\theta(0)) q_z \right. \\
+ A_{\phi} \left\{ \lambda_2 B_1 q \sin(\theta_0) \cos(\theta_0) \right. \\
- A_u \left\{ \lambda_3 B_0 q^2 (1 - \cos(\theta_0)) \right. \\
+ B_1 q^2 \cos^2(\theta(0)) + K q^4 + B_0 q_z^2 \left\} \tag{44}
\]

Here we inserted an ansatz of the type (35) and denoted the linear amplitudes of \( \theta \), \( \phi \), and \( u \) by \( A_{\theta} \), \( A_{\phi} \), and \( A_u \), respectively. One can solve these equations either by expanding them in a power series of \( \theta_0 \) (expecting to get a closed result for the critical values) or numerically. It turns out, that one has to take into account terms (at least) up to order \( \theta_0^3 \) in Eqs. (42 – 44) to get physically meaningful (but rather long and complicated) analytical results. For this reason the closed expressions have no advantage over the purely numerical solutions and we do not give the analytical approximations explicitly. A comparison with the results of Ref. \([23]\) will be given in App. [A]. We will present and discuss our findings using the minimal set of variables in Sec. III B 2 in direct comparison to the results of the full set of equations.

2. **Coupling to the velocity field**

In the previous section we have shown that already a minimal set of variables supports our picture of the physical mechanism. But neglecting the coupling between velocity field and nematic director and vice versa is a rather crude approximations since it is well known, that this coupling plays an important role in nemato-hydrodynamics \([16, 20]\). So the natural next step is to include this coupling and to perform a linear stability analysis of Eqs. (16 – 18 27 28). In this case the standard procedures leads to a system of seven coupled linear differential equations. Following the discussion after Eq. (32) these equations can be solved by an ansatz of the type given in Eq. (35). This reduces the system of equations to seven coupled linear equations which are easily solved using standard numerical tools (such as singular value decomposition and inverse iteration to find the eigenvectors). Due to the complexity of the equations we used Maple to determine the final set of linear equations. The key ingredients of this Maple script are given in App. [A].

Figure 4 gives a comparison of typical neutral curves for the minimal model and calculations including the velocity field. The overall shape of the neutral curve is not changed due to the coupling to the velocity field but a shift of the critical values (especially in the critical tilt angle) is already visible. The inset shows the relative amplitudes of the linear solutions at onset on a logarithmic scale. For \( \theta \), \( \phi \) and \( u \) the left bars correspond to the minimal model and the right bars to the extended version. Note that amplitudes with a different sign are shown with a different line style in the histograms (see figure caption for details).

Let us have a closer look at the differences between the minimal and the extended set of equations and follow these differences along some paths in the parameter space. As mentioned in Sec. III B 1 we can omit some of the physical parameters by using dimensionless parameters. In Figs. 5 – 9 we show the dependence of the critical values of the tilt angle and wave vector on the dimensionless parameters [as defined in Eq. (36)]. For all these figures we used the same basic set of parameters: \( B_0 = 10 \), \( K = 10^{-6} \), \( \lambda = 1.1 \), \( \nu_1 = \nu_2 = \nu_3 = \nu_4 = \nu_5 = 0.1 \) and \( \lambda_5 = 10^{-6} \). These values are estimates for a typical thermotropic LMW liquid crystal, where we made use of the results of \([21, 22]\) (as far as \( B_1 \) and \( \gamma_1 \) are concerned, see also the last paragraph in Sec. III B 1). For flow alignment parameters in the range \( 1 \lesssim \lambda \lesssim 3 \) the critical values vary strongly with \( \lambda \) (see Fig. 9). Therefore we discuss in addition the situation for \( \lambda = 2 \) to indicate the range of possible values.

Considering the critical values as a function of the compression modulus \( B_0 \) results in a rather simple situation (Fig. 5): For small values of \( B_0 \) a significant influence of the coupling between the director and velocity field is apparent, which also shows a strong dependence on \( \lambda \). For large \( B_0 \) all these differences vanish and only one single curve is obtained. At this point a comparison to dilated
smectic $A$ is instructive. It is well known \cite{21,22} that in dilated smectic the critical wave vector and the critical dilatation show a power law behavior as a function of $B_0$ with exponents $1/4$ and $-1/2$, respectively. In the limit of large $B_0$ we found the same exponents already in our earlier analysis \cite{23}. If we fit power laws to our results for $B_0 > 10^2$ we find the exponents equal to $\approx 0.235$ and $\approx -0.37$ for $q_c$ and $\theta_0$, respectively (note that the dilatation in our model is $\approx 1/2q_c^2$). So both approaches (the minimal set of variables and the calculations including the velocity field) show, despite all similarities to the standard model of smectic $A$ and to our earlier analysis, differences in the details of the instability.

A similar, but less pronounced, situation is apparent, when plotting the critical values as a function of the bending modulus $K$ shows a convergence of the curves, which is nevertheless not as pronounced as in the case of Fig. 4. The influence of $\lambda$ on the critical tilt angle is significant ($\lambda = 2$ in the upper curves and $\lambda = 1.1$ in the lower ones). Again the solid lines (_____.) show results including the velocity field and the dashed lines (....) correspond to the minimal set of variables.

In all our calculations $v_{1,x}$ is the dominating component of $\vec{v}_i$. This graph demonstrates that the other components are suppressed by $\lambda_p$ (making them almost negligible).
values do not change at all with $\lambda_p$. For large values variations within a factor of two are possible. The permeation constant is known to be very small. In our dimensionless units we expect it be of the order of $< 10^{-9}$ for LMW thermotropic liquid crystals and neglect its influence on the critical values for this reason. In Sec. II B we have emphasized that the y- and z-components of the velocity field are suppressed via $\lambda_p$. These qualitative arguments are clearly confirmed by our numerical results: In all our calculations $v_{1,y}$ is the dominating component of $\vec{v}_1$ and the ratio $v_{1,y}/v_{1,x}$ is of the order of $\lambda_p$ over the whole range of physical relevant values of $\lambda_p$ (see Fig. 7). This fact nicely supports our argument that we can neglect the boundary condition for $v_{1,y}$, because $v_{1,y}$ vanishes anyway.

Out of the five viscosities only two ($\nu_2$ and $\nu_3$) show a significant influence on the critical values. In Fig. 8 we present the dependence of $\theta_c$ and $q_c$ on an assumed isotropic viscosity (upper row) and on these two viscosity coefficients (middle and lower row). Since the flow alignment parameter $\lambda$ has remarkable influence on these curves we have chosen four different values of $\lambda$ in this figure, namely $\lambda = 0.7$, $\lambda = 1.1$, $\lambda = 2$ and $\lambda = 3.5$. The curves for $\lambda \lesssim 1$ and $\lambda \gtrsim 3$ for an isotropic viscosity tensor are very similar to the corresponding curves where only $\nu_2$ is varied. In this parameter range the coefficient $\nu_2$ dominates the behavior. Note that the influence of $\nu_3$ on the critical values is already much smaller than that of $\nu_2$. We left out the equivalent graphs for the other viscosity coefficients, because they have almost no effect on the critical values. For further comments on the influence of an anisotropic viscosity tensor see also Sect. III D.

All the parameters we have discussed up to now caused variations in the critical values that did not select specific values of the considered parameter. In this aspect the situation is completely different in the case of the flow alignment parameter $\lambda$. As shown in Fig. 9 there is a clear change in behavior for $\lambda \approx 1$ and $\lambda \approx 3$. The critical tilt angle is increased for values of $\lambda$ in this interval and the critical wave vector tends to rise only at the boundaries of the interval and is reduced in between. Fig. 9 illustrates how this structure depends on the viscosities (assuming all five viscosities to be equal) and on the elastic constants of the layers. In the first row we follow this behavior for viscosities varying from $\nu_1 = 1$ down to $\nu_1 = 10^{-3}$. Clearly, the influence of $\lambda$ is more pronounced the lower the viscosities are. Both elastic constants of the layers, the compressibility $B_0$ and the bending modulus $K$ (in our dimensionless units $B_1 = 1$), have in general a similar influence on the shape of the graphs: the smaller the elastic constants are, the more pronounced the structure becomes. For this reason we just give the plot for $B_0$ (second row in Fig. 9) and omit the plot for $K$.

These dependencies on the system parameters give some important hints for an interpretation of Fig. 9. The currents and quasi-currents for the velocity field and the director consist of two parts [see Eqs. (7) and (14): a diagonal one (coupling e.g. the components of $\vec{v}$ among each other) and an off-diagonal one (coupling the director to the velocity field). The former ones are proportional to the elastic constants or to the viscosity tensor whereas the latter one is a function of the flow alignment parameter. So reducing either the elastic constants or the viscosities increases the portion of the cross-coupling terms in these equations. I.e. the observed tendencies are exactly what one would expect. The next step in the interpretation of the shape of the curves is to have a closer look at the structure of the cross-coupling term. The flow alignment tensor $\lambda_{ijk} = \frac{1}{2} \left[ (\lambda - 1) \delta_{ij} n_k + (\lambda + 1) \delta_{jk} n_i \right]$ obviously changes its behavior for $\lambda = 1$: The first part

![Fig. 8: Only the viscosities $\nu_2$ and $\nu_3$ can influence the critical parameters significantly. The upper row depicts the dependence on an isotropic variation of the viscosity. In the middle and lower row we present the variation with $\nu_2$ and $\nu_3$ setting the other viscosities to $\nu_1 = 0.1$. Here the thick solid lines (______) represent the minimal set of variables. For the full set of variables we have chosen four different values of $\lambda$: the solid curves (______) with $\lambda = 0.7$, the dashed curves (---) with $\lambda = 1.1$, the dotted curves (.....) with $\lambda = 2$ and the dot-dashed curves (----) with $\lambda = 3.5$. Note the similarities between the curves for small (______) and large $\lambda$ (----) in the upper and middle row: In these regimes $\nu_2$ is the dominating viscosity.](image-url)
FIG. 9: Plotting the critical values as functions of the flow alignment parameter $\lambda$ reveals an interesting structure for $1 \leq \lambda \leq 3$. In the upper row we plot this dependence for a set of (isotropic) viscosities ranging from $\nu_1 = 1$ (thick solid line, ...) down to $\nu_1 = 10^{-3}$ (thick dashed line, ---). The dotted line (-----) reveals that this dependence on $\lambda$ is absent in the minimal model. The lower row illustrates the behavior for varying layer compressibility $B_0$ with $B_0 \approx 3$ for the thick solid curve (-----) and $B_0 = 100$ for the thick dashed curve (-----). In all plots the thin solid lines (-----) give the behavior for some intermediate values. For an interpretation of this behavior see the text.

changes its sign. Note that we are in a region of the parameter space, where $\lambda_{ijk}$ is a dominating term (since either the viscosities or the elastic constants are small). Additionally, $\delta_{ij}^{n,k}$ contains up to the third power of one director component. For this reason we expect that — in the linearized set of equations — some coupling terms change their sign for $\lambda = 1$ others for $\lambda = 3$. E.g. the $\phi$-component of the director is coupled to the $x$- and $z$ component of the velocity field by the terms $(\lambda - 1)/2 \partial_x v_x$ and $(\lambda - 1)/2 \cot(\theta_0) \partial_z v_z$. Similarly the reversible part of the coupling of $v_y$ to $\phi$ vanishes for $\lambda = 3$. The monitored structure in the plots cannot be attributed to one single cross-coupling term, but the given examples demonstrate that something should happen in this parameter range.

3. Including the order parameters

In the preceding paragraphs we investigated undulations assuming a constant modulus of the order parameter $S^{(n,s)} = \sigma_0^{(n,s)} + \beta_0^{(n,s)}$. In general one would expect that the undulations in the other observable quantities should couple to some extent to the order parameter. In the formulation of the free energy (see Sec. IID) we have assumed that $S^{(n,s)}$ varies only slightly around $S_0^{(n,s)}$ and thus only the lowest order terms in $S^{(n,s)}$ contribute to the free energy. For the spatially homogeneous state we had [see Eqs. (39, 41)] a correction to the nematic $S^{(n)}$ proportional to the square of the shear rate ($\theta_0 \sim \gamma$ for low $\gamma$):

$$s_0^{(n)} = \frac{2}{\lambda + 1} \frac{B_1}{\gamma_1} \beta_0^{(n)} \alpha^{(n)} L_0 \theta_0^2 + O(\theta_0^4)$$

As a consequence $s_0^{(n)}$ must be small compared to $S_0^{(n,s)}$ (which is by construction limited to the range $0 \leq S_0^{(n,s)} \leq 1$). Thus a reasonable restriction is

$$|s_0^{(n)}| \lesssim 0.5.$$  

(45)

As shown in Fig. 10, evaluating this relation at the onset of the instability reduces significantly the physically reasonable range for some parameters. This restriction applies only for the nematic material parameters and, in general, nothing can be said about the corresponding smectic parameters. We will, however, take the smectic parameters in the same range as the nematic ones. If not indicated otherwise we used $L_0^{(n,s)} = 0.1, L_1^{(n,s)} = 0.01, L_0^{(n,s)} - L_1^{(n,s)} = 0.005, M_0 = 10^{-4}, \beta_0^{(n,s)} = 0.01, \beta_0^{(n,s)} - \beta_0^{(n,s)} = 0.005, \alpha^{(n,s)} = 0.001$ for the plots of this section (along with parameter set specified in the previous section).

The ansatz for $s_1^{(n,s)}$ following Eq. (35) reads

$$s_1^{(n,s)} = A_s^{(n,s)} \exp\left[(i\omega + \frac{1}{\tau})t\right] \sin(qxz) \cos(qy).$$  

(46)

The modulations of $S^{(n,s)}$ in the linear analysis are maximum at the boundaries and in phase with the layer displacement $u$. The sign of the amplitude $A_s^{(n,s)}$ depends on the coupling to the velocity field (only the anisotropic part $\beta_0^{(n,s)} - \beta_0^{(n,s)}$ is relevant) and on the coupling to the director undulations (via $M_{ijk}$, only for the nematic amplitudes $A_s^{(n,s)}$). If one assumes that shear reduces (and does not increase) the modulus of the order parameter, the nematic $\beta_0^{(n,s)} - \beta_0^{(n,s)}$ is positive [Eqs. (39) and (41)]; once again nothing can be said about the smectic $\beta_0^{(n)} - \beta_0^{(n)}$.

In general the critical values are not at all or only very slightly influenced by the coupling to the modulus of the order parameter (see Fig. 11). Figure 11 summarizes the parameters with the largest influence on $A_s^{(n,s)}$. In almost all investigated cases the modulation of the nematic order is much larger than in the smectic order. Whether the order is reduced or increased in regions where the layers are compressed depends in the phenomenological constants $\beta_0^{(n,s)} - \beta_0^{(n,s)}$ and $M_0$ which have not been measured up to now.

The above results reveal some interesting features. As shown in Tab. 11, the modulations of the order parameter change sign under inversion of the $z$-axis.
FIG. 10: Evaluating Eqs. (13) and (53) at onset gives an important restriction on the range of possible parameter values (here the cases of $\alpha^{(n)}$ and $\beta^{(n)}_\parallel - \beta^{(n)}_\perp$). Note that the critical $\theta_0$ is a function of the material parameters.

![Graph showing the sign of comparison with log-log scale](image)

FIG. 11: Out of the material parameters connected with the order parameter, only $\beta^{(n)}_\parallel - \beta^{(n)}_\perp$ has a measurable effect on the critical values. Some more parameters can influence the amplitudes of the order parameter undulation, namely $L^{(n,s)}_\perp$ and $M_0$ (the latter one is only present in the case of the nematic order parameter). All amplitudes have been normalized such that $A_\phi = 1$. Note that the smectic $A^{(s)}_\phi$ has been multiplied by $10^3$ in the right column. For a better comparison we used a log-log scale in the lower left plot and changed the sign of $A^{(s)}_\phi$ in this plot.

![Graph showing the effect of different parameters on the system](image)

FIG. 12: In most parts of the scanned parameter space no possibility for an oscillatory instability was found. If the director field is only very weakly coupled to the layering (in this plot we used $B_0 = 50$ and $\nu = 5$) a neutral curve for an oscillatory instability ($\ldots$) appears above the stationary neutral curve (____). Note that the critical wave vectors are close to each other for both, oscillatory and stationary instability. The inset shows the frequency along the neutral curve.

![Graph showing the frequency along the neutral curve](image)

C. Oscillatory instability

All our arguments in the previous sections were based on the assumption that the undulations set in as a stationary instability. I.e. that the oscillation rate $\omega$ in our ansatz Eq. (53) vanishes at onset. In this section we will discuss the situation for non-zero $\omega$ and find that our previous assumption was justified. In our linear analysis enters now (for the first time in this paper) the mass density of the system, which we will choose to be equal to unity $\rho = 1$.

The search for a possible oscillatory instability is slightly different from the procedure used in the stationary case. The solvability condition of the linearized set of equations determines both the neutral curve and the frequency along this curve. When searching for such a solution we scanned approximately the same parameter space as used for Figs. 11-12. Since the frequency tends to zero when the oscillatory neutral curve gets close to the stationary one, we concentrated on the frequency range $0 \leq \omega \leq 2$ and check in some cases for higher frequencies.
It turned out that only in cases when the director field is very weakly coupled to the layering a neutral curve for an oscillatory instability is possible. This weak coupling manifests itself in small \( B_1 \) and \( \gamma_1 \), which is in our set of dimensionless variables equivalent to large \( B_0 \) and \( \nu_1 \). Oscillatory neutral curves were only found for \( B_0 \gtrsim 100 \) or \( \nu_1 \gtrsim 1 \). In all investigated cases a oscillatory neutral curve is either absent or lies above the neutral curve for a stationary instability. When a oscillatory neutral curve is possible, it ends in the points where it meets the stationary neutral curve (see Fig. 12). The corresponding frequency approaches zero in the end points of the oscillatory neutral curve (see Fig. 12). The corresponding curve is either absent or lies above the neutral curve for any anisotropic viscosity tensor and ask whether undulations can be caused only due to viscosity effects without any coupling to the director field (i.e. we consider standard smectic \( A \) hydrodynamics). An efficient inclusion of the director of the underlying nematic order in the description of a smectic \( A \) like system leads to some important new features. In general, the behavior of the director under external fields differs from the behavior of the layer normal. In this paper we only discussed the effect of a velocity gradient, but the effects presented here seem to be of a more general nature and can also be applied to other fields. The key results of our theoretical treatment are a tilt of the director, which is proportional to the shear rate, and an undulation instability which sets in above a threshold value of the tilt angle (or equivalently the shear rate).

Both predictions are in agreement with experimental observations. For side-chain liquid crystalline polymers Noirez [13] observed a shear dependence of the layer thickness. In the parallel orientation the layer thickness is reduced by several percent with increasing shear. To our knowledge, two groups have investigated the evolution of a parallel alignment to the vesicle state for lyotropic systems (see Müller et al. [11] and Zipfel et al. [41]). In both papers the authors argue that cylindrical structures (with an axis along the flow direction) are observable as intermediates. These observed cylindrical intermediates are very close to the undulations proposed by our theoretical treatment.

For an approximate quantitative comparison of our theoretical results with the experiments on lyotropic liquid crystals we make a number of assumptions about the material parameters. As we have shown in Sec. III B the different approaches cause only small variations in the critical wave number. For this estimate it suffices to use the critical wave number obtained in our earlier work [see Eq. (14)]. For lyotropics it is known [42, 43], that the elastic constants can be expressed as

\[
K = \frac{\kappa}{l} \quad (50)
\]

and

\[
B = \frac{9}{64} \pi 3 \frac{(k_B T)^2}{\kappa} \frac{l}{(l - \delta)^4}, \quad (51)
\]

where \( \kappa = \alpha_\kappa k_B T \) is the bending modulus of a single bilayer, \( l \) is the repeat distance, \( \delta \) is the membrane thickness, \( k_B \) is the Boltzmann constant, \( T \) is temperature and \( \alpha_\kappa \) is a dimensionless number of order of unity. With this

\[
D. \quad \text{Anisotropic viscosity}
\]

In Fig. 8 we have illustrated that a small viscosity coefficient \( \nu_3 \) facilitates the onset of undulations. In this section we will have a closer look at the effect of an anisotropic viscosity tensor and ask whether undulations can be caused only due to viscosity effects without any coupling to the director field (i.e. we consider standard smectic \( A \) hydrodynamics in this section).

Let us start our considerations by looking at the spatially homogeneous state. In a sample with parallel alignment the apparent viscosity is \( \nu_3 \), which can easily be seen from the force on the upper boundary:

\[
\tilde{F}_{||} = \epsilon_z \cdot \sigma = \gamma \nu_3 \epsilon_x (47)
\]

Similarly the viscosity of a perpendicular alignment is given by \( \nu_2 \):

\[
\tilde{F}_{\perp} = \epsilon_z \cdot \sigma = \gamma \nu_2 \epsilon_x (48)
\]

For \( \nu_2 < \nu_3 \) a simple shear flow in a perpendicular alignment causes less dissipation than in a parallel alignment. The next step is to study the stability of these alignments in the linear regime. Following the standard procedure (as described above) we find a solvability condition of the linearized equations which does not depend on the shear rate \( \dot{\gamma} \).

\[
0 = \left\{ q^2 \lambda_p \left[ \nu_3 (q^2 - q_z^2)^2 + 2 (\nu_2 + \nu_3) q^2 q_z^2 \right] \right\} \times (B_0 q_3^2 + K q^4) (\nu_2 q_3^2 + \nu_3 q_z^2) (49)
\]

Consequently, a parallel alignment of smectic layers is linearly stable against undulations even if the perpendicular alignment might be more preferable due to some thermodynamic considerations. As we have shown in Fig. 8 this
relations we can estimate the critical wave vector for a sample of thickness \(d\) using Eq. (A2):
\[
q_c^2 \approx \frac{3\pi^2}{8\alpha_c d} \frac{l}{(l-\delta)^2}
\]
(52)
The parameters of the experiment by Zipfel et al. \[41\] are: \(d = 1\) mm, \(\delta = 2.65\) nm, \(l = 6.3\) nm and \(\alpha_c = 1.8\) \[1, 4\]. On this basis we estimate the critical wave length to be of the order of
\[
\lambda_c \approx 6.4\text{\mu m}
\]
(53)
Zipfel et al. \[41\] observed a vesicle radius of 3 \(\mu m\), which is clearly compatible with our calculation. We note that this estimate assumes that the experiments are done in the hydrodynamic regime.

In Sect. 11B.3 we have pointed out that the effect on the order parameter is maximum close to the boundaries of the layer. In a reoriented sample Laurer et al. \[3\] have identified defects near the boundary of the sample which are in accordance with the predicted influence on the order parameter.

Molecular dynamic simulations recently made by Soddemann et al. \[15\] offer a very precise insight in the behavior of the layered systems under shear. Direct comparison of these simulations to the analytic theory presented above show a very good agreement between both approaches \[10\].

The mechanism we have proposed here is somewhat similar to a shear induced smectic-C like situation. Consequently, undulations should also be observed near the smectic-A–smectic-C transitions. Indeed, Johnson and Saupe \[14\] and later Kumar \[15\] report such undulations just below the transition temperature. In the same spirit Ribotta and Durand \[48\] report a compression induced smectic-C like situation.

To conclude, we have shown in this work that the inclusion of nematic degrees of freedom in the description of smectic A like systems opens the way for a shear induced destabilization of the layers under shear. Our result are compatible with experimental observations and are in good agreement with molecular dynamics simulations.
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APPENDIX A: MINIMAL ANALYTIC MODEL

In our earlier work \[25\] we considered two independent variables (the layer displacement and the \(y\)-component of the director) and found the critical values to be
\[
n_{x,c}^2 = 4 \frac{B_0}{B_0 - 2B_1} q_z \sqrt{\frac{K}{B_0}}
\]
and
\[
q_c^2 = q_z \sqrt{\frac{B_0}{K}}.
\]
(54)
To compare our present analysis to these results we expand Eqs. (13) in power series in \(\theta_0\) (up to \(\theta_0^2\)) and take only the terms connected with \(\phi\) and \(u\).

\[
0 = A_\phi \frac{B_1}{\gamma_1} \theta_0 - A_u \frac{B_1}{\gamma_1} q_q
\]
(55)

\[
0 = -A_u \lambda_p \left[ B_1 q_z^2 + K q_z^4 + B_0 q_z^2 - \frac{1}{2} \theta_0^2 q_z^2 (B_0 + 2B_1) \right] + A_\phi \lambda_p B_1 \theta_0 q
\]
(56)
The solvability condition of Eqs. (A3, A4) defines the neutral curve \(\theta_0(q)\) and its minimum directly gives the critical values \(\theta_c\) and \(q_c\) (within the approximations of this section).

\[
q_c^2 = q_z \sqrt{\frac{B_0}{K}}
\]
(57)
\[
\theta_c^2 = 4 q_z \frac{B_0}{B_0 + 2B_1} \sqrt{\frac{K}{B_0}}
\]
(58)
\[
\gamma_c = 4 \frac{B_1}{\gamma_1 (\lambda + 1)} \sqrt{q_z \frac{B_0}{B_0 + 2B_1} \sqrt{\frac{K}{B_0}}}
\]
(59)
The differences between Eqs. (A1, A2) and (A5 – A7) are mainly due to the correct normalization of \(\hat{p}\) [see Eqs. (26 – 31)] used in the present paper.

To summarize, we conclude that our former results are a special case of the present analysis when the correct normalization of \(\hat{p}\) is implemented. Especially the divergence of the critical values at \(B_0 = 2B_1\) turns out to be an artifact of the normalization of \(\hat{p}\) used in Ref. \[25\].

APPENDIX B: GENERATING THE SET OF LINEAR EQUATIONS

Since the theoretical methods used in this paper (irreversible thermodynamics and linear stability analysis) offer well defined algorithms for the generation and analysis of macroscopic hydrodynamic equations, we performed parts of the calculation using Maple. In this appendix we describe the key ingredients of a suitable Maple program. A good starting point for such an approach are the balance equations for the unknown quantities \(\{u, \ell, y, z\}\) along with the energy density \(\phi\) in the appropriate approximation. These equations are entered directly in Maple, with the unknown quantities being functions of time and the spatial coordinates. The thermodynamic forces used in these equations are determined by Eqs. (13 – 15). For an implementation of these equations one must take into account that Maple can only
compute the derivative with respect to constants and not with respect to functions, i.e. the relevant functions in the energy density must be substituted temporarily by constants.

For the linearized set of equations we substitute the unknown quantities by expressions of the type
\[ \theta(t, x, y, z) = \theta_0 + a A_\theta \sin(q_z z) \cos(q_y y) \exp(i \omega t) \] (B1)
in the governing equations. Here \( a \) is a small parameter and \( A_\theta \) is the relative amplitude of the linear correction to \( \theta_0 \). Expanding the substituted set of equations in a power series in \( a \) gives in zeroth order the spatially homogeneous equations and in first order the linear set of equations, which are no longer differential equations but algebraic ones. One obtains a matrix representation of these equations by expanding them in power series of the relative amplitudes and taking only the first order terms. After dividing by the terms which depend on the spatial and temporal coordinates the Fortran code of this matrix representation is generated using the CODEGEN, FORTRAN function of Maple and subsequently solved using standard numerical procedures.
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