Stability of fractional neutral systems with time varying delay based on delay decomposition approach
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Abstract: The approach in this paper is present asymptotically stability of fractional neutral systems under Riemann-Liouville (R-L) derivatives. Some sufficient conditions are devised to such systems based on the Lyapunov method. The difficulty of obtaining a fractional-order Lyapunov functional lies in how to design a positively defined functional $V$ and easily determine whether the fractional derivative of $V$ is less than zero. The method we deal with in this study provides an advantage in terms of directly calculating integer ordered derivatives of Lyapunov functionals. By improving a delay decomposition approach, the stability conditions for the solution of fractional system were established in terms of linear matrix inequalities (LMIs) which can be easily tested. Finally, an example with numerical simulation is given to illustrate the universality and the validity of proposed method.
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1 Introduction

Fractional calculus is a mathematical subject of about 300 years. In the past thirty years, fractional calculus has been found in many various and widespread fields of science and engineering. To describe real world problems, it has been proved that fractional-order calculus is more enough and general than the integer calculus. For this, researchers in the field of mathematics alone do not have a keen interest in fractional calculus. At the same time, fractional systems have received great interest in many scientific areas such as control theory, aircraft stabilization, biophysics, chemical engineering processes, distributed networks, neural networks, nuclear reactors, and population dynamics and etc. (see [1-23]). For this, interest in the stability analysis of various fractional time delay systems has been increasing quickly in recent years, especially due to its successful applications in common areas of engineering. Therefore, time delay fractional systems and the stability analysis problem for these systems are an important topic both from a theoretical and practical point of view. When the related literature is examined, it is seen that many researchers focus their attention on the stability issue of neutral systems which has a more general class than the delayed type, via different approaches. In this direction, in this study, we improve a delay decomposition approach in fractional neutral systems with time varying delay and obtain novel robust stability criteria.

Motivated and considered by the above discussions, this study searches the asymptotically stability of fractional neutral systems with a delay decomposition approach. We can summarize the main goal of this paper and its contribution to the related literature as follows. First, this paper on the stability of fractional neutral systems with delay decomposition approach is still under development. Therefore, we assert novel stability criteria on the stability of considered fractional system with delay decomposition approach for further improvements. According to the present results in [4, 5, 7, 10, 13], the results of this study are more general. Second, there appears to be very few papers in the literature on the stability of fractional neutral systems with the delay decomposition approach. In this sense, the theoretical results of this paper will contribute to the current related literature. Third, in this paper, some basic inequalities in terms of proof technique are
used to reduce conservatism and a suitable Lyapunov functional is constructed. Finally, an example with numerical simulation is evaluated to show the universality and the validity of theoretical results.

2 Problem description

In this research paper, we consider the following fractional neutral system with time varying delay

\[ t_0D_q^\tau x(t) - C_0D_q^\tau x(t - \tau) = Ax(t) + Bx(t - \tau(t)), \quad t \geq 0, \]

with the initial conditions

\[ t_0D_q^{1-q} x(t) = \varphi(t), \quad t \in [-\tau, 0], \]

where \( 0 \leq q \leq 1, \ t_0D_q^\tau x(.) \) shows a \( q \) order R-L fractional derivative of \( x(.) \), \( x(t) \in \mathbb{R}^n \) is the state vector, \( A, B \) and \( C \in \mathbb{R}^{n \times n} \) are constant matrixes and differentiable function \( \tau(t) \) is a variable delay function satisfying for all \( t \geq 0 \),

\[ 0 \leq \tau(t) \leq \tau, \quad \tau(t) \leq \delta < 1, \]

where \( \tau \) and \( \delta \) are some positive constants.

Definition 1. The R-L fractional integral and derivative with order \( q \) of \( x(t) \) are described as follows, respectively ([17])

\[ t_0D_q^0 x(t) = \frac{1}{\Gamma(q)} \int_{t_0}^t (t - s)^{q-1} x(s) ds, \quad (q > 0), \]

\[ t_0D_q^l x(t) = \frac{1}{\Gamma(m-q)} \frac{d^m}{dt^m} \int_{t_0}^t (t - s)^{m-q-1} x(s) ds, \quad (0 \leq m - 1 \leq q < m), \]

where \( \Gamma(\cdot) \) states the Gamma function.

Lemma 1. For sufficiently good functions \( x(t) \), if \( p > q > 0 \), then the following equality ([9])

\[ t_0D_q^0 (t_0D_q^p x(t)) = t_0D_q^{p-q} x(t), \]

holds. In particular, this equality holds if \( x(t) \) is integrable.

Lemma 2. Let \( x(t) \in \mathbb{R}^n \) be a vector of differentiable vector. Then, the following inequality holds for any time instant \( t \geq 0, \ ([9]) \)

\[ \frac{1}{2} t_0D_q^\tau (x^T(t) \hat{M} x(t)) \leq x^T(t) \hat{M}_0D_q^\tau x(t), \quad 0 < q < 1, \]

where \( \hat{M} \in \mathbb{R}^{n \times n} \) is a constant, square, symmetric and positive semi-definite matrix.

Lemma 3. Given matrices \( \Delta_1, \Delta_2, \Delta_3 \) where \( \Delta_1 = \Delta_1^T, \Delta_3 = \Delta_3^T \) and \( \Delta_3 > 0 \). Then \( \Delta_1 + \Delta_2^T \Delta_3^{-1} \Delta_2 < 0 \) if and only if ([4])

\[ \begin{bmatrix} \Delta_1 & \Delta_2^T \\ \Delta_2 & -\Delta_3 \end{bmatrix} < 0 \text{ or } \begin{bmatrix} -\Delta_3 & \Delta_2 \\ \Delta_2^T & -\Delta_1 \end{bmatrix} < 0. \]

3 Main results

In this section, by applying delay decomposition approach and constructing an appropriate Lyapunov functional associated with the R-L fractional derivative and fractional integral, we propose a novel stability criterion for the fractional system (1).
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Theorem 1. Let $\|D\| < 1$. If $0 \leq \tau(t) \leq \beta \tau$ for given scalars $\beta(0 < \beta < 1)$, $\tau(>0)$ and $\delta$, the system (1) with (2) is asymptotically stable if there exist matrices $P = P^T > 0, R = R^T > 0, H_i = H_i^T \geq 0, U_i = U_i^T \geq 0, (i = 1, 2, 3)$, such that

$$
\begin{bmatrix}
\psi_{11} & \psi_{12} & 0 & 0 & \psi_{15} & \psi_{16} \\
\psi_{12} & \psi_{22} & 0 & 0 & \psi_{25} & \psi_{26} \\
0 & 0 & \psi_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & \psi_{44} & 0 & 0 \\
\psi_{15} & 0 & 0 & 0 & \psi_{55} & \psi_{56} \\
\psi_{16} & \psi_{26} & 0 & 0 & \psi_{56} & \psi_{66}
\end{bmatrix} < 0,
$$

(3)

with

$$
\begin{align*}
\hat{\psi}_{11} &= A^TP + PA + H_1 + H_3, \\
\hat{\psi}_{12} &= PRB, \\
\hat{\psi}_{15} &= PC, \\
\hat{\psi}_{16} &= A^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3], \\
\hat{\psi}_{22} &= -(1 - \delta)H_3, \\
\hat{\psi}_{25} &= B^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3], \\
\hat{\psi}_{33} &= -(H_2 + \hat{\psi}_{44} = H_2 - H_1, \\
\hat{\psi}_{55} &= -R, \hat{\psi}_{56} = C^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3], \\
\hat{\psi}_{66} &= -[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3].
\end{align*}
$$

Proof. Construct the following Lyapunov functional

$$
V(x_t) = \sum_{i=1}^{3} V_i(x_t),
$$

(4)

where

$$
\begin{align*}
V_1 &= t_0 D_{s}^{-1}(x^T(t)Px(t)), \\
V_2 &= \int_{t-\beta \tau}^{t} x^T(s)H_1x(s)ds + \int_{-\tau}^{0} \int_{t-\tau}^{t-\beta \tau} x^T(s)H_2x(s)ds + \int_{t-\tau}^{t} x^T(s)H_3x(s)ds + \int_{-\tau}^{0} (x_{s}^{T}(t+\xi))^{T} R(x_{s}^{T}(t+\xi))d\xi, \\
V_3 &= \int_{-\tau}^{0} \int_{t-\tau}^{t} (x_{s}^{T}(\xi))^{T} U_1(x_1D_{s}^{T}x(\xi))d\xi d\varphi + \int_{-\tau}^{0} \int_{t-\tau}^{t} (x_{s}^{T}(\xi))^{T} U_2(x_2D_{s}^{T}x(\xi))d\xi d\varphi + \int_{-\tau}^{0} \int_{t-\tau}^{t} (x_{s}^{T}(\xi))^{T} U_3(x_3D_{s}^{T}x(\xi))d\xi d\varphi.
\end{align*}
$$

From Definition 1., we know that $V_1, V_2$ and $V_3$ are positive definite functional. By Lemma 1 and Lemma 2, calculating time derivative $V(x_t)$ along the trajectory of system (1), we obtain

$$
\dot{V}(x_t) = \sum_{i=1}^{3} \dot{V}_i(x_t),
$$

(5)

where

$$
\begin{align*}
\dot{V}_1(x_t) &= x_0 D_{s}^{T}(x_t)Px(t) \\
&= 2x^T(t)P_0D_{s}^{T}x(t) \\
&= 2x^T(t)[Ax(t) + Bx(t - \tau(t)) + C_0D_{s}^{T}x(t - \tau)] \\
&= x^T(t)(PA + A^TP)x(t) + 2x^T(t)PBx(t - \tau(t)) + 2x^T(t)PC_0D_{s}^{T}x(t - \tau)
\end{align*}
$$

(6)
\[ \dot{V}_2(x_0) = x^T(t)(H_1 + H_2)x(t) - x^T(t - \tau(t))(1 - \tau(t))H_3x(t - \tau(t)) \\
+ x^T(t - \beta \tau)(H_2 - H_1)x(t - \beta \tau) - x^T(t - \tau)H_2x(t - \tau) \\
+ (\lambda_0 D^\alpha_{\tau}x(t))^T R_{\lambda_0}(\lambda_0 D^\alpha_{\tau}x(t - \tau)) \\
\leq x^T(t)(H_1 + H_2)x(t) - x^T(t - \tau(t))(1 - \delta)H_3x(t - \tau(t)) \\
+ x^T(t - \beta \tau)(H_2 - H_1)x(t - \beta \tau) - x^T(t - \tau)H_2x(t - \tau) \\
+ (\lambda_0 D^\alpha_{\tau}x(t))^T R_{\lambda_0}(\lambda_0 D^\alpha_{\tau}x(t - \tau)) - (\lambda_0 D^\alpha_{\tau}x(t - \tau))^T R_{\lambda_0}(\lambda_0 D^\alpha_{\tau}x(t - \tau)) \quad (7) \]

\[ \dot{V}_3(x_0) = (\lambda_0 D^\alpha_{\tau}x(t))^T(B \tau U_1 + (1 - \beta) \tau U_2 + \tau(t) U_3)\lambda_0 D^\alpha_{\tau}x(t) \\
- \int_{t-\beta \tau}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T U_1(\lambda_0 D^\alpha_{\tau}x(s)) ds - \int_{t-\tau}^{t-\beta \tau} (\lambda_0 D^\alpha_{\tau}x(s))^T U_2(\lambda_0 D^\alpha_{\tau}x(s)) ds \\
- (1 - \tau(t)) \int_{t-\tau}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T U_3(\lambda_0 D^\alpha_{\tau}x(s)) ds \\
\leq (\lambda_0 D^\alpha_{\tau}x(t))^T(B \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3)\lambda_0 D^\alpha_{\tau}x(t) \\
- \int_{t-\beta \tau}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T U_1(\lambda_0 D^\alpha_{\tau}x(s)) ds - \int_{t-\tau}^{t-\beta \tau} (\lambda_0 D^\alpha_{\tau}x(s))^T U_2(\lambda_0 D^\alpha_{\tau}x(s)) ds \\
- (1 - \delta) \int_{t-\tau(t)}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T U_3(\lambda_0 D^\alpha_{\tau}x(s)) ds. \quad (8) \]

From (7) and (8), the operator for term \((\lambda_0 D^\alpha_{\tau}x(t))^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] \lambda_0 D^\alpha_{\tau}x(t)\) is as follows:

\[
(\lambda_0 D^\alpha_{\tau}x(t))^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] \lambda_0 D^\alpha_{\tau}x(t) \\
= [Ax(t) + Bx(t - \tau(t)) + C_\alpha D^\alpha_{\tau}x(t - \tau(t))]^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] \\
\times [Ax(t) + Bx(t - \tau(t)) + C_\alpha D^\alpha_{\tau}x(t - \tau(t))] \\
= x^T(t)A^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]Ax(t) \\
+ x^T(t)A^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]Bx(t - \tau(t)) \\
+ x^T(t - \tau(t))B^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]C_\alpha D^\alpha_{\tau}x(t - \tau) \\
+ x^T(t - \tau(t))B^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]Bx(t - \tau(t)) \\
+ x^T(t - \tau(t))B^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]C_\alpha D^\alpha_{\tau}x(t - \tau) \\
+ (\lambda_0 D^\alpha_{\tau}x(t - \tau))^T C^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]Ax(t) \\
+ (\lambda_0 D^\alpha_{\tau}x(t - \tau))^T C^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]Bx(t - \tau(t)) \\
+ (\lambda_0 D^\alpha_{\tau}x(t - \tau))^T C^T[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3]C_\alpha D^\alpha_{\tau}x(t - \tau). \quad (9) \]

Combining (6)-(9) yields that

\[
\dot{V}(x_0) \leq \xi^T(t) \Sigma(t) \xi(t) - \int_{t-\beta \tau}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T U_1(\lambda_0 D^\alpha_{\tau}x(s)) ds - \int_{t-\tau}^{t-\beta \tau} (\lambda_0 D^\alpha_{\tau}x(s))^T U_2(\lambda_0 D^\alpha_{\tau}x(s)) ds \\
- \int_{t-\tau(t)}^{t} (\lambda_0 D^\alpha_{\tau}x(s))^T ((1 - \delta)U_3(\lambda_0 D^\alpha_{\tau}x(s)) ds, \\
\text{where} \\
\xi^T(t) = \begin{bmatrix} x^T(t) & x^T(t - \tau(t)) & x^T(t - \tau(t)) & (\lambda_0 D^\alpha_{\tau}x(t - \tau))^T \end{bmatrix}
\]
Let Theorem 2.\[ \xi \text{ asymptotically stable if there exist matrices } P, \\] with 

\[
\begin{align*}
\Sigma_{11} &= A^T P + PA + H_1 + H_3 + AT [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] A, \\
\Sigma_{12} &= PB + A^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] B, \\
\Sigma_{15} &= PC + A^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] C, \\
\Sigma_{22} &= B^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] B - (1 - \delta) H_3, \\
\Sigma_{25} &= B^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] C, \\
\Sigma_{33} &= -H_2, \\
\Sigma_{44} &= H_2 - H_1, \\
\Sigma_{55} &= -R + C^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \beta \tau U_3] C.
\end{align*}
\]

For \( \xi(t) \neq 0 \) and \( 0 \leq \tau(t) \leq \beta \tau \), if \( \Sigma < 0 \), \( V(x_t) \) is negative-definite. From Lemma 3, if condition (3) is met, system (1) is asymptotically stable.

**Theorem 2.** Let \( \|D\| < 1 \). If \( \beta \tau \leq \tau(t) \leq \tau \) for given scalars \( \beta(0 < \beta < 1), \tau(> 0) \) and \( \delta \), the system (1) with (2) is asymptotically stable if there exist matrices \( P = P^T > 0, R = R^T > 0, H_i = H_i^T \geq 0, U_i = U_i^T \geq 0, (i = 1, 2, 3) \), such that

\[
\tilde{\Pi} = \begin{bmatrix}
\tilde{\Pi}_{11} & \tilde{\Pi}_{12} & 0 & 0 & \tilde{\Pi}_{15} & \tilde{\Pi}_{16} \\
\tilde{\Pi}_{12}^T & \tilde{\Pi}_{22} & 0 & 0 & 0 & \tilde{\Pi}_{26} \\
0 & 0 & \tilde{\Pi}_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & \tilde{\Pi}_{44} & 0 & 0 \\
\tilde{\Pi}_{15}^T & 0 & 0 & \tilde{\Pi}_{55} & \tilde{\Pi}_{56} & \tilde{\Pi}_{66} \\
\tilde{\Pi}_{16}^T & \tilde{\Pi}_{26}^T & 0 & 0 & \tilde{\Pi}_{56}^T & \tilde{\Pi}_{66}^T
\end{bmatrix} < 0. \tag{10}
\]

with

\[
\begin{align*}
\tilde{\Pi}_{11} &= A^T P + PA + H_1 + H_3, \tilde{\Pi}_{12} = PB, \tilde{\Pi}_{15} = PC, \\
\tilde{\Pi}_{16} &= A^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3], \tilde{\Pi}_{22} = -(1 - \delta) H_3, \\
\tilde{\Pi}_{26} &= B^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3], \tilde{\Pi}_{33} = -H_2, \tilde{\Pi}_{44} = H_2 - H_1, \\
\tilde{\Pi}_{55} &= -R, \tilde{\Pi}_{56} = C^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3], \\
\tilde{\Pi}_{66} &= -[R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3].
\end{align*}
\]

**Proof.** Consider the Lyapunov functional defined by (4) in Theorem 1 for the proof of this theorem. For \( \beta \tau \leq \tau(t) \leq \tau \), calculating time derivative \( V(x_t) \) along the trajectory of system (1), we have

\[
\begin{align*}
V(x_t) \leq & \lambda^T(t) \Omega \lambda(t) - \int_{t - \beta \tau}^{t} (\eta_0 D_{\tau}^T x(s))^T U_1 (\eta_0 D_{\tau}^T x(s)) ds \\
& - \int_{t - \beta \tau}^{t - \tau(t)} (\eta_0 D_{\tau}^T x(s))^T U_2 (\eta_0 D_{\tau}^T x(s)) ds - \int_{t - \tau(t)}^{t} (\eta_0 D_{\tau}^T x(s))^T ((1 - \delta) U_2) (\eta_0 D_{\tau}^T x(s)) ds,
\end{align*}
\]
where
\[ \lambda^T(t) = \begin{bmatrix} x^T(t) & x^T(t - \tau(t)) & x^T(t - \beta \tau) & (\eta D_s^\beta x(t - \tau))^T \end{bmatrix} \]
and
\[ \Omega = \begin{bmatrix} \Omega_{11} & \Omega_{12} & 0 & 0 \\ \Omega_{12} & \Omega_{22} & 0 & 0 \\ 0 & 0 & \Omega_{33} & 0 \\ \Omega_{15} & \Omega_{25} & 0 & \Omega_{35} \end{bmatrix}, \]
with
\[ \Omega_{11} = \Lambda^T P + PA + H_1 + H_3 + \Lambda^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] A, \]
\[ \Omega_{12} = P B + \Lambda^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] B, \]
\[ \Omega_{15} = P C + \Lambda^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] C, \]
\[ \Omega_{22} = B^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] B - (1 - \delta) H_1, \]
\[ \Omega_{25} = B^T [R + \beta \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] C, \Omega_{33} = -H_2, \]
\[ \Omega_{44} = H_2 - H_1, \Omega_{55} = -R + C^T [R + \tau U_1 + (1 - \beta) \tau U_2 + \tau U_3] C. \]

For \( \lambda(t) \neq 0 \) and \( \beta \tau \leq \tau(t) \leq \tau \), if \( \Omega < 0, \dot{V}(x) \) is negative-definite. From Lemma 3, if condition (10) is met, system (1) is asymptotically stable.

### 4 Numerical example

In this section, we give an example with numerical simulation to show the advantages and validity of our results.

**Example 1.** Consider the following fractional neutral system for \( t \geq 0 \),

\[ \eta D^\beta_s x(t) - \begin{bmatrix} 0.4 & 0 \\ 0 & 0.1 \end{bmatrix} \eta D^\beta_s x(t - \tau) = \begin{bmatrix} -2.5 & -0.2 \\ 0.1 & -4.2 \end{bmatrix} x(t) + \begin{bmatrix} -0.1 & 0.1 \\ -0.2 & 0.1 \end{bmatrix} x(t - \tau(t)), \]

(11)

where \( x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \) and

\[ 0 \leq \tau(t) = 0.4 \sin^2(t) \leq 0.4 = \tau. \]

(12)

Applying Theorem 1 and Theorem 2 to above system (11) with (12), for \( \beta = 0.05 \), let us choose

\[ P = \begin{bmatrix} 15 & 0 \\ 0 & 18 \end{bmatrix}, \quad R = \begin{bmatrix} 4 & 1 \\ 1 & 2 \end{bmatrix}, \]
\[ H_1 = \begin{bmatrix} 18.34 & -0.04 \\ -0.04 & 5.42 \end{bmatrix}, \quad H_2 = \begin{bmatrix} 12.26 & -0.36 \\ -0.36 & 0.48 \end{bmatrix}, \quad H_3 = \begin{bmatrix} 1.22 & -0.14 \\ -0.14 & 0.02 \end{bmatrix}, \]
\[ U_1 = \begin{bmatrix} 24 & 0.04 \\ 4.04 & 14.18 \end{bmatrix}, \quad U_2 = \begin{bmatrix} 2.62 & -0.09 \\ -0.09 & 1.12 \end{bmatrix}, \quad U_3 = \begin{bmatrix} 0.12 & -0.01 \\ -0.01 & 0.02 \end{bmatrix}. \]

Thus, considering above assumptions and taking advantage of MATLAB-Simulink the all eigenvalues of the LMIs defined by (3) and (10) are \( \lambda_{\text{max}}(\tilde{\Psi}) \leq -0.0991 \) and \( \lambda_{\text{max}}(\tilde{\Pi}) \leq -0.1163 \), respectively. This ensures that system (11) with (12) is asymptotically stable.
5 Conclusion

This paper studies the problem of asymptotically stability for fractional neutral systems under R-L derivatives. By developing a delay decomposition approach, some novel stability criteria are obtained in terms of linear matrix inequalities (LMIs) based on the Lyapunov method. An example with numerical simulation is presented to demonstrate the universality and the validity of the considered system. Finally, the theoretical results of this paper contribute to generalize and expand the present ones in the literature.
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