CNAViz: An interactive webtool for user-guided segmentation of tumor DNA sequencing data
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Abstract

Copy-number aberrations (CNAs) are genetic alterations that amplify or delete the number of copies of large genomic segments. Although they are ubiquitous in cancer and, thus, a critical area of current cancer research, CNA identification from DNA sequencing data is challenging because it requires partitioning of the genome into complex segments with the same copy-number states that may not be contiguous. Existing segmentation algorithms address these challenges either by leveraging the local information among neighboring genomic regions, or by globally grouping genomic regions that are affected by similar CNAs across the entire genome. However, both approaches have limitations: overclustering in the case of local segmentation, or the omission of clusters corresponding to focal CNAs in the case of global segmentation. Importantly, inaccurate segmentation will lead to inaccurate identification of important CNAs. For this reason, most pan-cancer research studies rely on manual procedures of quality control and anomaly correction. To improve copy-number segmentation and their control, we introduce CNAViz , a web-based tool that enables the user to simultaneously perform local and global segmentation, thus overcoming the limitations of each approach. Using simulated data, we demonstrate that by several metrics, CNAViz allows the user to obtain more accurate segmentation relative to existing local and global segmentation methods. Moreover, we analyze six bulk DNA sequencing samples from three breast cancer patients. By validating with parallel single-cell DNA sequencing data from the same samples, we show that by using CNAViz , our user was able to obtain more accurate segmentation and improved accuracy in downstream copy-number calling. CNAViz is available at https://github.com/elkebir-group/cnaviz.
Introduction

Most tumor genomes are characterised by the accumulation of copy-number aberrations (CNAs), which are somatic genetic alterations that are pervasive across different cancer types with on average 44% of the genome being affected by CNAs in solid tumors [39, 10, 37]. While normal diploid cells typically have two distinct copies, or alleles, of every gene in autosomal chromosomes, each CNA can simultaneously alter the dosage of hundreds to thousands of genes by increasing (gain) or decreasing (loss) the number of copies of a large genomic segment, including chromosomal arms and whole chromosomes [43, 2]. Not only is the identification of CNAs key to understanding cancer evolution [20, 15, 3, 39], it may also inform the development of targeted therapies as CNAs can introduce novel vulnerabilities for cancer cells that can be exploited for drug design [8, 27, 21].

Currently, most cancer studies characterize CNAs in large cohorts of cancer patients by performing DNA sequencing of one or multiple tumor samples [15, 39, 37]. Specifically, these studies use two related signals observed for each contiguous genomic region, or bin [35] (Fig 1(a)). First, the \textit{read depth ratio} (RDR) is defined as the ratio between the observed and expected number of sequencing reads that align to a specific bin. As such, variations in the RDR values indicate changes in the total number of copies: an increase/decrease in the values of RDR between different bins indicates a higher/lower number of copies. Second, the \textit{B-allele frequency} (BAF) is defined as the proportion of sequencing reads that belong to only one of the two alleles of the bin. A value of 0.5 is expected for normal heterozygous diploid bins since each allele is present in exactly one copy and half of the sequencing reads are expected to be sequenced from each allele. As such, a significant deviation from this expected value, called \textit{allelic imbalance}, indicates the presence of CNAs that alter the proportion of copies between the two alleles. Thus, analyzing variations of RDR and BAF values across bins allow the identification of CNAs in cancer genomes. However, this is a challenging task for which several algorithms have been proposed.

The majority of current CNA calling algorithms are based on \textit{local segmentation} approaches. The key idea is that CNAs generally affect large genomic segments that comprise multiple bins and, therefore, neighboring bins have an increased probability to be or not be affected by the same CNA. As such, algorithms for change-point detection have been proposed to identify CNA-based genomic segments by grouping neighboring bins that do not have higher than expected variations in RDRs and BAFs (Fig 1b). Examples of these algorithms for DNA sequencing data include ASCAT [38, 30], BIC-seq [40], Control-FREEC [4], TITAN [13] for bulk tumor samples, as well as HMMcopy [17] and Ginkgo [11] for single cells. However, the performance of local-segmentation algorithms can be substantially affected in different sequencing datasets by the presence of decreased or increased variance of RDR and BAF values between or within distinct genomic segments. While decreased variance is due to normal contamination, i.e. the presence of normal, non-cancerous cells in the sample [38, 39, 41], increased variance results from differences in sequencing technologies and platforms [44, 42].

To deal with the limitations of local segmentation, \textit{global segmentation} approaches have been proposed, which leverage the presence of distinct genomic segments affected by similar CNAs. In fact, similar CNAs are frequent across the entire genome of the same tumor, resulting in bins from across the genome with similar RDR and BAF values. Thus, global-segmentation algorithms, such as FACETS [33] and CELLULOID [24], leverage these shared signals from different CNAs by clustering bins that share RDR and BAF values (Fig 1c). Moreover, the recent HATCHet [41] and CHISEL [42] algorithms have demonstrated that this global approach can be further extended to jointly leverage the signals even across multiple samples (or single cells) obtained from the same tumor, obtaining improved power to accurately identify CNAs even in the contexts of low tumor purity or CNAs that are only present in distinct subpopulations of cancer cells. However, this increased power afforded by global segmentation comes at the cost of a diminished ability to identify smaller or focal CNAs, as well as CNAs that are only present in few or single tumor samples, which are frequent in cancer [41]. Since local-segmentation algorithms generally have improved power for these smaller and focal CNAs by leveraging the local signals of neighboring genomic regions, there is thus a trade-off between local and global segmentation approaches.
Figure 1: **CNAViz enables user-guided segmentation for improved copy-number calling.**

(a) The genome of cancer cells (gray circles) is affected by CNAs (colored dots). DNA sequencing reads obtained from these cancer cells are aligned to a human reference genome, which is partitioned into bins (defined by the start and end position of the bin in a certain chromosome). For each bin, two signals are measured from DNA sequencing reads: the RDR, which is proportional to the total number of copies of the bin in the genome, and the BAF, which measures allelic imbalance. (b) Local segmentation algorithms combine neighboring bins with identical RDR (top plot) and BAF (bottom plot, where allelic imbalance is represented instead of BAF and is measured as $0.5 - \text{BAF}$) into segments. Differences across datasets might lead to overclustering. (c) Global segmentation algorithms cluster bins with similar RDR and BAF values across the entire genome, disregarding genomic location information, which may lead to spurious clusters and omit focal CNAs. (d) CNAViz allows the user to unify local and global segmentation approaches to obtain a more accurate segmentation.

Due to these and other challenges, copy-number analysis in practice often involves manual intervention and quality control. For instance, a recent pan-cancer study, PCAWG, covering 2,658 whole-genome sequenced human cancers, obtained consensus copy number calls from several algorithms through manual intervention to detect and correct anomalies [10]. Other examples include [15, 12, 24, 5, 41], where reported solutions were manually selected in order to balance the goodness of fit to data and proposed model complexity. Thus, while manual intervention in CNA calling is common practice, there is a lack of tools to facilitate this process, starting with enabling users to perform more accurate segmentation.

Here, we introduce **CNAViz**, a graphical, interactive, and web-based tool that enables users to perform manual segmentation of tumor DNA sequencing data for the identification of CNAs (Fig 1d). By providing an accessible and highly portable interactive platform to combine RDR and BAF values across both the entire genome and multiple samples while simultaneously revealing the presence of local genomic patterns, CNAViz represents a unifying approach that combines the advantages of local and global segmentation approaches. In particular, CNAViz is applicable to a wide range of novel and retrospective analyses, as it can be used to perform both segmentation *de novo* or to improve the segmentation performed by other existing segmentation methods. We have used simulated multi-sample tumor sequencing dataset generated by the published MASCeTE framework [41] to demonstrate the improved accuracy obtained with CNAViz relative to existing local and global segmentation methods. Moreover, we have applied CNAViz to previous bulk DNA sequencing data generated from 6 tumor samples obtained from 3 breast cancer patients [6]. Using these data, we have demonstrated that CNAViz enables the user to obtain a segmentation that results in CNA calls that are more concordant with parallel single-cell sequencing data of these samples, revealing the presence...
of CNAs for known breast cancer driver genes that would have been missed by current methods.

Materials and methods

0.1 Problem Statement

In addition to sequencing a matched normal sample, one or more samples, quantified by \( m > 0 \), are sequenced from the tumor. DNA sequencing reads from these samples are then aligned to the reference genome, followed by partitioning of the genome into \( n \) bins that may vary in size. We indicate the chromosome in which bin \( i \) occurs by \( \text{chr}(i) \), its start position on that chromosome by \( \text{start}(i) \) and end position by \( \text{end}(i) \). We extract two quantities from the alignment.

First, we obtain the read depth ratio \( \text{RDR}(p, i) \) for each bin \( i \) in each sample \( p \), defined as the ratio between the normalized number of reads of bin \( i \) in the sample \( p \) vs. the number of reads in the matched normal sample. While RDRs are expected to be nearly constant in normal diploid cells, higher (lower) values of RDRs across the cancer genome allow the identification of corresponding gains (losses) due to CNAs. Second, by inspecting heterozygous germline single-nucleotide polymorphisms (SNPs), we obtain the B-allele frequency \( \text{BAF}(p, i) \) for each bin \( i \) in each sample \( p \). As an example, if the BAF is observed to be 0.33 for a bin that is affected by a gain and has three copies (as indicated by the RDR), we can conclude that the genome contains two copies of one allele and one copy of the other; in contrast, a BAF of 0.0 would indicate that the genome contains three copies of only one allele.

An important preprocessing step in CNA callers is segmentation, which concerns the assignment of each bin \( i \) to a segment or cluster, denoted by \( \text{cluster}(i) \), based on its values \( \text{RDR}(p, 1), \ldots, \text{RDR}(p, m) \) and \( \text{BAF}(p, 1), \ldots, \text{BAF}(p, m) \). Current methods perform this task in either a local or global fashion. While locality information of the bins is not utilized in global segmentation, it is used in local segmentation. The problems solved by both approaches can be summarized by the following two informal problem statements.

[Local Segmentation] Given coordinates \( < \text{chr}(i), \text{start}(i), \text{end}(i) > \), RDR and BAF values of \( n \) bins in \( m \) samples and integer \( k > 0 \), find an assignment \( \sigma : [n] \rightarrow [k] \) of the \( n \) bins into \( k \) clusters with maximum likelihood such that the bins of each cluster \( j \in [k] \) are contiguous in the reference genome.

[Global Segmentation] Given RDR and BAF values of \( n \) bins in \( m \) samples and integer \( k > 0 \), find an assignment \( \sigma : [n] \rightarrow [k] \) of the \( n \) bins into \( k \) clusters with maximum likelihood.

Local segmentation approaches are typically based on a Hidden Markov model or Circular Binary Segmentation, identifying change points via a parameter that controls the number \( k \) of segments. On the other hand, global segmentation approaches view RDR and BAF values as a multi-variate mixture distribution, employing mixture models to identify the underlying \( k \) composite distributions and clustering assignment. While global segmentation approaches are more robust to noise in lower coverage samples because they pool the signal across the genome, local segmentation approaches have the ability to detect small focal CNAs that global approaches may overlook.

Ideally, one would like to combine both approaches to overcome their respective limitations. Some methods, including FACETS [33] and CELLULOID [24], perform local segmentation followed by additional global clustering of the resulting local segments. Conversely, in Section B.4 in S1 Text, we describe a sequential Gaussian Mixture Model and Hidden Markov model approach, first performing global clustering into \( k \) segments to obtain the \( k \) composite distributions that best describe the mixture data followed by local segmentation. Unfortunately, all current automated approaches to segmentation still make mistakes that are easily identified via visual inspection. As mentioned in Introduction, current best practice consists of performing a parameter sweep and subsequently manually selecting a single solution among the results, often by inspecting each segmentation solution’s goodness of fit with the data. Not only is this manual process time-consuming and labor-intensive, its inflexibility prevents the user from resolving inconsistencies in any one segmentation solution.
Rather than trying to improve segmentation and the downstream CNA calls by tweaking parameters which indirectly affect segmentation, we seek to enable the user to directly control segmentation via an interactive graphical user interface. Thus, CNAViz was designed as a web-based interface specifically to allow the user to directly cluster bins manually according to the dimensions of RDR and BAF, while also being informed by the genomic coordinates of these bins. The user can use CNAViz to either refine an existing segmentation or to perform de novo segmentation. To provide the user with direct control, our tool contains several critical features. First, the tool visualizes the RDR, BAF, and genomic coordinates of each bin. This task is achieved with a juxtaposition of three scatter plots, one for each combination of the relevant dimensions (RDR+BAF, RDR+coordinates, BAF+coordinates). Second, the tool allows the filtering and selection of bins along any of the three dimensions. Third, the user can manually cluster the bins by visual inspection, and edit each cluster as they see fit. Finally, the tool provides the user with cluster metrics that may help in optimizing cluster assignments. These additional features include the visualization of cluster centroids, driver genes by genomic position, assessments of cluster homogeneity and separation, and purity and ploidy estimation. Additional features and further details can be found in the appendix.

CNAViz

This section details the functionality of CNAViz. Input and Output defines the tool’s inputs and outputs. Data Exploration and Design Choices describes the ways in which CNAViz allows the user to visualize the data and interact with the clustering assignment, and provides justification for the main elements of the CNAViz user interface. We describe the metrics used to evaluate each cluster in Cluster Analytics, and discuss the automation of various cluster assignment tasks in Automation. Finally, we provide implementation details in Implementation Details. We refer the reader to Section A in S1 Text for a complete list of CNAViz’s features.

0.1.1 Input and Output

CNAViz takes two files as input and produces two output files. The main input is a tab-separated values (TSV) file containing the RDR and BAF values of bins across multiple samples. The first row specifies column headers, which must contain ‘CHR’, ‘START’, ‘END’, ‘RD’, ‘BAF’ and, optionally, ‘CLUSTER’. The order in which these columns are specified does not matter. If the ‘CLUSTER’ is not provided, then we consider all the genomic bins to be un-clustered. That is, internally, we set cluster(i) = -1 for each bin i. As these files can be large (about 10 MB for m = 3 whole genome samples with n = 53,440 bins of length 50 Kb), in order to process the data efficiently we require the rows to be ordered as follows: (1) All bins part of the same chromosome must be grouped together and sorted by genomic position. Chromosome labels specified in each row must start with the prefix ‘chr’, e.g. the autosomes in the human reference genome are labeled chr1, chr2, . . . , chr22. (2) Bins at the same genomic position, but from different samples are grouped together. (3) Every genomic bin should be present in every sample. Note that the TSV input file may contain additional columns, which will not be used, but will be included in exported files as discussed below. Furthermore, CNAViz includes a ‘Demo’ button that will load a published prostate cancer patient A12 [12]. We provide additional instruction on how to extract data in this format from alignment BAM files in our tutorial (https://github.com/elkebir-group/cnaviz). We have chosen a non-restrictive data input format, as most segmentation and copy number caller methods output these per-bin data. Therefore, the user has the option of providing a clustering of the bins output by any existing segmentation method. We provide conversion scripts and discuss how to obtain CNAViz’s input from ASCAT [30][38] and HATCHet [41] in Section B in S1 Text.

The user may also optionally upload a list of driver genes to include in the visualization. The input data for driver genes must have the following columns: ‘symbol’ and ‘Genome Location’ where the latter column is of the format ‘{CHR}:{START}-{END}’. Note that this file is optional; the default
The list of driver genes corresponds to those genes in the COSMIC Cancer Gene Census (CGC) for which a genomic location was provided [36].

The user may export the current clustering. The exported file adheres to the same TSV format used for input and specifies the clustering. Bins $i$ that were erased, which we internally assign cluster cluster$(i) = -2$, will not be exported. The exported file will contain all columns, including any optional, user-provided columns that were previously imported. The user may also opt to download a text file containing a log of all clustering assignment operations that were performed.

### 0.1.2 Data Exploration and Design Choices

As described previously, one of the primary goals is to support the clustering of genomic bins based on RDR and BAF while also being informed by the bins’ genomic coordinates. CNAViz’s interface is composed of a hideable sidebar (Fig 2a-d), a main view consisting of a main scatter plot (Fig 2f,i), and two linked scatter plots (Fig 2g,j). The main scatter plot compares the dimensions of RDR and allelic imbalance, equivalent to $0.5 - BAF$. However, this main scatter plot lacks information about genomic coordinates. To address this challenge we place two scatter plots next to the main plot that plot the bins’ genomic positions on the $x$-axis, and RDR and allelic imbalance on the $y$-axes respectively (Fig 2g). The total effect is that collectively, CNAViz visualizes the bivariate combinations of RDR and BAF, as well as the genomic coordinates of each bin in a sample. This juxtaposition of different scatter plots is an example of the well-known data visualization technique of using multiple coordinated views [28, 23]. This technique works well when no single view can perform all tasks and when juxtaposition can reveal new and insightful relationships from the data [28, 23]. In addition, all scatter plots color bins by their assigned cluster, and the user can add more triplets of scatter plots when they would like to visualize additional samples. Finally, to improve visibility, the user can adjust the point size via a slider in the sidebar.

Exploration of the data is critical for the user to perform segmentation efficiently. Two major themes inform our approach. First, our interface follows Ben Shneiderman’s well-known visualization mantra for effective data exploration: overview first, zoom and filter, then details-on-demand [34]. Second, our scatter plots are linked together; interactions in any one scatter plot affect all the other scatter plots across samples. Linking is prevalent in data exploration systems [16] and here it allows CNAViz’s users to better understand how the data in the scatter plots relate to one another.

As the goal is to provide the user with a visualization of all the data, and moreover the use case is to resolve places where bins cluster one way in one sample and a second distinct way in another sample, CNAViz also allows the user to add and remove samples. Thus, the user can begin with an overview of genomic bins over all chromosomes and samples of interest. When the user becomes interested in a particular area, they can use the pan and zoom tools, which effectively function as filters. Keeping with our theme of linking, any change in the scale or range of an axis as a result of panning or zooming is reflected in all scatter plots relating to this sample. As a result, panning and zooming in one scatter plot, which can change which bins are in view, filters out the relevant bins in the other scatter plots for the same sample. In other words, we ensure all the scatter plots for a given sample always show the same set of bins.

An additional example of how CNAViz adheres to the principles of linking and details-on-demand, is that hovering over any bin will show details about that bin in a tooltip, and will emphasize that bin in all other scatter plots. In the two linear plots which show genomic position on the $y$-axis, this emphasis takes the form of a vertical black bar; alternative forms of emphasis, such as recoloring or increasing the point’s border, were not visually salient enough.

A critical feature for data exploration and editing is our selection tool and erase tool. These tools allow the user to use the mouse to drag a bounding box (a “brush”) to select and deselect bins inside any of the scatter plots. Selected bins are by default shaded black, which highly contrasts the default pastel colors assigned to each cluster. The user is also able to change this selection color in the sidebar. More importantly, the set of selected bins is highlighted across all scatter plots for all samples. This well-known general technique of brushing and linking [1] is essential for users to
understand how points that are contiguous in one view are distributed and related in other views [23]. Once the user has selected the desired genomic bins, they can assign these selected bins to a new cluster. The “New” button will assign the next cluster ID available. Alternatively, users can choose a cluster I from the drop down found above the scatter plot, and reassign the selected bins to the selected cluster ID by clicking “Assign Cluster.” Cluster IDs -1 and -2 are reserved, each indicating a temporary “not clustered” state and a deleted state, respectively. As previously noted, those clusters in the −2 state will be excluded when the user exports the clustering assignment. The user may also clear all cluster assignments or undo their cluster assignments (or unassignments) with the respective buttons in the sidebar.

0.1.3 Cluster Analytics

In order to allow users to see how well they are clustering the data, we introduce a ‘Cluster Analytics’ tab that shows the silhouette values of the clustering [31] as well as the distance between each pair of cluster’s centroids. Specifically, given \( m \) samples, we represent each bin \( i \) as a vector

\[
v_i = [\text{RDR}(1, i), \ldots, \text{RDR}(m, i), \text{BAF}(1, i), \ldots, \text{BAF}(m, i)]^T
\]  

(1)

in \( 2m \)-dimensional space, combining the \( m \) RDR and the \( m \) BAF values of the bin across all \( m \) samples. This enables us to compute Euclidean distances between pairs of bins. To view analytics about the current clustering, the user can click the ‘Analytics’ button in the sidebar. A pop-up will appear that displays two bar plots (Fig 2f, g).

The first bar plot shows the approximated average silhouette coefficient for each cluster \( j \). The silhouette value \( s(i) \) of a bin \( i \) is a value between \(-1 \) and \( 1 \), where a high value indicates that the bin is well matched to other bins assigned to the same cluster (homogeneity/cohesion) and poorly matched to bins from other clusters (separation). The silhouette coefficient \( s(j) \) of a cluster \( j \) is the mean silhouette value of all bins \( i \) assigned to cluster \( j \). Computing the exact silhouette coefficient of each cluster is time intensive, i.e. it requires \( O(n^2) \) time where the number \( n \) of bins is around 50000 for real data. Therefore, we approximate the computation of the silhouette coefficient via downsampling of points. The goal is to obtain a clustering with silhouette coefficients near 1.

The second bar plot represents the average Euclidean distance between the points of two clusters, which enables the user to identify pairs of clusters that can be merged. From the drop down above the plot, the user chooses a specific cluster for which to compute distances to other clusters. Clusters that have a distance near 0 to the specified cluster are good candidates for merging. The goal is to obtain clusters that show good separation, and have large pairwise Euclidean distances. Finally, we provide the user the ability to visualize cluster centroids through a checkbox in the sidebar.

To further assess clustering, we allow the user to inspect clustering of bins containing driver genes. These driver genes are represented by dots along the x-axis of the linear plots. By default, we use the driver genes published in the COSMIC Cancer gene census, and restricted ourselves to those genes for which a genomic location was provided [36]. Each driver gene marker acts as a toggle button, where if toggled on, the genomic region that the driver gene spans is highlighted. When hovering over one of the markers, the highlighted region can be previewed (Fig 2h).

Finally, clustering can be assessed in terms of tumor purity and ploidy. The tumor purity is the proportion of tumor cells in a sample whereas the ploidy is the average number of copies. The estimation of these two quantities is a common but challenging step in all copy-number calling pipelines. We allow the user to vary values of tumor purity and ploidy for each sample, and subsequently estimate the integer copy-number states corresponding to the most common clonal copy-number states. This allows the user to pick better purity and ploidy values for the copy-number estimation process. We refer the reader to Figure A in S1 Text for a visual example.
0.1.4 Automation

Within the CNAViz user interface, we implement several automated tasks. First, the “Centroids” button, which can be found in the sidebar, enables the user to inspect cluster centroids locations and merge clusters according to centroid distance (Fig 3b). Specifically, the user may specify RDR and BAF thresholds for each sample. Any pair of clusters whose centroids’ RDR and BAF values are located within the two user-specified thresholds for each sample, are flagged for merging. The user is prompted with a dialog box summarizing all clusters which will be merged if the action is taken. At this point, the user has the opportunity to abort the action, or to proceed with merging all the clusters together. To implement this functionality, we aggregate cluster pairs into connected components (e.g. if cluster 1 and 2 were identified to be merged, and cluster 2 and 3 were also identified to be merged, then 1, 2 and 3 form a connected component). For a single connected component set of clusters, the largest cluster is selected, and all other clusters’ bins are reassigned to this cluster label.

While the previous functionality merged intact clusters, we provide additional functionality for splitting clusters. The “Absorb Bins” button, which can be found in the sidebar, allows the user to select “From” clusters, from which candidate bins will be drawn, and “To” clusters, to which candidate bins may be assigned (Fig 3c). For each bin $i$ in a “From” cluster, we compute the RDR and BAF distance to its currently assigned cluster’s centroid as well as to all “To” clusters’ centroids. The bin is re-assigned if the distance to the nearest centroid meets the sample-specified specified BAF and RDR thresholds.

0.1.5 Implementation Details

We implemented CNAViz in React. Each scatter plot was created using the D3$^1$ and D3FC$^2$ libraries. In order to give the user maximum control over the clustering, all bins from the input data are plotted without any merging or aggregation. We found that directly using SVG or drawing points using HTML Canvas does not scale to the number of bins that we have in our data ($n \approx 50,000$ bins). In order to efficiently plot a large number of bins, we used D3FC wrapper methods for WebGL. WebGL takes advantage of the rendering speed of the GPU, which allows for the efficient rendering of large amounts of data points. Each plot in CNAViz contains an SVG layer and WebGL layer to allow for both user interactivity and efficient rendering. On top of this architecture, we then accomplished tooltips with D3 quadtrees, and filtering with the crossfilter$^3$ library, which allows for filters along multiple dimensions to be added and removed with ease. CNAViz is open source and is available at: https://github.com/elkebir-group/cnaviz. The most recent version of CNAViz is deployed at: https://elkebir-group.github.io/cnaviz.

0.2 Usage Guidelines

We provide general guidelines on how users can apply CNAViz in either de novo or refinement mode. Screencasts and detailed tutorials demonstrating the application of these guidelines on real and simulated data are publicly available and can be found at https://github.com/elkebir-group/cnaviz.

Using CNAViz to Perform De Novo Segmentation. We begin by providing guidelines for users to perform de novo segmentation using CNAViz. We recommend displaying all samples in order to evaluate bins across samples concurrently. Moreover, we recommend using the scatter plot to quickly identify potential clusters that share similar RDR and BAF values across samples at a glance. However, the use of linear plots is essential to refine this clustering, especially in the presence of large

---

$^1$https://github.com/d3/d3  
$^2$https://github.com/d3fc/d3fc  
$^3$https://github.com/crossfilter/crossfilter
number of clusters or clusters corresponding to small CNAs. Thus, both the scatter and linear plots should be used in the process of selecting relevant bins in the following three steps.

First, the user should select bins that are well separated on the scatter plot of a single sample. The user should then inspect whether these selected bins are also grouped together in other samples. In particular, selected bins that vary in one sample should be excluded from the current selection, and are good candidates for a new cluster. Second, the user should also use the linear plots to inspect whether these selected bins share RDR and BAF values across the genome. The linear plots are especially helpful to leverage the intuition that CNAs tend to occur in contiguous segments of the genome. Third, selected bins which share RDR and BAF values across samples can be made into a new cluster. This process should be repeated until each bin has been assigned to a cluster. When all bins have been clustered, the user can then proceed with the following steps to check an existing clustering.

Using CNAViz to Refine an Existing Segmentation. We now provide a few guidelines with which to evaluate and improve upon an existing clustering. The user should begin by displaying all samples. As a first step, the user should toggle the plots to show only the bins in one chromosome. This can be achieved using either the sidebar’s chromosome menu, or via the zoom selection. The following steps should then be repeated for each chromosome.

First, if a pair of clusters share both RDR and BAF values across all samples, these clusters should be merged. The user may find the following subroutine for merging clusters helpful. (1) Note the cluster IDs in question. (2) Use the cluster check boxes in the left toolbar to visualize only the bins in these clusters. (3) Use the ‘Reset View’ button to ensure all cluster bins are visualized. (4) Select all bins and either assign them to an existing cluster or create a new cluster as appropriate. (5) Repeat this process as necessary.

It should be noted that we provide the user with automated functionality to perform a related task. In particular, users can provide a sample-specific RDR and BAF threshold value, and automatically merge any cluster pairs whose centroids are closer than this threshold. For further details, please refer to Automation.

Second, if a single cluster contains different RDR and BAF values across all samples, this cluster should be split into at least two clusters. We suggest the following procedure for splitting clusters. (1) Note the cluster ID in question, and the approximate corresponding range of RDR and BAF for each new cluster. (2) Use the cluster check boxes in the left toolbar to visualize only the bins in this cluster. (3) Use the ‘Reset View’ button to ensure all cluster bins are visualized. (4) Select the bins that should be separated, and create a new cluster. (5) Repeat this process as necessary so that each cluster has distinct RDR and BAF values.

For this procedure, we also provide the user with automated functionality to make this operation more efficient. The user can specify clusters “from” which bins should be evaluated. For each such bin, the distance to a set of user-specified candidate centroids is calculated, and the minimum distance centroid is identified. If the distance between this bin and the minimum distance centroid is within the user-specified threshold in every sample, the bin is reassigned. For further details, we refer the reader to Automation.

Third, in an input clustering with several clusters which each have very few bins, it is often desirable to lessen the number of clusters by absorbing small clusters into larger ones. This is particularly relevant after inspecting and splitting each cluster, which results in the creation of several small clusters. The user should first verify that the largest clusters that incorporate the majority of bins are appropriately clustered – that is, each cluster’s bins share a RDR and a BAF value that is distinct from all other bins. Next, given a small spurious cluster we suggest using the ‘Analytics Tab’ to identify a candidate largest cluster for merging. Finally, we recommend the user to iterate through these three steps until convergence. This last described procedure can be accomplished using a combination of the existing automated tools, so we do not provide additional automation here.
Results

We used published simulated datasets [41] generated from multi-sample DNA sequencing tumor samples to demonstrate how CNAViz enables users to improve upon existing segmentation algorithms in Validation of CNAViz using Simulations. Moreover, in Application of CNAViz to Real Data we demonstrate on a dataset of 6 tumor samples from 2 breast cancer patients that by using the novel features of CNAViz, we were able to accurately reveal CNAs affecting important cancer genes, which were previously missed by existing segmentation algorithms.

Validation of CNAViz using Simulations

Experimental Setup. To demonstrate what CNAViz enables users to do, we used previously published data simulated with MASCoTE [41] for which ground truth is available and can be used for assessing segmentation performance. We considered the published dataset n2_s4669/k4_01090_02008_00506035_00504055 with \( m = 4 \) bulk DNA sequencing samples comprising of 2 tumor clones.

To assess how CNAViz enables users to perform accurate de novo segmentation as well as to assess improvement upon segmentations produced by existing methods, we performed three different experiments. We first used CNAViz in de novo mode by providing non-segmented data as input and performing manual clustering in the user interface. Second, our user leveraged CNAViz to perform manual refinement of a segmentation solution generated by HATCHet, which performs global segmentation [41]. Third, we input a segmentation solution generated by ASCAT, which performs local segmentation [38, 30], and used CNAViz’s user interface to perform refinement. We ran ASCAT in single-sample mode (aspcf) and provided it with ground-truth purity and ploidy values. We reconciled the sample-specific segmentation into a single sample-agnostic segmentation solution by retaining all breakpoints. We refer the reader to https://github.com/elkebir-group/cnaviz for screencasts describing the specific steps taken for this simulation instance. These follow the general guidelines described in Usage Guidelines.

Results. We evaluated the different clustering solutions using three performance metrics. These include the Adjusted Rand Index (ARI) [14], the V-measure [29] and the silhouette score [31]. The ARI equals 0 when points are assigned to clusters randomly, and equals 1 when the inferred and ground-truth clustering solutions are the same. Likewise, the V-measure ranges from 0 (poor clustering) to 1 (matching ground-truth) [29]. We refer to Cluster Analytics for further details on interpreting the silhouette score.

We assessed the performance of five different segmentation solutions produced by (i) CNAViz, (ii) HATCHet, (iii) HATCHet + CNAViz, (iv) ASCAT, (v) ASCAT + CNAViz (Fig 4a). Notably, the segmentation produced manually clustering using CNAViz’s de novo mode achieved the best overall clustering performance in terms of ARI and V-Measure (0.99553 and 0.97048, respectively). Given an existing solution, manual refinement using CNAViz also produced consistent improvements when compared to the original solution. Specifically, using CNAViz to perform manual refinement produced the greatest improvement in terms of both ARI and V-measure (0.07376 to 0.99509 for ARI, and 0.21984 to 0.96804 for V-measure) when applied to the ASCAT solution. We also see modest improvements in these metrics for HATCHet.

Next, we present two specific examples of typical errors made in existing methods that manual refinement using CNAViz is able to fix (Fig 4). First, CNAViz enables the user to improve the HATCHet solution by splitting a cluster. By visualizing the HATCHet solution using CNAViz’s integrated scatter and linear plots, we can observe an orange cluster containing bins that separate into two distinct genomic segments along the genome (Fig 4b). Therefore, we split the orange cluster into two separate clusters (Fig 4b), matching ground truth (Fig 4a). Second, CNAViz enables the user to combine distinct segments from across the genome into a single cluster. As a local segmentation
method, ASCAT overclusters a single ground-truth cluster into 22 separate segments. ASCAT produces this clustering because the bins occur non-contiguously (Fig 4c). With CNAViz’s interactive scatter plot, we are able to both identify and reassign the cluster of bins (Fig 4c), producing a cluster that matches ground truth (Fig 4a).

For runtime estimates, we refer the reader to the accompanying recorded videos of manually editing the simulated sample s4669. Our first year graduate student with previous CNA calling experience completed segmentation in de novo mode in approximately 15 minutes, given a HATCHet initial clustering it took 20 minutes, and given an ASCAT initial clustering it took 1 hour.

Application of CNAViz to Real Data

To investigate the impact of what CNAViz’s novel features enable the user to do on real data, we used CNAViz to manually refine DNA sequenced from six tumor samples across three breast cancer patients (P5, P6, P10) analyzed in the previous study of [6]. In addition to standard bulk DNA sequencing of each tumor sample, the authors also performed matched high-resolution single-cell sequencing of every sample. As such, we can use these single-cell data to validate the CNAs inferred from the bulk sequencing data. Specifically, we plan to assess whether performing segmentation using CNAViz produces downstream CNA calls that better match the single-cell data compared to using an existing segmentation method (Fig 5a).

We processed the raw sequencing reads using the same pipeline reported in [6]. After downloading the DNA sequencing data from the Sequence Read Archive (accession numbers SRP114962 and SRP116771), we aligned the reads to the human reference genome (hg19) using BWA [19]. Then, the aligned sequencing reads were provided as input to HATCHet [41]. Similar to other methods for copy number calling, HATCHet first performs segmentation before outputting copy number calls. Due to its modular design, it is possible to provide HATCHet with a custom segmentation. We created two sets of CNA calls for each patient. One set was obtained by running HATCHet end-to-end with its built-in global segmentation (denoted as ‘HATCHet’). We extracted HATCHet’s global segmentation and manually refined it using CNAViz (following the guidelines in Usage Guidelines). This enabled us to obtain a second set of CNA calls from HATCHet using the refined segmentation (denoted as ‘HATCHet + CNAViz’). Although runtime estimates vary by user, it took our first year graduate student with previous CNA calling experience approximately 30 minutes to use CNAViz to manually edit each sample.

For each patient, [6] reported a small number of relevant breast cancer driver genes (ranging from 13 to 20). Using the single-cell CNA calls reported by the authors, we classified the driver genes of each patient as either unaffected, deleted, or amplified due to CNAs. We designated a driver gene as correctly classified if the CNA state inferred from bulk data matched the single-cell CNA state. We found that manually refining the HATCHet clustering using CNAViz (HATCHet + CNAViz) classified a total of 60/86 genes (70%) compared to 44/86 genes (51%) correctly classified by HATCHet alone (Fig 5b). In particular, for sample P10 DCIS (ductal carcinoma in situ) using HATCHet + CNAViz enabled the user to produce a manual clustering with 16 genes correctly inferred compared to 15 genes correctly inferred by HATCHet without manual refinement. Further inspection reveals that HATCHet alone identified no amplified genes, and instead identifies 7 driver genes as neutral and 13 driver genes as deletions (Fig 5c,d). By contrast, by having a user manually refine a HATCHet clustering solution using CNAViz (HATCHet + CNAViz), we identified 4 amplifications among driver genes, matching the ground-truth single-cell data. Among these, three are known oncogenes: TRIM24 [26], MYCN [32] and MLLT11 (also known as AF1q) [25]. Generally, we expect oncogenes to be amplified within tumor cells, as these mutations prove beneficial to tumor cells. Thus, the literature provides further evidence corroborating the manually refined HATCHet + CNAViz’s classification of these genes. Another difference between both approaches is the classification of the driver gene LIFR, which is a known tumor suppressor gene [7]. While HATCHet classified this gene as unaffected by CNAs, the manually refined HATCHet + CNAViz solution classified the gene as affected by a deletion. This matches the expected behavior for tumor suppressor genes, which are frequently
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affected by deletions.

In summary, significant improvements in the accuracy of downstream copy-number analyses are possible with more accurate upstream segmentation. Here, we have illustrated improvements in the use case of driver gene classification, made possible by using CNAViz to manually refine the segmentation prior to copy number calling.

Discussion

Here, we introduced CNAViz, a web-based tool to perform user-guided segmentation while taking both local and global perspectives into account. Thus CNAViz enables the user to acquire the advantages of both approaches while overcoming their respective limitations. On simulated data, we demonstrated that CNAViz enables the user to produce more accurate segmentation solutions regardless of whether it is run in de novo mode or used to refine local or global segmentations. On real data, we demonstrated an example of how CNA analyses are afforded tangible downstream improvements when we perform manual editing in the CNAViz user interface.

There are several avenues for future research. First, while the ‘Cluster Analytics’ tab provides static feedback on the current segmentation, we envision the tool could provide real-time suggestions to further improve segmentation. Second, CNAs are often recurrent across patients with the same tumor type. Presently the tool operates on samples from one tumor at a time. In the future, we may consider generating suggestions based on segmented data from tumors in the same cohort. This will help further automate the process of generating and improving segmentation. Third, while our tool supports the visualization of a small number of tumor samples, we propose to extend our tool to support segmentation across thousands of samples from the same tumor. This scale is required to support the latest generation of high-throughput single-cell DNA sequencing technologies [18, 22]. Finally, we propose an opt-in way for users to contribute segmentation solutions akin to crowdsourcing efforts like FoldIt, enabling future developments of automated segmentation algorithms that incorporate successful strategies employed by expert users [9].

Acknowledgments

We thank Brian Arnold for providing us with scripts to run HATCHet in a modular fashion. This material is based upon work supported by the National Science Foundation Graduate Research Fellowship Program under Grant No. 1746047 to G.C. M.E-K. was supported by the National Science Foundation (CCF-1850502 and CCF-2046488) as well as funding from the Cancer Center at Illinois. S.Z. was supported by the Rosetrees Trust grant reference M917.

References

[1] Richard A. Becker and William S. Cleveland. Brushing scatterplots. Technometrics, 29(2):127–142, 1987. URL: https://www.tandfonline.com/doi/abs/10.1080/00401706.1987.10488204, arXiv:https://www.tandfonline.com/doi/pdf/10.1080/00401706.1987.10488204.

[2] Rameen Beroukhim, Craig H Mermel, Dale Porter, Guo Wei, Soumya Raychaudhuri, Jerry Donovan, Jordi Barretina, Jesse S Boehm, Jennifer Dobson, Mitsuyoshi Urashima, et al. The landscape of somatic copy-number alteration across human cancers. Nature, 463(7283):899–905, 2010.

[3] Craig M Bielski, Ahmet Zehir, Alexander V Penson, Mark TA Donoghue, Walid Chatila, Joshua Armenia, Matthew T Chang, Alison M Schram, Philip Jonsson, Chaitanya Bandlamudi, et al. Genome doubling shapes the evolution and prognosis of advanced cancers. Nature genetics, 50(8):1189–1195, 2018.
[4] Valentina Boeva, Tatiana Popova, Kevin Bleakley, Pierre Chiche, Julie Cappo, Gudrun Schleiermacher, Isabelle Janoueix-Lerosey, Olivier Delattre, and Emmanuel Barillot. Control-free: a tool for assessing copy number and allelic content using next-generation sequencing data. Bioinformatics, 28(3):423–425, 2012.

[5] Scott L Carter, Kristian Cibulskis, Elena Helman, Aaron McKenna, Hui Shen, Travis Zack, Peter W Laird, Robert C Onofrio, Wendy Winckler, Barbara A Weir, Rameen Beroukhim, David Pellman, Douglas A Levine, Eric S Lander, Matthew Meyerson, and Gad Getz. Absolute quantification of somatic DNA alterations in human cancer. Nature Biotechnology, 30(5):413–421, April 2012.

[6] Anna K Casasent, Aislyn Schalck, Ruli Gao, Emi Sei, Annalyssa Long, William Pangburn, Tod Casasent, Funda Meric-Bernstam, Mary E Edgerton, and Nicholas E Navin. Multiclonal invasion in breast tumors identified by topographic single cell sequencing. Cell, 172(1-2):205–217, 2018.

[7] Dahu Chen, Yutong Sun, Yongkun Wei, Peijing Zhang, Abdol Hossein Rezaeian, Julie Teruya-Feldstein, Sumeet Gupta, Han Liang, Hui-Kuan Lin, Mien-Chie Hung, et al. LIFR is a breast cancer metastasis suppressor upstream of the hippo-yap pathway and a prognostic marker. Nature medicine, 18(10):1511–1517, 2012.

[8] Yael Cohen-Sharir, James M McFarland, Mai Abdusamad, Carolyn Marquis, Sara V Bernhard, Mariya Kazachkova, Helen Tang, Marica R Ippolito, Kathrin Laue, Johanna Zerbib, et al. Aneuploidy renders cancer cells vulnerable to mitotic checkpoint inhibition. Nature, 590(7846):486–491, 2021.

[9] Seth Cooper, Firas Khatib, Adrien Treuille, Janos Barbero, Jeelyung Lee, Michael Beenen, Andrew Leaver-Fay, David Baker, Zoran Popović, et al. Predicting protein structures with a multiplayer online game. Nature, 466(7307):756–760, 2010.

[10] Stefan C Dentro, Ignaty Leshchiner, Kerstin Haase, Maxime Tarabichi, Jeff Wintersinger, Amit G Deshwar, Kaixian Yu, Yulia Rubanova, Geoff Macintyre, Jonas Demeulemeester, et al. Characterizing genetic intra-tumor heterogeneity across 2,658 human cancer genomes. Cell, 184(8):2239–2254, 2021.

[11] Tyler Garvin, Robert Aboukhalil, Jude Kendall, Timour Baslan, Gurinder S Atwal, James Hicks, Michael Wigler, and Michael C Schatz. Interactive analysis and assessment of single-cell copy-number variations. Nature methods, 12(11):1058–1060, 2015.

[12] Gunes Gundem, Peter Van Loo, Barbara Kremeyer, Ludmil B Alexandrov, Jose M C Tubio, Ellı Papamannuıl, Daniel S Brewer, Heini M L Kallio, Gunilla Högniäs, Matti Annala, Kati Kivinummi, Victoria Goody, Calli Latimer, Sarah O'Meara, Kevin J Dawson, William Isaacs, Michael R Emmert-Buck, Matti Nytker, Christopher Foster, Zsofia Kote-Jarai, Douglas Easton, Hayley C Whitaker, ICGC Prostate UK Group, David E Neal, Colin S Cooper, Rosalind A Eeles, Tapio Visakorpi, Peter J Campbell, Uلتan McDermott, David C Wedge, and G Steven Bova. The evolutionary history of lethal metastatic prostate cancer. Nature, 520(7547):353–357, April 2015.

[13] Gavin Ha, Andrew Roth, Jaswinder Khattra, Julie Ho, Damian Yap, Leah M Prentice, Nataliya Melnyk, Andrew McPherson, Ali Bashashati, Emma Laks, et al. Titan: inference of copy number architectures in clonal cell populations from tumor whole-genome sequence data. Genome research, 24(11):1881–1893, 2014.

[14] Lawrence Hubert and Phipps Arabie. Comparing partitions. Journal of classification, 2(1):193–218, 1985.
[15] Mariam Jamal-Hanjani, Gareth A Wilson, Nicholas McGranahan, Nicolai J Birkbak, Thomas BK Watkins, Selvaraju Veeriah, Seema Shafi, Diana H Johnson, Richard Mitter, Rachel Rosenthal, et al. Tracking the evolution of non–small-cell lung cancer. *New England Journal of Medicine*, 376(22):2109–2121, 2017.

[16] D.A. Keim. Information visualization and visual data mining. *IEEE Transactions on Visualization and Computer Graphics*, 8(1):1–8, 2002. doi:10.1109/2945.981847.

[17] Emma Laks, Andrew McPherson, Hans ZahN, Daniel Lai, Adi Steif, Jazmine Brimhall, Justina Biele, Beixi Wang, Tehmina Masud, Jerome Ting, et al. Clonal decomposition and dna replication states defined by scaled single-cell genome sequencing. *Cell*, 179(5):1207–1221, 2019.

[18] Emma Laks, Andrew McPherson, Hans ZahN, Daniel Lai, Adi Steif, Jazmine Brimhall, Justina Biele, Beixi Wang, Tehmina Masud, Jerome Ting, Diljot Grewal, Cydney Nielsen, Samantha Leung, Viktoria Bojilova, Maia Smith, Oleg Golovko, Steven Poon, Peter Eirew, Farhia Kabeer, Teresa Ruiz de Algara, So Ra Lee, M. Jafar Taghiyar, Curtis Huebner, Jessica Ngo, Tim Chan, Spencer Vatr-Watts, Pascale Walters, Nafis Aibrar, Sophia Chan, Matt Wiens, Lauren Martin, R. Wilder Scott, T. Michael Underhill, Elizabeth Chavez, Christian Steidl, Daniel Da Costa, Yussanne Ma, Robin J.N. Coope, Richard Corbett, Stephen Pleasance, Richard Moore, Andrew J. Mungall, Colin Mar, Fergus Cafferty, Karen Gelmon, Stephen Chia, Marco A. Marra, Carl Hansen, Sohrab P. Shah, Samuel Aparicio, Gregory J. Hannon, Giorgia Battistoni, Dario Bressan, Ian Cannell, Hannah Casbolt, Cristina Jauset, Tatjana Kovacević, Clare Mulvey, Fiona Nugent, Marta Paez Ribes, Isabella Pearsall, Fatime Qosaj, Kirsty Sawicka, Sophia Wild, Elena Williams, Samuel Aparicio, Emma Laks, Yangguang Li, Ciara O'Flanagan, Austin Smith, Teresa Ruiz, Shankar Balasubramanian, Maximillian Lee, Bernd Bodenmiller, Marcel Burger, Laura Kuett, Sandra Tietscher, Jonas Windager, Edward Boyden, Shahar Alon, Yi Cui, Amauche Emenari, Dan Goodwin, Emmanuel Kariagiannis, Anubhav Sinha, Asamaw T. Wasse, Carlos Caldas, Alejandro Bruna, Maurizio Callari, Wendy Greenwood, Giulia Lerda, Yaniv Lubling, Alastair Marti, Oscar Rueda, Abigail Shea, Owen Harris, Robby Becker, Flaminia Grimaldi, Suvi Harris, Sara Vogl, Johanna A. Joyce, Jean Hausser, Spencer Watson, Sahar Shah, Andrew McPherson, Ignacio Vázquez-García, Simon Tavaré, Khahn Dinh, Eyal Fisher, Russell Kunes, Nicolas A. Walton, Mohammad Al Sa’d, Nick Chornay, Ali Darius, Eduardo Gonzales Solares, Carlos Gonzalez-Fernandez, Aybuke Kupcu Yoldas, Neil Millar, Xiaowei Zhuang, Jean Fan, Hsuan Lee, Leonardo Sepulveda Duran, Chenglong Xia, and Pu Zheng. Clonal Decomposition and DNA Replication States Defined by Scaled Single-Cell Genome Sequencing. *Cell*, 179(5):1207–1221.e22, November 2019. URL: https://linkinghub.elsevier.com/retrieve/pii/S0092867419311766, doi:10.1016/j.cell.2019.10.026.

[19] Heng Li and Richard Durbin. Fast and accurate short read alignment with burrows–wheeler transform. *bioinformatics*, 25(14):1754–1760, 2009.

[20] Nicholas McGranahan and Charles Swanton. Biological and therapeutic impact of intratumor heterogeneity in cancer evolution. *Cancer cell*, 27(1):15–26, 2015.

[21] Danish Memon, Michael B Gill, Evangelia K Papachristou, David Ochoa, Clive S D’Santos, Martin I Miller, and Pedro Beltrao. Copy number aberrations drive kinase rewiring, leading to genetic vulnerabilities in cancer. *Cell reports*, 35(7):109155, 2021.

[22] Darlan C. Minussi, Michael D. Nicholson, Hanghui Ye, Alexander Davis, Kaile Wang, Toby Baker, Maxime Tarabichi, Emi Sei, Haowei Du, Mashiati Rabbani, Cheng Peng, Min Hu, Shanshan Bai, Yu-wei Lin, Aislyn Schalck, Asha Multani, Jin Ma, Thomas O. McDonald, Anna Casasent, Angelica Barrera, Hui Chen, Bora Lim, Banu Arun, Funda Meric-Bernstam, Peter Van Loo, Franziska Michor, and Nicholas E. Navin. Breast tumours maintain a reservoir of subclonal diversity during expansion. *Nature*, March 2021. URL: http://www.nature.com/articles/s41586-021-03357-x, doi:10.1038/s41586-021-03357-x.
[23] Tamara Munzner. *Visualization analysis and design*. CRC press, 2014.

[24] Faiyaz Notta, Michelle Chan-Seng-Yue, Mathieu Lemire, Yilong Li, Gavin W Wilson, Ashton A Connor, Robert E Denroche, Sheng-Ben Liang, Andrew MK Brown, Jaeseung C Kim, et al. A renewed model of pancreatic cancer evolution based on genomic rearrangement patterns. *Nature*, 538(7625):378–382, 2016.

[25] Jino Park, Michaela Schleiderer, Martin Schreiber, Ryan Ice, Olaf Merkel, Martin Bilban, Sebastian Hofbauer, Soojin Kim, Joseph Addison, Jie Zou, et al. AF1q is a novel TCF7 co-factor which activates cd44 and promotes breast cancer metastasis. *Oncotarget*, 6(24):20697, 2015.

[26] Thushangi N Pathiraja, Kaushik N Thakkar, Shiming Jiang, Sabrina Stratton, Zhaoliang Liu, Mihai Gagea, X Shi, Parantu K Shah, Liem Phan, Mong-Hong Lee, et al. TRIM24 links glucose metabolism with transformation of human mammary epithelial cells. *Oncogene*, 34(22):2836–2845, 2015.

[27] Ryan J Quinton, Amanda DiDomizio, Marc A Vittoria, Kristýna Kotýnková, Carlos J Ticas, Sheena Patel, Yusuke Koga, Jasmine Vakshoorzadeh, Nicole Hermance, Taruho S Kuroda, et al. Whole-genome doubling confers unique genetic vulnerabilities on tumour cells. *Nature*, 590(7846):492–497, 2021.

[28] Jonathan C. Roberts. State of the art: Coordinated & multiple views in exploratory visualization. In *Fifth International Conference on Coordinated and Multiple Views in Exploratory Visualization (CMV 2007)*, pages 61–71, 2007. doi:10.1109/CMV.2007.20.

[29] Andrew Rosenberg and Julia Hirschberg. V-measure: A conditional entropy-based external cluster evaluation measure. *Proceedings of the 2007 joint conference on empirical methods in natural language processing and computational natural language learning (EMNLP-CoNLL)*, pages 410–420, 2007.

[30] Edith M Ross, Kerstin Haase, Peter Van Loo, and Florian Markowetz. Allele-specific multi-sample copy number segmentation in ASCAT. *Bioinformatics*, 37(13):1909–1911, 2021.

[31] Peter J. Rousseeuw. Silhouettes: A graphical aid to the interpretation and validation of cluster analysis. *Journal of Computational and Applied Mathematics*, 20:53–65, 1987. URL: https://www.sciencedirect.com/science/article/pii/0377042787901257, doi:https://doi.org/10.1016/0377-0427(87)90125-7.

[32] Manfred Schwab. Enhanced expression of the cellular oncogene MYCN and progression of human neuroblastoma. *Advances in enzyme regulation*, 31:329–338, 1991.

[33] Ronglai Shen and Venkatraman E Seshan. Facets: allele-specific copy number and clonal heterogeneity analysis tool for high-throughput dna sequencing. *Nucleic acids research*, 44(16):e131–e131, 2016.

[34] Ben Shneiderman. The eyes have it: A task by data type taxonomy for information visualizations. In BENJAMIN B. BEDERSON and BEN SHNEIDERMAN, editors, *The Craft of Information Visualization*, Interactive Technologies, pages 364–371. Morgan Kaufmann, San Francisco, 2003. URL: https://www.sciencedirect.com/science/article/pii/B9781558609150500469, doi: https://doi.org/10.1016/B978-155860915-0/50046-9.

[35] Maxime Tarabichi, Adriana Salcedo, Amit G Deshwar, Máire Ni Leathlubhair, Jeff Wintersinger, David C Wedge, Peter Van Loo, Quaid D Morris, and Paul C Boutros. A practical guide to cancer subclonal reconstruction from dna sequencing. *Nature methods*, 18(2):144–155, 2021.
[36] John G Tate, Sally Bamford, Harry C Jubb, Zbyslaw Sondka, David M Beare, Nidhi Bindal, Harry Boutselakis, Charlotte G Cole, Celestino Creatore, Elisabeth Dawson, et al. Cosmic: the catalogue of somatic mutations in cancer. Nucleic acids research, 47(D1):D941–D947, 2019.

[37] The PCAWG Consortium et al. Pan-cancer analysis of whole genomes. Nature, 578(7793):82, 2020.

[38] Peter Van Loo, Silje H Nordgard, Ole Christian Lingjærde, Hege G Russnes, Inga H Rye, Wei Sun, Victor J Weigman, Peter Marynen, Anders Zetterberg, Bjørn Naume, et al. Allele-specific copy number analysis of tumors. Proceedings of the National Academy of Sciences, 107(39):16910–16915, 2010.

[39] Thomas BK Watkins, Emilia L Lim, Marina Petkovic, Sergi Elizalde, Nicolai J Birkbak, Gareth A Wilson, David A Moore, Eva Grönnroos, Andrew Rowan, Sally M Dewhurst, et al. Pervasive chromosomal instability and karyotype order in tumour evolution. Nature, 587(7832):126–132, 2020.

[40] Ruibin Xi, Angela G Hadjipanayis, Lovelace J Luquette, Tae-Min Kim, Eunjung Lee, Jianhua Zhang, Mark D Johnson, Donna M Muzny, David A Wheeler, Richard A Gibbs, et al. Copy number variation detection in whole-genome sequencing data using the bayesian information criterion. Proceedings of the National Academy of Sciences, 108(46):E1128–E1136, 2011.

[41] Simone Zaccaria and Benjamin J. Raphael. Accurate quantification of copy-number aberrations and whole-genome duplications in multi-sample tumor sequencing data. Nature Communications, 11(1):4301, December 2020. doi:10.1038/s41467-020-17967-y.

[42] Simone Zaccaria and Benjamin J Raphael. Characterizing allele-and haplotype-specific copy numbers in single cells with CHISEL. Nature biotechnology, 39(2):207–214, 2021.

[43] Travis I Zack, Steven E Schumacher, Scott L Carter, Andrew D Cherniack, Gordon Saksena, Barbara Tabak, Michael S Lawrence, Cheng-Zhong Zhang, Jeremiah Wala, Craig H Mermel, et al. Pan-cancer patterns of somatic copy number alteration. Nature genetics, 45(10):1134–1140, 2013.

[44] Fatima Zare, Michelle Dow, Nicholas Monteleone, Abdelrahman Hosny, and Sheida Nabavi. An evaluation of copy number variation detection tools for cancer using whole exome sequencing data. BMC bioinformatics, 18(1):1–13, 2017.
Figure 2: CNAViz provides the user with a variety of options, modes, and plots to help the user create an effective segmentation. (a) Buttons containing import/export options as well as a demo dataset, and allowing the user to import driver genes or use the existing Cancer Genome Census (COSMIC) driver genes. Also includes a drop-down menu for chromosome, the color of the selected bins (default is black), and point size of each bin. (b) Checkboxes controlling the 2D scatter and 1D linear plots. (c) Buttons which lead to pop-ups with analytics, automatic functions, and cluster assignment history. (d) A table summarizing all clusters assigned so far and the percentage of bins represented in each cluster. Also provides the user with the option to change the color for any cluster ID. (e) The toolbar at the top of the screen. The toolbar describing the different modes (Zoom, Pan, Select, Erase), and their respective hotkeys, will float at the top center of the screen, and the help button is in the top right. (f) Scatter plot with RDR on the y-axis and allelic imbalance on the x-axis. When hovering over a point in the scatter plot, a tooltip appears with information about the corresponding bin including the genomic position, bin size, RDR, allelic imbalance, and cluster ID. In addition, the hovered bin’s position on the linear plots is indicated with a black bar. (g) RDR and allelic imbalance linear plots with genomic position on the x-axis. (h) When points are selected, the color of the bins on all plots changes to a dark blue color. The cluster composition of the selected points is displayed under the plots with a table, where the row color matches the cluster color in the plots. (i) A second sample, where the selected bins are synced across the two samples and across the 2D scatter and 1D linear plots. (j) Driver genes are displayed as red dots along the x-axis of the linear plots. When a driver gene is clicked, it is locked in place and represented as an orange bar with the driver gene symbol above it. Hovering over one of the red dots allows the user to preview the driver gene (displayed as a green vertical bar).
Figure 3: CNAViz provides the user with a variety of analysis tools and automated functions to help generate an accurate segmentation. (a) Average silhouette coefficient bar plot. Above the bar plot, the average of the silhouette scores for each cluster is displayed. Average Euclidean distance bar plot. Displays the average inter-cluster distance of each cluster to the cluster selected in the drop-down above the plot. (b) Centroid Table, illustrating each cluster, and the RDR and BAF values defining each cluster’s centroid in each sample. In this pop-up, we also provide the user with the automated Merge function, which allows the user to set RDR and BAF thresholds per sample. Clusters whose centroids are closer than the user-defined thresholds will subsequently be merged. See Automation for further details. (c) The Absorb Bins pop-up allows the user to select “From” clusters and “To” clusters. All bins in the “From” clusters will be evaluated according to a user-defined threshold, and re-assigned to the closest legal “To” cluster. See Automation for further details.
Figure 4: By using CNAViz, users are able to produce more accurate segmentation solutions on simulated data in both de novo mode as well as when refining a given segmentation. (a) A two-dimensional plot of RDR (y-axis) and allelic imbalance (x-axis, measured as 0.5 − BAF) of 50 Kb genomic bins (points). Colors represent the ground-truth segments/clusters. Table shows performance metrics for each method. (b) Comparison of HATCHet’s global segmentation solution before (left plots) and after user refinement (HATCHet + CNAViz, right plots). (c) Comparison of ASCAT’s local segmentation solution before (left plots) and after user refinement (HATCHet + CNAViz, right plots). In each plot of (b) of (c) respectively, the same genomic bins are displayed, but colored according to each method’s inferred segmentation.
Figure 5: Manual editing using CNAViz results in more accurate identification of CNA status of breast cancer driver genes compared to an existing segmentation algorithm. (a) CNAViz enabled the user to manually cluster the DNA sequencing data of two tumor samples (DCIS and INV) obtained from each of three breast cancer patients (P5, P6, and P10) analyzed by [6]. (b) The number of correctly identified CNAs for breast cancer driver genes (y-axis) is reported across all samples of the three patients when using either the existing segmentation algorithm HATCHet (yellow) or after manual refinement of the HATCHet results with CNAViz (green). The number of correct driver genes is listed above each bar. (c) The number of breast-cancer driver genes with different types of CNAs inferred by either HATCHet (columns in top table) or HATCHet + CNAViz (columns in bottom table) is compared with the high-resolution CNAs measured by the matched classification in single-cell sequencing data (rows in both tables). (d) The CNAs (y-axis) inferred by HATCHet + CNAViz for two distinct sub-populations of cancer cells identified in Patient 10 are shown in orange and purple, with 0.15 separation for visual clarity.