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This paper focuses on the role of a government of a large population of interacting agents as a mean-field optimal control problem derived from deterministic finite agent dynamics. The control problems are constrained by a Partial Differential Equation of continuity-type without diffusion, governing the dynamics of the probability distribution of the agent population. We derive existence of optimal controls in a measure-theoretical setting as natural limits of finite agent optimal controls without any assumption on the regularity of control competitors. In particular, we prove the consistency of mean-field optimal controls with corresponding underlying finite agent ones. The results follow from a Γ-convergence argument constructed over the mean-field limit, which stems from leveraging the superposition principle.
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1 Introduction

In the mathematical modelling of biological, social and economical phenomena, self-organisation of multi-agent interaction systems has become a focus of applied mathematics and physics and mechanisms are studied towards the formation of global patterns. In the last years, there has been a vigorous development of literature describing collective behaviour of interacting agents [29–31, 40–42, 61], towards modelling phenomena in biology, such as motility and cell aggregation [15,43,44,54], coordinated animal motion [7,20,23,25–27,31,49,51,52,56,60,64], coordinated human [28,33,58] and synthetic agent interactions and behaviour, as in the case of
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cooperative robots [24, 48, 53, 59]. Part of the literature is particularly focused on studying the corresponding mean-field equations in order to simplify models for large populations of interacting agents: the effect of all the other individuals on any given individual is described by a single averaged effect. As it is very hard to be exhaustive in accounting all the developments of this very fast growing field, we refer to Refs. [18, 19, 21, 22, 62] for recent surveys.

Self-organisation is an incomplete concept, see, e.g., Ref. [12], as it is not always occurring when needed. In fact, local interactions between agents can be interpreted as distributed controls, which, however, are not always able to lead to global coordination or pattern formation. This motivated the research also of centralised optimal controls for multi-agent systems, modelling the intervention of an external government to induce desired dynamics or pattern formation. In this paper, we are concerned with the control of deterministic multi-agent systems of the type

$$\dot{x}_i(t) = F^N(x_i(t), x(t)) + u_i(t), \quad i = 1, \ldots, N. \quad (1.1)$$

The map $F^N : \mathbb{R}^d \times (\mathbb{R}^d)^N \to \mathbb{R}^d$ models the interaction between the agents and $u$ represents the action of an external controller on the system. The control is optimised by minimisation of a cost functional

$$\mathcal{E}^N(x, u) := \int_0^T \frac{1}{N} \sum_{i=1}^N L^N(x_i(t), x(t)) \, dt + \int_0^T \frac{1}{N} \sum_{i=1}^N \psi(u_i(t)) \, dt, \quad (1.2)$$

where $L^N$ is a suitable cost function used for modelling the goal of the control and capturing the work done to achieve it, and $\psi$ is an appropriate positive convex function, which is superlinear at infinity and models the effective cost of employing the control. When the number $N$ of agents is very large, dynamical programming for solving the optimal control problem defined by minimisation of (1.2) under the constraints (1.1) becomes computationally intractable. In fact, Richard Bellman coined the term ‘curse of dimensionality’ precisely to describe this phenomenon.

For situations where agents are indistinguishable, e.g., drawn independently at random from an initial probability distribution $\mu_0$, and the dynamics $F^N(x_i(t), x(t)) = F^N(x_i(t), \mu^N_t)$ depends in fact from the empirical distribution $\mu^N_t = \frac{1}{N} \sum_{i=1}^N \delta_{x_i(t)}$, one may hope to invoke again the use of mean-field approximations for a tractable (approximate) solution of the control problem. By formally considering the mean-field limit of the system (1.1) for $N \to \infty$, one obtains the continuity equation of Vlasov-type:

$$\partial_t \mu_t + \nabla \cdot (F(x, \mu_t) + v_t) \mu_t = 0 \quad \text{in } (0, T) \times \mathbb{R}^d, \quad (1.3)$$

where $\mu$ is the weak limit of $\mu^N$ and represents the (time-dependent) probability distribution of agents and $v = v_\mu$ is a suitable vector control measure absolutely continuous w.r.t. $\mu$ and subjected to a cost functional

$$\mathcal{E}(\mu, v) := \int_0^T \int_{\mathbb{R}^d} L(x, \mu_t) \, d\mu_t(x) \, dt + \int_0^T \int_{\mathbb{R}^d} \psi(v(t, x)) \, d\mu_t(x) \, dt. \quad (1.4)$$

The vector measure $v = v_\mu$ can in fact be obtained as the weak limit of the sequence of finite dimensional control measures:

$$v^N = \int_0^T \delta_t \otimes v^N_t \, dt, \quad v^N_t = \frac{1}{N} \sum_{i=1}^N u_i(t) \delta_{x_i(t)}, \quad t \in [0, T].$$
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Under suitable assumptions on $\psi$, on the convergence of $F^N$ to $F$ and of $L^N$ to $L$ and assuming for simplicity that the initial data are confined in a compact subset of $\mathbb{R}^d$, one of the main results of this paper can be summarised as follows.

**Theorem 1.1** If the initial measures $\mu_0^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i^0(0)}$ weakly converge to a limit probability measure $\mu_0$, then the minimum $E^N(\mu_0^N)$ of (1.2) among all the solution of the controlled system (1.1) converges to the minimum $E(\mu_0)$ of the functional (1.4) among all the solutions of (1.3) with initial datum $\mu_0$. Moreover, all the accumulation points (in the topology of weak convergence of measures) of the measures associated with minimisers $x^N, u^N$ of (1.2) are minima of (1.4).

The idea of solving finite agent optimal control problems by considering a mean-field approximation has been considered since the 1960s [36,37,45] with the introduction of stochastic optimal control. The optimal control of stochastic differential equations

$$dX^i_t = F(x^i_t, \mu_t^N) + v(t, X^i_t) + \sigma dW^i_t,$$

with non-degenerate diffusion and independent Brownian motions $W^i$ has been studied for a long while via the optimal control of the law $\mu_t = \text{Law}(X_t)$ constrained by a McKean–Vlasov equation:

$$\partial_t \mu_t + \nabla \cdot (F(x, \mu_t) + v(t, x)) \mu_t = \sigma \Delta \mu_t,$$

under a suitable control cost $E(\mu, v) := \int_0^T \int_{\mathbb{R}^d} L(x, \mu_t) \, d\mu_t(x) \, dt + \int_0^T \int_{\mathbb{R}^d} \psi(v(t, x)) \, d\mu_t(x) \, dt$.

Most of the literature on stochastic control is focused primarily on the solution of McKean–Vlasov optimal control problems. The most popular methods are based on extending Pontryagin’s maximum principle [2, 6, 9, 14, 17] or deriving a dynamic programming principle, and with it a form of a Hamilton–Jacobi–Bellman equation on a space of probability measures [8, 47, 55]. However, the rigorous justification that the McKean–Vlasov optimal control problem is consistent with the limit of optimal controls for stochastic finite agent models has been proved surprisingly just very recently [46]. The techniques used in the latter paper are largely based on martingale problems, combining ideas from the McKean–Vlasov limit theory with a well-established compactification method for stochastic control [36].

The first work addressing the consistency of mean-field optimal control for deterministic finite agent systems is [39]. In the latter paper, an analogous result as Theorem 1.1 is derived for general penalty functions $\psi$ with polynomial growth, including the interesting case of linear growth at 0 and infinity, motivated by results of sparse controllability for finite-agent models [10, 11, 16]. Other models of sparse mean-field optimal control have been considered in Refs. [1,13,38]. The generality of the penalty function $\psi$ in Ref. [39] has required to restrict the class of controls: they have been assumed to be locally Lipschitz continuous in space feedback control functions $u_i(t) = v(t, x_i)$ with controlled time-dependent Lipschitz constants.

In this paper and in our main result Theorem 1.1, we remove this restriction, but we still impose suitable coercivity on the admissible controls, by requiring the function $\psi$ to have superlinear growth to infinity. As sparsity of controls, i.e., the localisation of controls in space, is mainly due to the linear behaviour of the penalty function at 0, the superlinear growth at infinity does not
exclude the possibility of using this model for sparse control. Moreover, in this framework, there is no need for enforcing a priori that controls are smooth feedback functions of the state variables and the limit process comes very natural in a measure-theoretical sense. In view of the minimal smoothness required to the governing interaction functions $F^N, F$ (they are assumed to be just continuous), there is no uniqueness of solutions in general of (1.1) and (1.3). Hence, the main results of mean-field limit are derived by leveraging the powerful machinery of the superposition principle [3, Theorem 3.4].

Finally, a comparison between deterministic and stochastic cases is in order. The consistency result obtained in [46] allows for degenerate diffusion $\sigma = 0$ (and deterministic initial condition) but does not subsume the results obtained in Ref. [39]. In the present paper, the assumptions on the system can be further weakened by employing the superposition principle, for which a stochastic counterpart is missing. It seems that sharp results for purely deterministic dynamics require in fact measure-theoretical methods, which are difficult to be directly applied to the stochastic setting. Recall also that stochastic control problems are linked to their deterministic counterpart up to non-anticipativity restrictions on the control policy. Nonetheless, deterministic consistency results in control theory could be fruitfully applied to the stochastic setting in the study of large-deviation asymptotics. We refer to Ref. [50] for an application of the present result to the analysis of fluctuations of stochastic interacting particle systems in the mean-field and small-noise regime.

The paper is organised as follows: after recalling in detail the notation and a few preliminary results on optimal transport, doubling functions and convex functionals on measures in Section 2, we describe our setting of optimal control problems in Section 3, together with the precise statements of our main results. We address the existence of solutions of the finite agent optimal control problem in Section 4. Crucial moment estimates are derived in Section 5 for feasible competitors for the mean-field control problem, which are useful for deriving compactness arguments further below. Section 6 is dedicated to the proofs of our main theorems. A relevant part is devoted to Theorem 1.1 by developing a $\Gamma$-convergence argument. While the $\Gamma$–lim inf inequality follows by relatively standard lower semicontinuity arguments, the derivation of the $\Gamma$–lim sup inequality requires a technical application of the superposition principle. Equi-coercivity and convergence of minimisers follow from compactness arguments based on moment estimates from Section 5.

2 Notation and preliminary results

Throughout the paper, we work with $\mathbb{R}^d$ as a state space and we fix a time horizon $T > 0$. We will denote by $\lambda$ the normalised restriction of the Lebesgue measure to $[0, T]$, $\lambda := \frac{1}{T} \mathcal{L}^1 \mathbb{1}_{[0, T]}$.

Given $(S, d)$ a metric space, we use the classical notation $AC([0, T]; S)$ for the classes of $S$-valued absolute continuous curves. We indicate with $\mathcal{M}(\mathbb{R}^d), \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d)$ the space of Borel (vector-valued) measures.

2.1 Probability measures and optimal transport costs

We call $\mathcal{P}(\mathbb{R}^d)$ the space of Borel probability measures. If $f : \Omega \to \mathbb{R}^h$ is a Borel map defined in a Borel subset $\Omega$ of $\mathbb{R}^d$ and $\mu \in \mathcal{P}(\mathbb{R}^d)$ is concentrated on $\Omega$, we will denote by $f_*\mu$ the Borel measure in $\mathbb{R}^h$ defined by $f_*\mu(B) := \mu(f^{-1}(B))$, for every Borel subset $B \subset \mathbb{R}^h$. 

Whenever \( \psi : \mathbb{R}^d \to [0, +\infty] \) is a lower semicontinuous function, we set
\[
C_\psi(\mu_0, \mu_1) := \inf \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y - x) \, d\gamma(x, y) : \gamma \in \Pi(\mu_0, \mu_1) \right\},
\]
where \( \Pi(\mu_0, \mu_1) \) is the set of the optimal transport plans:
\[
\Pi(\mu_0, \mu_1) := \left\{ \gamma \in \mathcal{P}\left(\mathbb{R}^d \times \mathbb{R}^d\right) : \gamma(B \times \mathbb{R}^d) = \mu_0(B), \gamma(\mathbb{R}^d \times B) = \mu_1(B) \quad \forall B \text{ Borel set in } \mathbb{R}^d \right\}.
\]
In the particular case, when \( \psi(z) := |z|, z \in \mathbb{R}^d \), (2.1) defines the \( L^1 \)-Wasserstein distance
\[
W_1(\mu_0, \mu_1) := \inf \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\gamma(x, y) : \gamma \in \Pi(\mu_0, \mu_1) \right\};
\]
the infimum in (2.2) is always finite and attained if \( \mu_0, \mu_1 \) belong to the space \( \mathcal{P}_1(\mathbb{R}^d) \) of Borel probability measure with finite first-order moment:
\[
\mathcal{P}_1(\mathbb{R}^d) := \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} |x| \, d\mu(x) < +\infty \right\}.
\]
\( \mathcal{P}_1(\mathbb{R}^d) \) endowed with \( W_1(\mu_0, \mu_1) \) is a complete and separable metric space. In particular, we will consider absolutely continuous curves \( t \mapsto \mu_t \) in \( AC([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \). They will canonically induce a parameterised measure \( \bar{\mu} := \int \delta_t \otimes \mu_t \, d\lambda(t) \) in \( \mathcal{P}_1([0, T] \times \mathbb{R}^d) \) satisfying
\[
\int f(t, x) \, d\bar{\mu}(t, x) = \int_0^T \int_{\mathbb{R}^d} f(t, x) \, d\mu_t(x) \, d\lambda(t) = \int_0^T \int_{\mathbb{R}^d} f(t, x) \, d\mu_t(x) \, dt.
\]
Convergence with respect to \( W_1 \) is equivalent to weak convergence (in duality with continuous and bounded functions) supplemented with convergence of first moment; equivalently, for every sequence \( (\mu_n)_{n \in \mathbb{N}} \subset \mathcal{P}_1(\mathbb{R}^d) \) and candidate limit \( \mu \in \mathcal{P}_1(\mathbb{R}^d) \)
\[
\lim_{n \to \infty} W_1(\mu_n, \mu) = 0 \quad \Leftrightarrow \quad \lim_{n \to \infty} \int \zeta \, d\mu_n = \int \zeta \, d\mu \quad \text{for every } \zeta \in C(\mathbb{R}^d), \quad \sup_{x \in \mathbb{R}^d} \frac{\zeta(x)}{1 + |x|} < \infty.
\]
In \( \mathcal{P}_1(\mathbb{R}^d) \), we consider the subset \( \mathcal{P}^N(\mathbb{R}^d) \) of discrete measures
\[
\mathcal{P}^N(\mathbb{R}^d) := \left\{ \mu = \frac{1}{N} \sum_{i=1}^N \delta_{x_i} \text{ for some } x_i \in \mathbb{R}^d \right\}.
\]
A measure \( \mu \) belongs to \( \mathcal{P}^N(\mathbb{R}^d) \) if and only if \# supp(\( \mu \)) \( \leq N \) and \( N \mu(B) \in \mathbb{N} \) for every Borel set \( B \) of \( \mathbb{R}^d \). Let us now fix an integer \( N \in \mathbb{N} \) and consider vectors \( \mathbf{x} = (x_1, \ldots, x_N) \in (\mathbb{R}^d)^N \); we will use the notation \( \sigma : (\mathbb{R}^d)^N \to (\mathbb{R}^d)^N \) to denote a permutation of the coordinates of vectors in \((\mathbb{R}^d)^N\) and we set
\[
d_N(\mathbf{x}, \mathbf{y}) := \min_{\sigma} \frac{1}{N} \sum_{i=1}^N |x_i - \sigma(y_i)|, \quad |\mathbf{x}|_N := d_N(\mathbf{x}, \mathbf{o}) = \frac{1}{N} \sum_{i=1}^N |x_i|.
\]
To every vector $x \in (\mathbb{R}^d)^N$, we can associate the measure $\mu[x] := \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \in \mathcal{P}^N(\mathbb{R}^d)$ and we notice that by (6.37) [5, Theorem 6.0.1]

$$d_N(x,y) = W_1(\mu[x], \mu[y]), \quad |x|_N = \int_{\mathbb{R}^d} |x| \, d\mu[x](x) = W_1(\mu[x], \delta_0).$$

From now on, we say that a map $G^N : \mathbb{R}^d \times (\mathbb{R}^d)^N \to \mathbb{R}^k$ is symmetric if

$$G^N(x,y) = G^N(x, \sigma(y)) \quad \text{for every permutation } \sigma : (\mathbb{R}^d)^N \to (\mathbb{R}^d)^N.$$

Given a symmetric and continuous map $G^N$, we can associate a function defined on measures $G^N : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^k$ by setting

$$G^N(x, \mu[y]) := G^N(x,y).$$

Throughout the paper, we use the following notion of convergence for symmetric maps:

**Definition 2.1** We say that a sequence of symmetric maps $G^N$, $N \in \mathbb{N}$, $\mathcal{P}_1$-converges to $G : \mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d) \to \mathbb{R}^k$ uniformly on compact sets as $N \to +\infty$ if for every sequence of measure $\mu_k \in \mathcal{P}_1(\mathbb{R}^d)$ converging to $\mu$ in $\mathcal{P}_1(\mathbb{R}^d)$ as $N_k \to \infty$, we have

$$\lim_{k \to +\infty} \sup_{x \in C} |G^N(x, \mu_k) - G(x, \mu)| = 0, \quad \text{for every compact } C \subset \mathbb{R}^d.$$

### 2.2 Doubling and moderated convex functions

**Definition 2.2** We say that $\phi : [0, +\infty) \to [0, +\infty)$ is an admissible function if $\phi(0) = 0$, $\phi$ is strictly convex and of class $C^1$ with $\phi'(0) = 0$, superlinear at $+\infty$ and doubling, i.e., there exists $K > 0$ such that

$$\phi(2r) \leq K(1 + \phi(r)) \quad \text{for any } r \in [0, +\infty). \quad (2.4)$$

Let $U$ be a subspace of $\mathbb{R}^d$. We say that a convex function $\psi : U \to [0, +\infty)$ is moderated if there exists an admissible function $\phi : [0, +\infty) \to [0, +\infty)$ and a constant $C > 0$ such that

$$\phi(|x|) - 1 \leq \psi(x) \leq C(1 + \phi(|x|)) \quad \text{for every } x \in U. \quad (2.5)$$

By convexity, an admissible function $\phi$ satisfies $\phi(r) + \phi'(r)(s-r) \leq \phi(s)$ for every $r, s \in [0, +\infty)$; in particular, choosing $s = 0$ and $s = 2r$, one obtains

$$0 \leq \phi(r) \leq r\phi'(r) \leq (\phi(2r) - \phi(r)) \leq K(1 + \phi(r)) \quad \text{for every } r \in [0, +\infty). \quad (2.6)$$

It is not difficult to see that if a differentiable convex function $\phi$ satisfies

$$r\phi'(r) \leq A(1 + \phi(r)) \quad \text{for every } r \geq R,$$

for some constants $A, R > 0$, then $\phi$ satisfies $2.4$ with $K = \max(e^d, \max_{[0,2R]} \phi)$. In fact, differentiating the function $z \mapsto (\phi(zr) + 1)$ for $z \in [1, D]$ and $r \geq R$, we get $D \frac{d}{\partial r} (\phi(\theta r) + 1) = r\phi'(\theta r) \leq A(1 + \phi(\theta r))$ so that

$$\phi(Dr) \leq (\phi(r) + 1)e^{(D-1)M} \quad D > 1, \ r > R.$$
In particular, (2.4) yields
\[ \phi(Dr) \leq (\phi(r) + 1)e^{(D-1)K} \quad D > 1, \quad r > 0. \]
We also recall that \( \phi' \) is monotone, i.e.,
\[ (\phi'(r) - \phi'(s))(r - s) \geq 0 \quad \text{for every } s, r \geq 0. \] (2.7)

The next lemma shows that it is always possible to approximate a convex superlinear function by a monotonically increasing sequence of moderated ones.

**Lemma 2.3** Let \( U \) be a subspace of \( \mathbb{R}^d \) and \( \psi : U \to [0, +\infty] \) be a superlinear function with \( \psi(0) = 0. \)

(1) There exists an admissible function \( \theta : [0, +\infty) \to [0, +\infty) \) such that
\[ \psi(x) \geq \theta(|x|) - \frac{1}{2} \quad \text{for every } x \in U. \] (2.8)

(2) If \( \psi \) is also convex, then there exists a sequence \( \psi^N : U \to [0, +\infty), N \in \mathbb{N}, \) of moderated convex functions such that
\[ \psi^N(x) \leq \psi^{N+1}(x), \quad \psi^N(x) \uparrow \psi(x) \quad \text{as } N \to +\infty \quad \text{for every } x \in U. \]

**Proof** It is not restrictive to assume \( U = \mathbb{R}^d. \)

**Claim 1.** Let us set \( h(r) := \min_{|x| \geq r} \psi(x) \) and \( \bar{n} := \min \left\{ n \geq 0 : h(2^n) \geq 1 \right\}, \bar{r} := 2^{\bar{n}}. \) The map \( h : [0, +\infty) \to [0, +\infty) \) is increasing, lower semicontinuous and satisfies \( \lim_{r \to +\infty} h(r)/r = +\infty. \) By a standard result of convex analysis (see, e.g., [57, Lemma 3.7]), there exists a convex superlinear function \( k : [0, +\infty) \to [0, +\infty) \) such that \( h(r) \geq k(r) \) for every \( r \in [0, +\infty), \) so that \( \psi(x) \geq k(|x|) \) for every \( x \in \mathbb{R}^d. \)

Let us define the sequence \( (a_n)_{n \in \mathbb{N}} \) by induction:
\[
\begin{align*}
a_n &:= 0 \quad \text{for every } n \in \mathbb{N}, n < \bar{n}; \quad a_{\bar{n}} := 2^{-\bar{n}}, \\
a_{n+1} &:= \min \left( 2a_n, 2^{-n-1} \left( k(2^n) - k(2^{n-1}) \right) \right) \quad \text{for every } n \geq \bar{n}.
\end{align*}
\]

Since \( k \) is convex and increasing, the sequence \( n \mapsto a_n \) is positive and increasing; since \( k \) is superlinear, it is also easy to check that \( \lim_{n \to +\infty} a_n = +\infty. \)

We now consider the piecewise linear continuous function \( \theta_1 : [0, +\infty) \to [0, +\infty) \) on the dyadic partition \([0, 2^0, 2^1, 2^2, \ldots, 2^n, \ldots], n \in \mathbb{N}, \) satisfying
\[ \theta_1(r) \equiv 0 \quad \text{if } 0 \leq r \leq \bar{r} = 2^{\bar{n}}, \quad \theta_1(r) = a_n \quad \text{if } 2^n < r < 2^{n+1}, \quad n \in \mathbb{N}, \quad n \geq \bar{n}.
\]

Since \( \theta_1' \leq k' \) a.e. in \([0, +\infty), \) we have \( \theta_1 \leq k. \) Moreover, by construction, for \( 0 \leq r \leq 2\bar{r}, \) we have \( \theta_1(r) \leq \theta_1(2\bar{r}) = 1 \) and \( \theta_1'(2r) \leq 2\theta_1'(r) \) if \( r \geq \bar{r}, \) so that \( \theta_1 \) is also doubling since
\[ \theta_1(2r) = \theta_1(2\bar{r}) + \int_{\bar{r}}^r \theta_1'(2s) \, ds \leq 1 + 4 \int_{\bar{r}}^r \theta_1'(s) \, ds = 1 + 4\theta_1(r) \quad \text{for every } r \geq \bar{r}.
\]

Replacing now \( \theta_1 \) by the convex combination \( \theta_2(r) := \frac{1}{2} \theta_1(r) + \frac{1}{2} r/\bar{r}, \) we get a strictly increasing function, still satisfying (2.8).
By possibly replacing \( \theta_2 \) with \( \theta_2(r) := \int_{r-1}^r \theta(s) \, ds \) (where we set \( \theta_2(s) \equiv \theta_2(0) = 0 \) whenever \( s < 0 \)), we obtain a \( C^1 \) function. Strict convexity can be eventually obtained by taking the convex combination \( \theta(r) := (1 - \varepsilon)\theta_2(r) + \varepsilon(\sqrt{1 + r^2} - 1) \) for a sufficiently small \( \varepsilon > 0 \).

**Claim 2.** Notice that the function \( x \mapsto \theta_2(|x|) \) is convex. We can define \( \psi^N \) by inf-convolution:

\[
\psi^N(x) := \inf_{y \in \mathbb{R}^d} \psi(y) + N\theta_2(|x - y|), \quad x \in \mathbb{R}^d.
\]

It is easy to check that the infimum in (2.9) is attained, \( \psi^N \) is convex (since it is the inf-convolution of two convex functions) and satisfies the obvious bounds

\[ \psi^N(x) \leq N\theta_2(|x|), \quad \psi^N(x) \leq \psi(x), \quad \psi^N(x) \leq \psi^{N+1}(x) \quad \text{for every} \quad x \in \mathbb{R}^d. \]

In particular, \( \psi^N \) is continuous; since \( x \mapsto \theta_2(x) \) is continuous at \( x = 0 \) and \( \theta_2(|x|) \geq \frac{1}{2\pi} |x| \), we easily get \( \lim_{N \to \infty} \psi^N(x) = \psi(x) \) for every \( x \in \mathbb{R}^d \).

It remains to show that \( \psi^N \) is moderated. Since \( \psi(x) \geq \theta_2(|x|) - 1/2 \) and for every \( y \in \mathbb{R}^d \) the triangle inequality yields \( \min(|x - y|, |y|) \geq |x|/2 \), we get

\[ \psi^N(x) + 1/2 \geq \inf_{y \in \mathbb{R}^d} \theta_2(|y|) + N\theta_2(|x - y|) \geq \theta_2(|x|/2) \geq \frac{1}{4} \theta_2(|x|) - \frac{1}{4} \]

and the bounds

\[ \frac{1}{4} \theta(|x|) - \frac{3}{4} \leq \psi^N(x) \leq 4N \frac{1}{4} \theta_2(|x|). \]

By possibly replacing \( \theta_2 \) with \( \theta \), we conclude. \( \Box \)

Let us make explicit two simple applications of the properties of Definition 2.2.

**Remark 2.4** If \( K \subset \mathcal{P}_1(\mathbb{R}^d) \) is a relatively compact set and \( \psi : U \to [0, +\infty] \) is a superlinear function defined in a subspace \( U \) of \( \mathbb{R}^d \) with \( \psi(0) = 0 \), then there exists an admissible function \( \theta : [0, +\infty) \to [0, +\infty) \) such that

\[
\sup_{\mu \in K} \int_{\mathbb{R}^d} \theta(|x|) \, d\mu(x) < \infty, \quad \theta(|x|) \leq 1 + \psi(x) \quad \text{for every} \quad x \in U. \tag{2.10}
\]

In fact, Prokhorov theorem yields the tightness of the set \( \tilde{K} := \{|x|: \mu \in K\} \) of finite measures, so that we can find a superlinear function \( \alpha : \mathbb{R}^d \to [0, \infty) \) such that

\[
\sup_{\mu \in K} \int_{\mathbb{R}^d} \alpha(x) \, d\mu(x) < \infty.
\]

We can then apply the first statement of Lemma 2.3 with superlinear function \( \alpha \wedge \psi \).

**Lemma 2.5** Let \( \zeta : \mathbb{R}^d \to [0, +\infty) \) be a moderated convex function with \( \zeta(0) = 0 \) and let \( \mu_i \in \mathcal{P}_1(\mathbb{R}^d) \), \( i = 0, 1 \), be two sequences converging to \( \mu \) in \( \mathcal{P}_1(\mathbb{R}^d) \) and let \( \gamma_n \) be the optimal plan attaining the minimum in (2.2) for \( W_1(\mu^0_n, \mu^1_n) \). If

\[
\limsup_{n \to \infty} \int \zeta \, d\mu_n \leq \int \zeta \, d\mu,
\]
then
\[
\lim_{n \to \infty} \int \zeta(y - x) \, d\gamma_n(x, y) = 0, \quad \lim_{n \to \infty} C_\zeta(\mu_n^0, \mu_n^1) = 0. \tag{2.12}
\]

**Proof** Let \( \phi \) be an admissible function satisfying (2.5) for \( \psi := \zeta \). We observe that for every \( x, y \in \mathbb{R}^d \)
\[
\phi(|y - x|) \leq \phi(|x| + |y|) \leq K\left(1 + \phi\left(\frac{1}{2}|x| + \frac{1}{2}|y|\right)\right) \leq K\left(1 + \phi(|x|) + \phi(|y|)\right).
\tag{2.13}
\]
Inequality (2.11) shows that \( \zeta \) is uniformly integrable w.r.t. \( \mu_n \) (see [5, Lemma 5.1.7]) so that
\[
\lim_{n \to \infty} \int \phi(|x|) \, d\mu_n^i(x) = \int \phi(|x|) \, d\mu(x), \quad i = 1, 2,
\]
whence
\[
\lim_{n \to \infty} \int \left(\phi(|x|) + \phi(|y|)\right) \, d\gamma_n(x, y) = 2 \int \phi(|x|) \, d\mu(x) = \int \left(\phi(|x|) + \phi(|y|)\right) \, d\gamma(x, y)
\]
where \( \gamma := (x, x)_\sharp \mu \) is the weak limit of \( \gamma_n \). It follows that the function \( (x, y) \mapsto \phi(|x|) + \phi(|y|) \) is uniformly integrable with respect to \( \gamma_n \) so that, by (2.13) and [5, Lemma 5.1.7]
\[
\lim_{n \to \infty} \int \phi(|y - x|) \, d\gamma_n(x, y) = \int \phi(|y - x|) \, d\gamma(x, y) = 0.
\]
Since \( \zeta(y - x) \leq C(1 + \phi(|y - x|)) \) by (2.5), we get (2.12). \( \square \)

### 2.3 Convex functionals on measures

We are concerned with the main properties of functionals defined on measures, for a detailed treatment of this subject, we refer to [4]. Let \( \psi : \mathbb{R}^h \to [0, +\infty] \) be a proper, l.s.c., convex and superlinear function, so that its recession function \( \sup_{r > 0} \frac{\psi(rx)}{r} = \infty \) for all \( x \neq 0 \); we will also assume \( \psi(0) = 0 \).

Let now \( \Omega \) be an open subset of some Euclidean space, \( \mu \in \mathcal{M}^+(\Omega) \) be a reference measure and \( \nu \in \mathcal{M}(\Omega; \mathbb{R}^h) \) a vector measure; we define the following functional:
\[
\Psi(\nu|\mu) := \int_{\Omega} \psi(\nu(x)) \, d\mu(x) \quad \text{if} \quad \nu = \nu \ll \mu, \quad \Psi(\nu|\mu) := +\infty \quad \text{if} \quad \nu \ll \mu. \tag{2.14}
\]
We state the main lower semicontinuity result for the functional \( \Psi \).

**Theorem 2.6** Suppose that we have two sequences \( \mu_n \in \mathcal{M}^+(\Omega), \nu_n \in \mathcal{M}(\Omega; \mathbb{R}^h) \) weakly converging to \( \mu \in \mathcal{M}^+(\Omega) \) and \( \nu \in \mathcal{M}(\Omega; \mathbb{R}^h) \), respectively. Then
\[
\liminf_{n \to +\infty} \Psi(\nu_n|\mu_n) \geq \Psi(\nu|\mu).
\]
In particular, if \( \liminf_{n \to +\infty} \Psi(\nu_n|\mu_n) < +\infty \), we have \( \nu \ll \mu \).

The proof can be found in Ref. [5, Lemma 9.4.3].
3 The optimal control problem and main results

Cost functional

Assume that we are given a sequence of functions $L^N : \mathbb{R}^d \times (\mathbb{R}^d)^N \to [0, +\infty)$, $N \in \mathbb{N}$, and a function $L : \mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d) \to [0, +\infty)$ such that $L^N$ is continuous and symmetric for every $N \in \mathbb{N}$ and $L$ is continuous. We assume that

$$L^N \mathcal{P}_1 \text{-converges to } L \text{ uniformly on compact sets, as } N \to \infty,$$

in the sense of Definition 2.1.

Assume that we are given a subspace $U \subset \mathbb{R}^d$ and a moderated convex function $\psi : U \to [0, +\infty)$ with $\psi(0) = 0$.

We will also fix an auxiliary function $\phi$ satisfying (2.5).

Typical examples we consider for $\psi$ include

- $\psi(x) = \frac{1}{p} |x|^p$, $p > 1$;
- $\psi(x) = \frac{1}{p} |x|$ for $|x| \leq 1$ and $\psi(x) = \frac{1}{p} |x|^p$ for $|x| > 1$, $p > 1$.

Denoting by $U^N$ the Cartesian product, we define a cost functional $E^N : AC([0, T]; (\mathbb{R}^d)^N) \times L^1([0, T]; U^N) \to [0, +\infty)$ by

$$E^N(x, u) := \int_0^T \frac{1}{N} \sum_{i=1}^N L^N(x_i(t), x(t)) \, dt + \int_0^T \frac{1}{N} \sum_{i=1}^N \psi(u_i(t)) \, dt. \quad (3.2)$$

We consider also another cost functional $E : AC([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \times \mathcal{M}([0, T] \times \mathbb{R}^d; U) \to [0, +\infty)$ defined by (recall (2.3))

$$E(\mu, \nu) := \int_0^T \int_{\mathbb{R}^d} L(x, \mu_t) \, d\mu_t(x) \, dt + \Psi(\nu|\bar{\mu}), \quad (3.3)$$

where $\Psi$ is defined as in (2.14). Notice that if $\Psi(\nu|\bar{\mu}) < \infty$, then $\nu = \nu_t \mu_t$ for a Borel vector field $\nu \in L^1([0, T] \times \mathbb{R}^d; U)$ so that for $\lambda$-a.e. $t \in [0, T]$, the measure $\nu_t := \nu(t, \cdot)\mu_t$ belongs to $\mathcal{M}(\mathbb{R}^d; U)$ and we can write

$$\Psi(\nu|\bar{\mu}) = \int_{[0,T] \times \mathbb{R}^d} \psi(\nu(t, x)) \, d\bar{\mu}_t(x) = \int_0^T \int_{\mathbb{R}^d} \psi(\nu(t, x)) \, d\mu_t \, dt = \int_0^T \Psi(\nu_t|\mu_t) \, dt. \quad (3.4)$$

We shall prove below that the functional $E$ is the $\Gamma$-limit of $E^N$ in suitable sense [34].

The constraints (state equations)

Assume that we are given a sequence of functions $F^N : \mathbb{R}^d \times (\mathbb{R}^d)^N \to \mathbb{R}^d$, $N \in \mathbb{N}$, symmetric and continuous and a continuous function $F : \mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d) \to \mathbb{R}^d$. We assume that there exist constants $A, B \geq 0$ such that

$$|F^N(x, y)| \leq A + B(|x| + |y|), \quad |F(x, \mu)| \leq A + B \left(|x| + \int_{\mathbb{R}^d} |y| \, d\mu(y)\right), \quad (3.5)$$
and \( F^N \), \( F \) and \( U \) satisfy the compatibility condition
\[
F^N(x, y) - F(x, \mu) \in U \quad \text{for every } x \in \mathbb{R}^d, \ y \in (\mathbb{R}^d)^N, \ \mu \in \mathcal{P}_1(\mathbb{R}^d). \tag{3.6}
\]
Moreover, we assume that
\[
F^N \mathcal{P}_1 \text{-converges to } F \text{ uniformly on compact sets, as } N \to \infty, \tag{3.7}
\]
in the sense of Definition 2.1.

Given \( u = (u_1, \ldots, u_N) \in L^1([0, T]; U^N) \), a control map, we consider the system of differential equations:
\[
\dot{x}_i(t) = F^N(x_i(t), x(t)) + u_i(t), \quad i = 1, \ldots, N. \tag{3.8}
\]
The map \( F^N : \mathbb{R}^d \times (\mathbb{R}^d)^N \to \mathbb{R}^d \) models the interaction between the agents and \( u \) represents the action of an external controller on the system. For every \( u \in L^1([0, T]; U^N) \) and \( x_0 \in (\mathbb{R}^d)^N \), thanks to (3.5) and the continuity of \( F^N \), there exists a global solution in the Carathéodory sense, \( x \in AC([0, T]; (\mathbb{R}^d)^N) \) of (3.8) such that \( x(0) = x_0 \). Since we have assumed only the continuity of the velocity field \( F^N \), uniqueness of solutions is not guaranteed in general. We then define the non-empty set:
\[
\mathscr{A}^N := \{ (x, u) \in AC([0, T]; (\mathbb{R}^d)^N \times L^1([0, T]; U^N)) : x \text{ and } u \text{ satisfy (3.8), } \mathcal{E}^N(x, u) < \infty \}.
\]
Moreover, we also define for every \( x_0 \in (\mathbb{R}^d)^N \) the non-empty set
\[
\mathscr{A}^N(x_0) := \{ (x, u) \in \mathscr{A}^N : x(0) = x_0 \}.
\]
Every initial vector \( x_0 = (x_{0,1}, \ldots, x_{0,N}) \in (\mathbb{R}^d)^N \) gives rise to the empirical distribution:
\[
\mu_0 = \mu[x_0] := \frac{1}{N} \sum_{i=1}^N \delta_{x_{0,i}}.
\]
Similarly, every curve \( x \in AC([0, T]; (\mathbb{R}^d)^N) \) is associated with the curve of probability measures:
\[
\mu = \mu[x] \in AC ([0, T]; \mathcal{P}_1(\mathbb{R}^d)) : \quad \mu_t := \frac{1}{N} \sum_{i=1}^N \delta_{x_i(t)}, \quad t \in [0, T],
\]
and every pair \((x, u) \in AC([0, T]; (\mathbb{R}^d)^N) \times L^1([0, T]; U^N)\) is linked to the control vector measure:
\[
v = v[x, u] \in M([0, T] \times \mathbb{R}^d; U) : \quad v := \int_0^T \delta_t \otimes v_t \, d\lambda, \quad v_t := \frac{1}{N} \sum_{i=1}^N u_i(t) \delta_{x_i(t)}.
\]
We will show that for every choice of solutions and controls \((x^N, u^N) \in \mathscr{A}^N(x_0^N)\) such that the cost functional \( \mathcal{E}^N(x^N, u^N) \) remains uniformly bounded and the initial empirical distributions \( \mu_0^N = \mu[x_0^N] \) are converging to a limit measure \( \mu_0 \) in \( \mathcal{P}_1(\mathbb{R}^d) \) a mean-field approximation holds:

**Theorem 3.1** (Compactness) Let \((x_0^N)_{N \in \mathbb{N}}\) be a sequence of initial data in \((\mathbb{R}^d)^N\) such that the empirical measure \( \mu_0^N = \mu[x_0^N] \) converges to a probability measure \( \mu_0 \) in \( \mathcal{P}_1(\mathbb{R}^d) \) as \( N \to \infty \), and let \((x^N, u^N) \in \mathscr{A}^N(x_0^N)\) such that the cost functional \( \mathcal{E}^N(x^N, u^N) \) remains uniformly bounded.
Up to extraction of a suitable subsequence, the empirical measures $\mu^N = \mu[x^N]$ converge uniformly in $\mathcal{P}_1(\mathbb{R}^d)$ to a curve of probability measures $\mu \in AC([0, T]; \mathcal{P}_1(\mathbb{R}^d))$, the control measures $v^N = v[x^N, u^N]$ converge to a limit control measure $v$ weakly$^*$ in $\mathcal{M}([0, T] \times \mathbb{R}^d; U)$ and $(\mu, v)$ fulfils the continuity equation:

$$\partial_t \mu_t + \nabla \cdot \left( F(x, \mu_t) \mu_t + v_t \right) = 0 \quad \text{in } (0, T) \times \mathbb{R}^d$$

(3.9)

in the sense of distributions.

Motivated by the above result, we define the non-empty set

$$\mathcal{A} := \left\{ (\mu, v) \in AC([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \times \mathcal{M}([0, T] \times \mathbb{R}^d; U) : \mu \text{ and } v \text{ satisfy (3.9) in the sense of distributions, } \mathcal{E}(\mu, v) < \infty \right\},$$

and its corresponding subset associated with a given initial measure $\mu_0 \in \mathcal{P}_1(\mathbb{R}^d)$:

$$\mathcal{A}(\mu_0) := \left\{ (\mu, v) \in \mathcal{A} : \mu(0) = \mu_0 \right\}.$$

The elements of $\mathcal{A}^N$ can be interpreted as the trajectories $(x_1, \ldots, x_N)$ of $N$ agents along with their strategies $(u_1, \ldots, u_N)$, whose dynamics is described by the system of Ordinary Differential Equations (ODEs) (3.8). Analogously, the elements of $\mathcal{A}$ can be interpreted as the trajectories of a continuous or discrete distribution of agents whose dynamics is described by the Partial Differential Equation (3.9) under the action of an external controller described by the measure $v$.

The minimum problems

The objective of the controller is to minimise the cost functional $\mathcal{E}^N$ (resp. $\mathcal{E}$). We consider the following optimum sets, defined by the corresponding optimal control problems:

$$E^N(x_0) := \min_{(x, u) \in \mathcal{A}^N(x_0)} E^N(x, u), \quad P^N(x_0) := \arg\min \left\{ E^N(x, u) : (x, u) \in \mathcal{A}^N(x_0) \right\}, \quad (3.10)$$

$$E(\mu_0) := \min_{(\mu, v) \in \mathcal{A}(\mu_0)} \mathcal{E}(\mu, v), \quad P(\mu_0) := \arg\min \left\{ \mathcal{E}(\mu, v) : (\mu, v) \in \mathcal{A}(\mu_0) \right\}, \quad (3.11)$$

where we suppose that $\mu_0 \in D(E) := \{ \mu \in \mathcal{P}_1(\mathbb{R}^d) : \mathcal{A}(\mu) \text{ is not empty} \}$.

We are interested in the rigorous justification of the convergence of the control problem (3.10) towards the corresponding infinite dimensional one (3.11).

Main results

We state now more formally our main result concerning the sequence of functionals $\mathcal{E}^N$ to $\mathcal{E}$, inspired to $\Gamma$-convergence.

**Theorem 3.2** ($\Gamma$-convergence) The following properties hold:

- $\Gamma$–lim inf inequality: for every $(\mu, v) \in AC([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \times \mathcal{M}([0, T] \times \mathbb{R}^d; U)$ and every sequence $(x^N, u^N) \in AC([0, T]; (\mathbb{R}^d)^N) \times L^1([0, T]; U^N)$ such that $\mu[x^N] \to \mu$ in $C([0, T]; \mathcal{P}_1(\mathbb{R}^d))$, $v[x^N, u^N] \rightharpoonup v$ in $\mathcal{M}([0, T] \times \mathbb{R}^d; U)$, we have

$$\liminf_{N \to \infty} E^N(x^N, u^N) \geq \mathcal{E}(\mu, v). \quad (3.12)$$
\textbullet{} \Gamma\textsuperscript{-} \operatorname{lim sup} \textit{inequality:} for every \((\mu, \nu) \in \mathcal{A}\) such that
\[
\int_{\mathbb{R}^d} \phi(|x|) \, d\mu_0(x) < \infty, \tag{3.13}
\]
there exists a sequence \((x^N, u^N) \in \mathcal{A}^N\) with \(x^N_{0,i} \in \operatorname{supp}(\mu_0)\) for every \(i = 1, \ldots, N\), such that
\[
\mu_0 \left[ x^N \right] \rightarrow \mu \text{ in } C([0, T]; \mathcal{P}_1(\mathbb{R}^d)), \quad \nu_0 \left[ x^N, u^N \right] \rightharpoonup^* \nu \text{ in } \mathcal{M}([0, T] \times \mathbb{R}^d; U), \tag{3.14}
\]
and
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \phi(|x^N_{0,i}|) = \int_{\mathbb{R}^d} \phi(|x|) \, d\mu_0(x), \tag{3.15}
\]
and
\[
\lim_{N \to \infty} \mathcal{E}^N(x^N, u^N) \leq \mathcal{E}(\mu, \nu). \tag{3.16}
\]

As a combination of Theorems 3.1 and 3.2, we obtain the convergence of minima.

\textbf{Theorem 3.3} Let \(\mu_0 \in \mathcal{P}_1(\mathbb{R}^d)\) be satisfying (3.13).

(1) There exists a sequence \(x^N_0 \in (\mathbb{R}^d)^N, N \in \mathbb{N}\), satisfying
\[
\lim_{N \to \infty} W_1(\mu_0 \left[ x^N \right], \mu_0) = 0, \tag{3.17}
\]
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \phi(|x^N_{0,i}|) = \int_{\mathbb{R}^d} \phi(|x|) \, d\mu_0(x), \tag{3.18}
\]
and
\[
\lim_{N \to \infty} E^N(x^N_0) = E(\mu_0). \tag{3.19}
\]

(2) If a sequence \(x^N_0\) satisfies (3.17), then for every choice of \((x^N, u^N) \in P(x^N_0)\) with \(\mu^N := \mu_0 \left[ x^N \right]\) and \(\nu^N := \nu \left[ x^N, u^N \right]\), the collection of limit points \((\mu, \nu)\) of \((\mu^N, \nu^N)\) in \(C([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \times \mathcal{M}([0, T] \times \mathbb{R}^d; U)\) is non-empty and contained in \(P(\mu_0)\).

(3) If moreover \(U = \mathbb{R}^d\) and \(\mu_0\) has compact support, then every sequence \((x^N_0)_{N \in \mathbb{N}}\) satisfying (3.17) and uniformly supported in a compact set also satisfies (3.18) and (3.19).

\textbf{3.1 Examples}

\textbf{First-order examples}

Take a continuous function \(H : \mathbb{R}^d \to \mathbb{R}^d\) satisfying
\[
|H(x)| \leq A + B|x| \quad \forall x \in \mathbb{R}^d
\]
and set
\[
F^N(x, y) := \frac{1}{N} \sum_{j=1}^{N} H(x - y_j) = \int_{\mathbb{R}^d} H(x - y) \, d\mu[y](y)
\]
and
\[
F(x, \mu) := \int_{\mathbb{R}^d} H(x - y) \, d\mu(y).
\]
When $H = -\nabla W$ for an even function $W \in C^1(\mathbb{R}^d)$, the system (3.8) is associated with the gradient flow of the interaction energy $\mathcal{W} : (\mathbb{R}^d)^N \to \mathbb{R}$ defined by

$$ \mathcal{W}(x) := \frac{1}{2N^2} \sum_{i,j=1}^{N} W(x_i - x_j) $$

with respect to the weighted norm $\|x\|^2 = \frac{1}{N} \sum_{i=1}^{N} |x_i|^2$.

More generally, we can consider a continuous kernel $K(x,y) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ satisfying

$$ |K(x,y)| \leq A + B(|x| + |y|) \quad \forall x, y \in \mathbb{R}^d,$$

obtaining

$$ F_N(x,y) := \frac{1}{N} \sum_{j=1}^{N} K(x,y_j) = \int_{\mathbb{R}^d} K(x,y) d\mu[y](y) $$

and

$$ F(x, \mu) := \int_{\mathbb{R}^d} K(x,y) d\mu(y). $$

An example for $L^N$ and $L$ is the variance:

$$ L^N(x,x) := \left| x - \frac{1}{N} \sum_{j=1}^{N} x_j \right|^2, $$

and

$$ L(x, \mu) := \left| x - \int_{\mathbb{R}^d} y d\mu(y) \right|^2. $$

**A second-order example**

Second-order systems can be easily reduced to first-order models if we admit controls on positions and velocities. Let us see an example where controls act only on the velocities. Assume $d = 2m$ and write the vector $x = (q,p)$, where $q \in \mathbb{R}^m$ denotes the position and $p \in \mathbb{R}^m$ the velocity.

We consider the vector field $F^N(x,x) = (F^N_1(x), F^N_2(x,x))$ defined by

$$ F^N_1((q,p)) = p, \quad F^N_2((q,p),(q,p)) = -\frac{1}{N} \sum_{j=1}^{N} \nabla W(p - p_j), \quad (3.20) $$

where the first component $F^N_1$ is local and it is not influenced by the interaction with the other particles.

We are interested in the system

$$ \begin{cases} \dot{q}_i = p_i, \\
\dot{p}_i = -\frac{1}{N} \sum_{j=1}^{N} \nabla W(p_i - p_j) + u_i, \end{cases} $$

which corresponds to (3.8) where the vector $u$ has the particular form $u = ((0,u_1), \ldots, (0,u_N))$, so that it is constrained to the subspace $U^N$ where $U = \{(0,u) : u \in \mathbb{R}^m\} \subset \mathbb{R}^{2m}$. The limit vector field $F(x, \mu) = (F_1(x), f_2(x, \mu))$ is defined by

$$ F_1((q,p)) = p, \quad F_2((q,p), \mu) = -\nabla_p W * \mu, $$
and the continuity equation
\[ \partial_t \mu_t + \nabla \cdot \left( F(x, \mu_t) \mu_t + v_t \right) = 0 \]
becomes a Vlasov-like equation
\[ \partial_t \mu_t + p \cdot \nabla q \mu_t + \nabla p \cdot \left( F_2(x, \mu_t) \mu_t + v_t \right) = 0. \]

It is easy to check that this structure fits in our abstract setting, since \( F^N, f \) satisfy the compatibility condition (3.6): for every \( x \in \mathbb{R}^d, y \in (\mathbb{R}^d)^N \) and \( \mu \in \mathcal{P}_1(\mathbb{R}^d) \), we have \( F(x, \mu) - F^N(x, y) = (0, F_2(x, \mu) - F^N_2(x, y)) \in U^N \).

By choosing \( F^N_2 \) in (3.20) as
\[
F^N_2((q, p), (q, p)) = -\alpha p - \frac{1}{N} \sum_{j=1}^N \nabla W(p - p_j),
\]
for some \( \alpha > 0 \), we obtain a model with friction in the velocity part. By choosing \( F^N_2 \) in (3.20) as
\[
F^N_2((q, p), (q, p)) = -\frac{1}{N} \sum_{j=1}^N a(|q - q_j|)(p - p_j),
\]
where \( a : [0, +\infty) \to \mathbb{R}_+ \) is a continuous and non-increasing (thus bounded) function, we obtain a model of alignment in velocity. A particular and interesting example for \( a \) is given by the following decreasing function \( a(|q|) = 1/(1 + |q|^2)^\gamma \) for some \( \gamma \geq 0 \), which yields the Cucker–Smale flocking model [31, 32].

An example for \( L^N \) and \( L \) in the second-order model is the variance of the velocities:
\[
L^N((q, p), (q, p)) := \left| p - \frac{1}{N} \sum_{j=1}^N p_j \right|^2,
\]
and
\[
L((q, p), \mu) := \left| p - \int_{\mathbb{R}^d} r_2 d\mu(r_1, r_2) \right|^2.
\]

4 The finite dimensional problem

Here we discuss the well-posedness of the finite dimensional control problem (3.10).

A first estimate on the solution is presented in the following Lemma, where we use the notation \( |y|_N = \frac{1}{N} \sum_{i=1}^N |y_i| \), with \( y = (y_1, \ldots, y_N) \in (\mathbb{R}^d)^N \).

**Lemma 4.1** Let \( (x, u) \in \mathcal{A}^N \). Then
\[
\sup_{t \in [0,T]} |x(t)|_N \leq \left( |x(0)|_N + AT + \int_0^T |u(s)|_N ds \right) e^{2BT},
\]
where \( A \) and \( B \) are the constants of the assumption (3.5).

**Proof** From the integral formulation of equation (3.8), we get
\[
|x(t)| \leq |x(0)| + \int_0^t |F^N(x(s), x(s))| ds + \int_0^t |u(s)| \, ds \\
\leq |x(0)| + \int_0^t (A + B(|x(s)| + |x(s)|_N)) ds + \int_0^t |u(s)| \, ds.
\]
Averaging with respect to $N$, we obtain
\[
|x(t)|_N \leq |x(0)|_N + AT + \int_0^T |u(s)|_N \, ds + 2B \int_0^T |x(s)|_N \, ds
\]
and we conclude by Gronwall lemma. \(\square\)

**Proposition 4.2** For every $N \in \mathbb{N}$ and $x_0 \in (\mathbb{R}^d)^N$, the minimum problem (3.10) admits a solution, i.e., the set $P_N(x_0)$ is not empty.

**Proof** We fix $N \in \mathbb{N}$ and $x_0 \in (\mathbb{R}^d)^N$. Let $\lambda := \inf \{ \mathcal{E}^N(x, u) : (x, u) \in \mathcal{A}^N(x_0) \}$. Since $\mathcal{A}^N(x_0)$ is not empty, $\lambda < +\infty$. Let $(x^k, u^k) \in \mathcal{A}^N(x_0)$ be a minimising sequence and $C := \sup_k \mathcal{E}^N(x^k, u^k) < +\infty$.

Since
\[
\sup_k \int_0^T \psi(u^k(t)) \, dt \leq C, \quad \forall i = 1, \ldots, N,
\]
and the function $\psi$ is superlinear, then the sequence $u^k$ is equi-integrable and hence weakly relatively compact in $L^1([0, T]; U^N)$. Hence there exists $u \in L^1([0, T], U^N)$ and a subsequence, again denoted by $u^k$, weakly convergent to $u$ in $L^1([0, T], U^N)$.

Thanks to Lemma 4.1, the associated trajectories $x^k$ are equi-bounded. Let us now show the equi-continuity of $x^k_i(t)$. For $s \leq t$, by equation (3.8), we have
\[
x^k_i(t) - x^k_i(s) = \int_s^t F^N(x^k_i(r), x^k_i(r)) \, dr + \int_s^t u^k_i(r) \, dr.
\]
Using the growth conditions (3.5) and (4.1), we get
\[
|u^k_i(r)|_N \leq \frac{1}{N} \sum_{i=1}^N \int_s^t |F^N(x^k_i(r), x^k_i(r))| \, dr + \int_s^t |u^k_i(r)|_N \, dr
\]
\[
\leq A(t - s) + 2B \int_s^t |x^k_i(r)|_N \, dr + \int_s^t |u^k_i(r)|_N \, dr
\]
\[
\leq A(t - s) + 2B \left( |x_0|_N + AT + \int_0^T |u^k_i(r)|_N \, dr \right) e^{2BT}(t - s) + \int_s^t |u^k_i(r)|_N \, dr.
\]
Since $\int_0^T |u^k_i(r)|_N \, dr$ is bounded, we have
\[
\sup_k \left| x^k_i(t) - x^k_i(s) \right|_N \leq \tilde{C}|t - s| + \sup_k \left| \int_s^t |u^k_i(r)|_N \, dr \right|, \quad \forall s, t \in [0, T],
\]
where $\tilde{C} := A + 2B \left( |x_0|_N + AT + \sup_k \int_0^T |u^k_i(r)|_N \, dr \right) e^{2BT}$. By the equi-integrability of $u^k$, the inequality (4.4) shows the equi-continuity of $x^k$. By Ascoli–Arzelà theorem, there exists a continuous curve $x$ and a subsequence, again denoted by $x^k$ such that $x^k \to x$ in $C([0, T]; (\mathbb{R}^d)^N)$.

Passing to the limit in (4.3), we obtain
\[
x_i(t) - x_i(s) = \int_s^t F^N(x_i(r), x(r)) \, dr + \int_s^t u_i(r) \, dr, \quad i = 1, \ldots, N,
\]
from which we deduce that $x$ is absolutely continuous and solves equation (3.8). Hence $(x, u) \in \mathcal{A}^N(x_0)$.

Finally, by the convexity of $\psi$ and the continuity of $L^N$, we obtain the lower semicontinuity property:

$$\liminf_k E^N(x^k, u^k) = \liminf_k \left[ \int_0^T \frac{1}{N} \sum_{i=1}^N L^N(x_i^k(t), x^k(t)) \, dt + \frac{1}{N} \sum_{i=1}^N \int_0^T \psi(u_i^k(t)) \, dt \right] \geq \int_0^T \frac{1}{N} \sum_{i=1}^N L^N(x_i(t), x(t)) \, dt + \frac{1}{N} \sum_{i=1}^N \int_0^T \psi(u_i(t)) \, dt,$$

whence the minimality of $(x, u) \in \mathcal{A}^N(x_0)$. □

5 Momentum estimates

In this section, we study the set $\mathcal{A}$. We observe that if $(\mu, v) \in \mathcal{A}$, then for any $\zeta \in C_c^1(\mathbb{R}^d)$, we have that the map $t \mapsto \int_{\mathbb{R}^d} \zeta \, d\mu_t$ is absolutely continuous, a.e. differentiable, and

$$\frac{d}{dt} \int_{\mathbb{R}^d} \zeta(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} \langle f(t, x), \nabla \zeta(x) \rangle \, d\mu_t(x) + \int_{\mathbb{R}^d} \langle \nabla \zeta(x), \, d\nu_t(x) \rangle \quad \text{for a.e. } t \in [0, T], \quad (5.1)$$

for the vector field $f(t, x) := F(x, \mu_t)$ satisfying the structural bounds

$$|f(t, x)| \leq A + B \left( |x| + \int_{\mathbb{R}^d} |x| \, d\mu_t \right). \quad (5.2)$$

In order to highlight the structural assumptions needed for the a priori estimates of this section, we introduce the set

$$\tilde{\mathcal{A}} := \left\{ (\mu, v, f) : \mu \in AC ([0, T]; \mathcal{P}_1(\mathbb{R}^d)), \ v \in M ([0, T] \times \mathbb{R}^d; U), \ E(v, \tilde{\mu}) < \infty, \ f : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \text{ Borel function satisfying (5.1) and (5.2)} \right\};$$

the above discussion shows that if $(\mu, v) \in \mathcal{A}$, then setting $f(t, x) := F(x, \mu_t)$, we have $(\mu, v, f) \in \tilde{\mathcal{A}}$.

Firstly, let us show a uniform bound in time of the first moment, which is the infinite dimensional version of Lemma 4.1.

**Lemma 5.1** If $(\mu, v, f) \in \tilde{\mathcal{A}}$, then the following estimate holds true

$$\sup_{t \in [0, T]} \int_{\mathbb{R}^d} |x| \, d\mu_t(x) \leq \left( \int_{\mathbb{R}^d} |x| \, d\mu_0(x) + AT + |v| \left( (0, T) \times \mathbb{R}^d \right) \right) e^{2BT}. \quad (5.4)$$

In particular, there exists a constant $M > 0$ only depending on $A, B, T, E(\mu, v)$ and $\int_{\mathbb{R}^d} |x| \, d\mu_0$ such that

$$|f(t, x)| \leq M(1 + |x|) \quad \text{for every } (t, x) \in [0, T] \times \mathbb{R}^d. \quad (5.5)$$

**Proof** Let $\zeta \in C^1_c(\mathbb{R}^d)$ be a cut-off function such that $0 \leq \zeta \leq 1$,

$$\zeta(x) = \begin{cases} 1 & \text{if } |x| \leq 1, \\ 0 & \text{if } |x| \geq 2, \end{cases}$$

$$\int_{\mathbb{R}^d} \zeta \, d\mu_t(x) = \int_{\mathbb{R}^d} \zeta \, d\mu_0(x) \quad \text{for a.e. } t \in [0, T],$$

$$\int_{\mathbb{R}^d} \zeta \, d\mu_t(x) \leq \int_{\mathbb{R}^d} \zeta \, d\mu_0(x) + A \int_{\mathbb{R}^d} \zeta \, d\nu_t(x) + B \int_{\mathbb{R}^d} \zeta \, d\check{\mu}_t(x).$$
and $|\nabla \zeta| \leq 1$. Let $\zeta_n$ be the sequence $\zeta_n(x) := \zeta(x/n)$. Consider now the product $\zeta_n(x)|x|$ and smooth it out in zero by substituting $|x|$ with $g_\varepsilon(x) := \sqrt{|x|^2 + \varepsilon}$. Now $\zeta_ng_\varepsilon$ is a proper test function and the following equality holds true:

$$\int_{\mathbb{R}^d} \zeta_n(x)g_\varepsilon(x) d\mu_\varepsilon(x) - \int_{\mathbb{R}^d} \zeta_n(x)g_\varepsilon(x) d\mu_0(x)$$

$$= \int_0^t \int_{\mathbb{R}^d} \langle f(s,x), \nabla (\zeta_n(x)g_\varepsilon(x)) \rangle d\mu_s(x) \, ds + \int_0^t \int_{\mathbb{R}^d} \langle \nabla (\zeta_n(x)g_\varepsilon(x)), d\nu_s(x) \rangle \, ds.$$

Thanks to

$$|\nabla \zeta_n(x)| \leq \frac{1}{n}, \quad g_\varepsilon(x) \leq |x| + \sqrt{\varepsilon}, \quad |\nabla g_\varepsilon(x)| = \frac{|x|}{\sqrt{|x|^2 + \varepsilon}} \leq 1,$$

we can write

$$\int_{\mathbb{R}^d} \zeta_n(x)g_\varepsilon(x) d\mu_\varepsilon(x) - \int_{\mathbb{R}^d} \zeta_n(x)g_\varepsilon(x) d\mu_0(x)$$

$$\leq \left(1 + \frac{\sqrt{\varepsilon}}{n}\right) \int_0^t \int_{\mathbb{R}^d} |f(s,x)| d\mu_s(x) \, ds + \left(1 + \frac{\sqrt{\varepsilon}}{n}\right) \int_0^t \int_{\mathbb{R}^d} d|\nu_s|(x) \, ds.$$

Apply now monotone convergence as $\varepsilon \to 0$ first, then let $n \to \infty$. Owing to $\zeta_n|x| \nearrow |x|$, we get

$$\int_{\mathbb{R}^d} |x| d\mu_t(x) - \int_{\mathbb{R}^d} |x| d\mu_0(x) \leq \int_0^t \int_{\mathbb{R}^d} |f(s,x)| d\mu_s(x) \, ds + |v| (0, T) \times \mathbb{R}^d$$

$$\leq \int_0^t \int_{\mathbb{R}^d} A + B \left(|x| + \int_{\mathbb{R}^d} |x| \, d\mu_s(x)\right) \, ds + |v| (0, T) \times \mathbb{R}^d$$

$$\leq AT + 2B \int_0^t \int_{\mathbb{R}^d} |x| d\mu_s(x) \, ds + |v| (0, T) \times \mathbb{R}^d,$$

and we conclude by Gronwall inequality. \hfill \Box

**Lemma 5.2** If $(\mu, \nu, f) \in \mathcal{F}$ with $\nu = \nu \bar{\mu}$, then for any $\vartheta \in C^1_{\text{Lip}}(\mathbb{R}^d)$ the following equality holds:

$$\frac{d}{dt} \int_{\mathbb{R}^d} \vartheta(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} \langle f(t,x) + \nu_t(x), \nabla \vartheta(x) \rangle \, d\mu_t(x) \quad \text{for a.e. } t \in [0, T],$$

where $C^1_{\text{Lip}}(\mathbb{R}^d)$ denotes the space of continuously differentiable functions with bounded gradient.

**Proof** Let $\vartheta \in C^1_{\text{Lip}}(\mathbb{R}^d)$ and $\zeta_n$ the sequence of cut-off functions defined in the proof of Lemma 5.1. Then $\zeta_n\vartheta$ is a test function and

$$\frac{d}{dt} \int_{\mathbb{R}^d} \zeta_n(x) \vartheta(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} \langle f(t,x) + \nu_t(x), \nabla (\zeta_n(x)\vartheta(x)) \rangle \, d\mu_t(x)$$

$$= \int_{\mathbb{R}^d} \langle f(t,x) + \nu_t(x), \nabla \zeta_n(x)\vartheta(x) + \zeta_n(x)\nabla \vartheta(x) \rangle \, d\mu_t(x).$$

Taking into account that $|\nabla \zeta_n| \leq \frac{1}{n} \chi_{B_{2n}}$, the Lipschitz continuity of $\vartheta$, the growth condition on $f$ and Lemma 5.1, by dominated convergence, we obtain that

$$\int_{\mathbb{R}^d} \vartheta(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} \vartheta(x) \, d\mu_0(x) + \int_{\mathbb{R}^d} \langle f(t,x) + \nu_t(x), \nabla \vartheta(x) \rangle \, d\mu_t(x).$$
Now we are ready to prove the main result of this section. It involves an auxiliary admissible function \( \theta : [0, \infty) \to [0, \infty) \) (according to Definition 2.2) dominated by \( \psi \), i.e.,

\[
\theta(|x|) \leq 1 + \psi(x) \quad \text{for every } x \in U;
\]

notice that, combining Lemma 2.3 and Remark 2.4, if \( \mu_0 \in \mathcal{P}_1(\mathbb{R}^d) \), we can always find an admissible function \( \theta \) satisfying (5.6) and

\[
\int_{\mathbb{R}^d} \theta(|x|) \, d\mu_0(x) < \infty.
\]

**Proposition 5.3** Let \((\mu, \nu, f) \in \mathcal{A}\) and let \( \theta \) be an admissible function satisfying (5.6) and (5.7). Then there exists a constant \( C > 0 \), depending only on \( A, B, T, \int_{\mathbb{R}^d} |x| \, d\mu_0(x), \mathcal{E}(\mu, \nu), \theta(1) \) and the doubling constant \( K \) of \( \theta \) (see (2.4)), such that

\[
\sup_{t \in [0, T]} \int_{\mathbb{R}^d} \theta(|x|) \, d\mu_t(x) \leq C \left( 1 + \int_{\mathbb{R}^d} \theta(|x|) \, d\mu_0(x) \right).
\]

**Proof** Since \( \mathcal{E}(\mu, \nu) < +\infty \), we have that \( \nu = \nu \tilde{\mu} \). We also set \( \vartheta(x) := \theta(|x|), x \in \mathbb{R}^d \).

**Step 1:** We start by approximating \( \theta \) from below with a sequence of \( C^1 \) functions:

\[
\theta^n(x) := \theta^n(|x|), \quad \theta^n(r) := \begin{cases} \theta(r) & \text{if } |x| \leq n \\ \theta'(n)(r-n) + \theta(n) & \text{if } r > n. \end{cases}
\]

Observe that \( \theta^n \) are Lipschitz since \( (\theta^n)'(r) \leq \theta'(n) \), for every \( r \geq 0 \).

\[
\int_{\mathbb{R}^d} \theta^n(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} \theta^n(x) \, d\mu_0(x) + \int_0^t \int_{\mathbb{R}^d} (f(s, x) + \nu(x), \nabla \theta^n(x)) \, d\mu_s(x) \, ds
\]

\[
\leq \int_{\mathbb{R}^d} \theta^n(x) \, d\mu_0(x) + \int_0^t \int_{\mathbb{R}^d} |f(s, x) + \nu(x)| \, d\mu_s(x) \, ds.
\]

By construction, \( \theta^n(|x|) \nearrow \theta(|x|) \) \( |\nabla \theta^n(x)| \searrow |\nabla \theta(x)| \), for every \( x \in \mathbb{R}^d \); we can thus pass to the limit in the relation above to get

\[
\int_{\mathbb{R}^d} \vartheta(x) \, d\mu_t(x) \leq \int_{\mathbb{R}^d} \vartheta(x) \, d\mu_0(x) + \int_0^t \int_{\mathbb{R}^d} |f(s, x) + \nu(x)| \, d\mu_s(x) \, ds.
\]

**Step 2:** We want to estimate the right-hand side of (5.9). Since \( \theta'(r) \geq 0 \) by (2.6) and \( |\nabla \vartheta(x)| = |\theta'(|x|)\frac{x}{|x|} = \theta'(|x|) \), (5.5) yields

\[
\int_{\mathbb{R}^d} |f(s, x)| \, d\mu_s(x) \leq M \int_{\mathbb{R}^d} (1 + |x|) \theta'(|x|) \, d\mu_s(x).
\]

By the monotonicity of \( \theta' \) in \([0, 1]\) and (2.6), we have

\[(1 + r) \theta'(r) \leq 2K(1 + \theta(1) + \theta(r)),\]
so that
\[
\int_{\mathbb{R}^d} |f(s,x)||\nabla \vartheta(x)|d\mu_s(x) \leq 2MK \left( 1 + \theta(1) + \int_{\mathbb{R}^d} \theta(|x|)d\mu_s(x) \right).
\]
Concerning the second term on the right-hand side of (5.9), we have
\[
|\nu(s,x)||\nabla \vartheta(x)| \leq \theta(|\nu(s,x)|) + \theta^{\ast}(|\nabla \vartheta(x)|) = \theta(|\nu(s,x)|) + \theta^{\ast}([|x|]x - \theta(|x|)) \leq \theta(|\nu(s,x)|) + K(1 + \theta(|x|)),
\]
where the equality \(\theta(|x|) + \theta^{\ast}([|x|]x) = \theta^{\ast}(|x|)|x|\) comes from the definition of the Fenchel conjugate \(\theta^{\ast}\). What we end up with is the following:
\[
\int_0^t \int_{\mathbb{R}^d} |\nu(s,x)||\nabla \vartheta(x)|d\mu_s(x)ds \leq \int_0^T \int_{\mathbb{R}^d} \theta(|\nu(s,x)|)d\mu_s(x)ds + Kt + K \int_0^T \int_{\mathbb{R}^d} \theta(|x|)d\mu_s(x)ds
\]
\[
\leq T\mathcal{E}(\mu, \nu) + (1 + K)T + K \int_0^T \int_{\mathbb{R}^d} \theta(|x|)d\mu_s(x)ds.
\]
Summing up the two estimates, we obtain for every \(t \in [0, T]\) and a suitable constant \(C > 0\):
\[
\int_{\mathbb{R}^d} \theta(|x|)d\mu_t(x) \leq \int_{\mathbb{R}^d} \theta(|x|)d\mu_0(x) + CT + C \int_0^t \int_{\mathbb{R}^d} \theta(|x|)d\mu_s(x)ds,
\]
and thanks to the Gronwall inequality, we get
\[
\int_{\mathbb{R}^d} \theta(|x|)d\mu_t(x) \leq e^{CT} \left( \int_{\mathbb{R}^d} \theta(|x|)d\mu_0(x) + CT \right).
\]

\section{6 Proof of the main theorems}

\subsection{6.1 The superposition principle}

We first recall the superposition principle for solutions of the continuity equation
\[
\partial_t \mu_t + \nabla \cdot (\nu(t, \cdot) \mu_t) = 0.
\]
(6.1)

Let us denote with \(\Gamma_T\) the complete and separable metric space of continuous functions from \([0, T]\) to \(\mathbb{R}^d\) endowed with the sup-distance and introduce the evaluation maps \(e_t : \Gamma_T \to \mathbb{R}^d\) defined by \(e_t(\gamma) := \gamma(t)\), for \(t \in [0, T]\). The following result holds:

\textbf{Theorem 6.1 (Superposition principle)} Let \(\mu_t\) be a narrowly continuous weak solution to (6.1) with a velocity field \(\nu\) satisfying
\[
\int_0^T \int_{\mathbb{R}^d} |\nu(t, x)|d\mu_t(x)dt < +\infty.
\]
Then there exists \(\pi \in \mathcal{P}(\Gamma_T)\) concentrated on the set of curves \(\gamma \in AC([0, T]; \mathbb{R}^d)\) such that
\[
\dot{\gamma}(t) = \nu(t, \gamma(t)) \quad \text{for a.e. } t \in [0, T].
\]
Moreover, \( \mu_t = (e_t)_\# \pi \) for any \( t \in [0, T] \), i.e.,

\[
\int_{\mathbb{R}^d} \vartheta(y) \, d\mu_t(y) = \int_{\Gamma_T} \vartheta(y(t)) \, d\pi(y), \quad \forall \vartheta \in C_b(\mathbb{R}^d).
\]

For the proof, we refer to Ref. [3, Theorem 3.4].

### 6.2 \( \Gamma \)-convergence

Let us start with a preliminary lemma.

**Lemma 6.2** Let \((x, u) \in AC([0, T]; (\mathbb{R}^d)^N) \times L^1([0, T]; U^N)\) and \(\mu = \mu[x], \nu = \nu[x, u]\). Then we have

\[
\frac{1}{N} \sum_{i=1}^{N} \psi(u_i(t)) \geq \Psi(\nu|\mu_t) \quad \text{for a.e. } t \in [0, T].
\]

\(\text{Moreover, if } (x, u) \in \mathcal{A}^N, \text{ then} \)

\[
\frac{1}{N} \sum_{i=1}^{N} \psi(u_i(t)) = \Psi(\nu|\mu_t) \quad \text{for a.e. } t \in [0, T].
\]

**Proof** Let us first compute the density of \( \nu \) w.r.t. \( \tilde{\mu} \). We introduce the finite set \( I_N := \{1, 2, \ldots, N\} \) with the discrete topology and the normalised counting measure \( \sigma_N = \frac{1}{N} \sum_{i=1}^{N} \delta_i \).

We can identify \( x \) with a continuous map from \([0, T] \times I_N \to \mathbb{R}^d, x(t, i) := x_i(t), \) so that \( \mu_t = x(t, \cdot)_* \sigma_N \). Similarly, we set \( u(t, i) := u_i(t), \) where \( u : [0, T] \to U^N \) is a Borel representative. In order to represent \( \tilde{\mu} \) and \( \nu \), it is useful to deal with the map \( y : [0, T] \times I_N \to [0, T] \times \mathbb{R}^d, y(t, i) := (t, x(t, i)), \) which yields \( \tilde{\mu} = y_*^1 (\lambda \otimes \sigma_N) \) and \( \nu = y_*^2 (\mu \otimes (\lambda \otimes \sigma_N)) \). We denote by \( Y \subset [0, T] \times \mathbb{R}^d \) the range of \( y \) and by

\[
X(t) = \{x \in \mathbb{R}^d : (t, x) \in Y\} = \{x \in \mathbb{R}^d : x_i(t) = x \text{ for some } i \in I_N\}
\]

its fibres. For every \((t, x) \in [0, T] \times \mathbb{R}^d\), we will also consider the set

\[
J(t, x) := \{i \in I_N : x_i(t) = x\}
\]

with its characteristic function \( \chi_{t,x}(i) := \begin{cases} 1 & \text{if } x_i(t) = x \\ 0 & \text{otherwise.} \end{cases} \) (6.4)

For every \( t \in [0, T] \), the collection \( \{\chi_{t,x} : x \in X(t)\} \) provides a partition of unity of \( I_N \) and for every \( i \in I_N \), the map \( (t, x) \mapsto \chi_{t,x} \) is upper semicontinuous in \([0, T] \times \mathbb{R}^d\). The conditional measures \( \tilde{\mu}_{t,x} \in \mathcal{P}(I_N) \) are then defined by

\[
\tilde{\mu}_{t,x}(J) := \sigma_N(J \cap J(t, x))/\sigma_N(J(t, x)), \quad (t, x) \in Y;
\]

since for every \( J \subset I_N \)

\[
\sigma_N(J \cap J(t, x)) = \int_J \chi_{t,x} \, d\sigma_N = \frac{1}{N} \sum_{i \in J} \chi_{t,x}(i),
\]

the map \( (t, x) \mapsto \sigma_N(J \cap J(t, x)) \) is also upper semicontinuous and \( \tilde{\mu}_{t,x} \) is a Borel family.
One immediately checks that $\tilde{\mu}_{t,x}$ provides a disintegration (see, e.g., [5, Theorem 5.3.1]) of $\lambda \otimes \nu_N$ w.r.t. the map $y$, i.e.,

$$\lambda \otimes \nu_N = \int_{[0,T] \times \mathbb{R}^d} \tilde{\mu}_{t,x} \, d\tilde{\mu}(t,x).$$

Since $v = y_x(u \cdot (\lambda \otimes \nu_N))$, we eventually end up with the representation formula for the Borel vector field $v$

$$v(t,x) := \int_{J_N} u(t,i) \, d\tilde{\mu}_{t,x}(i) = \frac{1}{\|J(t,x)\|} \sum_{i \in J(t,x)} u_i(t)$$

if $(t,x) \in Y$,

$$v(t,x) := 0$$

otherwise.

In particular,

$$v_t = v(t, \cdot)\mu_t, \quad \mu_t = \sum_{x \in X(t)} \frac{\|J(t,x)\|}{N} \delta_x,$$

and consequently

$$\Psi(v_t|\mu_t) = \int_{\mathbb{R}^d} \Psi(v(t,x)) \, d\mu_t(x) = \sum_{x \in X(t)} \frac{\|J(t,x)\|}{N} \psi\left(\frac{1}{\|J(t,x)\|} \sum_{i \in J(t,x)} u_i(t)\right).$$ (6.5)

The convexity of $\psi$ immediately yields

$$\Psi(v_t|\mu_t) \leq \frac{1}{N} \sum_{i=1}^N \psi(u_i(t)).$$ (6.6)

Let us show that equality holds in (6.6) if $(x,u) \in \mathcal{X}_N$.

Let $\mathcal{P}$ be the collection of all the partitions $P$ of $I_N$. It is clear that for every $t \in [0,T]$, the family $P_x(t) := [J(t,x) : x \in X(t)]$ is an element of $\mathcal{P}$; moreover for every $P \in \mathcal{P}$, the set

$$S_P := \{t \in [0,T] : P_x(t) = P\}$$

is Borel. (6.7)

To show (6.7), we introduce an order relation on $\mathcal{P}$: we say that $P_1 < P_2$ if every element of $P_1$ is contained in some element of $P_2$. We denote by $\hat{\mathcal{P}} := \{Q \in \mathcal{P} : P < Q\}$ the collection of all the partitions $Q$ coarser than $P$.

It is easy to check that for every $P \in \mathcal{P}$, the set $P_x^{-1}(\hat{\mathcal{P}}) = \{t \in [0,T] : P_x(t) \in \hat{\mathcal{P}}\}$ is closed. In fact, if $P_x(t) \notin \hat{\mathcal{P}}$, then there is a set $I \in P$ not contained in any element of $P_x(t)$, so that we can find two indices $i, j \in I$ belonging to different elements of $P_x(t)$, i.e., $x_i(t) \neq x_j(t)$. By continuity, this relation holds in a neighbourhood $U$ of $t$, so that $P_x(s) \notin \hat{\mathcal{P}}$ for every $s \in U$.

Since for every partition $P \in \mathcal{P}$ [$P = \hat{\mathcal{P}} \setminus \bigcup \{Q : Q \in \hat{\mathcal{P}}, Q \neq P\}$], it follows that

$$S_P = P_x^{-1}(\hat{\mathcal{P}}) \setminus \bigcup_{Q \in \hat{\mathcal{P}}, Q \neq P} P_x^{-1}(Q),$$

so that $S_P$ is the difference between closed sets and (6.7) holds.

We can therefore decompose the interval $[0,T]$ in the finite Borel partition $\{S_P : P \in \mathcal{P}\}$. On the other hand, for every partition $P \in \mathcal{P}$ and every pair of indices $i, j$ in $I \in P$, we have $x_i(t) =$
\( x_i(t) \) in \( S_P \) so that \( \dot{x}_i(t) = \dot{x}_j(t) \) for \( \lambda \)-almost every \( t \in S_P \) and consequently, by (3.8), we obtain that \( u_i(t) = u_j(t) \) for \( \lambda \text{-a.e.} \ t \in S_P \). We eventually deduce

\[
\Psi(v_i | \mu_i) = \sum_{i \in P_x(t)} \frac{1}{N} \sum_{i \in I} u_i(t) = \sum_{i \in I} \psi(u_i(t)) \quad \text{for every } I \in P_x(t), \quad \lambda \text{-a.e. in } S_P,
\]

and therefore, by (6.5),

\[
\Psi(v_i | \mu_i) = \sum_{i \in I} \psi(u_i(t)) \quad \text{for } \lambda \text{-a.e. } t \in S_P.
\]

Since \( \{S_P : P \in P \} \) is a finite Borel partition of \([0, T]\), we get (6.3). \( \square \)

**Proof of Theorem 3.2** The \( \liminf \) inequality. Let \((\mu, \upsilon) \in AC([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \times \mathcal{M}([0, T] \times \mathbb{R}^d; U) \) and \((x^N, u^N) \in AC([0, T]; (\mathbb{R}^d)^N) \times L^1([0, T]; U^N)\), \( N \in \mathbb{N} \), such that \( \mu^N = \mu [x^N] \rightarrow \mu \) in \( C([0, T]; \mathcal{P}_1(\mathbb{R}^d)) \) and \( \upsilon^N = \upsilon [x^N, u^N] \rightharpoonup \upsilon \) in \( \mathcal{M}([0, T] \times \mathbb{R}^d; U) \).

Since \( L^N \geq 0 \), \( L^N(x, x^N(t)) \rightarrow L(x, \mu_i) \) on compact sets and \( \mu [x^N] \rightharpoonup \mu \), then for every compact \( K \subseteq \mathbb{R}^d \), by (3.1) we have

\[
\liminf_{N \to +\infty} \int_{\mathbb{R}^d} L^N(x, x^N(t)) \ d\mu^N_i(x) \\
\geq \liminf_{N \to +\infty} \int_K L^N(x, x^N(t)) \ d\mu^N_i(x) = \int_K L(x, \mu_i) \ d\mu_i(x).
\]

Since \( \frac{1}{N} \sum_{i=1}^{N} L^N(x_i^N(t), x^N(t)) = \int_{\mathbb{R}^d} L^N(x, x^N(t)) \ d\mu^N_i(x) \) and \( L \geq 0 \), by (6.8) we obtain

\[
\liminf_{N \to \infty} \int_0^T \frac{1}{N} \sum_{i=1}^{N} L^N(x_i^N(t), x^N(t)) \ dt \geq \int_0^T \int_{\mathbb{R}^d} L(x, \mu_i) \ d\mu_i(x) \ dt.
\]

By (6.2) we have

\[
\frac{1}{N} \sum_{i=1}^{N} \psi(u_i^N(t)) \geq \psi(v_i^N | \mu_i^N) \quad \text{for a.e. } t \in [0, T],
\]

and Theorem 2.6 yields

\[
\liminf_{N \to \infty} \int_0^T \psi(v_i^N | \mu_i^N) \ dt = \liminf_{N \to \infty} \psi(v^N | \tilde{\mu}^N) \geq \psi(\upsilon | \bar{\mu}) = \int_0^T \psi(\upsilon | \mu_i) \ dt.
\]

By (6.9), (6.10) and (6.11), it follows (3.12).

The \( \limsup \) inequality. Recall that \( \phi \) is an admissible function satisfying (2.5). Let \((\mu, \upsilon) \in \mathcal{A} \), such that \( \mathcal{E}(\mu, \upsilon) < +\infty \) and \( \int_{\mathbb{R}^d} \phi(|x|) \ d\mu_0(x) < \infty \).
By Fubini’s theorem and the finiteness of \( E \) and we observe that

\[
\text{Step 1: Definition of auxiliary functionals.}
\]

We define the set

\[
A := \{ \gamma \in \Gamma_T : \gamma \in AC \left( [0, T]; \mathbb{R}^d \right) \},
\]

and we observe that \( \pi(A) = 1 \).

Starting from \( \mu \) and \( L \), we define the functional \( \mathcal{L} : A \to [0, +\infty) \) by

\[
\mathcal{L} (\gamma) := \int_0^T L(\gamma(t), \mu_t) \, dt.
\]

Starting from \( \psi \) and \( v \), we define the functional \( \mathcal{F} : A \to [0, +\infty) \) by

\[
\mathcal{F} (\gamma) := \int_0^T \psi(v(t, \gamma(t))) \, dt.
\]

By Fubini’s theorem and the finiteness of \( \mathcal{E}(\mu, v) \), we have

\[
\int_0^T \int_{\mathbb{R}^d} L(x, \mu_t) \, d\mu_t(x) \, dt = \int_0^T \int_A L(e_\gamma(\gamma), \mu_t) \, d\pi(\gamma) \, dt = \int_A \mathcal{L} (\gamma) \, d\pi(\gamma)
\]

and

\[
\int_0^T \int_{\mathbb{R}^d} \psi(v(t, x)) \, d\mu_t(x) \, dt = \int_0^T \int_A \psi(v(t, e_\gamma(\gamma)) \, d\pi(\gamma) \, dt = \int_A \mathcal{F} (\gamma) \, d\pi(\gamma).
\]

We define the functional \( \mathcal{H} : A \to [0, +\infty) \) by

\[
\mathcal{H} (\gamma) := \int_0^T \phi(|v(t, \gamma(t))|) \, dt.
\]

Starting by \( \phi \) satisfying (2.5), we define the functional \( \mathcal{G} : A \to [0, +\infty) \) by

\[
\mathcal{G} (\gamma) := \phi(|\gamma(0)|) + \int_0^T \phi(|\gamma(t)|) \, dt.
\]
It is not difficult to show that $\mathcal{G}$ and $\mathcal{L}$ are continuous. Here we prove that $\mathcal{F}$ and $\mathcal{H}$ are lower semicontinuous. Let $\gamma \in A$ and $(\gamma_k)_{k \in \mathbb{N}}$ be a sequence in $A$, such that $\lim_{k \to +\infty} \sup_{t \in [0, T]} |\gamma_k(t) - \gamma(t)| = 0$. We define the sequence $f_k \in L^1([0, T]; \mathbb{R}^d)$ by $f_k(t) := \psi(t, \gamma_k(t))$.

If $\sup_{k \in \mathbb{N}} \int_0^T \phi(|\psi(t, \gamma_k(t))|) \, dt < +\infty$, then by de la Vallée Poussin’s criterion [4, Proposition 1.12] for equi-integrability and Dunford–Pettis theorem, there exist $g \in L^1([0, T]; \mathbb{R}^d)$ and a subsequence (not relabeled) of $f_k$ weakly convergent in $L^1([0, T]; \mathbb{R}^d)$ to $g$ such that

$$\liminf_{k \in \mathbb{N}} \int_0^T \phi(|\psi(t, \gamma_k(t))|) \, dt \geq \int_0^T \phi(|g(t)|) \, dt.$$ 

Since $\gamma_k$ satisfies

$$\gamma_k(t_2) - \gamma_k(t_1) = \int_{t_1}^{t_2} [\psi(t, \gamma_k(t)) + f(t, \gamma_k(t))] \, dt, \quad \forall \ t_1, t_2 \in [0, T] \quad (6.17)$$

and $\gamma$ satisfies

$$\gamma(t_2) - \gamma(t_1) = \int_{t_1}^{t_2} [\psi(t, \gamma(t)) + f(t, \gamma(t))] \, dt, \quad \forall \ t_1, t_2 \in [0, T] \quad (6.18)$$

passing to the limit in (6.17) as $k \to \infty$, we obtain

$$\gamma(t_2) - \gamma(t_1) = \int_{t_1}^{t_2} [g(t) + f(t, \gamma(t))] \, dt.$$ 

By (6.18) it holds:

$$\int_{t_1}^{t_2} g(t) \, dt = \int_{t_1}^{t_2} \psi(t, \gamma(t)) \, dt, \quad \forall t_1, t_2 \in [0, T],$$

and Lebesgue differentiation theorem yields $g(t) = \psi(t, \gamma(t))$ for a.e. $t \in [0, T]$.

**Step 2: Construction of $\pi^N$.** We define the function $\mathcal{F} := (\mathcal{F}, \mathcal{L}, \mathcal{G}, \mathcal{H}) : A \to \mathbb{R}^4$.

Notice that the finiteness of $\mathcal{E}(\mu, \nu)$, (6.15) and (6.16) implies that $\int_A \mathcal{F}(\gamma) \, d\pi(\gamma) < +\infty$, $\int_A \mathcal{L}(\gamma) \, d\pi(\gamma) < +\infty$ and $\int_A \mathcal{H}(\gamma) \, d\pi(\gamma) < +\infty$. Since $\int_A \mathcal{G}(\gamma) \, d\pi(\gamma) = \int_0^T \int_{\mathbb{R}^d} \phi(|x|) \, d\mu(x) \, dt$, by Proposition 5.3, we also have that $\int_A \mathcal{G}(\gamma) \, d\pi(\gamma) < +\infty$.

By Lusin’s theorem applied to the space $A$ with the measure $\pi$ and the function $\mathcal{G}$, there exists a sequence of compact sets $A_k$ such that $A_k \subset A_{k+1} \subset A, \pi(A \setminus A_k) < \frac{1}{k}$, for all $k \geq 1$, and $\mathcal{G}|_{A_k}$ is continuous. Moreover, we have

$$\lim_{k \to \infty} \pi(A_k) = \pi \left( \bigcup_{j=1}^{\infty} A_j \right) = 1, \quad \pi \left( A \setminus \bigcup_{j=1}^{\infty} A_j \right) = 0. \quad (6.19)$$

Then we define $\tilde{\pi}^k \in \mathcal{P}(\Gamma_T)$ by

$$\tilde{\pi}^k := \frac{1}{\pi(A_k)} \pi \big| A_k.$$
It is easy to check that \((\pi^k)_{k \in \mathbb{N}}\) weakly converges to \(\pi\) as \(k \to \infty\); since for each component \(\pi^j, j = 1, 2, 3, 4\), of \(\pi\) is non-negative, Beppo Levi monotone convergence theorem yields
\[
\lim_{k \to +\infty} \int_{A_k} \pi^j(y) \, d\pi(y) = \lim_{k \to +\infty} \int_{\bigcup_{k=1}^{\infty} A_k} \pi^j(y) \, d\pi(y) = \int_A \pi^j(y) \, d\pi(y),
\]
and (6.19) easily yields
\[
\lim_{k \to \infty} \left| \int_{\Gamma_T} \pi^j(y) \, d\pi^k(y) - \int_{\Gamma_T} \pi(y) \, d\pi(y) \right| = 0.
\]
Since \(A_k\) is compact, we can find a sequence of atomic measures
\[
m \mapsto \tilde{\pi}^m := \frac{1}{m} \sum_{i=1}^m \delta_{\gamma_{i,k,m}}, \quad \gamma_{i,k,m} \in A_k,
\]
narrowly convergent to \(\tilde{\pi}^k\) as \(m \to +\infty\). Since \(\pi^j_{|A_k}\) is bounded and continuous, in particular, it holds that
\[
\lim_{m \to +\infty} \int_{\Gamma_T} \pi(y) \, d\tilde{\pi}^m(y) = \int_{\Gamma_T} \pi(y) \, d\tilde{\pi}^k(y).
\]
Hence, for every \(k \in \mathbb{N}\), there exists \(\tilde{m}(k)\) satisfying
\[
W(\tilde{\pi}^k, \tilde{\pi}^m) \leq \frac{1}{k} \quad \text{and} \quad \left| \int_{\Gamma_T} \pi(y) \, d\tilde{\pi}^m(y) - \int_{\Gamma_T} \pi(y) \, d\tilde{\pi}^k(y) \right| \leq \frac{1}{k}, \quad \forall m \geq \tilde{m}(k),
\]
where \(W\) is any distance metrising the weak convergence.

We define \(\tilde{\pi}^k := \tilde{\pi}^k_{\tilde{m}(k)}\) and we clearly have that \(\tilde{\pi}^k \in \mathcal{P}(\Gamma_T), W(\tilde{\pi}^k, \pi) \to 0\) as \(k \to \infty\) and, by (6.21) and (6.22),
\[
\lim_{k \to \infty} \left| \int_{\Gamma_T} \pi(y) \, d\tilde{\pi}^k(y) - \int_{\Gamma_T} \pi(y) \, d\pi(y) \right| = 0.
\]
Since we can choose the sequence \(k \mapsto \tilde{m}(k)\) strictly increasing, we can consider the sequence \(N \mapsto \pi^N\) such that \(\pi^N \in \mathcal{P}(\Gamma_T), \pi^N := \tilde{\pi}^k\) when \(\tilde{m}(k) \leq N < \tilde{m}(k+1)\); \(\pi^N\) narrowly converges to \(\pi\) as \(N \to +\infty\) and
\[
\lim_{N \to +\infty} \int_{\Gamma_T} \pi(y) \, d\pi^N(y) = \int_{\Gamma_T} \pi(y) \, d\pi(y).
\]
Since all the components of \(\pi\) are non-negative and lower semicontinuous maps, by a combination of [4, Proposition 1.62 (a)] and [4, Proposition 1.80], we have that (6.23) yields, in particular, that the measures
\[
\sigma^1_N := \mathcal{F} \pi + \mathcal{F} \pi^N, \quad \sigma^2_N := \mathcal{G} \pi + \mathcal{G} \pi^N, \quad \sigma^3_N := \mathcal{H} \pi + \mathcal{H} \pi^N, \quad \sigma^4_N := \mathcal{L} \pi + \mathcal{L} \pi^N
\]
weakly converge to \(\sigma_1 := 2\mathcal{F} \pi, \sigma_2 := 2\mathcal{G} \pi, \sigma_3 := 2\mathcal{H} \pi, \sigma_4 := 2\mathcal{L} \pi\), respectively. In particular, they are uniformly tight, so that for every \(\varepsilon > 0\), there exists \(N(\varepsilon) \in \mathbb{N}\) and a compact set \(B_{\varepsilon}\) and such that
\[
B_{\varepsilon} \subset A_N, \quad (\pi + \pi^N)(\Gamma_T \setminus B_{\varepsilon}) + \int_{\Gamma_T \setminus B_{\varepsilon}} (\mathcal{F} + \mathcal{L} + \mathcal{H} + \mathcal{G}) \, d(\pi + \pi^N) \leq \varepsilon \quad \text{for every} \ N \geq N(\varepsilon).
\]
**Step 3: Definition of \((x^N, u^N)\) and convergence.** We define \(\mu^N_t := (e_t)\pi^N \in \mathcal{P}^N(\mathbb{R}^d)\) and we denote by \(x^N\) a corresponding curve such that \(\mu[x^N] = \mu^N\). We define
\[
\begin{align*}
    f^N(t, x) &:= F\left(x, x^N(t)\right) = F(x, \mu^N_t), \\
    u^N(t) &:= v(t, x) + f(t, x) - f^N(t, x)
\end{align*}
\] (6.26)
and \(u^N = (u^N_1, \ldots, u^N_N)\). Notice that
\[
\begin{align*}
\int_0^T \int_{\mathbb{R}^d} \psi(v(t, x)) \, d\mu^N_t(x) \, dt &\leq \int_{\mathcal{T}} \mathcal{F}(\gamma) \, d\pi^N(\gamma) \leq 1 + \mathcal{E}(\mu|v)
\end{align*}
\] for \(N\) sufficiently large, we obtain by (6.13), (5.8) and (5.5) that
\[
\sup_{N \in \mathbb{N}} \sup_{t \in [0, T]} \int_{\mathbb{R}^d} |x| \, d\mu^N_t(x) < +\infty, \quad \sup_{N \in \mathbb{N}} \sup_{t \in [0, T]} \int_{\mathbb{R}^d} \phi(|x|) \, d\mu^N_t(x) < +\infty,
\] (6.29)
which implies the uniform convergence \(\mu^N \to \mu\) in \(C([0, T]; \mathcal{P}^1(\mathbb{R}^d))\) and the uniform estimate
\[
|f^N(t, x)| \leq M'(1 + |x|) \quad \text{for every } t \in [0, T], \ x \in \mathbb{R}^d, \ N \in \mathbb{N},
\] (6.30)
for a suitable constant \(M' > 0\). By a direct computation, using the assumption (3.7), we obtain that \(v^N \rightharpoonup^* v\) in \(M([0, T] \times \mathbb{R}^d; U)\).

**Step 4: Definition and convergence of \(\mathcal{F}^N\).** We define \(\mathcal{F}^N : A \to [0, +\infty)\) by
\[
\mathcal{F}^N(\gamma) := \int_0^T \psi(v^N(t, \gamma(t))) \, dt.
\] (6.31)

Here we show that the sequence \(\mathcal{F}^N\) converges to \(\mathcal{F}\) uniformly on every compact set \(\Lambda \subset A_h\) for some \(h \in \mathbb{N}\). To do it, we fix \(\Lambda \subset A_h\) and we prove that for any \(\gamma \in \Lambda\) and every sequence \((\gamma_N)_{N \in \mathbb{N}} \subset \Lambda\) such that \(\sup_{t \in [0, T]} |\gamma_N(t) - \gamma(t)| \to 0\), we have \(\mathcal{F}^N(\gamma_N) \to \mathcal{F}(\gamma)\) as \(N \to +\infty\).

By the assumption (3.7), we have that
\[
\lim_{N \to +\infty} \left| f(t, \gamma_N(t)) - f^N(t, \gamma_N(t)) \right| = 0, \quad \forall \ t \in [0, T].
\]
Since \(\mathcal{F}\) is continuous in \(A_h\), it holds
\[
\lim_{N \to +\infty} \int_0^T \phi(|v(t, \gamma_N(t))|) \, dt = \int_0^T \phi(|v(t, \gamma(t))|) \, dt.
\] (6.32)
Since \(\phi\) is strictly convex and superlinear, by Visintin’s Theorem [63, Theorem 3], \(\psi(\cdot, \gamma_N(\cdot))\) strongly converges in \(L^1(0, T)\) to \(\psi(\cdot, \gamma(\cdot))\). Then, using also the continuity of \(\psi\), along a
subsequence (still denoted by $\gamma_N$), we have

$$\lim_{N \to +\infty} \psi(t, \gamma_N(t)) = \psi(t, \gamma(t)),$$

for a.e. $t \in [0, T]$. Since by (5.5) and (6.30), we have

$$|f(t, \gamma_N(t)) - f(t, \gamma_N(t))| \leq (M + M')(1 + |\gamma_N(t)|),$$

then, using the doubling property and the uniform convergence of $\gamma_N$, we can find a constant $C$ such that

$$\psi \left( v(t, \gamma_N(t)) + f(t, \gamma_N(t)) - f(t, \gamma_N(t)) \right) \leq C \left( 1 + \phi(|v(t, \gamma_N(t))|) \right).$$

By (6.32), the generalised dominated convergence theorem (see for instance [35, Theorem 4, p. 21]) shows that

$$\lim_{N \to +\infty} \int_0^T \psi(v^N(t, \gamma_N(t))) dt = \int_0^T \psi(v(t, \gamma(t))) dt.$$

**Step 5: Definition and convergence of $L^N$.** We define $L^N : A \to [0, +\infty)$ by

$$L^N(\gamma) := \int_0^T L(\gamma(t), x^N(t)) dt. \quad (6.33)$$

Here we show that the sequence $L^N$ converges to $L$ uniformly on every compact set $\Lambda \subset A_h$ for some $h \in \mathbb{N}$. As in Step 4, we fix $\Lambda \subset A_h$ and we prove that for every sequence $(\gamma_N)_{N \in \mathbb{N}} \subset \Lambda$, with $\sup_{t \in [0, T]} |\gamma_N(t) - \gamma(t)| \to 0$, we have $L^N(\gamma_N) \to L(\gamma)$ as $N \to +\infty$. Indeed, by (3.1),

$$\lim_{N \to +\infty} L^N(\gamma_N(t), x^N(t)) = L(\gamma(t), \mu_t), \quad \forall t \in [0, T].$$

Since $(\gamma_N)_{N}$ is bounded and $\mu^N \to \mu$ in $C([0, T]; \mathcal{P}_1(\mathbb{R}^d))$, by (3.1) we obtain that

$$\sup_{N \in \mathbb{N}} L^N(\gamma_N(t), x^N(t)) < +\infty.$$

By dominated convergence we conclude.

**Step 6: Conclusion.** By the growth assumptions (6.13) and (6.30) on $f$, $f^N$, the doubling property of $\phi$ and (2.5), we have

$$\mathcal{F}^N(\gamma) \leq C(1 + \mathcal{F}(\gamma) + \mathcal{G}(\gamma)) \quad \forall \gamma \in A, \quad \forall N \in \mathbb{N}. \quad (6.34)$$

Moreover, by (3.1) and the uniform convergence of $\mu^N$ to $\mu$, there exists a constant $C$ such that

$$L^N(\gamma) \leq L(\gamma) + C \quad \forall \gamma \in A, \quad \forall N \in \mathbb{N}. \quad (6.35)$$

Fix $\epsilon > 0$ and let $B_\epsilon$ and $\tilde{N}(\epsilon)$ such that (6.25) holds and

$$\left| \int_{\Gamma_T} \mathcal{F}(\gamma) d\pi_N(\gamma) - \int_{\Gamma_T} \mathcal{F}(\gamma) d\pi(\gamma) \right| < \epsilon.$$

By (6.34), (6.35) and (6.25), we have

$$\int_{\Gamma_T \setminus B_\epsilon} \mathcal{F}^N(\gamma)d(\pi + \pi^N)(\gamma) \leq \epsilon, \quad \int_{\Gamma_T \setminus B_\epsilon} L^N(\gamma)d(\pi + \pi^N)(\gamma) \leq \epsilon \quad \forall N \geq \tilde{N}(\epsilon).$$
Moreover, from the previous step, there exists \( \tilde{N}(\varepsilon) \) such that

\[
\sup_{\gamma \in B_{\varepsilon}} \left| \mathcal{F}^N(\gamma) - \mathcal{F}(\gamma) \right| \leq \varepsilon, \quad \sup_{\gamma \in B_{\varepsilon}} \left| \mathcal{L}^N(\gamma) - \mathcal{L}(\gamma) \right| \leq \varepsilon \quad \forall \, N \geq \tilde{N}(\varepsilon).
\]

Hence

\[
\left| \int_{\Gamma_T} \mathcal{F}^N(\gamma) d\pi^N(\gamma) - \int_{\Gamma_T} \mathcal{F}(\gamma) d\pi(\gamma) \right| \leq \left| \int_{B_{\varepsilon}} \mathcal{F}^N(\gamma) d\pi^N(\gamma) - \int_{B_{\varepsilon}} \mathcal{F}(\gamma) d\pi(\gamma) \right|
\]

\[
+ \left| \int_{\Gamma_T \setminus B_{\varepsilon}} \mathcal{F}^N(\gamma) d\pi^N(\gamma) - \int_{\Gamma_T \setminus B_{\varepsilon}} \mathcal{F}(\gamma) d\pi(\gamma) \right|
\]

\[
\leq \varepsilon + 2\varepsilon, \quad \forall \, N \geq \max\{\tilde{N}(\varepsilon), \tilde{N}(\varepsilon)\},
\]

which shows that

\[
\lim_{N \to \infty} \int_{\Gamma_T} \mathcal{F}^N(\gamma) d\pi^N(\gamma) = \int_{\Gamma_T} \mathcal{F}(\gamma) d\pi(\gamma).
\]

Analogously we obtain

\[
\lim_{N \to \infty} \int_{\Gamma_T} \mathcal{L}^N(\gamma) d\pi^N(\gamma) = \int_{\Gamma_T} \mathcal{L}(\gamma) d\pi(\gamma).
\]

### 6.3 Convergence of minima

**Proof of Theorem 3.1 Equi-continuity.** Let \( N \) be fixed and \( s \leq t \). From the constraint (3.8), we get

\[
W_1(\mu_s^N, \mu_t^N) \leq \frac{1}{N} \sum_{i=1}^{N} |x_i^N(s) - x_i^N(t)|
\]

\[
\leq \frac{1}{N} \sum_{i=1}^{N} \int_s^t |F^N(x_i(r), x_i^N(r))| \, dr + \frac{1}{N} \sum_{i=1}^{N} \int_s^t |u_i^N(r)| \, dr
\]

\[
\leq \tilde{C}(t-s) + \int_s^t \frac{1}{N} \sum_{i=1}^{N} |u_i^N(r)| \, dr,
\]

where \( \tilde{C} := A + 2B \left( \sup_N |x_i^N(0)|_N + AT + \sup_{N} \int_0^T |u_i^N(r)|_N \, dr \right) e^{2BT} \) (see the proof of (4.4)) which is uniformly bounded, since \( \mu_0^N \) is converging in \( \mathcal{P}_1(\mathbb{R}^d) \) and \( \mathcal{E}(\mu^N, \nu^N) \) is uniformly bounded.

By Remark 2.4, we can select an admissible function \( \theta \) satisfying (2.10) with \( \mathcal{K} := \{\mu_0\} \cup \{\mu_0^N : N \in \mathbb{N}\} \). The uniform bound on \( \mathcal{E}(\mu^N, \nu^N) \) implies that

\[
\sup_N \int_0^T \frac{1}{N} \sum_{i=1}^{N} \theta \left( |u_i^N(r)| \right) \, dr < +\infty,
\]

by the convexity and superlinearity of \( \theta \), there exists a uniform modulus of continuity \( \omega : [0, +\infty) \to [0, +\infty) \) such that \( \sup_N \int_s^t \frac{1}{N} \sum_{i=1}^{N} |u_i^N(r)| \, dr \leq \omega(t-s) \).

Hence we have just shown the equi-continuity property

\[
W_1(\mu_s^N, \mu_t^N) \leq \omega(|t-s|) + \tilde{C}|t-s| \quad \forall \, t, s \in [0, T].
\]
From Theorem 5.3, we have
\[ \sup_{N \in \mathbb{N}} \sup_{t \in [0,T]} \int_{\mathbb{R}^d} \theta(|x|) \, d\mu^N_t(x) < +\infty. \]
This implies that the family \( (\mu^N)_{N \in \mathbb{N}} \subset P_1(\mathbb{R}^d) \) is relatively compact (see, e.g., [5, Proposition 7.1.5]).

Concerning the control part, we write \( \nu^N \). Since \( \mathcal{E}^N(x^N, u^N) \) is uniformly bounded, we have
\[ \sup_{N \in \mathbb{N}} \int_0^T \int_{\mathbb{R}^d} \psi \left( \nu^N(t,x) \right) \, d\mu^N_t(x) \, dt < +\infty. \]
By the superlinearity of \( \psi \) and the convergence (6.36), using the same argument of the proof of Ref. [5, Theorem 5.4.4], we obtain that there exist \( \nu : [0, T] \times \mathbb{R}^d \to U \) and a subsequence (again denoted by \( \nu^N \)) such that
\[ \int_0^T \int_{\mathbb{R}^d} \psi(\nu(t,x)) \, d\mu_t(x) \, dt < +\infty \]
and
\[ \lim_{N \to \infty} \int_0^T \int_{\mathbb{R}^d} \xi(t,x) \cdot \nu^N(t,x) \, d\mu^N_t(x) \, dt = \int_0^T \int_{\mathbb{R}^d} \xi(t,x) \cdot \nu(t,x) \, d\mu_t(x) \, dt, \]
\( \forall \xi \in C^\infty_c([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \).
This proves the convergence of \( \nu^N \to \nu := \nu \mu \) in \( \mathcal{M}([0, T] \times \mathbb{R}^d; U) \) and the fact that \( (\mu, \nu) \) satisfies (3.9).

**Proof of Theorem 3.3** The first two claims are standard consequence of the \( \Gamma \)-convergence result of Theorem 3.2 and the coercivity property stated in Theorem 3.1. We thus consider the third claim.

Let us fix \( \mu_0 \in P_1(\mathbb{R}^d) \) with compact support and \( (\mu, \nu) \in P(\mu_0) \). By Theorem 3.2, we can find a sequence of discrete solutions \( (\hat{x}^N, \hat{u}^N) \) corresponding to initial data \( \hat{x}_0^N \) supported in \( \text{supp}(\mu_0) \) and measures \( (\hat{\mu}^N, \hat{\nu}^N) \) converging to \( (\mu, \nu) \) such that (3.15) and (3.16) hold. Theorem 3.2 also yields \( \lim_{N \to \infty} E^N(\hat{x}_0^N) = E(\mu_0) \).

Let now \( (x^N)_{N \in \mathbb{N}} \) be any other sequence satisfying (3.17) with \( (x^N, u^N) \in P(x_0^N) \) and \( \mu^N = \mu[x^N], \nu^N = \nu[x^N, u^N] \). Applying Lemma 2.5, we deduce that the associated measures \( \mu^N_0 \) satisfy
\[ \lim_{N \to \infty} \mathcal{E}_\phi \left( \hat{\mu}^N_0, \mu^N_0 \right) = 0. \]
Up to a permutation of the initial points \( (\hat{x}_{0,1}^N, \hat{x}_{0,2}^N, \ldots, \hat{x}_{0,N}^N) \) (and of the corresponding solutions \( (\hat{x}^N, \hat{u}^N) \)) which, however, leaves \( \hat{\mu}^N, \hat{\nu}^N, \hat{\psi}^N \) invariant, we may assume by (2.1) that
\[ c_N = \mathcal{E}_\phi \left( \hat{\mu}^N_0, \mu^N_0 \right) = \frac{1}{N} \sum_{i=1}^{N} \phi \left( |\hat{x}_{0,i}^N - x_{0,i}^N| \right). \]
For $0 < \delta < T$ and $y^{N,\delta} := \delta^{-1}(\hat{x}_0^{N} - x_0^{N})$, we can then define a new competitor by

$$x^{N,\delta}(t) := \begin{cases} (1 - t/\delta) x_0^{N} + t/\delta \hat{x}_0^{N} & \text{if } t \in [0, \delta), \\ \hat{x}^{N}(t - \delta) & \text{if } t \in [\delta, T], \end{cases}$$

$$u_i^{N,\delta}(t) := \begin{cases} y_i^{N,\delta} - F^N(x_i^{N,\delta}, x^{N,\delta}(t)) & \text{if } t \in [0, \delta), \\ \hat{u}^{N}(t - \delta) & \text{if } t \in [\delta, T]. \end{cases}$$

It is easy to check that $(x^{N,\delta}, u^{N,\delta}) \in \mathcal{A}(x_0^{N})$ so that $E^N(x_0^{N}) \leq E^N(x^{N,\delta}, u^{N,\delta})$. On the other hand,

$$T E^N(x^{N,\delta}, u^{N,\delta}) \leq \frac{1}{N} \int_0^\delta \sum_{i=1}^N L^N(x_i^{N,\delta}(t), x^{N,\delta}(t)) \, dt +$$

$$\frac{1}{N} \int_0^\delta \sum_{i=1}^N \psi \left( y_i^{N,\delta} - F^N(x_i^{N,\delta}, x^{N,\delta}(t)) \right) \, dt + T E^N(\hat{x}^{N}, \hat{u}^{N}).$$

From the doubling property and the compactness of supports of $(x_0^{N})$, applying the same argument as in the proof of Theorem 3.2, we get

$$\psi \left( y_i^{N,\delta} - F^N(x_i^{N,\delta}, x^{N,\delta}(t)) \right) \leq C \left( 1 + \phi \left( |\hat{x}_0^{N} - x_0^{N}| / \delta \right) \right) \leq C e^{K/\delta} \left( 1 + \phi \left( |\hat{x}_0^{N} - x_0^{N}| \right) \right) \quad 0 < \delta < 1.$$

Setting $\mu_i^{N,\delta} = \mu[x^{N,\delta}(t)]$ we get,

$$T \left( E^N(x^{N,\delta}, u^{N,\delta}) - E^N(\hat{x}^{N}, \hat{u}^{N}) \right) \leq C c_N \delta (1 + e^{K/\delta}) + \delta \sup_{t \in [0,1]} \int_{\mathbb{R}^d} L^N(x, \mu_i^{N,1}) \, dx \mu_i^{N,1}. \quad (6.38)$$

If we choose $\delta = \delta(N) := -K (\log(c_N))^{-1}$, since $\lim_{N \to \infty} \sup_{t \in [0,1]} W_1(\mu_i^{N,1}, \mu_0) = 0$, we see that the right-hand side of (6.38) tends to 0 as $N \to \infty$, so that we eventually obtain

$$\limsup_{N \to \infty} E^N(x_0^{N}) \leq \limsup_{N \to \infty} E^N(x^{N,\delta}, u^{N,\delta}) \leq \limsup_{N \to \infty} E^N(\hat{x}^{N}, \hat{u}^{N}) = E(\mu_0).$$
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