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Abstract—This paper studies the problem of receiver modeling in molecular communication systems. We consider the diffusive molecular communication channel between a transmitter nano-machine and a receiver nano-machine in a fluid environment. The information molecules released by the transmitter nano-machine into the environment can degrade in the channel via a first-order degradation reaction and those that reach the receiver nano-machine can participate in a reversible bimolecular reaction with receiver receptor proteins. Thereby, we distinguish between two scenarios. In the first scenario, we assume that the entire surface of the receiver is covered by receptor molecules. We derive a closed-form analytical expression for the expected received signal at the receiver, i.e., the expected number of activated receptors on the surface of the receiver. Then, in the second scenario, we consider the case where the number of receptor molecules is finite and the uniformly distributed receptor molecules cover the receiver surface only partially. We show that the expected received signal for this scenario can be accurately approximated by the expected received signal for the first scenario after appropriately modifying the forward reaction rate constant. The accuracy of the derived analytical results is verified by Brownian motion particle-based simulations of the considered environment, where we also show the impact of the effect of receptor occupancy on the derived analytical results.

I. INTRODUCTION

In nature, one of the primary means of communication among biological entities, ranging from organelles to organisms, is molecular communication (MC), where molecules are the carriers of information. MC is also an attractive option for the design of intelligent synthetic communication systems at nano- and micro-scale. Sophisticated synthetic MC systems are expected to have various biomedical, environmental, and industrial applications [2].

Similar to any other communication system, the design of basic functionalities such as modulation, detection, and estimation requires accurate models for the transmitter, channel, and receiver. However, the modeling of these components in MC systems is vastly different from the modeling of traditional communication systems as the size of the nodes of MC systems is on the order of tens of nanometer to tens of micrometer [2]. At nano- and micro-scale, materials show different physical, chemical, electrical, and magnetic behaviour which has to be carefully accounted for in the modeling, fabrication, and development of new devices, materials, and systems. Furthermore, in MC systems, the communication environment, i.e., the channel, and the pertinent impairments are completely different from those in traditional communication systems. For example, in a typical MC setup, the transmitter and the receiver are suspended in a fluid environment. Moreover, in diffusion-based MC, the transportation of the information-carrying signalling molecules relies on free diffusion; no additional infrastructure is required. Additionally, the signalling molecules may be affected by various environmental effects such as flow and/or chemical reactions, which may prevent the molecules from reaching the receiver [2].

The molecules that succeed in reaching the receiver may react with the receptors on the surface of the receiver and activate them. This is a common reception mechanism in natural biological cells [3]. The number of activated receptors can be interpreted as the received signal. The received signal is inevitably corrupted by noise that arises from the stochastic arrival of the molecules by diffusion and from the stochastic binding of the molecules to the receptors. Once an information-carrying molecule binds to a receptor, i.e., activates the receptor, this receptor transduces the received noisy message into a cell response via a set of signaling pathways, see [3, Chapter 16]. Thus, having a meaningful model for the reception process that captures the effects of the main phenomena occurring in the channel and at the receiver is of particular importance for the design of synthetic MC systems and is the focus of this paper.

The modeling of the reception mechanism at the receiver has been studied extensively in the existing MC literature; see [4]–[13]. Most of these works assume that the receiver is transparent and the received signal is approximated by the local concentration of the information-carrying molecules inside the receiver, see [4]–[9]. However, this approach neglects the impact of the chemical reactions at the receiver surface required for sensing the concentration of molecules in its vicinity. In a first attempt to take the effect of chemical reactions at the receiver into account, the authors in [7] and
modelled the reception mechanism at the receiver using the theory of ligand-receptor binding kinetics, where molecules (ligands) released by a transmitter can reversibly react with receptors at the receiver surface and produce output molecules whose concentration is then referred to as the output signal in [7], [8]. Analytical expressions that relate the output signal to the concentration of the molecules at the receiver were derived. However, in [7] and [8], the authors assumed the diffusion of molecules to be independent from the reaction mechanisms at the receiver, i.e., the equations describing the output signal were derived for a given concentration at the receiver. This assumption may not be justifiable as the ligand concentration close to the receiver is subject to fluctuation due to the association and dissociation processes at the receiver surface. Hence, the reaction-diffusion equation is highly coupled and cannot be separated. The authors in [9] approximated the reaction mechanism by modeling the receiver as a fully-absorbing sphere, where molecules released by the transmitter are absorbed by the receiver as soon as they hit its surface, and derived an analytical time domain expression for the number of absorbed molecules. In particular, this assumption is equivalent to a second-order irreversible reaction mechanism on the surface of the receiver where the reaction rate constant is infinite. This assumption implies that the effect of the reaction mechanism, upon the contact of a released molecule with the surface of the receiver, is deterministic. However, it may not be realistic to assume that every collision of a molecule with the receiver surface triggers a reaction, since the reaction mechanism is a stochastic process. This model was extended in [10] and [11] to incorporate the effects of a finite number of receptors and a first-order degradation reaction in the channel, respectively. The author in [12] approximated the reaction mechanism by a first-order reversible reaction inside the volume of the receiver, and a reaction-diffusion master equation (RDME) model was used to solve the corresponding coupled reaction-diffusion equation. An analytical expression for the expected number of output molecules was derived in the Laplace domain. However, a time-domain solution was not provided. In the recent work [13], the authors modelled the reaction mechanism as a second-order reversible reaction on the surface of the receiver assuming that the whole surface of the receiver is reactive, and derived an analytical time domain expression for the number of absorbed molecules. However, this expression required numerical integration.

In this paper, we model the reaction mechanism at the receiver surface as a second-order reversible reaction, where an information molecule released by the transmitter can reversibly react with receptor protein molecules covering the surface of the receiver and activate them. The number of activated receptors can be interpreted as the received signal and later be used for detection. Unlike [4]–[10], [12], [13], we take into account that in a realistic environment, molecules released by the transmitter may degrade in the channel via a first-order degradation reaction. The concentration of information molecules close to the receiver and, as a result, the number of activated receptors are subject to fluctuations caused by the degradation of information molecules in the channel and the association and dissociation of information molecules with receptor protein molecules. In order to accurately account for both reaction mechanisms in our model, we solve the coupled reaction-diffusion equation capturing the diffusion and degradation of information-carrying molecules in the channel jointly with boundary conditions capturing the effect of the reversible reaction of the information molecules on the surface of the receiver with receptor protein molecules. Unlike [12], [13], we derive a closed-form time-domain expression for the expected number of activated receptor protein molecules in response to the impulsive release of molecules at the transmitter. This analytical expression constitutes a general framework for modeling the expected received signal at the receiver nano-machine. We show that the results for the expected received signal in [9]–[11] are special cases of our analysis. The main contributions of this paper can be summarized as follows:

1) Extending our preliminary work in [1], we provide a closed-form analytical expression for the expected received signal, i.e., the expected number of activated receptors, under the assumptions that the entire surface of the receiver is covered with receptor protein molecules and that the formations of the individual ligand-receptor complexes (activated receptors) are independent of each other, i.e., multiple information molecules can react on the surface of the receiver at the same time and at the same location. These two assumptions make our analysis analytically tractable. Furthermore, the obtained expression provides the basis for the analysis of the more realistic case where the receptors cover the surface of the receiver only partially.

2) We provide a dimensional analysis and present the equations describing the expected received signal in a dimensionless form. The dimensional analysis generalizes our system model and reduces the number of variables that appear in the equations.

3) We consider the effect of individual receptor modeling and show that the expected received signal of a receiver partially covered with a finite number of receptors can be accurately approximated by the expected received signal of a receiver that is fully covered with receptors after appropriately modifying the forward reaction rate constant. In particular, we employ a technique called boundary homogenization [14]–[18] and derive a closed-form expression for the effective forward reaction rate constant as a function of the system parameters.

4) We introduce a Brownian motion particle-based simulation framework to assess the accuracy of the derived analytical expressions for the expected received signal. Employing this simulation framework, we show the impact of receptor occupancy on the expected received signal, which was not included in our analysis and refers to the fact that each receptor can bind only to one signalling molecule at a time. The simulation framework also facilitates the reproduction of our results by other researchers in the field of MC.

The rest of this paper is organized as follows. In Section II we introduce the system model. In Section III we derive a closed-form analytical expression for the expected number
of activated receptor protein molecules, which we refer to as
the received signal, when receptor protein molecules cover
the entire surface of the receiver. Then, in Section [IV] we extend
the derived analytical expression for the expected received
signal to the case when the number of receptors is finite.
In Section [V] we describe the simulation framework used
for the adopted particle-based simulator. In Section [VI] we
present simulation and analytical results, and, finally, some
conclusions are drawn in Section [VII].

II. SYSTEM MODEL

In this section, we introduce the system model considered
in this paper. We consider an unbounded three-dimensional
fluid environment with constant temperature and viscosity.
We assume that the transmitter is a point source placed at position
\( \vec{r}_0 = (x_0, y_0, z_0) \) and the receiver is spherical in shape with
a fixed radius \( a \) and placed at the center of the coordinate
system, see Fig. 1.

We assume that the transmitter uses one specific type
of molecule, denoted by \( A \), for sending information to the
receiver. Hence, we refer to the information molecules as \( A \) molecules.
Furthermore, we assume that the transmitter instantaneously releases a fixed number of \( A \) molecules, \( N_A \),
at time \( t_0 = 0 \) into the environment.

After their release, the information molecules diffuse in the
environment into all directions with constant diffusion coeffi-
cient \( D_A \). Thereby, we assume that the diffusion processes of
different information molecules are independent of each other.
We furthermore assume that the \( A \) molecules can be degraded
throughout the environment via a reaction mechanism of the form

\[
A \xrightarrow{k_d} \emptyset,
\]

where \( k_d \) is the degradation reaction constant in \( s^{-1} \) and \( \emptyset \) is a
species of molecules which is not recognized by the receiver.
Eq. (1) models a first-order reaction but can also be used to
approximate higher order reactions, see e.g. [19]–[21].

Some of the \( A \) molecules released by the transmitter
may reach the receiver surface and reversibly react with a
\( B \) molecule to form an activated receptor (also referred to
as ligand-receptor complex molecule), denoted by \( C \), via a
reaction mechanism of the form

\[
A + B \xrightarrow{k_f} C,
\]

where \( k_f \) and \( k_b \) are the microscopic forward reaction constant
in molecule\(^{-1}\)m\(^3\)s\(^{-1}\) and the microscopic backward reaction
constant in \( s^{-1} \), respectively. In nature, different cell-surface
receptors produce different responses inside the cell via dif-
ferent signaling pathways once they are activated [3, Chapter
16]. However, in this work, we do not focus on a specific
signaling pathway. Instead, we consider the formation of the
\( C \) ligand-receptor complex molecules as the received signal
at the receiver, which could be used for detection of information
sent by the transmitter.

In this paper, we consider two cases regarding the coverage
of the receiver surface by receptor \( B \) molecules. In the first
case, considered in Section [III] in order to make the analysis
of the expected received signal at the receiver analytically
tractable, we make the following simplifying assumptions:
(a) We do not model individual receptors but assume that the entire
surface of the receiver is fully covered with infinitely many receptor \( B \) molecules. In other words, we neglect the physical properties, such as shape, of the
receiver \( B \) molecules and model each receptor as a point on
the surface of the receiver.

(b) We neglect the effect of receptor occupancy, which means that
multiple \( A \) molecules can react at the same position
on the surface of the receiver, i.e., with the same receptor
\( B \) molecule, to form multiple \( C \) molecules. With this
assumption, the formations of different \( C \) molecules on
the surface of the receiver become independent of each other.

Then, in the second case, considered in Section [V] we relax assumption (a) and model each receptor individually.
In particular, we assume that the receiver surface is partially
covered with \( M \) uniformly distributed receptor \( B \) molecules,
where we model each receptor \( B \) molecule as a circular
patch with radius \( r_s \). However, in order to keep our analysis
mathematically tractable, we still neglect the effect of receptor
occupancy. We show the impact of assumption (b) via particle-
based simulation of the considered system in Section [VI].

III. EXPECTED RECEIVED SIGNAL WITH FULL RECEPTOR
COVERAGE

In this section, we derive a closed-form expression for
the expected received signal of a receiver whose surface is
fully covered by receptors. To this end, we first formulate the
problem that has to be solved to find the expected received
signal. Subsequently, we derive a closed-form expression for

Fig. 1. Schematic diagram of the considered system model, where receiver
and transmitter are shown as a gray sphere in the center of the coordinate
system and a black dot, respectively. The surface of the receiver is partially
covered with type \( B \) receptor molecules, shown in blue color, where each
receptor is modeled as a circular patch with radius \( r_s \). Two sample trajectories
of an \( A \) information molecule (denoted by a red dot) that result in a degraded
molecule (circle with a “-” inside) and an activated receptor molecule \( C \)
(circle with a “+” inside ) are shown as green and black arrows, respectively.
the probability of finding an A molecule, which can undergo reactions (1) and (2), at the position defined by vector \( \vec{r} \) at time \( t \), given that it was released at position \( \vec{r}_0 \) at time \( t_0 \). Finally, using this result, we derive a closed-form expression for the channel impulse response.

A. Problem Formulation

We define the expected received signal at the receiver at time \( t \), \( \mathcal{N}_C(t) \), as the time-varying number of \( C \) molecules expected on the surface of the receiver at time \( t \) when the transmitter released at time \( t_0 \) an impulse of \( N_A \) A molecules into the environment. Due to the random walks of the molecules, this signal is a function of time. In this subsection, we formulate the problem that has to be solved to find \( \mathcal{N}_C(t) \). Because of the assumption of independent movement of individual molecules, we have \( \mathcal{N}_C(t) = N_A P_{AC}(t|\vec{r}_0) \), where \( P_{AC}(t|\vec{r}_0) \) is the probability that a given A molecule, released at \( \vec{r}_0 \) and time \( t_0 = 0 \), causes the activation of an excited receptor molecule \( C \) on the surface of the receiver at time \( t \). We refer to this probability also as the channel impulse response of the system.

Furthermore, the probability that a given A molecule released at \( \vec{r}_0 \) at time \( t_0 = 0 \) is at position \( \vec{r} \) at time \( t \), given that this molecule may undergo either one of the two reactions introduced in (1) and (2) during time \( t \), is denoted by \( P_A(\vec{r}, t|\vec{r}_0) \). Assuming for the moment \( P_A(\vec{r}, t|\vec{r}_0) \) is known, we can evaluate the incoming probability flux \( -J(\vec{r}, t|\vec{r}_0) \) at the surface of the receiver by applying Einstein’s theory of diffusion as \( ^{22} \text{Eq. (3.34)} \)

\[
-J(\vec{r}, t|\vec{r}_0)\big|_{\vec{r}\in\Omega} = D_A \nabla P_A(\vec{r}, t|\vec{r}_0)\big|_{\vec{r}\in\Omega}, \tag{3}
\]

where \( \nabla \) is the gradient operator in spherical coordinates and \( \Omega \) is the surface of the receiver. Now, given \(-J(\vec{r}, t|\vec{r}_0)\), \( -J(\vec{r}, t|\vec{r}_0) \, d\Omega \, dt \) is the probability that a given A molecule reacts with the infinitesimally small surface element \( d\Omega \) of the receiver during infinitesimally small time \( dt \). Integrating this function over time and the surface of the receiver yields a relationship between \( P_{AC}(t|\vec{r}_0) \) and \( P_A(\vec{r}, t|\vec{r}_0) \). This can be written as \( ^{22} \text{Eq. (3.35)} \)

\[
P_{AC}(t|\vec{r}_0) = -\int_0^t \int_{\Omega} J(\vec{r}, \tau|\vec{r}_0) \cdot d\Omega \, d\tau. \tag{4}
\]

Thus, for evaluation of \( P_{AC}(t|\vec{r}_0) \), we first need to find \( P_A(\vec{r}, t|\vec{r}_0) \).

Clearly, the evaluation of (4), and subsequently (3), requires knowledge of \( J(\vec{r}, t|\vec{r}_0) \) only on the surface of the receiver, i.e., on \( \Omega \). However, since we assume that the surface of the receiver is uniformly covered by type B molecules, \( J(\vec{r}, t|\vec{r}_0) \) and \( P_A(\vec{r}, t|\vec{r}_0) \) are only functions of the magnitude of \( \vec{r} \), denoted by \( r \), and not of \( \vec{r} \) itself. This can also be intuitively understood from Fig. 1. To this end, let us assume that the point-source transmitter is mounted on top of a virtual sphere with radius \( r_0 \), where \( r_0 \) is the magnitude of \( \vec{r}_0 \). Because of symmetry, we expect that releasing a given A molecule from any arbitrary point on the surface of the virtual sphere leads to the same probability of reaction on the surface of the receiver, i.e., the same \( P_{AC}(t|\vec{r}_0) \) results. However, this is only possible if \( J(\vec{r}, t|\vec{r}_0) \) in (1) is independent of azimuthal angle \( \theta \) and polar angle \( \phi \) and only depends on \( r \). In the remainder of this paper, we substitute \( \vec{r} \) with its magnitude \( r \) in (3) and (4) without loss of generality. As a result, (3) and (4) can be combined as

\[
P_{AC}(t|\vec{r}_0) = \int_0^t 4\pi r^2 D_A \frac{\partial P_A(r, \tau|\vec{r}_0)}{\partial r} \bigg|_{\tau=r} \, d\tau. \tag{5}
\]

In the following, we are interested in formulating the problem of finding \( P_A(r, t|\vec{r}_0) \) for the system model specified in Section II for a receiver with full receptor coverage. In order to do so, we start with the general form of the reaction-diffusion equation for the degradation reaction in (1), which can be written as \(^{23} \text{Eq. (5.1)} \)

\[
\frac{\partial P_A(r, t|\vec{r}_0)}{\partial t} = D_A \nabla^2 P_A(r, t|\vec{r}_0) - k_d P_A(r, t|\vec{r}_0). \tag{6}
\]

where \( \nabla^2 \) is the Laplace operator in spherical coordinates. As discussed above, releasing a given A molecule from any point on the surface of a sphere with radius \( r_0 \) including the point defined by \( \vec{r}_0 \), i.e., the actual position of the transmitter, results in the same channel impulse response, \( P_{AC}(t|\vec{r}_0) \). Thus, a point source defined by \( \vec{r}_0 \) and a source uniformly distributed on the sphere with radius \( r_0 \) are equivalent in this context. As a result, releasing a given A molecule at \( \vec{r}_0 \) at time \( t_0 = 0 \) can be modelled with the following initial condition

\[
P_A(r, t \to 0|\vec{r}_0) = \frac{1}{4\pi r_0^2} \delta(r-r_0), \tag{7}
\]

where constant \( 1/(4\pi r_0^2) \) is a normalization factor and \( \delta(\cdot) \) is the Dirac delta function. The boundary conditions of the system model for the assumed unbounded environment and the reaction mechanism in (2) on the surface of the receiver can be written as \(^{23} \text{Eqs. (3), (4)} \)

\[
\lim_{r \to \infty} P_A(r, t|\vec{r}_0) = 0, \tag{8}
\]

and

\[
4\pi a^2 D_A \frac{\partial P_A(r, t|\vec{r}_0)}{\partial r} \bigg|_{r=a} = k_f P_A(a, t|\vec{r}_0) - k_b[1 - S(t|\vec{r}_0)], \tag{9}
\]

respectively, where \( S(t|\vec{r}_0) \) is the probability that a given A molecule, released at distance \( r_0 \) at time \( t_0 \), has neither reacted on the boundary of the receiver nor degraded in the channel by time \( t \). \( S(t|\vec{r}_0) \) can be obtained as follows:

\[
S(t|\vec{r}_0) = 1 - \int_0^t 4\pi a^2 D_A \frac{\partial P_A(r, \tau|\vec{r}_0)}{\partial r} \bigg|_{\tau=r} \, d\tau. \tag{10}
\]

The solution of reaction-diffusion equation (9) with initial and boundary conditions (7)-(10) is the Green’s function \(^2 \text{of our system model.} \)

\( ^1 \)We note that the probability flux refers to the flux of the position probability of a single A molecule, whereas the conventional diffusive molecule flux (used in Fick’s first law of diffusion) refers to the flux of the average number of A molecules. For further details, we refer the interested reader to \(^{22} \text{Chapter 3).} \)

\( ^2 \)The solution of an inhomogeneous partial differential equation for an initial condition in the form of a Dirac delta function is referred to as the Green’s function \(^{23} \text{of our system model.} \)
To summarize, obtaining the expected received signal \( N_C(t) \) requires knowledge of the channel impulse response \( P_{AC}(t|r_0) \) which, in turn, can be found via the Green’s function based on [2].

\[
P'_{A}(r, t|r_0) = \exp(-k_d' t) \left[ \frac{1}{8\pi r_0' \sqrt{\pi t'}} \left( \exp \left( -\frac{(r' - r_0')^2}{4t'} \right) + \exp \left( -\frac{(r' + r_0' - 2)^2}{4t'} \right) \right) - \frac{1}{4\pi r_0'} \right] 
\times \left( \eta_4 W \left( \frac{r' + r_0' - 2}{\sqrt{4t'}}, \alpha' \sqrt{t'} \right) + \eta_2 W \left( \frac{r' + r_0' - 2}{\sqrt{4t'}}, \beta' \sqrt{t'} \right) + \eta_6 W \left( \frac{r' + r_0' - 2}{\sqrt{4t'}}, \gamma' \sqrt{t'} \right) \right),
\]

\( \text{where} \quad \eta_i = \frac{\eta_i}{\pi} \quad \text{and} \quad \eta_i = \frac{\eta_i}{\pi} \quad \text{for dimensionless variables} \)

\[
\lim_{r' \to \infty} P'_{A}(r, t'|r_0) = 0,
\]

respectively. The second boundary condition, given by [9] and [10], simplifies in dimensionless form to

\[
\frac{\partial P'_{A}(r, t'|r_0)}{\partial r'} \bigg|_{r'=1} = k_f P_{A}(1, t'|r_0)
\]

\[
-k_b \int_{0}^{t'} \frac{\partial P'_{A}(r', \tau'|r_0)}{\partial r'} \bigg|_{r'=1} \, d\tau'.
\]

\[ \text{C. Green’s Function} \]

In this subsection, we derive a closed-form analytical expression for the Green’s function of the system. To this end, we adopt the methodology introduced in [26]. In particular, we decompose \( P_{A}(r, t|r_0) \) as

\[
P'_{A}(r', t'|r_0) = U'(r', t'|r_0) + V'(r', t'|r_0),
\]

where function \( U'(r', t'|r_0) \) is chosen such that it satisfies both the reaction-diffusion equation [13] and initial condition [15]. On the other hand, function \( V'(r', t'|r_0) \) is chosen such that it satisfies [13], but at the same time satisfies jointly with function \( U'(r', t'|r_0) \) boundary conditions [16] and [17]. With this approach, we can decompose the original problem into two sub-problems as follows. In the first sub-problem, we solve the reaction-diffusion equation

\[
\frac{\partial U'(r', t'|r_0)}{\partial t'} = \nabla^2 U'(r', t'|r_0) - k_d' U'(r', t'|r_0),
\]

with initial condition

\[
U'(r', t' \to 0|r_0) = \frac{1}{4\pi r_0^2} \delta(r' - r_0').
\]

In the second sub-problem, we solve the reaction-diffusion equation

\[
\frac{\partial V'(r', t'|r_0)}{\partial t'} = \nabla^2 V'(r', t'|r_0) - k_d' V'(r', t'|r_0),
\]

with the initial condition

\[
V'(r', t' \to 0|r_0) = 0.
\]

Finally, the solutions of both sub-problems are combined, cf. [18], such that they jointly satisfy boundary conditions [8] and [9]. The final solution for the Green’s function is given in the following theorem.

**Theorem 1 (Green’s function):** The probability of finding a given \( A \) molecule at dimensionless distance \( r' \geq r_0' \) from the center of the receiver at dimensionless time \( t' \), given that it was released at dimensionless distance \( r_0' \) at dimensionless
time $t_0' = 0$ and may be degraded via first-order degradation reaction \([1]\) (with dimensionless reaction constant $k'_{d}$) and/or react with the receptor molecules at the receiver surface via second-order reversible reaction \([2]\) (with dimensionless forward reaction rate constant $k'_{f}$ and dimensionless backward reaction rate constant $k'_{b}$) during dimensionless time $t'$ is given by \([23]\), at the top of previous page, where function $W(n, m)$ is defined as

$$ W(n, m) = \exp \left(2nm + m^2\right) \text{erfc} (n + m), \quad (24) $$

erfc(·) is the complementary error function, and constants $\eta_1'$, $\eta_2'$, and $\eta_3'$ are given by

$$ \begin{align*}
\eta_1' &= \frac{\alpha' (\gamma' + \alpha')(\alpha' + \beta')}{(\gamma' - \alpha')(\alpha' - \beta')}, \\
\eta_2' &= \frac{\beta'(\gamma' + \beta')(\alpha' + \beta')}{(\beta' - \gamma')(\alpha' - \beta')}, \\
\eta_3' &= \frac{\gamma'(\gamma' + \beta')(\alpha' + \gamma')}{(\beta' - \gamma')(\alpha' - \gamma')},
\end{align*} \quad (25-27) $$

respectively. Here, $\alpha'$, $\beta'$, and $\gamma'$ are the solutions of the following system of equations

$$ \begin{align*}
\alpha' + \beta' + \gamma' &= \left(1 + \frac{k'_{f}}{4\pi}\right), \\
\alpha' \gamma' + \beta' \gamma' + \alpha' \beta' &= k'_{b} - k'_{d}, \\
\alpha' \beta' \gamma' &= k'_{b} - k'_{d} \left(1 + \frac{k'_{f}}{4\pi}\right). \quad (28)
\end{align*} $$

**Proof:** Please refer to the Appendix.

**Remark 1:** $\alpha'$, $\beta'$, and $\gamma'$ may be complex numbers. As a result, the complex exponential and the complex complementary error function have to be used for evaluation of $W(·, ·)$. However, the sum of the three $W(·, ·)$ terms on the right hand side of \([23]\) is always a real number.

### D. Channel Impulse Response

Given the Green’s function derived in the previous section, we can calculate the channel impulse response via \([12]\). This leads to

$$ P_{AC}'(t' | r_0') = \frac{k'_{f} e^{-k'_{d} t'}}{4\pi r_0'} \left\{ \begin{array}{l}
\alpha' W \left( \frac{r_0' - 1}{\sqrt{4\pi t'}}, \alpha' \sqrt{t'} \right) \\
+ \beta' W \left( \frac{r_0' - 1}{\sqrt{4\pi t'}}, \beta' \sqrt{t'} \right)
+ \gamma' W \left( \frac{r_0' - 1}{\sqrt{4\pi t'}}, \gamma' \sqrt{t'} \right)
\end{array} \right\} \quad (29) $$

Finally, the dimensionless number of $C$ molecules expected on the surface of the receiver after impulsive release of a dimensionless number $N_A'$ of $A$ molecules at the transmitter can be obtained as

$$ \tilde{N}_C(t) = N_A' P_{AC}'(t' | r_0'). \quad (30) $$

In the remainder of this subsection, we consider the scenarios studied in \([9]\) and \([11]\), respectively, and show that the results provided there, are special case of \([29]\). In particular, for the first scenario, similar to \([11]\), we assume that the reaction on the boundary of the receiver is irreversible (i.e., $k'_{d} = 0$), every collision of an information molecule with the receiver surface leads to the formation of a $C$ molecule (i.e., $k'_{f} \to \infty$), and there are degradation reactions in the channel (i.e., $k'_{d} \neq 0$). In the second scenario, similar to \([9]\), we assume that there are no first-order degradation reactions in the channel (i.e., $k'_{d} = 0$), while $k'_{f} \to \infty$ and $k'_{d} = 0$.

**Corollary 1 (Irreversible reaction with degradation):** For the case of irreversible reaction with degradation, i.e., $k'_{b} = 0$, $k'_{f} \to \infty$, and $k'_{d} > 0$, the dimensionless channel impulse response \([29]\) simplifies to

$$ P_{AC}'(t' | r_0') = \frac{1}{2\pi r_0'} \left\{ \exp \left(\sqrt{k'_{d}} (r_0' - 1)\right) \right\} \times \text{erfc} \left( \frac{r_0' - 1}{\sqrt{4\pi t'}} + \exp \left(-\sqrt{k'_{d}} (r_0' - 1)\right) \right) \times \text{erfc} \left( \frac{r_0' - 1}{\sqrt{4\pi t'}} - \sqrt{k'_{d}} t' \right). \quad (31) $$

**Proof:** Let us first consider the case where $k'_{d} = 0$, and $k'_{b}$ and $k'_{d}$ are finite numbers. Then, it is straightforward to show that the system of equations in \([28]\) has the following solutions

$$ \alpha' = \left(1 + \frac{k'_{f}}{4\pi}\right), \quad \beta' = \sqrt{k'_{d}}, \quad \gamma' = -\sqrt{k'_{d}}. \quad (32) $$

Substituting the values of $\alpha'$, $\beta'$, and $\gamma'$ from \([32]\) into \([29]\) and considering that in the limit of $k'_{d} \to \infty$, $\alpha' \to \infty$, and as a result of this, the first $W(·, ·)$ on the right hand side of \([29]\) becomes zero, \([29]\) simplifies to \([31]\).

It can be easily verified that the dimensional form of \([31]\) is identical to \([11\text{ Eq. (12)}\]).

**Corollary 2 (Irreversible reaction without degradation):**

For the case of irreversible reaction without degradation, i.e., $k'_{b} = 0$, $k'_{f} \to \infty$, and $k'_{d} = 0$, the dimensionless channel impulse response \([29]\) simplifies to

$$ P_{AC}'(t' | r_0')= \frac{1}{r_0'} \text{erfc} \left( \frac{r_0' - 1}{\sqrt{4\pi t'}} \right). \quad (33) $$

**Proof:** It can be easily verified that \([33]\) is obtained from \([31]\) after setting $k'_{d} = 0$.

The dimensional form of \([33]\) is identical to \([9\text{ Eq. (23)}\)]. However, this represents only the special case of an irreversible reaction on the surface of the receiver with $k'_{f} \to \infty$.

#### IV. EXPECTED RECEIVED SIGNAL FOR FINITE NUMBER OF RECEPTORS

In this section, we study the impact of individual receptor modeling on the channel impulse response derived in the previous section. Thereby, we take into account that the surface of the receiver is only partially covered with receptor protein molecules.
A. Problem Formulation and Some Preliminaries

In order to study the impact of individual receptor modeling, we model each receptor protein molecule as a circle with radius \( r_s \) mounted on the surface of the receiver. We assume that a total of \( M \) receptors are uniformly distributed and partially cover the surface of the receiver, where the forward and backward reaction rate constants of each receptor are \( k_f \) and \( k_b \), respectively. With these assumptions, the incoming probability flux, \(-J(\vec{r}, t | \vec{r}_0)\), at the surface of the receptor can be written in dimensional form as

\[
\begin{cases}
  -J(\vec{r}, t | \vec{r}_0)|_{\vec{r} \in \Omega_s} = D_A \nabla P_A(\vec{r}, t | \vec{r}_0)|_{\vec{r} \in \Omega_s}, & \text{on the receptor}, \\
  -J(\vec{r}, t | \vec{r}_0)|_{\vec{r} \in \Omega_c} = 0, & \text{off the receptor},
\end{cases}
\]

where \( \Omega_s \) is the surface of the \( i \)-th receptor, \( i \in \{1, \ldots, M\} \), and \( \Omega_c \) is the part of the receiver surface that is not covered by receptors. Since we assume now that the surface of the receiver is only partially covered by type \( B \) molecules, i.e., receptors, \( J(\vec{r}, t | \vec{r}_0) \) and \( P_A(\vec{r}, t | \vec{r}_0) \) are functions of \( r, \theta, \) and \( \phi \) on the surface of the receiver. This makes the evaluation of (2) very difficult. Furthermore, modeling the second boundary condition for the reaction mechanism in (2) as in (9) is no longer possible. Instead, each individual receptor has its own boundary condition on the surface of the receiver, which makes the overall boundary condition for the entire receiver surface heterogeneous, and, as a result, the analysis becomes intractable. In order to overcome this problem, we employ a technique which is referred to as boundary homogenization, see [14, 15, 16, 17, 18].

Specifically, when applying boundary homogenization, a heterogeneous boundary condition is approximated by a homogeneous one. In particular, for the problem at hand, a receiver whose surface is partially covered with receptor \( B \) molecules having dimensional forward reaction rate \( k_f \) is approximated by a receiver whose surface is fully covered with receptor \( B \) molecules having a modified forward reaction rate, which we denote by \( k_f^* \).

Let us denote the total steady-state flux of \( A \) molecules into a receiver fully covered by receptor \( B \) molecules by \( J_{Sph} \) and the total steady-state flux of \( A \) molecules into a receiver partially covered by \( M \) receptor \( B \) molecules by \( J_{Sph}^M \). Furthermore, we represent the total steady-state flux of \( A \) molecules into a given receptor by \( J_{Rec} \). In their pioneering work on the theory of steady-state ligand-receptor binding [14], Berg and Purcell applied the steady-state theory of ligand-receptor binding to a sphere partially covered by receptors. They could show that for the case when the receptors are fully absorbing, \( J_{Sph}^M \) can be approximated as [14 Eq. (8)]

\[
J_{Sph}^M = J_{Sph} \times \frac{M J_{Rec}}{J_{Sph} + M J_{Rec}} = 4 \pi D_A C_{\infty} \times \frac{M r_s}{\pi a + M r_s},
\]

(35)

where \( J_{Sph} = 4 \pi D_A C_{\infty} \) for a fully absorbing receiver, i.e., \( k_f \to \infty \), and \( J_{Rec} = 4 \pi D_A r_s \) for a fully absorbing circular receptor. \( C_{\infty} \) is the initial concentration of \( A \) molecules outside the receiver, where we assume that \( C_{\infty} = 1 \) to be consistent with initial boundary condition [7]. Eq. (35) indicates that for given \( J_{Sph} \) and \( J_{Rec} \) one can approximate \( J_{Sph}^M \) as \( J_{Sph}^M = J_{Sph} \times \varphi \), where \( \varphi \) is referred to as the correction factor. Correction factor \( \varphi \) is also used in [10] to approximate the expected received signal for a receiver partially covered with fully absorbing receptors, see [10] Eq. (10).

The result of Berg and Purcell was re-derived by Zwanzig [15], where a modification factor \( \lambda \) was introduced in the denominator of (35) as follows [15 Eq. (5)]

\[
J_{Sph}^M = J_{Sph} \times \frac{M J_{Rec}}{(1 - \lambda) J_{Sph} + M J_{Rec}},
\]

(36)

where \( \lambda \) is the fraction of receiver surface covered by receptors, i.e., \( \lambda = M \pi r_s^2 / \pi D_A a \). The results in both [14] and [15] were derived under the assumptions that 1) the surface area of each receptor is small compared to the surface area of the receiver so that the effect of receptor occupancy is negligible and 2) the distance between any pair of receptors is large enough so that the flux \( J_{Rec} \) for a given receptor is independent of the flux \( J_{Rec} \) of all other receptors. In the following, we also adopt these assumptions. Furthermore, the analyses in [14] and [15] require the assumption that the receptors are fully absorbing. The authors in [16] showed that (36) can also be employed for evaluation of \( J_{Sph}^M \) when the receptors are partially absorbing, where \( J_{Sph} \) for a partially absorbing receiver and \( J_{Rec} \) for a partially absorbing receptor are given by [16 Eq. (13)]

\[
J_{Sph} = 4 \pi k_f^* D_A a^2 / (a k_f + 4 \pi D_A),
\]

(37)

and [16 Eq. (15)]

\[
J_{Rec} = 4 r_s D_A / (16 D_A + r_s k_f^*),
\]

(38)

respectively. Now, given \( J_{Sph} \) and \( J_{Rec} \) in (37) and (38), correction factor \( \varphi \) can be obtained via (36) as follows

\[
\varphi = \frac{M r_s^2 (k_f a + D_A)}{a^2 (1 - \lambda) (\pi r_s k_f + 16 \pi D_A) + M r_s^2 (k_f a + 4 \pi D_A)}. \quad (39)
\]

\[B. \text{Channel Impulse Response}\]

In order to derive the channel impulse response for a receiver that is partially covered by \( M \) receptors, which we denote by \( P_{AC}(t | \vec{r}_0) \), we employ the boundary homogenization technique similar to [17] and [18]. In particular, we assume that there is a receiver that is uniformly covered by receptor \( B \) molecules with modified forward reaction rate \( k_f \), such that \( P_{AC}(t | \vec{r}_0) = P_{AC}^M(t | \vec{r}_0) \), where \( P_{AC}^M(t | \vec{r}_0) \) is the channel impulse response of the receiver uniformly covered by receptor molecules with modified forward reaction rate \( k_f^* \). For deriving an analytical expression that relates \( k_f \), to the other system parameters, we consider the steady-state regime, i.e., we assume that \( P_{AC}^M(t \to \infty | \vec{r}_0) = P_{AC}^M(t \to \infty | \vec{r}_0) \). To this end, given (36) and (39), the relationship between
\( P_{AC}^{M}(t \rightarrow \infty | r_0) \) and \( P_{AC}(t \rightarrow \infty | r_0) \) can be expressed as follows

\[
P_{AC}^{M}(t \rightarrow \infty | r_0) = \frac{J_{Sp}^{M}}{J_{Sp}} = \varphi,
\]

where we used the fact that the ratio \( P_{AC}^{M}(t|r_0)/P_{AC}(t|r_0) \) in the limit of \( t \rightarrow \infty \) is equal to the ratio \( J_{Sp}^{M}/J_{Sp} \). Now, given (40), we can write

\[
P_{AC}(t \rightarrow \infty | r_0) = P_{AC}(t \rightarrow \infty | r_0) \times \varphi = P_{AC}^{M}(t \rightarrow \infty | r_0).
\]

Finally, we have to find the asymptotic value of \( P_{AC}(t \rightarrow \infty | r_0) \) and \( P_{AC}^{M}(t \rightarrow \infty | r_0) \). However, it can be easily verified from the dimensional form of (29) that when \( k_b > 0 \) and/or \( k_d > 0 \), \( P_{AC}(t \rightarrow \infty | r_0) = 0 \) and \( P_{AC}^{M}(t \rightarrow \infty | r_0) = 0 \). This can also be verified intuitively, since when \( k_b > 0 \) and/or \( k_d > 0 \), the ultimate fate of a given information \( A \) molecule is either dissociation or degradation in the limit \( t \rightarrow \infty \). This provides a trivial solution for (41), i.e., \( 0 \times \varphi = 0 \). To overcome this problem, we consider in the following corollary \( P_{AC}(t \rightarrow \infty | r_0) \) when \( k_b = k_d = 0 \) and \( k_f \neq 0 \).

**Corollary 3:** The dimensional form of the channel impulse response in (29) in the limit of \( t \rightarrow \infty \), when \( k_b = k_d = 0 \) and \( k_f \neq 0 \), simplifies to

\[
P_{AC}(t \rightarrow \infty | r_0) = \frac{a}{r_0} \times \frac{k_f a}{k_f a + 4\pi D_A}.
\]

**Proof:** When \( k_b' = k_d' = 0 \) and \( k_f' \neq 0 \), it can be easily verified that the system of equations in (28) has the following solutions

\[
\alpha' = \left(1 + \frac{k_f'}{4\pi}\right), \quad \beta' = 0, \quad \gamma' = 0.
\]

Substituting the values of \( \beta' \) and \( \gamma' \) into (29) leads to

\[
P_{AC}'(t|r_0') = \frac{k_f'}{4\pi r_0} \left\{ -W \left( \frac{r_0'-1}{\sqrt{4\pi}}/\alpha', \sqrt{t'} \right) + W \left( \frac{r_0'-1}{\sqrt{4\pi}}/\alpha', t' \right) \right\}.
\]

Now, substituting the value of \( \alpha' \) from (43) into (44) and considering that \( W(n, m)|_{m=0} = \text{erfc}(n) \) (see (24)), (44) can be rewritten as

\[
P_{AC}'(t|r_0') = \frac{1}{r_0} \times \frac{k_f'}{k_f' + 4\pi} \left\{ -W \left( \frac{r_0'-1}{\sqrt{4\pi}}/\alpha', \sqrt{t'} \right) + \text{erfc} \left( \frac{r_0'-1}{\sqrt{4\pi}} \right) \right\}.
\]

In the limit of \( t' \rightarrow \infty \), the functions \( W(\cdot, \cdot) \) and \( \text{erfc}(\cdot) \) become zero and one, respectively, and \( P_{AC}'(t|r_0') \) approaches the dimensionless asymptotic value \( \frac{a}{r_0'} \times \frac{k_f}{k_f + 4\pi} \). Transforming this asymptotic value into dimensional form leads to (42).

Eq. (42) is also valid for \( P_{AC}^{M}(t \rightarrow \infty | r_0) \) now substituting \( k_f \) with \( k_f' \). Now, given (42), (41) can be rewritten as

\[
\frac{a}{r_0} \times \frac{k_f a}{k_f a + 4\pi D_A} \times \varphi = \frac{a}{r_0} \times \frac{k_f a}{k_f a + 4\pi D_A} \times \varphi.
\]

Solving the above equation for \( k_f' \) yields the final expression describing the relationship between \( k_f' \) and the other system parameters as follows

\[
k_f' = \frac{4\pi D_A k_f \varphi}{k_f a (1 - \varphi) + 4\pi D_A},
\]

where \( \varphi \) is given by (39). Eq. (47) can be written in dimensionless form as follows

\[
k_f' = \frac{4\pi k_f' \varphi'}{k_f' (1 - \varphi') + 4\pi},
\]

where dimensionless \( \varphi' \) can be evaluated as

\[
\varphi' = \frac{M r_s^2 (k_f' + 1)}{(1 - \lambda')(\pi r_s' k_f' + 16\pi) + M r_s^2 (k_f' + 4\pi)}.
\]

Here \( \lambda' = M \frac{r_s^2}{\pi r_s'.}

To summarize, for evaluation of the dimensionless channel impulse response of a receiver partially covered by \( M \) receptors, \( P_{AC}'(t'|r_0') \), having dimensionless reaction rates \( k_f', k_b', \) and \( k_d' \), we first solve the system of equation in (28) after substituting \( k_f \) with \( k_f' \). Then, after substituting \( k_f' \) with \( k_f' \), and finding the corresponding values of \( \alpha', \beta', \) and \( \gamma' \), \( P_{AC}(t'|r_0') \) can be evaluated via (29). We assess the accuracy of the proposed approximate channel impulse response in Section VI.

**V. SIMULATION FRAMEWORK**

In this section, we provide a detailed description of the simulation framework developed to assess the accuracy of the analytical expressions proposed in Sections III and IV.

We perform a Brownian motion particle-based simulation, where the precise locations of all individual molecules are tracked throughout the simulation environment. In the adopted simulation algorithm, time is advanced in discrete steps of \( \Delta t \) seconds. In order to jointly simulate the reactions, i.e., (1) and (2), and the diffusion of the molecules, we combine in our simulator the algorithm proposed for the simulation of first-order reactions in (19) with the algorithm for simulation of second-order reversible reactions introduced in (27). Furthermore, we adopt a triangle mesh grid for constructing the surface of the receiver, see Fig. 2. Prior to simulation, \( M \) triangles, which are shown in blue color in Fig. 2 are chosen randomly out of all triangles constructing the surface of the receiver and represent the set of \( M \) receptors. In particular, in each step of the simulation, we perform the following operations:

1. Each \( A \) molecule undergoes a random walk, where the new position of the molecule in each Cartesian coordinate is obtained by sampling a Gaussian random variable with mean \( 0 \) and variance \( \sqrt{2 D_A \Delta t} \).

2. A uniformly distributed random number \( l_1 \in [0,1] \) is generated for each \( A \) molecule. Then, a given \( A \) molecule degrades and is removed from the environment if its \( l_1 \leq \Pr \text{(Reaction } k_d) \), where \( \Pr \text{(Reaction } k_d) \) is the degradation probability of a given \( A \) molecule in \( \Delta t \) seconds, and is given by (19, Eq. (13))

\[
\Pr \text{(Reaction } k_d) = 1 - \exp(-k_d \Delta t).
\]
Fig. 2. Schematic diagram of the considered triangle mesh grid for constructing the receiver, where the receptor and non-receptor parts of the receiver surface are shown with blue and gray triangles, respectively. The information $A$ molecules and activated receptor $C$ molecules are depicted as red circle and white circle with a “+” inside, respectively. One sample displacement of an $A$ molecule that leads to the production of a $C$ molecule is shown as an arrow marked with (a). The production of an $A$ molecule after occurrence of a backward reaction is shown as an arrow marked with (b). The reflections of an $A$ molecule upon contact with an occupied receptor and the part of the receiver that is not covered by receptors are shown with double arrows marked with (c) and (d) in Fig. 2.

3) If the final position of an $A$ molecule at the end of a simulation step leads to an overlap with the $i$th receptor, $i \in \{1, \cdots, M\}$, a uniformly distributed random number $l_2 \in [0,1]$ is generated. Then, this displacement is accepted as the occurrence of a forward reaction if $l_2 \leq \Pr(\text{Reaction } k_f)$. $\Pr(\text{Reaction } k_f)$ is the probability of the forward reaction and given by \cite{27} Eq. (B3)

$$\Pr(\text{Reaction } k_f) = \frac{k_f \Delta t}{4\pi \rho},$$

(51)

where $\rho$ is a normalization factor that can be evaluated as

$$\rho = \int_0^\infty \Pr(\text{Ovr} | \vec{r}, \Delta t) \, r^2 \, dr.$$  

(52)

Here, $\Pr(\text{Ovr} | \vec{r}, \Delta t)$ is the probability that a given $A$ molecule at position $\vec{r}$ overlaps with the receiver surface in $\Delta t$ seconds, and can be written as \cite{27} Eq. (B3)

$$\Pr(\text{Ovr} | \vec{r}, \Delta t) = \frac{a}{2r \sqrt{\pi}} \left[ \exp \left( \frac{-(r + a)^2}{\sigma^2} \right) - \exp \left( \frac{-(r - a)^2}{\sigma^2} \right) \right] + \frac{1}{2} \left[ \text{erf} \left( \frac{r + a}{\sigma} \right) + \text{erf} \left( \frac{a - r}{\sigma} \right) \right],$$

(53)

where $\sigma^2 = 4D_A \Delta t$ and $\text{erf} (\cdot)$ denotes the error function. If a forward reaction occurs, the overlapped $A$ molecule is removed and a new $C$ molecule is placed on the surface of the $i$th receptor at the position where the $i$th receptor surface intersects with a straight line describing the displacement of the $A$ molecule, i.e., the line between the positions of the molecule at the beginning and at the end of the simulation step.

If $l_2 > \Pr(\text{Reaction } k_f)$, then the overlapping $A$ molecule is returned to its previous position, i.e., the position it had at the beginning of the simulation step.

4) If the final position of an $A$ molecule at the end of a simulation step leads to an overlap with the part of the receiver surface not covered by receptors or with a receptor that has been already occupied with another $A$ molecule in a previous simulation step, then the overlapping $A$ molecule is returned to its previous position, i.e., the position it had at the beginning of the simulation step, see double arrows marked with (c) and (d) in Fig. 2.

5) For each $C$ molecule, a uniformly distributed random number $l_3 \in [0,1]$ is generated. Then, the backward reaction in (2) occurs if $l_3 \leq \Pr(\text{Reaction } k_b)$, where $\Pr(\text{Reaction } k_b)$ is the probability that a given $C$ molecule on the surface of the $i$th receptor reverts back and produces an $A$ molecule outside the receiver. $\Pr(\text{Reaction } k_b)$ can be evaluated via \cite{50} after substituting $k_a$ with $k_b$. The radial position of the new $A$ molecule, $r_{\text{sample}}$, is sampled from the normalized distribution $\Pr(\text{Ovr} | \vec{r}, \Delta t) \, r^2 / \rho$ and its angular coordinates, i.e., $\theta$ and $\phi$, are chosen as $\theta = \theta_i$ and $\phi = \phi_i$, respectively, where $\theta_i$ and $\phi_i$ are the angular coordinates of the intersection point of the corresponding $A$ molecule with the $i$th receptor, see the single arrow marked with (b) in Fig. 2.

Remark 2: In order to be consistent with our assumption of circular receptors, for evaluation of the analytical expressions derived in the previous sections, we consider an equivalent circular patch whose area, $S_{\text{cir}}^\text{eq}$, is the same as the area of a triangle receptor used for simulation, $S_{\text{tri}}$. Then, the equivalent radius of the circular receptors is given by $r_{\text{cir}}^\text{eq} = \sqrt{S_{\text{cir}}^\text{eq} / \pi}$. We show the accuracy of this approximation in the following section.

VI. Simulation Results

In this subsection, we present simulation and analytical results for evaluation of the accuracy of the derived closed-form expressions for the channel impulse response. We performed the simulations under two different assumptions. In particular, for the simulation results in Subsections VI-A and VI-B we did not take into account the receptor occupancy in the proposed simulation algorithm. In order to exclude this effect, in step 4) of the simulation framework proposed in Section IV we assumed that any given $A$ molecule can react with a receptor even if it is already occupied. In contrast, for the simulation results in Subsection VI-C the effect of receptor occupancy was included. This approach facilitates the assessment of the impact of receptor occupancy on the accuracy of the proposed analytical expressions for the channel impulse response, which does not include the effect of receptor occupancy.

For all simulation results, we adopted $a = 0.5 \, \mu m$ and $r_0 = 1 \, \mu m$, i.e., $r_0' = 2$, and $N_A = 5000$, unless stated otherwise. Furthermore, we assumed that the diffusion coefficient of the information $A$ molecules is $D_A = 5 \times 10^{-9} \, m^2 / s$. The only parameters that we varied were $k_0', k_f', k_b$, $M$, and the surface area of the receptors, i.e., $S_{\text{cir}}^\text{eq}$.

For all results presented, the number of $C$ molecules expected on the surface of the receiver, i.e., $N_C(t')$, was...
evaluated via (30). The simulation results were averaged over $5 \times 10^4$ independent releases of $N_A$ $A$ molecules at the transmitter and a simulation step size of $\Delta t = 0.5 \times 10^{-7}$s was chosen.

A. Impact of Reaction Rate Constants

In this subsection, we study the impact of the two chemical reaction mechanisms introduced in Section II, i.e., the first order degradation reaction (1) and the second-order reversible reaction (2) on the surface of the receiver, on the received signal at the receiver. We note that the values of $k_f', k_p'$, and $k_d'$ were chosen such that the impact of changing any of these parameters can be observed over the time scale that is simulated.

In Fig. 3, the number of $C$ molecules expected on the surface of the receiver, $N_C(t')$, is shown as a function of dimensionless time $t'$ for dimensionless system parameters $k_b = k_d' = 0$, and $k_f' = \{1, 5, 10, 15, 25, 100, \infty \}$. Fig. 3 shows that when $k_b'$ is zero, $N_C(t')$ is an increasing function in $t'$. This is due to the fact that when $k_b' = 0$ backward reactions do not occur and as soon as an $A$ molecule reacts with a receptor $B$ molecule, the produced $C$ molecule remains on the surface of the receiver and never reverses back to produce a new $A$ molecule. Furthermore, we can observe the impact of decreasing $k_f'$ on the expected received signal. Clearly, when $k_f'$ decreases the probability of a forward reaction happening decreases as well. As a result of this, a given $A$ molecule in the vicinity of the receiver may have multiple contacts with $B$ molecules without a successful reaction happening and finally escape from the proximity of the receiver surface. We note the excellent match between analytical and simulation results.

In Fig. 4, the number of $C$ molecules expected on the surface of the receiver, $N_C(t')$, is shown as a function of dimensionless time $t'$ for dimensionless system parameters $k_d' = 0$, $k_f' = 5$, and $k_b' = \{0, 0.1, 0.25, 0.5, 1, 3\}$. Fig. 4 reveals that when $k_b' > 0$, $N_C(t')$ eventually decreases with increasing $t'$, since, in this case, for any $C$ molecule, there is a non-zero probability that it may reverse back and produce an $A$ molecule in the vicinity of the receiver surface. This new $A$ molecule may associate again with a $B$ molecule on the boundary of the receiver to produce a new $C$ molecule, or it may diffuse away from the receiver and not contribute to the production of another $C$ molecule. We can also observe that the received signal decreases sooner and at a faster rate for larger $k_b'$. This is because increasing $k_b'$ increases the rate at which the $C$ molecules revert back to $A$ molecules (produced by the backward reaction in (4)). We note again the excellent match between simulation and analytical results.

In Fig. 5, $N_C(t')$ is evaluated as a function of dimensionless time $t'$ for dimensionless system parameters $k_f' = 5$, $k_b' = 2$, and $k_d' = \{0, 0.1, 0.25, 0.5, 1, 3\}$. In this figure, we keep the chemical parameters of the reversible reaction mechanism at the receptor constant to focus on the impact of the degradation reaction in the channel. As expected, $N_C(t')$ decreases for increasing $k_d'$. This is because larger values of $k_d'$ increase the probability that a given $A$ molecule degrades in the channel without producing a $C$ molecule at the receiver. As a result, fewer $A$ molecules contribute to the association reaction.
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of dimensionless radius of each receptor is $r_{\text{eq}} = 0.0279$.

In Fig. 6, $\overline{N}_C(t')$ is evaluated as a function of dimensionless time $t'$ for dimensionless system parameters $k_f' = 10$, $k_b' = 1$, and $k_d' = 0.5$ and $M = \{5120, 4000, 3000, 2000, 1000, 500\}$. As can be seen from Fig. 6, as expected, reducing the number of receptors reduces the overall expected received signal, i.e., $\overline{N}_C(t')$. This is because by decreasing $M$, the area of the receiver is not covered by receptors increases, and, as a result of this, the probability that a given A molecule close to the surface of the receiver is reflected back and diffuses away increases. Furthermore, when $M$ is large, even if an A molecule is reflected back by the part of the receiver that is not covered by receptors, the probability that the molecule is captured by neighbouring receptors at a future time increases. Fig. 6 also shows an excellent match between simulation and analytical results, which confirms the accuracy of the assumptions and approximations introduced in Section IV.

In Fig. 7, $\overline{N}_C(t')$ is evaluated as a function of dimensionless time $t'$ for dimensionless system parameters $k_b' = 4$, $k_d' = 0.1$, and $r_0' = 3$ and $M = \{5120, 2560\}$. In this figure, we show the impact of $k_f'$ on $\overline{N}_C(t')$ when the number of receptors, $M$, is reduced by a factor of $1/2$ for two different values of $k_f' = \{100, 10\}$. As already observed from Fig. 6, reducing $M$ reduces $\overline{N}_C(t')$. However, Fig. 7 indicates that this gap, i.e., the gap between $\overline{N}_C(t')$ when all possible receptors are used and $\overline{N}_C(t')$ when only half of the possible receptors are deployed, increases with increasing $k_f'$. This is because when $k_f'$ is large, the probability of forward reaction, and, as a result of this, the overall probability that a given A molecule that hits the surface of the receiver reacts with a receptor $B$ molecule is large. Thus, in this case, reducing $M$ has a more profound impact on the reduction of the overall reaction probability compared to the case when $k_f'$ is small.

C. Impact of Receptor Occupancy

In this subsection, we study the impact of the effect of receptor occupancy on the expected received signal. We assume that $M_{\text{Max}} = 1280$ and $r_{\text{cir}} = 0.0279$, which corresponds to a dimensionless receptor surface area of $\pi \times r_{\text{eq}}^{1/2}$ and we denote this surface area by $S_0$. Furthermore, in order to focus on the impact of receptor occupancy, we assume that $k_d' = 0$. However, similar observations can be made for $k_d' > 0$.

In Fig. 8, we show $\overline{N}_C(t')$ versus dimensionless time $t'$ for dimensionless system parameters $k_f' = 2$ and $k_f' = 10$ and $M = 1000$. Fig. 8 shows that the effect of receptor occupancy causes a deviation between analytical and simulation results. As can be observed, the deviation is larger if the surface areas of individual receptors, $S_R$, is larger, e.g., $S_R = 4S_0$. In particular, the analytical results overestimate the expected
number of $C$ molecules. This is due to the fact that when $S_R$ is larger, during the time that a given $A$ molecule is bound to a certain receptor $B$ molecule, the probability that other $A$ molecules, that are in the vicinity of this receptor, hit the occupied receptor and are reflected back increases. Furthermore, we observe that for larger values of $S_R$, the deviation between analytical and simulation results is larger around the value of $t'$ that corresponds to the peak value of $\mathcal{N}_C(t')$. This is because at this dimensionless time the number of $A$ molecules in the proximity of the receiver is larger and it is more probable that some of them collide with an occupied receptor. On the other hand, when $S_R$ is small, e.g., $S_R = S_0$, the proposed analytical expression provides an excellent approximation for the corresponding simulation result. This suggest that when $S_R$ is small the impact of receptor occupancy is negligible.

In Fig. 9 we depict $\mathcal{N}_C(t')$ versus dimensionless time $t'$ for dimensionless system parameters $k'_f = 10$, $k'_b = \{0.5, 1, 2, 4, 8\}$, and $S_R = S_0$ and $M = 1000$. As can be observed, increasing $k'_b$ reduces the deviation between analytical and simulation results caused by the impact of receptor occupancy. This is due to the fact that for larger values of $k'_b$, the mean occupancy time for an $A$ molecule bound to a receptor $B$ molecule decreases. As a result, it is less likely that $A$ molecules in the vicinity of the receiver collide with an occupied receptor. This also shows that the proposed analytical expression provides an accurate approximation for larger values of $k'_b$.

In Fig. 10 $\mathcal{N}_C(t')$ is evaluated as a function of dimensionless time $t'$ for dimensionless system parameters $k'_f = 10$, $k'_b = 4$, and $S_R = S_0$. We furthermore assumed that $M = 750$ and $N_A = \{1000, 2500, 7500, 10000, 20000, 30000\}$. Fig. 10 shows that for increasing $N_A$, the deviation between the analytical and simulation results increases. This is because by releasing more $A$ molecules at the transmitter side, more $A$ molecules arrive in the vicinity of the receiver. As a result of this, the probability that some of these $A$ molecules collide with an occupied receptor increases.

VII. CONCLUSIONS

In this paper, we considered a diffusive molecular communication channel between a pair of transmitter and receiver nano-machines. We modelled the reception at the receiver as a second-order reaction mechanism, where the information molecules released by the transmitter into the fluid environment could reversibly react with the receptor protein molecules covering the surface of the receiver. We considered two different scenarios. In the first scenario, we assumed that receptor protein molecules covered the entire surface of the receiver, whereas, in the second scenario, they partially covered the receiver surface. We furthermore assumed that the information molecules may degrade in the channel via a first-order degradation reaction. We derived a closed-form time domain expression for the channel impulse response of the system for both considered scenarios and verified its accuracy via particle-based simulations. An excellent match between analytical and simulation results was observed for both considered scenarios when the effect of receptor occupancy was negligible.

In our future work, we plan to expand our analysis to include additional characteristics of biological receptors such as the impact of receptor clustering, receptor internalization, and receptor-drug interactions.

APPENDIX

PROOF OF THEOREM 1

We denote the Fourier, inverse Fourier, Laplace, and inverse Laplace transforms by $F\{\cdot\}$, $F^{-1}\{\cdot\}$, $L\{\cdot\}$, and $L^{-1}\{\cdot\}$, respectively.

We start by solving reaction-diffusion equation (19) for initial condition (20). Taking the Fourier transform of (19) with respect to $r'$ leads to the following partial differential equation

$$
\frac{\partial \mathcal{U}(\kappa, t'|r'_0)}{\partial t'} = - (\kappa^2 + k_d) \mathcal{U}(\kappa, t'|r'_0).
$$

(54)
where \( \mathcal{U}(\kappa, t'|r_0') = F\{t'U'(r', t'|r_0')\} \), with \( \kappa \) representing the Fourier domain variable, is given by

\[
\mathcal{U}(\kappa, t'|r_0') = \frac{1}{2\pi} \int_{-\infty}^{\infty} t'U'(r', t'|r_0') \exp(-j\kappa r') \, dr'.
\] (55)

Solving (54) for \( \mathcal{U}(\kappa, t'|r_0') \) leads to

\[
\mathcal{U}(\kappa, t'|r_0') = C_0 \exp(-\kappa^2 t' + k_d' t'),
\] (56)

where \( C_0 \) is a constant that can be determined by the initial condition. Taking the Fourier transform of (22) and employing (56), constant \( C_0 \) is obtained as

\[
C_0 = \frac{\exp(-j\kappa r_0')}{4\pi r_0'}. \tag{57}
\]

Finally, \( r'U'(r', t'|r_0') \) can be evaluated as

\[
r'U'(r', t'|r_0') = \mathcal{F}^{-1}\{\mathcal{U}(\kappa, t'|r_0')\} = \frac{\exp(-k_d' t')}{8\pi r_0' \sqrt{\pi t'}} \exp\left(-\frac{(r' - r_0')^2}{4t'}\right). \tag{58}
\]

Next, we solve reaction-diffusion equation (21) for initial condition (22). In order to do so, we first apply the Laplace transform with respect to \( t' \) to (21) which results in

\[
sr'\mathcal{V}(r', s|r_0') - r'\mathcal{V}'(r', t' = 0|r_0') = \frac{\partial^2}{\partial r'^2} \mathcal{V}(r', s|r_0') - k_d' r' \mathcal{V}(r', s|r_0'),
\] (59)

where \( \mathcal{V}(r', s|r_0') = L\{V'(r', t'|r_0')\} \), i.e.,

\[
\mathcal{V}(r', s|r_0') = \int_0^\infty V'(r', t'|r_0') \exp(-st') \, dt'. \tag{60}
\]

The second term on the left hand side of (59) is zero (see (22)). Eq. (59) is a partial differential equation of function \( r'\mathcal{V}(r', s|r_0') \). As can be seen from (58), \( U'(r' \to \infty, t'|r_0') = 0 \). Thus, in order to satisfy (5), \( \mathcal{V}(r' \to \infty, t'|r_0') = 0 \). Taking this into account, the solution of (59) can be written as

\[
\mathcal{V}(r', s|r_0') = \frac{q}{r'} \exp\left(-r' \sqrt{s + k_d'}\right), \tag{61}
\]

where \( q \) is a constant that can be used to ensure that \( U'(r', t'|r_0') \) and \( \mathcal{V}(r', t'|r_0') \) jointly satisfy boundary condition (17). In order to find \( q \), we first evaluate \( L\{P_A(r', s|r_0')\} = P_A(r', s|r_0') = L\{U'(r', t'|r_0')\} + L\{V'(r', t'|r_0')\} \) which yields

\[
P_A(r', s|r_0') = \frac{\exp(-\sqrt{s + k_d'}(r' - r_0'))}{8\pi r_0' \sqrt{s + k_d'}} + \frac{q}{r'} \exp\left(-r' \sqrt{s + k_d'}\right), \tag{62}
\]

where we used (28) Eq. 29.3.84]

\[
L\left\{ \frac{1}{\sqrt{\pi t'}} \exp\left(-\frac{b^2}{4t'}\right) \right\} = \frac{\exp(-b\sqrt{s})}{\sqrt{s}} \tag{63}
\]

for evaluation of \( L\{U'(r', t'|r_0')\} \). Then, we calculate the Laplace transform of boundary condition (17), which leads to

\[
\left. \frac{\partial P_A(r', s|r_0')}{\partial r'} \right|_{r' = 1} = \frac{k_f' s}{4\pi s + k_d' 4\pi} P_A(r', s|r_0'). \tag{64}
\]

Now, taking the derivative of (62) with respect to \( r' \), substituting the resulting equation into (64), and solving the corresponding equation for \( q \) yields

\[
q = \frac{4\pi \sqrt{s + k_d'} - 4\pi - \frac{k_f' s}{4\pi + k_d'}}{4\pi \sqrt{s + k_d'} + 4\pi + \frac{k_f' s}{4\pi + k_d'}} \times \frac{1}{8\pi r_0' \sqrt{s + k_d'}} \exp\left(-\sqrt{s + k_d' (r_0' - 2)}\right). \tag{65}
\]

The Laplace transform of the final solution can be evaluated by substituting (55) into (62), and can be written as the sum of three terms as follows:

\[
P_A(r', s|r_0') = \frac{\exp\left(-\sqrt{s + k_d' (r' - r_0')}\right)}{8\pi r_0' \sqrt{s + k_d'}} + \frac{\exp\left(-\sqrt{s + k_d' (r' - r_0' - 2)}\right)}{8\pi r_0' \sqrt{s + k_d'}} - \frac{4\pi + \frac{k_f' s}{4\pi + k_d'}}{4\pi \sqrt{s + k_d'} + 4\pi + \frac{k_f' s}{4\pi + k_d'}} \times \exp\left(-\sqrt{s + k_d' (r' + r_0' - 2)}\right). \tag{66}
\]

Taking the inverse Laplace transform of the first two terms on the right hand side of (66) yields the first two terms on the right hand side of (23). The denominator of the third term on the right hand side in (66) can be rearranged and written as

\[
\left(\sqrt{s + k_d'}\right)^{1/2} + (k_f' - k_d') \sqrt{s + k_d'} - \frac{4\pi + k_f'}{4\pi} k_d' = \frac{4\pi + k_f'}{4\pi} \left(\sqrt{s + k_d'}\right) \tag{67}
\]

The terms in brackets can be interpreted as a cubic equation in \( \sqrt{s + k_d'} \). Let us assume that \( -\alpha', -\beta', \text{ and } -\gamma' \) are the roots of this cubic equation. Then, it can be easily verified that these roots have to satisfy the system of equations in (28). Employing the partial fraction expansion technique, the third term on the right hand side of (66) can be written as

\[
\left(\frac{1}{\alpha' + \sqrt{s + k_d'}} + \frac{1}{\beta' + \sqrt{s + k_d'}} + \frac{1}{\gamma' + \sqrt{s + k_d'}} \right) \times \frac{k_f'}{4\pi} \exp\left(-\sqrt{s + k_d' (r' + r_0' - 2)}\right), \tag{68}
\]

where \( \eta_1', \eta_2', \text{ and } \eta_3' \) are the residues and given by (25)–(27). Taking the inverse Laplace transform of (68) results in the last
three terms on the right hand side of Eq. 29.3.90, where we used

\[
L^{-1} \left\{ \frac{\exp(-n\sqrt{s})}{\sqrt{s}(m + n)} \right\} = \exp \left( nm + m^2 t \right) \times \text{erfc} \left( \frac{n}{2\sqrt{t}} + m\sqrt{t} \right). \tag{69}
\]
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