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Abstract
We show that the gradient norm $\|\nabla f(x)\|$ for $x \sim \exp(-f(x))$, where $f$ is strongly convex and smooth, concentrates tightly around its mean. This removes a barrier in the prior state-of-the-art analysis for the well-studied Metropolized Hamiltonian Monte Carlo (HMC) algorithm for sampling from a strongly logconcave distribution Dwivedi et al. (2018). We correspondingly demonstrate that Metropolized HMC mixes in $\tilde{O}(\kappa d)$ iterations, improving upon the $\tilde{O}(\kappa^{1.5}\sqrt{d} + \kappa d)$ runtime of Dwivedi et al. (2018); Chen et al. (2019) by a factor $(\kappa/d)^{1/2}$ when the condition number $\kappa$ is large. Our mixing time analysis introduces several techniques which to our knowledge have not appeared in the literature and may be of independent interest, including restrictions to a nonconvex set with good conductance behavior, and a new reduction technique for boosting a constant-accuracy total variation guarantee under weak warmness assumptions. This is the first high-accuracy mixing time result for logconcave distributions using only first-order function information which achieves linear dependence on $\kappa$; we also give evidence that this dependence is likely to be necessary for standard Metropolized first-order methods.

1. Introduction
Sampling from a high-dimensional logconcave distribution is a fundamental computational task, central to a variety of applications in disciplines such as statistics, machine learning, operations research, and theoretical computer science Andrieu et al. (2003); Brooks et al. (2011). The important problem of designing efficient samplers has received significant recent attention, due to the widespread use of Bayesian methods in modern large-scale machine learning algorithms Barber (2012), and the fact that directly computing posterior densities in these methods is often intractable. Correspondingly, recent research efforts have focused on giving convergence guarantees for Markov Chain Monte Carlo (MCMC) methods, for sampling from a variety of desirable structured distributions arising in both theory and practice.

The specific problem we address in this paper is determining the mixing time of the well-studied Metropolized Hamiltonian Monte Carlo (HMC) algorithm\(^2\), when sampling from a target distrib-

---

1. We use $\tilde{O}$ to hide logarithmic factors in problem parameters.
2. Metropolized HMC also refers to a family of algorithms which takes multiple leapfrog steps, see Algorithm 1. In this work, we study the variant which takes one leapfrog step, to analyze convergence behavior under minimal assumptions on the log-density (i.e. in absence of higher-derivative bounds past smoothness).
tion whose log-density is smooth and strongly concave. Indeed, as it is the default sampler implementation in a variety of popular packages Abadi (2016); Carpenter et al. (2017), understanding Metropolized HMC is of high practical import. Moreover, the specific setting we study, where the target distribution has a density proportional to $\exp(-f)$ with quadratic upper and lower bounds, is commonplace in applications arising from multivariate Gaussians, logistic regression models, and structured mixture models Dwivedi et al. (2018). This setting is also of great theoretical interest because of its connection to a well-understood setting in convex optimization Nesterov (2003), where matching upper and lower bounds have long-been known. Similar guarantees are much less well-understood in sampling settings, and exploring the connection is an active research area (e.g. Ma et al. (2018); Talwar (2019) and references therein). Throughout the introduction, we will refer to this setting as the “condition number regime” for logconcave sampling, as without a finite condition number, black-box sampling guarantees exist, but typically have a large dimension dependence in the mixing time Vempala (2005).

1.1. Previous work

Many algorithms have been proposed for sampling from logconcave distributions, mainly falling into two categories: zeroth-order methods and first-order methods. Zeroth-order methods only use the information on the density of the distribution by querying the value of $f$ to inform the algorithm trajectory. Well-studied zeroth-order methods include the ball walk Lovász and Simonovits (1993, 1990), hit-and-run Bélisle et al. (1993); Lovász (1999); Lovász and Vempala (2006) and Metropolized random walk Mengersen et al. (1996); Roberts and Tweedie (1996). While possibly preferable in some cases due to weaker assumptions on both the class of target distributions and oracle access to the density, these methods typically have a large polynomial dependence on the dimension, and do not exploit the additional benefits afforded by having a finite condition number. For distributions with additional structure, sampling algorithms may wish to exploit said structure.

First-order methods have access to the gradient information of $f$ in addition to the value of $f$ at a query point. This class of methods usually involves simulating a continuous Markov process whose stationary distribution is exactly the target distribution. The Langevin dynamics (LD) Gelfand and Mitter (1991), its underdamped variant (ULD), and Hamiltonian Monte Carlo (HMC) Kramers (1940); Neal et al. (2011) are among the most well-studied continuous-time Markov processes which converge to a specified logconcave measure, and sampling algorithms based on first-order information typically model their trajectories off one of these processes. To simulate a random process in discrete time, one approach is to choose a small-enough step size so that the behavior of the discrete Markov process is not too different from that of the original Markov process over a small time interval. This discretization strategy is typical of sampling algorithms with a polynomial dependence on $\epsilon^{-1}$, where $\epsilon$ is the target total variation distance to the stationary distribution Dalalyan (2017b); Cheng et al. (2018); Durmus et al. (2019b); Mou et al. (2019); Mangoubi and Smith (2017); Lee et al. (2018); Chen and Vempala (2019); Shen and Lee (2019). However, for precise values of $\epsilon$, bounding the error incurred by the discretization is typically not enough, leading to prohibitively large runtimes.

On top of the discretization, one further can apply a Metropolis-Hastings filter to adjust the stationary distribution of the Markov process, so that the target distribution is attained in the long run. Studying the non-asymptotic behavior of Metropolized variants of the Langevin dynamics and HMC has been considered in a large number of recent works Roberts et al. (1996); Roberts and
Indeed, the standard discretizations of these methods are identical, which was observed in prior work (see Appendix A); we will refer to them both as Metropolized HMC. The works which inspired this study in particular were due to Dwivedi et al. (2018); Chen et al. (2019), which showed that the mixing time of Metropolized HMC was bounded by roughly \( \max(\kappa^{1.5} \sqrt{d}, \kappa d) \), with logarithmic dependence on the target accuracy \( \epsilon \), where \( \kappa \) is the condition number\(^3\) of the negative log-density \( f \). In the poly\((\epsilon^{-1})\) runtime regime, the recent work Durmus et al. (2019a) obtains a total variation mixing time bound which scales as \( \tilde{O}(\kappa d^2/\epsilon^4) \), which is to our knowledge the only bound known with linear dependence on \( \kappa \); on the other hand, Shen and Lee (2019) gives an algorithm that depends on \( \kappa^{7/6} \) for Wasserstein-2 distance, but with better dependence on all other parameters (see Table 1).

By a plausible assumption on the existence of a gap between the complexity of sampling and optimization in the logconcave setting, it is reasonable to believe that a linear dependence on \( \kappa \) is necessary. More specifically, it is well-known that gradient-based optimization algorithms require at least \( \min(d, \sqrt{\kappa}) \) queries to an oracle providing first-order information Bubeck (2015); for the worst-case instance, a quadratic in the graph Laplacian of a length-\( d \) path, there is a corresponding quadratic gap with sampling a uniform point via a random walk, which mixes in roughly \( d^2 \) iterations. We believe understanding the tight dependence of the mixing time of popular sampling algorithms on natural parameters such as the condition number is fundamental to the development of the field of sampling, just as characterizing the tight complexity of convex optimization algorithms has resulted in rapid recent progress in the area, by giving researchers goalposts in algorithm design. To that end, this work addresses the following question.

**Question 1**  What is the mixing time of the Metropolized HMC algorithm?

We give a comparison of (selected recent) prior work in Table 1; for a more complete discussion, we refer the reader to the excellent discussion in Dwivedi et al. (2018); Chen et al. (2019). We note that for the last two rows, the dependence on \( \epsilon \) is logarithmic, and the notion of mixing is in total variation distance, a much stronger notion than the Wasserstein metric used in all other runtimes listed. We omit logarithmic factors for simplicity. We remark that several works obtain different rates under stronger assumptions on the log-density \( f \), such as higher-order smoothness (e.g. a Lipschitz Hessian) or moment bounds; as this work studies the basic condition number setting with no additional assumptions, we omit comparison to runtimes of this type.

**1.2. Our contribution**

Towards improving our understanding of Question 1, we show that there is an algorithm which runs Metropolized HMC (defined in Algorithm 1) for \( O(\kappa d \log^3(\kappa d/\epsilon)) \) iterations\(^5\), for sampling from a density \( \exp(-f(x)) \) defined on \( \mathbb{R}^d \), where \( f \) has a condition number of \( \kappa \), and produces a point from a distribution with total variation at most \( \epsilon \) away from the target density, for any \( \epsilon > 0 \). This is the first mixing-time guarantee for any algorithm in the high-accuracy regime accessing first-order function information from the log-density \( f \) attaining linear dependence on the condition number \( \kappa \).

---

3. The condition number of a function is the ratio of its smoothness and strong convexity parameters, and is the standard parameter in measuring the complexity of algorithms in sampling and optimization in this regime.

4. With the exception of Durmus et al. (2019a), these results are measured in the 2-Wasserstein distance.

5. The precise statement of our algorithmic guarantee can be found as Theorem 13 of our paper.
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Table 1: Mixing times for algorithms in the condition number regime of logconcave sampling.

| Algorithm                                      | Mixing Time                                      | Metric |
|------------------------------------------------|--------------------------------------------------|--------|
| Langevin Diffusion Dalalyan (2017b)           | $\kappa^2/\epsilon^2$                           |        |
| High-Order Langevin Diffusion Mou et al. (2019)| $\kappa^{19/4}/\epsilon^{1/2} + \kappa^{13/3}/\epsilon^{2/3}$ |        |
| HMC 1 (Collocation Method) Lee et al. (2018)   | $\kappa^{1.5}/\epsilon$                         | $W_2^4$|
| HMC 2 (Collocation Method) Chen and Vempala (2019)| $\kappa^{1.5}/\epsilon$                           |        |
| ULD 1 (Euler Method) Cheng et al. (2018)      | $\kappa^{1.5}/\epsilon + \kappa^2$             |        |
| ULD 2 (Euler Method) Dalalyan and Riou-Durand (2018)| $\kappa^{1.0}/\epsilon + \kappa^2$             |        |
| ULD 3 (Random Midpoint Method) Shen and Lee (2019)| $\kappa^{1/6}/\epsilon^{1/3} + \kappa/\epsilon^{2/3}$ |        |
| Unadjusted Langevin Dynamics Durmus et al. (2019a)| $\kappa d^2/\epsilon^4$                          | TV     |
| Metropolized HMC & MALA Chen et al. (2019)    | $\kappa^{1/3}\sqrt{d} + \kappa d$              |        |
| Metropolized HMC & MALA (This paper)          | $\kappa d$                                       |        |

without additional smoothness assumptions (i.e. higher-order derivative bounds). Our mixing time bound improves upon a recent bound attaining linear dependence on $\kappa$ due to Durmus et al. (2019a), of $\tilde{O}(\kappa d^2/\epsilon^4)$, in all parameters. Moreover, our dependence on the dimension $d$ matches the prior state-of-the-art Dwivedi et al. (2018); Chen et al. (2019), and our algorithm does not require a warm start, as it explicitly bounds warmness dependence from a known starting distribution.

In Section 5, we also give preliminary evidence that for the equivalent first-order sampling methods of Metropolized HMC and Metropolis-adjusted Langevin dynamics, $\Omega(\kappa)$ iterations are necessary even for sampling from a quadratic. In particular, we show that if the step size is not sufficiently small, the chain can only move with exponentially small probability, which we combine with a lower bound on the mixing time of continuous-time HMC in Chen and Vempala (2019) for small step sizes.

The starting point of our analysis is the mixing time analysis framework for the HMC algorithm in Dwivedi et al. (2018); Chen et al. (2019). However, we introduce several technical modifications to overcome barriers in their work to obtain our improved mixing time bound, which we now discuss. We hope these tools may be of broader interest to both the community studying first-order sampling methods in the smooth, strongly logconcave regime, and sampling researchers in general.

1.2.1. GRADIENT CONCENTRATION

How large is the norm of the gradient of a “typical” point drawn from the density $\exp(-f)$? It has been observed in a variety of recent works studying sampling algorithms Lee et al. (2018); Shen and Lee (2019); Vempala and Wibisono (2019) that the average gradient norm of a point drawn from the target density is bounded by $\sqrt{Ld}$, where $L$ is the smoothness parameter of the function $f$ and $d$ is the ambient dimension; this observation has been used in obtaining state-of-the-art sampling algorithms in the poly($\epsilon^{-1}$) runtime regime. However, for runtimes obtaining a polylog($\epsilon^{-1}$) runtime, this guarantee is not good enough, as it must hold for all points in a set of substantially larger measure than guaranteed by e.g. Markov’s inequality. The weaker high-probability guarantee that the gradient norm is bounded by $\sqrt{Ld} \cdot \sqrt{\kappa}$ follows directly from sub-Gaussian concentration on the point $x$, and a Lipschtiz guarantee on the gradient norm. Indeed, this weaker bound is the bottleneck term in the analysis of Dwivedi et al. (2018); Chen et al. (2019), and
prevents a faster algorithm when \( \kappa > d \). Can we improve upon the average-case guarantee more generally when the log density \( f \) is smooth?

For quadratic \( f \), it is easy to see that the average gradient norm bound can be converted into a high-probability guarantee. We show that a similar concentration guarantee holds for all logsmooth, strongly logconcave densities, which is the starting point of our improved mixing time bound. Our concentration proof follows straightforwardly from a Hessian-weighted variant of the well-known Poincaré inequality, combined with a reduction due to Herbst, as explored in Ledoux (1999).

1.2.2. MIXING TIME ANALYSIS

The study of Markov chains producing iterates \( \{x_k\} \), where the transition \( x_k \rightarrow x_{k+1} \) is described by an algorithm whose steady-state is a stationary distribution \( \pi^* \), and \( x_0 \) is drawn from an initial distribution \( \pi_0 \), primarily focuses on characterizing the rate at which the distribution of iterates of the chain approaches \( \pi^* \). To obtain a mixing time bound, i.e. a bound on the number of iterations needed for our algorithm to obtain a distribution within total variation distance \( \epsilon \) of the stationary \( \pi^* \), we follow the general framework of bounding the conductance of the random walk defined by Metropolized HMC, initiated in a variety of works on Markov chain mixing times (e.g. Sinclair and Jerrum (1989); Lovász and Simonovits (1993)). In particular, Lovász and Simonovits (1993) showed how to use the generalized notion of \( s \)-conductance to account for a small-probability “bad” region with poor random walk behavior. In our work, the “good” region \( \Omega \) will be the set of points whose gradient has small norm. However, our mixing time analysis requires several modifications from prior work to overcome subtle technical issues.

**Average conductance.** As in prior work Chen et al. (2019), because of the exponential warmness \( \kappa^{d/2} \) of the starting distribution used, we require extensions in the theory of average conductance Lovász and Kannan (1999) to obtain a milder dependence on the warmness, i.e. doubly logarithmic rather than singly logarithmic, to prevent an additional dimension dependence in the mixing time. The paper Chen et al. (2019) obtained this improved dependence on the warmness by generalizing the analysis of Goel et al. (2006) to continuous-time walks and restrictions to high-probability regions. This analysis becomes problematic in our setting, as our region \( \Omega \) may be nonconvex, and the restriction of a strongly logconcave function to a nonconvex set is possibly not even logconcave. This causes difficulties when bounding standard conductance notions which may depend on sets of small measure, because these sets may behave poorly under restriction by \( \Omega \) (e.g. in the proof of Lemma 28).

**Blocking conductance.** To mitigate the difficulty of poor small-set conductance due to the nonconvexity of \( \Omega \), we use the blocking conductance analysis of Kannan et al. (2006), which averages conductance bounds of sets with measure equal to some specified values in a range lower-bounded by roughly the inverse-warmness. In our case, this is potentially problematic, as the set where our concentration result guarantees that the norm of the gradient is not much larger than its mean has measure roughly \( 1 - \exp\left(-\sqrt{d}\right) \), which is too small to bound the behavior of sets of size \( \kappa^{-d/2} \) required by the quality of the warm start. However, we show that, perhaps surprisingly, the analysis of the blocking conductance is not bottlenecked by the worse quality of the gradient concentration required. In particular, the \( \kappa^{1.5}\sqrt{d} \) runtime of Dwivedi et al. (2018); Chen et al. (2019) resulted from the statement, with probability at most \( \exp(-d) \), the gradient norm is bounded by \( \sqrt{Ld} \). We sharpen this by Corollary 6 to \( \sqrt{Ld} \), trading off a \( \kappa \) for a \( d \), which suffices for our tighter runtime.
Boosting to high accuracy. Finally, the blocking conductance analysis of Kannan et al. (2006) makes an algorithmic modification. In particular, letting \( d\pi_k \) be the density after running \( k \) steps of the Markov chain from \( \pi_0 \), the analysis of Kannan et al. (2006) is able to guarantee that the average density \( d\rho_k \) converges to \( d\pi^* \) at a rate roughly \( 1/k \), with a factor depending on the average conductance \( \delta \). In our case, we can show that in roughly \( O(\kappa d) \) iterations of Algorithm 1, the distance \( \|\rho_k - \pi^*\|_{TV} \) is bounded by a constant. However, as the analysis requires averaging with a potentially poor starting distribution, it is not straightforward to obtain a rate of convergence with dependence \( \log \epsilon^{-1} \) for potentially small values of \( \epsilon \), rather than the \( \epsilon^{-1} \) dependence typical of \( 1/k \) rates. Moreover, it is unclear in our setting how to apply standard arguments Aldous and Diaconis (1986); Lovász and Winkler (1995) which convert mixing time guarantees for obtaining a constant total variation distance to guarantees for total variation distance \( \epsilon \) with a logarithmic overhead on \( \epsilon \), because the definition of mixing time used is a worst-case notion over all starting points. We propose an alternative reduction based on mixing-time guarantees over arbitrary starting distributions of a specified warmness, which we use to boost our constant-accuracy mixing-time guarantee (see Appendix C.4 for a more formal treatment). While it is simple and inspired by classical coupling-based reduction arguments, to the best of our knowledge this reduction is new in the literature, and may be of independent interest.

1.3. Discussion

While we obtain an improved upper bound on the runtime of Metropolized HMC, there are many questions which remain unanswered, and we believe are exciting to explore in the space of sampling algorithms and complexity. We state two here which we believe are natural.

**Question 2** Can we obtain a matching lower bound, or an improved upper bound, on the complexity of the Metropolized HMC algorithm in terms of the dependence on the dimension \( d \)?

**Question 3** Can we obtain improved bounds (upper or lower) for the complexity of first-order sampling algorithms in general, in the condition number regime? For example, is \( \Omega(\kappa) \) iterations always necessary, implying a separation with the optimization setting?

2. Preliminaries

2.1. Notation

We denote the set \( 1 \leq i \leq d \) by \([d] \). For \( S \subseteq \mathbb{R}^d \), \( S^c \) is its complement \( \mathbb{R}^d \setminus S \). \( \|\cdot\| \) is the \( \ell_2 \) norm \( (\|x\|^2 = \sum_{i \in [d]} x_i^2 \text{ for } x \in \mathbb{R}^d) \). Differentiable \( f : \mathbb{R}^d \to \mathbb{R} \) is \( \mu \)-strongly convex and \( L \)-smooth if

\[
f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \|y - x\|^2 \leq f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|^2, \quad \forall x, y \in \mathbb{R}^d.
\]

It is well-known that smoothness is equivalent to having a Lipschitz gradient, i.e. \( \|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\| \), and when \( f \) is twice-differentiable, smoothness and strong convexity imply

\[
\mu I_d \preceq \nabla^2 f(x) \preceq LI_d
\]

6. We note averaging has been observed to improve sampling accuracy in a different setting Durmus et al. (2019a); we leave as an interesting open direction whether this averaging is necessary for our method.
everywhere, where \( I_d \) is the identity and \( \preceq \) is the Loewner order. In this paper, function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) will always be differentiable, \( L \)-smooth, and \( \mu \)-strongly convex, with minimizer \( x^\ast \). We let \( \kappa \overset{\text{def}}{=} L/\mu \geq 1 \) be the condition number of \( f \). We define the Hamiltonian \( \mathcal{H} \) of \((x, v) \in \mathbb{R}^d \times \mathbb{R}^d \) by

\[
\mathcal{H}(x, v) = f(x) + \frac{1}{2} \|v\|^2.
\]

\( \mathcal{N}(\mu, \Sigma) \) is the Gaussian density centered at a point \( \mu \in \mathbb{R}^d \) with covariance matrix \( \Sigma \in \mathbb{R}^{d \times d} \). For \( A \subset \mathbb{R}^d \) and a distribution \( \pi \), we write

\[
\pi(A) \overset{\text{def}}{=} \int_{x \in A} d\pi(x).
\]

We fix the definition of the distribution density \( d\pi^\ast(x) \), where \( d\pi^\ast(x)/dx \propto \exp(-f(x)) \) has

\[
d\pi^\ast(x) = \frac{\exp(-f(x))dx}{\int_{\mathbb{R}^d} \exp(-f(y))dy}, \quad \int_{\mathbb{R}^d} d\pi^\ast(x) = 1.
\]

The marginal in the first argument of the density on \( \mathbb{R}^d \times \mathbb{R}^d \) proportional to \( \exp(-\mathcal{H}(x, v)) \) is \( d\pi^\ast \); we overload \( d\pi^\ast(x, v) \) to mean this density. For distributions \( \rho, \pi \) on \( \mathbb{R}^d \), the total variation is

\[
\|\rho - \pi\|_{\text{TV}} \overset{\text{def}}{=} \sup_{A \subset \mathbb{R}^d} |\rho(A) - \pi(A)| = \frac{1}{2} \int_{\mathbb{R}^d} \left| \frac{d\rho}{d\pi}(x) - 1 \right| d\pi(x).
\]

We say that a distribution \( \pi \) is \( \beta \)-warm with respect to another distribution \( \rho \) if

\[
\sup_{x \in \mathbb{R}^d} \frac{d\pi}{d\rho}(x) \leq \beta.
\]

We define the expectation and variance with respect to a distribution in the usual way:

\[
\mathbb{E}_\pi[g] \overset{\text{def}}{=} \int_{\mathbb{R}^d} g(x) d\pi(x), \quad \text{Var}_\pi[g] \overset{\text{def}}{=} \mathbb{E}_\pi[g^2] - (\mathbb{E}_\pi[g])^2.
\]

Finally, to simplify some calculations, we assume that \( d \) is bounded below by a small constant. In the absence of this bound, general-purpose mixing times for logconcave functions with no dependence on \( \kappa \) attain our stated guarantees.

### 2.2. Algorithm

We state the Metropolized HMC algorithm to be analyzed throughout the remainder of this paper. We remark that it may be thought of as a symplectic discretization of the continuous-time Hamiltonian dynamics for \( \mathcal{H}(x, v) = f(x) + \frac{1}{2} \|v\|^2 \),

\[
\frac{dx}{dt} = \frac{\partial \mathcal{H}(x, v)}{\partial v} = v, \quad \frac{dv}{dt} = -\frac{\partial \mathcal{H}(x, v)}{\partial x} = -\nabla f(x).
\]

The HMC process can be thought of as a dual velocity \( v \) accumulating the gradient of the primal point \( x \), with the primal point being guided by the velocity, similar to the classical mirror descent algorithm. The algorithm resamples \( v \) each timestep to attain the correct stationary distribution.

From \( x \in \mathbb{R}^d \), we define \( \mathcal{P}_x \) to be the distribution of \( \tilde{x}_k \) after one step of Algorithm 1 starting from \( x_k = x \). Similarly, \( T_x \) is the distribution of \( x_{k+1} \) starting at \( x_k = x \), i.e. after the accept-reject step. Algorithm 1 uses the subprocedure Leapfrog, which enjoys well-known reversible properties implying that \( d\pi^\ast \) is stationary for Algorithm 1; we defer a proof to Appendix A.
Algorithm 1 Metropolized Hamiltonian Monte Carlo:  \( \text{HMC}(\eta, x_0, f) \)

**Input:** Initial point  \( x_0 \in \mathbb{R}^d \), step size  \( \eta \).

**Output:** Sequence \( \{x_k\} \),  \( k \geq 0 \).

for \( k \geq 0 \) do

\[
\begin{align*}
&\text{Draw } v_k \sim \mathcal{N}(0, I_d). \\
&(\tilde{x}_k, \tilde{v}_k) \leftarrow \text{Leapfrog}(\eta, x_k, v_k). \\
&\text{Draw } u \text{ uniformly in } [0, 1]. \\
&\text{if } u \leq \min \{1, \exp(\mathcal{H}(x, v) - \mathcal{H}(\tilde{x}, \tilde{v}))\} \text{ then} \\
&\quad x_{k+1} \leftarrow \tilde{x}_k. \\
&\text{else} \\
&\quad x_{k+1} \leftarrow x_k.
\end{align*}
\]

end

Algorithm 2 Leapfrog:  \( \text{Leapfrog}(\eta, x, v) \)

**Input:** Points \( x, v \in \mathbb{R}^d \), step size  \( \eta \).

**Output:** Points \( \tilde{x}, \tilde{v} \in \mathbb{R}^d \).

\[
\begin{align*}
v' &\leftarrow v - \frac{\eta}{2} \nabla f(x). \\
\tilde{x} &\leftarrow x + \eta v'. \\
\tilde{v} &\leftarrow v' - \frac{\eta}{2} \nabla f(\tilde{x}).
\end{align*}
\]

3. Gradient concentration

In this section, we give a bound on how well the norm of the gradient \( \|\nabla f(x)\| \) concentrates when \( f \) is smooth and \( x \sim d\pi^*(x) / dx \propto \exp(-f(x)) \). First, we recall the following “Hessian-weighted” variant of the Poincaré inequality, which first appeared in Brascamp and Lieb (1976).

**Theorem 4 (Hessian Poincaré)**  For probability density \( d\pi^*(x) / dx \propto \exp(-f(x)) \), and continuously differentiable function \( g : \mathbb{R}^d \rightarrow \mathbb{R} \) with bounded variance with respect to \( \pi^* \),

\[
\text{Var}_{\pi^*}[g] \leq \int_{\mathbb{R}^d} \left\langle (\nabla^2 f(x))^{-1} \nabla g(x), \nabla g(x) \right\rangle d\pi^*(x).
\]

An immediate corollary of Theorem 4 is that the Poincaré constant of a \( \mu \)-strongly logconcave distribution is at most \( \mu^{-1} \). While it does not appear to have been previously stated in the literature, our concentration bound can be viewed as a simple application of an argument of Herbst which reduces concentration to an isoperimetric inequality such as Theorem 4; an exposition of this technique can be found in Ledoux (1999). We now state the concentration result.

**Theorem 5 (Gradient norm concentration)**  If twice-differentiable \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is \( L \)-smooth and convex, then for \( d\pi^*(x) / dx \propto \exp(-f(x)) \), and all \( c > 0 \),

\[
\Pr_{\pi^*}[\|\nabla f(x)\| \geq \mathbb{E}_{\pi^*}[\|\nabla f\|] + c\sqrt{L \log d}] \leq 3d^{-c}.
\]

As an immediate corollary, we obtain the following.
Corollary 6  If twice-differentiable $f : \mathbb{R}^d \to \mathbb{R}$ is $L$-smooth and strongly convex, then $\forall c > 0$, 
\[ \Pr_{\pi^*} \left[ \| \nabla f \| \geq \sqrt{Ld} + c \sqrt{L \log d} \right] \leq 3d^{-c}. \]

Proof  It suffices to show that 
\[ \mathbb{E}_{\pi^*} \left[ \| \nabla f \| \right] \leq \sqrt{Ld}. \] (3.1)
This was observed in Dalalyan (2017a); Vempala and Wibisono (2019); we adapt a proof here. Observe that because 
\[ \nabla \cdot \left( \nabla f(x) \pi^*(x) \right) = \Delta f(x) \pi^*(x) - \langle \nabla f(x), \nabla f(x) \rangle \pi(x), \]
where $\nabla \cdot$ is divergence and $\Delta$ is the Laplacian operator, integrating both sides and noting that the boundary term vanishes, 
\[ \mathbb{E}_{\pi^*} \left[ \| \nabla f \|^2 \right] = \mathbb{E}_{\pi^*} \left[ \Delta f \right] \leq Ld. \]
The last equality used smoothness of $f$. (3.1) then follows from concavity of the square root. 

We remark that for densities $d\pi^*$ where a log-Sobolev variant of the inequality in Theorem 4 holds, we can sharpen the bound in Corollary 6 to $O(d^{-c^2})$; we provide details in Appendix B. This sharpening is desirable for reasons related to the warmness of starting distributions for sampling from $\pi^*$, as will become clear in Section 4. However, the “Hessian log-Sobolev” inequality is strictly stronger than Theorem 4, and does not hold for general strongly logconcave distributions Bobkov and Ledoux (2000). Correspondingly, the concentration arguments derivable from Poincaré inequalities appear to be weaker Ledoux (1999): we find exploring the tightness of Corollary 6 to be an interesting open question.

4. Mixing time bounds via blocking conductance

We first give a well-known bound of the warmness of an initial distribution; this starting distribution also was used in prior work in this setting Dalalyan (2017a); Dwivedi et al. (2018)

Lemma 7 (Initial warmness)  For $d\pi^* \propto \exp(-f(x))dx$ where $f$ is $L$-smooth and $\mu$-strongly convex with minimizer $x^*$, $\pi_0 = N(x^*, L^{-1}I_d)$ is a $\kappa^{d/2}$-warm distribution with respect to $\pi^*$.

Proof  By smoothness and strong convexity, and the density of a Gaussian distribution,
\[ d\pi_0(x) = \frac{\exp \left( -\frac{L}{2} \| x - x^* \|^2 \right)}{(2\pi L^{-1})^{d/2}} dx, \quad d\pi^*(x) = \frac{\exp(-f(x))dx}{\int_{\mathbb{R}^d} \exp(-f(y))dy} \geq \frac{\exp \left( -\frac{L}{2} \| x - x^* \|^2 \right)}{(2\pi \mu^{-1})^{d/2}} \frac{dx}{(2\pi L^{-1})^{d/2}}. \]

In the last inequality we normalized by $\exp(-f(x^*))$. Combining these bounds yields the result. 

Let $d\pi_k$ be the density of $x_k$ after running $k$ steps of Algorithm 1, where $x_0$ is drawn from $\pi_0 = N(x^*, L^{-1}I_d)$. Moreover, let $d\rho_k \overset{\text{def}}{=} \frac{1}{k} \sum_{0 \leq i < k} d\pi_i$ be the average density over the first $k$
iterations. In Section 4.1, we will show how to use the blocking conductance framework of Kannan et al. (2006) to obtain a bound on the number of iterations \( k \) required to obtain a constant-accuracy distribution. We then show in Section 4.2 that we can boost this guarantee to obtain total variation \( \epsilon \) for arbitrary \( \epsilon > 0 \) with logarithmic overhead, resulting in our main mixing time claim, Theorem 13.

4.1. Constant-accuracy mixing

We state the results required to prove a mixing-time bound for constant levels of total variation from the stationary measure \( \pi^* \). All proofs are deferred to Appendix C. The first result is a restatement of the main result of Kannan et al. (2006), modified for our purposes; recall that \( \rho_k \) is an average over the distributions \( \pi_i \) for \( 0 \leq i < k \). Finally, we define \( Q(S) \) to be the probability one step of the walk starting at random point in a set \( S \) leaves the set.

**Theorem 8 (Blocking conductance mixing bound)** Suppose the starting distribution \( \pi_0 \) is \( \beta \)-warm with respect to \( \pi^* \). Moreover, suppose for some \( c \), and for all \( c \leq t \leq \frac{1}{2} \), we have a bound

\[
\pi^*(S) \frac{Q(S)}{Q(S)^2} \leq \phi(t), \text{ for all } S \subseteq \mathbb{R}^d \text{ with } \pi^*(S) = t,
\]

for a decreasing function \( \phi \) on the range \([c, \frac{1}{4}]\), and \( \phi(x) \leq M \) for \( x \in [\frac{1}{4}, \frac{1}{2}] \). Then,

\[
\|\rho_k - \pi^*\|_{TV} \leq \beta c + \frac{32}{k} \left( \int_{c}^{1/4} \phi(x) dx + \frac{M}{4} \right).
\]

At a high level, the mixing time requires us to choose a threshold \( c \) which is inversely-proportional to the warmness, and bound the average value of a function \( \phi(t) \) in the range \([c, \frac{1}{2}]\), where \( \phi(t) \) serves as an indicator of how “bottlenecked” sets of measure exactly equal to \( t \) are.

Next, by using a logarithmic isoperimetric inequality from Chen et al. (2019), we show in the following lemma that we can bound \( \pi^*(S) \frac{Q(S)}{Q(S)^2} \) when \( \pi^*(S) \) is in some range.

**Lemma 9** Suppose for \( \Omega \subset \mathbb{R}^d \) with \( \pi^*(\Omega) = 1 - s \), and all \( x, y \in \Omega \) with \( \|x - y\| \leq \eta \),

\[
\|\mathcal{T}_x - \mathcal{T}_y\|_{TV} \leq 1 - \alpha.
\]

Then, if \( \pi^* \) is \( \mu \)-strongly logconcave, \( \eta \sqrt{\mu} < 1 \), and \( s \leq \frac{\eta \sqrt{d} \mu}{16} \), for all \( t \leq \frac{1}{2} \),

\[
\pi^*(S) \frac{Q(S)}{Q(S)^2} \leq \frac{2^{16}}{\alpha^2 \eta^2 \mu \log(1/\epsilon)}, \quad \forall S \text{ with } \pi^*(S) = t.
\]

For a more formal statement and proof, see Lemma 28. Note that in particular the lower range of \( t \) required by Theorem 8 is at least inversely proportional to the warmness, which causes the gradient norm bound obtained by the high-probability set \( \Omega \) to lose roughly a \( \sqrt{d} \) factor. To this end, for a fixed positive \( \epsilon \leq 1 \), denote

\[
\Omega \overset{\text{def}}{=} \left\{ x \in \mathbb{R}^d \mid \|\nabla f(x)\|_2 \leq 5\sqrt{Ld \log \frac{K}{\epsilon}} \right\}.
\]

In Appendix D, we show the following.
Lemma 10  For $\eta^2 \leq \frac{1}{20Ld \log \frac{\epsilon}{\kappa}}$ and all $x, y \in \Omega$ with $\|x - y\| \leq \eta$, $\|T_x - T_y\|_{TV} \leq \frac{7}{8}$.

By combining these pieces, we are able to obtain an algorithm which mixes to constant total variation distance from the stationary distribution $\pi^*$ in $\tilde{O}(\kappa d)$ iterations.

Proposition 11  Let $\epsilon \in [0, 1]$, $\beta = \kappa^{d/2}$. From any $\beta/\epsilon$-warm initial distribution $\pi_0$, running Algorithm 1 for $j$ iterations, where $j$ is uniform between $0$ and $k - 1$ for $k > C\kappa d \log \kappa \log \log \beta$ for universal constant $C$, returns from distribution $\rho_k$ with $\|\rho_k - \pi^*\|_{TV} < (2e^{-1})^{-1}$.

Proof  Note that $\rho_k$ as defined in the theorem statement is precisely the $\rho_k$ of Theorem 8. Moreover, for the set $\Omega$ in (4.3), the probability $x \sim \pi^*$ is not in $\Omega$ is bounded via Corollary 6 by

$$s < \frac{3d - 5d \log \frac{\kappa}{\epsilon}}{\epsilon} < \frac{(\kappa/\epsilon)^{-4d}}{4}.$$

(4.4)

For $\eta = \sqrt{\frac{1}{20Ld \log \frac{\epsilon}{\kappa}}}$ and $c \overset{\text{def}}{=} \frac{\epsilon}{(4\beta e)}$, $s \leq \frac{\eta \sqrt{c}}{16}$ is satisfied for all $t$ in the range $[c, \frac{1}{2}]$. Thus, we can apply Lemma 9 and conclude that (4.1) holds for the function

$$\phi(t) = \left(20 \cdot 2^{22\kappa d \log \frac{\kappa}{\epsilon}}\right) \frac{1}{t \log (1/t)}.$$

Next, note that $\phi(t)$ is decreasing in the range $[c, 1/\epsilon]$, and attains its maximum at $t = \frac{1}{2}$ within the range $t \in \left[\frac{1}{4}, \frac{1}{2}\right]$, where $2/ \log 2 < 3$. Thus, the conditions of Theorem 8 apply, such that

$$\|\rho_k - \pi^*\|_{TV} \leq \frac{1}{4e} + \frac{20 \cdot 2^{27\kappa d \log \frac{\kappa}{\epsilon}}}{k} \left(\int_{1/\epsilon}^{1/4} \frac{1}{x \log (1/x)} dx + \frac{3}{4}\right)$$

$$\leq \frac{1}{4e} + \frac{20 \cdot 2^{27\kappa d \log \frac{\kappa}{\epsilon}}}{k} \left(\log \log \left(\frac{4\beta e}{\epsilon}\right) - \log 4 + \frac{3}{4}\right).$$

Choosing $k$ to be a sufficiently large multiple of $\kappa d \log \frac{\kappa}{\epsilon} \log \log \frac{\beta}{\epsilon}$, the guarantee follows.

4.2. High-accuracy mixing

We now state a general framework for turning guarantees such as Proposition 11 into a $\epsilon$-accuracy mixing bound guarantee, with logarithmic overhead in the quantity $\epsilon$. We defer a more specific statement and proof to Appendix C.4.

Lemma 12  Suppose there is a Markov chain with transitions given by $\tilde{T}$, and some nonnegative integer $T_{mix}$, such that for every $\pi$ which is a $\beta/\epsilon$-warm distribution with respect to $\pi^*$,

$$\|\tilde{T}^{T_{mix}} \pi - \pi^*\|_{TV} \leq \frac{1}{2e}.$$

(4.5)

Then, if $\pi_0$ is a $\beta$-warm start, and $k \geq T_{mix} \log (\epsilon^{-1})$,

$$\|\tilde{T}^k \pi_0 - \pi^*\|_{TV} \leq \epsilon.$$
At a high level, the proof technique is to couple points according to the total variation bound between $T^0\pi_0$ and $\pi^*$ every $T_{\text{mix}}$ iterations, while the total variation distance is at least $\epsilon$. This in turn allows us to bound the warmness of the “conditional distribution” of uncoupled points by $\beta/\epsilon$ using the fact that the total variation bound measures the size of the set of uncoupled points, and use the guarantee (4.5) iteratively. We can now state our main claim.

**Theorem 13 (Mixing of Hamiltonian Monte Carlo)**  There is an algorithm initialized from a point drawn from $\mathcal{N}(x^*, L^{-1}I_d)$, which iterates Algorithm 1 for

$$O\left(\kappa d \log\left(\frac{\kappa}{\epsilon}\right) \log\left(\frac{d \log \kappa}{\epsilon}\right) \log\left(\frac{1}{\epsilon}\right)\right)$$

iterations, and produces a point from a distribution $\rho$ such that $\|\rho - \pi^*\|_{\text{TV}} \leq \epsilon$.

**Proof** Define a Markov chain with transitions $\tilde{T}$, whose one-step distribution from an initial point is to run the algorithm of Proposition 11. Note that each step of the Markov chain with transitions $\tilde{T}$ requires $O\left(\kappa d \log\left(\frac{\kappa}{\epsilon}\right) \log\left(\frac{d \log \kappa}{\epsilon}\right) \log\left(\frac{1}{\epsilon}\right)\right)$ iterations of Algorithm 1, and the averaging step is easily implementable by sampling a random stopping time at uniform. Moreover, the Markov chain with transitions $\tilde{T}$ satisfies (4.5) with $T_{\text{mix}} = 1$, by the guarantees of Corollary 6. Thus, by running $\log(\epsilon^{-1})$ iterations of this Markov chain, we obtain the required guarantee. \qed

5. **Step-size lower bound**

We make progress towards showing that standard Metropolized first-order methods (i.e. Algorithm 1, which we recall is equivalent to the Metropolis-adjusted Langevin dynamics) have mixing times with at least a linear dependence on $\kappa$. Formally, consider the $d$-dimensional quadratic

$$f(x) = \frac{1}{2} x^\top D x,$$

where $D = \text{diag}(\lambda_1, \ldots, \lambda_d)$, and $\lambda_i = \kappa$ for $i \in [d - 1]$, $\lambda_d = 1$. This choice of $f$ is 1-strongly convex and $\kappa$-smooth. We show that running Algorithm 1 with a step size much larger than $L^{-1/2}$, from a random point from the stationary distribution, will have an exponentially small accept probability. Moreover, Chen and Vempala (2019) shows that even the continuous-time HMC algorithm with step size $\eta = O(1/\sqrt{L})$ requires $\Omega(\kappa)$ iterations to converge.

**Theorem 14 (Theorem 4 of Chen and Vempala (2019))**  For $L$-smooth, $\mu$-strongly convex $f$, the relaxation time of ideal HMC for sampling $\sim \exp(-f(x))$ with step size $\eta = O(1/\sqrt{L})$ is $\Omega(\kappa)$.

We defer the proof of the following to Appendix E.

**Lemma 15**  In one step of Algorithm 1, suppose the starting point $x \sim \exp(-f(x))$ is drawn from the stationary distribution. For any step size $\eta = c\kappa^{-1/2}$, for $c > 40$, and with probability at least $1 - 3d^{-25}$ over the randomness of $x, v$, the accept probability satisfies

$$\exp\left(-\mathcal{H}(\tilde{x}, \tilde{v}) + \mathcal{H}(x, v)\right) \leq \exp\left(-\Omega(c^6 d)\right).$$
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Appendix A. Properties of Algorithm 1

A.1. Correctness of Algorithm 1

We state a well-known property about the reversibility of the Leapfrog step, which in turn allows us to prove Algorithm 1 is correct.

Lemma 16 If $\text{Leapfrog}(\eta, x, -v) = (\tilde{x}, \tilde{v})$, then $\text{Leapfrog}(\eta, \tilde{x}, -\tilde{v}) = (x, v)$.

Proof Recall that $\text{Leapfrog}(x, -v) = (\tilde{x}, \tilde{v})$ implies

$$\tilde{v} = -v - \frac{\eta}{2} \nabla f(x) - \frac{\eta}{2} \nabla f(\tilde{x}), \quad \tilde{x} = x - \eta v - \frac{\eta^2}{2} \nabla f(x).$$

Reversing these definitions yields the claim. ■

Corollary 17 $d\pi^*$ is a stationary distribution for the Markov chain defined by Algorithm 1.

Proof We show that for $z = (x, v)$, $d\pi^*(z)/dz \propto \mathcal{H}(z)$ is the stationary distribution on $(x_k, v_k)$; correctness then follows from $\pi^*$ having the correct marginal. Stationarity follows if and only if

$$d\pi^*(x, v) \mathcal{T}_{x,v}(\tilde{x}, \tilde{v}) = d\pi^*(x, v) \mathcal{T}_{\tilde{x},\tilde{v}}(x, v)$$

for all pairs $(x, v), (\tilde{x}, \tilde{v})$, where we overload the definition of $\mathcal{T}$ to be the transition distribution from a point $(x, v)$. By the standard proof of correctness for the Metropolis-Hastings correction, i.e. choosing an acceptance probability proportional to

$$\min \left\{ 1, \frac{d\pi^*(\tilde{x}, \tilde{v}) \mathcal{P}_{\tilde{x},\tilde{v}}(x, v)}{d\pi^*(x, v) \mathcal{P}_{x,v}(\tilde{x}, \tilde{v})} \right\},$$

it suffices to show that $\mathcal{P}_{\tilde{x},\tilde{v}}(x, v) = \mathcal{P}_{x,v}(\tilde{x}, \tilde{v})$. Note that $\mathcal{P}_{x,v}$ is a deterministic proposal, and uniquely maps to a point $(\tilde{x}, \tilde{v})$. Moreover, by symmetry of $\mathcal{H}$ in the second argument, iteration $k$ of Algorithm 1 is equivalent to drawing $v_k$, negating it, and then running $\text{Leapfrog}$. Correctness for this equivalent algorithm follows by Lemma 16. ■

A.2. Equivalence of HMC and Metropolis-adjusted Langevin dynamics

We briefly remark on the equivalence of Metropolized HMC and the Metropolis-adjusted Langevin dynamics algorithm (MALA), a well-studied algorithm since its introduction in Besag (1994). This equivalence was also commented on in Chen et al. (2019). The algorithm can be seen as a filtered discretization of the continuous-time Langevin dynamics,

$$dx_t = -\nabla f(x_t) dt + \sqrt{2} dW_t,$$

where $W_t$ is Brownian motion. In short, the Metropolized HMC update is

$$v \sim \mathcal{N}(0, I), \quad \tilde{x} \leftarrow x + \eta v - \frac{\eta^2}{2} \nabla f(x), \quad \text{accept with probability } \min \left\{ 1, \frac{\exp(-\mathcal{H}(\tilde{x}, \tilde{v}))}{\exp(-\mathcal{H}(x, v))} \right\}.$$
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Similarly, the MALA update with step size $h$ is

$$
\tilde{x} \sim \mathcal{N}(x - h\nabla f(x), 2hI), \text{ accept with probability } \min \left\{ 1, \frac{\exp\left(-f(\tilde{x}) - \|x - \tilde{x} + h\nabla f(\tilde{x})\|^2/4h\right)}{\exp\left(-f(x) - \|\tilde{x} - x + h\nabla f(x)\|^2/4h\right)} \right\}.
$$

It is clear that in HMC the distribution of $\tilde{x}$ is

$$
\tilde{x} \sim \mathcal{N}\left(x - \frac{\eta^2}{2}\nabla f(x), \eta^2 I\right),
$$

so it suffices to show for $h = \eta^2/2$,

$$
\frac{\|\tilde{x} - x + h\nabla f(x)\|^2}{4h} - \|\tilde{x} - x + h\nabla f(x)\|^2 = \frac{1}{2}\left(\|v\|^2 - \|v\|^2\right).
$$

Indeed, the right hand side simplifies to

$$
\frac{\eta}{2}\langle \nabla f(\tilde{x}) + \nabla f(x), v\rangle - \frac{\eta^2}{8}\|\nabla f(\tilde{x}) + \nabla f(x)\|^2,
$$

and the left hand side is

$$
\frac{1}{2}\langle \nabla f(\tilde{x}) + \nabla f(x), \tilde{x} - x\rangle + \frac{h}{4}\left(\|\nabla f(x)\|^2 - \|\nabla f(\tilde{x})\|^2\right)
= \frac{1}{2}\left(\langle \nabla f(\tilde{x}) + \nabla f(x), \eta v - \frac{\eta^2}{2}\nabla f(x)\rangle + \frac{\eta^2}{8}\left(\|\nabla f(x)\|^2 - \|\nabla f(\tilde{x})\|^2\right)\right).
$$

Comparing coefficients shows the equivalence.

**Appendix B. Concentration**

**Theorem 5 (Gradient norm concentration)** If twice-differentiable $f : \mathbb{R}^d \to \mathbb{R}$ is $L$-smooth and convex, then for $d\pi^\ast(x)/dx \propto \exp(-f(x))$, and all $c > 0$,

$$
\Pr_{\pi^\ast}\left[\|\nabla f(x)\| \geq \mathbb{E}_{\pi^\ast}[\|\nabla f\|] + cv\sqrt{d \log d}\right] \leq 3d^{-c}.
$$

**Proof** Let $G(x) \overset{\text{def}}{=} \|\nabla f(x)\|$, and let $g(x) \overset{\text{def}}{=} \exp(\frac{1}{2}\lambda G(x))$. Clearly $g$ is continuously differentiable. Moreover, suppose first for simplicity that $f$ is strongly convex; then the existence of the variance of $g$ follows from the well-known fact that $f$ has sub-Gaussian tails (e.g. Dwivedi et al. (2018), Lemma 1) and Lipschitzness of its gradient, from which the sublevel sets of the gradient norm grow more slowly than the decay of $\|x - x^\ast\|$. The final conclusion has no dependence on the strong concavity of $f$, and we can extend this to arbitrary convex functions by regularizing by a small amount of quadratic regularizer (which only affects smoothness) and taking a limit as the regularizer amount vanishes. We now apply Theorem 4, which implies (noting that the gradient of $\|\nabla f\|$ is $\nabla^2 f \nabla f / \|\nabla f\|$)

$$
\mathbb{E}_{\pi^\ast}[\exp(\lambda G)] - \mathbb{E}_{\pi^\ast}\left[\exp\left(\frac{\lambda G}{2}\right)\right]^2 \leq \frac{\lambda^2}{4}\mathbb{E}_{\pi^\ast}\left[\langle \nabla^2 f / \|\nabla f\|, \nabla f / \|\nabla f\|\rangle\right]\exp(\lambda G)
\leq \frac{L\lambda^2}{4}\mathbb{E}_{\pi^\ast}[\exp(\lambda G)].
$$
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In the last inequality we used smoothness. Letting $H(\lambda) \overset{\text{def}}{=} \mathbb{E}_{\pi^*} [\exp(\lambda G)]$, for $\lambda < \frac{2}{\sqrt{L}}$,

$$
H(\lambda) \leq \frac{1}{1 - \frac{L\lambda^2}{4}} H \left( \frac{\lambda}{2} \right)^2.
$$

Using this recursively, we have

$$
H(\lambda) \leq \prod_{k=0}^{\infty} \left( \frac{1}{1 - \frac{L\lambda^2}{4^{k+1}}} \right)^{2^k} \lim_{\ell \to \infty} H \left( \frac{\lambda}{\ell} \right)^\ell.
$$

There are two things to estimate on the right hand side. First, for sufficiently large $\ell$,

$$
\mathbb{E}_{\pi^*} \left[ \exp \left( \frac{\lambda G}{\ell} \right) \right] \approx \left( 1 + \mathbb{E}_{\pi^*} \left[ \frac{\lambda G}{\ell} \right] \right)^\ell \approx \exp \left( \lambda \mathbb{E}_{\pi^*} [G] \right).
$$

Second, letting $C = \frac{L\lambda^2}{4} < 1$, Bobkov and Ledoux (1997) showed that

$$
\prod_{k=0}^{\infty} \left( \frac{1}{1 - \frac{C}{4^k}} \right)^{2^k} \leq \frac{1 + \sqrt{C}}{1 - \sqrt{C}}.
$$

For completeness, we show this in Appendix E. Altogether, we have that for all $\lambda < \frac{2}{\sqrt{L}}$,

$$
\mathbb{E}_{\pi^*} [\exp(\lambda G)] \leq \frac{1 + \frac{1}{2} \sqrt{L}\lambda}{1 - \frac{1}{2} \sqrt{L}\lambda} \exp \left( \lambda \mathbb{E}_{\pi^*} [G] \right).
$$

By Markov’s inequality on the exponential, we thus conclude that

$$
\Pr_{\pi^*}[G \geq \mathbb{E}_{\pi^*} [G] + r] \leq \exp(-\lambda r) \frac{1 + \frac{1}{2} \sqrt{L}\lambda}{1 - \frac{1}{2} \sqrt{L}\lambda}.
$$

Finally, letting $\lambda = \frac{1}{\sqrt{L}}$ and $r = c\sqrt{L} \log d$,

$$
\Pr_{\pi^*}[\|\nabla f\| \geq \sqrt{Ld} + c\sqrt{L} \log d] \leq 3d^{-c}.
$$

We also show that the bound in Theorem 5 may be sharpened under a Hessian log-Sobolev inequality (LSI), which we define presently.

**Definition 18 (Hessian log-Sobolev)** We say density $d\pi^*/dx \propto \exp(-f(x))$ satisfies a Hessian log-Sobolev inequality if for all continuously differentiable $g : \mathbb{R}^d \to \mathbb{R}$, and for

$$
\text{Ent}_{\pi^*} [g] \overset{\text{def}}{=} \left( \int g(x) \log (g(x)) d\pi^*(x) \right) - \left( \int g(x) d\pi^*(x) \right) \log \left( \int g(x) d\pi^*(x) \right),
$$

we have

$$
\text{Ent}_{\pi^*} [g^2] \leq 2 \int_{\mathbb{R}^d} \left( (\nabla^2 f(x))^{-1} \nabla g(x), \nabla g(x) \right) d\pi^*(x).
$$
In general, this is a much more restrictive condition than Theorem 4; some sufficient conditions are given in Bobkov and Ledoux (2000). We now show an improved concentration result under a Hessian LSI; the proof follows Herbst’s argument, a framework developed in Ledoux (1999).

Theorem 19 (Gradient norm concentration under LSI) Suppose $f$ is $L$-smooth and strongly convex, and $d\pi^*(x)/dx \propto \exp(-f(x))$ satisfies a Hessian log-Sobolev inequality. Then for all $c > 0$,

$$
\Pr_{\pi^*}[\|\nabla f(x)\| \geq \mathbb{E}_{\pi^*}[\|\nabla f\|] + c\sqrt{2L\log d}] \leq d^{-c^2}.
$$

Proof Denote $G \overset{\text{def}}{=} \|\nabla f\|$, where we note $\nabla G = \frac{(\nabla^2 f)\nabla f}{\|\nabla f\|}$. Let $H(\lambda) \overset{\text{def}}{=} \mathbb{E}_{\pi^*}[\exp(\lambda G)]$, such that $H'(\lambda) = \mathbb{E}_{\pi^*}[\lambda G\exp(\lambda G)]$. Then, for $g^2 = \exp(\lambda G)$,

$$
H(\lambda) = \mathbb{E}_{\pi^*}[g^2], \quad \lambda H'(\lambda) = \mathbb{E}_{\pi^*}[g^2 \log g^2].
$$

This in turn implies via the LSI that

$$
\lambda H'(\lambda) - H(\lambda) \log H(\lambda) = \mathbb{E}_{\pi^*}[g^2 \log g^2] - \mathbb{E}_{\pi^*}[g^2] \log \mathbb{E}_{\pi^*}[g^2] \leq 2\mathbb{E}_{\pi^*}[\|\nabla g\|^2_{(\nabla^2 f)^{-1}}].
$$

(B.1)

By smoothness and the definition of $g = \exp\left(\frac{1}{2}\lambda G\right)$, we may bound the right hand side:

$$
\mathbb{E}_{\pi^*}[\|\nabla g\|^2_{(\nabla^2 f)^{-1}}] = \frac{\lambda^2}{4} \mathbb{E}_{\pi^*}[\|\nabla G\|^2_{(\nabla^2 f)^{-1}} \exp(\lambda G)] \leq \frac{\lambda^2 L}{4} H(\lambda).
$$

(B.2)

In the last inequality we used our calculation of $\nabla G$, and $\nabla^2 f \preceq LI_d$. Now, consider the function $K(\lambda) = \frac{1}{\lambda} \log H(\lambda)$. We handle the definition of $K(0)$ by a limiting argument (and $\log(1+x) \approx x$):

$$
K(0) = \lim_{\lambda \to 0} \frac{1}{\lambda} \log \mathbb{E}_{\pi^*}[e^{\lambda G}] = \frac{H(\lambda) - H(0)}{\lambda} = H'(0) = \mathbb{E}_{\pi^*}[G].
$$

We compute

$$
K'(\lambda) = -\frac{1}{\lambda^2} \log H(\lambda) + \frac{H'(\lambda)}{H(\lambda)} = \frac{\lambda H'(\lambda) - H(\lambda) \log H(\lambda)}{\lambda^2 H(\lambda)}.
$$

This, combined with (B.1) and (B.2) imply $K'(\lambda) \leq \frac{L}{2}$. Therefore, by integrating, we have

$$
K(\lambda) \leq \mathbb{E}_{\pi^*}[G] + \frac{L\lambda}{2} \Rightarrow H(\lambda) = \exp(\lambda K(\lambda)) \leq \exp\left(\lambda\mathbb{E}_{\pi^*}[G] + \frac{L\lambda^2}{2}\right).
$$

Finally, we have concentration:

$$
\Pr_{\pi^*}[G \geq \mathbb{E}_{\pi^*}[G] + r] = \Pr_{\pi^*}[\exp(\lambda G) \geq \exp(\lambda\mathbb{E}_{\pi^*}[G] + \lambda r)] \leq \exp\left(-\lambda r + \frac{L\lambda^2}{2}\right),
$$

where the last statement is by Markov. Choosing $r = c\sqrt{2L\log d}$, $\lambda = r/L$ yields the conclusion.
Appendix C. Mixing time proofs

We prove various claims from Section 4; notation here is consistent with definitions in the body of the paper. All definitions will be with respect to some reversible random walk on \( \mathbb{R}^d \) with transition distributions \( \mathcal{T}_x \) and stationary distribution \( d\pi^* \). We use \( d\pi_k \) to denote the density after \( k \) steps.

C.1. Blocking conductance framework

In this section, we recall the blocking conductance framework of Kannan et al. (2006). This section is a restatement of their results for our purposes.

C.1.1. Preliminaries

Let \( d\rho_k \) denote the “average” distribution density after \( k \) steps, e.g. \( d\rho_k(x) = \frac{1}{k} \sum_{0 \leq i < k} d\pi_i(x) \).

Define the flow between two sets \( S, T \subseteq \mathbb{R}^d \) by

\[
Q(S, T) \overset{\text{def}}{=} \int_S \mathcal{T}_x(T) d\pi^*(x), \quad Q(S) \overset{\text{def}}{=} Q(S, S^c).
\]

For every \( S \subseteq \mathbb{R}^d \) and \( 0 \leq x \leq \pi^*(S) \), define the conductance function by

\[
\Psi(x, S^c) \overset{\text{def}}{=} \min_{T \subseteq S, \pi^*(T) = x} Q(T, S^c).
\]

In other words, \( \Psi(x, S^c) \) is the smallest amount of flow from subsets of \( S \) with stationary measure \( x \) to \( S^c \). It is clear that \( \Psi(x, S^c) \) is monotone increasing in \( x \) in the range \( 0 \leq x \leq \pi^*(S) \), as choosing a subset of larger measure can only increase flow. By convention, for \( 1 \geq x \geq \pi^*(S) \),

\[
\Psi(x, S^c) \overset{\text{def}}{=} \Psi(1 - x, S).
\]

This definition clearly makes sense because \( x \geq \pi^*(S) \Rightarrow 1 - x \leq \pi^*(S^c) \). Next, let the spread of \( S \subseteq \mathbb{R}^d \) be defined as

\[
\psi(S) \overset{\text{def}}{=} \int_0^{\pi^*(S)} \Psi(x, S^c) dx. \tag{C.1}
\]

In other words, we can think of \( \psi(S) \) as the worst-case flow between a subset of \( S \) and \( S^c \), where the measure of the subset is averaged uniformly over \([0, \pi^*(S)]\). The spread enjoys the following useful property, which allows us to think of the spread as a notion of conductance.

**Lemma 20** For any set \( S \subseteq \mathbb{R}^d \),

\[
\psi(S) \geq \frac{1}{4} Q(S)^2.
\]

**Proof** We claim first that for any \( t \in [0, \pi^*(S)] \),

\[
\psi(S) \geq (\pi^*(S) - t) \Psi(t, S^c). \tag{C.2}
\]

To see this, we integrated only in the range \([t, \pi^*(S)]\), and used monotonicity of \( \Psi(\cdot, S^c) \). Let \( \gamma(S) \) denote the minimum measure of a subset \( R \) of \( S \), such that \( Q(R, S^c) = \frac{1}{2} Q(S, S^c) \). Note that this means any set \( T \) with measure \( \pi^*(S) - \gamma(S) \) has flow \( Q(T, S^c) \) at least

\[
Q(S) - \frac{1}{2} Q(S) = \frac{1}{2} Q(S).
\]
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In (C.2), let \( t = \pi^*(S) - \gamma(S) \), and let \( T \) be the subset which admits the value \( \Psi(t, S^c) \), i.e. such that \( Q(T, S^c) = \Psi(t, S^c) \) and \( \pi^*(T) = t \). In particular, this implies

\[
\psi(S) \geq \gamma(S)Q(T,S^c) \geq \frac{1}{2}\gamma(S)Q(S).
\]

To show the conclusion, it suffices to show \( \gamma(S) \geq Q(S)/2 \). This is clear because if \( \gamma(S) < Q(S)/2 \), then any set of stationary measure \( \gamma(S) \) could not absorb a flow of \( Q(S)/2 \) from the set \( S^c \).

The final definitions we will need are as follows. For an iteration \( k \), let

\[
g_k(x) \overset{\text{def}}{=} k \frac{d\rho_k}{d\pi^*}(x) = \sum_{0 \leq i < k} \frac{d\pi_i}{d\pi^*}(x).
\]

A useful interpretation is that \( \int_S g_k(x) d\pi^*(x) \) measures how many times the set \( S \) was visited on expectation over the first \( k \) iterations. Let \( m_k : \mathbb{R}^d \rightarrow [0, 1] \) be a measure-preserving map such that \( g_k(m_k^{-1}(\cdot)) \) is an increasing function. In other words, \( m_k \) orders the space \( \mathbb{R}^d \) by their value \( g_k \), such that for \( 0 \leq s < t \leq 1 \), \( g_k(m_k^{-1}(s)) \leq g_k(m_k^{-1}(t)) \). We define

\[
q_k(x, y) = Q(m_k^{-1}([0, \min(x, y)]), m_k^{-1}([\max(x, y), 1])).
\]

In other words, for \( x \leq y \), \( q_k \) takes the set of measure \( x \) according to \( d\rho_k/d\pi^* \) of least probability, and of measure \( 1 - y \) of most probability, and measures the flow between them. For notational simplicity and when clear from context, we identify \( x \in [0, 1] \) with \( m_k^{-1}(x) \), and similarly identify intervals. The following is then immediate:

\[
\frac{d}{dx}q_k(x, y) = \begin{cases} T_x([y, 1]) & x < y \\ -T_x([0, y]) & x \geq y \end{cases}.
\]

\section{C.1.2. Main Claim}

Here, we recall the main result of the blocking conductance framework in terms of mixing times.

\textbf{Theorem 21} \ Suppose the starting distribution \( \pi_0 \) is \( \beta \)-warm with respect to \( \pi^* \). Let \( h : [c, 1 - c] \rightarrow \mathbb{R}_{\geq 0} \) satisfy, for some \( c \in (0, \frac{1}{2}) \), and some \( k \),

\[
\int_c^{1-c} h(y) q_k(x, y) dy \geq 2x(1 - x), \forall x \in [c, 1 - c].
\]

Then,

\[
\|\rho_k - \pi^*\|_{TV} \leq \beta c + \frac{1}{k} \int_c^{1-c} h(x) dx.
\]

We call a function \( h \) which satisfies (C.5) a \( c \)-mixweight function, and show how to construct such a function in Section C.2; they will be inversely related to standard notions of conductance. We first require the following helper results.
Lemma 22  For any \( t \in [0, 1] \),
\[
\int_0^1 q_k(x,t)dg_k(x) = \pi_k([0,t]) - \pi_0([0,t]) = \pi_0([t,1]) - \pi_k([t,1]).
\]

Proof The equality \( \pi_k([0,t]) - \pi_0([0,t]) = \pi_0([t,1]) - \pi_k([t,1]) \) follows by definition, so we will simply show the first equality. Using (C.4) for \( x \leq t \) and integrating by parts,
\[
\int_0^t g_k(x)T_x([t,1])d\pi^*(x) = g_k(t)q(t,t) - \int_0^t g_k(x)dg_k(x).
\]
Similarly,
\[
\int_t^1 g_k(x)T_x([0,t])d\pi^*(x) = g_k(t)q(t,t) + \int_t^1 g_k(x,tdg_k(x).
\]
Therefore, to derive the conclusion of the lemma, it suffices to show that
\[
\int_t^1 g_k(x)T_x([0,t])d\pi^*(x) - \int_0^t g_k(x)T_x([t,1])d\pi^*(x) = \pi_k([0,t]) - \pi_0([0,t]).
\]

By expanding the definition of \( g_k \) and telescoping, it suffices to show for all \( 0 \leq i \leq k-1 \),
\[
\int_t^1 T_x([0,t])d\pi_i(x) - \int_0^t T_x([t,1])d\pi_i(x) = \pi_{i+1}([0,t]) - \pi_i([0,t]).
\]
This follows from
\[
\pi_{i+1}([0,t]) - \pi_i([0,t]) = \left( \int_0^t (1 - T_x([t,1]))d\pi_i(x) + \int_t^1 T_x([0,t])d\pi_i(x) \right) - \int_0^t d\pi_i(x).
\]

Next, let \( t_0 \in [0, 1] \) be such that \( g_k(t_0) = k \), where we note that \( \mathbb{E}_{\pi^*}[g_k] = k \) is the expected value.

Lemma 23
\[
\|\rho_k - \pi^*\|_{TV} = \frac{1}{k} \int_0^{t_0} tdg_k(t) = \frac{1}{k} \int_{t_0}^1 (1-t)dg_k(t).
\]

Proof By the definition of \( t_0 \), we have that for all \( t \leq t_0 \), \( \frac{dg_k}{d\pi^*}(x) \leq 1 \), and for \( t \geq t_0 \), \( \frac{dg_k}{d\pi^*}(x) \geq 1 \). Therefore, the total variation distance is attained by the set \([0, t_0] \), i.e.
\[
\|\rho_k - \pi^*\|_{TV} = \pi^*([0, t_0]) - \rho_k([0, t_0]) = \int_0^{t_0} \left( 1 - \frac{g_k(x)}{k} \right)d\pi^*(x). \tag{C.6}
\]
Integrating by parts,
\[
\|\rho_k - \pi^*\|_{TV} = \left( 1 - \frac{g_k(t_0)}{k} \right) t_0 + \frac{1}{k} \int_0^{t_0} tdg_k(t).
\]
The first summand vanishes by the definition of $t_0$, so we attain the first equality in the lemma statement. The second equality follows from the same calculations, using the set $[t_0, 1]$ which also attains the total variation distance, i.e. integrating by parts

$$
\int_{t_0}^{1} \left( \frac{g_k(x)}{k} - 1 \right) d\pi^*(x) = \frac{1}{k} \int_{t_0}^{1} (1 - t) dg_k(t).
$$

We also remark that for a $\beta$-warm start, it follows that every distribution $\pi_i$ for $i \geq 0$ is also $\beta$-warm, as the warmness $d\pi_{i+1}/d\pi^*$ at a point is given by an average over the values $d\pi_i/d\pi^*$ of the prior iteration, and the conclusion follows by induction.

**Lemma 24**

$$
\|\rho_k - \pi^*\|_{TV} \leq \min \left( \beta c + \frac{1}{k} \int_{c}^{t_0} t dg_k(t), \beta c + \frac{1}{k} \int_{t_0}^{1-c} (1 - t) dg_k(t) \right).
$$

**Proof** Recall in Lemma 23 we characterized

$$
\|\rho_k - \pi^*\|_{TV} = \int_{0}^{t_0} \left( 1 - \frac{g_k(x)}{k} \right) d\pi^*(x)
= \int_{0}^{c} \left( 1 - \frac{g_k(x)}{k} \right) d\pi^*(x) + \int_{c}^{t_0} \left( 1 - \frac{g_k(x)}{k} \right) d\pi^*(x).
$$

Note that the first integral is at most $c$. The second integral is, integrating by parts,

$$
\left( \frac{g_k(c)}{k} - 1 \right) c + \frac{1}{k} \int_{c}^{t_0} t dg_k(t).
$$

The first summand is bounded by $(\beta - 1)c$ by our earlier argument about the warmness at every iteration being bounded by $\beta$. Finally, the second half of the lemma statement follows by considering the other characterization of the total variation based on $[t_0, 1]$, e.g. bounding

$$
\int_{t_0}^{1-c} \left( \frac{g_k(x)}{k} - 1 \right) dx + \int_{1-c}^{1} \left( \frac{g_k(x)}{k} - 1 \right) dx.
$$

**Proof** [Proof of Theorem 21] First, if $t_0 \leq c$, by (C.6), the total variation distance is at most $c\beta$ as desired. A similar conclusion follows if $t_0 \geq 1 - c$ from the other characterization of total variation in Lemma 24. We now consider when $t \in (c, 1 - c)$. By Lemma 22, for all $y \in [c, 1 - c]$,

$$
1 \geq \pi_k([0, y]) \geq \int_{c}^{1-c} q_k(x, y) dg_k(x).
$$

Multiplying by $h$ and integrating over the range $[c, 1-c]$,

$$
\int_{c}^{1-c} h(x) dx \geq \int_{c}^{1-c} \left( \int_{c}^{1-c} h(y)q_k(x, y) dy \right) dg_k(x) \geq \int_{c}^{1-c} 2x(1 - x) dg_k(x).
$$
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The second inequality recalled the requirement (C.5). By combining this with half of Lemma 24,
\[
\|\rho_k - \pi^*\|_{TV} \leq \beta c + \frac{1}{2(1-t_0)k} \int_0^{t_0} 2x(1-x)dg_k(x)
\]
\[
\leq \beta c + \frac{1}{2(1-t_0)k} \int_c^{1-c} h(x)dx.
\]
By using the other half of Lemma 24, we may similarly conclude
\[
\|\rho_k - \pi^*\|_{TV} \leq \beta c + \frac{1}{2t_0k} \int_c^{1-c} h(x)dx.
\]
The conclusion follows from combining these bounds, i.e. depending on if \(t_0 \leq \frac{1}{2}\) or \(t_0 \geq \frac{1}{2}\).

C.2. Mixweight functions

In this section, we propose a function \(h\) satisfying (C.5), and prove its correctness. First, we describe a useful sufficient condition.

**Lemma 25** Suppose \( h : [c, 1-c] \to \mathbb{R}_{\geq 0} \) has \( h(1-y) = h(y) \), and
\[
\int_c^{1-c} h(y)\Psi(y, S^c)dy \geq 2\pi^*(S)(1 - \pi^*(S)), \forall S \subseteq \mathbb{R}^d : c \leq \pi^*(S) \leq \frac{1}{2}.
\]
Then, \( h \) satisfies (C.5).

**Proof** Note that for \( c \leq x \leq \frac{1}{2} \), choosing \( S = m_k^{-1}([0, x]) \) in (C.7) yields
\[
2x(1-x) \leq \int_c^{1-c} h(y)\Psi(y, m_k^{-1}([x, 1]))dy \leq \int_c^{1-c} h(y)q_k(x, y)dy.
\]
The second inequality follows as for \( x \geq y \), \( q_k(x, y) \geq \Psi(y, m_k^{-1}([x, 1])) \) by definition, and for \( y \geq x \), we use symmetry of \( \Psi, q_k \) in their arguments. A similar argument holds for \( x \geq \frac{1}{2} \) by symmetry.

We now define our \( c \)-mixweight function \( h \):
\[
h(y) \overset{\text{def}}{=} \begin{cases} 
\max_{y \leq \pi^*(S) \leq \min\{2y, \frac{1}{2}\}} \frac{4\pi^*(S)}{\psi(S)} & y \leq \frac{1}{2} \\
h(1-y) & y \geq \frac{1}{2}.
\end{cases}
\]
(C.8)

In particular, note that for all \( y \leq \frac{1}{2} \), by combining with Lemma 20,
\[
h(y) \leq \max_{y \leq \pi^*(S) \leq 2y} \frac{16\pi^*(S)}{Q(S)^2}.
\]
(C.9)

We will develop an upper bound on the ratio \( \pi^*(S)/Q(S)^2 \) for \( \pi^*(S) \) which are “not too small” in the following section. We now prove correctness of the definition (C.8).
Lemma 26  The function $h$ defined in (C.8) satisfies (C.5).

Proof  Recall that it suffices to show that $h$ satisfies (C.7). To this end, let $S$ be some set such that $\pi^*(S) = x \in [2c, \frac{1}{2}]$. Then, recalling the definition of the spread $\psi(S)$ (C.1),

$$2x \leq \frac{4\pi^*(S)}{\psi(S)} \left( \int_{0}^{x} \Psi(y, S^c) dy \right) \leq \frac{4\pi^*(S)}{\psi(S)} \int_{x/2}^{x} \Psi(y, S^c) dy \leq \int_{x/2}^{x} h(y) \Psi(y, S^c) dy \leq \int_{x}^{1-c} h(y) \Psi(y, S^c) dy.$$

In the second line, we used the monotonicity of $\Psi(\cdot, S^c)$ in the first argument; in the third line, we used the definition of $h$ with the fact that $x \in [y, \min\{2y, \frac{1}{2}\}]$ for all $y \in [x/2, x]$. To handle the case $x \in [c, 2c]$,

$$\int_{c}^{1-c} h(y) \Psi(y, S^c) dy \geq \int_{x}^{3x/2} h(y) \Psi(y, S^c) dy \geq \int_{x/2}^{x} h(y) \Psi(y, S^c) dy,$$

where the second line is due to monotonicity, and the rest of the proof proceeds as before.

Proof  [Proof of Theorem 8] This follows from combining Theorem 21 with our particular choice of mixweight function given in (C.8), whose denominator we bound via (C.9). Because $h$ is symmetric, it suffices to double the integration from $c$ to $\frac{1}{2}$, and the bounds within the integral come from monotonicity of $\phi$.

C.3. Restricted conductance via total variation bounds

For $S \subseteq \mathbb{R}^d$ and $x \in \mathbb{R}^d$, we define $d(S, x) \overset{\text{def}}{=} \min_{y \in S} \|x - y\|$; for $S_1, S_2 \subseteq \mathbb{R}^d$, $d(S_1, S_2) \overset{\text{def}}{=} \min_{x \in S_1} d(S_1, x)$. The following isoperimetric inequality was given as Lemma 12 of Chen et al. (2019).

Lemma 27 (Logarithmic isoperimetric inequality)  Let $\pi^*$ be any $\mu$-strongly logconcave function. For any partition $A_1, A_2, A_3$ of $\mathbb{R}^d$ with $\pi^*(A_1) \leq \pi^*(A_2)$,

$$\pi^*(A_3) \geq \frac{d(A_1, A_2) \sqrt{\mu}}{2} \pi^*(A_1) \log \left( 1 + \frac{1}{\pi^*(A_1)} \right).$$

Lemma 28  Let $\pi^*$ be any $\mu$-strongly logconcave function, and let $\delta \sqrt{\mu} < 1$ for some $\delta > 0$. Suppose for $\Omega \subseteq \mathbb{R}^d$ with $\pi^*(\Omega) = 1 - s$, and all $x, y \in \Omega$ with $\|x - y\| \leq \delta$,

$$\|T_x - T_y\|_{TV} \leq 1 - \alpha.$$
Then, for all \( s \leq t \leq \frac{1}{2} \) and \( S \) with \( \pi^*(S) = t \),

\[
\frac{\pi^*(S)}{Q(S)^2} \leq \frac{16t}{\alpha^2} \left( \frac{\delta \sqrt{\mu}}{4} (t - s) \log^2 \left( 1 + \frac{1}{t} \right) - s \right)^2.
\]

In particular, if

\[
s \leq \min \left( \frac{t}{2}, \frac{\delta \sqrt{\mu} t}{\sqrt{\log(3)}} \right),
\]

we have the simplified bound

\[
\frac{\pi^*(S)}{Q(S)^2} \leq \frac{2^{16}}{\alpha^2 \delta^2 \mu t \log(1/t)}.
\]

**Proof** Let \( S \) have \( \pi^*(S) = t \). Define the following three sets:

\[ A_1 \overset{\text{def}}{=} \left\{ x \in S \cap \Omega \mid T_x(S^c) < \frac{\alpha}{2} \right\}, \quad A_2 \overset{\text{def}}{=} \left\{ x \in S^c \cap \Omega \mid T_x(S) < \frac{\alpha}{2} \right\}, \quad A_3 \overset{\text{def}}{=} (A_1 \cup A_2)^c. \]

Note that for any \( x \in A_1, y \in A_2 \), we have \( \|T_x - T_y\|_{TV} > 1 - \alpha \), and therefore \( \|x - y\| > \delta \).

Moreover, if \( \pi^*(A_1) < \frac{1}{2} \pi^*(S) \),

\[ Q(S) \geq \frac{\alpha}{4} (t - s). \]

Similarly, if \( \pi^*(A_2) < \frac{1}{2} \pi^*(S^c \cap \Omega) \):

\[ Q(S) \geq \frac{\alpha}{4} (1 - t - s). \]

These bounds are subsumed by the third case, where \( \pi^*(A_1) \geq \frac{1}{2} \pi^*(S), \pi^*(A_2) \geq \frac{1}{2} \pi^*(S^c \cap \Omega) \).

By Lemma 27, since we argued \( d(A_1, A_2) > \delta \),

\[
\pi^*(A_3) \geq \frac{\delta \sqrt{\mu}}{2} \min(\pi^*(A_1), \pi^*(A_2)) \log^\frac{1}{2} \left( 1 + \frac{1}{\min(\pi^*(A_1), \pi^*(A_2))} \right) \\
\geq \frac{\delta \sqrt{\mu}}{4} \min(\pi^*(S \cap \Omega), \pi^*(S^c \cap \Omega)) \log^\frac{1}{2} \left( 1 + \frac{1}{\min(\pi^*(S \cap \Omega), \pi^*(S^c \cap \Omega))} \right) \\
\geq \frac{\delta \sqrt{\mu}}{4} (t - s) \log^\frac{1}{2} \left( 1 + \frac{1}{t} \right).
\]

This immediately implies

\[
\pi^*(A_3 \cap \Omega) \geq \frac{\delta \sqrt{\mu}}{4} (t - s) \log^\frac{1}{2} \left( 1 + \frac{1}{t} \right) - s.
\]

Finally, by the definition of stationary distribution,

\[
Q(S) = \frac{1}{2} \left( \int_S T_x(S^c) d\pi^*(x) + \int_{S^c} T_x(S) d\pi^*(x) \right) \\
\geq \frac{1}{2} \int_{A_3 \cap \Omega} \frac{\alpha}{2} d\pi^*(x) = \frac{\alpha}{4} \pi^*(A_3 \cap \Omega) \\
\geq \frac{\alpha}{4} \left( \frac{\delta \sqrt{\mu}}{4} (t - s) \log^\frac{1}{2} \left( 1 + \frac{1}{t} \right) - s \right).
\]
If (C.10) holds, we have the improved bound

\[ Q(S) \geq \frac{\alpha \delta}{64} t \log^2 \left( \frac{1}{t} \right). \]

C.4. Exponential convergence with a warm start

In this section, we give a simple reduction from a bound on the number of iterations it takes a Markov chain to attain constant total variation distance to the stationary distribution from a warm start, to the number of iterations it takes for the distance to decrease to \( \epsilon \), with logarithmic dependence on \( \epsilon \). Throughout, \( \pi^* \) is the stationary distribution of a Markov chain with transitions \( T \), and we let \( T^k \pi \) be the result of running \( k \) steps of the chain from starting distribution \( \pi \). For specified \( \pi_0 \), we denote \( \pi_k \) as the result of running \( k \) steps of the chain from starting distribution \( \pi \).

Assumption 29 \( \exists T_{\text{mix}} \) such that for every \( \pi \) which is \( \beta/\epsilon \)-warm with respect to \( \pi^* \),

\[ \| T^{T_{\text{mix}} \pi} - \pi^* \|_{\text{TV}} \leq \frac{1}{2\epsilon}. \]

We first recall some basic facts about the optimal coupling between two distributions \( \pi, \rho \), which informally is the joint distribution \( \mu \) with the prescribed marginals \( \pi \) and \( \rho \) which maximizes the probability that for \( (x,y) \sim \mu \), \( x = y \). For a reference, see Levin et al. (2009).

Fact 30 Let \( \mu \) be the optimal coupling between distributions \( \pi \) and \( \rho \). The following hold.

1. \( \text{Pr}_{(x,y) \sim \mu} [x \neq y] = \| \pi - \rho \|_{\text{TV}}. \)

2. Consider the marginal distribution of \( (x,y) \sim \mu \) in the first variable, conditioned on \( x \neq y \). It has a density proportional to \( d\pi(x) - \min(d\pi(x), d\rho(x)) \).

The following result is well-known.

Lemma 31 For any distribution \( \pi \),

\[ \| T^k \pi - \pi^* \|_{\text{TV}} \leq \| \pi - \pi^* \|_{\text{TV}}. \]

Proof Consider the optimal coupling \( \mu \) between \( \pi \) and \( \pi^* \), and note that

\[ \Pr_{(x,y) \sim \mu} [x \neq y] = \| \pi - \pi^* \|_{\text{TV}}. \]

It follows that the optimal coupling between \( \mu' \) between \( T \pi \) and \( \pi^* \) has

\[ \Pr_{(x,y) \sim \mu'} [x \neq y] \leq \Pr_{(x,y) \sim \mu} [x \neq y], \]

since \( T \pi^* = \pi^* \), and with probability \( \Pr_{(x,y) \sim \mu} [x = y] \) the coupling \( \mu' \) can keep \( x \) and \( y \) coupled.
Lemma 32  Under Assumption 29, letting \( \pi_0 \) be a \( \beta \)-warm start, and \( k \geq T_{\text{mix}} \log(\epsilon^{-1}) \),

\[ \| T^k \pi_0 - \pi^* \|_{\text{TV}} \leq \epsilon. \]

Proof Assume for the sake of contradiction that \( \| \pi_k - \pi^* \|_{\text{TV}} > \epsilon \); note that by Lemma 31, this implies that \( \| \pi_i - \pi^* \|_{\text{TV}} > \epsilon \) for all \( i \leq k \). For any \( i \), we denote \( \mu_i \) to be the best coupling between \( \pi_i \) and \( \pi^* \). Note that for any \( i \), we can compute the marginal conditional distribution of the uncoupled set of \( \pi_i \), under the coupling \( \mu_i \), by Fact 30:

\[
\frac{d\tilde{\pi}_i}{d\pi^*}(x) \overset{\text{def}}{=} \frac{d\pi_i}{d\pi^*}(x) - \min \left( \frac{d\pi_i}{d\pi^*}(x), 1 \right) \leq \frac{d\pi_i}{d\pi^*}(x) \leq \frac{\beta}{\epsilon}.
\]

Here, we used the observation that if \( \pi_0 \) is \( \beta \)-warm, then so are all \( \pi_i \) for \( i \geq 0 \). Similarly, the conditional distribution of the uncoupled set of \( \pi^* \) under \( \mu_i \) satisfies

\[
\frac{d\tilde{\pi}^*_i}{d\pi^*}(x) \overset{\text{def}}{=} \frac{1 - \min \left( \frac{d\pi_i}{d\pi^*}(x), 1 \right)}{\int \left( 1 - \min \left( \frac{d\pi_i}{d\pi^*}(x), 1 \right) \right) d\pi^*(x)} \leq \frac{1}{\epsilon}.
\]

This implies the conditional distributions \( \tilde{\pi}_i \) and \( \tilde{\pi}^*_i \) are both \( \beta/\epsilon \)-warm with respect to \( \pi^* \) for any \( i \leq k \). After \( T_{\text{mix}} \) iterations, the total variation distance between \( \tilde{\pi}_i \) and \( \tilde{\pi}^*_i \) is bounded by \( 1/e \) by Assumption 29 and the triangle inequality. Repeating this argument \( \log(\epsilon^{-1}) \) times implies that the measure of the uncoupled set decreases by at least \( 1/e \) factor between iterations \( i \) and \( i + T_{\text{mix}} \), while \( i \leq k \), so that the uncoupled set has measure at most \( \epsilon \) by iteration \( k \). Recalling that the measure of the uncoupled set is precisely the distance \( \| \pi_k - \pi^* \|_{\text{TV}} \) results in a contradiction. \( \blacksquare \)

Appendix D. Total variation bounds

In this section, we prove the following lemma, which is the key step in lower bounding the conductance of one step of our algorithm.

Lemma 33  For \( \eta^2 \leq \frac{1}{20Ld \log \frac{1}{\epsilon}} \), the Markov chain defined in Algorithm 1 satisfies

\[
\sup_{\|x-y\| \leq \eta} \| P_x - P_y \|_{\text{TV}} \leq \frac{5}{8} \quad \text{(D.1)}
\]

and, for \( \Omega \) defined in (4.3),

\[
\sup_{x \in \Omega} \| P_x - T_x \|_{\text{TV}} \leq \frac{1}{8}. \quad \text{(D.2)}
\]

Proof We first show (D.1). From any point \( x \in \mathbb{R}^d \), let \( \hat{x} \) be the proposed point according to Algorithm 1; we recall that the update is given by, for \( v \sim \mathcal{N}(0, I_d) \),

\[
\hat{x} \leftarrow x + \eta v - \frac{\eta^2}{2} \nabla f(x) \Rightarrow \hat{x} \sim \mathcal{N} \left( x - \frac{\eta^2}{2} \nabla f(x), \eta^2 I_d \right).
\]
Therefore, recalling that the KL divergence $d_{KL}$ between two Gaussians with covariance $\sigma^2 I_d$ and means $\mu_x, \mu_y$ is $\|\mu_x - \mu_y\|^2 / 2\sigma^2$. Pinsker’s inequality implies

$$\|P_x - P_y\|_{TV} \leq \sqrt{\frac{1}{2} d_{KL}(P_x, P_y)} \leq \frac{1}{2\eta} \left\| \left( x - \frac{\eta^2}{2} \nabla f(x) \right) - \left( y - \frac{\eta^2}{2} \nabla f(y) \right) \right\|$$

$$\leq \frac{1 + \frac{L\eta^2}{2}}{2\eta} \left\| x - y \right\| \leq \frac{5}{8},$$

for $\|x - y\| \leq \eta$ and $\eta^2 \leq (2L)^{-1}$. The third line used the triangle inequality and $\nabla f$ is $L$-Lipschitz.

Next, we show (D.2). From a point $x$, and for any proposed transition to $\tilde{x} \neq x$, the proposal $P_x$ places at least as much mass on $\tilde{x}$ as $T_x$, because the rejection probability is nonnegative; consequently, the set $A$ maximizing $T_x(A) - P_x(A)$ is the singleton $A = \{x\}$, and the total variation distance is simply the probability $T_x = x$, or

$$\|P_x - T_x\|_{TV} = 1 - \mathbb{E}_{v \sim N(0, I_d)} \left[ \min \{1, \exp(\mathcal{H}(x, v) - \mathcal{H}(\tilde{x}, \tilde{v}))\} \right] \leq 1 - \mathbb{E}_{v \sim N(0, I_d)} \left[ \exp(\mathcal{H}(x, v) - \mathcal{H}(\tilde{x}, \tilde{v})) \right].$$

Therefore, to show the desired $\|P_x - T_x\|_{TV} \leq 1/8$, it suffices to show that

$$\mathbb{E}_{v \sim N(0, I_d)} \left[ \exp(\mathcal{H}(x, v) - \mathcal{H}(\tilde{x}, \tilde{v})) \right] \geq \frac{7}{8}.$$ 

By the calculation

$$\frac{15}{16} \exp \left( -\frac{1}{16} \right) \geq \frac{7}{8},$$

it suffices to show that with probability $15/16$ over the randomness of $v$, $\mathcal{H}(x, v) - \mathcal{H}(\tilde{x}, \tilde{v}) \geq -1/16$. First, by a standard tail bound on the chi-squared distribution (Lemma 1 of Laurent and Massart (2000)), we have

$$\Pr \left[ \|v\|^2 \geq d + 2\sqrt{3d} + 6 \right] \leq \exp(-3) \leq \frac{1}{16}.$$ 

Thus, assuming $d$ is at least a sufficiently large constant, with probability at least $1/16$ over the randomness of $v$, we have $\|v\| \leq \sqrt{2d}$. Finally, the conclusion follows from the claim

$$\mathcal{H}(\tilde{x}, \tilde{v}) - \mathcal{H}(x, v) \leq \frac{1}{16}, \ \forall x \in \Omega, \ \|v\| \leq \sqrt{2d},$$
which we now show. Recalling \( \tilde{v} = v - \frac{\eta}{2} (\nabla f(\tilde{x}) + \nabla f(x)) \) and \( \tilde{x} = x + \eta v - \frac{\eta^2}{2} \nabla f(x) \),

\[
\mathcal{H}(\tilde{x}, \tilde{v}) - \mathcal{H}(x, v) = -\frac{1}{2} \|v\|^2 + \frac{1}{2} \|\tilde{v}\|^2 - f(x) + f(\tilde{x}) \\
\leq -\frac{1}{2} \|v\|^2 + \frac{1}{2} \|\tilde{v}\|^2 + \frac{1}{2} \langle \nabla f(\tilde{x}) + \nabla f(x), \tilde{x} - x \rangle + \frac{L}{4} \|\tilde{x} - x\|^2 \\
= \frac{1}{2} \|v - \frac{\eta}{2} (\nabla f(x) + \nabla f(\tilde{x}))\|^2 - \frac{1}{2} \|v\|^2 \\
+ \frac{1}{2} \langle \nabla f(\tilde{x}) + \nabla f(x), \eta v - \frac{\eta^2}{2} \nabla f(x) \rangle + \frac{L}{4} \|\tilde{x} - x\|^2 \\
= -\frac{\eta}{2} \langle \nabla f(x) + \nabla f(\tilde{x}), v \rangle + \frac{\eta^2}{8} \|\nabla f(x) + \nabla f(\tilde{x})\|^2 \\
+ \frac{1}{2} \langle \nabla f(\tilde{x}) + \nabla f(x), \eta v - \frac{\eta^2}{2} \nabla f(x) \rangle + \frac{L}{4} \|\tilde{x} - x\|^2 \\
= \frac{\eta^2}{8} \langle \nabla f(x) + \nabla f(\tilde{x}), \nabla f(\tilde{x}) - \nabla f(x) \rangle + \frac{L}{4} \|\tilde{x} - x\|^2 \\
\leq \frac{\eta^2 L}{8} \|\tilde{x} - x\| \|\nabla f(x) + \nabla f(\tilde{x})\| + \frac{L}{4} \|\tilde{x} - x\|^2.
\]

The second inequality followed from

\[
f(\tilde{x}) - f(x) \leq \min \left( \langle \nabla f(\tilde{x}), \tilde{x} - x \rangle, \langle \nabla f(x), \tilde{x} - x \rangle + \frac{L}{2} \|\tilde{x} - x\|^2 \right),
\]

due to convexity and smoothness; the last inequality followed from smoothness and Cauchy-Schwarz, and every other line was by expanding the definitions. We now bound these two terms. First, since smoothness implies \( \|\nabla f(x) + \nabla f(\tilde{x})\| \leq 2 \|\nabla f(x)\| + L \|\tilde{x} - x\| \),

\[
\frac{\eta^2 L}{8} \|\tilde{x} - x\| \|\nabla f(x) + \nabla f(\tilde{x})\| \leq \frac{\eta^2 L^2}{8} \|\tilde{x} - x\|^2 + \frac{\eta^2 L}{4} \|\nabla f(x)\| \|\tilde{x} - x\| \\
\leq \frac{L}{4} \|\tilde{x} - x\|^2 + \frac{\eta^2 L}{4} \|\nabla f(x)\| \|\tilde{x} - x\|
\]

Here we used our choice of \( \eta \). Next, since \( \tilde{x} - x = \eta v - \frac{\eta^2}{2} \nabla f(x) \), using the above bounds,

\[
\mathcal{H}(\tilde{x}, \tilde{v}) - \mathcal{H}(x, v) \leq \frac{\eta^2 L}{8} \|\tilde{x} - x\| \|\nabla f(x) + \nabla f(\tilde{x})\| + \frac{L}{4} \|\tilde{x} - x\|^2 \\
\leq \frac{L}{2} \|\tilde{x} - x\|^2 + \frac{\eta^2 L}{4} \|\nabla f(x)\| \|\tilde{x} - x\| \\
\leq L \eta^2 \|v\|^2 + \frac{L \eta^4}{4} \|\nabla f(x)\|^2 + \frac{L \eta^3}{4} \|\nabla f(x)\| \|v\| + \frac{L \eta^4}{8} \|\nabla f(x)\|^2 \\
\leq \frac{9 \eta^2}{8} \|v\|^2 + \frac{L \eta^4}{2} \|\nabla f(x)\|^2 \leq \frac{1}{16}.
\]

We recalled \( \|v\|^2 \leq 2d, \|\nabla f(x)\|^2 \leq 25Ld^2 \log^2 \frac{\alpha}{\epsilon} \), and the choice of \( \eta \).

Finally, we note that Lemma 10 immediately follows via the triangle inequality.
Appendix E. Deferred proofs

Lemma 34 For any $C < 1$,
\[
\prod_{k=0}^{\infty} \left(\frac{1}{1 - \frac{C}{4^k}}\right)^{2^k} \leq \frac{1 + \sqrt{C}}{1 - \sqrt{C}}.
\]

Proof Define
\[
V(C) \overset{\text{def}}{=} \prod_{k=1}^{\infty} \left(\frac{1}{1 - \frac{C}{4^k}}\right)^{2^k} \leq \frac{1 + \sqrt{C}}{1 - \sqrt{C}}
\]
so we wish to bound $V(C)/(1 - C)$. It suffices to show $V(C) \leq (1 + \sqrt{C})^2$. Note that
\[
\log V(C) = \sum_{k=1}^{\infty} 2^k \log \left(\frac{1}{1 - \frac{C}{4^k}}\right) = \sum_{k=1}^{\infty} 2^k \sum_{j=1}^{\infty} \frac{C^j}{4^{jk}} = \sum_{j=1}^{\infty} C^j/j^2(2j-1).
\]
Thus, $\log V$ is a convex function in $C$. Note that $\log V(0) = 0$ and
\[
\log V(1) \leq 1 + \sum_{j=2}^{\infty} \frac{1}{4^{j-1}j} = 1 + 4 \left(- \log \left(\frac{3}{4}\right) - \frac{1}{4}\right) \leq \log 4.
\]
This implies $\log V(C) \leq C \log 4$, and the conclusion follows from $4^C \leq (1 + \sqrt{C})^2$ for $C \in [0, 1]$.

Lemma 15 In one step of Algorithm 1, suppose the starting point $x \sim \exp(-f(x))$ is drawn from the stationary distribution. For any step size $\eta = c\kappa^{-1/2}$, for $c > 40$, and with probability at least $1 - 3d^{-25}$ over the randomness of $x, v$, the accept probability satisfies
\[
\exp \left(-\mathcal{H}(\tilde{x}, \tilde{v}) + \mathcal{H}(x, v)\right) \leq \exp \left(-\Omega(c^6d)\right).
\]

Proof Recalling $\tilde{v} = v - \frac{\eta}{2} Dx - \frac{\eta}{2} D\tilde{x}$ and $\tilde{x} = x + \eta v - \frac{\eta^2}{2} Dx$, we compute
\[
\mathcal{H}(\tilde{x}, \tilde{v}) - \mathcal{H}(x, v) = \frac{1}{2} \|\tilde{v}\|^2 - \frac{1}{2} \|v\|^2 + \frac{1}{2} \tilde{x}^\top D\tilde{x} - \frac{1}{2} x^\top Dx
\]
\[
= \frac{1}{2} \left\|v - \frac{\eta}{2} Dx - \frac{\eta}{2} D\tilde{x}\right\|^2 - \frac{1}{2} \|v\|^2 + \frac{1}{2} \left(D(x + \tilde{x}), \tilde{x} - x\right)
\]
\[
= -\frac{\eta}{2} \left(v, D(x + \tilde{x})\right) + \frac{\eta^2}{8} \|D(x + \tilde{x})\|^2 + \frac{1}{2} \left(D(x + \tilde{x}), \eta v - \frac{\eta^2}{2} Dx\right)
\]
\[
= \frac{\eta^2}{8} \left(\tilde{x}^\top D^2\tilde{x} - x^\top D^2x\right).
\]
Let \( x_i \) be the \( i^{th} \) coordinate of \( x \). For \( i \in [d−1] \), \( \lambda_i = \kappa \), and

\[
x_i^2 - x_i'2 = 2x_i \left( \eta v_i - \eta^2 \frac{\lambda_i}{2} x_i \right) + \left( \eta v_i - \eta^2 \frac{\lambda_i}{2} x_i \right)^2
\]

\[
= 2\eta x_i v_i - \eta^2 \lambda_i x_i^2 + \eta^2 v_i^2 + \frac{\eta^4}{4} \lambda_i^2 x_i^2 - \eta^3 \lambda_i x_i v_i
\]

\[
\geq - \left( \eta^2 v_i^2 + x_i^2 \right) - \eta^2 \lambda_i x_i^2 + \eta^2 v_i^2 + \frac{\eta^4}{4} \lambda_i^2 x_i^2 - \left( \frac{\eta^4}{8} \lambda_i^2 x_i^2 + 2\eta^2 v_i^2 \right)
\]

\[
= \left( \frac{\eta^4}{8} \lambda_i^2 - \eta^2 \lambda_i - 1 \right) x_i^2 - 2\eta^2 v_i^2 \geq \frac{\eta^4}{16} \lambda_i^2 x_i^2 - 2\eta^2 v_i^2,
\]

where the last step follows from our assumption that \( \eta^2 \kappa \geq 20 \). Then, letting \( \hat{x} \) be the vector containing the first \( d−1 \) entries of the vector \( x \),

\[
\mathcal{H}(\hat{x}, \hat{v}) - \mathcal{H}(x, v) \geq \frac{\eta^2}{8} \left( \kappa^2 \sum_{i=1}^{d-1} \left( \frac{\eta^4}{16} \kappa^2 x_i^2 - 2\eta^2 v_i^2 \right) + \left( \frac{\eta^4}{8} - \eta^2 - 1 \right) x_d^2 - 2\eta^2 v_d^2 \right)
\]

\[
\geq \frac{\eta^6 \kappa^4}{128} \| \hat{x} \|^2 - \frac{\eta^4 \kappa^2}{4} \| v \|^2 + \frac{\eta^2}{8} \left( \frac{\eta^4}{8} - \eta^2 - 1 \right) x_d^2.
\]

(E.1)

By standard tail bounds on the chi-squared distribution (Lemma 1 of Laurent and Massart (2000)), with probability at least \( 1 - 3d^{-25} \), all of the following hold:

\[
\kappa \| \hat{x} \|^2 \geq (d - 1) - 10 \sqrt{d \log d}, \quad \| v \|^2 \geq d + 10 \sqrt{d \log d} + 50 \log d, \quad x_d^2 \leq 10 \log d.
\]

Plugging these bounds into (E.1), noting that the dominant term \( \eta^6 \kappa^3 \) behaves as \( c^6 \), and using that if \( \eta > 10 \) then the third term is nonnegative, we see that for sufficiently large \( d \), the probability the chain can move is at most \( \exp(-\Omega(c^6d)) \).