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An intrusion detection system (IDS) is a network security device that performs real-time monitoring of network transmissions and sends out alarms or takes active response measures when suspicious transmissions are found. In this regard, many researches have combined traditional machine learning models with other optimization algorithms to improve intrusion detection performance. However, although the existing intrusion detection model can effectively improve the performance of the model, there are still problems such as unsatisfactory detection accuracy and data preprocessing operations that may lead to a decrease in accuracy. To solve this problem, in this paper, we have proposed a novel intrusion detection system model based on logarithmic autoencoder (LogAE) and eXtreme Gradient Boosting (XGBoost). First, we build LogAE to learn the hidden features of the input data to reconstruct new data similar to the training samples, with the purpose of highlighting important features. It is worth mentioning that LogAE is not necessary to normalize the training data. This is because we add a logarithmic layer to learn this mapping. Then, XGBoost is used as a classifier to identify the data set that combines the original data set with the generated data set. In the experiment, our proposed model is evaluated on the UNSW-NB15 data set and CICIDS2017 data set. Additionally, we use accuracy, recall, precision, F1-score, and runtime as evaluation metrics. For detection performance, the detection accuracy of our proposed model is 95.11% for UNSW-NB15 and 99.92% for CICIDS2017, which is better than most state-of-the-art intrusion detection methods. Meantime, the runtime of our proposed model is the lowest for UNSW-NB15.

1. Introduction

In modern society, people are increasingly inseparable from the Internet. With the increasing popularity of the Internet, the problem of network security has become more and more prominent. Relying solely on firewalls cannot effectively defend against network attacks. Therefore, intrusion detection systems as the second line of defense have received more and more attention. Generally speaking, intrusion detection systems can be divided into network intrusion detection (NIDS) [1] and host intrusion detection (HIDS) [2] according to the type of target system. The data source of NIDS is the data packet on the network, which detects all network transmissions in this network segment. The HIDS function is similar to a virus firewall. It runs in the background of the system to be protected and detects host activities.

With the increasing complexity of the network environment, detection systems have gradually shifted from rule- and expert-based methods to machine-learning-based methods, such as decision trees [3], support vector machines [4], XGBoost [5], neural networks [6], and so on. XGBoost, as one of the supervised learning models, still has unique advantages in the scenario of limited training samples, short training time, and lack of parameter tuning knowledge when neural networks, especially deep neural networks, are becoming more and more popular. It has achieved good results on issues such as recommendation, search ranking, user behavior prediction, click-through rate prediction, and intrusion detection systems. Compared with deep neural networks, XGBoost can handle tabular data better, has stronger interpretability, and has the advantages of easy parameter adjustment and input data invariance.
In addition, autoencoder (AE) [7] is playing an important role in many fields. AE is a type of feedforward neural network, which was initially mainly used for data dimensionality reduction and feature extraction. As the technology continues to develop, it is now also used in generative models, which can be used to reconstruct data and so on. At the same time, the AE trained by a specific data distribution can restore the data belonging to the distribution well, while for the data that does not belong to the distribution, its restoration error is relatively large. This characteristic enables AE to be applied in the field of classification.

However, in these algorithms and models, most of them require preprocessing operations such as data normalization before performing feature engineering and training the classifier. Although this is helpful to improve the performance of the model, it may cause loss of data accuracy and detection accuracy for intrusion detection data sets. Data normalization may also not be conducive to the adjustment of the data set, such as adding or deleting data requires redefining the entire training process, resulting in longer runtime.

In this paper, we have proposed a novel intrusion detection model based on LogAE and XGBoost. In the proposed model, we first build LogAE, which added a logarithmic layer before AE to replace the normalized mapping, to learn the hidden features of the input data to generate new data similar to the training sample, so as to make the important features prominent. Then, XGBoost is used to classify the training set that combines the original data set with the new generated data set. Our contributions to this research are as follows:

1. We have proposed an intrusion detection model based on LogAE and XGBoost, in which we use LogAE to generate the reconstructed data based on the original data and use XGBoost to detect whether a sample that combines the reconstructed data and the original data belongs to normal or attack.

2. We have proposed an improved autoencoder, named LogAE, which combines the logarithmic neural and autoencoder. In LogAE, the data normalization operation is completed by the logarithmic layer instead of some normalization operations such as min-max normalization.

3. We have conducted comparative experiments on UNSW-NB15 data sets and the CICIDS2017 data set, illustrating that our proposed model obtains higher detection performance and outperforms most of the state-of-the-art methods in running time.

In this paper, the other sections are as follows. Section 2 proposes a review of related work in the intrusion detection system. Section 3 supplies the details of our proposed detection model. Section 4 presents experimental details and the comparison of our model and other machine learning algorithms of our model. Section 5 indicates the conclusion and an overall review of our research results.

2. Related Work

Numerous researches on intrusion detection based on XGBoost and AE have been conducted. For XGBoost and AE, they can be used not only as classifiers but also for feature selection.

Sumiya Thaseen Ikram et al. [8] proposed an ensemble intrusion detection model including long short-term memory (LSTM), backpropagation network (BPN), and multilayer perceptron (MLP). There were two core modules in this model: learning algorithm module and evaluation module. The learning algorithm module consisted of LSTM, BPN, and MLP, which were used to obtain training data as input. Three model output was sent to the XGBoost in the evaluation module. Jiang Hui and others [9] proposed particle swarm optimization (PSO) XGBoost IDS model to address the false positive issue. In this model, PSO was used to adaptively search for the optimal parameters of XGBoost, and XGBoost was regarded as a classifier. Karthikraja and others [10] mainly focused on the feature of the attack in the IDS. They adopted XGBoost as a feature selection model to choose important features of the attacks in the data set and a bidirectional long short-term model (Bi-LSTM) as a classifier to identify attacks. Chunhe Song and others [11] proposed an intrusion detection system method based on the combination of the deep learning method and feature-based method. This method uses a Bayesian algorithm to optimize the superparameters of XGBoost to avoid the performance degradation of XGBoost due to inappropriate parameters. Moreover, the crossover method of genetic algorithm is introduced to reduce the influence that a Bayesian algorithm may fall into local optimization in the optimization process. In addition, the LSTM and XGBoost are used as detectors, and the final detection results are integrated according to the outputs of LSTM and XGBoost.

Chaofei Tang et al. [12] proposed a network IDS based on LightGBM and AE, in which the LightGBM algorithm was adopted for feature selection, and then AE was used as a classifier for training and detection. Yanqing Yang et al. [13] proposed a novel IDS model that combined improved conditional variational autoencoder (ICVAE) with a deep neural network (DNN). ICVAE was used to learn potential sparse representations automatically between features and classes in the data set. That can generate new attack samples according to the specified intrusion categories, balance the training data, and therefore increase the detection accuracy. Moreover, the ICVAE encoder was used to initialize the weight of DNN hidden layers to make forward and backward propagation easily. Xukui Li et al. [14] proposed an effective deep learning method based on AE and random forest (RF). In this model, RF was applied to select the best features. And then AP clustering algorithm is used to group the selected features into several feature subsets that was regarded as input of AE to calculate the RMSE. These RMSE values were the criterion to judge whether the network traffic was normal or not by K-means or GMM.
3. Materials and Methods

3.1. Overview of Approach. The proposed model is to detect network traffic and label them as benign or attack. Figure 1 shows the overview of our proposed model. In the model, this detection process can be divided into four stages. In the first stage, we divide the original data set into the LogAE data set and classifier data set, the former for training LogAE and the latter for training the classifier. In the next stage, we use the LogAE data set to train the LogAE model and store the model after finishing the training. In the third stage, we use the classifier data set to obtain the reconstructed data set by using the trained LogAE and then merge the two data sets. In the final stage, the combined data set is divided into a training data set and a testing data set to train and test the classifier, respectively.

3.2. Data Set. In this paper, the data sets we used are UNSW-NB15 and CICIDS2017.

UNSW-NB15 is created by the Australian Centre for Cyber Security (ACCS) [15]. Created features can be classified into five categories: flow features, basic features, content features, time features, and additional generated features [16]. Using the IXIA tool, 9 attack scenarios were created: Fuzzers, Analysis, Backdoor, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms [17]. UNSW-NB15 data set has 257,673 data, of which 93,000 are normal samples and 164,673 are attack samples. Additionally, attributes in the UNSW-NB15 data set contain 44 features, including 42 attributes and 2 categories.

CICIDS2017 was proposed by the Canadian Cyber Security Institute to tease out the limitations of existing data sets and provide a realistic and reliable data set for intrusion detection [18]. It has a total of 2,830,743 records, each described by 80 network flow characteristics extracted from the generated network traffic using the CICFlowMeter tool. The CICIDS2017 data set contains benign and up-to-date common attacks, specific attack types including port scanning, botnets, web attacks, Heartbleed attacks, denial of service and distributed denial of service attacks, infiltration, SSH brute force, and FTP brute force attack. [19].

In this experiment, we divide the UNSW-NB15 data set and CICIDS2017 data set into two groups. One group is used to train the LogAE, which accounts for 30% of the data set, and the other is used to train the classifier, which accounts for 70% of the data set. In addition, the combined data that combines the reconstructed data with classifier data is divided into training data accounting for 60% and testing data accounting for 40%. Figure 2 shows the overview of data division and processing for UNSW-NB15. For any one input in classifier data, first, it is input to LogAE and then obtains the reconstruction data by LogAE. Next, the input data will be combined with the output data. This combination operation is to in a mathematical sense add each corresponding feature and then divide it by 2. In this regard, combined data is generated.

3.3. Logarithmic Autoencoder. Data normalization is always the main method of intrusion detection. The most commonly used methods are z-score normalization and min-max normalization. Data normalization can bring many benefits, such as improving the convergence speed of the model, improving the accuracy of the model, and preventing the explosion of model gradients in deep learning. For some features in intrusion detection datasets, the maximum value may be tens of thousands of times larger than the minimum value. This may cause operations such as data normalization to eliminate the influence of smaller data feature values on certain feature when processing larger data feature values, resulting in a decrease in the accuracy of the algorithm. This is also possible that the smaller data feature values in the large data feature range will lose data accuracy after conversion. For this shortcoming, Zhendong Wang et al. proposed logarithmic neural (LOGN), which has the ability to adjust the base value, so that it can have a more powerful mapping ability in the nonlinear region than the traditional linear operation [20]. Simply speaking, it can eliminate the need for data preprocessing steps, eliminate the interference of data normalization and other operations on the original data, and improve the accuracy of the model.

An autoencoder is a type of neural network. After training, it can try to copy the input to the output. In other words, it can make the output the same as the input. The network can be seen as composed of two parts: an encoder \( h = f(x) \) and a decoder \( r = g(h) \). The role of AE is to make \( x \) equal to \( g(f(x)) \). Theoretically, it is possible to design \( x = g(f(x)) \), but it is usually not done. The autoencoder should be designed so that it cannot learn to replicate perfectly. By imposing some constraints, the autoencoder can only replicate approximately, so it can learn the useful characteristics of the data.

The data reconstruction process of AE is to try to learn the hidden features of the input data and then try to reconstruct the data which is close to the original data according to the learned hidden features. In simple terms, the data reconstructed by the AE model can be maximally similar to the original data. This can also show that the reconstructed data set can reflect the importance of each
feature in the original data set to a certain extent. In other words, the reconstructed data based on hidden features can reflect the contribution of the features in the original dataset to the reconstruction process.

In this paper, we establish logarithmic autoencoder that combines logarithmic neural with autoencoder, named LogAE, which is described in Figure 3. LogAE mainly includes three parts, namely logarithmic layer, AE, and exponential layer. The logarithmic layer consists of LOGN, which is of the same order of magnitude as the input layer and has a one-to-one correspondence. The AE consists of a five-layer fully connected neural network, which aims to
learn the hidden features of the transformed data and then reconstruct the data. The exponential layer corresponds to the logarithmic layer, which transforms the data reconstructed by the AE based on the logarithmic base of the logarithmic layer.

In the LogAE, the loss function is defined as $\text{MAE} = \frac{1}{MN} \sum_{j=1}^{M} \sum_{k=1}^{N} |x_{jk} - x'_{jk}|$, and the logarithmic layer is defined as $x' = \ln(x + 1)/W - B$, where $W$ represents the logarithmic weight and $B$ is the bias of the logarithmic layer. Since there are certain values in the training data that are particularly large, we set $W = e^{3\times W}$.

In a nutshell, in our proposed module, the logarithmic layer is designed to learn mapping rules similar to data normalization, and the exponential layer performs the inverse operation according to the rules learned by the logarithmic layer. Between the logarithmic layer and the exponential layer, a common stacked AE is built. For the UNSW-NB15 data set, we compare different dimensions of hidden layers (see Table 1) and finally choose three layers as the dimensions of the hidden layer and the dimensions is (30, 15, 30). Similarly, for the CICIDS2017 data set, we compare different dimensions of hidden layers (see Table 2) and finally choose the best one that has the lowest MAE values.

### 3.4. Detection Classifier

Before introducing eXtreme Gradient Boosting (XGBoost), we first introduce the gradient boosting decision tree (GBDT). In a nutshell, GBDT accumulates the results of the classification and regression tree (CART) to make the conclusion. The core is that each tree learns the residual between the predicted value and the true value of all previous CART results. However, GBDT needs to traverse the entire data set multiple times at each iteration. If all data is loaded into memory, the size of the data will be limited; otherwise, repeatedly read and write operations will consume a lot of time. Therefore, when faced with massive data and high-dimensional data, GBDT cannot meet its needs. In order to overcome the difficulty of GBDT in dealing with large samples and high-dimensional data, XGBoost was born.

XGBoost was proposed by Tianqi Chen et al. [5]. It is an optimized distributed gradient enhancement library that implements machine learning algorithms under the gradient boosting framework, aiming to achieve high efficiency, flexibility, and portability. Compared with GBDT, XGBoost has several improvements: (1) the objective function in the algorithm is raised from the first order to the second order, and the algorithm supports a custom loss function; (2) the L2 regularization term of the number of leaf nodes and leaf weights is added, which reduces the variance of the model and helps prevent overfitting; (3) the base learner supports CART and linear classifiers; (4) the presorted data set is stored in a sparse matrix storage format so that the algorithm can use the block structure repeatedly and can more accurately find the data separation point, which greatly reduces the amount of calculation; and (5) sparsity-aware algorithms that automatically handle default values are added, and by calculating the gain of samples with default values classified as left and right branches and selecting the branch with the largest gain, the samples with default values are automatically divided; (6) column sampling is introduced, which

---

**Table 1: Comparison of AE structures for UNSW-NB15.**

| Hidden layer | MAE    |
|--------------|--------|
| (15)         | 3,015,547.5 |
| (30)         | 2,719,259    |
| (30, 15, 30) | 1,674,973.37 |
| (30, 20, 30) | 1,915,428    |
| (30, 15, 8, 15, 30) | 18,525,644 |
| (30, 20, 10, 20, 30) | 35,987,688   |

**Table 2: Comparison of AE structures for CICIDS2017.**

| Hidden layer | MAE    |
|--------------|--------|
| (40)         | 487,718.4062 |
| (20)         | 252,337.8594 |
| (40, 20, 40) | 93,488.8203  |
| (40, 30, 40) | 250,396.8281 |
| (40, 20, 10, 20, 40) | 383,536.5312 |
| (40, 30, 20, 30, 40) | 275,275.9688 |

---

![Figure 3: Structure of the logarithmic autoencoder.](image-url)
draws on the sampling algorithm of random forest, to reduce overfitting and reduce computation; and (7) shrinkage method is introduced. In each iteration, the weight of each leaf node of the tree is multiplied by the reduction weight, which weakens the influence of each tree and gives more room for optimization to the following trees.

4. Experiments and Results

4.1. Simulation Experiment Configuration. In terms of the verification of simulation results, this paper conducted two sets of comparative experiments on the mainstream data sets UNSW-NB15 and CICIDS2017 in the field of network intrusion detection. The first set of experiments is an ablation experiment, which mainly compares the effects of each module on performance, and the second group compares the algorithm with other existing new intrusion detection algorithms to evaluate the performance of the algorithm more comprehensively. The simulation experiment in this paper uses Python 3.6 for programming simulation under the Windows environment. The simulation environment is shown in Table 3.

4.2. Performance Metrics. To evaluate our proposed model, we use recall, precision, F1-score, and accuracy as the primary metrics, which can be implemented using Python’s scikit-learn machine learning library. Accuracy is the percentage of all correctly predicted samples in the total sample. Precision is that for our prediction results, it indicates how many of the samples whose predictions are positive are really positive samples, while recall is that for our original sample, it indicates how many positive examples in the sample are predicted correctly. F1-score is the weighted harmonic average of precision and recall.

The statistical standards are defined as follows:

---

Table 3: The simulation environment.

| Project                | Environmental parameters |
|------------------------|--------------------------|
| Python version         | 3.6                      |
| System environment     | Windows 10 x 64          |
| RAM                    | 16.0 GB                  |
| CPU                    | Intel® Xeon® CPU E3-1241 v3 @ 3.50 GHz |

Table 4: Ablation experiment: comparison between LogAE-XGBoost and XGBoost

| Data set      | Classifier   | Accuracy | Precision | Recall | F1-score |
|---------------|--------------|----------|-----------|--------|----------|
| UNSW-NB15     | LogAE-XGBoost| 0.9511   | 0.9549    | 0.9743 | 0.9645   |
|               | XGBoost      | 0.9023   | 0.9874    | 0.8676 | 0.9236   |
| CICIDS2017    | LogAE-XGBoost| 0.9992   | 0.9971    | 0.9986 | 0.9979   |
|               | XGBoost      | 0.9943   | 0.9922    | 0.9930 | 0.9925   |

Table 5: Comparison of the proposed model and other excellent classifiers for UNSW-NB15.

| Classifier              | Accuracy | Precision | Recall | F1-score | Time(s) |
|-------------------------|----------|-----------|--------|----------|---------|
| MSCNN [21]              | 0.9140   | -         | -      | -        | 571     |
| MSCNN-LSTM [21]         | 0.9560   | -         | -      | -        | 1,060   |
| SaE-ELM-Ca [22]         | 0.8917   | 0.8079    | 0.9958 | 0.8920   | 2.168   |
| SDAE-ELM3 [23]          | 0.7238   | 0.6994    | 0.8742 | 0.7771   | 5.943   |
| XGBoost-DNN [8]         | 0.9950   | 0.9945    | 0.9942 | 0.9952   | 4.200   |
| LogAE-XGBoost           | 0.9511   | 0.9549    | 0.9743 | 0.9645   | 132     |

Table 6: Comparison of the proposed model and other excellent classifiers for CICIDS2017.

| Classifier              | Accuracy | Precision | Recall | F1-score | Time(s) |
|-------------------------|----------|-----------|--------|----------|---------|
| NB-SVM [24]             | 0.9892   | 0.9946    | 0.9700 | 0.9821   | —       |
| T-SNERF [25]            | 0.9978   | 0.9980    | 0.9980 | 0.9980   | —       |
| MTH-IDS [26]            | 0.9989   | 0.9981    | 0.9160 | 0.9989   | 478.2   |
| LMDRT-SVM2 [27]         | 0.9928   | 0.9916    | 0.9939 | 0.9927   | —       |
| DT + rules-based model [28] | 0.9666 | 0.9447    | 0.9886 | 0.9662   | 160.07  |
| KNN [18]                | 0.9630   | 0.9620    | 0.9370 | 0.9630   | 15,243.6|
| RF [18]                 | 0.9882   | 0.9880    | 0.9985 | 0.9880   | 1,848.3 |
| LogAE-XGBoost           | 0.9992   | 0.9971    | 0.9986 | 0.9979   | 1,092.35|

It is used to distinguish the metrics of our proposed model from those of other models.
Two sets of experiments are performed to demonstrate the effectiveness and scalability of the model we proposed. One group is ablation experiments, which prove that LogAE improves the performance of XGBoost, and the other group is comparative experiments that compare with other advanced models to prove the superior performance of the model we propose. The UNSW-NB15 data set, based on a comparison of the above two sets of experiments, shows that although our proposed model is lower than a few IDS models, it also has high accuracy, recall rate, accuracy, and F1-score, which are 95.11%, 95.45%, 97.43%, and 96.45%, respectively. And it is much lower than most IDS models in runtime. Compared with the fastest running time model, the running time of our proposed model is 132 seconds, which is around one-fifth of its running time. For the CICIDS2017 data set, based on a comparison of the above two sets of experiments, it is shown that the model we propose has higher accuracy, recall, accuracy, and F1 indicators, which are 99.92%, 99.71%, 99.86%, and 99.79%, respectively. In terms of runtime, our proposed model is 1,092.35 seconds, which is in the middle level. Overall, we conclude that LogAE-XGBoost offers best-in-class predictive performance.
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