Cost-Efficient EM-Driven Size Reduction of Antenna Structures by Multi-Fidelity Simulation Models
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Abstract: Design of antenna systems for emerging application areas such as the Internet of Things (IoT), fifth generation wireless communications (5G), or remote sensing, is a challenging endeavor. In addition to meeting stringent performance specifications concerning electrical and field properties, the structure has to maintain small physical dimensions. The latter normally requires searching for trade-off solutions because miniaturization has detrimental effects on antenna characteristics, including the impedance matching, gain, efficiency, or axial ratio bandwidth. Furthermore, explicit size reduction is more demanding than optimization with respect to other figures of merit. On the one hand, it is a constrained task with acceptance thresholds set on the bandwidth, gain, etc. On the other hand, optimum solutions are normally located at the boundary of the feasible region, traversing of which is a difficult problem by itself. The necessity of using full-wave electromagnetic (EM) analysis for antenna evaluation only aggravates the problem due to high computational costs associated with numerical optimization algorithms. This paper proposes a procedure for expedited optimization-based miniaturization of antenna structures involving trust-region gradient search and multi-fidelity EM simulations, as well as implicit handling of design constraints using a penalty function approach. The assumed model management scheme is associated with the convergence status of the optimization process with the lowest fidelity model employed at the early stages of the algorithm run and the discretization density of the structure gradually increased to reach the high-fidelity level towards the end of the run. This allows us to achieve a considerable computational speedup without compromising the reliability. Our methodology is demonstrated using two broadband microstrip antennas. The obtained CPU savings exceed seventy percent as compared to the reference procedure involving high-fidelity model only.
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1. Introduction

Contemporary antenna systems are designed to work in demanding environments, and to meet rigorous performance criteria dictated by the needs of specific applications [1–3]. The requirements are normally concerned with both electrical and field antenna characteristics (reflection response [4], gain [5], radiation pattern [6]) and may call for the implementation of additional functionalities, e.g., multi-band operation [7], or circular polarization (CP) [8]. In the case of many emerging areas such as the Internet of Things (IoT) [9], fifth generation wireless communications (5G) [10], wearable or implantable devices [11], medical imaging [12], or wireless sensing [13,14], an additional prerequisite is a compact size. This complicates the design process because reducing physical dimensions has a detrimental effect on antenna characteristics, especially the impedance bandwidth [15], efficiency [16], pattern stability [17], or axial ratio bandwidth in the case of CP structures. Consequently, any practical design has to be a meticulously worked out compromise between the design objectives, including the miniaturization requirements.
Typically, a reduction of the antenna size is attempted at the stage of topology development, i.e., through the introduction of various geometrical alterations applied to the feeding structure [18], radiator [19], or the ground plane [20]. For example, in the case of broadband microstrip antennas, frequently implemented techniques include ground-plane slits [21], L-shape stubs [22], embedded cross slots [23], stepped-impedance feeding lines [24], or radiator slots [25]. Other methods are based on defected ground structures (DSG) [26,27], utilization of dedicated shapes of the radiating elements [28], incorporation of shorting pins between the radiator and the ground plane [29], as well as using dielectric resonators [30]. Regardless of the particular technique employed to achieve a compact structure, the antenna geometry parameters have to be carefully tuned to ensure satisfactory levels of all relevant performance figures. Given the topological complexity of miniaturized antennas, traditional tuning methods, largely based on parametric studies, are of questionable efficacy. As a matter of fact, the only adequate approach is rigorous numerical optimization [31,32]. Notwithstanding, optimization of compact structures is a challenging task. On the one hand, reliable evaluation of antenna characteristics requires full-wave electromagnetic (EM) analysis, which is computationally expensive. On the other hand, miniaturized devices are often described by a large number of parameters being a consequence of the aforementioned topological alterations [18–30]. Furthermore, reduction of the antenna size is a constrained problem. As the constraints (e.g., ensuring at least $-10$ dB reflection level over the assumed operating bandwidth) are costly to evaluate, and the minimum-size designs are allocated at the boundary of the feasible region, the optimization problem becomes numerically demanding. These difficulties are further aggravated by the numerical noise inherent to EM simulation outputs.

The issues outlined in the previous paragraph make the development of efficient size-reduction-oriented optimization techniques a practical necessity. In many cases [33,34], miniaturization is achieved at the stage of antenna topology development, and further parameter tuning mainly aims at meeting the goals concerning the electrical/field performance figures. However, explicit size reduction, with minimization of the antenna footprint being the primary goal, is more efficient in most cases [35]. When doing so, implicit treatment of design constraints (e.g., using a penalty functions approach [34]) is a convenient strategy. In this context, several attempts have been made to facilitate the exploration of the feasible region boundary [35–37], which is an important aspect of the miniaturization process because many constraints are active at the minimum-size design [35]. Regardless of these advancements, high cost of the optimization process remains the major bottleneck of EM-driven antenna optimization, including miniaturization-oriented schemes. It may be an issue even for local search routines (gradient-based [38], or derivative free [39]), let alone global procedures, especially when using population-based nature-inspired methods [40–44]. The literature offers a number of techniques developed to improve the computational efficiency of the optimization processes. These include utilization of adjoint sensitivities [45,46], sparse sensitivity updates [47,48], as well as a growing class of surrogate-assisted frameworks [49]. The latter can employ either physics-based [50] or approximation (data-driven) surrogates [51]. Physics-based models incorporate the problem-specific knowledge encoded into the underlying low-fidelity representation of the antenna at hand. Upon suitable correction, the low-fidelity model can be used as a reliable prediction tool guiding the search process towards the optimum design. The popular procedures capitalizing on this concept include space mapping [52], cognition-driven design [53], response correction [54,55], or feature-based optimization [56]. The downside of physics-based surrogates is a relatively high cost of evaluating the low-fidelity model, which—in the case of antennas—is typically based on coarse-discretization EM simulations [57]. Approximation surrogates are considerably more popular due to their versatility, easy handling, as well as lower evaluation cost. There is an abundance of practical techniques available, including kriging [58], radial basis functions [59], neural networks [60], polynomial chaos expansion [61], or support vector regression [62]. Data-driven models can either entirely replace EM simulations [63], or be iteratively refined in the course of the
optimization process using sequential sampling methods [64]. Unfortunately, this class of models also suffers from certain deficiencies, especially in the context of antenna design, primarily related to the curse of dimensionality [65], but also high nonlinearity of antenna responses which are challenging to model.

When it comes to size reduction, the major role is played by local algorithms, which is because the early stages of antenna development typically yield reasonable initial designs, and global search is most often unnecessary. Available methods of expediting gradient-based procedures such as adjoint sensitivities [66], or sparse sensitivity updates [67], have been outlined before. The latter group is more generic because of not being intrusive (from the perspective of the EM simulation software); specific acceleration mechanisms such as adaptive Broyden updates [47] or Jacobian change tracking [48], offer computational savings of up to sixty percent as compared to the conventional methods with minor degradation of the design quality [47,67]. Variable-fidelity techniques with a notable example of space mapping [49], or response correction routines [68], can be even more efficient; however, the management of model fidelity is far from trivial [69].

This paper proposes an algorithmic framework for reduced-cost size reduction of antenna structures. Our approach involves multi-fidelity EM simulation models incorporated into a trust-region gradient-based procedure, as well as an appropriate formulation of the design task that allows for efficient handling of design constraints while explicitly targeting miniaturization of the antenna footprint. The computational model fidelity is governed by the convergence status of the algorithm, with the lowest usable discretization density utilized in the early stages, and the high-fidelity representation employed towards the end of the process. This ensures considerable computational savings while retaining acceptable reliability of the process. Furthermore, there is no need for sophisticated model management procedures. For demonstration purposes, the presented framework is applied to size reduction of two broadband antennas, and benchmarked against the reference trust-region algorithm. The obtained reduction of the computational cost is almost eighty percent without quality degradation.

2. Optimization-Based Antenna Miniaturization with Multi-Fidelity Simulations

This section introduces the proposed multi-fidelity framework for optimization-based miniaturization of antenna structures. We start by formulating the size-reduction problem as a constrained optimization task (Section 2.1), followed by a brief description of the trust-region gradient-based algorithm utilized as the main optimization engine (Section 2.2). Multi-fidelity models in the context of design optimization are discussed in Section 2.3. Section 2.4 provides the details concerning our multi-fidelity optimization procedure.

2.1. Optimization-Based Size Reduction. Problem Formulation

As explained in the introduction, numerical optimization has become ubiquitous in the development of antenna structures, especially in the later stages of the design process that require meticulous adjustment of geometry parameters. The latter is instrumental in boosting the performance figures as much as possible in order to meet the specifications imposed thereon. One of such objectives is a reduction of the antenna size, which is a prerequisite in many modern applications, e.g., wireless sensing, 5G communications, or IoT, to name just a few. In general, finding a minimum-size design is a multi-criterial problem because—apart from antenna dimensions—one has to account for performance requirements imposed on the impedance bandwidth, and, perhaps, other responses (axial ratio bandwidth, gain variability, etc.).

For the purpose of this work, we consider size reduction from the perspective of single-objective design, where all other requirements are handled by means of appropriately defined constraints. By denoting the vector of adjustable antenna parameters as \( x \), the optimization problem can be formulated as:

\[
x^* = \arg\min_x U(x)
\]
subject to \( g_k(x) \leq 0, k = 1, \ldots, n_g \), and \( h_k(x) = 0, k = 1, \ldots, n_h \) (inequality and equality constraints, respectively). The objective (or merit) function \( U \) quantifies the quality of the design. Because we are concerned with antenna miniaturization, the fundamental form of \( U \) will be \( U(x) = A(x) \), where \( A \) is the footprint area of the structure (in the case of microstrip antennas) or any other relevant measure of the antenna size (e.g., the volume for DRA devices).

In antenna design, the constraints are typically in the form of the acceptance thresholds for specific responses. The requirements imposed on antenna characteristics can be categorized as expensive ones, because their evaluation requires EM analysis. In this case, it is more convenient to handle them implicitly, using a penalty function approach \([70]\), i.e., through an appropriate modification of the cost function \( U \), where the primary objective is supplemented by additional terms that quantify possible constraint violations. Consequently, the design problem is reformulated into:

\[
x^* = \arg \min_x U_p(x)
\]  

(2)

where the function \( U_p \) is of the form:

\[
U_p(x) = U(x) + \sum_{k=1}^{n_g+n_h} \beta_k c_k(x)
\]  

(3)

The penalty functions \( c_k(x) \) measure violations of the respective requirements; \( \beta_k \) are the penalty coefficients. For the sake of clarify, below, we provide a few examples of constrains and the corresponding penalty functions:

- Ensuring that the antenna reflection \( S_{11}(x,f) \) does not exceed \(-10 \, \text{dB} \) within the operating frequency range \( F \), i.e., \(|S_{11}(x,f)| \leq -10 \, \text{dB} \) for \( f \in F \). The penalty function can be of a form \( c(x) = \left[ (\max|S(x)| + 10,0) / 10 \right]^2 \), where \( S(x) = \max[f \in F : |S_{11}(x,f)|] \). Here, the utilization of the second power ensures smoothness of \( U_p \) at the feasible region boundary. The latter is important as most constraints are active at the optimum design. In general, adjusting the power factor allows for controlling the constraint ‘hardness’; the second power provides a certain leeway for small violations.

- Ensuring that the axial ratio \( AR(x,f) \) of a CP antenna does not exceed \( 3 \, \text{dB} \) within the operating range \( F \), i.e., \( AR(x,f) \leq 3 \, \text{dB} \) for \( f \in F \). The penalty function can be of a form \( c(x) = \left[ (\max|A_R(x)| - 3,0) / 3 \right]^2 \), where \( A_R(x) = \max[f \in F : AR(x,f)] \).

Ensuring that variability of realized gain \( G(x,f) \) does not exceed \( 2 \, \text{dB} \) within the frequency range of interest \( F \), i.e., \( \Delta G(x,f) \leq 2 \, \text{dB} \) for \( f \in F \). In this case, we would have \( c(x) = \left[ (\max|G(x)| - 3,0) / 3 \right]^2 \), where \( G(x) = \max[f \in F : \Delta G(x,f)] \).

2.2. Reference Algorithm: Trust-Region Gradient-Based Procedure

The core procedure for a multi-fidelity size reduction procedure presented in this paper is the standard trust-region (TR) algorithm \([71]\). Its formulation is briefly recalled below. It will also be used in Section 3 as a benchmark with respect to which we determine the computational savings obtained by our method.

The TR algorithm is an iterative procedure that solves the task (2) by generating a sequence of approximations \( x^{(i)} \), \( i = 0, 1, \ldots \), to \( x^* \) (\( x^{(0)} \) being the initial design). These are obtained by constrained optimization carried out at the level of a local model \( U_L^{(i)} \) of the relevant antenna responses, typically the first-order Taylor expansions established at the current design \( x^{(i)} \). For a reflection response, we have

\[
S_L^{(i)}(x,f) = S_{11}(x^{(i)},f) + G_S(x^{(i)},f) \cdot (x - x^{(i)})
\]  

(4)

In (4), the symbol \( G_S(x^{(i)},f) \) stands for the gradient of antenna reflection characteristic at the design \( x^{(i)} \) and frequency \( f \). Because our primary objective is size reduction, it is not necessary to use any approximation to represent the footprint area \( A(x) \), which can be directly calculated from the parameter vector \( x \). However, when evaluating the constraints,
the linear model $U_L^{(i)}$ is employed instead of the corresponding characteristic (e.g., with $S_L^{(i)}(x)$ replacing $S_{11}$, and, similarly, for other types of responses, such as gain or axial ratio).

The iteration point $x^{(i+1)}$ is obtained as:

$$x^{(i+1)} = \arg \min_{x; -d^{(i)} \leq x - x^{(i)} \leq d^{(i)}} U_L^{(i)}(x)$$

(5)

Note that the optimization process (5) is conducted within an interval $x^{(i)} - d^{(i)} \leq x \leq x^{(i)} + d^{(i)}$ (inequalities are understood component-wise), which serves as the trust region. The TR size vector is proportional to the parameter ranges to avoid variable scaling [47]. The new point $x^{(i+1)}$ is accepted if and only if $U_P(x^{(i+1)}) < U_P(x^{(i)})$, i.e., the improvement of the objective function is observed. Otherwise, the vector $d^{(i)}$ is reduced [48], and the iteration is restarted from $x^{(i)}$. Reliable predictions, i.e., with high values of the gain ratio $(U_P(x^{(i+1)}) - U_P(x^{(i)}))/(U_L^{(i)}(x^{(i+1)}) - U_L^{(i)}(x^{(i)})) > 0.75$ lead to the increase of the size vector [48]. The gradients of antenna responses are estimated using finite differentiation. For $n$ adjustable parameters, this entails $n$ additional EM evaluations of the structure per iteration.

2.3. Multi-Fidelity Simulation Models

In this work, we aim at accelerating the EM-driven size reduction process of antennas by employing multi-fidelity simulation models. Although variable-fidelity methods have been around for about two decades or so, they were mostly restricted to two model resolutions, conventionally referred to as coarse (or low-fidelity) and fine (or high-fidelity). In some areas, especially microwave engineering, lower fidelity models are often implemented using circuit theory (equivalent networks [52]), whereas in the realm of antenna design, these are typically coarse-discretization EM simulations [50]. More information about possible categories of coarse models can be found in [54]. A typical arrangement is to use an appropriately corrected coarse model as a (usually local) replacement of the high-fidelity simulation (e.g., space mapping [49], manifold mapping [72]). Other options include machine learning methods with the lower fidelity model involved in the initial parameter space exploration [73], or two-level surrogate modelling approaches (co-kriging [74], two-stage Gaussian process regression [75]). A common inconvenience is that the low-fidelity model setup (its resolution versus evaluation time) may be critical to the performance of whatever algorithm it is applied in [70].

As opposed to what was outlined above, here, the goal is to utilize and control the entire range of EM models of different fidelities using an appropriate model management scheme. Consider Figure 1 showing an example of a compact monopole antenna as well as several of its reflection responses corresponding to different discretization densities of the structure parameterized by means of LPW (lines per wavelength), which is a standard way of controlling the mesh density in CST Microwave Studio. The evaluation accuracy can be traded off for a shorter simulation time. Beyond a certain limit, the model is no longer usable because its reliability becomes questionable. Also, lowering the model fidelity increases the level of numerical noise, which makes sensitivity estimation by means of finite differentiation prone to errors.
Through investigating the data shown in Figure 1, a designer can establish two boundary discretization levels, one corresponding to the lowest LPW that is of practical utility (marked as $L_{\min}$), and another one for the high-fidelity model (marked as $L_{\max}$). The latter corresponds to the level of accuracy that is considered sufficient for design purposes. The algorithm proposed in this work employs the simulation models within the entire range of discretization densities $L_{\min} \leq L \leq L_{\max}$. The model management strategy is developed by taking into account several assumptions that aim at improving the computational efficiency of the optimization process while maintaining reliability.

2.4. Model Management Scheme

Our goal is to incorporate multi-fidelity simulation models into the trust-region algorithm of Section 2.2, utilized as the core optimization procedure, with the intention of achieving computational benefits, and to maintain the reliability of the design process. Section 2.3 explained the procedure of determining the range of discretization levels $L$ for the considered antenna structure, starting from the lowest usable resolution $L_{\min}$ to the high-fidelity representation $L_{\max}$. The model management strategy is developed by taking into account the following factors:

- To enable a reduction of the computational cost of the algorithm, the optimization process should be initiated with the lowest-fidelity model;
- To ensure reliability of the process, the final stages of the algorithm should involve the high-fidelity model;
- The transition towards higher-fidelity models should be gradual and governed by the reliable factors that determine the optimization status, in particular the expected distance from the optimum. Here, we use the convergence status, measured by the
distance between two subsequent iteration points $|x^{(i+1)} - x^{(i)}|$ (convergence in argument), but also the improvement of the objective function value $U_p(x^{(i+1)}) - U_p(x^{(i)})$; reduction of both indicates that the optimization process is getting closer to termination;

- In order to facilitate the stability of the optimization process, the transition between the models of various fidelities should be possibly smooth with respect to the factors mentioned above.

The termination criterion for the algorithm is based on the logical alternative of the conditions $|x^{(i+1)} - x^{(i)}| < \varepsilon_x$ (convergence in argument), $|d^{(i)}| < \varepsilon_d$ (reduction of the trust region), or $|U_p(x^{(i+1)}) - U_p(x^{(i)})| < \varepsilon_U$ (convergence in objective function value) with user-defined thresholds $\varepsilon_x$ and $\varepsilon_U$ (both set to $10^{-5}$ in the numerical experiments of Section 3). Our management scheme is based on an auxiliary parameter:

$$Q^{(i)}(\varepsilon_x, \varepsilon_U) = \max \left\{ \frac{\varepsilon_x}{|x^{(i+1)} - x^{(i)}|}, \frac{\varepsilon_U}{|U_p(x^{(i+1)}) - U_p(x^{(i)})|} \right\}$$  \hspace{1cm} (6)

which is used to adjust the discretization density parameter $L^{(i)}$ at the $i$-th iteration of the optimization algorithm according to the formula:

$$L^{(i+1)} = \begin{cases} L_{\text{min}} & \text{if } Q^{(i)}(\varepsilon_x, \varepsilon_U) \leq M \\ \max \left\{ L^{(i)}, L_{\text{min}} + (L_{\text{max}} - L_{\text{min}}) \left[ Q^{(i)}(\varepsilon_x, \varepsilon_U) - M \right]^{\frac{1}{\alpha}} \right\} & \text{otherwise} \end{cases} \hspace{1cm} (7)$$

It can be observed that (7) enforces monotonicity of the model discretization density as a function of the iteration index. The coefficient $M$ (set to $10^{-2}$ in Section 3) is used to decide how far from the algorithm convergence we intend to initiate the process of increasing the model fidelity, whereas $\alpha$ (set to 3 in Section 3) determines the shape of the discretization profile. For the listed values, the parameter $L$ begins to grow when the $Q^{(i)}$ is two decades away from convergence; also the initial increase is relatively fast. Having in mind the typical dependence between $L$ and the evaluation time, this sort of setup leads to accuracy improvements without significant CPU costs. The discretization level profiles for selected values of the control parameter $\alpha$ have been shown in Figure 2.

![Figure 2](image-url)  

*Figure 2.* Illustration of discretization level profiles generated by Equation (7), parameterized by the control parameter $\alpha$. For demonstration purposes, the following setup was used: $L_{\text{min}} = 10$, $L_{\text{max}} = 25$, and $M = 10^{-2}$.

A potential deficiency of the scheme (7) is that $L^{(i)}$ may never actually reach $L_{\text{max}}$. A possible scenario is when some of algorithm iterations are unsuccessful and the algorithm terminates upon one or more consecutive reductions of the trust region size vector $d$. 
Having this in mind, an additional procedure is implemented, which enforces utilization of the high-fidelity model at the last stage of the optimization process (in case it has not been already employed). Upon algorithm termination, the following operation is performed:

\[
\text{IF } L^{(i)} < L_{\text{max}} \text{ THEN } L^{(i+1)} = L_{\text{max}} \text{ AND } d^{(i+1)} = M_d d^{(i)} \quad \frac{\varepsilon_x}{\|d^{(i)}\|} \quad \text{(8)}
\]

where the multiplication factor \(M_d\) (set to 10 in Section 3) is introduced to create a room for design improvement upon switching to \(L_{\text{max}}\). If (8) is executed, the termination condition is bypassed, and additional iterations may be carried out with \(L = L_{\text{max}}\). As mentioned before, this is only activated if \(L\) was below \(L_{\text{max}}\) during the normal algorithm run.

The final acceleration mechanism is to evaluate the antenna response gradients at the lower-fidelity level than the antenna response itself. When operating with the discretization level \(L^{(i)}\), the sensitivities are estimated by finite differentiation at the level:

\[
L_{\text{FD}} = \max \left\{ L_{\min}, \lambda L^{(i)} \right\} \quad \text{(9)}
\]

with \(0 \leq \lambda \leq 1\) (another control parameter, set to \(\lambda = 2/3\) in Section 3). This mechanism capitalizes on the observation that despite of certain misalignment of the models of different fidelities, their correlation (i.e., responses change in a similar manner upon corresponding alterations of geometry parameters) is normally well preserved. This is sufficient to yield a reliable representation of the gradients, provided that the coefficient \(\lambda\) is not excessively small.

2.5. Optimization Algorithm

The proposed multi-fidelity optimization algorithm combines the TR procedure outlined in Section 2.2, and the model management strategy described in Section 2.4. The control parameters were mentioned before but they are gathered again below for the sake of the reader’s convenience:

- \(\varepsilon_x, \varepsilon_U\) — algorithm termination thresholds, decided upon based on the required resolution of the optimization procedure (Section 2.4);
- \(M\) — threshold for initiating discretization level increase (Section 2.4);
- \(\alpha\) — shape parameter of the discretization level profile (Section 2.4);
- \(\lambda\) — parameter for setting discretization level \(L_{\text{FD}}\) for sensitivity estimation, cf. (10);
- \(M_d\) — trust-region size multiplication factor (cf. (8)).

The lowest and the highest fidelity levels \(L_{\min}\) and \(L_{\max}\) (cf. Section 2.3) are determined through the grid convergence study. In particular, \(L_{\max}\) is usually established as the discretization level the increase of which does not lead to meaningful changes of the antenna characteristics, whereas \(L_{\min}\) corresponds to the coarsest discretization for which the simulated responses still properly account for the relevant features (e.g., resonances, etc.).

Figure 3 summarizes the operation of the algorithm in the form of a pseudocode. Therein, the relevant antenna characteristics are represented as \(R(x)\); the symbol \(J_R(x)\) stand for the response sensitivity matrix, both at the design \(x\). The initial design is denoted as \(x^{(0)}\). Figure 4 shows the flow diagram of the algorithm.
1. Set the iteration counter $i = 0$, and $L(i) = L_{\text{min}}$;
2. Evaluate antenna response $R(x(i))$ at the discretization level $L(i)$;
3. Evaluate antenna sensitivities $J_R(x(i))$ at the discretization level $L_{FD}$ (cf. (9));
4. Construct a linear model $L(i) = R(x(i)) + J_R(x(i)) \cdot (x - x(i))$;
5. Obtain the design $x(i+1)$ by solving (5);
6. Evaluate antenna response $R(x(i+1))$ at the discretization level $L(i)$;
7. Update trust-region size vector $d(i)$ [58];
8. if $U_P(x(i+1)) < U_P(x(i))$
   Compute $L(i+1)$ using (7);
   Set $i = i + 1$;
 end
9. if $\|x(i+1) - x(i)\| < \varepsilon_x$ OR $\|d(i)\| < \varepsilon$ OR $U_P(x(i+1)) - U_P(x(i)) | < \varepsilon_U$
   if $L(i) < L_{\text{max}}$
     Set $L(i) = L_{\text{max}}$ and modify $d(i)$ according to (8); go to 3;
   else
     Go to 10;
   end
 else
   Go to 3;
 end
10. END.

Figure 3. EM-driven size reduction using multi-fidelity simulations: operational flow. In the presented pseudocode, the relevant antenna responses (EM-simulated at the design $x$) are denoted as $R(x)$; $J_R(x)$ stand for the sensitivity matrix, also at the design $x$. 
Initial design $x^0$;
Discretization levels $L_{\text{min}}, L_{\text{max}}$

Set $i = 0$; $L^{(i)} = L_{\text{min}}$
Simulate antenna response $R(x^{(i)})$
Calculate sensitivity matrix $J_x(x^{(i)})$
Build linear approximation model
$L^{(i)}(x) = R(x^{(i)}) + J_x(x^{(i)}) \cdot (x - x^{(i)})$
Find next approximation to $x^*$
$x^{(i+1)} = \arg\min_{x \in \mathbb{R}^n, d^{(i)}, U_{L}^{(i)}} U_L(x)$
Simulate antenna response $R(x^{(i+1)})$
Adjust TR size vector $d^{(i)}$

Set $i = i + 1$

Evaluate $L^{(i+1)}$ using (7)

Termination condition?
Yes

Set $L^{(i)} = L_{\text{max}}$; update $d^{(i)}$ (cf. (8))

Yes

$U_{L}(x^{(i+1)}) < U_{L}(x^{(i)})$?
No

No

Figure 4. EM-driven size-reduction using multi-fidelity simulations: flow diagram.
3. Demonstration Case Studies and Benchmarking

In this section, the multi-fidelity optimization framework described in Section 2 is validated using two examples of miniaturized broadband microstrip antennas. In both cases, the objective is to reduce the antenna footprint while maintaining a sufficient reflection level across the operating band of the structure. The main goal of the numerical experiments is to identify possible computational savings with respect to the conventional trust-region algorithm (cf. Section 2.2), as well as to verify whether the improved efficiency is associated with design quality degradation. The experimental validation of the designs of the presented benchmark antennas has not been provided as they are not entirely relevant to the topic of the paper. Furthermore, all of the considered structures have been already validated not only in the respective source papers [77,78], but also in the papers regarding their numerical optimization (e.g., [47,76]). Thus, the results provided in the manuscript are sufficient to substantiate the inferred conclusions, especially given the scope of this work, which, is the development of a novel optimization framework rather than novel antenna structures.

3.1. Benchmark Antennas

Consider the ultra-wideband microstrip monopole antennas shown in Figure 5. Relevant information concerning both structures have been gathered in Table 1. The computational models are implemented in CST Microwave Studio and evaluated using the time-domain solver. The models incorporate the SMA connectors.

![Figure 5. Benchmark monopole antennas: (a) Antenna I, (b) Antenna II. The feeding line and the radiator marked using the dark gray shade; ground plane marked using light gray shade.](image)

| Antenna | Substrate | Designable Parameters (mm) | Other Parameters (mm) |
|---------|-----------|---------------------------|-----------------------|
| I [77]  | RF-35 ($\epsilon_r = 3.5, h = 0.762$ mm) | $x = [l_0 \ g \ a \ l_1 \ b \ w_1 \ o]^T$ | $w_0 = 2a + a, w_f = 1.7$ |
| II [78] | FR4 ($\epsilon_r = 4.3, h = 1.55$ mm) | $x = [L_0 \ L_0 \ L_s \ W_s \ a \ dL \ bL \ dW \ dW \ a b]^T$ | $W_0 = 3.0$ |

Information about the considered ranges of structure discretization densities parameterized by the lines-per-wavelength (LPW) can be found in Table 2, which specifies the lowest value $L_{\text{min}}$, as well as the value $L_{\text{max}}$ corresponding to the high-fidelity model (cf. Section 2.3). The table also provides the simulation times at both $L_{\text{min}}$ and $L_{\text{max}}$. Observe, that the simulation times reported in Table 2 were provided merely in order to
provide information on the time evaluation ratio between the high-fidelity model and the lowest-fidelity one, which is important from the point of view of the expected speedup.

Table 2. Benchmark Monopole Antennas: Discretization Density Ranges and Simulation Times.

| Antenna | Lowest-Fidelity Model | High-Fidelity Model |
|---------|-----------------------|---------------------|
|         | \( L_{\text{min}} \) | Simulation Time [s] | \( L_{\text{max}} \) | Simulation Time [s] |
| I       | 10                    | 42                  | 21                  | 150                 |
| II      | 10                    | 46                  | 20                  | 265                 |

A graphical illustration of the dependence between LPW and the simulation time can be found in Figure 6. The time evaluation ratio between the structure discretized at \( L_{\text{max}} \) (high-fidelity model) and \( L_{\text{min}} \) (lowest fidelity model) is slightly less than four for Antenna I, and almost six for Antenna II. This indicates that the proposed optimization framework may indeed enable considerable CPU savings, as most of the operations are carried out at the lower-fidelity simulation levels. Both antenna structures are to operate in UWB frequency range from 3.1 GHz to 10.6 GHz. The primary objective is a reduction of the antenna footprint \( A(x) \), defined as the area of the dielectric substrate. Miniaturization is subject to a reflection constraint \( |S_{11}(x,f)| \leq -10 \text{ dB} \), and the objective function is defined as in (3), using the penalty function approach.

3.2. Experimental Setup

For the purpose of validating the proposed multi-fidelity algorithm, the benchmark antennas were optimized ten times starting from random initial designs. The reason is to account for a multimodality of the considered structures. Miniaturized antennas normally feature a certain redundancy of parameters due to the topological alterations introduced as a way of achieving more compact geometries. This normally leads to complex relationships between the adjustable parameters of the antenna and its characteristics. One of the results is the presence of multiple local optima. Because the considered routines (both the reference and the proposed procedure) are local, statistical investigations are necessary to obtain a meaningful evaluation of the algorithm performance. In particular, we compare the average performance as well as analyze the statistical indicators of the repeatability of solutions as described below. The following three criteria are considered:

- Computational cost of the optimization process expressed in terms of the equivalent number of high-fidelity EM simulations of the antenna structure at hand; in the case of multi-fidelity algorithm, the simulation times of the model at a given level of fidelity...
are recalculated into the equivalent number of high-fidelity analyzes using the curves presented in Figure 6;

- Design quality measures as the average antenna footprint at the optimized design;
- Repeatability of results measures by means of the standard deviation of the obtained antenna footprint area. Clearly, the standard deviation will be positive even for the reference algorithm due to the aforementioned multimodality; consequently, the potential quality degradation should be considered as compared to the respective figures for the reference algorithm rather than to the zero value.

The values of the control parameters of the algorithm to be used in our experiments have been mentioned before but they are gathered again here for the convenience of the reader: $M = 10^{-2}$ (threshold to enable the discretization level increase; cf. Section 2.4), $\alpha = 3$ (control parameter for discretization level profile; cf. Section 2.4), $\lambda = 2/3$ (control parameter for setting discretization level $L_{FD}$ for finite differentiation; cf. (10), $M_d = 10$ (multiplication factor for increasing TR size in (8)). The termination thresholds are fixed at $\epsilon_x = \epsilon_U = 10^{-3}$ (cf. Section 2.4) and kept the same for the proposed algorithm and the benchmark.

3.3. Results and Discussion

The optimization results obtained by means of the proposed and the reference algorithms have been gathered in Tables 3 and 4 for Antenna I and II, respectively. The tables indicate the optimization cost expressed in terms of the equivalent number of high-fidelity antenna simulations, and averaged over ten independent runs, the computational savings achieved with the multi-fidelity algorithm (versus the reference), as well the aforementioned quality indicators. These include the average antenna footprint, the quality degradation w.r.t. to the reference, as well as the standard deviation of the antenna footprint (as the repeatability indicator). It should be reiterated that the running cost of the multi-fidelity algorithm is calculated based on the time evaluation curves of Figure 6. Figure 7 illustrates the antenna responses at the initial and optimized designs for the representative algorithm runs. It can be observed that the maximum in-band reflection at the optimum design is close to the acceptance threshold of $-10$ dB. On the one hand, it indicates that the assumed constraint handling approach works as expected. Slight violations are due to the fact that penalty function approach turns the constraint into the soft one, cf. Section 2.1. On the other hand, it corroborates the expectation that the reflection constraint is active at the optimum, i.e., further reduction of the antenna footprint in the vicinity of the optimum design would lead to constraint violation.

Table 3. Numerical Results for Antenna I.

| Algorithm                        | Performance Figure         |
|---------------------------------|----------------------------|
|                                 | Cost $^1$ | Cost Savings $^2$ | Footprint Area $A$ (mm$^2$) $^3$ | $\Delta A$ (mm$^2$) $^4$ | Std$(A)$ (mm$^2$) $^5$ |
| Conventional TR search          | 106.8     | -               | 308.2                              | -                         | 37.2                      |
| Multi-fidelity (this work)      | 34.7      | 67.5%           | 310.5                              | 2.3                       | 41.3                      |

$^1$ Number of equivalent high-fidelity EM simulations averaged over 10 algorithm runs. $^2$ Relative computational savings in percent w.r.t. the reference algorithm. $^3$ Obtained footprint area, averaged over 10 algorithm runs. $^4$ Increase of the footprint area w.r.t. the reference algorithm, averaged over 10 algorithm runs. $^5$ Standard deviation of the footprint area across the set of 10 algorithm runs.
Based on the result analysis, one can conclude that the multi-fidelity algorithm enables significant computational savings, which are as high as 68 percent for Antenna I and 76 percent for Antenna II. In other words, the involvement of multi-fidelity simulations in the form proposed in this work speeds up the optimization process almost four times on the average.

At the same time, there is only slight, almost negligible, quality degradation for Antenna I, and quality improvement for Antenna II. Given very small differences of about three square millimeters, which is less than two percent of the average antenna footprint area, we can conclude that design quality is the same for both algorithms. The same can be said about the repeatability of results as the standard deviations are at similar levels for both algorithms. It can be noticed that the standard deviation is higher for Antenna I, which is mainly contributed by a poor quality of a typical initial design (in terms of exhibiting a high level of in-band reflection), which makes the optimization problem more challenging: at the initial stages of the algorithm run, the main effort is put in relocating the design into the feasible region of the parameter space.

Figure 8 shows the convergence plots and the changes of antenna discretization density parameter for the typical algorithm runs for both considered antennas. It can be observed that the first few iterations are executed with the lowest fidelity. The discretization density starts increasing as soon as the convergence factor $Q^{(i)}(\varepsilon_{T}, \varepsilon_{U})$ falls below $M = 10^{-2}$ (cf. (6)), and is gradually increased afterwards. This allows for covering most of the distance from the starting point to the close vicinity of the optimum using the least expensive computational model and, hence, obtain considerable computational benefits.
Finally, it should be mentioned that the optimization algorithm presented in this work uses the same sensitivity updating scheme as the reference algorithm, i.e., full finite differentiation in each of the algorithm iteration. This leaves room for further improvements by incorporating some of the recent acceleration mechanisms in the form of sparse Jacobian updates as proposed in [47] or [48].

4. Conclusions

In the paper, a novel procedure for EM-driven miniaturization of antenna structures has been proposed. Our methodology incorporates multi-fidelity simulation models into the trust-region gradient search algorithm. The optimization task is formulated as explicit size reduction problem with implicit handling of design constraints using the penalty function approach. The model management scheme developed to control the antenna discretization density is based on the convergence status of the optimization process with the lowest fidelity (and the cheapest) model employed in the initial stages, and the model resolution gradually increased toward the conclusion of the algorithm run. The high-fidelity model is only used at the final stages. The proposed strategy enables a considerable speedup in comparison to the reference optimization procedure. The computational benefits are achieved without noticeable quality degradation. Numerical verification has been carried out using two broadband microstrip antennas optimized for minimum size, with the constraint imposed on the reflection characteristics. Statistical analysis of the results obtained for ten independent runs starting from random initial designs indicates that the average computational savings exceed seventy percent, and repeatability of solutions is as good as for the algorithm utilizing high-fidelity model only. The presented framework constitutes an attractive alternative to conventional method of optimization-based size reduction. It is generic and straightforward to apply as it does not involve any sophisticated methods for low-fidelity model correction. The future developments of this approach will aim at further improvement of computational efficiency by incorporating acceleration mechanisms at the stage of sensitivity updates.
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