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Abstract

This paper presents a novel approach for the statistical monitoring of online social networks where the edges represent the count of communications between ties at each time stamp. Since the available methods in the literature are limited to the assumption that the set of all interacting individuals is fixed during the monitoring horizon and their corresponding attributes do not change over time, the proposed method tackles these limitations due to the properties of the random effect concepts. Applying appropriate parameters estimation technique involved in a likelihood ratio testing (LRT) approach considering two different statistics, the longitudinal network data are monitored. The performance of the proposed method is verified using numerical examples including simulation studies as well as an illustrative example.
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1. Introduction

The analysis of network data has been always of the interest of researchers since networks demonstrate a comprehensive image of complex systems. The initial studies such as those by Erdos and Renyi [1] incorporated probabilistic concepts to graph theory to analyze network data. Although such an approach was extended by other researchers such as Leskovec et al. [2], ignoring the dynamic property of network data necessitated more in-depth studies which are capable to analyze network streams over time.

The development and widespread of digital world and the occurrence of notable events such as 2012 Arab uprisings and the role of online social networks in those movements, made the dynamic network data analysis a hot topic for researchers (Tufekci and Wilson, [3]). The most crucial aims of these investigations were to detect abrupt changes of interactions among members known as anomalies as soon as possible, (Shetty and Adibi [4]).
The surveillance of online networks has led to introduction of methods for tracing central actors in terrorist groups proposed by Kerbs [5]. Similarly, the detection of anomalies such as systematic cheating in online networks which is very crucial for monetary systems and the insurance industries showed the need to the studies like that of by Pandit et al. [6].

The literature review of anomaly detection proposed by Savage et al. [7] applies a categorization based on two criteria of whether the network under study is labeled or unlabeled and if the surveillance is conducted statically or dynamically. Far apart from studies dealing with static problems, the first criterion concentrates on the nodes of the networks to discriminate cases with known attributes of nodes (individuals) from those without node information, such as the studies of Cheng and Dickinson [8], McCulloh and Carely [9].

Although dynamism is evaluated as a crucial property of social network studies, more recent developments necessitate gaining an insight on the underlying structure of communication among members of the network, Miller et al. [10]. To this aim, it is always of the interest to find out how the similarities of pairs of individuals affect the pattern of their communications. For instance, the research by Bliss et al. [11] demonstrated how more accurate the link predictions would be by knowing the user’s attributes. Hence, it can be concluded that the further research opportunities in the field of social network analysis would likely need to prioritize dynamic labelled problems.

Woodall et al. [12] proposed a review paper for classifying the anomaly detection where the notable studies, which propose a certain approach, are reviewed briefly. For instance, the research conducted by Heard et al. [13] is introduced as an instance for applying Bayesian methods in social network analysis, and the scan statistic approach is discussed by referring to the works of Priebe et al. [14], Sparks [15], Neil [16], Marchetti [17]. The other approach that has been focused in the literature is the application of time series analysis for monitoring social networks such as the study presented by Pincombe [18]. The last category of researches noted by Woodall et al. [12], is a control chart design-based hypothesis testing where network measures are used as the statistics for the monitoring applying exponentially weighted moving average (EWMA) charts. The articles by McCulloh and Carley [19] and [20] are the well-known studies that can be categorized in this class.

The extension of the researches which used control charts can be found in the article of Azarnoush et al. [21]. The main draw backs which this study has addressed is that focusing
on graph measures does not necessarily lead to detecting structural anomalies. To overcome such a challenge, Azarnoush et al. [21] modelled the probability of communication of each pair of individuals in terms of a similarity vector which is derived from a predefined method of comparing the corresponding individuals of a certain pair. Then using generalized linear modelling (GLM) concepts and a LRT approach, LRT-based statistics are computed to be monitored. An important advantage of this method is focusing on the underlying structure of the network data which facilitates a general insight of how individuals are likely to connect each other based on their similarities of attributes. Such an approach has been extended by Farahani et al. [22] and Fotouhi et al. [23] focusing on Poisson distributed edge data instead of binary outcomes.

In the researches aforementioned, although significant progresses can be traced to propose more applicable models for real world networks, significant limitations still exist that should be accounted for. An important notion that has been ignored in the research by Azarnoush et al. [21], Farahani et al. [22] and Fotouhi et al. [23] is paying attention to the fact that dynamism of network data necessitates more in-depth longitudinal modelling investigations.

This fact has been recently stated by Reisi-Gharoei and Peynabar [24] for attributed social networks in which autocorrelations of data have been addressed for which Extended Kalman Filter (EKF) is used for parameters estimation.

Another review article that introduces the social monitoring researches is the work by Woodall et al. [25] which chiefly classifies statistical process monitoring approaches for detecting anomalies in social networks. Similarity Sengupta and Woodall [26] briefly review the statistical methods for computer and social networks.

Some other more recent papers include the study by Hazrati-Marangaloo and Noorossana [27] in which the probability of edge existence is monitored. In another study by Hosseini and Noorossana [28] the performance of EWMA and CUSUM control charts is evaluated for monitoring social networks. For dynamic networks, a method for detecting node propensity changes is investigated by Yu et al. [29]. Sparks [30] proposed a method for detecting periods of significant communication levels of targeted individuals. Spectral methods were also reviewed by Komolafe et al. [31] and Mazrae Farahani et al. [32] used root mean square error (RMSE) to improve the monitoring schemes for anomaly detection in social networks in terms of ARL criterion. Another interesting research by Fotuhi et al. [33] proposed a novel approach based on multiple correspondence analysis.
Nonetheless, the concepts of dynamism, randomness and correlations in social network studies need more investigations due to the assumptions that available methods are limited to.

One of these important limitations is that the available literature assumes that the whole set of interacting individuals (nodes) are known and fixed over time. For instance, consider the email communications of a company in which the set of nodes is known from the list of staffs who have been assigned an email address and the corresponding attributes of staffs can be easily accessible from the profile data. Moreover, the attributes of the individuals (nodes) such as gender, position in the company, nationality and etc. are chiefly fixed properties and do not change in time stamps. However, in many real-world social networks, individuals of the network may join or leave the networks easily so the set of nodes may vary in different time stamps. In addition, in many cases also the attributes of nodes may vary in different time stamps for instance, in a social network of online gamers, each actor might have different level of credit or rank at different time stamps.

Mogouie et al. [34] proposed a new approach for monitoring binary edge social networks considering random effects and Najafi and Saghaei [35] worked on monitoring financial networks based on the concepts introduced by Mogouie et al [34]. Noorossana et al. [36] also presented a review article on statistical monitoring methods for social networks.

Such cases are very common in real-world applications Another instance is an online auction in which members can join the site or leave it readily, leading to that the set of nodes and their corresponding attributes may change.

In this paper, based on the properties of random effects for modelling the network data, a statistical monitoring procedure is proposed for cases where the vectors of attributes ‘values of nodes’ vary over time. Since, the number of communications or the lengths of the messages sent and received between pairs is always of the interest in social network data analysis, Poisson distribution is considered for the data corresponding to ties. Hence, the modelling that is based on random effects is capable to work for monitoring the social network data when the set of nodes and their corresponding attributes may change.

In the proposed approach, consideration of random effects would enable the model to work with cases where the set of nodes and the corresponding attributes vary over time. In the next subsection, the modelling and parameters estimation of count data of communications are discussed. Figure 1, positions the proposed approach more clearly in the most recent literature.
This paper is organized as follows: In the second section the random effects concepts modelling for count data are introduced. In the third section the problem modelling and the parameter estimation method is discussed. The monitoring procedure and the related formulations are given in the fourth section and numerical examples including simulation studies as well as illustrative examples are discussed in the fifth section. The conclusions and recommendations for future researches are presented in the last section.

2. Random effects model

In most statistical analyses, there are cases where some variables have levels which have to be chosen randomly from a much larger set of levels (Myers et al. [37]). Moreover, it is common that data are collected from different clusters and it is known that the data corresponding to a certain cluster have more similar properties while their characteristics are different from the data of other clusters. The ignorant of such similarities of within cluster data and between cluster differences may lead to erroneous results (Agresti, [38]).

Random effects summarize the similarities of data within a cluster and while having the same value for a certain cluster, its’ value varies for other clusters. The sources of these variables are not necessarily known or controllable and are called random effects because they are randomly distributed over the selected levels.

For modelling a set of data clustered in the panels of \( j = 1, 2, 3, \ldots, m \), the \((n \times p)\) covariate matrix of \( X \) and the \( p \times 1 \) vector of coefficients denoted by \( \beta \), assuming the \( n \times 1 \) vector of model errors \( \varepsilon \), the fixed terms defining the \( n \times 1 \) response vector of \( y \) are built up. However, for incorporation of random effects to the model, the \((n \times qm)\) matrix of predictor variables \( Z \) multiplicated by the \((qm \times 1)\) vector of random effects denoted by \( \delta \) should be considered in the data structure. Note that \( q \) represents the number of random effects while each of them has \( m \) levels.

The notations introduced above are the elements that are needed for most random effect models, however suitable models should be applied due to the properties of data. While random effects models have been well studied for normal responses, their developments for non-normal outcomes have not been investigated extensively. A general representation of
generalized linear mixed models (GLMM) introduced by Agresti [38] is given in Equation (1) as follows:

\[ g(\mu_i) = X_i\beta + Z_i\delta_i, \]

where \( g(\cdot) \) is the link function and \( \delta_i \) denotes the random effect vector that follows a multivariate normal distribution \( N(0, \Sigma) \) where \( \Sigma \) is the variance-covariance matrix of the random effects.

Random effects incorporate in to the modelling of count data multiplicatively. Consider a model with the multiplicative random effect of \( \alpha_i \), then the conditional mean of the count data \( E[y_i | x_i, \alpha_i] \), can be modelled using Equation (2), (Cameron and Trivedi, [39]):

\[ E[y_i | x_i, \alpha_i] = \mu_i = \alpha_i \lambda_i \]
\[ = \alpha_i \exp(x_i'\beta). \]

Note that we are mostly interested in estimation of the coefficients parameters \( \beta \) for the aim of which the effect of \( \alpha_i \) should be eliminated. Note that \( \alpha_i \) are iid random variables. Although the random effects enter the model in Equation (1) multiplicatively, they can be still interpreted to be the cause of a shift in the intercept as shown in Equation (3),

\[ \mu_i = \alpha_i \exp(x_i'\beta) = \exp(\delta_i + x_i'\beta), \]

where \( \delta_i = \ln(\alpha_i) \). The notion that the random effects shift the intercept is related to the type of the link function of \( g(\mu_i) \), herein set as \( \exp \) function and it does not necessarily hold for all other types of link functions.

3. Problem modelling

In this section the problem modelling is discussed and the required formulations are given for network modelling and the corresponding model parameters estimation.

3.1. Network modelling

Consider a network graph of \( G(t) = \{ V(t), Y(t) \} \) at each time stamp \( t = 1, 2, \ldots, T \) where \( V(t) = \{ u_1, u_2, \ldots, u_T \} \) and \( Y(t) = \{ y_{12}(t), \ldots, y_{ij}(t), \ldots, y_{T-1,T} \} \) denote the sets of individuals in terms of vertices and the links in terms of ties, respectively. Since the problem under study
should be analyzed through an attributed network data, having collected the attributes of vertices for each pair of individuals $i$ and $j$ at time stamp $t$ the $p \times 1$ vector of similarities between these two individuals would be $\mathbf{x}_{ijp} = \{x_{ijp1}, x_{ijp2}, \ldots, x_{ijpp}\}$.

In this vector, $x_{ijp}$ for $p = 1, 2, 3, \ldots, p$ shows that how individuals $i$ and $j$ are similar to each other being compared considering the $p$th attribute at time stamp $t$. In social network data analysis, the common attributes of the interest are categories such as the sex, position, place or age and etc., and there should be reference criteria of how to compare individuals to determine $x_{ijp}$.

For instance, if the $p$th attribute is the gender, in case that individuals $i$ and $j$ are both the same sex, $x_{ijp} = 1$ else $0$.

In the available literature the proposed methods assume that the set of vertices does not change over time and accordingly the vectors of attributes are fixed. Moreover, the numerical examples that have been analyzed represent cases where the whole data set of individuals is available However, in real world applications mostly these assumptions do not necessarily hold. As it is shown in Figure 1, in many cases we may have access to only some of the randomly selected nodes and we have to analyse data based on the available set of vertices as shown with red dots in Figure 2.

Insert Figure 2 about here

### 3.2. Random effects count data modelling and parameters estimation

The very commonly applicable random effects model for count data is the Poisson random effects where $y_{kt}$ conditional on $\alpha_k$ and $\lambda_{kt}$ follows Poisson distribution by the parameter of $\mu_{kt} = \alpha_k \lambda_{kt}$. Note that the index of $k$ is equivalent to the $k$th pair of individuals. In other words, if there are $n$ individuals in a network, there would be $\binom{n}{2}$ pairs of individuals each denoted by a number from the index of $k$.

The longitudinal analysis of the Poisson distributed data considering random effects is based on the joint density of the $k$th pair for $t = 1, 2, \ldots, T$ time stamp as shown in Equation (4) as follows:
\[
\prod_i \left( \frac{\lambda_{ki}}{y_{ki}!} \right) \left( \sum \frac{\delta}{\lambda_{ki} + \delta} \right)^{y_{ki}} \left( \sum \frac{\Gamma(\sum y_{ki} + \delta)}{\Gamma(\delta)} \right)^{\sum y_{ki}}.
\]  

(4)

The regression analysis of random effects count data is under the influence of distribution of \( \alpha_k \), however, a suitable model for many applications such as social network data could be gamma \((\delta, \delta)\). In this case, the maximum likelihood estimation of \( \beta \) and \( \delta \) considering \( \lambda_{ki} = \exp(x_{ki}\beta) \) can be obtained from Equation (5) as

\[
\sum_{k=1}^{n} \sum_{i=1}^{T} x_{ki} (y_{ki} - \bar{y}_k + \frac{\delta}{T} \bar{y}_k + \frac{\delta}{T} = 0).
\]

(5)

where \( \bar{y}_k \) denotes the average of \( y_{ki} \) s. This estimation is based on the elimination of random effects and accordingly, \( \hat{\beta} \) is the main output of this procedure and the estimated values of \( \delta \) are not necessarily of the interest. In the next section, the monitoring procedure is explained in details.

4. Monitoring procedure

In this section, we propose a LRT based procedure to monitor the dynamic network considering static and dynamic reference sets approaches. The static reference addresses an approach in which the computation of the LRT statistic applies a fixed set of network data as the reference set \( R_0 \), while the dynamic one updates the reference set by substituting the data of the last time stamp with the first ones. Hence, the most recent data are used as a dynamic window reference set. For this purpose, the likelihood functions at each time stamp are computed as follows:

The parameters of the count model shown in Equation (3) lead to the log likelihood value of \( l_{R_0} \) represented in Equation (6),

\[
l_{R_0} = \log \left( \prod_{i=1}^{n} \prod_{j=1}^{T} \prod_{\alpha} \frac{\exp((x_{ij}\beta_{R_0} + \delta_{R_0,y}))}{y_{ij}!} \right)^{\alpha} \cdot \frac{\exp((-x_{ij}\beta_{R_0} + \delta_{R_0,y}))}{y_{ij}!}.
\]

(6)

At time stamp \( \tau \), the value of the log likelihood function is obtained using Equation (8) as follows:
\[ I_{R_1} = \log \left\{ \prod_{r \in R_1} \prod_{i=1}^\nu \prod_{j \neq i} \left\{ \exp(\langle \mathbf{x}_{ijr} \mathbf{\beta}_{R_1} + \delta_{ijr} \rangle) \right\} \cdot \left\{ \exp(-\langle \mathbf{x}_{ijr} \mathbf{\beta}_{R_1} + \delta_{ijr} \rangle) \right\} \right\} , \quad (7) \]

Similarly, \( R_1 = R_0 \cup \tau \), then \( I_{R_1} \) would be obtained using Equation (8).

\[ I_{R_1} = \log \left\{ \prod_{r \in R_1} \prod_{i=1}^\nu \prod_{j \neq i} \left\{ \exp(\langle \mathbf{x}_{ijr} \mathbf{\beta}_{R_1} + \delta_{ijr} \rangle) \right\} \cdot \left\{ \exp(-\langle \mathbf{x}_{ijr} \mathbf{\beta}_{R_1} + \delta_{ijr} \rangle) \right\} \right\} , \quad (8) \]

When the network is in-control, the model parameters of the network at time stamp \( \tau \) are not significantly different from that of from the reference set \( R_0 \) and the parameters can be considered as \( \mathbf{\beta}_0 \) for the whole time horizon of \( R_1 \). Hence, the in-control value of the log likelihood function can be formulated by using Equation (9),

\[ I_0 = \log \left\{ \prod_{r \in R_0} \prod_{i=1}^\nu \prod_{j \neq i} \left\{ \exp(\langle \mathbf{x}_{ijr} \mathbf{\beta}_0 + \delta_{ijr} \rangle) \right\} \cdot \left\{ \exp(-\langle \mathbf{x}_{ijr} \mathbf{\beta}_0 + \delta_{ijr} \rangle) \right\} \right\} , \quad (9) \]

However, when an assignable cause shifts the model parameters at time stamp \( \tau \), the parameters are not statistically equal to \( \mathbf{\beta}_0 \) and the corresponding log likelihood function should be calculated by using Equation (10) as follows:

\[ I_1 = \log \left\{ \prod_{r \in R_1} \prod_{i=1}^\nu \prod_{j \neq i} \left\{ \exp(\langle \mathbf{x}_{ijr} \mathbf{\beta}_0 + \delta_{ijr} \rangle) \right\} \cdot \left\{ \exp(-\langle \mathbf{x}_{ijr} \mathbf{\beta}_0 + \delta_{ijr} \rangle) \right\} \right\} . \quad (10) \]

In Equations (9), (10) and (11) the model parameters \( \mathbf{\beta}_{R_0}, \mathbf{\beta}_{R_1} \) and \( \mathbf{\beta}_0 \) are unknown and they should be estimated using Equation (5), however software packages such as MATLAB can be used for this regard. Finally, the LRT-based statistic is computed using Equation (11),

\[ \Lambda(\tau) = 2(I_1 - I_0) \quad . \quad (11) \]
The next step for the monitoring procedure is determination of the upper control limit (UCL) for which a simulation approach is applied to satisfy the desired in-control ARL. The network is changed to the out-of-control state when $\Lambda(\tau)$ falls out of the obtained UCL.

5. **Simulation studies**

In this section, the performance of the proposed method is evaluated by using simulation studies considering static and dynamic reference sets. For this aim, we first define a model for data generation. This model generates simulated data, however for a monitoring procedure we need to know how to monitor the data considering a determined control limit. To have an in-control ARL value equal to 200 for the both of dynamic and static reference sets, the corresponding UCLs are determined by using 10000-simulation runs. For this reason, using a search approach we set different control limits alternately until the determined limits satisfy the in-control ARL value equal to 200. For confirming the performance of the proposed method in detecting the out-of-control states, the parameters of the assumed model are shifted and the out-of-control ARLs are calculated for each shift. As the shifts increase, it is expected that the out-of-control ARLs decrease. In other words, while the designed control chart detects shifts faster, it means that the proposed method is more reliable for real time monitoring.

For simulation studies, we consider the model based on fixed and variable covariates over time. An important advantage that random effect model proposes for monitoring social networks, is that the covariates vector may change over time. In other words, the mean of counts of links between individual $i$ and $j$, $\lambda_{ijt}$, is modelled in terms of the similarity vector of individual $i$ and $j$ at time $t$. Hence, this model enables us to model the networks in which the attributes of nodes change in different time stamps. The below Equation presents the assumed model for data generation of the fixed model,

$$\lambda_y = \exp(\delta_y + 0.5x_{y1} + 0.5x_{y2} + 0.5x_{y3}).$$

Similarly, the variable covariate model is considered as,

$$\lambda_{ijt} = \exp(\delta_{ijt} + 0.3x_{ij1t} + 0.3x_{ij2t} + 0.3x_{ij3t}).$$

Note that $\delta_{ij}$ follows Gamma distribution with the parameters of $(\alpha = 4, \lambda = 4)$ and $(\alpha = 2, \lambda = 2)$ in above models respectively. The results of the simulation runs are presented in the next two subsections for the fixed and variable covariate models respectively.
5.2. Simulation results for the fixed covariate model

Considering the aforementioned model properties for the fixed covariate model, the UCL of the static and the dynamic LRT-based methods are obtained equal to 370 and 392, respectively. By imposing shifts in the model parameters of $\beta_1$, $\beta_2$ and $\beta_3$, the corresponding ARL curves are obtained in Figures 3 to 5.

**Insert Figure 3 about here.**

As shown in Figure 3, by shifting the $\beta_1$ value from 0.5 to 0.585, the ARL decreases considerably to 1 which means that the chart is able to detect small shifts effectively. The steeper the curve is, the more sensitive the designed chart is.

**Insert Figure 4 about here.**

Similarly, for the parameter of $\beta_2$, shift from the value of 5.55 to 0.8 shows that the method performs well even for step changes as small as 0.05. Also, The ARL values under different shifts in the parameter of $\beta_3$ also illustrates a similar performance that confirms the effectiveness of the method as shown in Figure 5.

**Insert Figure 5 about here.**

In the next subsection, the performance of the proposed method for the variable covariate model is investigated.

5.3. Simulation results for variable covariate model

In the variable covariate model, the vectors of similarities are generated randomly at each time stamp. Considering the model properties for the variable covariate model, the UCL of the dynamic and the static LRT-based methods are obtained equal to 415 and 432, respectively. By shifting the model parameters of $\beta_1$, $\beta_2$ and $\beta_3$, the corresponding ARL values are obtained and shown in Figures 6 to 8.

The ARL values shown in Figures 6, 7 and 8 show the efficacy of the proposed method in detecting shifts in the model parameters for the variable attributes. Similar to the discussion of the previous subsection, the dynamic LRT-based approach performs more accurately in comparison with the static approaches.
5.4. An Illustrative Example

Consider an example from an online market network of digital products where different firms can register to have a profile in this site to present their product and search the profiles of other firms to make deals together. Since the connections take place within a site, and each firm is recognized by its profile, the corresponding attributes can be obtained by using profile information. Hence, each firm as a node; can have several attributes such as the number of previous sales in the site, number of physical branches and the rank of the firms in the market. Due to the policies of the owner of the site, the example under study is discussed anonymously.

Figure 9, demonstrates a schematic of the e-firms in the network under study. The thickness of the links is proportional to the number of the deals made between each pair of the firms.

When there is a trade between two firms, they are considered connected whether in terms of the number of deals in each time stamp, the value of the trade or any other type of links as edges. For applying the proposed monitoring method on an illustrative example, one needs to estimate the model parameters and determine the corresponding control limit. In the example under study, applying the data set of a 50-week time horizon the model parameters are estimated in the first step model as,

$$\lambda_{ijt} = \exp(1 + 0.05x_{ij1} + 0.07x_{ij2} + 0.08x_{ij3}) .$$

In this model, the attributes can be properties such as the number of previous sales in the site, number of physical branches and the rank of the firms noted by \(x_1, x_2\) and \(x_3\) respectively. By comparing each pair of firms together considering the specified attributes, the corresponding covariate vector of \(x_{ijt}\) is determined. It is noted that the considered attributes follow discrete uniform distribution of [1-20], [1-3] and [1-4] respectively.

In the next step, the LRT based procedure given by Equation (12) is applied to satisfy an in-control ARL equal to 200. For verification of the proposed method, a one-year time horizon of the data set is
used to evaluate the performance of the proposed method and the corresponding control chart is shown in Figure (9).

In the next step using the model in Equation (16), the UCL equals to 4.4 which is determined by applying 10000 simulation runs satisfying an in-control ARL equal to 200. For verification of the proposed method, a 50-week time horizon of the data set was used to evaluate the performance of the proposed method and the corresponding control chart is shown in Figure (10) as follows.

Insert Figure 10 about here.

As it is shown in Figure 8, results of shifts in the values of the first coefficient from 0.05 to 0.08 from the week 26 forward, has led to significant change of statistic value and it presented an out-of-control state from then, the evident that can approve the satisfactory performance of the proposed method.

6. Conclusion and recommendations for future research

In this paper, a novel method was proposed for monitoring social networks with count data considering random effects concept. The applied modelling enables the monitoring procedure to be capable for detecting structural shifts in both of the networks with fixed set of individuals and the variable attribute ones. Moreover, the incorporation of random effect concepts to the model would improve the applicability of the monitoring procedure for the networks with variable covariates. The performance of the proposed method was evaluated by using in terms of ARL. Due to the improvements that the proposed method suggests, more studies considering network data with other distributions of ties such as ordinal data can be recommended for future research studies.
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Figure 1- Positioning the proposed method in the more recent literature

This stream of research needs fixed set of known nodes. This means the set of individuals in the network is fixed and known from prior.

In the proposed approach, the set of nodes does not necessarily need to be fixed. This approach can be used in cases where, the individuals or their attributes change in different time stamps.

Figure 2. A sample network with randomly accessible nodes
Figure 3- ARL curves under different shifts in $\beta_1$ (Fixed covariate model) considering static and dynamic reference set approaches

Figure 4- ARL curves under different shifts in $\beta_2$ (Fixed covariate model) considering static and dynamic reference set approaches
Figure 5- ARL curves under different shifts in $\beta_3$ (Fixed covariate model) considering static and dynamic reference set approaches.

Figure 6- ARL curves under different shifts in $\beta_1$ (Variable covariate model) under static and dynamic reference set approaches.
Figure 7- ARL curves under different shifts in $\beta_2$ (Variable covariate model) under static and dynamic reference set approaches

Figure 8- ARL curves under different shifts in $\beta_3$ (Variable covariate model) considering static and dynamic reference set approaches
Figure 9 - An illustration of the firms’ network

Figure 10. LRT based control chart under the dynamic reference set approach