MOTION OF SETS BY CURVATURE AND DERIVATIVE OF CAPACITY POTENTIAL
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ABSTRACT. We study a geometric flow where the motion of a set is driven by the mean curvature of its boundary and the normal derivative of its capacity potential. We establish local well-posedness and propose two possible weak formulations that exist after singularities.
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1. Introduction

In this paper we study the following geometric evolution problem. Given two smooth open sets in $\mathbb{R}^n$, $D_{in} \subset \subset D_{out}$, and a smooth positive function $\phi$ on $D_{in}$, we study the evolution of a family of sets $\{\Omega_t\}_{t>0}$ that has initial configuration $D_{in} \subset \subset \Omega_0 \subset \subset D_{out}$ and moves with outward normal velocity at $x \in \partial(\Omega_t)$ given by

$$V(x, t) = u_\nu^2(x, t) - H(x, t).$$

Here $u(\cdot, t)$ is the capacity potential of $(\phi, D_{in})$ relative to $\Omega_t$, namely, the minimizer of the Dirichlet energy over functions that coincide with $\phi$ on $D_{in}$ and vanish outside $\Omega_t$. $u_\nu$ is its normal derivative, and $H(\cdot, t)$ is the mean curvature along $\Gamma_t = \partial\Omega_t$, taken to be positive for convex sets. Note here that we make no connectivity condition on $D_{in}$ and no boundedness condition on $D_{out}$. 
This can be seen as a parabolic version of an elliptic problem studied by Athanasoupolos-Caffarelli-Kenig-Salsa [4], where the authors investigated the existence and regularity of minimizers of the following energy
\[ \int |\nabla u|^2 \, dx + \text{Per}(\{u > 0\}), \]
over functions coinciding with \( \phi \) on \( D_{\text{in}} \) and vanishing outside \( D_{\text{out}} \). Here \( \text{Per} \) is the perimeter of a set, to be understood in the sense of Giusti [28]. For its definition and properties the reader may refer to the wonderful exposition of Maggi [36].

Being a minimizer of the Dirichlet energy, \( u \) satisfies \( \Delta u = 0 \) in \( \{u > 0\} \). The balancing condition on the free boundary \( \partial \{u > 0\} \), under our one-phase assumption, is
\[ u^2 \nu - H = 0. \]
As a result, the free boundary in our problem, \( \Gamma_t \), is driven towards the equilibrium of the area-Dirichlet integral. A related elliptic problem with more general types of bulk energies is studied by Mazzone [37]. One should also consult Kim [32] for more evolution laws of this type.

Comparing with classic geometric evolutions, say, the mean curvature flow, one major difference lies in the dependence on the the capacity potential, which in turn depends on the global shape of the domain. Our flow is thus a nonlocal curvature flow [14][18]. Such bulk interaction is absent in the mean curvature flow, which is completely described by a heat equation on the interface. Moreover, the geometry of our problem dictates that there would be no translation invariance nor interior-exterior reflection as in the mean curvature flow, which poses more difficulties.

If we again draw an analogy to the mean curvature flow, we see the study of geometric evolutions typically consists of two steps. Firstly, one establishes a well-posedness theory, starting from a nice geometric object as in Gage-Hamilton [29] or Evans-Spruck [24]. After a certain lapse of time, however, singularities occur, and one faces the issue of defining a global continuation of the flow that is in some sense weaker, but still inherits certain key features of the original flow.

For the mean curvature flow, three of such features are 1) the heat equation on the surface, 2) the inclusion principle and 3) the curve-shortening property.

The heat equation leads to the level-set formulation, first proposed by Osher-Sethian [39] and then analytically validated and extended by Chen-Giga-Goto [15] and Evans-Spruck [23]. One might argue it also leads to the varifold formulation by Brakke [9], although in a less direct fashion. The inclusion principle gives rise to weak formulations that come from geometric comparisons as in the works of De Giorgi [20] and Barles-Souganidis [7]. And the curve-shortening property inspired the formulation through minimizing movements by Almgren-Taylor-Wang [5] and Luckhaus-Sturzenhecker [35]. If one accepts that the perimeter functional is the limit of Ginzburg-Landau [38], then it is also responsible for the formulation via singular limits of diffusion equations as by Bronsard-Kohn [10] and Evans-Soner-Souganidis [22]. Of course the literature on the mean curvature flow and its weak formulations is particularly rich. The reader should refer to lecture notes of Souganidis [41] for a more thorough reference list and the book by Bellettini [8] for many modern developments.

We follow these two steps for our problem.

The first step is to show the local existence and uniqueness of a smooth flow, starting from a very nice geometry. Given a smooth initial configuration \( \Omega_0 \) and
\[ \Gamma_0 = \partial \Omega_0, \] the problem is essentially to study the following coupled systems of PDEs
\[
\begin{align*}
\Delta_x u(\cdot, t) &= 0 \quad \text{in } \Omega_t \setminus \overline{D_{\text{in}}}, \\
u(\cdot, t) &= \phi \quad \text{on } \overline{D_{\text{in}}}, \\
u(\cdot, t) &= 0 \quad \text{on } \Gamma_t = \partial \Omega_t,
\end{align*}
\]
and
\[
\begin{align*}
V(\cdot, t) &= u_\nu^2(\cdot, t) - H_{\Gamma_t}(\cdot, t) \quad \text{on } \Gamma_t, \\
\Gamma_0 &= \Omega_0.
\end{align*}
\]

Following traditions, the first system is referred to as the \textit{bulk} equation, the second as the equation of motion.

Here we follow the original idea of Hanzawa [31] by first translating the problem into the fixed domain \( \Omega_0 \) via a change of variable, and then reducing the problem to a parabolic operator on the deformation, which is solved using a fixed point argument very much inspired by the work of Chen-Reitich [17]. It is noteworthy that one might also apply the theory of maximal regularity [3] as in Prüss-Saal-Simonett [40]. Since we are only concerned with smooth initial configurations, these two theories give similar results, namely:

\textbf{Theorem 1.1.} \textit{Given a smooth open set } \Omega_0 \textit{ with } D_{\text{in}} \subset \subset \Omega_0 \subset \subset D_{\text{out}}, \textit{there exists some } T > 0 \textit{ and a unique smooth flow starting from } \Omega_0 \textit{ on time interval } [0, T].

The definition of a smooth flow to our problem is given in the next section. We'd like to mention that the positivity of \( \phi \) does not play a role in this local well-posedness theory, and that we could as well consider a two-phase problem. Also, when \( \phi = 0 \), our surface moves by the classical mean curvature flow, and \( D_{\text{in}} \) effectively becomes an obstacle [1].

Since we are considering very general domains \( D_{\text{in}}, D_{\text{out}} \) and boundary data \( \phi \), such a well-posedness theory is only available over very short time intervals. Consider the very simple case where \( D_{\text{in}} \) consists of two balls, \( B_1 \) and \( B_2 \), with unit radii, centered at two points of distance 1000 to each other. Let \( \phi = 1 \) and \( D_{\text{out}} \) be a very large ball. Note that the optimal configuration for the elliptic problem consists of two slightly larger balls \( \tilde{B}_1 \supset B_1 \) and \( \tilde{B}_2 \supset B_2 \). As a result, if we take as our initial configuration a simply connected domain by connecting \( \tilde{B}_1 \) to \( \tilde{B}_2 \) with a very thin neck, then the flow drives the domain into two separate pieces, each containing one of the two optimal balls. It is readily seen that here the topology of the domain undergoes a transition from a simply connected set to two disjoint sets, resulting in a breaking of any possible smooth solutions. Note that in this work we do not provide estimate on the lifespan of smooth flows as in Evans-Spruck [25] or Giga-Yama-Uchi [30]. Needless to say, such estimates would be very interesting and useful. However, they seem difficult to get for the very general situation considered here.

After the short time of smooth flows, we propose two possible formulations for a weak flow that exists globally in time. Due to the nonlocal nature of our problem, it is not likely that one can reduce it to the study of just a surface equation or the motion of level sets of some function. It is also difficult to see how it can be reached as the limit of diffusion equations. For that one would need some scaling relation that keeps both the bulk equation and the curvature in the limit. This leaves us with the options of a variational approach and a geometric-comparison approach.
The idea of a variational approach to curvature flows originated from the work of Almgren-Taylor-Wang \cite{5} and Luckhaus-Sturzenhecker \cite{35}. Take again the mean curvature flow as an example, they study the following type of minimization problem

$$E \mapsto \text{Per}(E) + \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0) dx.$$ 

Here $\Delta t > 0$ is the discrete time step, $E_0$ the initial configuration, $E \Delta E_0$ the symmetric difference between the two sets. The motivation is that the mean curvature flow is the gradient flow of the perimeter functional, and the energy above is a discretized version of the gradient flow. Moreover, the Euler-Lagrange equation for this minimization problem is

$$H_{\partial E}(x) = \frac{\text{dist}(x, \partial E_0)}{\Delta t} \text{ for } x \in \partial E.$$ 

Taking the right-hand side as the discretized velocity at which $x \in \partial E$ is moving away from $\partial E_0$, one sees the relation to the mean curvature flow.

In Almgren-Taylor-Wang, they studied the discrete motion generated by this minimizing movement scheme, \(\{E(k \Delta t)\}_{k \in \mathbb{N}}\), where $E(0) = E_0$, and $E(k \Delta t)$ is a minimizer of the same minimization problem with $E_0$ replaced by $E((k-1) \Delta t)$. Using various tools from geometric measure theory, they show uniform compactness of this scheme as $\Delta t \to 0$, the limiting motion from which is termed a flat flow. More technical is that under various conditions this flat flow agrees with the smooth flow as long as the latter exists. It can also be shown that along this flat flow the perimeter decreases \cite{16}, which further justifies the flat flow as a weak continuation of the mean curvature flow.

For our problem, it is natural to study the following minimization procedure

$$(u, E) \mapsto \int |\nabla u|^2 dx + \text{Per}(E) + \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0) dx,$$ 

where the tuple $(u, E)$ is taken over certain class of admissible functions and sets to be clarified later. Here we are relying on the heuristic that our flow drives the sets to optimal shapes for the area-Dirichlet integral considered by Athanaspoulos-Caffarelli-Kenig-Salsa \cite{4}. Following Almgren-Taylor-Wang we are aiming at certain compactness of the discrete motion as $\Delta t \to 0$. The nonlocal Dirichlet energy, however, poses challenging problems. Fortunately, there is a very rich theory on shape optimization problems involving the Dirichlet energy \cite{2} \cite{11}. Combining this theory with the estimates in Almgren-Taylor-Wang, we successfully establish a Hölder continuous flat flow that exists globally in time:

**Theorem 1.2.** Starting from any set of finite perimeter $E_0$ with $D_{in} \subset \subset E_0 \subset \subset D_{out}$ with $D_{out}$ bounded, there exists a flat flow for our problem. Moreover, this flow is Hölder continuous in time.

The definition of a flat flow is given later, as well as the meaning of Hölder continuity in this context.

We do not have uniqueness of flat flows, which is somehow expected since nor is there a uniqueness theory for the elliptic problem, and our flat flow in a sense is built from the elliptic problem. However, this does pose serious challenges for the consistency of our flat flow with the smooth flow, which seems very difficult for the general situation that we are considering here. This lack of uniqueness also leads to the lack of a semigroup property for flat flows.
These problems can be easily tackled, however, if one uses our second weak formulation based on geometric comparison principles. As for the case of the mean curvature flow, this is based on the inclusion principle, namely, if we have two initial domains $U \subset V$, then the classical flows starting from these two initial data remain ordered. It is the idea of De Giorgi [20] to use smooth flows as test flows, and to call any flow that expands faster than all smooth flows a barrier. One sees here the analogy with the theory of viscosity solutions to elliptic/parabolic PDEs. The least supersolution in that theory translates to the minimal barrier, which is another natural weak continuation of the mean curvature flow.

For a nonlocal curvature flow, one generally does not have such nice property as the inclusion principle, which is in a sense a local property. Luckily for us, our flow does enjoy this property. Consider two smooth domains $U \subset V$ at time zero. Suppose, on the contrary, that $V_t$ failed to contain $U_t$ at some later time, then there would be some critical time, at which $U_t$ is still in $V_t$ but $\partial U_t$ would touch $\partial V_t$ at some point $x$. However, since our domains are still ordered at this time, their respective capacity potentials satisfy $0 \leq u \leq v$. With $u(x) = v(x) = 0$ one has $u_t^2 \leq v_t^2$. Also, the inclusion of sets also implies $H_{\partial U_t}(x) \geq H_{\partial V_t}(x)$, hence the outward velocity of $U$ is less than the velocity of $V$ at $x$, and $U$ would stay contained in $V$. This heuristic is justified as in

**Theorem 1.3.** Suppose $f, g : [a, b] \to \mathcal{P}(\mathbb{R}^n)$ are two smooth flows. If $f(a) \subset g(a)$ then $f(b) \subset g(b)$.

The local well-posedness theory, this observation of inclusion principle and the idea of De Giorgi naturally lead to the second weak formulation using minimal barriers. This formulation enjoys many nice properties. Of particular interest to us is the following:

**Theorem 1.4.** The flow of minimal barriers enjoys the semigroup property, and is consistent with the smooth flow as long as the latter exists.

We also give a conditional result concerning the long-term behaviour of the flow of minimal barriers:

**Theorem 1.5.** If there are enough smooth flows converging to the optimal configuration of the elliptic problem, then so does the flow of minimal barriers.

See the last section for the precise statement.

Geometric comparison properties have also proven to be very useful in the study of higher regularity as in Caffarelli-Salsa [13]. However, we do not pursue this direction in this work.

This paper is organized as follows: In the next section we give the formal definition of a smooth flow, and establish a local well-posedness theory starting from nice configurations. After this we turn to the two weak formulations. In the third section we give the definition of a flat flow following the original work of Almgren-Taylor-Wang [5]. Then we give several geometric-measure-theoretic estimates before we prove the compactness of the discrete flow, which gives the existence of a flat flow for our problem. In the fourth section we deal with the formulation by minimal barriers. This is done by first prove an inclusion principle for smooth flows, which is necessary for the comparison. Then we establish certain geometric properties of the flow of minimal barriers, in particular, the uniqueness, the semigroup property and the consistency with the smooth flow.
As already mentioned, this work leaves many interesting problems open. For instance, some estimate on the lifespan of smooth flows would be both interesting and useful. One could try to show the consistency of the three flows, at least for short time. This would in particular imply a semigroup property for flat flows as well as an energy decreasing property for the flow of minimal barriers. One might also study regularity properties of the two weak flows, especially the minimal barrier flow. Another interesting question is the long-term behaviour of our flows. Do they converge to optimal configurations of the elliptic problem, if, say, we start from a configuration close to one? These problems seem difficult in the very general situation considered here, but one could first gain some intuition by computations with special geometries, for instance, in lower dimensions or using radial configurations.

2. Local well-posedness

In this section and the rest, $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space. $\mathcal{P}(\mathbb{R}^n)$ is the collection of subsets of $\mathbb{R}^n$.

For $x \in \mathbb{R}^n$ and $E \in \mathcal{P}(\mathbb{R}^n)$, the distance function is defined by

$$\text{dist}_E(x) = \text{dist}(x, E) = \inf_{y \in E} |x - y|.$$ 

For $E, F \in \mathcal{P}(\mathbb{R}^n)$, the distance function between them is defined by

$$\text{dist}(E, F) = \inf_{x \in E, y \in F} |x - y|.$$ 

The signed distance is defined by

$$d_E(x) = \text{dist}_E(x) - \text{dist}_{\mathbb{R}^n \setminus E}(x).$$ 

Under this convention, the signed distance is nonpositive inside the set and non-negative outside.

For a smooth $\Omega \in \mathcal{P}(\mathbb{R}^n)$ and $x \in \partial \Omega$, $\nu_{\partial \Omega}(x)$ is the outward unit normal at $x$. Note that $\nu_{\partial \Omega}(x) = \nabla d_{\Omega}(x)$. The mean curvature at this point of $\partial \Omega$ is then

$$H_{\partial \Omega}(x) = \Delta d_{\Omega}(x).$$

Note that in particular the mean curvature of a convex set is nonnegative. For a function $u$ that is smooth on $\Omega$, $u_\nu(x) = u_{\nu_{\partial \Omega}}(x)$ is the normal derivative from inside at $x$, i.e.,

$$u_\nu(x) := \lim_{t \to 0} \frac{u(x + t\nu(x)) - u(x)}{t}.$$ 

Since we are only concerned with the quantity $u_\nu^2$, the sign of this normal derivative is not a matter for us. However, it is noteworthy that we only need information inside the domain where $u$ is smooth in defining this normal derivative.

We now steal from Bellettini [S] the definition of a smooth flow:

**Definition 2.1.** $f$ is a smooth flow if

1. there exist $a < b$ in $\mathbb{R}$ such that $f : [a, b] \to \mathcal{P}(\mathbb{R}^n)$,
2. for each $t \in [a, b]$, $f(t)$ is closed, and
3. if we denote by $d(\cdot, t) = d_{f(t)}(\cdot)$ for $t \in [a, b]$, then for each $t$ there is an open set $A_t \supset \partial f(t)$ such that $d(\cdot, \cdot)$ is smooth in $\bigcup_{[a, b]} A_t \times \{t\}$.

**Remark 2.2.** The choice of closed sets $f(t)$ over open sets has no significance on the theory to be developed.
We give the definition of a smooth flow driven by mean curvature and the normal derivative of capacity potential, which is to be called a smooth MCND flow. This definition is again modelled after the definition of the smooth mean curvature flow in [8].

**Definition 2.3.** A smooth MCND flow is a tuple \((u, f; [a, b])\) where \(u : \mathbb{R}^n \times [a, b] \to \mathbb{R}\) and \(f\) is a smooth flow on \([a, b]\). We further require that

1. \(D_{in} \subset \subset f(t) \subset \subset D_{out}\) for all \(t \in [a, b]\),
2. \(u(x, t) = \phi(x)\) for all \(x \in D_{in}\) and \(u(x, t) = 0\) if \(x \notin f(t)\) for all \(t \in [a, b]\),
3. \(u\) satisfies at each time \(t \in [a, b]\)
   \[\Delta_x u(\cdot, t) = 0\text{ in } \text{Int}(f(t)) \setminus D_{in},\]
4. for \(t \in [a, b]\) and \(x \in \partial f(t)\), the signed distance function to \(f(t)\) satisfies
   \[\frac{\partial d}{\partial t}(x, t) = \Delta_x d(x, t) - u_n^2(x, t).\]

**Remark 2.4.** Here and afterwards, a subscript \(x\) indicates the differential operator only acts on spatial variables.

The first three items are to guarantee that \(u(\cdot, t)\) is the capacity potential of \((\phi, D_{in})\) relative to \(f(t)\). The last item ensures that the outward normal velocity of the boundary is \(u_n^2(x, t) - H(x, t)\).

**Remark 2.5.** In this section the exterior domain \(D_{out}\) plays no role at all. It may as well be \(\mathbb{R}^n\).

**Remark 2.6.** Note that the potential \(u\) is completely determined by the flow \(f\) via the Dirichlet problem, hence we would sometimes just use \(f\) to denote a smooth MCND flow. Also note that when \(\partial f(t)\) is smooth, \(u\) is smooth in the spatial variables inside \(f(t)\) as a consequence of elliptic regularization [27]. Therefore all quantities in the definition are well-defined.

2.1. **Notations and preparations.** Now let \(\Omega_0\) be a smooth open set with \(D_{in} \subset \subset \Omega_0 \subset \subset D_{out}\). \(\Gamma_0 = \partial \Omega_0\). The goal is to show the existence and uniqueness of a smooth MCND flow \(f : [0, T] \to \mathcal{P}(\mathbb{R}^n)\) with \(\text{Int}(f(0)) = \Omega_0\) for a possibly small \(T > 0\). As already mentioned in the introduction, what follows is very much modelled on the argument as in Chen-Reitich [17].

Note that under our assumption, \(\Gamma_0\) is a smooth \((n - 1)\)-dimensional manifold in \(\mathbb{R}^n\) without boundary (not necessarily connected).

Let \(s' = (s_1, s_2, \ldots, s_{n-1}) \in U \subset \mathbb{R}^{n-1}\) denote a generic coordinate of a point in \(\Gamma_0\), and let \(X^0 : U \to X^0(U) \subset \Gamma_0\) be a generic coordinate system of \(\Gamma_0\).

For \(L_0 > 0\) depending only on \(D_{in}, D_{out}\) and \(\Gamma_0\), the map \(X : U \times [-L_0, L_0] \to \mathbb{R}^n\) defined by

\[ (s_1, s_2, \ldots, s_{n-1}, s_n) \mapsto X^0 (s_1, s_2, \ldots, s_{n-1}) + s_n \nu_{\Gamma_0} (X^0 (s_1, s_2, \ldots, s_{n-1})) \]

is smooth. Moreover, it is a diffeomorphism between its domain and its range, \(N\), which is a neighborhood of \(\Gamma_0\). We can further assume \(D_{in} \subset \subset N \subset \subset D_{out}\).

Let \(S = (S', S^n) = (S', S^2, \ldots, S^{n-1}, S^n)\) denote the inverse of \(X\). Note that \(S'\) maps a point to the coordinates of its projection onto \(\Gamma_0\). \(S^n\) is just the signed distance from \(\Gamma_0\).
We will also need the derivatives of $S$ with respect to $x$, which is a matrix, $\frac{\partial S}{\partial x}$, the $i$-th column of which is

$$\alpha^i(S(x)) = \begin{pmatrix} \frac{\partial S}{\partial x_1}^i \\ \frac{\partial S}{\partial x_2}^i \\ \vdots \\ \frac{\partial S}{\partial x_n}^i \end{pmatrix}(x).$$

The second order derivatives of $S^i$ with respect to $x$ are denoted by matrix $A^i$ whose $(s,k)$-entry is $\frac{\partial^2 S^i}{\partial x_s \partial x_k}$. Note that these matrices only depend on the initial configuration $\Gamma_0$.

Now let $\Lambda : U \times [0,T] \to \mathbb{R}$ be some function with $\Lambda(s',0) = 0$ for all $s' \in U$ and $|\Lambda| \leq L_0$. This function denotes the deformation at time $t$ from our initial configuration. In particular, for each fixed $t$, if we define

$$\Gamma_t := \{ x + \Lambda(S'(x),t)\nu_{\Gamma_0}(x) : x \in \Gamma_0 \},$$

then $\Lambda$ induces a natural diffeomorphism between $\Gamma_0$ to $\Gamma_t$

$$\theta_\Lambda(x,t) := x + \Lambda(S'(x),t)\nu_{\Gamma_0}(x).$$

It would be convenient to have a diffeomorphism of the entire Euclidean space that agrees with $\theta_\Lambda(\cdot,t)$ on $\Gamma_0$. To this end, we pick $\zeta : \mathbb{R} \to \mathbb{R}$, a smooth non-negative function which vanishes outside $[-L_0,L_0]$ and stays 1 inside $[-\frac{3}{4}L_0,\frac{3}{4}L_0]$. Allow me to use the same $\theta_\Lambda(\cdot,t)$ to denote the following diffeomorphism from $\mathbb{R}^n$ to $\mathbb{R}^n$:

$$x \mapsto x + \zeta(S^n(x))\Lambda(S'(x),t)\nu_{\Gamma_0}(X^n(S'(x)))$$

if $x \in N$, and

$$x \mapsto x$$

otherwise.

Define $\Omega_t = \theta_\Lambda(\Omega_0,t)$, then it’s clear that $\Gamma_t = \partial \Omega_t$. Also $D_{in} \subset \subset \Omega_t \subset \subset D_{out}$.

We now define for $x \in N$

$$\Phi_\Lambda(x,t) = S^n(x) - \Lambda(S'(x),t),$$

which can be extended to the entire $\mathbb{R}^n$ easily. This is the so-called defining function of $\Gamma_t$ in the sense that

$$\Gamma_t = \{ \Phi_\Lambda(\cdot,t) = 0 \}.$$

As a consequence, the outward normal velocity at $x \in \Gamma_t$ is

$$V(x,t) = -\frac{\partial \Phi_\Lambda(x,t)}{\nabla_x \Phi(x,t)} = \frac{\partial \Lambda(S'(x),t)}{\nabla_x \Phi(x,t)}.$$

The mean curvature is

$$H(x,t) = \text{div}_x \left( \frac{\nabla_x \Phi}{|\nabla_x \Phi|} \right)(x,t)$$

$$= -\frac{1}{|\nabla_x \Phi|} \sum_{i,j=1}^{n-1} a_{ij}(S'(x),\Lambda(S'(x),t),\nabla_x \Lambda(S'(x),t)) \frac{\partial^2 \Lambda}{\partial x_i \partial x_j}$$

$$+ b(S'(x),\Lambda(S'(x),t),\nabla_x \Lambda(S'(x),t)).$$
Here
\[ a_{ij}(s', s_n, p^1, \ldots, p^{n-1}) = \alpha^i \cdot \alpha^j - \frac{\sum_{k,l=1}^{n-1} (p^k \alpha^k \cdot \alpha^l)(p^l \alpha^l \cdot \alpha^j)}{1 + |\sum_{k=1}^n p^k \alpha^k|^2}, \]
and
\[ b(s', s_n, p^1, \ldots, p^{n-1}) = \sum_{k=1}^{n-1} p^k \text{trace}(A^k) - \text{trace}(A^n) \]
\[ = \frac{\sum_{k,l=1}^{n-1} p^k p^l (A^n \alpha^k \cdot \alpha^l)}{1 + |\sum_{k=1}^n p^k \alpha^k|^2} + \frac{\sum_{k,l,m=1}^{n-1} p^k p^l p^m (A^m \alpha^k \cdot \alpha^l)}{1 + |\sum_{k=1}^n p^k \alpha^k|^2}. \]

For details of this computation the reader should consult Chen-Reitich [17]. To simplify notations we would write
\[ a_{ij}^\Lambda(s', t) = a_{ij}(s', \Lambda(s', t), \nabla_s \Lambda(s', t)) \]
and
\[ b^\Lambda(s', t) = b(s', \Lambda(s', t), \nabla_s \Lambda(s', t)). \]

Consequently, if we find a function \( u : \mathbb{R}^n \times [0, T] \to \mathbb{R} \) such that for each \( t \),
\[
\begin{cases}
\Delta_x u(x, t) = 0 & \text{in } \Omega_t \setminus D_{in}, \\
u(x, t) = 0 & \text{on } \Gamma_t,
\end{cases}
\]
(2.1)
and a smooth function \( \Lambda \) such that
\[
\frac{\partial}{\partial t} \Lambda(S'(x), t) = \sum_{ij=1}^{n-1} a_{ij}^\Lambda \frac{\partial^2}{\partial x_i \partial x_j} \Lambda(S'(x), t) + b^\Lambda + |\nabla_x \Phi(x, t)| u^2_s(x, t) \quad \text{in } t \in [0, T], \ x \in \Gamma_t,
\]
(2.2)
\[
\Lambda(s', 0) = 0 \quad \text{for all } s',
\]
then \( f(t) := \bar{\theta} \) gives a smooth MCND flow in the sense of Definition 2.3.

The last bit of preparation we need is some parabolic function spaces. Let \( M \) be a generic subset in \( \mathbb{R}^n \), which could be a domain in \( \mathbb{R}^n \) or some hypersurface. For each \( \alpha, \beta \geq 0 \), the Hölder space \( C^\beta, \alpha(M \times [0, T]) \) is the completion of the space of smooth functions on that domain under the norm
\[ \|f\|_{\beta, \alpha} = \|f\|_{L^\infty} + \sup_{m \in M} \|f(m, \cdot)\|_{\alpha} + \sup_{t \in [0, T]} \|f(\cdot, t)\|_{\beta}, \]
where \( \|g\|_{\gamma} \) is the usual \( \gamma \)-Hölder norm.

The parabolic Hölder space \( C^{\beta, \frac{\alpha}{2}}(M \times [0, T]) \) is the completion of the space of smooth functions under the norm
\[ \|f\|_{\beta, \frac{\alpha}{2}} = \sum_{0 \leq |\alpha| + 2k \leq \beta} \|D^\alpha_m D^k_t f\|_{\beta, 0} + \sum_{0 \leq |\alpha| + 2k \leq \beta} \|D^\alpha_m D^k_t f\|_{0, \beta/2}, \]
here \( \alpha \) is a multi-index.

The reader might refer to Friedman [26] or Ladyženskaya-Solonnikov-Ural’ceva [33] for more properties of these spaces. What is useful for us is that there is a constant \( C = C(\Gamma_0) \) such that
\[ \|a_{ij}^\Lambda\|_{(k-1)+\alpha, \frac{(k-1)+\alpha}{2}} \leq C \|\Lambda\|_{k+\alpha, \frac{k+\alpha}{2}} \]
and
\[ \|b^\Lambda\|_{(k-1)+\alpha, \frac{(k-1)+\alpha}{2}} \leq C \|\Lambda\|_{k+\alpha, \frac{k+\alpha}{2}} \]
for \( k = 1, 2 \).
2.2. Reduction to a fixed domain. We follow the idea of Hanzawa [31] to reduce our problem to a fixed domain. Define a new function

\[ v(x, t) = u(y, t), \]

where \( y = \theta_{\Lambda}(x, t) \).

If \( u \) is a solution to (2.1) then \( v \) solves the following

\[
\begin{cases}
\text{div}_x (M^\Lambda(x, t) \nabla v(x, t)) = 0 & \text{in } \Omega_0 \setminus \overline{D_m}, \\
v(x, t) = \phi & \text{in } \overline{D_m}, \\
v(x, t) = 0 & \text{along } \partial \Omega_0,
\end{cases}
\]

(2.3)

where

\[ M^\Lambda(x, t) = \det(D_x \theta_{\Lambda}(x, t))(D_x \theta_{\Lambda}(x, t))^T. \]

Here \( D_x \) is the differential of a map. And \( T \) denotes matrix transposition.

We now turn to the equation of motion (2.2).

Since \( \Gamma_t \) is the zero level surface of \( u(\cdot, t) \), one has for \( y \in \Gamma_t \),

\[ |u_v(y, t)| = |\nabla u(y, t)| = |(D_y \theta_{\Lambda}^{-1}(y, t))^T \nabla_x v(x, t)|. \]

Now a direct computation gives

\[
(D^\Lambda)^T (y, t) = \text{Id} - \nu_{\Gamma_t}(S'(y)) \otimes \nabla_y \Lambda(S'(y), t) - \Lambda(S'(y), t)(D_y \nu_{\Gamma_t}(S'(y)))^T,
\]

where \( \otimes \) denotes the tensor product between two matrices.

Considering the fact that \( \Gamma_0 \) is the zero level surface of \( v \), one has that \( \nabla_x v \) is parallel to \( \nu_{\Gamma_0} \). Also, \( \nabla_y \Lambda(S'(y), t) \) is perpendicular to \( \nu_{\Gamma_0} \), and \( \nabla_x v \) is in the kernel of \( D_y \nu_{\Gamma_t}(S'(y)) \). Consequently,

\[ |\nabla u(y, t)| = |(D_y \theta_{\Lambda}^{-1}(y, t))^T \nabla_x v(x, t)| = (1 + |\nabla_y \Lambda(S'(y), t)|^2)^{1/2} |\nabla_x v(x, t)|. \]

If we let

\[ c^\Lambda = |\nabla_y \Phi_{\Lambda}(y, t)|(1 + |\nabla_y \Lambda(S'(y), t)|^2)^{1/2}, \]

the equation of motion (2.2) becomes a parabolic equation on the boundary-less manifold \( \Gamma_0 \):

\[
\begin{cases}
\frac{\partial}{\partial t} \Lambda(s', t) = \Sigma_{ij} a_{ij}^\Lambda(s', t) \frac{\partial^2 \Lambda}{\partial s_i \partial s_j}(s', t) + b(s', t) + c^\Lambda(s', t)|\nabla_x v(X^0(s'), t)|^2 & \text{in } \Gamma_0 \times (0, T], \\
\Lambda(s', 0) = 0 & \text{in } \Gamma_0.
\end{cases}
\]

(2.4)

Note that we have reduced the systems (2.1) and (2.2) to fixed domains, and it is clear that solving (2.3) and (2.4) is equivalent to solving the original systems after a change of variable. In the next subsection, we solve these systems by a fixed point argument.

2.3. A fixed point argument. The main difficulty now is the coupling between \( \Lambda \) and \( v \). All the coefficients of the equations depend on \( \Lambda \) while the right-hand side of the equation for \( \Lambda \) depends on \( v \). To solve this problem, we first fix the coefficients at a certain \( \Lambda \), then solve for \( v \). Plug this \( v \) into the parabolic equation with coefficients corresponding to the same \( \Lambda \), we obtain a solution \( \lambda \).

This procedure gives rise to a map \( \Lambda \mapsto \lambda \), which can be shown to be a contraction mapping on certain subset of some parabolic Hölder space. Then the well-posedness follows directly from the contraction mapping principle of Banach [6].

Throughout this subsection, \( \alpha \) is some number in \((0, 1)\).
We first solve the bulk equation:

**Lemma 2.7.** Given \( \Lambda \in C^{2+\alpha, \frac{2+\alpha}{2+\alpha}}(\Gamma_0 \times [0, T]) \), there is a unique solution to

\[
\begin{align*}
\text{div}_x(M^\Lambda(x, t)\nabla v^\Lambda(x, t)) &= 0 & \text{in } & \Omega_0 \setminus \overline{D_{in}} \\
v^\Lambda(x, t) &= \phi & \text{in } & \overline{D_{in}}, \\
v^\Lambda(x, t) &= 0 & \text{along } & \partial \Omega_0.
\end{align*}
\]

Furthermore, for some \( C = C(D_{in}, \Omega_0, \|\Lambda\|_{2+\alpha, \frac{2+\alpha}{2+\alpha}}) \) we have the following estimates

\[\|v^\Lambda\|_{2+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})\]

and

\[\|
abla v^\Lambda\|_{\frac{2}{2} \cdot (1+\alpha), \frac{4}{2} \cdot (1+\alpha)} \leq C(1 + \|\phi\|_{C^3}).\]

**Remark 2.8.** The dependence on \( C^3 \)-norm of \( \phi \) is far from sharp. However, this suffices our purpose.

**Proof.** From its definition one has

\[\|M^\Lambda\|_{1+\alpha, \frac{2+\alpha}{2+\alpha}} \leq C(n, \|\Lambda\|_{2+\alpha, \frac{2+\alpha}{2+\alpha}}).
\]

Thus theory of elliptic equations of divergence type \([27]\) gives the existence and uniqueness of the solution \( v^\Lambda \).

Moreover,

\[\|v^\Lambda\|_{2+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})\]

for some \( C = C(D_{in}, \Omega_0, \|\Lambda\|_{2+\alpha, \frac{2+\alpha}{2+\alpha}}) \).

We now trade some spatial regularity for temporal regularity.

For \( t_1 \neq t_2 \) in \([0, T]\),

\[\text{div}_x(M^\Lambda(x, t_1)\nabla_x v^\Lambda(x, t_1)) = 0 = \text{div}_x(M^\Lambda(x, t_2)\nabla_x v^\Lambda(x, t_2)) \text{ in } \Omega_0 \setminus \overline{D_{in}}.
\]

Therefore,

\[
\begin{align*}
\text{div}_x(M^\Lambda(t_1)\nabla_x (v^\Lambda(t_1) - v^\Lambda(t_2))) = \text{div}_x((M^\Lambda(t_2) - M^\Lambda(t_1))\nabla_x v^\Lambda(t_2)) & \text{ in } \Omega_0 \setminus \overline{D_{in}} \text{ on } \partial(\Omega_0 \setminus \overline{D_{in}}).
\end{align*}
\]

Apply elliptic regularization to \( v(t_1) - v(t_2) \), one thus obtains

\[
\|v^\Lambda(t_1) - v^\Lambda(t_2)\|_{C^{1+\frac{\alpha}{2}}} \leq C(\|M^\Lambda(t_2) - M^\Lambda(t_1)\|\nabla v^\Lambda(t_2))_{C^{1+\frac{\alpha}{2}}} \leq C(\|M^\Lambda(t_2) - M^\Lambda(t_1)\|\nabla v^\Lambda(t_2))_{C^{1+\frac{\alpha}{2}}} \leq C\|M^\Lambda\|_{1+\alpha, \frac{2}{2}} |t_1 - t_2|^{\frac{\alpha}{2}} \|v^\Lambda(t_2)\|_{C^{2+\alpha}} \leq C(1 + \|\phi\|_{C^3}) |t_1 - t_2|^{\frac{\alpha}{2}}.
\]

Note that we have used the parabolic estimate on \( M^\Lambda \) as well as the spatial regularity on \( v^\Lambda(t_2) \). Obviously this leads to the second estimate in the lemma. \( \square \)

We now turn to the equation of motion:
Lemma 2.9. Given \( \Lambda \in C^{2+\alpha, \frac{2+\alpha}{2}} \), let \( v^\Lambda \) be as in the previous lemma. Then there is a unique solution \( \lambda^\Lambda \) to the following

\[
\begin{align*}
\frac{\partial}{\partial t} \lambda^\Lambda(s', t) &= \sum_{i,j} a^\Lambda_{ij}(s', t) \frac{\partial^2 \lambda^\Lambda}{\partial x_i \partial x_j}(s', t) + b(s', t) + c^\Lambda(s', t) \nabla_x v^\Lambda(X^0(s'), t)^2 & \text{ in } \Gamma_0 \times (0, T], \\
\lambda^\Lambda(s', 0) &= 0 & \text{ in } \Gamma_0.
\end{align*}
\]

Furthermore, for any \( m_0 > 0 \), there is \( T_0 = T_0(\phi, m_0) > 0 \) such that \( \|\Lambda\|_{2+\alpha, \frac{2+\alpha}{2}} \leq m_0 \) and \( T < T_0 \) implies

\[\|\lambda^\Lambda\|_{2+\alpha, \frac{2+\alpha}{2}} \leq m_0.\]

Proof. For \( \Lambda \in C^{2+\alpha, \frac{2+\alpha}{2}} \), it is obvious \( a^\Lambda_{ij}, b^\Lambda \) and \( c^\Lambda \) are in \( C^{1+\alpha, \frac{1+\alpha}{2}} \). Meanwhile, the second estimate in the previous lemma implies \( \nabla_x v^\Lambda \in C^{\frac{1+\alpha}{2}, \frac{1+\alpha}{4}} \). Thus the standard theory of parabolic equations implies the well-posedness of the problem [26, 33].

As for the estimate, we first note that

\[\|a^\Lambda_{ij}\|_{1+\alpha, \frac{1+\alpha}{2}}, \|b^\Lambda\|_{1+\alpha, \frac{1+\alpha}{2}}, \|c^\Lambda\|_{\frac{1+\alpha}{2}, \frac{1+\alpha}{4}} \leq C(m_0)\]

if \( \|\Lambda\|_{2+\alpha, \frac{2+\alpha}{2}} \leq m_0 \).

Also the estimate from the previous lemma implies

\[\|\nabla v^\Lambda\|_{\frac{1+\alpha}{2}, \frac{1+\alpha}{4}} \leq C(m_0)(1 + \|\phi\|_{C^\alpha}).\]

Combining these estimates with parabolic regularization, one has

\[\|\lambda^\Lambda\|_{2+\alpha, \frac{2+\alpha}{2}, \frac{1+\alpha}{2}, \frac{1+\alpha}{4}} \leq C(m_0, \phi).\]

With the initial data \( \lambda^\Lambda(\cdot, 0) = 0 \), we have the following interpolation

\[\|\lambda^\Lambda\|_{C^{2+\alpha, \frac{2+\alpha}{2}}} \leq \frac{T^{\frac{1+\alpha}{2}}}{\|\lambda^\Lambda\|_{2+\alpha, \frac{2+\alpha}{2}, \frac{1+\alpha}{2}, \frac{1+\alpha}{4}}} \leq C(m_0, \phi)T^{\frac{1+\alpha}{2}} \leq m_0\]

once we choose \( T \) small.

The previous lemma implies that the map \( \Lambda \mapsto \lambda^\Lambda \) is an endomorphism on the space \( \{f \in C^{2+\alpha, \frac{2+\alpha}{2}} : \|f\|_{C^{2+\alpha, \frac{2+\alpha}{2}}} \leq m_0 \} \) for any \( m_0 > 0 \) once we shorten the time interval enough.

Our next goal is to show that the map is contracting.

Lemma 2.10. Given \( \Lambda^1, \Lambda^2 \) with \( \|\Lambda^j\|_{2+\alpha, \frac{2+\alpha}{2}} \leq m_0 \), \( j = 1, 2 \), and let \( \lambda^1 \) and \( \lambda^2 \) be solutions to the equation of motion as in the previous lemma with \( \Lambda \) replaced by \( \Lambda^1 \) and \( \Lambda^2 \) respectively.

If we take \( T \) small enough, depending on \( D_{in}, \phi, \Omega_0 \) and \( m_0 \), then

\[\|\lambda^1 - \lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}} \leq \frac{1}{2}\|\Lambda^1 - \Lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}}.\]

Proof. Let \( v_j \) be the solution to the Dirichlet problem in Lemma 2.7 when \( \Lambda \) is replaced with \( \Lambda^j, j = 1, 2 \). Let \( d = v_1 - v_2 \), then \( d \) satisfies

\[
\begin{align*}
\text{div}(M^\Lambda \nabla d) &= \text{div}((M^{\Lambda^2} - M^\Lambda) \nabla v_2) & \text{in } \Omega_0 \setminus D_{in}, \\
d &= 0 & \text{on } \partial(\Omega_0 \setminus D_{in}).
\end{align*}
\]
Note that by definition of $M^\Lambda$,
\[
\|M^{\Lambda^1} - M^{\Lambda^2}\|_{1+\alpha, \frac{\alpha}{2+\alpha}} \leq C\|\Lambda^1 - \Lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}},
\]
where $C$ depends on $m_0, D_{in},$ and $\Omega_0$.

Also, invoking the first estimate in Lemma 2.7,
\[
\|v_2\|_{2+\alpha, 0} \leq C(1 + \|\phi\|_{C^3}).
\]

Combining these two estimates, the following is a consequence of elliptic regularization
\[
\|d\|_{2+\alpha, 0} \leq C(\|M^{\Lambda^1}\|_{1+\alpha, 0})\|(M^{\Lambda^2} - M^{\Lambda^1})\nabla v_2\|_{1+\alpha, 0}
\]
\[
\leq C(m_0)\|M^{\Lambda^1} - M^{\Lambda^2}\|_{1+\alpha, 0}\|\nabla v_2\|_{1+\alpha, 0}
\]
\[
\leq C(1 + \|\phi\|_{C^3})\|\Lambda^1 - \Lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}}.
\]

Here the constant $C$ depends on $m_0, D_{in}, \Omega_0$.

We now turn to the temporal regularity of $d$.

Again for $t_1 \neq t_2$ in $[0, T]$,
\[
div(M^{\Lambda^1}(t_1))\nabla(d(t_1) - d(t_2)) = div((M^{\Lambda^1}(t_2) - M^{\Lambda^1}(t_1))\nabla d(t_2))
\]
\[
+ div((M^{\Lambda^2}(t_2) - M^{\Lambda^1}(t_2))\nabla v_2(t_1) - \nabla v_2(t_2))
\]
\[
+ div(((M^{\Lambda^2}(t_1) - M^{\Lambda^1}(t_1)) - (M^{\Lambda^2}(t_2) - M^{\Lambda^1}(t_2)))\nabla v_2(t_2)).
\]

We now estimate each of the terms on the right-hand side.

For the first term, we have
\[
\|\nabla d(t_2)\|_{1+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})\|\Lambda^1 - \Lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}},
\]
and
\[
\|M^{\Lambda^1(t_1)} - M^{\Lambda^1(t_2)}\|_{1+\alpha, 0} \leq |t_1 - t_2|^{1+\alpha}\|M^{\Lambda^1}\|_{1+\alpha, \frac{1+\alpha}{2}}
\]
\[
\leq C(m_0)|t_1 - t_2|^{1+\alpha}.
\]

Consequently,
\[
\|(M^{\Lambda^1(t_2)} - M^{\Lambda^1(t_1)})\nabla d(t_2)\|_{1+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})\|\Lambda^1 - \Lambda^2\|_{2+\alpha, \frac{2+\alpha}{2}}|t_1 - t_2|^{1+\alpha}.
\]

For the second term, we first invoke the second estimate in Lemma 2.7 to get
\[
\|\nabla v_2(t_1) - \nabla v_2(t_2)\|_{1+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})|t_1 - t_2|^{\frac{1+\alpha}{2}}.
\]

Meanwhile, it’s obvious
\[
\|M^{\Lambda^2(t_2)} - M^{\Lambda^2(t_1)}\|_{1+\alpha, 0} \leq C\|\Lambda^2 - \Lambda^1\|_{2+\alpha, \frac{2+\alpha}{2}}.
\]

As a result,
\[
\|(M^{\Lambda^2(t_2)} - M^{\Lambda^2(t_1)})(\nabla v_2(t_1) - \nabla v_2(t_2))\|_{1+\alpha, 0} \leq C(1 + \|\phi\|_{C^3})\|\Lambda^2 - \Lambda^1\|_{2+\alpha, \frac{2+\alpha}{2}}|t_1 - t_2|^{1+\alpha}.
\]

For the last term, first note, as in Lemma 2.7,
\[
\|\nabla v_2(t_2)\|_{1+\alpha, 0} \leq C(1 + \|\phi\|_{C^3}).
\]

Also, expand the definition of $M^\Lambda$, note that determinant is a smooth function, and that all the matrices involved are of norm less than some number bounded by $m_0$, we have the following
\[
\|(M^{\Lambda^2(t_1)} - M^{\Lambda^2(t_2)}) - (M^{\Lambda^1(t_1)} - M^{\Lambda^1(t_2)})\|_{1+\alpha, 0} \leq C\|\Lambda^2 - \Lambda^1\|_{2+\alpha, \frac{2+\alpha}{2}}|t_1 - t_2|^{1+\alpha}.
\]
Therefore we have the following on the last term on the right-hand side
\[ \|[(M^{A^2(t_1)} - M^{A^2(t_2)}) - (M^{A^2(t_2)} - M^{A^1(t_2)})]v_2(t_2)\|_{1+\alpha} \leq C(1 + \|\phi\|_{C^3})\|A^2 - A^1\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}}|t_1 - t_2|^\frac{1+\alpha}{2+\alpha}. \]

These estimates give the following via elliptic regularization
\[ \|\nabla d(t_1) - \nabla d(t_2)\|_{1+\alpha} \leq C(1 + \|\phi\|_{C^3})\|A^2 - A^1\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}}|t_1 - t_2|^\frac{1+\alpha}{2+\alpha}. \]
That is,
\[ \|\nabla d\|_{1+\alpha} \leq C(1 + \|\phi\|_{C^3})\|A^2 - A^1\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}}. \]

Now the equation for \( \lambda^1 - \lambda^2 \) is
\[ \frac{\partial}{\partial t}(\lambda^1 - \lambda^2) = a_{ij}^1 \frac{\partial^2 (\lambda^1 - \lambda^2)}{\partial s_i \partial s_j} = (a_{ij}^1 - a_{ij}^2) \frac{\partial^2 \lambda^2}{\partial s_i \partial s_j} + b^2 - b^1 + c^1 |\nabla v_1|^2 - c^2 |\nabla v_2|^2. \]

Again we can estimate each of the terms on the right-hand side, by invoking the estimate on \( \lambda^2 \) as in Lemma 2.9, and the temporal estimate on \( \nabla d \) that we just obtained. The method is similar to the previous step so we omit the details. In the end, one has that the \( C^{\frac{1+\alpha}{2+\alpha}, \frac{1+\alpha}{1+\alpha}} \)-norm of the right-hand side is bounded by a constant multiple of \( \|A^1 - A^2\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}} \). Then parabolic regularization gives
\[ \|\lambda^1 - \lambda^2\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}} \leq C\|A^1 - A^2\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}}. \]

Therefore the same interpolation argument as in the previous lemma gives
\[ \|\lambda^1 - \lambda^2\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}} \leq \frac{1}{2}\|A^1 - A^2\|_{2+\alpha, \frac{2+\alpha}{1+\alpha}} \]
if one chooses \( T \) small enough. \( \square \)

Now we can finally give the proof of Theorem 1.1.

**Proof.** (of Theorem 1.1.) The map \( \Lambda \mapsto \lambda \) is a contraction on \( \{ f \in C^{2+\alpha, \frac{2+\alpha}{1+\alpha}} : \|f\|_{C^{2+\alpha, \frac{2+\alpha}{1+\alpha}} \leq m_0} \} \) for any \( m_0 > 0 \) once \( T \) is small enough. Banach’s contraction principle then gives a unique fixed point of this map. It is clear such a fixed point \( \Lambda \) with the corresponding \( v^\Lambda \) would solve (2.3) and (2.4). After a change of variable the \( \Lambda \) and \( u \) would solve (2.1) and (2.2). Moreover, a simple bootstrapping would imply smoothness of \( \Lambda \). As commented after Equation (2.2), \( f(t) = \Omega(t) \) is a smooth MCND flow with Int\((f(0)) = \Omega_0 \). \( \square \).

**Remark 2.11.** It seems interesting that the positivity of \( \phi \) does not play a role in the well-posedness theory. Hence we actually have such a theory for the two-phase problem. Also it is interesting to note that when \( \phi = 0 \), our surface moves by its mean curvature. In this sense, our problem is a generalization of the mean curvature flow. The set \( D_{in} \) then becomes effectively an obstacle for the mean curvature flow. See Almeida-Chambolle-Novaga [1] for a related problem.

### 2.4. A radial example.

As mentioned in the introduction, it would be very interesting to obtain estimates on the life span of smooth flows. However, this seems rather challenging for the general situation considered here. In particular, we posed no topological restriction on \( D_{in}, \Omega_0 \) at all.

The following very easy example is to illustrate that under certain geometries one expects a global smooth flow, that converges to the optimal configuration for the area-Dirichlet integral.
Example 2.12. For this simple example we take $D_{in} = B_1(0)$, $D_{out} = \mathbb{R}^n$ and $\phi = 1$. The choice of $D_{out}$ is for convenience only, some very large ball would also suffice.

By a simple comparison argument we see the unique minimizer to the area-Dirichlet integral is a radial function of the form

$$ u_R(x) = \begin{cases} \frac{R^{n-2}}{R^{n-2} - 1} (|x|^{n-2} - \frac{1}{R^{n-2}}) & \text{in } B_R \setminus B_1, \\ 1 & \text{in } B_1 \\ 0 & \text{outside } B_R. \end{cases} $$

Then to optimize the area-Dirichlet integral, we just need to minimize

$$ \int_{B_R \setminus B_1} |\nabla u_R|^2 \, dx + \text{Per}(B_R) = \int_{\partial B_1} u_R dH^{n-1} + n\omega_n R^{n-1} $$

$$ = (n-2) \frac{R^{n-2}}{R^{n-2} - 1} n\omega_n + n\omega_n R^{n-1}, $$

here $\omega_n$ is the volume of the unit ball in $\mathbb{R}^n$.

Then it reduces to a problem in calculus, and we see that for the minimizer $R_{\text{opt}}$ solves

$$ R_{\text{opt}} (\frac{R_{\text{opt}}^{n-2} - 1}{n-2})^2 = \frac{(n-2)^2}{(n-1)}. $$

We now turn to our geometric flow.

For simplicity, we take, as the initial configuration, $f(0) = \overline{B_{L_0}(0)}$. Then the radial symmetry reduces our problem to the following evolution on the length of radius if we let $f(t) = \overline{B_{L(t)}(0)}$:

$$ \begin{cases} L(0) = L_0 \\ \frac{d}{dt} L(t) = \left( \frac{n-2}{L(L^{n-2} - 1)} \right)^2 - \frac{n-1}{L} & t > 0. \end{cases} $$

Note now that $R_{\text{opt}} > 1$ and $\frac{d}{dt} L > 0$ if $L < R_{\text{opt}}$, we see that $L$ is driven away from the singularity $L = 1$. In particular, this flow exists globally in time.

Also, the right-hand side of the equation for $L$ is uniformly strictly decreasing with respect to $L$ when $L$ is closed to $R_{\text{opt}}$, and it stays uniformly away from $0$ when $L$ is away from $R_{\text{opt}}$, we see $L \to R_{\text{opt}}$ as $t \to \infty$.

3. The variational approach

The idea of the variational approach comes from Almgren-Taylor-Wang [5] and Luckhaus-Sturzenhecker [35], which gives a weak continuation of the smooth mean curvature flow that inherits its gradient flow structure. Since the stationary point of our flow is also a minimizer for some optimization problem, it is natural to propose a weak formulation for this MCND flow via a minimizing movement scheme [21].

3.1. Approximate flows and flat flows. In this subsection we give the definition of flat flows, which was invented by Almgren-Taylor-Wang to study geometric flows from a variational perspective.

But before that, let us first recall that the data for our problem consist of two smooth open sets $D_{in}$ and $D_{out}$ in $\mathbb{R}^n$, with the former compactly contained in the latter, and a smooth positive function $\phi$ on $D_{in}$.

To avoid certain triviality, we assume in this section $n \geq 2$. 
Without loss of generality, let’s assume $0 \in D_{in}$. Being smooth, we might assume $D_{in}$ satisfies the interior ball condition with constant $\theta > 0$. That is, for any point $x \in \partial D_{in}$, we can find a ball $B_r(z)$ inside $D_{in}$ such that $x \in \partial B_r(z)$ and $r \geq \theta$.

In this section and this section alone we assume that $D_{out}$ is bounded. Denote $D := \sup_{z \in D_{out}} |z|$.

Fix some positive time step $\Delta t > 0$, we now give the definition of a $\Delta t$-approximate flow.

Given a set of finite perimeter $E_0$ as our initial configuration, we look at the following minimization problem

$$
(3.1) \quad (u, E) \mapsto E(u, E) := \int |\nabla u|^2 dx + Per(E) + \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0) dx,
$$

where $(u, E)$ is taken from the following admissible family

$A := \{(u, E) : u \in H^1_0(D_{out}), u = \phi \text{ on } D_{in}, D_{in} \subset E \subset D_{out}, \{u > 0\} \subset E \text{ a.e.}\}$.

**Remark 3.1.** In Almgren-Taylor-Wang [5] the minimization problem is considered in the entire $\mathbb{R}^n$, which requires a bound on the diameter of possible minimizers. This is done in Almgren-Taylor-Wang using the fact that by cutting a set with hyperplanes we can reduce its perimeter. This shows any possible minimizer is contained in the convex hull of the initial configuration, and in particular, the diameter of any possible minimizer is less than the diameter of the initial configuration.

This is no longer the case for our problem. Therefore we artificially assume that everything lies inside a bounded set $D_{out}$, which has the effect of making the last term in (3.1) a lower order term.

We also remark that in two dimensions, we can get a natural bound on the diameter of minimizers and get rid of the assumption on $D_{out}$. Such a bound can be obtained in the following way: the energy is less than some number $C = C(E_0)$, and in particular $Per(E) \leq C$. Then we note that the perimeter of the convex hull of $E$ has less perimeter than $E$, and that the diameter of a convex set in $\mathbb{R}^2$ is bounded by its perimeter. Thus we have a bound of the diameter of $E$ in terms of $E_0$. Thus all possible minimizers are contained inside a ball, and there is no need to impose the exterior domain $D_{out}$.

We return to the definition of a $\Delta t$-approximate flow.

Once we find a minimizer $E^{\Delta t}(\Delta t)$ of (3.1), we can repeat the same procedure with $E^{\Delta t}(\Delta t)$ taking the place of $E_0$. In this way, one obtains a sequence of sets of finite perimeter $\{E^{\Delta t}(k\Delta t)\}_{k \in \mathbb{N}}$, which is a discretized version of our flow.

**Definition 3.2.** A $\Delta t$-approximate flow starting from $E_0$ is a map $E^{\Delta t} : [0, \infty) \to \mathcal{P}(\mathbb{R}^n)$ such that

1. $E^{\Delta t}(0) = E_0$.
2. $E^{\Delta t}(k\Delta t)$ is a minimizer of the energy with initial configuration $E^{\Delta t}((k - 1)\Delta t)$, and
3. $E^{\Delta t}(s\Delta t) = E^{\Delta t}(k\Delta t)$ for $k \leq s < (k + 1)$.

**Remark 3.3.** Since the last term in (3.1) is of lower order, the existence of these minimizers follows relatively easily from the elliptic theory [4]. Also, as in the elliptic theory, we have a drastic lack of uniqueness.

A flat flow is a limit of these discrete flows as $\Delta t \to 0$:
Definition 3.4. A map $E^0 : [0, \infty) \to \mathcal{P}(\mathbb{R}^n)$ is a flat flow starting from $E_0$ if $E^0(0) = E_0$ and there is a subsequence of $\Delta t$-approximate flows starting from $E_0$ with

$$|E(t)\Delta E^0(t)| \to 0$$

locally uniformly in time as $\Delta t \to 0$.

The Hölder continuity of a flat flow is defined in the same $L^1$ topology:

Definition 3.5. Such a flow is $\alpha$-Hölder continuous if there is some constant $C$ such that

$$|E^0(s)\Delta E^0(t)| \leq C|t - s|^{\alpha}.$$

3.2. The minimization. In this subsection we collect several results about the minimization problem (3.1) that are useful in constructing a flat flow. Most of the arguments are variants of ones in Athanasopoulos-Caffarelli-Kenig-Salsa [4] and Mazzone [37].

Proposition 3.6. Given $E_0$, there exists a minimizer $(u, E)$.

Proof. The energy is obviously nonnegative. Taking a minimizing sequence $(u_n, E_n)$, then there are uniform bounds on the perimeters of $E_n$ and the Dirichlet energy of $u_n$.

Compactness of sets of finite perimeter and Sobolev embedding then give a pair $(u, E)$ such that

$$u_n \to u \text{ weakly in } H^1_0,$$

and

$$E_n \to E \text{ in } L^1.$$

The semicontinuity of the Dirichlet energy and the perimeter gives

$$\int |\nabla u|^2 dx \leq \lim \inf \int |\nabla u_n|^2 dx,$$

and

$$\text{Per}(E) \leq \lim \inf \text{Per}(E_n).$$

Also Fatou’s gives

$$\frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0) dx \leq \lim \inf \frac{1}{\Delta t} \int_{E_n \Delta E_0} \text{dist}(x, \partial E_0) dx.$$

Consequently $\mathcal{E}(u, E) \leq \lim \inf \mathcal{E}(u_n, E_n)$.

Moreover, it is also clear that all the criteria for admissibility are respected by weak $H^1_0$-convergence and $L^1$-convergence. We see $(u, E) \in \mathcal{A}$, and it is a minimizer. □

Proposition 3.7. For a minimizer, $0 \leq u \leq \sup \phi$.

Proof. Let $\overline{u} := \min\{u, \sup \phi\}$. Then $(\overline{u}, E) \in \mathcal{A}$.

As a result,

$$0 \leq \int |\nabla \overline{u}|^2 dx - \int |\nabla u|^2 dx$$

$$= -\int_{\{u > \sup \phi\}} |\nabla u|^2 dx.$$

Thus $|\{u > \sup \phi\}| = 0$. 
Similarly, if we take \( u = \max\{u, 0\} \), then \((u, E) \in \mathcal{A}\).

\[
0 \leq \int |\nabla u|^2 dx - \int |\nabla u|^2 dx = -\int_{\{u<0\}} |\nabla u|^2 dx.
\]

Thus \(|\{u < 0\}| = 0\).

\[\square\]

**Proposition 3.8.** Any minimizer satisfies \( \Delta u \geq 0 \) in \( D_{\text{out}} \setminus \overline{D_{\text{in}}} \).

**Proof.** Let \( \eta \leq 0 \) be a smooth function compactly supported outside \( \overline{D_{\text{in}}} \). Then for \( t > 0 \) the pair \( (u + t\eta, E) \) is admissible.

Optimality of \( u \) gives

\[
0 \leq \int |\nabla (u + t\eta)|^2 dx - \int |\nabla u|^2 dx = 2t \int \nabla u \cdot \nabla \eta dx + t^2 \int |\nabla \eta|^2 dx.
\]

Dividing both sides by \( t \) and sending \( t \to 0 \) gives

\[
0 \leq \int \nabla u \cdot \nabla \eta dx.
\]

\[\square\]

Our next proposition says that a minimizer \( E \) stays at a distance to \( D_{\text{in}} \).

**Proposition 3.9.** Let \( E \) be a minimizer, then

\[
d \text{dist}(\partial E, \partial D_{\text{in}}) \geq \min\{C(n, \theta, D) \sqrt{\Delta t}, (D - \theta), \text{dist}(\partial D_{\text{out}}, \partial D_{\text{in}})\}.
\]

**Proof.** Suppose \( d_0 = \text{dist}(\partial E, \partial D_{\text{in}}) = |x_0 - y_0| \) where \( x_0 \in \partial E \) and \( y_0 \in D_{\text{in}} \).

We assume \( d_0 < (D - \theta) \) and \( d_0 < \text{dist}(\partial D_{\text{out}}, \partial D_{\text{in}}) \) and prove \( d_0 \geq C(n, \theta, D) \sqrt{\Delta t} \).

Let \( B_\theta(z_0) \subset D_{\text{in}} \) be a ball tangent to \( \partial D_{\text{in}} \) at \( y_0 \).

For \( \epsilon > 0 \) small, define a function \( v \) by

\[
\begin{cases}
\Delta v = 0 & \text{in } B_{\theta+d_0+\epsilon}(z_0) \setminus B_\theta(z_0), \\
v = \min \phi & \text{in } B_\theta(z_0), \\
v = 0 & \text{along } \partial B_{\theta+d_0+\epsilon}(z_0).
\end{cases}
\]

Since \( d_0 < (D - \theta) \) and \( d_0 < \text{dist}(\partial D_{\text{out}}, \partial D_{\text{in}}) \), all these perturbations stay in \( D_{\text{out}} \) if \( \epsilon \) is small.

Build a competitor by defining \( \tilde{u} = \max\{u, v\} \) and \( \tilde{E} = E \cup B_{\theta+d_0+\epsilon}(z_0) \).

Note that \( D_{\text{in}} \subset \tilde{E} \subset D_{\text{out}} \) by definition. Also \( \tilde{u} \in H^1_0(D_{\text{out}}) \) agrees with \( \phi \) on \( D_{\text{in}} \) since \( \nu \leq \min \phi \leq u \). In addition, \( \{\tilde{u} > 0\} \subset \tilde{E} \). As a result, \( (\tilde{u}, \tilde{E}) \in \mathcal{A} \).

We compare each of the terms in (3.1).

\[
\text{Per}(\tilde{E}) - \text{Per}(E) = H^{n-1}(\partial B_{\theta+d_0+\epsilon}(z_0) \cap E^c) - \text{Per}(E; B_{\theta+d_0+\epsilon}(z_0)).
\]
To estimate the right-hand side, we first note that, if we let \( \lambda = \frac{1}{\partial d_{\theta+d_0+\epsilon}} \) be the nonzero eigenvalue of \( D^2d_{B_{\theta+d_0+\epsilon}(z_0)} \) along \( \partial B_{\theta+d_0+\epsilon}(z_0) \), then inside \( B_{\theta+d_0+\epsilon}(z_0) \) the nonzero eigenvalue is \( \frac{\lambda}{1 + d_{B_{\theta+d_0+\epsilon}(z_0)} \lambda} \).

Note that in \( B_{\theta+d_0+\epsilon}(z_0) \setminus E \), \( d_{B_{\theta+d_0+\epsilon}(z_0)} \geq -d_0 - \epsilon \) since \( B_{\theta}(z_0) \subset E \). Thus

\[
\frac{\lambda}{1 + d_{B_{\theta+d_0+\epsilon}(z_0)} \lambda} \leq \frac{\lambda}{1 - (d_0 + \epsilon) \lambda} = \frac{1}{\theta}
\]

As a result,

\[
\Delta d_{B_{\theta+d_0+\epsilon}(z_0)} \leq \frac{n-1}{\theta}
\]

in \( B_{\theta+d_0+\epsilon}(z_0) \setminus E \).

Consequently,

\[
\int_{B_{\theta+d_0+\epsilon}(z_0) \setminus E} \Delta d_{B_{\theta+d_0+\epsilon}(z_0)} dx \leq \frac{n-1}{\theta} |B_{\theta+d_0+\epsilon}(z_0) \setminus E|.
\]

On the other hand

\[
\int_{B_{\theta+d_0+\epsilon}(z_0) \setminus E} \Delta d_{B_{\theta+d_0+\epsilon}(z_0)} dx = \int_{\partial B_{\theta+d_0+\epsilon}(z_0) \setminus E} \nabla d_{B_{\theta+d_0+\epsilon}(z_0)} \cdot \nu dH^{n-1} + \int_{E \cap B_{\theta+d_0+\epsilon}(z_0)} \nabla d_{B_{\theta+d_0+\epsilon}(z_0)} \cdot \nu dH^{n-1} + \int_{E \cap B_{\theta+d_0+\epsilon}(z_0)} dH^{n-1} - \int_{E \cap B_{\theta+d_0+\epsilon}(z_0)} dH^{n-1} = H^{n-1}(\partial B_{\theta+d_0+\epsilon}(z_0) \cap E) - \text{Per}(E; B_{\theta+d_0+\epsilon}(z_0)).
\]

Here the boundary of a set as well as the outward normal derivatives are to be understood in the sense of Giusti [28] or Maggi [36]. Also note that we used crucially the fact that \( \nabla d_{B_{\theta+d_0+\epsilon}(z_0)} = \nu \) on \( \partial B_{\theta+d_0+\epsilon}(z_0) \), and that \( |\nabla d_{B_{\theta+d_0+\epsilon}(z_0)} \cdot \nu| \leq 1 \).

Combining these estimates, one has

\[
\text{Per}(\bar{E}) - \text{Per}(E) \leq \frac{n-1}{\theta} |B_{\theta+d_0+\epsilon}(z_0) \setminus E|.
\]

Meanwhile, the distance integral can be easily estimated

\[
\frac{1}{\Delta t} \int_{\partial E \Delta E_0} \text{dist}(x, \partial E_0) dx - \frac{1}{\Delta t} \int_{\partial E \Delta E_0} \text{dist}(x, \partial E_0) dx \leq \frac{D}{\Delta t} |B_{\theta+d_0+\epsilon}(z_0) \setminus E|.
\]

Note that here the boundedness of \( D_{\text{out}} \) plays a definitive role.

Finally we turn to the Dirichlet energy. Since \( u = \bar{u} \) inside \( D_{\text{in}} \) and outside \( B_{\theta+d_0+\epsilon}(z_0) \), one has

\[
\int |\nabla u|^2 dx - \int |\nabla \bar{u}|^2 dx = \int_{B_{\theta+d_0+\epsilon}(z_0) \setminus D_{\text{in}}} |\nabla u|^2 - |\nabla \bar{u}|^2 dx.
\]

Since on \( \partial(B_{\theta+d_0+\epsilon}(z_0) \setminus D_{\text{in}}) \) \( u = \bar{u} \), inside \( B_{\theta+d_0+\epsilon}(z_0) \setminus D_{\text{in}} \) \( u - \bar{u} \leq 0 \) and \( \Delta \bar{u} \geq 0 \), one has

\[
\int_{B_{\theta+d_0+\epsilon}(z_0) \setminus D_{\text{in}}} |\nabla \bar{u} \cdot \nabla (u - \bar{u}) | \geq 0.
\]
Thus
\[ \int_{B_{\theta+d_0+\epsilon}(z_0)\setminus D_n} |\nabla u|^2 - |\nabla \tilde{u}|^2 \, dx \geq \int_{B_{\theta+d_0+\epsilon}(z_0)\setminus D_n} |\nabla u|^2 - |\nabla \tilde{u}|^2 - 2\nabla \tilde{u} \cdot \nabla (u - \tilde{u}) \, dx \]
\[ \geq \int_{B_{\theta+d_0+\epsilon}(z_0)\setminus E} |\nabla u|^2 - |\nabla \tilde{u}|^2 - 2\nabla \tilde{u} \cdot \nabla (u - \tilde{u}) \, dx \]
\[ = \int_{B_{\theta+d_0+\epsilon}(z_0)\setminus E} |\nabla v|^2 \, dx. \]

Here the second inequality follows from the convexity of the map \( p \mapsto |p|^2 \), which leads to \( |\nabla u|^2 - |\nabla \tilde{u}|^2 - 2\nabla \tilde{u} \cdot \nabla (u - \tilde{u}) \geq 0 \). The last line follows from the definition of \( \tilde{u} \).

Since \( v \) is the radial harmonic function in \( B_{\theta+d_0+\epsilon}(z_0)\setminus B_\theta(z_0) \), we invoke the direct estimate
\[ |\nabla v| \geq \min \phi((\theta + d_0 + \epsilon)^{n-1}(\frac{1}{(\theta + d_0 + \epsilon)^{n-2}} - \frac{1}{(\theta + d_0 + \epsilon)^{n-2}})^{-1}. \]

Therefore
\[ \int |\nabla u|^2 \, dx - \int |\nabla \tilde{u}|^2 \, dx \geq (\min \phi)^2 (\theta + d_0 + \epsilon)^{n-1}(\frac{1}{(\theta + d_0 + \epsilon)^{n-2}} - \frac{1}{(\theta + d_0 + \epsilon)^{n-2}})^{-2} |B_{\theta+d_0+\epsilon}(z_0)\setminus E|. \]

The optimality of \((u, E)\) then implies
\[ \frac{n-1}{\theta} |B_{\theta+d_0+\epsilon}(z_0)\setminus E| + \frac{D}{\Delta t} |B_{\theta+d_0+\epsilon}(z_0)\setminus E| \geq (\min \phi)^2 (\theta + d_0 + \epsilon)^{n-1}(\frac{1}{(\theta + d_0 + \epsilon)^{n-2}} - \frac{1}{(\theta + d_0 + \epsilon)^{n-2}})^{-2} |B_{\theta+d_0+\epsilon}(z_0)\setminus E|. \]

Divide by \( |B_{\theta+d_0+\epsilon}(z_0)\setminus E| \) before sending \( \epsilon \to 0 \):
\[ \frac{n-1}{\theta} + \frac{D}{\Delta t} \geq (\min \phi)^2 (\theta + d_0)^{n-1}(\frac{1}{\theta^{n-2}} - \frac{1}{(\theta + d_0)^{n-2}})^{-2}. \]

Now we use the convexity of the function \( t \mapsto \frac{1}{t^{n-2}} \), and the fact \( d_0 < D - \theta \) to obtain
\[ (\theta + d_0)^{n-1}(\frac{1}{\theta^{n-2}} - \frac{1}{(\theta + d_0)^{n-2}}) \leq D^{n-1}(n-2)d_0/\theta^{n-3}. \]

Plug this into (3.2) we obtain
\[ d_0 \geq C(n, \theta, D, \phi)\sqrt{\Delta t}. \]

We next give several propositions related to various density estimates. Compare with standard estimates as in other free boundary problems, our estimates hold only for small scales depending on \( \Delta t \), as is typical for problems with a lower order term.

Also, to avoid certain pathological behaviour, statements concerning radii are to be considered in the a.e. sense.
\( (u, E) \) denotes a minimizer of (3.1).
Proposition 3.10. If $B_r(p) \subset D_{out}$, then

$$\frac{\text{Per}(E; B_r(p))}{r^{n-1}} \leq n\omega_n + \omega_n \frac{D}{\Delta t} r^n.$$ 

Proof. Take $\tilde{E} = E \cup B_r(p)$, then $(u, \tilde{E}) \in A$. Then optimality gives

$$0 \leq (\text{Per}(\tilde{E}) + \frac{1}{\Delta t} \int_{\tilde{E} \Delta E_0} \text{dist}(x, \partial E_0)dx) - (\text{Per}(E) + \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0)dx)$$ 

$$\leq (H^{n-1}(\partial B_r(p) \setminus E) - \text{Per}(E; B_r(p))) + \frac{1}{\Delta t} \int_{B_r(p) \setminus E_0} \text{dist}(x, \partial E_0)dx$$ 

$$\leq (H^{n-1}(\partial B_r(p)) - \text{Per}(E; B_r(p))) + \frac{D}{\Delta t} \omega_n r^n.$$ 

Thus

$$\text{Per}(E; B_r(p)) \leq n\omega_n r^{n-1} + \omega_n \frac{D}{\Delta t} r^n.$$ 

\[
\]

Proposition 3.11. If $p \in \partial E$ and $B_{R_0}(p) \subset D_{out}$, then

1. $|E^c \cap B_{R_0}(p)| \geq c(n)R_0^n$ if $0 < R_0 ^{\frac{1}{2}} > \frac{1}{4}n\omega_n \frac{D}{\Delta t}$, and
2. for general $R_0$, either $|E^c \cap B_{R_0}(p)| \geq c(n)R_0^n$ or $|E^c \cap B_{R_0}(p)| \geq c(n)\big(\frac{1}{\Delta t}\big)^n$.

Proof. For $0 < r < R_0$, define

$$m(r) = |E^c \cap B_r(p)|.$$ 

Let's take $\tilde{E}$ as in the previous lemma, then the same comparison gives

$$\text{Per}(E; B_r(p)) \leq H^{n-1}(\partial B_r(p) \setminus E) + \frac{1}{\Delta t} \int_{B_r(p) \setminus E} \text{dist}(x, \partial E_0)dx.$$ 

A usual trick in geometric measure theory gives:

$$\text{Per}(E; B_r(p)) + H^{n-1}(\partial B_r(p) \setminus E) \leq 2H^{n-1}(\partial B_r(p) \setminus E) + \frac{1}{\Delta t} \int_{B_r(p) \setminus E} \text{dist}(x, \partial E_0)dx.$$ 

Now note that the left-hand side is $\text{Per}(E^c \cap B_r(p))$, and is thus bounded from below via the isoperimetric inequality by $n\omega_n m(r)^{\frac{n}{n-1}}$.

For the right-hand side we note $m'(r) = H^{n-1}(\partial B_r(p) \setminus E)$.

Consequently we have the following differential inequality on $m(r)$:

$$n\omega_n^{\frac{1}{n}} m(r)^{\frac{n-1}{n}} \leq 2m'(r) + \frac{D}{\Delta t} m(r),$$ 

which is equivalent to

$$m'(r) \geq \frac{1}{2} m(r)^{\frac{n-1}{n}}\left(n\omega_n^{\frac{1}{n}} - \frac{D}{\Delta t} m(r)^{\frac{1}{n}}\right).$$ 

In the nice case where $\frac{D}{\Delta t} m(r)^{\frac{1}{n}} \leq \frac{1}{4} n\omega_n^{\frac{1}{n}}$ for all $0 < r < R_0$, one has

$$m'(r) \geq \frac{1}{4} n\omega_n^{\frac{1}{n}} m(r)^{\frac{n-1}{n}}.$$ 

A Gronwall type estimate leads to

$$m(R_0) \geq c(n)R_0^n.$$ 

In the bad case where \( \frac{\partial}{\partial r} m(r) \geq \frac{1}{2} n \omega_n \frac{1}{r} \) for some \( r < R_0 \), we simply note that

\[
m(R_0) \geq m(r) \geq c(n) \left( \frac{\Delta t}{D} \right)^n.
\]

Then note the bad case is possible only when \( R_0 \geq \frac{1}{2} n \omega_n \frac{1}{\Delta t} \). \( \square \)

Although we do not need the following directly, we show that when \( x_0 \) is inside \( E_0 \), we can improve the previous estimate with a much easier argument.

**Proposition 3.12.** If \( x_0 \in \overline{E} \) and \( B_r(x_0) \subset E_0 \), then

\[
|E^c \cap B_r(x_0)| \geq c(n) r^n.
\]

**Proof.** \((u, \tilde{E}) \in \mathcal{A}\) where \( \tilde{E} = E \cup B_s(x_0) \) \( 0 < s < r \).

Since \( B_s(x_0) \subset E_0 \), this competitor has less distance integral and the same Dirichlet energy. Consequently optimality on \((u, E)\) implies

\[
Per(\tilde{E}) \geq Per(E).
\]

Note that \( Per(\tilde{E}) = H^{n-1}(\partial B_s(x_0) \cap E^c) + Per(E; B_s(x_0)^c) \), we have

\[
H^{n-1}(\partial B_s(x_0) \cap E^c) \geq Per(E; B_s(x_0)),
\]

or equivalently,

\[
2H^{n-1}(\partial B_s(x_0) \cap E^c) \geq Per(E; B_s(x_0)) + H^{n-1}(\partial B_s(x_0) \cap E^c).
\]

Define \( m(s) = |B_s(x_0) \setminus E| \), isoperimetric inequality and the previous estimate read

\[
m'(s) \geq c(n)/2m(s) \frac{n-1}{n},
\]

from which the desired estimate follows. \( \square \)

We are not particularly interested in the regularity of the function \( u \) in this paper. However, the following rudimentary analysis is needed to justify certain calculations later. The argument very much follows Mazzone [37] and David-Toro [19].

**Proposition 3.13.** There is an \( \alpha = \alpha(n) \in (0, 1) \) such that for \( p \in \partial E \), \( B_{R_0}(p) \subset D_{out} \setminus \overline{D_{in}} \) with \( 0 < R_0 < \frac{1}{2} n \omega_n \frac{1}{\Delta t} \), one has

\[
u(x) \leq \sup_{B_{R_0}(p)} u \cdot \left( \frac{1}{R_0} \right)^{\alpha} |x - p|^\alpha \text{ for all } x \in B_{R_0}(x_0).
\]

**Proof.** For \( 0 < r < R_0 \) define

\[
v(x) = \sup_{B_r(p)} u - u(x).
\]

Then \( v \) is a nonnegative superharmonic function in \( B_r(p) \).
By the weak Harnack inequality \cite{12}, there is a dimensional $p_0 > 0$,
\[
\inf_{B_{\frac{1}{2}}(p)} v \geq c(n)\left(\frac{1}{\omega_n r^n}\int_{B_r(p)} u^{p_0}\right)^{\frac{1}{p_0}} \\
\geq c(n)\left(\frac{1}{\omega_n r^n}\int_{B_r(p)\setminus E} u^{p_0}\right)^{\frac{1}{p_0}} \\
= c(n) \sup_{B_r(p)} u \left(\frac{1}{|B_r(p)|} |E^c \cap B_r(p)|\right)^{\frac{1}{p_0}} \\
\geq c(n) \sup_{B_r(p)} u.
\]
That is,
\[
\sup_{B_{\frac{1}{2}}(p)} u \leq (1 - c(n)) \sup_{B_r(p)} u.
\]
From here the H"older decay follows by standard iteration. \hfill \Box

Note that $u$ is smooth away from the free boundary. The previous lemma shows that it decays around free boundary points in a continuous fashion. Therefore,

**Corollary 3.14.** $u$ is a continuous function. \{ $u > 0$ \} is open. $\Delta u = 0$ in \{ $u > 0$ \}.

Next we upgrade the $\alpha$-decay to a $\frac{1}{2}$-decay.

**Proposition 3.15.** For $x_0 \in E$ with $0 < d_0 := \text{dist}(x_0, \partial E) < \text{dist}(x_0, \partial D_{in})$, one has
\[
u(x_0) \leq C(n, D_{out}, D_{in}, \phi) \sqrt{d_0 + \frac{D}{\Delta t} d_0^2}.
\]

**Proof.** Let $y_0 \in \partial E$ be such that $d_0 = |x_0 - y_0|$.

If $y_0 \in \partial D_{out}$, then we compare $u$ with the solution to
\[
\begin{align*}
\Delta v &= 0 & \text{in } D_{out} \setminus \overline{D_{in}}, \\
v &= \phi & \text{on } \overline{D_{in}}, \\
v &= 0 & \text{on } \partial D_{out}.
\end{align*}
\]
Elliptic regularity dictates that $v$ is smooth up to the boundary in $D_{out} \setminus \overline{D_{in}}$. Also, since the positive phase if $u$ is contained in $D_{out}$, we have $u \leq v$. Thus
\[
u(x_0) \leq v(x_0) \leq C(n, D_{in}, D_{out}, \phi) d_0^\frac{1}{2}.
\]
Therefore we only need to consider the case $y_0 \in D_{out}$. In this case, we can find $\epsilon > 0$ small such that $B_{d_0 + \epsilon}(x_0) \subset D_{out}$ and $B_{d_0 + \epsilon}(x_0) \cap \overline{D_{in}} = \emptyset$.

Since $B_{d_0}(x_0)$ is contained in the positive phase of $u$, Corollary 3.14 tells us that $u$ is a nonnegative harmonic function in $B_{d_0}(x_0)$. As such, Harnack inequality implies
\[
u(y) \geq c(n)u(x_0) \text{ for all } y \in B_{\frac{d_0}{2}}(x_0).
\]
Define $v$ as the solution to
\[
\begin{align*}
\Delta v &= 0 & \text{in } B_{d_0 + \epsilon}(x_0) \setminus B_{\frac{d_0}{2}}(x_0), \\
v &= c(n)u(x_0) & \text{in } B_{\frac{d_0}{2}}(x_0), \\
v &= 0 & \text{on } \partial B_{d_0 + \epsilon}(x_0).
\end{align*}
\]
We build as a competitor $\bar{u} = \max\{u, v\}$ and $\bar{E} = E \cup B_{d_0 + \epsilon}(x_0)$. 

\[\text{...}\]
With similar computations as in the proof of Proposition 3.9, we have
\[
\text{Per}(\tilde{E}) - \text{Per}(E) \leq \frac{n-1}{d_0} |B_{d_0+\epsilon}(x_0)\setminus E|,
\]
and
\[
\frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0)dx - \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0)dx \leq \frac{D}{\Delta t} |B_{d_0+\epsilon}(x_0)\setminus E|.
\]

Now with \( v \leq u \) in \( B_{\frac{d_0}{3}}(x_0) \), we can also apply similar ideas as in the proof of Proposition 3.9 to the Dirichlet energy:
\[
\int |\nabla u|^2 dx - \int |\nabla \tilde{u}|^2 dx = \int_{B_{d_0+\epsilon}(x_0) \setminus B_{\frac{2d_0}{3}}(x_0)} |\nabla u|^2 - |\nabla \tilde{u}|^2 dx
\geq \int_{B_{d_0+\epsilon}(x_0) \setminus B_{\frac{2d_0}{3}}(x_0)} |\nabla u|^2 - |\nabla \tilde{u}|^2 - 2\nabla \tilde{u} \cdot \nabla (u - \tilde{u}) dx
\geq \int_{B_{d_0+\epsilon}(x_0) \setminus E} |\nabla v|^2 dx
\geq c(n) \left( \frac{u(x_0)}{d_0} \right)^2 |B_{d_0+\epsilon}(x_0)\setminus E|.
\]
Optimality of \((u, E)\) and \( \epsilon \to 0 \) gives
\[
(\frac{u(x_0)}{d_0})^2 \leq C(n) \left( \frac{1}{d_0} + \frac{D}{\Delta t} \right).
\]

Harmonicity inside the positive phase and the previous decay estimate leads to the following:

**Corollary 3.16.** For compact \( K \) inside \( D_{\text{out}} \setminus D_{\text{in}} \), we have
\[
\|u\|_{C^{1/2}(K)} \leq C(n, D_{\text{in}}, D_{\text{out}}, \phi, K) \sqrt{\frac{D}{\Delta t}}.
\]

We now give the other side of Proposition 3.11.

**Proposition 3.17.** If \( x_0 \in \bar{E}, \ 0 < R_0 < C(n)(\frac{D}{\Delta t})^\frac{1}{2} \) and \( B_{R_0}(x_0) \subset D_{\text{out}} \setminus D_{\text{in}} \), then
\[
\frac{|\tilde{E} \cap B_{R_0}(x_0)|}{|B_{R_0}(x_0)|} \geq \tilde{\delta}_0 = \tilde{\delta}_0(n, \phi).
\]

**Proof.** For each \( 0 < s < r < R_0 \) define
\[
v(x) = \frac{|x - x_0| - s}{r - s}.
\]
As a competitor define
\[
\tilde{u} = \begin{cases} 
  u & \text{outside } B_r(x_0), \\
  0 & \text{inside } B_s(x_0), \\
  \min\{u, (\sup_{B_r(x_0)} u)v\} & \text{in } B_r(x_0) \setminus B_s(x_0).
\end{cases}
\]
\[
\tilde{E} = E \setminus B_s(x_0).
\]
Then we have the following
\[
\frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0)dx - \frac{1}{\Delta t} \int_{E \Delta E_0} \text{dist}(x, \partial E_0)dx \leq \frac{1}{\Delta t} \int_{E_0 \cap B_r(x_0)} \text{dist}(x, \partial E_0)dx \\
\leq \omega_n \frac{D}{\Delta t} s^n.
\]

Also,
\[
\int |\nabla u|^2 dx - \int |\nabla u|^2 dx \leq C(n) \left( \sup_{B_r(x_0)} u^2 \right) \frac{u^2}{(r - s)^2} |E \cap (B_r(x_0) \setminus B_s(x_0))|.
\]

As a result, the optimality condition reads
(3.3)
\[
\text{Per}(E; B_s(x_0)) - H^{n-1}(\partial B_s(x_0) \cap E) \leq \omega_n \frac{D}{\Delta t} s^n + C(n) \left( \sup_{B_r(x_0)} u^2 \right) \frac{u^2}{(r - s)^2} |E \cap (B_r(x_0) \setminus B_s(x_0))|.
\]

Now we take \( S_0 = \frac{1}{2} R_0 \), and for each \( m \in \mathbb{N} \), \( S_{m+1} = S_m - c2^{-m}R_0 \), where \( c \) is some constant between 1/4 and 1/2.

Define also \( M_m = \sup_{B_{2m}(x_0)} u^2 \) and \( V_m = |E \cap (B_{S_m}(x_0) \setminus B_{S_{m+1}}(x_0))| \).

By subharmonicity of \( u^2 \),
\[
M_{m+1} \leq \sup_{B_{2m+1+2^{-m}R_0}(x_0)} u^2 \leq \sup_{\partial B_{S_{m+1}+2^{-m}R_0}(x_0)} u^2.
\]

Let \( y_0 \) be a point realizing the supremum on the right-hand side, then
\( B_{c2^{-m-1}R_0}(y_0) \subset B_{S_m}(x_0) \setminus B_{S_{m+1}}(x_0) \).

Thus again by subharmonicity of \( u^2 \),
\[
u^2(y_0) \leq \frac{1}{|B_{c2^{-m-1}R_0}(y_0)|} \int_{B_{c2^{-m-1}R_0}(y_0)} u^2 \\
\leq \frac{1}{|B_{c2^{-m-1}R_0}(y_0)|} \int_{E \cap (B_{S_m}(x_0) \setminus B_{S_{m+1}}(x_0))} u^2 \\
\leq \frac{1}{|B_{c2^{-m-1}R_0}(y_0)|} M_m V_m \\
= \frac{1}{\omega_n} c^{-n} 2^{n(m+1)} R_0^{-n} M_m V_m.
\]

That is,
(3.4)
\[
M_{m+1} \leq C(n) 2^{nm} R_0^{-n} M_m V_m.
\]

Now for each \( r \in (S_{m+1}, S_m - c2^{-m-1}R_0) \), the isoperimetric inequality implies
\[
V_{m+1}^{-\frac{n-1}{n}} \leq |B_r(x_0) \cap E|^{-\frac{n-1}{n}} \\
\leq C(n) (H^{n-1}(\partial B_r(x_0) \cap E) + \text{Per}(E; B_r(x_0))) \\
\leq C(n)(2H^{n-1}(\partial B_r(x_0) \cap E) + \omega_n \frac{D}{\Delta t} r^n + C(n) \left( \sup_{B_{S_m}(x_0)} u^2 \right) \frac{u^2}{(S_m - r)^2} |E \cap (B_{S_m}(x_0) \setminus B_r(x_0))|).
\]

For the last inequality, we used (3.3) with \( s \) replaced by \( r \) and \( r \) replaced by \( S_m \).

With \( S_m - c2^{-m-1}R_0 > r > S_{m+1} \), the expression above can be bounded
\[
V_{m+1}^{-\frac{n-1}{n}} \leq C(n)(H^{n-1}(\partial B_r(x_0) \cap E) + \frac{D}{\Delta t} S_m^n + \frac{4mn}{R_0^m} M_m V_m).
\]
Proposition 3.18. If $t \Delta t$ for all $m$ Integrating over the interval for $V$ where $A$ (Lemma 1.4.7 in Ladyženskaja-Ural’ceva [34]). This contradicts that $m$ is a possibly large constant.

Now we give the final piece we need before proceeding to the compactness of $-\approx$-approximate flows. With $\delta_0 = \delta_0(n)$ such that if $V_m + M_m + \frac{D}{\Delta t} S_m \leq \delta_0$ for some $m$, then $M_k \to 0$ as $k \to \infty$, that is $u = 0$ in $B_{\frac{1}{k} R_0}(x_0)$. (Lemma 1.4.7 in Ladyženskaja-Ural’ceva [34]). This contradicts that $x \in B$.

Consequently, for all $m$

$$V_m + M_m + \frac{D}{\Delta t} S_m \geq \delta_0.$$  

With $M_m \leq \sup \phi^2 \frac{|E \cap B_m(x_0)|}{|B_m(x_0)|}$ by subharmonicity, we further have

$$V_m + M_m \leq C(n, \phi) \frac{|E \cap B_m(x_0)|}{|B_m(x_0)|}.$$  

Thus

$$C(n, \phi) \frac{|E \cap B_m(x_0)|}{|B_m(x_0)|} + \frac{D}{\Delta t} S_m \geq \delta_0.$$  

In particular, if $R_0$ is small such that $\frac{D}{\Delta t} R_0 < \frac{1}{2} \delta_0$, then

$$\frac{|E \cap B_m(x_0)|}{|B_m(x_0)|} \geq c(n, \phi) \delta_0$$  

for all $m$.

Sending $m \to \infty$ gives the desired result.

Now we give the final piece we need before proceeding to the compactness of $\Delta t$-approximate flows.

**Proposition 3.18.** If $x_0 \in \partial E$ 0 < $r \leq c(n) \frac{\Delta t}{r^3}$ and $B_r(x_0) \subset D_{out} \setminus D_m$, then

$c(n, \phi) = \frac{\text{Per}(E; B_r(x_0))}{r^{n-1}} \leq C(n).$
Proof. The upper bound follows directly from Proposition 3.10.

For the lower bound, we first note that under the assumptions, we have the following estimate
\[
c(n, \phi) \leq \frac{|E \cap B_r(x_0)|}{r^n} \leq C(n).
\]
This is a consequence of Proposition 3.11 and 3.17.

Now by the isoperimetric inequality, we have the following:
\[
|E \cap B_r(x_0)|^{\frac{n-1}{n}} \leq \frac{1}{n\omega_n^\frac{1}{n}} \text{Per}(E \cap B_r(x_0)),
\]
and
\[
|E^c \cap B_r(x_0)|^{\frac{n-1}{n}} \leq \frac{1}{n\omega_n^\frac{1}{n}} \text{Per}(E^c \cap B_r(x_0)).
\]
Adding these pieces
\[
|E \cap B_r(x_0)|^{\frac{n-1}{n}} + |E^c \cap B_r(x_0)|^{\frac{n-1}{n}} \leq \frac{1}{n\omega_n^\frac{1}{n}} (\text{Per}(E \cap B_r(x_0)) + \text{Per}(E^c \cap B_r(x_0)))
\]
\[
= \frac{1}{n\omega_n^\frac{1}{n}} (\text{Per}(E; B_r(x_0)) + H^{n-1}(\partial B_r(x_0) \cap E)
\]
\[
+ \text{Per}(E; B_r(x_0)) + H^{n-1}(\partial B_r(x_0) \cap E^c))
\]
\[
= \frac{1}{n\omega_n^\frac{1}{n}} H^{n-1}(\partial B_r(x_0)) + \frac{2}{n\omega_n^\frac{1}{n}} \text{Per}(E; B_r(x_0))
\]
\[
= |B_r(x_0)|^{\frac{n-1}{n}} + \frac{2}{n\omega_n^\frac{1}{n}} \text{Per}(E; B_r(x_0)).
\]
Since both $|E \cap B_r(x_0)|$ and $|E^c \cap B_r(x_0)|$ are uniformly bounded away from 0 and $|B_r|$ by the density estimates, we have the following by the concavity of $t \mapsto t^{\frac{n-1}{n}}$:
\[
|E \cap B_r(x_0)|^{\frac{n-1}{n}} + |E^c \cap B_r(x_0)|^{\frac{n-1}{n}} \geq (1 + c(n, \phi)) |B_r|^{\frac{n-1}{n}}.
\]
Therefore $\frac{2}{n\omega_n^\frac{1}{n}} \text{Per}(E; B_r(x_0)) \geq c(n, \phi) |B_r|^{\frac{n-1}{n}}$, which gives the desired estimate.

\[\square\]

3.3. Existence and continuity of a flat flow. In this subsection we give the proof of Theorem 1.2, which states the existence and Hölder continuity of a flat flow starting from any set of finite perimeter. Here we are considering a class of very general initial configurations, the price to pay is that we lose uniqueness, the semigroup property and consistency with the smooth MCND flow. However, it is very general initial configurations, the price to pay is that we lose uniqueness, the semigroup property and consistency with the smooth MCND flow. However, it is very likely that one can recover these properties for special geometries.

For a given $E_0$, for fixed $\Delta t > 0$, we have a minimizer $(u, E)$ as in the previous subsection. Denote this minimizer by $E^{\Delta t}(\Delta t)$, then we can repeat the same procedure with $E^{\Delta t}(\Delta t)$ as the initial configuration and obtain a minimizer $E^{\Delta t}(2\Delta t)$. Iteratively we get a sequence $\{E^{\Delta t}(k\Delta t)\}_{k \in \mathbb{N}}$. This is a $\Delta t$-approximate flow in the sense of Definition 3.2. The goal is compactness as $\Delta t \to 0$.

Since we never used any property of $E_0$ in the previous subsection, results in the previous subsection hold for any set in this sequence. These estimates do depend on $\Delta t$ and blow up when $\Delta t \to 0$. As a result, it might seem that no compactness is possible. However, there is one part of the energy that behaves very well with small $\Delta t$, namely, the distance integral.
Since total energy is non-increasing along the approximate flow,
\[
\frac{1}{\Delta t} \int_{E^{A_1((k+1)\Delta t) \Delta E^{A_1(k\Delta t)}}} \text{dist}(x, \partial E_0) dx \leq C(E_0)
\]
uniformly over $\Delta t$. Thus when $\Delta t$ is small, this is pushing two consecutive sets in an approximate flow to be very close to each other in measure. The brilliant idea in Almgren-Taylor-Wang is to exploit this regularization fact to cancel all the bad behaviour from other estimates.

We would very much follow their idea. So far we have been treating the distance integral as a lower-order error, now we use crucially the uniform boundedness of this term. This begins with the following technical lemma, which is based on Proposition 4.3 in [5] but modified for our purpose:

**Lemma 3.19.** Suppose that $C$ and $A$ are measurable.

Let $\delta$, $\gamma$, $\Delta t$ and $E$ be positive numbers such that
\[
\frac{1}{\Delta t} \int_{A \setminus C} \text{dist}(x, \partial C) dx \leq E,
\]
and
\[
H^{n-1}(\partial C \cap B_r(p)) \geq \gamma r^{n-1}
\]
whenever $p \in \partial C$ and $0 < r \leq \delta$.

Then for $\delta \leq R < \infty$ we have
\[
|A \setminus C| \leq \left[2\Gamma \frac{R}{\delta} \right]^{n-1} H^{n-1}(\partial C)^{1/2}(\Delta t)^{1/2} E^{1/2} + \frac{\Delta t}{R} E,
\]
where $\Gamma = 2^{2n+1} n \omega_n \beta(n)/\gamma$, and $\beta(n)$ is the dimensional constant in Besicovitch covering lemma.

For the convenience of the reader, we give some ideas behind its proof. The interested reader should see [5] for a rigorous proof.

**Proof.** First, let $A$ and $C$ be any set, we first prove the following lemma about distance integrals:

**Lemma 3.20.**

\[
\int_{A \setminus C} \text{dist}(x, \partial C) dx \leq E \implies |A \setminus C| \leq 2^{1/2} \left[ \sup_{0 < r < R} H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) \right]^{1/2} E^{1/2} + \frac{E}{R}.
\]

First, by Chebychev
\[
|A \setminus C| \cap \{ \text{dist}(\cdot, \partial C) \geq R \}| \leq \frac{E}{R}.
\]
To deal with the set $|A \cap \{ \text{dist}(\cdot, \partial C) \leq R \}|$, we decompose it into level sets of the distance function and apply the coarea formula [36]:
\[
E \geq \int_{A \cap \{ \text{dist}(\cdot, \partial C) \leq R \}} \text{dist}(x, \partial C) dx
\]
\[
= \int_0^R r H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) dr.
\]

Note that
\[
|A \cap \{ \text{dist}(\cdot, \partial C) \leq R \}| = \int_0^R H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) dr,
\]
it is natural to use a rearrangement argument to show
\[
\int_0^R H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) dr \\
\leq 2^{1/2} \left( \int_0^R r H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) dr \right)^{1/2} \\
\cdot \left( \sup_{0 < r < R} H^{n-1}(A \cap \{ \text{dist}(\cdot, \partial C) = r \}) \right)^{1/2},
\]
which concludes the proof for Lemma 3.20.

Compare this general lemma with the situation in Lemma 3.18, we simply need to deduce
\[
(3.5) \sup_{0 < r < R} H^{n-1}(\{ \text{dist}(\cdot, \partial C) = r \}) \leq \Gamma \left( \frac{R}{\delta} \right)^{n-1} H^{n-1}(\partial C)
\]
from the density lower bound.

We first establish the following fact about distance functions:

**Lemma 3.21.** For any closed set $C$,
\[
H^{n-1}(\{ \text{dist}(\cdot, \partial C) = 1 \} \cap B_2) \leq 2^{2n+1} n \omega_n.
\]

By cutting off, we might assume $C \subset B_3$. Then coarea formula and the mean value theorem gives some $1/2 < R < 1$ such that
\[
H^{n-1}(\{ \text{dist}(\cdot, \partial C) = R \}) \leq 2|\{1/2 \leq \text{dist}(\cdot, \partial C) \leq 1\}|.
\]

Then we invoke
\[
H^{n-1}(\{ \text{dist}(\cdot, \partial C) = 1 \}) - H^{n-1}(\{ \text{dist}(\cdot, \partial C) = R \}) \leq \frac{n-1}{R}|\{R \leq \text{dist}(\cdot, \partial C) \leq 1\}|
\]
\[
\leq 3^n n \omega_n,
\]
which can be easily proved using the divergence theorem.

Lemma 3.21 follows by adding the previous estimates.

Now we turn to (3.5).

We first deal with the case when $r < \delta$.

Cover $\partial C$ with $\{B_r(p)\}_{p \in \partial C}$, and reduce it to $\{B_r(p_j)\}$ by Besicovitch. Since $\{\text{dist}(\cdot, \partial C) = r\}$ is covered by $\{B_{2r}(p_j)\}$,
\[
H^{n-1}(\{ \text{dist}(\cdot, \partial C) = r \}) \leq \sum H^{n-1}(B_{2r}(p_j) \cap \{ \text{dist}(\cdot, \partial C) = r \})
\]
\[
\leq \sum 2^{2n+1} n \omega_n r^{n-1}
\]
\[
\leq 2^{2n+1} n \omega_n \sum \frac{1}{\gamma} H^{n-1}(\partial C \cap B_r(p_j))
\]
\[
\leq \frac{\Gamma}{\gamma} H^{n-1}(\partial C).
\]

Note that we used a scaled version of Lemma 3.21 and the density lower bound on $\partial C$.

For the case when $r > \delta$, we simply note that
\[
r^{n-1} \leq \left( \frac{r}{\delta} \right)^{n-1} \frac{1}{\gamma} H^{n-1}(\partial C \cap B_\delta(p)) \text{ for } p \in \partial C.
\]

After this we can use the same covering argument but with balls of the form $B_\delta(p)$ for $p \in \partial C$.

This concludes the proof for Lemma 3.19.
The next proposition gives a uniform Hölder estimate in time for approximate flows.

**Proposition 3.22.** Let \( \{E^\Delta(t)\} \) be a \( \Delta t \)-approximate flow starting from \( E_0 \), then for any \( N \in \mathbb{N} \) one has

\[
|E^\Delta((k+N)\Delta t)\Delta E^\Delta(k\Delta t)| \leq C(n, E_0, \phi, D_{in}, D_{out})(N\Delta t)^{\gamma/2}.
\]

**Proof.** Define

\[
M_k = (\int |\nabla u_{k-1}|^2 dx + \text{Per}(E((k-1)\Delta t)) - (\int |\nabla u_k|^2 dx + \text{Per}(E(k\Delta t))),
\]

where \( u_j \) is a capacity potential corresponding to \( E^\Delta(j\Delta t) \).

By taking \((u_{k-1}, E^\Delta((k-1)\Delta t))\) as a competitor in the energy for \((u_k, E^\Delta(k\Delta t))\), we see

\[
\frac{1}{\Delta t} \int_{E^\Delta(k\Delta t)\Delta E^\Delta((k-1)\Delta t)} \text{dist}(x, \partial E^\Delta((k-1)\Delta t)) dx \leq M_k.
\]

In particular this implies

\[
\frac{1}{\Delta t} \int_{E^\Delta((k-1)\Delta t)\backslash E^\Delta((k-1)\Delta t)} \text{dist}(x, \partial E^\Delta((k-1)\Delta t)) dx \leq M_k,
\]

and

\[
\frac{1}{\Delta t} \int_{E^\Delta((k-1)\Delta t)\backslash E^\Delta(k\Delta t)} \text{dist}(x, \partial E^\Delta((k-1)\Delta t)) dx \leq M_k,
\]

which is equivalent to

\[
\frac{1}{\Delta t} \int_{E^\Delta((k-1)\Delta t)\backslash E^\Delta((k-1)\Delta t)} \text{dist}(x, \partial E^\Delta((k-1)\Delta t)) dx \leq M_k.
\]

Due to Proposition 3.18, for \( 0 < r < c(n)\Delta t \) and \( x_0 \in \partial E^\Delta((k-1)\Delta t) \), we have the density estimate

\[
H^{n-1}(\partial E^\Delta((k-1)\Delta t) \cap B_r(x_0)) \geq c(n, \phi)r^{n-1},
\]

hence we can apply Lemma 3.19 to (3.6) with \( A = E^\Delta(k\Delta t) \), \( C = E^\Delta((k-1)\Delta t) \), \( \delta = c(n)\Delta t \), \( \gamma = c(n, \phi) \) and \( E = M_k \) to obtain

\[
|E^\Delta((k-1)\Delta t)\backslash E^\Delta((k-1)\Delta t)| \\
\leq C(n, \phi)D^{-1/2}(H^{n-1}(\partial E^\Delta((k-1)\Delta t)))^{1/2}(\frac{R}{\Delta t})^{n-1}(\Delta t)^{1/2}M_k^{1/2} + \frac{\Delta t}{R}M_k
\]

for all \( R > c(n)\Delta t \).

Note that \( \text{Per}(E^\Delta((k-1)\Delta t)) \leq C(E_0) \) by the monotonicity of energy, we have

\[
|E^\Delta((k-1)\Delta t)\backslash E^\Delta((k-1)\Delta t)| \leq C(n, \phi, D, E_0)(\frac{R}{\Delta t})^{n-1}(\Delta t)^{1/2}M_k^{1/2} + \frac{\Delta t}{R}M_k.
\]

Similar arguments applied to (3.7) gives

\[
|E^\Delta((k-1)\Delta t)\backslash E^\Delta((k-1)\Delta t)| \leq C(n, \phi, D, E_0)(\frac{R}{\Delta t})^{n-1}(\Delta t)^{1/2}M_k^{1/2} + \frac{\Delta t}{R}M_k.
\]

Consequently,

\[
|E^\Delta((k\Delta t)\Delta E^\Delta((k-1)\Delta t)| \leq C(n, \phi, D, E_0)(\frac{R}{\Delta t})^{n-1}(\Delta t)^{1/2}M_k^{1/2} + 2\frac{\Delta t}{R}M_k
\]

for all \( R > c(n)\Delta t \).
Pick \( R = \frac{\Delta t}{(N \Delta t)^{n+1}} \), the previous estimate translates to

\[
|E^{\Delta t}(k \Delta t) \Delta E^{\Delta t}((k-1) \Delta t)| \leq C(n, \phi, D, E_0) M_k^{1/2} \left( \frac{1}{N} \right)^{1/2} (N \Delta t)^{1/2} + 2M_k (N \Delta t)^{1/2}.
\]

Adding up \( N \) such estimates to obtain

\[
|E^{\Delta t}((k + N) \Delta t) \Delta E^{\Delta t}(k \Delta t)| \leq C(n, \phi, D, E_0) (N \Delta t)^{1/2} \left( \Sigma(M_k/N)^{1/2} + \Sigma M_k \right)
\]

Now simply note that being a telescoping sum,

\[
\Sigma_k^N M_k = \left( \int |\nabla u_{k-1}|^2 dx + \mathrm{Per}(E((k-1) \Delta t)) \right) - \left( \int |\nabla u_N|^2 dx + \mathrm{Per}(E(N \Delta t)) \right),
\]

where the right-hand side is bounded by the energy of the initial configuration, say, \( C(E_0) \).

Consequently, we have

\[
|E^{\Delta t}((k + N) \Delta t) \Delta E^{\Delta t}(k \Delta t)| \leq C(n, \phi, D, E_0) (N \Delta t)^{1/2} \Sigma M_k.
\]

\[\square\]

The proof of Theorem 1.2 follows.

Proof. (of Theorem 1.2. ) For a sequence \( \Delta t \to 0 \), and each fixed \( t > 0 \), one has a subsequence of

\[
E^{\Delta t}(t) \to E(t) \text{ in } L^1
\]

for some \( E(t) \). This is a consequence of the compactness of sets of finite perimeter \[28, 30\].

Then by Cantor’s diagonal argument we find a subsequence that converges at all rational \( t > 0 \). The previous uniform H"older estimate shows the convergence happens at all real \( t > 0 \).

Moreover, the limiting \( E : [0, \infty) \to \mathcal{P}(\mathbb{R}^n) \) satisfies \( |E(s) \Delta E(t)| \leq C|t - s|^{1/4} \).

\[\square\]

Note that we only have a flow at the level of the sets, not at the level of the potentials. As a result, many interesting questions are left open about flat flows. For instance, do they satisfy the equation of motion in some weak sense? Is the energy decreasing along the flows? To tackle these questions, we need better estimate on the potentials, which might come from stronger convergence of the sets.

Some other problems that are very challenging under this formulation of flat flows such as the uniqueness, the semigroup property and the consistency with smooth flows are easily tackled if we use the following formulation.

4. The minimal barrier

The continuation of the mean curvature flow by the method of minimal barriers goes back to De Giorgi \[20\]. This formulation inherits a geometric comparison property of the mean curvature flow, namely, the inclusion principle. Unlike the variational approach, which is based on energy considerations, it is very easy to get comparisons in this formulation. As a result, pointwise properties like uniqueness, the semigroup property and the consistency property become almost trivial. The reader might consult Bellettini \[8\] for more details of this approach.
In this section, a similar formulation is given for our flow. This is based on the observation that our flow also enjoys an inclusion principle as explained in the introduction. We will see that those pointwise properties which are difficult to obtain in the variational approach will again be relatively simple under this formulation.

But we first need some definitions.

As the space of ‘test functions’, we take all possible smooth MCND flows:

**Definition 4.1.** The class $\mathcal{F}$ consist of all smooth MCND flows in the sense of Definition 2.3.

**Remark 4.2.** Note that in this section we can again drop the boundedness assumption on $D_{\text{out}}$ like in Section 2, since it plays no role in the analysis.

**Remark 4.3.** Our test functions are fixed by the boundary data $\phi$. This lack of translation invariance and reflection is one of the major difference between our theory and the theory for the mean curvature flow.

Following De Giorgi, a ‘supersolution’ is called a barrier.

**Definition 4.4.** A map $\psi : [c,d] \to \mathcal{P}(\mathbb{R}^n)$ is a barrier if

1. $D_{\text{in}} \subset\subset \psi(t) \subset\subset D_{\text{out}}$ for all $t$,
2. if $f : [a,b] \to \mathcal{P}(\mathbb{R}^n)$ is a smooth MCND flow with $[a,b] \subset [c,d]$ and $f(a) \subset \psi(a)$, then $f(b) \subset \psi(b)$.

The collection of barriers on $[c,d]$ is denoted by $\mathcal{B}([c,d])$.

The following propositions are direct consequences of the definitions.

**Proposition 4.5.**

1. Given any smooth closed set $D_{\text{in}} \subset\subset \Omega_0 \subset\subset D_{\text{out}}$, there is some small $T > 0$ and a unique $f \in \mathcal{F}$ on $[0,T]$ with $f(0) = \Omega_0$.
2. If $f : [a,b] \to \mathcal{P}(\mathbb{R}^n) \in \mathcal{F}$, then $f_t : [a+t,b+t] \to \mathcal{P}(\mathbb{R}^n)$ defined by $f_t(s) = f(s-t)$ is also in $\mathcal{F}$.
3. If $f : [a,b] \to \mathcal{P}(\mathbb{R}^n) \in \mathcal{F}$ and $a < c < b$, then $f|_{[a,c]}$ and $f|_{[c,b]}$, the restrictions of $f$ to $[a,c]$ and $[c,b]$ respectively, are in $\mathcal{F}$.
4. If $\{\psi_\alpha\}_{\alpha \in \mathcal{A}} \subset \mathcal{B}([c,d])$, then

$$\bigcap_{\mathcal{A}} \psi_\alpha \in \mathcal{B}([c,d]).$$

Very similar to the ‘least supersolution’ in elliptic theory, our ‘solution’ is defined as a minimal barrier.

**Definition 4.6.** For $E_0 \subset \mathbb{R}^n$, the minimal barrier starting from $E_0$ on $[c,d]$ is defined as

$$\mathcal{M}(E_0)(t) := \bigcap \{\psi \in \mathcal{B}([c,d]) : \psi(c) \supset E_0\}.$$

The justification for this formulation is the following geometric comparison principle for smooth MCND flows.

**Theorem 4.7.** Suppose $f, g : [a,b] \to \mathcal{P}(\mathbb{R}^n)$ are two smooth MCND flows in the sense of Definition 2.3. If $f(a) \subset g(a)$ then $f(b) \subset g(b)$. 


Proof. To simplify notations, we denote by $d_f(\cdot, t)$ the signed distance function to $f(t)$, and by $d_g(\cdot, t)$ the signed distance function to $g(t)$.

Let $u$ and $v$ be the potentials corresponding to $f$ and $g$ respectively.

Then it is simple to see

$$f(t) \subset g(t) \text{ if and only if } d_f(\cdot, t) \geq d_g(\cdot, t).$$

Since $f(a) \subset g(a)$, the following is well-defined

$$\overline{t} = \sup_{f(t) \subset g(t)} t.$$ 

Let $t_n$ be a sequence that converge to $\overline{t}$ with $f(t_n) \subset g(t_n)$ for each $n$. Then for any $x$, one has by continuity

$$d_f(x, \overline{t}) - d_g(x, \overline{t}) = \lim(n(d_f(x, t_n) - d_g(x, t_n))) \geq 0,$$

which is another way of saying

$$f(\overline{t}) \subset g(\overline{t}).$$

We next show that if $\overline{t} < b$, then we can find some $\delta > 0$ such that

$$f(\overline{t} + \delta) \subset g(\overline{t} + \delta),$$

leading to a contradiction to the definition of $\overline{t}$.

First, at points $d_f(x, \overline{t}) > d_g(x, \overline{t})$, by continuity we can find some $\delta_x > 0$ such that the inequality remains true over $[\overline{t}, \overline{t} + \delta_x]$.

Now at some point where $d_f(x, \overline{t}) = d_g(x, \overline{t}) \geq 0$, we first find $y \in \partial f(\overline{t})$ with $d_f(x, \overline{t}) = |x - y|$.

With $f(\overline{t}) \subset g(\overline{t})$, we see $y \in g(\overline{t})$. If $y \in \text{Int}(g(\overline{t}))$, then

$$d_g(x, \overline{t}) < |x - y| = d_f(x, \overline{t}),$$

leading to a contradiction. Thus $y \in \partial g(\overline{t})$.

Thus we have $d_f(\cdot, \overline{t}) \geq d_g(\cdot, \overline{t})$ and $d_f(y, \overline{t}) = 0 = d_g(y, \overline{t})$, therefore $\Delta_x d_f \geq \Delta_x d_g$ at $(y, \overline{t})$.

That is, $H_{df}(\overline{t}) \geq H_{dg}(\overline{t})$.

Meanwhile, $f(\overline{t}) \subset g(\overline{t})$ induces $0 \leq u < v$. With $u(y) = 0 = v(y)$, one has

$$0 \geq u_v(y, \overline{t}) > v_v(y, \overline{t}).$$

Combining these estimates, one has

$$V_{df}(\overline{t})(y) < V_{dg}(\overline{t})(y),$$

where $V$ is the outward normal velocity.

Then by the definition of a MCND flow,

$$\frac{\partial}{\partial t} d_f(x, \overline{t}) > \frac{\partial}{\partial t} d_g(x, \overline{t}),$$

thus again we find some $\delta_x$ such that $d_f(x, t) \geq d_g(x, t)$ for $t \in [\overline{t}, \overline{t} + \delta_x]$.

Similar argument applies to the case when $d_f(x, \overline{t}) = d_g(x, \overline{t}) < 0$.

Consequently, we find for every point $x$ some $\delta_x > 0$ so that the inequality between $d_f$ and $d_g$ remains true on $[\overline{t}, \overline{t} + \delta_x]$. By compactness of $g(\overline{t})$, this $\delta_x$ can be chosen uniformly for all $x \in \overline{t} \subset g(\overline{t})$, which is enough to conclude

$$f(\overline{t} + \delta) \subset g(\overline{t} + \delta)$$

for some $\delta > 0$. \hfill \Box

Remark 4.8. This is saying $\mathcal{F} \subset \mathcal{B}$ on the same time interval.
We now prove some properties of the flow of minimal barriers. These properties actually hold for very general minimal barrier flows. See Bellettini [8].

The first proposition states that the minimal barrier starting from $E_0$ takes $E_0$ as its initial value.

**Proposition 4.9.** For the minimal barrier starting from $E_0$ on $[0, \delta]$, $\mathcal{M}(E_0)(0) = E_0$.

*Proof.* It follows from definition that $E_0 \subseteq \mathcal{M}(E_0)(0)$.

Now define a map $\psi : [0, \delta] \rightarrow \mathcal{P}(\mathbb{R}^n)$ by $0 \mapsto E_0$ and $t \mapsto \mathcal{M}(E_0)(t)$. We show that $\psi \in \mathcal{B}([0, \delta])$.

To see this, take $f \in \mathcal{F}$ on $[a, b] \subseteq [0, \delta]$, and $f(a) \subseteq \psi(a)$.

If $a = 0$, then $f(0) \subseteq E_0$, and $f(0)$ is contained at time zero in any barrier used in the definition of the minimal barrier. Consequently, $f(b)$ is contained in any barrier in the definition of the minimal barrier at time $b$. This implies $f(b) \subseteq \mathcal{M}(E_0)(b) = \psi(b)$.

If $a > 0$, then from item 4 in Proposition 4.5 one has $f(b) \subseteq \psi(b)$. We conclude from here that $\psi \in \mathcal{B}([0, \delta])$.

As a result, $\psi$ is admissible in the definition of a minimal barrier. Thus $\psi \supset \mathcal{M}(E_0)$. This inclusion at $t = 0$ implies $E_0 \supset \mathcal{M}(E_0)(0)$.

□

In contrast to the flat flow, we have a uniqueness property, which follows directly from the definition:

**Proposition 4.10.** Given $E_0$, the flow of minimal barriers is unique.

It also follows from definition that this flow respects set inclusion:

**Proposition 4.11.** If $E_0 \subseteq F_0$, then $\mathcal{M}(E_0)(t) \subseteq \mathcal{M}(F_0)(t)$.

Barriers expand faster than smooth flows. But the minimal barrier expands also slower than smooth flows:

**Proposition 4.12.** Let $f : [a, b] \rightarrow \mathcal{P}(\mathbb{R}^n)$ be a smooth MCND flow. If $E_0 \subseteq f(a)$, then $\mathcal{M}(E_0)(b) \subset f(b)$.

*Proof.* Since $f$ itself is a barrier defining the minimal barrier, the conclusion follows directly from the definition. □

Also, by simple comparison it is easy to prove the semigroup property. Again this is very different from the flat flows:

**Theorem 4.13.** For $t_1 < t_2$,

$$\mathcal{M}(E)(t_2) = \mathcal{M}(\mathcal{M}(E)(t_1))(t_2 - t_1).$$

*Proof.* Define a map $\psi : [0, t_2] \rightarrow \mathcal{P}(\mathbb{R}^n)$ by

$$\psi(t) = \begin{cases} 
\mathcal{M}(E)(t) & \text{for } t \in [0, t_1], \\
\mathcal{M}(\mathcal{M}(E)(t_1))(t - t_1) & \text{for } t \in [t_1, t_2].
\end{cases}$$
Note that Proposition 4.7 ensures that there is no ambiguity at the time $t_1$.

We show that $\psi$ is a barrier.

Again, from item (4) in Proposition 4.4, we see $\psi \in B([0,t_1])$ and $\psi \in B([t_1,t_2])$. Thus it suffices to check the barrier condition for some $f \in F$ on $[a,b]$ with $a \in [0,t_1)$ and $b \in (t_1,t_2]$. To this end, we note that if $f(a) \subset \psi(a) = M(E)(a)$, then $f(t_1) \subset M(E)(t_1)$. But this ensures $\psi(b) \supset f(b)$ since $M(E)(t_1)$ is a barrier on $[t_1,t_2]$. We conclude that $\psi$ is a barrier and thus $\psi \supset M(E)$. At $t_2$, $M(E)(t_2) \subset M(E)(t_1)(t_2 - t_1)$.

The other direction follows from the fact that $M(E)$ is a barrier and it takes the value $M(E)(t_1)$ at $t_1$. $\square$

The next property we prove for the flow of minimal barriers is the consistency with smooth flows. Again compare this with the case for flat flows:

**Theorem 4.14.** Let $f : [a,b] \to P(\mathbb{R}^n)$ be a smooth MCND flow. Then
\[
M(f(a))(t) = f(t)
\]
for $t \in [a,b]$.

**Proof.** Proposition 4.12 gives $f(t) \supset M(f(a))(t)$.

For the other direction, note that for any $\psi \in B([a,b])$ with $\psi(a) \supset f(a)$, we have $\psi(t) \supset f(t)$.

Since $M$ is taken to be the intersection of such maps, $M(f(a))(t) \supset f(t)$. $\square$

The last property is a conditional result concerning the long-term behaviour of our flow. It says if one has that starting from parallel surfaces of $\partial D_{in}$, smooth flows exist globally in time and converge to the optimal configuration to the elliptic problem, then so does the flow of minimal barriers.

**Theorem 4.15.** Let $D_{out} = \mathbb{R}^n$, and define for $r > 0$, $D_r := \{x \in \mathbb{R}^n : d(x, D_{in}) \leq r\}$.

Suppose the smooth MCND flow starting from $D_r$ exists globally in time and as $t \to \infty$ converges in the Hausdorff distance to the optimal configuration in the elliptic problem.

Then starting from any bounded $E_0$ that contains $D_{in}$ compactly, the flow of minimal barriers starting from $E_0$ converges to the optimal configuration.

**Proof.** Simply note that such a initial configuration $E_0$ is trapped for some $r_1 < r_2$ $D_{r_1} \subset E_0 \subset D_{r_2}$. Then our flow of minimal barriers is trapped between the smooth flows starting from these sets. $\square$

**Remark 4.16.** Note that the assumptions are satisfied for the radial example in Section 2. Thus starting from any initial data, the flow of minimal barriers converges to $B_{R_{opt}}$. 

Acknowledgements

The author would like to thank his PhD advisor Prof. Luis Caffarelli for his constant encouragement and guidance. The author is also grateful to Xavier Ros-Oton, Yijing Wu and Wen Yang for many fruitful discussions.

References

[1] L. Almeida, A. Chambolle, M. Novaga, Mean curvature flow with obstacles, Ann. Inst. Poincaré Anal. Non Linéaire 29 (2012), no. 5, 667-681.
[2] H. W. Alt, L. A. Caffarelli, Existence and regularity for a minimum problem with free boundary, J. Reine Angew. Math. 325 (1981), 105-144.
[3] S. Angenent, Nonlinear analytic semiflows, Proc. Roy. Soc. Edinburgh Sect. A, 115 (1990), 91-107.
[4] I. Athanasopoulos, L. A. Caffarelli, C. Kenig, S. Salsa, An area-Dirichlet minimization problem, Comm. Pure Appl. Math. 54 (2001), no. 4, 479-499.
[5] F. J. Almgren, J. E. Taylor, L. Wang, Curvature-driven flows: a variational approach, SIAM J. Control Optim. 31 (1993), 387-437.
[6] S. Banach, Sur les opérations dans les ensembles abstraits et leur application aux équations intérales, Fund. Math. 3 (1922), 133-181.
[7] G. Barles, P. E. Souganidis, A new approach to front propagation problems: theory and applications, Arch. Ration. Mech. Anal. 141 (1998), 237-296.
[8] G. Bellettini, Lecture notes on mean curvature flow, barriers and singular perturbations, Publications of the Scuola Normale Superiore 12 (2013), Scuola Normale Superiore.
[9] K. A. Brakke, The motion of a surface by its mean curvature, Mathematical Notes 20, Princeton University Press, Princeton, N.J., 1978.
[10] L. Bronsard, R. V. Kohn, Motion by mean curvature as the singular limit of Ginzburg-Landau dynamics, J. Differential Equations 90 (1991), 211-237.
[11] D. Bucur, G. Buttazzo, Variational methods in shape optimization problems, Progress in Nonlinear Differential Equations and their Applications, 65. Birkhäuser, Boston, MA, 2005.
[12] L. A. Caffarelli, X. Cabré, Fully nonlinear elliptic equations, American Mathematical Society Colloquium Publications, 63. American Mathematical Society, Providence R.I., 1995.
[13] L. A. Caffarelli, S. Salsa, A geometric approach to free boundary problems, Graduate Studies in Mathematics, 68. American Mathematical Society, Providence, RI, 2005.
[14] P. Cardaliaguet, On front propagation problems with nonlocal terms, Adv. Diff. Equ. 5 (2000), 213-268.
[15] Y. G. Chen, Y. Giga, S. Goto, Uniqueness and existence of viscosity solutions of generalized mean curvature flow equation, J. Differential Geom. 33 (1991), 749-786.
[16] A. Chambolle, An algorithm for mean curvature motion, Interfaces Free Bound. 6 (2004), no. 2, 195-218.
[17] X. Chen, F. Reitich, Local existence and uniqueness of solutions of the Stefan problem with surface tension and kinetic undercooling, J. Math. Anal. Appl. 164 (1992), no. 2, 350-362.
[18] A. Chambolle, M. Morini, M. Ponsiglione, Nonlocal curvature flows, Arch. Ration. Mech. Anal. 218 (2015), no. 3, 1263-1329.
[19] G. David, T. Toro, Regularity of almost minimizers with free boundary, Calc. Var. Partial Differential Equations 54 (2015), no. 1, 455-524.
[20] E. De Giorgi, Barriers, boundaries, motion of manifolds, Conference held at the Department of Mathematics of Pavia, March 18, 1994.
[21] E. De Giorgi, New problems on minimizing movements, In: Boundary Value Problems for Partial Differential Equations and Applications, C. Baiocchi and J. L. Lions (eds.), Masson Paris (1993).
[22] L. C. Evans, H. M. Soner, P. E. Souganidis, Phase transitions and generalized motion by mean curvature, Comm. Pure Appl. Math. 45 (1992), 1097-1123.
[23] L. C. Evans, J. Spruck, Motion of level sets by mean curvature I, J. Differential Geom. 33 (1991), 635-681.
[24] L. C. Evans, J. Spruck, Motion of level sets by mean curvature II, Trans. Amer. Math. Soc. 330 (1992), 121-150.
[25] L. C. Evans, J. Spruck, *Motion of level sets by mean curvature III*, J. Geom. Anal. 2 (1992), 121-150.

[26] A. Friedman, *Partial differential equations of parabolic type*, Dover publications, Mineola, N.Y., 2008.

[27] D. Gilbarg, N. S. Trudinger, *Elliptic partial differential equations of second order*, Classics in Mathematics, Springer-Verlag Berlin Heidelberg, 2001.

[28] E. Giusti, *Minimal surfaces and functions of bounded variation*, Monographs in Mathematics, 80. Birkhäuser Verlag, Basel, 1984.

[29] M. Gage, R. S. Hamilton, *The heat equation shrinking convex plane curves*, J. Differential Geom. 23 (1986), 69-96.

[30] Y. Giga, K. Yama-Uchi, *On a lower bound for the extinction time of surfaces moved by mean curvature*, Calc. Var. Partial Differential Equations 1 (1993), 412-428.

[31] E. Hanzawa, *Classical solutions of the Stefan problem*, Tôhoku Math. J. (2) 33 (1981), no. 3, 297-335.

[32] I. C. Kim, *A free boundary problem with curvature*, Comm. Partial Differential Equations 30 (2005), no. 1-3, 121-138.

[33] O. A. Ladyženskaja, V. A. Solonnikov, N. N. Ural’ceva, *Linear and quasilinear equations of parabolic type*, Translated by S. Smith. Translations of Mathematical Monographs, 23, American Mathematical Society, Providence, R.I., 1968.

[34] O. A. Ladyženskaja, N. N. Ural’ceva, *Linear and quasilinear elliptic equations*, Academic Press, 1968.

[35] S. Luckhaus, T. Sturzenhecker, *Implicit time discretization for the mean curvature flow equation*, Calc. Var. Partial Differential Equations 3 (1995), 253-271.

[36] F. Maggi, *Sets of finite perimeter and geometric variational problems. An introduction to geometric measure theory*, Cambridge Studies in Advanced Mathematics, 135. Cambridge University Press, Cambridge, 2012.

[37] F. Mazzone, *A single phase variational problem involving the area of level surfaces*, Comm. Partial Differential Equations 28 (2003), no 5-6, 991-1004.

[38] L. Modica, *The gradient theory of phase transitions and the minimal interface criterion*, Arch. Ration. Mech. Anal. 98 (1987), no. 2, 123-142.

[39] S. Osher, J. Sethian, *Fronts propagating with curvature dependent speed*, J. Comput. Phys. 79 (1988), 12-49.

[40] J. Prüss, J. Saal, G. Simonett, *Existence of analytic solutions for the classical Stefan problem*, Math. Ann. 338 (2007), no. 3, 703-755.

[41] P. E. Souganidis, *Front propagation: theory and applications. Viscosity solutions and applications*, Lecture Notes in Math., 1660, Springer, Berlin, 1997.