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SUMMARY  Reinforcement learning has been used to adaptive service composition. However, traditional algorithms are not suitable for large-scale service composition. Based on Q-Learning algorithm, a multi-task oriented algorithm named multi-Q learning is proposed to realize subtask-assistance strategy for large-scale and adaptive service composition. Different from previous studies that focus on one task, we take the relationship between multiple service composition tasks into account. We decompose complex service composition task into multiple subtasks according to the graph theory. Different tasks with the same subtasks can assist each other to improve their learning speed. The results of experiments show that our algorithm could obtain faster learning speed obviously than traditional Q-learning algorithm. Compared with multi-agent Q-learning, our algorithm also has faster convergence speed. Moreover, for all involved service composition tasks that have the same subtasks between each other, our algorithm can improve their speed of learning optimal policy simultaneously in real-time.
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1. Introduction

With the development of Internet of Things (IOT) [1], more and more smart devices came into our lives, such as smart phone, smart sensors and so on. At present, most of these devices are private which can be used only by their owners. But, it’s a word with information sharing in future. How can we exploit these smart devices to live a more intelligent life in the world? Service-oriented Architecture (SOC) [2] represents a new generation of distributed computing architecture. Data resources, software resources and hardware resources can be utilized in the form of Web Services. SOC has become the most important architecture for distributed applications and provide a variety of cloud services. Web service are the main components of modular applications, it has an open, standardized interface (UDDI, Universal Description Discovery and Integration) [3]. Web service is the main technology to implement service-oriented architecture. Web services [4] are conducive to building cloud based flexible, loosely coupled application. These technologies provide us with a good way to exploit smart devices. Devices are connected to the cloud platform, one device could correspond to one or more web services, and we can use them by invoking the corresponding services. We call this pattern as smart devices as a service (SDaaS). Generally speaking, a single web service can’t satisfy the needs of complex applications, we can achieve it by combining a number of specific web services, and web service composition (WSC) [5] has become more and more important.

Many studies have focused on the optimization of web service composition, and most of the web service composition methods are based on static environment [6]–[10]. The usual way of web service composition is to construct an abstract composition service for meeting the user’s functional requirements firstly, and then select specific web services from candidate services based on the user’s nonfunctional requirements. Finally, an optimized web service composition could be created. In this way, the composed service runs in a static workflow mode, it does not adapt itself to changes in the environment automatically. Once some of the services which are concluded in the composed service change (QoS, deleted or invalid), it needs to be adjusted to adapt to the new changes artificially. Most of the web services are changing constantly in the network. Therefore, an adaptive approach for web service composition is needed.

Researchers have applied reinforcement learning to the web service composition problem, this method enable service composition to adapt to environment autonomously. Modeling the web service composition problem as a Markov decision process (MDP) [11]–[13], a variety of alternative services and work flows can be included in a single web service composition process, the optimization of web service composition can be conducted by using reinforcement learning at runtime. Q-Learning [14] is a classical algorithm for reinforcement learning, it is suitable for adaptive web service composition. Papers [15], [16] are to address the adaptive problem of service composition when facing high dynamic web services. But it will take a long time to find optimal policy when the number of services continues to increase. Multi-agent is applied to service composition to solve this problem. The paper [17] integrates on-policy reinforcement learning with multi-agent to achieve adaptive service composition for large number of services. By interacting with more participant agents, paper [18] presents a service composition method, which outperforms other learning methods. The Paper [19] focuses on one task that has a simple hierarchical structure. The task can be decomposed into hierarchical subtasks and most of the subtasks are primitive actions. The MAXQ-Q learning algorithm is proposed to learn optimal policy for a single task. The paper [20]
applies multi-agent to hierarchical task in order to speed up the acquisition of cooperative multi-agent tasks. Both of the two papers are interested in tasks with hierarchical structure. In current paper, we proposed multi-Q learning algorithm based on task decomposition. However, the advantage of this algorithm lies in solving the problem of multiple service composition tasks and these tasks are decomposed into several independent subtasks with no hierarchy. We focus on the same subtasks belonging to different service composition tasks, which contributes to each other in order to find optimal policy faster.

Actually, because of the popularity of the Internet of things and cloud computing, there will be more and more composition tasks on the server side at the same time. All of service composition tasks will experience the process of learning optimal policy. The existing research mostly focus on one task to make a better performance and don’t take other service composition tasks into account. This paper presents a real-time subtask-assistance strategy to improve learning speed of all involved service composition tasks by exchanging experiences between them. First, a service composition task is decomposed into several subtasks, and the same subtasks can be included in different service composition tasks. Secondly, based on Q-Learning algorithm, a multi-task oriented algorithm: multi-Q learning is proposed to make exchanging experiences between different service composition tasks possible. Finally, a subtask-assistance strategy for adaptive service composition is realized by exchanging learning experience between the same subtasks from different service composition tasks.

This paper is organized according to the following structure: In Sect. 2, we introduce the model of adaptive service composition and Reinforcement learning (RL). And then we model service composition by using RL. In Sect. 3, based on graph theory, we decompose complex service composition task into multiple subtasks, and propose multi-Q learning algorithm to realize real-time subtask-assistance strategy. In Sect. 4, compare with other algorithms, the advantages of our algorithms are presented. In Sect. 5, we summarize our paper.

2. Adaptive Service Composition

2.1 Definition

Adaptive service composition could be described: Based on satisfying the function of web service composition, select the best service dynamically from some similar services to make the global QoS of composite service optimized. In fact, the process of web service composition is similar to that of the workflow management system [6]. The workflow management system can achieve specific function according to the predefined workflow model, and some tasks and transformations are included [21]. We select and combine existing services to form a specific workflow after creating an abstract description in the service composition problem. Workflow is considered as a task sequence to achieve specific goals, each atomic task represents a web service that performs the corresponding functions. As shown in Fig. 1, it represents a complete processing framework of service invocation. The input of the framework is the user’s service request, and then the request is converted to the target of service composition. Adaptive Service Composition framework builds mathematical model for service composition task by using MDP and interacts with dynamic environment in real time to update web services constantly. After the composite service is determined, the framework could invoke it to realize users’ request. The framework can adapt to environmental changes effectively which helps to adaptive service composition.

2.2 Reinforcement Learning

Reinforcement learning could solve such a problem: how to learn to choose the best action for an agent that can perceive the environment. Agent will receive reward or punishment after deciding to make an action in the environment. We define this as reward value. Agent’s task is to learn from the delayed reward, in order to choose the following actions to make the cumulative reward maximization. This paper model this problem based on MDP. Agent can sense the set of different states in the environment, S. For each state, there is a set of actions corresponding A. When agent is in a state $s_t$, it selects the appropriate action $a_t$ to execute and then get a reward value $r_t = r(s_t, a_t)$, a new state $s_{t+1} = \delta(s_t, a_t)$ is generated where $\delta$ and $r$ are part of the environment. Agent has no prior knowledge about environment, function $\delta(s_t, a_t)$ and $r(s_t, a_t)$ are only related to the current state and action. The task of agent is to learn a policy $\pi: S \rightarrow A$ which could choose an action $a_t$ to act based on current state $s_t$ and make agent get maximum cumulative reward. Let $V^\pi(s_t)$ represent cumulative reward that agent acquires by following a policy $\pi$ and $s_t$ is the initial state:

$$V^\pi(s_t) = r + \gamma r_{t+1} + \gamma^2 r_{t+2} + \cdots = \sum_{i=0}^{\infty} \gamma^i r_{t+i}$$  (1)

The reward sequence $r_{t+i}$ is reward value that agent acquires by acting $a_{t+i}$ when it is in state $s_{t+i}$, $a_{t+i}$ can be obtained according to the policy $\pi$. $\gamma (0 \leq \gamma < 1)$ is a constant which determines the discount value of a delayed reward and an immediate reward. In other words, the reward value that obtained by agent which acts in $i$th step will discount on $\gamma^i$. It means that we take immediate reward into consideration.
When \( \gamma = 0 \). Otherwise, the immediate reward and the reward of the action to be performed in the future are equal important when \( \gamma \) close to 1.

The task of reinforcement learning is to find a policy \( \pi: S \rightarrow A \), which maximizes \( V^\pi(s) \) for any \( s \in S \). The policy \( \pi \) is called optimal policy, it’s denoted as \( \pi^* \). Expressed as a formula:

\[
V^\pi(s) = \max_{\pi} V^\pi(s)
\]

or

\[
\pi^*(s) = \arg\max_{a}[r(s, a) + \gamma V^\pi(\delta(s, a))]
\]

Q-Learning [22] is an important algorithm for reinforcement learning, the evaluation function \( Q(s,a) \) is defined as: Its value is the maximum discount cumulative reward when agent starts with state \( s \) and uses \( a \) as the first action. Expressed in formula:

\[
Q(s,a) = r(s,a) + \gamma V^\pi(\delta(s,a))
\]

According to the formula Eq. (4), \( Q(s,a) \) is the maximum value when agent is in state \( s \) and select the optimal action \( a \). It can be concluded that:

\[
\pi^*(s) = \arg\max_{a} Q(s,a)
\]

According to the formula Eq. (5), in order to obtain the optimal policy \( \pi^* \), agent only need to select the action that maximizes \( Q(s,a) \) when agent is in state \( s \). Defines the formula for iteratively updating the \( Q(s,a) \) value:

\[
Q(s,a) \leftarrow Q(s,a) + \alpha [r + \gamma \max_{a'} Q(s',a') - Q(s,a)]
\]

\( r \) represents immediate reward when agent is in state \( s \) and select the action \( a \), \( 0 \leq \alpha \leq 1 \) is learning rate, it plays the role of regulatory factors. Generally speaking, the larger the value of \( \alpha \), the faster the \( Q \) function converges, and the algorithm will find the optimal policy.

2.3 Reinforcement Learning for Service Composition

Some studies have used MDP to model web service composition. The process of searching for the optimal policy can be regarded as the optimal choice of multi states and multi paths for agent. We can integrate multiple alternative workflows and web services into a single service composition by MDP. The alternative web service set \( A \) is equivalent to the actions collection in MDP.

As shown in Fig. 2, there are several workflows to choose for a finite user’s request. The user’s request will be decomposed into a variety of atomic services, and the model can complete the request by combine several specific services. \( S_0 \) is the initial state, agent can reach the final state through different service combinations. Each edge represents a progress of invoking the service with specific function to arrive at an intermediate state for agent. \( A_i \) represents a collection of candidate services when the agent is in state \( S_i \). If the agent selects a service \( (a \in A_i) \) and executes, it will arrive at another state.

In the process of searching for optimal service composition, agent can obtain reward value after invoking a selected service. We use the QoS attributes of the web service to define the reward value. Each web service may have multiple QoS attributes, such as response time, cost, availability, reliability and etc. Users may need to composite web services with less response time and higher stability in adaptive web service composition. In order to give an overall evaluation of a web service, we map user’s preferences to a utility value based on Utility Theory. The higher the utility value is, the more it can satisfy the user’s needs.

Assuming a web service with \( I \) QoS attributes, \( q_i (i \in I) \) represents the value of the \( ith \) QoS attribute and is mapped to a value between 0 and 1 using the utility function, denoted as \( U(q_i) \). \( q_i^{max} \) and \( q_i^{min} \) respectively represent maximum and minimum value of the \( ith \) QoS attribute among the web services with the same function.

\[
U(q_i) = \begin{cases} 
\frac{q_i - q_i^{min}}{q_i^{max} - q_i^{min}}, & \text{if larger } q_i \text{ is needed} \\
\frac{q_i^{max} - q_i}{q_i^{max} - q_i^{min}}, & \text{if smaller } q_i \text{ is needed}
\end{cases}
\]

In the Eq. (7), \( q_{max} - q_{min} \neq 0 \). If \( q_{max} - q_{min} = 0 \), then \( U(q_i) = 1 \). In order to obtain the overall utility function of all the QoS attributes for specific service, all the QoS attribute values are mapped into a real number by using the weighted sum of each QoS attribute utility function. A simple weighted method is applied to calculate the utility value of Web Service, the importance of each QoS attribute is represented by normalized weights and the sum of the normalized weights for all QoS attributes is equal to 1: \( \sum_{i=1}^{I} w_i = 1 \). Let \( R(s) \) denotes the return value of service \( s \).

\[
R(s) = \sum_{i=1}^{I} w_i U(q_i)
\]
3. Subtask-Assistance Strategy

3.1 Task Decomposition

Complex service composition task can be decomposed into multiple subtasks that are independent service composition tasks. In Fig. 2, if we delete a node \( s_i (0 < i < t) \) and all the edges connected to it and cannot find a path to connect \( s_0 \) with \( s_t \) then we call the node \( s_i \) articulation point. In Fig. 3, \( s_1, s_6, s_9, s_{10} \) and \( s_{12} \) are all articulation point which split graph in Fig. 2 into three subgraphs. As shown in Fig. 3, we can regard each subgraph as a subtask.

We define \( \pi(s_i, s_j) \) as the service selection policy from \( s_i \) to \( s_j \), \( s_0 \) is the initial state and \( s_t \) is the terminal state, and \( \pi^*(s_i, s_j) \) is the most optimal policy. Both \( s_{11} \) and \( s_{12} \) are articulation point. Therefore, we can conclude that:

\[
\pi(s_0, s_t) = \begin{cases} 
\pi(s_0, s_{11}) \\
\pi(s_{11}, s_{12}) \\
\pi(s_{12}, s_t)
\end{cases}
\] (9)

According to the definition of articulation point, there is no path between \( s_0 \) and \( s_t \) if we remove articulation point \( s_{11} \) and \( s_{12} \). Formula (9) is a piecewise function, besides \( \pi(s_0, s_{11}), \pi(s_{11}, s_{12}) \) and \( \pi(s_{12}, s_t) \) are independent each other. Therefore the optimal policy from \( s_0 \) to \( s_t \) is expressed as a formula:

\[
\pi^*(s_0, s_t) = \begin{cases} 
\pi^*(s_0, s_{11}) \\
\pi^*(s_{11}, s_{12}) \\
\pi^*(s_{12}, s_t)
\end{cases}
\] (10)

3.2 Multi-Q Learning for Subtask-Assistance

As shown in Fig. 2, a service composition model which contains several states from \( s_0 \) to \( s_t \). In order to find optimal composited service, we need to choose optimal path from \( s_0 \) to \( s_t \) which maximize QoS of composited service. So the problem is to find global optimal policy \( \pi^*(s_0, s_t) \). The task could be decomposed into three subtasks shown in Fig. 3. According to the Eq. (10), we can get:

\[
\pi^*(s_0, s_i) = \begin{cases} 
\pi^*(s_0, s_{11}) \\
\pi^*(s_{11}, s_{12}) \\
\pi^*(s_{12}, s_i)
\end{cases}
\]

(11)

In other words, the global optimal policy is the sum of the three subtasks. Based on the above theory, if a service composition workflow based on MDP, which contains \( n \) subtasks, then it contains \( n-1 \) articulation points, and \( s_{li} (1 \leq i < n) \) are articulation points. The optimal policy \( \pi^* \), which the agent will learn, can be defined as follows:

\[
\pi^*(s_0, s_i) = \begin{cases} 
\pi^*(s_0, s_{11}) \\
\pi^*(s_{11}, s_{12}) \\
\vdots \\
\pi^*(s_{ln-1}, s_{ln})
\end{cases}
\]

(12)

In the Eq. (12) \( n \geq 2 \). We can conclude that global optimal policy could be found only to find optimal policy for each subtask.

Subtasks could be regard as sub functions that are a part of workflow. They can be invoked in a specific order to achieve a final goal. Therefore, the loop between subtasks is not considered in current paper. We construct workflow that contains no loop for service composition in our paper. Therefore, according to the definition of articulation point, we can see that subtasks are independent of each other and the choice of the optimal policy for each subtask can be regarded as a Q-Learning process. Let \( S_k \) \( (s_k \in S_k) \) as a set of states for the \( k \)th subtask and \( A_k \) \( (a_k \in A_k) \) is a set of actions corresponding, so we can get the Q learning expression corresponding to the \( k \)th subtask.

\[
Q_k(s_k, a_k) = r_k(s_k, a_k) + \gamma \max_{a' \in A_k} Q_k(s_k', a_k')
\]

(13)

The global Q function expression of service composition task from the state \( s_0 \) to \( s_t \) is defined as Eq. (14):

\[
Q'(s, a) = Q_k(s_k, a_k) + \sum_{i=k+1}^{n} \max_{a_i} Q_i(s_{i-1}, a_i)
\]

(14)
So, the problem of convergence of a global Q function is decomposed into convergence problem of multi-Q functions, and the global optimal policy is defined as Eq. (15):

\[
\begin{align*}
\pi^*(s) &= \arg\max_a Q^*(s, a) \\
&= \arg\max_{a_k} Q_k(s_k, a_k) \\
&= \arg\max_{a_k} \max_{1 \leq k \leq n} Q_k(s_k, a_k)
\end{align*}
\]

(15)

According to the Eq. (15), when the agent is in the state \(s \in S_k\), the selection of optimal policy is only related to the current subtask \(k\). Therefore, we can consider each subtask as an independent entity. The service composition task will find the optimal policy when each of its subtask finds the optimal sub policy. It make subtask-assistance strategy possible. As shown in Fig. 4, there are \(n\) service composition tasks (T1, T2… Tn), they could contain the same subtasks.
although they are different tasks. As illustrated in this figure, the same color circles represent the same subtask. In the process of multi-Q learning, the same subtasks coming from different service composition tasks can exchange information to accelerate the process of finding the optimal policy for all involving tasks (T1, T2... Tn). The subtask-assistance strategy is the core of multi-Q learning algorithm. This process is represented as Algorithm 1.

For multiple service composition tasks that achieve different functions may contain same subtasks. These same subtasks share the same state and action spaces. Suppose that, we can get $D$ different subtasks by decomposing multiple service composition tasks totally, and the $d$th ($1 \leq d \leq D$) subtask may have $E_d$ same tasks and $S_d$ states. $A_{sd}$ is a collection of candidate services for the $s_d$th ($1 \leq s_d \leq S_d$) state. For example, in Fig. 4, the same color circles represent the same subtask. Therefore, the subtask-assistance strategy can be realized by Algorithm 1.

Based on Q-learning algorithm and subtask-assistance strategy, we propose multi-Q learning algorithm for multiple service composition task (see Algorithm 2). Figure 5 shows the procedure of multi-Q learning algorithm.

### 4. Experiments

In this simulation study, we mainly shows that effectiveness and advantages of our strategy. First, compare with Q-learning algorithm and multi-agent algorithm based on Q-learning, our algorithm can get faster learning speed. Secondly, for one specific task, we study the effect of the number of the same subtasks from different tasks on learning speed of our algorithm. Thirdly, we discuss if the number of subtasks that one task contains could affect learning speed of our algorithm. At last, we verify the advantages of our algorithm while other algorithm are not available.

In this paper, the learning speed of algorithm is measured by the number of episodes when the algorithm converges, it also shows that the speed of the task to learn the optimal policy. We set the threshold of discounted accumulative rewards to 5% when algorithm converges. In order to simulated dynamic environment, we change the QoS values of 10% services per 500 episodes. We set some parameter values: learning rate $\alpha = 0.3$, $\epsilon$-greedy strategy $\epsilon = 0.6$ and reward discount $\gamma = 0.8$. Experiment platform: CPU: Intel Xeon E5-2609 2.4GHz. RAM: 16GB and windows server 2008 operating system.

In current paper, three QoS attributes are mainly considered as reward assessment, which are Response Time, Throughput and Latency based on the QWS Dataset [23, 24]. We simulated the three QoS attributes mentioned above by reference to the QWS Dataset and created a maximum of 20000 individual web services. The distribution of QoS values is shown in Table 1. Take response time for example, it means that there are 10% of all web services that their response time is between 20ms and 200ms. In our experiments, each action is a finite web service that could return finite result by invoking it. We could get every state through observing the finite result. Therefore, we can obtain the discounted cumulative rewards by Eq. (1).

#### 4.1 Learning Speed of Multi-Q Learning

The aim of this experiment is to study the learning speed of our algorithm for large-sale service composition. We focus on one service composition task, which contains 100 states and 80 candidate services for each state. This task contains three subtasks. We suppose each subtask has three same subtasks when our algorithm is in the learning process. In order to demonstrate the advantages of our algorithm, we compare with traditional Q-learning algorithm and Multi-agent algorithm based on Q-learning. We set the number of agent for Multi-agent algorithm is three that share the same set of states and actions. We define $\pi^j_s(a) (1 \leq j \leq 3)$ as current optimal policy that each agent obtain when an episode end. Agents choose the better one from three current optimal policy for their next episode. The result of this experiment shows in Fig. 6. It is obvious that the learning speed of our algorithm is significantly faster when compared with the Q-learning algorithm. Moreover, our algorithm has a faster learning speed than Multi-agent algorithm with three agents.
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**Fig. 6** Comparison of different algorithms
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|----------------|----------------|---------------------------|
| Response       | ms             | 20-200 200- 500- 1000- 1500- |
| Time           | invokes/second | 1-2 2-3 3-8 8-10 10-20 |
| Throughput     |                | 1-20 20-40 40-100 100-200 200-300 |
| Latency        | ms             | 1-20 20-40 40-100 100-200 200-300 |
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#### 4.2 Learning Performance of Multi-Q Learning

In the learning process, we mainly shows the learning performance of our algorithm compared with traditional Q-learning algorithm and Multi-agent algorithm. In order to demonstrate the advantages of our algorithm, we compare with traditional Q-learning algorithm and Multi-agent algorithm based on Q-learning. We set the number of agent for Multi-agent algorithm is three that share the same set of states and actions. We define $\pi^j_s(a) (1 \leq j \leq 3)$ as current optimal policy that each agent obtain when an episode end. Agents choose the better one from three current optimal policy for their next episode. The result of this experiment shows in Fig. 6. It is obvious that the learning speed of our algorithm is significantly faster when compared with the Q-learning algorithm. Moreover, our algorithm has a faster learning speed than Multi-agent algorithm with three agents. In order to implement subtask-assistance strategy, we redefine the global Q function expression for multiple service composition task (see Eq. (14)). Therefore, our algorithm has a higher converged value than the other methods. In our paper, we mainly focus on learning speed of algorithm.
4.2 Impact of the Number of Same Subtasks

The aim of this experiment is to study the effect of the number of the same subtasks from different tasks on learning speed of our algorithm. We focus on one service composition task, which contains 100 states and 80 candidate services for each state. We decompose this task into three subtasks and vary the number of the same subtasks for each subtask from two to six. It means that each subtask has two same subtasks when the number is two. As shown in Fig. 7, we can obviously see that our algorithm has faster learning speed with the increase of the number of the same subtasks. The more the same subtasks update corresponding Q function in the learning process, the faster learning speed the subtasks have. According to Eq. (14), it also will lead to find optimal policy of the whole task faster.

Though the number of the same subtasks can accelerate learning speed of our algorithm, is it the more the better? As shown in Fig. 8, with the number of the same subtasks from different tasks increases, our algorithm has faster convergence at the beginning, but when the number exceeds seven, the learning speed of our algorithm is little change. We can conclude that, there exists a suitable number of assistant subtasks for one specific task. It will lead to an optimal learning speed.

4.3 Impact of the Number of Subtasks

The aim of this experiment is to study the effect of the number of subtasks that a single task contains on the learning speed of our algorithm. We consider the service composition tasks which contain 100 states, and each state has 80 candidate services. These tasks contain different number of subtasks from 3 to 10, and each subtask has 5 same subtasks while learning the optimal policy. As shown in Fig. 9, we can see that the number of episodes is between 500 and 700 when our algorithm converges. It shows that the number of subtasks that a single task contains has little effect on the learning speed of our algorithm. Therefore, we can only focus on the number of the same subtasks from different tasks.

4.4 Multi-Q Learning for Subtask-Assistance

The aim of this experiment is to validate our algorithm can improve learning speed of different service composition tasks having the same subtasks each other simultaneously in real time. We conduct this experiment by using four different service composition tasks, as shown in Table 2. These four different tasks contain different numbers of states and subtasks, but having one or more the same subtasks each other. The same subtask is marked as the same subtask ID. We compare the learning speed of subtask-assistance (SA) strategy and no subtask-assistance (NSA) strategy for each
different tasks improve learning speed simultaneously. In the pattern of SA, the same subtasks from different tasks can update the corresponding Q function between each other to accelerate the learning speed, but not in the pattern of NSA.

Through our experiment, we shown the comparative data in Fig. 10. We can conclude that all involved tasks which using SA can improve their learning speed simultaneously compared with using NSA. In the process of NSA, only one subtask updates its own Q function for single task, it will take a longer time for the algorithm converges.

5. Conclusion

In this paper, we mainly investigate a subtask-assistance strategy for adaptive services composition. Considering the practical service composition environments, there could be many service composition tasks at a time. We decompose service composition task into multiple subtasks according to the graph theory. Different tasks with the same subtasks can assist each other to improve their learning speed. For this purpose, we propose a multi-Q learning algorithm to realize subtask-assistance strategy. The same subtasks from different tasks implement subtask-assistance strategy between each other, which will accelerate their learning speed. In the learning process, more same subtasks will lead to faster learning speed for all involved tasks. The experiments show that, our algorithm is better than traditional Q-learning algorithm and Multi-agent algorithm. Meanwhile, we take the relationship between different tasks into account, which is not considered in previous study. Our strategy can improve their speed of learning optimal policy simultaneously for all involved service composition tasks that have the same subtasks between each other in real-time.
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