Deep Reinforcement Learning for Stock Recommendation
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Abstract. Recommending stocks is very important for investment companies and investors. However, without enough analysts, no stock selection strategy can capture the dynamics of all S&P 500 stocks. Nevertheless, most existing recommending strategies are based on predictive models to buy and hold stocks with high return potential. But these strategies fail to recommend stocks from different industrial sectors to reduce risks. In this article, we propose a novel solution that recommends a stock portfolio with reinforcement learning from the S&P 500 index. Our basic idea is to construct a stock relation graph (RG) which provide rich relations among stocks and industrial sectors, to generate diversified recommendation result. To this end, we design a new method to explore high-quality stocks from the constructed relation graph with reinforcement learning. Specifically, the reinforcement learning agent jumps from each industrial sector to select stock based on the feedback signals from the market. Finally, we apply portfolio allocation methods (i.e., mean-variance and minimum-variance) to test the validity of the recommendation. The empirical results show that the performance of portfolio allocation based on the selected stocks is better than the long-term strategy on the S&P 500 Index in terms of cumulative returns.

1. Introduction

With the rapid development of the financial market, organizations and individuals have begun to invest in the stock market [1]. The growth of investment makes the market turmoil becomes even intense, which increases the risk of investment. By estimating the trend of stock prices, investors try to realise the expected return with the portfolio investment. Although earnings reports provide insights on how to value companies and select stocks, there are not enough human analysts to capture all the dynamics in the market to select stocks. Therefore, recommending stock is very important for investment companies and individuals [2].

Traditional stock recommendation methods can be classified into two categories. A single standard-based approach makes the portfolio contain stocks selected by the most critical factors (e.g., the lowest price/earnings to growth (PEG) ratio) [3]. Although these methods are effective, they often lead to an unstable performance in practice. For example, selecting top revenue stocks may result in less exploration ability. Other approaches [4, 5, 6] try to rank the stocks based on multiple criteria (e.g., P/E
ratio, price to sales (P/S) ratio, price/earnings to growth (PEG) ratio) from the financial domain knowledge. However, these approaches cannot consider the correlation between different criteria. Consequently, independently assigning the weights to each factor decreases the accuracy of stock ranking.

Nowadays, many studies have tried to develop a stock recommendation system by considering the characteristics of different investors. [7] provides general investors with recommendations that are more appropriate to their actual conditions. However, the analysis of the investors’ characteristics has brought new uncertainty to the stock recommendation. Moreover, several works [8, 9] try to value the companies by modeling investment portfolios with financial time series models. These recommendation models are built by estimating prospective revenues and costs. Typically, a cross-sectional model [10, 11] was proposed to estimate the implied cost of capital (ICC), and it plays an important role in firm valuation. Meanwhile, numerous research works [12, 13] consider using regressions models to estimate the revenue and net income. Recently, deep learning methods appeared to model stock data.

The deep neural network models [14, 15] can be used to predict future market fundamentals such as market volume and P/E ratio. As a result, the investors can select the stocks based on the predicted fundamentals. Considering that stock price is a dynamic Gaussian noise that is affected by a combination of complex factors and random factors. It is hard to make an accurate prediction of a stock’s future price. Also, the predicted top quantile stocks may fall in the same industrial sector, which increases the potential risks.

Figure 1. A toy example of selecting stocks by StockRL. Along with the constructed relation graph, the agent first picks the industrial sector and then selects the stocks based on the trading feedback. Under the covid-19 epidemic, at the state of investing in the Technology, Media, and Telecom (TMT) industry, the agent would further consider investing in the consumer packaged good (CPG) industry rather than in the aviation industry (AI).

In this paper, we propose a novel scheme called StockRL, which constructs a relation graph to represent the affiliation of stocks with different industries and recommends stocks portfolio based on reinforcement learning (RL) [16]. Reinforcement learning is one of the most general machine learning paradigms, alongside supervised learning and unsupervised learning. At each time step, a reinforcement learning agent receives the observation of the stock market and takes an action. After that, the agent will receive a signal which also calls the reward that evaluates the value of taking such action. With this feedback, the StockRL will label each state with correct action. The design of StockRL is based on the following principles: (1) all stocks affiliated to the same industry may share similar latent states to avoid information isolation; and (2) With reinforcement learning, the agent can explore and select stocks from different industrial sectors. The diversified result of stock recommendations can reduce the investment risk. We use Figure 1 to illustrate StockRL. The graph represents the relation of stocks, where the red circle represents stocks, and the yellow circle represents the industrial sectors. When applying our StockRL model, the agent learns to navigate in each sector and then select stocks associated with it. However, in many stocks, it is a challenge for RL agents to learn from “valuable” trial and error samples, which is also known as the RL exploration problem [17]. We claim that high-quality learning samples should satisfy two requirements: 1) informative, meaning that currently these samples are representative, such that training the strategy with them will change model parameters significantly, and 2) counterfactual,” ignore” the stocks that have been considered before but cause a loss, as a result, the
strategy can avoid similar mistakes.

To address this problem, we construct a stock relation graph (RG) which provides rich relations among stocks and industrial sectors, where the weight on the edge represents the correlation between stocks. With a knowledge graph, the agent can effectively learn from hundreds of stock samples. In particular, if one stock makes a huge profit, the agent will move along the edge of the graph, trying to find other similar stocks. Finally, we apply portfolio allocation methods (i.e., equally weighted, mean-variance, and minimum-variance) to test the validity of the recommendation. The empirical results show that the performance of portfolio allocation based on the selected stocks is better than the long-term strategy on the S&P 500 Index in terms of Sharpe ratio and cumulative returns.

In summary, the main contributions of this work are as follows:
- We incorporate knowledge graphs into reinforcement learning to select “valuable” trial-and-error samples to learn stock recommendation strategies.
- We develop a novel method, by applying a multi-hop navigation strategy, a reinforcement learning agent can quickly learn from knowledge entities on the graph.
- We conduct extensive experiments on the S&P 500 datasets, demonstrating the strength of StockRL in recommending high-margin, low-risk (i.e., diversified) stocks.

2. Task Formulation and Preliminaries

We first formally introduce the problem definition of stock recommendation. Then, we give an explanation and prepare RL settings to solve the problem.

In a stock market, an investor is able to buy an asset at time \( t_i - 1 \) and sell it at a fixed time \( t_i \geq 0 \). Let \( p_{ti} \) be the price of the asset \( i \) at time \( t \). Then the total return, \( R_t \), on the investment at time \( t \) is given by \( R_t = p_{ti} / p_{ti-1} \).

**Definition 1**: Portfolio. Assume there are number of \( n \) different assets and each of them corresponds a revenue return \( R_i \), \( i = 1, ..., n \). The portfolio research how to invest a total amount of money \( M_t \) into different asset \( i \) with weight \( w_i \), \( i = 1, ... n \) with high-revenue a low-risk, such that \( \sum_{i=1}^{n} M_{ti} = M_t \) and restricts that \( M_{ti} \geq 0 \), \( i = 1, ... n \), where \( M_{ti} \) is the amount of investments in asset \( i \) and \( M_t = \sum_{i=1}^{n} w_i M_{ti} \).

**Problem Definition**: Stock recommendation. Given a set of \( k \) stocks \( S = \{s_1, s_2, ..., s_k\} \) covered by the S&P 500 index, our goal is to select \( n \) stocks, where the portfolio allocation methods can obtain the largest cumulative return.

2.1. Reinforcement Learning Setup

Stock recommendation requires an agent to select stocks based on the dynamic market changes. This problem can be formulated as a Markov decision process (MDP) and solved using the reinforcement learning framework. Typically, a MDP contains 6-tuple \((I, A, T, R)\), where \( I, A, T, R \) are the states, actions, transitions, and rewards of the system. In the following, we formulate the stock recommendation problem in the context of reinforcement learning:

- **Observation space I**: An observation \( I_t \in I \) is defined as the representation of the stock market that includes the volume, macro market situation, and holding positions.
- **Action space A**: An action \( a_t \in A \) indicates stocks and sectors that the agent selects at the time \( t \).
- **Reward R**: After the agent takes action \( a_t \) under observation \( o_t \), it receives the reward \( r_t \) from the market as follows:
  \[
  r_t = \alpha R_t - \beta V_t - \gamma T_t, \tag{1}
  \]
  where \( R_t \) is the total return at time \( t \), and \( V_t \) is the variance which indicates the risk of investment, and \( T_t \) is the transaction cost. The transaction cost is calculated as follows.
  \[
  T_t = |S_t - S_{t-1}| \times P_t \times 0.1%, \tag{2}
  \]
  where \( S_t \) is the stock that needs to be bought or sold at the time \( t \) according to the weight of the portfolio, and \( S_{t-1} \) is the remaining share of stock at the time \( t - 1 \). \( P_t \) is the stock price at time \( t \).
3. The Model Framework

The framework of the proposed StockRL is illustrated in Figure 2, which mainly consists of the two modules, weight evaluator and recommender. In addition, the relation graph is built to introduce the extra relations among stocks and sectors, which is useful to infer recommendation results. The weight on the relationship graph refers to the trend similarity of stocks. The weight evaluator updates the graph weight with the trading feedback of the selected stocks in the market. Then, the agent learns to generate the stock selection result according to the structure of the graph. Recursively performing such graph weight updating, stock selection, StockRL ultimately able to yield the recommendation results that adapt to market dynamics.

![Figure 2. The system framework. The weight evaluator and stock recommender promote each other. Weight evaluator updates the weight on relation graph with the stocks sampled by recommender. While, the accurate relation graph helps StockRL to select stocks with high-margin and low-risk.](https://example.com/figure2.png)

3.1. Relation Graph

Inspired by recent works [18], we organize stock attributes, interrelations as well as stock sectors in the form of relation graph (KG). The first layer identifies the relation of the sectors, and the second layers is the stocks. The establish RG is formalized as $G = \{(e^i, e^j) | e^i, e^j \in E\}$, where $E$ is the entity set unifying the sector set $C$ and the stock set $S$. For example, (sector: TMT, stock: AAPL) describes the fact that AAPL belongs to the TMT sector. As the result, a learning agent can generate the recommendation result by navigating the entities along with the structure of the relation graph.

3.2. Weight Evaluator

The weight of the relation graph represents the trend similarities of entities at the two ends of the edge. Since updating the weight $\theta$ on the graph $G$ involves the sampling operation, which cannot be directly optimized by the gradient-based algorithm [19], we adopt the policy-gradient-based reinforcement learning to approximate the underlying weight value. In particular, the objective is to maximize the long-term return revenue, and we can update the weights by following the ascending by the following gradient:

$$\nabla_\theta L(G) = \nabla_\theta \sum_{|v|} \sum_{i=1} E_{v \sim G(v|\theta)} \log[R_t(v)],$$

$$= \frac{1}{|v|} \sum_{i=1} \nabla_\theta \log G(v|\theta) \log[R_t(v)]. \quad (3)$$

The gradient $\nabla_\theta L(G)$ is the expectation summation over the selected samples $v \sim G(v|\theta)$ weighted by the reward signal $R_t(v)$. As the result, the weights on the graph will be updated depending on the market dynamics. For example, under the market conditions of the covid-19 epidemic, the weight of the edge representing the relation between Technology, Media, and Telecom (TMT) sector and customer package good (CPG) sector will be increased and the weight of the TMT and aviation (AI) sector will be decreased.

3.3. Recommender

Based on the constructed relation graph, the recommender conducts the two-layers navigation. As
shown in Figure 2, we define the exploration operation involving two successive layer edges. The recommender first selects sectors on the first layer and proposes the stocks on the second layer. Formally, at step $t$, $a_t = (c_t \rightarrow s_t \rightarrow s_t')$ denotes a two-hop path rooted at the current sector $c_t$ towards proposing the stock $s_{jt}$ via the historical navigating result $s_t$, where $c_t$ and the $(s_t, s_{ti})$ are connected via the edge with the weight updated by the weight evaluator. With this exploration operations, the recommender will sequentially generate a set of results $(s_1, s_2, ..., s_t)$ by the policy $\pi$ is updated as $\max_\pi E_{a_t \sim \pi}(\sum_{i=1}^{T} \gamma^i r_i)$, where $\gamma$ is the decay factor; the expectation of $\pi$ is to make the selected stocks earning the maximum revenue as possible.

4. Experiment
In this section, we apply portfolio allocation methods (i.e., equally weighted, mean-variance, and minimum-variance) to valid the effectiveness of our proposed recommendation method. Then we analyse the performance of portfolio allocation in terms of Sharpe ratio and cumulative returns.

4.1. Parameters and environment
All the experiments are carried out on a computer with i7-5820K CPU, Nvidia GTX 1080-Ti GPU, and 8GB RAM. Our algorithm is implemented in Python 2.7 with PyTorch 1.0. For the model optimization, we perform stochastic gradient descent with the learning rate 0.05. Moreover, the smooth parameters $\alpha$, $\beta$, and $\gamma$ in the reward function Eq. (1) are set to 0.6, 0.2, and 0.2, respectively. Through cross-validation, we set the hyper-parameters in our model as follows. We set $m$ as 10 and run D-steps 200 times, G-steps 200 times. The parameters for all the baselines are set as described in the corresponding papers. The experimental data contains the extra attributes including market capitalization, dividend, price/sales, price value, price/earnings, and EBITDA. In order to analysis whether the proposed model has made effective recommendation, we consider the stocks in S&P 500 index with four periods. The four periods include bottom period (2018/11–2019/02, see A in Figure 3, middle period (2019/03–2019/09, see B in Figure 3, top period (2019/10–2020/01, see C in Figure 3 of a wave with rising trend, and top period (2020/01–2020/04, see D in Figure 3 of a wave with falling trend.

![Figure 3](image1.png)

(a) Data analysis. The price of stocks in each sector. (b) The price changes of the recommended stocks.

![Figure 4](image2.png)

(a) Experimental Results Analysis. (a) Return comparing of two portfolio method with the S&P 500 in the A period. (b) Return comparing of two portfolio method with the S&P 500 in the A period.

4.2 Experimental Results Analysis
In this section, we briefly analyze and explain the experimental results. After the learning agent
jumps from each industrial sectors to select stock based on the feedback signals from the market, StockRL selects a set of stocks. The recommended stock prices for 2018-2020 are shown in Figure 3(b). One can see that, BOND is less volatile than other stocks, which helps reduce risks.

In order to prove the effectiveness of our proposed recommendation method, we apply the portfolio allocation method to the selected stock set, and back-test the return rate in the A and C periods. Figure 3(a)(b) shows the returns of comparing two portfolio allocation methods (i.e., mean-variance and minimum-variance) with the S&P 500 Index within 12 weeks of trading. Note that A and C periods are the start period of the S&P 500 Index fall and raise. Generally, stock prices will fluctuate along with the index. If the recommended stocks get better returns in the falling and rising period, it clearly shows that the proposed method can select stocks with high-margin and low-risk.

From Figure 4(a)(b), one can observe that both of the two portfolio allocation methods get the better returns and greatly better than the revenue return of S&P 500 Index. With mean-variance, the portfolio can get 54.96% better returns at the 10th trading week in Figure 4(a), and the portfolio method with minimum-variance can gets the 23.14% more returns at the 11th trading week in Figure 4(b). Certainly, the recommended stocks can let experienced investors to get much better returns than the S&P 500 index baseline.
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