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Abstract

In this paper, we study generalized constant ratio surfaces in the Euclidean 4-space. We also obtain a classifications of constant slope surfaces.
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1 Introduction

It is well-known that the position function is the simplest geometrical object associated with a submanifold in a Euclidean space. Because of this reason, many problems related with understanding geometry of submanifolds with a given restriction on their position vectors have been studied by many mathematicians so far.

In this direction, the notion of constant ratio submanifolds in Euclidean spaces firstly introduced by B.-Y. Chen in [3]. Let $M$ be a submanifold isometrically immersed in $E^m$, there is a natural orthogonal decomposition of the position vector $x$ at each point on $M$; namely

$$x = x^T + x^\perp$$

where $x^T$ and $x^\perp$ denote the tangential and normal components of $x$, respectively. A submanifold of Euclidean space is said to be of constant ratio if the ratio of the lengths of the tangential and normal components of its position vector is constant. Complete classification of constant ratio hypersurfaces in Euclidean spaces was obtained in [3] (see also [1]). In addition, constant ratio space-like submanifolds in pseudo-Euclidean space have been completely classified in [5]. On the other hand, the submanifold $M$ is said to be a $T$-constant (respectively, $N$-constant) submanifold if $x^T$ (respectively, $x^\perp$) has constant length. B. Y. Chen studied $T$-constant and $N$-constant submanifolds in semi-Euclidean spaces in [4].
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Another important class of submanifolds is constant slope (CS) hypersurfaces defined by M. I. Munteanu in [15]. When the codimension of $M$ is 1, it is said to be a CS hypersurface if its position vector $x$ makes a constant angle with its unit normal vector field, $N$. In this case $N$ is parallel, one can generalize this definition to higher codimensions as following:

**Definition 1.1.** Let $M^n$ be a submanifold in a semi-Euclidean space $E^m$ with the position vector $x$. $M$ is said to be a constant slope submanifold if there exists a parallel normal vector field $N$ which makes constant angle with $x$.

In [15], constant slope surfaces (CSS) in $E^3$ have been studied and this study moved into the Minkowski 3-space in [8, 10]. First of two main purposes of this article is to study constant slope surfaces in the Euclidean 4-space $E^4$.

Constant slope (CS) hypersurfaces posses an interesting property: The tangential component $x^T$ of the position vector onto the tangent plane of the surface $M$ is a principal direction (see [15]). As we will describe in Sect. 3, the tangential component of the position vector of a CSS is a principal direction of all of its shape operators (See Corollary 3.4). As a generalization of the concept of constant slope surfaces, in [11], Fu and Munteanu studied surfaces in the Euclidean 3-space with the property that the tangential component of the position vector remains a principal direction but without the restriction of being constant of the angle function. They preferred to use generalized constant ratio surfaces (shortly, GCR surfaces), in order to point out the connection with the CR surfaces defined by Chen (See Sect. 4). Recently in [12, 18] the completed classification of GCR surfaces in Minkowski 3-spaces has been obtained. Also in [11] and [12, 18], all flat and constant mean curvature GCR surfaces, respectively, in $E^3$ and $E^3_1$ were classified.

Before we proceed to the other definition that we would like to give, we want to mention about class $A$ immersions into the product spaces $Q^n_c \times \mathbb{R}$, where $Q^n_c$ denotes the Riemannian space form with dimension $n$ and sectional curvatures $c = \pm 1$. An immersion $f : M^n \to Q^n_c \times \mathbb{R}$ is said to belong class $A$ if the tangential part of $\partial_t$ is principal directions of all shape operators of $f$. [14]. The notion of $A$ immersions generalize constant principle direction (CPD) surfaces in $Q^2_c \times \mathbb{R}$ into higher codimensions (See [8, 11] for CPD surfaces). By using a similar idea, one can give the definition of GCR submanifolds as following:

**Definition 1.2.** Let $M^n$ be a submanifold in $E^m$ and $x$ be its position vector. $M$ is said to be a generalized constant ratio (GCR) submanifold if the tangential part $x^T$ of $x$ is one of principal directions of all shape operators of $M$.

As we mention in Sect. 4, GCR submanifolds defined as above satisfy some geometrical properties being similar to GCR surfaces in 3-dimentional semi-Euclidean spaces. Furthermore, we would like to add that R. Tojiero and B. Mendoza the definition of the class–$A$ of the spaces is used in the case of codimension being larger than one. By using this definition given in [14, 16], a submanifold of Euclidean and semi-Euclidean spaces is called a GCR submanifold if the tangential component of the position vector of that submanifold is a principal direction of all shape operators. The other aim of this article is to understand GCR surfaces in the Euclidean 4-space $E^4$.

This paper is organized as follows. In Sect. 2, we introduce the notation that we will use and give a brief summary of basic definitons in theory of submanifolds
in Euclidean spaces. In Sect. 3, we obtain the complete classification of CSS in the Euclidean 4-space. In last section, we obtain the complete classification of GCR surfaces in the Euclidean 4-space.

2 Basic notation and definitions

Let $E^m$ denote the Euclidean $m$-space with the canonical Euclidean metric tensor given by
\[ \tilde{g} = \left(\cdot,\cdot\right) = \sum_{i=1}^{m} dx_i^2, \]
where $(x_1, x_2, \ldots, x_m)$ is a rectangular coordinate system in $E^m$.

Consider an $n$-dimensional Riemannian submanifold of the space $E^m$. We denote Levi-Civita connections of $E^m$ and $M$ by $\tilde{\nabla}$ and $\nabla$, respectively. The Gauss and Weingarten formulas are given, respectively, by
\[ \tilde{\nabla}_X Y = \nabla_X Y + h(X, Y), \]
\[ \tilde{\nabla}_X \xi = -S_\xi(X) + D_X \xi, \]
whenever $X, Y$ are tangent and $\xi$ is normal vector field on $M$, where $h$, $D$ and $S$ are the second fundamental form, the normal connection and the shape operator of $M$, respectively. It is well-known that the shape operator and the second fundamental form are related by
\[ \langle h(X, Y), \xi \rangle = \langle S_\xi X, Y \rangle. \]

The Gauss and Codazzi equations are given, respectively, by
\[ \langle R(X, Y)Z, W \rangle = \langle h(Y, Z), h(X, W) \rangle - \langle h(X, Z), h(Y, W) \rangle, \]
\[ \langle R^D(X, Y)\xi, \eta \rangle = \langle [S_\xi, S_\eta] X, Y \rangle, \]
\[ \langle \nabla_X h(Y, Z) \rangle = \langle \nabla_Y h(X, Z) \rangle, \]
whenever $X, Y, Z, W$ are tangent to $M$, where $R$, $R^D$ are the curvature tensors associated with connections $\nabla$ and $D$, respectively. We note that $\tilde{\nabla}h$ is defined by
\[ \langle \tilde{\nabla}_X h(Y, Z) \rangle = D_X h(Y, Z) - h(\tilde{\nabla}_X Y, Z) - h(Y, \tilde{\nabla}_X Z). \]
A submanifold $M$ is said to have flat normal bundle if $R^D = 0$ identically.

The mean curvature vector field $H$ of the surface $M$ is defined as
\[ H = \frac{1}{2} \text{tr} h. \]

If $M$ is a surface, i.e., $n = 2$, then the Gaussian curvature $K$ of the surface $M^2$ is defined as
\[ K = \frac{R(X, Y, X, Y)}{Q(X, Y)} \]
if $X$ and $Y$ are chosen so that $Q(X, Y) = \langle X, X \rangle \langle Y, Y \rangle - \langle X, Y \rangle^2$ does not vanish.
3 Classifications of Constant Slope Surfaces in $\mathbb{E}^4$

In this section, we would like to study constant slope surfaces in the Euclidean 4-space. First, we would like to present an example of CSS in $\mathbb{E}^4$.

Example 3.1. Let $\Pi$ be a hyperplane $\mathbb{E}^4$ with the unit normal $c_0$. Assume that $c_2 = c_2(t)$ be a curve lying on $S^2(r^2) = S^3(1) \cap \Pi$ such that $0 < r \leq 1$. Then, the surface $M$ is given by

$$x(s, t) = s \cos (\tan \theta \ln s) c_0 + s \sin (\tan \theta \ln s) c_2(t)$$

for a constant $\theta$. By a direct computation, one can see that $x$ can be decomposed as

$$x(s, t) = s \cos^2 \theta \partial_s + s \sin \theta e_3$$

for the unit normal vector field $e_3$ given by

$$e_3 = \sin(\tilde{u})c_0 - \cos(\tilde{u})c_2(t),$$

where $\theta = \hat{(x, e_3)}$ and $\tilde{u}(s) = \theta + u(s)$. Furthermore, $e_3$ is parallel. Hence, $M$ is CSS.

Now, assume that $M$ is a constant slope surface in $\mathbb{E}^4$ and let $x : \Omega \to M$ be its position vector, where $\Omega$ is an open subset of $\mathbb{R}^2$. We define a non-negative, smooth function $\mu$ by

$$\mu^2 = \langle x, x \rangle.$$  

Let $e_3$ be the unit parallel vector field such that $\langle x, e_3 \rangle = \sin \theta$, for a constant $\theta$. In this case, (1) turns into

$$x = \mu \cos \theta e_1 + \mu \sin \theta e_3,$$

for a unit tangent vector field $e_1$. Let $e_2$ and $e_4$ be a unit vector field and a unit normal vector field, satisfying $\langle e_1, e_2 \rangle = 0$ and $\langle e_3, e_4 \rangle = 0$, respectively. Since the codimension is 2, $e_4$ is also parallel. Moreover, having parallel frame field of the normal space of $M$ implies $R^D = 0$ (See [2]).

Remark 3.2. If $M$ is a surface lying on a hyperplane $\Pi$ of $\mathbb{E}^4$, then $M$ is obviously a CSS with $\theta = 0$ and in this case $e_3$ can be taken as the unit normal of $\Pi$. On the other hand, if $\Pi$ lies on a sphere $S^3(r^{-2})$ of radius $r$, then $M$ is again a CSS. However, this time we have $\theta = \pi/2$ and $e_3 = x/r$. One can easily observe the converse of these facts: in the case $\theta = 0$ and $\theta = \pi/2$ also implies $x(\Omega) \subset \Pi$ and $x(\Omega) \subset S^3(r^{-2})$, respectively. In the remaining of this section, we exclude these trivial cases and assume $\theta \in (0, \pi/2)$.

We note that the definition of $\mu$ directly implies

$$e_1(\mu) = \cos \theta,$$
$$e_2(\mu) = 0.$$

By a further computation considering (12) and the last two equations, we obtain the following lemma, where we put $S_{e_\beta} = S_\beta$ and $h^\beta_{ij} = \langle h(e_i, e_j), e_\beta \rangle$. 
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Lemma 3.3. The Levi-Civita connection $\nabla$ and the second fundamental form of $M$ are given by
\[
\nabla_{e_1} e_1 = 0, \quad \nabla_{e_1} e_2 = 0, \quad \nabla_{e_2} e_1 = -\frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_2, \quad \nabla_{e_2} e_2 = -\frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_1, \quad (15a)
\]
\[
h(e_1, e_1) = -\left(\frac{\sin \theta}{\mu}\right) e_3, \quad h(e_1, e_2) = 0, \quad h(e_2, e_2) = h_{32}^3 e_3 + h_{32}^4 e_4. \quad (15b)
\]
and the matrix representations of shape operator $S$ of $M$ with respect to $\{e_1, e_2\}$ are
\[
S_3 = \begin{pmatrix}
-\left(\frac{\sin \theta}{\mu}\right) & 0 \\
0 & h_{32}^3
\end{pmatrix}, \quad S_4 = \begin{pmatrix}
0 & 0 \\
0 & h_{32}^4
\end{pmatrix}. \quad (16)
\]
Proof. By considering (12), $\tilde{\nabla} X x = X$ and the normal vector field $e_3$ being parallel, one can get
\[
X = X(\mu) \cos \theta e_1 + \mu \cos \theta \left(\nabla_X e_1 + h(e_1, X)\right) + X(\mu) \sin \theta e_3 - \mu \sin \theta s_3 X \quad (18)
\]
whenever $X$ is tangent to $M$. By considering (13) and taking $X = e_1$ in (18), we obtain (15a) together with
\[
h_{31}^3 = -\left(\frac{\sin \theta}{\mu}\right), \quad h_{31}^4 = 0 \quad (19)
\]
which yields (16). While considering (14), (18) for $X = e_2$ gives
\[
\nabla_{e_2} e_1 = -\frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_2, \quad \nabla_{e_2} e_2 = \frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_1, \quad h_{12}^3 = 0, \quad h_{12}^4 = 0.
\]
Thus, we have (15b) and (15c). (17a) and (17b) follow from the Codazzi equation (6) for $X = e_1, Y = Z = e_2$.  

We immediately have the following observation

Corollary 3.4. If $M$ is a CSS in $\mathbb{E}^4$, then the tangential component of its shape operator is one of principal directions of all shape operators of $M$.

We will use the following lemma.

Lemma 3.5. There exists a local coordinate system $(s, t)$ defined in a neighborhood $N_p$ of a point $p \in M$ at which $\theta \notin \left\{ 0, \frac{\pi}{2} \right\}$ such that the induced metric of $M$ is
\[
g = \frac{1}{\cos^2 \theta} ds^2 + m^2 dt^2. \quad (20)
\]
for a smooth function $m$ satisfying

$$e_1(m) = \frac{1 + \mu h_{22}^3 \sin \theta}{\mu \cos \theta} m = 0. \quad (21)$$

Furthermore, the vector fields $e_1, e_2$ described as above become $e_1 = \cos \theta \partial_s$, $e_2 = \frac{1}{m} \partial_t$ in $\mathcal{N}_p$.

**Proof.** We have $[e_1, e_2] = -\frac{1 + \mu h_{22}^3 \sin \theta}{\mu \cos \theta} e_2$ because of (15). Thus, if $m$ is a non-vanishing smooth function on $M$ satisfying (21), then we have 

$$\left[ \frac{1}{\cos \theta} e_1, m e_2 \right] = 0.$$ 

Therefore, there exists a local coordinate system $(s, t)$ such that $e_1 = \cos \theta \partial_s$ and $e_2 = \frac{1}{m} \partial_t$. Thus, the induced metric of $M$ is given as in (20). \[ \square \]

Now, we are ready to obtain the classification theorem.

**Theorem 3.6.** A constant slope surface $M$ in $\mathbb{E}^4$ is locally congruent to the surface described in Example 3.1

**Proof.** In order to proof the necessary condition, we assume that $M$ is an oriented CSS with the isometric immersion $x : M \to \mathbb{E}^4$ satisfying $\langle x, x \rangle = \mu^2$. Since $M$ is a CSS, $x$ can be decomposed as given in (12). Let $\{e_1, e_2; e_3, e_4\}$ be the local orthonormal frame field described as before in Lemma 3.3, the coefficients of the second fundamental form of $M$ and $(s, t)$ a local coordinate system are given as in Lemma 3.5. Thus, we have

$$e_1 = \cos \theta x_s, \quad e_2 = \frac{1}{m} x_t. \quad (22)$$

By considering these equations, we see that (13) and (14) become

$$\mu_s = 1, \quad \mu_t = 0 \quad (23)$$

which imply $\mu = s + c$. Up to an appropriated translation on $s$, we may assume $c = 0$. Consequently, (15a), (17b) and (24) turn into, respectively

$$s^2 \cos^2 \theta \left( h_{22}^3 \right)_s + (\sin \theta + sh_{22}^3 \sin \theta) \left( 1 + sh_{22}^3 \sin \theta \right) = 0, \quad (24)$$

$$s \cos^2 \theta (h_{22}^4)_s + (1 + sh_{22}^3 \sin \theta) h_{22}^4 = 0, \quad (25)$$

$$s \cos^2 \theta m_s - m \left( 1 + sh_{22}^3 \sin \theta \right) = 0. \quad (26)$$

If we put $h_{22}^3 = \frac{\sigma}{s}$, then the equation (24) reduces to

$$s \cos^2 \theta \sigma_s = - \sin \theta \left( 1 + 2 \sigma \sin \theta + \sigma^2 \right). \quad (27)$$

By solving (27) and considering $\theta$ is a non-zero constant, we directly obtain the function $h_{22}^3$ as

$$h_{22}^3(s, t) = \frac{1}{s} \left( \cos \theta \tan (\Phi(t) - u(s)) \right) - \sin \theta, \quad (28)$$

Now, we are ready to obtain the classification theorem.
where we put $u(s) = \tan \theta \ln s$ and $\Phi$ is a smooth function depending on the parameter $t$. Substituting (28) into (29), respectively, we obtain

\[
\begin{align*}
\hat{h}_{22}(s,t) &= s \sec (\Phi(t) - u(s)) \varrho(t), \\
m(s,t) &= s \cos (\Phi(t) - u(s)) \varrho(t),
\end{align*}
\]  

(29), (30)

for a non-zero smooth function $\varrho$ depending only on $t$. On the other hand, considering the first equation given in (15c) in the Weingarten formula \(\text{(12)}\), we get

\[
x = s \cos^2 \theta x_s + s \sin \theta e_3.
\]

(31)

By taking consider the first equation given in (15a) in the Weingarten formula \(\text{(12)}\) and also as the unit normal vector $e_3$ is parallel, thus the last equation become

\[
s^2 \cos^2 \theta x_{ss} - s \cos^2 \theta x_s + x = 0.
\]

(32)

Solving this PDE, we find that the position vector $x$ can be expressed as following

\[
x(s,t) = s \cos uc_1(t) + s \sin uc_2(t),
\]

(33)

where both $c_1$ and $c_2$ are two vector-valued functions depending only on $t$ in $\mathbb{E}^4$ and also $u(s) = \tan \theta \ln s$. Now, we would like show the obtained surface in (33) becomes a CSS given in (9). For this reason, we have to show $c_1(t)$ becomes $c_0$ being a constant vector.

Assume that $c'_1 \neq 0$. Now, we have from (34),

\[
x_s = \frac{1}{\cos \theta} [\cos(\tilde{u})c_1(t) + \sin(\tilde{u})c_2(t)],
\]

(34)

\[
x_t = s \cos u c'_1(t) + s \sin u c'_2(t),
\]

(35)

where $\tilde{u} = \tilde{u}(s) = \theta + u(s)$. On the other hand, one can consider (35) in $\langle x_s, x_s \rangle = \sec^2 \theta$ defined in the metric tensor \(\text{(20)}\), so we get

\[
\cos^2 \tilde{u} \langle c_1(t), c_1(t) \rangle + \sin^2 \tilde{u} \langle c_2(t), c_2(t) \rangle + \sin 2\tilde{u} \langle c_1(t), c_2(t) \rangle = 1,
\]

which implies that

\[
\langle c_1(t), c_1(t) \rangle = \langle c_2(t), c_2(t) \rangle = 1, \quad \langle c_1(t), c_2(t) \rangle = 0.
\]

(36)

Indeed, at this point the condition $\langle x, x \rangle = s^2$ is satisfied. Moreover, from the orthogonality of the expressions given in \(\text{(31)}\) and \(\text{(35)}\), we obtain

\[
\langle c'_1(t), c'_2(t) \rangle = \langle c_1(t), c_2(t) \rangle = 0.
\]

(37)

Finally \(\text{(36)}\) and \(\text{(37)}\), considering in $\langle x_1, x_1 \rangle = m^2$, we get

\[
\begin{align*}
\langle c'_1(t), c'_1(t) \rangle &= \varrho^2(t) \cos^2 \Phi(t), \\
\langle c'_2(t), c'_2(t) \rangle &= \varrho^2(t) \sin^2 \Phi(t), \\
\langle c'_1(t), c'_2(t) \rangle &= \varrho^2(t) \sin \Phi(t) \cos \Phi(t).
\end{align*}
\]

(38a), (38b), (38c)

Now, let $\{X_1, X_2, X_3, X_4\}$ be an orthonormal base on $\mathbb{E}^4$ such that

\[
X_1 = c_2(t), \quad X_2 = c_1(t), \quad X_3 = \frac{c'_3(t)}{\varrho(t) \sin \Phi(t)},
\]

(39a)

\[
\langle X_4, X_4 \rangle = 1 \quad \text{and} \quad \langle X_4, X_i \rangle = 0, \quad i = 1, 2, 3.
\]

(39b)
Here, two vector $c_1(t)$ and $c_2(t)$ satisfy the conditions given in (36), (37) and (38). Note that, since $c_1’$ is also the another vector in $E^4$, so we can write this vector as a linear combination of the orthonormal base given in (39). Thus by considering (36), (37) and (38), we get

$$c_1’ = \cot \Phi(t)c_2’. \tag{40}$$

By using (40) into (35), we get

$$x_t = s \sec \Phi(t) \cos \left( \Phi(t) - u(s) \right)c_1’. \tag{41}$$

Note that by computing the Weingarten formula (3) for $e_4$, one can get directly

$$\tilde{\nabla}_\partial e_4 = 0, \quad \tilde{\nabla}_\partial e_4 = -h_{22}^4 \partial. \tag{42}$$

By considering (29) and (41) into the last equation, we get $(e_4)_t = -s^2 \rho(t) \sec \Phi(t)c_1’(t)$. Finally, by considering the Schwarz equality $\partial_s \partial_t e_4 = \partial_t \partial_s e_4$, one can get $c_1’ = 0$. But that is contradiction. Thus, $c_1(t)$ becomes $c_0$ being a constant vector and the expression (33) becomes a CSS given in (9). Consequently, by considering (9) and $u(s) = \tan \theta \ln s$ into (31) we get (11). One can easily check the equation (10) by considering these equations (22) and (11) into (12). Thus the necessity is proved. The proof of sufficient condition follows from a direct computation.

4 Classifications of Generalized Constant Ratio Surfaces in $E^4$

In this section, we obtain a classification of GCR surfaces. First, we would like to present an example of GCR surface in $E^4$.

**Example 4.1.** Let $\Pi$ be a hyperplane of $E^4$ with the unit normal $\varphi_0$. Assume that $\psi = \psi(t)$ be a curve lying on $S^2(r^2) = S^3(1) \cap \Pi$ such that $0 < r \leq 1$. Consider the surface $M$ given by

$$x(s,t) = s \cos u \varphi_0 + s \sin u \psi(t) \tag{43}$$

for a smooth function $u = u(s)$. Then, $x$ can be decomposed

$$x(s,t) = s \cos^2 \theta \partial_s + s \sin \theta e_3. \tag{44}$$

Here, the unit parallel normal vector $e_3$ is given by

$$e_3 = \sin(\bar{\theta}) \varphi_0 - \cos(\bar{\theta}) \psi(t), \tag{45}$$

for a smooth function $\bar{\theta} = \theta(s) + u(s)$ such that the angle function $\theta$ is between $x$ and $e_3$, satisfying

$$\tan \theta = su’. \tag{46}$$

Furthermore, a direct computation yields that $\partial_s$ is a principal direction of all shape operators of $M$. Hence, $M$ is GCR.
Let \( M \) be a generalized constant ratio surface in \( \mathbb{E}^4 \), its position vector and we put \( \langle x, x \rangle = \mu^2 \) for a non-negative function \( \mu \). We define a tangent vector field \( e_1 \) and a normal vector \( e_3 \) by

\[
x = \mu \cos \theta e_1 + \mu \sin \theta e_3,
\]

for a function \( \theta \). Let \( e_2 \) and \( e_4 \) be a unit tangent vector field and a unit normal vector field, satisfying \( \langle e_1, e_2 \rangle = 0 \) and \( \langle e_3, e_4 \rangle = 0 \), respectively. Note that \( \mu \) satisfies (13) and (14). We will consider the case \( De_3 = 0 \).

**Remark 4.2.** If \( \theta \) is constant on an open subset \( U \) of \( M \), then \( U \) is CSS. Since the local classifications of constant slope surfaces given in Theorem 3.6, we assume that \( \nabla \theta \) does not vanish at any point of \( M \).

By a simple computation considering (47) and the last two equations, we obtain the following lemma.

**Lemma 4.3.** The Levi-Civita connection \( \nabla \) of \( M \) is given by

\[
\nabla e_1 e_1 = \nabla e_2 e_2 = 0, \quad \nabla e_1 e_2 = \frac{1 + \mu h_3^{22} \sin \theta}{\mu \cos \theta} e_2, \quad \nabla e_2 e_1 = -\frac{1 + \mu h_3^{22} \sin \theta}{\mu \cos \theta} e_1.
\]

and the matrix representations of shape operator \( S \) of \( M \) with respect to \( \{e_1, e_2\} \) are

\[
S_3 = \begin{pmatrix} -\left( e_1(\theta) + \frac{\sin \theta}{\mu} \right) & 0 \\ 0 & h_3^{22} \end{pmatrix}, \quad S_4 = \begin{pmatrix} 0 & 0 \\ 0 & h_4^{22} \end{pmatrix}
\]

for the coefficients of second fundamental form of \( M \) satisfying

\[
e_1(h_3^{22}) = \frac{1 + \mu h_3^{22} \sin \theta}{\mu \cos \theta}(h_3^{11} - h_3^{22}),
\]

\[
e_1(h_4^{22}) = -\frac{1 + \mu h_3^{22} \sin \theta}{\mu \cos \theta} h_4^{22},
\]

\[
h_3^{11} = -\left( e_1(\theta) + \frac{\sin \theta}{\mu} \right), \quad h_4^{11} = 0, \quad h_3^{12} = 0, \quad h_4^{12} = 0.
\]

Furthermore, the angle function \( \theta \) satisfies

\[
e_2(\theta) = 0.
\]

**Proof.** By considering (47), \( \tilde{\nabla}_X x = X \) and the normal vector field \( e_3 \) being parallel, one can get

\[
X = X(\mu \cos \theta) e_1 + \mu(\cos \theta \nabla_X e_1 + \cos \theta h(e_1, X)) - \mu \sin \theta S_1 X + X(\mu \sin \theta) e_3
\]

whenever \( X \) is tangent to \( M \). By considering (47), (13) becomes for \( X = e_1 \)

\[
h_3^{11} = -\left( e_1(\theta) + \frac{\sin \theta}{\mu} \right),
\]

\[
\nabla e_1 e_1 = 0, \quad \nabla e_1 e_2 = 0, \quad \nabla e_1 e_3 = 0, \quad \nabla e_1 e_4 = 0.
\]
While considering (14), (52) gives for $X = e_2$

$$e_2(\theta) = 0, \quad (54)$$

$$\nabla_{e_2} e_1 = \frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_2, \quad \nabla_{e_2} e_1 = -\frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_1, \quad h_{32}^3 = 0, \quad h_{42}^4 = 0,$$

where $e_2$ is the other principal direction of $M$ corresponding with the principal curvature $h_{32}^3$. Thus, we have (48) and (50c) and (51) and the second fundamental form of $M$ becomes

$$h(e_1, e_1) = -\left( e_1(\theta) + \frac{\sin \theta}{\mu} \right) e_3, \quad h(e_1, e_2) = 0, \quad h(e_2, e_2) = h_{32}^3 e_3 + h_{42}^4 e_4.$$  \hfill (55)

By considering the Codazzi equation, we obtain (50a) and (50b).

Next, we would like to prove the following lemma.

**Lemma 4.4.** There exists a local coordinate system $(s, t)$ defined in a neighborhood $N_p$ of $p$ such that the induced metric of $M$ is

$$g = \frac{1}{\cos \theta^2} ds^2 + m^2 dt^2 \quad (56)$$

for a smooth function $m$ satisfying

$$e_1(m) = \frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} m = 0. \quad (57)$$

Here $\theta$ is a smooth function. Furthermore, the vector fields $e_1, e_2$ described above become $e_1 = \cos \theta \partial_s$, $e_2 = \frac{1}{m} \partial_t$ in $N_p$.

**Proof.** We have $[e_1, e_2] = -\frac{1 + \mu h_{32}^3 \sin \theta}{\mu \cos \theta} e_2$ because of (48). Thus, if $m$ is a non-vanishing smooth function on $M$ satisfying (57), then we have $\left[ e_1(m), me_2 \right] = 0$. Therefore, there exists a local coordinate system $(s, t)$ such that $e_1 = \cos \theta \partial_s$ and $e_2 = \frac{1}{m} \partial_t$. Thus, the induced metric of $M$ is as given in (56).

Now, we are ready to obtain the classification theorem.

**Theorem 4.5.** Let $x : M \to \mathbb{E}^4$ be a surface decomposed as in (47) and assume that $e_3$ is parallel. If $M$ is GCR surface, $M$ is locally congruent to a surface given in Example 4.1.

**Proof.** In order to proof the necessary condition, we assume that $M$ is an oriented GCR surface with the isometric immersion $x : M \to \mathbb{E}^4$ satisfying $(x, x) = \mu^2$. Since $M$ is a GCR, $x$ can be decomposed as given in (47). Let $\{e_1, e_2; e_3, e_4\}$ be the local orthonormal frame field described as before in Lemma 4.3. $h_{11}^1, h_{22}^2$ and $h_{32}^3$ be the principal curvatures of $M$ and $(s, t)$ a local coordinate system given in Lemma 4.4. Note that (54) implies $\theta = \theta(s)$. Moreover, we have

$$e_1 = \cos \theta x_s. \quad (58)$$
Thus (13) and (14) become
\[ \mu_s = 1, \quad \mu_t = 0 \] (59)

Solving (59) one gets
\[ \mu = s + c_0. \]
Up to an appropriated translation on \( s \), we may choose \( c_0 = 0 \). Consequently (50a), (50b) and (57) turn into, respectively
\begin{align*}
s^2 \cos^2 \theta \left( h^3_{22} \right)_s + (s \cos \theta \theta' + \sin \theta + \text{sh}^3_{22}) \left( 1 + \text{sh}^3_{22} \sin \theta \right) = 0, & \tag{60} \\
s \cos^2 \theta (h^4_{22})_s + (1 + \text{sh}^3_{22} \sin \theta) h^4_{22} = 0, & \tag{61} \\
s \cos^2 \theta m_s - m \left( 1 + \text{sh}^3_{22} \sin \theta \right) = 0. & \tag{62}
\end{align*}

If we put
\[ h^3_{22}(s, t) = \frac{\sigma \cos \theta - \sin \theta}{s}, \] (63)
then the equation (60) reduces to
\[ s \cos \theta \sigma_s = -\sin \theta \left( 1 + \sigma^2 \right). \] (64)

Note that the solution of equation (64) is
\[ \sigma(s, t) = \tan(u(s) - \Phi(t)) \]
where a smooth function \( u \) satisfying (46) and a smooth function \( \Phi = \Phi(t) \) on \( M \). Hence, the function \( h^3_{22} \) becomes
\[ h^3_{22}(s, t) = \frac{1}{s} \left( \cos \theta \tan \left( \Phi(t) - u(s) \right) - \sin \theta \right). \] (65)

Considering \( \mu = s \) and substituting (65) into (60) and (61), respectively
\begin{align*}
h^4_{22}(s, t) &= s \sec \left( \Phi(t) - u(s) \right) \varrho(t), \tag{66} \\
m(s, t) &= s \cos \left( \Phi(t) - u(s) \right) \varrho(t), \tag{67}
\end{align*}
for a non-zero smooth function \( \varrho \) depending only \( t \). Considering these equations in (48), one can obtain the Levi-Civita connection on \( M \) as regards local coordinates \((s, t)\) on \( M \)
\[ \nabla_{\partial_s} \partial_s = \tan \theta \theta' \partial_s, \quad \nabla_{\partial_s} \partial t = \frac{m_s}{m} \partial t, \quad \nabla_{\partial t} \partial t = \left( -m m_s \cos^2 \theta \right) \partial s + \frac{m_m}{m} \partial t. \]
The first equation given in (55) with considering (55) and the first equation above applying into the Gauss formula, we have
\[ x_{ss} = \tan \theta \theta' x_s - \left( \sec \theta \theta' + \sec \theta \cdot \frac{\tan \theta}{s} \right) e_3. \] (68)

By considering the decomposition (17) into account and reordering (55), we get
\[ s^2 \cos^2 \theta \sin \theta x_{ss} - \left( s^2 \cos \theta \theta' + s \cos^2 \theta \sin \theta \right) x_s + (\sin \theta + s \cos \theta \theta') x = 0. \] (69)
Putting \( x = \Psi(s, t) \cdot s \), the previous equation turns into
\[ s^2 \cos^2 \theta \sin \theta \Psi_{ss} + \left( s \cos^2 \theta \sin \theta - s^2 \cos \theta \theta' \right) \Psi_s + \sin^3 \theta \Psi = 0. \] (70)
Moreover, we have
\[ \frac{\partial ^2}{\partial u^2} + \frac{\partial ^2}{\partial \phi^2} = 0. \]
Solving this equation, we find that the position vector \( x \) can be expressed as
\[ x(s, t) = s \cos u \varphi(t) + s \sin u \psi(t), \quad (71) \]
where both \( \varphi \) and \( \psi \) are vector-valued functions depending only on \( t \) in \( \mathbb{E}^4 \). Now, we would like to show the obtained surface in (71) becomes a GCR surface given in (62). So, we have to show \( \varphi = \varphi_0 \) is a constant vector. Assume that \( \varphi' \neq 0 \). Denote, for the sake of simplicity, by \( \bar{\theta} = \bar{\theta}(s) = \hat{\theta}(s) + u(s) \).

By considering (75) into the last equation, we get
\[ \cos^2(\bar{\theta}) \langle \varphi(t), \varphi(t) \rangle + \sin^2(\bar{\theta}) \langle \psi(t), \psi(t) \rangle + \sin 2(\bar{\theta}) \langle \varphi(t), \psi(t) \rangle = 1, \]
which implies that
\[ \langle \varphi(t), \varphi(t) \rangle = \langle \psi(t), \psi(t) \rangle = 1, \quad \langle \varphi(t), \psi(t) \rangle = 0. \quad (72) \]
Moreover, we have
\[ \langle \varphi'(t), \varphi'(t) \rangle = \rho^2(t) \cos^2 \Phi(t), \]
\[ \langle \psi'(t), \psi'(t) \rangle = \rho^2(t) \sin^2 \Phi(t), \]
\[ \langle \varphi'(t), \varphi'(t) \rangle = \rho^2(t) \sin \Phi(t) \cos \Phi(t), \]
\[ \langle \varphi'(t), \psi'(t) \rangle = \langle \varphi(t), \psi(t) \rangle = 0. \quad (73d) \]

Let \( \{X_1, X_2, X_3, X_4\} \) be an orthonormal base on \( \mathbb{E}^4 \) such that
\[ X_1 = \psi(t), \quad X_2 = \varphi(t), \quad X_3 = \frac{\psi'(t)}{\rho(t) \sin \Phi(t)}, \quad (74a) \]
\[ \langle X_4, X_i \rangle = 1 \quad \text{and} \quad \langle X_4, X_i \rangle = 0, \quad i = 1, 2, 3. \quad (74b) \]
Since \( \varphi' \) is also the another vector in \( \mathbb{E}^4 \), so we can write as a linear combination of the orthonormal base given in (74). Thus by considering (73a) and (73c), we get
\[ \varphi' = \cot \Phi(t) \psi'. \quad (75) \]
On the other hand, from (71) we have
\[ x_i = s \cos u \varphi' + s \sin u \psi'. \]
By using (75) into the last equation, we get
\[ x_i = \left( s \cos u + s \sin u \tan \Phi(t) \right) \varphi'. \quad (76) \]
Note that by using the Weingarten formula (8), one can get directly
\[ \bar{\mathbf{W}}_{ij} e_4 = -h^4_{2j} \partial_i. \quad (77) \]
By considering (69) and (76) into the last equation, we get \( \varphi' = 0 \). But that is contradiction. Thus, \( \varphi = \varphi_0 \) and (71) becomes a GCR surface given in (63). Consequently, by considering (63) and (65) into (71) and because of \( \mu = s \) we get
\[ e_3 = \sin(\bar{\theta}) \varphi_0 - \cos(\bar{\theta}) \psi(t) \quad (78) \]
where \( \bar{\theta}(s) = \hat{\theta}(s) + u(s) \) and \( \varphi_0 \) is a constant vector on \( \mathbb{S}^3(1) \) in \( \mathbb{E}^4 \). One can easily check the equation (11) by considering these equations (65) and (75) into (71). The proof of sufficient condition follows from a direct computation. \( \Box \)
Acknowledgments

This paper is a part of PhD thesis of the first named author who is supported by The Scientific and Technological Research Council of Turkey (TUBITAK) as a PhD scholar.

References

[1] Boyadzhiev K. N., 2007. Equiangular surfaces, self-similar surfaces, and geometry of seashells, Coll. Math. J., 38, no. 4, 265-271.

[2] Chen, B. Y., 1973. Geometry of submanifolds, M.Dekker, New York.

[3] Chen, B. Y., 2001. Constant-ratio hypersurfaces, Soochow J. Math., 27, no. 4, 353-362.

[4] Chen, B. Y., 2002. Geometry of position functions of Riemannian submanifolds in pseudo-Euclidean space, Journal of Geometry, 74, 61-77.

[5] Chen, B. Y., 2003. Constant-ratio spacelike submanifolds in pseudo-Euclidean space, Houston J. Math., 29, no. 2, 281-294.

[6] Dillen F., Fastenakels J. and Van der Veken J., 2009. Surfaces in $S^2 \times \mathbb{R}$ with a canonical principal direction, Ann. Global Anal. Geom., 35, no 4, 381-396.

[7] Dillen F., Munteanu M. I. and Nistor A. I., 2011. Canonical coordinates and principal directions for surfaces in $\mathbb{H}^2 \times \mathbb{R}$, Taiwanese J. Math., 15(5), 2265–2289.

[8] Fu Y. and Yang D., 2012. On constant slope space-like surfaces in 3-dimensional Minkowski space, J. Math. Analysis Appl., 385, 1, 208-220.

[9] Fu Y. and Nistor A. I., 2013. Constant Angle Property and Canonical Principal Directions for Surfaces in $M^2(c) \times \mathbb{R}_1$, Mediterr. J. Math., 10, 1035-1049.

[10] Fu Y. and Wang X., 2013. Classification of Timelike Constant Slope Surfaces in 3-dimensional Minkowski Space, Results in Mathematics, 63, 3-4, 1095-1108.

[11] Fu Y. and Munteanu M. I., 2014. Generalized constant ratio surfaces in $\mathbb{E}^3$, Bull. Braz. Math. Soc., New Series 45, 73-90.

[12] Fu Y. and Yang D., 2016. On Lorentz GCR surfaces in Minkowski 3-space, Bull. Korean Math. Soc., 53, 1, 227-245.

[13] Kelleci A., Ergüt M. and Turgay N. C., 2017. New classification results on surfaces with a canonical principal direction in the Minkowski 3-space, Filomat, 31:19, 6023-6040.

[14] Mendonça B. and Tojeiro R., 2014. Umbilical submanifolds of $S^n \times \mathbb{R}$, Canad. J. Math., 66, no. 2, 400-428.
[15] **Munteanu, M. I.**, 2010. From golden spirals to constant slope surfaces, *J. Math. Phys.*, 51(7), 073507.

[16] **Tojeiro R.**, 2010. On a class of hypersurfaces in $\mathbb{S}^n \times \mathbb{R}$ and $\mathbb{H}^n \times \mathbb{R}$, *Bull. Braz. Math. Soc.*, (N. S.) 41, no. 2, 199-209.

[17] **Turgay N. C.**, 2015. Generalized constant ratio hypersurfaces in Euclidean spaces, arxiv/papers/1504/07757v1.

[18] **Yang D., Fu Y. and Li L.**, 2017. Geometry of spacelike generalized constant ratio surfaces in Minkowski 3-space, *Front. Math.*, China, 12, 2, 459-480.