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Abstract
This paper developed a home wellness robot platform to perform the roles in basic health care and life care in an aging society. A robotic platform and a sensor platform were implemented for an indoor wellness service. In the robotic platform, the precise mobility and the dexterous manipulation are not only developed in a symbiotic service-robot, but they also ensure the robot architecture of human friendliness. The mobile robot was made in the agile system, which consists of Omni-wheels. The manipulator was made in the anthropomorphic system to carry out dexterous handwork. In the sensing platform, RF tags and stereo camera were used for self and target localization. They were processed independently and cooperatively for accurate position and posture. The wellness robot platform was integrated in a real-time system. Finally, its good performance was confirmed through live indoor tests for health and life care.
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1. Introduction
Service robotics is expected to play an actual and important role in complex domestic environments. A great deal of concern of service robot is given in more elderly society. It is very important to develop the service robot on a smart wellness platform, to perform roles in both health care and life care in an aging house. A home wellness robot is defined in the area of intersection between medical and housemaid types, able to carry out combined roles in health and life care. To really do that, the most optimal geometry structure of a two-armed humanoid robot, with mounted manipulators on a wheeled mobile robot, should be
designed[1]. A symbiotic service robot must not only have skills of precise mobility and dexterous manipulation, but also functions of both self and target localization. It have to be developed for the logics related to remote medical diagnosis, nursing, and life care. Omni-wheeled mobility and an anthropomorphic 6 DOF(degree of freedom) manipulator are developed for a robotic platform in this paper. A home service robot needs not only precise control but also optimization of kinematic geometry structure, because it operates in close proximity to humans[2]. Optimal design is needed in width and depth of its body, which is to ensure a good workspace of the home service robot. There are so many obstacles in a typical house interior. It should be equipped with the minimum number of mechanical and electronic components on its base frame. The other optimization is also needed in the implementation of the robotic waist and arm. That makes them operate like human. But the human waist can, as one likes, move the body’s center of gravity when it operates. The long robot arms impose a big burden on the shoulders. It makes the robot control difficult. So, A new kinematic geometry structure is proposed to serve wellness in door.

The wellness robot needs the function of agile navigation and a novel manipulation system for household chores. The autonomous navigation system has to be controlled for the full scanning of the living area and for the precise tracking of the desired path. A Swedish OWMR (Omni-wheeled mobile robot), with a proposal of a new control algorithm, is developed as a holonomic system in this paper. A wellness robot needs a dexterous manipulation capability. Manipulators are divided into general and special purpose. Both of them have such design parameters as workspace, range of joint angle, joint torque, link length and mass. Most special-purpose arms for service robots are developed as built-in types. These built-in arms are necessarily finitely implemented on link length and joint torque, and are always compromised between these two characteristics. They cause the workspace of the arms to be smaller. Nevertheless, it is essential to provide enough workspace to perform home service tasks. So, this paper proposes a novel design strategy of the built-in type arms. A new type of joint, installed on the neck, is used to provide adequate horizontal workspace on the working floor.

The self and target localization systems are developed for a sensory platform. This paper technically implements the sensor network system for a home wellness robot. Radio frequency (RF) tags are set in door[3]. The absolute coordinate information is acquired through an RF reader. The coordinate information is fused with that from the stereo camera of the home wellness robot. The self-localization of the wellness robot is precisely derived by this collaboration. Depth information to an object is extracted for the 3D positioning. Then the angle difference of the robot and the object is calculated by a warped angle based on the center of the image. Finally, we implement the feedback control of the wellness robot with the information from the stereo camera and the RFID sensor. Good performance of the robotic and sensory platforms is confirmed through live tests with the home wellness robot in a smart environment.

2. The Robotic Platform

2.1 Robotic Geometry Structure

A HWR (home wellness robot) needs not only optimization of kinematic geometry structure but also precise control, because it is in close proximity to humans. HWR, which performs health and life care in home, is designed much more optimally than other service robots. The home service robot for wellness care is designed with consideration of its optimum height, width and depth. We also have to optimize the variation of its centroid point and the kinematics of its waist and arm[4]. HWR is divided into four key parts: shoulder, manipulation, body, and mobile base frame.
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Its appearance is shown in Fig. 1.

A home service robot have to be able to efficiently serve in the standing position, such as at the council board, the dining table and the sink. The height of the dining table and the sink, which are in everyday use in most homes, is generally about 800 – 850 mm. Thus, much taller robot than any other ones is implemented in Fig. 1 in this paper. The other optimization is needed on the design of the waist and arms of the HWR. The robotic waist is developed to freely move the center of gravity when it operates. The long arms impose a big burden on the shoulders. Therefore, the most optimal kinematic geometry structure is implemented to solve these problems in this paper.

2.2 6 DOF Manipulation

We propose a novel design strategy for the built-in type arms. The joints installed on the neck are used to get adequate horizontal workspace on the working floor. The lift-type joint installed on the waist is used to get adequate vertical workspace on the working floor. Its mechanism is explained in Fig. 2.

The built-in type hands of a home service robot must be mechanically designed in a task-oriented system. Task-based implementation of hands cannot help making the DOF high. There is great difficulty in installing numerous actuators and coupling devices in the restricted space[5].

This paper proposes an optimal design method to efficiency satisfy both a minimum DOF and maximum workspace. The hand consists of two fingers and a thumb, where the finger mechanism is well designed to stably grasp typical objects in a human’s daily activities, such as spherical and cylinder-shaped objects. The restriction of possible motions and the limitation in grasping objects arising from the reduction of the DOF can be overcome by incorporating a cooperative technique between the two hands and a tasks-extracted motion profile in the design process.

The hand mechanism of the HWR uses a four-bar-link finger and a Dustin type finger. The four-bar-link method is explained in Fig. 3. Joint points C, D and E can be moved on the base of actuating point A and fixed point B. As a result, the developed hand can resemble not only the shape of a human
hand, but also its motion in a compact and efficient manner. The specifications of the developed built-in manipulator are set out in Table 1.

| Total Length | 874mm | Motor(1)s | EX-106(106kgf) |
|--------------|-------|-----------|----------------|
| Total Width  | 590mm | Motor(2,3)e | EX-64(64kgf.cm) |
| Arm Weight   | 2.11Kg | Motor(4,5,6)| EX-28(64kgf.cm) |
| Actuators    | 16 units | Material | Apex PA2, AL 707 |

### 2.3 Omni-wheeled Mobile Robot

This section considers an accurate trajectory control method for a three-wheeled omni-directional mobile robot using a fuzzy azimuth estimator. The OWMR of this paper has three omni-directional wheels, separated by 120 degrees. Each wheel is driven by a DC motor installed with an optical shaft encoder. A gyro sensor is used for the perception of azimuth. The control structure using a fuzzy azimuth estimator is shown in Fig. 4.

It is controlled by independent PID law for each motor to follow the speed command from inverse kinematics without considering the coupled nonlinear dynamics explicitly in the controller design. The state and output equations are described in the absolute coordinate system.[6] It should be noted, however, that the control input is the quantity in the relative coordinate system.

Therefore, the control input in the absolute coordinate system must be transformed into the control input for each assembly, i.e., the signal expressed in the relative coordinate system, if the control input is designed in the absolute coordinate system. Then, the transformation for each input can be derived from kinematics, as follows.

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\psi
\end{bmatrix} =
\begin{bmatrix}
\cos\psi(k) & -\sin\psi(k) & 0 & u \\
\sin\psi(k) & \cos\psi(k) & 0 & v \\
0 & 0 & 1 & r
\end{bmatrix}
\]

A trajectory controller for an omni-directional mobile robot needs precise sensing data of its azimuth and exact estimation value of a reference azimuth. It has the imprecision and uncertainty inherent to perception sensors for azimuth. The imprecision is made by sensor noise and aliasing. The uncertainty consists of disturbance and slip of the mobile robot.

As we can see in Fig. 4, they are solved by using fuzzy logic inference. That can be straightforwardly used to perform control of the mobile robot by means of the fuzzy behavior-based scheme already existing in the literature. The new enhancement azimuth is derived as fuzzy inference system.

As we can see in Fig. 5, \(\psi_d(k)\) is the k-th desired azimuth angle computed from trajectory planning, \(\psi_{\text{gyro}}(k)\) is the k-th output of the gyro sensor and \(\psi_{\text{enc}}(k)\) is k-th output of encoder. \(\psi_{EG}(k)\) and \(\psi_{EE}(k)\) is the error between desired azimuth angle and gyro/encoder output value. \(\psi_d(k+1)\) is the new value of the (k+1)-th azimuth.

Mamdani’s inference engine is used in this fuzzy controller. The input signal is the change rate of the
error between the desired azimuth and the gyro/encoder sensors. Center of gravity(COG) is used for defuzzification. The fuzzy rule base of linguistic variables is given in Table 2.

| Change Rate of Error | $\psi_{E\xi}$ |
|----------------------|---------------|
| NE                   | NE            |
| ZE                   | ZE            |
| PE                   | PE            |

Table 2. Fuzzy Rule Base

3. The Sensory Platform

3.1 RFID

In the sensory platform, an RF tag and a stereo camera are used for self and target localization. They are independently and cooperatively processed for optimal positioning and posture. The location of the RF tag is estimated by using angle instead of distance in this paper[7,8,9]. We need to know a side length and an edge angle of a triangle, which is derived by the data from RF tags, to obtain the distance of an object[10]. Because the sum of a triangle is 180 degrees, an unknown angle and the lengths of the other two sides can be calculated from two known angles. Using the Pythagorean theorem, the coordinates of a point can be determined.

![Fig. 6. Triangulation Algorithm](image)

3.2 Stereo Vision

We need path control for the robot’s approach to an object. In this section, it is solved by using a stereo vision system. The object information gathered from RF tags is compared with markers installed in the wellness robot. If an object is recognized, its image is acquired from the vision sensor. The robot’s path and posture are determined from the angle of the image. Of course, to make the path, object recognition should be preprocessed. In this paper, we propose a marker algorithm. It is implemented by several steps.

1) Check the marker image
2) Acquire it from stereo camera
3) Compensate the color image
4) Convert the image to HSV
5) Combine the image coordinates obtained from the markers

![Fig. 7. Marker algorithm of stereo vision system](image)
As shown in Fig. 7, the angle and orientation which is smartly acquired from markers is provided for the path of the home wellness robot.

4. Experiment and Result

4.1 Experimental Setup

We develop a new service robot, a home wellness robot in this paper. Dimensions of the wellness robot are 440 x 560 x 1100 mm. The height of the lift is set to 700 mm. A wellness robot which includes all the optimal features is implemented. For convenience in experimentation, the floor of the living room is of the size, 2400 x 4800 mm. The built-in type manipulators, which are developed for the special purpose of wellness care indoors, consists of arms with three DOF each and hands with three DOF each. The robotic arm is optimally designed to satisfy both the minimum mechanical size and the maximum workspace. Minimum mass and length are required for the built-in cooperated-arms system. Satisfying those requirements can make the workspace small. So, this paper proposes an optimal design method which meets all these requirements to a satisfactory level. A mobile robot with three omni-directional wheels is developed, for precise mobility. The DC motor, which has a torque rating of 31kg·cm, is used for driving the omni-directional wheeled mobile robot. The diameter of the omni-directional wheel is 79mm and the distance from the center point of the robot to each wheel is 198mm.

To precisely control them, this paper proposes a new architecture of the control system. Its configuration is shown in Fig. 8

To recognize the absolute 3D coordinates, RF tags are installed on the four corners of the ceiling. The distance of RF tags is minimized to avoid mutual interference, as shown in Fig. 9.

The target localization is realized by the stereo vision system. Markers are recognized from the images and the warped angle is measured from their centers. The wellness robot can carry out caring tasks though self and target localization using the RFID sensors and the stereo vision system.

Fig. 8. Control system configuration

Fig. 9. RFID sensory platform

Fig. 10. The matching algorithm of image calibration
The image calibration is shown in Figure 10(a) and 10(b). It is alternately processed on left and right ones to compensate and enhance disturbed images. The matching algorithm of two images can drive distance to the object. Finally, we acquire 3 dimensional localization information of the object.

4.2 Test and result

Fig. 11 shows that the peak tracking error (the difference between the trajectory command and the robot response) is under $10^{-2}$m, and the orientation angle tracking error is less than two degrees. It should be noted that both are achieved on the same order, with and without robot self-rotation.

![Fig. 11. Position (x,y) and orientation(ψ) response](image)

The built-in type manipulator, which is developed for the special purpose of an indoor wellness robot, consists of arms with three DOF each and hands with three DOF each. The robotic arm is optimally designed to satisfy both the minimum mechanical size and the maximum workspace.

Minimum mass and length are required for the built-in manipulation system. But those requirements make the workspace smaller. We propose an optimal design method to overcome the problem by using a neck joint to move the arms horizontally forwards and backwards, and a waist joint to move them vertically up and down. The robotic hand, which has two fingers and a thumb, is also optimally designed for task-based concept in this paper.

Fig. 12 is an experimental result of the fused algorithm of RFID triangulation and vision marker method. The estimated positions, SLP (self-localized point) and TLP (target-localized point), were acquired from the combination of the two methods of RFID sensors and stereo vision system. We can find out in the experiment in which the proposed algorithm is applied in real-time. The self-localization of HWR is significantly improved through the experimental result.

![Fig. 12. SLP and TLP acquired by sensor fusion algorithm](image)

Fig. 13 shows path control of the both robot arms for wellness service. It is the task to pull up object in initial position. The manipulation experiments were performed to analyze the controllability of the two robotic arms and hands for indoor wellness service. The manipulators, which are optimally designed, are used in the experiment. Its exact path control, which is moved on a three-dimensional coordinate system, is shown in Fig. 13.
5. Conclusions

A home wellness robot platform, to perform a role of both health care and life care in an aging society, was perfectly developed in this paper. Especially, this paper concentrated its focus on the implementation of mobility and manipulation system. Also, the focus was given on the implementation of self and target localization system. The optimum kinematic geometry structure was proposed and its precise control was implemented for the better wellness service. A holonomic mobile robot using three omni-directional wheels and specialized anthropomorphic manipulators were developed for the robotic platform.

In the sensory platform, this paper implemented an RFID and vision sensor network system for precise self-localization of the smart home wellness robot. We could get precise information of its position and posture through the collaboration of the RFID and vision system. Finally, the good performance of the developed wellness robot platform was confirmed through live test of tasks in both health care and life care in a home for elderly people.
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