Analyzing impact of number of features on efficiency of hybrid model of lexicon and stack based ensemble classifier for twitter sentiment analysis using WEKA tool
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ABSTRACT
Twitter is used by millions of people across the world, so the data collected from Twitter can be highly valuable for research and helpful in decision support. Here in this paper ‘Twitter US Airline data’ from Kaggle data repository is used for sentiment classification of customers’ reviews. The current research aims to implement various machine learning classifiers, Stack-based ensemble classifiers and hybrid of lexicon classifier with other classifiers. 11 different classification models are implemented for different sized feature sets. Also, all the 11 models are re-implemented by adding sentiment score of lexicon based classifier as one of the features in the feature set. Results are analyzed by varying number of input feature variables used in the classification. Four different size feature sets having 301, 501, 701, and 1301 number of features are used to analyze the variations in the final findings. Chi-Square and Information gain techniques are used for feature selection. The results show that an increase in the number of features increases the accuracy up to 701 features. After that, accuracy is stable or decreases with increase in feature set size. Also, the cost of adding sentiment score of lexicon classifier to the input feature set is nominal, but the results are improved consistently. WEKA and R Studio tools are used for analysis and implementation. Accuracy and Kappa are used for representing and comparing the efficiency of models.
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1. INTRODUCTION
Social networking sites provide a huge repository of data for various researches and analysis. Customers give their reviews about various products and services used by them on different social media platforms over the internet. The analysis of this data can be very useful in various decision support and policy making. Sentiment classification is an area of machine learning and artificial intelligence used to find the polarity of content at different sentiment levels like negative, positive or neutral. Twitter sentiment classification [1]-[2] deals with finding the sentiment polarity of Twitter data. Billions of tweets are posted daily by Twitter users related to different topics worldwide. This information can be analyzed and helpful in decision making related to education, business, medical science, sports, natural disasters, social problems and politics. Twitter data is attractive due to limited size of tweet, more probability of single sentiment in one tweet and vast number of users worldwide.
Sentiment classification of raw data leads to poor efficiency. Tweets preprocessing and cleaning helps to remove unnecessary noise and prepare the data for further processing [3]-[4]. In Twitter data, URL’s, Hashtags, emoticons, numbers, and punctuation symbols are generally removed to clean data. As the data size involved in analysis is big, a large number of features are involved as input variables for classification model development. These large number of features leads to developing a complicated model without even much enhancing the efficiency of the model. The cost of using a large number of features is not proportionate to the enhancement of model accuracy and even sometimes the accuracy of the model may also reduce. Feature ranking and selection is used to select the minimum set of features without much affecting the efficiency of the model. Filter based, wrapper based and ensemble based are various feature selection techniques that are used to select the most appropriate features to develop an efficient model [5]-[8].

Basically, sentiment analysis is a classification technique that categorizes the tweets in various sentiment classes. Different classification algorithms as Machine learning [9]-[10]. Lexicon based [11]. Ensemble classifiers [12] and Neural network based classifiers are used by researchers. Ensemble classifiers are very effective to enhance the overall efficiency of a model. The hybrid of lexicon and ensemble based classifiers is also effective to improve accuracy further with negligible overhead.

In the present paper, various machine learning and hybrid classification algorithms are used for different sized feature set. 'Twitter US Airline data' is used for implementation and analysis. The impact of number of features on overall efficiency of the model is analyzed for various classification models. Two feature selection techniques and four different size feature sets are implemented by using 11 different machine learning and hybrid classification models. Stack-based ensemble classification models are also implemented by using SMO, NB, REPTree and IBK machine learners. Chi-Square and IG are used for feature ranking and selection. Both techniques are compared to analyze any effect on the efficiency of the model.

Section 1 of the paper gives the introduction to Twitter sentiment analysis. A literature survey of related work in the area of sentiment analysis is mentioned in Section 2. Feature selection is summarized in Section 3. Summary of the classification algorithm is given in Section 4. Section 5 gives the details of the data set used in the research. Simulation tools used are mentioned in Section 6. The methodology used in the research is mentioned in Section 7. Section 8 discusses the result and analysis part. The research work is concluded in Section 9.

2. RELATED WORK

Designing an efficient classification model considers several factors like preprocessing of data, feature selection technique, number of features involved, classification model and data itself. Selecting relevant features and the right number of features is very important for the development of an efficient model. The effect of using various classification models and different sized feature set are mentioned in various researches.

E. M. Karabulut et al. [13] shows the effect of various feature selection techniques: information gain, gain ratio, symmetric uncertainty, One-R, Relief-F, chi-square by using naïve bayes (NB), artificial neural network (ANN) as multilayer perceptron (MLP) and J48 decision tree as classification algorithms. WEKA is used for implementation of various models. As per research, chi-square and information gain performed better as compared to other feature selection methods. An improvement of maximum 15% in accuracy is observed and MLP is the most sensitive classification algorithm to feature selection. It is also observed for NB classifier the gain ratio, for MLP the chi-square and for J48 the Information Gain is the most positively effective feature selection algorithms.

V. Sugumaran et al. [14] performed their research to observe the effect of number of input feature variables on model accuracy by using SVM and PSVM models. The results show that increasing the number of features enhances the accuracy up to a point and after that accuracy is decreased or almost stable for both SVM and PSVM classifiers. So using more number of features after a limit may not increase accuracy further but only complicate the model.

Yap Bee Wah et al. [15] in their research compared filter and wrapper feature selection techniques to improve model efficiency. The filter-based feature selection techniques used are IG and correlation-based feature selection. Sequential backward and sequential forward elimination are used under wrapper based techniques. As per results, wrapper methods performed better as compared to the filter method. R studio is used for simulation of model. The results also show the impact of feature set size on the accuracy of the classifier. M. Cherrington et al. [16] mentioned various challenges involved in filter-based feature selection method.

Troussas et al. [17] implemented boosting, bagging, voting and stack based ensemble classification models on three different data set. Stack based ensemble of SVM, NB, C4.5 and KNN is implemented using LR Meta classifier. The result demonstrates that stack-based model performed better than other classifiers.
M. Naz et al. [18] also implemented an ensemble of NB and KNN for sentiment prediction. Accuracy of the classification model is enhanced further by using NB, KNN and SVM based ensemble.

Doing variations in feature selection techniques, number of features used, and use of different ensemble classifiers can have an effect on efficiency of the model. Y. Emre Isik et al. [19] in their research implemented ensemble at two levels: one at feature selection level and the other at classifier level. An efficient feature selection can enhance efficiency of model without degrading the accuracy and classifier ensemble can also enhance accuracy of model. Both ensemble of feature selection and ensemble of classifiers are used to enhance the overall accuracy of the model. The technique shows good results as compared to other machine learning classifiers.

Joseph D. Pusa et al. [20] implemented ensemble classifiers in combination with various feature selection techniques. Changlin Zhou et al. [21] also used stack-based heterogeneous ensemble model along with wrapper-based feature ranking technique to resolve over fitting issue and enhance productivity prediction. The results show that hybrid wrapper based feature selection strategy reduces data complexity, improves comprehensiveness of model without reducing the accuracy of data. The technique used also performed better as compared to other base line models.

In the present research also, we are implementing various machine learning, lexicon and ensemble classifiers by using different number of features selected by chi-square and IG feature ranking and selection techniques. All the models are compared to see the effect on efficiency in terms of accuracy and Kappa values of all models.

3. FEATURE SELECTION TECHNIQUES

Feature selection is very important in machine learning classification while working on huge data sets having a large number of input features. Huge feature set makes the model complicated without even enhancing the efficiency prominently. The overall motive should be to select the minimum set of features without much affecting the efficiency of the model. Feature selection provides a way of reducing the number of input feature variables while developing a model. It reduces the dimensionality of the data set and simplifies the model [22]-[24]. Feature selection also reduces over fitting, reduces training time and may enhance accuracy of the model.

Statistical based feature selection methods find relationship between feature variables and target class. These methods select features with the strongest relationship with the class of target variable and have more influence while predicting the target variable. Feature selection methods are generally classified as supervised and unsupervised. The target class variable is also involved in removing irrelevant features in case of supervised feature selection methods. In unsupervised method, the target class is ignored for feature selection and it only finds the correlation between input variables to reduce the redundant variables. There are various statistical feature selection methods which are used for feature selection and reduction as mentioned:

3.1. Filter based ranking and feature selection

The filter method of feature selection calculates the relevance of features by using the intrinsic properties of features. It is a supervised technique that uses statistical techniques to calculate relation between input and target variables. A subset of the highly relevant features is selected and correlation matrix may be used for finally filtering out the features [25]-[26]. The filter method can be used as an attribute evaluator and ranker to rank all the features in the input feature set. The features with high rank can be selected for higher efficiency of the model.

The model starts with a complete set of features and various statistical techniques like ANOVA, chi-square, mutual information, IG, ReliefF and Pearson’s correlation can be used to filter out the most relevant features [27]. As the filter-based feature selection does not depend upon classifier, so it is fast as compared to the wrapper method [28]. The disadvantage of this method is that it totally ignores the role of the classification algorithm in feature selection. In the present research we have used information gain and Chi-square techniques for feature selection.

3.1.1. Information gain

Information gain (IG) is used to select the splitting attribute at every node of the tree and the feature with highest information gain is selected. It actually calculates the reduction in entropy. IG can be used for feature ranking and selection by evaluating the Information gain of each input feature variable in the context of the target class variable. The input variables that maximize the information gain are selected which in turn minimizes the entropy and best splits the dataset into groups for efficient classification. Information gain is very effectively used in various researches for Twitter sentiment classification also [29]-[30] but Information
gain is biased for the input feature with higher number of distinct values. The (1) gives the formula for IG calculation as given under [31]:

$$I(A) = H(P(B)) - H(P(B|A))$$  \hspace{1cm} (1)$$

A = Input Feature Variable
B = Target Class Variable
I (A) = Information gain of A with respect to target variable B.
P (B) = Marginal distribution of B assuming that it is independent of feature A.
P (B/A) = Distribution of B assuming that it is dependent of feature A.

3.1.2. Chi-square

Chi-Square is used when the features are categorical. The target class variable is categorical in case of Twitter sentiment classification as it holds the class as negative, positive and neutral in the data set used in present research. In case of feature selection, Chi-Square measures the relation between a feature and target variable in terms of $\chi^2$ value as mentioned in (2). A zero $\chi^2$ value means that there is no correlation between input feature variable and the target class. Higher the $\chi^2$ value, higher is the role of input feature variable in predicting the target class. The value of Chi-Square is calculated between each input feature variable and the target class. Input features with the best Chi-Square values were selected as the final set of features. $\chi^2$ is one of the most effective feature selection techniques in sentiment analysis as it is quite robust as per the distribution of data and ease of computation [32], [33].

$$\chi^2 = \sum \frac{(O_i - E_i)^2}{E_i}$$  \hspace{1cm} (2)$$

O_i = Number of observation of class.
E_i = Number of expected observation of class if features and the target are independent.

3.2. Wrapper based feature selection method

The wrapper based feature selection work on greedy strategy that aims to find the best feature subset from a set of input feature variables by building a classification model by using a machine learning classifier [34]. Actually, we are trying to fit the machine learning classifier on the given data set. Multiple models are created in wrapper feature selection method by using different subsets of input features. Usefulness of a subset of feature is actually measured by training a model on it. The feature set with the best performing model as per performance metric is selected. This approach is relatively expensive compared to filtering methods due to repeated learning steps and cross-validation validation. Wrapper feature selection is comparatively more efficient in terms of accuracy of predicting class. There are various strategies used for the implementation of wrapper based feature selection:

a) Forward selection: Forward selection starts with a single feature. Features are added incrementally to the feature subset every time to increase the performance of the model. Features are added till the best results are obtained.

b) Backward elimination: In Backward selection, initially we start with the complete set of features and keep on removing features in such a manner to enhance the model efficiency. This is repeated to get the best feature subset for a given machine learning algorithm.

c) Recursive feature elimination: Recursive feature elimination or RFE tries to fit in a model by recursively removing weakest features from the input feature set at each iteration until the desired number of features is reached. The model is repetitively created and the next model is created with the remaining features of the previous model to further prune the least important features. Features are ranked based on elimination order.

3.3. Embedded feature selection method

Embedded feature selection methods are a combination of filter and wrapper based feature selection methods. These methods include feature interaction while keeping the computational cost reasonable. The embedded technique implement learning algorithm that have it’s own built in feature selection methods. Regularization methods are most commonly used embedded methods which finalize the features on the basis of coefficient threshold. Decision tree, LASSO and RIDGE regression are examples of embedded feature selection. LASSO, RIDGE regression both have inbuilt penalization functions to reduce over fitting. The embedded methods includes the benefits of wrapper method like interaction of features, are fast like filter methods, have higher efficiency and are less prone to over fitting.
4. CLASSIFICATION TECHNIQUES

Classification in machine learning is a problem of identifying to which of a set of target classes a new observation belongs, on the basis of the input data set. Three classification techniques are involved in the research of the present paper as mentioned:

4.1. Lexicon based classification technique

In lexicon based or dictionary based classification technique, lexicon score of tweets or a piece of writing is calculated by using the sentiment dictionary [35]. In this approach, the polarity score of each word in BOG is calculated by using already present polarity dictionaries like WorldNet and SentiWordNet. The average polarity score of all words in a tweet is calculated. Average polarity score above a threshold value decides the polarity of a tweet as positive. This method is simple but does not provide as good results as machine learning and ensemble classifiers. Kolchyna et al. [36] compared lexicon based approach with Naive Bayes and SVM supervised classifiers. The supervised classifier gives nearly 7% better results than lexicon-based classification technique.

In the present research we have used a hybrid of lexicon-based approach with machine learning and ensemble classifiers. Although results of lexicon based classifiers are not as good as other classifiers, but a hybrid of lexicon based classifier with machine learning and ensemble classifiers can enhance accuracy with little overhead.

4.2. Machine learning classification techniques

Machine learning classifiers use supervised approach and need training examples which can be labeled manually or obtained from online sources. Naive Bayes (NB) [37], Support vector machines [38], [39], decision tree [40], [41], AdaBoost, regression logistic regression, J48, Simple CART, random tree are some commonly used machine learning based classifiers. Kolchyna et al. [36] analyzed various machine learning classifiers. SVM and Naive Bayes perform better than other classifiers. It is also observed that machine learning approach performs better than lexicon-based approach. In the present research NB, SMO, IBK and REPTree are used as machine learning classifiers. Sequential minimal optimization (SMO) is an improved implementation of SVM. IBK is KNN and REPTree is fast decision tree in WEKA tool.

4.3. Ensemble classification techniques

Ensemble classifiers are used in various researches to further increase the accuracy of classification by using multiple classifiers together. Bagging, boosting and random forest, stack based ensemble and voting based ensemble are commonly used ensemble approaches. The idea is to combine several classifiers to give better results. Various researches done in the area of ensemble technique show that ensemble classifier mostly increases classification accuracy as compared to other two approaches [42]-[48].

5. DATA SET

For the present paper, the Dataset ‘US Airline Sentiment data Corpus’ used for the implementation and analysis is taken from standard Kaggle Data set repository. The Twitter US Airline Sentiment data Corpus has a total of 14640 tweets with sentiment target class. 3099 tweets are neutral, 2360 tweets are positive and 9178 tweets are negative. 70% data is used for testing and 30% for training purpose. The sample tweets in the data set are collected for six different US Airlines named United, Southwest, Delta, American, US Airways and Virgin America [49].

6. SIMULATION TOOL

WEKA and R studio tools are used in the present research. WEKA is an open source tool that can be used for data preprocessing, feature selection, clustering, regression, visualization, implementing several machine learning and ensemble classifiers and in various data mining tasks. WEKA is simple but quite effective simulation tools used by researchers. In the present research, WEKA is used for creating BOW, selection of features and implementing different classification models. At initial level, R Tool is also used for cleaning and removing noise from the data. Then the cleaned CSV files are used in WEKA for further processing [50], [51].

7. METHODOLOGY

For the implementation and analysis of the present research, “Twitter US Airline Data Corpus” is obtained from Kaggle data repository. This data set holds 14640 tweets and their corresponding class as
negative, positive and neutral. Tweets are cleaned and preprocessed by using R Tool, and the final CSV file is passed to WEKA for further processing. Tweets are represented as feature set and research is performed on different sized feature set for different machine learning and hybrid classifiers.

Data cleaning is done for removing irrelevant content from the tweets to improve efficiency of the model. R Tool is used to clean the data by removing URL’s, Hashtags, numbers, emoticons, duplicate tweets and punctuation symbols. After cleaning, the cleaned data is passed to WEKA for further processing. This cleaned data is represented in the form of a feature set having huge dimensionality that needs to be reduced to simplify the model. Feature selection is performed by using Chi-Square and information gain feature selection methods and research is performed on feature sets of different sizes. To monitor the effect feature set size, feature sets with 301, 501, 701 and 1301 features are implemented for all machine learning and hybrid classifiers used in the present research. A further improvement is done by using lexicon-based classifier with different ensemble classifiers. Sentiment score retrieved from lexicon based classification algorithm is added in the feature set to get enhanced feature set. All the machine learning and ensemble classification model are again implemented for this enhanced feature set, also by varying again the number of features in the feature set. The results are monitored to observe any kind of improvement in all the models after adding sentiment score extracted from lexicon based classifier.

We are implementing SMO, NB, IBK, REPTree as machine learning algorithms. Meta bagging with REPTree is implemented for all size feature sets. In the first stack base ensemble model SMO, NB, REPTree are used as base classifiers and in the second stack base ensemble model SMO, IBK, REPTree are used as base classifiers. Random forest is used as meta learner in both stack based ensembles. Four different voting based ensemble models are implemented with average of voting and majority voting techniques. 70 percent of the input data is used for training purpose and the rest 30 percent is for testing the models. Results are analyzed and represented by using accuracy and Kappa metrics. All the finding and analysis is discussed in the next section of result and analysis. The methodology used in research is explained in Figure 1.

![Figure 1. Work flow for various tweet sentiment classification models](image-url)
8. RESULT AND ANALYSIS

In the present research, various machine learning and ensemble based classifiers are implemented on different sized feature set. Also, a hybrid of lexicon and stack-based ensemble classifiers is implemented. The results show that up to limit results are improved as the size of the feature set increases, but after that, accuracy is stable or decreases. Also, by using a hybrid of lexicon-based classifier with stack-based ensemble improves the results. The cost of getting and adding sentiment score extracted from lexicon based classifier is negligible, but it consistently increases the accuracy for all the classification models. Voting based classifiers are better than NB, IBK and REPTree machine learning classifiers. Accuracy and Kappa for various classification models using Information Gain feature selection is given in Table 1 and Table 2. Accuracy and Kappa for various classification models using Chi-Square feature selection is given in Table 3 and Table 4.

Findings of research and analysis:

a) Increase in the number of features from 301 to 701 enhances the accuracy, but accuracy is either stable or decreases by further increase in the number of input feature variables to 1301.

b) For all the classification models, machine learning or ensemble, adding lexicon score as one of the features in the feature set enhances the accuracy of classification. The hybrid of lexicon classifier with stack base classifier also enhances the accuracy of the model.

c) Stack based ensemble classifiers are efficient than machine learning and voting-based ensemble classifiers.

d) Stack based ensemble of SMO, NB, REPTree performed better than stack ensemble of SMO, IBK, REPTree.

e) SMO is comparatively better than other machine learning classifiers and accuracy is further increased by adding sentiment score of lexicon classifier in the input feature set.

f) IBK performance is less, almost in all cases for all size feature sets.

g) Chi-Square feature selection performed a little better than information gain in several findings.

h) All the above findings are uniform for both Chi-Square and information gain feature selection methods.

Table 1. Accuracy for various classification models using information gain feature selection method

| Sr. No | No of Features | Classification Method | Without Sentiment Score of Lexicon Classifier | With Sentiment score of Lexicon Classifier as one feature in Feature Set |
|--------|----------------|-----------------------|-----------------------------------------------|---------------------------------------------------------------|
| 1      | 301            | NB                    | 72.9964                                       | 72.9964                                                       |
| 2      | 501            | SMO                   | 77.8461                                       | 77.8461                                                       |
| 3      | 701            | REPTREE               | 71.8352                                       | 71.8352                                                       |
| 4      | 1300           | IBK                   | 68.9891                                       | 68.9891                                                       |
| 5      |                | Meta Bagging + REPTree as Base Classifier | 74.7951                                       | 74.7951                                                       |
| 6      |                | Meta Stacking using NB, SMO, REPTree (RF as Meta Classifier) | 78.2332                                       | 78.2332                                                       |
| 7      |                | Meta Stacking using IBK, SMO, REPTree (RF as Meta Classifier) | 77.78 | 77.78 |
| 8      |                | Voting using NB, SMO, REPTree Average Probability | 75.9335                                       | 75.9335                                                       |
| 9      |                | Voting using IBK, SMO, REPTree Average Probability | 75.7058                                       | 75.7058                                                       |
| 10     |                | Voting using NB, SMO, REPTree / Majority voting | 75.8652                                       | 75.8652                                                       |
| 11     |                | Voting using IBK, SMO, REPTree / Majority voting | 75.2732                                       | 75.2732                                                       |
### Table 2. Kappa for various classification models using information gain feature selection method

| Sr. No | No of Features | Without Sentiment Score of Lexicon Classifier | With Sentiment score of Lexicon Classifier as one feature in Feature Set |
|--------|----------------|---------------------------------------------|-------------------------------------------------|
|        |                | 301  | 501  | 701  | 1300 | 302  | 502  | 702  | 1301 |
| 1      | NB             | 0.4398 | 0.4404 | 0.5067 | 0.5058 | 0.4763 | 0.4792 | 0.509 | 0.507 |
| 2      | SMO            | 0.5861 | 0.5998 | 0.6218 | 0.6028 | 0.5938 | 0.6099 | 0.630 | 0.607 |
| 3      | REPTREE        | 0.481  | 0.4846 | 0.4343 | 0.4353 | 0.4651 | 0.4643 | 0.423 | 0.424 |
| 4      | IBK            | 0.4527 | 0.4457 | 0.2348 | 0.232  | 0.4651 | 0.3821 | 0.250 | 0.242 |
| 5      | Meta Bagging + REPTree as Base Classifier | 0.5186 | 0.5135 | 0.4923 | 0.4791 | 0.4787 | 0.4794 | 0.480 | 0.479 |
| 6      | Meta Stacking using NB, SMO, REPTree (RF as Meta Classifier) | 0.5802 | 0.6020 | 0.6241 | 0.6050 | 0.6001 | 0.6180 | 0.636 | 0.607 |
| 7      | Meta Stacking using: IBK, SMO, REPTree (RF as Meta Classifier) | 0.5701 | 0.5800 | 0.6010 | 0.5720 | 0.5801 | 0.5920 | 0.590 | 0.592 |
| 8      | Voting using NB, SMO, REPTree Average Probability | 0.5345 | 0.5441 | 0.5416 | 0.5566 | 0.5335 | 0.5384 | 0.556 | 0.556 |
| 9      | Voting using IBK, SMO, REPTree Average Probability | 0.5374 | 0.5344 | 0.5105 | 0.4671 | 0.4906 | 0.4902 | 0.443 | 0.467 |
| 10     | Voting using NB, SMO, REPTree Majority voting | 0.5375 | 0.5458 | 0.5516 | 0.553  | 0.53  | 0.5333 | 0.562 | 0.562 |
| 11     | Voting using IBK, SMO, REPTree Majority voting | 0.5375 | 0.543  | 0.5647 | 0.5543 | 0.5543 | 0.5558 | 0.553 | 0.543 |

### Table 3. Accuracy for various classification models using chi-square feature selection method

| Sr. No | No of Features | Without Sentiment Score of Lexicon Classifier | 301  | 501  | 701  | 1300 | 302  | 502  | 702  | 1301 |
|--------|----------------|---------------------------------------------|------|------|------|------|------|------|------|------|
|        |                | 74.795 | 74.8179 | 74.840 | 74.977 | 75.4781 | 75.3671 | 75.0228 | 75.0228 |
| 2      | SMO            | 78.210 | 79.0301 | 79.394 | 79.007 | 78.3925 | 79.6676 | 79.8497 | 79.2122 |
| 3      | REPTREE        | 72.586 | 71.9262 | 72.017 | 72.085 | 71.6758 | 71.6758 | 71.6302 | 71.0383 |
| 4      | IBK            | 53.620 | 52.4362 | 48.793 | 48.315 | 54.2805 | 54.0984 | 50.5464 | 51.8215 |
| 5      | Meta Bagging + REPTree as Base Classifier | 74.658 | 74.0209 | 74.430 | 74.840 | 74.2031 | 74.408 | 74.2942 | 74.6129 |
| 6      | Meta Stacking using NB, SMO, REPTree (RF as Meta Classifier) | 78.643 | 79.5770 | 80.214 | 80.260 | 79.7360 | 80.4871 | 81.3901 | 81.1390 |
| 7      | Meta Stacking using IBK, SMO, REPTree (RF as Meta Classifier) | 77.869 | 78.5620 | 79.189 | 79.007 | 78.1880 | 78.9390 | 79.2370 | 78.9202 |
| 8      | Voting using NB, SMO, REPTree/Average Probability | 76.844 | 77.1403 | 77.140 | 77.527 | 77.2769 | 77.6639 | 77.5956 | 77.8233 |
| 9      | Voting using IBK, SMO, REPTree/Average Probability | 73.497 | 77.1403 | 73.178 | 72.085 | 68.3743 | 68.602 | 67.4863 | 69.515 |
| 10     | Voting using NB, SMO, REPTree/Majority voting | 76.889 | 77.1858 | 77.367 | 77.777 | 77.5273 | 77.8461 | 77.9372 | 77.9144 |
| 11     | Voting using IBK, SMO, REPTree/Majority voting | 75.9107 | 76.2295 | 76.184 | 75.5237 | 75.1138 | 76.0474 | 75.8652 | 75.5099 |
CONCLUSION

As Twitter is frequently used social networking site across the world, so the data collected from Twitter can be highly valuable for doing research. Here in this paper ‘Twitter US Airline data’ is used for sentiment analysis of customer’s opinion. The research aims to see the effect of different feature selection techniques and different number of features on various machine learning and ensemble based classifiers. A hybrid of lexicon-based classifier with stack based ensemble classifier is also implemented for different sized feature set to observe the variations in finding. Results are improved with increase in feature set up to a limit; after that, accuracy is stable. Also, accuracy is increased by using the hybrid of lexicon classifier with other classification models. The present research is very useful in predicting the opinion of customers precisely and improving the service quality.
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