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Abstract

The purpose of this paper is to study spectral properties of a family of Cayley graphs on finite commutative rings. Let $R$ be such a ring and $R^\times$ its set of units. Let $Q_R = \{u^2 : u \in R^\times\}$ and $T_R = Q_R \cup (-Q_R)$. We define the quadratic unitary Cayley graph of $R$, denoted by $G_R$, to be the Cayley graph on the additive group of $R$ with respect to $T_R$; that is, $G_R$ has vertex set $R$ such that $x, y \in R$ are adjacent if and only if $x - y \in T_R$. It is well known that any finite commutative ring $R$ can be decomposed as $R = R_1 \times R_2 \times \cdots \times R_s$, where each $R_i$ is a local ring with maximal ideal $M_i$. Let $R_0$ be a local ring with maximal ideal $M_0$ such that $|R_0|/|M_0| \equiv 3 \pmod{4}$. We determine the spectra of $G_R$ and $G_{R_0 \times R}$ under the condition that $|R_i|/|M_i| \equiv 1 \pmod{4}$ for $1 \leq i \leq s$. We compute the energies and spectral moments of such quadratic unitary Cayley graphs, and determine when such a graph is hyperenergetic or Ramanujan.

Keywords: Spectrum; Quadratic unitary Cayley graph; Ramanujan graph; Energy of a graph; Spectral moment

AMS Subject Classification (2010): 05C50, 05C25

1 Introduction

The adjacency matrix of a graph is the matrix with rows and columns indexed by its vertices such that the $(i, j)$-entry is equal to 1 if vertices $i$ and $j$ are adjacent and 0 otherwise. The eigenvalues of a graph are eigenvalues of its adjacency matrix, and the spectrum of a graph is the collection of its eigenvalues with multiplicities. If $\lambda_1, \lambda_2, \ldots, \lambda_k$ are distinct eigenvalues of a graph $G$ and $m_1, m_2, \ldots, m_k$ the corresponding multiplicities, then we denote the spectrum of $G$ by

$$\text{Spec}(G) = \begin{pmatrix} \lambda_1 & \cdots & \lambda_k \\ m_1 & \cdots & m_k \end{pmatrix},$$

or simply by $\lambda_1^{m_1}, \ldots, \lambda_k^{m_k}$ with $m_i$ omitted if it is equal to 1. The energy $E(G)$ of $G$ is defined as the sum of the absolute values of its eigenvalues; that is, $E(G) = \sum_{i=1}^{k} m_i |\lambda_i|$. This notion was introduced by I. Gutman \cite{Gutman} in the context of mathematical chemistry. It is a graph parameter arising from the Hückel molecular orbital approximation for the total $\pi$-electron energy. The energies of graphs have been studied extensively in recent years \cite{Brouwer2008, Cvetkovic2009, Fiol2010, Gutman2010, Gutman2011, Gutman2012, Gutman2013, Gutman2014, Gutman2015}.

A finite $r$-regular graph $G$ is called Ramanujan \cite{Lubotzky1984, Lubotzky1985} if $\lambda(G) \leq 2\sqrt{r-1}$, where $\lambda(G)$ is the maximum in absolute value of an eigenvalue of $G$ other than $\pm r$. This notion arises from the well...
known Alon-Boppana bound (see e.g. [7] Theorem 0.8.8), which asserts that \( \lim \inf_{i \to \infty} \lambda(G_i) \geq 2\sqrt{r-1} \) for any family of finite, connected, \( r \)-regular graphs \( \{G_i\}_{i \geq 1} \) with \( |V(G_i)| \to \infty \) as \( i \to \infty \). Over many years a significant amount of work has been done on Ramanujan graphs [7,25] and related expander graphs [16] with an emphasis on explicit constructions. The \( k \)-th spectral moment of a graph \( G \) with (not necessarily distinct) eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \) is defined as \( s_k(G) = \sum_{i=1}^{n} \lambda_i^k \), where \( n \) is the number of vertices of \( G \) and \( k \geq 0 \) is an integer. Spectral moments are related to many combinatorial properties of graphs. For example, they play an important role in the proof by Lubotzky, Phillips and Sarnak [23] of the Alon-Boppana bound, and the fourth spectral moment was used in [26] to give an upper bound on the energy of a bipartite graph.

The purpose of this paper is to study spectral properties of a family of Cayley graphs on finite commutative rings. A local ring [2] is a commutative ring with a unique maximal ideal. It is readily seen [28] that the set of units of a local ring \( R \) with maximal ideal \( M \) is given by \( R^\times = R \setminus M \). It is well known [2,8] that every finite commutative ring can be expressed as a direct product of finite local rings, and this decomposition is unique up to permutations of such local rings.

**Assumption 1.1.** Whenever we consider a finite commutative ring \( R = R_1 \times R_2 \times \cdots \times R_s \) with unit element \( 1 \neq 0 \), we assume that each \( R_i \), \( 1 \leq i \leq s \), is a local ring with maximal ideal \( M_i \) of order \( m_i \) such that \( |R_1|/m_1 \leq |R_2|/m_2 \leq \cdots \leq |R_s|/m_s \).

Denote by \( R^\times \) the set of units of \( R \). Then

\[
|R^\times| = \prod_{i=1}^{s} (|R_i| - m_i) = \prod_{i=1}^{s} m_i ((|R_i|/m_i) - 1) = |R| \prod_{i=1}^{s} \left(1 - \frac{1}{|R_i|/m_i}\right). \tag{1.1}
\]

We study the following family of Cayley graphs with a focus on their spectral properties.

**Definition 1.2.** Given a finite commutative ring \( R \), the quadratic unitary Cayley graph of \( R \), denoted by \( G_{R} \), is defined as the Cayley graph \( \text{Cay}(R, T_R) \) on the additive group of \( R \) with respect to \( T_R = Q_R \cup (-Q_R) \), where \( Q_R = \{u^2 : u \in R^\times\} \). That is, \( G_{R} \) has vertex set \( R \) such that \( x, y \in R \) are adjacent if and only if \( x - y \in T_R \).

This notion is a generalization of the quadratic unitary Cayley graph \( G_{\mathbb{Z}_n} \) of \( \mathbb{Z}_n \) introduced in [3]. With a focus on structural properties of \( G_{\mathbb{Z}_n} \), de Beaudrap [3] characterized decompositions of \( G_{\mathbb{Z}_n} \) into tensor products over relatively prime factors of \( n \). He also computed the diameter of \( G_{\mathbb{Z}_n} \) and gave conditions under which \( G_{\mathbb{Z}_n} \) is perfect.

Quadratic unitary Cayley graphs are also generalizations of the well-known Paley graphs. In fact, in the special case where \( R = \mathbb{F}_q \) is a finite field, where \( q \equiv 1 \pmod{4} \) is a prime power, \( G_{\mathbb{F}_q} \) is exactly the Paley graph \( \mathcal{P}(q) \), which by definition is the graph with vertex set \( \mathbb{F}_q \) such that \( x, y \in \mathbb{F}_q \) are adjacent if and only if \( x - y \) is a non-zero square of \( \mathbb{F}_q \).

The main results of this paper are as follows. Let \( R \) be as in Assumption 1.1 such that \( |R_i|/m_i \equiv 1 \pmod{4} \) for \( 1 \leq i \leq s \), and \( R_0 \) a local ring with maximal ideal \( M_0 \) of order \( m_0 \) such that \( |R_0|/m_0 \equiv 3 \pmod{4} \). We first compute the spectra of \( G_{R} \) and \( G_{R_0 \times R} \) (see Theorems 2.4, 2.5 and 2.7). By using these spectra, we determine the energies (Theorems 3.1 and 3.2) and spectral moments (Theorems 4.1 and 4.2) of such quadratic unitary Cayley graphs and find out when such a graph is hyperenergetic (Corollary 3.3) or Ramanujan (Theorem 3.4). Corresponding results for \( G_{\mathbb{Z}_n} \) will be given as corollaries.
2 Spectra of quadratic unitary Cayley graphs

We first recall the following well known result.

Lemma 2.1. [1 Proposition 2.1] Let $R$ be a finite local ring and $m$ the order of its unique maximal ideal. Then there exists a prime $p$ such that $|R|$, $m$ and $|R|/m$ are all powers of $p$.

A pseudograph is obtained from a graph by adding a loop at some of the vertices. The tensor product of two graphs (or pseudographs) $G$ and $H$, denoted by $G \otimes H$, is the graph with vertex set $V(G) \times V(H)$ in which $(u, v)$ is adjacent to $(x, y)$ if and only if $u$ is adjacent to $x$ in $G$ and $v$ is adjacent to $y$ in $H$. It is known [1] that this operation is associative and so the tensor product $G_1 \otimes G_2 \otimes \cdots \otimes G_s$ of any given (pseudo) graphs $G_1, G_2, \ldots, G_s$ (where $s \geq 1$) is well-defined.

Lemma 2.2. [3 Theorem 2.5.4] Let $G$ and $H$ be graphs (or pseudographs) with eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$ and $\mu_1, \mu_2, \ldots, \mu_m$, respectively. Then the eigenvalues of $G \otimes H$ are $\lambda_i \mu_j$, $1 \leq i \leq n, 1 \leq j \leq m$.

Let $K_n$ denote the complete graph on $n$ vertices and $\tilde{K}_n$ the complete pseudograph obtained by attaching a loop to each vertex of $K_n$. It can be verified that $G \otimes \tilde{K}_n$ is simply the lexicographic product of $G$ by the empty graph of $n$ vertices.

Theorem 2.3. Let $R$ be a finite local ring with maximal ideal $M$. If $|R|/|M|$ is odd, then $G_R \cong G_{R/M} \otimes \tilde{K}_{|M|}$.

Proof. Since $R$ is a local ring and $M$ is its maximal ideal, we have $R^x = R \setminus M$ and $R/M$ is a finite field. By Lemma 2.1 we have $|R|/|M| = p^s$ and $|M| = p^t$ for a prime $p$ and some integers $s \geq 1, t \geq 0$. Define $\rho : R^x \to (R/M)^x$ by $\rho(r) = r + M$ for $r \in R^x$. Then $\rho$ is a well-defined surjective homomorphism from the multiplicative group $R^x$ to the multiplicative group $(R/M)^x$ with kernel $\ker(\rho) = 1 + M$. Thus $R^x/(1 + M) \cong (R/M)^x$ and the corresponding isomorphism from $R^x/(1 + M)$ to $(R/M)^x$ is given by $r(1 + M) \mapsto r + M$ for $r \in R^x$. Since $|1 + M| = p^s$ and $|R^x/(1 + M)| = (|R| - |M|)/|M| = p^s - 1, |1 + M|$ and $|R^x/(1 + M)|$ are coprime, and so $1 + M$ is a Sylow $p$-subgroup of $R^x$. Thus, $R^x \cong R^x/(1 + M) \times (1 + M) \times (1 + M)$, say, with isomorphism given by $r \mapsto (\tilde{r}(1 + M), 1 + m_r)$, where $\tilde{r} \in R$ and $m_r \in M$ are determined by $r \in R^x$. Since $R^x/(1 + M) \cong (R/M)^x \times (1 + M)$ and the corresponding isomorphism is given by $\psi(r) = (\tilde{r} + M, 1 + m_r)$ for $r \in R^x$. Since $1 + M$ is a Sylow $p$-subgroup of $R^x$ and $p$ is odd, we have $(1 + M)^2 = 1 + M$. This together with $R^x \cong (R/M)^x \times (1 + M)$ implies that $Q_R \cong Q_{R/M} \times (1 + M)$ as groups with the corresponding isomorphism giving by $\psi(r^2) = (\tilde{r}^2 + M, (1 + m_r)^2)$ for $r \in R^x$. (Note that $Q_{R/M}$ consists of nonzero squares of $R/M$ since $R/M$ is a field.) Write $R/M = \{r_1 + M, r_2 + M, \ldots, r_p + M\}$. Then for each $r \in R$ there is a unique $i$ and $n_r \in M$ such that $r = r_i + n_r$. Let $\tau : R \to R/M \times M$ be defined by $\tau(r) = (r_i + M, n_r) = (r + M, n_r)$. Since $\tau$ is clearly surjective, it is a bijection from $R$ to $R/M \times M$ as the two sets have the same size.

We are now ready to prove $G_R \cong G_{R/M} \otimes \tilde{K}_{|M|}$. We treat $G_{R/M} \otimes \tilde{K}_{|M|}$ as defined on $R/M \times M$ such that $(x + M, a), (y + M, b)$ are adjacent if and only if $x + M, y + M$ are adjacent in $G_{R/M}$ (that is, $(x - y) + M$ or $(y - x) + M$ belongs to $Q_{R/M}$). Suppose that $x, y \in R$ are adjacent in $G_R$, that is, $x - y = r^2$ for some $r \in R^x$. Without loss of generality we may assume $x - y = r^2$ so that $(x + M) - (y + M) = r^2 = (r + M)^2$. Since $r \notin M$ and $M$ is the zero-element of the field $R/M$, it follows that $(x + M) - (y + M) \in Q_{R/M}$. Therefore, $\tau(x)$ and $\tau(y)$ are adjacent in $G_{R/M} \otimes \tilde{K}_{|M|}$. So we have proved that $G_R$ is embedded into $G_{R/M} \otimes \tilde{K}_{|M|}$ via $\tau$.
as a spanning subgraph since the two graphs have the same number of vertices. On the other hand, if \(|R|/m \equiv 1 \pmod{4}\), then \(-1 \in Q_{R/M}\) and \(-1 \in Q_{R}\), and the degree of \(G_{R/M} \otimes K_{|M|}\) is equal to \(|Q_{R/M}||M| = |Q_{R}|\), which is the same as the degree of \(G_{R}\). If \(|R|/m \equiv 3 \pmod{4}\), then \(-1 \notin Q_{R/M}\) and \(-1 \notin Q_{R}\), and the degree of \(G_{R/M} \otimes K_{|M|}\) is equal to \(2|Q_{R/M}||M| = 2|Q_{R}|\), which is also the same as the degree of \(G_{R}\). In either case \(G_{R}\) and \(G_{R/M} \otimes K_{|M|}\) must be isomorphic to each other because they have the same degree and one is a spanning subgraph of the other. \(\square\)

**Theorem 2.4.** Let \(R\) be a local ring with maximal ideal \(M\) of order \(m\).

(a) If \(|R|/m \equiv 1 \pmod{4}\), then

\[
\text{Spec}(G_{R}) = \begin{pmatrix}
\frac{|R| - m}{2} & m\left(1 + \sqrt{|R|/m}\right) & m\left(-1 - \sqrt{|R|/m}\right) & 0 \\
\frac{1}{2} & \frac{|R|/m - 1}{2} & \frac{|R|/m - 1}{2} & |R| - |R|/m
\end{pmatrix};
\]

(b) if \(|R|/m \equiv 3 \pmod{4}\), then

\[
\text{Spec}(G_{R}) = \begin{pmatrix}
|R| - m & -m & 0 \\
1 & |R|/m - 1 & |R| - |R|/m
\end{pmatrix}.
\]

**Proof.** (a) If \(|R|/m \equiv 1 \pmod{4}\), then \(|R|/m\) is an odd prime power and \(G_{R/M}\) coincides with the Paley graph of order \(|R|/m\). The latter has spectrum \([3]\)

\[
\frac{|R|/m - 1}{2}, \left(\frac{1 + \sqrt{|R|/m}}{2}\right)^{(|R|/m - 1)/2}, \left(\frac{1 - \sqrt{|R|/m}}{2}\right)^{(|R|/m - 1)/2}
\]

Combining this with Lemma 2.2, Theorem 2.3 and the fact that the spectrum of \(K_{m}\) is \(m, 0^{m-1}\), we obtain the required result.

(b) If \(|R|/m \equiv 3 \pmod{4}\), then \(|R|/m\) is an odd prime power and \(G_{R/M}\) is a complete graph of order \(|R|/m\). Since \(K_{|R|/m}\) has spectrum \(|R|/m - 1, (-1)^{|R|/m - 1}\) \([4]\), the required result is obtained by applying Lemma 2.2 and Theorem 2.3. \(\square\)

The following result is a generalization of \([3\) Theorem 1], and its proof is similar to the proof of \([3\) Theorem 1]. (Note that we take \(G_{R}\) as defined on the Cartesian product \(R_1 \times R_2 \times \cdots \times R_s\). By abuse notation, in the sequel we denote by \(-1\) the negative element of the unit 1 in different rings but it should be easy to identify the ring involved.)

**Theorem 2.5.** Let \(R\) be as in Assumption \([7.1]\). Then \(G_{R} = G_{R_1} \otimes G_{R_2} \otimes \cdots \otimes G_{R_s}\) if and only if there exists at most one \(R_j\) such that \(-1 \notin Q_{R_j}\).

**Proof.** Since the result is trivial when \(s = 1\), we assume \(s \geq 2\).

Consider the case \(s = 2\) first. In this case we are required to prove that \(G_{R} = G_{R_1} \otimes G_{R_2}\) if and only if \(-1 \in Q_{R_1}\) or \(-1 \in Q_{R_2}\). In fact, we prove the following stronger result: For any finite commutative rings \(A\) and \(B\),

\[
G_{A \times B} = G_{A} \otimes G_{B} \iff -1 \in Q_{A} \text{ or } -1 \in Q_{B}.
\]

We first notice that

\[
T_{A} \times T_{B} = \{ (\pm a^2, \pm b^2), (\pm a^2, \mp b^2) : a \in A^\times, b \in B^\times \}
\]
Thus from the definitions of $G_A, G_B$ and $G_A \otimes G_B$ it follows that $G_A \otimes G_B = \mathrm{Cay}(R, T_A \times T_B)$. Therefore, $G_{A \times B} = G_A \otimes G_B$ if and only if $T_{A \times B} = T_A \times T_B$.

If $-1 \not\in Q_A$ and $-1 \not\in Q_B$, then both $(-1, 1)$ and $(1, -1)$ are elements of $T_A \times T_B$ but neither of them is an element of $T_{A \times B}$. Thus $T_{A \times B} \neq T_A \times T_B$ and so $G_{A \times B} \neq G_A \otimes G_B$. On the other hand, suppose that at least one of $Q_A$ and $Q_B$ contains $-1$. Without loss of generality we may suppose $-1 \in Q_A$ so that $i^2 = -1$ for some $i \in A^\times$. Then for any $(a, b) \in (A \times B)^\times$ and $s, t \in \{0, 1\}$ we have

$$
((−1)^s a^2, (−1)^t b^2) = (−1)^t (−1)^{(s−t)} a^2, b^2) = (−1)^t ((i^{(s−t)} a^2, b^2).
$$

Hence $T_A \times T_B \subseteq T_{A \times B}$. Therefore, $T_{A \times B} = T_A \times T_B$ and $G_{A \times B} = G_A \otimes G_B$. Thus (2.1) is proved and so the result in the theorem is true when $s = 2$.

In general, we make induction on $s$ based on (2.1). Suppose that for some integer $k \geq 2$ the result holds when $s \leq k$, that is, $G_{R_1 \times R_2 \times \ldots \times R_s} = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_s}$ if and only if there exists at most one $j$ between 1 and $s$ such that $−1 \not\in Q_{R_j}$. Based on this hypothesis we aim to prove that the result holds when $s = k + 1$. In the rest of the proof we set $R = R_1 \times R_2 \times \ldots \times R_{k+1}$.

Assume that there is at most one $j$ between 1 and $k + 1$ such that $-1 \notin Q_{R_j}$. Then

$$
(−1, −1, \ldots, −1) \notin Q_{R_1} \times Q_{R_2} \times \ldots \times Q_{R_k} \quad \text{or} \quad −1 \not\in Q_{R_{k+1}},
$$

no matter whether $1 \leq j \leq k$ or $j = k + 1$, and hence $G_R = G_{R_1 \times R_2 \times \ldots \times R_k} \otimes G_{R_{k+1}}$ by (2.1). On the other hand, by the induction hypothesis we have $G_{R_1 \times R_2 \times \ldots \times R_k} = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k}$. Therefore, $G_R = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k} \otimes G_{R_{k+1}}$.

Conversely, assume that $G_R \neq G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k} \otimes G_{R_{k+1}}$. We aim to prove that there exists at most one $j$ between 1 and $k + 1$ such that $-1 \notin Q_{R_j}$. Suppose otherwise. Without loss of generality we may assume that, for some integer $t$ between 2 and $t \leq k + 1$, we have $-1 \notin Q_{R_j}$ for $1 \leq j \leq t$ and $-1 \in Q_{R_j}$ for $t < j \leq k + 1$. If $t < k + 1$, then since $−1 \not\in Q_{R_{k+1}}$ we have $G_R = G_{R_1 \times R_2 \times \ldots \times R_k} \otimes G_{R_{k+1}}$ by (2.1). Similarly, if $t < k$, then $G_{R_1 \times R_2 \times \ldots \times R_k} \otimes G_{R_{k+1}}$ by (2.1), and hence $G_R = (G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k}) \otimes G_{R_{k+1}} = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_{k+1}} \otimes G_{R_{k+1}}$. Continuing, we obtain $G_R = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k} \otimes G_{R_{k+1}} \otimes \ldots \otimes G_{R_k}$. (We used the fact that, if $G \equiv H_1 \equiv H_2$ for graphs $G, H_1, H_2$ with $E(G) \neq \emptyset$ and $V(H_1) = V(H_2)$, then $H_1 = H_2$. This is easy to prove, though the more general cancellation law for the tensor product is not true in general [13 Section 9.2].) If $2 \leq t \leq k$, then by $G_{R_1 \times R_2 \times \ldots \times R_k} = G_{R_1} \otimes G_{R_2} \otimes \ldots \otimes G_{R_k}$ and the induction hypothesis, there exists at most one $j$ between 1 and $t$ such that $-1 \notin Q_{R_j}$. Since this contradicts the definition of $t$ and the assumption $t \geq 2$, we conclude that $t = k + 1$, that is, $-1 \notin Q_{R_j}$ for $1 \leq j \leq k + 1$.

Define

$$
\lambda_{A,B} = \frac{|R^\times|}{2^s \prod_{i \in A} (\sqrt{|R_i|/m_i} + 1) \prod_{j \in B} (\sqrt{|R_j|/m_j} - 1)}
$$

for disjoint subsets $A, B$ of $\{1, 2, \ldots, s\}$. In particular, $\lambda_{\emptyset, \emptyset} = |R^\times|/2^s$. 
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Theorem 2.6. Let $R$ be as in Assumption 1.1 such that $|R_i|/m_i \equiv 1 \pmod{4}$ for $1 \leq i \leq s$. Then the eigenvalues of $G_R$ are

(a) $\lambda_{A,B}$, repeated $\frac{1}{2|A|+|B|} \prod_{k \in A \cup B} (|R_k|/m_k-1)$ times, for all pairs $(A, B)$ of subsets of $\{1, 2, \ldots, s\}$ such that $A \cap B = \emptyset$; and
(b) $0$ with multiplicity $|R| - \sum_{A, B \subseteq \{1, \ldots, s\}} (\frac{1}{2|A|+|B|} \prod_{k \in A \cup B} (|R_k|/m_k-1))$.

Proof. Since $|R_i|/m_i \equiv 1 \pmod{4}$ for $1 \leq i \leq s$, we have $-1 \in Q_{R_i/M_i}$ for $1 \leq i \leq s$, which implies $-1 \in Q_R$ for $1 \leq i \leq s$. Then $G_R \cong G_{R_1} \otimes \cdots \otimes G_{R_s}$ by Theorem 2.4. Thus the result is obtained by applying Lemma 2.2 and (a) of Theorem 2.4.

Theorem 2.7. Let $R$ be as in Assumption 1.1 such that $|R_i|/m_i \equiv 1 \pmod{4}$ for $1 \leq i \leq s$, and let $R_0$ be a local ring with maximal ideal $M_0$ of order $m_0$ such that $|R_0|/m_0 \equiv 3 \pmod{4}$. Then the eigenvalues of $G_{R_0 \times R}$ are

(a) $|R_0| \cdot \lambda_{A,B}$, repeated $\frac{1}{2|A|+|B|} \prod_{k \in A \cup B} (|R_k|/m_k-1)$ times, for all pairs $(A, B)$ of subsets of $\{1, 2, \ldots, s\}$ such that $A \cap B = \emptyset$;
(b) $-\frac{|R_0^\chi|}{|R_0|/m_0-1} \cdot \lambda_{A,B}$, repeated $\frac{|R_0|/m_0-1}{2|A|+|B|} \prod_{k \in A \cup B} (|R_k|/m_k-1)$ times, for all pairs $(A, B)$ of subsets of $\{1, 2, \ldots, s\}$ such that $A \cap B = \emptyset$; and
(c) $0$ with multiplicity $|R| - \sum_{A, B \subseteq \{1, \ldots, s\}} (\frac{|R_0|/m_0}{2|A|+|B|} \prod_{k \in A \cup B} (|R_k|/m_k-1))$.

Proof. The result follows from Lemma 2.2 and Theorems 2.4 and 2.5.

We now specify the results above to obtain the eigenvalues of $G_{\mathbb{Z}_n}$. Let $n = p_1^{\alpha_1} p_2^{\alpha_2} \cdots p_s^{\alpha_s}$ be an integer in canonical factorisation, where $p_1 < p_2 < \cdots < p_s$ are primes. It is well known (see e.g. [5]) that $\mathbb{Z}/n\mathbb{Z} \cong (\mathbb{Z}/p_1^{\alpha_1}\mathbb{Z}) \times (\mathbb{Z}/p_2^{\alpha_2}\mathbb{Z}) \times \cdots \times (\mathbb{Z}/p_s^{\alpha_s}\mathbb{Z})$, where each $\mathbb{Z}/p_i^{\alpha_i}\mathbb{Z}$ is a local ring with unique maximal ideal $(p_i)/((p_i)^{\alpha_i})$ of order $p_i^{\alpha_i-1}$. Denote by $\varphi$ the Euler’s totient function.

Corollary 2.8. (a) If $p \equiv 1 \pmod{4}$ is a prime and $\alpha \geq 1$ an integer, then

\[
\text{Spec}(G_{\mathbb{Z}_{p^{\alpha}}}) = \begin{pmatrix}
  p^{\alpha-1}(p-1)/2 & p^{\alpha-1}(-1 + \sqrt{p})/2 & 0 & p^{\alpha-1}(-1 - \sqrt{p})/2 \\
  1 & (p-1)/2 & p^{\alpha}-p & (p-1)/2
\end{pmatrix}.
\]

(b) If $p \equiv 3 \pmod{4}$ is a prime and $\alpha \geq 1$ an integer, then

\[
\text{Spec}(G_{\mathbb{Z}_{p^{\alpha}}}) = \begin{pmatrix}
  p^{\alpha-1}(p-1) & -p^{\alpha-1} & 0 \\
  1 & p-1 & p^{\alpha}-p
\end{pmatrix}.
\]

Corollary 2.9. Let $n = p_1^{\alpha_1} \cdots p_s^{\alpha_s}$ be an integer in canonical factorization such that each $p_i \equiv 1 \pmod{4}$. Then the eigenvalues of $G_{\mathbb{Z}_n}$ are

(a) $(-1)^{|B|} \cdot \frac{\varphi(n)}{2^n \prod_{i} (\sqrt{p_i} + 1) \prod_{j \in B} (\sqrt{p_j} - 1)}$, repeated $\frac{1}{2|A|+|B|} \prod_{k \in A \cup B} (p_k-1)$ times, for all pairs $(A, B)$ of subsets of $\{1, 2, \ldots, s\}$ such that $A \cap B = \emptyset$; and
we obtain the following corollary.

Theorem 3.1. The following is an immediate consequence of Theorem 2.4.

3 Energies of quadratic unitary Cayley graphs

Corollary 2.10. Let \( p = p_1^a \cdots p_s^a \) be an integer in canonical factorization such that \( p \equiv 3 \pmod{4} \) and each \( p_i \equiv 1 \pmod{4} \). Then the eigenvalues of \( G_{Z_m} \) are

\[
(a) \quad (-1)^{[B]} \frac{\varphi(n)}{2^n p} \prod_{i \in A} (\sqrt{p_i} + 1) \prod_{j \in B} (\sqrt{p_j} - 1), \quad \text{repeated} \quad \frac{1}{2^{[A]+[B]}} \prod_{k \in A \cup B} (p_k - 1), \quad \text{for all pairs } (A, B) \text{ of subsets of } \{1, 2, \ldots, s\} \text{ such that } A \cap B = \emptyset;
\]

\[
(b) \quad (-1)^{[B]+1} \frac{\varphi(n)}{2 \cdot p - 1} \prod_{i \in A} (\sqrt{p_i} + 1) \prod_{j \in B} (\sqrt{p_j} - 1), \quad \text{repeated} \quad \frac{p - 1}{2^{[A]+[B]}} \prod_{k \in A \cup B} (p_k - 1), \quad \text{for all pairs } (A, B) \text{ of subsets of } \{1, 2, \ldots, s\} \text{ such that } A \cap B = \emptyset; \quad \text{and}
\]

\[
(c) \quad 0 \text{ with multiplicity } n - \sum_{A, B \subseteq \{1, \ldots, s\}, A \cap B = \emptyset} \frac{p}{2^{[A]+[B]}} \prod_{k \in A \cup B} (p_k - 1).
\]

3 Energies of quadratic unitary Cayley graphs

The following is an immediate consequence of Theorem 2.4.

Theorem 3.2. Let \( R \) be a local ring with maximal ideal \( M \) of order \( m \).

(a) If \( |R|/m \equiv 1 \pmod{4} \), then \( E(G_R) = (\sqrt{|R|/m} + 1) |R^\times|/2; \)

(b) if \( |R|/m \equiv 3 \pmod{4} \), then \( E(G_R) = 2 |R^\times| \).

As a consequence of Lemma 2.2 we have \( E(G \otimes H) = E(G) \cdot E(H) \). In general, by induction we see that the energy of the tensor product of a finite number of graphs is equal to the product of the energies of the factor graphs. This together with Theorem 3.1 yields the following result.

Theorem 3.2. Let \( R \) be as in Assumption 2.4 such that \( |R_i|/m_i \equiv 1 \pmod{4} \) for \( 1 \leq i \leq s \), and \( R_0 \) a local ring with maximal ideal \( M_0 \) of order \( m_0 \) such that \( |R_0|/m_0 \equiv 3 \pmod{4} \). Then

(a) \( E(G_R) = \frac{|R_0^\times|}{2^{s-1}} \prod_{i=1}^{s} \left( \sqrt{|R_i|/m_i} + 1 \right); \)

(b) \( E(G_{R_0 \times R}) = \frac{|R_0^\times||R^\times|}{2^{s-1}} \prod_{i=1}^{s} \left( \sqrt{|R_i|/m_i} + 1 \right). \)

A graph \( G \) with \( n \) vertices is called hyperenergetic \([13]\) if \( E(G) > 2(n-1) \). By Theorem 3.2 we obtain the following corollary.

Corollary 3.3. Let \( R \) and \( R_0 \) be as in Theorem 3.2. Then the following hold:

(a) \( G_R \) is hyperenergetic except when \( R = R_1 \) with \( |R_1|/m_1 = 5 \) or \( R = R_1 \times R_2 \) with \( |R_1|/m_1 = |R_2|/m_2 = 5; \)

(b) \( G_{R_0 \times R} \) is hyperenergetic except when \( |R_0|/m_0 = 3 \) and \( R = R_1 \) with \( |R_1|/m_1 = 5. \)
Proof. (a) By Theorem 3.2, $G_R$ is hyperenergetic if and only if
\[
\frac{|R^*|}{|R|} \prod_{i=1}^s \left( \frac{\sqrt{|R_i|/m_i}}{|m_i|} + 1 \right) > 2(|R| - 1),
\]
which is equivalent to
\[
\frac{|R^*|}{|R|} \prod_{i=1}^s \left( \frac{\sqrt{|R_i|/m_i}}{|m_i|} + 1 \right) > 1 - \frac{1}{|R|}.
\]  
(3.1)

If $s \geq 3$, then since $|R_i|/m_i \geq 5$, by (3.1) and $(1 - \frac{1}{|R_i|/m_i}) (\sqrt{|R_i|/m_i} + 1) > 2$, the left-hand side of (3.1) can be written as
\[
\frac{1}{2s+1} \prod_{i=1}^s \left( 1 - \frac{1}{|R_i|/m_i} \right) \left( \frac{\sqrt{|R_i|/m_i} + 1}{|m_i|} \right) \geq \frac{1}{2} \left( 1 - \frac{1}{5} \right) \left( \sqrt{5} + 1 \right)^3 \approx 1.0844 > 1 - \frac{1}{|R|}.
\]

Hence $G_R$ is hyperenergetic in this case.

If $s = 2$ and $|R_2|/m_2 \geq 9$, then the left-hand side of (3.1) is greater than or equal to
\[
\frac{1}{8} \left( 1 - \frac{1}{5} \right) \left( \sqrt{5} + 1 \right) \left( 1 - \frac{1}{9} \right) \left( \sqrt{9} + 1 \right) \approx 1.1506 > 1 - \frac{1}{|R|}.
\]

So $G_R$ is hyperenergetic in this case. If $s = 2$ and $|R_1|/m_1 = |R_2|/m_2 = 5$, then (3.1) is not satisfied and hence $G_R$ is not hyperenergetic.

If $s = 1$, then (3.1) is mounted to
\[
\left( 1 - \frac{1}{|R_1|/m_1} \right) \left( \sqrt{|R_1|/m_1} + 1 \right) > 4 \left( 1 - \frac{1}{|R_1|} \right). \]

This inequality holds if and only if $|R_1|/m_1 \geq 9$, and in this case $G_R$ is hyperenergetic.

(b) By Theorem 3.2, $G_{R_0 \times R}$ is hyperenergetic if and only if
\[
\frac{|R_0^*||R^*|}{2^s-1} \prod_{i=1}^s \left( \frac{\sqrt{|R_i|/m_i}}{|m_i|} + 1 \right) > 2(|R_0||R| - 1),
\]
which is equivalent to
\[
\frac{1}{2s} \left( 1 - \frac{1}{|R_0|/m_0} \right) \prod_{i=1}^s \left( 1 - \frac{1}{|R_i|/m_i} \right) \left( \frac{\sqrt{|R_i|/m_i}}{|m_i|} + 1 \right) > 1 - \frac{1}{|R_0||R|}.
\]  
(3.2)

If $s \geq 2$, then since $|R_0|/m_0 \geq 3$ and $|R_i|/m_i \geq 5$, the left-hand side of (3.2) is greater than or equal to
\[
\frac{1}{4} \left( 1 - \frac{1}{3} \right) \left( \left( 1 - \frac{1}{5} \right) \left( \sqrt{5} + 1 \right) \right)^2 \approx 1.1171 \approx 1 - \frac{1}{|R_0||R|}.
\]

Thus $G_{R_0 \times R}$ is hyperenergetic in this case.

If $s = 1$, then the left-hand side of (3.2) is greater than or equal to
\[
\begin{cases}
\frac{1}{2} \left( 1 - \frac{1}{7} \right) \left( 1 - \frac{1}{5} \right) (\sqrt{5} + 1) \approx 1.1095 > 1 - \frac{1}{|R_0||R|}, \quad &\text{if } |R_0|/m_0 \geq 7 \\
\frac{1}{2} \left( 1 - \frac{1}{3} \right) \left( 1 - \frac{1}{9} \right) (\sqrt{9} + 1) = \frac{32}{27} > 1 - \frac{1}{|R_0||R|}, \quad &\text{if } |R_1|/m_1 \geq 9.
\end{cases}
\]

Thus $G_{R_0 \times R}$ is hyperenergetic when $|R_0|/m_0 \geq 7$ or $|R_1|/m_1 \geq 9$. On the other hand, if $|R_0|/m_0 = 3$ and $|R_1|/m_1 = 5$, then (3.2) is not satisfied and hence $G_{R_0 \times R}$ is not hyperenergetic.

In the special case where $R = \mathbb{Z}_n$, Theorems 3.1 and 3.2 and Corollary 3.3 together imply the following result.

**Corollary 3.4.** Let $n = p_1^{a_1} \cdots p_s^{a_s}$ be an integer in canonical factorization such that each $p_i \equiv 1 \pmod{4}$. Let $p \equiv 3 \pmod{4}$ be a prime and $\alpha \geq 1$ an integer. Then
(a) $E(G_{Z_{\alpha}}) = 2\varphi(p^\alpha)$;

(b) $E(G_{Z_n}) = \frac{\varphi(n)}{2s} \prod_{i=1}^{s} (\sqrt{p_i} + 1)$;

(c) $E(G_{Z_{np^\alpha}}) = \frac{\varphi(n)\varphi(p^\alpha)}{2s-1} \prod_{i=1}^{s} (\sqrt{p_i} + 1)$;

(d) $G_{Z_n}$ is hyperenergetic except when $n = 5^\alpha$;

(e) $G_{Z_{np^\alpha}}$ is hyperenergetic except when $np^\alpha = 3^\alpha \cdot 5^\alpha$.

4 Spectral moments of quadratic unitary Cayley graphs

By Theorem 2.4 we obtain the following result.

Theorem 4.1. Let $R$ be a local ring with maximal ideal $M$ of order $m$. Then the following hold for any integer $k \geq 1$:

(a) if $|R|/m \equiv 1 \pmod{4}$, then

\[ s_k(G_R) = \frac{m^k(|R|/m - 1)}{2^{k+1}} \left(2(\sqrt{|R|/m})^{k-1} + (1 - \sqrt{|R|/m})^k\right); \]

(b) if $|R|/m \equiv 3 \pmod{4}$, then

\[ s_k(G_R) = m^k(|R|/m - 1) \left((\sqrt{|R|/m})^{k-1} + (1)\right). \]

As a consequence of Lemma 2.2 we have $s_k(G \otimes H) = s_k(G) \cdot s_k(H)$. In general, by induction the $k$-th spectral moment of the tensor product of a finite number of graphs is equal to the product of the $k$-th moments of the factor graphs. Thus, by Theorem 4.1 one can prove the following result.

Theorem 4.2. Let $R$ be as in Assumption 1.2 such that $|R_i|/m_i \equiv 1 \pmod{4}$ for $1 \leq i \leq s$, and let $R_0$ be a local ring with maximal ideal $M_0$ of order $m_0$ such that $|R_0|/m_0 \equiv 3 \pmod{4}$. Then the following hold for any integer $k \geq 1$:

(a) $s_k(G_{R_0}) = \prod_{i=1}^{s} \frac{m^k(|R_i|/m_i - 1)}{2^{k+1}} \times \prod_{i=1}^{s} \left(2(\sqrt{|R_i|/m_i})^{k-1} + (1 - \sqrt{|R_i|/m_i})^k\right)$;

(b) $s_k(G_{R_0 \times R}) = m^k(|R|/m - 1) \left((\sqrt{|R|/m})^{k-1} + (1)\right) \prod_{i=1}^{s} \frac{m^k(|R_i|/m_i - 1)}{2^{k+1}} \times \prod_{i=1}^{s} \left(2(\sqrt{|R_i|/m_i})^{k-1} + (1 - \sqrt{|R_i|/m_i})^k\right)$.}

It is well known that the $k$-th spectral moment of $G$ is equal to the number of closed walks of length $k$ in $G$. Denote by $n_3(G)$ the number of triangles in a graph $G$. Since $s_3(G) = 6n_3(G)$, Theorems 4.1 and 4.2 imply the following formulae.
Corollary 4.3. Let $R$ and $R_0$ be as in Theorem 4.2. Then

(a) $n_3(G_{R_0}) = \frac{1}{6} \cdot m_0 |R_0||R_0^\times||(R_0/m_0 - 2)$;

(b) $n_3(G_R) = \frac{1}{6 \cdot 8^s} \cdot \prod_{i=1}^s (m_i|R_i||R_i^\times||(R_i/m_i - 5))$;

(c) $n_3(G_{R_0 \times R}) = \frac{1}{6 \cdot 8^s} \cdot m_0 |R_0||R_0^\times||(R_0/m_0 - 2) \cdot \prod_{i=1}^s (m_i|R_i||R_i^\times||(R_i/m_i - 5))$.

In the special case where $R = \mathbb{Z}_n$, Theorems 4.1 and 4.2 and Corollary 4.3 together imply the following result.

Corollary 4.4. Let $n = p_1^{a_1} \ldots p_s^{a_s}$ be an integer in canonical factorization such that each $p_i \equiv 1 \pmod{4}$. Let $p \equiv 3 \pmod{4}$ be a prime and $\alpha \geq 1$ an integer. Then the following hold for any integer $k \geq 1$:

(a) $s_k(G_{\mathbb{Z}_n^a}) = (p-1)p^{k(\alpha-1)}((p-1)^{k-1} + (-1)^k)$;

(b) $s_k(G_{\mathbb{Z}_n}) = \frac{s}{\prod_{i=1}^s \left( \frac{(p_1-1)p_1^{k(a_1-1)}}{2^k+1} \cdot \left( 2(p_1-1)^{k-1} + (-1 + \sqrt{p_1})^k + (-1 - \sqrt{p_1})^k \right) \right)}$;

(c) $s_k(G_{\mathbb{Z}_n^a}) = (p-1)p^{k(\alpha-1)}((p-1)^{k-1} + (-1)^k)$

\hspace{1cm} $\times \prod_{i=1}^s \left( \frac{(p_i-1)p_i^{k(a_i-1)}}{2^k+1} \cdot \left( 2(p_i-1)^{k-1} + (-1 + \sqrt{p_i})^k + (-1 - \sqrt{p_i})^k \right) \right)$;

(d) $n_3(G_{\mathbb{Z}_n^a}) = p^{3\alpha-2}(p-1)(p-2)$;

(e) $n_3(G_{\mathbb{Z}_n}) = \frac{1}{6 \cdot 8^s} \cdot \prod_{i=1}^s \left( p_i^{3\alpha_i-2}(p_i-1)(p_i-5) \right)$;

(f) $n_3(G_{\mathbb{Z}_n^a}) = \frac{1}{6 \cdot 8^s} \cdot p^{3\alpha-2}(p-1)(p-2) \cdot \prod_{i=1}^s \left( p_i^{3\alpha_i-2}(p_i-1)(p_i-5) \right)$.

Remark 1. The quadratic residue Cayley graph of $\mathbb{Z}_n$ is defined as the Cayley graph $\text{Cay}(\mathbb{Z}_n, S \cup (-S))$ on the additive group $\mathbb{Z}_n$, where $S$ denotes the set of quadratic residues of $\mathbb{Z}_n$. This graph is usually different from $G_{\mathbb{Z}_n}$, though the two graphs are identical when $n$ is an odd prime. In [21], the number of triangles of $\text{Cay}(\mathbb{Z}_n, S \cup (-S))$ was expressed in terms of the number of ‘fundamental triangles’. In a more explicit way, Corollary 4.4 implies that the number of triangles of $\text{Cay}(\mathbb{Z}_n, S \cup (-S)) = G_{\mathbb{Z}_n}$ is equal to $p(p-1)(p-5)/48$ when $p \equiv 1 \pmod{4}$ and $p(p-1)(p-5)/6$ when $p \equiv 3 \pmod{4}$.

5 Ramanujan quadratic unitary Cayley graphs

Theorem 5.1. Let $R$ be as in Assumption 4.4 such that $|R_i|/m_i \equiv 1 \pmod{4}$ for $1 \leq i \leq s$, and let $R_0$ be a local ring with maximal ideal $M_0$ of order $m_0$ such that $|R_0|/m_0 \equiv 3 \pmod{4}$. Then the following hold:

(a) $G_{R_0}$ is Ramanujan if and only if $|R_0| \geq (m_0 + 2)^2/4$.
(b) \( \mathcal{G}_R \) is Ramanujan if and only if \( R \) is isomorphic to \( \mathbb{F}_5 \times \mathbb{F}_5 \) or \( \mathbb{F}_q \) for a prime power \( q \equiv 1 \pmod{4} \);

(c) \( \mathcal{G}_{R_0 \times R} \) is Ramanujan if and only if \( R_0 \times R \) is isomorphic to \( \mathbb{F}_3 \times \mathbb{F}_5, \mathbb{F}_3 \times \mathbb{F}_9 \) or \( \mathbb{F}_3 \times \mathbb{F}_{13} \).

**Proof.**  (a) By (b) of Theorem 2.3, \( \mathcal{G}_{R_0} \) is Ramanujan if and only if \( m_0 \leq 2 \sqrt{|R_0| - m_0 - 1} \), which is equivalent to \( |R_0| \geq (m_0 + 2)^2/4 \).

(b) Theorem 2.6 implies that \( \mathcal{G}_R \) is Ramanujan if and only if \( |\lambda_{A,B}| \leq 2 \sqrt{|R^x|/2^s - 1} \) for all eigenvalues \( \lambda_{A,B} \neq \pm |R^x|/2^s \). Note that \( |\lambda_{A,B}| < |R^x|/2^s \) is maximized if and only if \( \prod_{i \in A} (|R_i|/m_i + 1) \prod_{j \in B} (|R_j|/m_j - 1) \) is minimized. Since \( |\lambda_{A,B}| \leq |\lambda_{0,1}| \neq |R^x|/2^s \), \( \mathcal{G}_R \) is Ramanujan if and only if \( |\lambda_{0,1}| \leq 2 \sqrt{|R^x|/2^s - 1} \), that is,

\[
\frac{|R^x|}{2^s \sqrt{|R_1|/m_1 - 1}} \leq 2 \sqrt{|R^x|/2^s - 1} \tag{5.1}
\]

Since \( 2 \sqrt{|R^x|/2^s - 1} \leq 2 \sqrt{|R^x|/2^s} \), this condition is not satisfied unless

\[
|R^x|/2^s < 4 \left( \sqrt{|R_1|/m_1 - 1} \right)^2 \tag{5.2}
\]

In particular, if \( s \geq 4 \), then since \( \left( \sqrt{|R_1|/m_1 - 1} \right)^2 = |R_1|/m_1 - 2 \sqrt{|R_1|/m_1} < |R_1|/m_1 - 1 \), by (1.1) we have \( |R^x|/2^s \geq \frac{1}{2^s} \prod_{i=1}^{s} (|R_i|/m_i - 1) \geq 4 \left( \left( |R_1|/m_1 - 1 \right) > 4 \left( \sqrt{|R_1|/m_1 - 1} \right)^2 \right) \), and hence \( \mathcal{G}_R \) is not Ramanujan. It remains to consider the case where \( 1 \leq s \leq 3 \).

**Case 1:** \( s = 3 \). In view of (1.1), in this case (5.2) is mounted to \( \frac{1}{8} \prod_{i=1}^{3} m_i (|R_i|/m_i - 1) < 4 \left( \sqrt{|R_1|/m_1 - 1} \right)^2 \). If \( \prod_{i=1}^{3} m_i \geq 2 \) or \( |R_3|/m_3 \geq 9 \), then this condition is not satisfied and hence \( \mathcal{G}_R \) is not Ramanujan. Now we assume \( \prod_{i=1}^{3} m_i = 1 \) and \( |R_3|/m_3 \leq 8 \). Then \( R_1 \cong R_2 \cong R_3 \cong \mathbb{F}_5 \). In this case (5.1) is not satisfied and hence \( \mathcal{G}_R \) is not Ramanujan.

**Case 2:** \( s = 2 \). In this case (5.2) is mounted to \( \frac{1}{4} \prod_{i=1}^{2} m_i (|R_i|/m_i - 1) < 4 \left( \sqrt{|R_1|/m_1 - 1} \right)^2 \). Thus, if \( m_1 m_2 \geq 4 \) or \( |R_2|/m_2 \geq 17 \), then \( \mathcal{G}_R \) is not Ramanujan. Assume \( m_1 m_2 \leq 3 \) and \( |R_2|/m_2 \leq 16 \). Since \( |R_i|/m_i \equiv 1 \pmod{4} \) for \( i = 1, 2 \), by Lemma 2.1 we have \( m_1 m_2 = 1 \) or \( m_1 m_2 = 3 \). It is known [9] that \( \mathbb{Z}_9 \) and \( \mathbb{Z}_3[X]/(X^2) \) are the only local rings whose unique maximal ideal has exactly three elements. But their residue fields are \( \mathbb{Z}_3 \), a contradiction to \( |R_i|/m_i \equiv 1 \pmod{4} \) for \( i = 1, 2 \). So \( m_1 m_2 = 3 \) cannot occur. Thus \( m_1 m_2 = 1 \) and one of the following occurs: (i) \( R_1 \cong R_2 \cong \mathbb{F}_5 \); (ii) \( R_1 \cong R_2 \cong \mathbb{F}_9 \); (iii) \( R_1 \cong R_2 \cong \mathbb{F}_{13} \); (iv) \( R_1 \cong \mathbb{F}_5 \) and \( R_2 \cong \mathbb{F}_9 \); (v) \( R_1 \cong \mathbb{F}_5 \) and \( R_2 \cong \mathbb{F}_{13} \); (vi) \( R_1 \cong \mathbb{F}_9 \) and \( R_2 \cong \mathbb{F}_{13} \). In case (i), (5.1) is satisfied and so \( \mathcal{G}_R \) is Ramanujan, whilst in (ii)-(vi), (5.1) is not satisfied and so \( \mathcal{G}_R \) is not Ramanujan.

**Case 3:** \( s = 1 \). In this case (5.2) is mounted to \( m_1 (|R_1|/m_1 - 1) < 8 \left( \sqrt{|R_1|/m_1 - 1} \right)^2 \). Thus, if \( m_1 \geq 8 \), then \( \mathcal{G}_R \) is not Ramanujan. Assume \( m_1 \leq 7 \). Since \( |R_1|/m_1 \equiv 1 \pmod{4} \), by Lemma 2.1 we have \( m_1 = 1, 3, 5 \) or 7. Note that the only finite commutative local rings whose maximal ideal has prime order \( p \) are \( \mathbb{Z}_p \) and \( \mathbb{Z}_p[X]/(X^2) \). Their residue fields are \( \mathbb{Z}_p \). Again by \( |R_1|/m_1 \equiv 1 \pmod{4} \), we have \( m_1 = 1 \) or 5. In the former case, \( R_1 \cong \mathbb{F}_q \), where \( q \equiv 1 \pmod{4} \) is a prime power. By (5.1), \( \mathcal{G}_F_q \) is Ramanujan. In the latter case, \( R_1 \cong \mathbb{Z}_{2q} \) or \( \mathbb{Z}_5[X]/(X^2) \). Plugging them back into (5.1), we obtain that \( \mathcal{G}_R \) is not Ramanujan in this case.
(c) Define

\[ |\lambda| = \max \left\{ |R_0^\times| |\lambda_{A,B}|, \frac{|R_0^\times|}{|R_0^\times| |\lambda_{A,B}|} \right\}. \]

By Theorem 6.4, \( G_{R_0 \times R} \) is Ramanujan if and only if \(|\lambda| \leq 2 \sqrt{|R_0^\times||R^\times||/2^s - 1} \) for \( \lambda \neq |R_0^\times||R^\times||/2^s \).

Let \( \mu_{A,B} = \prod_{i \in A} (\sqrt{|R_i^\times|/m_i} + 1) \prod_{j \in B} (\sqrt{|R_j^\times|/m_j} - 1) \). Note that \(|\lambda| < |R_0^\times||R^\times||/2^s \) is maximized if and only if \( \min \{ \mu_{A,B}, (|R_0^\times|/m_0 - 1) \mu_{A,B} \} \) is minimized.

Case 1: \( \sqrt{|R_1^\times|/m_1} < |R_0^\times|/m_0 \). In this case \( G_{R_0 \times R} \) is Ramanujan if and only if

\[ \frac{|R_0^\times||R^\times|}{2^s \left( \sqrt{|R_1^\times|/m_1} - 1 \right)} \leq \sqrt{|R_0^\times||R^\times||/2^s - 1}. \]  

(5.3)

Since \( 2 \sqrt{|R_0^\times||R^\times||/2^s - 1} < 2 \sqrt{|R_0^\times||R^\times||/2^s} \), this condition is not satisfied unless

\[ |R_0^\times||R^\times||/2^s < 4 \left( \sqrt{|R_1^\times|/m_1} - 1 \right)^2. \]  

(5.4)

In particular, if \( s \geq 3 \), then by (1.1) we have \( |R_0^\times||R^\times||/2^s \geq \frac{1}{2^s} (|R_0^\times|/m_0 - 1) \prod_{i=1}^s ((|R_i^\times|/m_i) - 1) \geq 4 ((|R_1^\times|/m_1) - 1) > 4 \left( \sqrt{|R_1^\times|/m_1} - 1 \right)^2 \), and hence \( G_{R_0 \times R} \) is not Ramanujan. It remains to consider the case where \( 1 \leq s \leq 2 \).

Case 1.1: \( s = 2 \). In view of (1.1), in this case (5.3) is mounted to \( \frac{1}{4} \prod_{i=0}^2 m_i ((|R_i^\times|/m_i) - 1) < 4 \left( \sqrt{|R_1^\times|/m_1} - 1 \right)^2 \). Note that if \( \prod_{i=0}^2 m_i \geq 2 \) or \( |R_0^\times|/m_0 \geq 5 \) or \( |R_2^\times|/m_2 \geq 9 \), then this condition is not satisfied and hence \( G_{R_0 \times R} \) is not Ramanujan. Now we assume \( \prod_{i=0}^2 m_i = 1 \), \( |R_0^\times|/m_0 \leq 4 \) and \( |R_2^\times|/m_2 \leq 8 \). Then \( R_0 \cong F_3 \) and \( R_1 \cong R_2 \cong F_5 \). In this case (5.3) is not satisfied and hence \( G_{R_0 \times R} \) is not Ramanujan.

Case 1.2: \( s = 1 \). In this case (5.3) is mounted to \( m_0 m_1 ((|R_0^\times|/m_0) - 1) ((|R_1^\times|/m_1) - 1) < 8 \left( \sqrt{|R_1^\times|/m_1} - 1 \right)^2 \). Thus, if \( m_0 m_1 \geq 4 \) or \( |R_0^\times|/m_0 \geq 9 \), then this condition is not satisfied and hence \( G_{R_0 \times R} \) is not Ramanujan. Assume \( m_0 m_1 \leq 3 \) and \( |R_0^\times|/m_0 \leq 8 \). Since \( |R_0^\times|/m_0 \equiv 3 \) (mod 4) and \( |R_1^\times|/m_1 \equiv 1 \) (mod 4), by Lemma 2.1 we have \( m_0 = m_1 = 1 \) or \( m_0 = 3 \) and \( m_1 = 1 \). In the former case we have \( R_0 \cong F_3 \) or \( R_0 \cong F_7 \). Note that \( R_1 \cong F_q \) where \( q \equiv 1 \) (mod 4) is a prime power. Then \( \sqrt{|R_1^\times|/m_1} < |R_0^\times|/m_0 \) implies that \( R_0 \times R_1 \cong F_3 \times F_3, F_7 \times F_5, F_7 \times F_9, F_7 \times F_{13}, F_7 \times F_{17}, F_7 \times F_{29}, F_7 \times F_{37} \) or \( F_7 \times F_{41} \). Plugging these back into (5.3), we obtain that only \( G_{F_3 \times F_5} \) is Ramanujan. In the latter case, \( R_0 \cong Z_9 \) or \( R_0 \cong Z_9[X]/(X^2) \). Again, \( \sqrt{|R_1^\times|/m_1} < |R_0^\times|/m_0 \) implies that \( R_1 \cong F_5 \). By (5.3), \( G_{R_0 \times R} \) is not Ramanujan in this case.

Case 2: \( \sqrt{|R_1^\times|/m_1} \geq |R_0^\times|/m_0 \). In this case \( G_{R_0 \times R} \) is Ramanujan if and only if

\[ \frac{|R_0^\times||R^\times|}{2^s (|R_0^\times|/m_0 - 1)} \leq \sqrt{|R_0^\times||R^\times||/2^s - 1}. \]  

(5.5)

Since \( 2 \sqrt{|R_0^\times||R^\times||/2^s - 1} < 2 \sqrt{|R_0^\times||R^\times||/2^s} \), this condition is not satisfied unless

\[ |R_0^\times||R^\times||/2^s < 4 (|R_0^\times|/m_0 - 1)^2. \]  

(5.6)
In particular, if $s \geq 3$, then by (1.1) we have $|R_0^s||R_0^s|/2^s \geq 1/2 \sqrt{|R_0^s|} \left(\sqrt{|R_1^s|}/m_1 - 1\right) \left(\sqrt{|R_1^s|}/m_1 + 1\right) \prod_{i=2}^s \left(\left(|R_i^s|/m_i\right) - 1\right) > 4 \left(|R_0^s|/m_0 - 1\right)^2$, and hence $G_{R_0 \times R}$ is not Ramanujan. It remains to consider the case where $1 \leq s \leq 2$.

**Case 2.1:** $s = 2$. In view of (1.1), in this case (5.6) is mounted to $1/4 \prod_{i=0}^2 m_i \left(|R_i^s|/m_i - 1\right) < 4 \left(|R_0^s|/m_0 - 1\right)^2$. Note that if $\prod_{i=0}^3 m_i \geq 2$ or $|R_2^s|/m_2 \geq 9$, then this condition is not satisfied and hence $G_{R_0 \times R}$ is not Ramanujan. Now we assume $\prod_{i=0}^3 m_i = 1$ and $|R_2^s|/m_2 \leq 8$. Then $R_1 \cong R_2 \cong F_3$. Note that $|R_0^s|/m_0 \geq 3$, a contradiction to $\sqrt{|R_1^s|}/m_1 \geq |R_0^s|/m_0$.

**Case 2.2:** $s = 1$. In this case (5.6) is mounted to $m_0 m_1 \left(\sqrt{|R_1^s|}/m_1 + 1\right) \left(\sqrt{|R_1^s|}/m_1 - 1\right) < 8 \left(|R_0^s|/m_0 - 1\right)$. Thus, if $m_0 m_1 \geq 3$ or $|R_1^s|/m_1 \geq 49$, then this condition is not satisfied and hence $G_{R_0 \times R}$ is not Ramanujan. Assume $m_0 m_1 \leq 2$ and $|R_1^s|/m_1 \leq 49$. Since $|R_0^s|/m_0 \equiv 3 \pmod{4}$ and $|R_1^s|/m_1 \equiv 1 \pmod{4}$, by Lemma 2.1 we have $m_0 = m_1 = 1$. Then $R_1 \cong F_3 \times F_9$, $F_{13}$, $F_{17}$, $F_{29}$, $F_{37}$, $F_{41}$ or $F_{49}$. Then $\sqrt{|R_1^s|}/m_1 \geq |R_0^s|/m_0$ implies that $R_0 \times R_1 \cong F_3 \times F_9$, $F_3 \times F_{13}$, $F_3 \times F_{17}$, $F_3 \times F_{29}$, $F_3 \times F_{37}$, $F_3 \times F_{41}$, $F_3 \times F_{49}$ or $F_7 \times F_{19}$. Plugging these into (5.6), we obtain that only $G_{F_3 \times F_9}$ and $G_{F_3 \times F_{13}}$ are Ramanujan.

Since for a prime power $q \equiv 1 \pmod{4}$, $G_{F_q}$ is the Paley graph $P(q)$, Theorem 5.1(b) may be thought as a strengthening of the known result that $P(q)$ is Ramanujan. In the special case where $R = \mathbb{Z}_n$, Theorem 5.1 yields the following result.

**Corollary 5.2.** Let $n = p_1^{\alpha_1} \cdots p_s^{\alpha_s}$ be an integer in canonical factorization such that each $p_i \equiv 1 \pmod{4}$. Let $p \equiv 3 \pmod{4}$ be a prime and $\alpha \geq 1$ an integer. Then the following hold:

(a) $G_{\mathbb{Z}_n}$ is Ramanujan if and only if $p^\alpha = p$ or $p^2$;

(b) $G_{\mathbb{Z}_n}$ is Ramanujan if and only if $n = p_1$;

(c) $G_{\mathbb{Z}_n}$ is Ramanujan if and only if $np^\alpha = 3 \cdot 5$ or $np^\alpha = 3 \cdot 13$.

## 6 Concluding remarks

In this paper we introduced the quadratic unitary Cayley graphs $G_R$ of finite commutative rings $R$ and studied their spectral properties. Such graphs are generalisations of the quadratic unitary Cayley graphs of $\mathbb{Z}_n$ [3] as well as the well known Paley graphs. In the paper we focused on eigenvalues of $G_R$ and related properties. In the case when in the decomposition of $R$ into the direct product of finite local rings $R_i$ with maximal ideals $M_i$ all corresponding finite fields $R_i/M_i$ are of odd orders and at most one of them has order congruent to 3 modulo 4, we completely determined the spectra of $G_R$. In the remaining case the eigenvalues of $G_R$ are yet to be determined but different approach would be needed to handle this case.

It would be interesting to study various combinatorial properties of $G_R$ since they give rise to information about $R$. For example, the diameter of $G_R$ is equal to the smallest integer $k \geq 1$ such that every element of $R$ can be expressed as the sum of at most $k$ terms of the form $\pm u^2$ for a unit $u$ of $R$. This observation demonstrates the importance (and the difficulty) of determining the diameter of $G_R$. In the special case when $R = \mathbb{Z}_n$ the diameter as well as the perfectness of $G_{\mathbb{Z}_n}$ were determined in [3]. In the general case not much is known about the diameter of $G_R$, and progress in this direction (even for some special families of finite commutative rings) will be welcome contributions.
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