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Abstract
With the rapid development of computer technology, target tracking has become an indispensable technology in the field of image processing. Outline-based matching algorithms are one of the most representative methods in the field of computer vision. The idea is to extract several characteristic vectors from the image and compares them with the characteristic vectors in the corresponding image template. The difference between the image and the template characteristic vector is calculated, and the category is determined by the minimum distance method. The badminton robot collects the depth image of the scene through the depth camera and then uses the machine vision theory to process the acquired depth image. To combine the image depth information to obtain the position of the badminton camera coordinate system in the three-dimensional space, the position of the site coordinate system is achieved. Finally, the position information of the badminton in the multi-frame images is used to predict the falling point of the badminton. The badminton positioning and the analysis of the falling point are completed. The badminton robot quickly runs to the predicted position of the badminton and completes a hitting task. To realize the high-speed continuous and smooth badminton action of the badminton robot manipulator, a new multi-objective manipulator trajectory optimization model is proposed. The experimental results show that the new trajectory optimization model can effectively reduce the energy consumption of the motor and improve the rotational efficiency, thus ensuring the response speed of the arm.
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Introduction
With the continuous maturity of robotics, robots engaged in ball games have gradually increased, and related research works such as table tennis robots and soccer robots have been relatively mature. However, the research and development of badminton robots is still in its initial stage, which is directly related to its design difficulty. First of all, the badminton robot’s batting action requirements are more complicated. To meet the competition requirements, the badminton robot can play a variety of simulated realistic games such as fixed-point ball, high throw ball, and ball picking. Second, badminton is not a regular sphere like...
football and table tennis. The sphere recognition is difficult, and the motion trajectory and its location are not easy to predict accurately. Due to the above reasons, the research and development requirements of badminton robots are very high, and there are few studies at home and abroad. Zhang et al.\textsuperscript{2} have developed the first robot that can be played against humans. The badminton is visually inspected using two off-site cameras and a computer system, and the robot’s vision system detects the position of the badminton from two perspectives so that it can obtain stereoscopic vision. However, since it can only move on straight slides, the catching area is limited and does not have a serving function. The portable badminton robot of the Dalian University of Technology hits the ball provided by the rotating device through a badminton racket.\textsuperscript{3}

The badminton robot has unique high-precision and fast motion mechanism, high-precision fast-moving target vision tracking algorithm, and robot real-time position correction technology to solve the extremely high requirements of badminton control and fast motion trajectory. Target tracking is an important branch of the computer vision field, which is the initial state (position, size, etc.) of a given target, and then estimates the new state of the measurement target from subsequent image sequences. There are many factors that affect the effects of tracking. The examples of factors are the changes in lighting, deformation of targets, and possible background interference. It should be said that there is currently no target tracking algorithm that can completely overcome these influencing factors. In this section, we will briefly describe the current target tracking algorithm. According to the algorithm, the target model can be divided into the overall representation method and the difference expression method. The general tracking algorithm usually obtains an expression model that characterizes the target object, and then finds the target area in the subsequent image through the template model. Patel and Bhatt\textsuperscript{4} proposed a typical overall expression tracking method that uses an expression model for off-line learning objectives. Bae and Yoon\textsuperscript{5} proposed a Gaussian mixture model, which uses the maximum expectation algorithm to adapt the algorithm to possible changes in the target surface in the actual tracking environment. The method proposed by Chen et al.\textsuperscript{6} obtains a series of online or off-line methods. A collection of target models is used to overcome surface changes in the target. Fang et al.\textsuperscript{7} further added a motion model based on the improved particle filter framework and combined the target multi-view expression model to track the target. In recent years, people have developed a target tracking algorithm based on sparse expression,\textsuperscript{8,9} which is roughly through the sparse expression of the target image, and then through L1-tracker to achieve effective target tracking.\textsuperscript{10} However, the fly in the ointment is that it involves a lot of complexity. The calculation also limits its application in real-time situations. It is proposed that a joint model of the expression of the target is to add the spatial configuration of the pixel and to estimate the local deformation degree of the target object. Therefore, the method can effectively overcome the deformation problem of the nonrigid body. The differential expression tracking algorithm simplifies the tracking problem into a binary classification problem, which is to select image blocks with target information from a large number of image block samples containing background. Dilawari et al.\textsuperscript{11} used the extended optical flow method to classify image blocks by support vector machine for target tracking. Gong et al.\textsuperscript{12} proposed a boost algorithm to select the features of the tracking. These are only using one positive sample and some negative samples to update the parameters of the classifier, and the classification mismatch caused by the noise in the actual process and the target surface change will lead to serious tracking drift problem. In view of the problem of tracking drift, Zheng et al.\textsuperscript{13} propose a semi-supervised boost method in which only the first frame of image is marked for updating the classifier, while the tracking instances in subsequent images are not used as marker samples. Researchers such as Li et al.\textsuperscript{14} have developed a tracking framework for multi-instance learning, which is studied by multiple positive and negative samples. Mercan et al.\textsuperscript{15} also developed a classifier for positive and negative samples, with the exception of adding structural constraints between sample templates. Recently, Liu et al.\textsuperscript{16} introduced an support vector machine (SVM) classifier based on a cyclic structure kernel matrix to track the targets. At present, the optimization objectives in the trajectory planning of the manipulator include mechanical energy consumption, trajectory smoothness, trajectory accuracy, shortest path, sudden change in velocity and acceleration, and exercise time.\textsuperscript{17,18} The current trajectory optimization research mainly focuses on the dual-objective planning based on the trajectory smoothing target combined with other optimization objectives. For example, researchers often use spline curves or polynomial interpolation to achieve the trajectory of the mechanical structure to improve the execution efficiency and trajectory smoothness of the manipulator. In addition, the trajectory is further optimized by combining intelligent algorithms. Costin et al.\textsuperscript{19} proposed an improved algorithm based on cubic spline interpolation, which effectively overcomes the sudden change of acceleration when the robot starts and ends and ensures the stability of motion. Kamble et al.\textsuperscript{20} used high-order genetic algorithms to achieve multi-objective optimization such as time, energy, and smoothness. For the stability requirements of the mechanical arm, Xiao et al.\textsuperscript{21} used a trajectory planning method based on cubic spline interpolation to generate a continuous smooth trajectory, but the acceleration variation is slightly larger, which makes the energy consumption of the mechanical arm increase. The abovementioned path planning algorithm optimization target mainly focuses on single target or dual target, and the multi-target requirement in the process of mechanical arm movement cannot be realized more effectively.
In practical applications, badminton tracking is difficult since badminton is an irregular object on the one hand. On the other hand, since badminton is in the air for a short time, it is necessary to ensure real-time performance. Under such a problem, this study proposes an outline-based template matching method for badminton, using the contour of the target object as the description model of the target object, and searching the target image contour in the contour map generated by the image to track the badminton in real time. The location and falling point of the badminton is predicted. In this study, the use of a few templates is possible to ensure real time, but also to achieve the largest possible matching accuracy, and image segmentation of images to improve the real-time badminton tracking. At the same time, after establishing the pose expression of the manipulator, the Newton downhill method is used to solve the nonlinear equations to obtain the inverse solution. Considering the optimization objectives such as optimal time, minimum energy consumption, and smoothness of motion trajectory, the shortest path algorithm is used to plan the optimal inverse solution, and the cubic corner motion trajectory, the shortest path algorithm is used to.

### Methodology

#### Outline-based template matching algorithm principle

First, we define the template of the target object as the vector \( d_i = (l_i, u_i)^T \), \( i = 1, ..., n \) associated with each point. The direction vector can be processed to obtain the image. The easiest way is to use the edge extraction method to get it. Extract the template of the target in the image, in addition to extracting the target object, it can also be packaged into the area of interest. Defining the coordinates as the relative coordinates of the center of gravity of the acquired region of interest is very convenient for subsequent calculations. We first represent the image of the search template as a form, and then find the vector \( e_{r,c} = (v_{r,c}, w_{r,c})^T \) at each point \((r, c)\) in the image. During the template matching process, the template must be compared to the various locations in the image. In general, this linear transformation is an affine transformation. It is useful to separate the translational part of the affine transformation. A linear transformation \( A \) can be derived from the point \( p_i^{00} = A p_i \) and the corresponding transformed direction vector \( d_i^T = (A^{-1})^T d_i \).

\[
\begin{pmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{pmatrix}
\]

Therefore, comparing the template to the image, the matching score must be unaffected by occlusion, confusion, and lighting changes. One way to accomplish this is to calculate the sum of the dot products of all points in the template and the dot product at the corresponding points in the image at a particular point in the image as a match score. This is the similarity measure of the point \( q = (r, c)^T \) at the template. This similarity is the translation part of the affine transformation. The formula for calculating the similarity measure is as follows

\[
s = \frac{1}{n} \left( \sum_{i=1}^{n} d_i^T e_{q+p} = \frac{1}{n} \sum_{i=1}^{n} \left( l_{i,r+c+1} + u_{i,r+c+1} \right) \right) \quad (2)
\]

If an edge filter is used to generate a template and the sum of the dot vectors of all points in the template and the dot product of the direction vectors in the image are calculated as a matching score in the search image, the similarity measure can be completely occluded and confusing. If the target object is partially occluded, the points at the corresponding positions on the template are not in the image, that is, the direction vectors of these points are small, and the overall effect is not substantially affected. Similarly, if there is a lot of noise in the image, the points corresponding to the template are equivalent to not being on the image, that is, the direction vectors of these points are small, which means that the noise does not affect the overall effect. However, the similarity metric formula provided in equation (2) does not exclude the noise interference of the illumination because the length of the direction vector extracted by the edge extraction algorithm is affected by external brightness. However, if a threshold is specified in a similar metric to limit the template, the similar metric needs to be within a range. The similarity measure in the formula below can satisfy this requirement

\[
s = \frac{1}{n} \sum_{i=1}^{n} \frac{d_i^T e_{q+p}}{||d_i^T|| ||e_{q+p}||} \quad (3)
\]

Since the direction vector is normalized, the similarity measure is not disturbed by the illumination noise because the modulo length of all direction vectors is one. This measure of similarity is also unaffected by occlusion and chaos, even if the noise causes a random direction vector, and its average effect on the sum is negligible. If the template is aligned with all direction vectors in the image, the similarity measure in equation (3) will find a very high score. If you use the edge extraction method to create a template and an image vector, the target object will not find the target object if the shading is reversed. However, in some cases, it is also necessary to search for the target in this case. This can be done in the following manner

\[
s = \frac{1}{n} \sum_{i=1}^{n} \frac{d_i^T e_{q+p}}{||d_i^T|| ||e_{q+p}||} \quad (4)
\]

The normalized similarity measure in equations (3) and (4) will return a score less than 1 as a suspected object. Under all template matches, a score of 1 means that the real
target is found. In this case, this score represents the occlusion in the template. For example, if 50\% of the badminton is occluded, the (average) score will not be greater than 0.5. The match score provides a meaningful value for the developer, and the developer can set the range of values to determine whether the target is found. The similarity metrics have good characteristics, and it is not necessary to fully find this similarity metric when the similarity metric calculated at the potential matching location reaches the developer-defined threshold $s_{\text{min}}$. We use the sum of the dot products that represent the $j$th element accumulated into the template.

Obviously, the sum of the dot products of all templates is less than or equal to 1.0. Therefore, if the matching score does not reach the required threshold $s_{\text{min}}$, the calculation can be stopped after the $j$th element when this condition $s_j < s_{\text{min}} - 1 + \frac{j}{n}$ is satisfied. This condition greatly increases the speed of the recognition process. To identify a template, you can create an image pyramid for the image and then search for the template in the image pyramid. The same filtering operation, such as edge filtering, is used when creating a template at each level of the image pyramid. This filtering operation will obtain the direction vector for each image point. Note that the image is not split, that is, no threshold segmentation or other operations are performed. This makes the algorithm truly immune to changes in illumination.

To determine the suspected target position, we need to search from the top of the image pyramid. That is, the image on the top of the image pyramid needs to calculate the template in all possible poses. The match score for a suspected target location must be greater than in order to end the meaningless lookup to speed up the search of $s_{\text{min}}$. Therefore, this seemingly powerful search strategy that requires a complete traversal of the entire image is actually quite efficient. After determining the suspected target location, we will search from the top of the image pyramid to the bottom and find the target at the bottom of the image pyramid. Although the position obtained by extrapolation has been very accurate for many applications, some applications are expected to yield more accurate results. This can be done by adjusting the least squares of the pose parameters. If an edge extraction algorithm is used, the direction vector of the template point is perpendicular to the object boundary, so the equation of the line is passing through the template point and tangential equation $t_i(r - r_i) + u_i(c - c_i) = 0$ to the object boundary. If an image point that represents the corresponding point to the template is used, we can minimize the following function to make the parameters more accurately

$$d(a) = \sum_{i=1}^{n} [t_i(r'_i(a) - r_i) + u_i(c'_i(a) - c_i)]^2$$  \hspace{1cm} (5)

It can be expected that the obtained badminton shape contour models are different in size, and some contours have a higher probability of matching to badminton than other contour models, if the selected badminton contour models have higher matching probabilities and can be in badminton depth. The sample set matching complements each other, so it is undoubtedly able to obtain a higher badminton detection rate and reduce the number of templates required to reach the corresponding badminton detection rate, thereby reducing the detection time of the badminton. After the badminton template is created, the badminton in the image can be detected to obtain the position of the badminton. The outline-based badminton template matching is to perform a point-by-point traversal of the zoomed and rotated badminton template in the target graphic. If the obtained matching value is higher than the set value, it is considered that the point is likely to be the badminton position. The image processing includes the gray transformation and binarization. Thus, the outline-based badminton template matching process is shown in Figure 1.

**Figure 1.** The outline-based badminton template matching process.

**Trajectory optimization based on cubic spline curve**

Using the D-H notation, a coordinate system is established for the manipulator, and a kinematic model is established based on a $4 \times 4$ homogeneous transformation matrix.
Badminton strokes can be roughly divided into positive and side shots. The badminton robot completes the action of hitting the badminton through two processes: the servo motor system provides power to move the robot arm along the predetermined trajectory to the target point, and finally the cylinder provides the hitting force to the racquet to achieve the striking action. This article mainly studies the process of the trajectory movement of the mechanical arm and optimizes the trajectory motion. To study the badminton robot to realize the high-speed continuous and smooth badminton action of the robot arm, the kinematic model is established by using the D-H model according to the following mechanical structure. According to the principle of D-H representation, the connecting rod coordinate system is established for the mechanical arm, as shown in Figure 2, where $h_0 = 155$ mm, $h_1 = 305$ mm, and $h_2 = 410$ mm. The three subcoordinates represent the three connecting rods.

Among them, the meaning of each member parameter is as follows: $\theta_i$ represents the joint angle of the $z_{i-1}$ axis (right-hand rule) from the $x_{i-1}$ axis to the $x_i$ axis, and $\alpha_i$ represents the $x_i$ axis (right-hand rule) from the $z_{i-1}$ axis to the $z_i$ axis. Deflection angle, $\alpha_i$, represents the offset distance from the intersection of the $z_{i-1}$ axis and the $x_i$ axis to the $i$th axis of the $i$th coordinate system, and $d_i$ represents the origin from the $i$-1 coordinate system to the $z_{i-1}$ axis and the $x_i$ axis. The distance of the intersection points along the $z_{i-1}$ axis, and $h_i$ represents the joint length of the $i+1$ joint. In the Cartesian coordinate system, in order to better study the position of a point, it is often necessary to convert the pose of the object to be described in different coordinate systems to another reference coordinate system. To describe the translational and rotational relationship between adjacent joints, the rotation transformation matrix $\text{Rot}(x, \theta)$ and the translation transformation matrix $\text{Trans}(a, b, c)$ are used to establish $4 \times 4$ for the coordinate system at each joint. The matrix is transformed homogeneously to represent its relationship to the previous coordinate system. By successive transformations, a transformed representation of the racquet coordinates relative to the pedestal coordinate system is obtained. According to the mechanical structure diagram and the D-H model of the mechanical arm linkage coordinate system, the composite coordinate transformation is performed on the mechanical arm. In different poses, $\theta_i (i = 1, 2, 3)$ changes accordingly. The following is the transformation matrix between the coordinate systems. $A_i^{i-1}$ represents the homogeneous transformation matrix of the $i$ coordinate system and the $i-1$ coordinate system, which is called the D-H transformation matrix of the adjacent coordinate system $i$ and $i-1$.

$$A_1^0 = \begin{bmatrix} \cos \theta_1 & -\sin \theta_1 & 0 & 0 \\ \sin \theta_1 & \cos \theta_1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

(6)

$$A_2^1 = \begin{bmatrix} \cos \theta_2 & -\sin \theta_2 & 0 & 0 \\ \sin \theta_2 & \cos \theta_2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

(7)

$$A_3^2 = \begin{bmatrix} \cos \theta_3 & -\sin \theta_3 & 0 & 0 \\ \sin \theta_3 & \cos \theta_3 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

(8)

The point $i^{-1}P$ is calculated as

$$i^{-1}P = A_i^{i-1} \times iP$$

(9)

The homogeneous transformation matrix $T$ of the $i$th coordinate system relative to the coordinate system of the frame is the continuous product of the homogeneous transformation matrices $A_i^{i-1}$. The equation form is as follows

$$T_i = A_1^0A_2^1A_3^2 \cdots A_i^{i-1} = \prod_{j=1}^{i} A_j^{j-1}$$

(10)

The transformation matrix of each link is multiplied to obtain a total homogeneous transformation matrix of the end point $P$ of the arm relative to the coordinate system of the base

$$T = A_1^0A_2^1A_3^2$$

(11)

$$^0P = T \times ^3P$$

(12)

Assuming that the coordinates of the center position $P$ of the robotic racket end effector are $P(x, y, z)$, the position of $P$ relative to the absolute coordinate system of the base is derived from the D-H transformation matrix and equations (6) to (9). The pose expression is
\begin{align}
x &= h_2 \cos \theta_1 \cos \theta_2 \cos \theta_3 - h_2 \sin \theta_1 \sin \theta_3 + h_1 \cos \theta_1 \sin \theta_2 \\
y &= h_2 \sin \theta_1 \cos \theta_2 \cos \theta_3 + h_2 \cos \theta_1 \sin \theta_3 + h_1 \sin \theta_1 \sin \theta_2 \\
z &= -h_2 \sin \theta_2 \cos \theta_3 + h_1 \cos \theta_2 + h_0
\end{align}

To satisfy the multi-objective optimization, the shortest path algorithm is introduced to solve the solution. The following defines each point \( P_i \) that needs to pass as a node on the shortest path, and the value of the corresponding adjacent node difference is \( \Delta P_i = P_{i+1} - P_i \) \((0 < i < n)\) (where \( \Delta P_i \) can be defined according to different demand, user-defined), then \( \Delta P_i \) also corresponds to the weight on node \( P_{i+1} \). For a trajectory, the initial position is given when selecting the next node provided that the next node has a solution. If there is no solution, then the node with the solution is taken. Therefore, the set of solutions with the smallest \( \Delta P_i \), which guarantees the change of the angle of rotation of each motor, is the smallest on a particular trajectory, \( \Delta P = \sum_{i=1}^{n-1} \Delta P_i \). The motor is controlled under the same conditions, and the optimized solution can satisfy the time requirement. The construction of a spline function using piecewise cubic Hermite interpolation is

\[\theta(t) = \sum_{i=0}^{n} \left[ y_i t \alpha_i(t)^3 + m_i \beta_i(t) \right]\]

According to this trajectory planning method, multi-objective optimization of the corresponding trajectory is realized for different badminton hitting actions.

**Results and discussion**

**Matching algorithm recognition effect**

Since the badminton adopts the outline-based template matching method and uses more matching templates, the badminton is directly detected in the image and the badminton detection time of the single image can reach more than 1 s, which is far from the requirement of real-time application. At the same time, it will cause a large number of mismatches, which increases the difficulty of subsequent processing. Therefore, it is necessary to process the image and extract a small portion of the image area containing the badminton. Since the value of each pixel of the depth map corresponds to the distance from the camera to the object, the entire image can read the distance of the object. Since the badminton and the surrounding objects have a long distance in the actual environment, in the depth map, the badminton area is an area where the block has a large difference in gray value from the surrounding background and has a special size and shape. The image is first subjected to threshold processing, and then the depth image is segmented using the region growing method. The basic idea of region growing is to group pixels with similar properties to form regions. Specifically, a seed pixel is first found as a starting pixel point, and then a pixel having a similar gray value with the pixel in the neighborhood around the pixel is merged into the region where the pixel is located. These newly found pixels are treated as new seed pixels to continue the above search process, and the search is performed until the imaginary lines with no similar gray values in the neighborhood. Thus, a candidate area is found: the pixel of the image which is less than or equal to 4 is a seed point and the pixel area is larger than 12. Some areas are excluded based on the pixel area greater than 12 and less than 1000. If \( L \) is the length of the outline and \( F \) is the area, \( C \) is defined as

\[C' = \frac{L^2}{4F\pi}\]

\[C = \max(1, C')\]

It is known that a circle shape factor \( C \) is 1.0. If the area is long or there is a hole in the area, \( C \) is greater than 1.0. The degree of compactness reflects the rudeness of the outline whether there is a hole in the area. Finally, when the gray level average of the detected area is greater than 12 and the gray value of center point in the area is greater than 30, the area density of the badminton is less than 1.6, and the area is between 12 and 900, the image is considered match to the real badminton. Therefore, the test obtains a large number of sample pictures from the camera and then randomly selects 613 effective images as test images from a large number of samples (see Table 1). The test picture has been removed from the picture without badminton, and the recognition rate of the badminton is tested on the program.

To test the actual hitting rate of the badminton robot, the tests are divided into 10 groups indoors, and 10 badminton were cast in each group. The hitting rate of each group is counted. The statistical results are shown in Figure 3.

As can be seen from the above table, the actual hit rate of the robot is 78%. Since the recognition rate of the badminton and the accuracy of the predicted position of the falling point are both above 90%, the actual hit rate of the robot is about 80%. In addition, due to the outline-based template matching algorithm, the human head and badminton rackets will cause interference in the recognition of badminton. Since the randomness of pitching, the robot cannot reach the actual landing prediction position.

Finally, it is necessary to continuously successfully...
identify the badminton location in a consecutive five images. It can be seen that although the actual badminton robot’s hitting rate is about 80%, there is still much room for improvement in badminton robots in terms of mismatch of badminton, bounce point prediction, and badminton robot safety.

**Robotic arm execution**

The multi-objective programming of the three-degree-of-freedom manipulator trajectory studied in this article is mainly based on the following robotic arm experimental platform for trajectory planning experiments. According to the actual situation of hitting the badminton, in the design of the mechanical arm structure, it is necessary to consider the multi-joint flexibility of the manipulator and also consider the rotational efficiency of the manipulator, so a three-degree-of-freedom mechanical structure is adopted. The bottommost turntable structure of the manipulator is used to simulate the human boom joint and has a large driving force. The second structure is rotated vertically to simulate the second joint of the person to achieve a wide coverage of the target point. The human wrist flexibly changes the position of the end effector for precise positioning. Finally, the badminton racket is fixed by the dead rod. The hitting force of the badminton racket is provided, and the cylinder enables the racket to obtain a larger speed and hitting force in a shorter time to complete the final striking action. The following mechanical structure can be used to better simulate the action of hitting the badminton. According to the trajectory optimization model introduced in the previous section, the trajectory planning flow chart is used to conduct experiments on the structure of the mechanical arm studied. It is assumed that the action of hitting the badminton is a side shot, as shown in Table 2.

According to the optimized inverse solution, the motor corner function $\theta(t)$ and its coefficient matrix are established by cubic spline interpolation

$$
\theta_1(t) = \begin{cases} 
M_{00}\varphi^3 + M_{01}\varphi^2 + M_{02}\varphi + M_{03}\psi; (0 < t < 0.1) \\
M_{10}\varphi^3 + M_{11}\varphi^2 + M_{12}\varphi + M_{13}\psi; (0.1 < t < 0.2) \\
M_{20}\varphi^3 + M_{21}\varphi^2 + M_{22}\varphi + M_{23}\psi; (0.2 < t < 0.3) \\
M_{30}\varphi^3 + M_{31}\varphi^2 + M_{32}\varphi + M_{33}\psi; (0.3 < t < 0.4) \\
M_{40}\varphi^3 + M_{41}\varphi^2 + M_{42}\varphi + M_{43}\psi; (0.4 < t < 0.5)
\end{cases}
$$

where $\varphi = t_{i+1} - t$ and $\psi = t - t_j$.

Furthermore, the manipulator uses the spline interpolation function to obtain the control parameters. Under the same time step, the control process is analyzed by the motor running to reflect the motor angle change, angular velocity change, and angular acceleration change. Substituting the motor corner function into the corresponding pose expression to obtain the trajectory point function, the trajectory curve is obtained by fitting. The angle, angular velocity, and acceleration variations of the solution and the general solution are optimized, as shown in Figures 4 to 6. By comparing the variations of each curve, it can be explained that the optimized solution satisfies the planning requirements of multiple targets such as continuous smoothing of the trajectory. Comparing the curves of the three motor angles, we can find that the angle change of the optimized solution curve is more stable than the general solution, and the final angle is smaller than the angle of the general solution. It can be explained that the optimal solution of the shortest path idea planning is used in the same time. The motor energy consumption and the motor angle change rate are significantly optimized. Comparing the three motor speed curves, it can be seen that the optimization solution has a smaller speed peak than the general solution, and the variation range is small. It can be explained that the shortest path planning can make the motor rotate more efficiently in the same time. Comparing the acceleration curves of the three motors, it can be seen that the peak of the acceleration of the optimized solution plan is smaller and the rate of change is smaller, which is better for the stability of the mechanical structure, the consumption of the motor is smaller, and the service life of the motor is ensured. For the same badminton striking action, at the same time, the general planning solution control process requires the motor to rotate at a larger angle, and its angular velocity and angular acceleration are larger.

Therefore, if the motor control is performed under the same conditions, the solution is optimized. The time required is better, and since the solution that satisfies the time is also selected from the feasible solution set (inverse solution set),

**Figure 3.** Results of badminton robot in actual batting tests.

**Table 2.** Locations of point $P$ in the end actuator.

| $P_i$ | 0 | 1 | 2 | 3 | 4 | 5 |
|-------|---|---|---|---|---|---|
| $x$ (cm) | 41 | 35 | 20 | 9 | 3 | −4 |
| $y$ (cm) | 0 | −2 | −7 | −9 | −21 | −28 |
| $z$ (cm) | 46 | 53 | 62 | 65 | 62 | 58 |
the integrated conditions can be used to meet the optimal time requirement. Further, the trajectories are compared using MATLAB. The point set $P_i$ of the end effector of the manipulator, ($0 < i < n$), obtains the line trajectory of the angle variations of (a) actuator 1 and (b) actuator 2.

![Figure 4. Angle variations of (a) actuator 1 and (b) actuator 2.](image)

The trajectory to obtain the general planning point $P$ motion trajectory is calculated according to the general solution data obtained by Newton’s downhill method using MATLAB.

The trajectory to obtain the general planning point $P$ motion trajectory is calculated according to the point $P$ according to the general solution data obtained by Newton’s downhill method using MATLAB.

![Figure 5. Angle velocity variations of (a) actuator 1 and (b) actuator 2.](image)

![Figure 6. Angle acceleration variations of (a) actuator 1 and (b) actuator 2.](image)
optimization solution obtained by the shortest path algorithm using MATLAB. The above trajectory planning curve is shown in Figure 7. The curve in Figure 7(a) is the line trajectory of the point set $P$ and the general planned point $P$ motion trajectory respectively. The curve in Figure 7(b) is the point set $P$ respectively. The point trajectory is the trajectory fold line formed by the point set $P$ through which the direct connection passes. If it is used as the trajectory of the mechanical arm, it will cause a large loss to the motor, and the curve is discontinuous, which can only be reflected to some extent. The trend of the trajectory curve and the trajectory cannot be used to realize the movement of the robot arm. The motion trajectory curve planned according to the general solution obtained by Newton’s downhill method. The curve satisfies the point $P$ that passes through each need, but the path is too long and the trajectory realization is more complicated. The motion curve fitted by the optimal solution obtained from the shortest path idea planning. Comparing the trajectory fold lines, it can be seen that the trend of the trajectory curve is consistent and the curve is continuously smooth. The curve path length of the optimized solution plan is significantly better than the general solution. In general, through this trajectory curve obtained by the planning algorithm, the multi-target requirement of the manipulator arm movement is satisfied, and the trajectory curve according to the optimization solution plan can be adopted.

Conclusion

This article completed the hardware and software implementation of the system. The badminton robot can capture the depth images of the scene through a depth camera and then use the machine vision theory to process the acquired depth images. By combining the image depth information, the position of the badminton camera coordinate system in the three-dimensional space is obtained. Then the position of the site coordinate system is converted, and finally the position information of the badminton in the multi-frame images is used to predict the falling point of the badminton. The badminton positioning and the analysis of the falling point are completed. The badminton robot quickly runs to the predicted position of the badminton and completes a hitting task. At the same time, for the multi-objective programming problem of the three-degree-of-freedom badminton robot manipulator trajectory, the shortest path algorithm is used to plan the optimal solution from the inverse solution and use the cubic spline function to establish the motor corner function to ensure the trajectory is continuous and smooth. The experimental results show that the trajectory planning algorithm effectively realizes the multi-objective planning of the bounce robot arm’s trajectory for the shortest time and smooth path, and also meets the need to reduce energy consumption during the motor rotation process to improve the rotation efficiency.
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