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Abstract

To enable fast uncertainty quantification of fluid flow in a discrete fracture network (DFN), we present two approaches to quickly compute fluid flow in DFNs using combinatorial optimization algorithms. Specifically, the presented Hanan Shortest Path Maxflow (HSPM) and Intersection Shortest Path Maxflow (ISPM) methods translate DFN geometries and properties to a graph on which a max flow algorithm computes a combinatorial flow, from which an overall fluid flow rate is estimated using a shortest path decomposition of this flow. The two approaches are assessed by comparing their predictions with results from explicit numerical simulations of simple test cases as well as stochastic DFN realizations covering a range of fracture densities. Both methods have a high accuracy and very low computational cost, which can facilitate much-needed in-depth analyses of the propagation of uncertainty in fracture and fracture-network properties to fluid flow rates.
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1 Introduction

Fractured rock reservoirs are important for society. They play a role in geothermal energy applications [Rybach et al., 2000, Tester et al., 2006, Saar, 2011, Bertani, 2016, Lund & Boyd, 2016], unconventional oil and gas recovery [van Golf-Racht, 1982, Kissinger et al., 2013], radioactive waste disposal [Outters & Shuttle, 2000, Tsang et al., 2015], and drainage of tunnels [Wilhelm & Rybach, 2003, Or et al., 2005], to name only a few. In all these applications, it is vital to have an accurate understanding of the way fluids flow through such reservoirs, where fractures can serve as preferential fluid pathways with flow velocities that can be orders of magnitude greater than in the rock matrix. This flow behavior depends on the mechanisms of flow within each individual fracture and on the geometric configuration of the fractures in the network. Flow in a single fracture is strongly affected by its aperture distribution, as it governs the transmissivity of the fracture [Brown, 1987, Watanabe et al., 2008, Vogler et al., 2016b, 2018]. The fracture transmissivity is often represented using the cubic law – or some variation thereof [Zimmerman & Bodvarsson, 1996, Liu et al., 2016] – which states that the fracture transmissivity is proportional to the cube of the average aperture of the fracture. At the reservoir scale, more connected fractures yield more potential flow paths, and hence a higher effective permeability of the rock [Ebigbo et al., 2016]. This connectivity of fractures, or planar features in 3D space, is dependent on the dimensions (e.g. aspect ratio), orientation, and size distribution as well as the spacing of these planar features, as described by percolation theory [e.g. Saar & Manga, 2002, Walsh & Saar, 2008,b, Davis et al., 2011]. Connected fractures form a discrete fracture network (DFN), where the fracture parameters can be distributed constant in space, or uniformly, log-normally, or according
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to a power law [Zimmerman & Bodvarsson, 1996, de Dreuzy et al., 2001a,b, Leung & Zimmerman, 2012].
DFNs are often generated stochastically given such parameter distributions [Adler et al., 2013].
However, due to a lack of accessibility, differences in scale, and the complex, heterogeneous, and
3D nature of the problem, it is nearly impossible to obtain sufficient data to adequately characterize a fracture network
at depth [Clauser, 1992, Ledésert et al., 1993, Faybishenko et al., 2000, Berkowitz, 2002, Dowd et al., 2009,
Wilson et al., 2015]. The sensitivity of fluid flow to DFN properties, therefore, needs to be assessed by
performing uncertainty quantifications, to aid in decision-making for the mentioned applications.
Currently, most methods for describing flow through fractured reservoirs fall into two categories:
1) Partial differential equations solvers (referred to here as direct simulations, DS) using the finite element
method (FEM), the finite volume method (FVM), or other methods on discrete meshes [e.g. Pruess
et al., 1999, Diersch, 2013, Tatomir, 2013, Lang et al., 2014, Hyman et al., 2015, Settgast et al., 2017].
2) Analytical approximations of the equivalent permeability of the fractured rock, based on fracture and
fracture-network properties [e.g. Oda, 1985, Zimmerman & Bodvarsson, 1996, de Dreuzy et al., 2001a,b,
Mourzenko et al., 2011, Adler et al., 2013, Sævik et al., 2013, Ebigbo et al., 2016, Liu et al., 2016].
DS give an accurate solution for a specific DFN problem, but are computationally expensive [de Dreuzy et al.,
2013]. This expense, combined with the required compute time, is why in-depth quantifications of uncer-
tainties are rarely done employing DS. The analytical approximations express the equivalent fractured-rock
permeability as a function of characteristic fracture network properties such as fracture density, orientation,
and aperture, typically within some ranges of validity. They thus produce one mean permeability tensor
value per set of stochastic fracture-network attributes, giving no information about the uncertainty associ-
ated with the obtained values. Other information, such as preferential flow paths, are not generated by these
methods either.
In this paper, we present two approaches to rapidly compute fluid flow in DFNs using existing graph theory
algorithms [Edmonds & Karp, 1972, Newman, 2010, Ahuja et al., 1993]. These two approaches enable fast
uncertainty quantifications associated with a DFN parameter space. The Hanan Shortest Path Maxflow
(HSPM) and the Intersection Shortest Path Maxflow (ISPM) methods translate DFN geometries and prop-
erties to a graph, on which a so-called maximum flow algorithm is used to find a so-called combinatorial
flow, from which an overall fluid flow rate is estimated, using a shortest path decomposition of this flow. The
HSPM and ISPM methods mainly differ in their graph extraction methods. The predictions of overall fluid
flow through a DFN, employing these two approaches, are compared with results from direct simulations of
simple test cases as well as stochastic DFN realizations, covering a range of fracture densities.

2 Methods

2.1 Graph theory

Methods that build upon an underlying discrete structure, such as a graph network, have become very popular
in many fields of science in recent years [e.g. Newman, 2010, Witkowski et al., 2013, Ahuja et al., 1993,
Funke & Seybold, 2014, Seybold, 2017]. Since the advent of the Internet, and particularly social networks,
hundreds of mathematical tools have been created to investigate network-like structures and phenomena
[Newman, 2010]. Any phenomenon that can be described as a network with connection points (nodes or
vertices) and relationships between them (edges) can be investigated using these mathematical tools. Recent
applications of such tools in the geosciences were reviewed by Phillips et al. [2015], while Heckmann et al.
[2015] specifically reviewed their usage in geomorphology. Recent examples of graph theory usage in fracture
flow problems are as follows: Ghaffari et al. [2011] used graph theory to describe fracture clusters and
fracture zones in 2D fractured media and their influence on permeability. Aldrich et al. [2017] used graph
theory to analyze and visualize the particle-tracking results of flow and transport DS. Hyman et al. [2017]
simplified DS investigations of first passage times of passive tracer particles by reducing the DFN to the
most important fractures using graph theory. Karra et al. [2017] used a graph representation to model flow
and transport in DFNs in order to investigate breakthrough times and statistical data of tracer particles.
The work of Karra et al. [2017] will be discussed further in Section 2.2.1, due to its similarities to our study.
2.1.1 The maximum flow problem

A fundamental difference exists between fluid flow, $Q$, and combinatorial flow, $f$, which will be summarized in Section 2.2.2. All references to flow in Sections 2.1.1 through 2.1.3 refer to combinatorial flow on a graph, except when it is specifically stated that fluid flow in fracture networks is meant.

The most important mathematical tool in this study is the Edmonds-Karp algorithm [Edmonds & Karp, 1972] which finds the maximum amount of flow between two nodes of a graph and thus solves the so-called max flow optimization problem. See Ahuja et al. [1993] for a discussion of this algorithm’s accuracy and efficiency.

To introduce the fundamental definitions and assumptions of the max flow problem, we start with a directed graph network, $G$, comprised of a set of vertices, $V$, and a set of directed edges, $E$, which connect the vertices (a directed edge only has flow in one direction). The amount of flow, $f : E \rightarrow \mathbb{R}^+$, an edge, $e \in E$, can accommodate is fixed in a graph representation. This is called the edge capacity, $c : E \rightarrow \mathbb{R}^+$, which can be any assigned value and should therefore not be confused with capacitance in electrical circuits. Given a directed graph, $G = (V,E)$, with non-negative edge capacities, $c : E \rightarrow \mathbb{R}^+$, and two vertices, $s, t \in V$ (the chosen source and sink vertices), a mapping, $f : E \rightarrow \mathbb{R}^+$, is called a valid $s$-$t$ flow, if, for all edges $e \in E$, the inequality $f(e) \leq c(e)$, and, for all vertices $v \in V \setminus \{s,t\}$, the flow conservation constraint,

$$\sum_{(\cdot,v) \in E} f(\cdot,v) - \sum_{(v,\cdot) \in E} f(v,\cdot) = 0,$$

holds. We call $\sum_{(\cdot,t) \in E} f(\cdot,t)$ the value of a flow and a flow, $f : E \rightarrow \mathbb{R}^+$, with maximum value is called a maximum $s$-$t$ flow. The maximum flow of both flow assignments in Figure 1 (blue and magenta) is, therefore, 6 units. These two flow assignments are illustrated to demonstrate how the distribution of flow can differ, while obtaining the same flow-value result. Several other valid flow assignments exist for this graph.

![Figure 1: A graph representation of a network with a source, $s$, and a sink, $t$. Edges are labeled with capacity/length/width values (black) and two valid max flow assignments (blue and magenta). Such a flow assignment shows how much flow occurs on the individual edges. The edges along A,F,G,D for the blue flow assignment and along A,B,C for the magenta flow assignment do not contribute to the final flow result. Edge directions are omitted here, since both directions bear identical labels.](image)

2.1.2 Edmonds-Karp algorithm

The Edmonds-Karp algorithm [Edmonds & Karp, 1972] is used in general to find the maximum flow that a given graph network, $G$, can accommodate between a source node, $s$, and a target node, $t$, which can be any two nodes in $G$. The Python graph-tool [Peixoto, 2017], which we employ for graph representations, provides a version of this algorithm which is called the “labeling” algorithm in Ahuja et al. [1993]. This
uses the “hop distance” and two copies of the graph network under investigation. The hop distance from the source node corresponds to the minimal number of edges, \( e \), that need to be traversed to go from the source node to the node in question. The initial graph, \( G \), is used to store the flow values, \( f_e \), found for the individual edges as the algorithm finds new flow paths. A second graph, \( G_r \), (the “residual” graph) is used to determine how much flow is still possible on each edge in \( G \), referred to as the “residual edge capacity”, \( cr_e = c_e - f_e \). The residual capacity, \( cr_e \), in the opposite direction (indicated by \( e' \)) of the current flow value is assigned to the edges on \( G_r \). This allows the algorithm to cancel part or all of the previously found flow on an edge in \( G \). This ensures that the algorithm does not terminate before obtaining the correct flow value. After the first path in Figure 2a is found, for example, the first edge from the source (\( s, A \)) in Figure 2b has a residual capacity of 2 units (i.e. \( 6 - 4 = 2 \)) and the reverse edge (\( A, s \)) in Figure 2b has been given 4 additional units. If a source/target path with positive residual capacities exists, this path can accommodate additional flow units and is, therefore, called an “augmenting” path.

Figure 2: Description of how the blue flow assignment in Figure 1 is found using the corresponding residual graphs with residual capacities assigned to both edge directions. 

a) The first augmenting path is found as a shortest path, where all edges have a residual capacity larger than zero. The smallest residual edge capacity, \( \alpha \), encountered on this path is 4 units.

b) The \( \alpha \)-value found in (a) has been removed from the edges of the path in (a) and has been added to the edges in the reverse direction so that a subsequent path has the possibility to cancel out this previously obtained flow. The path shown in this figure does this for the vertical edge (\( C, D \)), where it cancels out 2 units of flow.

c) The 2 units of flow found by the second augmenting path have been removed from the graph in (b). There are no more possible paths between \( s \) and \( t \) that have a non-zero capacity.

To find an augmenting path on the residual graph, which will have the shortest hop distance of all possible augmenting paths, the Edmonds-Karp algorithm uses a “breadth-first” search, which works as follows:

i) Starting at the source node, each outward-going edge with positive residual capacity is traversed.
ii) The new vertices are then labeled according to the hop distance from the source.

iii) From these vertices, the outward-going edges are again traversed, but only to unlabeled vertices. Any previously labeled vertex would have an equal or shorter hop distance than the current vertex.

iv) This continues until the target node is found, or until no more unlabeled nodes can be moved to from the current nodes. In the latter case, no additional path between the source and target node exists.

v) The path is found by following the labels in descending order from the target node to the source node.

The amount of flow, $\alpha$, each augmenting path adds to $G$, corresponds to the smallest $cr_e$ encountered on this path on $G_r$. This $\alpha$ is then added to the previously obtained values of $f_e$ in $G$ for each edge along the augmenting path, and the residual graph is updated using the new flow. This process is repeated until no more paths are found on the residual graph, with the encountered vertices getting new labels during every breadth-first search. The graph’s maximum flow is obtained by summing $f_e$ on the edges connecting to the target node.

Table 1: Flow values (initially zero) for individual edges in Figure 2 for augmenting paths p1 and p2 and final flow results.

| Edge | p 1   | p 2   | flow |
|------|-------|-------|------|
| sA   | (4,0) | (6,0) | (6,0) |
| AB   | (2,0) | (2,0) |
| AD   | (4,0) |       | (4,0) |
| AF   |       | (0,0) |
| BC   | (2,0) | (2,0) |
| CD   | (0,4) | (2,4) | (0,2) |
| Ct   | (4,0) |       | (4,0) |
| DE   | (2,0) | (2,0) |
| DG   |       | (0,0) |
| Et   | (2,0) | (2,0) |
| FG   |       | (0,0) |

Table 1 shows the flow on the individual edges in Figure 2 for the two augmenting paths and the final flow results on those edges. The vertical edge CD has flow in two directions as the second augmenting path is found. In the final result, this is simplified to a positive value in one direction and zero in the other.

The use of augmenting paths, that correspond to successive shortest paths on the residual graph, makes the resulting flow decomposition beneficial for this project. Although the paths that make up the flow decomposition are not equal to the augmenting paths used to find this flow decomposition, the former tend to inherit this property (shortness) from the latter. The shortest path decomposition of the final flow (c.f. Section 2.2.2) finds the maximum amount of fluid flow, $Q$, for each successive path, because the resistance to fluid flow increases with path length (Eq 2). The off-the-shelf version of the Edmonds-Karp algorithm makes use of the hop distance to find the shortest path, instead of the Euclidean length. This is unfortunate, because the path with the shortest hop distance does not correspond to the path with the shortest Euclidean length in all cases (there is no difference for the chosen paths in Figure 2b). Its use here, as part of the existing Edmonds-Karp algorithm, simplifies this proof-of-concept investigation, compared to implementing a new algorithm. Although the maximum flow value of a graph is unique, the distribution of the possible paths is not, as seen when comparing the blue values and the magenta values in Figure 1. The way the Edmonds-Karp algorithm distributes the flow over possible paths is influenced by the order in which nodes and edges are defined on the graph, which can also be accomplished by switching the source and target nodes.
2.1.3 Other max flow algorithms

Many other algorithms exist that solve the max-flow problem [Goldberg et al., 1989, Boykov & Kolmogorov, 2004, Ahuja et al., 1993], of which the Python graph-tool [Peixoto, 2017] provides two (next to Edmonds-Karp). We tested the “push-relabel” algorithm and the “Boykov-Kolmogorov” algorithm, but did not deem them suitable for the purposes of this work, as the combinatorial flow assignments tend to use paths that are non-physical for the fluid flow case.

2.2 Application of graph theory to fracture networks

Several fundamental questions are associated with applying the available mathematical tools to solve for fluid flow in DFNs. Firstly, the geometries and properties of a DFN need to be translated to a graph representation, consisting of nodes and edges (discussed in Section 2.2.1). The Edmonds-Karp algorithm is applied on the produced graph to obtain a distribution of combinatorial flow (as seen in Figure 1). This combinatorial flow then needs to be translated back to a fluid flow result (discussed in Section 2.2.2). The following assumptions were used for these steps and for the subsequent result assessment employing DS. Fluid flow is restricted to the fractures in each DFN and matrix flow is neglected, assuming that the matrix permeability is very low. This assumption is usually valid for crystalline rock and shale [e.g. Outters & Shuttle, 2000, Leung & Zimmerman, 2012]. Although fractures can have complex geometries and fracture surfaces are heterogeneous in nature [Brown, 1987, Watanabe et al., 2008, Vogler et al., 2016b, 2017b, 2018], this work defines fractures as 2D planes with a length, \( l \), a width, \( W \), and an aperture, \( a \), for simplicity. Furthermore, for the purposes of this study, these fracture planes are all parallel to either the \( x−y \), \( x−z \), or \( y−z \) plane of the principal coordinate system. Such orthogonal fractures are not uncommon in geological systems [Bock, 1980, Dunne & North, 1990, Bai et al., 2002]. These modeling choices do not reflect a limitation of any method employed in this study, but merely simplify the fracture-network generation and the meshing process, required for the DS verification runs. The parameters used for simple and stochastically generated DFNs are shown in Table 2.

Table 2: Parameters used during fracture network generation.

| \( \rho \) | \( \mu \) | \( g \) | \( a \) | \( \Delta P \) | \( dx, dy, dz \) |
|------------|------------|------|------|------------|------|
| kg/m\(^3\) | Pa·s | m/s\(^2\) | m | MPa | m |
| 1000 | 0.001 | 9.81 | 10\(^{-5}\) | 1.0 | 0.2 |

These simplifications allow the usage of the cubic law for saturated fracture flow [Zimmerman & Bodvarsson, 1996] for fluid flow computations:

\[
Q = K \cdot (\Delta P - \rho g \Delta z) \quad \text{with} \quad K = \frac{wa^3}{12\mu L},
\]

where, in this study, \( L \) and \( w \) represent the length and width attributed to the given edge and \( \Delta z \) is the vertical distance (against gravity) traversed by the fluid. The definition of the hydraulic conductance, \( K \), in EQ. 2 is the same in this study, as that of Zimmerman & Bodvarsson [1996]. \( K \) has units of \( m^3/(Pa \cdot s) \), denotes the volumetric flow rate obtained for a given pressure difference, and is very similar to the inverse of resistance in Ohm’s law for electrical currents.

2.2.1 Translating from fluid flow to a graph representation

To translate from fluid flow in a DFN to a graph representation, entities need to be chosen to be represented as nodes and corresponding flow values between such entities need to be defined to be represented as edges. This paper describes two possible entities as candidates to be represented as nodes: The Hanan Shortest
Path Maxflow (HSPM) method uses fracture segments. The Intersection Shortest Path Maxflow (ISPM) method uses fracture intersections. Both methods use the cubic law (Eq. 2) to assign weights to the edges, but do so differently. A step-by-step explanation of both methods is given in the following sections.

The HSPM method (Figure 3a) uses the fracture coordinates to slice the entire domain into unevenly shaped boxes (segments). The segments that lie on fractures will be assigned a vertex with the coordinate of the vertex being the center of the box. Neighboring vertices are connected to each other by edges. The result is called a Hanan grid [Zachariasen, 2000]. The source and the sink of the graph correspond to the pressure boundaries of the DFN. When multiple fractures intersect with the pressure boundary, they are connected to a so-called super-source or super-sink. The edges, connecting to the super-source and super-sink, are given a large capacity value to simulate instantaneous flow. In 3D, additional segmentation of this example could happen due to fractures above or below these fractures. Using Eq. (2), the capacity value, \( c_e \), assigned to each edge, corresponds to the hydraulic conductance, \( K_e \), of a fracture with aperture, \( a_e \), width, \( w_e \), and length, \( L_e \). HSPM uses the width of the segment perpendicular to the edge, the distance between the two centroid points, and constant aperture values, though varying apertures could be implemented. Edges that would have a width equal to or less than the fracture aperture are ignored to speed up this method.

![Figure 3: Graph extraction results of a) the HSPM and c) the ISPM method for the original DFN in (b). Each graph consists of nodes and edges connecting these nodes. Source and sink nodes correspond to the pressure boundaries.](image)

The ISPM method uses fracture intersections as nodes and connects these directly along the longest dimension of each fracture (Figure 3c). Dead-end fractures that do not lie between two intersections are ignored, as they do not contribute to the flow path [e.g. Leung & Zimmerman, 2012]. As in the HSPM case, this method assigns a (super-) source and (super-) sink to the fractures intersecting the pressure boundary. A large capacity value is employed for instantaneous flow simulation in two different cases in the ISPM method. Firstly, it is implemented for the edges connecting to a super-source/sink and secondly, it is implemented, where multiple fractures intersect at the same place, because this creates nodes with the same coordinates for each intersecting fracture pair and connecting edges with a length of zero.

For the ISPM method, the width of the fracture (the second-largest dimension of the fracture), \( W \), is used for \( w \) in Eq. (2). This makes sense for fractures with pronounced eccentricity. For DFNs with such fractures, there is a greater likelihood of fluid flowing along the length of the fractures between intersections.
There are some similarities and some differences between the ISPM method presented here and that of Karra et al. [2017], which warrant a brief summary. Karra et al. [2017] also represent fracture intersections as nodes in the graph extraction, but all fracture intersections, lying on the same fracture, are connected with each other and the width of the edge is chosen as the arithmetic mean of the sizes of two connected intersections. They use the graph Laplacian [Newman, 2010] of the obtained graph to solve for fluid pressure on the vertices. This information is used to calculate fluid velocities on individual edges, which is subsequently used in a particle-tracking algorithm to solve for transport. The determined breakthrough times of passive tracer particles were up to an order of magnitude less, compared to their DS results, which the authors attribute to an underestimation of the pressure gradients across intersections by their algorithm.

2.2.2 Translating the results from the graph representation back to fluid flow

After applying the Edmonds-Karp algorithm (Section 2.1.2), the Python graph-tool does not provide possible fluid flow paths directly. It only provides the flow results for the edges of the graph as part of the calculated flow assignment (e.g. the blue flow in Figure 1). This makes sense, as the paths that the algorithm uses to find the flow are usually not the same as the paths that make up this flow [Ahuja et al., 1993]. Step 4 of the algorithm in Figure 4 describes how the individual paths are extracted from the flow. The shortest path is found using a Dijkstra search [Dijkstra, 1959] weighted by the length and the inverse of the width of the edges. This corresponds to finding the path of least resistance, as the fracture apertures and dynamic fluid viscosity values are constant for this study. By iteratively adding the next path of least resistance, the algorithm adds the largest amount of fluid flow, $Q_p$, to the solution.

Edges that lie on several paths will have a flow value which is greater than the minimum value for the current path, i.e. $\beta$. Fluid flow over such an edge contributes to several paths and is separated accordingly in this study. In order to separate the contributions of such an edge into the contributions to the individual paths, the geometry of that edge is separated according to the $\beta$ values of those paths, as seen in Eq. (3),

$$w_{e,p} = \frac{\beta}{f_e} \cdot w_e, \quad \text{with} \quad \sum_{p=1}^{n} \frac{\beta(p)}{f_e} = 1,$$

where $w_e$ is the width of this edge and $w_{e,p}$ is the width contributed by this edge to path $p$. This ratio is used, because it is easily obtained (compared to the volume-rate-weighted average used in Outters & Shuttle 2000) and because the bottlenecks from which we obtain $\beta$ are the dominant flow-determining features of any given path. The first path (s.A,D,C,t) of the blue flow assignment in Figure 1, for example, has a $\beta$-value of 2 units (see Table 3). The first edge on this path (SA) has $f_e = 6$ and will, therefore, contribute a width to this path of $\frac{2}{6} \cdot 6 = 2$. This value is found for each edge for each path in the blue flow assignment in Figure 1, except for the vertical edge (DC) that only lies on path s.A,D,C,t. The width contributed by this latter edge to its only path is $\frac{2}{4} \cdot 4 = 4$.

To calculate the hydraulic conductance for each path, $K_p$, the fundamental difference between combinatorial flow, $f$, and fluid flow in saturated fractures, $Q$, needs to be addressed. The maximum combinatorial flow value that a path on a graph can accommodate is equal to the lowest edge capacity encountered on that path (Sections 2.1.1 and 2.1.2). In other words, the value of $f$ on each edge of the path is reduced to the bottleneck edge value. This is different for fluid flow in saturated fractures. The maximum fluid flow through a fracture, or part of a fracture, is dependent on the fluid pressure gradient, $\nabla P$. The distribution of $\nabla P$ along the path depends on the distribution of resistance to flow, offered by the fracture surfaces along that path. In this manner, the pressure gradient over the bottleneck is maximized and, subsequently, the amount of fluid flow through this bottleneck (and therefore the entire path) is maximized as well. To account for this discrepancy, the weighted harmonic mean (commonly used for finding the effective permeability for conductive layers in series and electrical conductance of resistors in series) of the widths, $w_{\text{harm},p}$, along the path is used (the same could be done for apertures if they vary from fracture to fracture), as seen in Eq. (4),

$$w_{\text{harm},p} = \left( \frac{n}{\sum_{e=1}^{n} \frac{L_e}{L_p} \cdot \frac{1}{w_{e,p}}} \right)^{-1}, \quad \text{where} \quad L_p = \sum_{e=1}^{n} L_e,$$
where $L_p$ is the total length of $p$. Using these obtained values, $K_p$ is calculated using the pipe approximation, described in Outters & Shuttle [2000]. In this approximation, a path is represented as a single fracture with a corresponding apparent width, $w_{\text{harm}}$ (length-weighted harmonic width in this case), an apparent aperture (constant in this study), and a total length, $L_p$. $K_p$ is then calculated using the cubic law,

$$K_p = \frac{w_{\text{harm},p} a^3}{12 \mu L_p}.$$  \hfill (5)

The paths predicted by the HSPM method are typically stair-shaped, which would cause this method to underestimate the flow rate, since most flow in a fracture occurs in a straight line between intersections. To improve this method’s performance, we introduce a correction factor, $\tau_p$, so that

$$K_p = \frac{w_{\text{harm},p} a^3}{12 \mu L_p} \cdot \tau_p,$$

where $\tau_{\text{HSPM}} = \frac{L_p}{L_{\text{short},p}}$ and $\tau_{\text{ISPM}} = 1$, \hfill (6)

where $L_{\text{short},p}$ is the shortest distance between the inflow and the outflow points of $p$. The total fluid flow, $Q$, is calculated by superpositioning the paths, while accounting for the vertical distance against gravity, $\Delta z$, resulting in

$$Q = \sum_{p=1}^{n} K_p \cdot (\Delta P - \rho g \Delta z_p).$$  \hfill (7)

Eqs. (4), (6), and (7) are implemented in the function $\text{estimateVolRate}$, which evaluates $Q_p$ for each path and adds it to $Q$. Figure 4 summarizes the algorithm used to evaluate the produced graph networks.

**Algorithm: graph2Q**

**Inputs:** Network, $G = (V, E)$; Edge capacities, $c : E$; Source and sink nodes, $s/t$; Edge lengths, $L : E$; A flow $f$ from $s$ to $t$ of maximum value, obtained by choosing successive shortest augmenting paths;

**Outputs:** A shortest-path decomposition of this flow, assessing the volume rate, $Q_p$, of each path, $p$; The volume rate value, $Q$, for the entire network

1. Initialize $f_e = 0$, for all edges $e \in E$, and $Q = 0$
2. Create residual network $G_r = (V, E')$ with residual capacities $c_{e'} = c_e - f_e$
3. While $\exists$ a shortest $s/t$ path $p$ in graph $(V, \{ e \in E : c_{e'} > 0 \})$
   3.1 Find the smallest $c_{e'}$ value on $p$: $\alpha = \min \{ c_{e'} : e \in p \}$
   3.2 For each $e \in p$:
      3.2.1 Add new flow to $G$: $f_e += \alpha$
      3.2.2 Remove new flow from $G_r$: $c_{e'} -= \alpha$
      3.2.3 Add new flow to $e'$, the reverse edge of $e$ on $G_r$: $c_{e'} += \alpha$
4. While $\exists$ a shortest $s/t$ path $p$ in graph $(V, \{ e \in E : f_e > 0 \})$
   4.1 Find the lowest $f_e$ value on $p$: $\beta = \min \{ f_e : e \in p \}$
   4.2 Reduce the flow $f_e$ by $\beta$: $\forall e \in p: f_e -= \beta$
   4.3 $Q += \text{estimateVolRate}(p, \beta)$

A detailed description of the function $\text{estimateVolRate}$ can be found in Section 2.2.2.

Figure 4: Description of the algorithm used on the produced graph networks. Steps 2 and 3, which constitute the Edmonds–Karp max flow algorithm, choose the shortest paths with respect to the hop distance, though the edge length is preferable.
Table 3: Flow paths extracted from the blue flow assignment in Figure 1, as well as the results for each path obtained, using the following values: \( \frac{a^3}{(12\mu)} = 1 \), \( \Delta P = 1 \), \( \Delta z = 0 \) \( \forall p \) \( w_{\text{harm}} \) from Eq. (4), \( Q \) from Eq. (7)). These results clearly show that there is no direct correlation between the calculated path flow values and the resulting \( Q \) values, as all paths can accommodate 2 units of flow. The total amount of \( Q \) for this flow decomposition is 1.57 units.

| Path        | Length | \( \beta \) | \( w_{\text{harm}} \) | \( Q \) |
|-------------|--------|------------|----------------|-------|
| s,A,D,C,t   | 4      | 2          | 2.29           | 0.57  |
| s,A,D,E,t   | 4      | 2          | 2              | 0.5   |
| s,A,B,C,t   | 4      | 2          | 2              | 0.5   |

The deviation of flow rates, \( \varepsilon_{\text{HSPM}} \) and \( \varepsilon_{\text{ISPM}} \), between the developed methods and the DS is given by

\[
\varepsilon_{\text{HSPM}} = \left( \frac{Q_{\text{HSPM}}}{Q_{\text{DS}}} - 1 \right) \cdot 100 \% \quad \text{and} \quad \varepsilon_{\text{ISPM}} = \left( \frac{Q_{\text{ISPM}}}{Q_{\text{DS}}} - 1 \right) \cdot 100 \% .
\] (8)

2.3 Numerical simulations

This study uses GEOS, developed at Lawrence Livermore National Laboratory, for the direct simulations (DS) to verify the accuracy of the methods under development. GEOS is a massively parallel, multi-physics numerical framework, which was designed mainly to enable simulations of subsurface hydraulic reservoir stimulations. It has been used to simulate hydraulic fracturing [Settgast et al., 2017, Vogler et al., 2017a], reactive transport [Walsh et al., 2013], drawdown in geothermal systems [Fu et al., 2016], immiscible fluid flow [Walsh & Carroll, 2013], shearing of fractures using FEM [Annavarapu et al., 2015], crack growth using XFEM methods [Annavarapu et al., 2016], and hydro-mechanically coupled flow in rough fractures [Vogler et al., 2016a, 2018]. GEOS was chosen for DS as it offers an internal mesh generator, which greatly simplifies running simulations on a wide range of DFNs. Additionally, its wide range of capabilities make GEOS a suitable platform to test potential extensions of the presented method against.

For the DS conducted here, flow in fractures is discretized and computed, employing the finite volume method (FVM) and modeled using lubrication theory and a parallel plate assumption [Louis, 1969, Cameron & Mc Ettles, 1976, Panton, 2005, Settgast et al., 2017],

\[
\frac{\partial (\rho a)}{\partial t} - \frac{1}{12\mu} \nabla \cdot \left[ \rho a^3 \nabla (P + \rho g z) \right] = 0 ,
\] (9)

where \( \rho \) is the fluid density, \( a \) is the fracture aperture, \( t \) is time, \( \mu \) is the dynamic fluid viscosity, and \( P \) is the fluid pressure. In this study, \( \rho \), \( \mu \), and \( a \) are assumed to be constant. Hence, Eq. (9) reduces to

\[
\nabla \cdot \nabla (P + \rho g z) = 0 .
\] (10)

2.4 DFN generation

The main results presented in this work are from a large amount of stochastically generated 3D DFNs with a range of fracture densities. A predefined amount of 2.4 m by 3.4 m fractures (aspect ratio of 1.42) is placed in a 10 m \( \times \) 10 m \( \times \) 10 m volume for each DFN. The fracture spacing and orientation in these 3D simulations is chosen according to a randomly generated discrete uniform distribution. The orientations are perpendicular to one of the axis directions and the possible placements are every meter. All DFNs are generated in such a way that no fracture can lie completely within a space already occupied by other fractures. Those fractures that intersect the \( y-z \) plane boundaries (not those parallel to it), are elongated by 0.4 m, by adding fractures outside of the boundary, to accommodate the extraction of the volume rate results. Because pressure is defined on fracture faces in the DS, the actual pressure boundaries are, thus, located at \( x = -0.3 \) m and \( x = +10.3 \) m. Figure 5 shows a stochastically generated DFN and describes the boundary conditions used in the simulations. Table 2 lists the parameters used in these simulations.
10.8 m
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boundary
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Figure 5: a) DFN with 230 orthogonal fractures. The pressure boundaries act on the faces and, therefore, lie on $x = -0.3$ m and $x = 10.3$ m. b) Extensions of the fractures that intersect with the $y-z$-plane boundaries of the $10 \times 10 \times 10$ m volume.

2.5 Mesh refinement

Mourzenko et al. [2011] and Ebigbo et al. [2016] show that the mesh discretization length of a DS has an influence on the resulting permeability. In order to perform the comparison described in Eq. (8), a systematic mesh refinement is conducted for several of the stochastic DFNs. The following equation, as proposed by Mourzenko et al. [2011], shows how the actual volume rate result, $Q_{DS}$, depends on the calculated result, $Q_\delta$, with discretization length, $\delta$, average fracture length, $l$, and a refinement coefficient, $D$,

$$Q = \frac{Q_\delta}{1 + D\frac{\delta}{l}}. $$

(11)

This linear behavior is explained by Mourzenko et al. [2011] as a natural consequence of using a first-order discretization of the equations of flow. They investigated the refinement coefficient, $D$, for fractures of different shapes, including rectangles with an aspect ratio of 6 and found a dependency of the $D$-values on this shape and on the dimensionless fracture density, among other factors.

This study’s $D$-values are obtained systematically for the stochastic DFNs using meshes with $\delta$s between 0.05 m and 0.5 m. One simulation each is chosen from cases with 150, 190, 230, 270, and 310 fractures. The $D$-values for the other cases are interpolated from the obtained values.

3 Verification of the HSPM and ISPM methods

The main results of this proof-of-concept investigation are presented in this section. First, the results of both methods for simple test cases are compared to the reference DS results. Next, the same comparison is presented for 100 stochastic DFNs with a range of fracture densities. Lastly, an assessment of the uncertainty with respect to fracture density and fracture constellation for 1000 stochastic DFNs is conducted to show how the presented methods can be used to quantify uncertainty in flow rate for a DFN parameter space.

3.1 Simple test cases

Figure 6 shows two of the many simulations that were used to test the developed methods: a 2D simulation with five paths that originate in a single fracture and a 3D simulation with 230 fractures generated as described in Section 2.4. Figure 7 shows the Edmonds–Karp flow result on the graphs obtained from the
two test cases in Figure 6, employing HSPM. These graphs do not correspond to the full graphs extracted from the DFN, as edges and vertices without flow have been removed to improve visibility. Table 4 shows

![Figure 6: Two test-case direct simulations.](image)

Figure 6: Two test-case direct simulations. a) a 2D case, b) a stochastic 3D case with 230 fractures of 2.4 m by 3.4 m. Arrows show the fluid velocity and are scaled according to the fluid-velocity magnitude. Pressure is shown with color contours.

![Figure 7: The Edmonds-Karp result of the graphs created by the HSPM method for the DFNs shown in Figure 6.](image)

Figure 7: The Edmonds-Karp result of the graphs created by the HSPM method for the DFNs shown in Figure 6. The red path is the first path found by the algorithm. Edges and vertices (green circles), where no flow occurs in the Edmonds-Karp solution, have been removed. a) The graph is overlain on the pressure result from Figure 6a. The super-source, s, and super-sink, t, are connected by 13 paths. This solution does not cover all the fracture space in the DFN, as can be seen in the central fracture just above the red path and in the bottom right corner. b) s and t are connected by 40 paths.

the $Q$, $\varepsilon_{HSPM}$, and $\varepsilon_{ISPM}$ values, obtained for these two test cases, as well as the amount of nodes and edges that were produced. It also shows the time it takes to run the three methods (DS, HSPM, ISPM). The computational costs for the DS are calculated using a 2.6 GHz XEON E5-2670 server processor and do not include extracting the $Q$-values using a Python interface (another 30 s per simulation). The computational costs for the HSPM and ISPM methods are calculated using a 2.9 GHz I7-3520M laptop processor. These costs include the extraction of the graph, getting the result from the Edmonds-Karp algorithm, extracting the paths, and calculating the final flow rate result, but do not include the importation of the needed Python modules, which occurs only once, irrespective of the amount of investigated DFN in a loop. The HSPM
method does very well for both test cases (Figure 6). Both methods are orders of magnitude faster than the DS, with the ISPM method being faster than the HSPM method. The ISPM method does not perform well in 2D, as the assumption that flow occurs mainly along the longest dimension of the fracture is easily violated in 2D. The 2D case presented here, for example, can be resolved much better ($\varepsilon_{\text{ISPM}} = -7.77\%$), when we use the width perpendicular to the fluid flow direction for each edge. Surprisingly, the assumptions of the ISPM method work very well for most 3D cases with a large fracture density. In contrast, when the width perpendicular to flow is used in the 3D ISPM method, the flow rate results are more than double of those from the DS in most cases. We investigate additional 3D cases in the following section.

### 3.2 Investigation of 100 stochastic DFNs

100 stochastic DFNs with a range of fracture densities were generated as discussed in Section 2.4. Each chosen fracture density has ten realizations. Figures 8–11 show the results of this 100-case investigation. The range of volumetric flow rates predicted by the HSPM method is very similar to the range obtained from the DS, but values do lie slightly below those for the DS method (Figure 8a). The least-squares fit trend lines are parallel and almost coincide. For certain fracture densities, the HSPM method predicts a larger range than predicted by the DS (e.g., 290 fractures). However, the opposite phenomenon also occurs (e.g., 230 fractures). The range of the ISPM method’s results (Figure 8b) show a greater fluctuation. Both small ranges and large ranges occur (170 and 290 fractures, respectively). The least-squares fit trend line of the ISPM method lies below and slightly diverges from that of the DS with increasing fracture number.

The volumetric flow rates predicted by the two methods are compared to the DS results in Figure 9. The average discrepancy of the HSPM method is $\varepsilon_{\text{HSPM}} = -5.03\%$. 80% of the results predicted by the HSPM method lie within the $+10.3\%$ and $-10.6\%$ range, compared to the DS results, with more than half of the results lying within $\pm 5\%$. No systematic error seems to occur for HSPM.

The ISPM method is less accurate (Figure 9) with an average $\varepsilon_{\text{ISPM}}$ of $-16.38\%$. 71% of the results of the ISPM method lie between $+9.7\%$ and $-21\%$ of the results of the DS, with 26% of the results being within $\pm 10\%$. Therefore, the ISPM method seems to systematically underestimate the DS results. Figure 10 shows the computational costs of the HSPM, ISPM and DS methods for the 100 stochastic DFNs.
Figure 8: Volumetric flow rate, \( Q \), results of the two developed methods and DS for 100 stochastic simulations for a range of fracture densities. Each chosen fracture density has ten simulations. A least-squares fit trend line is depicted for each method.

Figure 9: Differences, \( \epsilon \), in predicted volumetric flow rate, \( Q \), in % for a) the HSPM method and b) the ISPM method, compared to the reference DS results for 100 simulation test cases with stochastic DFNs, covering a range of fracture densities. \( \epsilon = +3\% \), corresponds to an overestimation of \( Q \) by 3%, compared to the DS results. 80% of the \( Q \) results predicted by the HSPM method lie between +10.3% and −10.6%. 71% of the \( Q \) results of the ISPM method lie between +9.7% and −21.0%.

The computational cost (explained in Section 3.2) of the HSPM and ISPM methods (on a 2.9 GHz I7-3520M laptop processor) are orders of magnitude lower, compared to the DS (on a 2.6 GHz XEON E5-2670 server processor). All three methods show a linear increase in this cost with increasing number of fractures (not shown for the DS). On average, the DS take 132 times longer for these calculations than the HSPM method. This value is 233 when comparing the DS with the ISPM method and 1.8 when comparing the HSPM method with the ISPM method, though the HSPM method scales better with increasing fracture number.

The produced number of vertices and edges increases linearly with increasing fracture density for both the HSPM and the ISPM methods (Figure 11) and deviates little from the average for each sampled fracture density. The DS discretization is always the same: 135’000 elements, 143’055 nodes, and 412’900 faces.

### 3.3 Application to a sensitivity analysis

To show how the presented methods can be used in an uncertainty quantification for a DFN parameter space, an additional investigation, employing 1000 stochastic DFN realizations, is performed. These DFNs were generated as described in Section 2.4, employing a discrete normal distribution of fracture densities with a mean of 250 fractures and a standard deviation of 50 fractures. This results in a large number of
| Time [s] | HSPM | DS | ISPM |
|---------|------|----|------|
| 140     | 0.1  |    |      |
| 180     | 1    |    |      |
| 220     | 10   |    |      |
| 260     | 100  |    |      |
| 300     | 1000 |    |      |
| 340     | 10000|    |      |

Figure 10: Computational cost comparison of a) the DS, HSPM, and ISPM methods and b) the HSPM and ISPM methods for 100 stochastic DFNs with a range of fracture densities. A least-squares fit trend line is depicted for each method.

Figure 11: Comparison of a) the number of vertices and b) the number of edges created by the HSPM method and the ISPM method for 100 simulation test cases each, with stochastic DFNs with a range of fracture densities (from Figure 8).

different fracture constellations, enabling us to study their effect on fluid flow rates, $Q$. The main result of this investigation is shown in Figure 12, an uncertainty analysis of a cumulative density function (CDF) of flow rate and associated histograms, based on the distribution of fracture density and associated fracture constellations. The computational cost (as described in Section 3.2) for these 1000 cases was 69 and 43 minutes, respectively, for the HSPM and ISPM calculations on a 2.9 GHz I7-3520M laptop processor and 7.59 days for the DS on a 2.6 GHz XEON E5-2670 server processor. $Q$ is normalized here ($Q'$) by subtracting the smallest value and subsequently dividing through by the new maximum value. The CDF of the HSPM method is almost identical to that for the DS results. The results of the ISPM method have a steeper slope, causing the CDF to appear shifted to the left (lower $Q$-values), though the same absolute range is obtained. The histograms show a similar trend, with the HSPM results coming very close to the DS results and the ISPM results having a slight shift to the left and higher probabilities for $Q'$ values between 0.2 and 0.4. A confidence interval for these values can be chosen according to the needs of the specific investigation. For example, a geothermal energy production project could be interested in the minimum value needed to ensure economic operation conditions, whereas nuclear waste storage projects are targeting to stay below a certain maximum flow rate.
Figure 12: a) Cumulative density functions (CDF) for normalized volumetric flow rates, $Q$, for 1000 discrete fracture networks (DFNs) with a discrete normal distribution of fracture densities with a mean of 250 and a standard deviation of 50 fractures. $Q$ was normalized by subtracting the smallest value and subsequently dividing through by the new maximum value. b) Corresponding histograms.

4 Discussion

The presented proof-of-concept investigation employs the Edmonds-Karp algorithm, among other combinatorial algorithms, to quickly compute volumetric flow rates through discrete fracture networks (DFNs). The combinatorial optimization approach does not require traditional meshing and can accommodate complex DFN geometries, as information about fracture segment/intersection connections and occurring flow between them is sufficient to construct a graph. The presented approach therefore only relies on the chosen programming environment (currently Python along with the Python graph-tool Peixoto 2017), and can be used on any computing platform without the need for additional software and especially meshing of DFNs, which is notoriously difficult [Sævik et al., 2013].

The Hanan Shortest Path Maxflow (HSPM) method represents fracture segments as nodes, while the Intersection Shortest Path Maxflow (ISPM) method uses fracture intersections. While this study employs orthogonal fractures, which are relatively common in geological systems [Bock, 1980, Dunne & North, 1990, Bai et al., 2002], this does not reflect a limitation of the presented approach, but merely simplifies DFN generation and meshing.

4.1 Accuracy of the 100 stochastic DFN

The HSPM method exhibits a high level of accuracy for the investigation of 100 stochastic DFN test cases (Figure 9), with an average value of $\epsilon_{\text{HSPM}}$ of -5.03%. This shows the applicability of this method, especially when compared to the discretization error of the DS method, which shows a linear trend between +3.4% (150 fractures) and +8.1% (330 fractures) for the 100 stochastic DFNs for $\delta = 0.2\,\text{m}$. Though further investigation may improve upon these results, this level of accuracy is sufficient for screening purposes and is still acceptable when compared to the inherent difficulties associated with the characterization of fractured rock reservoirs at depth [Faybishenko et al., 2000, Adler et al., 2013, Wilson et al., 2015].

The ISPM method has a lower level of accuracy (Figure 9), with an average value of $\epsilon_{\text{ISPM}}$ of -16.38%. 71% of the results lie within the accuracy range obtained by the HSPM method. The other $\epsilon_{\text{ISPM}}$ values lie below the HSPM’s accuracy range.

Both methods exhibit the same, fundamental shortcoming. Due to the difference between fluid flow in fractures and calculations done on a graph, the Edmonds-Karp algorithm tends to ignore parts of fractures, or even parts of paths, which sometimes leads to an underestimation of the pressure gradient at bottlenecks, and hence to an underestimation of the volumetric fluid flow rate, $Q$, as shown in Figures 1 and 7a. The order in which the HSPM method defines nodes is chosen to minimize this behavior.
The ISPM method exhibits additional shortcomings that explain the larger range of flow rate deviations from the DS results. An overestimation of the flow rate, $Q$, can occur when fracture intersections limit flow, since the ISPM method ignores the size of intersections between fractures. An underestimation of $Q$ by the ISPM method can occur for multiple reasons. Firstly, the width value attributed to an edge tends to be underestimated, where fluid flow does not occur along the longest fracture dimension, causing a reduction of the calculated flow rate for all paths which use such edges. Secondly, connecting the vertices along the longest dimension of the current fracture can cause an unwanted increase in path length, because the path undulates between intersections, instead of taking a more direct route. This limitation is not easy to adjust for, as it is impossible to predict flow paths beforehand. Lastly, the discrepancy between the hop distance, used in the Edmonds-Karp algorithm, and the shortest path distance, which is preferred, could lead to longer paths. This discrepancy is lower for the HSPM method, due to its finer segmentation approach. More investigations are needed to make definitive statements about the effects of this discrepancy. A combination of these shortcomings explains the apparent systematic underestimation of $Q$ by the ISPM method (Figure 8).

4.2 Accuracy of the sensitivity analysis of 1000 stochastic DFN

The high accuracy of the HSPM method found during the 100 stochastic DFN investigation (Figure 9) is reproduced in the 1000 case sensitivity analysis (Figure 12), as it captures the predictions of the DS method for both the cumulative density function (CDF) and the corresponding histogram. The ISPM method's CDF and associated histogram are shifted to the lower flow values, $Q$, and, although they cover the same flow-rate range, show higher probabilities for flow rate values between 0.2 and 0.4. This shift to lower flow rates for the ISPM method results from its tendency to underestimate flow rates as observed in the 100 stochastic DFN investigation. Naturally, the range in flow rates, computed for the different fracture densities and geometric constellations, is expected to increase if the investigation’s parameter space is increased, as variable apertures across fractures would lead to more complicated flow paths, and non-percolating networks have a $Q$ value of zero.

4.3 Computational cost

The computational cost for both methods is orders of magnitude lower compared to the DS method (Figure 10). This is apparent in the sensitivity analysis, where it took 7.59 days to obtain the DS results on a 2.6 GHz XEON E5-2670 server processor, compared to 69 and 43 minutes, respectively, for the HSPM and ISPM methods on a 2.9 GHz I7-3520M laptop processor. An additional reduction of this computational cost is expected from further optimization of the code using specialized algorithms and optimized implementations on multi-thread or multi-core architectures [Myre et al., 2011, Walsh et al., 2009].

The higher accuracy of the HSPM method, compared to the ISPM method, comes at the price of additional computational cost. Because the HSPM method generates more edges and nodes, compared to the ISPM method (Figure 11), HSPM calculations spend more time building the graph, performing calculations on the graph, and extracting results from the graph. This difference in computational cost reduces with an increase in the number of fractures, however, indicating that the current implementation of the HSPM method scales better than the current implementation of the ISPM method.

One area, where a straightforward reduction of the computational cost can be achieved for the developed methods is, when they are used for simulations, where the DFN geometry stays the same, but changes are made to the apertures, fluid properties, and/or the scale of the DFN. When the geometry does not change, such investigations do not need to extract a new graph, but only need to change the edge values on an existing graph and extract the new result, thereby reducing a large part of the computational cost.

5 Conclusions

Two approaches for rapidly calculating the rate of fluid flow in discrete fracture networks (DFNs) have successfully been developed using existing combinatorial optimization algorithms: the Hanan Shortest Path
Maxflow (HSPM) method and the Intersection Shortest Path Maxflow (ISPM) method. After comparing the results of simple test cases with direct simulations (DS), an investigation of 100 stochastic DFNs, with a range of fracture densities, was performed. The flow rates predicted by the HSPM method, which represents parts of fractures (segments) as nodes, are on average 5.03% lower than the results obtained from the DS. The ISPM method, which represents fracture intersections as nodes, is less accurate (average difference of 16.38%, compared to the DS).

The most important improvement that can be made to increase the accuracy of both methods arises from the behavior of the employed Edmonds-Karp algorithm [Ahuja et al., 1993]. Because of fundamental differences between fluid flow in fractures and “combinatorial flow” on a graph, this algorithm can ignore parts of fractures or parts of fracture paths that may carry non-negligible fluid flow.

Both methods are orders of magnitude faster than DS, with the ISPM method being faster than the HSPM method. The computational cost of the HSPM method, however, is expected to scale better with increases in the number of fractures.

A wide range of DFN properties can be investigated using these methods by only changing the edge weights on an existing graph, such as investigating different aperture distributions using the same DFN geometry. This further reduces the computational cost as the graph only needs to be extracted once. These methods additionally do not suffer from meshing issues, as traditional meshing is not required.

The low computational cost and relatively high level of accuracy make these methods excellent candidates for rapid screening, as shown by a sensitivity analysis of fracture density and fracture constellation, employing 1000 stochastic DFNs. The methods also facilitate in-depth uncertainty quantifications of fluid flow through DFNs, thereby enabling the assessment of high- and low-probability events, such as very little or very large fluid flow for a given fluid pressure gradient. Such characterizations additionally enable assessments of DFN properties that have a strong influence on such high- and low-probability events.
6 Nomenclature

Table 5: List of symbols

| Symbol | Unit | Description |
|--------|------|-------------|
| $a$    | m    | Fracture aperture |
| $CPU_{DS/HSPM/ISPM}$ | s    | Computational cost of DS, HSPM, and ISPM calculations |
| $c_e, cr_e$ | -    | Edge capacity and residual edge capacity |
| $D$    | -    | Mesh-refinement coefficient |
| $dx, dy, dz$ | m    | Spatial discretization |
| $E, E_e$ | -    | Set of edges on a graph and on a residual graph |
| $e, e', #e$ | -    | Edge index, reverse edge index and number of edges |
| $el$  | -    | Cubic element in a DS |
| $F$    | -    | Face of a cubic element in a DS |
| $f, f_e$ | -    | Flow on a graph and flow on an edge |
| $G, G_r$ | -    | Graph network and residual network |
| $g$    | m/s$^2$ | Gravitational acceleration |
| $K$    | m$^3$/(Pa $\cdot$ s) | Hydraulic conductance |
| $L_e, L_p$ | m  | Edge length and path length |
| $L_{short,p}$ | m  | Shortest distance between a path’s start and end points |
| $l$    | m    | Fracture length |
| $n$    | -    | Upper limit for sums |
| $P$    | Pa   | Fracture fluid pressure |
| $p$    | -    | Path index |
| $Q, Q_p$ | m$^3$/s | Fluid volume rate for the network and for a path |
| $s$    | -    | Source node |
| $T$    | s    | Time |
| $t$    | -    | Sink/target node |
| $V, v$ | -    | Set of vertices on a graph and number of vertices |
| $W$    | m    | Fracture width |
| $w, w_e$ | m    | Width assigned to an edge |
| $w_{harm}$ | m  | Harmonic mean of edge widths |
| $\Delta z$ | m | Vertical distance against gravity |
| $\alpha$ | -    | Smallest residual capacity on an augmenting path |
| $\beta$ | -    | Smallest flow result on a path |
| $\delta$ | m    | Mesh size |
| $\varepsilon_{HSPM}, \varepsilon_{ISPM}$ | %    | Discrepancy of DS and HSPM results, and DS and ISPM results |
| $\mu$  | Pa $\cdot$ s | Dynamic fluid viscosity |
| $\rho$ | kg/m$^3$ | Fluid density |
| $\tau$ | -    | Correction factor |
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Table 6: Abbreviations used in the text

| Abbreviation | Definition                                      |
|--------------|-------------------------------------------------|
| DFN          | Discrete fracture network                       |
| DS           | Direct simulations                              |
| HSPM         | Hanan Shortest Path Maxflow approach            |
| ISPM         | Intersection Shortest Path Maxflow approach     |
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