Compositional Modeling of the Oil Formation Volume Factor of Crude Oil Systems: Application of Intelligent Models and Equations of State
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ABSTRACT: This communication primarily concentrates on developing reliable and accurate compositional oil formation volume factor (\(B_o\)) models using several advanced and powerful machine learning (ML) models, namely, extra trees (ETs), random forest (RF), decision trees (DTs), generalized regression neural networks, and cascade-forward back-propagation network, alongside radial basis function and multilayer perceptron neural networks. Along with these models, seven equations of state (EoSs) were employed to estimate \(B_o\). The performance of the developed ML models and employed EoSs was assessed through various statistical and graphical evaluations. Overall, the ML models could provide much more accurate predictions in comparison to EoSs. However, the results indicated that tree-based models, specifically ET models, could outperform the other models and can be reliably applied for estimating \(B_o\). The most reliable ET model could predict \(B_o\) with a total average error of 1.17%. Lastly, the outlier detection approach verified the dataset’s consistency detecting only 17 (out of 1224) data points as outliers for the proposed \(B_o\) models.

1. INTRODUCTION

It is undeniable that petroleum and fossil fuels have dramatically transformed humans’ life. Since the advent of oil, many scholars and people who are involved in oil exploration and production have aimed at the determination of its properties, most of which are controlled by pressure, volume, and temperature and accordingly named PVT properties. The oil formation volume factor (\(B_o\)) that refers to the ratio of the volume of oil under reservoir conditions to its corresponding value under standard conditions is one of the most significant PVT properties. The reliability of many reservoir engineering computations, such as reservoir simulations, well completion, inflow performance, fluid flow in porous media, reserve and oil recovery estimation, material balance, well test analysis, and economic analysis, highly depends on having accurate knowledge of PVT properties.

Indisputably, precise determination of PVT properties can aid both academia and industry. The most ideal and reliable way toward the determination of \(B_o\) is to conduct experiments, specifically, constant composition expansion (CCE), differential liberation (DL), and separator tests, on bottom-hole reservoir fluid samples or recombined oil and gas samples at the surface. However, experimental determination of this property involves costly and time-consuming procedures, and low-quality sampling may lead to significant errors. In the absence of experimental measurements, various predictive approaches are proposed on the basis of equations of state (EoSs), empirical correlations, and artificial intelligence (AI) techniques. EoSs are not so accurate approaches and involve complex computational procedures. Therefore, numerous scholars have proposed empirical correlations and AI-based models to provide reliable estimations.

Table 1. Summary of Previous Attempts toward Estimating \(B_o\) Using ML

| author(s) | algorithm(s) | error (AAPRE, %) |
|-----------|--------------|-----------------|
| Gharbi and Elsharkawy | ANNs | 2.79 |
| Elsharkawy | RBF | 0.53 |
| Mahdiani and Norouzi | SA | 1.25 |
| Fattah and Lashin | GP | 0.3252 |
| Elkatatny and Mahmoud | ANN | 0.99 |
| Saghafi et al | ANFIS | 1.8 |
| Seyyedattar et al | ET | 0.099 |
| Rashidi et al | PSO-MELM | |
| Tariq et al | PSO-FN | |
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Table 2. Details of the Lumped Data

| group | components |
|-------|------------|
| $i_1$ | $N_2$, $C_1$ |
| $i_2$ | $H_2$, $CO_2$, $C_2$, $C_5$ |
| $i_3$ | $C_6$, $C_{11}$ |

Table 3. Statistical Description of Normal Datasets

| statistical parameters | mean | standard deviation | min. | max. |
|------------------------|------|--------------------|------|------|
| temperature, °F | 218.20 | 39.73 | 135 | 290 |
| $H_2S$, mole % | 0.61 | 0.01 | 0 | 3.3997 |
| $N_2$, mole % | 0.32 | 0.73 | 0.0071 | 5.8559 |
| $CO_2$, mole % | 1.91 | 1.91 | 0.0286 | 8.2855 |
| $C_1$, mole % | 34.27 | 12.62 | 5.0321 | 57.992 |
| $C_2$, mole % | 7.66 | 1.78 | 3.0490 | 13.699 |
| $C_3$, mole % | 5.79 | 1.51 | 1.7510 | 14.039 |
| $C_4$, mole % | 4.43 | 1.19 | 1.6308 | 11.124 |
| $C_5$, mole % | 2.52 | 0.71 | 0.6500 | 5.2203 |
| $C_6$, mole % | 4.82 | 1.40 | 2.1037 | 10.248 |
| $C_7$, mole % | 3.80 | 1.09 | 1.5222 | 7.4999 |
| $C_8$, mole % | 3.11 | 0.95 | 1.6444 | 7.3577 |
| $C_9$, mole % | 2.95 | 0.93 | 1.3481 | 5.4485 |
| $C_{10}$, mole % | 2.54 | 0.70 | 1.1149 | 4.3286 |
| $C_{11}$, mole % | 2.25 | 0.62 | 0.9146 | 4.0375 |
| specific gravity of $C_{12}$ | 0.93 | 0.04 | 0.7910 | 1.0014 |
| molecular weight of $C_{12}$ | 384.48 | 71.28 | 218 | 545 |
| pressure, psi | 2687.4 | 1808.8 | 14.7 | 10072 |
| $B_o$, bbl/STB | 1.46 | 0.36 | 1.0309 | 3.9454 |

Table 4. Statistical Description of Lumped Datasets

| statistical parameters | mean | standard deviation | min. | max. |
|------------------------|------|--------------------|------|------|
| Temperature, °F | 218.20 | 39.73 | 135 | 290 |
| $I_1$, mole % | 34.59 | 12.76 | 5.1668 | 63.719 |
| $I_2$, mole % | 22.92 | 4.48 | 8.82 | 44.309 |
| $I_3$, mole % | 19.47 | 4.87 | 9.8602 | 31.373 |
| specific gravity of $C_{12}$ | 0.93 | 0.04 | 0.7910 | 1.0014 |
| molecular weight of $C_{12}$ | 384.48 | 71.28 | 218 | 545 |
| pressure, psi | 2687.4 | 1808.8 | 14.7 | 10072 |
| $B_o$, bbl/STB | 1.46 | 0.36 | 1.0309 | 3.9454 |

for $B_o$ during the recent few decades. What follows provides a brief review of some of the most important studies in this field.

One of the very first predictive approaches toward the estimation of oil PVT properties dates back to the early 40s, when Katz attempted to provide estimations for $B_o$ based on the solution gas–oil ratio ($R_g$), oil and gas gravity, and reservoir conditions. The following attempt was made by Standing in 1947, where two distinct correlations were proposed based on $R_g$, oil and gas gravity, and reservoir temperature for the estimation of $B_o$ and saturation pressure ($P_s$) of Californian crude oils. Later, in 1980, Vazquez and Beggs aimed at providing accurate correlations for $B_o$ based on 600 datasets gathered from various geographical locations. In this year, Glaso proposed new correlations for $B_o$ based on 41 datasets collected from the North Sea. More recently, in 2014, Arabloo et al. aimed at providing accurate $B_o$ correlations through the constrained multivariable search method. Although empirical correlations are easy-to-use and can be employed in the absence of costly experiments, they are sometimes associated with considerable errors as they are not so powerful in expressing the exact relationship between the input and output parameters.

With the emergence of AI techniques and the proof of their power in solving classification and regression problems, they have been extensively used in numerous fields of study, including the $B_o$ determination field. In 1997, Gharbi and Elsharkawy proposed one of the earliest approaches for predicting $B_o$ of Middle Eastern crude oils using artificial neural networks (ANNs) considering the specific gravity (SG) of oil, relative density of gas, temperature ($T$), and $R_g$ as input variables. They employed 520 data points to train and test their model and reported the value of 2.79% as the total average absolute percent relative error (AAPRE) of the developed $B_o$ model. In a subsequent approach, Elsharkawy attempted to predict various properties of crude oils including $B_o$ using a radial basis function (RBF) neural network. The developed $B_o$ model led to a total AAPRE of 0.53%.

More recently, in 2018, three studies focused on representing novel $B_o$ correlations based on machine learning (ML) techniques. Mahdiani and Norouzi utilized the simulated annealing (SA), which is basically an optimization approach, as the modeling approach to develop their correlation. They gathered 160 data points for $T$, $R_g$, and the gravity of oil and gas to train and test the correlation. The results showed a total AAPRE of 1.25%. In the study of Fattah and Lashin, genetic programming (GP) was applied to correlate $B_o$ with $T$, American Petroleum Institute (API), $R_g$, and gas SG. The developed correlation could predict more than 1200 measured points with a total average error of 0.3252%. The third correlation in this year was developed by Elkatatny and Mahmoud using 760 data points. They first compared the efficiency of the adaptive neuro-fuzzy inference system (ANFIS), support vector regression (SVR), and ANN in predicting the $B_o$ and concluded that the ANN is the most efficient tool. Then, a correlation was developed based on the ANN model, which led to a total AAPRE of 0.99%.

In another study, Saghafi et al. gathered 1200 data points to propose an ANFIS model and two GP-based correlations for $B_o$. In their study, $R_g$, $T$, API, and gas SG were employed as input parameters. The results indicated that the ANFIS model could provide predictions with slightly better accuracy (total AAPRE of 1.8%). In another study this year, Seyyedattar et al. proposed the first application of extra trees (ETs) in predicting $B_o$. The performance of the developed ET model was compared to that of ANFIS and least square support vector machine-coupled simulated annealing (LSSVM-CSA) models. Their models were trained using 561 data points, which contained values for $R_g$, $T$, API, and gas SG. They claimed that the ET approach provided the most accurate results for $B_o$ in comparison to two other models with a total AAPRE of 0.099%. However, a large difference is observed between training and testing performance of the model, and hence, their model is suspected of overfitting.

In 2021, two studies were focused on $B_o$ prediction using ML approaches. Rashidi et al. employed LSSVM and multi-layer extreme learning machine (MELM) approaches to model $B_o$ and $P_s$, considering $T$, API, $R_g$, and gas SG. They developed their $P_s$ and $B_o$ models based on 591 and 599 data points, respectively.
The models were optimized using particle swarm optimization (PSO) and genetic algorithm (GA) techniques. The results revealed the higher performance of PSO-MELM in predicting both $P_b$ and $B_o$. In another study, Tariq et al.\textsuperscript{20} coupled the functional network with PSO to predict $P_b$, $B_o$, and oil viscosity at $P_b$ based on 760 gathered data points. It is claimed that the developed PSO-FN models could provide better predictions in comparison to other ML techniques, that is, ANN, SVR, and ANFIS. A summary of the previous studies that tried to use ML approaches to predict $B_o$ has been provided in Table 1.

To the best of our knowledge, all the existing empirical correlations and ML models (herein, ML models are referred to as intelligent models) that were proposed to estimate $B_o$ are based on black oil properties, and no effort has been made to develop compositional models toward predicting this important parameter. This is mainly because of the lack of comprehensive compositional data for this parameter. Since compositional models are usually more robust in comparison to black oil models, this communication principally concentrates on developing reliable and accurate compositional $B_o$ models for Middle East crude oil systems using various advanced and powerful intelligent approaches, namely, ETs, random forest (RF), decision trees (DTs), generalized regression neural networks (GRNNs), and cascade-forward back-propagation network (CFBPN) and multilayer perceptron (MLP) and RBF neural networks. Moreover, the efficiency of three different training algorithms, that is, Bayesian regularization (BR), scaled conjugate gradient (SCG), and Levenberg–Marquardt (LM), is assessed in training the CFBPN and MLP models. The models accept oil composition ($H_2S$, $CO_2$, $N_2$, and $C_1$ to $C_{11}$), temperature, pressure, and the specifications of $C_{12+}$ as inputs. This is the first time that ML models are employed for compositional modeling of $B_o$. The performance of the offered models is assessed with respect to many statistical and graphical error assessments. Furthermore, the efficiency of the developed models at various temperatures was evaluated. Also, a trend analysis was performed to evaluate the power of the proposed models in detecting the physical trend of the target parameters. Finally, an outlier detection is performed using the Leverage approach to assess the models’ applicability domain and detect outliers.

In the following, section 2 presents details about experimental procedures and the gathered databank. Then, section 3 provides an exhaustive explanation of AI modeling approaches. Section 4 represents the modeling outcomes and evaluates the proficiency of the developed models in contrast to various EoSs. In the end, section 5 highlights the points that can be concluded from this research.
2. MATERIALS AND METHODS

A set of PVT experiments, including CCE, DL, and the separator test, is carried out to determine the oil formation $B_o$ for various Iranian oil samples. The parameter is obtained through a specific combination of these tests. The data obtained from DL and separator tests leads to the determination of $B_o$ at pressures above the saturation pressure, while $B_o$ at pressures lower than bubble point pressure is determined using the combination of the data attained from the CCE and separator tests. The following equations express how these parameters were calculated:

$$B_o = \left( \frac{V_t}{V_b} \right)_\text{CCE} B_{osb}(P \geq P_b) \quad (1)$$

$$B_o = B_{osb} B_{odb}(P_b > P) \quad (2)$$

where $(V_t/V_b)_\text{CCE}$ = relative total volume by the CCE test, $B_{osb}$ = formation volume factor at bubble point pressure from the separator test, $B_{odb}$ = relative volume at bubble point pressure from the DL test, $B_{odb}$ = relative volume from the DL test.

Then, various ML approaches are applied to precisely estimate the oil formation $B_o$. The models are developed and tested based on 1224 data points. The input vectors of all models comprise values for oil composition, reservoir temperature and pressure, and $C_{12+}$ specifications [molecular weight (MW) and SG]. Prior to the models’ training phase, the datasets are prepared based on two different schemes. In the first type of datasets, the mole percent of each fraction is used as a distinct input parameter, while the fractions’ mole percent is regrouped into three clusters in the other type of datasets. Table 2 presents details about the performed grouping. Accordingly, the first kind of model is called the “Normal Model”, and the other ones are named “Lumped Models”. The aim of considering two different approaches is to reduce the computational cost through decreasing the number of input (without excluding any parameter) so that in case of integrating the developed models with commercial simulators, they can respond, consuming less time and memory.
predictive models are to learn from 80 percent of the data and then be tested against the remaining 20 percent. The subsets were chosen arbitrarily. A brief statistical description of the employed databank for the normal and lumped models is presented in Tables 3 and 4. The employed data was gathered from the Research Institute of Petroleum Industry (RIPI) that is under the surveillance of the National Iranian Oil Company (NIOC), and the Supporting Information contains the gathered data for representative 10 oil samples.

3. INTELLIGENT METHODS

3.1. Decision Tree. In 1984, Breiman et al. introduced a new supervised non-parametric learning algorithm, namely, the classification and regression tree (CART), which is applicable to both classification and regression problems. With respect to the problem they are being applied to, a decision tree is termed “The classification tree (CT)” or “The regression tree (RT)”.

Variable selection, data manipulation, handling of missing values, and prediction were among the most popular fields in which DTs have been employed owing to their simplicity, interpretability, ability to provide graphical representation, and low computational cost. The algorithm of DTs involves root, internal, and leaf nodes, which are joined through branches. The root node that carries the input data is located at the top of the tree, while the leaves deliver the output. The data starts moving from the root node to internal nodes and then leaf nodes. Thus, the shape of the model is similar to that of an upside-down tree.

The DT tries to provide an easy-to-interpret solution by splitting a complicated problem. Splitting, stopping, and pruning are the main actions in the development phase of a DT. The development phase starts from the root node by dividing the training data. The splitting moves forward to internal nodes. The splitting process continues until predefined stopping criteria are satisfied. Then, the complexity of the tree is reduced by the pruning approach, which prevents overfitting. A typical DT model is illustrated in Figure 1.

3.2. Random Forest. Seventeen years after the introduction of DTs, Breiman developed an RF as a more robust model. The RF involves a collection of several independent DTs (weak learners). The algorithm is developed based on the notion of random feature selection and bagging simultaneously. In order to minimize the generalization error, the RF randomly selects input variables instead of considering the best variable.

Once the training data is loaded, a number (N) of unpruned regression/classification trees are generated using N bootstrapped datasets produced by bagging the original databank. In other words, the whole databank is divided into several subsets, and different trees will be trained based on each subset. This process guarantees the trees’ diversity and lessens the model’s total error. The term “out-of-bag” (OOB) refers to the samples that are not included in the training data. The OOB subset is unique for each tree as just a sample of the original data is used to generate each tree. Thus, the OOB subsets are used to validate the model. In the RF algorithm, the Gini index is employed to evaluate the impurity (error) of a particular component compared to other classes and to select the best split. Finally, the aggregation of the outputs of generated trees represents the output of the RF model. Figure 2 illustrates a schematic of an RF model.

3.3. Extra Tree. The ET, that is, another variation of tree-based ensemble models, was proposed by Geurts et al. for the first time. Like the DT and RF, it solves classification and regression problems. This relatively novel ML approach is also called the extremely randomized tree (ERT). The algorithm is based on the same notions as those of the RF with two fundamental differences: In the ET, no bootstrap or bagging procedure is performed, and trees are generated based on all of the training datapoints. Another difference is that the ET splits nodes randomly, while the RF employs the Gini index to select the best split.

3.4. Multilayer Perceptron Neural Network. As a basic form of ANNs, they were developed and introduced in the 1960s. The structure of MLP, analogous to other forms of ANNs, mimics the human brain’s nervous system’s process. The algorithm involves three classes of layers. The input layer is the first layer that carries the input data, where the number of input variables determines the number of neurons. The output layer, located at the end of the model, represents the output(s). The hidden layer(s) connects the input and output layers and is responsible for detecting the relationship between the input and output variables via transfer (activation) functions. The mathematical expressions of some of the transfer functions are presented below

\[ \text{sinusid} : f(x) = \sin(x) \]  
\[ \text{tansig} : f(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} = \frac{2}{1 - e^{-2x}} - 1 \]  
\[ \text{logsig} : f(x) = \frac{1}{1 + e^{-x}} \]  
\[ \text{purelin} : f(x) = x \]

Table 5. Optimum Values for Hyperparameters of the Developed \( B_S \) Models

| Hyperparameters                                      | normal model (s) | lumped model (s) |
|------------------------------------------------------|------------------|------------------|
| DT                                                   |                  |                  |
| - minimum leaf size                                 | 5                | 1 12             |
| - minimum parent size                                | 10               |                  |
| - predictor selection                                | curve all        |                  |
| - number of variables to samples                     |                  |                  |
| RF                                                   |                  |                  |
| - number of learners                                 | 10               | 71 all           |
| - minimum leaf size                                  | 2                |                  |
| - number of variables to samples                     | All              |                  |
| ET                                                   |                  |                  |
| - number of learners                                 | 30               | 30               |
| - minimum leaf size                                  | 5                | 1                |
| - number of variables to samples                     | all              | all              |
| GRNN                                                 |                  |                  |
| - spread coefficient                                 | 0.3000           | 0.3300           |
| CFBPN                                                |                  |                  |
| - training algorithm                                 | BR, LM, SCG      | BR, LM, SCG      |
| - number of hidden layers                            | 1                | 1                |
| - number of hidden neurons                           | 7                | 12               |
| - transfer function                                  | tansig           | tansig           |
| RBF                                                  |                  |                  |
| - maximum number of neurons                          | 150              | 150              |
| - spread coefficient                                 | 1.5              | 1                |
| MLP                                                  |                  |                  |
| - training algorithm                                 | BR, LM, SCG      | BR, LM, SCG      |
| - number of hidden layers                            | 1                | 1                |
| - number of hidden neurons                           | 8                | 15               |
| - transfer function                                  | tansig           | tansig           |
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Table 6. Statistical Evaluation of the Proposed $B_o$ Models

| Model   | Normal Models | Lumped Models |
|---------|---------------|---------------|
|         | Train         | Test          | Total          |
|         | $APRE,\%$ | $AAPRE,\%$ | $rmse, SCF/STB$ | $R^2$ | $SD$ | $APRE,\%$ | $AAPRE,\%$ | $rmse, SCF/STB$ | $R^2$ | $SD$ |
|RF      | -0.1705      | 0.9390       | 0.0425         | 0.9866 | 0.0226 | -0.2476    | 1.0424       | 0.0541         | 0.9745 | 0.0304 |
|        | -0.0778      | 1.2312       | 0.0645         | 0.9703 | 0.0285 | -0.0279    | 1.4002       | 0.0430         | 0.9797 | 0.0250 |
|        | -0.0406      | 1.2132       | 0.0261         | 0.9944 | 0.0174 | -0.0438    | 1.3511       | 0.0342         | 0.9929 | 0.0187 |
|ET      | -0.5869      | 1.4146       | 0.0457         | 0.9846 | 0.0312 | -0.3706    | 1.5790       | 0.0572         | 0.9709 | 0.0375 |
|        | -0.0250      | 1.3243       | 0.0345         | 0.9908 | 0.0207 | -0.0376    | 1.5109       | 0.0370         | 0.9898 | 0.0237 |
|        | -0.0249      | 1.4292       | 0.0331         | 0.9918 | 0.0208 | 0.0179     | 1.7540       | 0.0399         | 0.9860 | 0.0274 |
|GRNN    | -0.0745      | 1.8705       | 0.0452         | 0.9835 | 0.0301 | -0.0437    | 1.9824       | 0.0672         | 0.9711 | 0.0331 |
|        | -0.0439      | 1.6833       | 0.0409         | 0.9882 | 0.0237 | -0.3377    | 1.8155       | 0.0565         | 0.9611 | 0.0329 |
|        | -0.1946      | 1.5354       | 0.0353         | 0.9904 | 0.0221 | 0.2221     | 1.6220       | 0.0475         | 0.9830 | 0.0269 |
|        | 0.1056       | 1.7019       | 0.0433         | 0.9853 | 0.0261 | -0.0174    | 1.8199       | 0.0467         | 0.9846 | 0.0275 |
|MLP-BR  | -0.0692      | 1.6991       | 0.0408         | 0.9878 | 0.0272 | -0.0188    | 1.8507       | 0.0435         | 0.9824 | 0.0312 |
|        | -0.0779      | 0.9600       | 0.0395         | 0.9894 | 0.0197 | -0.1257    | 1.0426       | 0.0250         | 0.9898 | 0.0178 |
|        | -0.1409      | 1.3422       | 0.0966         | 0.9293 | 0.0430 | 0.0768     | 1.4343       | 0.0510         | 0.9793 | 0.0253 |
|        | -0.0419      | 1.1404       | 0.0248         | 0.9954 | 0.0161 | -0.0912    | 1.2785       | 0.0320         | 0.9915 | 0.0190 |
|        | -0.5748      | 1.5091       | 0.0399         | 0.9852 | 0.0311 | -0.3443    | 1.5619       | 0.0710         | 0.9615 | 0.0398 |
|        | -0.0295      | 1.3155       | 0.0554         | 0.9900 | 0.0212 | -0.0955    | 1.6516       | 0.0393         | 0.9602 | 0.0230 |
|        | 0.0017       | 1.5235       | 0.0343         | 0.9915 | 0.0203 | 0.0815     | 1.6556       | 0.0319         | 0.9891 | 0.0235 |
|        | -0.0643      | 1.8623       | 0.0343         | 0.9842 | 0.0253 | -0.0507    | 2.0618       | 0.0583         | 0.9793 | 0.0297 |
|        | -0.0362      | 1.5207       | 0.0441         | 0.9862 | 0.0223 | -0.0138    | 1.7192       | 0.0527         | 0.9688 | 0.0303 |
|        | -0.0334      | 1.5675       | 0.0423         | 0.9871 | 0.0226 | -0.1708    | 1.6711       | 0.0352         | 0.9873 | 0.0260 |
|        | -0.0127      | 1.7776       | 0.0449         | 0.9852 | 0.0258 | 0.1701     | 1.9605       | 0.0392         | 0.9856 | 0.0275 |
|MLP-LM  | -0.0774      | 1.8730       | 0.0464         | 0.9837 | 0.0259 | 0.2079     | 2.0637       | 0.0485         | 0.9812 | 0.0274 |
|        | -0.1859      | 0.9597       | 0.0451         | 0.9844 | 0.0243 | -0.0678    | 1.2650       | 0.0608         | 0.9717 | 0.0278 |
|        | -0.0412      | 1.2408       | 0.0279         | 0.9940 | 0.0176 | -0.5436    | 1.4475       | 0.0482         | 0.9822 | 0.0326 |
|        | -0.0436      | 1.3615       | 0.0350         | 0.9906 | 0.0213 |
|        | -0.0086      | 1.5005       | 0.0346         | 0.9908 | 0.0229 |
|        | -0.0683      | 1.8928       | 0.0503         | 0.9806 | 0.0307 |
|        | -0.1027      | 1.7098       | 0.0445         | 0.9848 | 0.0258 |
|        | -0.1115      | 1.5527       | 0.0381         | 0.9889 | 0.0231 |
|        | 0.0878       | 1.7090       | 0.0440         | 0.9849 | 0.0252 |
|        | -0.0592      | 1.7294       | 0.0413         | 0.9869 | 0.0280 |
|        | 0.0473       | 0.9150       | 0.0418         | 0.9838 | 0.0241 |
|        | 0.1701       | 1.9605       | 0.0410         | 0.9873 | 0.0262 |
|        | 0.0238       | 1.8141       | 0.0439         | 0.9853 | 0.0261 | 0.0205     | 1.9110       | 0.0468         | 0.9832 | 0.0262 |
Finding the optimum network structure is necessary to make the MLP network reliable.\(^{35}\) Generally, a one-hidden-layer MLP is appropriate for solving most problems. Nevertheless, for more complex tasks, more hidden layers can be employed.\(^{36}\) It is noteworthy that although using a large number of hidden layers/neurons can improve the model’s precision, in the case of too many hidden layers/neurons, overfitting may occur, and the model fails to provide reliable predictions for the testing dataset. The other elements in an MLP network are the links or weights, which connect the neurons of a layer to the neurons of a subsequent layer. A transfer function is employed to pass the summation value, which is calculated by adding a bias term to multiplication of the summation of the values of preceding neurons and a particular weight.\(^{34,35}\) To make it clear, the output value of a one-hidden-layer network with tansig and purelin transfer functions in hidden and output layers can be expressed as

$$\text{Net. Output} = \text{purelin}(w_2 \times (\text{tansig}(w_1 \times x) + b_1) + b_2)$$  \hspace{1cm} (7)

where \(x\) is the value of an input vector and \(w_1, w_2, b_1, \) and \(b_2\) denote the weight matrices and bias vectors for hidden and output layers, respectively. Various training algorithms are developed for adjustment of the weights and bias, among which the BR, LM, and SCG are the most popular ones.\(^{37}\) The flowchart of an MLP network development process is presented in Figure 3.

### 3.5. Cascade-Forward Back-Propagation Network
The CFBPN algorithm was first proposed by Fahlman and Lebiere.\(^{38}\) They hoped to enhance the network’s ability in catching the relation between input and output parameters by creating more connections among layers. The fundamental difference between the structure of a cascade network and conventional ANNs is the number of links between layers. In the cascade algorithm, each layer is linked to all previous layers, while each layer is linked only to its preceding layer in conventional ANNs.\(^ {39}\) Usually, CFBPNs can provide more accurate results with a lower number of hidden neurons in comparison to conventional ANNs.\(^ {40}\) However, the higher number of adjustable weights may result in higher computational costs.\(^ {41}\) Figure 4 depicts a typical CFBPN.

### 3.6. Radial Basis Function Neural Network
An RBF network that can be applied to both classification and regression problems is derived from the notion of function approximation.\(^{35,32}\) This approach was first developed by Broomhead and Lowe\(^{42}\) in 1988. The main difference of this algorithm in comparison to conventional networks is the way they process the data. The RBF maps the input data into a feature space of a higher dimension using activation functions, instead of using transfer functions. Also, there is always one hidden layer in this network. Therefore, hidden neurons’ quantity is the only remaining parameter to be optimized, which is lower than or equal to the quantity of training points. In the hidden layer, neurons have specified radiuses and are distributed in the feature space. Then, the Euclidean distance measures the distance between the center of hidden neurons and input vectors, as shown in eq \(^{42}\)

$$r_j = \sqrt{\sum_{i=1}^{n} (x_i - C_j)^2} j = 1, 2, ..., N$$  \hspace{1cm} (8)

where \(x\) and \(C\) are the input and center vectors, respectively. \(N\) is equivalent to the number of input variables, while \(N\) is lower than or equal to the training points. Then, one of the following radial basis transfer functions is utilized to transfer the calculated Euclidean distance to the output\(^{35}\)

- **Linear function**: \(\phi_i = r\)

- **Cubic function**: \(\phi_i = r^3\)

- **Gaussian function**: \(\phi_i = \exp\left(\frac{r^2}{2\sigma^2}\right)\)

- **Multi-quadratic function**: \(\phi_i = (r^2 + \sigma^2)^{1/2}\)

The Gaussian function shows a smoother behavior and has been extensively employed. As a matter of fact, there are typically two adjustable variables in an RBF network: the Gaussian function’s spread coefficient (\(\sigma\)) and the number of hidden neurons. The radius of hidden neurons depends on the value of the spread coefficient. Considering numerous hidden neurons may result in a complex model with a low error and low execution rate. On the other hand, employing a large spread coefficient results in a small model with a greater error. A model with a small spread coefficient may precisely predict the training data but may fail to provide reliable answers for the testing data.\(^ {43}\) Hence, in order to have a reliable RBF model, the value of these two parameters should be optimized. Figure 5 depicts the RBF network illustration.

### 3.7. Generalized Regression Neural Network
The GRNN uses the notions of both probabilistic and RBF networks. Specht\(^ {44}\) developed the GRNN algorithm in a way that it does not involve an iterative process to identify nonlinear relationships. Similar to probabilistic networks, the GRNN has a one-pass learning algorithm that needs a few training samples to generalize fast.\(^ {45}\) The main structural difference between the GRNN and RBF network is its extra layer, namely, the summation layer, which connects the hidden layer to the output layer (as depicted in Figure 6). Also, the number of hidden neurons is equivalent to the training points in the GRNN. Hence, the spread coefficient of the Gaussian function is the only parameter that remains in the GRNN to be optimized. In the summation layer, there are two kinds of neurons which calculate the weighted (\(S\)) or algebraic (\(D\)) sum of data through the equations mentioned below\(^ {46}\)

$$D = \sum_{i=1}^{n} e^{-\left(\frac{E^2}{2\sigma^2}\right)}$$  \hspace{1cm} (13)

### Table 7. Time and Memory Assessment for Each Modeling Approach

| Model   | Memory (Mb) | Time (s) |
|---------|-------------|----------|
| DT      | 313         | 0.28     |
| ET      | 339         | 0.99     |
| RF      | 295         | 0.62     |
| GRNN    | 214         | 0.19     |
| RBF     | 274         | 0.41     |
| MLP-LM  | 72          | 0.75     |
| MLP-BR  | 76          | 16.3     |
| MLP-SCG | 63          | 2.39     |
| CFBPN-LM| 31          | 1.23     |
| CFBPN-BR| 36          | 1.58     |
| CFBPN-SCG| 11         | 0.82     |
Figure 7. Cross-plots of the proposed normal $B_0$ models; (a) RF, (b) DT, (c) EsT, (d) GRNN, (e) CFBPN-BR, (f) CFBPN-LM, (g) CFBPN-SCG, (h) RBF, (i) MLP-BR, (j) MLP-LM, and (k) MLP-SCG.
Figure 8. Cross-plots of the proposed lumped $B_p$ models; (a) RF, (b) DT, (c) ET, (d) GRNN, (e) CFBPN-BR, (f) CFBPN-LM, (g) CFBPN-SCG, (h) RBF, (i) MLP-BR, (j) MLP-LM, and (k) MLP-SCG.
4. RESULTS AND DISCUSSION

This study represented the very first attempt toward compositional modeling of oil formation \( B_o \) using various advanced and powerful intelligent systems, namely, the ETs, RF, DTs, GRNNs, and CFBPN and MLP and RBF neural networks. The modeling was done based on oil composition, reservoir temperature and pressure, and \( C_{12+} \) characteristics (SG and MW). The models were developed based on a comprehensive databank consisting of 1224 data points. Moreover, two kinds of models were developed. The first kind of model had 18 input variables, namely, reservoir temperature and pressure, oil composition (\( H_2S, N_2, CO_2, \) and \( C_1 \) to \( C_{12} \)), SG and MW of the \( C_{12+} \) fraction, and one target parameter, that is, \( B_o \). On the other hand, the mole fractions were regrouped into three clusters for the second type of model. Therefore, these models had seven input variables. Accordingly, the models developed based on the first scheme were called “Normal Models”, and the other ones were called “Lumped Models”. The proficiency of developed models was then compared with seven different EoSs, namely, 2-parameter Peng–Robinson (PR), Redlich–Kwong (RK), 2-parameter Soave–Redlich–Kwong (SRK), Zudkevitch–Joffe (ZJ), 3-parameter Peng–Robinson (PR3), 3-parameter Soave–Redlich–Kwong (SRK3), and Schmidt–Wenzel (SW). The upcoming sections discuss the development phase of each model and efficiency assessment benchmarks and the modeling outcomes. At the end of this section, the outlier detection approach is discussed.

4.1. Model Development. As aforementioned, the normal and lumped models were, respectively, developed with 18 and 7 inputs. Throughout the development process, the whole dataset was split with a proportion of 4/1. Hence, the models had to be trained using 80 percent of datapoints, and then, the remaining 20 percent was employed to test the models’ efficiency. Each model was developed several times, and the optimum values attained for the hyperparameters of each model are presented in Table 5. Moreover, the efficiency of various training algorithms in training the CFBPN and MLP network was assessed, namely, the SCG, BR, and LM. It is noteworthy that the hyperparameters of the tree-based models were optimized by the Bayesian optimization approach.

4.2. Performance Evaluation. In order to statistically evaluate the performance of the developed models, a variety of statistical indexes, namely, the root mean square error (rmse), average percent relative error (APRE), standard deviation (StD), AAPRE, and correlation coefficient (\( R^2 \)), were employed. The equations of the considered errors are provided here:\textsuperscript{14,49}

\[
S = \sum_{i=1}^{n} \frac{y_i e^{-\frac{e^2}{2\sigma^2}}}{\sum_{i=1}^{n} e^{-\frac{e^2}{2\sigma^2}}} \quad (14)
\]

where Euclidean distance and the spread coefficient are, respectively, represented by \( E \) and \( \sigma \) and \( y_i \) exhibits the output for \( i \)th training data. Then, the division of the results of the summation neurons determines the model’s output as:\textsuperscript{18}

\[
\text{Output}_i = \frac{\sum_{j=1}^{m} y_{ij} e^{-\frac{e^2}{2\sigma^2}}}{\sum_{j=1}^{m} e^{-\frac{e^2}{2\sigma^2}}} \quad (15)
\]

Table 8. Statistical Evaluation of EoSs in Estimating \( B_o \)

| EoSs       | PR  | SRK | RK  | ZJ  | PR3 | SRK3 | SW  |
|------------|-----|-----|-----|-----|-----|------|-----|
| APRE, %    | 8.3609 | 7.5739 | −4.1484 | 2.4926 | −2.2982 | −4.0382 | 3.5853 |
| AAPRE, %   | 8.5179 | 7.9151 | 8.7154 | 4.8136 | 4.2345 | 5.2804 | 4.9487 |
| rmse, SCF/STB | 0.1824 | 0.1708 | 0.3254 | 0.1590 | 0.1095 | 0.1426 | 0.1468 |
| \( R^2 \)  | 0.7452 | 0.7767 | 0.1894 | 0.8064 | 0.9083 | 0.8444 | 0.8350 |
| Std        | 0.0993 | 0.0944 | 0.1810 | 0.0719 | 0.0588 | 0.0771 | 0.0833 |
In addition to statistical evaluations, graphical error analysis was performed to provide visual assessment and comparison. To this end, different kinds of plots including cross-plots, error distribution plots, error bar charts, and cumulative frequency plots were sketched. In cross-plots, the predicted/estimated values are depicted versus experimental ones. In such plots, the

\[ \text{rmse : } E_{\text{rmse}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{i, \text{exp}} - y_{i, \text{pred}})^2} \]  

\[ \text{StD : } E_{\text{StD}} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{y_{i, \text{exp}} - y_{i, \text{pred}}}{y_{i, \text{exp}}} \right)^2} \]  

\[ R^2 : E_{R^2} = 1 - \frac{\sum_{i=1}^{n} (y_{i, \text{exp}} - y_{i, \text{pred}})^2}{\sum_{i=1}^{n} (y_{i, \text{exp}} - \bar{y})^2} \]  

Figure 10. Cross-plots of different EoSs in predicting \( B_o \): (a) PR, (b) SRK, (c) RK, (d) ZJ, (e) PR3, (f) SRK3, and (g) SW.
more compact zone around the unit slope line reflects the more accurate model. The error distribution plots show the relative error against the experimental value of the target parameter. If points are distributed in a smaller zone near the zero line, the model is more accurate. The error bar charts provide a visual comparison between the efficiency of the developed models. The cumulative frequency plots show the cumulative frequency against the absolute relative error.

4.2.1. Intelligent Models. The proposed intelligent $B_o$ models were developed based on normal and lumped schemes. The modeling was done using 1224 data points. The statistical evaluations of the developed normal and lumped $B_o$ models are presented in Table 6. Overall, the table expresses that all intelligent models were able to provide reliable estimations for both normal and lumped datasets. However, when the number of inputs decreases, the accuracy of the developed models reduces except for RBF and ET models. As the table reflects, tree-based models showed the lowest errors in terms of AAPRE with the outperformance of the RF model representing total AAPRE values of 0.96 and 0.98% for the normal and lumped datasets, respectively. For both normal and lumped cases, the developed ET models came next with a corresponding value of 1.24 and 1.17%, respectively. The third places in both normal and lumped cases go to DT models with a corresponding total AAPRE of 1.26 and 1.36%, respectively. From another point of view, ET models were the most efficient models in terms of $R^2$, rmse, and StD between both normal and lumped models. Among different kinds of neural networks, CFBPN-BR and GRNN models were the most efficient ones in normal and lumped cases, respectively. The results also indicated that CFBPN models are generally more rigorous than MLP networks. It should be noted that CFBPN models had a simpler structure in comparison to MLP networks. In addition, the BR training algorithm showed more efficiency if training both CFBPN and MLP networks, followed by the LM algorithm.

Alongside the statistical error evaluation, the efficiency of the models was assessed with respect to time and memory occupied by each specific run. The average time consumed by each run was calculated after 100 runs and is reported in Table 7. As the table reflects, despite the fact that kernel-based models and tree-based models showed a higher rate of consumed memory than CFBPN and MLP models, they were remarkably faster and able to be trained in much less time.

In order to graphically assess the performance of the proposed $B_o$ models, the cross-plots of the developed normal and lumped models are illustrated in Figures 7 and 8, respectively. Overall, the figures demonstrate that the performance of each intelligent approach was almost the same for normal and lumped models. Furthermore, the plots show that all models could provide precise and reliable predictions for $B_o$ since the points are well scattered around the unit slope line. As cross-plots are typically affected by correlation coefficient and rmse values, the cross-plots for RF and DT models illustrate a relatively weak agreement between the estimated and measured points since these two approaches did not provide good results in terms of rmse and $R^2$, as was shown in statistical evaluation. On the other hand, the cross-plots of the ET models confirm their higher
performance over the other proposed models. The figures also reveal that the ET models were the only models that could provide accurate predictions for all ranges of $B_o$. Thus, the results of both statistical and graphical error assessments verify that the ET models are the most efficient models for predicting $B_o$ in both normal and lumped cases.

As can be seen in the cross-plots, the test samples vary for different subplots as in the development phase of each predictive model, the whole dataset was randomly divided with a ratio of 80/20. To be more precise, when the models’ error was not satisfying, these processes (models’ training and random splitting of data) would be repeated, and this recursive approach would continue until a satisfying error was reached. Accordingly, based on each ML algorithm, numerous predictive models were developed, and the best model in terms of error was selected and reported as the final model.

The error distribution plots for normal and lumped ET models are portrayed in Figure 9. It is clearly illustrated that the points located far from the zero-error line are scarce, and a high concentration of points can be seen in a short range near the zero-error line, which again verifies the reliability of these models. In Figure 9a, it is shown that only 26 points (2.1% of the total dataset) are estimated with a relative error of greater than 10%. Moreover, the highest absolute relative deviation for PR3 was approximately 30%.

4.2.2. Equations of State. The aforementioned EoSs were employed again to estimate the oil formation $B_o$ using the PVTi module of Eclipse commercial software. Table 8 summarizes the detailed statistical evaluation of the employed EoSs in estimating $B_o$.

According to the table, PR3 EoSs could provide the most accurate predictions for $B_o$ with AAPRE, $R^2$, and rmse values of 4.23%, 0.84, and 0.14 SCF/STB, respectively. After this, ZJ and SW showed the lowest APPRE values of 4.81 and 4.95%, respectively. From another viewpoint, SRK3 could take the second place in terms of rmse and $R^2$. By contrast, PR and RK were the least accurate EoSs in estimating $B_o$ with AAPRE values of 8.52 and 8.71%, respectively. To graphically illustrate the efficiency of EoSs in predicting $B_o$, Figure 10 represents the obtained cross-plot for each EoS. The cross-plots also confirm the higher capability of PR3 over other EoSs in estimating $B_o$ as the points are scattered in a smaller area around the unit slope line in comparison to other plots.

Moreover, the error distribution plot for PR3, as the most accurate EoS, is illustrated in Figure 11. The plots demonstrate that 129 data points (10.5% of the total dataset) estimated using PR3 EoS showed an absolute relative deviation of higher than 10%. Moreover, the highest absolute relative deviation for PR3 was approximately 30%.

4.2.3. Comparison between Intelligent Models and EoSs in Predicting $B_o$. The comparison between the error evaluations of the developed intelligent models and preexisting EoS clearly verifies the higher performance of the intelligent models. Even the least accurate intelligent approach (lumped MLP-SCG) showed about a half value of the AAPRE that was shown by the most accurate EoS (PR3) in predicting $B_o$. It should be mentioned that the most accurate and reliable intelligent approach for both normal and lumped $R$ models was ET models with AAPRE values of 1.24 and 1.17%, respectively, while the most efficient EoS showed an AAPRE of 4.23%. Another equally important point worth mentioning is that the maximum absolute relative error showed by normal and lumped ET models was 13.11 and 12.44%, respectively, while the corresponding value for SW was approximately 30.23%. Moreover, Figure 12 shows the error bar chart of the best-established normal and lumped intelligent models in comparison to different EoSs with respect to AAPRE, rmse, and $R^2$ values. The figure provides a clear graphical comparison, which shows the outperformance of the intelligent models in all error indices.

In addition to bar charts, the cumulative frequency plot is provided for the most efficient normal and lumped intelligent models (ET-based models), and the best EoS (PR3) is sketched in Figure 13. According to this plot, the majority of points were predicted by intelligent models with much less error. Normal and lumped ET models were able to estimate over 95% of points with an error of lower than 4%, whereas the PR3 EoS could forecast only 13% of the points with such errors.

Therefore, through a variety of statistical and graphical error evaluations, the superiority of the developed intelligent models, specifically ET models, in estimating oil formation $B_o$ was confirmed in comparison to seven employed EoSs. It should be mentioned that the data-driven predictive models are to predict the target parameter using the input parameters within the ranges of training samples, and it is not expected that they work well for the data far from the training samples. The aim of using different subsets is to avoid overfitting. If a model overfits, it can precisely estimate the training targets, but it fails to predict the testing targets.
4.2.4. Bo Models’ Performance in Different Temperature Ranges. Figure 14 portrays the group error plot for four ranges of temperature to investigate the efficiency of the proposed ET models in various temperature ranges. Along with ET models, the efficiency of PR3, as the most accurate EoS, is sketched as well. Overall, the ET-based models exhibited a relatively consistent performance. From the statistical point of view, ET models could provide less accurate predictions for temperatures higher than 260 °F, while their performance in other ranges of temperature was nearly the same. In the case of EoSs, the Bo points that had a temperature higher than 260 °F were predicted with higher errors. The results of this figure verify the reliability of the proposed ET models in predicting Bo. The figure also confirms that the ET models can provide precise predictions for Bo in all ranges of temperature. Since the outperformance of ET models was approved, they were kept for further evaluations.

4.3. Trend Analysis. In modeling approaches, it is very important to check if the developed models are able to recognize the physical trend of the output and an input variable.\textsuperscript{50} With the aim of evaluating the capability of the developed ET models in spotting the existing physical trend between the Bo and pressure, Figure 15 illustrates the estimated and measured Bo values against corresponding pressure. The estimations of PR3, the most efficient EoS, are sketched as well. In this figure, three plots are represented which are sketched for constant compositions and temperatures. Therefore, the only remaining parameter that can affect the value of Bo is pressure. Plot (a) in this figure is sketched for an oil sample with a reservoir temperature of 170 °F, while plots (b) and (c) show the trend of Bo at constant temperatures of 207.3 °F and 240 °F, respectively.

The figure evidently demonstrates the capability of the proposed ET models in reproducing the physical trend of the problem at different temperatures. On the other hand, SW was not as precise as intelligent models in recognition of this physical trend. It also can be inferred from the figures that Bo increases at a low rate as the pressure declines above saturation pressure (Pb). This is because no gas has come out from the fluid at pressures higher than Pb, and pressure decrease leads to oil expansion, which results in volume increase. Once the pressure falls below Pb, further pressure reduction results in Bo decrease at a relatively higher rate since the gas is evolved from the fluid, and oil volume decreases. The observed trend is in agreement with the general knowledge.

4.4. Outlier Detection and the Applicability Domain of the Proposed Bo Models. In this research, the Leverage approach, a reliable outlier detection method,\textsuperscript{51,52,53} was applied to assess the reliability of the used data and to appraise the applicability realm of the proposed normal and lumped ET-based Bo models. In this approach, the datapoints located far from the bulk data are detected as outliers.\textsuperscript{52} The main principles of the Leverage approach are the hat matrix (H), Leverage limit (H*), and standardized residuals (SRs). These principles are calculated as\textsuperscript{53}

\[
SR = \frac{z_i}{(MSE(1 - H))^{0.5}}
\]  

Figure 15. Measured and predicted values of Bo for three oil samples at (a) 170 °F, (b) 207.3 °F, and (c) 240 °F.
where $z_i$, MSE, and $H_{ii}$, respectively, denote the error, mean square error, and hat indices of the $i$th data point. $I$ equals the number of inputs plus one, and $N$ expresses the total number of data points. $X$ is a two-dimensional $N \times b$ matrix ($b$ shows the model’s dimension), while $t$ means the transpose matrix.\textsuperscript{53,54}

The Leverage approach provides a visual representation, the so-called Williams plot, which makes it easy to interpret the results. This technique categorizes points into “Good/Bad High Leverage”, “Lower/Upper Suspected Data”, and “Valid Data”, and each category is located in a particular zone of the Williams plot. The points that have a hat value lower than the Leverage limit exist in the applicability domain of the model. The points having SR values higher than 3 or lower than $-3$ are not predicted well. Therefore, the points located before the Leverage limit and in the interval of $-3 < \text{SR} < 3$ are referred to as “Valid Data”.\textsuperscript{53}

In the case of developed normal and lumped ET models for predicting $B_o$, the Leverage limit was obtained as 0.0466 and 0.0196, respectively. The Williams plots for the proposed ET-based $B_o$ models are illustrated in Figure 16. The figure clearly reflects that the majority of points were valid. For the normal model, only 49 points (out of 1224) were not inside the “Valid Data” region. Only 17 points (1.39% of the total dataset) were detected as outliers. Also, 25 points (2.12% of the total dataset) were found to be in the “Good High Leverage” zone, and 7 points (0.57% of the total dataset) could be seen in the “Bad High Leverage” zone. Moreover, in the case of the lumped ET model, 55 points (out of 1224) were outside of the “Valid Data” zone. Among these points, 33 points (2.70% of the whole dataset) were detected as outliers, and 22 remaining points (1.80% of the whole dataset) could be seen in the “Good High Leverage” zone. It is noteworthy that no point was seen inside the “Bad High Leverage” zone. Hence, the consistency of the used databank was confirmed by the Leverage approach.

5. CONCLUSIONS

In this communication, various compositional models for predicting oil formation $B_o$ were developed based on various advanced and powerful intelligent models, namely, the ETs, RF, DTs, GRNN, and CFBPN and MLP and RBF neural networks. Moreover, the efficiency of three different training algorithms, that is, the BR, SCG, and LM, was assessed in training the CFBPN and MLP network. Additionally, the hyperparameters of the proposed tree-based models, that is, ET, RF, and DT
models, were adjusted by the Bayesian optimization method. The input vectors of all models contained values for reservoir temperature and pressure, oil composition (H, C, O, N, and S), and properties (SG and MW). Prior to the models’ training phase, the datasets were prepared based on two different schemes. In the first type of dataset, the mole percent of each fraction was used as a distinct input parameter, while the fractions’ mole percent was regrouped into three clusters in the other type of dataset. To the best of our knowledge, it was the first time that ML models have been employed for compositional modeling of $B_o$. In addition to intelligent models, seven EoSs were employed to estimate $B_o$. The performance of the proposed models and EoSs was evaluated using various graphical and statistical error assessments. Furthermore, the efficiency of the developed models at various temperatures was evaluated. Also, a trend analysis was performed to evaluate the power of the proposed models in detecting the physical trend of the target parameters. Finally, the outlier detection was performed using the Leverage approach to assess the models’ applicability domain and detect outliers. What follows highlights the most important points that were raised by this study:

1. Intelligent modeling techniques are reliable approaches to estimate oil PVT properties, and alongside their individual use to estimate these properties in a fraction of a second, they can be employed in commercial simulators for large-scale simulations to significantly reduce the computational burden according to their computational cost, which is much lower than that of EoSs.
2. The ET could outperform the other models providing the most consistent predictions for both lumped and normal datasets $B_o$. 
3. PR3 was the most efficient EoS in estimating $B_o$.
4. It was shown that the EoSs were defeated by even the weakest intelligent approaches.
5. The Leverage approach clearly confirmed the validity of the used databanks and applicability domain of the proposed models.
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