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Abstract. A general family of matrix valued Hermite type orthogonal polynomials is introduced and studied in detail by deriving Pearson equations for the weight and matrix valued differential equations for these matrix polynomials. This is used to derive Rodrigues formulas, explicit formulas for the squared norm and to give an explicit expression of the matrix entries as well to derive a connection formula for the matrix polynomials of Hermite type. We derive matrix valued analogues of Burchnall formulas in operational form as well explicit expansions for the matrix valued Hermite type orthogonal polynomials as well as for previously introduced matrix valued Gegenbauer type orthogonal polynomials. The Burchnall approach gives two descriptions of the matrix valued orthogonal polynomials for the Toda modification of the matrix weight for the Hermite setting. In particular, we obtain a non-trivial solution to the non-abelian Toda lattice equations.

1. Introduction

Matrix-valued orthogonal polynomials have been introduced by M.G. Krein at the end of the 1940’s, see [34], [35], in the study of the matrix moment problem and in the study of self-adjoint operators with higher deficiency indices. There have been various papers introducing and studying different aspects of matrix valued orthogonal polynomials, and an extensive overview paper with many references is [12]. Matrix valued orthogonal polynomials have since their introduction seen many other connections and applications, such as e.g. in relation to higher order recurrence relations [15], spectral analysis [3], [19], [20], scattering theory [3], [18], representations of compact symmetric spaces e.g. [22], [24], [29], [30], [36], and see [12] for more applications and references. The basics of matrix valued orthogonal polynomials is recalled in Section 2.1.

In a previous paper [26], we have studied the generalization of Burchnall’s formulas for the Hermite polynomials [8] to polynomial families in the Askey-scheme and its $q$-analogue, see e.g. [1], [27], [28] for the Askey scheme. In particular, one finds some standard solutions to the Toda lattice equations [26, §7], using the Lax pair formalism and the relation to orthogonal polynomials where the orthogonality measure is deformed by $e^{-xt}$, see e.g. [5], [25, §2.8]. One of the goals is to extend this relation to the non-abelian Toda lattice, which is studied by e.g. Bruschi et al. [17], Gekhtman [17]. Bruschi et al. [17] and Gekhtman [17] prove the integrability, and in Section 2.2 we show that for matrix valued orthogonal polynomials one can obtain solutions of the non-abelian Toda lattice by considering the three-term recurrence relation for monic matrix valued orthogonal polynomials where the matrix weight has been deformed by a similar exponential. This result of Proposition 2.2 might be well-known, and we include a proof for completeness. Several other non-abelian Toda lattices are available in the literature, see e.g. 1 and references given there.
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The important aspect of the polynomials in the Askey-scheme that make the extension of Burchall’s approach possible is the Rodrigues formula, which is closely related to shift operators, i.e., raising and lowering operators. For the matrix analogues for Gegenbauer polynomials studied in §31, such a Rodrigues formula exists, and the important ingredient to make this work are the Pearson equations. To prove Pearson equations, the $LDU$-decomposition of the weight in §31 is essential. The lowering operator in these cases is the derivative, so that we are in the situation of Cantero, Moral and Velázquez §10. The case of the matrix valued Hermite type polynomials of Section §3 does not fit into any of their examples. In §31 another approach of generalizing the results of §29, §30, is discussed. In particular, it is shown that the same polynomials of §31 are obtained in this way, and in §31 another decomposition of the weight is used. However, shift operators and Rodrigues formulas are obtained.

In order to obtain an additional example we introduce a general matrix valued analogue of the Hermite polynomials in Section §3. We introduce additional degrees of freedom in both the $L = U^*$ and the diagonal part of the $LDU$-decomposition of the matrix weight. The choice of the $L$-part is motivated as a limit transition of the $L$-part of the weight in §31, where the entries are given in terms of scalar-valued Gegenbauer polynomials. We then impose natural, but non-linear, conditions on the degrees of freedom in order to make the Pearson equations work. Then we can find shift operators, explicit expression for the squared norm, the three-term recurrence relation, etc. An important ingredient are matrix valued differential operators having the matrix valued Hermite type polynomials as eigenfunctions. In particular, this leads to an explicit expression for the matrix entries of matrix valued Hermite type orthogonal polynomials in terms of a sum of a product of two Hermite polynomials times a dual Hahn polynomial, see Theorem §3.13. We prove that there are at least three families of solutions to these conditions, giving rise to three different families of matrix valued Hermite type polynomials. For one of these families a special case is closely related to Durán §14, §13.

In Section §4 we then extend the general identities of §26, §2 to the matrix valued case, and we discuss briefly the results for the matrix valued Gegenbauer type orthogonal polynomials of §31 and for the newly introduced matrix valued Hermite type orthogonal polynomials. There are many other cases known of Rodrigues type equations, but often the formulas involve additional ingredients which make the approach of this paper unsuitable for these polynomials. Then we give a non-trivial solution for the non-abelian Toda lattice equations in Section §5 by looking at the Toda modification of the weight for the matrix valued Hermite type polynomials. Since there are two expressions for the matrix valued orthogonal polynomials for the Toda modification, we obtain non-trivial identities for these polynomials.
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2. Preliminaries

In Section §2.1 we recall some basics on matrix valued orthogonal polynomials, especially we discuss the corresponding three-term recurrence relation and matrix valued differential operators. General references for Section §2.1 are e.g. §3, §12, §14, §23. In Section §2.2 we
recall the non-abelian Toda lattice, see Gekhtman [17] who attributes it to Polyakov, and we show that the standard Toda modification of the orthogonality measure also works in the matrix case, see [25, §2.8] for the scalar case. Gekhtman [17] proves the integrability in the sense of e.g. [3], see also [7].

2.1. Matrix valued orthogonal polynomials. For any $N \in \mathbb{N} \setminus \{0\}$, let $W$ be a complex $N \times N$ matrix valued integrable function on the interval $(a, b)$, where $a$ and $b$ are allowed to be infinite, such that $W(x) > 0$ is positive definite almost everywhere and with finite moments of all orders. In this paper, all matrix weight functions are at least $C^2(a, b)$, and we assume in this section that $W$ is continuous as well. We denote by $\text{Mat}_N(\mathbb{C})$ the algebra of all $N \times N$ complex matrices and by $\text{Mat}_N(\mathbb{C})[x]$ the algebra over $\mathbb{C}$ of all polynomials in $x$ with coefficients in $\text{Mat}_N(\mathbb{C})$.

We consider the Hermitian sesquilinear form $\langle \cdot, \cdot \rangle$ in the linear space $\text{Mat}_N(\mathbb{C})[x]$ given by:

$$\langle P, Q \rangle = \int_a^b P(x)W(x)Q(x)^*dx.$$  \hspace{1cm} (2.1)

In particular, we assume that all moments are finite, and hence that all polynomials are integrable. For all $P, Q, R \in \text{Mat}_N(\mathbb{C})[x]$, $T \in \text{Mat}_N(\mathbb{C})$ and $a, b \in \mathbb{C}$, the following properties are satisfied:

- $\langle aP + bQ, R \rangle = a\langle P, R \rangle + b\langle Q, R \rangle$,
- $\langle TP, Q \rangle = T\langle P, Q \rangle$,
- $\langle P, Q \rangle^* = \langle Q, P \rangle$,
- $\langle P, P \rangle \geq 0$ for all $P \in \text{Mat}_N(\mathbb{C})[x]$. Moreover, if $\langle P, P \rangle = 0$ then $P = 0$,

see for instance [23]. Given a weight matrix $W$ there exists a unique sequence of monic orthogonal polynomials $\{P_n\}_{n \geq 0}$ in $\text{Mat}_N(\mathbb{C})[x]$. Moreover, any other sequence of $\{R_n\}_{n \geq 0}$ of orthogonal polynomials in $\text{Mat}_N(\mathbb{C})[x]$ is of the form $R_n(x) = E_nP_n(x)$ for some $E_n \in \text{GL}_N(\mathbb{C})$.

The monic orthogonal polynomials $\{P_n\}_{n \geq 0}$ satisfy the orthogonality relations

$$\langle P_n, P_m \rangle = \int_a^b P_n(x)W(x)P_m(x)^*dx = \delta_{m,n}H_n, \quad n, m \in \mathbb{N},$$  \hspace{1cm} (2.2)

where $H_n > 0$. The monic orthogonal polynomials satisfy a three-term recurrence relation

$$xP_n(x) = P_{n+1}(x) + B_n(x)P_n(x) + C_nP_{n-1}(x), \quad n \geq 0,$$

where $P_{-1} = 0$ and $B_n, C_n$ are matrices depending on $n$ and not on $x$. One property is that $B_nH_n$ is self-adjoint, or $B_nH_n = H_nB_n^*$, since $H_n$ is self-adjoint.

The explicit matrix valued orthogonal polynomials of Section 3 are studied using matrix valued differential operators. Let $D$ be a matrix valued second-order differential operator which acts from the right of the following form: there exist matrix functions $F_i$ in $C^2([a, b])$ such that for all matrix valued $C^2([a, b])$-function $Q$ we have

$$QD = \left(\frac{d^2Q}{dx^2}\right)(x)F_2(x) + \left(\frac{dQ}{dx}\right)(x)F_1(x) + Q(x)F_0(x),$$  \hspace{1cm} (2.3)
where derivatives of matrix valued functions are taken entry-wise. We say that $D$ is symmetric with respect to $W$ if for all matrix valued $C^2([a,b])$-functions $G, H$ we have
\[
\int_a^b (GD)(x)W(x)(H(x))^* \, dx = \int_a^b G(x)W(x)((HD)(x))^* \, dx.
\]
By [14] Thm 3.1, $D$ is symmetric with respect to $W$ if and only if the boundary conditions
\[
\lim_{x \to a} F_2(x)W(x) = 0 = \lim_{x \to b} F_2(x)W(x),
\]
\[
\lim_{x \to a} F_1(x)W(x) - \frac{d(F_2W)}{dx}(x) = 0 = \lim_{x \to b} F_1(x)W(x) - \frac{d(F_2W)}{dx}(x)
\]
and the symmetry conditions
\[
F_2(x)W(x) = W(x)(F_2(x))^*, \quad 2\frac{d(F_2W)}{dx}(x) - F_1(x)W(x) = W(x)(F_1(x))^*,
\]
\[
\frac{d^2(F_2W)}{dx^2}(x) - \frac{d(F_1W)}{dx}(x) + F_0(x)W(x) = W(x)(F_0(x))^*
\]
for all $x \in (a,b)$ hold.

**Remark 2.1.** Assume that we have a weight matrix of the form $W(x) = L(x)T(x)L(x)^*$ for a certain matrix functions $L$ and $T$. Let $\tilde{D} = \frac{d^2}{dx^2} \tilde{F}_2 + \frac{d}{dx} \tilde{F}_1 + \tilde{F}_0$ be the differential operator obtained by conjugation of $D$ by $L(x)$. Then
\[
F_2L = L\tilde{F}_2, \quad F_1L = 2\frac{dL}{dx} \tilde{F}_2 + L\tilde{F}_1, \quad F_0L = \frac{d^2L}{dx^2} \tilde{F}_2 + \frac{dL}{dx} \tilde{F}_1 + L\tilde{F}_0
\]
By [31] Prop. 4.2, we have that $D$ is symmetric with respect to $W$ if and only if $\tilde{D}$ is symmetric with respect to $T$.

A matrix weight $W$ is said to be reducible to weights of smaller size if there exists a constant matrix $M$ and weights $W_1, \ldots, W_k$, $k > 1$, of size less than $N$ such that $MW(x)M^*$ is equal to the block diagonal matrix $\text{diag}(W_1(x), \ldots, W_k(x))$ for all $x \in [a,b]$. In such a case, the real vector space
\[
\mathcal{A}_W = \{ Y \in \text{Mat}_N(\mathbb{C}) \mid YW(x) = W(x)Y^* \}, \quad \forall x \in [a,b]
\]
is non-trivial. On the other hand, if the commutant algebra
\[
\mathcal{A}_W = \{ Y \in \text{Mat}_N(\mathbb{C}) \mid YW(x) = W(x)Y \}, \quad \forall x \in [a,b]
\]
is nontrivial, then the weight $W$ is reducible via a unitary matrix $M$. In [32] we have proved that $\mathcal{A}_W$ is $*$-invariant if and only if $\mathcal{A}_W$ is equal to the subspace of Hermitian elements of $\mathcal{A}_W$. Therefore if $\mathcal{A}_W$ is $*$-invariant, then the weight $W$ reduces to weights of smaller size if and only if the commutant algebra $\mathcal{A}_W$ is not trivial. See also [33].

2.2. **Non-abelian Toda lattice.** In this section, for a given weight matrix $W$ as in Section 2.1 we study a deformation of the form $W(x; t) = e^{-xt\Lambda}W(x)$, and we show that the coefficients of the three-term recurrence relation for the deformed weight $W(x; t)$ provide a solution for the Toda lattice equations. [11] §1, [17] §1.

For a fixed constant matrix $\Lambda$, we consider the matrix weight $W(x; t) = e^{-xt\Lambda}W(x)$, supported on the real line with respect to a positive measure $\mu$ supported on a set $S$. We assume the support $S$ is not finite. Moreover, we take $t \in I \subset \mathbb{R}$, for $I$ an open interval containing 0. We assume that all moments the matrix valued measure $W(x; t) \, d\mu(x)$ exist for all $t \in I$. 
Since we want to study orthogonal polynomials with respect to \( W(x; t) \) we assume \( W(x; t) \) is a positive definite matrix. This in turn implies that \( \Lambda \) satisfies

\[
\Lambda W(x; t) = W(x; t) \Lambda^* \implies \Lambda W(x) = W(x) \Lambda^*.
\]

Indeed, differentiating \( W(x, t)^* = W(x, t) \) with respect to \( t \) and using that \( W(x)^* = W(x) \) gives the result. The final observation follows by setting \( t = 0 \). In other words, \( \Lambda \) belongs to the real vector space

\[
\mathcal{A}_t = \{ Y \in \text{Mat}_N(\mathbb{C}) \mid YW(x; t) = W(x; t)Y^*, \forall x \in \mathcal{S} \}
\]

for all \( t \in I \). In particular, \( \Lambda \in \mathcal{A}_0 = \mathcal{A} \). Note that \( \Lambda \) normal and element of \( \mathcal{A} \) imply that \( \Lambda \in \mathcal{A}_t \) and conversely, \( \Lambda \in \mathcal{A}_t \) for all \( t \) yield that \( \Lambda \) is normal and \( \Lambda \in \mathcal{A} \), because of the specific form of \( W(x; t) \).

We let \( \{ P_n(\cdot; t) \}_n \) be the monic orthogonal polynomials with respect to \( W(x; t) \) \( d\mu(x) \). Then \( P_n(x; t) \) satisfy the following orthogonality relations

\[
\int_{\mathcal{R}} P_n(x; t)W(x)e^{-xt\Lambda} P_m(x; t)^* \, d\mu(x) = \delta_{n,m} H_n(t),
\]

where \( H_n(t) \) is a positive matrix for all \( t \in I \). Moreover, the matrix valued orthogonal polynomials satisfy the three-term recurrence relations

\[
xP_n(x; t) = P_{n+1}(x; t) + B_n(t)P_n(x; t) + C_n(t)P_{n-1}(x; t).
\]

By [32, Lemma 3.1] the following relations hold true:

\[
\Lambda B_n(t) = B_n(t)\Lambda, \quad \Lambda C_n(t) = C_n(t)\Lambda, \quad \Lambda H_n(t) = H_n(t)\Lambda^*, \quad \Lambda P_n(x; t) = P_n(x; t)\Lambda
\]

since \( \Lambda \in \mathcal{A}_t \).

Proposition [22] shows that matrix valued functions \( B_n \) and \( C_n \) satisfy essentially the coupled differential equations of the non-abelian Toda lattice in Gekhtman [17], who attributes the equations to Polyakov. We derive the non-abelian Toda lattice equations using the Toda modification of the matrix valued weight measure, see [25, §2.8]. In particular, Gekhtman [17] proves the integrability in the finite case using a Lax pair formalism and we refer to [17] for more information and references on the non-abelian Toda lattice and [5] for general information on integrable systems.

**Proposition 2.2.** The recurrence coefficients \( B_n(t) \) and \( C_n(t) \) in (2.10) satisfy the following differential equations

\[
\dot{C}_n(t) = \Lambda(C_n(t)B_{n-1}(t) - B_n(t)C_n(t)),
\]

\[
\dot{B}_n(t) = \Lambda(C_n(t) - C_{n+1}(t)).
\]

where we use the dot to denote the derivative with respect to \( t \).

**Remark 2.3.** Note that \( c_n(t) = \Lambda^2C_n(t) \), \( b_n(t) = \Lambda B_n(t) \) satisfy the differential equations of Proposition [22] for \( \Lambda = I \), i.e.

\[
\dot{c}_n(t) = c_n(t)b_{n-1}(t) - b_n(t)c_n(t), \quad \dot{b}_n(t) = c_n(t) - c_{n+1}(t),
\]

using (2.11).
Proof. If we put \( n = m \) in (2.9) and we differentiate with respect to \( t \), we obtain
\[
\dot{H}_n(t) = -\int_{\mathbb{R}} x P_n(x; t) \Lambda e^{-xt\Lambda} W(x) P_n(x; t)^* \, d\mu(x) = -\Lambda B_n(t) H_n(t),
\]
using (2.10), (2.9), (2.11). The remaining two integrals are each others adjoints, and by the self-adjointness of \( H_n(t) \) and \( \dot{P}_n(x; t) \) being a polynomial of degree less than or equal to \( n - 1 \) and (2.9). On the other hand, we have in general
\[
C_n(t) H_{n-1}(t) = \int_{\mathbb{R}} (x P_n(x; t) - P_{n+1}(x; t) - B_n(t) P_n(x; t)) e^{-xt\Lambda} W(x) P_{n-1}(x; t)^* \, d\mu(x),
\]
using (2.10), (2.11), (2.9). On the other hand, we have in general
\[
\int_{\mathbb{R}} P_n(x; t) e^{-xt\Lambda} W(x) P_{n-1}(x; t)^* \, d\mu(x) = 0
\]
with respect to \( t \), we get
\[
\Lambda H_n(t) = \int_{\mathbb{R}} \dot{P}_n(x; t) e^{-xt\Lambda} W(x) P_{n-1}(x; t)^* \, d\mu(x)
\]
using (2.10), (2.9), (2.11).

Now observe that
\[
B_n(t) H_n(t) = \int_{\mathbb{R}} x P_n(x; t) e^{-xt\Lambda} W(x) P_n(x; t)^* \, d\mu(x)
\]
and differentiating both sides with respect to \( t \), we obtain
\[
\dot{B}_n(t) H_n(t) + B_n(t) \dot{H}_n(t) = -\int_{\mathbb{R}} (x P_n(x; t)) \Lambda e^{-xt\Lambda} W(x) (x P_n(x; t))^* \, d\mu(x)
\]
+ \[
\int_{\mathbb{R}} \dot{P}_n(x; t) e^{-xt\Lambda} W(x) (x P_n(x; t))^* \, d\mu(x)
\]
+ \[
\int_{\mathbb{R}} x P_n(x; t) e^{-xt\Lambda} W(x) \dot{P}_n(x; t)^* \, d\mu(x).
\]
The first integral on the right hand side equals
\[
-\Lambda H_{n+1}(t) - \Lambda B_n(t) H_n(t) B_n(t)^* - \Lambda C_n(t) H_{n-1}(t) C_n(t)^*
\]
using (2.9), (2.10) and (2.11). The remaining two integrals are each others adjoints, and by (2.10), (2.13) and (2.9) they equal \( \Lambda H_n(t) C_n(t)^* + C_n(t) H_n(t) \Lambda^* \). Collecting the terms and reordering, using (2.12), (2.13) twice and (2.11), we find
\[
\dot{B}_n(t) H_n(t) = \Lambda B_n(t) H_n(t) B_n(t)^* - \Lambda H_{n+1}(t) - \Lambda B_n(t) H_n(t) B_n(t)^* - \Lambda C_n(t) H_{n-1}(t) C_n(t)^*
\]
+ \[
\Lambda H_n(t) C_n(t)^* + \Lambda C_n(t) H_n(t)
\]
= \[
-\Lambda H_{n+1}(t) - \Lambda H_n(t) C_n(t)^* + \Lambda H_n(t) C_n(t)^* + \Lambda C_n(t) H_n(t)
\]
= \[
-\Lambda C_{n+1}(t) H_n(t) + \Lambda C_n(t) H_n(t)
\]
proving the second relation, since \( H_n(t) \) is invertible by the 4th property of the matrix valued orthogonal polynomials in Section 2.1.
Finally, taking derivatives with respect to \( t \) of (2.13) using (2.12) we find, using (2.11), (2.13), and \( B_n H_n \) being self-adjoint,

\[
\dot{C}_n(t)H_{n-1}(t) = \Lambda C_n(t)B_{n-1}(t)H_{n-1}(t) - \Lambda B_n(t)H_n(t)
\]

and using the invertibility of \( H_{n-1}(t) \) gives the first relation. \(
\)

The proof of Lemma 2.4 follows the classical proof, see e.g. [7], and we give the proof for completeness.

**Lemma 2.4.** Let \( P_n(x; t) = Ix^n + X_n(t)x^{n-1} + \text{l.o.t.} \), then

\[
\dot{P}_n(x; t) = \frac{\partial P_n}{\partial t}(x; t) = \frac{dX_n}{dt}(t)P_{n-1}(x; t).
\]

**Proof.** Note \( \int_{\mathbb{R}} P_n(x; t)e^{-xt\Lambda}W(x)x^kI \, d\mu(x) = 0 \) for \( k < n \). Differentiate with respect to \( t \) to get

\[
\int_{\mathbb{R}} \dot{P}_n(x; t)e^{-xt\Lambda}W(x)x^kI \, d\mu(x) = \int_{\mathbb{R}} P_n(x; t)\Lambda e^{-xtW(x)x^{k+1}I} \, d\mu(x)
\]

since \( \Lambda \in \mathcal{A}_t \). Now the right hand side is 0 for \( k + 1 < n \), and since \( \dot{P}_n(x; t) \) is a polynomial of degree \( n - 1 \), we see that \( \dot{P}_n(x; t) = E_n P_{n-1}(x; t) \). By comparing leading coefficients the result follows. \( \square \)

### 3. Matrix valued Hermite type polynomials

In this section we introduce general matrix valued Hermite type polynomials. The scalar Hermite polynomials are at the lower end in the Askey scheme [1], [27], [28], meaning that the Hermite polynomials are hypergeometric functions which are both eigenfunctions to a second-order operator, in this case a differential operator, as well as eigenfunctions to a three-term recurrence operator. The Hermite polynomials are at the lower end, since they have no additional degree of freedom besides the degree and the argument. The matrix valued polynomials introduced here have some degree of freedom, which we can use to impose Pearson type equations, see Propositions 3.6, 3.7 for the matrix weight for these polynomials. So the additional degrees of freedom arise from the matrix valuedness. These Pearson equations allow us to generate these polynomials using shift operators, and to describe the three-term recursion relation as well other properties explicitly. Two commuting matrix valued differential operators to which these matrix valued are eigenfunctions can be used to explicitly express the matrix entries of the matrix valued Hermite type polynomials as a sum of a product of two (scalar-valued) Hermite polynomials times a Hahn polynomial. In the process we have to impose certain conditions on the parameters, and we give three different classes of solutions. A special case of the first class is closely related to an example studied by Durán [13].

#### 3.1. The matrix valued weight

Let \( L \) be the lower triangular \( N \times N \)-matrix valued polynomial defined by

\[
L(x)_{m,n} = \begin{cases} \frac{H_{m-n}(x)}{(m-n)!}, & m \geq n, \\ 0, & n < m, \end{cases}, \quad m,n \in \{1, \cdots , N\},
\]

(3.1)
where \(H_n(x)\) are the standard Hermite polynomials, see [2], [23], [27], [28], e.g. defined by the generating function

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x) = e^{2xt-t^2}. \tag{3.2}
\]

Note that \(L\) is a Toeplitz matrix, i.e. constant on diagonals. For a sequence \(\{\alpha_1, \cdots, \alpha_N\}\) of positive numbers, we define the diagonal matrix \(S^\alpha = \text{diag}(\alpha_1, \cdots, \alpha_N)\) and we set \(L^\alpha(x) = S^\alpha L(x)(S^\alpha)^{-1}\). Since we can choose the sequence up to a common scalar, we normalize \(\alpha_1 = 1\). Observe that \(L\) and \(L^\alpha\) are lower triangular polynomial matrix functions and that \(L\) and \(L^\alpha\) are unipotent. Hence, the inverses are unipotent lower triangular polynomial matrix functions as well.

**Proposition 3.1.** The inverse of \(L\) is given explicitly by

\[
(L(x)^{-1})_{m,n} = \begin{cases} \frac{m-n}{m-n} \frac{H_{m-n}(ix)}{(m-n)!}, & m \geq n, \\ 0, & n < m. \end{cases}
\]

Moreover, \(\frac{dL}{dx}(x) = AL(x) = L(x)A\), with \(A = 2 \sum_{j=2}^{N} E_{j,j-1}\).

Here and elsewhere \(E_{i,j}\) denotes the matrix with all zeros, except a 1 at the \((i,j)\)-th entry.

As stated in Section 1, \(L\) has been obtained initially by a limit process from the corresponding \(L\) in terms of Gegenbauer polynomials as in [31]. Then the inverse of \(L\) is explicitly calculated by Cagliero and Koornwinder [9] in terms of Gegenbauer polynomials of negative parameter. In this case the inverse is given by Hermite polynomials on the imaginary axis, and so we can consider these as limits of Gegenbauer polynomials of negative parameter.

**Corollary 3.2.** \(L(x) = L(0)e^{xA}\) and \(L^\alpha(x) = L^\alpha(0)e^{xA^\alpha}\), with \(A^\alpha = S^\alpha A(S^\alpha)^{-1}\).

Note in particular that \(A\) and \(L(0)\) commute.

**Proof of Proposition 3.1.** Multiply the generating function (3.2) with the generating function with \(x\) and \(t\) replaced by \(ix\) and \(it\), which gives 1. Comparing powers of \(t^p\) on both sides gives

\[
\sum_{m=0}^{p} \frac{i^m H_m(ix)}{m!} \frac{H_{p-m}(x)}{(p-m)!} = \delta_{p,0}, \tag{3.3}
\]

which gives the inverse of \(L(x)\).

Differentiating the generating function gives \(\frac{dL}{dx}(x) = 2n H_{n-1}(x)\), and this gives the first order differential equation for \(L\).

We now introduce a positive definite matrix valued weight with finite moments in terms of the matrix valued polynomial \(L\). Define the weight matrix

\[
W^{(\nu)}(x) = L(x)T^{(\nu)}(x)L(x)^*, \quad T^{(\nu)}(x) = e^{-x^2} \Delta^{(\nu)}, \tag{3.4}
\]

where \(\Delta^{(\nu)} = \text{diag}(\delta^{(\nu)}_1, \cdots, \delta^{(\nu)}_N)\). The initial condition is that \(\delta^{(\nu)}_i > 0\), so that \(W^{(\nu)}\) is positive definite. Moreover, the term \(e^{-x^2}\) in \(T^{(\nu)}\) guarantees that all moments exist, so that we are in the situation of Section 2.3. Note that for real \(\alpha_i\’s\)

\[
W^{(n,\nu)}(x) = L^\alpha(x)T^{(\nu)}(x)(L^\alpha(x))^* = S^\alpha L(x)(S^\alpha)^{-2} T^{(\nu)}(x) L(x)^*(S^\alpha)^{-1}, \tag{3.5}
\]

since \([T^{(\nu)}(x), S^\alpha] = 0\) as \(T^{(\nu)}(x)\) is diagonal. From now on we assume that \(\alpha_i\) is real and non-zero for all \(i\), and we normalize \(\alpha_1 = 1\).
Remark 3.3. The case $N = 1$ reduces the weights (3.4), (3.5) to the weight of the Hermite polynomials, so that the matrix valued orthogonal polynomials for the weights in (3.4) and (3.5) are matrix valued analogues of the Hermite polynomials. The additional degrees of freedom in the finite sequence $\{\alpha_1, \cdots, \alpha_N\}$ of non-zero real numbers and $\nu$ will allow for Pearson type equations for these weights, see Propositions 3.6 and 3.7.

It is clear that the weights $W^{(\alpha, \nu)}$ and its special case $W^{(\nu)}$ satisfy the conditions of Section 2.1. We denote that monic matrix valued orthogonal polynomials for the weight $W^{(\nu)}$ by $P_n^{(\nu)}$ and for the weight $W^{(\alpha, \nu)}$ by $P_n^{(\alpha, \nu)}$.

3.2. A symmetric second order differential operator. Now we derive a second-order differential operator which is symmetric with respect to the matrix weight $W^{(\alpha, \nu)}$ and which preserves polynomials and its degree. The idea is to conjugate to the differential equation for the Hermite polynomials in a diagonal form.

We need the diagonal matrix $J$; $J_{k,l} = \delta_{k,l}k$. Then $[J, A^\alpha] = A^\alpha$, and
\[
e^{-x A^\alpha} J e^{x A^\alpha} = x A^\alpha + J. \tag{3.6}
\]
Indeed, the left hand side is a matrix valued polynomial in $x$, since $A^\alpha$ is nilpotent. Its derivative equals $e^{-x A^\alpha} [J, A^\alpha] e^{x A^\alpha} = A^\alpha$, so (3.6) follows.

We also need to relate the matrix $J$ to the lower triangular matrix polynomial $L^\alpha$.

Lemma 3.4. For all $x$ we have
\[
(L^\alpha(x))^{-1} J L^\alpha(x) = J - \frac{1}{2} (A^\alpha)^2 + x A^\alpha, \quad L^\alpha(x) J (L^\alpha(x))^{-1} = J + \frac{1}{2} (A^\alpha)^2 - x A^\alpha.
\]

Proof. Because of Proposition 3.1 and Corollary 3.2 this follows from (3.6) and
\[
(L^\alpha(0))^{-1} J L^\alpha(0) = J - \frac{1}{2} (A^\alpha)^2.
\]
Taking the $(m,n)$-entry, this follows from $H_n(0) = -2(n-1)H_{n-2}(0)$ which in turn is a consequence of the three-term recurrence for the Hermite polynomials, see e.g. [28, (1.13.3)].

Proposition 3.5 has various versions in the literature, see e.g. [13], [14], [21]. We give another proof using conjugation as in [31].

Proposition 3.5. Let $D = D^{(\alpha)}$ be the second-order matrix valued differential operator acting from the right given by
\[
D = \left(\frac{d^2}{dx^2}\right) F_2(x) + \left(\frac{d}{dx}\right) F_1(x) + F_0(x),
\]
with
\[
F_2(x) = I, \quad F_1(x) = -2x + 2A^\alpha, \quad F_0(x) = -2J.
\]
Then $D$ is symmetric with respect to $W^{(\alpha, \nu)}$. Moreover,
\[
P_n^{(\alpha, \nu)} D = \Gamma_n P_n^{(\alpha, \nu)}, \quad \Gamma_n = -2n - 2J, \quad n \in \mathbb{N}.
\]

Note that the matrix valued differential operator of Proposition 3.5 only depends on $\alpha$, and that the eigenvalue matrices $\Gamma_n$ do not depend on $\alpha$ nor on $\nu$. 


2.1, we see that, cf. [31, § We eigenvalue matrix $\Gamma$

Now $\tilde{\Phi}$, using (2.8). Finally, the last equation of (2.8) gives, using Lemma 3.4,

using (2.8). Finally, the last equation of (2.8) gives, using Lemma 3.4

Now $\tilde{D}$, being diagonal, is symmetric with respect to the diagonal weight $e^{-x^2}\Delta^{(\nu)}$ by a scalar calculation. By the discussion above, the operator $D$ is symmetric with respect to the matrix weight $W^{(\alpha,\nu)}$. Since $D$ preserves polynomials as well as the degree of the polynomials, $P_n^{(\alpha,\nu)} D$ are also orthogonal with respect to the matrix weight $W^{(\alpha,\nu)}$, so that $P_n^{(\alpha,\nu)} D = \Gamma_n P_n^{(\alpha,\nu)}$ for some eigenvalue matrix $\Gamma_n$, which is obtained by considering the leading coefficient. \hfill \Box

Since the matrix valued operator $D$ of Proposition 3.5 a conjugated to $D$ as in Remark 2.1 we see that, cf. [31 §4],

Since all matrices involved in the differential operator are diagonal, we get a second-order differential equation for the $(r, s)$-entry:

and since $P_n^{(\alpha,\nu)} L_{r,s}$ is polynomial, it follows that $\langle P_n^{(\alpha,\nu)} L_{r,s} \rangle_n = c_{r,s}^{(\alpha,\nu)}(n) H_{n+r-s}(x)$ for certain constants $c_{r,s}^{(\alpha,\nu)}(n)$, which we determine explicitly in the proof of Theorem 3.13 in terms of $3F_2$-series. Note that $n = 0$ corresponds to (3.1).

3.3. The Pearson equations. In this subsection we impose conditions on the sequence $\alpha$ and the diagonal matrices $\Delta^{(\nu)}$'s which allow for Pearson type equations. The Pearson equations allow for shift operators in $[3.4]$ which in turn give explicit expressions for the polynomials in terms of Rodrigues formulas, the three-term recurrence and the squared norms.

First we prove that the family of weights $W^{(\alpha,\nu)}$ satisfies a first Pearson-type equation under suitable conditions. For this we assume that there exist coefficients $\{c^{(\nu)}\}_{\nu \geq \nu_0}$ and $\{d^{(\nu)}\}_{\nu \geq \nu_0}$ such that $d^{(\nu+1)} = (k d^{(\nu)} + c^{(\nu)}) \delta_k^{(\nu)}$ for all $k = 1, \ldots, N$. In other words, we assume that

Note that the coefficients $d^{(\nu)}$ and $c^{(\nu)}$ are real, and we assume that $d^{(\nu)}$ and $c^{(\nu)}$ are positive. Proposition 3.6. Let $W^{(\alpha,\nu)}$ be the weight matrix given in (3.5) and assume (3.7). Then

is a matrix valued polynomial of degree one.
Proof. It follows from (3.5) and (3.7) that
\[ \Phi^{(\alpha, \nu)}(x) = (W^{(\alpha, \nu)}(x))^{-1}W^{(\alpha, \nu+1)}(x) = (L^\alpha(x)^*)^{-1}(d^{(\nu)}J + c^{(\nu)})L^\alpha(x)^* \]
\[ = d^{(\nu)}\left( J + \frac{1}{2}(L^\alpha)^2 - x(L^\alpha)^* \right) + c^{(\nu)} \]
by taking the adjoint of Lemma 3.4 □

Note that we can reformulate the result of Proposition 3.6 using (3.5) and (3.7) as
\[ (L^\alpha(x)^{-1}\Phi^{(\alpha, \nu)}(x))^*L^\alpha(x) = d^{(\nu)}J + c^{(\nu)}. \quad (3.8) \]

Assume next that the coefficients \( \alpha_k \) and \( \delta_k^{(\nu)} \) satisfy the relation
\[ \frac{\alpha_k^{2}+1}{\alpha_k^2} = \frac{d^{(\nu)}k(N-k)}{2(d^{(\nu)}k + c^{(\nu)})} \delta_k^{(\nu)}, \quad k = 1, \ldots, N - 1. \quad (3.9) \]

Note that, since the coefficients \( \alpha_k \) are independent of \( \nu \), we in particular require that the right hand side of (3.9) is independent of \( \nu \).

**Proposition 3.7.** Let \( W^{(\alpha, \nu)} \) be the weight matrix given in (3.5) and assume (3.7) and (3.9). Then
\[ \Psi^{(\alpha, \nu)}(x) = (W^{(\alpha, \nu)}(x))^{-1}\frac{dW^{(\alpha, \nu+1)}}{dx}(x), \]
is a matrix valued polynomial of degree one.

**Proof.** By construction \( \Psi^{(\alpha, \nu)} \) is a matrix polynomial. Using (3.5) the derivative gives three terms, and combining the terms shows that
\[ \Psi^{(\alpha, \nu)}(x) = (W^{(\alpha, \nu)}(x))^{-1}\frac{dW^{(\alpha, \nu+1)}}{dx}(x) = \]
\[ \begin{align*}
(L^\alpha(x)^*)^{-1} & \left( \Delta^{(\nu)} \right)^{-1}A^\alpha\Delta^{(\nu+1)}L^\alpha(x)^* \\
+ & \left( L^\alpha(x)^* \right)^{-1} \left( -2x(T^{(\nu)})^{-1}T^{(\nu+1)} + (T^{(\nu)})^{-1}T^{(\nu+1)}(A^\alpha)^* \right) L^\alpha(x)^*
\end{align*} \]
Now the last term is dealt with as in the proof of Proposition 3.6 using (3.7) and Lemma 3.4 since \( [(A^\alpha)^*, L^\alpha(x)^*] = 0 \). Explicitly,
\[ \left( L^\alpha(x)^* \right)^{-1} \left( -2x(T^{(\nu)})^{-1}T^{(\nu+1)} + (T^{(\nu)})^{-1}T^{(\nu+1)}(A^\alpha)^* \right) L^\alpha(x)^* = \]
\[ d^{(\nu)}\left( J + \frac{1}{2}(A^\alpha)^2 - x(A^\alpha)^* \right) + c^{(\nu)}(-2x + (A^\alpha)^*). \quad (3.10) \]

Note that (3.10) is a matrix polynomial of degree 2, with leading term \(-2x^2(A^\alpha)^* \). So we need to show that the first term is of degree 2 as well, and that the second order term cancels the second order term in (3.10).

First observe that the matrix \( [(T^{(\nu)})^{-1}A^\alpha\Delta^{(\nu+1)}, (A^\alpha)^*] \) is a diagonal matrix whose \( k \)-th diagonal entry is given by
\[ [(T^{(\nu)})^{-1}A^\alpha\Delta^{(\nu+1)}, (A^\alpha)^*]_{k,k} = \frac{4\alpha_k^2\delta_k^{(\nu+1)}}{\alpha_{k-1}^2\delta_k^{(\nu)}} - \frac{4\alpha_k^2\delta_k^{(\nu+1)}}{\alpha_k^2\delta_{k+1}^{(\nu+1)}}. \]
Here we follow the convention that for $k = 0$ the first term on the right hand side is absent, and for $k = N$ the second term on the right hand side is absent. Using (3.9) and next (3.7) we obtain

$$[(\Delta^{(\nu)})^{-1}A^{\alpha}\Delta^{(\nu+1)}, (A^{\alpha})^*] = 4d^{(\nu)}J - 2(N + 1)d^{(\nu)}.$$  

Using Proposition 3.1 and Corollary 3.2 we have the first equality in

$$\frac{d}{dx} \left( (L^{(\alpha)}(x))^* - 1 \right) \Delta^{(\nu)} - 1 A^\alpha \Delta^{(\nu+1)} L^\alpha(x)^* = \left( \frac{d}{dx} (L^{(\alpha)}(x))^* - 1 \right) (4d^{(\nu)}J - 2(N + 1)d^{(\nu)}) L^\alpha(x)^* \right)$$

$$= 4d^{(\nu)} \left( J + \frac{1}{2} ((A^{\alpha})^*)^2 - x(A^{\alpha})^* \right) - 2(N + 1)d^{(\nu)},$$

where the second equality follows from Lemma 3.4. So we find

$$(L^\alpha(x)^*)^{-1} (\Delta^{(\nu)})^{-1} A^\alpha \Delta^{(\nu+1)} L^\alpha(x)^* = 2d^{(\nu)} \left( 2Jx + ((A^{\alpha})^*)^2 - x^2(A^{\alpha})^* \right) - 2(N + 1)d^{(\nu)} x +$$

$$(L^{(\alpha)}(0)^*)^{-1} (\Delta^{(\nu)})^{-1} A^\alpha \Delta^{(\nu+1)} L^{(\alpha)(0)^*} \quad (3.11)$$

The sum of (3.11) and (3.10) yields $\Psi^{(\alpha,\nu)}$ as a polynomial of degree one.  

Note that the proofs of Propositions 3.6 and 3.7 give explicit expressions for the degree 1 polynomials $\Phi^{(\alpha,\nu)}$ and $\Psi^{(\alpha,\nu)}$. In particular,

$$\Psi^{(\alpha,\nu)}(x) = 2x(d^{(\nu)}(J - (N + 1)) - c^{(\nu)})$$

$$+(d^{(\nu)}J + c^{(\nu)})(A^{\alpha})^* + \frac{1}{2} d^{(\nu)} ((A^{\alpha})^*)^2 + (L^{(\alpha)(0)^*})^{-1} (\Delta^{(\nu)})^{-1} A^{\alpha} \Delta^{(\nu+1)} L^{(\alpha)(0)^*}. \quad (3.12)$$

Note that the leading coefficient $lc(\Psi^{(\alpha,\nu)})$ is a diagonal invertible matrix. Moreover, $\Psi^{(\alpha,\nu)}(x)$ is a (upper) Hessenberg matrix, where the subdiagonal is given by $(\Delta^{(\nu)})^{-1} A^{\alpha} \Delta^{(\nu+1)}$ and the diagonal is the leading term of $\Psi^{(\alpha,\nu)}$. In Proposition 3.16 we show that $\Psi^{(\alpha,\nu)}(0)$ is actually a tridiagonal matrix with zero diagonal, and this feature is not clear from (3.12).

For later use we note that the first step gives

$$(L^\alpha(x)^*)^{-1} \Psi^{(\alpha,\nu)}(x) L^\alpha(x) = (A^{\alpha} - 2x)(d^{(\nu)}J + c^{(\nu)}) + \Delta^{(\nu+1)}(A^{\alpha})^*(\Delta^{(\nu)})^{-1}. \quad (3.13)$$

Apart from the Pearson equation in Proposition 3.7 the condition (3.9) also implies

$$\delta_k^{(\nu)} = \frac{2^{k-1} (1 + \frac{c^{(\nu)}}{d^{(\nu)}})_{k-1}}{(k - 1)! (N - k + 1)_{k-1}} \delta_k^{(\nu)}, \quad (3.14)$$

since $\alpha_1 = 1$, which leads to a proof of Lemma 3.8 cf. [31] Def. 2.1.

Lemma 3.8. Assuming (3.9) we have

$$(W^{(\alpha,\nu)}(x))_{m,n} = \alpha_m \alpha_n e^{-x^2} \delta_k^{(\nu)} \sum_{t=1}^{m \wedge n} \frac{2t-1(-N - \frac{c^{(\nu)}}{d^{(\nu)}})_{t-1} H_{m+n-2t}(x)}{(m-t)!(n-t)!(t-1)!(-N+1)_{t-1}}$$

Lemma 3.8 is the analogue of [31] Def. 2.1, Thm. 2.2, [30] Thm. 2.1 for the matrix valued Gegenbauer type polynomials. The underlying integral evaluation of a product of three Gegenbauer polynomials is interpreted in terms of a dual addition formula by Koornwinder [33], In [33] the limit case to Hermite polynomials is considered, which is the linearization for Hermite polynomials. This is precisely the formula we need to prove Lemma 3.8.
Corollary 3.9. The 0-th moment is
\[
\left( H_0^{(\alpha,\nu)} \right)_{m,n} = \left( \int_{\mathbb{R}} W^{(\alpha,\nu)}(x) \, dx \right)_{m,n} = \delta_{m,n} \alpha_m \alpha_n \delta_0^{(\nu)} 2^{m-1} \sqrt{\pi} \frac{(-N - \frac{c(\nu)}{d(\nu)})_{m-1}}{(m-1)! (1-N)_{m-1}}.
\]

This follows since the integral of the expression in Lemma 3.8 is non-zero if and only \( m + n - 2t = 0 \). In particular, the positivity condition on \( c(\nu) \) and \( d(\nu) \) shows that the 0-th moment \( H_0^{(\alpha,\nu)} \) is invertible.

Proof of Lemma 3.8. By definition (3.5) we have
\[
(W^{(\alpha,\nu)}(x))_{m,n} = \sum_{k=1}^{m+n \land (m-k) \land (n-k)} \frac{\alpha_m \alpha_n}{\alpha_k^2} \delta_k^{(\nu)} e^{-2} \frac{H_{m-k}(x) H_{n-k}(x)}{(m-k)! (n-k)!}
\]
using the linearization formula \( H_k(x)H_l(x) = \sum_{r=0}^{k \land l} \binom{k}{r} \binom{l}{r} 2^r r! H_{k+l-2r}(x) \). Now put \( t = k + r \), and we keep the remaining sum over \( k \). The remaining sum over \( k \) becomes, using (3.14),
\[
\sum_{k=1}^{t} \frac{\delta_k^{(\nu)} 2^{t-k}}{(t-k)!} = \delta_0^{(\nu)} 2^{t-1} \sum_{k=1}^{t} \frac{(1 + \frac{c(\nu)}{d(\nu)})_{k-1} (- (t-1))_{k-1}}{(k-1)! (N - k + 1)_{k-1}}
\]
and the sum is a terminating hypergeometric \( 2F_1 \) series evaluated at 1. Since such a \( 2F_1 \)-series can be summed by the Chu-Vandermonde summation, see e.g. [2 Cor. 2.2.3], [25 (1.4.3)], we have that the sum equals \( \frac{(-N - \frac{c(\nu)}{d(\nu)})_{t-1}}{(-N+1)_{t-1}} \). Collecting the terms gives the result. \( \square \)

3.4. Shift operators. With the Pearson equations as in Propositions 3.6 and 3.7 we can consider the corresponding shift operators. By
\[
\langle P, Q \rangle^{(\nu)} = \int_{\mathbb{R}} P(x) W^{(\alpha,\nu)}(x) Q(x) \, dx
\]
we denote the matrix valued inner product for matrix valued functions \( P \) and \( Q \), whenever the integral converges. In particular, this is valid for \( P \) and \( Q \) polynomials. We suppress the dependence on \( \alpha \), since the shifts only involve \( \nu \).

Proposition 3.10. Assume (3.7) and (3.9) for all \( \nu \) of the form \( \nu_0 + k \), \( k \in \mathbb{N} \), for some fixed \( \nu_0 \).

(i) The first order matrix valued differential operator \( S^{(\nu)} \) defined by
\[
(QS^{(\alpha,\nu)})(x) = \frac{dQ}{dx}(x)(\Phi^{(\alpha,\nu)}(x))^* + Q(x)(\Phi^{(\alpha,\nu)}(x))^*,
\]
satisfies
\[
\langle \frac{dP}{dx}, Q \rangle^{(\nu+1)} = -\langle P, QS^{(\alpha,\nu)} \rangle^{(\nu)},
\]
for matrix valued polynomials \( P \) and \( Q \).
(ii) The following relations hold
\[
\frac{d}{dx} P_n^{(α, ν)}(x) = n P_{n-1}^{(α, ν+1)}(x), \quad \left( P_{n-1}^{(α, ν+1)}(x) \right) = K^{(α, ν)} P_n^{(α, ν)}(x),
\]
where \( K^{(α, ν)} = \text{lc}(\Psi^{(α, ν)}) \) is a diagonal invertible matrix.

(iii) The polynomials \( P_n^{(α, ν)} \) satisfy the following Rodrigues formula
\[
P_n^{(α, ν)}(x) = G_n^{(α, ν)} \left( \frac{dx}{dx} W^{(α, ν+n)}(x) \right) W^{(α, ν)}(x)^{-1},
\]
where \( G_n^{(α, ν)} \) is a diagonal invertible matrix; \( G_n^{(α, ν)} = (K^{(α, ν)})^{-1} \cdots (K^{(α, ν+n-1)})^{-1}. \)

(iv) The squared norm \( H_n^{(α, ν)} \) is given by the diagonal invertible matrix
\[
H_n^{(α, ν)} = (-1)^n n! (K^{(α, ν)})^{-1} (K^{(α, ν+1)})^{-1} \cdots (K^{(α, ν+n-1)})^{-1} H_0^{(α, ν+n)}.
\]

The proof of Proposition 3.9 is completely analogous to [31, Cor. 2.5 and Thm. 3.1], and we leave this to the reader.

As an immediate corollary we find a second-order matrix valued differential operator for the matrix valued orthogonal polynomials.

**Corollary 3.11.** Assume the conditions as in Proposition 3.10. The differential operator
\[
D^{(α, ν)} = \left( \frac{d^2}{dx^2} \right) \phi^{(α, ν)}(x)^* + \left( \frac{d}{dx} \right) \psi^{(α, ν)}(x)^*
\]
is symmetric with respect to the weight \( W^{(α, ν)} \). Moreover,
\[
P_n^{(α, ν)} D^{(α, ν)} = \Lambda_n^{(α, ν)} P_n^{(α, ν)}, \quad \Lambda_n^{(α, ν)} = n K^{(α, ν)}, \quad n \in \mathbb{N}.
\]

Note that the matrix differential operators \( D^{(α, ν)} \) of Corollary 3.11 and \( D \) of Proposition 3.9 commute since the eigenvalue matrices commute, cf. [33].

The proof of Corollary 3.11 is completely analogous to the corresponding statement in [31 (2.3)], and we skip the proof.

**Remark 3.12.** By Proposition 3.10(ii) the differential operator \( D^{(α, ν)} \) has a factorization in which first \( \frac{d}{dx} \) is applied and next \( S^{(α, ν)} \). The Darboux transform of the differential operator is obtained by changing this order, and this gives a second order matrix valued differential operator, say \( \hat{D}^{(α, ν)} \). This operator has \( P_n^{(α, ν+1)} \) as eigenfunctions by Proposition 3.10.

\[
\left( P_n^{(α, ν+1)} \hat{D}^{(α, ν)} \right)(x) = \frac{d^2 P_n^{(α, ν+1)}}{dx^2}(x) \phi^{(α, ν)}(x)^* + \frac{d P_n^{(α, ν+1)}}{dx}(x) \left( \frac{d \phi^{(α, ν)}(x)^*}{dx} + \psi^{(α, ν)}(x)^* \right)
\]
\[
+ P_n^{(α, ν+1)}(x) \frac{d \psi^{(α, ν)}(x)^*}{dx}(x) = \Xi_n^{(α, ν+1)} P_n^{(α, ν+1)}(x), \quad \Xi_n^{(α, ν+1)} = (n + 1) \text{lc}(\psi^{(α, ν)})^*. 
\]

Using the expression of Proposition 3.6 and (3.12), (3.26) we can relate \( \phi^{(α, ν)} \), \( \psi^{(α, ν)} \) to \( \Phi^{(α, ν+1)}, \psi^{(α, ν+1)} \). We obtain
\[
\hat{D}^{(α, ν)} = \frac{d^{(ν)}}{d^{(ν+1)}} D^{(α, ν+1)}
\]
\[
+ d^{(ν)} \left( \frac{d}{dx^2} + \frac{dx}{dx} (A^α - 2x) \left( \frac{d}{dx}^{(ν)} - \frac{d}{dx}^{(ν+1)} \right) - \frac{dx}{dx} A^α + 2(J - N - 1 - \frac{d}{dx}) \right)
\]
Now we take the \((r, s)\) as eigenfunctions; differential operator of Corollary 3.11 using (2.8) we find a differential operator with differing the leading coefficient, i.e. the coefficient of \(r\). This gives 6 polynomial terms on the left hand side, and one on the right hand side. Considering the leading coefficient of \(r\), and this leads to the same three term recurrence relation (3.15). In (3.15) we eliminate the \(\delta_{s}^{(\nu)}\) using (3.7), (3.9), and next we put \(c_s = \alpha_{s}^{-1}(N - s + 1)a_{s-1}\). Then (3.15) reduces to the differential operator of Proposition 3.5 up to a multiple of the identity. Since the eigenvalue matrices commute, these differential operators commute, cf. [23]. This is e.g. the case in [31] for the differential operators for the matrix valued Gegenbauer type polynomials. In general the algebra of such differential operators can be very complicated, see [11].

Now Corollary 3.11 has the monic polynomials \(P_{n}^{(\alpha, \nu)}\) as eigenfunctions. By conjugation the differential operator of Corollary 3.11 using (2.8) we find a differential operator with \(P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}\) as eigenfunctions;

\[
\frac{d^{2} P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}}{dx^{2}} (x) \left( \left( L_{\alpha}^{\nu}(x) \right)^{-1} (\Phi_{r}^{(\alpha, \nu)}(x))^{*} L_{\alpha}^{\nu}(x) \right) +
\]

\[
\frac{d P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}}{dx} (x) \left( 2 \frac{d}{dx}(L_{\alpha}^{\nu}(x)) (\Phi_{r}^{(\alpha, \nu)}(x))^{*} L_{\alpha}^{\nu}(x) + (L_{\alpha}^{\nu}(x))^{-1} (\Psi_{r}^{(\alpha, \nu)}(x))^{*} L_{\alpha}^{\nu}(x) \right) +
\]

\[
P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}(x) \left( \frac{d^{2} (L_{\alpha}^{\nu}(x))}{dx^{2}} (x) (\Phi_{r}^{(\alpha, \nu)}(x))^{*} L_{\alpha}^{\nu}(x) + \frac{d}{dx}(L_{\alpha}^{\nu}(x)) (\Psi_{r}^{(\alpha, \nu)}(x))^{*} L_{\alpha}^{\nu}(x) \right)
\]

\[
= \Lambda_{n}^{(\alpha, \nu)} P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}(x).
\]

By Proposition [3.1] we have \(\frac{d}{dx}(L_{\alpha}^{\nu}(x)) = -A^{\alpha}(L_{\alpha}^{\nu}(x))^{-1}(x)\) and \(\frac{d^{2}}{dx^{2}}(L_{\alpha}^{\nu}(x)) = (A^{\alpha})^{2}(L_{\alpha}^{\nu}(x))^{-1}(x)\) so that all terms can be evaluated using (3.8) and (3.13). This yields, after simplification,

\[
\frac{d^{2} P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}}{dx^{2}} (x) \left( d^{(\nu)}(r) J + c^{(\nu)} \right) +
\]

\[
\frac{d P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}}{dx} (x) \left( -(A^{\alpha} + 2x)(d^{(\nu)}(r) J + c^{(\nu)}) + \Delta^{(\nu+1)}(A^{\alpha})^{*}(\Delta^{(\nu)})^{-1} \right) +
\]

\[
P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}(x) \left( 2A^{\alpha} x(d^{(\nu)}(r) J + c^{(\nu)}) - A^{\alpha} \Delta^{(\nu+1)}(A^{\alpha})^{*}(\Delta^{(\nu)})^{-1} \right) = \Lambda_{n}^{(\alpha, \nu)} P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu}(x).
\]

Now we take the \((r, s)\)-th entry of this identity, using \((P_{n}^{(\alpha, \nu)} L_{\alpha}^{\nu})(x)_{r,s} = c_{r,s}^{(\alpha, \nu)} H_{n+r-s}(x)\). This gives 6 polynomial terms on the left hand side, and one on the right hand side. Considering the leading coefficient, i.e. the coefficient of \(x^{n+r-s}\), on both sides and using that the leading coefficient of \(H_{n}\) is \(2^{m}\) we find a three-term recursion for \(c_{s} = c_{r,s}^{(\alpha, \nu)}(n)\);

\[
-2(n+r-s)(d^{(\nu)}(r) s + c^{(\nu)})c_{s} + 4(n+r-s+1)\frac{\delta_{s-1}^{(\nu+1)}}{\delta_{s}^{(\nu)}} \frac{\alpha_{s}}{\alpha_{s-1}} c_{s-1} c_{s} + 2(n+r-s+1)\frac{\alpha_{s}}{\alpha_{s-1}} c_{s-1} c_{s}
\]

(3.15)

We can also obtain a three-term recurrence for the coefficients by evaluating the differential equation at 0, and this leads to the same three term recurrence relation (3.15). In (3.15) we eliminate the \(\delta_{s}^{(\nu)}\) using (3.7), (3.9), and next we put \(c_{s} = \alpha_{s}^{-1}(N - s + 1)a_{s-1}\). Then (3.15) reduces to the differential operator of Proposition 3.5 up to a multiple of the identity.
Theorem 3.13. \( \text{We replace (3.16) with (1.6.3) in which are given by} \)

\[
H_n = \text{the squared norm of the Hermite polynomials and the orthogonality of the Hahn polynomials, see [28, (1.6.3)], up to a rewrite of the coefficients of } \hat{c}_s \text{ in (3.16).}
\]

**Theorem 3.13.** The matrix entries of the monic matrix valued Hermite type polynomials are given by

\[
(P^{(\alpha,\nu)}_n(x))_{r,t} = \frac{\alpha_r}{2^n} \frac{1}{\alpha_t} \frac{N!}{(N-r)!} \frac{1}{x!} \frac{1}{(N+r+N-1)!} \prod_{k=0}^{n-1} \frac{1 + c^{(\nu+k)}}{d^{(\nu+k)}}
\]

\[
\times \sum_{s=t}^{N\wedge(n+r)} \frac{i^{s-t}(N-s+1)/s-1}{(s-t)!} \cdot 3F_2 \left( \begin{array}{c} 1 - s, r - N, n + 1 + c^{(\nu)}/d^{(\nu)} \\ 1 - N, 1 + c^{(\nu)}/d^{(\nu)} \end{array} ; 1 \right) H_{n+r-s}(x) H_{s-t}(i) \]

Theorem 3.13 is the analogue of [31, Thm. 3.4], in which the result of Cagliero and Koornwinder [9] plays an essential role.

**Remark 3.14.** (i) With the explicit evaluation of the coefficients \( c_{r,s}^{(\alpha,\nu)} \) in the proof of Theorem 3.13 see (3.17) and (3.18), we can write out the orthogonality relations for the dual Hahn polynomials, see e.g. [28, (1.6.3)]

\[
\text{if } n < N \text{ then for certain matrix entries, the sum terminates at } N + r. \text{ In this case, a transformation formula for } P^{(\alpha,\nu)}_n(x) \text{ can be used.}
\]

(ii) Note that the left hand side is of degree at most \( n \), whereas the right hand side initially is of degree \( n + r - t \), which can be larger. So these sums give zero, e.g. by considering the leading coefficient of the right hand side for \( r > t \) we find

\[
\sum_{s=t}^{N\wedge(n+r)} (-1)^{s-t}(N-s+1)/s-1 \cdot 3F_2 \left( \begin{array}{c} 1 - s, r - N, n + 1 + c^{(\nu)}/d^{(\nu)} \\ 1 - N, 1 + c^{(\nu)}/d^{(\nu)} \end{array} ; 1 \right) = 0.
\]

**Proof of Theorem 3.13** Comparing the recurrence relation (3.16) and (3.18) in which we replace \( \gamma, \delta, N, n, x \) by \( \frac{c^{(\nu)}}{d^{(\nu)}}, n + r - N, N - 1, s - 1, N - r \) gives

\[
c_{r,s}^{(\alpha,\nu)}(n) = c_{r,1}^{(\alpha,\nu)}(n) \alpha_s^{-1} \cdot 3F_2 \left( \begin{array}{c} 1 - s, r - N, n + 1 + c^{(\nu)}/d^{(\nu)} \\ 1 - N, 1 + c^{(\nu)}/d^{(\nu)} \end{array} ; 1 \right)
\]

and by differentiating \( P^{(\alpha,\nu)}_n(x) = c_{r,1}^{(\alpha,\nu)}(n) H_{n+r-1} \) and using Proposition 3.10 i) we get

\[
2(n + r - 1)c_{r,1}^{(\alpha,\nu)}(n) = nc_{r,1}^{(\alpha,\nu+1)}(n - 1) + 2\alpha_2 c_{r,2}^{(\alpha,\nu)}(n).
\]
Since we already have
\[ c_{r,2}^{(\alpha,\nu)}(n) = -\left( (N-r)n + (1-r)(1+c^{(\nu)}/d^{(\nu)}) \right) c_{r,1}^{(\alpha,\nu)}(n) \]
by expanding the 3\(F_2\)-series, we get a simple recursion. After simplifying
\[ 2\left( \frac{N-r+1+c^{(\nu)/d^{(\nu)}}}{1+c^{(\nu)/d^{(\nu)}}} \right) c_{r,1}^{(\alpha,\nu)}(n) = c_{r,1}^{(\alpha,\nu+1)}(n-1) \implies \]
\[ c_{r,1}^{(\alpha,\nu+n)}(0) 2^{-n} \prod_{k=0}^{n-1} \left( \frac{1+c^{(\nu+k)/d^{(\nu+k)}}}{N-r+1+c^{(\nu+k)/d^{(\nu+k)}}} \right) \]
(3.18)
and since we have the initial value \( c_{r,1}^{(\alpha,\nu+n)}(0) = \alpha_r/(r-1)! \), we have an explicit expression
for \( P_n^{(\nu,\alpha)}(x)L^\alpha(x) = c_{r,s}^{(\alpha,\nu)}(n)H_{n+r-s}(x) \). The result follows from
\[ P_n^{(\nu,\alpha)}(x)_{r,s} = \sum_{s=1}^{N} (P_n^{(\nu,\alpha)}(x)L^\alpha(x))_{r,s} \left( L^\alpha(x) \right)_{s,t}^{-1} = \sum_{s=t}^{N} c_{r,s}^{(\alpha,\nu)}(n)H_{n+r-s}(x) \frac{\alpha_s}{\alpha_t} \frac{\lambda_{s-t}H_{s-t}(ix)}{(s-t)!} \]
by Lemma 3.4.

As an application of Theorem 3.13 we derive a connection formula for the matrix valued Hermite type polynomials. Needless to say that this has no scalar analogue, since the Hermite polynomials have no degree of freedom as they are at the bottom of the Askey scheme. In order to prove the connection formula, we require a connection formula for Hahn polynomials due to Gasper [16]. Take \( a = \alpha \) in \([16\, (1.4), (4.1)]\), so that the 3\(F_2\)-series in \([16\, (4.1)]\) reduces to a summable 2\(F_1\)-series. Reversing the sum in \([16\, (4.1)]\) gives the special case of Gasper’s identity;
\[ Q_n(x; a, b, N) = \sum_{k=0}^{n} (-1)^k \frac{n!}{k!(n-k)!} \frac{(b-\beta)_p(n+a+b+1)_n-p}{(n-p+a+\beta+1)_n} \times \frac{(2n-2p+a+\beta+1)}{(2n-p+a+\beta+1)} Q_{n-p}(x; a, b, N). \]
(3.19)
Using \( (a+1)_nQ_n(x; a, b, N) = (-1)^n(b+1)_nQ_n(N-x; b, a, N) \), we get the connection coefficient for Hahn polynomials with the second parameter equal and with different first parameter. Calling \( y = N-x \), we get an expansion relation
for 3\(F_2\)-series arising in Theorem 3.13. Upon replacing \( y \mapsto s-1 \), \( N \mapsto N-1 \), \( n \mapsto N-r \), \( a \mapsto r-N+n \), \( b \mapsto c^{(\nu)/d^{(\nu)}} \), \( \beta \mapsto d^{(\lambda)/d^{(\lambda)}} \) we get
\[ 3F_2 \left( \frac{1-s, r-N, n+1+c^{(\nu)/d^{(\nu)}}}{1-N, 1+c^{(\nu)/d^{(\nu)}}}; 1 \right) = \sum_{p=0}^{N-r} \left( \frac{N-r}{p} \right) \left( \frac{c^{(\nu)/d^{(\nu)}}}{d^{(\nu)}} - \frac{c^{(\lambda)/d^{(\lambda)}}}{d^{(\lambda)}} \right) p \frac{c^{(\lambda)/d^{(\lambda)}}}{d^{(\lambda)}} \frac{(c^{(\lambda)/d^{(\lambda)}}+1)N-r-p}{(c^{(\lambda)/d^{(\lambda))}+1)N-r-p} \]
\[ \times \frac{(N-r-2p+n+1+c^{(\nu)/d^{(\nu)}})}{(N-r-p+n+1+c^{(\nu)/d^{(\nu)}})} \frac{(-1)^p(-n)_p(n+1+c^{(\nu)/d^{(\nu)}})N-r-p}{(p+n+1+c^{(\lambda)/d^{(\lambda))}N-r-p} \]
\[ \times 3F_2 \left( \frac{1-s, r-N+p, n-p+1+c^{(\lambda)/d^{(\lambda)}}}{1-N, 1+c^{(\lambda)/d^{(\lambda)}}}; 1 \right). \]
(3.20)
This is the key identity for the connection formula in Proposition 3.15.
Proposition 3.15. The matrix valued Hermite type polynomials satisfy

\[
P_n^{(\alpha,\nu)}(x) = \sum_{k=0}^{N} A_k^{(\nu,\lambda)}(n) P_{n-k}^{(\alpha,\lambda)}(x),
\]

where the matrix entry \( A_k^{(\nu,\lambda)}(n)_{r,t} = 0 \) unless \( t = r + k \) and

\[
A_k^{(\nu,\lambda)}(n)_{r+r+k} = 2^{-k} \prod_{p=0}^{n-1} \frac{(1 + c^{(\nu+p)})}{(N-r+1 + c^{(\nu+p)})} \prod_{p=0}^{n-k-1} \frac{(N-r+1 + c^{(\nu+p)})}{(1 + c^{(\nu+p)})} \times \left( \frac{c^{(\nu)}}{d^{(\nu)}} - \frac{c^{(\lambda)}}{d^{(\lambda)}} \right) k (N-r-k+n+1 + \lambda)_{N-r-k} \times \left( \frac{N-r-2k+n+1 + \lambda}{N-r-k+n+1 + \lambda} \right).
\]

The general connection formula of Proposition 3.15 simplifies for the special cases of Sections 3.7, 3.8, 3.9. Indeed, in the special cases of Sections 3.7, 3.8 we find

\[
A_k^{(\nu,\lambda)}(n)_{r,r+k} = \begin{pmatrix} N-r \\ k \end{pmatrix} (-2)^{-k} \frac{(\lambda - \nu)(-n)_k}{(k+n+1+\lambda)_{N-r}} \frac{(n+1+\nu)_n (n-k+1+\lambda)_{N-r}}{(N-r-2k+n+1+\lambda)_n (N-r-k+n+1+\lambda)_k} \times \left( \frac{N-r-2k+n+1 + \lambda}{N-r-k+n+1 + \lambda} \right). \tag{3.21}
\]

The special case of Section 3.9 can also be simplified as in (3.21). In (3.21) replace \( \lambda \) and \( \nu \) by \( \lambda + Cp^{-1} \) and \( \nu + Cp^{-1} \) to get the corresponding expression for the special case of Section 3.9.

Proof. Instead of proving the identity, we multiply by the invertible matrix \( L^\alpha(x) \). Taking the \((r,s)\)-matrix entry, using \( A_k^{(\nu,\lambda)}(n)_{r,t} = 0 \) for \( t \neq r + k \) and Theorem 3.13 we get an identity where on both sides \( H_{n+r-s}(x) \) can be cancelled. The identity to be proved is

\[
c_{r,s}^{(\alpha,\nu)}(n) = \sum_{k=0}^{N-r} A_k^{(\nu,\lambda)}(n)_{r,r+k} c_{r+k,s}^{(\alpha,\lambda)}(n-k)
\]

and using the explicit expression for the coefficients from Theorem 3.13 and its proof, we see that we need to show that, after canceling common factors

\[
\sum_{k=0}^{N-r} A_k^{(\nu,\lambda)}(n)_{r,r+k} 2^k \prod_{p=0}^{n-k-1} \frac{(1 + c^{(\nu+p)})}{(N-r+1 + c^{(\nu+p)})} \times \left( \frac{1}{1} \right)
\]

Comparing with (3.20) gives the result. \( \square \)
3.5. **The three-term recurrence relation.** We assume the condition of Proposition 3.10 to be valid. The monic matrix valued Hermite type orthogonal polynomials satisfy a three-term recurrence relation of the form, cf. Section 2.1,

\[ xp_n^{(α,ν)}(x) = P_{n+1}^{(α,ν)}(x) + B_n^{(α,ν)}P_n^{(α,ν)}(x) + C_n^{(α,ν)}P_{n-1}^{(α,ν)}(x) \]  

(3.22)

In order to calculate the coefficients \( B_n^{(α,ν)} \) and \( C_n^{(α,ν)} \), we use the fact that

\[ B_n^{(α,ν)} = X_n^{(α,ν)} - X_{n+1}^{(α,ν)}, \quad C_n^{(α,ν)} = H_n^{(α,ν)}(H_{n-1}^{(α,ν)})^{-1}, \]  

(3.23)

where \( X_n^{(α,ν)} \) is the one-but-leading coefficient of \( P_n^{(α,ν)} \), i.e. \( P_n^{(α,ν)} = x^n I + x^{n-1}X_n^{(α,ν)} + \ldots \).

If we differentiate \( P_n^{(α,ν)} \) with respect to \( x \) and we use Proposition 3.10 (ii), we find that \((n-1)X_n^{(α,ν)} = nX_n^{(α,ν+1)} \) which gives \( X_n^{(α,ν)} = nX_1^{(α,ν+n-1)} \), so that it is sufficient to check the polynomials of degree one. Using the Rodrigues formula of Proposition 3.10 (iii) we obtain

\[ P_1^{(α,ν)}(x) = G_1^{(α,ν)}(Ψ^{(α,ν)}(x))^* \]. Therefore, we have that

\[ X_n^{(α,ν)} = n(K^{(α,ν+n-1)})^{-1}(Ψ^{(α,ν+n-1)}(0))^* \].  

(3.24)

**Proposition 3.16.** Assume the conditions of Proposition 3.10. Using the notation as in Proposition 3.10, the coefficients of the three-term recurrence relation (3.22) for the monic Hermite-type polynomials are given by

\[ B_n^{(α,ν)} = \frac{1}{2} A^n + \frac{1}{4} \left( N + 1 - J + \frac{c_ν(n+1)}{d_ν(n+1)} \right)^{-1} \left( N + 1 - J + \frac{c_ν(n+1)}{d_ν(n+1)} \right)^{-1} \times \left( N + 1 - J + \left( (n+1)\frac{c_ν(n+1)}{d_ν(n+1)} - \nu \frac{c_ν(n+1)}{d_ν(n+1)} \right) J(N - J)S^α A^*(S^α)^{-1} \right) \]

\[ (C_n^{(α,ν)})_{p,q} = \delta_{p,q} \frac{-2n}{d_ν(n+1)} \frac{δ_1^{(ν+n)}}{δ_1^{(ν+n-1)}} \frac{(-N - \frac{c_ν(n+1)}{d_ν(n+1)})^p - 1}{(-N - \frac{c_ν(n+1)}{d_ν(n+1)})^p}. \]

Note that \( C_n^{(α,ν)} \) is diagonal and positive definite, and that \( B_n^{(α,ν)} \) only has a non-zero suband superdiagonal.

**Proof.** We have \( C_n^{(α,ν)} = H_n^{(α,ν)}(H_{n-1}^{(α,ν)})^{-1} \), cf. (2.13), and plugging in the expression of Proposition 3.10 (iv), taking into account that all terms commute, the result follows from the explicit expressions for \( K^{(α,ν)} \) and \( H_0^{(α,ν)} \) in (3.12) and Corollary 3.9.

We first consider \( B_0^{(α,ν)} \). From the three-term recurrence we obtain an expression for \( P_1^{(α,ν)} \), which we compare with Proposition 3.10 (iii), giving \( B_0^{(α,ν)} = -lc(Ψ^{(α,ν)})^{-1}Ψ^{(α,ν)}(0)^* \), since the leading coefficient is self-adjoint. By construction \( B_0^{(α,ν)}H_0^{(α,ν)} \) is self-adjoint, see Section 2.1. Using the explicit expression, we find

\[ Ψ^{(α,ν)}(0) = \left( lc(Ψ^{(α,ν)})^{-1}H_0^{(α,ν)} \right)^{-1} Ψ^{(α,ν)}(0)^* lc(Ψ^{(α,ν)})^{-1}H_0^{(α,ν)}. \]  

(3.25)

Since the conjugation in (3.25) is by a diagonal matrix, and \( Ψ^{(α,ν)}(0) \) is a Hessenberg matrix, we have that \( Ψ^{(α,ν)}(0) \) is tridiagonal. The diagonal being zero is already clear from (3.12). This shows that from (3.23) and (3.24) we have \( B^{(α,ν)} \) as a tridiagonal matrix with zero diagonal.
From (3.12) we have
\[ \Psi^{(\alpha,\nu)}(0)_{i,j-1} = \frac{\alpha_i}{\alpha_{i-1}} \frac{\delta_i^{(\nu+1)}}{\delta_i^{(\nu)}} = \frac{\alpha_{i-1}}{\alpha_i} d^{(\nu)}(i-1)(N-i+1), \]
where the second equality follows from (3.9), and using (3.25), we can obtain
\[ \Psi^{(\alpha,\nu)}(0)_{i-1,1} = \frac{H_{i,i}^{(\alpha,\nu)}}{H_{i-1,i-1}^{(\alpha,\nu)}} \frac{\alpha_i}{\alpha_{i-1}} \frac{\delta_i^{(\nu+1)}}{\delta_i^{(\nu)}} = 2 \frac{\alpha_i}{\alpha_{i-1}} (e^{(\nu)} + d^{(\nu)}(N+1-i)) \]
by Corollary 3.9, (3.12) and again (3.9). Combining gives
\[ \Psi^{(\alpha,\nu)}(0) = (A^\alpha)^*(e^{(\nu)} + d^{(\nu)}(N+1-J)) + \frac{1}{2} d^{(\nu)}(S^\alpha)^{-1} AS^\alpha J(N-J). \tag{3.26} \]
Using this expression in (3.23) using (3.24) gives the result by a straightforward calculation.

3.6. Irreducibility of the weight. We assume that the conditions of Proposition 3.10 hold, so that the matrix valued orthogonal polynomials exist, and that all the required properties are valid.

For the general weight \( W^{(\alpha,\nu)} \), let \( T \in \mathcal{A} \), then by [32, Lemma 3.1], we have \( [T, C_n^{(\alpha,\nu)}] = 0 \) for all \( n \in \mathbb{N} \), see (2.11) and Section 2.1. Recall from Proposition 3.16 that \( C_n^{(\alpha,\nu)} \) is diagonal. First observe that, assuming without loss of generality that \( p \geq r \), we have
\[ (C_n^{(\alpha,\nu)})_{p,p} = (C_n^{(\alpha,\nu)})_{r,r} \iff (-N + r - 1 - \frac{e^{(\nu+n)}}{d^{(\nu+n)}})_{p-r} = (-N + r - \frac{e^{(\nu+n-1)}}{d^{(\nu+n-1)}})_{p-r} \]
and since all the terms in the shifted factorials are negative for all possible choices, this implies \( 1 + \frac{e^{(\nu+n)}}{d^{(\nu+n)}} = \frac{e^{(\nu+n-1)}}{d^{(\nu+n-1)}} \) or \( p = r \). If \( T \) has a non-zero off-diagonal entry, say \( T_{p,r} \neq 0, p \neq r \), we need \( (C_n^{(\alpha,\nu)})_{p,p} = (C_n^{(\alpha,\nu)})_{r,r} \) for all \( n \in \mathbb{N} \), hence \( 1 + \frac{e^{(\nu+n)}}{d^{(\nu+n)}} = \frac{e^{(\nu+n-1)}}{d^{(\nu+n-1)}} \) for all \( n \in \mathbb{N} \). Or \( \frac{e^{(\nu+n)}}{d^{(\nu+n)}} = -n + \frac{e^{(\nu)}}{d^{(\nu)}} \) for all \( n \in \mathbb{N} \), contradicting the positivity assumption on \( e^{(\nu+n)} \) and \( d^{(\nu+n)} \) for all \( n \in \mathbb{N} \) as in Proposition 3.10.

Proposition 3.17. Consider the algebra \( \mathcal{A} \) for the weight \( W^{(\alpha,\nu)} \) under the assumptions as in Proposition 3.10. Then \( \mathcal{A} \) is trivial, and the weight is irreducible.

Proof. The discussion before Proposition 3.17 shows that any \( T \in \mathcal{A} \) has to be diagonal. By [32, Lemma 3.1] \( [T, B_n^{(\alpha,\nu)}] = 0 \), for all \( n \in \mathbb{N} \), so that in particular \( [T, B_n^{(\alpha,\nu)} - B_n^{(\alpha,\nu)}] = 0 \). By Proposition 3.16 we see that \( B_n^{(\alpha,\nu)} - B_n^{(\alpha,\nu)} \) consists of a product of diagonal matrices and \( A^\ast \). Since we have \( T \) as a diagonal matrix, the commutation shows that \( [T, A^\ast] = 0 \). This means that all diagonal elements of \( T \) are equal, and the result follows.

3.7. Explicit matrix valued Hermite polynomials. In general we cannot find all solutions to (3.7) and (3.9), since the relations are non-linear. Starting with (3.9) we assume now that the \( \nu \)-independent left hand side coincides with \( (N - k)/2 \) in the left hand side. So we take
\[ \alpha_k = \sqrt{2^{1-k}(N - k + 1)_{k-1}}, \quad k = 1, \ldots, N. \tag{3.27} \]
Then (3.7) and (3.9) give the following recurrence relations for the coefficients $d_k^{(\nu)}$:

$$d_k^{(\nu+1)} = (d_k^{(\nu)}k + c_k^{(\nu)})d_k^{(\nu)}, \quad \delta_k^{(\nu)} = \left(\frac{d_k^{(\nu)}k + c_k^{(\nu)}}{d_k^{(\nu)}k}\right)\delta_k^{(\nu)}. \quad (3.28)$$

A possible solution to (3.28) is given by

$$d_k^{(\nu)} = \frac{(\nu + 1)k - 1}{(k - 1)!}, \quad c_k^{(\nu)} = \frac{\nu}{\nu + 1}, \quad \nu^{(\nu)} = \frac{1}{\nu + 1}$$

and assuming $\nu > 0$ we have that $\Delta^{(\nu)}$ is positive definite and $c^{(\nu)}$ and $d^{(\nu)}$ positive, so that all conditions, and in particular (3.7) and (3.9) are satisfied.

The general results for certain coefficients, such as the expressions in Proposition 3.16 and Theorem 3.13, will simplify slightly using the explicit expressions since $c^{(\nu)}/d^{(\nu)} = \nu$.

3.8. **Matrix valued Hermite polynomials related to $\mathfrak{sl}(2)$**. Take $\alpha_k^2/\alpha_k^2 = k(N - k)/4$, then $\alpha_k = 2^{1-k}\sqrt{(k - 1)!/(N - k + 1)k}$, $k = 1, \ldots, N$. Then (3.7) and (3.9) give the following recurrence relations for the coefficients $d_k^{(\nu)}$:

$$d_k^{(\nu+1)} = (d_k^{(\nu)}k + c_k^{(\nu)})d_k^{(\nu)}, \quad \delta_k^{(\nu)} = \frac{1}{2}\left(\frac{k + c_k^{(\nu)}}{d_k^{(\nu)}}\right)\delta_k^{(\nu)}. \quad (3.29)$$

Assume $c^{(\nu)}/d^{(\nu)} = \nu$, then the solution to first equation is easily obtained. Putting, $c^{(\nu)} = \lambda\nu$, $d^{(\nu)} = \lambda$ we find a solution to (3.29) by

$$d_k^{(\nu)} = 2^{-k}\lambda^\nu\Gamma(\nu + k) = 2^{-k}(\nu)_k\lambda^\nu\Gamma(\nu), \quad c_k^{(\nu)} = \nu\lambda, \quad d^{(\nu)} = \lambda$$

for some fixed $\lambda > 0$. The positivity requirements require $\nu > 0$. Then (3.7) and (3.9) are satisfied.

Since now $c^{(\nu)}/d^{(\nu)} = \nu$ as well, most simplifications of Section 3.7 will hold in this setting as well.

Up to relabeling the case $\nu_i = \sqrt{2i}$ of Durán [13] fits in this family with a suitable choice.

**Remark 3.18.** Let $E, F, H$ with relations $[H, E] = 2E$, $[H, F] = -2F$ and $[E, F] = H$ give the Lie algebra $\mathfrak{sl}(2, \mathbb{C})$. Suppose that $\mathbb{C}^N$ has orthonormal basis $\{\epsilon_1, \ldots, \epsilon_N\}$, then the finite-dimensional representation $\pi: \mathfrak{sl}(2) \rightarrow \text{End}(\mathbb{C}^N)$ is given by

$$\pi(E)\epsilon_k = \sqrt{(k + 1)(N + 1 - k)}\epsilon_{k-1}, \quad \pi(F)\epsilon_k = \sqrt{k(N - k)}\epsilon_{k+1},$$

$$\pi(H)\epsilon_k = (N + 1 - 2k)\epsilon_k.$$ 

This is an irreducible finite-dimensional unitary representation for the $*$-structure $E^* = F$, $H^* = H$ corresponding to the real form $\mathfrak{su}(2)$ of $\mathfrak{sl}(2, \mathbb{C})$. Then $A^\alpha = \pi(F)$, $(A^\alpha)^* = \pi(E)$, and $J = \frac{1}{2}(N + 1 - \pi(H))$, so that $e^{xA^\alpha} = \pi(\exp(xF))$ where we take the corresponding representation of $SU(2)$ and we consider $\exp(xF) \in SU(2)$. Some identities used, e.g. (3.6) and Lemma 3.4 can now be obtained directly from the Lie group interpretation. However, it is not clear if this relation can be extended further.
3.9. Another example of explicit matrix valued Hermite polynomials. We now take $\alpha_k = 1$ to be constant, so that we need to solve

$$1 = \frac{d^{(\nu)} k(N - k)}{2(d^{(\nu)} k + c^{(\nu)})} \frac{\delta_k^{(\nu+1)}}{\delta_k^{(\nu)}} , \quad \delta_k^{(\nu+1)} = (d^{(\nu)} k + c^{(\nu)}) \delta_k^{(\nu)}$$

for which

$$d^{(\nu)} = \rho, \quad c^{(\nu)} = C + \nu \rho, \quad \delta_k^{(\nu)} = \frac{\rho^k - 1}{(k - 1)!} (1 + \nu + C / \rho)^{k-1} \rho^\nu \Gamma(1 + \nu + C / \rho)$$

with $\rho > 0, \nu > 0$ and $C \geq 0$ gives a solution meeting all the conditions.

Since now $c^{(\nu)} / d^{(\nu)} = \nu + C \rho^{-1}$ the simplifications of will be somewhat more general.

4. A Burchnall-type formula for matrix valued orthogonal polynomials

The matrix valued Hermite polynomials of Section 3 share many properties with the matrix valued Gegenbauer type polynomials previously introduced in [31]. In particular, the shift properties and the Rodrigues expression hold in both cases, see Proposition 3.10 and [31, Thm. 3.1]. This is the essential ingredient to push the Burchnall-type formulas of [26] to the matrix level. In contrast with [26], we only need to deal with $\frac{d}{dx}$ as lowering operator, since these are the only examples available now. The proofs of the statements in Section 4 are analogous to the ones in the scalar case as given in [26, §2].

Let us assume we have a matrix weight $W^{(\nu)}$ for some parameter space $\nu \in \mathcal{V}$ supported in the interval $[a, b]$, where $a$ and $b$ are allowed to be infinite. We assume that with $\nu \in \mathcal{V}$ we also have $\nu + 1 \in \mathcal{V}$. We assume the existence of matrix valued polynomials $\Phi^{(\nu)}$ and $\Psi^{(\nu)}$ of degree (at most) two and one respectively, such that we have the Pearson equations

$$W^{(\nu+1)}(x) = W^{(\nu)}(x) \Phi^{(\nu)}(x), \quad \frac{dW^{(\nu+1)}}{dx}(x) = W^{(\nu)}(x) \Psi^{(\nu)}(x), \quad (4.1)$$

for all $x \in [a, b]$. Moreover, we assume that there exist shift operators $\frac{d}{dx}$ and $S^{(\nu)} = (\frac{d}{dx})(\Phi^{(\nu)}(x))^* + (\Psi^{(\nu)}(x))^*$, such that

$$\frac{dP_n^{(\nu)}}{dx}(x) = n P_{n-1}^{(\nu+1)}(x), \quad (P_{n-1}^{(\nu+1)} S^{(\nu)})(x) = K_n^{(\nu)} P_n^{(\nu)}(x), \quad (4.2)$$

where $K_n^{(\nu)}$ is a constant invertible matrix and $\{P_n^{(\nu)}\}_{n \geq 0}$ is the sequence of monic orthogonal polynomials with respect to $W^{(\nu)}$. Note that

$$(Q S^{(\nu)})(x) = \left[ \frac{d}{dx} \left( Q(x) W^{(\nu+1)}(x) \right) \right] \left( W^{(\nu)}(x) \right)^{-1} . \quad (4.3)$$

Moreover we assume that, for every $n \in \mathbb{N}$, the polynomial $P_n^{(\nu)}$ is given by the Rodrigues formula obtained by iterating (4.2):

$$P_n^{(\nu)}(x) = C_n^{(\nu)} \left( \frac{d^n W^{(\nu+n)}}{dx^n}(x) \right) \left( W^{(\nu)}(x) \right)^{-1} = \left( (1 S^{(\nu+n-1)}) S^{(\nu+n-2)} \right) \cdots S^{(\nu)}(x),$$

where $1$ is the constant function, $C_n^{(\nu)} = (K_n^{(\nu)})^{-1} \cdots (K_1^{(\nu+n-1)})^{-1}$ is a constant matrix. Note that this in particular requires the weight to decay sufficiently fast at the endpoints.
Theorem 4.1 (Buchnall’s formula). Assume the general conditions of Section 4. Let $Q$ be a $C^\infty$ matrix valued function. Then we have

$$\left(QS^{(\nu+n-1)} \cdots S^{(\nu+1)}S^{(\nu)}\right)(x) = \sum_{k=0}^{n} \left(\begin{array}{c}n \\ k \end{array}\right) Q^{(k)}(x) \left(\begin{array}{c}G^{(\nu+k)}_{n-k} \end{array}\right)^{-1} P^{(\nu+k)}_{n-k}(x) \left(\begin{array}{c}\Phi^{(\nu)}(x) \cdots \Phi^{(\nu+k-1)}(x) \end{array}\right)^*.$$

Proof. Iterating (4.1), we find that the left hand side of (4.1) gives

$$\left((QS^{(\nu+n-1)} \cdots S^{(\nu+1)})S^{(\nu)}\right)(x) = \left[\frac{d^n}{dx^n} \left(Q(x)W^{(\nu+n)}(x)\right)\right] \left(W^{(\nu)}(x)\right)^{-1}$$

$$= \sum_{k=0}^{n} \left(\begin{array}{c}n \\ k \end{array}\right) Q^{(k)}(x) \left[\frac{d^{n-k}}{dx^{n-k}} W^{(\nu+n)}(x)\right] \left(W^{(\nu)}(x)\right)^{-1}$$

$$= \sum_{k=0}^{n} \left(\begin{array}{c}n \\ k \end{array}\right) Q^{(k)}(x) \left(\begin{array}{c}G^{(\nu+k)}_{n-k} \end{array}\right)^{-1} P^{(\nu+k)}_{n-k}(x) W^{(\nu+k)}(x) \left(W^{(\nu)}(x)\right)^{-1}$$

using the Rodrigues formula (4.1) and the Leibniz rule. Now we iterate (4.1) and take its adjoint to find the result.

If we replace $Q = (\cdots ((1S^{(\nu+n-1)})S^{(\nu+n-2)}) \cdots S^{(\nu)}) (x) = (G^{(\nu+n)})^{-1} P^{(\nu+n)}_{m+n}$ in Theorem 4.1 and we use the shift operators (4.2), we obtain the an extension of [8 (5)] and [26 Thm. 3.1, (4.9), (4.10)].

Corollary 4.2. Under the general conditions of Section 4 we have

$$G^{(\nu+n)}_{m+n} \left(\begin{array}{c}G^{(\nu)}_{m+k} \end{array}\right)^{-1} P^{(\nu+n)}_{m+n}(x) = \sum_{k=0}^{n} \left(\begin{array}{c}n \\ k \end{array}\right) k! P^{(\nu+n+k)}_{m-k}(x) \left(\begin{array}{c}G^{(\nu+k)}_{n-k} \end{array}\right)^{-1} P^{(\nu+k)}_{n-k}(x) \left(\begin{array}{c}\Phi^{(\nu)}(x) \cdots \Phi^{(\nu+k-1)}(x) \end{array}\right)^*.$$

Next, we derive an integrated version of Buchnall’s formula.

Theorem 4.3. Let $Q$ and $M$ be $C^\infty$ matrix valued functions such that all of the integrals below converge. Then we have

$$\int_a^b Q(x) W^{(\nu+n)}(x) M^{(n)}(x) dx = (-1)^n \sum_{k=0}^{n} \left(\begin{array}{c}n \\ k \end{array}\right) Q^{(k)}(x) \left(\begin{array}{c}G^{(\nu+k)}_{n-k} \end{array}\right)^{-1} P^{(\nu+k)}_{n-k}(x) \times \left(\begin{array}{c}\Phi^{(\nu)}(x) \cdots \Phi^{(\nu+k-1)}(x) \end{array}\right)^* W^{(\nu)}(x) M(x) dx.$$
Note the special case $Q(x) = e^{-xt}I$, $M(x) = xpI$ with $p < n$;
\[
\int_a^b \sum_{k=0}^n \binom{n}{k} (-t)^k (G_{n-k}^{(n-k)})^{-1} P_{n-k}^{(n-k)}(x) \left( \Phi^{(n-k)}(x) \cdots \Phi^{(n-k-1)}(x) \right) e^{-xt} W^{(n)}(x) x^p \, dx = 0.
\]

(4.5)

Proof. Multiply (4.4) by $W^{(n)}(x) M(x)$ from the right and we integrate with respect to $x$ on the interval $[a,b]$, we obtain as in the proof of Theorem 4.1
\[
\int_a^b \left( QS^{(n-1)}(x) \cdots S^{(n)}(x) \right) W^{(n)}(x) M(x) \, dx = \int_a^b \frac{d^n}{dx^n} (Q(x) W^{(n)}(x)) M(x) \, dx
\]
and the right hand side can be evaluated by integration by parts as well as by the proof of Theorem 4.1. So we get
\[
(-1)^n \int_a^b Q(x) W^{(n)}(x) M^{(n)}(x) \, dx = 0
\]

4.1. Application to matrix valued Gegenbauer-type polynomials. The matrix valued Gegenbauer-type polynomials introduced in [31] fit into this scheme. For $\ell \in \frac{1}{2} \mathbb{N}$, the weight is the $(2\ell + 1) \times (2\ell + 1)$-matrix which is given by
\[
W^{(n)}(x) = L^{(n)}(x) T^{(n)}(x) L^{(n)}(x)^t,
\]
where $L^{(n)} : (-1,1) \to M_{2\ell+1}(\mathbb{C})$ is the unipotent lower triangular matrix valued polynomial
\[
(L^{(n)}(x))_{m,k} = \begin{cases} 0 & \text{if } m < k \\ \frac{m!}{k!(2\nu + 2k)_{m-k}} C_{m-k}^{(n)}(x) & \text{if } m \geq k. \end{cases}
\]

Here, $C_{m}^{(n)}(x)$ denote the classical Gegenbauer polynomials and $T^{(n)} : (-1,1) \to M_{2\ell+1}(\mathbb{C})$ is the diagonal matrix valued function
\[
\left( T^{(n)}(x) \right)_{k,k} = t_k^{(n)} (1 - x^2)^{k+\nu-1/2}, \quad t_k^{(n)} = \frac{k!(\nu)_k}{(\nu + 1/2)_k (2\ell + 1/2)_k},
\]
Here we label the matrix entries by $m, k \in \{0, \ldots , 2\ell \}$. The matrix valued Gegenbauer type orthogonal polynomials satisfy (4.1), (4.2), (4.3), (4.4), as follows from Theorem 2.4, Corollary 2.2, Theorem 3.1 of [31]. The explicit expression for the second degree polynomial $\Phi^{(n)}$ and the first degree polynomial $\Psi^{(n)}$ are given in [31] (4.9), (4.10).

If we use (4.6) in the formula of Theorem 4.1 and we use [31] Proposition 4.4, we obtain
\[
\left( QS^{(n-1)}(x) \cdots S^{(n)}(x) \right) = \sum_{k=0}^n \binom{n}{k} Q^{(n)}(x) C_{n-k}^{(n)} \cdot P_{n-k}^{(n)}(x)
\]
\[
\times L^{(n)}(x) T^{(n)}(x) \left[ M^{(n)}(x) \cdots M^{(n)}(x) \right]^t \cdot L^{(n)}(x)^{-1},
\]

(4.7)
where $M^{(\nu)}(x)$ is a matrix polynomial of second degree, see [31, Prop. 4.4] for its explicit expression.

In particular, the expansion formula of Corollary 4.2 gives an expansion for the matrix valued Gegenbauer type polynomials which is an analogue of the $\alpha = \beta$ case of [26, (3.11)].

4.2. **Application to matrix valued Hermite-type polynomials.** In Section 3, we have shown that the Hermite-type matrix valued orthogonal polynomials satisfy (4.1), (4.2), (4.3), (4.4), see in particular Propositions 3.6, 3.7, 3.10.

In this case we can use that in (4.5) the matrix $L(x)$ does not depend on the parameter $\nu$, and therefore the analog of (4.7) can be simplified further;

$$W^{(\alpha, \nu+k)}(x)(W^{(\alpha, \nu)}(x))^{-1} = L^\alpha(x)\Delta^{(\nu+k)}(\Delta^{(\nu)})^{-1}(L^\alpha(x))^{-1}.$$ 

Therefore we obtain

$$\left(((QS^{(\nu+n-1)})\cdots S^{(\nu+1)})S^{(\nu)}\right)(x) =$$

$$\sum_{k=0}^{n} \binom{n}{k} Q^{(k)}(x)G^{(\alpha, \nu)}_{n-k}P^{(\alpha, \nu+k)}_{n-k}(x) L^\alpha(x)\Delta^{(\nu+k)}(\Delta^{(\nu)})^{-1}(L^\alpha(x))^{-1} \text{ as an alternative to Theorem 4.1}.$$ 

Similarly, the expansion formula in Corollary 4.2 can be rewritten using the $L^\alpha(x)\Delta^{(\nu+k)}(\Delta^{(\nu)})^{-1}(L^\alpha(x))^{-1}$ instead of $(\Phi^{(\nu)}(x)\cdots \Phi^{(\nu+k-1)}(x))^*.$

5. **AN EXPLICIT SOLUTION TO THE NON-ABELIAN TODA LATTICE**

The goal of this section is to give an explicit solution of the non-abelian Toda lattice equation of Proposition 2.2 based on the matrix valued type Hermite polynomials of Section 3. We determine the monic orthogonal polynomials with respect to the Toda modifications in two different ways.

**Proposition 5.1.** **With the notation of Proposition 3.10 we have that**

$$C_n(t) = \exp(-\frac{t}{2}A^\alpha)C_n^{(\alpha, \nu)} \exp(\frac{t}{2}A^\alpha), \quad B_n(t) = \exp(-\frac{t}{2}A^\alpha)B_n^{(\alpha, \nu)} \exp(\frac{t}{2}A^\alpha) - \frac{1}{2}t$$ 

**solve the non-abelian Toda lattice equation of Proposition 2.2 with $\Lambda = I.$**

Since $A^\alpha$ does not commute with $B_n^{(\alpha, \nu)}$ nor with $C_n^{(\alpha, \nu)}$, this solution is not trivial when compared to the corresponding solution of the Toda lattice equation, see e.g. [26, Prop. 7.1(i)].

**Proof.** Rewrite, using $t \in \mathbb{R},$

$$e^{-xt}L^\alpha(x)e^{-x^{2}\Delta^{(\nu)}}(L^\alpha(x))^* =$$

$$\exp(-\frac{t}{2}A^\alpha)e^{t^2/2}L^\alpha(x + \frac{1}{2}t)e^{-(x+\frac{1}{2}t)^2(\Delta^{(\nu)}(L^\alpha(x + \frac{1}{2}t))^*e^{t^2/2}\exp(-\frac{t}{2}A^\alpha)^*}$$ 

using Lemma 3.4. The monic orthogonal polynomials $P_n(x; t)$, cf. Proposition 2.2, with respect to this matrix measure are, up to a transformation, the matrix valued Hermite type polynomials;

$$P_n(x - \frac{1}{2}t; t) \exp(-\frac{t}{2}A^\alpha)e^{t^2/2} = \exp(-\frac{t}{2}A^\alpha)e^{t^2/2}P_n^{(\alpha, \nu)}(x).$$
From Proposition 3.16 we see that
\[ xP_n(x; t) = P_{n+1}(x; t) + \left( \exp\left(-\frac{t}{2}A^\alpha\right)P_n^{(\alpha, \nu)}(x) - \frac{1}{2}t\right)P_n(x; t) \]
\[ + \exp\left(-\frac{t}{2}A^\alpha\right)C_n^{(\alpha, \nu)}(x) \exp\left(\frac{t}{2}A^\alpha\right)P_{n-1}(x; t). \]

Now the result follows from Proposition 2.2. \[ \square \]

As a corollary to the proof, we have established in this case
\[ P_n(x; t) = \exp\left(-\frac{t}{2}A^\alpha\right)P_n^{(\alpha, \nu)}(x + \frac{1}{2}t) \exp\left(\frac{t}{2}A^\alpha\right). \] (5.1)

On the other hand, by (4.5), in case of the matrix valued Hermite type orthogonal polynomials, we see that the polynomials, in the notation of Section 3,
\[ \sum_{k=0}^{n} \binom{n}{k} (-t)^k (G_{n-k}^{(\alpha, \nu+k)})^{-1} P_{n-k}^{(\alpha, \nu+k)}(x) \left( \Phi^{(\alpha, \nu)}(x) \cdots \Phi^{(\alpha, \nu+k-1)}(x) \right)^* \]
are orthogonal with respect the matrix weight \( e^{-xtW^{(\nu)}}(x) \). Indeed, since the polynomial \( \Phi^{(\alpha, \nu)} \) has degree 1, this is indeed a polynomial of degree \( n \). The leading coefficient is
\[ M_n^{(\alpha, \nu)}(t) = \sum_{k=0}^{n} \binom{n}{k} (-t)^k (G_{n-k}^{(\alpha, \nu+k)})^{-1} (A^\alpha)^k \] (5.2)
which is a lower triangular matrix with the constant (in \( t \)) matrix \( (G_n^{(\alpha, \nu)})^{-1} \) on the diagonal. Hence \( M_n^{(\alpha, \nu)}(t) \) is invertible.

**Proposition 5.2.** The matrix valued Hermite type polynomials \( P_n^{(\alpha, \nu)} \) of Section 3 satisfy
\[ \exp\left(-\frac{t}{2}A^\alpha\right)P_n^{(\alpha, \nu)}(x + \frac{1}{2}t) \exp\left(\frac{t}{2}A^\alpha\right) = \]
\[ \left( M_n^{(\alpha, \nu)}(t) \right)^{-1} \sum_{k=0}^{n} \binom{n}{k} (-t)^k (G_{n-k}^{(\alpha, \nu+k)})^{-1} P_{n-k}^{(\alpha, \nu+k)}(x) \left( \Phi^{(\alpha, \nu)}(x) \cdots \Phi^{(\alpha, \nu+k-1)}(x) \right)^* \]

The identity of Proposition 5.2 is the matrix analogue of [26, (3.4)] (which has a typo). Now the scalar case [26, (3.4)] has an easy proof using the generating function (3.2), but there does not seem to be a proof of Proposition 5.2 by generating functions.

Now that we have the Toda modified polynomials (5.1) explicitly, we can take the derivative with respect to \( t \) and use Lemma 2.4. This gives, using the notation \( X_n^{(\alpha, \nu)}(t) \) for the \( t \)-dependent one-but-leading coefficient of \( P_n(x; t) \) and Proposition 3.10(ii),
\[ e^{-\frac{t}{2}A^\alpha}\left( -\frac{1}{2}A^\alpha P_n^{(\alpha, \nu)}(x + \frac{1}{2}t) + \frac{1}{2}nP_n^{(\alpha, \nu+1)}(x + \frac{1}{2}t) + P_n^{(\alpha, \nu)}(x + \frac{1}{2}t) - \frac{1}{2}A^\alpha \right)e^{\frac{t}{2}A^\alpha} \]
\[ = \frac{dX_n^{(\alpha, \nu)}(t)}{dt} e^{-\frac{t}{2}A^\alpha} P_n^{(\alpha, \nu)}(x + \frac{1}{2}t) e^{\frac{t}{2}A^\alpha}. \]
Simplifying gives
\[ nP_n^{(\alpha, \nu+1)}(x + \frac{1}{2}t) + [P_n^{(\alpha, \nu)}(x + \frac{1}{2}t), A^\alpha] = 2e^{\frac{t}{2}A^\alpha} \frac{dX_n^{(\alpha, \nu)}(t)}{dt} e^{-\frac{t}{2}A^\alpha} P_n^{(\alpha, \nu)}(x + \frac{1}{2}t). \] (5.3)
Note that the $t$-derivative of the expression on the right hand side of Proposition 5.2 is more complicated.
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