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Abstract

The success rate of current adversarial attacks remains low on real-world 3D face recognition tasks because the 3D-printing attacks need to meet the requirement that the generated points should be adjacent to the surface, which limits the adversarial example’s searching space. Additionally, they have not considered unpredictable head movements or the non-homogeneous nature of skin reflectance in the real world. To address the real-world challenges, we propose a novel structured-light attack against structured-light-based 3D face recognition. We incorporate the 3D reconstruction process and skin’s reflectance in the optimization process to get the end-to-end attack and present 3D transform invariant loss and sensitivity maps to improve robustness. Our attack enables adversarial points to be placed in any position and is resilient to random head movements while maintaining the perturbation unnoticeable. Experiments show that our new method can attack point-cloud-based and depth-image-based 3D face recognition systems with a high success rate, using fewer perturbations than previous physical 3D adversarial attacks.

1. Introduction

As 2D face recognition becomes increasingly vulnerable to attacks, researchers are turning to 3D face data for secure user authentication and other tasks. Structured light imaging is a popular method of acquiring 3D face data due to its high precision and superiority in uniform textures [10]. It is widely used in off-the-shelf devices such as Kinect v1 and iPhone [45]. Various 3D face recognition algorithms are proposed based on structured light [11,15,29]. FaceID, for example, collects 3D face data using a structured light camera and then uses 3D face data for user authentication.

Although real-world attacks for 2D face recognition have been thoroughly studied [5,27,41], studies on physically realizable 3D face recognition attacks are insufficient. Tsai et al. [30] first proposed 3D printable adversarial examples for point cloud classification tasks. However, the perturbations must be strictly adjacent to the surface rather than in arbitrary positions in 3D-printed examples, greatly limiting the adversary’s attack ability. Previous optical adversarial attacks [6,12,19,20,36,47] cannot be applied directly to 3D face recognition either. Face reflection is more complex than opaque objects like the stop sign and the principle of 3D reconstruction is different from 2D imaging.

To address the limitations of existing 3D-printing-based adversarial attacks, we propose a new attack called Structured-Light Attack on 3D face recognition systems, which uses adversarial illumination to attack structured-light-based 3D face recognition. The perturbation can be concealed in the normal fringe patterns or superimposed on the original illumination by using the inherent or an additional projector. Figure 1 shows an overview of our attack. Without the optical noises, the 3D reconstructed point cloud is recognized as David. While with the elaborate optical noises, the adversarial point cloud is recognized as Athena.

Our attack achieves a higher success rate than previous attacks by precisely simulating the real-world 3D reconstruction process and taking the random head movements into account. We first incorporate the 3D face relighting process in the attack pipeline through the Lambertian reflectance model. Then, we propose a differential 3D recon-
construction substitution. The adversarial illuminations can result in point shiftings in the point cloud and cause dodging or impersonation attacks. Utilizing the 3D reconstruction principle, our attack is end-to-end and can generate adversarial points in arbitrary 3D positions. It needs fewer perturbations than previous 3D attacks with the average attack success rate of 47% in impersonation attacks and 95% in dodging attacks respectively. Our contributions are summarized as follows.

• We are the first to realize physical 3D face attacks through adversarial illuminations. The optical perturbations are generated end-to-end and are camouflaged by the normal patterns of structured-light projectors.

• Our physical attack is feasible and effective by involving the face relighting process and random 3D transformations in the attack pipeline, which significantly improve the 3D reconstruction precision and adversarial examples’ robustness to random head movements.

• We attack both point-cloud-based and depth-image-based 3D face recognition models. Compared with previous attacks, our method needs fewer perturbations with a high success rate in experiments.

2. Related Work

3D Adversarial Attack 3D adversarial attacks focus on generating adversarial examples for 3D deep learning models. Most of them aim for point cloud data. Xiang et al. [39] first proposed an adversarial attack on the point cloud by point perturbation and point generation. Zheng et al. [44] and Wicker et al. [35] spoofed the deep learning model by dropping some critical points based on the saliency map. Some other studies focused on improving the imperceptibility of the adversarial examples based on the geometric properties of the adversarial point cloud [13,33]. However, these attacks are hard to be realized in the physical world. For physically realizable attacks, Cao et al. [2] successfully fooled the Lidar sensor on autonomous vehicles by adding fake front-near obstacles through a time-lapse module and a laser emitter. However, the sensors used for face recognition are significantly different from the autopilot. Some studies use 3D-printed objects for physical attacks. Tsai et al. [30] proposed kNN loss to generate 3D printable adversarial examples. Tu et al. [31] proposed utilizing Laplacian loss to improve the mesh’s smoothness and 3D printability. However, they did not apply their attacks to the 3D face recognition application, which is a far more complex scenario. Moreover, 3D printing technology can only generate perturbations adjacent to the 3D surface rather than at arbitrary positions in the 3D space.

Optical Adversarial Attack Optical adversarial attacks change the illumination of the target objects to spoof the classifiers. Compared with printing-based attacks, they have better camouflage. But previous works have only considered 2D classifiers. For example, Nicoles et al. [20] generated adversarial illuminations through iteratively capturing and optimizing. Zhou et al. [47] utilized infrared LEDs to attack the face recognition system. Worzyk et al. [36] projected perturbations onto the road stop signs. Nguyen et al. [19] applied the optical adversarial attack to the 2D face recognition and used expectation over transformation to improve the physical robustness. Gnanasambandam et al. [12] improved attack success rate by considering spectral non-linear. However, these attacks cannot be directly applied to 3D scenarios because of the huge difference in 2D and 3D imaging principles. Moreover, these attacks are too obvious to escape from human eyes. To solve these problems, this work proposes novel 3D optical adversarial attacks for face recognition scenario and consider the face reflection process for end-to-end attacks.

3. Methodology

In this section, we first briefly introduce our attack targets, the structured light profilometry, and then presents our attack methods. We propose phase shifting attack and phase superposition attack for multi-step and single-step technologies, respectively. An overview of our end-to-end attacks is shown in Figure 3.

3.1. Structured light profilometry

Multi-step algorithm Multi-step phase shifting (MSPS) is one of the most important surface profilometry algorithms. We reference Piccirilli’s work [21] to build the MSPS-based 3D face data acquisition system. We first calibrate the projector and camera to get their projection matrices $A_p$ and $A_c$. Then a group of phase-shift images is projected sequentially to encode every unitary position of a surface. Next, the wrapped phase map $\phi_w(u_c,v_c)$ is computed through captured images $I_0, \ldots, I_{N-1}$ by Equation 1,

$$\phi_w(u_c,v_c) = \tan^{-1} \frac{\sum_{n=0}^{N-1} I_i^t(u_c,v_c) \sin(2\pi n/N) \sum_{n=0}^{N-1} I_i^c(u_c,v_c) \cos(2\pi n/N)}{\sum_{n=0}^{N-1} I_i^c(u_c,v_c) \sin(2\pi n/N) \sum_{n=0}^{N-1} I_i^t(u_c,v_c) \cos(2\pi n/N)}.$$ (1)

After getting the wrapped phase, it is unwrapped to the absolute phase, $\phi_{u}(u_c,v_c) = \phi_w(u_c,v_c) + 2\pi K(u_c,v_c)$, where $K(u_c,v_c)$ is the fringe’s order. We use cyclic complementary gray code [38] to compute $K(u_c,v_c)$. Then pixels in $I_p$ and $I_c$ are matched according to the absolute phase. Finally, we use Eq.32 in Feng’s paper [10] to recover 3D coordinates, which, for the sake of simplicity, can be expressed as the following function,

$$[x, y, z] = h(A_c, A_p, u_c, v_c, u_p),$$ (2)
where \([x, y, z]\) is the 3D coordinate. The \(u_c, v_c\) are the pixel’s horizontal and vertical coordinates in \(I_c\). \(u_p\) is the matching pixel’s horizontal coordinate in \(I_p\).

**Single-step algorithm** Multi-step optical metrology faces the problems of error accumulation. Recently, benefiting from the rapid development of deep learning, some researchers proposed to project only one fringe image and then recover the phase map through deep neural networks \([4, 9, 24, 48]\). Feng et al. \([8]\) achieved SOTA results on single fringe pattern analysis. They rewrote Equation 1 as \(\varphi_w(u_c, v_c) = \tan^{-1} M(u_c, v_c)/D(u_c, v_c)\). They first used a CNN and a single modulated fringe image \(I^c\) as input to estimate the background image \(A\), and then used \(A\) and \(I^c\) as the second CNN’s input to estimate \(M\) and \(D\) directly. We refer to this work as SLCNN in this paper.

**3.2. Phase shifting attack**

For multi-step structured light imaging, we propose a novel attack named phase shifting attack, as shown in Figure 2. The basic idea is to involve the multi-step phase-shifting algorithm into the C&W attack \([3]\)’s optimization process and hide the perturbation into the original patterns. However, because the pixel coordinates are discrete values, the back-propagation of Equation 2 is prevented. Therefore, we first substitute the 3D reconstruction algorithm with a differential one to solve this problem.

**Differential 3D reconstruction algorithm** Inspired by the natural 3D renderer \([14]\) that involves a differential renderer for 3D mesh reconstruction, we include the 3D reconstruction in the end-to-end attacks. The difference is that Kato’s work needs to get \(\frac{\partial I(u_c)}{\partial u_c}\), while our problem is to compute \(\frac{\partial x(u_c, u_p)}{\partial u_p}\), which can be seen as an inverse rendering process. Specifically, because the pixel coordinate \(u_p\) is not differential, we optimize the absolute phase map \(\phi_a\) in the attack iterations instead of optimizing \(u_p\) directly. After getting the adversarial phase map, we get \(u_p\) through \(u_p = \text{round}(\frac{\varphi_a}{\text{fringes}})\), where \(\text{fringes}\) is the fringes’ number, \(w\) is the width of projected images.

Moreover, simultaneously changing the projector’s and the camera’s corresponding points’ coordinates will influence the reconstruction accuracy. To solve this problem, we project the 3D adversarial point displacements onto the normal vector of the camera imaging plane. Suppose \(\mathbf{A}_e = K[R T] \in \mathbb{R}^{3 \times 4}\) is the camera’s perspective projection matrix, then the projection direction can be expressed as \(R^{-1}K^{-1}e\), where \(e = (0, 0, 1)^T\). This projection will make the 3D pixel shifting only change the depth in the camera view and leave the corresponding pixel coordinates unchanged when the distance is in a certain range (we put the proof in the appendix). This is also equal to rotating the point cloud before the attack and limiting the perturbation in the depth direction.

**Sensitivity map and 3D transform invariant loss** Noticing that humans are more sensitive to perturbation in the central and flat areas of the face, we propose two sensitivity maps to punish perturbations in areas of high sensitivity. The first is defined as \(\text{Sen}_1(u_c, v_c) = e^{-\frac{\|c(u_c, v_c) - (u_0, v_0)\|_2}{w}}\), where \((u_0, v_0)\) is the face center. For the second map, we noticed the point cloud tends to be uniformly distributed on the surface after the farthest point sampling. When the point cloud is mapped to 2D images, non-zero pixels are concentrated where there is a large change in height. Therefore, the second sensitivity map is defined as \(\text{Sen}_2(u_c, v_c) = \frac{1}{\|\phi_a(u, v)\|_0} ((u, v) \in S(u_c, v_c))\), where \(S(u_c, v_c)\) is a small adjacent area centered by \((u_c, v_c)\) in the absolute phase map. The total sensitivity map is \(\text{Sen} = \text{Sen}_1 + \text{Sen}_2\).

When attacking a physical system, the distance and head may move unexpectedly. Expectation over transform loss has been used to solve this problem in 2D scenario \([19]\). We extend it to the 3D space and propose 3D transform invariant loss to make the adversarial point clouds can generate consistent results when the environment changes. The random spatial transformation function can be expressed as \(T(\mathbf{P}) = (R_{\theta_x, \theta_y, \theta_z} \mathbf{P})^T + M_{\eta_x, \eta_y, \eta_z}\), where \(\mathbf{M}\) and \(\mathbf{R}\) are spatial translation and rotation matrix and \(\eta_x, \eta_y, \theta_x, \theta_y, \theta_z\) are random displacements and rotation angles sampled from Gaussian distributions. Moreover, to simulate the real-world preprocessing process, we involve a resample and renormalization function in the optimization. The final loss function is defined as

\[ l_{\text{adv}}(\phi_a') = \mathbb{E}_T l_{\text{logits}} \left( \mathcal{M} \left( \mathcal{N} \left( T(h(\phi_a')) \right) \right) \right), \tag{3} \]

where \(T\) is random 3D transformation. \(\mathcal{N}(\cdot)\) is a resample and renormalization function. \(\mathcal{M}\) is the classification model. \(l_{\text{logits}}\) is a logits loss function \([3]\).
The phase shifting attack algorithm We use the $l_1$ distance as our distance measure to improve the sparsity of perturbation, which is defined as $\|\phi'_a - \phi_a\|_1 = \sum_{u,v} |\phi'_a(u,v) - \phi_a(u,v)|$. Previous work has shown that $l_1$ loss function can generate sparser perturbation than $l_2$ loss [18]. The final loss function is defined as

$$l_{total} = l_{adv} + \lambda \cdot Sen \circ \|\phi'_a - \phi_a\|_1,$$

where $\circ$ is Hadamard products. We optimize this loss function by stochastic gradient descent with very small initial noises ($10^{-5}$) to skip the non-differential area. Last but not least, at the end of each iteration, we clip $\phi_a$ to $[max(0, \phi_a - 1/n_s), min(1, \phi_a + 1/n_s)]$. This is because when surfaces have large jumps, the multi-step phase-shift algorithm may unwrap the corresponding pixel into a false cycle. After getting the adversarial phase map, we shift the phase $\mathcal{I}_p(u_p, v_p)$ in projected fringe patterns to $\mathcal{I}_p(u'_p, v'_p)$ to get adversarial illuminations. The final attack algorithm is shown in Algorithm 1.

Algorithm 1 Phase Shifting Attack Algorithm

Input: $\mathcal{I}_e = \{\mathcal{I}_1, ..., \mathcal{I}_N\}$, $\mathcal{I}_p$, $A_e = K[R \ T]$, target label $t$
Output: $\mathcal{I}_{p \ adv} = \{\mathcal{I}_1, ..., \mathcal{I}_N\}$

1: $\phi_a \leftarrow f(I_e)$
2: for $i = 0$ to $N$
3: \hspace{1em} $\mathcal{P} \leftarrow h(\phi_a)$
4: \hspace{1em} $\mathcal{P}' \leftarrow K \cdot R \cdot \mathcal{P}$
5: \hspace{1em} Compute the gradient $\nabla_{\mathcal{P}'} l_{adv}(\mathcal{P}', t)$
6: \hspace{1em} $\mathcal{I}_{p \ adv}(\mathcal{P}'); \mathcal{I}_p(\mathcal{P}') \cdot \frac{\partial P'}{\partial \mathcal{P}'}$
7: \hspace{1em} Compute the gradient $\nabla_{\phi_a} l_{total}(\phi_a)$
8: \hspace{1em} $\phi_a \leftarrow \text{clip}(\phi_a + \alpha \cdot \frac{\Delta}{\|\Delta\|_2})$
9: end for
10: $u'_p \leftarrow \text{round}(\frac{\text{sum} \mathcal{I}_{p \ adv}(\mathcal{P})}{\text{sum} \mathcal{I}_p(\mathcal{P})})$
11: $I_{p \ adv}(u_p) \leftarrow I_p(u'_p)$
12: return $I_{p \ adv} = \{\mathcal{I}_1, ..., \mathcal{I}_N\}$

3.3. Phase superposition attack

In the real world, the adversary usually cannot directly modify the inherent projector of a structured light system. Therefore, we propose another end-to-end attack called phase superposition attack. As shown in Figure 4, the adversary uses an additional projector to project adversarial noises on the faces, resulting in dodging or impersonation attacks. We suppose the victim model is SLCNN [8] or any other single-fringe-analysis neural network.

The Lambertian rendering model Our end-to-end attack procedure is shown in Figure 3. In order to generate adversarial noises directly, we involve the projection-and-capture process in our optimization loops. Unfortunately, face reflection is a very complex process because of its translucent quality [28], which hasn’t been considered in previous optical adversarial attacks. We use the linear Lambertian rendering model [1] to simulate this procedure, which has been used for illumination-invariant face recognition [46]. The linear Lambertian model is

$$I(x) = a(x)n(x) \cdot (s_p_1(x) + s_p_2(x)),$$

where $x$ is the 3D face, $I(x)$, $a(x)$, $n(x)$, $s_p(x)$ are image intensity, the face’s reflectance, the surface normal and light vector from projector $p$, respectively. We estimate reflectance and surface normal parameters through SISNet [26], which can decompose a face image as $a(x), n(x), s(x)$ under Lambertian model through a single forward propagation.

The phase superposition attack algorithm To both fool 3D face recognition models and make the recovered 3D face look realistic, we add a 3D Root Mean Square Error (RMSE) to measure the distance from the adversarial point cloud to the ground truth, which has been used for measuring 3D reconstruction accuracy [16]. RMSE is defined as $RMSE = \frac{1}{N_T} \sum_{i=1}^{N_T} (\|P^* - P\|/n)$, where $P^*$ and $P$ are the adversarial and clean point cloud, respectively, and $N_T$ is the attack batch size. To calculate RMSE, we align the adversarial and real 3D faces with 68 3D landmarks and then crop them into the same radiuses. We also consider the projector’s gamma distortion in our attacks, modeled as a $\text{tanh}$ function. The phase superposition attack algorithm is shown in Algorithm 2.

Algorithm 2 Phase Superposition Attack Algorithm

Input: Test 3D face data $P$, phase reconstruction model $\mathcal{M}_1$, 3D classification model $\mathcal{M}_2$
Output: Adversarial illumination $x$

Initialization : $x \leftarrow 1 \times 10^{-5}$ //Skip the zero
1: for $i = 0$ to $N$
2: \hspace{1em} Relight the face through the Lambertian model
3: \hspace{1em} Get modulated images $I_p'$ by natural 3D renderer.
4: \hspace{1em} Get phase map through $\mathcal{M}_1$
5: \hspace{1em} Get $\mathcal{P}^*$ through differential 3D reconstruction
6: \hspace{1em} $RMSE = \frac{1}{N_T} \sum_{i=1}^{N_T} (\|P^* - P\|/n)$
7: \hspace{1em} Get the prediction through $\mathcal{M}_2$
8: \hspace{1em} Compute the adversarial loss $l_{adv}$
9: \hspace{1em} $l_{total} = l_{adv} + \lambda_1 \cdot RMSE + \lambda_2 \cdot Sen \circ \|x\|_1$
10: \hspace{1em} Compute gradient $\nabla_x l_{total}(x)$
11: $x \leftarrow \max\{0, \min\{1, x + \alpha \cdot \text{sign}(\delta)\}\}$
12: end for
13: return Adversarial illumination $x$
Figure 3. The attack procedure of phase superposition attack. The fringe images and noises relight the human face through the Lambertian model. Then a natural 3D renderer [14] renders the 3D model as modulated fringe images. 3D point clouds are then reconstructed by SLCNN and are classified by 3D face recognition model. Losses include adversarial loss, $L_1$ loss and RMSE loss that assesses the 3D face reconstruction accuracy. During the attack, the SLCNN and 3D face recognition model are frozen and the noises are updated.

4. Implementation details

**Datasets** We first train 3D face recognition models on 3D face datasets for attack evaluation. Three datasets acquired by structured light cameras are used: Bosphorus [25], Eurecom [17] and SIAT-3DFE [43]. The Bosphorus dataset is collected by Inspeck Mega Capturor II. It consists of 105 different faces with a rich set of expressions and occlusions. Eurecom consists of 52 faces and is acquired by Kinect. SIAT-3DFE consists of over 400 subjects and has original fringe images. We also collect ten people’s faces using our own structured light camera and add them to the above datasets. We downsample these datasets to 4K points through farthest point sampling to train 3D classifiers.

**3D face recognition models** We evaluate our attacks on state-of-art 3D point cloud classification models, including Pointnet [22], Pointnet++ [23], DGCNN [32] and CurveNet [40]. We also evaluate attacks on the depth-image-based 3D face recognition model FR3DNet [11]. We implement dodging and impersonation attacks on these models. The dodging attack aims to make 3D classifiers classify faces into any classes except the ground truth. The impersonation attack aims to make them classify faces into random labels.

**Hyperparameter settings** The search space of $\lambda$ in Equation 4 is set as $[10^{-5}, 10^0]$. We use binary search to narrow down $\lambda$. We set the binary search step as 10, the iteration number as 100, and the minimum logit difference as 30 to guarantee the attack success rate. We terminate the optimization process after reaching the binary search step and return the adversarial examples with minimum distance loss. We use ASR and RMSE distance between the adversarial and original point clouds as evaluation metrics.

**Physical settings** As shown in Figure 4, we build a real-world structured light system that refers to Piccirilli’s design [21] for physical attacks, which includes an industry camera and home projectors. We capture images at a distance of about 1.5 meters. The projector and the camera’s resolutions are both $1600 \times 1200$. We linearize the color distortion before the images are projected, then detect and crop the face in the modulated images using the Viola-Jones algorithm and resize it to $128 \times 128$ centered by the face. We reconstruct the 3D data using the 12-step phase-shift algorithm or deep-learning-based methods such as SLCNN.

The projected images may be distorted because of manufacturing errors in the projector-camera system. This non-linear distortion will cause a drop in the attack success rate if not taken into account. The luminance non-linearity usually are formulated as $g(u) = u^{\gamma}$, where $u \in [0, 1]$ is the input intensity of the projector and $g(u)$ is the output intensity of the projector [7]. However, our experiments found that the $tanh$ function can better fit our projectors’ distor-
tion, which is $g(u) = \frac{\tanh(\gamma(2u-1))+1}{2}$, where $\gamma$ is a hyperparameter to describe the projector’s inherent property. We leave the details about computing $\gamma$ in the appendix.

5. Experimental evaluation

We implement attacks in both the digital world and the physical world. We present our experiments on 1) targeted and untargeted attacks on various classification backbones, 2) physical attack results, 3) ablation study of different modules, and 4) attack transferability.

5.1. Attack performance

Digital attack results To evaluate the targeted and untargeted attack success rate, we first simulate attacks through the Lambertian rendering model and then attack different models that are trained on three datasets. For targeted attacks, the label is randomly chosen from three datasets. We compared our attacks with several state-of-the-art 3D attacks, including C&W attack [3] that uses $l_2$ distance, 3DAdv [39] that uses Chamfer distance, KNNadv [30] that use kNN distance and GeoA3 [34] that use local curvature distance. Note that recently shape-invariant attack has been proposed [13], but it is not physically realizable, therefore, is not considered in this paper.

As revealed in Table 1 and Table 2, we achieve an average ASR of 95% on dodging attacks and 47% on impersonation attacks for the pixel shifting attack. At the same time, our attacks have fewer 3D reconstruction errors than previous 3D attacks. This is because our attacks need fewer points to be modified and consider the physical constraint in the 3D reconstruction by projecting the perturbation in specific directions. For the targeted attack, we outperform previous attacks except for KNNadv. This is may because KNNadv can generate adjacent clusters, which are more robust to the downsampling process of Pointnet++.

Physical attack results We attack 10 people in physical attacks and achieved 90% ASR for untargeted attacks and 40% ASR for targeted attacks for both phase shifting and superposition attacks. Figure 6 shows the real-world phase shifting attacks’ results compared with other attacks. We show the phase superposition attack’s results in the appendix. To compare with benchmark attacks, we use their loss functions to generate the 3D adversarial point clouds and then reverse them to the fringe patterns. We conduct targeted attacks on PointNet with randomly chosen labels. The results show that the reconstructed 3D point clouds by

Figure 5. Demonstrations of clean and adversarial face point clouds generated by C&W, 3DAdv and ours attacks.
Table 1. The untargeted attack performance. We evaluate the attack performance by the attack success rate (higher is better) and RMSE [16] (lower is better). RMSE can be used to measure the 3D reconstruction error. Compared with the state-of-art geometry-ware attack GeoA3, our attacks have fewer 3D reconstruction errors while maintaining a high attack success rate. The RMSE is multiplied by 10 for comparison.

Table 2. The targeted attack performance on our method and the other four attacks. The RMSE is multiplied by 10 for comparison.

5.2. Ablation study

Quantitative results of different modules Figure 7a shows the influence of maximum iteration on ASR. With the increase of iterations for one attack, the ASR gradually increases and the RMSE decreases. To evaluate the effects of different modules, we involve the random transformations of the head and necessary preprocess steps (normalization and down-sampling) in the simulated system, and evaluate the ASR on different models (Figure7b). The naive $l_1$ attack without any techniques suffers a low ASR. With the effectiveness of direction constraint, renormalization, and 3D-TI, the targeted ASR increases by 34% on Pointnet, 20% on Pointnet++ SSG, 24% on Pointnet++ MSG, 20% on DGCNN, and 33% on CurveNet. The untargeted ASR also boosted by 27%. Figure 7c shows the influences of different modules on the RMSE. We find 3D-TI may slightly improve the perturbation size. We think this is the necessary cost to resist environmental changes.

Qualitative results of Lambertian model As revealed in Figure 8, the Lambertian model can generate photorealistic rendering results for relighting process. These two faces are from the Bosphorus dataset. From left to right are the face images, the ground truth depth maps, the 3D point clouds rendered by the Lambertian model and the 2D images rendered from the 3D models.
We find that 3D-random transformations can improve the transferability of adversarial images [42].

Previous work module, the prediction is more robust to rotations. As shown in Figure 9, with the 3D-TI module, the prediction is more robust to rotations.

Then we compare the predictions on the target label after randomly rotate the original point cloud at different angles and add the same perturbations to the rotated point clouds. We plot the predictions on the target label after the softmax layer. As shown in Figure 9, with the 3D-TI module, the prediction is more robust to rotations.

**Transferability of adversarial examples** Previous work has shown that random transformations can improve the transferability of adversarial images [42]. We find that 3D-TI loss can also improve the transferability of 3D adversarial examples, especially for dodging attacks. We show the transferability of dodging attacks of C&W and ours in Figure 10. Moreover, we find that transferability on face datasets is higher than on object datasets like ModelNet40 [37]. This is may because the latent features of different faces are more similar than different objects.

### 6. Conclusion

In this paper, we propose a novel structured light attack that is practical and effective for 3D face recognition systems in real-world settings. Our attack incorporates the facial reflection process into the attack pipeline, resulting in a more realistic simulation of real-world attacks. Moreover, we enhance the robustness of adversarial examples to random head movements by integrating random 3D transformations into the attack pipeline. We assess the effectiveness of our attacks on state-of-the-art 3D deep learning models. The results of quantitative and qualitative analyses demonstrate that our attacks can successfully deceive real-world systems with fewer perturbations than previous attacks. Furthermore, our approach is not limited to the structured light scanners used in our study and can be extended to other types of scanners, such as infrared scanners.
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