JOINT CHANNEL AND DIRECTION ESTIMATION FOR GROUND-TO-UAV COMMUNICATIONS ENABLED BY A SIMULTANEOUS REFLECTING AND SENSING RIS
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ABSTRACT

Hybrid Reconfigurable Intelligent Surfaces (HRISs), which are capable of simultaneous programmable reflections and sensing, are expected to play a significant role in future wireless networks, enabling various Integrated Sensing and Communication (ISAC) applications. In this paper, we focus on HRIS-enabled Unmanned Aerial Vehicle (UAV) networks and design the HRIS parameters (phase profile, reception combining, and the power splitting between the two functionalities) for jointly estimating the individual UAV-HRIS and HRIS-base-station channels as well as the Angle of Arrival (AoA) of the Line-of-Sight (LoS) component of the UAV-HRIS channel. We derive the Cramér Rao lower bounds for the estimated channels and evaluate the performance of the proposed approach in terms of the channel estimation error and the LoS AoA estimation accuracy, verifying its effectiveness for HRIS-enabled ground-to-UAV wireless communication systems.

Index Terms— Reconfigurable intelligent surface, UAV, ISAC, channel estimation, direction estimation.

1. INTRODUCTION

Reconfigurable Intelligent Surfaces (RISs), commonly in the form of arrays of metamaterials of ultra-low-power response control and without active elements, are lately gaining increased research attention for boosting various wireless networking objectives, e.g., spectral and energy efficiencies, as well as localization and sensing [1–3]. However, such passive and computationally-incapable RISs bring considerable difficulty in channel state acquisition. In addition, the individual channels in RIS-enabled reflection paths are tightly coupled, which renders the extraction of channel parameters (e.g., paths’ directions) intractable.

Recent research trends are focusing on alternative RIS hardware architectures [4], including hybrid RISs (HRISs) that are equipped with limited numbers of reception Radio Frequency (RF) chains, enabling simultaneous tunable reflection and sensing (i.e., measurement collection in baseband) [5,6]. These two functionalities are controlled by power splitters which are embedded in each hybrid meta-element or can be deployed per groups of meta-elements. In this regard, the HRIS received signals can be used for channel estimation [7–10], localization [11], and tracking with affordable cost, power consumption, and computation complexity. In addition, HRISs are deemed a promising technology for Integrated Sensing and Communications (ISAC) thanks to their inherent capability to sense/process the impinging signals, improved flexibility, and large-sized aperture [12]. To this end, super-resolution estimation of spatial/angular parameters, e.g., angles of arrival (AoAs), can be realized. When an HRIS operates in a wide band, temporal parameters of the channels (e.g., time of arrival (ToA)) can be estimated with high accuracy. It is noted that sensing tasks are not restricted to the estimation of channel parameters and localization, but also include user absence/presence detection, object recognition, and gesture classification [13].

In this paper, we consider an HRIS-enabled ground-to-UAV system, where pilot signals are transmitted by the UAV and received by both a Base Station (BS) and the HRIS, enabling the estimation of various channel parameters. In particular, the received signals are jointly processed to estimate the individual UAV-HRIS and HRIS-BS channels as well as the AoAs of the Line-of-Sight (LoS) component of the UAV-HRIS channel. It is noted that this estimation is not feasible with a passive RIS devoid of sensing capabilities. We showcase that, by adjusting the HRIS power splitting coefficient, well-balanced performance can be achieved for the estimation of the two individual channels as well as the refinement of the AoA estimation. The theoretical Cramér Rao Lower Bounds (CRLBs) of the channel estimations are also derived, verifying the effectiveness of the proposed approach and its behavior over different parameter settings.

Notations: Bold lowercase and bold capital letters represent matrices and vectors, respectively. (·)T, (·)H, and (·)−1 denote matrix transposition, Hermitian transposition, and matrix inverse, respectively. diag(a) is a square diagonal matrix with the entries of a on its diagonal, vec(A) denotes the vectorization of A by stacking its columns on top of one another, ⊗ and ⋄ are the Kronecker and Khatri-Rao products, respec-
Due to poor scattering, there only exists a limited number of paths connecting any pair of network nodes; this results in spatial sparsity. This nice property is widely used in channel parameters’ estimation with low training overhead [16–18].

The UAV-HRIS channel \( h_1 \in \mathbb{C}^M \) is expressed as follows:

\[
h_1 = \sum_{i=1}^{L_1} \frac{e^{-j2\pi d_1,i}/\lambda}{\sqrt{p_{1,i}}} \alpha_x(\theta_{1,i}, \phi_{1,i}) \otimes \alpha_y(\theta_{1,i}, \phi_{1,i}),
\]

where \( L_1 \) denotes the propagation paths, \( M \) is the number of HRIS elements, \( \lambda \) is the wavelength of the carrier frequency, \( d_{1,i} \) (in meters) and \( \theta_{1,i} \) are respectively the distance and pathloss between the UAV and HRIS, \( \theta_{1,i} \) and \( \phi_{1,i} \) are the azimuth and elevation AoAs associated with the \( i \)th path of \( h_1 \), respectively. Without loss of generality, \( i = 1 \) corresponds to the LoS path.

The array response vectors \( \alpha_x(\theta_{1,i}, \phi_{1,i}) \) and \( \alpha_y(\theta_{1,i}, \phi_{1,i}) \) in (1) can be expressed as [19]:

\[
\begin{align*}
\alpha_x(\theta_{1,i}, \phi_{1,i}) &= \left[ 1, e^{j2\pi d_{1,i,x}/\lambda} \cos(\theta_{1,i}) \sin(\phi_{1,i}), \ldots, e^{j2\pi d_{1,M,x}/\lambda} (M_x - 1) \cos(\theta_{1,i}) \sin(\phi_{1,i}) \right]^T, \\
\alpha_y(\theta_{1,i}, \phi_{1,i}) &= \left[ 1, e^{j2\pi d_{1,i,y}/\lambda} \sin(\theta_{1,i}) \sin(\phi_{1,i}), \ldots, e^{j2\pi d_{1,M,y}/\lambda} (M_y - 1) \sin(\theta_{1,i}) \sin(\phi_{1,i}) \right]^T,
\end{align*}
\]

where \( M_x \) and \( M_y \) are the number of HRIS elements across the \( x \)-axis and \( y \)-axis, respectively, satisfying \( M_xM_y = M \), and \( d_{1,x} \) and \( d_{1,y} \) denote their corresponding inter-element spacings. Similar to (1), the HRIS-BS channel \( H_2 \in \mathbb{C}^{N \times M} \), including \( L_2 \) propagation paths, is expressed as follows:

\[
H_2 = \sum_{i=1}^{L_2} e^{-j2\pi d_{2,i}/\lambda} \alpha_x(\varphi_{2,i}) \left[ \alpha_x(\theta_{2,i}, \varphi_{2,i}) \otimes \alpha_y(\theta_{2,i}, \varphi_{2,i}) \right]^H,
\]

where the array response vector \( \alpha_x(\varphi_{2,i}) \) is given by:

\[
\alpha_x(\varphi_{2,i}) = \left[ 1, e^{2\pi d_{2,i,x}/\lambda} \cos(\varphi_{2,i}), \ldots, e^{2\pi d_{2,M_x,i}/\lambda} (N - 1) \cos(\varphi_{2,i}) \right]^T,
\]

with \( N \) being the number of BS antennas, \( \varphi_{2,i}, \theta_{2,i} \), and \( \phi_{2,i} \) are the elevation AoA, as well as the azimuth and elevation AoDs associated with \( H_2 \)’s \( i \)th path, respectively. The other parameters are defined similarly to those appearing in (1).

### 2.2. Signal Model

Assuming that the UAV transmits the pilots \( s_k \) with \( \mathbb{E}\{ |s_k|^2 \} = P \) during each \( k \)th time instant, the received signal at the HRIS can be expressed as follows:

\[
y_{R,k} = e_2 \omega_{2,k}^H h_1 s_k + n_{R,k},
\]

where \( \omega_{2,k} \in \mathbb{C}^M \) includes the configuration of the sensing phase shifters, \( n_{R,k} \) is the additive white Gaussian noise (AWGN) distributed as \( \mathcal{CN}(0, \sigma_n^2) \), and \( e_2 \) controls the power splitting for sensing. In this paper, we consider the same power splitting coefficient for all HRIS elements. Note that element-wise power splitting coefficient is also feasible with
increased complexity. In addition, the received signal during the $k$th time instant at the BS is given by:

$$y_{B,k} = \epsilon_1 H_2 \Omega_{1,k} h_1 s_k + n_{B,k},$$

(3)

where $\Omega_{1,k} \triangleq \text{diag}(\omega_{1,k})$ includes the HRIS reflection coefficients $\omega_{1,k} \in \mathbb{C}^M$, the AWGN $n_{B,k}$ is distributed as $CN(0, \sigma_n^2 I_N)$, and $\epsilon_1$ controls the power splitting for reflection. We have the following conditions for the power splitting coefficients $\epsilon_1$ and $\epsilon_2$: $i) \epsilon_1, \epsilon_2 \in [0,1]$; and $ii) \epsilon_1^2 + \epsilon_2^2 = 1$. For the reflection and sensing coefficients holds $|[\omega_{1,k}]_m| = |[\omega_{2,k}]_m| = 1 \forall \text{m} = 1,2,\ldots,M$ due to the HRIS hardware constraints [10].

By collecting the received signals across $K$ time instants, we can derive the expressions for the measurements:

$$y_R = \sqrt{\epsilon_2} \Omega_{1}^H h_1 + n_R,$$

(4)

$$y_B = \sqrt{\epsilon_1} H_2 \text{diag}(\epsilon_1) \Omega_{1} + n_B,$$

(5)

where $\Omega_{1} \triangleq [\omega_{1,1},\ldots,\omega_{1,K}]$ and $\Omega_{2} \triangleq [\omega_{2,1},\ldots,\omega_{2,K}], \quad y_R \triangleq [y_{R,1},\ldots,y_{R,K}]^T, \quad n_R \triangleq [n_{R,1},\ldots,n_{R,K}]^T, \quad y_B = [y_{B,1},\ldots,y_{B,K}], \quad n_{B} \triangleq [n_{B,1},\ldots,n_{B,K}]$, and $s_k$ was set to $1/2$ without loss of generality. Then we perform the vectorization $y_B = \text{vec}(y_B)$, which using the definition $n_R = \text{vec}(N_B)$, yields:

$$y_B = \sqrt{\epsilon_1} (\Omega_{1}^T \otimes H_2) h_1 + n_B,$$

(6)

Finally, the concatenated vector $y_{RB} \triangleq [y_{R}^T, y_{B}^T]^T$ is deduced:

$$y_{RB} = \sqrt{\epsilon_{2}} A_{RB} h_1 + n_{RB},$$

(7)

where definition $A_{RB} \triangleq [\epsilon_2 \Omega_{2}; \epsilon_1 (\Omega_{1}^T \otimes H_2)^{h^{h^h}}]$ and $n_{RB} \triangleq [n_{R}^h, n_{B}^h]$ were used.

In this paper, we are interested in the estimation of $h_1$ and $H_2$ using the measurements in (4) and (5). In particular, we focus on iterative refining the estimates for these two individual channels as well as the direction (i.e., LoS AoAs) of the UAV with respect to the HRIS.

3. PROPOSED CHANNEL AND AOA ESTIMATION

Leveraging the HRIS mode of operation and the availability of the received signals at the HRIS via the BS-HRIS control link, we first perform channel estimation using regularized optimization and atomic norm minimization [20, 21]. In particular, we commence by estimating $h_1$ as follows:

$$\hat{h}_1 \triangleq \arg \min_{h_1 \in \mathbb{C}^M} \mu_1 \|h_1\|_{A_1} + \frac{1}{2}\|y_R - \sqrt{\epsilon_2} \Omega_{1}^H h_1\|^2_2,$$

s.t. $\text{Tr}(\text{Toep}(U_{t}^T) \hat{h}_1^H) \geq 0$,  

(8)

where $\mu_1 \propto \sigma_R \sqrt{M \log(M)}$ is the regularization term of the atomic norm penalty, $A_1 \triangleq \{U_t \in \mathbb{C}^{L_x \times M_y}, t \in \mathbb{R}\}, A_1 \triangleq$

Algorithm 1 Joint Channel and AoA Estimation

1. **Initial $h_1$ estimation**: Obtain $\hat{h}_1$, using (4), via (8).
2. **$H_2$ estimation**: Use $\hat{h}_1$ in (5) and obtain $\hat{H}_2$ via (9).
3. **Final $h_1$ estimation**: Substitute $\hat{H}_2$ into (7) and obtain $\hat{h}_1$, similar to $\hat{h}_1$, via (8).
4. **Parameter estimation for $h_1$**: Obtain the estimation of the AoA of the LoS component of $h_1$ using $\hat{h}_1$ and [22].

$$\{\alpha_x(x_1, x_2) \otimes \alpha_y(x_1, x_2), x_1 \in [0, \pi], x_2 \in [-\pi/2, \pi/2]\}$$

is the atomic set, and $\|h_1\|_{A_1} = \inf_{B} \left\{ \frac{1}{2M} \text{Tr}(\text{Toep}(U_{t}^T)) + \frac{1}{2} \right\}$ is the atomic norm. Then, we similarly estimate $H_2$ as:

$$\hat{H}_2 \triangleq \text{arg} \min_{H_2 \in \mathbb{C}^{N \times M}, g} \mu_2 \|H_2\|_{A_2} + \frac{1}{2}\|y_B - \sqrt{\epsilon_1} H_2 \text{diag}(\epsilon_1) \Omega_{1}\|^2_{2},$$

s.t. $\text{Tr}(\text{Toep}(U_{t}^T) \hat{H}_2^H) \geq 0$,  

(9)

where $\mu_2 \propto \sigma_B \sqrt{MN \log(MN)}$ is the regularization term, $G \triangleq \{U_{t2,1}, U_{t2,2} \in C^{M \times N}, \text{Toep}(U_{t2,1}) \text{ and } \text{Toep}(U_{t2,2}) \text{ are 2-level Toeplitz matrices}\}$, $A_2 \triangleq \{\alpha_x(x_4) \otimes \alpha_y(x_5, x_6)\} \text{ is the atomic set, and } \|H_2\|_{A_2} = \inf_{B} \left\{ \frac{1}{2M} \text{Tr}(\text{Toep}(U_{t2,1})) + \frac{1}{2M} \text{Tr}(\text{Toep}(U_{t2,2})) \right\}$ is the atomic norm. The latter optimization problems can be solved using the approach in [21].

The $H_2$ estimation obtained from (9) can be substituted into (7) to refine the estimation for $h_1$ via a similar optimization to (8). In fact, this procedure can be performed iteratively to improve channel estimation, however, at the cost of additional computational complexity. The overall proposed estimation approach is summarized in Algorithm 1. As shown, the final $\hat{H}_2$ and $\hat{h}_1$ are derived in steps 2 and 3, respectively, whereas step 4 extracts the AoAs of the LoS component of $h_1$. For this estimation, we have used root MUltiiple Slgnal Classification (MUSIC) [22]. Note that the estimates for the individual channels can be used to design the HRIS reflection coefficients in closed form [23]; hence, optimizing the HRIS for UAV-BS communications. In addition, the direction estimation can be deployed for localizing the UAV [11].

3.1. CRLB Analysis

The theoretical Mean Square Error (MSE) for the estimates of $h_1$ and $H_2$ are given as follows [24]:

$$\mathbb{E}\{\|h_1 - \hat{h}_1\|^2_2 \|H_2\|^2_2 \geq \text{Tr}\left\{ \mathbb{R} \frac{2P}{\sigma_2} A_{RB} A_{RB}^H \right\}^{-1} \right\},$$

(10)

$$\mathbb{E}\{\|h_2 - \hat{h}_2\|^2_2 \|h_1\|^2_2 \geq \text{Tr}\left\{ \mathbb{R} \frac{2P}{\sigma_2} \Omega_1 \Omega_1^H \right\}^{-1} \right\},$$

(11)
where $\sigma^2 = \sigma_B^2$, $\Omega_1 \triangleq (\Omega_1^T \text{diag}(\mathbf{h}_1) \otimes \mathbf{I})$, $\mathbf{h}_2 \triangleq \text{vec}(\mathbf{H}_2)$, and $\mathbf{h}_2 \triangleq \text{vec}(\mathbf{H}_2)$. We have assumed perfect knowledge of $\mathbf{H}_2$ and $\mathbf{h}_1$ in (10) and (11), respectively, relaxing the tightness of the bounds. Nevertheless, they can still be used for studying the performance of the proposed channel estimation approach. Note that both MSE performances depend on the power splitting between the HRIS operations.

### 4. NUMERICAL RESULTS

In this section, we assess the role of the HRIS power splitting coefficient on the joint channel and AoA estimation performance. We particularly evaluate the normalized MSE (NMSE) of both channel estimates as well as the LoS AoA estimation in the UAV-HRIS channel. In the results that follow, we have considered the following parameters’ setting: $M = 6 \times 6$, $N = 4$, $T = 500$, $L_1 = L_2 = 2$, and $K = 32$. The locations of the UAV, HRIS, and BS were at the points $(6, 9, 10)$, $(3, 4, 2)$, and $(2.5, 3.5, 1.5)$, respectively, from which the angular parameters and distances associated with the LoS path can be calculated. The angular parameters in the NLoS paths were set to $\pi/4$ away from those of the respective LoS ones. The pathloss $\rho_{i,1}$, with $i = 1$ and 2, was modeled as $\rho_{i,1} = 10^{5.245d_{i,1}/f_c^2}$ [25] with $f_c$ (in GHz) being the carrier frequency, which was set to 3.5 GHz. The average powers of the LoS and NLoS paths at each hop were varied for 10 dB. Finally, during the pilot transmission phase, $\Omega_1$ and $\Omega_2$ were selected from the first $K$ columns of the $M \times M$ discrete Fourier transform (DFT) matrix.

The NMSE performance of the proposed joint channel and AoA estimation is illustrated in Fig. 2 versus the transmit power $P$ for different $\epsilon_1$ values. The CRLB results for the case of $\epsilon_1 = 0.4$ are also included. As shown, when $\epsilon_1$ increases, the estimation of $\mathbf{H}_2$ improves, while that of $\mathbf{h}_1$ degrades. This verifies that, by well controlling the HRIS power splitting coefficient, we can achieve the optimal performance tradeoff between the two individual channel estimates.

In Fig. 3, we demonstrate the performance enhancement of the LoS AoA estimation for the UAV-HRIS channel by joint processing of the received signals, considering $P = -10$ dBm and $\epsilon_1 = 0.4$ and 0.8. of the LoS AoA estimation for the UAV-HRIS channel via the proposed joint channel and AoA estimation approach (marked as “w/ refinement” in the figure) by considering 50 trials/realizations (each circle refers to the AoA estimation and is colored according to the case used). The scheme of considering only the estimates obtained from steps 1 and 2 in Algorithm 1 is also included as a benchmark (marked as “w/o refinement”). As depicted, higher-precision LoS AoA estimation can be achieved with the proposed joint estimation approach compared to the considered benchmark. By inspecting Fig. 3 for $\epsilon_1 = 0.8$ and 0.4, we conclude that the former value yields a poorer LoS AoA estimation, which is consistent with the channel estimation results from Fig. 2.

### 5. CONCLUSION

In this paper, we have studied joint channel and AoA estimation in a HRIS-enabled ground-to-UAV communication system. We have particularly investigated the effect of the HRIS power splitting coefficient on the estimations for the individual channels and the AoAs of the LoS path of the UAV-HRIS link. By jointly processing the received signals from the HRIS and BS and controlling power splitting, we were able to improve the tradeoff between the two channels’ estimates and the refinement of the UAV direction finding process.
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