An approach to forecast impact of Covid-19 using supervised machine learning model
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Abstract
The Covid-19 pandemic has emerged as one of the most disquieting worldwide public health emergencies of the 21st century and has thrown into sharp relief, among other factors, the dire need for robust forecasting techniques for disease detection, alleviation as well as prevention. Forecasting has been one of the most powerful statistical methods employed the world over in various disciplines for detecting and analyzing trends and predicting future outcomes based on which timely and mitigating actions can be undertaken. To that end, several statistical methods and machine learning techniques have been harnessed depending upon the analysis desired and the availability of data. Historically speaking, most predictions thus arrived at have been short term and country-specific in nature. In this work, multimodel machine learning technique is called EAMA for forecasting Covid-19 related parameters in the long-term both within India and on a global scale have been proposed. This proposed EAMA hybrid model is well-suited to predictions based on past and present data. For this study, two datasets from the Ministry of Health & Family Welfare of India and Worldometers, respectively, have been exploited. Using these two datasets, long-term data predictions for both India and the world have been outlined, and observed that predicted data being very similar to real-time values. The experiment also conducted for statewide predictions of India and the countrywise predictions across the world and it has been included in the Appendix.
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1 | INTRODUCTION

The current focus on the analysis of environmental data for the prediction of future trends has made it a prime area of research worldwide. Based on the kind of data prediction and analytical techniques employed, the present as well
as the future state of the data can be forecasted or predicted. Different techniques related to modeling, statistics, data mining, artificial intelligence (AI), and machine learning are used for the analysis of data from the past or present in order to forecast future trends. The various stages involved in such analysis and predictions include defining the task, collecting related data from various sources, analyzing the data, statistical analysis, data modeling, deployment of the collected data using multiple techniques, and finally, model monitoring. This kind of predictive analysis is frequently applied to various use case scenarios such as market sales prediction, customer requirement prediction, healthcare status prediction, collection analysis, fraud detection, and so forth. Among these, the analysis and prediction of healthcare data is considered to be an important area of application, especially for predicting the future state of proliferation of highly infectious diseases. In this context, the analysis of Covid-19 related data for predicting its proliferation and containment trends is of utmost importance for arresting this ongoing pandemic across the world. Its highly infectious nature and high mortality rates make every second a valuable one, as its infection and mortality rates continue to burgeon every single day.

Countries across the world have adopted certain protocols to arrest the spread of the disease such as staying indoors, social distancing, hand washing, travel restrictions, lockdowns, and so forth. Some of these measures such as lockdowns are quite severe and affect normal human activities in unprecedented ways and have severe economic ramifications. For instance, the spate of lockdowns across the world recently has severely affected the GDP of the entire world, making robust forecasting of Covid-19 related parameters even more crucial. In order to meet this requirement, various denominations of analyses and predictions using information gathered from different sources such as daily updated websites, Kaggle, Orange, and Weka can be seen. As a result, various techniques and methodologies introduced by different researchers for forecasting the future effects of the Covid-19 pandemic can be seen competing with each other, with each having their unique strengths and weaknesses. Advanced AI techniques such as machine learning and deep learning have also being used to undertake such forecasting, with each technique having its own unique approach. In machine learning for instance, different approaches and techniques such as the regression model, the autoregressive model, the classification model, and so forth are used.

The novelty of the work proposed and outlined in this article is that it considers an approach that combines nonlinear transmission and social-spatial and temporal transmission along with the monthwise prediction of future data. Most of the historical data-driven approaches have been linear methods, and do not consider the temporal or time-based transmission methods.

As such, the contribution of the article can be outlined thus:

1. Building of a computational hybrid model with long term predictions for India, with statewise and datewise views.
2. Proposing the ensemble learning hybrid model that integrates different machine learning techniques and improves prediction accuracy.
3. Applying an autoregressive correlation model to predict the future behavior of Covid-19 data using past and seasonal data.
4. Use of the hybrid model to predict the future Covid-19 status of various countries, along with statewise, datewise data views predicted with the help of seasonal data such as heat, air quality, location, and other dynamically updated inputs.

The organization of the article is as follows: Section 2 provides a brief background on related works and existing research pertaining to the field. Section 3 provides information about the dataset as well as the proposed supervised model. Section 4 provides a gist of the working methodology and Section 5 presents the forecast and prediction results and discussion and is followed by the conclusion as well as the future directions of the research.

2 RELATED WORKS

The authors Masum and Hossain\(^1\) presented the forecasting and predictions for Covid-19 in Bangladesh and used a linear regression (LR) model in order to train with 25 days of data. The data was validated using root mean square error (RMSE) and produced forecast data for a month. The authors Alamo et al.,\(^2\) carried out data forecasting based on mobility, demographic variables, government measures, weather conditions, and described various datasets linked to various countries. The authors Alimadadi et al.,\(^3\) developed a text and data mining technique to predict Covid-19 parameters and this work was analyzed with the help of a machine learning method for predicting spread, accuracy, and speed of diagnosis. The
authors Al-qaness et al.,\textsuperscript{4} proposed a model for forecasting that used an adaptive neuro-fuzzy inference system (ANFIS). In this work an enhanced flower pollination algorithm and a salp swarm algorithm based method were proposed. This method demonstrated the best performance with the use of root mean squared relative error, mean absolute percentage error (MAPE), and coefficient of determination. The implementation of this method involved usage of two datasets from China and the USA. The authors Ardabili et al.,\textsuperscript{5} proposed models based on machine learning techniques such as a multilayered perceptron and an adaptive network-based fuzzy inference system. The proposed model predicted behavior with nationwide and daywise views. The authors Azarafza et al.,\textsuperscript{6} predicted forecasting results using deep learning techniques for the Covid-19 datasets from Iran. The proposed model used the long short-term memory (LSTM) neural network for forecasting scenarios for the entire country.

The authors Mouhamadou and Balde proposed comparative forecasting results using machine learning methods. The classical SIR model\textsuperscript{7} was used to fit Covid-19 data using different techniques and tools for forecasting including machine learning with fitting functions. The authors Zlatan et al.,\textsuperscript{8} proposed a multilayer perceptron and an artificial neural network (ANN) for predicting the spread of Covid-19. This model had 48,384 ANNs of trained data from 16,128 datasets and this model also cross-validated using a k-fold algorithm with the ReLU function used for activation. Authors Dandekar and Barbastathis,\textsuperscript{9} proposed a model for Covid-19 prediction with data from four countries, namely, China, Italy, South Korea, and the United States of America, based on the neural network augmented model. Quarantine and isolation-related criterion were used to analyze and forecast the Covid-19 related parameters. The SIR model was used for the assumption of direct transmission. The authors Baldé,\textsuperscript{7} proposed a model for short-term projections and the prediction of maximum number of active cases. The logistic and SIR growth model was used for the prediction of statewise data with actual and future predictions with data from four main states, as shown in the implementation.

The authors Iwendi et al.,\textsuperscript{10} proposed a model for cumulative forecasting using a modified stacked autoencoder. Using this method, multiple-step forecasting was predicted and the trajectory of the forecast was shown to be highed. In this work AI\textsuperscript{11} with an encoder for the entire world’s Covid-19 data from WHO was used and forecasted. The Modified Autoencoder was used for real-time predictions around 30 countries. The authors Huang et al.,\textsuperscript{12} proposed deep convolutional neural network (DCNN) for Covid forecasts for the datasets from China. The DCNN forecast based on the statewise data of china and this model produced more accurate predictions. Authors Kumar et al.,\textsuperscript{13} proposed the autoregressive integrated moving average model (ARIMA) model for the top 15 countries in the world. Based on the predictions, China was demonstrated to be a faster recovering country compared with all the other countries included. Liu et al., proposed a model\textsuperscript{14} to forecast Covid-19 related parameters based on different types of input data such as (a) official health reports from China CDC, (b) Covid-19-related internet search activity from Baidu, (c) news media activity reported by Media Cloud, and (d) daily forecasts of Covid-19 activity from GLEAM, an agent-based mechanistic model. The agent-based Augmented ARGONet and Global Epidemic and Mobility models were used for geospatial data predictions. The authors Altieri et al.,\textsuperscript{15} proposed a model for short-term forecasting based on the trajectory. The Combined Linear and Exponential Predictors were used for the forecast and using this, the prediction of mortality rates and interval errors, and so forth were calculated. The authors Liu et al.,\textsuperscript{16} proposed a model using the SIR model and machine learning techniques to analyze and present forecasts based on public data. The SIR model was used for predictions of transmission using populations with the help of parametric and nonparametric methods.

The authors Srivastava and Prasanna,\textsuperscript{17} proposed a heterogeneous prediction model based on human mobility and quick adaption trends. The training model of the proposed work was originally fit into the initial values. The results of the heterogeneous model were based on the fixed and variable schemes that were fixed with travel data and movement data. Pandey et al.,\textsuperscript{18} proposed a model for predictions in India using the SEIR model as well as the regression model with the help of John Hopkins University dataset. The proposed model had a lower error prediction rate and made predictions up to 2 weeks. Papastefanopoulos et al.,\textsuperscript{19} proposed six time series forecasting methods for the prediction of active case populations. The six time series methods were ARIMA, holt-winters additive model, TBAT, automatic forecasting procedure, DeepAR, and N-Beat. With the help of these six methods, deaths as well as recovered and confirmed cases were predicted and compared using data from various countries. The authors Pинтер et al.,\textsuperscript{20} proposed a hybrid machine learning approach for pandemic predictions in which ANFIS and multilayered perceptron-imperialist competitive algorithm were proposed to predict the time series of infected individuals and mortality rate. The experimental results were predicted for 1-month. Rustam et al.,\textsuperscript{21} proposed different supervised machine learning algorithms for forecasting future Covid-19 trends.

The LR, least absolute shrinkage and selection operator, support vector machine, and exponential smoothing were used for forecasting, but the predictions were made for only 5–10 days. The authors of Kumar et al.,\textsuperscript{13} developed a novel hybrid ARIMA-WBF model for forecasting of Covid-19 cases. Real-time forecasts of the daily Covid-19 cases in Canada,
France, India, South Korea, and the UK were presented. The forecasts reflected the impact of the broad spectrum of social distancing measures implemented by the governments. Four control variables were also identified with powerful associations with cases, fatality rates using an optimal regression tree. The authors of References 22,23 used Covid-19 data from the USA and Canada to predict and forecasting was done using deep learning with short term memory for only two successive days.

Sengupta et al.,24 proposed machine learning and k-means clustering and hierarchical clustering methods that were used to forecast pandemic situations. In this method, Indian statewise and monthwise data were analyzed for predictions. The authors Sharma et al.,25 proposed a spatial-based transmission and forecasting with the help of the SEIQRD method. Using this method of spatial heterogeneity, the entire population of India in a region was divided into small distinct geographical subregions. The authors Pun et al.,26 proposed a technique based on machine learning and deep learning algorithms for the analysis of Covid-19 data. This techniques is used polynomial regression and RMSE methods. Sun et al.,27 proposed a machine learning method for infections of Covid-19 with the help of different clinical features such as fever and cough that was used for prediction. The authors of Shinde et al.28 presented different survey methods and it was demonstrated that forecasting methods using AI, machine learning, and deep learning methods. These methods provide the best resolutions for prediction.

The authors of Zheng et al.29 presented the state transition matrix model for datewise predictions with data predicted for short durations. The authors of Tuli et al.30 proposed a wide-range Covid-19 data to be predicted across various countries with the help of machine learning. The authors of Shahid31 proposed a deep learning model for long time predictions using LSTM, GRU, and Bi-LSTM. But this model did not include any dynamic parameters. The authors of Tuli et al.32 proposed a Weibull based long short-term memory approach model for predictions across various countries. The authors of Kumar et al.33 described the drone and body area network model to predict Covid-19 spread in the long term. But this work34 similarly failed to include various dynamic and influential factors such as heat, climate change, air quality, and so forth.35 The geographical based parameters are influenced the Covid-19. Especially the air pollution affects the lung inflammation. So, the location-based factors are considered for the prediction of the Covid-19.36

Above reviewed methods predicted only short term future data and did not consider spatial transmission. And also long term predictions also were not proposed. The authors Sharma et al.,25 proposed monthwise and statewise data but did not consider spatial transmission. Clearly, advanced predictions are required to include monthwise and spatialwise predictions for the best data driven decision-making. In this article, it has been planned to incorporate monthwise predictions based on social-spatial transmissions and multiple changing parameters.37 In addition, most of the previous works cited have failed to consider dynamically updating location-based parameters. In this proposed work additionally, dynamic parameters such as heat, air quality and other location-based factors have been duly considered for predictions. The recent denoting methods for Covid-19 prediction and limitation represented in Table 1.

### Table 1 Covid-19 prediction and limitation

| S. no | Model                                      | Advantages                                | Limitations                                           |
|-------|--------------------------------------------|-------------------------------------------|-------------------------------------------------------|
| 1.    | State transition matrix model29            | Datewise data predicted                   | Dynamic parameters not included and predicted short range. |
| 2.    | Machine learning30                         | Predicted the growth of the wide-ranging in various countries. | Dynamic climate not included and datewise not predicted. |
| 3.    | Deep learning using LSTM, GRU, and Bi-LSTM31 | Predicted long time prediction using deep learning | Dynamic parameters are not included. |
| 4.    | Long short-term memory approach model32     | Predicted using socio-economic factors    | Not described the socio-economic parameters.          |
| 5.    | Drone-based network model for predictions.33 | Predicted body area network and drone-based network model to predict the model | Influencing factors are not described in this model.  |

3 | PROPOSED METHOD

A Covid-19 forecasting model has important ramifications since based on the direction of future predictions, different decisions will be triggered. This proposed prediction model is based on a hybrid model and is also called the ensemble
learning, autoregressive, and moving regressive (EAMA) model. This EAMA model consists of an ensemble learning, an autoregression model, as well as a moving average model. The ensemble learning is used to combine multiple features and inputs, and considerably improves the accuracy of the predictions. The autoregressive model is used to make future predictions based on previous trends and past data measurements. The moving average model similarly forecasts data by using current and past Covid-19 data. The proposed hybrid model therefore consists of various steps that are involved in the forecasting of Covid-19 related trends.

Steps involved in the proposed method:

1. Collect datasets with different parameters from Ministry of India and worldometers.
2. Train 80%, validate 10%, and test on 10% of the collected sample datasets.
3. Apply the proposed hybrid model to forecast the Covid-19 data trends.
   (i) Ensemble learning: combining multiple features, inputs, and past data to predict future data trends.
   (ii) Autoregressive: forecasting future Covid-19 data using present and past measurement data.
   (iii) The moving average regressive: forecasting Covid-19 data using current and future Covid-19 data trends.
4. Forecast final Covid data scenarios including dynamic parameters.

The diagram of the proposed architecture is shown in Figure 1 where the hybrid model based on the ensemble learning is demonstrated. The essence of the hybrid approach is the combination of the sequential and nonsequential data models used to predict the Covid-19 data scenarios. The EAMA model aims to incorporate features such as timing, moving patterns of patients, past data, and past behavior of the state and country data using ensemble learning. The ensemble learning examines the state and location-specific data. The location and timing features are incorporated in a weight matrix in a supervised learning model. The past inputs, past measurements, and the time-series based predictions, and so forth are saved in the weight matrix based on the locations. The future inputs and a training model are then used to yield the statewise predictions for a single country or across different countries. The EAMA model continuously incorporates new location and timing-based data and find the errors in these predictions. The errors are then rectified in subsequent predictive iterations. The machine learning method and the EAMA hybrid models yield different predictions in the datewise and locationwise views. The proposed model focuses on a hybrid statistical time series method to predict future data based on patterns, time, linear predictive models, and nonlinear input and output data. The main advantages of the proposed work are improved prediction rates over a longer time period and increased prediction accuracy. The governing Equation (1) of the proposed hybrid model is as given below:

\[ Z_i(t) = Y_i(t) + X_i(t) + e_i(t), \]

\( Z_i(t) \) denotes the EAMA forecast model and \( Y_i(t) \) denotes the current forecast data ensemble learning model. \( X_i(t) \) denotes the observation of data on a time series at time \( t \) and location with various seasonal parameters. \( e_i(t) \) is the data error in the model.

FIGURE 1 Ensemble learning, autoregressive, and moving regressive hybrid model for forecasting
The main advantages of the proposed hybrid model compared with previously existing works are predictions over a longer time period and increased accuracy. The materials, the combined supervised hybrid model, and the working procedures of the proposed hybrid method are presented in the upcoming sections.

### 3.1 Materials

**Dataset:** The dataset used in this research work played a crucial role in the accurate prediction of Covid-19 cases. We have collected data mainly from two sources:

1. Ministry of Health & Family Welfare, Government of India: Data pertaining to all the Covid-19 cases in India was taken from the website of the Ministry of Health and Family Welfare which is maintained by the Indian Government.
2. Worldometer: Covid-19 data for the rest of the world was taken from the “Worldometer” website which is run by an international team of developers, researchers, and volunteers. This website is recognized by the American Library Association.

The aforementioned datasets are updated regularly. Consequently, the nature of this data is highly dynamic. We took the latest data available at this point to plot all the graphs and to create various kinds of tables. For plotting the graphs, data up till the month of July 2020 was used. Furthermore, we predicted the Covid-19 cases for the next 3 months (until October 2020) using different machine learning methods for time-series forecasting. Duration of Data:

1. India: From 30 January 2020 to July 2020.
2. World: From 22 January 2020 to July 2020.

**Classification of data:** The data is classified into three categories:

1. Confirmed cases
2. Recovered cases
3. Deaths

We have incorporated the above three categories of data in our datasets. To calculate the “Active Cases,” we added the total “Recovered Cases” and “Deaths” and then subtracted the resulting number from “Confirmed Cases.” In addition, we have added two new columns in our dataset for India, namely; “Death rate per 100” and “Cure rate per 100.”

### 3.2 Supervised machine learning methods

Different supervised machine learning models have been used to predict and analyze future data. Some of the models mainly used in this study are ensemble learning, autoregressive model, and moving average regressive model.

**Ensemble learning:** Ensemble learning is a combination of multiple models such as experts or classifiers that are generated in order to solve a particular intelligence problem. The main usage of ensemble learning is to improve the prediction, classification, and to construct better approximations of functions that need to be learned. Using this method, the prediction performance is improved and unfavorable circumstances arising from the use of poor predictions are eliminated. This learning model is used for decision-making processes, incremental learning, and error correction. In this learning model, “boosting” is employed to increase the weightage for training data that is misclassified so that the existing weak classifier can be strengthened. Use of this boosting concept produces better accuracy. The boosting can be represented as Equation (1) and (2).

\[
D_1 = L_1 + L_2, \quad (2)
\]

where \(D_1\) denotes the base learner or training model, \(L_1\) denotes the weight assigned with the corrected classifier, and \(L_2\) denotes the boosted classifier.

\[
D_2 = L_1 + L_2, \quad (3)
\]
D2 denotes the second base learner. Using this boosted D1 and D2, the best results are achieved with help of voting between these two base learners or averaging them.

**Autoregressive model:** An autoregressive model predicts the data based on time and measurements taken from previous actions. The previous actions and the statistical correlation between the observations in the past are used to predict the data (in this case Covid-19 data) at future instances.\(^4^0\) The governing equation of the autoregressive model is represented as Equation (4).

\[
P(t + 1) = C + \sum_{i=0}^{T} W(t - i) P(t - i) + E(t),
\]

\(P(t + 1)\) denotes the prediction value at time \(t + 1\), \(C\) denotes constant location, \(T\) denotes various logged features, \(W(t - i)\) denotes weight, \(t\) denotes time.

The rate at which Covid-19 spreads is changing every day. With seasonal changes, Covid-19 predictions fluctuate every day. Ensemble learning is used to train the model and update the effects of data automatically. Ensemble learning takes into account the seasonal changes and corresponding factors are used to boost the training model automatically. The parameters encapsulating seasonal changes such as heat, humidity and air quality are updated in every round of boosting. Based on the boosting, the quality of prediction is improved and incorrectly predicted data from previous iterations is also updated. Equations (2) and (3) are used for training and updates every day. Equation (5) is used to represent a fixed region and changing seasonal parameters represented in Equation (6).

\[
X_i(t) = \Sigma(X) + \Sigma(CP),
\]

\(X_i(t)\) denotes the observation of data on a time series at time \(t\) and region.

\(\Sigma(X)\) represents different regions and including X are constants.

\(\Sigma(CP)\) represents different changing parameters based on seasonal changes.

\[
\Sigma(CP) = (CH^1(t) + CHU^2(t) + CA^3(t), ..., CN''(t)) + (CH^1(t + 1) + CHU^2(t + 1) + \mu, CP^n(t + 1),
\]

\(\Sigma(CP)\) represents different parameters at the initial time, \(CH^1(t)\) denotes heat, \(CH^2(t)\) denotes humidity, \(CH^3(t)\) denotes air quality, \(CH^n(t)\) denotes upcoming parameters, \(CP^n(t + 1)\) denotes next time continuous updating values. In Equation (4), \(\Sigma(X)\) represents different locations and \(\Sigma(CP)\) represents the changing parameters with respect to region and time. These parameters are changing every day. The final prediction of Covid-19 spread per day is as shown in Equation (7).

\[
CF(X) = \sum_{i=1}^{T} dt.j(Xi(t)).
\]

As mentioned in Equation (5), \(\Sigma(X)\) denote represents different locations with X as constants and \(\Sigma(CP)\) denote represents different dynamic parameters based on seasonal changes. The updated prediction represented in Equation (8).

\[
P(t + 1) = w(t).f(t) + w(t) + f(t),
\]

\(P(t + 1)\) denote the prediction value of \(t + 1\), \(w(t).f(t)\) denote predicted features data \(f(t)\) is the partial derivation with respect to weighted data \(w(t)\), \(f(t)\) denote various features of the seasonable change. Using Equation (4), the past trends in Covid-19 data can be extrapolated to predict future qualitative and quantitative behavior.

Ensemble learning is an automated learning model and it supports different parameters and combines different parameters. The two main parameters that are used for training and testing are location and dynamic seasonal parameters. The \((X)\) is considered as location and is essentially constant. The \((CP)\) encodes dynamic parameters with each and every parameter being updated for every iteration of the computations. The initial data was employed as the training data, but later, all the parameters are automatically trained and updated.

**Moving average model:** The moving average model is a common model for predicting data based on the linear dependence existing between the current and past values. The forecasting model is represented in Equation (9).

\[
y_t = C + \varepsilon_t + \theta_1 \varepsilon_{t-1} + \theta_2 \varepsilon_{t-2} + ... + \theta_p \varepsilon_{t-p},
\]
where, \( y_t \) denote the weighted moving average.
\( \mathcal{E}_t \) denote the error rate.
\( \theta_1 + ... + \theta_p \) denote the different time-series pattern.
\( q \) denote moving average data.

** Various steps for hybrid EAMA model: **

In the Algorithm 1 represented the various procedure and steps for prediction of the Covid-19. Initially the various input dataset sources are included to the training and testing of the model. Second part of the proposed work, included various parameters such as location and other features are incremented. The help of D1 and D2 simultaneously all the features are boosted continuously.

Step 1: The collected Covid-19 sample data from February to July duration is used as training data.
Step 2: Determine the best sample using the EAMA model based on current sample and training data.

- Ensemble learning combines different inputs such as location, migration data, and past data, and is described in Section 3.2.
- Autoregressive model measures the current and past data and based on this, the future data is predicted as explained in Section 3.2.
- Moving average model, forecasts the future data using past and present values, and produces average values from multiple instances of data.

Step 3: Train the model using the series of data generated and produce boosted classifiers with the help of D1 and D2 recursively.

- The future data is correlated using Equation (3) and weight \( W(t-i) \) and time series \( t \) is updated continuously.
- Obtain the weighted and fine grained solution using Equations (5)–(8).

The sample is validated, tested, and predictions are generated.
Step 4: Final predictions are generated using moving average model (with the help of Equation (5)). Continuous prediction and testing are performed in different iterations.

** Algorithm 1. Hybrid EAMA model **

** Require:** Input: Automated trained datasets, India statewise datasets, countrywise datasets.
Initialize EAMA model

\[ \text{if } X'_i(t) = 0 \text{ then} \]
\[ \sum(X) = \text{fixed location} \]
\[ \sum(CP) = CP + 1 \]
\[ T = 0; T = T + 1: \text{Features Increment} \]
\[ P(t+1) = W(t-i),p(t): \text{Current Prediction} \]
\[ P(t+1) + 1: \text{Increment of Prediction} \]

\[ \text{end if} \]

\[ \text{if } y(t)=0 \text{ then} \]
\[ y(t) = y(t) + 1 \]
\[ D_1 = D_1 + 1 \]
\[ D_2 = D_2 + 1 \]

\[ \text{end if} \]

\[ X'_i(t) = X'_i(t) + 1; \]

** Output:** Forecasted Data

** 4 | RESULTS AND DISCUSSION **

This section describes the achieved results and presents them in a diagrammatic way. For the implementation of the algorithm and the discussion of the results, two datasets are used, and these are described in detail in Section 3.1. The
proposed EAMA hybrid model achieved significant predictive accuracy on three parameters, namely, the number of people affected, the number of recoveries, and mortality figures. The predicted results are shown in Figures 2 and 3 and are also fully tabulated in the appendix. The predictions pertaining to India and various countries from the months of July to October 2020 are shown in Figures 2 and 3. The proposed hybrid model was predicted from January to July data. For implementation, different metrics such as Reproductive Number (R0), MAPE, RMSE, prediction error are employed. The R0 value is used to measure the closest value and to find the related values. Some of the R0 values that are used in the prediction are as follows: Italy (0.95), France (0.85), Germany (0.85), Spain (0.85), India (0.9–1.25), United states (0.9), United Kingdom (0.85). Among Indian states the maximum $R$ value is more than 1 as seen in Kerala. These regressive base values are also used in the implementation of the model for the prediction of Covid-19 cases. Some other metrics used in the prediction are as shown Equations (10)–(13).

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} |\text{observed}(i) - \text{predicted}(i)|^2}{n}},
\]

(10)
The output of the prediction results are based mainly on the twin parameters of affected and forecast data for the India and the world. For the implementation of the proposed EAMA model, we used 80% as training data, 10% for testing, and 10% for validating. The proportions of data used for training, testing, and validation produced the best results compared with other proportions of training, testing and validating data.

The prediction anticipates a linear growth in the spread of Covid-19 cases. This predicted model is based on the location, past data for the number of people affected in the particular geographical area, the movement patterns of people, and so forth. The scope of the prediction is gradually expanded and corresponding real-world data is also gradually increased. The prediction of the corresponding parameters at an international level is shown in Figure 4.

In this prediction, the positive cases are decreasing in some periods, and again increasing in certain other periods. The overall cases in the world gradually increased and then gradually decreased. In the middle of August month, the positive cases spiked up suddenly due to the renewed migration of people. Table A1 shows the statewise prediction in the India and Table A2 shows daily forecasting data for the India as well as the world. The prediction values are seen to have increased gradually (Figure 5).

Figure 6 shows the prediction Covid-19 affected cases worldwide from July to October 2020. The worldwide positive cases, death cases, recovery cases and the confirmed cases are shown in Figure 4. The confirmed cases and active cases are seen to be high again in the worldwide predictions. In this prediction, the recovery cases are seen to gradually decrease and death cases are also found to gradually increase because the number of affected people in advanced age groups are very high worldwide.

Figure 5 shows the forecast predictions of various parameters in the India. For the India, the prediction of the following parameters are made, namely; cure rate per 100 people, death rate per 100 people, active cases, cured cases, confirmed cases, and so forth. Figure 7, confirmed Covid-19 cases seem to be always very high when compared with other parameters. The exact values of the cured and affected numbers are mentioned in Appendix A1. The number of deaths in the India have been quite low but at the end of October, it is bound to have a huge jump due to climatic change, geographical
changes, and the number of people affected. In the north India and the south India, cases increased due to the geographical and climate changes. Especially in the north India end of the October and starting of the November the huge number of cases are increased due winter starting. But in the south India, due to weather changes and reduction of migration of the people, cases are reduced. So, automatically the affecting people ratio is reduced in the south India. The active cases are gradually decreasing compared with the number of affected patients. In the India, the real prediction and the forecast are both very similar. Table A1 shows the data forecast statewise and as opposed to the previous methods, it shows highly accurate predictions. Similarly, Figure 7 shows the world-wide predictions and it uses four parameters, namely, confirmed cases, deaths, recoveries and active cases. The number of confirmed cases, active cases, and deaths are seen to gradually increase but the recovery rate exhibits a marked reduction. The daily international forecasting values and Indian forecasting values are shown in Table A2 and the countrywise forecasting values are shown in Table A3. In this way, all the predictions are compared with the actual daily data and the results are also shown to be fairly close. Compared with the previous methods, the main advantages of this work are the high accuracy of the long-term predictions and their marked similarity with real-world data.
5 | CONCLUSION

The proposed hybrid model makes it possible to acquire novel features of the data because it predicts Covid-19 cases based on different scenarios such as location, past data, movement patterns of citizens, and so forth. The proposed hybrid supervised model EAMA employed a combination of ensemble learning techniques, autoregressive, and moving regressive models. Using this mixture of techniques helped to easily combine multiple features and inputs, predict future data using past data trends, and produce average aggregate results. The proposed model had 80%, 10%, and 10% of the overall data for training, testing, and validation, respectively. Therefore, the prediction performance was seen to be high, as was the validation accuracy.

For implementation, two different datasets were used, the ministry of India dataset and the Worldometer dataset from the months of February to July 2020. Using this hybrid EAMA model, different parameters were predicted at an international and national level such as the number of affected cases, confirmed cases, and deaths. Especially in the India, the number of active cases and deaths were predicted at a statewise granularity. The main novelty of the proposed work lies in its long-term prediction accuracy, as opposed to other methods which work only for a short duration. Using these predictions, we can easily measure the future trajectory of Covid-19 cases and employ it in decision and policy making processes. The future work should incorporate different models such as recurrent neural networks and also use nonlinear methods for predictions tailored to specific geographical locales.
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APPENDIX A

| State/Union Territory       | Confirmed | Deaths | Cured | Active | Death rate per 100 | Cure rate per 100 |
|----------------------------|-----------|--------|-------|--------|------------------|------------------|
| Daman & Diu                | 2         | 0      | 0     | 2      | 0                | 0                |
| Dadar Nagar Haveli         | 26        | 0      | 2     | 24     | 0                | 7.69             |
| Unassigned                 | 77        | 0      | 0     | 77     | 0                | 0                |
| Andaman and Nicobar Islands| 203       | 0      | 145   | 58     | 0                | 71.43            |
| Sikkim                     | 283       | 0      | 92    | 191    | 0                | 32.51            |
| Mizoram                    | 284       | 0      | 167   | 117    | 0                | 58.8             |
| Meghalaya                  | 450       | 2      | 66    | 382    | 0.44             | 14.67            |
| Dadra Nagar Haveli & Daman & Diu | 605 | 2 | 414 | 189 | 0.33 | 68.43 |
| Chandigarh                 | 717       | 12     | 488   | 217    | 1.67             | 68.06            |
| Arunachal Pradesh          | 740       | 3      | 282   | 455    | 0.41             | 38.11            |
| Nagaland                   | 988       | 0      | 445   | 543    | 0                | 45.04            |
| Ladakh                     | 1178      | 2      | 1003  | 173    | 0.17             | 85.14            |
| Himachal Pradesh           | 1483      | 11     | 1059  | 413    | 0.74             | 71.41            |
| Manipur                    | 1911      | 0      | 1213  | 698    | 0                | 63.47            |
| Puducherry                 | 1999      | 28     | 1154  | 817    | 1.4              | 57.73            |
| Tripura                    | 2878      | 5      | 1759  | 1114   | 0.17             | 61.12            |
| Goa                        | 3657      | 22     | 2218  | 1417   | 0.6              | 60.65            |
| Telengana                  | 4111      | 156    | 1817  | 2138   | 3.79             | 44.2             |
| Uttarakhand                | 4515      | 52     | 3116  | 1347   | 1.15             | 69.01            |

(Continues)
## Table A1 (Continued)

| State/Union Territory | Confirmed | Deaths | Cured | Active | Death rate per 100 | Cure rate per 100 |
|-----------------------|-----------|--------|-------|--------|-------------------|------------------|
| Chhattisgarh          | 5,407     | 24     | 3,775 | 1,608  | 0.44              | 69.82            |
| Jharkhand             | 5,535     | 49     | 2,716 | 2,770  | 0.89              | 49.07            |
| Punjab                | 10,100    | 254    | 6,535 | 3,311  | 2.51              | 64.7             |
| Odisha                | 12,480    | 42     | 5,371 | 7,067  | 0.34              | 43.04            |
| Madhya Pradesh        | 13,899    | 244    | 7,811 | 5,844  | 1.76              | 56.2             |
| Assam                 | 17,437    | 91     | 12,453| 4,893  | 0.52              | 71.42            |
| Bihar                 | 23,999    | 57     | 16,023| 7,919  | 0.24              | 66.77            |
| West Bengal           | 26,164    | 349    | 19,793| 6,022  | 1.33              | 75.65            |
| Uttar Pradesh         | 26,569    | 217    | 16,308| 10,044 | 0.82              | 61.38            |
| Rajasthan             | 29,434    | 559    | 21,730| 7,145  | 1.9               | 73.83            |
| Gujrat                | 42,487    | 1,112  | 24,883| 16,492 | 2.62              | 58.57            |
| Telangana             | 45,076    | 415    | 32,438| 12,223 | 0.92              | 71.96            |
| Odisha                | 48,355    | 2,142  | 34,901| 11,312 | 4.43              | 72.18            |
| Andhra Pradesh        | 49,650    | 642    | 22,890| 26,118 | 1.29              | 46.1             |
| Rajasthan             | 63,772    | 1,331  | 23,065| 39,307 | 2.09              | 36.17            |
| Madhya Pradesh        | 670,693   | 9,481  | 597,915| 129,778| 3.82              | 54.62            |

| Date | India forecasting | World forecasting |
|------|-------------------|-------------------|
| 8/30/2020 | 1,877,722          | 21,916,827        |
| 8/31/2020 | 1,898,218          | 22,101,241        |
| 9/1/2020  | 1,918,713          | 22,285,655        |
| 9/2/2020  | 1,939,209          | 22,470,069        |
| 9/3/2020  | 1,959,705          | 22,654,482        |
| 9/4/2020  | 1,980,201          | 22,838,896        |
| 9/5/2020  | 2,000,697          | 23,023,310        |
| 9/6/2020  | 2,021,192          | 23,207,724        |
| 9/7/2020  | 2,041,688          | 23,392,138        |
| 9/8/2020  | 2,062,184          | 23,576,552        |
| 9/9/2020  | 2,082,680          | 23,760,965        |
| 9/10/2020 | 2,103,176          | 23,945,379        |
| 9/11/2020 | 2,123,671          | 24,129,793        |
| 9/12/2020 | 2,144,167          | 24,314,207        |

(Continues)
| Date    | India forecasting | World forecasting |
|---------|-------------------|-------------------|
| 9/13/2020 | 2,164,663         | 24,498,621        |
| 9/14/2020 | 2,185,159         | 24,683,035        |
| 9/15/2020 | 2,205,655         | 24,867,448        |
| 9/16/2020 | 2,226,150         | 25,051,862        |
| 9/17/2020 | 2,246,646         | 25,236,276        |
| 9/18/2020 | 2,267,142         | 25,420,690        |
| 9/19/2020 | 2,287,638         | 25,605,104        |
| 9/20/2020 | 2,308,134         | 25,789,518        |
| 9/21/2020 | 2,328,629         | 25,973,931        |
| 9/22/2020 | 2,349,125         | 26,158,345        |
| 9/23/2020 | 2,369,621         | 26,342,759        |
| 9/24/2020 | 2,390,117         | 26,527,173        |
| 9/25/2020 | 2,410,613         | 26,711,587        |
| 9/26/2020 | 2,431,108         | 26,896,001        |
| 9/27/2020 | 2,451,604         | 27,080,414        |
| 9/28/2020 | 2,472,100         | 27,264,828        |
| 9/29/2020 | 2,492,596         | 27,449,242        |
| 9/30/2020 | 2,513,092         | 27,633,656        |
| 10/1/2020  | 2,533,587         | 27,818,070        |
| 10/2/2020  | 2,554,083         | 28,002,484        |
| 10/3/2020  | 2,574,579         | 28,186,897        |
| 10/4/2020  | 2,595,075         | 28,371,311        |
| 10/5/2020  | 2,615,571         | 28,555,725        |
| 10/6/2020  | 2,636,066         | 28,740,139        |
| 10/7/2020  | 2,656,562         | 28,924,553        |
| 10/8/2020  | 2,677,058         | 29,108,967        |
| 10/9/2020  | 2,697,554         | 29,293,381        |
| 10/10/2020 | 2,718,050         | 29,477,794        |
| 10/11/2020 | 2,738,545         | 29,662,208        |
| 10/12/2020 | 2,759,041         | 29,846,622        |
| 10/13/2020 | 2,779,537         | 30,031,036        |
| 10/14/2020 | 2,800,033         | 30,215,450        |
| 10/15/2020 | 2,820,529         | 30,399,864        |
| 10/16/2020 | 2,841,024         | 30,584,277        |
| 10/17/2020 | 2,861,520         | 30,768,691        |
| Country            | Confirmed | Deaths | Cured   | Active   |
|--------------------|-----------|--------|---------|----------|
| US                 | 8,973,260 | 240,534| 4,131,121| 4,501,605 |
| Brazil             | 2,098,389 | 79,488 | 1,459,072| 570,479  |
| India              | 6,218,206 | 98,497 | 5,281,200| 990,622  |
| Russia             | 770,311   | 12,323 | 549,387 | 245,382  |
| South Africa       | 364,328   | 5033   | 191,059 | 168,236  |
| Peru               | 353,590   | 13,187 | 301,794 | 50,999   |
| Mexico             | 344,224   | 39,184 | 271,239 | 50,999   |
| Chile              | 330,930   | 8503   | 301,794 | 59,999   |
| United Kingdom     | 294,792   | 45,300 | 529     | 249,492  |
| Iran               | 273,788   | 14,188 | 237,788 | 34,887   |
| Pakistan           | 265,083   | 5599   | 205,929 | 108,642  |
| Spain              | 260,255   | 28,752 | 150,376 | 101,617  |
| Saudi Arabia       | 250,920   | 2486   | 197,735 | 63,026   |
| Italy              | 244,434   | 35,045 | 196,949 | 108,257  |
| Turkey             | 219,641   | 5491   | 202,010 | 80,808   |
| Bangladesh         | 204,525   | 2618   | 11,1642 | 90,790   |
| Germany            | 202,735   | 9092   | 187,400 | 72,864   |
| France             | 201,448   | 30,049 | 72,408  | 99,600   |
| Colombia           | 197,278   | 6736   | 91,793  | 98,749   |
| Argentina          | 126,755   | 2260   | 54,105  | 70,390   |
| Qatar              | 106,648   | 157    | 103,377 | 35,634   |
| Iraq               | 92,530    | 3781   | 60,528  | 29,632   |
| Egypt              | 87,775    | 4302   | 28,380  | 55,093   |
| Indonesia          | 86,521    | 4143   | 45,401  | 37,598   |
| Sweden             | 77,281    | 5619   | 0       | 71,662   |
| Ecuador            | 74,013    | 5313   | 31,901  | 36,799   |
| Kazakhstan         | 71,838    | 375    | 43,029  | 34,497   |
| China              | 68,135    | 4512   | 64,435  | 50,633   |
| Philippines        | 67,456    | 1831   | 22,465  | 43,160   |
| Oman               | 66,661    | 318    | 44,004  | 22,445   |
| Belarus            | 66,095    | 499    | 58,204  | 25,477   |
| Belgium            | 63,706    | 9800   | 17,289  | 36,617   |
| Ukraine            | 60,077    | 1504   | 31,836  | 26,737   |
| Bolivia            | 59,582    | 2151   | 18,553  | 38,878   |
| Kuwait             | 59,204    | 408    | 49,687  | 15,831   |
| Canada             | 57,466    | 5655   | 0       | 51,811   |
| United Arab Emirates| 56,922   | 339    | 49,269  | 17,137   |
| Panama             | 53,468    | 1096   | 28,482  | 23,890   |
| Dominican Republic | 52,855    | 981    | 25,094  | 26,780   |
| Netherlands        | 51,725    | 6138   | 100     | 45,589   |