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The matrix product state (MPS) belongs to the most important models in, for example, quantum information sciences and condensed matter physics. However, realizing an \(N\)-qubit MPS with large \(N\) and large entanglement on a quantum platform is extremely challenging, since it requires high-level qudits or \(n\)-qubit gates with \(n \gg 2\) to carry or produce the entanglement. In this work, an efficient method that accurately encodes a given MPS into a quantum circuit with only one- and two-qubit gates is proposed. Essentially different from the existing compiling methods, our idea is to construct the unitary matrix product operators that optimally disentangle the MPS to a product state. These matrix product operators form the quantum circuit that evolves a product state to the targeted MPS with a high fidelity. Our benchmark on the ground-state MPS’s of the strongly-correlated spin models show that the constructed quantum circuits can simulate the MPS’s with much fewer qubits than the sizes of the MPS’s themselves. This method paves a feasible and efficient path to realizing useful and/or exotic quantum states and MPS-based models as quantum circuits on the near-term quantum platforms.

I. INTRODUCTION

Matrix product state (MPS) is one of most successful mathematical tools in the contemporary physics. In condensed matter physics, MPS is the state ansatz behind the famous density matrix renormalization group (DMRG) algorithm [1–3] and many of its variants [4–8]. MPS can efficiently describe the ground states and (purified) thermal states of one-dimensional (1D) gapped systems [9–13]. It has also been widely and successfully applied to other areas including statistic physics [14], non-equilibrium quantum physics [10, 15–18], field theories [19–24], machine learning [25–29], and so on.

In particular, MPS is an important model in quantum information and computation (see, e.g., [30–33]). It can represent a large class of states, including GHZ [34] and AKLT states [35, 36], which can be used to implement non-trivial quantum computational tasks [37–40]. However, realizing MPS on quantum hardwares is strictly limited. This is partially due to the fact that current techniques only permit short coherent time and small numbers of computing qubits. Solid progresses are reported in this direction recently, for instance, the realization of the GHZ state up to twenty qubits in a (relatively) long coherent time [41, 42].

Moreover, MPS is hindered by another essential difficulty. There are two kinds of degrees of freedom in MPS, which are physical degrees of freedom representing the Hilbert space in which the physical model is defined, and the virtual degrees that carry the entanglement of the MPS. In general, the dimension of the virtual degrees of freedom (denoted as \(\chi\)) is much larger than the physical dimension (denoted as \(d\)). To realize an MPS in a quantum platform, one intuitively needs to realize \(\chi\)-level qubits as the virtual degrees of freedom [43]. This becomes almost impossible considering we usually take \(\chi \sim O(10^2)\) or even larger.

One way to get around the \(\chi\)-level qubits is to introduce multiple-qubit gates (see, e.g., [28, 44]), where the \(\chi\)-level qubits in the circuits of the MPS’s are equivalently replaced by several two-level qubits. Since such a scheme contains multiple-qubit gates, one must further compile these gates to one- and two-qubit gates to implement on the realistic quantum hardware [45, 46]. The MPS should be in a form similar to, for instance, the state ansatz for the variational quantum eigensolvers [47]. However, compiling an MPS of large \(\chi\) is extremely inefficient, since the depth of the circuit generally scales polynomially with \(\chi\) [48]. Therefore, efficient encoding algorithms for MPS’s are strongly desired.

In this work, we propose an algorithm that efficiently and accurately encodes a given MPS with \(d = 2\) and \(\chi \gg d\) into a quantum circuit consisting of only one- and two-qubit gates. The idea is to construct the unitary matrix product operators [49, 50], dubbed as matrix product disentanglers (MPD’s), that disentangle the targeted MPS [Figs. 1 (a) and (b)]. These MPD’s form a multi-layer quantum circuit, which evolves a product state into the MPS with a high fidelity.

We testify our encoding algorithm on the MPS’s that approximate the ground states of the 1D strongly-correlated spin systems. Since these MPS’s possess large entanglement, it is obviously difficult to realize them on quantum circuits by the existing methods. We show that high fidelity between the MPS’s and the evolved states by quantum circuits can be reached with only \(O(10)\) layers of MPD’s. By incorporating with the qubit-efficient scheme [28], our method efficiently encodes the MPS’s into a quantum circuit of less than 10 qubits [Fig. 1 (c)], which is much less than the size of the MPS’s themselves.

II. MATRIX PRODUCT STATE AND ORTHOGONAL FORM: PRELIMINARIES

An MPS [Fig. 1 (a)] consisting of \(N\) sites (qubits or qudits) can be written as

\[
|\Psi\rangle = \sum_{a_1 \cdots a_{N-1}} \sum_{s_1 \cdots s_N} A^{[1]}_{s_1 a_1} A^{[2]}_{s_2 a_1 a_2} \cdots A^{[N]}_{s_N a_{N-1}} \prod_{n=1}^{N} |s_n\rangle,
\]

(1)

with the physical indexes \(\{s_n = 0, \cdots, d - 1\}\) and virtual indexes \(\{a_n = 0, \cdots, \chi - 1\}\) which label the physical and
forms. Let us focus on the left-orthogonal form that will be used later here. $A^{[1]}$ satisfies the normalization condition, and the rest satisfy the left-orthogonal conditions, i.e.,

$$\sum_{s_1 a_1} A^{[1]}_{s_1 a_1} A^{[1]}_{s_1 a_1} = 1,$$

$$\sum_{n} A^{[n]}_{s_n a_n - 1 - n} A^{[n]}_{s_n a_n - 1 - n} = I_{a_n - 1 a_n},$$

$$\sum_{s N} A^{[N]}_{s N a N - 1} A^{[N]}_{s N a N - 1} = I_{a N - 1 a N - 1},$$

with $1 < n < N$ in Eq. (3) and $I$ the identity. The orthogonal conditions in fact determine the directions of the renormalization-group flows in the Hilbert space [53]. Any MPS can be transformed into the left-orthogonal form by gauge transformation.

**Encoding matrix product state into single-layer quantum circuit.**— Before introducing our deep quantum circuit scheme, let us first explain the single-layer scheme proposed in Ref. [43] in the language of MPS and MPD. We temporarily assume $d = \chi = 2$ (the reason will be explained later), and show how to exactly encode such a left-orthogonal MPS into a quantum circuit consisting of only one- and two-body gates on the $d$-level qudits. Note a $d$-level qudit is a qubit. The given arguments can be readily generalized to $d > 2$.

The MPD $\hat{U}$ that disentangles the MPS $|\psi\rangle$ into a product state is defined as

$$\hat{U}|\psi\rangle = \prod_{n=1}^{N} |0\rangle_n \overset{\text{def}}{=} |0\rangle.$$

To explain how to obtain the MPD from a given MPS, we take an MPS formed by $N = 8$ tensors as an example [Fig. 1 (a)]. For the numerical simulations given later in this work, we take $N = 24 \sim 150$. For the last tensor ($N = 8$), we have

$$G^{[8]} = A^{[8]} ,$$

which is just a one-qubit unitary gate [satisfying Eq. (3)].

For $1 < n < N$, the tensor in $\hat{U}$ is $(d \times d \times d \times d)$, denoted as $G^{[n]}_{ijkl}$. The component of $G^{[n]}$ with $i = 0$ is given by $A^{[n]}$ in the MPS, i.e.,

$$G^{[n]}_{ijkl} = A^{[n]}_{ijkl}.$$

The components for $i = 1, \ldots, d - 1$ are obtained in the kernel. According to Eq. (3), one considers $A^{[n]}_{ijkl}$ with $j = 0, \ldots, d - 1$ as the orthonormal vectors in the $d^2$-dimensional vector space. Then choose $(d^2 - d)$ orthonormal vectors in the kernel of $A^{[n]}$ as $G^{[n]}_{ijkl}$ ($i = 1, \ldots, d - 1, j \neq 0$). Together with Eq. (7), we have

$$\sum_{kl} G^{[n]}_{ijkl} G^{[n]}_{ijkl} = I_{i'j'}.$$

Eq. (8) gives the orthonormal conditions, and means that $G^{[n]}$ is a two-qubit unitary gate.
For $n = 1$, the tensor is also forth-order, denoted as $G^{[4]}_{ijkl}$. The component for $i = j = 0$ is given as
$$G^{[4]}_{00kl} = A^{[1]}_{kl}. \quad (9)$$
Again, $G^{[1]}_{00kl}$ is a $d^2$-dimensional normalized vector [see Eq. (2)]. The rest $(d^2 - 1)$ components of $G^{[4]}_{ijkl}$ (with $i \neq 0$ or $j \neq 0$) are the orthonormal vectors in the kernel of $A^{[1]}$. The orthonormal conditions are the same as Eq. (8), which means that $G^{[1]}$ is also a two-qubit unitary gate. In short, the MPD $\hat{U}$ can be obtained with Eqs. (6)-(9) from a given MPS $|\psi\rangle$. Then by definition [Eqs. (6), (7), and (9)], we have $|\psi\rangle = \hat{U}^\dagger |0\rangle$. Meanwhile, $\hat{U}$ is unitary [54], and we immediately have $\hat{U}|\psi\rangle = |0\rangle$. It means that $\hat{U}$ disentangles the MPS into a product state. Fig. 1 (a) shows the circuit of $\hat{U}$. We can see $\dim(i) = \dim(k)$ and $\dim(j) = \dim(l)$ are required since $i$ and $k$, $j$ and $l$ represent the same qubit, respectively. This means $\chi = d$ in the MPS.

Different from Ref. [43], we now consider $\chi > d$ and define the MPD as following. First, find the optimal MPS $|\tilde{\psi}\rangle$ with $\chi = d$ that maximizes the fidelity $F(|\psi\rangle|\tilde{\psi}\rangle)$. This can be done by reducing the virtual dimensions of $|\psi\rangle$ to $d$ with the standard truncation algorithm of MPS (see [36] for example). Then, $\hat{U}$ can be obtained from $|\tilde{\psi}\rangle$ following the standard procedure. In this case, $\hat{U}$ cannot disentangle $|\psi\rangle$ into a product state, but will largely reduce its entanglement. To testify this statement, we consider the ground state of the 1D transverse Ising model with the Hamiltonian $H = \sum_{n=1}^{N} \hat{S}^z_n \hat{S}^z_{n+1} - h_x \sum_{n=1}^{N} \hat{S}^x_n$. The MPS is obtained by the DMRG algorithm [1, 2] with $N = 48$ and $\chi = 64 \gg d$ (note $d = 2$ for spin-1/2 models). We calculate the negative-logarithmic fidelities (NLF) per site (see Fig. 2).

$$F_0 = - \frac{\ln|\langle \psi|\tilde{\psi}\rangle_{\chi=1}|}{N}, \quad (10)$$
$$F_1 = - \frac{\ln|\langle \psi|\tilde{\psi}\rangle_{\chi=2}|}{N}. \quad (11)$$

In $F_0$, the state $|\psi_{\chi=1}\rangle$ is an MPS with $\chi = 1$ (a separable state) that is optimally truncated from $|\psi\rangle$. $F_0$ gives in fact the global entanglement of the MPS, which characterizes the minimal distance between $|\psi\rangle$ and a separable state [55]. $F_1$ characterizes the distance between $|\psi\rangle$ and $\tilde{\psi}_{\chi=2}$, i.e., how accurately $\hat{U}$ evolves $|0\rangle$ to $|\psi\rangle$.

For $h_x \ll h_y$ and $h_y \gg h_x$ with $h_x = 0.5$ the critical point (strictly speaking, $h_x = 0.5$ is critical for $N \to \infty$ since criticality is defined in the thermodynamic limit), $|\psi\rangle$ is in the Néel phase and polarized phase, respectively. The ground-state entanglement in these phases is relatively small. However, $F_0$ is still non-zero in these regions due to the quantum fluctuations, which requires $\chi > 1$. As expected, a peak of $F_0$ appears near the critical point, where $|\psi\rangle$ is quite far away from a separable state.

Disentangled by $\hat{U}$, the state becomes much closer to the product state $|0\rangle$, where $F_1$ is about $O(10^3) \sim O(10^4)$ times smaller than $F_0$. In other words, the circuit $\hat{U}$ of only one- and two-qubit gates can fairly evolves $|0\rangle$ to the targeted MPS with $\chi \gg d$ and $N \gg 1$.

III. ENCODING MATRIX PRODUCT STATE INTO DEEP QUANTUM CIRCUIT

To increase the accuracy systematically, we propose to encode a given MPS $|\psi_k\rangle$ to a deep quantum circuit that contains multiple layers of MPD’s [Fig. 1 (b)]. The number of gates scales linearly with the system size and the number of layers.

The encoding algorithm is as following.

1. For the MPS $|\psi_k\rangle$ in the $k$-th iteration (initialized as $|\psi_0\rangle = |\psi\rangle$), compute the MPS $|\tilde{\psi}_k\rangle$ of $\chi = d$ by optimally truncating the virtual dimensions of $|\psi_k\rangle$;
2. Compute the MPD $\hat{U}_t$ with $t = \mathcal{D} - k$, which disentangles $|\psi_k\rangle$ to $|0\rangle$, using the method introduced above;
3. Disentangle $|\psi_k\rangle$ to $|\psi_{k+1}\rangle$ as $|\psi_{k+1}\rangle = \hat{U}_t |\psi_k\rangle$.
4. Return the MPD’s $\{\hat{U}_t\}$ ($t = 1, 2, \cdots, \mathcal{D}$) when the preset number of layers in the circuit is reached, or go back to Step 1 with $|\psi_{k+1}\rangle$.

We testify the encoding algorithm on the ground states of 1D transverse Ising, Heisenberg, and XY models. For the Heisenberg and XY models, the Hamiltonians are $\hat{H} = \sum_n (\hat{S}^x_n \hat{S}^y_{n+1} + \hat{S}^y_n \hat{S}^x_{n+1}) + \hat{S}^z_n \hat{S}^z_{n+1}$ and $\hat{H} = \sum_n (\hat{S}^x_n \hat{S}^y_{n+1} + \hat{S}^y_n \hat{S}^x_{n+1})$, respectively. These Hamiltonians are gapless (rigorously speaking, the true gapless point is in the thermodynamic limit), thus large $\chi$’s of the MPS’s are required to carry the entanglement. The NLF between the MPS and the evolved state is defined as

$$F_D = - \frac{\ln|\langle \psi|\tilde{\psi}_{\mathcal{D}} \cdots \tilde{\psi}_1|\tilde{\psi}\rangle|}{N}. \quad (12)$$

$F_D$ further decays with $\mathcal{D}$ [Fig. 3 (a) and (b)]. Note that the largest drop of $F_D$ occurs for $\mathcal{D} = 1$, which is reduced by about $O(10^2)$ times compared with $F_0$. For $\mathcal{D} > 1$, relatively large drops of $F_D$ occur for about $\mathcal{D} \leq 4$. With $\mathcal{D} = 9$, $F_D$ is reduced by about 20% - 40% compared with $F_1$.

Fig. 3 (c) shows the NLF’s versus the system size $N$ with $\mathcal{D} = 0$, 1, and 9, on the transverse Ising model at the critical point. The NLF’s first increase and soon converge as the
system becomes larger. The inset shows how the accuracy of the encoding is improved by increasing the number of layers from $D = 1$ to 9. One can see that $F_0/f_1$ converges to about 0.87 for large sizes. This indicates that even for the genuine critical systems (in the thermodynamic limit), our scheme robustly prepares the quantum states with high fidelities.

The number for coefficients is significantly compressed by encoding the MPS to the quantum circuit. With $\chi = 64$ for instance, the number (per site) for the original MPS $\#(|\psi\rangle) = d\chi^2 = 2^{13}$ is significantly compressed to $\#(U) = Dd^4 = 2^{7}$ for $D = 8$. Meanwhile, the numbers of both the gates and qubits scale linearly with $N$ and $D$ [Fig. 1 (b)].

Furthermore, by incorporating with the qubit-efficient scheme [28], the number of qubits becomes independent on $N$ and scales only linearly with $D$. Fig. 1 (c) shows the qubit-efficient scheme of the $D = 2$ circuit with $N = 8$. Such an efficient circuit in fact does not gives $N$ entangled qubits, but use only $M = 4$ qubits to reproduce the quantum probability distributions (amplitudes) of the $N$-qubit MPS. The trick is to iteratively measure and reuse the last qubit, so that the measurements of this qubit are the same as the measurements on the MPS with $N$ entangled qubits. The first $(M-1)$ qubits are to carry the entanglement, thus we have $\chi \leq d^{M-1}$. The total number of qubits in the qubit-efficient scheme equals $D + 2$, which is independent on the number of qubits $N$ in the targeted entangled state. In this way, the circuit is transformed into a more compact form with the same depth but much less qubits, whose number $M$ determines the upper bound of the entanglement entropy as $S \leq (M-1) \ln d$. This makes it possible to realize an MPS on the near-term quantum platforms. For example, for a 20-qubit GHZ state (see some recent progresses in experiments [41, 42]), which can be written as an MPS with $N = 20$ and $d = \chi = 2$, the circuit will consist of only three qubits and twenty two-qubit gates. We would like to stress that our deep scheme is not limited to qubits (meaning taking $d = 2$). For an MPS of $d$-level qudits with $\chi \gg d$, our scheme can be applied to prepare the MPS’s by using only the gates of two $(d$-level) qudits.

IV. ERROR PROPAGATIONS AND COMPLEXITY IN CLASSICAL SIMULATIONS

The classical computational cost of calculating the MPD’s with the encoding algorithm scales only linearly with $D$. One can see that disentangling the state $|\psi_{k+1}\rangle = \hat{U}_t|\psi_k\rangle$ in Step 3 will essentially increase exponentially the virtual dimensions of $|\psi_k\rangle$ as $\chi d^k$. Therefore, we set an upper bound of the virtual dimensions $\chi$ and truncate if the dimensions exceed $\chi$. Same truncation rule is implemented when calculating $F_D$. The truncation errors are well controlled for $D \lesssim \log_2 \chi$, same as the time-evolving block decimation algorithm [9, 12].

For $D > \log_2 \chi$, however, our data show that the NLF suddenly soars (Fig. 4). This is due to the fact that the truncation errors in the encoding algorithm and those in the evolution by the circuit propagate in opposite directions. In the encoding algorithm, the gates are computed from $\hat{U}_D$ to $\hat{U}_1$. The error accumulates slowly in the same way. For evolution, the gates are acted to $|0\rangle$ from $\hat{U}_D^\dagger$ to $\hat{U}_1^\dagger$. The virtual dimensions of $|\phi_t\rangle = \hat{U}_1^\dagger \cdots \hat{U}_D^\dagger |0\rangle$ increases with $t$ as $d^t$ in classical simulations. For $D \lesssim \log_2 \chi$, there is no truncation error in $|\phi_D\rangle$, thus the error is robustly controlled in the encoding algorithm, and $F_D$ decays with $D$ as expected. For $D > \log_2 \chi$, truncations have to be implemented. These truncations occur at small $k$’s for the encoding scheme, thus will be propagated to raise the error as soon as the truncations on $|\phi_k\rangle$ appear. This makes the classical computational complexity exponentially high, since one needs to keep exponentially large $\chi \sim d^D$ to avoid the error propagations. Note one will not have this issue for quantum computations.

FIG. 3. (Color online) The NLF per site $F_D$ [Eq. 12] of the ground states of the 1D (a) quantum Ising model at the critical point, and (b) Heisenberg and XY models, versus the number of layers $D$ in the quantum circuit. (c) $F_D$ versus the number of qubits $N$ with $D = 0$ (global entanglement), 1, and 9 on the transverse Ising model at the critical point. The inset shows $F_0/f_1$.

FIG. 4. (Color online) The NLF per site $F_D$ of the ground state of 1D quantum Ising model at the critical point versus the number of layers $D$ of the quantum circuit. Different dimension cut-offs $\chi$ in the encoding algorithm are taken. The sudden increase of the NLF occurs at $D = \log_2 \chi$. 

\[ F_D = \frac{1}{D} \sum_{k=1}^{D} F_k, \]

\[ F_k = \frac{1}{N} \sum_{\alpha=1}^{N} |\langle \alpha | \psi_k \rangle|^2, \]

\[ F_D = \frac{1}{D} \sum_{k=1}^{D} F_k, \]

\[ F_k = \frac{1}{N} \sum_{\alpha=1}^{N} |\langle \alpha | \psi_k \rangle|^2, \]
gler (MPD) is unitary. The diagrammatic proof that the matrix product disentangler (MPD) is unitary (Fig. A1). The rest basis are orthonormal in the kernel. Therefore, these gates sequentially result in identities, as shown in the figure below.

For the gate $G^{[1]}$, it also contains two parts. One part is the basis given by the tensors in the middle of the MPS, which is in fact an isometry due to the orthogonal form of the MPS, i.e.,

$$
\sum_{s_n,a_n} A_n^{[1]} s_n a_n = I_{s_n a_n - 1}. 
$$

Therefore, these bases are orthonormal. The other part contains the basis defined in the kernel space. These basis are orthonormal within themselves by definition, and are orthogonal to the basis in the isometry due to the property of the kernel. Consequently, these gates sequentially result in identities, as shown in the figure below.

For the gate $G^{[1]}$, it also contains two parts. One part is the first tensor in the MPS, which is normalized as it is the orthogonal center, i.e.,

$$
\sum_{s_1,a_1} A_1^{[1]} s_1 a_1 = I_{s_1 a_1 - 1}. 
$$

The rest basis are orthonormal basis in the kernel. Therefore, we have $G^{[1]} G^{[1]} = I$.

Using the orthogonal conditions of the gates, we have $\hat{U} \hat{U}^\dagger = I$ as illustrated in the figure below. Since $\hat{U}$ is in fact a $(dN \times dN)$ square matrix, one readily has $\hat{U} \hat{U}^\dagger = I$.

APPENDIX: PROOF OF MATRIX PRODUCT DISENTANGLER BEING UNITARY

In the Appendix, we give the diagrammatic proof that the matrix product disentangler (MPD) is unitary (Fig. A1). The idea is to use the unitary conditions of the orthogonal matrix product state (MPS) and the orthogonal properties in the kernel space. We take the number of qubits $N = 8$ as an example. The proof can be readily generalized to any other $N$.

First, $G^{[8]}$ and $G^{[8]}\ast$ vanish into an identity [illustrated at the bottom of the figure], since

$$
G^{[8]} = A^{[8]}; \\
\sum_{s_n} A_n^{[8]} s_n a_{n-1} A_n^{[8]}\ast = I_{s_n a_{n-1}}. 
$$

For the gates corresponding to the tensors in the middle of the MPS ($1 < n < N$), they are unitary satisfying $G^{[n]} G^{[n]} = I$. The reason is as following. The basis in $G^{[n]}$ consist of two parts. One part is the basis given by the tensor of the MPS, which is in fact an isometry due to the orthogonal form of the MPS, i.e.

$$
\sum_{s_n,a_n} A_n^{[n]} s_n a_n = I_{s_n a_n - 1}. 
$$
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