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Motion Estimation for Optical Coherence Elastography Using Signal Phase and Intensity
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Abstract—Displacement estimation in optical coherence tomography (OCT) imaging is relevant for several potential applications, e.g. for optical coherence elastography (OCE) for corneal biomechanical characterization. Larger displacements may be resolved using correlation-based block matching techniques, which however are prone to signal de-correlation and imprecision at commonly desired sub-pixel resolutions. Phase-based tracking methods can estimate tiny sub-wavelength motion, but are not suitable for motion magnitudes larger than half the wavelength due to phase wrapping and the difficulty of any unwrapping due to noise. In this paper a robust OCT displacement estimation method is introduced by formulating tracking as an optimization problem that jointly penalizes intensity disparity, phase difference, and motion discontinuity. This is then solved using dynamic programming, utilizing both sub-wavelength-scale phase and pixel-scale intensity information from OCT imaging, while inherently seeking for the number of phase wraps. This allows for effectively tracking axial and lateral displacements, respectively, with sub-wavelength and pixel scale resolution. Results with tissue mimicking phantoms show that our proposed approach substantially outperforms conventional methods in terms of axial tracking precision, in particular for displacements exceeding half the imaging wavelength.
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I. INTRODUCTION

Optical Coherence Elastography (OCE) [1], [2] is of interest for estimating tissue strain and monitoring dynamic deformation responses in both, ex-vivo biological samples [3] and in in-vivo corneal tissue [4], [5]. Current methods for estimating deformations in OCE are based either (i) on speckle tracking, e.g., relying on cross-correlation [6], [7], [8] which is prone to speckle boiling and blinking [7], or (ii) on phase difference estimation [4], [3], which typically suffers from phase wrapping when the displacements exceed half the wavelength.

Correlation-based speckle tracking methods typically resolve pixel-level displacements, but they are inaccurate at estimating smaller motions. These methods also suffer from speckle decorrelation, which is significant in OCT imaging due both to the interferometric (coherence) nature of OCT speckles leading to strain-induced speckle boiling/blinking, and to the relatively smaller OCT speckle sizes (down to 1-2 pixels) compared to other imaging such as ultrasound. Consequently, speckle-tracking approaches have practically not been employed in OCE, despite over 15 years of effort in this direction [7]. In contrast, phase-based methods are ideally suited for strain computation in OCE due to their better tolerance to strain-induced speckle blinking and boiling, and intrinsically higher sensitivity to (sub-wavelength) displacements which allows measuring smaller displacements unambiguously. Note that the displacements that can be measured from the phase directly, i.e., without any phase unwrapping, is limited to a quarter of the wavelength, i.e., \( \lambda_0/4 \approx 0.2 \mu m \) for the typical central wavelength of an OCT source. Assuming a typical OCT image depth of 2 mm, the above limit means that only the strains smaller than \( \approx 0.1\% \) can be unambiguously observed using naïve phase-based methods. To overcome such limit, phase unwrapping can be applied in a cumulative fashion at incremental depths or displacements. However, any inherent OCT measurement noise often easily corrupts the phase readings, leading to errors that “break” the phase at \( \pm \pi \) rad, detrimental to the unwrapping procedure and hence the estimated displacements.

In OCE, strain-produced displacements within a given OCT A- or B-scan may vary largely, from sub-pixel sub-wavelength values to those exceeding not only the wavelength, but also the pixel scales (that in itself may wrap several phases). Conventional phase-based OCT displacement estimation methods compare the phases of reference and deformed (pre- and post-deformation) scans at a given pixel location [8], [9], [10]. For very small displacements, it is reasonable to assume such pixel to contain mostly similar scatterers in reference and deformed scans, so that the phase variations can be directly related to scatterer displacements. However, with supra-pixel displacements the same pixel location of the two scans may contain arbitrarily different scatterers, thus the phases of the two OCT signals would be completely unrelated, with their difference essentially yielding a random value. Moreover, although small deformations may help avoid phase wrapping, these in turn lead to motion closer to the noise floor and thus a lower signal-to-noise ratio in any subsequent strain estimation. For the above reasons and practical concerns where small deformations cannot be ensured, being able to estimate larger displacements and hence strains is very desirable. To that end, adjustment schemes for consistent phase retrieval [11], [12], [13], [14] have been introduced. In [14], [13], local displacements are accumulated to correct for supra-pixel displacements when calculating phase-variations. Local strains are determined by the local phase gradient over a chosen vertical processing window. Although this approach circumvents phase wrapping when for moderate local strains (\( \approx 5\% \)), a direct strain computation is still prone to integration of errors in the displacement estimation, particularly problematic with supra-pixel displacements. In [11], [12], the above idea is extended...
with the phase retrieved by averaging the complex-valued OCT signal, as opposed to the earlier methods which use only the phase information. This extension, however, only improves the phase-variation estimation but it does not solve the error integration problem. None of the above phase-based methods neither estimates nor takes into account lateral displacements, which is a major limitation where any tissue location may move laterally. Moreover, axial translation is often assumed to be zero, although (since the OCT probe is non-contact, unlike, e.g., in ultrasound elastography) axial translations may occur and if not corrected for, may degrade the displacement estimations substantially.

Optimization-based methods have been utilized in ultrasound elastography [15, 16, 17, 18] and these were shown to typically outperform cross-correlation methods. In this work, we extend such techniques to OCT, leading to a novel method in OCT motion estimation by combining the advantages of correlation-based and phase-based displacement estimation approaches. We introduce, for the first time to our knowledge, an optimization-based method for displacement tracking in OCT images, by including motion continuity priors and therefore being more robust to signal decorrelation compared to previous approaches. The proposed method exploits both amplitude and phase information of complex valued OCT B-scans, to estimate axial and lateral displacement fields. Specifically, we apply a modified version of the vector-based phase gradient estimation method [12] in a dynamic programming (DP) optimization scheme. By incorporating phase wrapping in the cost function, our DP algorithm is designed to find the number of phase wraps as well as the measured phase difference between reference and deformed OCT scans by minimizing motion discontinuity and intensity disparity.

A. Modeling the OCT signal

Below we first present the OCT imaging model in [19] and then generalize this to introduce our proposed displacement estimation algorithm. Consider a single OCT A-line in the direction of z-axis, aligned with the probing-beam axis. In [19], the probing beam was considered to be a weakly diverging beam and to have uniformly distributed amplitude over a constant radius cylinder form, i.e., without strong focusing. Consequently, the phase of the received-wave is entirely determined by the phase delay accumulated during the propagation forth-and-back in the axial direction. This means that for each spectral harmonic with the wavenumber \( k_n \), where \( n = 1, 2, ..., N \), the received complex amplitude \( B(z_s, k_n) \) is proportional to the incident field and scattering strength:

\[
B(z_s, k_n) = R_s(k_n)I(k_n)e^{i2k_n z_s},
\]

where \( z_s \) is the axial coordinate of scatterer \( s \), \( I(k_n) \) is the incident field amplitude, and \( R_s(k_n) \) describes the scattering strength of \( s \). The complex-valued amplitude of pixel \( q \) in an A-line having depth \( H \) and consisting of \( N \) pixels enumerated as \( q=1, ..., N \) would be:

\[
A(z_q) = \sum_n \sum_s B(z_s, k_n)e^{-i\frac{2\pi}{H}z_q},
\]

where \( z_q = \frac{qH}{N-1} \) for \( 1=1, ..., N-1 \) is the coordinate of pixel \( q \) within the A-line. The light source is typically assumed to have a Gaussian-shaped spectrum with standard deviation \( \sigma_s = \frac{\Delta k}{2\sqrt{2\ln 2}} \), centered around a center wavenumber \( k_0 \). Accordingly, the incident field amplitude can be represented as:

\[
I(k_n) = \frac{1}{\sqrt{2\pi\sigma_k^2}} \exp\left(\frac{-(k_n - k_0)^2}{2\sigma_k^2}\right).
\]

where \( k_n \) are the spectral lines in the probing spectrum. Since the interval \( \Delta k = k_{n+1} - k_n \) between neighbouring spectral lines and the maximal depth \( H \) in the spectral-domain OCT are related as \( \Delta k = \pi/H \), then \( k_n = k_0 + n\pi/H \) where \( n = -\frac{N-1}{2}, ..., \frac{N-1}{2} \) assuming an odd number \( N \) for symmetry. By replacing this in Eq. (1) and by taking into account the dependence of the illuminated-beam amplitude on the lateral coordinate, Eq. (2) can be rewritten as:

\[
A(z_q) = \sum_n \sum_s R_s(k_n)I(k_n)e^{i2k_n z_s}e^{-i\frac{\pi}{2}\frac{z^2}{\sigma^2}}e^{-i\frac{\pi}{2}\frac{z^2}{\sigma^2}}.
\]

Herein the dispersion of \( R_s(k_n) \) on different wavenumbers \( k_n \) is assumed to be negligible.

The amplitude of received OCT signal is affected both by absorption during the forth-and-back propagation and by divergence of the backscattered signals. This can be modeled in scatterer strength (reflectivity) as:

\[
R_s = p_0 e^{-\mu_s z_s},
\]

with the light power \( p_0 \) of the source and the total attenuation coefficient \( \mu_s = \mu_a + \mu_s \) consisting of absorption \( \mu_a \) and scattering \( \mu_s \) attenuation coefficients of the sample under inspection [20].

One of the limiting factors in spectral-domain OCT is the discretization and digitization in the detection process. These processes restrict the resolution and the probing depth of the system. Spectral-domain OCT systems utilize a spectrometer that integrates the spectrum over a square pixel of the camera with width and separation \( \Delta k \). Such integration leads to a convolution in \( k \)-domain with the filter \( G(k) = \frac{1}{\Delta k} \text{rect}\left(\frac{k}{\Delta k}\right) \), with \( \text{rect} \) being the rectangle function [21]. In addition, the spectrometer operates with a spectral resolution, typically described by a Gaussian with standard deviation \( \sigma_r \). Such resolution integration leads to a convolution in \( k \)-domain with the filter

\[
F(k) = \frac{1}{\sqrt{2\pi\sigma_f^2}} \exp\left(\frac{-k^2}{2\sigma_f^2}\right).
\]

These two filters in \( k \)-domain equates to a multiplication of the \( z \)-domain OCT signal by the functions \( g(z) = \frac{1}{2\pi} \text{sinc}(\frac{\Delta k z}{\pi}) \) and \( f(z) = \frac{1}{\sqrt{2\pi}} \text{exp}(-2z^2\sigma_f^2) \), respectively.

B. Effect of scatterer motion on OCT signal

In contrast to the ideal rectangular spectral shape of the source, which can ensure an ultimately narrow localization within a single pixel number, a smoother spectrum Eq. (3) usually introduces a spatial smoothing of imaged point-like
particles. Thus, speckles are spread between at least two adjacent pixels. This causes complications in any phase-based displacement estimation: For instance, consider the case illustrated in Fig. 1(a) showing two scatterers with the same strength and 1.25 pixel resolution distance from each other in the top graph of (a). Two scatterers are then shifted down by 0.75 pixel resolution in the depth (right direction in the plot). (b)-left shows the phase-shift between corresponding pixels between a simulated original and deformed OCT signal, while (b)-right shows the phase-shift of each pixel in the original signal and one pixel deeper in depth in the deformed signal.

II. METHODS

Consider two consecutive complex valued OCT B-scans $I_1[i,j] = \beta_1[i,j] e^{i\phi_1[i,j]} : I_1 \in \mathbb{C}^{m \times n}$ and $I_2[i,j] = \beta_2[i,j] e^{i\phi_2[i,j]} : I_2 \in \mathbb{C}^{m \times n}$ collected before and after the sample undergoes deformation. Similarly to the medical image registration literature, an energy based solution for the deformable image alignment can be formulated as an optimization problem with the following cost function:

$$
\min_{A,L} P = \min_{A,L} [\Delta(I_1, I_2, A, L) + \alpha \Psi(A, L)]
$$

(8)

where the first term $\Delta(I_1, I_2, A, L)$ is a penalty function for speckle (i.e., intensity) decorrelation, the second term $\Psi(A, L)$ is a penalty function for losing motion continuity, and $\alpha$ is the regularization weight. Based on this optimization, the two matrices ($A$ and $L$) describing axial and lateral displacements, respectively, shall be determined such that $I_1[i,j] \sim I_2[i + a_{i,j}, j + l_{i,j}]$ where $a_{i,j}$ and $l_{i,j}$ are the entries of matrices $A$ and $L$, respectively. Note that calculating $I_2[i + a_{i,j}, j + l_{i,j}]$ requires a sub-pixel interpolation of $I_2$ if $a_{i,j}$ and $l_{i,j}$ are not integers. This optimization problem can be solved by the Viterbi algorithm, which is a dynamic programming technique based on Bellman’s principle of optimality. This algorithm allows for solving complex problems by breaking them into a collection of simpler sequential sub-problems, where each of them corresponds to a discrete decision.

While both intensity and phase information are available in the axial direction in OCT, in the lateral direction only the intensity information is available for displacement estimation. Here, the phase information arises from the phase difference $\Phi[i,j] = \phi_1[i,j] - \phi_2[i,j]$ between the reference and deformed OCT B-scans. The phase difference is deterministic and encodes axial displacements as follows:

$$
U[i,j] = \frac{\lambda_0}{4\pi r_n} \Phi[i,j],
$$

(9)

where $\lambda_0$ is the center wavelength of the OCT beam and $r_n$ is the refractive index of the sample. Since the phase difference is between $[-\pi, \pi]$ and may wrapped around, the
displacement information using the above alone is ambiguous as soon as it exceeds \( \frac{\pi}{4r_n} \). Larger displacements can still be retrieved by applying an unwrapping algorithm; however, this is highly sensitive to noise. In this regard, complex vector averaging \( \sum_{l=2}^{m} \) in lateral direction may help suppress noise from small-amplitude pixels, but at the cost of reducing lateral resolution. We propose below to use DP to address such problem of phase unwrapping.

### A. Dynamic Programming Formulation

DP is designed to find the global optimum of a cost in a discrete decision space, which in our formulation consists of speckle disparity and motion continuity. Let us define \( A \in \mathbb{R}^{m \times n} \) and \( L \in \mathbb{R}^{m \times n} \) as the discretized axial and lateral displacement matrices (the out-of-plane motion is not considered herein), where each of their elements \( a_{r,j} \) and \( l_{i,j} \) satisfy \( \|a_{r,j}\| \leq a_{\text{max}} \) and \( \|l_{i,j}\| \leq l_{\text{max}} \), and \( a_{\text{max}} \) and \( l_{\text{max}} \) are the maximum possible axial and lateral displacement estimates, respectively (bounded by the applied displacement amplitude). Assume that the set \( \mathcal{A} := \{a_r \mid \|a_r\| < a_{\text{max}}\}_{r=1}^{R} \) quantizes the axial displacement range into \( \mathcal{R} \) discrete values, and the set \( \mathcal{L} := \{l_q \mid \|l_q\| < l_{\text{max}}\}_{q=1}^{Q} \) partitions the lateral displacement range into \( \mathcal{Q} \) discrete values. We then denote the discrete decision space by

\[
S := \{s_p := (a_r, l_q) \mid a_r \in \mathcal{A}, l_q \in \mathcal{L}\}_{p=1}^{RQ} .
\] (10)

According to Eq. (9), any potentially wrapped phase differences are related to axial displacements at each pixel. The discrete nature of DP decision space and the unknown number of phase wraps that may exist at each pixel motivate us for a discrete nature of DP decision space and the unknown number of phase wraps that may exist at each pixel motivated us for a discrete nature of DP decision space and the unknown number of phase wraps. In this regard, complex vector averaging \( \sum_{l=2}^{m} \) in lateral direction may help suppress noise from small-amplitude pixels, but at the cost of reducing lateral resolution. We propose below to use DP to address such problem of phase unwrapping.

To use DP to find the displacement matrices \( A \) and \( L \), we first define a intensity disparity term

\[
D^{i,j}(d_a, d_l) = \begin{bmatrix}
\sum_{x} \sum_{y} (|I_{l}^{i+x,j+y} - |\mu_1|) (|I_{2}^{i+x+j+y+d_a,j+y+d_l} - |\mu_2|) \\
\sum_{x} \sum_{y} (|I_{1}^{i+x,j+y} - |\mu_1|) (|I_{1}^{i+x+d_a,j+y+d_l} - |\mu_2|)^2
\end{bmatrix}^{1/2}
\] (14)

where the sums over \( x = [-w_1, ..., w_1] \) and \( y = [-w_2, ..., w_2] \) cover a 2D cross-correlation processing window of the size \( (2w_1+1) \times (2w_2+1) \) and \( \mu_1 \) is the mean value of scan \( I_l \) within this window. Since axial and lateral displacements \( d_a, d_l \) are not necessarily integers, to calculate Eq. (14), one needs to use 2D interpolation algorithms (bi-cubic interpolation is used in this work).

For spatial regularization, an axis-weighted finite-difference approach is used as follows:

\[
R(d_a, d_l, d_{a}, d_{l}) = \beta |d_a - d_{a}| + \gamma |d_l - d_{l}| .
\] (15)

where \( d_{a}, d_{l} \) are axial and lateral displacements at pixel \( [i, j] \) and \( d_{a}, d_{l} \) are the axial and lateral displacements at the previous axial pixel \( (i - 1, j) \) respectively. Parameters \( \gamma \) and \( \beta \) are weights, respectively, for lateral and axial motion discontinuity penalties, which depend on the pixel resolution, the expected signal to noise ratio (SNR), and the expected maximum strain in each axis. Instead of the finite-difference regularization penalty above, one could also use 2nd-order differences, Laplacian, or other formulations, e.g., to constrain strain continuity rather than displacement.

Combining Eqs. (14) and (15), the cost function at pixel \( i \) of A-line \( j \) can be defined as:

\[
C_{s_p}^{i,j} = |D^{i,j}(\alpha_{s_p}^{i,j}, l) + \min_{s_p} \left\{ C_{s_p}^{i-1,j} + R(\alpha_{s_p}^{i-1,j}, l_{s_p}^{i-1,j}, l) \right\}
\] (16)

where \( \alpha_{s_p} \) is calculated based to Eq. (13) and the second term is a minimization over all DP states \( s_p \). The cost function at each DP state \( s_p \) is initialized for each A-line \( j \) at \( i = 1 \) with the intensity disparity term only. For \( i = 2, ..., m \), the cost of preceding axial pixel is used to calculate the second term minimization, and the Viterbi algorithm is used to efficiently trace back the global optimum solution, i.e., the accumulated minimum costs of reaching each state from its preceding pixel.

This procedure is elaborated in more detail in Algorithm 1.

### III. Simulation Study

To assess our proposed approach, we used the OCT imaging model described in Section II-A to simulate OCT images and the strain-induced evolution of their speckle structure. In our
Algorithm 1: DP displacement tracking algorithm

Data: $I_1, I_2, A, L, W, w_1, w_2, \beta, \gamma, \lambda_0, r_n$.
Result: Axial and lateral displacement fields $A$ and $L$.

for each A-line $j \in \mathbb{N}_{\leq n}$ do
  for $s_p \in S$ do
    Calculate $\alpha^{1,j}_p$ according to Eqs. 12 and 13 for the first pixel $i = 1$ in A-line $j$;
    Calculate $D^{1,j}(\alpha^{1,j}_p, l)$ according to Eq. 14;
    Set $C^{1,j}_{s_p} = |D^{1,j}(\alpha^{1,j}_p, l)|$;
  end
  for $i = 2$ to $m$ do
    for $s_p \in S$ do
      Compute $\alpha^{i,j}_p$ according to Eq. 13;
      Calculate the spatial regularization using Eq. 15;
      Compute the transition cost $C^{i-1,j}_p + R(\alpha^{i,j}_p, l, \alpha^{i-1,j}_p, l^-)$;
      Find and store the minimizer $(s^{*}_p, l^*)$ of the transition cost (second term in Eq. 16) for each DP state $s_p$;
      Calculate the intensity disparity term $D^{i,j}(\alpha^{i,j}_p, l)$ using Eq. 14;
      Calculate $C^{i,j}_{s_p}$ according to Eq. 16;
    end
  end
Find the minimum of the cost $C^{m,j}_{s_p}$ at the last axial pixel $i = m$ over all DP states $s_p$. Output the entries $\alpha_{m,j} = \alpha^{s_p*}_p$ in $A$ and $l_{m,j} = l^*_p$ in $L$ where the $s^*_p := (\alpha^{s_p*}_p, l^*_p)$ is the minimizer;
Trace back all the minimizers using the stored values of $s^{*}_p[i,j]$ and update the $A$ and $L$ entries accordingly.

Fig. 2. Simulated strain (a) and displacement (b) profiles in depth. Same color strains and displacements indicate corresponding simulations.

simulations we ignored any overlapping of A-lines in the lateral direction, so that scatterers in horizontally adjacent pixels are considered independent. The light source is assumed to have a power of $P_0 = 2.9$ mW and the medium with a total attenuation coefficient of $\mu_t = 500$. The spectrum of the source is assumed to be Gaussian, with an assumed noise power of $P_n = 2.9 \times 10^{-13}$ W (corresponding to a typical SNR of 100 dB). The average density of scatterers is set to be 2 per pixel. We assume that each A-line consists of 1024 pixels, with the total depth of the image then being $H = 2300 \mu m$ in air. The actual image depth would be half of this, i.e., 512 pixels, due to the mirroring effect inherent to spectral-domain OCT.

The center wavelength of the optical source is chosen to be 878 nm with a spectral width of 62.5 nm, given the parameters of our experimental OCT hardware, which also are typical values for spectral-domain OCT scanners.

To introduce OCE contrast in our simulated phantom, we set the material elasticity of axially the middle one-third of the simulated phantom, i.e., $170 \leq z \leq 340$ px, to be half the elasticity of the rest, such that for pure compressions the strain in this middle layer would be twice the rest. We first simulated one reference OCT B-scan with 128 A-lines. Then, for different magnitudes of compressions each, we analytically computed the displacement at any reference scatterer location and then displaced all scatterers accordingly, before simulating a post-deformation OCT B-scan. We repeated this separately from the reference, for 12 different amplitude values $(2 \times 10^{-5}, 4.31 \times 10^{-5}, 9.28 \times 10^{-5}, 2 \times 10^{-4}, 4.31 \times 10^{-4}, 9.28 \times 10^{-4}, 2 \times 10^{-3}, 4.31 \times 10^{-3}, 9.28 \times 10^{-3}, 2 \times 10^{-2}, 4.31 \times 10^{-2}, 9.28 \times 10^{-2})$, with which we aim to cover displacements from sub- to supra-pixels with a large strain range from 0.001% to 10%.

To comparatively evaluate our proposed DP method, we compared it with those from conventional and state-of-the-art methods from different categories of displacement estimation techniques: As a typical phase-based method, we used Kasai phase estimator [24]. As a typical intensity-based method, we used a cross-correlation (CC) speckle tracking algorithm. As the state-of-the-art in phase-sensitive displacement/strain estimation, we used the vector approach to phase variation averaging (VP) in [12]. Representing a combination of intensity-based and phase-sensitive algorithms, we also devised a baseline (CC+VP) where large displacements are evaluated intensity-based by CC and then fine-tuned phase-based by VP. Using each above method we computed the displacements...
and strains from the reference to each of the deformed OCT frames, and then quantitatively compared the results to known analytical form as the ground-truth. Our method parameters were set to $a^{\text{max}} = 150 \mu m$, $W = 20$, $\beta = \gamma = 10^{-5}$, $w_1 = w_2 = 5$.

Figures 3(a) and (b) show the Normalized Mean Absolute Error (NMAE) of, respectively, displacement and strain profiles for the different algorithms. These are computed as the absolute errors to the ground truth in Fig. 2 averaged spatially over the frame, and then normalized to maximum strain or displacement, respectively.

Intensity-based CC shows by far the poorest performance at low strain levels, while at higher strains showing a relative improvement (recall the normalization). Phase-based methods VP and Kasai expectedly perform well for small strains, but fail at higher ones due to phase wrapping. Since VP uses accumulated axial displacement information and it is less sensitive to phase wrapping compared to Kasai, it shows a relatively good strain estimation at higher strains, however, still rather poor performance in displacement estimation due to noise integration. Introducing the intensity information as well, i.e., CC+VP, improves the performance of VP in the displacement estimation for larger strains. Our proposed DP method yields the lowest errors for both small and large displacements, confirming its advantage over the alternative approaches. The superiority of the DP method can be explained by a synergistic effect of combining intensity and phase information, as well as a motion continuity as a prior.

Since both DP and VP employ the same vector-based lateral phase averaging approach for estimating phase differences for sub-wavelength displacement, they perform similarly for this range. Nevertheless, VP includes an axial phase averaging mechanism, which may then require phase unwrapping depending on the axial window size and the strain magnitude, which can explain the superiority of DP in this range. For larger displacements, CC+VP outperforms VP alone by benefiting from the relative accuracy of CC algorithm in this range, while the VP algorithm additionally axially integrating the estimated strains and accounting for supra-pixel displacements.

IV. EXPERIMENTAL EVALUATION

To further evaluate our method, we designed an experimental setup to examine a silicon phantom undergoing axial and lateral translations, as well as an axial compression. Displacements were induced with piezoelectric actuators, which were controlled with a low-noise high-voltage amplifier (Thorlabs MDT693B) in order to minimize the effect of electrical noise. A custom-built spectral-domain OCT system with a center wavelength of 877 $\mu m$ and an axial sampling precision of 4.48 $\mu m$ (in air) was used for data acquisition. All B-scans in this study were acquired with an A-scan rate of 9 kHz, a camera integration time of 100 $\mu s$ and a lateral resolution of 12 $\mu m$.

A. Axial and Lateral Translations

To assess rigid axial translation, a piezoelectric actuator (Thorlabs PZS001) was mounted on the axial motion stage of the objective lens, see Fig. 3(a). OCT B-scans were acquired for 13 logarithmically-spaced rigid axial displacement steps, ranging from 1.8 nm to 17.32 $\mu m$. This range covers displacements from sub-wavelength scales up to about four times the pixel size, corresponding to a phase wrapping of more than 60 times. Axial displacement maps were calculated with the proposed DP method, and compared to the reference estimation algorithms mentioned above. DP parameters were set to $a^{\text{max}} = 30 \mu m$, $W = 20$, $\beta = \gamma = 10^{-5}$ and $w_1 = w_2 = 5$.

Fig. 5(a) shows the axial displacements estimated by the different algorithms. Our proposed DP method outperforms the other methods for both small and large displacements. For displacements below 0.04 $\mu m$ corresponding spatially to the phase noise level of the OCT setup, all of the algorithms fail to estimate the displacements.

To assess lateral translation, a piezoelectric actuator was mounted on the lateral motion stage of the sample, see Fig. 4(b). Similarly as above, OCT B-scans were acquired for 13 logarithmically-spaced rigid lateral displacement steps, ranging from 1.8 nm to 17.32 $\mu m$. Here, we compared DP only to the CC method, given that phase-based methods are unable to provide information on lateral displacements. Fig. 5(b) shows the estimated lateral displacements of both these algorithms, indicating similar performance by both methods, especially above the noise level. This shows that the substantially higher axial accuracy of DP does not come as a tradeoff for lateral accuracy.

B. Axial Compression: OCE

To assess axial compression, the silicon phantom was placed between a microscope slide and a piezoelectric actuator (Thorlabs APF705), as shown in Fig. 3(c). Since the top/bottom surfaces of our silicon phantom were stuck on the above/below surfaces, they are assumed to be fixed, while the side surfaces are assumed to be free. This means that we expect to see the maximum axial and lateral strains in the middle depth of the phantom. Again, OCT B-scans were acquired for 12 logarithmically-spaced compression amplitudes created by applying voltages between 0 (zero displacement) to 75 V, which corresponds to about 220 $\mu m$ displacement when the piezoelectric actuator is not under any load. The investigated displacement range covers sub-wavelength to supra-pixel scales. Nevertheless, since the actuator stroke changed significantly based on the load on it, the exact applied displacements and hence the ground truth were not known precisely. Therefore, the measurement settings (x-axes) are expressed in terms of applied voltage, rather than corresponding displacements.

Fig. 5(a) shows a typical OCT signal magnitude image in this experiment, in which signal decorrelation due to speckle boiling/blinking is significant for large displacements. Note that due to the non-contact nature of OCT one can not make sure that the surface displacements are zero. Herein, the top of the phantom was fixed with a microscope slide, which however bends slightly under piezoelectric actuator load (see Fig. 4(c)). This causes the sample not only compress from one side, but also translate altogether, which is one of the reasons for non-available ground-truth measurements. Furthermore, although
CC and DP algorithms inherently compensate for such translations, we observed any purely phase-based method to fail completely when such translation was not compensated. Thus, to have a fair comparison for this compression experiment, we compensated the translation for Kasai and VP methods, using the average CC estimate in an axial window of 48 \( \mu m \) at a depth of 80 \( \mu m \), where the CC estimations were observed to be stable. DP parameters were set to \( a_{\text{max}} = 500 \mu m \), \( W = 20 \), \( \beta = 0.5 \), \( \gamma = 0.5 \), \( l_{\text{max}} = 20 \mu m \), \( w_1 = w_2 = 10 \) and lateral sub-pixel resolution of 0.5\( \mu m \).

Although the GT displacements are unknown, it is a safe assumption to expect increasing (maximum) displacements, with increasing actuator voltages. Figure 6(b) shows the maximum displacements estimated by different algorithms. The values are calculated using the median value in an axial window of 48 \( \mu m \) at a depth of 1.32 mm minus the median value in an axial window of 48 \( \mu m \) at a depth of 80 \( \mu m \) over all axial lines. DP is the only method that exhibits monotonically increasing maximum displacements with increasing voltages. Furthermore, for small displacements DP is in good agreement with Kasai and VP, which are the phase-based methods that are known to work reliably at small displacement regimes. Among these three, only DP performs also well at larger displacements, i.e., continues with reasonable monotonically increasing estimates.

For three voltage settings, Figure 6(c) shows the average lateral displacement estimation by DP and CC, the only two methods that estimate lateral motion herein. Although we do not have ground-truth lateral measurements either, for such a homogenous sample and uniaxial compression profile, it is quite reasonable to expect smooth displacement fields, which is used herein as a qualitative criterion to assess the lateral estimations. As seen in the figures, DP presents relatively smooth axial profiles (of average lateral displacements), which also start and end around zero, irrespective of the voltage setting. In contrast, CC for the voltage settings 7.5 V and 15 V exhibit totally erratic behaviour that is not expected from a physical sample, while also not returning to zero at higher depth (probably due to accumulating errors).

For axial displacements, in addition to comparing the maximum estimated values as above, we also evaluate in Fig. 7 the axial estimation profiles from different methods for three experimental settings: 0.75 V, 7.5 V, and 15 V (chosen at critical values where each a different method is suspected.
to fail). For 100 lateral estimation profiles (A-lines) across the sample, we plot in the figure the mean and standard deviations of axial displacement estimations per depth. Fig. 7 shows that at 0.75 V DP, VP, and Kasai are all successful in finding the displacement/strain profiles (although Kasai with larger deviations in strain), whereas CC and CC+VP methods fail due to the poor estimates of the CC algorithm. At 7.5 V, the maximum displacements reach supra-pixel values and thus the Kasai algorithm fails while VP also starting to show signs of false jumps (seen as amplified in the strain profiles). At 15 V only DP can estimate displacements and strains with low standard deviation, also yielding reasonable profiles.

Fig. 8 shows a comparison of the different algorithms in estimating the maximum axial strain, at a phantom depth of ≈0.7 mm for the 11 compression magnitudes. Given the variations, Fig. 8(f) reports the SNR per compression magnitude of false jumps (seen as amplified in the strain profiles). At 0.75 V, the displacement/strain profiles (although Kasai with larger deviations in strain), whereas CC and CC+VP methods fail due to the poor estimates of the CC algorithm. At 7.5 V, the maximum displacements reach supra-pixel values and thus the Kasai algorithm fails while VP also starting to show signs of false jumps (seen as amplified in the strain profiles). At 15 V only DP can estimate displacements and strains with low standard deviation, also yielding reasonable profiles.

Fig. 8 shows a comparison of the different algorithms in estimating the maximum axial strain, at a phantom depth of ≈0.7 mm for the 11 compression magnitudes. Given the variations, Fig. 8(f) reports the SNR per compression magnitude of false jumps (seen as amplified in the strain profiles). At 0.75 V, the maximum displacements reach supra-pixel values and thus the Kasai algorithm fails while VP also starting to show signs of false jumps (seen as amplified in the strain profiles). At 15 V only DP can estimate displacements and strains with low standard deviation, also yielding reasonable profiles.

V. Conclusions

We have introduced a robust displacement estimation method, which can efficiently track axial and lateral displacements in OCT with, respectively, sub-wavelength and pixel scale resolutions. The displacement tracking is formulated as an optimization problem solved using dynamic programming, which utilizes both the sub-wavelength-scale phase and pixel-scale intensity information of OCT B-scans to solve for axial and lateral displacements. The DP cost function is designed to find the number of phase wraps, in addition to the measured phase difference between a reference and deformed OCT scans, by minimizing the motion discontinuity and intensity disparity. This proposed method has several advantages: First, it introduces the benefits of adding the motion continuity as a prior information in OCE. Second, it estimates pixel-scale and sub-wavelength-scale displacements at the same time as opposed to conventional methods in the literature that use either the intensity information only to estimate large pixel-scale displacements or the phase information only to calculate sub-wavelength displacements. These earlier approaches are prone to decorrelation caused by speckle blinking and boiling. Our experimental results on a silicon phantom showed that the proposed DP method is able to efficiently estimate displacement maps from quasi-static compressions, substantially outperforming existing methods in terms of axial tracking precision for displacements exceeding half the central wavelength of the OCT beam. In addition, as shown in the axial compression tests, deformation estimation was feasible on a single A-line without lateral averaging. Hence, our proposed DP method is expected to be able to track dynamic OCE signals as well as motion in M-scans with similar precision, a feature not easily possible with the conventional methods. A potential limitation of our method is its high computational complexity; nevertheless, the maximum computation time for the results presented herein was approximately a minute on a quad-core CPU. Furthermore, several extensions of the DP algorithm have been proposed in the literature for reducing its computational cost. We believe that our proposed method yielding high quality displacement estimates for a wide range of displacements or the phase information only to calculate sub-wavelength displacements. These earlier approaches are prone to decorrelation caused by speckle blinking and boiling. Our experimental results on a silicon phantom showed that the proposed DP method is able to efficiently estimate displacement maps from quasi-static compressions, substantially outperforming existing methods in terms of axial tracking precision for displacements exceeding half the central wavelength of the OCT beam. In addition, as shown in the axial compression tests, deformation estimation was feasible on a single A-line without lateral averaging. Hence, our proposed DP method is expected to be able to track dynamic OCE signals as well as motion in M-scans with similar precision, a feature not easily possible with the conventional methods. A potential limitation of our method is its high computational complexity; nevertheless, the maximum computation time for the results presented herein was approximately a minute on a quad-core CPU. Furthermore, several extensions of the DP algorithm have been proposed in the literature for reducing its computational cost. We believe that our proposed method yielding high quality displacement estimates for a wide range of deformations will greatly simplify and foster OCE, in particular, and potentially other OCT-based methods in general.
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