Deep Learning-Based Maximum Temperature Forecasting Assisted with Meta-Learning for Hyperparameter Optimization
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Abstract: Time series forecasting of meteorological variables such as daily temperature has recently drawn considerable attention from researchers to address the limitations of traditional forecasting models. However, a middle-range (e.g., 5–20 days) forecasting is an extremely challenging task to get reliable forecasting results from a dynamical weather model. Nevertheless, it is challenging to develop and select an accurate time-series prediction model because it involves training various distinct models to find the best among them. In addition, selecting an optimum topology for the selected models is important too. The accurate forecasting of maximum temperature plays a vital role in human life as well as many sectors such as agriculture and industry. The increase in temperature will deteriorate the highland urban heat, especially in summer, and have a significant influence on people’s health. We applied meta-learning principles to optimize the deep learning network structure for hyperparameter optimization. In particular, the genetic algorithm (GA) for meta-learning was used to select the optimum architecture for the network used. The dataset was used to train and test three different models, namely the artificial neural network (ANN), recurrent neural network (RNN), and long short-term memory (LSTM). Our results demonstrate that the hybrid model of an LSTM network and GA outperforms other models for the long lead time forecasting. Specifically, LSTM forecasts have superiority over RNN and ANN for 15-day-ahead in summer with the root mean square error (RMSE) value of 2.719 (°C).
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1. Introduction

Weather is a continuous, multidimensional, dynamic, and chaotic process, which makes weather forecasting a tremendous challenge. In several studies, numerical weather prediction (NWP) has been used to forecast the future atmospheric behavior based on the current state and physics principles of weather phenomena. For example, Sekula et al. [1] tested the Aire Limitée Adaptation Dynamique Développement International High-Resolution Limited Area Model (ALADIN-HIRLAM) numerical weather prediction (NWP) system to predicted air temperatures in the Polish Western Carpathian
Mountains. However, predicting spatial and temporal changes in temperature for complex terrains remains a challenge to NWP models. In another research, Frnda et al. [2] proposed a model based on a neural network to improve the European Centre for Medium-Range Weather Forecasts (ECMWF) model output accuracy and pointed out the potential application of neural network for weather forecast development. Considering this, in the latest years, weather forecasting methods based on artificial neural networks (ANNs) have been intensively explored. Fahimi et al. [3] considered and estimated Tehran maximum temperature in winter using five different neural network models and found that the model with three variables of the mean temperature, sunny hours, and the difference between the maximum and minimum temperature was the most accurate model with the least error and the most correlation coefficient. A survey on rainfall prediction using various neural network architectures have has been implemented by Nayak et al. [4]. From the survey, the authors found that most researchers used a back propagation algorithm for rainfall prediction and obtained significant results. Furthermore, ANN models have been used for forecasting at differential scales, including long-term (yearly, monthly) [5] and short-term (daily, hourly) [6]. However, in most previous literature, the results acquired using ANN models were compared with those obtained using some linear methods, such as regression, autoregressive moving average (ARMA), and autoregressive integrated moving average (ARIMA) models [7–9]. Agrawal [10] implemented two different methods for modeling and predicting rainfall events, namely ARIMA and ANN. Finally, the research showed that the ANN model, which outperforms the ARIMA model, can be used as a suitable forecasting tool for predicting rainfall. In another research, Ustaoglu et al. [11] applied three distinctive neural network methods, which were feed-forward back propagation (FFBP), radial basis function (RBF), and generalized regression neural network (GRNN) to forecast daily mean, maximum, and minimum temperature time series in Turkey and the results compared with a conventional multiple linear regression (MLR) method. In these cases, though the time series-based forecast was typically made under a linearity assumption, in practice, it was observed that the data being analyzed often had unknown nonlinear associations among them. However, ANNs provide a methodology to solve many types of nonlinear problems that are difficult to solve using traditional methods. Therefore, ANNs are suitable for weather forecasting applications because of their learning as well as generalization capabilities for nonlinear data processing [12]. Nevertheless, because the temporal influence of past information is not considered by conventional ANNs for forecasting, recurrent neural networks (RNNs) are primarily used for time series analysis because of the feedback connection available in RNNs [13]. Consequently, RNNs are well-suited for tasks that involve processing sequential data, including financial predictions, natural language processing, and weather forecasting [14]. Long short-term memory (LSTM) is a state-of-the-art RNN, which makes it a strong tool for solving time series and pattern recognition [15,16]. This LSTM is often referred to as one of the most critical deep-learning techniques due to its long-term memory characteristic.

Deep learning is a work area of machine learning that is based on algorithms inspired by the structure (i.e., neural networks) and functionality of a human brain; these artificial structures are called artificial neural networks (ANNs). Deep learning enables machines to solve complicated tasks even if they highly varied, unstructured, and interconnected data. In recent years, because of their successful application in solving some of the most computationally challenging problems involving interactions between input and output factors, ANNs have attracted considerable interest. In particular, recent developments in deep learning have helped solve complicated computational problems in multiple areas of engineering [17] as well as predict meteorological variables, such as rainfall [18], wind speed [19], and temperature [3,20]. Furthermore, neural networks, especially in deep-learning models, have numerous hyperparameters that researchers need to modify to obtain suitable results; these include a number of layers, neurons per layer, number of time lags, and the number of epochs. Choosing the best hyperparameters is essential and extremely time-consuming. After completely training the parameters of the model, hyperparameters are selected to optimize validation errors. The determination of these hyperparameters is subjective and strongly relied on the researchers’
experience. Thus, despite the advantages of neural network and deep-learning machine, issues related to the appropriate model specification exist in practice [21,22].

The “meta-learning” technique was introduced by some previous literature. Lemke and Gabrys [23] presented four different meta-learning approaches, namely neural network, decision tree, support vector machine, and zooming ranking to acquire knowledge for time series forecasting model selection. Additionally, a feed-forward neural network model call group of adaptive models evolution (GAME) was proposed by Kordik et al. [24] to apply a combination of several optimization methods to train the neurons in the network. In the current study, meta-learning can be viewed as a process of “learning to learn” and is related to the techniques for hyperparameter optimization. In particular, the genetic algorithm (GA) was integrated with neural network models to obtain an appropriate one-day-ahead and multi-day-ahead forecasting model of the maximum temperature time series. Shortly, GA was used to determine the ideal hyperparameters of the neural network models to achieve the best solution and optimize forecast efficacy for maximum temperature [25]. The capacity of GA in training ANNs and the deep-learning LSTM model for short-term forecasting was noted in some previous literature. Chung and Shin [26] proposed a hybrid approach of integrating genetic algorithm (GA) and ANN for stock market prediction. Similarly, Kolhe et al. [27] also introduced the combination of GA and ANN to forecast short-term wind energy, and this method obtained more efficient and accurate results compared to the ANN model. As far as we know, no research has been performed on applying the meta-learning technique to the deep-learning model (LSTM) especially in a meteorological forecasting has been studied. The objective of the current study was to investigate the potential of different neural networks, via ANN, RNN, and LSTM, for time series-based analysis and examine their applicability for weather forecasting.

The remainder of this paper is organized as follows: In Section 2, the description of the employed neural network (NN) models is introduced. Section 3 is dedicated to an explanation of the data used for experiments and the application methodology is described in Section 4. Section 5 provides the prediction results of daily maximum temperature at the Cheongju station in South Korea. Finally, we offer our conclusions in Section 6.

2. Methodology

2.1. Artificial Neural Network (ANN)

Artificial neural network (ANN) is a computing framework inspired by the neural processing research of biology. The main component of this model is the new information processing system structure. It consists of an enormous amount of extremely interconnected processing nodes (neurons) that work together to solve specific and complex issues. The connections between nodes have connected weight ($w$) that are adjusted during the training stage. A typical ANN, as known as a multiple layer perceptron network, includes three layers, namely input, hidden, output layers, as illustrated in Figure 1a. The following formulas can be used to express a three-layer ANN with an input ($x_t$) and an output ($y_t$) at step $t$ (see Equation (1)):

$$y_t = G_{so}(W_{so}s_t + b_0)$$

$$s_t = G_{is}(W_{is}x_t + b_1)$$

where, $G_{so}$ and $G_{is}$ are hidden-to-output and input-to-hidden layer activation functions. $W_{so}$ and $W_{is}$ are the matrices of the weight parameter; $b_0$ and $b_1$ indicate biases of each layer; $s_t$ is the hidden state vector at step $t$ (see Equation (2)). The ANN’s primary parameters are the link weights that can be estimated using a certain criterion, such as minimizing a mean squared error (MSE) between the expected values and the true values. MSE is defined as in Equation (3):

$$MSE = \frac{1}{n} \sum_{t=1}^{n} (x_t - \hat{x}_t)^2$$
where, $\hat{x}_t$ is the predicted value of the model’s $t$th observation, $x_t$ is the targeted one, and $n$ indicates the number of sample.

2.2. Recurrent Neural Network (RNN)

Recurrent neural networks (RNNs) are an ANN where the past step outputs are supplied to the present phase as input. The unique of RNN is the feedback connection, which transmits information at the previous input that will be adjusted to the next input. RNN also has a hidden state vector or memory, which recalls some sequence data, and compute new states by employing its activation functions to prior states and new inputs recursively (see Figure 1b). This allows RNN to handle information sequentially and display temporal behavior for a time series while maintaining information from previous data. For RNNs, the hidden state vector in Equation (2) can be modified as in Equation (4):

$$s_t = G_w (W_h x_t + W_s s_{t-1} + b_1)$$

where, $W_s$ is the matrix of weight parameter for the prior hidden state. RNNs can store memory as their present output depends on the preceding calculations. However, owing to the vanishing gradient issue, RNNs are known to go back only a few time steps, so the gradients that propagate back to the hidden units decrease exponentially when they are small.
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**Figure 1.** The schematic architecture: (a) Artificial neural network (ANN), (b) Recurrent neural network (RNN), (c) Long short-term memory (LSTM).
2.3. Long Short-Term Memory (LSTM)

Hochreiter [28] suggested LSTM fixes the vanishing gradient issue in RNN intended to model temporal sequences. LSTM has long-range dependencies making LSTM more prices than standard RNNs. Unlike RNN, in the recurring hidden layer, LSTM includes unique units called memory cells. In the initial architecture, each memory cell contains three kinds of gates; input gate (regulating the flow into the memory cell of input activations), output gate (regulating the yield flow to the rest of the network of cell activations), and forget gate (scaling the cell’s inner state before adding it to the cell as input through the cell’s self-recurring association, thus forgetting or resetting the cell’s memory adaptively). The memory cell is the key to the LSTM framework. It goes directly down the entire chain with the capacity to add or extract cell state information, tightly controlled by structures called gates. The gates are optional data inlet ways. They consist of a neural net layer sigmoid and a point-sensitive multiplication as shown in Figure 1c. An input at time step \( x_t \) and the hidden state of the preceding step \( s_{t-1} \) brought to the LSTM cell, and then the hidden state \( s_t \) is calculated as follows:

In LSTM, the first stage is to decide what data will be discarded from the cell state. The forget gate (\( f_t \)) (see Equation (5)) makes this choice:

\[
f_t = \sigma\left(W_{fx}x_t + W_{fs}s_{t-1} + b_f\right)
\]  

where, \( \sigma \) is sigmoid function.

The next step is to decide which new information will be stored in the state of the cell. There are two tasks in this phase as at first, the input gate \( i_t \) (see Equation (6) chooses which values to update. Secondly, a hyperbolic tangent (tanh) layer creates a vector of fresh values for the applicant values (\( \tilde{c}_t \)) as in Equation (7).

\[
i_t = \sigma(W_{ix}x_t + W_{is}s_{t-1} + b_i)
\]

\[
\tilde{c}_t = \tanh(W_{cx}x_t + W_{cs}s_{t-1} + b_c)
\]  

Then update the ancient state of the cell \( c_{t-1} \) to the new state of the cell \( c_t \) that can be provided as in Equation (8):

\[
c_t = f_t \otimes c_{t-1} + i_t \otimes \tilde{c}_t
\]  

where, \( \otimes \) is pointwise multiplication.

The output gate \( o_t \) finally chooses which components of the cell state will be generated as output (see Equation (9)). The cell state then passes through the tanh layer and multiplies it as follows through the output gate as in Equation (10):

\[
o_t = \sigma(W_{ox}x_t + W_{os}s_{t-1} + b_o)
\]  

\[
s_t = o_t \otimes \tanh(c_t)
\]  

where: \( W \) and \( b \) are the matrix and bias of the weight parameter, respectively and \( \otimes \) is pointwise multiplication.

While the disappearing and exploding gradient issues in RNN were the results of inappropriate weights or gradient derivatives, the LSTM network did not suffer the same problems with its forget gate activation mechanism. LSTM allows networks to learn when to forget earlier hidden states and when to update hidden states with new data.

2.4. Genetic Algorithm (GA)

GA is a metaheuristic and stochastic algorithm inspired by the natural evolution process. They are commonly used in finding near-optimal solutions with big search spaces to optimize issues. GA has been widely applied to the neural network for time series forecasting. Azad et al. [29] employed GA for training ANN in order to predict minimum, mean, and maximum air temperature. GA can also be used to solve the optimization problem [30]. In another research, [31] applied the Scale Interaction
Experiment Frontier research center for global change version 2 (SINTEX-F2) combined with GA to improve the air temperature prediction over various regions. The main characteristic of GA is the chromosomes, which have functions as a prospective solution to a target problem. These chromosomes are generated randomly and the one that offers the best result has more opportunity for reproduction. When operating from generation to generation, GA tends to seek better approximations to a problem solution. The following five steps summarize a straightforward operation of a GA:

i. Generate an initial population of a collection of random chromosomes.
ii. Use the objective function to assess the fitness of chromosomes.
iii. Implement crossover and mutation to chromosomes according to their fitness.
iv. Generate a new population
v. Repeats step ii–iv until the stopping requirements have been met.

We used the GA to select the best architecture and parameters for the neural network. In this study, we integrated neural network (NN) models including the deep-learning model (LSTM) and GA to find the customized number of epochs and hidden neurons for daily maximum temperature time series prediction.

3. Data Description

ANN, RNN, and LSTM models were applied to the time series of daily maximum temperature at the Cheongju station in South Korea; this station is located at 36.64° N, 127.44° E. We used the data for the period 1976–2015. For the target time series, we assumed that there was no long-term trend or cyclicity and that variable was normally distributed. In other words, we referred this assumption as the time series being stationary. To satisfy these conditions, the target time series had to be divided between the different seasons. Therefore, in this study, the data was divided into four seasons, namely winter (from December to February), spring (from March to May), summer (from June to August), and autumn (from September to November). Moreover, the stationarity of time series in four seasons was tested by the augmented Dickey–Fuller (ADF) test. The null hypothesis of the test is that the time series data is not stationary and the alternative hypothesis is that the time series is stationary [32]. Then, the dataset was standardized for each season as Equation (11):

$$x'_t = \frac{x_t - \mu_x}{s_x} \quad (11)$$

where: $x'_t$ and $x_t$ are the original and transformed explanatory variables, respectively and $\mu_x$ and $s_x$ are the mean and standard deviation of the original variable $x$, respectively.

Figure 2 showed a box plot for maximum temperature in four seasons over the period of study. In this figure, the orange line inside the boxes represented the median, and the upper and lower lines represented the 75th and 25th percentiles, respectively. The highest value of daily maximum temperature was observed in summer that being 38 °C, while the lowest was observed in winter that being –10 °C. The variability of maximum temperature in summer is smallest, followed by winter, autumn, and spring.
4. Application Methodology

Our research relied closely on open source libraries under the Python environment [33]. Python is an interpreted, high-level programming language that can be used for a wide variety of applications, including research purposes. Our models were implemented using the Keras [34] toolkit, written in Python and TensorFlow [35], an open-source software library provided by Google. Additionally, other important packages such as NumPy [36], Pandas [37], and Matplotlib [38] were also used for processing, manipulating, and visualizing data.

In this section, we discussed the experimental methodology for the three state-of-the-art deep learning model, LSTM as well as ANN and RNN in detail. The dataset was divided into three sets as training, validation, and test sets. The training set was used to train the model, the validation set was used to evaluate the network’s generalization (i.e., overfitting), and the test set was used for network performance assessment. In the current study, 80% of the data (1976–2007) was selected as the training set, while the remaining 20% (2008–2015) was used as the test set. Furthermore, within the training set, a validation of 20% training set (2001–2007) was set aside to validate the performance of the model and preventing overfitting. In particular, the validation set was used for the hyperparameter optimization procedure, which is described later. We used the training set to fit models and made predictions corresponding to the validation set, then measured the root mean square error (RMSE) of those predicted values. Lastly, we determined the value of hyperparameters of the model by selecting the smallest RMSE on the validation set (optimum model) using the genetic algorithm (GA) as explained as follows:

We fit a training set with three different neural network models, namely ANN, RNN, and LSTM. Genetic parameters, such as crossover rate, mutation rate, and population size, can influence the outcome to obtain the optimal solution to the issue. In this research, we used in the experiment a population size of 10, 0.4 for crossover rate, and 0.1 for mutation rate [17]. A number of neurons in each hidden layer from 1 to 20, the number of epochs from 20 to 300, and the number of hidden layers from 1 to 3 will be evaluated. The tanh function is used as an activation function of the input and hidden neurons, while a linear function is designated as an activation function of output neurons in models. Initial weights of the network are set as random values, and a gradient-based “Adam” optimizer was used to adjust the network weights. GA solution would be decoded to get an integer number of epochs and a number of hidden neurons, which would then be used to train models. After that, RMSE on the validation set, which acts as a fitness function in this study, will be calculated. The solution with the highest fitness score was selected as the best solution. We implemented GA using distributed
At first, we forecasted one-day-ahead maximum temperature. Using the lag time technique, we split the time series into input and output. For modeling simplicity, in this study, past seven daily data values were employed to predict the daily maximum temperature for the next time \( (x_{t+1}) \). To estimate the prediction accuracy and evaluate the performance of the forecast, three performance criteria, namely root mean square error (RMSE) (see Equation (12)), squared coefficient of correlation \( (R^2) \) (see Equation (13)), and mean absolute error (MAE) (see Equation (14)) were used; these can be calculated as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \hat{x}_i)^2} \tag{12}
\]
\[ R^2 = \frac{\sum_{t=1}^{n} (x_t - \mu_x)(\hat{x}_t - \mu_{\hat{x}})}{\sqrt{\sum_{t=1}^{n} (x_t - \mu_x)^2} \sqrt{\sum_{t=1}^{n} (\hat{x} - \mu_{\hat{x}})^2}} \]  

(13)

\[ \text{MAE} = \frac{\sum_{t=1}^{n} |x_t - \hat{x}_t|}{n} \]  

(14)

where, \( x_t \) is the current true value, \( \hat{x}_t \) is its predicted value, and \( n \) is the total number of testing data.

RMSE and MAE are commonly used to measure the difference between the predicted and observed values, while \( R^2 \) indicates the fitness of the model to predict the maximum temperature. Furthermore, RMSE can be used to evaluate the closeness of these predictions to observations, while MAE can better represent prediction error. The ideal values of MAE and RMSE are definitely zero and \( R^2 \) is certainly one, so the performance of a model obtains higher when the values of MAE and RMSE are close to zero and \( R^2 \) is close to one. Each model (ANN, RNN, and LSTM) was fitted to the data for predicting one-day-ahead maximum temperature for the following three cases independently; using one-hidden-layer, two-hidden-layers, and three-hidden-layers.

Secondly, a multi-step ahead forecasting task was performed for predicting the next \( h \) values \((x_{t+1}, x_{t+2}, \ldots, x_{t+h})\) of a historical time series \((x_{t-m+1}, x_{t-m+2}, \ldots, x_t)\) composed of \( m \) observations (lags). In order to obtain a multi-step-ahead prediction, we used the iteration technique [40], i.e., a prediction \( x_{t+1} \) was used as input to obtain the prediction \( x_{t+2} \) for the next time step. Finally, we had a sequence of predictions \((x_{t+1}, x_{t+2}, \ldots, x_{t+h})\) after \( h \) iteration steps. In the beginning, seven values were used as inputs for the first prediction. Moreover, it has been calculated that the more maximum temperature values were appended as inputs for the first prediction, the longer the predictions were produced more accurately. Thus, seven to thirty-six past temperature data (lags) were used as inputs for the first output. This work has been done for four seasons using ANN, RNN, and LSTM. In the current study, the best-defined architecture (number of epochs, number of hidden neurons, and number of hidden layers) for each of the distinct models (ANN, RNN, and LSTM) was selected to forecast 2-15-day-ahead maximum temperature in order to compare the efficiency of the different models for prediction with long lead times. The performance was measured by RMSE. Furthermore, as described above, we employed the different number of lags (7–36) for ANN, RNN, and LSTM models in each season to investigate the best number of lags based on the RMSE of 15-day-ahead prediction. The results from some trial runs revealed that increasing the number of lags beyond this level did not reduce the error for any of models considered, the experiment was stopped at 36 lags. The scatter plot of maximum temperature for four seasons was shown in Figure 4, which depicted the linear relationship between distinct lead times. As shown in Figure 4, most of the points in winter, spring, summer, and autumn followed a linear relationship. However, owing to some points with large variations from the linear relationship, it might be difficult for the models to learn the underlying pattern. Additionally, it can be observed that the association of the variable in summer in high values is higher than in low values for one-day-ahead, which can suspect that models might capture the pattern of high values better than low values. As the lead time increased, the patterns of data in winter and summer were considerably dispersed. Furthermore, the wide range of higher values in winter got wider at long lead times (\( k \)). In contrast, the lower values in spring, summer, and autumn expanded largely for longer range forecast.
Figure 4. Scatter plots of the observed daily maximum temperature $X_t$ and $X_{t+k}$, $k = 1, 3, 9, 15$ in winter, spring, summer, and autumn.

5. Results

5.1. Data Stationarity Check

The confirmation of non-stationarity of four time series in winter, spring, summer, and autumn by an ADF test was provided in Table 1. From Table 1, we can see that the ADF statistic value of winter ($-12.74450$) was less than all critical values of $-3.43221$, $-2.86236$, and $-2.56720$ at 1%, 5%, and 10% respectively. Similarly, it is noticed that all ADF critical values in spring ($-12.82992$), summer ($-12.11340$), and autumn ($-12.80105$) were also smaller than critical values at 1%, 5%, and 10%. This suggested that the null hypothesis could be rejected with a significance level of less than 1%, 5%, and 10%. In another way, it indicated that all four time series in this study were stationary.
Table 1. Augmented Dickey–Fuller test on maximum temperature data.

| t-Statistic | ADF Test | Significant Level | Winter | Spring | Summer | Autumn |
|-------------|----------|-------------------|--------|--------|--------|--------|
|             | ADF statistic | –12.74550 | –12.82992 | –12.11340 | –12.80105 |
| Test critical values | 1% level | –3.43221 | –3.43214 | –3.43213 | –3.43216 |
|              | 5% level     | –2.86236 | –2.86233 | –2.86232 | –2.86234 |
|              | 10% level    | –2.56720 | –2.56719 | –2.56718 | –2.56719 |

5.2. Model Performance

In this section, we described the qualitative and quantitative results for the different neural networks evaluated for maximum temperature prediction. It should be noted that the results listed in all the tables in this section indicate the efficiency of the respective model for the test data and not the training data since the training data had already been used in modeling and not much performance information can be given.

5.2.1. One-Day-Ahead Prediction

The best performance results for the ANN, RNN, and LSTM models used in this study for winter, spring, autumn, and summer are listed in Tables 2–5, respectively. Each table presented the values of the hyperparameter in three cases of one, two, and three hidden layers that were optimally selected using the GA. From the results, it could be observed that summer had the lowest values for RMSE compared with winter, spring, and autumn. This can be attributed to the significantly smaller temperature variability in summer than in the other seasons, which was clear from Figure 3. In particular, the temperature range for summer was 20–38 °C, while those of winter, spring, and autumn were (−10)–18 °C, (−2)–35 °C, and 0–34 °C, respectively. Based on the values listed in Tables 2–5, it is clear that the best results of ANN, RNN, and LSTM for every season were achieved using one-hidden-layer variant. In general, all three types of networks showed comparable performance, with small differences between the networks. The comparable performance explained that the models shown in those tables were trained and selected to their near-optimal values. Specifically, the results in Tables 3 and 4 indicated that the best LSTM model performed better than the other models in terms of prediction in spring and summer. For spring, the optimal values of RMSE, MAE, and $R^2$ were found to be as 3.59 °C, 2.92 °C, and 0.695, respectively using the LSTM model (see Table 3). The best values of statistics for summer were determined and given in Table 4. It can be seen from this table that the best RNN and LSTM model produced quite similar results for RMSE, MAE, and $R^2$, which were 2.397 and 2.396, 1.901 and 1.909, 0.273 and 0.273, respectively. The lowest RMSE (2.404), MAE (1.904), and the highest $R^2$ (0.269) of ANN, were also obtained using only one hidden layer. However, the ANN model showed a better result compared with LSTM and RNN in winter with the optimum values of RMSE, MAE, and $R^2$ calculated as 2.981, 2.348, and 0.577, respectively (see Table 2).

Table 2. The performance measure of models for winter.

| Model | No. of Hidden Layer | No. of Hidden Units | No. of Epochs | Lag | RMSE (°C) | MAE (°C) | $R^2$ |
|-------|---------------------|---------------------|---------------|-----|-----------|----------|-------|
| ANN   | 1                   | (8)                 | 161           | 7   | 2.981     | 2.348    | 0.577 |
|       | 2                   | (4, 16)             | 193           | 7   | 3.009     | 2.374    | 0.570 |
|       | 3                   | (3, 10, 12)         | 285           | 7   | 3.018     | 2.373    | 0.567 |
| RNN   | 1                   | (11)                | 50            | 7   | 2.985     | 2.351    | 0.576 |
|       | 2                   | (4, 5)              | 263           | 7   | 3.021     | 2.393    | 0.566 |
|       | 3                   | (5, 7, 3)           | 92            | 7   | 3.011     | 2.366    | 0.569 |
| LSTM  | 1                   | (10)                | 20            | 7   | 2.991     | 2.354    | 0.575 |
|       | 2                   | (12, 4)             | 91            | 7   | 3.010     | 2.373    | 0.569 |
|       | 3                   | (11, 11, 1)         | 98            | 7   | 3.016     | 2.375    | 0.567 |
Table 3. The performance measure of models for spring.

| Model | No. of Hidden Layer | No. of Hidden Units | No. of Epochs | Lag | RMSE (°C) | MAE (°C) | R² |
|-------|---------------------|---------------------|---------------|-----|-----------|----------|----|
| ANN   | 1                   | (2)                 | 268           | 7   | 3.597     | 2.919    | 0.694|
|       | 2                   | (4, 16)             | 263           | 7   | 3.621     | 2.950    | 0.690|
|       | 3                   | (14, 8, 17)         | 100           | 7   | 3.637     | 2.955    | 0.687|
| RNN   | 1                   | (5)                 | 104           | 7   | 3.591     | 2.918    | 0.695|
|       | 2                   | (1, 10)             | 156           | 7   | 3.624     | 2.954    | 0.690|
|       | 3                   | (4, 4, 7)           | 204           | 7   | 3.647     | 2.972    | 0.686|
| LSTM  | 1                   | (3)                 | 273           | 7   | 3.590     | 2.922    | 0.695|
|       | 2                   | (3, 20)             | 285           | 7   | 3.622     | 2.940    | 0.690|
|       | 3                   | (6, 11, 18)         | 280           | 7   | 3.646     | 2.949    | 0.686|

Table 4. The performance measure of models for summer.

| Model | No. of Hidden Layer | No. of Hidden Units | No. of Epochs | Lag | RMSE (°C) | MAE (°C) | R² |
|-------|---------------------|---------------------|---------------|-----|-----------|----------|----|
| ANN   | 1                   | (2)                 | 268           | 7   | 2.404     | 1.904    | 0.269|
|       | 2                   | (6, 5)              | 263           | 7   | 2.433     | 1.913    | 0.251|
|       | 3                   | (11, 11, 2)         | 288           | 7   | 2.425     | 1.917    | 0.256|
| RNN   | 1                   | (8)                 | 50            | 7   | 2.397     | 1.901    | 0.273|
|       | 2                   | (6, 13)             | 156           | 7   | 2.432     | 1.931    | 0.252|
|       | 3                   | (1, 10, 12)         | 156           | 7   | 2.442     | 1.945    | 0.245|
| LSTM  | 1                   | (3)                 | 25            | 7   | 2.396     | 1.909    | 0.273|
|       | 2                   | (6, 6)              | 91            | 7   | 2.422     | 1.928    | 0.258|
|       | 3                   | (1, 19, 17)         | 156           | 7   | 2.429     | 1.945    | 0.253|

According to Table 5, the RNN model with one hidden layer presented the best performance for autumn with the values of 2.661, 2.093, and 0.840 for RMSE, MAE, and R², individually. Figures 5–8 showed the RMSE curves for varying number of hidden neurons in the three models with one hidden layer for the four seasons. The number of neurons in the hidden layer varied from 1 to 20 during the hidden neuron optimization step. For winter, the decrease rate of error (RMSE) with increasing the number of neurons in the hidden layer is shown in Figure 5. It can be observed that the performance of models (RNN and LSTM) was improved as the number of hidden neurons increased. The best numbers of RNN and LSTM units were derived as 11 and 10, respectively. However, for the ANN model, the rate of RMSE showed a considerable fluctuation when increasing the number of hidden neurons and the architecture with eight neurons in the hidden layer was chosen as the best ANN architecture. From Figure 6, it can be observed that the lowest MSE values of ANN, RNN, and LSTM in spring that were achieved during the neuron optimization were given by networks with 2, 5, and 3 hidden neurons, respectively. Similar to winter, the values of RMSE in summer for ANN showed a wide variation with the rising of neuron’s number and obtained the lowest value at two hidden neurons (see Figure 7). In addition, the lowest errors of RNN and LSTM were achieved with the number of hidden neurons of 8 and 3, respectively. In the case of autumn, we can notice from Figure 8 that the RMSE of LSTM reduced gradually when the number of neurons increased and achieved the minimum value at 14. Furthermore, Figure 8 illustrated that 6 and 3 hidden neurons produced ANN and RNN network with the lowest RMSE value, individually. From these figures, it can be observed that the LSTM model is more stable than the ANN and RNN models. Thus, it could be concluded that the output of ANN and RNN models was affected by the number of hidden neurons and was highly dependent on the hyperparameter selection.
Table 5. The performance measure of models for autumn.

| Model | No. of Hidden Layer | No. of Hidden Units | No. of Epochs | Lag | RMSE (°C) | MAE (°C) | R2   |
|-------|---------------------|---------------------|--------------|-----|-----------|----------|------|
| ANN   | 1                   | (6)                 | 104          | 7   | 2.668     | 2.116    | 0.839|
|       | 2                   | (18, 2)             | 95           | 7   | 2.689     | 2.152    | 0.837|
|       | 3                   | (7, 10, 18)         | 210          | 7   | 2.699     | 2.137    | 0.836|
| RNN   | 1                   | (3)                 | 292          | 7   | 2.661     | 2.093    | 0.840|
|       | 2                   | (17, 9)             | 123          | 7   | 2.690     | 2.115    | 0.837|
|       | 3                   | (14, 3, 17)         | 92           | 7   | 2.687     | 2.109    | 0.837|
| LSTM  | 1                   | (14)                | 105          | 7   | 2.662     | 2.112    | 0.840|
|       | 2                   | (15, 2)             | 229          | 7   | 2.683     | 2.138    | 0.838|
|       | 3                   | (12, 7, 4)          | 111          | 7   | 2.671     | 2.131    | 0.839|

Figure 5. Root mean square error corresponding to different number of hidden neurons for 1 hidden layer in winter.

Figure 6. Root mean square error corresponding to different number of hidden neurons for 1 hidden layer in spring.
The number of lags that return the smallest RMSE in 15-day-ahead forecast was selected as the best size of lags. Results are shown in Figure 9, where one can see the variation of RMSE for predicting the next 15 days in relation to the lags values (number of past maximum temperature measurements) used as inputs for the first output prediction. According to this figure, the best lags sizes of ANN, RNN, and LSTM in winter have been chosen as 19, 26, and 25, respectively. In spring, it was found that by using the temperature observed values of 33 days for ANN and RNN; and 34 days for LSTM, it is possible to predict daily temperatures for 15 days in advance with the smallest error. In addition, it is noted that in summer, ANN and RNN used 15 and 12 input data respectively while LSTM needed a larger number of lags (35) to predict with the smallest RMSE future maximum temperatures for 15 days. Finally, in autumn, the best size of lags for ANN was 25 meanwhile RNN and LSTM performed the best performance with the lags of 19. Table 6 lists the results for 1-15-day-ahead prediction for our models after choosing the best number of lags. Multi-day-ahead predictions in the table were made for the test set only. In all cases, 15-day-ahead forecasts have a greater error than one-day-ahead prediction for the same model; this is expected because of the accumulation of errors owing to the use of the iterative prediction procedure.
Figure 9. Root mean square error corresponding to different number of lags of the next 15 days prediction.

From the results listed in Table 6, it can be noted that in spring, and summer, the LSTM model had consistently better performance for long lead times compared with the other models. For summer, even though RNN had the best performance for one-day-ahead prediction, the LSTM model had the best results for long lead times ($k = 2−15$ days). Particularly, for 15-day-ahead temperature prediction, the RMSE of LSTM was $2.719 ^\circ C$, while the RMSE of ANN was $3.014 ^\circ C$ and $2.822 ^\circ C$ or RNN. The RMSE value was decreased by about $9.8\%$ and $3.6\%$ compared to the error values of ANN and RNN models, respectively when using the LSTM model. For spring, the LSTM presented slightly better results than ANN and RNN for long term prediction in all lead times. Nevertheless, in winter and autumn, although RNN produced better results than ANN and LSTM for long term prediction, the error differences among three models were not significant. Furthermore, as mentioned above, in autumn, while LSTM showed better results for short lead times ($k = 1−6$ days), RNN generated the best performance for long term forecasting ($k = 7−15$ days) as prediction lead time increased. In winter, RNN produced lower RMSE than the others for overall lead times. Additionally, it can be noticed that the ANN model performed the worst result for all four seasons in the next 15 days prediction.

Table 6. Root mean square error (RMSE; °C) of test data of daily maximum temperature for predicting the next 15 days.

| Time  | Winter | Spring | Summer | Autumn |
|-------|--------|--------|--------|--------|
|       | ANN    | RNN    | LSTM   | ANN    | RNN    | LSTM   | ANN    | RNN    | LSTM   |
| Lead-1| 2.948  | 2.920  | 2.936  | 3.467  | 3.425  | 3.402  | 2.367  | 2.355  | 2.385  |
| Lead-2| 3.449  | 3.403  | 3.403  | 3.757  | 3.710  | 3.665  | 2.492  | 2.478  | 2.469  |
| Lead-3| 3.703  | 3.653  | 3.656  | 3.880  | 3.835  | 3.777  | 2.566  | 2.547  | 2.519  |
| Lead-4| 3.858  | 3.812  | 3.818  | 3.936  | 3.899  | 3.836  | 2.626  | 2.599  | 2.558  |
| Lead-5| 3.957  | 3.913  | 3.929  | 3.969  | 3.933  | 3.871  | 2.677  | 2.638  | 2.586  |
| Lead-6| 4.019  | 3.974  | 4.003  | 3.989  | 3.953  | 3.898  | 2.719  | 2.670  | 2.608  |
| Lead-7| 4.059  | 4.009  | 4.049  | 4.004  | 3.967  | 3.918  | 2.756  | 2.694  | 2.625  |
| Lead-8| 4.077  | 4.025  | 4.069  | 4.014  | 3.976  | 3.932  | 2.792  | 2.716  | 2.640  |
| Lead-9| 4.080  | 4.029  | 4.073  | 4.021  | 3.980  | 3.941  | 2.823  | 2.733  | 2.650  |
| Lead-10| 4.070 | 4.016  | 4.062  | 4.028  | 3.983  | 3.952  | 2.851  | 2.744  | 2.658  |
| Lead-11| 4.064 | 4.004  | 4.051  | 4.033  | 3.987  | 3.959  | 2.882  | 2.759  | 2.671  |
| Lead-12| 4.066 | 3.999  | 4.048  | 4.040  | 3.991  | 3.965  | 2.916  | 2.775  | 2.686  |
| Lead-13| 4.070 | 4.001  | 4.050  | 4.044  | 3.993  | 3.968  | 2.949  | 2.794  | 2.699  |
| Lead-14| 4.062 | 3.999  | 4.044  | 4.046  | 3.994  | 3.971  | 2.983  | 2.810  | 2.712  |
| Lead-15| 4.061 | 3.999  | 4.040  | 4.049  | 3.997  | 3.979  | 3.014  | 2.822  | 2.719  |
Figure 10 showed a comparison of the RMSE for the three models in all four seasons. Figure 10 indicated that the LSTM model is better performed than the ANN and RNN models for multi-day-ahead prediction in summer and spring. Moreover, it can be seen that the three lines in winter and autumn almost coincided indicating that ANN, RNN, and LSTM models have similar predictions. In summer, the RMSE of the LSTM model demonstrated significantly better results for long lead times ($h$) than the ANN and RNN models.

![Figure 10](image)

Figure 10. RMSE of 15-day-ahead prediction for each season, (a) Winter, (b) Spring, (c) Summer, (d) Autumn.

The relation between the observed data and their predictions for multi-day-ahead forecasting in the four seasons for ANN, RNN, and LSTM models were illustrated in Figures 11–14, respectively. From these figures, it can be noticed that the divergence between predicted and observed maximum temperature increased at longer prediction horizons. Moreover, the figures showed that most of low values were overestimated and high values were underestimated in case of long term prediction, especially in winter and summer (see Figures 11 and 13). Figures 12 and 14 depicted the scatter plot for maximum temperature predictions of the three models against the observed records in spring and autumn, respectively. It may be observed from these figures that the models predicted quite well for medium range of observed maximum temperature since the number of predicted day increased.
Figure 11. Prediction of k days ahead using ANN (top), RNN (middle), and LSTM (bottom) models for winter, \( k = 1, 3, 9, 15 \).

Figure 12. Prediction of k days ahead using ANN (top), RNN (middle), and LSTM (bottom) models for spring, \( k = 1, 3, 9, 15 \).
Figure 13. Prediction of $k$ days ahead using ANN (top), RNN (middle), and LSTM (bottom) models for summer, $k=1, 3, 9, 15$.

Figure 14. Prediction of $k$ days ahead using ANN (top), RNN (middle), and LSTM (bottom) models for autumn, $k=1, 3, 9, 15$. 
6. Conclusions

In the current study, we applied the time series forecasting models of meteorological variables including the deep learning model (i.e., LSTM) assisted with the meta-learning for hyperparameter optimization. In particular, we forecasted the daily maximum temperature at the Cheongju station, South Korea up to 15 days in advance using the neural network models, ANN, and RNN as well as the deep-learning-based LSTM model. We integrated these models with GA to include the temporal properties of maximum temperature and utilized the customized architecture for the models.

GA was employed to obtain the optimal or near-optimal values of the number of epochs and the number of hidden units in neural network models through a meta-learning algorithm. Our results indicated that the LSTM model performed fairly well for long time scales in summer and spring than the other tested models in the current study. This can be attributed to the ability of LSTM models to maintain long-term memories, enabling them to process long sequences. In summary, the overall results demonstrated that the LSTM-GA approach efficiently maximum temperature in a season taking into consideration its temporal patterns.

This study shows that selecting the appropriate neural network architecture was important because it affected the temporal pattern and trend forecasting. To the best of our knowledge, in much of the existing literature, wherein neural networks were used to solve in time series problems, trial-and-error based methods rather than systematic approaches were used to obtain optimal hyperparameter values. However, we solved this issue by adopting GA, named as meta-learning. Our empirical results indicate the effectiveness of our proposed approach. Furthermore, the prediction that we made for the maximum temperature could be extended to other variables, including precipitation and wind speed. Thus, the method adopted in this study could be useful in determining the weather trend over a long-time period in a specific area.
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