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Abstract

Driven by the explosive growth of Internet of Things (IoT) devices with stringent requirements on latency and reliability, ultra-reliability and low latency communication (uRLLC) has become one of the three key communication scenarios for the fifth generation (5G) and beyond 5G communication systems. In this paper, we focus on the beamforming design problem for the downlink multiuser uRLLC systems. Since the strict demand on the reliability and latency, in general, short packet transmission is a favorable form for uRLLC systems, which indicates the literature Shannon’s capacity formula is no longer applicable. With the finite blocklength transmission, the achievable delivery rate is greatly influenced by the reliability and latency. Using the developed achievable delivery rate formula for finite blocklength transmission, we respectively formulate the problems of interest as the weighted sum rate maximization, energy efficiency maximization, and user fairness optimization by considering the maximum allowable transmission power and minimum rate requirement. It’s worthy pointing out that this is the first work to design the beamforming vectors for the downlink multiuser uRLLC systems. To address these non-convex problems, some important insights have been discovered by analyzing the function of achievable delivery rate. For example, the minimum rate requirement can be realized by low bounded the signal-to-interference-plus-noise ratio. Based on the discovered results, we provide algorithms to optimize the beamforming vectors and power allocation, which are guaranteed to converge to a local optimum.
solution of the formulated problems with low computational complexity. Our simulation results reveal that our proposed beamforming algorithms outperform the zero-forcing beamforming algorithm with equal power allocation widely used in the existing literatures.
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I. INTRODUCTION

Driven by the explosive growth of Internet of Thing (IoT) devices with stringent requirements on latency and reliability, ultra-reliability and low latency communication (uRLLC) has become a part of the emerging 5th generation (5G) and beyond 5G communication systems. uRLLC is one of the most innovative technical schemes for the 5G mobile network. Practically, the reliability requirement of the factory automation and tele-surgery is $10^{-9}$ with end-to-end latency being less than 1 ms. Other services, e.g., smart grids, intelligent transportation systems, and process automation, have more relaxed reliability requirements of $(10^{-3}) \sim (10^{-6})$ at latencies between 1 ms to 100 ms. The 3rd generation partnership project (3GPP) proposed the general uRLLC requirement of $99.999\%$ (block error rate (BLER) of $10^{-5}$) for one transmission of a packet, which is with 32 bytes and 1 ms latency.

The existing study on coordinated multiuser communication is carried based on the classical Shannon capacity, which assumes having an arbitrarily low decoding error probability for very long transmission blocklengths. However, in practical uRLLC systems, a large number of IoT devices have to communicate using short bursts of data. In other words, finite blocklength (short-packet) transmission is the typical form for uRLLC systems, e.g., measurements and control commands for industrial manufacturing and control systems are 10 to 30 bytes. As a result, the literature Shannon’s capacity formula is no longer applicable in uRLLC systems due to the finite blocklength transmission. For uRLLC systems, the decoding error probability is non-negligible due to the impact of the finite blocklength transmission. In a word, three key performance indicators of reliability, latency, and throughput have a fundamental correlation for uRLLC systems. Specifically, in uRLLC systems, the performance improvement can be realized from three dimensions, i.e., directly reducing latency, directly increasing reliability, and improving the throughput via reducing latency and increasing reliability. The authors in...
provided an overview of channel coding techniques for uRLLC systems and compared them in terms of performance and complexity.

In recent years, the short-packet communication was widely investigated. The achievable rate of finite blocklength transmission is investigated in [9], which is smaller than the Shannon rate, with taking into account the decoding error probability, the number of transmitting bits, and the finite blocklength (channels used). The authors in [10] discussed the application of the asymptotic uniform expansion approach for evaluating the achievable bounds in the finite blocklength regime. The authors in [11] introduced the downlink non-orthogonal multiple access (NOMA) into short-packet communications, where the effective throughput of the user with a higher channel gain was maximized. A wireless-powered IoTs network with short-packet communication was studied in [12]. The authors in [13] analyzed the impact of finite blocklength secrecy coding on the design of secure transmissions in slow fading channel. The instantaneous and average block error was investigated for the simultaneous information and power transmission uRLLC relay system [14].

Note that the achievable rate for uRLLC systems is a complicated function and hence the resource allocation problem for uRLLC systems is tricky. In the literature, significant attention has been devoted to studying and developing resource allocation algorithms enabling uRLLC, e.g., [15]–[18]. In [15], in a downlink multiuser network operating with finite blocklength codes, the authors proposed optimal power allocation algorithms to maximize the normalized sum throughput under QoS constraints. The uplink-downlink bandwidth configuration and delay components were jointly optimized to minimize the total bandwidth [16]. In [17], the authors studied the resource allocation problem for ultra-reliable low-latency edge computing, where the users’ power consumption was minimized. In [18], the authors studied the resource allocation for downlink orthogonal frequency division multiple access (OFDMA) systems with the objective of maximizing weighted system sum rate for uRLLC systems. In [19], the authors discussed the principles of wireless access for uRLLC systems, where massive MIMO and multi-connectivity were considered. In [20], the authors studied the problem of dynamic channel allocation for uRLLC systems while assuming the absence of instantaneous channel state information (CSI) at the transmitter. The authors in [21] formulated an energy-efficient packet scheduling problem by adopting the channel capacity formula for finite blocklength.

Though a large number of works on the uRLLC systems have been carried on in the last few years, to the best of our knowledge, there are no existing works investigating the beamforming design problem for uRLLC multi-antenna multiuser systems. Nevertheless, the application of
multi-antenna in uRLLC systems is necessary for further improving the quality of experiences of user and enhancing the delivery data rate. In this paper, we focus on the beamforming design for multiuser uRLLC systems and the contributions are listed as follows.

- We first analysis the property of the achievable rate for uRLLC systems to obtain some key insights. For example, the function of the achievable rate is a non-convex and non-concave function with respect to the signal-to-interference-plus-noise ratio (SINR).
- The feasibility of the considered problems is studied. Practically, if the rate of one of the users approaches zero, the delivery latency is infinite for the user, which is undesirable for uRLLC systems and leads to the infeasibility of the formulated problems. To avoid the infinite delivery latency, we obtain an analytical condition under which the rate of any user can satisfy its minimum rate requirement and hence the feasibility of the problem is guaranteed.
- We investigate the beamforming design respectively for weighted sum rate maximization, energy efficiency maximization, and user fairness optimization in uRLLC systems by considering the maximum allowable transmission power and minimum rate requirement.
- Algorithmic solutions to the formulated problems are provided by using some basic mathematical operations, successive convex approximation method, and the uplink-downlink duality theory.
- We further discuss the initialization of the provided algorithms by solving the formulated power minimization problem, which greatly improves the efficiency of beamforming design.
- Finally, the proposed solution is evaluated via simulation. It’s found that our proposed beamforming design outperforms the classical zero-forcing beamforming (ZFBF) algorithm with equal power allocation.

The rest of the paper is organized as follows. Section II describes the uRLLC system model and the formulated problem. Section III analyzes the properties of the achievable rate of uRLLC systems. Section IV studies the beamforming design respectively for sum rate maximization and energy efficiency maximization. The performance of the proposed beamforming solution is shown in Section V via simulation. Finally, Section VI concludes this paper.

Notations: We respectively use lower case letters and boldface capital to denote vectors and matrices. \( a^H \) denotes the Hermitian transpose vector \( a \); \(|.|\) and \( \|.|\) respectively denote the absolute value of a complex scalar and the Euclidean vector norm; \( \mathbb{C}^T \) denotes the set of complex
numbers;

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the system model of the downlink multiuser uRLLC system, including a multi-antenna base station (BS) and $K$ single antenna users. The BS is assumed to be equipped with $N_t$ transmitting antennas and $K \leq N_t$. For simplicity, let $\mathcal{K} = \{1, 2, \cdots, K\}$ be the set of users. Consequently, the received baseband signal at the $k$-th user is given by:

$$y_k = \sum_{l \in \mathcal{K}} \sqrt{p_l} h_h^H k w_l s_l + n_k,$$

where $w_k \in \mathbb{C}^{N_t \times 1}$ and $p_k$ denote the normalized beamforming vector and transmitting power used by the BS for the $k$-th user, respectively. $h_k \in \mathbb{C}^{N_t \times 1}$ represents the channel coefficient between the BS and the $k$-th user. $s_k$ represents the baseband signal for the $k$-th user and $n_k$ denotes the additive white Gaussian noise with $\mathcal{C}\mathcal{N}(0, \sigma_k^2)$ at the $k$-th user. Thus, the signal-to-interference-plus-noise ratio (SINR) of the $k$-th user is calculated as (2) with $\overline{h}_k = \frac{h_k}{\sigma_k}$.

$$\gamma_k = \frac{p_k |\overline{h}_k^H w_k|^2}{\sum_{l \neq k} p_l |\overline{h}_l^H w_l|^2 + 1}.$$  

Generally speaking, Shannon’s formula adopted by the existing literature is based on the assumption of the blocklength approaching infinity and the decoding error probability going to zero [3]. Namely, it has no ability to capture the relation among the achievable rate, decoding error probability, and transmission latency for the communication system with a finite blocklength.
Here, the blocklength denotes the codeword length or the number of channels used. Therefore, in the finite blocklength regime which is restricted to a finite number of channels used, we need to look for a new method to characterize this relation. Fortunately, as can be seen in [10, Fig. 1] and [22, E4.277], the relation among the achievable rate, decoding error probability, transmission latency, and finite blocklength \( n \) can be described as

\[
R(\gamma_k) = C(\gamma_k) - \vartheta \sqrt{V(\gamma_k)},
\]

(3)

where \( C(\gamma) = \ln (1 + \gamma) \), \( \vartheta = \frac{Q^{-1}(\epsilon)}{\sqrt{n}} \) with \( \epsilon \) being a desirable decoding error probability, \( Q^{-1}(\cdot) \) being the inverse of Gaussian Q-function

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp \left(-\frac{t^2}{2}\right) dt
\]

and \( V(\gamma) \) is defined as

\[
V(\gamma) = 1 - \frac{1}{(1 + \gamma)^2}.
\]

(4)

Different from Shannon capacity, the achievable rate defined in (3) takes the error probability into account, i.e., the second item in the right-hand of (3).

Generally speaking, the spectral efficiency, energy efficiency, and user fairness are three key indices of performance metrics for wireless communication systems. Meanwhile, a general uRLLC reliability requirement for the transmission of a packet is \( 10^{-5} \) for 32 bytes (i.e. the number of transmitting data bits is \( D = 256 \) bits) with a user plane latency of 1 ms [7]. Motivated by these observations, in this paper, we focus on investigating these three problems for multiuser uRLLC communication systems by considering the maximum allowable transmission power and minimum rate requirement. Firstly, the weighted sum rate maximization (SRMax) problem is formulated as

\[
\max_{\{w_k, p_k\}} \sum_{k \in \mathcal{K}} \alpha_k R(\gamma_k),
\]

(5a)

s.t. \( \sum_{k \in \mathcal{K}} p_k \leq P, \|w_k\|^2 = 1, \forall k \in \mathcal{K}, \)

(5b)

\[
\frac{D}{n} \ln (2) \leq R(\gamma_k), \forall k \in \mathcal{K}.
\]

(5c)

where \( \alpha_k \) denotes the prior of the \( k \)-th user. Secondly, the problem of energy efficiency maximization (EEMax) is formulated as

\[
\max_{\{w_k, p_k\}} \frac{\sum_{k \in \mathcal{K}} \alpha_k R(\gamma_k)}{\eta \sum_{k \in \mathcal{K}} p_k + N_t P_c + P_0},
\]

(6a)

s.t. \( \sum_{k \in \mathcal{K}} p_k \leq P, \|w_k\|^2 = 1, \forall k \in \mathcal{K}, \)

(6b)
\[
\frac{D}{n} \ln (2) \leq R(\gamma_k), \forall k \in \mathcal{K}.
\] (6c)

where \( \eta \geq 1 \) is a constant which accounts for the inefficiency of the power amplifier. \( P_c \) is the constant circuit power consumption per-antenna including power dissipations in the transmit filter, mixer, frequency synthesizer, and digital-to-analog converter, which are independent of the actual transmitting power. \( P_0 \) is the basic power consumed at the BS and is independent of the number of transmitting antennas [23]. Another focus of the uRLLC system is to ensure that the worst user rate is maximized. Namely, the fairness optimization (MaxMin) problem is formulated as follows

\[
\max \min_{\{w_k,p_k\}} R(\gamma_k), \quad \forall k \in \mathcal{K},
\]

s.t. \( \sum_{k \in \mathcal{K}} p_k \leq P, \|w_k\|_2 = 1, \forall k \in \mathcal{K}, \)

\[
\frac{D}{n} \ln (2) \leq R(\gamma_k), \forall k \in \mathcal{K}.
\]

Note that in this paper, by properly designing the beamforming vectors, the number of bits received by the \( k \)-th user with decoding error probability \( \epsilon_k \) can be determined. It is well known that the weighted SRMax, EEMax, and fairness (maxmin) problems, i.e., (5), (6), and (7), are non-convex and hard to obtain their solutions for interference channel communication systems. Furthermore, compared to Shannon formula, the rate expression defined in (3) is more complex, therefore, problems (5), (6), and (7) are also non-convex and difficult to directly obtain their solutions.

### III. Property Analysis of Function \( R(\gamma) \)

In this section, we focus on analyzing function \( R(\gamma) = C(\gamma) - \vartheta \sqrt{V(\gamma)} \) in the range \( \gamma \geq 0 \) to obtain some key insights. Note that if the achievable rate of one of the users approaches zero, then the delivery latency is infinite for the user, i.e., the system latency of multiuser communication system is also infinite. However, this is undesirable for the uRLLC system. On the other hand, the user rate is limited by the maximum allowable transmission power \( P \). Based on this observation, we assume that \( 0 < \gamma_k \leq \tilde{\gamma}_k = \frac{P\|h_k\|^2}{\sigma_k^2}, \forall k \in \mathcal{K} \), where \( \tilde{\gamma}_k \) denotes the SINR of the \( k \)-th user which is obtained via maximum ratio transmission with full power transmission and without suffering any interference. Generally speaking, the desirable decoding error probability \( \epsilon \) should be at least smaller than 0.5. In particular, in uRLLC scenarios, the
desirable decoding error probability $\epsilon$ should be less than $10^{-6}$. Note that $Q(0) = 0.5$, i.e., $Q^{-1}(\epsilon = 0.5) = 0$, and $Q(x)$ is a decreasing function with respect to $x$. Therefore, without loss of generality, we assume that $Q^{-1}(\epsilon) > 0$.

**Theorem 1.** Given $\vartheta > 0$, function $R(\gamma)$ is a monotonic decreasing function for $0 \leq \gamma < \nu_0$ and is a monotonic increasing function for $\gamma > \nu_0$, where $\nu_0$ is given by

$$\nu_0 = \sqrt{1 + \frac{1 + 4\vartheta^2}{2}} - 1,$$

and $R(\nu_0) \leq 0$.

**Proof:** The first and second order derivation of function $R(\gamma)$ are calculated as follows:

$$R'(\gamma) = \frac{1}{1 + \gamma} \left( 1 - \vartheta \frac{1}{(1 + \gamma) \sqrt{(1 + \gamma)^2 - 1}} \right),$$

$$R''(\gamma) = -\frac{1}{(1 + \gamma)^2} \left[ 1 - \vartheta \frac{3(1 + \gamma)^2 - 2}{(1 + \gamma)((1 + \gamma)^2 - 1)^{3/2}} \right].$$

Let $R'(\gamma) = 0$, we have

$$(1 + \gamma) \sqrt{(1 + \gamma)^2 - 1} = \vartheta,$$

After some basic mathematic operation, the solution to (10) is given as:

$$\nu_0 = \sqrt{1 + \frac{1 + 4\vartheta^2}{2}} - 1,$$

In addition, note that $R''(\nu_0) > 0$. This implies that $\nu_0$ is an extreme small value point of function $R(\gamma)$. Note that function $\left(1 + \gamma\right) \sqrt{(1 + \gamma)^2 - 1}$ is a monotonic increasing function with respect to $\gamma > 0$. Therefore, we have

1) When $0 \leq \gamma < \nu_0$, we have $R'(\gamma) < 0$, i.e., function $R(\gamma)$ is a monotonic decreasing function.

2) When $\nu_0 < \gamma$, we have $R'(\gamma) > 0$, i.e., function $R(\gamma)$ is a monotonic increasing function.

Recalling $R(0) = 0$, we have $R(\nu_0) \leq 0$.

**Remark 1.** From Theorem 1 it is not difficult to find that $R(\gamma) = 0$ with $\vartheta > 0$ has two solutions. One of the two solutions is $\nu_1 = 0$. Note that $\gamma$ should be larger than the positive solution of $R(\gamma) = 0$, which avoids the rate of one of users is less than or equal to zero. But, it is very hard to find the non-zero analytical solution of $R(\gamma)$ due to its complex expression. In
the sequel, we investigate the solution of $R(\gamma) = \alpha$ with $\alpha \geq 0$ and $\vartheta > 0$ in the range $\gamma > 0$ to obtain the non-zero solution $\nu_2$ of $R(\gamma) = 0$.

**Theorem 2.** When $\vartheta > 0$ is fixed, the solution of $R(\gamma) = \alpha$ with $\alpha \geq 0$ in the range $\gamma > 0$ is

$$\gamma^* = e^{\alpha + \frac{\kappa^*}{2} - 1},$$

where $\kappa^* = W^2(2\vartheta, -2\vartheta; -4e^{-2\alpha} \vartheta^2)$ with $W^{(i_1,i_2)}(\mu)$ being given by

$$W^{(i_1,i_2)}(\mu) = \ln\left[e^{\alpha} (1 + \gamma)\right] - \vartheta \sqrt{V(\gamma)} = 0.$$

Let $e^{-\alpha} = \beta$ and $\ln (\beta (1 + \gamma)) = \eta$, then, we have

$$(1 + \gamma)^{-2} = \beta^2 e^{-2\eta}.$$ (14)

In addition, according to the range $\gamma > 0$ and (14), it is not difficult to find that $0 < \eta \leq \vartheta$. Furthermore, we can rewrite (15) as follows

$$\eta = \vartheta \sqrt{1 - \beta^2 e^{-2\eta}}.$$ (16)

After some basic mathematical operations, (16) can be rewritten as

$$-\frac{1}{\beta^2 \vartheta^2} (\eta - \vartheta) (\eta + \vartheta) = e^{-2\eta}.$$ (17)

belonging to the class of transcendent equation (generalized Lambert $W$ function) [24]–[26]. Let $\kappa = 2\eta$, $0 < \kappa \leq 2\vartheta$, we can reformulate (17) as follows

$$e^\kappa (\kappa - 2\vartheta) (\kappa + 2\vartheta) = -4\beta^2 \vartheta^2.$$ (18)

Note that $-4\beta^2 \vartheta^2 < 0$, recalling $0 < \kappa \leq 2\vartheta$, therefore, the solution of (18) belongs to $0 < \kappa \leq 2\vartheta$. Using the Lagrange inversion theorem, the solution of (18) is given by

$$\kappa^* = W^{(2\vartheta, -2\vartheta; -4\beta^2 \vartheta^2)},$$ (19)

where $W^{(i_1,i_2)}(\mu)$ is defined as follows

$$W^{(i_1,i_2)}(\mu) = \ln\left[e^{\alpha} (1 + \gamma)\right] - \vartheta \sqrt{V(\gamma)} = 0.$$ (20)
with $\mathcal{B}_m(z)$ being defined as

$$
\mathcal{B}_m(z) = \sum_{k=0}^{m} \frac{(m+k)!}{k!(m-k)!} \left( \frac{z}{2} \right)^k.
$$

(21)

According to (19), it is not difficult to see that the summation term in equation (20) is a nonnegative number, i.e., $0 < \kappa^* \leq 2\vartheta$. Thus, the solution of $R(\gamma) = \alpha$ is given by

$$
\gamma^* = e^{\alpha + \eta^*} - 1 = e^{\alpha + \frac{\vartheta^*}{2}} - 1.
$$

(22)

The proof is completed.

\textbf{Remark 2.} Note that $R(\gamma) = 0$ and $R(\gamma) = \frac{D}{n} \ln(2)$ are two special cases of $R(\gamma) = \alpha$ with $\alpha = 0$ and $\alpha = \frac{D}{n} \ln(2)$, respectively. This implies that their solutions can be easily obtained by using the conclusion obtained in Theorem 2. In particular, another solution $\nu_2$ of $R(\gamma) = 0$ is given by

$$
\nu_2 = e^{\frac{\vartheta^*}{2}} - 1.
$$

(23)

While, the solution of $R(\gamma) = \frac{D}{n} \ln(2)$ is calculated as

$$
\nu_3 = e^{\frac{D}{n} \ln(2) + \frac{\vartheta^*}{2}} - 1.
$$

(24)

Therefore, to guarantee the feasibility of problems (5), (6), and (7), the SINR $\gamma_k$ has to be larger than $\nu_3$, for $\forall k \in \mathcal{K}$, i.e., we have the following Corollary.

\textbf{Corollary 1.} To guarantee the feasibility of problems (5), (6), and (7), we must have $\tilde{\gamma}_k \geq \gamma_k \geq \nu_3$, $\forall k \in \mathcal{K}$.

\textbf{Proof:} This can be easily observed according to the minimum rate constraint and the result provided in Theorem 2.

Table I illustrates the accuracy of the solution of $R(\gamma) = \alpha$ obtained by Theorem 2 for different values of $\vartheta$ and $\alpha$, respectively, where $\varpi(\gamma) = R(\gamma) - \alpha$ and the exact solution (Exact) is obtained by directly using the function \texttt{vpasolve}(.\ ) in Matlab software. Note that when the value of $\vartheta$ is smaller than 0.096, the approximation error of the solution is slightly large for $R(\gamma) = 0$, especially when the value of $\vartheta$ is close to zero. However, for $\alpha \neq 0$, the approximation error of the solution is very small, even can be ignored.

\textbf{Remark 3.} In Fig. 2 we describe the properties of $\nu_3$ with different values of decoding error probability, i.e., $\epsilon$, and blocklength, i.e., $n$. From Fig. 2 it’s easy to find that with a small value of
n, the decoding error probability has a significant impact on $\nu_3$. As expected, a lower decoding error probability naturally requires higher SNR or (SINR) for transmitting a given data bits D. Moreover, the value of blocklength also greatly affects the value of $\nu_3$ which decreases a lot with the increasing of $n$. This is also not difficult to understand that increasing the blocklength $n$, i.e. the number

| $d$ | $v_2$ | Exact | $v_1$ | $v_3$ | Exact | $\tilde{v}(y)$ | $\tilde{v}(y)$ |
|-----|-------|-------|-------|-------|-------|---------------|---------------|
| 0.01 | 0.66043 | 0.66043 | 0.016573 | 0.016573 | 3.528612 | 3.528612 | 6.632344 | 6.632344 | 54.146704 | 54.146704 |
| 0.01 | 0.73489 | 0.73489 | 0.018782 | 0.018782 | 3.705243 | 3.705243 | 6.842486 | 6.842486 | 54.077594 | 54.077594 |
| 0.01 | 0.80600 | 0.80600 | 0.210570 | 0.210570 | 3.991668 | 3.991668 | 7.214500 | 7.214500 | 59.04915 | 59.04915 |
| 0.10 | 0.16250 | 0.16250 | 0.210570 | 0.210570 | 4.243801 | 4.243801 | 7.601566 | 7.601566 | 83.07024 | 83.07024 |
| 0.25 | 0.81702 | 0.81702 | 0.205208 | 0.205208 | 4.709071 | 4.709071 | 8.810441 | 8.810441 | 86.59081 | 86.59081 |
| 0.25 | 1.01724 | 1.01724 | 0.266726 | 0.266726 | 5.960745 | 5.960745 | 9.059885 | 9.059885 | 73.43407 | 73.43407 |
| 0.50 | 1.27837 | 1.27837 | 0.264807 | 0.264807 | 5.930534 | 5.930534 | 9.579876 | 9.579876 | 77.245434 | 77.245434 |
| 0.60 | 1.40287 | 1.40287 | 0.264836 | 0.264836 | 7.225523 | 7.225523 | 10.15945 | 10.15945 | 81.269071 | 81.269071 |
| 0.80 | 1.61458 | 1.61458 | 0.264925 | 0.264925 | 8.067057 | 8.067057 | 10.840375 | 10.840375 | 85.48605 | 85.48605 |
| 0.90 | 1.76301 | 1.76301 | 0.342057 | 0.342057 | 6.639457 | 6.639457 | 11.618861 | 11.618861 | 89.014547 | 89.014547 |
| 0.90 | 2.42175 | 2.42175 | 0.320377 | 0.320377 | 11.41127 | 11.41127 | 10.965981 | 10.965981 | 147.49907 | 147.49907 |
| 1.00 | 3.38412 | 3.38412 | 0.320377 | 0.320377 | 14.690499 | 14.690499 | 9.032725 | 9.032725 | 245.688087 | 245.688087 |
| 1.00 | 4.03007 | 4.03007 | 0.320377 | 0.320377 | 17.905283 | 17.905283 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 664.197374 | 664.197374 |
| 1.00 | 5.79006 | 5.79006 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.79006 | 5.79006 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
| 1.00 | 5.66927 | 5.66927 | 0.320377 | 0.320377 | 27.090334 | 27.090534 | 9.032725 | 9.032725 | 402.43215 | 402.43215 |
of channels used \( n \), means that the number of bits transmitting on each channel decreases for transmitting a given data bits \( D \). Consequently, it naturally requires a lower value of SNR (SINR) for transmitting a given data bits \( D \) and achieving a certain decoding error probability.

**Theorem 3.** Given \( \vartheta > 0 \), function \( R(\gamma) \) has an inflection point \( \nu_4 \), i.e., the concave-convex property of function \( R(\gamma) \) changes in \( 0 < \gamma < \infty \).

**Proof:** Let \( g(\gamma) = \frac{3(1+\gamma)^2-2}{(1+\gamma)((1+\gamma)^2-1)^2} \). The first derivation of \( g(\gamma) \) is calculated as

\[
g'(\gamma) = \frac{-6(1+\gamma)^4 + (1+\gamma)^2 - 2}{(1+\gamma)^2((1+\gamma)^2-1)^2}
\]  

(25)

Due to \( \gamma > 0 \), we further have

\[
g'(\gamma) < \frac{-5(1+\gamma)^4 - 2}{(1+\gamma)^2((1+\gamma)^2-1)^2} < 0
\]  

(26)

implying function \( g(\gamma) \) is a monotonic decreasing function with respect to \( \gamma > 0 \). Therefore, for given \( \forall \epsilon \) and \( \forall n \), there is a \( \nu_4 \) that makes \( \partial g(\nu_4) = 1 \) hold. We further have \( R''(\gamma) > 0 \) for \( 0 < \gamma < \nu_4 \) and \( R''(\gamma) < 0 \) for \( \nu_4 < \gamma \). This implies that \( \nu_4 \) is the dividing point between concave and convex curve of function \( R(\gamma) \), i.e., \( \nu_4 \) is the inflection point of function \( R(\gamma) \). 

**Remark 4.** Fig. 3 illustrates the curve of functions \( R(\gamma) \) and \( g(\gamma) \) for different parameters. The numerical results verify the conclusions obtained in the previous analysis for the proofs of **Theorem 1** and **Theorem 3**. Namely, function \( R(\gamma) \) is a non-convex and non-concave function with respect to \( \gamma \). Furthermore, the inflection point of concave-convex property of function \( R(\gamma) \) seems to be
disappeared as the value of $\vartheta$ decreases. This is because once the value of $\vartheta$ is extreme small, the property of function $R(\gamma)$ is mainly determined by function $C(\gamma)$, which is concave with respect to $\gamma$. The subfigure on the right hand illustrates the monotonic decreasing of function $g(\gamma)$ with respect to $\gamma$. In addition, unfortunately, the analytical expression of inflection point $\nu_4$ cannot be given out in Theorem 3. This also brings us a barrier to judge the convexity and concavity of function $R(\gamma)$ in the range $\gamma > \nu_3$. Consequently, these observations make problems (5), (6), and (7) be non-convex and non-concave. Generally speaking, it is difficult to obtain their global optimal solutions, even their local optimal solutions. In other words, directly solving problems (5), (6), and (7) is challenging.

IV. BEAMFORMING DESIGN

In this section, we focus on designing an efficient optimization algorithm to address problems (5), (6), and (7) via some basic mathematical operations and successive convex approximation method [27]. It is well known that the uplink-downlink duality theory has shown that the uplink and downlink communications have the same SINR region for the downlink multiuser communication systems subject to the total power constraint [28], [29]. In the sequel, we revisit to use the uplink-downlink duality theory to address problems (5), (6), and (7) instead of directly solving them. For ease of notation, we let $q_k$ be the transmitting power of the uplink $k$-th user and firstly give out the following Lemmas.
Lemma 1. Given the optimal solution \( \{w^*_k, q^*_k\} \) for the uplink SRMax problem, i.e.,

\[
\max_{\{w_k, q_k\}} \sum_{k \in \mathcal{K}} \alpha_k \tilde{R} \left( \tilde{\gamma}_k \right),
\]

s.t. \( \sum_{k \in \mathcal{K}} q_k \leq P, \|w_k\|_2 = 1, \forall k \in \mathcal{K}, \) \( (27a) \)

\[
\frac{D}{n} \ln (2) \leq \tilde{R} \left( \tilde{\gamma}_k \right), \forall k \in \mathcal{K}. \]

\( (27c) \)

where \( \tilde{R} \left( \tilde{\gamma}_k \right) = C \left( \tilde{\gamma}_k \right) - \vartheta \sqrt{V \left( \tilde{\gamma}_k \right)} \) and \( \tilde{\gamma}_k \) is given by

\[
\tilde{\gamma}_k = \frac{q_k \left| h_k^H w_k \right|^2}{\sum_{l \in \mathcal{K}, l \neq k} q_l \left| h_l^H w_k \right|^2 + 1}.
\]

\( (28) \)

Then, \( \{w^*_k, p^*_k\} \) is the optimal solution to the downlink SRMax problem \( (5) \), where \( p^*_k \) is the \( k \)-th element of vector \( p^* = [p^*_1, \ldots, p^*_K]^T \), which is calculated as:

\[
p^* = \Psi^{-1} \mathbf{1},
\]

\( (29) \)

with matrix \( \Psi \) satisfying

\[
[\Psi]_{k,l} = \begin{cases} 
\left| h_k^H w_k^* \right|^2, & k = l \\
- \left| h_k^H w_l^* \right|^2, & k \neq l,
\end{cases} \]

\( (30) \)

where \( \tilde{\gamma}_k^* \) is calculated with \( \{w^*_k, q^*_k\} \) via \( (28) \) and \( \mathbf{1} \) is an all one vector.

Lemma 2. Given the optimal solution \( \{w^*_k, q^*_k\} \) for the uplink EEMax problem, i.e.,

\[
\max_{\{w_k, q_k\}} \frac{\sum_{k \in \mathcal{K}} \alpha_k \tilde{R} \left( \tilde{\gamma}_k \right)}{\eta \sum_{k \in \mathcal{K}} q_k + N_t P_c + P_0},
\]

s.t. \( \sum_{k \in \mathcal{K}} q_k \leq P, \|w_k\|_2 = 1, \forall k \in \mathcal{K}, \) \( (31a) \)

\[
\frac{D}{n} \ln (2) \leq \tilde{R} \left( \tilde{\gamma}_k \right), \forall k \in \mathcal{K}. \]

\( (31c) \)

Then, \( \{w^*_k, p^*_k\} \) is the optimal solution of the downlink EEMax problem \( (6) \), where \( p^*_k \) is the \( k \)-th element of vector \( p^* = [p^*_1, \ldots, p^*_K]^T \), which is calculated as \( (29) \).

Lemma 3. Given the optimal solution \( \{w^*_k, q^*_k\} \) for the uplink fairness problem, i.e.,

\[
\max_{\{w_k, q_k\}} \min_{k \in \mathcal{K}} R \left( \tilde{\gamma}_k \right),
\]

\( (32a) \)
\[
\sum_{k\in K} q_k \leq P, \frac{1}{2} \|w_k\|^2 = 1, \forall k \in K,
\]
\[
\frac{D_n}{n} \ln(2) \leq R(\tilde{\gamma}_k), \forall k \in K.
\]

Then, \( \{w^*_k, p^*_k\} \) is the optimal solution of the downlink MaxMin problem (7), where \( p^*_k \) is the \( k \)-th element of vector \( p^* = [p^*_1, \cdots, p^*_K]^T \), which is calculated as (29).

From the expression of the uplink SINR \( \tilde{\gamma}_k \) in (28) and the descriptions of problems (27), (31), and (32), it is not difficult to find that, given the uplink transmitting power \( \{q_k\} \), solving problems (27), (31), and (32) can resort to maximize \( \tilde{R}(\tilde{\gamma}_k) \) with respect to \( \{w_k\} \). In the sequel, we focus on addressing problems (27), (31), and (32) rather than directly solving problems (5), (6), and (7) via two-step. In particular, we adopt the block coordinate descent method to design an iterative optimization algorithm to address them. Given the uplink transmitting power \( \{q_k\} \), the optimal solution of \( \{w_k\} \) for maximizing \( \tilde{R}(\tilde{\gamma}_k) \) is the minimum mean square error receiver, i.e.,

\[
w^*_k = \left( I_{N_t} + \sum_{k\in K} q_k \bar{h}_k \bar{h}_k^H \right)^{-1} \bar{h}_k
\]

where \( I_{N_t} \) denotes \( N_t \)-by-\( N_t \) identity matrix.

A. For SR Maximization

Recalling the conclusions obtained in Theorems 1 and 2, i.e., the monotonic increasing property of function \( \tilde{R}(\tilde{\gamma}_k) \) with respect to \( \tilde{\gamma}_k \) in the range \( \nu_3 \leq \tilde{\gamma}_k \), \( \frac{D_n}{n} \ln(2) \leq \tilde{R}(\tilde{\gamma}_k) \) can be rewritten as \( \nu_3 \leq \tilde{\gamma}_k, \forall k \in K \). Accordingly, given the beamforming vector \( \{w_k\} \), problem (27) is reformulated as

\[
\max_{\{q_k\}} \sum_{k\in K} \alpha_k \tilde{R}(\tilde{\gamma}_k),
\]

s.t. \( \sum_{k\in K} q_k \leq P, \nu_3 \geq \tilde{\gamma}_k, \forall k \in K. \) (34a)

Before proceeding, to obtain a tractable form of problem (34), we equivalently rewrite it as problem (35) by introducing auxiliary variables \( \varphi_k, \psi_k, \phi_k, \) and \( \theta_k, \forall k \in K. \)

\[
\max_{\{\varphi_k, \psi_k, \phi_k, \theta_k\}} \sum_{k\in K} \alpha_k \tilde{R}(\varphi_k, \psi_k, \phi_k, \theta_k),
\]
In problem (35), the optimization variables are \( q_k, \varphi_k, \psi_k, \phi_k, \text{ and } \theta_k, \forall k \in K \). \( \tilde{R} (\varphi_k, \theta_k) = \ln (1 + \varphi_k) - \partial \theta_k \) and \( \tilde{V} (\phi_k) \) is given by
\[
\tilde{V} (\phi_k) = 1 - \frac{1}{(1 + \phi_k)^2}.
\] (36)

At the optimal point of problem (35), inequality constraints (35c) and (35e)-(35g) are activated. It is not difficult to see that problem (35) is non-convex due to the non-convex constraints (35c) and (35e)-(35g). Constraints (35c) and (35e) can be equivalently rewritten as
\[
\sum_{l \neq k} a_{k,l} \left| \mathbf{h}_l^H \mathbf{w}_k \right|^2 - q_k \left| \mathbf{h}_k^H \mathbf{w}_k \right|^2 + \varphi_k \leq 0,
\] (37a)
\[
q_k \left| \mathbf{h}_k^H \mathbf{w}_k \right|^2 - \sum_{l \neq k} b_{k,l} \left| \mathbf{h}_l^H \mathbf{w}_k \right|^2 - \phi_k \leq 0,
\] (37b)

where \( a_{k,l} = \varphi_k q_l, b_{k,l} = \phi_k q_l, \forall k, l \in K, \) and \( k \neq l \). Constraint (35f) can be equivalently rewritten as:
\[
(1 + \phi_k)^2 - \frac{1}{1 - \psi_k} \leq 0.
\] (38)

Exploiting the convexity of function \( \frac{1}{1 - \psi_k} \), the concavity of function \( \sqrt{\psi_k} \), and the first-order Taylor series expansion, we can obtain their low boundary approximations as follows
\[
\frac{1}{1 - \psi_k} \geq \psi (\psi_k) \triangleq \frac{1 - 2 \psi_k^{(t)}}{\left( 1 - \psi_k^{(t)} \right)^2} + \frac{\psi_k}{\left( 1 - \psi_k^{(t)} \right)^2},
\] (39a)
\[
\sqrt{\psi_k} \leq \mu (\psi_k) \triangleq \frac{1}{2} \sqrt{\psi_k^{(t)}} + \frac{\psi_k}{2 \sqrt{\psi_k^{(t)}}}.
\] (39b)
In (39), \( t \) denotes the \( t \)-th iteration, \( \varphi_k^{(t)} \) and \( \psi_k^{(t)} \) represent the solutions obtained at the \( t \)-th iteration for variables \( \varphi_k \) and \( \psi_k \), respectively. Thus, problem (35) can be reformulated as

\[
\max_{k \in \mathcal{K}} \sum_{k \in \mathcal{K}} \alpha_k \bar{R} (\varphi_k, \theta_k),
\]

s.t. (35b), (35d), (35h), (35j),

\[
(1 + \phi_k)^2 - \psi (\psi_k) \leq 0, \forall k \in \mathcal{K},
\]

\[
\mu (\psi_k) \leq \theta_k, \forall k \in \mathcal{K},
\]

\[
a_{k,l} = \varphi_k q_l, b_{k,l} = \phi_k q_l, \forall k \in \mathcal{K}, k \neq l.
\]

In problem (40), the optimization variables are \( q_k, \varphi_k, \psi_k, \phi_k, \theta_k, a_{k,l} \), and \( b_{k,l} \), \( \forall k \in \mathcal{K}, k \neq l \). Note that the bilinear form constraints in (40e) are non-convex. To overcome these challenges, we rewrite problem (40) into (41) via using McCormick envelopes [30], where \( \bar{q}_k \) be the minimum power for achieving \( \nu_3 \).

\[
\max_{k \in \mathcal{K}} \sum_{k \in \mathcal{K}} \alpha_k (\ln (1 + \varphi_k) - \vartheta_k),
\]

s.t. (40b), (40c), (40d),

\[
\nu_3 q_l + \bar{q}_l \varphi_k - a_{k,l} \leq \nu_3 \bar{q}_l, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
\tilde{\gamma}_k q_l + P \varphi_k - a_{k,l} \leq P \bar{\gamma}_l, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
a_{k,l} - \tilde{\gamma}_k q_l - \bar{q}_l \varphi_k \leq -\nu_3 \bar{q}_l, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
a_{k,l} - P \varphi_k - \nu_3 q_l \leq -P \nu_3, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
\nu_3 q_l + \bar{q}_l \phi_k - b_{k,l} \leq \bar{q}_l \nu_3, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
\tilde{\gamma}_k q_l + P \phi_k - b_{k,l} \leq P \bar{\gamma}_l, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
b_{k,l} - \tilde{\gamma}_k q_l - \bar{q}_l \phi_k \leq -\bar{q}_l \tilde{\gamma}_k, \forall k, l \in \mathcal{K}, k \neq l,
\]

\[
b_{k,l} - P \phi_k - \nu_3 q_l \leq -P \nu_3, \forall k, l \in \mathcal{K}, k \neq l,
\]

In problem (41), the optimization variables are \( q_k, \varphi_k, \psi_k, \phi_k, \theta_k, a_{k,l} \), and \( b_{k,l} \), \( \forall k \in \mathcal{K}, k \neq l \). Problem (41) is convex and can be easily solved using the classical optimization methods, e.g., primal-dual interior-point methods, with complexity \( O \left( (K^2 + 3K)^{3.5} + N^{2.7} \right) \) [31], [32]. The detailed steps of solving problem (21) is outlined in Algorithm 1 where \( \xi^{(r)} \) and \( \xi^{(t)} \) denote the objective values of problem (27) and problem (41) at the \( \tau \)-th and \( t \)-th iterations, respectively.
A nondecreasing sequence of objective values $\varsigma(t)$ can be generated via running Algorithm 1 with similar analysis as in [27]. Meanwhile, due to the limited allowable transmitting power, the problem has an upper bound. This implies that the convergence of Algorithm 1 can be guaranteed by the monotonic boundary theorem [33].

**Algorithm 1 Solution of problem (27)**

1: Initialize beamforming vector $w_k^{(0)}$ and $p_k^{(0)}$, $\forall k \in K$, such that constraint (5b) and (5c) are satisfied.

2: Compute $\gamma_k$ with $w_k^{(0)}$ and $p_k^{(0)}$ to obtain $\bar{\gamma}_k$. Compute $\bar{q}_k$ that is the $k$-th element of vector $\bar{q} = [\bar{q}_1, \ldots, \bar{q}_K]^T$, which is calculated as:

$$\bar{q} = \Phi^{-1}1.$$ \hspace{1cm} (42)

where matrix $\Phi$ is given by

$$[\Phi]_{k,l} = \begin{cases} \frac{|H_k^H w_k^{(0)}|^2}{\gamma_k}, & k = l \\ \frac{|H_l^H w_k^{(0)}|^2}{\gamma_k}, & k \neq l \end{cases} \hspace{1cm} (43)$$

3: Let $t = 0$, $\varphi_k^{(0)} = \phi_k^{(0)} = \bar{\gamma}_k$ and $\psi_k^{(0)} = \bar{\gamma}_k$, $\forall k \in K$. Calculate the objective value $\xi^{(t)}$ and $\varsigma^{(t)}$.

4: Let $t \leftarrow t + 1$. Solve problem (41) to obtain $\xi^{(t)}$, $q_k^{(t)}$, $\varphi_k^{(t)}$, $\psi_k^{(t)}$, $\phi^{(t)}$, $\theta^{(t)}$, $a^{(t)}$, and $b^{(t)}$, $\forall k, l \in K, k \neq l$, with $w_k^{(t)}$.

5: If $|\frac{\xi^{(\tau)} - \xi^{(\tau-1)}}{\xi^{(\tau-1)}}| \leq \varepsilon$, stop iteration. Otherwise, go to Step 4.

6: Let $\tau = \tau + 1$, update $w_k^{(t)}$ with $q_k^{(t)}$ and (33), and calculate the objective value $\xi^{(t)}$. If $|\frac{\xi^{(\tau)}}{\xi^{(\tau-1)}}| \leq \varepsilon$, stop iteration. Otherwise, go to Step 4.

**B. For EE Maximization**

Different from the SRMax problem (5), the objective function of EEMax problem (6) is in the fractional form, which makes the problem more challenging to obtain the global optimal solution. It is not difficult to find that the optimal beamforming vector $\{w_k\}$ is calculated by (33) when
the transmitting power \( \{q_k\} \) is fixed. Similar to problem (34), given the beamforming vector \( \{w_k\} \), problem (31) is reformulated as

\[
\max_{\{q_k\}} \sum_{k \in K} \alpha_k \tilde{R}(\gamma_k) \quad \text{s.t. } \sum_{k \in K} q_k \leq P, \quad \nu_3 \leq \tilde{\gamma}_k, \quad \forall k \in K.
\]

(44a)

\[
\max_{\{q_k\}} \sum_{k \in K} \alpha_k \tilde{R}(\gamma_k) \quad \text{s.t. } \sum_{k \in K} q_k \leq P, \quad \nu_3 \leq \tilde{\gamma}_k, \quad \forall k \in K.
\]

(44b)

To efficiently address problem (44), similarly, we rewrite it as the following equivalent problem:

\[
\max \sum_{k \in K} \alpha_k \tilde{R}(\varphi_k, \theta_k) \quad \text{s.t. } \sum_{k \in K} q_k \leq P, \quad \nu_3 \leq \tilde{\gamma}_k, \quad \forall k \in K.
\]

(45a)

(45b)

In problem (45), the optimization variables are \( q_k, \varphi_k, \psi_k, \phi_k, \theta_k, a_{k,l}, \) and \( b_{k,l}, \forall k, l \in K, \) \( k \neq l \). Note that the objective function given in (45a) is in concave-convex form. Exploiting the conclusion obtained in (34), we introduce parameter \( \lambda \) to transform the objective function given in (45a) into a parameterized subtractive form and use similar convex approximation to obtain

\[
\max \sum_{k \in K} \alpha_k \tilde{R}(\varphi_k, \theta_k) - \lambda \left[ \sum_{k \in K} q_k + N_t P_c + P_0 \right], \quad \text{s.t. } (41b) - (41i).
\]

(46a)

In problem (46), the optimization variables are \( q_k, \varphi_k, \psi_k, \phi_k, \theta_k, a_{k,l}, \) and \( b_{k,l}, \forall k, l \in K, \) \( k \neq l \). Now, exploiting the Dinkelbach method (34), an alternative optimization algorithm can be designed to address problem (45). The detailed steps of solving problem (31) is outlined in Algorithm 2 where \( \tilde{\xi}(\tau) \) and \( \tilde{\zeta}(\tau) \) denote the objective values of problem (31) and problem (46) at the \( \tau \)-th and \( \tau \)-th iterations, respectively.

C. For Fairness Optimization

Similar to problems (34) and (44), when the beamforming vector \( \{w_k\} \) is fixed, the MaxMin problem (32) can be reformulated as

\[
\max_{\{q_k\}} \min_{k \in K} \tilde{\gamma}_k \quad \text{s.t. } \sum_{k \in K} q_k \leq P, \quad \nu_3 \leq \tilde{\gamma}_k, \quad \forall k \in K.
\]

(47a)

(47b)

(47c)
Algorithm 2 Solution of problem (31)

1: Let $\lambda = 0$;

2: Initialize beamforming vector $w_k^{(0)}$ and $p_k^{(0)}$, $\forall k \in \mathcal{K}$, such that constraint (6b) and (6c) are satisfied.

3: Compute $\gamma_k$ with $w_k^{(0)}$ and $p_k^{(0)}$ to obtain $\bar{\gamma}_k$. Compute $\tilde{q}_k$ that is the $k$-th element of vector $\tilde{q} = [\tilde{q}_1, \cdots, \tilde{q}_K]^T$ with (42) and (43).

4: Let $\tau = t = 0$, $\varphi_k^{(0)} = \psi_k^{(0)} = \bar{\gamma}_k$, and $\psi_k^{(0)} = \tilde{V}(\phi_k^{(0)})$, $\forall k \in \mathcal{K}$. Calculate the objective value $\tilde{\xi}(t)$ and $\tilde{\varsigma}(\tau)$.

5: Let $t \leftarrow t + 1$. Solve problem (46) to obtain $\xi(t)$, $q_k(t)$, $\varphi_k(t)$, $\psi_k(t)$, $\phi_k(t)$, $\theta_k(t)$, $a_{k,l}$, and $b_{k,l}$, $\forall k, l \in \mathcal{K}, k \neq l$, with $w_k^{(t)}$.

6: If $|\tilde{\xi}(t) - \tilde{\xi}(t-1)| \leq \epsilon$, stop iteration. Otherwise, go to Step 5.

7: If $\sum_{k \in \mathcal{K}} \alpha_k \tilde{R}(\varphi_k(t), \theta_k(t)) - \lambda \left[ \eta \sum_{k \in \mathcal{K}} q_k(t) + N_t P_c + P_0 \right] < \epsilon$, then stop iteration. Otherwise, let $\lambda = \sum_{k \in \mathcal{K}} \alpha_k \tilde{R}(\varphi_k(t), \theta_k(t)) / \eta \sum_{k \in \mathcal{K}} q_k(t) + N_t P_c + P_0$, go to Step 5.

8: Let $\tau = \tau + 1$, update $w_k^{(\tau)}$ with $q_k^{(t)}$ and (33), and calculate the objective value $\bar{\xi}(\tau)$. If $|\bar{\xi}(\tau) - \bar{\xi}(\tau-1)| \leq \epsilon$, stop iteration. Otherwise, go to Step 5.

Further, problem (47) can be equivalently rewritten as follows

\[
\max_{\{q_k, \mu\}} \mu, \quad (48a)
\]
\[
\text{s.t.} \quad \sum_{k \in \mathcal{K}} q_k \leq P, \quad (48b)
\]
\[
\nu_3 \leq \frac{\gamma_k}{\gamma_k}, \forall k \in \mathcal{K}, \quad (48c)
\]
\[
\mu \leq \frac{\gamma_k}{\gamma_k}, \forall k \in \mathcal{K}. \quad (48d)
\]

It is not difficult to find that problem (48) can be reformulated as a standard geometric programming (GP) problem by jointly using the logarithmic change of the variable and a logarithmic transformation of the objective function and constraints, respectively [35]. In other words, problem (48) can be easily solved by using the powerful GP optimization tool packets [36]. The detailed algorithm for solving problem (32) is summarized as Algorithm 3 where $\bar{\xi}(t)$ denotes the objective value of problem (32) at the $t$-th iteration. The convergence of Algorithm 3 can
be guaranteed using the monotonic boundary theorem [33]. This is because that a monotonic nondecreasing sequence is generated with the running of Algorithm 3.

Algorithm 3 Solution of problem (32)

1: Initialize beamforming vector $w_k^{(0)}$ and $p_k^{(0)}$, $\forall k \in K$, such that constraints (47b) and (47c) are satisfied.

2: Compute $\gamma_k$ with $w_k^{(0)}$ and $p_k^{(0)}$ to obtain $\bar{\gamma}_k$. Compute $\tilde{q}_k$ that is the $k$-th element of vector $\tilde{q} = [\tilde{q}_1, \cdots, \tilde{q}_K]^T$ with (42) and (43).

3: Let $t = 0$. Calculate the objective value $\bar{\xi}(t)$.

4: Let $t \leftarrow t + 1$. Solve problem (48) to obtain $\mu^{(t)}$, $q^{(t)}_k$, $\forall k \in K$, with $w_k^{(t)}$.

5: Update $w_k^{(t)}$ with $q_k^{(t)}$ and [33], and calculate the objective value $\bar{\xi}(t)$. If $|\bar{\xi}(t) - \bar{\xi}(t-1)| \leq \varepsilon$, stop iteration. Otherwise, go to Step 4.

D. Feasibility Analysis and Initialization

To effectively solve problems (5) and (6), another thing that needs to be addressed is to investigate their feasibility. According to the conclusion obtained in Theorem 2, the value of SINR $\gamma_k$ must be greater than $\nu_3$, $\forall k \in K$. In what follows, we resort to address the power minimization optimization formulated in (49) to discuss their feasibility.

$$\min_{\{\tilde{w}_k\}} \sum_{k \in K} \|\tilde{w}_k\|^2$$

s.t. $\nu_3 \leq \frac{\|h_k^H \tilde{w}_k\|^2}{\sum_{i \neq k} |h_k^H \tilde{w}_l|^2 + 1}$, $\forall k \in K$. (49b)

As the phases of the beamforming vectors $\{\tilde{w}_k\}$ do not change the objective nor the constraints. Therefore, without loss of generality, we assume that the beamforming vectors $\{\tilde{w}_k\}$ satisfy $h_k^H \tilde{w}_k > 0$ [37]. Let $o = [h_k^H \tilde{w}_1, h_k^H \tilde{w}_2, \cdots, h_k^H \tilde{w}_{K-1}, h_k^H \tilde{w}_K, 1]$. Thus, problem (49) can be rewritten as follows:

$$\min_{\{\tilde{w}_k\}} \sum_{k \in K} \|\tilde{w}_k\|^2, \text{ s.t. } \|o\| \leq \sqrt{1 + \frac{1}{\nu_3} h_k^H \tilde{w}_k.}$$

Problem (50) can be easily solved by the classical convex optimization tools, such as CVX [38]. Let $\{\tilde{w}_k^{(s)}\}$ and $p^{(s)}$ be the optimum solution and target value of problem (49), respectively. If
$p^{(s)} \leq P$, problems (5), (6), and (7) are feasible. Otherwise, the two problems are not feasible. Furthermore, the initialization of $\{p_k\}$ and $\{w_k\}$ can be achieved by letting $p_k^{(0)} = \left\| \tilde{w}_k^{(*)} \right\|^2$ and $w_k^{(0)} = \frac{\tilde{w}_k^{(*)}}{\left\| \tilde{w}_k^{(*)} \right\|}$, $\forall k \in K$.

V. NUMERICAL RESULTS

In this section, we present numerical results to evaluate the performance of the proposed algorithms for the downlink multiuser uRLLC communication system with finite blocklength transmission. Our simulation model consists of a single multi-antenna BS and $K$ single antenna users. The channel coefficient $h_k$ from the BS to the $k$-th user is modeled as $h_k = \sqrt{\varrho_k} \tilde{h}_k$, where the channel power $\varrho_k$ is given as $\varrho_k = 1/(1 + (d_k/d_0)^\rho)$ with $d_k$ being the distance between the BS and the $k$-th user, $d_0$ and $\rho$ respectively denoting the reference distance and the fading exponent. The elements of $\tilde{h}_k$ are independent and identically distributed (i.i.d.) with $\mathcal{CN}(0, 1)$. All users have the same noise variance, i.e., $\sigma_k^2 = \sigma^2$, $\forall k \in K$. For easy of notation, we define the SNR as $\text{SNR} = 10 \log_{10} \left( \frac{P}{\sigma^2} \right)$ in dB. Other simulation parameters are listed in detail in Table II.

| Parameter                                    | Value                  |
|----------------------------------------------|------------------------|
| \(\varrho\)                                  | 3                      |
| Reference distance \(d_0\)                   | 50 m                   |
| Cell radius                                  | 300 m                  |
| Users distribution                           | Randomly distributed between \(d_0\) and cell boundary |
| Small scale fading distribution              | Rayleigh fading with unit variance |
| Circuit power per antenna \(P_c\)            | 30 dBm [23]            |
| Static circuit power consumption \(P_0\)      | 40 dBm [23]            |
| Number of bits to be sent \(D\)              | 32 bytes               |
| Bit error rate \(\epsilon\)                 | \(10^{-2} - 10^{-10}\) |
| BS antenna number \(N_t\)                    | 32                     |
| Range of SNR                                 | 15 – 30 dB             |
| Range of user number \(K\)                   | 4 – 16                 |
| Blocklength \(n\)                            | 32, 64, 128, 256, 512  |

To the best of our knowledge, there exists no published work on joint power allocation and coordinated beamforming for multi-antenna communication systems with finite blocklength transmission. We could only compare the proposed SRMax, EEMax and MaxMin with the con-
ventional work in infinite blocklength. For example, the weighted SRMax problem is formulated as follows

$$\max_{\{w_k,p_k\}} \sum_{k \in \mathcal{K}} \alpha_k C(\gamma_k)$$

s.t. $$\sum_{k \in \mathcal{K}} p_k \leq P, \|w_k\|_2^2 = 1, \forall k \in \mathcal{K}$$

$$\frac{D}{n} \ln(2) \leq C(\gamma_k), \forall k \in \mathcal{K}.$$ 

(51a) (51b) (51c)

Similarly, the MaxMin problem with infinite blocklength can be formulated as

$$\max_{\{w_k,q_k\}} \min_{k \in \mathcal{K}} \gamma_k$$

s.t. $$\sum_{k \in \mathcal{K}} q_k \leq P, \|w_k\|_2^2 = 1, \forall k \in \mathcal{K}$$

$$\frac{D}{n} \ln(2) \leq C(\gamma_k), \forall k \in \mathcal{K}.$$ 

(52a) (52b) (52c)

Note that the problems (51) and (52) can be easily solved with similar methods as described in Algorithm 1 and Algorithm 3. In addition, the initializations of problems (51) and (52) can be realized via solving (49) with replacing $$\nu_3$$ with $$\tilde{\nu}_3 = \frac{2D}{n} - 1$$.

A. Feasibility and initialization experiment

Experiment V-A discusses the performance of the proposed initialization algorithm as described in (49). In the experiment, channel coefficients are first generated with different transmitting parameters, then the power minimization algorithm (49) is applied to judge their feasibilities. Monte Carlo method is adopted to obtain the feasible probability of the proposed power minimization algorithm (49) (denoted as $$Pr_{(49)}$$). The feasible probabilities of ZFBF and solving the power minimization algorithm (49) with replacing $$\nu_3$$ with $$\tilde{\nu}_3 = \frac{2D}{n} - 1$$ for initializing problem (51) are also listed, denoted as $$Pr_{ZFBF}$$ and $$Pr_{(51)}$$, respectively. The feasible probability is defined as

$$Pr = \frac{\sum_{i=1}^{M} f_i(\gamma_k)}{M},$$

$$f_i(\gamma_k) = \prod_{k \in \mathcal{K}} I(\gamma_k - \nu_3),$$

where $$M$$ is the Monte Carlo times, $$\gamma_k$$ is the calculated SINR of the $$k$$-th user. $$I(x)$$ is an index function, i.e., $$I(x) = 1$$ if $$x \geq 0$$, otherwise $$I(x) = 0.$$
### TABLE III: Feasible probability results of different algorithms

| SNR(dB) | $\epsilon$ | $K$ | $Pr_{ZFBF}$ | $Pr_{(49)}$ | $Pr_{(51)}$ |
|---------|------------|-----|-------------|-------------|-------------|
| 20      | $10^{-5}$  | 2   | 100%        | 100%        | 100%        |
|         |            | 4   | 98.50%      | 54.00%      | 49.40%      |
|         |            | 6   | 84.00%      | 12.40%      | 7.50%       |
|         |            | 8   | 55.70%      | 1.70%       | 1.20%       |
|         |            | 10  | 22.20%      | 0.50%       | 0.30%       |
| 25      | $10^{-5}$  | 6   | 100%        | 100%        | 100%        |
| 20      | $10^{-5}$  | 6   | 84.00%      | 12.40%      | 7.50%       |
| 15      | $10^{-5}$  | 6   | 7.20%       | 0.60%       | 0.50%       |
| 20      | $10^{-2}$  | 6   | 98.00%      | 20.40%      | 17.50%      |
|         | $10^{-4}$  | 6   | 87.50%      | 14.70%      | 13.50%      |
|         | $10^{-6}$  | 6   | 79.00%      | 11.10%      | 9.10%       |

Table III lists the feasible probabilities of three methods, where $N_t$ and $n$ are 32 and 128, respectively. Obviously, changes in three factors, including the increase of user number, the decrease of SNR and the increase of QoS requirement, will all lead to the decrease of feasible probability. Meanwhile, the values of $Pr_{ZFBF}$ and $Pr_{(51)}$ are lower than that of $Pr_{(49)}$. Both conventional methods achieve only less than 15% feasible probability, while it is higher than 80% of $Pr_{(49)}$, with the parameters $K = 6$, SNR = 20 dB and $\epsilon = 10^{-5}$. It is worth noting that, $Pr_{(49)}$ is still less than 100% with parameters $K = 4$, $\epsilon = 10^{-5}$ and SNR = 20 dB. Infeasible instances may happen when the randomly generated users located at the edge of the cell.

#### B. SRMax optimization experiment

This experiment discusses the performance of Algorithm 1 with different number of users and blocklengths with $\alpha_k = \frac{1}{K}$, $N_t = 32$, SNR = 20 dB, and $\epsilon = 10^{-5}$. Channel coefficients with parameters $K = 4, 6, 8, 10$, $n = 128$ are first generated and then Algorithm 1 is implemented. Results of ZFBF will also be illustrated for comparison. The weighted sum rate for ZFBF is the same as illustrated in (5a). Before comparisons, Rectified Linear Unit (ReLU) below is used to process ZFBF results, i.e., $R(\gamma_k) = \max(0, R(\gamma_k))$, $k = 1, 2, ..., K$, since it may face infeasible problem as discussed in V-A.

Fig. 4 shows the weighted sum rate results of Algorithm 1 and ZFBF, respectively. It is clear that, if the blocklength is too small ($n \leq 32$), both algorithms could not obtain feasible results. With the increase of blocklength, both methods obtain a weighted sum rate, and they tend to
be stable when $n \geq 256$. Meanwhile, with the increase of $K$, the weighted sum rate decreases since too many users compete for limited resources. On the other hand, Algorithm 1 always outperforms ZFBF, especially when the blocklength is small or the number of users is large, which implies the effectiveness of Algorithm 1 under extreme transmitting conditions.

C. EEMax optimization experiment

In this section, the energy efficiency performance using Algorithm 2 through Monte Carlo simulations is presented with $\epsilon = 10^{-5}$, $K = 6$, and $n = 128$. Channel coefficients under the worst SNR condition (SNR = 11 dB) are first generated to confirm the feasibility. Then Algorithm 2 is implemented and energy efficiency curve (Algorithm 2-EE) could be first plotted with different SNRs in Fig. 5. In order to investigate the relationship between energy efficiency and sum rate, the sum rate result is also recorded while energy efficiency is optimized. Sum rate curve (Algorithm 2-SR) is synchronously plotted in the same figure. On the other hand, the sum rate results (Algorithm 1-SR) and energy efficiency (Algorithm 1-EE) results using Algorithm 1 on the same data are also plotted in Fig. 5 to explore the difference between the two algorithms.

In the figure, the energy efficiency of Algorithm 2-EE increases while 11 dB $\leq$ SNR $\leq$ 14 dB. It reaches the maximum value SNR= 14 dB and then tends to be unchanged when SNR increases to 20 dB, which means that Algorithm 2 will not consume more power if the maximum energy efficiency is obtained. Therefore, Algorithm 2-SR has the similar trends with
Algorithm 2-EE. On the other hand, Algorithm 1 aims to maximize the weighted sum rate at the expense of energy efficiency. Therefore, Algorithm 1-EE increases briefly while SNR increases from 11 dB to 14 dB, and then decreases while SNR increases to 20 dB.

Fig. 5: Sum rate and energy efficiency with different SNRs.

Fig. 6: Minimum rate with different BERs.
D. Fairness optimization experiment

Experiment V-D discusses performance of Algorithm 3 under different QoS requirements. Traditional processing method using Shannon capacity, as the problem studied in (52) is also compared with $K = 6$, $n = 128$, and SNR = 20 dB. Again, channel coefficients under the worst condition ($\epsilon = 10^{-10}$) are first generated before the above two algorithms are implemented. The minimum rate for Algorithm 3 (MR_Alg3) and traditional method using Shannon capacity (MR_trad), and an error term MR_error are respectively defined as follows:

\[
MR_{\text{Alg3}} = \log(1 + \gamma) - \frac{Q^{-1}(\epsilon)}{\sqrt{n}} \sqrt{(1 - \frac{1}{(1 + \gamma)^2})^2}
\]

\[
MR_{\text{trad}} = \log(1 + \gamma)
\]

\[
MR_{\text{error}} = \frac{Q^{-1}(\epsilon)}{\sqrt{n}} \sqrt{(1 - \frac{1}{(1 + \gamma)^2})^2}
\]

In the experiment, MR_Alg3 and MR_trad are directly calculated using the obtained beamforming via running Algorithm 5 and solving problem 52, respectively. MR_error is calculated using $\gamma$ which is obtained by using the obtained beamforming via running Algorithm 5. Fig. 6 illustrates results of MR_Alg3, MR_trad and MR_error. MR_Alg3 decreases with a decreasing $\epsilon$, which indicates that more strict QoS requirement reduces transmission capacity. On the contrary, MR_trad remains unchanged since conventional method ignores the error term which could not be eliminated under finite blocklength circumstance. Therefore, MR_trad is not an accessible result in practice compared to MR_Alg3. Relationship among MR_Alg3, MR_error and MR_trad, namely, summation of MR_Alg3 and MR_error is close to MR_trad in theory, can also be experimentally confirmed in Fig. 6.

VI. CONCLUSIONS

In this paper, for the downlink uRLLC multiuser multi-antenna system, we focused on the beamforming design respectively for the weighted sum rate maximization, energy efficiency maximization, and fairness optimization by considering the maximum allowable transmission power and minimum rate requirement. We also analyzed the feasibility of the formulated optimization problem and the feasibility condition avoiding the situation where the rate of one of the users is zero. Using some basic mathematical operations, successive convex approximation method, and the uplink-downlink duality theory, we provided effective and efficient optimization algorithms
to solve the formulated problems. Simulation results show that our proposed results outperforms ZFBF with equal power allocation, especially for the case with small transmission power.
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