Approximating strange attractors and Lyapunov exponents of delay differential equations using Galerkin projections
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Abstract
Delay differential equations (DDEs) are infinite-dimensional systems, so even a scalar, unforced nonlinear DDE can exhibit chaos. Lyapunov exponents are indicators of chaos and can be computed by comparing the evolution of infinitesimally close trajectories. We convert DDEs into partial differential equations with nonlinear boundary conditions, then into ordinary differential equations (ODEs) using the Galerkin projection. The solution of the resulting ODEs approximates that of the original DDE system; for smooth solutions, the error decreases exponentially as the number of terms used in the Galerkin approximation increases. Examples demonstrate that the strange attractors and Lyapunov exponents of chaotic DDE solutions can be reliably approximated by a smaller number of ODEs using the proposed approach compared to the standard method-of-lines approach, leading to faster convergence and improved computational efficiency.

1 Introduction
Nonlinear differential equations [1] are widely used to model a variety of physical systems. In the presence of transport or communication delays, these equations take the form of nonlinear delay differential equations (DDEs) [2]. Systems in which nonlinear DDEs are encountered include mathematical models of manufacturing processes [3,4], control systems [6,12], traffic flow [13,14], biological systems [15,16], population dynamics [17,18], shimmy dynamics [19], fluid elastic instability in heat-exchanger tubes [20,21], and neural networks [22,23]. Like partial differential equations (PDEs), DDEs are infinite-dimensional systems. In fact, any DDE can be equivalently posed as an abstract Cauchy problem (a PDE) with a boundary condition that is linear if the DDE is linear and nonlinear if the DDE is nonlinear [24,25].

Many nonlinear DDEs exhibit chaos. If an attractor exists, we are often interested in computing its Lyapunov exponents. The Lyapunov exponents quantify the rate of exponential divergence (if positive)
or convergence (if negative) of nearby trajectories on an attractor; a Lyapunov exponent of zero indicates neutral stability along the flow. An $n$-dimensional system has $n$ Lyapunov exponents; the solution is chaotic if at least one Lyapunov exponent is positive.

Lyapunov exponents are calculated by monitoring the long-term evolution of an infinitesimal perturbation from a reference trajectory. In the case of ordinary differential equations (ODEs), we typically compute the Lyapunov exponents by integrating the variational equations \[1,26,27\]; however, DDEs are infinite dimensional and, therefore, have an infinite number of Lyapunov exponents. All existing work on calculating the Lyapunov exponents of DDEs has involved approximating the DDEs using finite-dimensional systems of ODEs \[28–31\]. A popular strategy for converting DDEs into ODEs is the method of lines (MoL) \[28,29\], also referred to as iterative mapping \[30,31\] and continuous time approximation \[32\]. In the MoL approach, the domain of interest is discretized into nodes and the spatial derivatives are approximated at these nodes using finite differences; the temporal derivatives are unaltered. The result is a large system of ODEs that approximates the original DDE. It is well known that such finite difference–based approximations require a large number of ODEs—and, therefore, a large amount of computation time—to precisely capture the solution of a given DDE \[32\]. Computational expense is of particular importance when computing Lyapunov exponents, which can require simulations of long duration.

In this work, we use a transformation \[24,25\] to convert DDEs into PDEs with nonlinear boundary conditions. These PDEs are then converted into ODEs using the Galerkin approximation \[34,35\]. We use Legendre polynomials as global basis functions, which allows us to obtain closed-form expressions for the integrals in the Galerkin approximation \[36\]. The nonlinear boundary conditions are incorporated into the Galerkin approximation using the tau method \[37\]. The solution of the resulting ODEs approximates the solution of the original DDE system. Provided the solution of the DDE is smooth, the Galerkin approximation guarantees that the error between the approximate and actual solutions decreases exponentially as the number of terms in the Galerkin approximation increases \[38\]. As we will demonstrate with numerical examples, an ODE system obtained using the Galerkin approximation has substantially lower error than a system of the same dimension obtained using the MoL approach. The focus of the present work is to explore the efficacy of computing Lyapunov exponents and approximating the strange attractors of nonlinear DDEs \[39\] using systems of ODEs obtained via Galerkin approximation.

This paper is structured as follows. In Section 2 we present the mathematical details for converting DDEs into ODEs using the method of lines and the Galerkin projection. We then discuss how to compute the Lyapunov exponents of ODEs. In Section 3 we present numerical results for several nonlinear DDEs, including approximations of strange attractors and Lyapunov exponents. Finally, we provide conclusions from this study in Section 4.

2 Mathematical Modeling

For clarity of presentation, we shall consider a DDE with a single delay (extension of this procedure to systems of DDEs with multiple delays is trivial):

$$\dot{x} = f(x, x(t-\tau), t)$$  \hspace{1cm} (1)

where $\tau$ is the time delay and $x(t) = \alpha(t), -\tau \leq t \leq 0$ is the history function. We introduce the following transformation \[24,25\]:

$$y(s, t) = x(t + s)$$  \hspace{1cm} (2)

The DDE (Eq. 1) and its history function can then be recast into the following initial–boundary value problem:

$$\frac{\partial y}{\partial t} = \frac{\partial y}{\partial s}, \quad t \geq 0, \quad -\tau \leq s \leq 0$$  \hspace{1cm} (3a)

$$\left.\frac{\partial y(s, t)}{\partial t}\right|_{s=0} = f(y(0, t), y(-\tau, t), t)$$  \hspace{1cm} (3b)

$$y(s, 0) = \alpha(s)$$  \hspace{1cm} (3c)
Figure 1: By transforming the history function $\alpha(t)$, $-\tau \leq t \leq 0$ into the spatial domain, we convert Eq. (1) into a boundary control problem of the advection equation.

The equivalent PDE representation (Eq. 3) can be interpreted as a boundary control problem of the advection equation. As described by Eq. (3b) and shown in Fig. 1, the time derivative of the solution at the right boundary is a nonlinear function of the value at the right boundary ($y(0,t)$) and the value at the left boundary ($y(-\tau,t)$). The solution $y(s,t)$ must satisfy Eq. (3a) over its domain $-\tau \leq s \leq 0$, the right boundary $y(0,t)$ must satisfy Eq. (3b) for all time $t$, and the solution at time $t=0$ must satisfy the initial condition given by Eq. (3c). The solution $x(t)$ of the original DDE (Eq. 1) is simply the solution of the PDE (Eq. 3) at the right boundary—that is, $x(t) = y(0,t)$. In Sections 2.1 and 2.2 we describe how to approximate the PDE representation (Eq. 3) as a system of ODEs using the MoL and Galerkin approaches.

### 2.1 Method of Lines (MoL) Approximation

The first step in the MoL approach is to discretize the spatial domain $s \in [-\tau,0]$ into $N$ evenly spaced nodes $s_k \triangleq -\tau (k-1)/(N-1), k = 1,2,\ldots,N$. We then introduce auxiliary variables $y_k(t) \triangleq y(s_k,t), k = 1,2,\ldots,N$, whereupon Eq. (3a) can be rewritten as an initial-value problem in discrete form:

$$
\dot{y}_1(t) = f(y_1(t), y_N(t), t) \\
\dot{y}_r(t) = \frac{y_{r-1} - y_{r+1}}{2\Delta s}, \quad r = 2,3,\ldots,N-1 \\
\dot{y}_N(t) = \frac{y_{N-1} - y_N}{\Delta s} \\
y_k(0) = \alpha(s_k), \quad k = 1,2,\ldots,N
$$

We use a second-order central difference to approximate the spatial derivatives of Eq. (3a) at nodes $s_r$ for $r = 2,3,\ldots,N-1$ (Eq. 4b), and a first-order forward difference at node $s_N$ (Eq. 4c). Equations (4) represent an $N$-dimensional ODE approximation of the original DDE (Eq. 1); the solution is given by $x(t) = y(0,t) = y_1(t)$. The approximation improves as $\Delta s$ decreases (i.e., as $N$ increases).

### 2.2 Galerkin Approximation

In this approach, the solution $y(s,t)$ of Eq. (3) is assumed to be of the following form:

$$
y(s,t) \approx \sum_{j=1}^{N} \phi_j(s) \eta_j(t) \triangleq \phi^T(s) \eta(t)
$$

We use a second-order central difference to approximate the spatial derivatives of Eq. (3a) at nodes $s_r$ for $r = 2,3,\ldots,N-1$ (Eq. 4b), and a first-order forward difference at node $s_N$ (Eq. 4c). Equations (4) represent an $N$-dimensional ODE approximation of the original DDE (Eq. 1); the solution is given by $x(t) = y(0,t) = y_1(t)$. The approximation improves as $\Delta s$ decreases (i.e., as $N$ increases).
where \( \phi(s) \triangleq [\phi_1(s), \phi_2(s), \ldots, \phi_N(s)]^T \) is the vector of basis functions and \( \eta(t) \triangleq [\eta_1(t), \eta_2(t), \ldots, \eta_N(t)]^T \) is the vector of generalized coordinates. We use shifted Legendre polynomials as the basis functions:

\[
\begin{align*}
\phi_1(s) &= 1 \\
\phi_2(s) &= 1 + \frac{2s}{\tau} \\
\phi_j(s) &= \frac{(2j - 3)\phi_2(s)\phi_{j-1}(s) - (j - 2) \phi_{j-2}(s)}{j - 1}, \quad j = 3, 4, \ldots, N
\end{align*}
\]

Substituting the series solution (Eq. 5) into Eq. (3a), pre-multiplying the result by \( \phi \), and then pre-multiplying by \( \eta \), we obtain the following:

\[
A \dot{\eta}(t) = B \eta(t)
\]

(7)

where \( A \triangleq \int_{-\tau}^0 \phi(s)\phi^T(s) \, ds \) and \( B \triangleq \int_{-\tau}^0 \phi(s) \frac{d}{ds} \phi^T(s) \, ds \). Using shifted Legendre polynomials as the basis functions allows us to write the entries of matrices \( A \) and \( B \) in closed form:

\[
\begin{align*}
A_{a,b} &= \frac{\tau}{2a - 1} \delta_{a,b}, \quad a, b = 1, 2, \ldots, N \\
B_{a,b} &= \begin{cases} 
0, & \text{if } a \geq b \\
2, & \text{if } a + b \text{ is odd}, \quad a, b = 1, 2, \ldots, N \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\]

(8a) (8b)

We now substitute the series solution (Eq. 5) into the boundary condition (Eq. 3b):

\[
\dot{\phi}^T(0) \eta(t) = f(\phi^T(0) \eta(t), \dot{\phi}^T(-\tau) \eta(t), t)
\]

(9)

The tau method is used to impose the boundary conditions while solving the ODEs. Specifically, we replace the last row of Eq. (7) with the transformed boundary condition (Eq. 9), whereupon we obtain the following ODEs:

\[
A_{\text{tau}} \dot{\eta}(t) = B_{\text{tau}} \eta(t) + f_{\text{tau}}(t)
\]

(10)

where \( A_{\text{tau}}, B_{\text{tau}}, \) and \( f_{\text{tau}} \) are defined as follows:

\[
\begin{align*}
A_{\text{tau}} &\triangleq \begin{bmatrix} \hat{A} \\ \phi^T(0) \end{bmatrix}, \\
B_{\text{tau}} &\triangleq \begin{bmatrix} \hat{B} \\ 0 \end{bmatrix}, \\
f_{\text{tau}} &\triangleq \begin{cases} 
0, & \text{if } a \geq b \\
2, & \text{if } a + b \text{ is odd}, \quad a, b = 1, 2, \ldots, N \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\]

Matrices \( \hat{A} \) and \( \hat{B} \) in Eq. (11) are obtained by deleting the last row of \( A \) and \( B \), respectively. We calculate the initial conditions \( \eta(0) \) for solving Eq. (10) by substituting the series solution (Eq. 5) into Eq. 2. We then pre-multiply by \( \phi(s) \) and integrate over the domain \( s \in [-\tau, 0] \):

\[
\eta(t) = A^{-1} \int_{-\tau}^0 \phi(s)x(s + t) \, ds
\]

(12)

Finally, we substitute \( t = 0 \) into Eq. (12) to obtain the new initial conditions:

\[
\eta(0) = A^{-1} \int_{-\tau}^0 \phi(s)\alpha(s) \, ds
\]

(13)

We can now solve Eq. (10) for \( \eta(t) \) using the initial conditions given by Eq. (13): the solution of the original DDE is given by \( x(t) = \varphi(0, t) = \phi^T(0) \eta(t) \). To summarize, we have converted the nonlinear DDE (Eq. 1) and its history function \( x(t) = \alpha(t), -\tau \leq t \leq 0 \) into a system of first-order ODEs (Eq. 10) with the initial conditions given by Eq. (13).
2.3 Computing Lyapunov Exponents

In Sections 2.1 and 2.2, we formed ODE approximations of DDEs. In this section, we describe a technique for computing the Lyapunov exponents \( \lambda_i, i = 1, 2, \ldots, N \) for \( N \)-dimensional systems of ODEs [27,40]:

\[
\dot{\eta}(t) = h(\eta(t), t)
\]

where \( h(\eta(t), t) \triangleq A^{-1}_{\text{Tau}} (B_{\text{Tau}} \eta(t) + f_{\text{Tau}}(t)) \) from the Galerkin approximation method (Eq. 10). For these ODEs (Eq. 14), the evolution of an initial infinitesimal perturbation from a reference trajectory satisfies the following matrix differential equation:

\[
\dot{\Psi}(t) = J_{\eta} h(\eta(t), t) \cdot \Psi(t), \quad \Psi(0) = I
\]

where \( J_{\eta} h(\eta(t), t) \) is the Jacobian of \( h(\eta(t), t) \) with respect to \( \eta \) and \( I \) is the identity matrix. Equation (15) represents the sensitivity of Eq. (14) with respect to the initial conditions [1] and is unidirectionally coupled to Eq. (14); these equations must be integrated simultaneously.

An iterative method [27,40] is used to calculate the Lyapunov exponents of Eq. (14); we describe this method here for completeness. A sequence of \( K \) integrations is performed on a system comprised of Eqs. (14) and (15); each integration is of duration \( T \). In the first iteration, we integrate from \( t = 0 \) to \( t = T \) to arrive at \( \eta(T) \) and \( \Psi(T) \). In the second iteration, we integrate from \( t = T \) to \( t = 2T \) using the final state from the first iteration \( \eta(T) \) as the initial condition for Eq. (14). The initial condition for Eq. (15) is obtained by performing Gram–Schmidt orthonormalization on \( \Psi(T) \), which makes this iterative method stable. This procedure is continued for \( K \) iterations, whereupon the \( N \) Lyapunov exponents can be calculated as follows:

\[
\lambda_j = \frac{1}{KT} \sum_{k=1}^{K} \log \left( \| \psi_j(kT) \| \right), \quad j = 1, 2, \ldots, N
\]

where \( \psi_j(kT) \) is the \( j \)th column of matrix \( \Psi(kT) \). For sufficiently large \( K \), the \( \lambda_j \) converge to the Lyapunov exponents of the system.

3 Results and Discussion

In this section, we present numerical results using the theory described in Section 2. We compute Lyapunov exponents and strange attractors of nonlinear DDEs using the standard MoL approach and the proposed approach using Galerkin projection. We use the iterative procedure described in Section 2.3 with duration \( T = 0.5 \) to compute Lyapunov exponents. Note that chaotic responses obtained from direct numerical integration of DDEs will always differ from the responses of approximating ODE systems. This discrepancy is unavoidable because chaotic responses are sensitive to small differences between mathematical models and initial conditions. All results were generated in MATLAB using the \texttt{ode15s}, \texttt{dde23}, and \texttt{rk4} integrators with equal relative and absolute integration tolerances (“tol.”), as noted below.

3.1 First-order, Nonlinear DDE

We first consider the following first-order, nonlinear DDE [35]:

\[
\dot{x}(t) = -ax(t - \tau) - bx(t)^3 + f_0 \sin(\omega t)
\]

where \( \tau = 1, b = \pi/4, f_0 = 3\pi/2, \) and \( \omega = 2\pi \). To compare the Galerkin and MoL approaches, we plot the time responses \( x(t) \) for two values of \( a \) in Fig. 2. As shown, the Galerkin approximation with \( N = 25 \) terms in the series solution shows good agreement with the direct solution as well as the MoL approximation. The bifurcation diagram for this system is shown in Fig. 3. Depending on the value of parameter \( a \), the solution may be periodic, quasiperiodic, or chaotic. Regardless, the error in the Galerkin solution is low for all values of \( a \), which we demonstrate by computing the root-mean-square (RMS) error between direct solutions \( x(t) \) and approximate solutions \( \hat{x}(t) \):

\[
\text{RMS error} \triangleq \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x(t_i) - \hat{x}(t_i))^2}
\]
Figure 2: Time response of Eq. (17) obtained using the \textit{dde23} solver (“Direct”), and from the Galerkin and MoL approximations using \textit{ode15s} (all tols. $10^{-9}$). Simulations were performed for two values of parameter $a$: (a) 0.4968 and (b) 2.7705.

Figure 3: Bifurcation diagram for the first-order, nonlinear system described by Eq. (17). The steady-state displacement $x_s$ is shown as parameter $a$ varies. The plot was generated using \textit{dde23} (tol. $10^{-6}$).

where $n$ is the number of time points in each solution. We evaluate Eq. (18) using 500-second simulations and $n = 5 \times 10^4$ equally spaced time points. In Fig. 4 we illustrate a key benefit of the Galerkin approach: the RMS error relative to the direct solution is substantially lower when using the Galerkin method with $N = 25$ than when using the MoL method with $N = 120$.

3.2 Mackey–Glass Equation

We now consider the Mackey–Glass equation, which is used to model blood production \cite{41,42}:

$$\dot{x}(t) = \frac{ax(t - \tau)}{1 + [x(t - \tau)]^c} - bx(t)$$  \hspace{1cm} (19)

where $a = 0.2$, $b = 0.1$, $c = 10$, and $\tau = 50$. In this example, we apply the Galerkin approximation and compute the six dominant Lyapunov exponents. Shown in Fig. 5(a) are these Lyapunov exponents converging over $k$ for a particular value of $N$ (see Section 2.3). Fig. 5(b) shows the converged values of the Lyapunov exponents with respect to the number of terms in the series solution $N$. As shown in Table 1, the Lyapunov exponents computed using the Galerkin method compare favorably with those reported in the literature \cite{41,42}.
3.3 “Nearly-Brownian” Chaotic System

We now consider the “nearly-Brownian” chaotic system [43]:

\[
\dot{x}(t) = a \sin \left( \int_{t-\tau}^{t} x(s) \, ds \right)
\]  

(20)

where \(a = 0.5\) and \(\tau = 5.5\). As shown in Fig. 6, the response \(x(t)\) obtained using Galerkin approximation matches the direct solution, but for only the first 50 seconds; the solutions then diverge due to the chaotic nature of the system. We, therefore, use statistical methods to compare the Galerkin and direct solutions. We performed a large number of simulations (6300) using the Galerkin and direct approaches, with history functions chosen randomly from the range \([-1, 1]\), and compared the final state \(x(t)\) at \(t = 2700\). As shown in Fig. 7, the Galerkin approximation preserves the statistical properties of the solution and converges with increasing \(N\). We also evaluate the three dominant Lyapunov exponents of Eq. (20) using the proposed Galerkin method. Once again, the Lyapunov exponents converge over iteration number \(k\) for a particular value of \(N\) (Fig. 8(a)), and the converged Lyapunov exponents remain similar for sufficiently large \(N\) (Fig. 8(b)). With \(N = 40\) terms in the series solution, the computed Lyapunov exponents are \(\lambda_1 = 0.114\), \(\lambda_2 = 0\), and \(\lambda_3 = -0.362\). Note that \(\lambda_1 > 0\), which correctly indicates that the system is chaotic.
Table 1: Dominant Lyapunov exponents of the Mackey-Glass equation (Eq. 19) computed using Galerkin approximation and as reported by Breda and Van Vleck [42] and Sigeti [41].

|                | Galerkin $\times 10^{-3}$ | Breda, Table 2 $\times 10^{-3}$ | Sigeti, Table 1 $\times 10^{-3}$ |
|----------------|-----------------------------|----------------------------------|----------------------------------|
| $\lambda_1$   | 5.811                       | 5.456                            | 5.76                             |
| $\lambda_2$   | 2.890                       | 2.802                            | 3.02                             |
| $\lambda_3$   | 0.007                       | 0.002                            | 0.65                             |
| $\lambda_4$   | -0.247                      | -0.447                           | -0.85                            |
| $\lambda_5$   | -5.159                      | -5.229                           | -4.78                            |
| $\lambda_6$   | -10.058                     | -9.784                           | -9.85                            |

Figure 6: Time response of the “nearly-Brownian” chaotic system (Eq. 20) obtained using a fourth-order Runge-Kutta method (“Direct”) with 10-millisecond time steps, and using the Galerkin approximation with $ode15s$ (tol. $10^{-6}$). The history function was approximated in the direct method using spline interpolation.

3.4 Bimodal Chaotic System

In this example, we consider the following bimodal chaotic system, which includes a time-delayed term with cubic nonlinearity [43]:

$$\dot{x}(t) = ax(t-\tau) - bx(t-\tau)^3$$  \hspace{1cm} (21)

where $a = 0.5$, $b = 20$, and $\tau = 3.35$. As shown in Fig. 9, the response $x(t)$ obtained using Galerkin approximation matches the direct solution at the beginning of the simulation; however, as was the case in the previous example, the solutions eventually diverge due to the chaotic nature of the system. In Fig. 10, the strange attractor of Eq. (21) is shown from the Galerkin and direct solutions in the phase space of $x(t)$ and $x(t-\tau)$; the attractors are similar in both extent and overall appearance. As shown in Fig. 11, the Galerkin method converges to the following dominant Lyapunov exponents when $N = 40$ terms are used in the series solution: $\lambda_1 = 0.071$, $\lambda_2 = 0$, and $\lambda_3 = -0.264$. Again, we note that the dominant Lyapunov exponent is positive, which indicates that the system is chaotic.

3.5 El Niño–Southern Oscillation (ENSO) Model

The ENSO phenomenon is a major source of variability in regional climate patterns. An idealized mathematical model for ENSO is given as follows [43]:

$$\dot{x}(t) = -\alpha \tanh(\kappa x(t-\tau_1)) + \beta \tanh(\kappa x(t-\tau_2)) + \gamma \cos(2\pi t)$$ \hspace{1cm} (22)

where $\alpha = 2.1$, $\beta = 1.05$, $\gamma = 3$, $\kappa = 10$, $\tau_1 = 0.95$, and $\tau_2 = 5.13$. In Fig. 12, the strange attractor of Eq. (22) is shown from the Galerkin and direct solutions in the phase space of $x(t)$ and $x(t-\tau_2)$; we again
confirm that the attractors are similar in both extent and overall appearance. The first three Lyapunov exponents converged to $\lambda_1 = 0$, $\lambda_2 = -0.140$, and $\lambda_3 = -0.955$ when $N = 40$, as shown in Fig. 13. Note that the dominant Lyapunov exponent is zero in this case, which indicates that the system is not chaotic with the parameter values listed above. As confirmation, we simulate Eq. (22) using two slightly different history values: 0.025 and 0.025001; if the system were chaotic, these solutions would diverge. As shown in Fig. 14, the difference between these trajectories $\Delta x(t)$ is bounded, confirming that Eq. (22) is not chaotic with these parameter values.

### 3.6 Delayed Lorenz Attractor

Lorenz derived a three-dimensional system from a 12-dimensional model of atmospheric convection [39,44]. Lorenz found that the resulting system of ODEs was sensitive to initial conditions and exhibited chaotic behavior. In this example, we modify the Lorenz system by introducing a delay as follows:

\[
\begin{align*}
\dot{x}(t) &= \sigma (y(t) - x(t)) \\
\dot{y}(t) &= \rho x(t) - y(t) - x(t)z(t - \tau) \\
\dot{z}(t) &= x(t)y(t) - \beta z(t - \tau)
\end{align*}
\]  

We use parameters $\sigma = 10$, $\rho = 28$ and $\beta = 8/3$, and investigate two values of delay $\tau$. In Fig. 15, we show the attractor of Eq. (23) from the Galerkin and direct solutions with delay $\tau = 0.13$; the Lyapunov exponents are shown in Fig. 16. With $\tau = 0.13$, the dominant Lyapunov exponent is positive and the
system is chaotic. The attractor and Lyapunov exponents with delay $\tau = 0.15$ are shown in Figs. 17 and 18 respectively. With $\tau = 0.15$, the dominant Lyapunov exponent is zero and the system is not chaotic.

4 Conclusions

Lyapunov exponents are important indicators for detecting chaos. A DDE is an infinite-dimensional system and, therefore, has an infinite number of Lyapunov exponents. For practical reasons, DDEs are typically approximated by a finite-dimensional system of ODEs; the method of lines is a popular strategy for constructing this approximation. In this work, we used a transformation to convert DDEs into PDEs with nonlinear boundary conditions. These PDEs were converted into a finite-dimensional system of ODEs using Galerkin approximation; the tau method was employed for transforming the boundary condition. Using Legendre polynomials as basis functions in the Galerkin approximation allowed us to generate closed-form expressions for the resulting ODEs.

Several examples were presented to demonstrate the efficacy of the proposed approach. Galerkin approximation was shown to generate solutions with lower error than systems generated using the method of lines, even when the latter had substantially higher dimension. If the proposed Galerkin approach is used, the standard algorithm for computing the Lyapunov exponents for systems of ODEs can be employed to compute the Lyapunov exponents for systems of DDEs. We have demonstrated that the Lyapunov exponents con-
Figure 11: Dominant Lyapunov exponents of the bimodal chaotic system (Eq. 21) computed using Galerkin approximation with *ode15s* (tol. $10^{-6}$). The values of the Lyapunov exponents are shown (a) as $k$ increases for $N = 40$ and (b) as $N$ increases.

Figure 12: Strange attractor of El Niño–Southern Oscillation model (Eq. 22) obtained using (a) Galerkin approximation with *ode15s* and (b) the *dde23* solver (all tols. $10^{-6}$).

verge as the number of terms in the Galerkin approximation ($N$) increases. Finally, the attractors obtained using Galerkin approximation closely matched those obtained via direct simulation of the original DDEs. In all examples, the Galerkin method produced reliable approximations of attractors and Lyapunov exponents using only 30–50 ODEs, suggesting that the Galerkin projection may lead to smaller—and, therefore, more computationally efficient—systems of ODEs than the conventional method-of-lines approach.
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