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ABSTRACT. This paper studies tree-automatic ordinals (or equivalently, well-founded linearly ordered sets) together with the ordinal addition operation \( + \). Informally, these are ordinals such that their elements are coded by finite trees for which the linear order relation of the ordinal and the ordinal addition operation can be determined by tree automata. We describe an algorithm that, given two tree-automatic ordinals with the ordinal addition operation, decides if the ordinals are isomorphic.

1. Motivation of the Problem

Delhommé proved that any ordinal presented by finite automata is strictly less than \( \omega^\omega \) [6]. Ordinals presented by automata are called word-automatic ordinals; precise definitions will be provided in the next section and can be found in the relevant literature [1, 3, 6, 7, 8, 24, 25]. Later Khoussainov, Rubin and Stephan proved that the Cantor-Bendixson rank of any word-automatic ordinal is finite [17]. In particular, this implies that any word-automatic ordinal is strictly less than \( \omega^\omega \). Khoussainov and Minnes generalized these results by proving that the height of any word-automatic well-founded partially ordered set is below \( \omega^\omega \) [14]. The proofs of these results show that there is an algorithm that, given a word-automatic linear order, decides if the linear order is an ordinal [17]. Moreover, there exists an algorithm that, given two word-automatic ordinals, decides if the ordinals are isomorphic. The decidability of the isomorphism problem for word-automatic ordinals is obtained by extracting the Cantor Normal Form from the given word-automatic ordinals. In contrast, Kuske, Liu and Lohrey proved that the isomorphism problem for word-automatic linearly ordered sets is undecidable [19, 20] and also obtained similar results for \( \omega \)-automatic trees and other such structures [21].

The results above naturally lead to the study of ordinals presented by tree automata (such ordinals we call tree-automatic ordinals). Delhommé proved that any tree-automatic ordinal is strictly less than \( \omega^\omega \) [6]. Jain, Khoussainov, Schlicht and Stephan [12] connected tree-automatic ordinals with automata working on ordinal words [26] and provided an alternative proof of Delhommé’s result. However, in contrast to word-automatic ordinals, it is unknown if the isomorphism problem for tree-automatic ordinals is decidable. We address this isomorphism problem in the current paper. We prove two main results. First, we show an ordinal \( \alpha \) together with the ordinal addition operation \( + \) is tree-automatic if and only if \( \alpha < \omega^\omega \). For the proof, by the above mentioned result by Delhommé, it suffices to show that all ordinals \( \alpha < \omega^\omega \) with the ordinal addition operation are tree-automatic. We show that
the natural tree-representations of such ordinals preserve tree-automaticity of the addition operation. We further provide an algorithm that, given two tree-automatic ordinals with the addition operation, decides if the ordinals are isomorphic. Just like in the case of word-automatic ordinals, the proof is based on extracting Cantor Normal Forms from tree automata that represent ordinals with addition. The Cantor Normal Form is based on Cantor’s result that every ordinal is the sum of a finite descending list of $\omega$-powers [4, 5].

2. Basic definitions

This section gives necessary definitions and background to tree automata and tree-automatic structures. Let $\{0, 1\}$ be the binary alphabet and $\leq_p$ be the prefix order on finite binary strings. If $x \leq_p y$ and $x \neq y$ then we say that $y$ properly extends $x$.

By a tree we mean a finite subset $X$ of $\{0, 1\}^*$ such that (1) $X$ is closed under the prefix relation, (2) for every $x \in X$ either no $y \in X$ properly extends $x$ or both $x0$ and $x1$ belong to $X$.

Let $X$ be a tree and $x \in X$. If no string in $X$ properly extends $x$ then we say that $x$ is a leaf of the tree. In case $x \in X$ and $x$ is not a leaf then $x$ is called an internal node of $X$; in this case, the node $x0$ is the left-child of $x$ and $x1$ is the right-child of $x$. For the internal node $x \in X$, both children of $x$ belong to $X$. The null string $\lambda$ belongs to any non-empty tree. The empty string is called the root of the tree. Finally, a maximal linearly ordered set of internal nodes of $X$ is called a branch.

For a finite alphabet $\Sigma$, a $\Sigma$-tree is a function $t : X \to \Sigma$ where $X$ is a tree. In this case the domain of $t$, denoted by $\text{dom}(t)$, coincides with the set $X$. We denote the set of all $\Sigma$-trees by $T_\Sigma$. A $\Sigma$-tree language (or simply a language) is any set of $\Sigma$-trees. Thus, $\Sigma$-tree languages are simply subsets of $T_\Sigma$.

**Definition 2.1.** A tree automaton $M$ is a tuple $(S, \delta, I, F)$, where $S$ is a finite set of states, $\delta : S \times \Sigma \to P(S \times S)$ is the transition table, $I \subseteq S$ is the set of initial states and $F \subseteq S$ that of accepting states. These tree automata are sometimes called top-down automata.

Given a tree automaton $M$ and a $\Sigma$-tree $t$, one naturally defines the notion of a run of $M$ on the tree $t$. Namely, a run of $M$ on $t$ is a function $r : \text{dom}(t) \to S$ such that the following conditions are satisfied:

1. The run starts at the root with an initial state. Namely, $r(\lambda) \in I$.
2. The run is consistent with the transition table. Namely, for all internal nodes $x \in \text{dom}(t)$, if $r(x) = s$ and $t(x) = \sigma$ then $(r(x0), r(x1)) \in \delta(s, \sigma)$.

Note that there could be several runs of $M$ on any given $\Sigma$-tree $t$. For such a run $r$, if $r(x) \in F$ for all leaves of the tree $\text{dom}(t)$ then we say $r$ is an accepting run of $M$ on $t$. We say that $M$ accepts the tree $t$ if $M$ has an accepting run on $t$. Define

$$L(M) = \{t \mid \text{the automaton } M \text{ accepts } t\}.$$ 

We call $L(M)$ the language of the automaton $M$ or the language recognised by the automaton $M$.

Note that our restrictive definition of trees above simplifies the transition table in the previous definition, since one need not consider the case of nodes with only one direct successor.
Definition 2.2. A Σ-tree language \( L \) is called regular if there exists an automaton \( \mathcal{M} \) such that \( L \) is the language of the automaton \( \mathcal{M} \), that is, \( L = L(\mathcal{M}) \).

It is well-known that the class of regular Σ-tree languages forms a Boolean algebra under the set-theoretic boolean operations. Tree automata also satisfy an important decidability property that solves the emptiness problem. Namely, there exists an algorithm (that runs in linear time on the sizes of input automata) that, given an automaton \( \mathcal{M} \), decides if \( \mathcal{M} \) accepts at least one Σ-tree.

Note that a unary relation on \( T_\Sigma \) is recognised by tree automata if and only if it is regular. In order to define \( n \)-ary relations that are recognised by tree automata, we need to define the convolution operation on \( n \)-tuples of Σ-trees. Here we describe the convolution operation for pairs \( (t_1, t_2) \) of Σ-trees; the convolution of \( n \)-tuples of Σ-trees can easily be defined in a similar way.

Definition 2.3. Let \( \diamond \) be a symbol that does not belong to \( \Sigma \). Given Σ-trees \( t_1 \) and \( t_2 \), the convolution \( \text{conv}(t_1, t_2) \) is a function with domain \( \text{dom}(t_1) \cup \text{dom}(t_2) \) such that for all \( x \in \text{dom}(t_1) \cup \text{dom}(t_2) \) we have the following properties:

1. If \( x \in \text{dom}(t_1) \cap \text{dom}(t_2) \) then \( \text{conv}(t_1, t_2)(x) = (t_1(x), t_2(x)) \).
2. If \( x \in \text{dom}(t_1) \setminus \text{dom}(t_2) \) then \( \text{conv}(t_1, t_2)(x) = (t_1(x), \diamond) \).
3. If \( x \in \text{dom}(t_2) \setminus \text{dom}(t_1) \) then \( \text{conv}(t_1, t_2)(x) = (\diamond, t_2(x)) \).

This definition allows us to define tree automata recognisable \( n \)-ary relations on the set of all Σ-trees:

Definition 2.4. An \( n \)-ary relation \( R \) on the set \( T_\Sigma \) is tree automata recognisable (or tree-automatic) if there exists a tree automaton \( \mathcal{M} \) that recognises the convolution \( \text{conv}(R) \) of the relation \( R \), that is:

\[
L(\mathcal{M}) = \{\text{conv}(t_1, t_2, \ldots, t_n) \mid (t_1, t_2, \ldots, t_n) \in R\}.
\]

Now we connect the notion of tree automata recognisability with algebraic structures. Recall that a relational algebraic structure is a first order structure of the form

\[
\mathcal{A} = (A; R_1^{n_1}, \ldots, R_k^{n_k}),
\]

where \( A \) is a non-empty set (called the domain of \( \mathcal{A} \)) and for each \( i = 1, \ldots, k, R_i^{n_i} \) is a relation of arity \( n_i \) on the domain \( A \). These relations are called atomic relations of the structure. Note that any structure with operation symbols can be transformed into a relational structure by replacing each atomic operation with its graph. So, we identify such structures with their relational counterparts as just described.

In this paper, our interest is in ordinals with addition. We adopt the convention to identify each ordinal with the set of its predecessors; ordinals are further (implicitly) identified with isomorphism types of well-founded linearly ordered sets. The ordinal \( \omega^\omega \) with the addition operation can be viewed as the algebraic structure

\[
(\omega^\omega; \leq, +),
\]

where \( \omega^\omega \) equals the set of all ordinals strictly less than \( \omega^\omega \), \( \leq \) is the natural linear order relation on ordinals (that is, \( \alpha < \beta \) iff \( \alpha \in \beta \) for ordinals \( \alpha \) and \( \beta \)) and \( + \) is the addition operation of ordinals. Here the addition operation on an ordinal \( \delta \) is identified with its graph \( \{(\alpha, \beta, \gamma) \mid \alpha, \beta, \gamma < \delta \land \alpha + \beta = \gamma\} \). We note that not every ordinal is closed under addition. So, \( + \) is a binary partial operation.

The following definition now connects algebraic structures with tree automata:
Definition 2.5. An algebraic structure $\mathcal{A} = (A; R_1^n, \ldots, R_k^m)$ is tree-automatic if the domain $A \in T_2$ and the atomic relations $R_1^n, \ldots, R_k^m$ on $A$ are all recognised by tree automata. Any tuple of tree-automata that recognise $\mathcal{A}$, $R_1^n$, $\ldots$, $R_k^m$ is called a (tree-automatic) representation of the structure.

If an algebraic structure is isomorphic to a tree-automatic structure, then we say that it is tree-automata presentable. Since we are interested in structures up to isomorphism, we abuse our definition and often call tree-automata presentable structures tree-automatic structures. This will be clear from the context. For this paper we use the following foundational theorem in the theory of automatic structures [2] [9, 10, 15]. The proof of the theorem follows from the closure properties of regular tree-languages and the decidability of the emptiness problem for tree automata:

Theorem 2.6. There exists an algorithm that given a tree-automatic structure $\mathcal{A}$ and a first order formula $\phi(x_1, \ldots, x_n)$ with $n$ variables $x_1, \ldots, x_n$, constructs a tree automaton $M_\phi$ such that $M_\phi$ accepts a tuple $(t_1, \ldots, t_n)$ if and only if $\mathcal{A} \models \phi(t_1, \ldots, t_n)$. In particular, the first order theory of any tree-automatic structure is decidable.

Finally, we refer the reader to the articles of Blumensath and Grädel [2], Delhommé [6], Khoussainov and Minnes [14], Khoussainov and Nerode [16], Kuske [18] and Rubin [21, 25] for the background and open questions in the area of automatic structures. For simple and non-trivial examples of word-automatic structures we refer to the articles of Ishihara, Khoussainov and Rubin [11], Nies [22], Nies and Thomas [23] and Stephan [28].

3. TREE-AUTOMATIC ORDINALS WITH ADDITION

Our main result in this section is the following theorem.

Theorem 3.1. Let $\alpha$ be an ordinal such that $\alpha < \omega^\omega$. Then the structure $(\alpha; \leq, +)$ of the ordinal $\alpha$ together with ordinal addition is a tree-automatic structure.

Proof. For the reader and ease of understanding, we provide some background and intuition for ordinals $\alpha \leq \omega^\omega$. These will also be needed for the next theorem. The ordinal $\omega^\omega$ can be viewed as the sum:

$$\omega^\omega = \omega + \omega^2 + \ldots + \omega^n + \ldots.$$  

The ordinals $\omega^n$, where $n > 1$, are defined by induction through the supremum of the sequence of ordinals

$$\omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \omega^{n-1}, \ldots.$$  

So, the ordinal $\omega^\omega$ can be viewed as the sum:

$$\omega^\omega = \omega + \omega^2 + \omega^3 + \ldots + \omega^n + \ldots.$$  

Let $p(X)$ be a notation for polynomials with non-negative integer coefficients. We represent these polynomials as

$$p(X) = X^n a_n + X^{n-1} a_{n-1} + \ldots + X a_1 + a_0,$$

where $a_n > 0$ whenever $p(X) \neq 0$. Here we explicitly wrote the coefficients on the right side of the variables, since the multiplication and addition operations on ordinals are not commutative. For any ordinal $\alpha < \omega^\omega$, there are unique polynomials $p_0(X), \ldots, p_k(X)$ and integer coefficients $c_0, \ldots, c_k$ with $c_k > 0$ such that
\[ \omega = \omega^0 + \omega^1 + \omega^2 + \ldots \]

- \(\alpha = \omega^p(\omega) c_0 + \omega^p(\omega) c_1 + \ldots + \omega^p(\omega) c_k + \omega^p(\omega) c_k \) and
- \(p_0(\omega) > p_1(\omega) > \ldots > p_k(\omega)\).

When adding ordinals described in the form above, one takes into account the following equations from ordinal arithmetic:

\[ \omega^a m + \omega^a n = \omega^a (m + n), \quad \text{and} \quad \omega^a + \omega^b = \omega^b, \]

where \(m\) and \(n\) are natural numbers and \(\alpha < \beta\) are ordinals. For instance,

\[ (\omega^3 4 + \omega^2 7 + \omega^6 3 + \omega^2 + 1) + (\omega^2 2 + \omega^6 3 + \omega^5 + 5) = \omega^3 4 + \omega^2 9 + \omega^6 3 + \omega^5 + 5. \]

To prove the desired result, it suffices to show that each ordinal \(\omega^\omega\) with the ordinal addition operation \(+\) is a tree-automatic structure. This yields a representation of \(\alpha; \leq, +\) for any ordinal \(\alpha < \omega^\omega\), since the class of tree-automatic structures is closed under products. The proof is by induction on \(n\).

We first explain a tree-automatic presentation of \(\omega^\omega\). Note that every non-null ordinal \(\alpha < \omega^\omega\) can be uniquely written as

\[ \omega^m b_m + \ldots + \omega^1 b_1 + \omega^0 b_0, \]

where \(b_m > 0\) and the coefficients \(b_m, \ldots, b_0\) are natural numbers. The integer \(m\) is called the degree of \(\alpha\). We represent this \(\alpha\) as the following \(\{0, 1\}\)-tree \(t_\alpha\):

1. The leftmost branch of \(t_\alpha\) has length \(m + 1\) and nodes \(v_i = 0^i\) for \(i \leq m\).
2. For each \(i\), the rightmost branch containing \(v_i\) has length \(k_i\) above \(v_i\) and nodes \(w_j = v_j^{-1}1^j\) for \(j \leq k_i\) and codes the coefficient \(b_i \in [2^{k_i}, 2^{k_i+1})\) in binary format, beginning with the least-significant bit.
3. \(dom(t_\alpha)\) does not contain any more nodes than implied by (1) and (2), and \(t_\alpha(s) = 0\) for all \(s \in dom(t_\alpha)\) not mentioned there.

Let \(L_1\) be the set of all \(\{0, 1\}\)-trees \(t_\alpha\) that represent ordinals \(\alpha < \omega^\omega\). It is clear that \(L_1\) is a regular tree language. It is not too hard to see that there exist tree automata \(M^{(1)}_\leq\) and \(M^{(1)}_+\) such that, given trees \(t_\alpha\), \(t_\beta\) and \(t_\gamma\) representing ordinals \(\alpha, \beta, \gamma < \omega^\omega\), the automata \(M^{(1)}_\leq\) and \(M^{(1)}_+\) verify that \(\alpha \leq \beta\) and \(\alpha + \beta = \gamma\). For instance, \(M^{(1)}_\leq\) by reading \(conv(t_\alpha, t_\beta)\) non-deterministically makes one of the following choices:

1. The automaton guesses and verifies that the degree of \(\beta\) is greater than that of \(\alpha\). In this case \(M^{(1)}_\leq\) accept the convolution \(conv(t_\alpha, t_\beta)\).
2. The automaton guesses and verifies that both \(\alpha\) and \(\beta\) have the same degree, and then compares the coefficients of \(\alpha\) and \(\beta\) lexicographically.

Similarly, using the properties of the addition operation stated above, one can describe the desired automaton \(M^{(1)}_+\).

1. The automaton guesses at each internal node \(v_i\) of \(dom(t_\alpha)\) whether the Cantor Normal Form of \(\beta\) contains a non-vanishing multiple of \(\omega^k\) for some \(k > i\).
2. For any \(i < k\) such that the guess in (1) is positive, we take as coefficient of \(\omega^i\) in the sum only the one appearing in the representation of \(\beta\); when the guess is negative, we take the sum of the coefficients of \(\omega^i\) appearing in \(\alpha\) and \(\beta\).

So, \(\omega^\omega\) with the addition operation is a tree-automatic structure.

Suppose now that we have a regular tree language \(L_n\), that represents all ordinals \(\alpha < \omega^n\), and tree automata \(M^{(n)}_\leq\) and \(M^{(n)}_+\) such that, given trees \(t_\alpha\), \(t_\beta\) and \(t_\gamma\)
representing ordinals $\alpha, \beta, \gamma < \omega^n$, the automata $M^{(n)}_\preceq$ and $M^{(n)}_+$ verify that $\alpha \leq \beta$ and $\alpha + \beta = \gamma$.

Elements $\alpha$ of $\omega^{n+1}$ can be identified with finite tuples $(\alpha_0, \ldots, \alpha_k)$, where each $\alpha_i$, $i = 1, \ldots, k$, is an element of $\omega^n$. Intuitively, the tuple $(\alpha_0, \ldots, \alpha_k)$ represents the ordinal $(\omega^n)^k \times (\alpha_k) + (\omega^n)^{k-1} \times \alpha_{k-1} + \ldots + (\omega^n) \times \alpha_1 + (\omega^n)^0 \times \alpha_0$. The order between such tuples is given by length-lexicographic order of $(\alpha_k, \ldots, \alpha_0)$, when $\alpha_k$ is non-zero or $k = 0$. We represent these tuples $\alpha$ as the following binary tree:

1. The leftmost branch of $t_\alpha$ has length $k + 1$ and nodes $v_i = 0^i$ for $i \leq k$.
2. For each $i \leq k$, the right subtree of $v_i$ is a copy of $t_\alpha$, with its root copied to the right child of $v_i$.
3. $\text{dom}(t_\alpha)$ does not contain any more nodes than implied by $\text{(1)}$ and $\text{(2)}$ and $t_\alpha(s) = 0$ for all $s \in \text{dom}(t_\alpha)$ not mentioned there.

Let $L_{n+1}$ be the tree language consisting of trees as we described above. The tree language $L_{n+1}$ is a regular tree language. So, the trees from $L_{n+1}$ represent elements of the ordinal $\omega^{n+1}$. Now, using the tree automata $M^{(n)}_\preceq$ and $M^{(n)}_+$ as subroutines, it is not too hard to construct tree automata $M^{(n+1)}_\preceq$ and $M^{(n+1)}_+$ that recognise the order relation and the addition operation of the ordinal $\omega^{n+1}$. The proof is similar to the case of $M^{(1)}_\preceq$ and $M^{(1)}_+$ above.

Remark 3.2. The anonymous referees asked whether there exist ordinals $\alpha$ for which $(\alpha; \preceq, +)$ is not automatic while $(\alpha; \leq)$ is automatic. Of course, if there are $\beta, \gamma < \alpha$ with $\beta + \gamma \geq \alpha$ then the ordinal $\alpha$ can treat the addition only as an automatic relation $\{ (\beta, \gamma, \delta) : \beta, \gamma, \delta < \alpha \land \beta + \gamma = \delta \}$ and not as a function, as the latter would have undefined places in the case that the sum exceeds $\alpha$. For these ordinals, one has that if $(\alpha; \leq)$ has an automatic presentation then $(\alpha; \leq, +)$ has also an automatic presentation, which might be different from the previous one, as seen above. However, if $\omega \leq \alpha < \omega^n$, there is a further presentation where $(\alpha; \leq)$ is automatic but the addition not. The main idea would be to code the coefficients of the Cantor normal form not in binary as done above, but in unary; then there are trees where the height of the sum is approximately twice that of the original ordinals and an easy application of the pumping lemma shows that such a function cannot be tree-automatic. The natural numbers coded in unary are a well-known example of a word-automatic structure where order and remainders are automatic while the addition is not.

4. Deciding the isomorphism problem

The goal of this section is to prove the following decision theorem that solves the isomorphism problem for tree-automatic ordinals with the addition operation. For this, we need to handle addition on sets which are not closed under addition. Therefore we recall that $(\alpha; +, <)$ is a tree-automatic ordinal with addition iff $(\alpha; <)$ is a tree-automatic ordinal and $+$ is a partial tree-automatic function with tree-automatic domain such that for $\beta, \gamma \in \alpha$, $\beta + \gamma$ is defined and takes as value the ordinal sum of $\beta$ and $\gamma$ iff that sum is a member of $\alpha$, that is, iff it is strictly less than $\alpha$.

Theorem 4.1. There exists an algorithm that, given two tree automatic ordinals with the addition operation, decides if the ordinals are isomorphic.

Proof. Recall that, by Delhommé’s result mentioned in the introduction, if $(\alpha; \leq, +)$ is a tree-automatic ordinal, then $\alpha < \omega^\omega$. We will be using this fact implicitly. The
following well-known claim (see e.g. [13, 27]) shows that we can use the addition operation to identify powers of the ordinal \( \omega \). For the present work, we only consider such powers of the ordinal \( \omega \) which are of the form \( \omega^p(\omega) \), where \( p(X) \) is a polynomial; larger powers of \( \omega \) like \( \omega^{\omega} \) do not need to be considered, as they are not tree-automatic.

**Claim 4.2.** An ordinal \( \beta < \omega^\omega \) is closed under the addition operation + if and only if \( \beta \) is a power of the ordinal \( \omega \).

Indeed, if \( \beta \) is of the form \( \omega^p(\omega) \), where \( p(X) \) is a polynomial, then it is easy to check that \( \beta \) is closed under the addition operation +. Otherwise, \( \beta \) is of the form

\[
\beta = \omega^p(\omega) c + \beta',
\]

where \( 0 < \beta' < \omega^p(\omega) \) and \( c > 0 \), or \( \beta' = 0 \) and \( c > 1 \). So, \( \omega^p(\omega) < \beta \) yet \( \omega^p(\omega)(c + 1) \geq \beta \). Therefore, \( \beta \) is not closed under the addition operation.

So, let \( (\alpha; \leq, +) \) be a tree-automatic ordinal with the addition operation +. Consider the following set:

\[
P_\alpha = \{ \beta \leq \alpha \mid \beta \neq 0 \land \forall \forall \forall (\gamma < \beta \land \gamma' < \beta \Rightarrow \gamma + \gamma' \text{ is defined and } \gamma + \gamma' < \beta) \}.
\]

The set \( P_\alpha \) is a regular tree language by Theorem [2.6] (since it is first order definable) and the order \( \leq \) restricted to \( P_\alpha \) is an ordinal; we will identify \( P_\alpha \) with this ordinal. Our second claim is the following:

**Claim 4.3.** The ordinal \( P_\alpha \) is a tree-automatic ordinal strictly less than \( \omega^\omega \).

To see this, use that the set \( P_\alpha \) consists of the powers of \( \omega \) less or equal to \( \alpha \) by Claim [4.2]. If the ordinal \( P_\alpha \) equals \( \gamma \), then \( \omega^\gamma \leq \alpha \). Since \( \alpha < \omega^\omega \), this implies \( \gamma < \omega^\omega \).

**Claim 4.4.** Given a tree-automatic ordinal \( \alpha \), we can effectively compute the Cantor Normal Form of the ordinal \( P_\alpha \).

Here our argument is the same as in the word-automatic case for ordinals [17].

By Theorem [2.6], there is an algorithm that, when given as input any tree-automatic presentation of \( (\alpha; +, \leq) \), computes a tree-automatic presentation of the ordinal \( (P_\alpha; \leq) \). Let \( \gamma_0 \) denote this ordinal. It is strictly less than \( \omega^\omega \) by Claim [4.3].

We will iterate the following step, beginning with \( k = 0 \), until the resulting ordinal is the empty set. First we compute the number \( b_k \) of steps which one needs to remove the largest element of \( \gamma_k \) until the resulting ordinal is a limit ordinal, that is, has no largest element. Next we let \( \gamma_{k+1} \) be the subset of \( \gamma_k \) of all limit ordinals in \( \gamma_k \), that is, of all ordinals \( \delta \) which satisfy that there are smaller ordinals than \( \delta \), but among those there is no largest one. Now we let \( k = k + 1 \) and iterate this process.

For each \( k \) it holds that \( \gamma_k = \omega \cdot \gamma_{k+1} + b_k \). Thus, in the Cantor Normal Form, the degree of \( \gamma_{k+1} \) is one below that of \( \gamma_k \) and \( b_k \) is the last constant part of the Cantor Normal Form of \( \gamma_k \). Iterating this gives that the Cantor Normal Form of \( P_\alpha \) is \( \omega^h \cdot b_0 + \ldots + \omega \cdot b_1 + b_0 \) and \( h \) is the least value where \( \gamma_{h+1} \) is the empty set.

Since the procedure is effective by Theorem [2.6], this proves Claim [4.4].

**Claim 4.5.** Given a tree-automatic ordinal with addition \( (\alpha; \leq, +) \), we can effectively compute a tree-automatic ordinal with addition \( (\alpha'; \leq, +) \) such that \( \alpha = \omega^{p_\alpha} + \alpha' \) and this procedure allows to compute the Cantor Normal Form of \( \alpha \).
The ordinal $\omega^\alpha$ is equal to $\alpha$ in the case that $\alpha$ is closed under $+$ and in this case, $\alpha' = 0$. Otherwise $\omega^\alpha$ is the smallest ordinal $\beta \in \alpha$ such that there is no $\gamma$ with $\beta < \gamma < \alpha$ which is closed under $+$; this $\beta$ exists by the well-orderedness of $\alpha$. Now we define $\alpha' = \{ \gamma \in \alpha : \beta + \gamma$ is defined and in $\alpha \}$ and inherit the addition from $\alpha$ to $\alpha'$ as follows: for $\gamma, \delta \in \alpha'$, we check whether $\gamma + \delta$ and $\beta + (\gamma + \delta)$ are both defined in $(\alpha; \leq, +)$; if so, then we let $\gamma + \delta$ have in $(\alpha'; \leq, +)$ the same value as in $(\alpha; \leq, +)$, else we let $\gamma + \delta$ be undefined in $(\alpha'; \leq, +)$. We note that $\alpha' < \alpha$, as $P_\alpha$ is the exponent of the highest $\omega$-power with nonzero coefficient in the Cantor Normal Form of $\alpha$ and this coefficient is then in $\alpha'$ at least by one smaller.

Now we let $\alpha_0 = \alpha$ and $\ell = 0$. While $\alpha_\ell$ is not an $\omega$-power, we update $\alpha_{\ell+1} = \alpha'_\ell$ and $\ell = \ell + 1$. Now let $\ell$ be the final value of this process and $\alpha_0, \alpha_1, \ldots, \alpha_\ell$ as defined on the way. It is easy to see by induction that the ordinals in this sequence form a strictly descending chain and that

$$\alpha = \sum_{k=0}^\ell \omega^{P_{\alpha_k}} = \omega^{P_{\alpha_0}} + \omega^{P_{\alpha_1}} + \ldots + \omega^{P_{\alpha_\ell}}.$$ 

This is just due to the fact that for the Cantor Normal Form $\sum_{k=0}^h \omega^{P_{\alpha_k}}$ of $\alpha$, by induction for every $k$ the Cantor Normal Form of $\alpha_k$ equals $\sum_{k'=0}^{h_k} \omega^{P_{\alpha_k'}}$ and thus $P_{\alpha_k} = \beta_k$. It follows that $\ell = h$, since $h$ is least such that $\omega^{\beta_h}$ is an $\omega$-power. We can effectively determine $\ell$ and the Cantor Normal Form of all $\alpha_k$ by Claim 4.4. We can therefore also effectively determine the Cantor Normal Form of $\alpha$ by counting equal $\omega$-powers in the last equation.

**Claim 4.6.** *The isomorphism problem of tree-automatic ordinals with addition is decidable.*

This follows from Claim 4.5. Suppose that two tree-automatic ordinals with addition $(\alpha; \leq, +)$ and $(\beta; \leq, +)$ are given. Using the process above, we produce the Cantor Normal Forms for both of these ordinals. The ordinals are isomorphic if and only if the two Cantor Normal Forms produced coincide.
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