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Abstract
This paper presents ORCEA, a novel object recognition method applicable for objects describable by a generative model. The primary goal of ORCEA is to maintain a probability density distribution of possible matches over the object parameter space, while continuously updating it with incoming evidence; detection and regression are by-products of this process. ORCEA can project primitive evidence of various types (edge element, area patches etc.) directly on the object parameter space; this made possible by the study phase where ORCEA builds a probabilistic model, for each evidence type, that links evidence and the object-parameters under which they were created. The detection phase consists of building the joint distribution of possible matches resulting from the set of given evidence, including possible grouping to signal/noise; no additional algorithmic steps are needed, as the resulting PDF encapsulates all knowledge about possible solutions. ORCEA represents the match distribution over the parameter space as a set of Gaussian distributions, each representing a concrete probabilistic hypothesis about the object, which can be used outside its scope as well. ORCEA was tested on synthetic images with varying levels of complexity and noise, and shows satisfactory results; real-world input will be tested the next stage of the project.

1 Introduction
In this article I introduce ORCEA, a novel method for object detection, applicable for objects describable by a generative model. This method bridges directly between low-level input (edge elements, color patches etc.) and the distribution of possible matches. This is done by projecting the evidence PDF into the object parameter space, hence rendering unnecessary nearly any algorithmic steps.

ORCEA was developed based on my accumulative experience in the field of industrial object recognition, which has expanded over the years to include a large variety of object types, from musical notes to plant parts. So far, ORCEA has only been tested on synthetic images; this article represents its theory, describes briefly its current implementation, and presents first test results on synthetic input. Future articles will deal with implementation issues, real world images and benchmarks.

1.1 Object recognition from engineering perspective.
I will start by posing three engineering questions relevant to physical system analysis, and then project them into the domain of object recognition:

1. What materials compose the system, either flowing through it or stationary?
2. Which laws of nature describe their behavior?
3. What are the external constraints of the system?

If this article was about wind turbine design, the answers were evident. Air flows through the system, moving a turbine; the air flow is an external constraint, resulting from the weather; and the whole system obeys the laws of Newtonian physics and fluid dynamics.

The situation for imaging solutions appears to be quite the opposite: the designer is free to formulate any set of rules, and handle any subset of external input, as long as it works. Using the wind turbine analogy, the designer can control the laws of nature and even the weather
to some extent. While the physical approach to solution design will use a set of global rules defined outside its scope, the algorithmic one will define most of its rules internally and work out the adjustments for best results. This has resulted in proliferation of algorithmic methods and solutions, each with its own internal reasoning. I will use the term XMR (external model rules) and IMR (internal model rules) for physical and algorithmic approaches respectively.

A good example of the difference between the two approaches is weather prediction: the algorithmic approach will look for a set of rules and processing steps or network architecture, while the physical approach will represent the atmospheric state by a set of equations and solve it numerically. They both estimate rain and temperature and both use statistics of past observations. However, IMR will use any set of algorithmic rules that leads to good results, while XMR will use a given set of physical rules and constrains to build a holistic physical model of the atmosphere.

While IMR is about processing steps and their order, XMR sees the system as a non-hierarchical collection of elements, or even continuum, that are in balance, whether static or dynamic. XMR is about using the rules of nature to describe this balance. There is no algorithm or hierarchy behind fluid flow, therefore its calculation should rely the least possible on a specific set of algorithmic steps.

The reasons for using IMR for object detection and XMR for physical systems are evident: training a heuristic detection system is cheap, while none will look, for example, for optimal aircraft design solely by trial-and error. In addition, finding the imaging equivalent to questions 1-3 above is challenging; it requires formulating an external rule set that applies to any object detection case, regardless of specific case characteristics or designer preferences.

Object detection is generally IMR, with some XMR components, mainly statistic classifiers and regression methods. These two use externally defined rule sets, whether statistic or geometric, and can provide optimal generic solutions without significant case-specific algorithm adaptations. However, each one solves an isolated part of the detection flow.

A holistic XMR object detection framework can separate between the problem definition and its solution. Once the problem is well defined (using questions 1-3), the solution is merely a numeric issue, whereas for IMR, the solution itself tends to become most of the problem.

1.2 Structure of this document

This document is structured as follows:

- Sec. 1.3 represents ORCEA general approach with minimal details
- Sec. 1.4 shows ORCEA relation to other methods.
- Sec. 2 provides a detailed description of ORCEA, including concepts and terminology (Sec. 2.1) and some test cases (Sec. 2.2), followed by a detailed probabilistic model (Sec. 2.3 2.4).
- Sec. 3 presents test results for cases in Sec. 2.2
- Sec. 4 includes a discussion of ORCEA implications and the road ahead.

1.3 ORCEA: XMR object recognition framework

I will use the term ORS for object recognition systems. Most ORS are composed of several processing steps, which may include filtering and grouping of internal results. For example, face detection ORS could use local feature extraction followed by CNN on selected areas, and NMS to select the best match. Scientific works usually focus on the more interesting element (CNN in this case), and treat the rest as necessary "heuristic glue". However, XMR ORS should model the whole process, and exclude only external constrains. This is necessary in order to model the output as direct result of the input, with minimal dependency on system internals.

ORS are built to receive evidence set \( E = \{ e_1, e_2, ..., e_n \} \) and processes it to gain some knowledge about the object of interest. ORS targets range from detecting object presence, to object localization, up to full model matching; each variant has many implementations depending on case-specifics. However, they all have one thing in common: all ORS narrow down
the range(s) of possible match(es) in the object model parameter space, by using externally-supplied evidence.

Model match algorithms operate in the model parameter space. For example, circle detection in 2D image will look for matches in \( \{x, y, r\} \) space, where \( x, y \) is the circle center and \( r \) its radius. If \( \Phi_M \) is the model parameter space, \( m \) is a point in \( \Phi_M \) representing a possible match, \( E \) is the evidence set, and \( G_m(E) \) is the probability density over \( \Phi_M \) that \( E \) was generated by \( m \):

\[
G_m(E) = p(m|E)
\]

(1)

than any ORS will search \( G_m(E) \) or its marginals for significant ranges or maxima. Full model match will seek a single salient range in \( G_m(E) \); localization will attempt to narrow the range of \( G_m(E) \) spatial parameters; and object presence will try to verify that a salient range exists.

\( E \) will typically contain both object-related evidence and random noise: \( E = C \cup U \), where \( C \) is the subset of object-correlated evidence and \( U \) is the subset of random ones. Nearly all ORS will attempt to distinguish between them, either to meet design requirements (RANSAC model fitting for example) or to facilitate its operation. Any ORS that involves noise filtering, clustering or segmentation exercises some sort of evidence classification or grouping. These steps are usually treated as internal heuristics; however, they cannot be excluded from the XMR model.

Following the above, \( G_m(E) \) can be written as the weighted sum of all distributions resulting from the various \( \{C, U\} \) grouping, each division assigned a weight according to its probability:

\[
G_m(E) = \sum_{i=1}^{n_d} \left[ P(C_i, U_i) \cdot p(m|C_i, U_i) \right]
\]

(2)

where \( n_d = 2^{|E|} \) is the number of possible \( E \) divisions into \( C \) (signal) and \( U \) (noise), \( C_i, U_i \) are the sets resulting from division \( i \), and \( p(m|C_i, U_i) \) is a probability density given evidence sets \( \{C_i, U_i\} \), where its weight \( P(C_i, U_i) \) is the probability to get this division from all possible \( n_d \) divisions. Note that as \( U_i \) are not object correlated, \( p(m|C_i, U_i) \equiv p(m|C_i) \). To make it clearer \( P(C_i, U_i) \) can be written as:

\[
P(C_i, U_i) = \frac{Q(C_i, U_i)}{\sum_{k=1}^{n_d} Q(C_k, U_k)}
\]

where

\[
Q(C_i, U_i) = \int_{\Phi_M} p(C_i, U_i|m) \cdot p(m) \, dm
\]

(3)

Expansion of Eq. (2) is further developed Sec. 2.4 Eq. (11)

Most ORS involve a combination of several tasks; they all operate in the same object model parameter space, each focusing on a limited range of space or parameters. However, ORS do not attempt to calculate \( G_m(E) \) explicitly. ORCEA, on the other hand, was designed to calculate \( G_m(E) \), and to continuously update it with incoming evidence. It was not designed to solve a detection or regression problem, but rather enables deriving them from \( G_m(E) \) when needed. Note that:

1. Both \( G_m(E) \) and \( E \) are implementation-independent, resulting only from the statistics and geometry of \( M \).
2. \( G_m(E) \) contains all knowledge about possible matches, not only the best match or the distance from it. It can encapsulate ambiguous situations like multi-modality or lack of information.
3. \( E \) is a random collection of random variables of various types, and can be of any size.
4. \( G_m(E) \) is invariant to the order of \( E \) member; any permutation of \( E \) should yield the same result.
5. Eq. (2) uses the same probability space and distribution for various \( E \) divisions; hence actions like evidence grouping, noise removal and outliers detection can be an integral part of an ORS using this model.
Probability densities are usually constructed by collecting observations; doing so for \(G_m(\mathcal{E})\) directly is practically impossible, as its random variable \(\mathcal{E}\) can contain any number of members, of various types. Even limiting it to some large number and discarding permutations will require collecting huge amounts of observations, and constructing a separate \(G_m(\mathcal{E})\) for each type combination.

ORCEA solves this by using \(G_m(\mathcal{e} \in \mathcal{E})\) instead. Every single evidence \(\mathcal{e}\) in \(\mathcal{E}\) holds some information about possible matches in \(\Phi_m\). A corner of an object, for example, narrows the match ranges considerably; edge elements have a lesser narrowing effect, but even a color patch has some information about the “whereabouts” of possible matches. Put more formally, this information is expressed as \(G_m(\mathcal{e})\), the probability distribution over \(\Phi_m\) that evidence \(\mathcal{e}\) was generated by model parameters \(m\):

\[
G_m(\mathcal{e}) = p(m|\mathcal{e})
\]

ORCEA uses \(G_m(\mathcal{e})\) to calculate \(G_m(\mathcal{E})\) as a stationary Markov process where a new evidence is added to \(\mathcal{E}\) at each step. The process state at step \(n+1\), \(G_m(\mathcal{E}_{n+1})\), can be calculated as the joint distribution of \(G_m(\mathcal{E}_n)\) and \(G_m(\mathcal{e}_{n+1})\):

\[
G_m(\mathcal{E}_{n+1}) = J(G_m(\mathcal{E}_n), G_m(\mathcal{e}_{n+1}))
\] (4)

where \(J\) is an operator that creates the joint distribution over \(\Phi_m\) of \(G_m(\mathcal{E})\) and a single new evidence \(\mathcal{e}\); this operator is developed in Sec. 2.4.

Implementation of Eq. 4 requires developing operator \(J\), and building \(G_m(\mathcal{e})\). While the first will be valid for all models, the second depends both on the specific model statistics and evidence type, and requires per-model data gathering and analysis. In this work I have created \(G_m(\mathcal{e})\) for each model and evidence type by generating synthetic evidence and fitting a GMM (Gaussian mixture model) to their populations.

\(G_m(\mathcal{E})\) is implemented using GMM (Gaussian mixture model); detection, regression, and any other variants are implemented as operations on it. For example, if \(G_m(\mathcal{E})\) is close enough to uni-modality with small variance, then its peak describes an exact match. Note that “close enough to uni-modality with small variance” implies having several case-specific parameters; ORCEA makes a distinction between the process of building and maintaining \(G_m(\mathcal{E})\), which is nearly clean of any heuristics, and the case-specific operations on it, which requires external tolerance parameters.

Therefore, ORCEA’s most important characteristics are: ‘always keep all options on the table’ - maintain a continuous distribution of possible matches, and update it on each new evidence. In addition, process stationarity implies that the state should not depend on evidence order; any permutation of an evidence set should yield the same state. These characteristics are, more or less, the antithesis of conventional algorithm design; algorithms have an ending point where the results are generated, they prefer to narrow down the possible solution range and reduce dimensionality wherever possible, they usually depend on strictly structured input, and they process it in a predefined order of actions.

The idea of a process state that is valid all along the continuous flow of incoming evidence may appear unconventional. However, consider a human driver accessing a crossroad: information flows in continuously, and is immediately used to update the world model. This information is used to prioritize actions and acquisition of additional data (where to look, what to check). Similarly, valid \(G_m(\mathcal{E})\) can be used for optimal resource usage. Valid \(G_m(\mathcal{E})\) has value far beyond autonomous cars or robotics; as \(G_m(\mathcal{E})\) has a concrete, absolute probabilistic meaning, it can be the basis of an open architecture where several such processes update and use each other’s state. This is not possible with algorithms like NN, where the state has internal meaning only.

### 1.3.1 ORCEA innovative implications

1. **Explainable, transferable model**: As described in Sec. 2.4, \(G_m(\mathcal{E})\) captures the entire solution space and represents it as a set of concrete probabilistic hypotheses about the object, which can be used across algorithm boundaries. On the importance of explainable AI see Mohseni et al. [9].
2. **Unified framework for the entire detection process:** As Malik et al. [8] have stated, detection is implemented usually as “the three R’s” - recognition, reconstruction and re-organization, three separate processes which can benefit from interacting with each other. ORCEA supplies such a framework, as regression, noise exclusion, and classification are all integral parts of the same probabilistic model.

3. **Minimal algorithm and heuristics:** The detection ‘algorithm’ is simple and uniform for all cases; it consists basically of building and updating a joint distribution, based on incoming events. As $G_m(\mathcal{E})$ and $G_m(e)$ are both represented by GMM, and there is no use of heat-maps or any other volume discrete mapping, the cost of dimensionality is low, and operations such as calculating marginal or conditional distributions are trivial. The order of event processing is irrelevant, except for numerical reasons, as it consists of distribution multiplications. Any type of evidence can be integrated: no heuristics are needed, as they are all expressed in the same $\Phi_M$.

4. **Updating and extending existing model with new data is trivial:** ORCEA has no heuristic parameters, it solely requires $G_m(e)$, which is calculated directly from observations and can be easily updated with new ones. For example, $G_m(e)$ can be calculated as a weighted average with higher weight for latest data, or as sliding window average over time, to enable smooth transition from synthetic objects to real-world ones. Model dimensionality can be extended easily as well, for example in the case of newly discovered latent variables, by assigning an a-priory distribution to the new variables, and updating it gradually with incoming observations.

1.4 **Relation to other methods**

ORCEA cannot yet be compared by benchmarks; in this section I compare its design principles with those of other object recognition methods. I focus on their solution space: Is it $\Phi_M$? How do they map it?

**Generalized Hough Transform (GHT):** The starting point of GHT (Ballard [2]) has much in common with ORCEA. They both operate in the model parameter space $\Phi_M$, and both project a set of evidence $\mathcal{E}$ directly on $\Phi_M$ to create a mapping of $\Phi_M$. However, instead of constructing $G_m(\mathcal{E})$, GHT creates an ‘R-table’, which is a discrete table over $\Phi_M$ that accumulates the projections of each evidence. The contribution of each evidence is not expressed as the PDF $G_m(\mathcal{E})$, but as a discrete distribution of weights over a small area in $\Phi_M$. The best match is the cell with maximum accumulated contributions. This raises several issues:

- The sum of evidence contributions is not equivalent to their joint distribution, therefore the R-table is not equivalent to $G_m(\mathcal{E})$. The R-table has no concrete statistical meaning; at best, it is a monotonically ascending function of $G_m(\mathcal{E})$, without concrete meaning outside its scope.
- The resources required for discrete mapping of $\Phi_M$ and operations on it grow exponentially with dimensionality.
- GHT uses edge elements only. Theoretically it can support area patches or any other object-related evidence; but their $G_m(e)$ equivalent of discrete weights might be too spread or difficult to calculate.

As a result, most of the works related to GHT concentrate on optimizing the process of evidence selection and projection ([10] [6] [15]).

**Regression, RANSAC [4]:** Given evidence set $\mathcal{E}$, regression methods will look for point $m_{opt}$ in $\Phi_M$ that minimizes a distance function $\Delta_m(\mathcal{E}, m)$ between $\mathcal{E}$ and the object resulting from $m$. The distance function will typically use spatial mismatch, but can include other differences. This process requires several iterations starting from a reasonable initial guess. At each iteration outliers are detected using RANSAC (Fischler and Bolles [4]), $m$ is refined accordingly, and
\( \Delta_m(E, m) \) is recalculated. As these steps are resource-expensive, regression methods will not try to construct \( G_m(E) \) or cover \( \Phi_M \), but to optimize the search for \( m_{opt} \).

Let’s look at two examples of 3D cylinder detection using regression: Tran et al. [13] detect a cylinder in a 3D point-cloud. The initial guess is created using local neighborhood properties (normal vectors and curvature); then follows an iterative process of cylinder axis vector approximation, points projection on a plane normal to this vector, 2D circle fitting, and outliers rejection. Finally, the cylinder endpoints are calculated from inliers. Nurunnabi et al. [11] choose another path: they use ROBPCA (Hubert et al. [5]) to detect cylinder axis without outliers, then follow as above, by inliers projection and circle fit. Their solution looks iteration-less, but the costly iterations are encapsulated in ROBPCA.

Note that the main effort in these works is dimensionality reduction: separately detect the axis direction, the radius, and the endpoints. This is typical to many detection algorithms that rely on non-trivial regression; the distance function \( \Delta_m(E, m) \) might be simple, but convergence requires a good first guess, usually by searching is lower-dimension space.

**Statistic classifiers:** Unlike ORCEA, statistic classifiers do not operate in \( \Phi_M \), but each classifier operates in an object feature space according to its design. In addition, the input cannot be a general set of evidence but has to be cast into a feature vector with predefined structure. Statistic classifiers are the right tool for calculating the probability of an object to belong to one of several classes, given a feature vector; however, in the case of object recognition they are largely used as a regression tool, hence solving a different problem than the one they were designed for. Viola and Jones [14] seminal article on face detection supplies a good example: a set of classifiers were trained to distinguish between windows containing a centered face and those without a face. In the detection phase, a sliding window was used to classify patches accordingly. Li and Zhang [7] applied a similar method for multi-view face detection using SURF descriptors, where a classifier for each view (front, half profile, profile) was trained separately. This raises the question: Is \( 1/2 \) a face considered a hit? What about \( 3/4 \)? In both works the authors solved it by an additional heuristic phase of local maxima selection. The point is that the object (face) is defined in the image space or \{image , view-angle\} space, but the classifiers operate in their feature space (SURF or Haar-like descriptors in those cases), thus used like a regression distance function on \( \Phi_M \).

**Artificial Neural Networks:** The root difference between ANN and ORCEA is that ANN are black box by design, built to ‘grow’ their set of rules internally, while ORCEA is a knowledge-based white box, where model internals have global probabilistic meaning. As described in Sec. 2.4 both \( G_m(E) \) and \( G_m(e) \) represent concrete probabilistic hypotheses about the object.

I am sometimes asked if ORCEA can be implemented using ANN. Theoretically it can be done, as ANN is a generic mapping tool that can perform any input-to-output mapping, including \( \Phi \) to \( G_m(E) \); but it will require a manually prepared training set of pairs \( \{E, G_m(E)\} \). ANN handles masses of labeled data well, but defining \( G_m(E) \) manually for huge amounts of \( E \) variants is impossible.

There are several works of interest in this context. Bulat and Tzimiropoulos [3] article on pose estimation proposes a detection-followed-by-regression CNN cascade, where the first part creates one heatmap per each body part indicating where the part is likely to be, and the second part performs regression on these heatmaps. In terms of ORCEA, each of these 2D heatmaps is a discrete function \( F \) of the marginal distribution of \( G_m(E) \) for a single body part; as with GHT, \( F \) is not PDF, but at best a monotonically increasing function of it. Toshev and Szegedy [12] take a different approach to the same problem: they train a network to detect directly the pose vector, which defines the location of all body parts. The point is that in both cases the labeled data consists of a set of locations and body parts; no matter what network architecture one will use, this training data cannot magically create \( G_m(E) \), it can at best find its maximum, or create heatmaps around it.
2 ORCEA Model

2.1 Concepts and terminology

Models, instances and the model parameter space: A typical object in our case can be described by a generic model $M$ (circle, line...) and a set of model parameters $m$ (diameter, length...). Some of the parameters are structural, and some are color or pattern related. $M$ parameter-space is $\Phi_M$. For example, if $M$ is an upright rectangle with specific edge width, as in Sec. 2.2.1, then it is defined by its center $\{x,y\}$, width $w$, height $h$, and border thickness $b$, and the model parameter space is:

$$\Phi_M = \{x,y,w,h,b\}$$

A specific instance is represented by point $m$ in $\Phi_M$. The a-priory probability density of $m$ is $G^0_m$ over $\Phi_M$.

Evidence - Edge and area elements: The input to any object recognition process is a set of evidence $E$, of various types: edge elements, local descriptors, line segments, curve segments, color patches etc. The evidence used in this work are edge and area elements; they were not detected in images, but created programatically from each model’s parameters as explained in section 3. Two types of evidence are created:

- **EE**: Edge element, representing local maximum response to some edge kernel. Its spatial properties are location $x,y$ and orientation $\theta$, and shape-related ones are edge width $w$ and amplitude $a$. EE parameter space is $\Phi_e = \{x,y,\theta,w,a\}$

- **AE**: Area element representing small rectangular areas of uniform color or texture of interest. For example, shades of green for apple detection, black and white for checkerboard like target detection. AE parameters are center $x,y$ and size $w$, and a value $c$ representing its color or texture. AE parameter space is $\Phi_a = \{x,y,w,c\}$

Error and noise: There are several phenomena that degrade evidence sets:

1. **Missing coverage**: Edge parts that are not represented by EE, or object parts with the color/texture of interest not represented by AE, due to occlusion, object variability, poor image quality or problematic preprocessing.
2. **Noise**: Random evidence, not correlated with the object of interest. For example random strokes (line segments, curves) creating edge elements and random blobs creating area elements.
3. **Scatter**: Small deviations of evidence location and properties, resulting from measurement or calculation inaccuracies, or object variability.

The term evidence set quality refers to the level of missing coverage, noise and scatter in the evidence set.

2.2 Test cases

Three test cases are used to demonstrate and test ORCEA, described in Sec. 2.2.1 - 2.2.3: upright rectangle, 4X4 grid, and spiral sector.

Data Visualization: The simulated data has to be visualized for report and analysis, here and in [http://www.odedcohen.com/orex/v2/index.html#test_results](http://www.odedcohen.com/orex/v2/index.html#test_results). The following visualization types are used:

- **Theoretical object**, showing the shape without any degradation; see Fig. 1a. The edge width is shown, and the yellow filling represents any detectable color or pattern.
• **EE set**: see Fig. 1b. The black line shows the edge center, and the color rectangle around is shows the EE length and width (edge thickness). Fig. 1d - 1f show 3 levels of EE quality, with scatter and missing coverage. Random noise was added as well, shown in red.

• **AE set**, showing small areas (patches) where some color or pattern was detected; see Fig. 1c. Fig. 1g - 1i show 3 levels of AE quality, with scatter and missing coverage. Random noise was added as well, represented by elements with red in the upper-left corner. In cases where there are several classes of AE, the various classes are represented by different colors.

Figure 1: Case visualization
2.2.1 Test case 1: Upright rectangle

This object is defined by its center \( \{x, y\} \), width \( w \), height \( h \), and border thickness \( b \), hence the model parameter space is:

\[
\Phi_M = \{x, y, w, h, b\}
\]

![Figure 2: Upright rectangle.](image)

2.2.2 Test case 2: 4X4 grid

This is a square 4X4 grid with alternating color, similar to checkerboard or calibration target. It is defined by its center \( x, y \), width \( w \), angle \( \theta \), and border thickness \( b \), hence the model parameter space is:

\[
\Phi_M = \{x, y, w, \theta, b\}
\]

Every detected AE has also a ‘color’ class which corresponds to one of the colors of the grid; some AE were assigned the wrong color class. As AE quality decreases, more AE class miss-assignments occur.

![Figure 3: 4X4 grid.](image)

2.2.3 Test case 3: Spiral sector

This object is a sector of logarithmic spiral, defined by its center, orientation \( \theta_0 \), starting radius \( R_0 \), angular span \( \Theta \), and growth exponent \( b \). The polar coordinates relative to its center are given by:

\[
r(\alpha) = R_0 \cdot e^{b(\alpha-\theta_0)}; \quad \theta_0 \leq \alpha \leq \Theta + \theta_0
\]

It forms a closed contour by connecting the end points to the center. In addition, its area has some typical pattern or color.
2.3 Study phase

ORCEA is a generic framework, totally ignorant of specific cases; all model-specific information is encapsulated in $G_m(\varepsilon)$, which connects between evidence and generating instances. Any evidence $\varepsilon$ in $E$, either EE, AE or other, has information that can further narrow $G_m$. This information can be expressed as the probability density that $\varepsilon$ was generated by an instance $m$ in $\Phi_M$:

$$G_m(\varepsilon) = p(m|\varepsilon)$$  \hspace{1cm} (6)

$G_m(\varepsilon)$ can be seen as a map in $\Phi_M$ indicating which combinations of parameters are more likely to create $\varepsilon$. In most cases this information is too scattered to draw any decisive conclusion about the object of interest based solely on $\varepsilon$; for example, in the grid case (Sec. 2.2.2), an EE can be part of any of the 10 grid lines, or just random noise. There aren’t many “silver bullets”, which narrow $G_m(\varepsilon)$ dramatically (for example, a corner evidence when detecting rectangles), and ORCEA does not depend on them.

An observation $\omega(\varepsilon, m)$ is the combination of evidence $\varepsilon$ and the parameters $m$ of the instance that created it. An observation requires knowledge of $m$, therefore it can be created only during supervised learning. For example, if $m$ is an upright rectangle (Sec. 2.2.1) and $\varepsilon$ is an EE, then $\omega$ will consist of the EE features plus the point $m$ in $\Phi_M$:

$$\omega(\varepsilon, m) = \{x_e, y_e, \theta_e, a_e, x_m, y_m, w_m, l_m, b_m\}$$  \hspace{1cm} (7)

Given enough observations, it is possible to build their distribution $G_{\Omega(\omega)}$, and derive $G_m(\varepsilon)$ from it:

$$G_{\Omega(\omega)} = p(m, \varepsilon)$$  \hspace{1cm} (8)

$$G_m(\varepsilon) = p(m|\varepsilon) = \frac{p(m, \varepsilon)}{p(\varepsilon)}$$  \hspace{1cm} (9)

$G_m(\varepsilon)$ is built by collecting observations and fitting a GMM to the population. Observations can be collected from real-world samples, synthetic cases, or both. In very simple cases $G_m(\varepsilon)$ might be calculated directly. In this work, observations were created programatically: for each model a large number of instances was created to cover a predefined range of parameters, and noise, scatter and missing coverage were added. Using real-world input will be explored in future works; anyway, even then the first version of $G_m(\varepsilon)$ will probably be synthetic to facilitate the training.

Approximating $G_m(\varepsilon)$ by GMM is not straight-forward. $G_m(\varepsilon)$ is not a classic candidate for GMM approximation, as it was not created from different populations; approximating it by GMM resembles approximating a smooth curve by a set of lines. Therefore the number of Gaussian components is simply a compromise between resolution and performance.

2.4 Detection phase

2.4.1 Probability spaces

Before going into the detection phase details, it is necessary to define the various probability spaces that are involved, using the previous definitions and some new ones:
Model probability space  = (Φ_M(p(m))) where Φ_M is the model space, m is a point in Φ_M, and p(m) is the probability density of m over Φ_M. Detection final result is expressed as match range(s) in Φ_M. The apriori distribution of m is G^0_m.

Evidence probability space  = (Φ_e(p(ε))) where ε is a single evidence, and Φ_e is the evidence space for this evidence type. As there are various evidence types, I will use superscript where necessary: Φ_e^ε for edge element, Φ_e^a for area element. The probability density of ε over Φ_e is p(ε) = p_e(ε) + p_n(ε) where p_e(ε) and p_n(ε) are the distribution parts of object-correlated evidence and uncorrelated noise respectively.

Evidence-set probability space  = (Φ_E,p(Ε)) where Ε is a set of evidence which might be of various types, Φ_E is the product of their evidence spaces:

$$Φ_E = Φ_{e1} × Φ_{e2}... × Φ_{en} = \prod_{E} Φ_e$$  \hspace{1cm} (10)

and p(Ε) is probability density of the set of evidence Ε over Φ_E. Ε will typically contain both object-correlated evidence and uncorrelated noise: Ε = C ∪ U; the corresponding probability spaces will be (Φ_C,p_c(C)) and (Φ_U,p_u(U)).

2.4.2 Calculating and updating G_m(Ε) with incoming evidence

In the following section I added the space symbol they are related to under probability distributions, where I thought it might add clarity. For example, p(E) instead of just p(Ε).

According to Eq. 2 and 3, G_m(Ε) can be written as:

$$G_m(Ε) = const \cdot \sum_{k=1}^{n_d} \frac{p(Φ_k, U_k) \cdot p(m|Φ_k)}{p_m} = const \cdot \sum_{k=1}^{n_d} \frac{p(U_k) \cdot p(Φ_k, U_k) \cdot p(m|Φ_k)}{p_m}$$  \hspace{1cm} (11)

where n_d is the number of possible Ε divisions into C (object-correlated evidence) and U (noise, uncorrelated evidence), C_k and U_k are the sets resulting from division k, and p(C_k, U_k) is the probability density over Φ_E to get division k. G_m(Ε) is a weighted sum of distributions resulting from possible divisions of Ε.

Assuming noise evidence are uncorrelated:

$$p(U) = \prod_{u \in U} p(u)$$  \hspace{1cm} (12)

C members cannot be assumed independent in general; however as they depend only on m, we can assume independence for a given m

$$p(c_i, c_j|m) = p(c_i|m) \cdot p(c_j|m)$$  \hspace{1cm} (13)

Lets define the term inside the summation in Eq. (11) as:

$$G_m(Φ, U) = \left[ p(U) \cdot p(Φ) \cdot p(m|Φ) \right]$$

Then

$$G_m(Φ, U) = \left[ \prod_{u \in U} p(u) \cdot p(Φ) \cdot \frac{p(Φ|m) \cdot p(m)}{p(Φ)} \right]$$

$$= \left[ \prod_{u \in U} p(u) \cdot \frac{p(m) \prod_{c \in C} p(c|m)}{p(m)} \right]$$

$$= \left[ \prod_{u \in U} p(u) \cdot \frac{p(m) \prod_{c \in C} p(m|c) \cdot p(c)}{p(m)} \right]$$  \hspace{1cm} (14)

$$= G_m^0 \cdot K_U \cdot K_C \cdot Γ_m(Φ)$$
where

\[ G_{m}^{0} = p(m), \text{ the a-priori } m \text{ distribution} \]

\[ \Gamma_{m}(C) = \prod_{c \in C} \Gamma_{m}(c), \text{ where } \Gamma_{m}(c) = \frac{p(m|c)}{G_{m}^{0}} \]

\[ K_{C} = \prod_{c \in C} p_{c}(c) \]

\[ K_{U} = \prod_{u \in U} p_{u}(u) \]

\( G_{m}(E) \) can now be formulated as a Markov process. During detection, a new evidence \( e \) is added to \( E \) at each step: every existing division - \( \{C, U\} \) is extended to two new divisions - \( \{C + e, U\} \) and \( \{C, U + e\} \) reflecting the probability that \( e \) is object-related or noise accordingly. If \( e \) is noise, only \( K_{U} \) has to be updated:

\[ K_{U}(U + e) = K_{U}(U) \cdot p_{u}(e) \quad (15) \]

If \( e \) is object-related, \( K_{C} \) and the distribution itself have to be updated

\[ K_{C}(C + e) = K_{C}(C) \cdot p_{c}(e) \quad (16) \]

\[ \Gamma_{m}(C + e) = \Gamma_{m}(C) \cdot \Gamma_{m}(e) \quad (17) \]

If \( E_{n} \) is the evidence set at step \( n \), and evidence \( e_{n+1} \) is being added, then:

\[ G_{m}(E, e_{n+1}) \propto G_{m}(E) \cdot \left( p_{c}(e_{n+1}) \cdot \Gamma_{m}(e_{n+1}) + p_{u}(e_{n+1}) \right) \quad (18) \]

where at \( n = 0 \) \( G_{m} \) is initialized to the a-priori distribution \( G_{m}^{0} \).

### 2.4.3 Interpretation of \( G_{m}(E) \) as a set of hypotheses

Analysis of the members formed in \( G_{m}(E) \) while new evidence \( e \) is added reaches interesting conclusions. \( G_{m}(e) \) is expressed as the sum of \( k \) Gaussian distributions \( N(\mu, \Sigma) \) over \( \Phi_{M} \):

\[ G_{m}(e) = p(m|e) = \sum_{i=1}^{k} a_{i} \cdot N(\mu_{i}, \Sigma_{i}) \quad (19) \]

\( G_{m}(e) \) can be seen as set \( \mathbb{H}(e) \) of hypotheses explaining \( e \), where \( \mu_{i} \) is the hypothetical model \( m \) that created \( e \), \( \Sigma_{i} \) represents the hypothesis dispersion, and \( a_{i} \) represents its probability. Note that there should be adequate overlap between hypotheses to compensate for the fact that it is actually a continuum. Let \( \mathcal{H}_{i}(e) \) be hypothesis \( i \) in \( \mathbb{H}(e) \):

\[ \mathcal{H}_{i}(e) = a_{i} \cdot N(\mu_{i}, \Sigma_{i}) \quad (20) \]

then

\[ G_{m}(e) = \sum_{\mathcal{H} \in \mathbb{H}} \mathcal{H}(e) \quad (21) \]

\( G_{m}(e) \) influences \( G_{m}(E) \) through \( \Gamma_{m}(c) \), which perform division by \( G_{m}^{0} \). The quotient of two Gaussian densities is an unnormalized Gaussian density as well (see App. A). To enable that, \( G_{m}^{0} \) is represented by a single Gaussian distribution with large covariance matrix, resulting in \( \Gamma_{m}(c) \) being a Gaussian mixture as well.

\( \Gamma_{m}(C) \) is the sum of all possible products of a single hypothesis for each \( c \in C \). As the product of Gaussian distributions is an unnormalized Gaussian distribution as well (see app. A), both \( \Gamma_{m}(C) \) and \( G_{m}(E) \) are also sets of unnormalized Gaussian distribution. We can now
write $G_m(E)$ as a set of hypothesis about $E$, $H(E) = \{H_1(E), H_2(E) \cdots \}$ each resulting from a different combination of hypotheses about individual $e$, including the possibility that it is noise:

$$H(E) = \{H_1^1(e_1), H_2^1(e_1) \cdots H_{K_1}^1(e_1), p_u(e_1)\} \times \{H_1^2(e_2), H_2^2(e_2) \cdots H_{K_2}^2(e_1), p_u(e_2)\} \cdots$$

$$\times \{H_1^n(e_n), H_2^n(e_n) \cdots H_{K_n}^n(e_1), p_u(e_n)\}$$

where $H_i^j(e_j)$ is hypothesis $i$ about $e_j$, $K_j$ is the number of hypotheses about $e_j$, and $p_u(e_j)$ is the probability density that this evidence is noise. Keep in mind that $H(E)$ is an unnormalized Gaussian density. $G_m(E)$ can be expressed as a sum of hypothesis about the whole evidence set:

$$G_m(E) = G_m^0 \cdot \sum_{H(E) \in H(E)} H(E)$$

Managing $G_m(E)$: When new evidence are added, the number of members in Eq. 23 grows exponentially. In order to keep it usable, similar components are merged, and the ones with least population ratio are removed. Component similarity is checked using Bhattacharyya distance [1]. This issue is part of the implementation issues, which are still under development and will be discussed in future publications.

2.5 Detection as ORCEA by-product

Detection solutions are built to detect existence of an object of interest and possibly its properties, spatial and others. The detection results in either a single binary outcome, or a vector of object properties. This simple output enables rating and benchmarking by comparing the result to ground truth.

But what if the correct answer is not just TRUE / FALSE or a property vector? Consider the following case: upright rectangle detection encounters an occluded object where only a single corner is clearly visible. Object existence probability is not negligible, and its properties range is much more focused than its a-priory distribution. If the detection process terminates here, the result is unclear. Using ORCEA terminology, $G_m(E)$ is not concentrated in a single narrow range, and thus cannot yield a decisive result. However, $G_m(E)$ does contain valuable information that can be used in a larger context. Many industrial detection processes are part of a larger context and can use this information. Here are some examples:

- Robotic active vision might use $G_m(E)$ to target the area that might complete missing information;
- Real-time 3D scanners can use $G_m(E)$ to build an approximate model of the scanned object at early stages and filter out other objects.
- Surveillance systems can update $G_m(E)$ with each incoming image to accumulate information about a tracked object.
- Face detection can assist person detection by sharing its $G_m(E)$.

ORCEA does not equal detection: its goal is to update $G_m(E)$ with new evidence and keep it as accurate as possible. Detection can be context-specific and take one of several forms:

1. **Find the best matches** Typically we expect one match, but in cases of low quality input or not enough evidence there might be several possible matches. In ORCEA’s case, these are $G_m(E)$ local maxima.

2. **Calculate the portion of distribution attributed to each match**: Calculate the volume of $G_m(E)$ in a range $D_M$ around each match $m$. The range is context-specific and
defines the acceptable parameter range of a match. The more accurate the match has to be, the smaller $D_M$ is:

$$P_m = \int_{m-D_M}^{m+D_M} G_m(E) \, d\Phi_M$$

(24)

$P_m$ is the probability that a match is inside range $m \pm D_M$.

3. **Calculate the probability that match $m$ is object vs. random noise**: The Gaussian components of $G_m(E)$ comprise the hypothesis set $H(E)$; the noise ratio of each hypothesis $H(\mathcal{C}, \mathcal{U}) \in H(E)$ is $N_R(H) = \frac{\#U(H)}{\#E}$ where $U(H)$ is the set of noise evidence assumed by $H$. The total $N_R$ will be a weighted average:

$$N_R(m) = \sum_{H \in H(E)} \frac{N_R(H) \cdot H(m)}{\sum_{H \in H(E)} H(m)}$$

(25)

where $H(m)$ is the value of the relevant Gaussian component at $m$.

### 3 Test results

Tests started at early stages during ORCEA development in order to learn its behavior and eliminate mathematical errors. The tests are planned to continue throughout implementation development, which is ongoing; I plan to publish a continuation article describing it. At this stage three test cases are used as described in 2.2.1 - 2.2.3: upright rectangle, 4X4 grid, and spiral sector. In the future, more test cases will be added, including real-world images.

Test policy is as follows: for each case, a variety of objects is created programatically using a range of parameters. The sets of evidence are created directly from each object model’s parameters, not from any images. Random noise, scatter and missing coverage are introduced as well to simulate realistic scenarios. See Fig. 5 for a top level representation of data flow. This test policy, of creating the evidence programatically instead of detecting it in images, is necessary to avoid dependency on edge detection specifics or any other preprocessing steps, and focuses the research on ORCEA unique contribution. The work presented here is not about the best way to detect these specific objects, but rather about detecting objects when given a set of evidence, which may well be sub-optimal. Processing real-world images and checking against benchmarks will be explored in future works.

The three cases were each tested by creating 25 random instances of the model, repeating detection 20 times for each instance, altogether 500 repetitions per model. In each repetition a different evidence set was created programatically with random noise and scatter according to the selected quality level. ORCEA parameters were selected to yield a convenient compromise between speed and accuracy. Samples of the results are available, including visualization of the input evidence and $\Phi_M$ narrowing along the process at:

http://www.odedcohen.com/orex/v2/index.html#test_results

After some experimentation and parameter tuning a detection rate of $>0.95$ was achieved for upright rectangle and 4X4 grid on low-quality input; testing of spiral sector still shows some implementation problems which have to be solved. About 70% of the errors resulted from 30% of the instances, indicating that the approximation error of $G_m(e)$ as GMM has several local maxima that are large enough to create slightly more error-prone domains. These are not yet quantitative results, but strong correlation was found between two implementation parameters and the detection rate:

1. Maximal allowed number of Gaussian components in $G_m(E)$: decreasing it by $1/2$ doubles the error rate. It makes sense, as this is the maximum number of hypotheses allowed at any given moment.

2. Extending the study set parameter range beyond that of the test set decreases the error rate considerably, which indicates that $G_m(e)$ GMM approximation tends to be less effective at its margins.
Figure 5: Overall flow of the project

The tests so far indicate that ORCEA model represents the detection process well, which is the primary goal of this work. The implementation was kept basic and simple; it will be further improved and optimized in the next steps of this project.

4 Discussion and the road ahead

This works presents the theory of ORCEA, and some preliminary test results on synthetic images, each containing a single object. Next development steps will deal with real-world input, and extend the model to scenes (2D or 3D) with multiple objects. The main contribution of this work is the theoretical aspect of ORCEA. In the long run, after sufficient testing and documentation, I plan to make it an open source project.

Since 2015 the vast majority of works in this area discuss DL and network architectures (Zou et al. [16]); they basically describe system optimization by educated architecture trial-and-error, backed-up by benchmarks. On the contrary, ORCEA defines a system with not place for heuristic adjustments, except for implementation constraints such as merging hypotheses and limiting their number. Put simply, ORCEA calculates the match PDF over the solution space as a joint distribution of the input evidence, using basic Bayesian probability. It is simple and sound enough to render pointless any algorithmic adjustments.

ORCEA future development should adhere to this approach. For example, when detecting two instances instead of one, it is tempting to look for two salient match regions in $\Phi_M$, as with GHT([2]); this is a mistake. Two salient match ranges in $\Phi_M$ simply imply ambiguity for a single object; instead, one should search $\Phi_M^2$ for a single salient match range. What about the case of unknown number of objects? ORCEA next development stages will enter uncharted waters, where the only way to stay on track is by adhering to a sound and solid probabilistic model that leaves nearly no place for heuristics. Here are some examples of potential future fruits:

- **Dynamic dimensionality**: Selection of model dimensions is one of the most crucial decisions of any object recognition system design; high dimensionality might be necessary to reliably describe the model at hand, but usually requires a more complex solution and a more extensive data gathering. Later adjustment to model dimensionality, resulting from new information, might require extensive changes and re-training.
ORCEA has a potential to dynamically optimize dimensionality at run-time, by analyzing \( \mathbf{G}_m(\mathbb{E}) \). Each hypothesis is presented by a Gaussian component. If a group \( \mathcal{G} \) of hypotheses has a common factor \( \mathcal{F} \),

\[
\sum_{\mathcal{G}} \mathcal{N}_d = \mathcal{N}_k \cdot \sum_{\mathcal{G}} \mathcal{N}_{(d-k)}
\]

where \( d \) is \( \Phi_M \) dimensionality, and \( \mathcal{N}_{(d-k)} \), \( \mathcal{N}_k \) are multivariate Gaussian distributions of dimensionality \( (d-k) \) and \( k \) respectively, then \( \mathcal{N}_k \) is also a common factor for all joint distributions resulting from products between \( \mathcal{G} \) members; \( \mathcal{N}_k \) expresses a set of \( k \) dimensions that are irrelevant inside this group of hypotheses. When \( \mathbf{G}_m(\mathbb{E}) \) converges to narrow match ranges, it is feasible that the hypotheses in each range share a significant common factor, and that the products of hypotheses across different match ranges are negligible. In other words, when more evidence are added the solution space can be split into several sub-spaces of lower dimensionality.

In a similar way, it is possible to extend \( \mathbf{G}_m(\mathbb{E}) \) dimensionality, for example to cope with newly discovered latent variables while still using existing data, by selectively multiplying groups of hypotheses by common factors.

- **Efficient evidence grouping**: Primitive evidence (e.g. edge elements) are often grouped into larger ones (e.g. line segments) to create more informative evidence. However, this comes with the cost of losing some information, and the risk of sub-optimal grouping which might degrade performance in the next processing steps. Using ORCEA, it is possible to reliably group evidence with minimal loss of information. A set \( \mathcal{J} \) of evidence can be grouped simply by creating its \( \mathbf{G}_m(\mathcal{J}) \) (Eq. [18]); if \( \mathcal{J} \) do comprise a reasonable group (e.g. co-linear edge elements), \( \mathcal{J} \) should contain several high-probability hypotheses with small covariance. For example, if the model is a triangle defined by three corners, and \( \mathcal{J} \) members are mainly EE of one of its sides, then \( \mathbf{G}_m(\mathcal{J}) \) will contain high-probability low-variance hypotheses about the two relevant corners. \( \mathbf{G}_m(\mathcal{J}) \) is used in this context as a clustering distance function. To take full advantage of grouping, Eq. [18] can be extended to use \( \mathbf{G}_m(\mathcal{J}) \) instead of \( \mathbf{G}_m(\mathbb{E}) \). There are several reasons why ORCEA can benefit from grouping:

1. It can be the basis for breaking the process represented by Eq. [18] into multiple parallel processes of grouping and merging.
2. In the future when ORCEA is extended to scenes with multiple objects of various types, grouping can create groups usable by several probability spaces.

These are preliminary ideas that require more R&D, and should be treated as such.
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Appendices

A Product and quotient of two Gaussian densities

Let $\mathcal{N}(x|\mathbf{m}_1, \Sigma_1), \mathcal{N}(x|\mathbf{m}_2, \Sigma_2)$ be two Gaussian densities. Their product is an unnormalized Gaussian density as well:

$$\mathcal{N}(x|\mathbf{m}_1, \Sigma_1) \cdot \mathcal{N}(x|\mathbf{m}_2, \Sigma_2) \propto \mathcal{N}(x|\mathbf{m}, \Sigma)$$

where

$$\Sigma = (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}$$
$$\mathbf{m} = \Sigma (\Sigma_1^{-1} \mathbf{m}_1 + \Sigma_2^{-1} \mathbf{m}_2),$$

and their quotient will be

$$\frac{\mathcal{N}(x|\mathbf{m}_1, \Sigma_1)}{\mathcal{N}(x|\mathbf{m}_2, \Sigma_2)} \propto \mathcal{N}(x|\mathbf{m}, \Sigma)$$

where

$$\Sigma = (\Sigma_1^{-1} - \Sigma_2^{-1})^{-1}$$
$$\mathbf{m} = \Sigma (\Sigma_1^{-1} \mathbf{m}_1 - \Sigma_2^{-1} \mathbf{m}_2),$$

Note that for the quotient, the result is a valid Gaussian distribution only if $\Sigma$ is definite positive.

B Symbol list

| Symbol | Meaning |
|--------|---------|
| $M$ | object model (rectangle, circle...) |
| $\Phi_M$ | model parameters space |
| $m$ | object instance, point in a model parameter space |
| $G_m$ | $m$ distribution over $\Phi_M$ |
| $G_m(e)$ | $m$ distribution over $\Phi_M$ given evidence $e$ |
| $p(m), p(m)_{\Phi_M}$ | $m$ a-priori distribution |
| $e$ | single evidence (edge element, area patch etc.) |
| $\Phi_e$ | evidence space |
| $\Phi_e^s, \Phi_e^u$ | specific evidence space |
| $p(e), p_e(e)$, $p_{\Phi_e}(e)$ | $e$ probability density over $\Phi_e$ |
| $p_c(e), p_u(e)$ | $p(e)$ components: object-correlated, and noise $p(e) = p_c(e) + p_u(e)$ |
| $E$ | evidence set |
| $\Phi_E$ | Evidence-set space: $\Phi_E = \Phi_{e_1} \times \Phi_{e_2} \times \cdots \times \Phi_{e_n} = \prod E \Phi_e$ |
| $p(E), p(E)_{\Phi_e}$ | $E$ PDF over $\Phi_E$ |
| $C$ | object-correlated evidence set |
| $\Phi_C$ | object-correlated evidence set space |
| $p(C), p(C)_{\Phi_C}$ | $C$ PDF over $\Phi_C$ |
| $U$ | random-noise evidence set |
| $\Phi_U$ | random-noise evidence set space |
| $p(U), p(U)_{\Phi_U}$ | $U$ PDF over $\Phi_U$ |
| $\Phi_\omega$ | observation space, $\Phi_\omega = \Phi_M \times \Phi_e$ |
| $\omega$ | single observation, $\{e, m\}$ |
| $G_{\Omega}(\omega), G_{\Omega(\omega)}$ | observation distribution over $\Phi_\omega$ |