An example of a vector field with the oriented shadowing property
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Abstract

We consider shadowing properties for vector fields corresponding to different type of reparametrisations. We give an example of a vector field which has the oriented shadowing properties, but does not have the standard shadowing property.
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1 Introduction

The theory of shadowing of approximate trajectories (pseudotrajectories) of dynamical systems is now a well developed part of the global theory of dynamical systems (see, for example, the monographs [7,9]). Often shadowing is also called pseudo orbit tracing property (POTP).

This theory is closely related to the classical theory of structural stability (the basic definitions of structural stability and Ω-stability for diffeomorphisms and vector fields can be found, for example, in the monograph [4,10]). It is well known that diffeomorphisms and vector fields have shadowing property in a neighborhood of a hyperbolic set [1,2] and structurally stable systems (satisfying Axioma A and the strong transversality condition) have shadowing property on the whole manifold [11,15,16].

Let us note that the main difference between the shadowing problem for vector fields and the similar problem for diffeomorphisms is related to the necessity of reparametrization of shadowing trajectories in the former case. Several definitions of shadowing property are possible [5,17] according to the choice of reparametrisation of shadowing orbit. In the modern theory of shadowing [12] the most important types of reparametrisations corresponds
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to standard and oriented shadowing properties (strong POTP and normal POTP in the sense of [5]).

Komuro proved that oriented and standard shadowing properties are equivalent for vector fields without fixed points [5]. In the same paper it was posed a question if those two notions are different in general [5, Remark 5.1]. Up to our knowledge the answer to this question is still unknown.

Recently importance of this question appears again, during characterisation of vector fields with the \( C^1 \)-robust shadowing properties [3, 6, 13, 14, 18]. In particular in a work by the author [13] it was constructed an example of a not structurally stably vector field with the \( C^1 \)-robust oriented shadowing property. It looks like the statement is correct for the standard shadowing property; however the proof does not work in this case.

In the present paper we give an example of a vector field on a 4-dimensional manifold which has the oriented shadowing property and do not have the standard shadowing property. An example is a vector field with a nontransverse intersection of stable and unstable manifolds of two fixed points of a very special structure in their neighborhoods.

The paper is organised as the following: in Section 2 we give all necessarily definitions and formulate the main result; in Section 3 we construct a special two-dimensional vector field which plays a central role in the construction of the example; in Section 4 we make the construction of the example; in Section 5 we prove that example has the oriented shadowing property; in Section 6 we prove that example does not have the standard shadowing property; in the Appendix we prove properties of above-mentioned two dimensional vector field.

2 Definitions and main results

Let \( M \) be a smooth compact manifold with Riemannian metric \( \text{dist} \) and let \( X \) be a vector field on \( M \) of class \( C^1 \), and \( \phi(t, x) \) flow generated by it.

For \( a > 0 \) and \( x \in M \) denote by \( B(a, x) \) an open ball centered at \( x \).

For \( d > 0 \) we say that (not necessarily continuous) map \( g : \mathbb{R} \rightarrow M \) is a \( d \)-pseudotrajectory if holds the inequalities

\[
\text{dist}(g(t + \tau), \phi(\tau, g(t))) < d, \quad t \in \mathbb{R}, |\tau| < 1.
\]

An increasing homeomorphism \( h \) of the real line is called a reparametrisation. Denote set of all reparametrisations by \( \text{Rep} \). For \( a > 0 \) we say that a reparametrisation \( h \) belongs to class \( \text{Rep}(a) \) if

\[
\left| \frac{h(t_1) - h(t_2)}{t_1 - t_2} - 1 \right| < a, \quad t_1, t_2 \in \mathbb{R}, t_1 \neq t_2.
\]

We say that a vector field has the standard shadowing property if for any \( \varepsilon > 0 \) there exists \( d > 0 \) such that for any \( d \)-pseudotrajectory \( g \) there exists \( x_0 \in M \) and a reparametrisation \( h \in \text{Rep}(\varepsilon) \) such that

\[
\text{dist}(g(t), \phi(h(t), x_0)) < \varepsilon, \quad t \in \mathbb{R}.
\]

(1)
In this case we say that $g$ is $\varepsilon$-standard shadowed by $\phi(h(\cdot), x_0)$. Denote the set of all vector fields with the standard shadowing property by $\text{StSh}$.

We say that a vector field has the oriented shadowing property if for any $\varepsilon > 0$ there exists $d > 0$ such that for any $d$-pseudotrajectory $g$ there exists $x_0 \in M$ and a reparametrisation $h \in \text{Rep}$ such that (1) holds. In this case we say that $g$ is $\varepsilon$-oriented shadowed by $\phi(h(\cdot), x_0)$. Denote the set of all vector fields with the oriented shadowing property by $\text{OrientSh}$.

Clearly $\text{StSh} \subset \text{OrientSh}$.

It is important to mention that structurally stable vector fields have standard and oriented shadowing properties. Moreover the following generalisation is possible.

We say that a vector field has the Lipschitz shadowing property if there exists $L, d_0 > 0$ such that for any $d \in (0, d_0)$ and $d$-pseudotrajectory $g$ there exists $x_0 \in M$ and a reparametrisation $h \in \text{Rep}(Ld)$ such that inequalities (1) hold for $\varepsilon = Ld$.

**Theorem 1.** ([11]) Structurally stable vector fields satisfy the Lipschitz shadowing property.

**Remark 1.** In fact, it is shown in [11] that if a structurally stable vector field does not have closed trajectories, then it has the Lipschitz shadowing property without reparametrisation of shadowing trajectories: there exists $L > 0$ such that if $g(t)$ is a $d$-pseudotrajectory with small $d$, then there exists a point $x$ such that

$$\text{dist}(g(t), \phi(t, x)) \leq Ld, \quad t \in \mathbb{R}.$$ 

**Remark 2.** It is worth to mention that recently it was proved that converse of Theorem 1 is correct [8]. Note that the proof strongly uses both conditions $h \in \text{Rep}(Ld)$ and $\varepsilon = Ld$.

In the paper we prove

**Theorem 2.** For $M = S^2 \times S^2$ there exists vector field $X \in \text{OrientSh} \setminus \text{StSh}$.

In fact we believe that our example satisfy Lipschitz oriented shadowing property (there exists $L, d_0 > 0$ such that for any $d < d_0$ and $d$-pseudotrajectory $g(t)$ there exists $x_0$ and $h \in \text{Rep}$ such that inequalities (1) hold for $\varepsilon = Ld$). If this statement is correct it would justify that assumption $h \in \text{Rep}(Ld)$ in Remark 2 is essential. Unfortunately we cannot prove this (see Remark 1) and leave this out of the scope of the paper.

### 3 Auxilarily Statements

Consider $a, l > 0$, $K > 3$ and a continuous function $b : [0, +\infty) \to \mathbb{R}$, $b \in C^1(0, +\infty)$ defined as the following:

$$b(r) = \begin{cases} 
0, & r \in \{0\} \cup ((K - 1)l, +\infty), \\
-\ln r, & r \in (0, 2l), \\
b(r) \geq 0, & r \in [2l, (K - 1)l].
\end{cases}$$
Let \( \psi(t, x) \) be a flow on \( \mathbb{R}^2 \) generated by a vector field defined by the following formula

\[
Y(x) = \left( \begin{array}{c} a \\ b(|x|) \end{array} \right) x,
\]

which generates the following system of differential equations in polar coordinates

\[
\begin{align*}
\frac{dr}{dt} &= ar, \\
\frac{d\varphi}{dt} &= b(r).
\end{align*}
\]

For a point \( x \in \mathbb{R}^2 \setminus \{0\} \) we denote by \( \arg(x) \) the point \( \frac{x}{|x|} \in S^1 \). If a point \( x \in \mathbb{R}^2 \) has polar coordinates \((r, \varphi)\), and \( r \neq 0 \), we put \( \arg(x) = \varphi \).

**Lemma 1.**

(i) For any \( a, l > 0, K > 3 \) vector field \( Y \) is of class \( C^1 \).

(ii) For any \( a, l > 0, K > 3 \) and a point \( x_0 \in \mathbb{R}^2 \setminus 0 \), angle \( \Theta \) and \( T_0 < 0 \) there exists \( t < T_0 \) such that \( \arg(\psi(t, x_0)) = \Theta \).

(iii) There exists \( a, l > 0, K > 3 \) such that the following condition holds. If for some points \( x_0, x_1 \in \mathbb{R}^2, |x_0| < l, |x_1| < 2l \) and reparametrization \( h \in \text{Rep}(l) \), holds inequalities

\[
\text{dist}(\psi(h(t), x_1), \phi(t, x_0)) < l
\]

provided that \( |\psi(h(t), x_1)|, |\phi(t, x_0)| < 1 \). Then \( |\arg(x_1) - \arg(x_0)| < \pi/4 \).

The proof of this lemma is quite technical, we give it in the Appendix.

**Remark 3.** Vector field \( Y \) is of class \( C^1 \) but not \( C^{1+\text{H"older}} \). We do not know if it is possible to construct a 2-dimensional vector field of class \( C^{1+\text{H"older}} \) satisfying items (ii), (iii) of Lemma 1. As the result our example of vector field \( X \) is not \( C^{1+\text{H"older}} \). We do not know if it is an essential restriction or drawback of our particular construction.

For the rest of the paper let us fix \( a, l > 0, K > 3 \) from item (iii) of Lemma 1.

We will also need the following statement, which we prove in the appendix.

**Lemma 2.** Let \( S_1 \) and \( S_2 \) be three-dimensional hyperplanes with coordinates \((x_1, x_2, x_3)\) and \((y_1, y_2, y_3)\) respectively. Let \( Q : S_2 \to S_1 \) be a linear map satisfying the following condition

\[
Q\{y_2 = y_3 = 0\} \neq \{x_2 = x_3 = 0\}.
\]

Then for any \( D > 0 \) there exists \( R > 0 \) (depending on \( Q \) and \( D \)) such that for any two sets \( S_{p_1} \subset S_1 \cap \{x_1 = 0\} \) and \( S_{p_2} \subset S_2 \cap \{y_1 = 0\} \) satisfying

- \( S_{p_1} \subset B(R, 0) \), \( S_{p_1} \subset B(R, 0) \);
- \( S_{p_1} \) intersects any halfline in \( S_1 \cap \{x_1 = 0\} \) starting at 0;
- \( S_{p_2} \) intersects any halfline in \( S_2 \cap \{y_1 = 0\} \) starting at 0;

the sets

\[
\text{Cyl}_1 = \{(x_1, x_2, x_3), \ |x_1| < D, \ (0, x_2, x_3) \in S_{p_1}\}, \\
\text{Cyl}_2 = \{(y_1, y_2, y_3), \ |y_1| < D, \ (0, y_2, y_3) \in S_{p_2}\}
\]

satisfy the condition \( \text{Cyl}_1 \cap Q \text{Cyl}_2 \neq \emptyset \).
4 Construction of a 4-dimensional vector field

Consider a vector field $X$ on the manifold $M = S^2 \times S^2$ that has the following properties (F1)-(F6) ($\phi$ denotes the flow generated by $X$).

(F1) The nonwandering set of $\phi$ is the union of four rest points $p, q, s, u$.

(F2) In the neighborhoods $U_p = B(1, p), U_q = B(1, q)$ one can introduce coordinates such that

$$X(x) = J_p(x - p), \quad x \in U_p; \quad X(x) = J_q(x - q), \quad x \in U_q,$$

where

$$J_p(x) = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -2 & 0 & 0 \\ 0 & 0 & a & -b(r(x_3, x_4)) \\ 0 & 0 & b(r(x_3, x_4)) & a \end{pmatrix} x,$$

$$J_q(x) = -\begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & a & 0 & -b(r(x_2, x_4)) \\ 0 & 0 & -2 & 0 \\ 0 & b(r(x_2, x_4)) & 0 & a \end{pmatrix} x.$$

For point $x = (x_1, x_2, x_3, x_4) \in U_p$ denote $P_1 x = x_1, P_{34} x = (x_3, x_4)$, for point $x = (x_1, x_2, x_3, x_4) \in U_q$ denote $P_1 x = x_1, P_{24} x = (x_2, x_4)$, etc.

(F3) The point $s$ is an attracting hyperbolic rest point. The point $u$ is a repelling hyperbolic rest point. The following condition holds:

$$W^u(p) \setminus \{p\} \subset W^s(s), \quad W^s(q) \setminus \{q\} \subset W^u(u),$$

where $W^u(p)$ is the unstable manifold of $p$, $W^s(q)$ is the stable manifold of $q$, etc. For $m > 0$ we denote $W^u_{loc}(p, m) = W^u(p) \cap B(m, p)$ etc.

(F4) The intersection of $W^s(p) \cap W^u(q)$ consists of a single trajectory $\alpha$, satisfying the following

$$\alpha \cap U_p \subset \{p + (t, 0, 0, 0); t \in (0, 1)\}; \quad \alpha \cap U_q \subset \{q - (t, 0, 0, 0); t \in (0, 1)\}$$

(F5) For some $\Delta \in (0, 1), T_\alpha > 0$ the following holds

$$\phi(T\alpha, q + (-1, x_2, x_3, x_4)) = (p + (1, x_2, x_3, x_4)), \quad |x_2|, |x_3|, |x_4| < \Delta.$$

(F6) $\phi(t, x) \notin U_q$, for $x \in U_p, \ t \geq 0$.

The construction is similar to [13, Appendix A]. We leave details to the reader.

**Theorem 3.** Vector field $X$ satisfies the oriented shadowing property.

**Theorem 4.** Vector field $X$ does not satisfy the standard shadowing property.

Trivially Theorem 2 follows from Theorems 3, 4.
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5 Oriented Shadowing property

Fix \( \varepsilon > 0 \).

For points \( y_p = \alpha(T_p) \in U_p, y_q = \alpha(T_q) \in U_q \) (note that \( T_p > T_q \)) and \( \delta > 0 \) we say that \( g(t) \) is a pseudotrajectory of type \( \text{Ps}(\delta) \) if

\[
g(t) = \begin{cases} 
\phi(t - T_p, x_p), & t > T_p, \\
\phi(t - T_q, x_q), & t < T_q, \\
\alpha(t), & t \in [T_q, T_p],
\end{cases}
\]

for some points \( x_p \in B(\delta, y_p) \) and \( x_q \in B(\delta, y_q) \).

**Proposition 1.** For any \( \delta > 0 \), \( y_p \in \alpha \cap U_p \), and \( y_q \in \alpha \cap U_q \) there exists \( d > 0 \) such that if \( g(t) \) is a \( d \)-pseudotrajectory of \( X \), then either \( g(t) \) can be \( \varepsilon \)-oriented shadowed or there exists a pseudotrajectory \( g^*(t) \) of type \( \text{Ps}(\delta) \) with these \( y_p \) and \( y_q \) such that

\[
\text{dist}(g(t), g^*(t)) < \varepsilon/2, \quad t \in \mathbb{R}.
\]

**Proposition 2.** There exists \( \delta > 0 \), \( y_p \in \alpha \cap U_p \), and \( y_q \in \alpha \cap U_q \) such that any pseudotrajectory of type \( \text{Ps}(\delta) \) with these \( y_p \) and \( y_q \) can be \( \varepsilon/2 \)-oriented shadowed.

Clearly, Propositions 1 and 2 imply that \( X \in \text{OrientSh} \).

Proof of Proposition 1 is standard. Exactly the same statement was proved in [13] for a slightly different vector field (the only difference is in the structure of matrices \( J_p, J_q \)). The proof can be literally repeated in our case.

The main idea of the proof is the following. In parts “far” from \( \alpha \) vector field is structurally stable and hence have shadowing property according to Remark 1. This statement implies that if \( g(t) \) does not intersect a small neighborhood of \( \alpha \) it can be shadowed. If \( g(t) \) intersects a small neighborhood of \( \alpha \) then (after a shift of time) for \( t > T_p \) points \( g(t) \) also lies in a structurally stable part of \( X \) and can be shadowed by \( \phi(t - T_p, x_p) \); similarly for \( t < T_q \) points \( g(t) \) can be shadowed by \( \phi(t - T_q, x_q) \); for \( t \in (T_q, T_p) \) points \( g(t) \) are close to \( \alpha \). We omit details in the present paper.

**Proof of Proposition 2** Without loss of generality, we may assume that

\[
O^+(B(\varepsilon/2, s), \phi) \subset B(\varepsilon, s) \quad \text{and} \quad O^-(B(\varepsilon/2, u), \phi) \subset B(\varepsilon, u).
\]

Take \( m \in (0, \varepsilon/8) \). We take points \( y_p = \alpha(T_p) \in B(m/2, p) \cap \alpha \) and \( y_q = \alpha(T_q) \in B(m/2, q) \cap \alpha \). Put \( T = T_p - T_q \). Take \( \delta > 0 \) such that if \( g(t) \) is a pseudotrajectory of type \( \text{Ps}(\delta) \) (with \( y_p \) and \( y_q \) fixed above), \( t_0 \in \mathbb{R} \), and \( x_0 \in B(2\delta, g(t_0)) \), then

\[
\text{dist}(\phi(t - t_0, x_0), g(t)) < \varepsilon/2, \quad |t - t_0| \leq T + 1. \tag{3}
\]

Consider a number \( \tau > 0 \) such that if \( x \in W^w(p) \setminus B(m/2, p) \), then \( \phi(\tau, x) \in B(\varepsilon/8, s) \). Take \( \varepsilon_1 \in (0, m/4) \) such that if two points \( z_1, z_2 \in M \) satisfy the inequality \( \text{dist}(z_1, z_2) < \varepsilon_1 \), then

\[
\text{dist}(\phi(t, z_1), \phi(t, z_2)) < \varepsilon/8, \quad |t| \leq \tau.
\]
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In this case, for any \( y \in B(\varepsilon_1, x) \) the following inequalities hold:

\[
\text{dist}(\phi(t, x), \phi(t, y)) < \varepsilon/4, \quad t \geq 0.
\]  

(4)

Decreasing \( \varepsilon_1 \), we may assume that if \( x' \in W^s(q) \setminus B(m/2, q) \) and \( y' \in B(\varepsilon_1, x') \), then

\[
\text{dist}(\phi(t, x'), \phi(t, y')) < \varepsilon/4, \quad t \leq 0.
\]

Let \( g(t) \) be a pseudotrajectory of type \( Ps(\delta) \), where \( y_p, y_q \) and \( \delta \) satisfy the above-formulated conditions.

Let us consider several possible cases.

Case (P1): \( x_p \notin W^s(p) \) and \( x_q \notin W^u(q) \). Let

\[
T' = \inf\{t \in \mathbb{R} : \phi(t, x_p) \notin B(p, 3m/4)\}.
\]

If \( \delta \) is small enough, then \( \text{dist}(\phi(T', x_p), W^u(p)) < \varepsilon_1 \). In this case, there exists a point \( z_p \in W^u_{loc}(p, m) \setminus B(m/2, p) \) such that

\[
\text{dist}(\phi(T', x_p), z_p) < \varepsilon_1.
\]  

(5)

Applying a similar reasoning in a neighborhood of \( q \) (and reducing \( \delta \), if necessary), we find a point \( z_q \in W^s_{loc}(q, m) \setminus B(m/2, q) \) and a number \( T'' < 0 \) such that \( \text{dist}(\phi(T'', x_q), z_q) < \varepsilon_1 \).

Consider hypersurfaces \( S_p := \{x_1 = P_1 y_p\}, S_q := \{x_1 = P_1 y_q\} \). Let us note that Poincare map \( Q : S_q \to S_p \) is linear, defined by \( Q(x) = \phi(T, x) \) and satisfy \( Q(\{x_2, x_4 = 0\}) \neq \{x_3, x_4 = 0\} \). Choose \( R > 0 \) from Lemma 2 applied to hypersurface \( S_p, S_q, \) mapping \( Q \) and \( D = \varepsilon/8 \). Note that for some \( T_R > 0 \) hold the inequalities

\[
|\phi(t, P_{34}x_p)| < R, \quad t < -T_R; \quad |\phi(t, P_{24}x_q)| < R, \quad t > T_R.
\]

Consider the sets

\[
\text{Sp}^- = \{\phi(t, P_{34}x_p), t < -T_R\}; \quad \text{Sp}^+ = \{\phi(t, P_{24}x_q), t > T_R\}.
\]

Due to Lemma 1 item (ii) sets \( \text{Sp}^\pm \) satisfy assumptions of Lemma 2 and hence the sets

\[
C^- = \{x \in S_p : \quad P_{34}x \in \text{Sp}^-, |P_2 x| < D\},
\]

\[
C^+ = \{x \in S_q : \quad P_{24}x \in \text{Sp}^+, |P_3 x| < D\}
\]

satisfy \( C^- \cap QC^+ \neq \emptyset \). Let us consider a point

\[
x_0 \in C^- \cap QC^+
\]

(6)

and \( t_p < -T_R, \ t_q > T_R \), such that \( P_{34}x_0 = \phi(t_p, P_{34}x_s), \ P_{24}Q^{-1}x_0 = \phi(t_q, P_{24}x_u) \). The following inclusions hold

\[
\phi(-T_Q - T_R - T'', x_0) \in B(2\varepsilon_1, z_q); \quad \phi(-T_Q, x_0) \in B(D, y_q);
\]
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\( \phi(0, x_0) \in B(D, y_p); \ \phi(T_R + T', x_0) \in B(2\varepsilon_1, z_p). \)

Inequalities (3) imply that if \( \delta \) is small enough, then
\[
\text{dist}(\phi(t_3 + t, x_0), g(T_p + t)) < \varepsilon/2, \quad t \in [-T, 0].
\] (7)

Define a reparametrization \( h(t) \) as follows:
\[
h(t) = \begin{cases} 
  h(T_q + T'' + t) = -T_Q - T_R - T'' + t, & t < 0, \\
  h(T_p + T' + t) = T_R + T' + t, & t > 0, \\
  h(T_p + t) = t, & t \in [-T, 0], \\
  h(t) \text{ increases,} & t \in [T_p, T_p + T'] \cup [T_q + T'', T_q].
\end{cases}
\]

If \( t \geq T_p + T' \), then inequality (4) implies that
\[
\text{dist}(\phi(h(t), x_0), \phi(t - (T_p + T'), z_p)) < \varepsilon/4;
\]
\[
\text{dist}(\phi(t - T_p, x_p), \phi(t - (T_p + T'), z_p)) < \varepsilon/4.
\]
Hence, if \( t \geq T_p + T' \), then
\[
\text{dist}(\phi(h(t), x_0), g(t)) < \varepsilon/2.
\] (8)

For \( t \in [T_p, T_p + T'] \) the inclusions \( \phi(h(t), x_0), g(t) \in B(m, p) \) hold, and inequality (8) holds for these \( t \) as well.

A similar reasoning shows that inequality (8) holds for \( t \leq T_q \). If \( t \in [T_q, T_p] \), then inequality (8) follows from (7). This completes the proof in case (P1).

Case (P2): \( x_p \in W^s(p) \) and \( x_q \notin W^u(q) \). In this case the proof uses the same reasoning as in case (P1). The only difference is that instead of (6) we construct a point \( x_0 \in B(D, y_p) \cap W_{loc}^s(p, m) \) such that
\[
\phi(-T - T'', x_0) \in B(2\varepsilon_1, z_q); \quad \phi(-T, x_0) \in B(\varepsilon/8, y_q).
\]
The construction is straightforward and uses Lemma 1 item (ii).

Case (P3): \( x_p \notin W^s(p) \) and \( x_q \in W^u(q) \). This case is similar to case (P2).

Case (P4): \( x_p \in W^s(p) \) and \( x_q \in W^u(q) \). In this case, we take \( \alpha \) as the shadowing trajectory; the reparametrization is constructed similarly to case (P1).

**Remark 4.** Proposition 2 can be easily generalised in order to prove that \( X \) satisfies Lipschitz Oriented Shadowing property. Surprisingly we do not know how to prove Lipschitz analog of Proposition 1.
6 Standard Shadowing Property

Let us show that for small enough $\varepsilon < \min(l, \Delta/2)$ for any $d > 0$ there exists $d$-pseudotrajectory $g(t)$, which cannot be $\varepsilon$-shadowed.

Put $a_p = p + (1, 0, 0, 0)$, $a_q = q - (1, 0, 0, 0)$, $e_p = (0, 0, 0, 1)$ and $e_q = (0, 0, 0, -1)$. For any $d > 0$ consider pseudotrajectory

$$g(t) = \begin{cases} 
\phi(t, a_p + de_p), & t \geq 0, \\
\phi(t + Ta, a_q + de_q), & t \leq -Ta, \\
\phi(t, a_p), & t \in (-Ta, 0).
\end{cases}$$

Note that for some $L_0 > 0$ map $g(t)$ is $L_0d$ pseudotrajectory. Assume that for some $x_0 \in S^2 \times S^2$ and $h(t) \in \text{Rep}(\varepsilon)$ hold the inequalities (I). Without loss of generality we can assume that $h(0) = 0$. Let us consider sets

$$S_p = \{(1, x_2, x_3, x_4) : |x_2|, |x_3|, |x_4| < \Delta\} \subset U_p;$$

$$S_q = \{(-1, x_2, x_3, x_4) : |x_2|, |x_3|, |x_4| < \Delta\} \subset U_q.$$

Inequalities (I) imply that $\text{dist}(x_0, a_p + de_p) < \varepsilon$, and $\text{dist}(\phi(h(-Ta), x_0), a_q + de_q) < \varepsilon$. Hence there exists $L_1 > 0$ and $H_p, H_q \in [-L_1\varepsilon, L_1\varepsilon]$ such that points $x_p = \phi(H_p, x_0)$ and $x_q = \phi(h(-Ta) + H_q, x_0)$ satisfy inclusions $x_p \in S_p$, $x_q \in S_q$.

Inequality (I) implies that for some $L_2 > 0$ the following holds

$$|x_p - a_p|, |x_q - a_q| < L_2\varepsilon;$$

$$\text{dist}(\phi(h(t), x_p), g(t)) < L_2\varepsilon, \quad t > 0;$$

$$\text{dist}(\phi(h(t) - h(-Ta), x_q), g(t)) < L_2\varepsilon, \quad t \leq -Ta.$$  \hspace{1cm} (9)

Note that introduced above flow $\psi$ satisfies $\psi(t, (x_3, x_4)) = P_{34}\phi(t, (0,0, x_3, x_4))$. Hence inequalities (I) imply the following

$$\text{dist}(\psi(h(t), P_{34}x_p), \psi(t, (0, d))) < L_2\varepsilon, \quad t > 0.$$

Let us choose $\varepsilon > 0$ satisfying the inequality $L_2\varepsilon < l$. Lemma (I) imply that $P_4x_p > 0$. Similarly $P_4x_q < 0$. This contradicts to the equality $x_p = \phi(T_a, x_q)$ and (F5). Hence $X \notin \text{StSh}.$

7 Appendix

7.1 Proof of Lemma (I)

Note that

$$\psi(t, (r, \varphi)) = (e^{at}r, \varphi + \int_0^t b(e^{a\tau}r)d\tau).$$  \hspace{1cm} (10)
Item (i). Let us show that $Y \in \mathbf{C}^1(\mathbb{R}^2)$. Since $b(r) \in \mathbf{C}^1(0, +\infty)$, it is enough to prove continuity of $DY(x)$ at $x = 0$. Assume that $\sqrt{x_1^2 + x_2^2} < 2l$. The following holds:

$$b'(r) = \frac{1}{r \ln^2 r}, \quad r \in (0, 2l);$$

$$\frac{\partial Y_1}{\partial x_1} = a + b' \left( \sqrt{x_1^2 + x_2^2} \right) \frac{x_1 x_2}{\sqrt{x_1^2 + x_2^2};} \quad \frac{\partial Y_1}{\partial x_2} = b' \left( \sqrt{x_1^2 + x_2^2} \right) \frac{x_2^2}{\sqrt{x_1^2 + x_2^2}}.$$ 

Since

$$\frac{|x_1 x_2|}{\sqrt{x_1^2 + x_2^2}}, \quad \frac{x_2^2}{\sqrt{x_1^2 + x_2^2}} < \sqrt{x_1^2 + x_2^2}$$

and $rb'(r) \to 0$ as $r \to 0$, the following holds

$$\lim_{|x| \to 0} \frac{\partial Y_1}{\partial x_1}(x) = a, \quad \lim_{|x| \to 0} \frac{\partial Y_1}{\partial x_2}(x) = 0$$

Arguing similarly for $\frac{\partial Y_2}{\partial x_1}, \frac{\partial Y_2}{\partial x_2}$ we conclude that

$$\lim_{|x| \to 0} DY(x) = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}.$$ 

Note that

$$\left| Y(x) - \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix} x \right| = \left| \begin{pmatrix} 0 & b(|x|) \\ b(|x|) & a \end{pmatrix} x \right| \leq \frac{|x|}{|\ln(|x|)|},$$

which implies that

$$DY(0) = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}.$$ 

and completes the proof of item (i).

Item (ii). By the equality (10) it is enough to show that for $r > 0$, $T_0 < 0$ holds the inequality

$$\int_{-\infty}^{T_0} b(e^{a\tau} r) d\tau > 2\pi.$$ 

Without loss of generality we can assume that $r < 2l$. The following holds

$$\int_{-\infty}^{T_0} b(e^{a\tau} r) d\tau = \int_{-\infty}^{T_0} -\frac{1}{a \tau + \ln r} d\tau = -\frac{1}{a} \ln(|a \tau + \ln r|) \bigg|_{-\infty}^{T_0} = +\infty.$$ 

Item (ii) is proved.

Item (iii). Fix $a > 0$. Let $x_0 = (r_0, \varphi_0), x_1 = (r_1, \varphi_1)$ and $h(t) \in \text{Rep}(l)$ satisfy assumptions of the lemma. Let us show that for large enough $K$ and small $l$ holds the inequality $|\varphi_0 - \varphi_1| < \pi/4$. Reducing $l$ assume that $Kl < 1$. Let us consider $T > 0$ and $\Delta \in \mathbb{R}$ such that

$$e^{aT} r_0 = Kl, \quad e^{a\Delta} r_0 = r_1.$$ 

(11)
Consider points \( x_2 = \psi(T, x_0) = (r_2, \varphi_2) \), \( x_3 = \psi(h(T), x_1) = (r_3, \varphi_3) \). Note that \( r_2 = Kl \).

Inequality (2) implies
\[
\text{dist}(x_2, x_3) < l \tag{12}
\]
and hence \( r_3 \in [(K - 1)l, (K + 1)l] \). Equality (10) implies that
\[
r_3 = e^a h(T) r_1, \quad \varphi_2 = \varphi_0 + \int_0^T b(e^{a \tau} r_0) d\tau, \quad \varphi_3 = \varphi_1 + \int_0^{h(T)} b(e^{a \tau} r_1) d\tau.
\]

Relations (2) and (11) implies
\[
\frac{K}{K + 1} e^{a (h(T) + \Delta)} r_0 = \frac{K}{K + 1} e^{a h(T)} r_1 < e^{a T} r_0 < \frac{K}{K - 1} e^{a h(T)} r_1 = \frac{K}{K - 1} e^{a (h(T) + \Delta)} r_0. \tag{13}
\]

For large enough \( K \) inequality (12) implies that
\[
|\varphi_2 - \varphi_3| < \pi/8. \tag{14}
\]

The following holds
\[
\varphi_2 - \varphi_3 = (\varphi_0 - \varphi_1) + \int_0^T b(e^{a \tau} r_0) d\tau - \int_0^{h(T)} b(e^{a \tau} r_1) d\tau =
\]
\[
= (\varphi_0 - \varphi_1) + \int_0^T b(e^{a \tau} r_0) d\tau - \int_{\Delta}^{h(T) + \Delta} b(e^{a \tau} r_0) d\tau =
\]
\[
= (\varphi_0 - \varphi_1) + \int_{\Delta}^{h(T) + \Delta} b(e^{a \tau} r_0) d\tau - \int_{h(T) - \Delta}^T b(e^{a \tau} r_0) d\tau. \tag{15}
\]

Relations (2) and (11) imply that \( e^{a (h(T) + \Delta)} r_0 = e^{a h(T)} r_1 > (K - 1)l \) and hence
\[
b(e^{a \tau} r_0) = 0, \quad \tau \in [T, h(T) + \Delta]. \tag{16}
\]

Relations (13) imply inequalities
\[
\ln \frac{K}{K + 1} + a(h(T) + \Delta) < aT <\ln \frac{K}{K - 1} + a(h(T) + \Delta),
\]
and hence
\[
(T - h(T)) - \frac{1}{a} \ln \frac{K}{K - 1} < \Delta < (T - h(T)) - \frac{1}{a} \ln \frac{K}{K + 1}.
\]

Since \( h(t) \in \text{Rep}(l) \) and \( T = (\ln(K) - \ln r_0)/a \), holds the inequalities
\[
\frac{1}{a} \left(-l \ln(K) - \ln r_0\right) - \ln \frac{K}{K - 1} < \Delta < \frac{1}{a} \left(l \ln(K) - \ln r_0\right) - \ln \frac{K}{K + 1},
\]
and hence for large enough \( K \) and small \( l \) the following holds
\[
|\Delta| < \frac{1}{a} \left(\frac{4}{K - 1} - l \ln r_0\right). \tag{17}
\]
Since $|r_0| < l$, decreasing $l$ and enlarging $K$ we can assume that $|\Delta| < \frac{1}{2} \ln 2$. Then for $\tau \in [0, \Delta]$ holds the inequality $e^{a\tau} r_0 < 2l$, hence $b(e^{a\tau} r_0) = 1/\ln(e^{a\tau} r_0)$. For small enough $l$ inequality (17) implies that $a|\Delta| < -\ln r_0) / 2$, which implies $b(e^{a\tau} r_0) < 2b(r_0) = -2/\ln r_0$ and hence

$$\left| \int_0^\Delta b(e^{a\tau} r_0) d\tau \right| < -\frac{2|\Delta|}{\ln r_0} < -\frac{2}{a} \left( \frac{4}{K - 1} - l \ln r_0 \right) \frac{1}{\ln r_0} < -\frac{2}{a} \left( l - \frac{4}{(K - 1) \ln l} \right).$$

For small enough $l$ right hand side of the expression is less than $\pi/8$. Combining this with relations (15), (16) we conclude that

$$|\varphi_2 - \varphi_3| - (\varphi_0 - \varphi_1) < \pi/8.$$ and hence (14) implies $|\varphi_0 - \varphi_1| < \pi/4$. Item (iii) is proved.

### 7.2 Proof of Lemma 2

Let us fix a linear map $Q$ and a number $D > 0$. Consider the lines $l_1 \subset S_1$, $l_2 \subset S_2$ defined by $x_2 = x_3 = 0$, $y_2 = y_3 = 0$ respectively. Note that $Ql_2 \neq l_1$. Let us consider surface $V \subset S_1$ containing $l_1$ and $Ql_2$. Consider a parallelogram $P \subset V$, symmetric with respect to 0 with sides parallel to $l_1$ and $Ql_2$, satisfying the relation

$$P \subset \{|x_1| < D\} \cap Q\{|y_1| < D\}. \quad (18)$$

Let us choose $R > 0$, such that the following inclusions hold

$$B(R, 0) \cap V \subset P \quad \text{and} \quad Q(B(R, 0) \cap Q^{-1}V) \subset P. \quad (19)$$

Let $z_1$ be a point of intersection $Sp_1$ and the line $V \cap \{x_1 = 0\}$. Condition (19) implies that $z_1 \in P$. Consider the line $k_1$, containing $z_1$ and parallel to $l_1$. Inclusion (18) implies that $k_1 \cap P \subset Cyl_1$.

Similarly let $z_2$ be a point of intersection $Sp_2$ and $V \cap \{y_1 = 0\}$. Condition (19) implies the inclusion $Qz_2 \in P$. Let $k_2$ be the line containing $Qz_2$ and parallel to $Ql_2$. Inclusion (18) implies that $Q^{-1}(k_2 \cap V) \subset Cyl_2$.

Since $k_1 \parallel k_2$, there exists a point $z \in k_1 \cap k_2$. Inclusions $z_1, z_2 \in P$ imply that $z \in P$. Hence $z \in Cyl_1 \cap Q Cyl_2$. Lemma 2 is proved.
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