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Abstract—Recently, the reconfigurable intelligent surface (RIS), benefited from the breakthrough on the fabrication of programmable meta-material, has been speculated as one of the key enabling technologies for the future six generation (6G) wireless communication systems scaled up beyond massive multiple input multiple output (Massive-MIMO) technology to achieve smart radio environments. Employed as reflecting arrays, RIS is able to assist MIMO transmissions without the need of radio frequency chains resulting in considerable reduction in power consumption. In this paper, we investigate the joint design of transmit beamforming matrix at the base station and the phase shift matrix at the RIS, by leveraging recent advances in deep reinforcement learning (DRL). We first develop a DRL based algorithm, in which the joint design is obtained through trial-and-error interactions with the environment by observing predefined rewards, in the context of continuous state and action. Unlike the most reported works utilizing the alternating optimization techniques to alternatively obtain the transmit beamforming and phase shifts, the proposed DRL based algorithm obtains the joint design simultaneously as the output of the DRL neural network. Simulation results show that the proposed algorithm is not only able to learn from the environment and gradually improve its behavior, but also obtains the comparable performance compared with two state-of-the-art benchmarks. It is also observed that, appropriate neural network parameter settings will improve significantly the performance and convergence rate of the proposed algorithm.
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I. INTRODUCTION
Recent years have witnessed the successful deployment of massive multiple input multiple output (Massive-MIMO) in the fifth generation (5G) wireless communication systems, as a promising approach to support massive number of users at high data rate, low latency and secure transmission simultaneously and efficiently [1]-[3]. However, implementing a Massive-MIMO base station (BS) is challenging, as high hardware cost, constrained physical size, and increased power consumption scaling up the conventional MIMO systems by many orders of magnitude, arise when the conventional large-scale antenna array is used at the BS.

On another hand, the reconfigurable intelligent surface (RIS), benefited from the breakthrough on the fabrication of programmable meta-material, has been speculated as one of the key enabling technologies for the future six generation (6G) wireless communication systems scaled up beyond Massive-MIMO to achieve smart radio environment [4]-[10]. The meta-material based RIS makes possible wideband antennas with compact size, such that large scale antennas can be easily deployed at both ends of the user devices and BS, to achieve Massive-MIMO gains but with significant reduction in power consumption. With the help of varactor diode or other micro electrical mechanical systems (MEMS) technology, Electromagnetic (EM) properties of the RIS are fully defined by its micro-structure, and can be programmed to vary the phase, amplitude, frequency and even orbital angular momentum of an EM wave, effectively modulating a radio signal without a mixer and radio frequency (RF) chain.

The RIS can be deployed as reconfigurable transmitters, receivers and passive reflecting arrays. Being reflecting arrays, the RIS is usually placed in between the BS and single antenna receivers, and consists of a vast number of nearly passive, low-cost and low energy consuming reflecting elements, each of which introduces a certain phase shift to the signals impinging on it. By reconfiguring the phase shifts of elements of RIS, the reflected signals can be added constructively at the desired receiver to enhance the received signal power or destructively at non-intended receivers to reduce the co-channel interference. Due to the low power consumption, the reflecting RIS can be fabricated in very compact size with light weight, leading to easy installation of RIS in building facades, ceilings, moving trains, lamp poles, road signs, etc., as well as ready integration into existing communication systems with minor modifications on hardware [10]-[14].

Note that, passive reflecting surfaces have been used in radar systems for many years. However, the phase shifts of passive radars cannot be adjusted once fabricated, and the signal propagation cannot be programmed through controlling the phase shifts of antenna elements. The reflecting RIS also differs from relaying systems, in that the RIS reflecting array only alters the signal propagation by reconfiguring the constituent meta-atoms of meta-surfaces of RISs without RF chains and additional thermal noise added during reflections, whereas the latter requires active RF components for signal reception and emission. Consequently, the beamforming design in relay nodes is classified as active, while it is passive in reflecting RIS assisted systems.
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A. Prior Works

Although RIS has gained considerable attentions in recent years, the most of reported works are primarily focused on implementing hardware test-beds, e.g., reflect-arrays and meta-surfaces, and on realizing point-to-point experimental tests [9]-[10]. More recently, there are some works attempting to investigate optimizing the performance of RIS-assisted MIMO systems. The optimal receiver and matched filter (MF) were investigated for uplink RIS assisted MIMO systems in [8], where the RIS is deployed as a MIMO receiver. An index modulation (IM) scheme exploiting the programmable nature of the RIS was proposed in [13], where it was shown that the RIS-based IM enables high data rates with remarkably low error rates.

When RISs are utilized as reflecting arrays, the error performance achieved by a reflecting RIS assisted single antenna transmitter/receiver system was derived in [14]. A joint design of local optimal transmit beamforming at the BS and the phase shifts at reflecting RIS with discrete entries was proposed in [15] for reflecting RIS assisted single-user multiple input single output (MISO) systems, by solving the transmit power minimization problem utilizing an alternating optimization technique. The received signal power maximization problem for MISO systems with reflecting RIS was formulated and studied in [16] through the design of transmit beamforming and phase shifts employing efficient fixed point iteration and manifold optimization techniques. The authors in [17] derived a closed-form expression for the phase shifts for reflecting RIS assisted MIMO systems when only the statistical channel state information (CSI) is available. Compressive sensing based channel estimation was studied in [18] for reflecting RIS assisted MISO systems with single antenna transmitter/receiver. Deep learning based algorithm was proposed to obtain phase shifts. In [19]-[20], the transmit beamforming and the phase shifts were designed to maximize the secrecy rate for reflecting RIS assisted MIMO systems with only one legitimate receiver and one eavesdropper, employing various optimization techniques.

All above mentioned works focus on single user MISO systems. As multiple users and massive access are concerned, the transmit beamforming and the phase shift were studied in [21]-[22], by solving the sum rate/energy efficiency maximization problem, assuming a zero-forcing (ZF) based algorithm employed at the BS, whereas the stochastic gradient descent (SGD) search and sequential fractional programming are utilized to obtain the phase shifter. In [23], through minimizing the total transmit power while guaranteeing each user’s signal-to-interference-plus-noise ratio (SINR) constraint, the transmit beamforming and phase shifts were obtained by utilizing semi-definite relaxation and alternating optimization techniques. In [24], the fractional programming method was used to find the transmit beamforming matrix, and three efficient algorithms were developed to optimize the phase shifts. In [25], the large system analysis was exploited to derive the closed-form expression of the minimum SINR when only spatial correlation matrices of the RIS elements are available. Then, authors targeted at maximizing the minimum SINR by optimizing the phase shifts based on the derived expression. In [26], the weighted sum rate of all users in multi-cell MIMO settings were investigated, through jointly optimizing the transmit beamforming and the phase shifts subject to each BS’s power constraint and unit modulus constraint.

Recently, the model-free artificial intelligence (AI) has emerged as an extraordinarily remarkable technology to address explosive mass data, mathematically intractable non-linear non-convex problems and high-computation issues [27]-[30]. Overwhelming interests in applying AI to the design and optimization of wireless communication systems have been witnessed recently, and it is a consensus that AI will be at the heart of future wireless communication systems (e.g. 6G and beyond) [31]-[40]. The AI technology is most appealing to large scale MIMO systems with massive number of array elements, where optimization problems become non-trivial due to extremely large dimension optimization involved. Particularly, deep learning (DL) has been used to obtain the beamforming matrix for MIMO systems by building a mapping relations between channel information and the precoding design [34]-[37]. Actually, DL based approaches are able to significantly reduce the complexity and computation time utilizing the offline prediction, but often require an exhaustive sample library for online training. Meanwhile, the deep reinforcement learning (DRL) technique which embraces the advantage of DL in neural network training as well as improves the learning speed and the performance of reinforcement learning (RL) algorithms, has also been adopted in designing wireless communication systems [29], [32], [38]-[40].

DRL is particularly beneficial to wireless communication systems where radio channels vary over time. DRL is able to allow wireless communication systems to learn and build knowledge about the radio channels without knowing the channel model and mobility pattern, leading to efficient algorithm designs by observing the rewards from the environment and find out solutions of sophisticated optimization problems. In [38], the hybrid beamforming matrices at the BS were obtained by applying DRL where the sum rate and the elements of the beamforming matrices are denoted as states and actions. In [40], the cell vectorization problem is casted as the optimal beamforming matrix selection to optimize network coverage utilizing DRL to track the user distribution pattern. In [39], the joint design of beamforming, power control, and interference coordination were formulated as an non-convex optimization problem to maximize the SINR solved by DRL.

B. Contributions

In this paper, we investigate the joint design of transmit beamforming at the BS and phase shifts at the reflecting RIS to maximize the sum rate of multi-user downlink MISO systems utilizing DRL, assuming that direct transmissions between the BS and the users are totally blocked. This optimization problem is non-convex due to the multi-user interference, and the optimal solution is unknown. We develop a DRL based algorithm to find the feasible solution, without using sophisticated mathematical formulations and numerical optimization techniques. Specifically, we use policy-based deep
deterministic policy gradient (DDPG) derived from Markov decision process to address continuous beamforming matrix and phase shifts [41]. The main contributions of this paper are summarized as follows:

- We propose a new joint design of transmit beamforming and phase shifts based on the recent advance in DRL technique. This paper is a very early attempt to formulate a framework that incorporates the DRL technique into optimal designs for reflecting RIS assisted MIMO systems to address large-dimension optimization problems.

- The proposed DRL based algorithm has a very standard formulation and low complexity in implementation, without knowledge of explicit model of wireless environment and specific mathematical formulations. Such that it is very easy to be scaled to various system settings. Moreover, in contrast to DL based algorithms which rely on sample labels obtained from mathematically formulated algorithms, DRL based algorithms are able to learn the knowledge about the environment and adapt to the environment.

- Unlike reported works which utilize alternating optimization techniques to alternatively obtain the transmit beamforming and phase shifter, the proposed algorithm jointly obtain the transmit beamforming matrix and the phase shifts, as one of the outputs of the DRL algorithm. Specifically, the sum rate is utilized as the instant rewards to train the DRL based algorithm. The transmit beamforming matrix and the phase shifts are jointly obtained by gradually maximizing the sum rate through observing the reward and iteratively adjusting the parameters of the proposed DRL algorithm accordingly. Since the transmit beamforming matrix and the phase shifts are continuous, we resort to DDPG to develop our algorithm, in contrast to designs addressing the discrete action space.

Simulations show that the proposed algorithm is able to learn from the environment through observing the instant rewards and improve its behavior step by step to obtain the optimal transmit beamforming matrix and phase shifts. It is also observed that, appropriate neural network parameter settings will increase significantly the performance and convergence rate of the proposed algorithm.

The rest of the paper is organized as follows. The system model will be described in Section II. The DRL based algorithm for joint design of transmit beamforming matrix and phase shifts is presented in Section III. Simulation results are provided in Section V to verify the performance of the proposed algorithm, whereas conclusions are presented in Section VI.

The notations used in this paper are listed as follows. The statistical expectation. For any general matrix \( \mathbf{H} \), \( \mathbf{H}(i,j) \) denotes the entry at the \( i^{th} \) row and the \( j^{th} \) column. \( \mathbf{H}^T \), and \( \mathbf{H}^H \) represent the transpose and conjugate transpose of matrix \( \mathbf{H} \), respectively. \( \mathbf{H}^{(t)} \) is the value of \( \mathbf{H} \) at time \( t \). \( \mathbf{h}_k \) is the \( k^{th} \) column vector of \( \mathbf{H} \). \( Tr\{\cdot\} \) is the trace of the enclosed item. For any column vector \( \mathbf{h} \) (all vectors in this paper are column vectors), \( \mathbf{h}(i) \) is the \( i^{th} \) entry, while \( \mathbf{h}_{k,n} \) is the \( n^{th} \) channel vector for the \( k^{th} \) user. \( ||\mathbf{h}|| \) denotes the magnitude of the vector. \( |x| \) denotes the absolute value of a complex number \( x \), and \( Re(x) \) and \( Im(x) \) denote its real part and imaginary part, respectively.
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Fig. 1. The considered RIS-based multi-user MISO system comprised of a \( M \)-antenna BS simultaneously serving in the downlink \( K \) single-antenna users. RIS is equipped with \( N \) reflecting elements and one micro-controller, which is attached to a building’s facade, and the transmit signal propagates to the users via the RIS’s assistance.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a MISO system comprised of a BS, one reflecting RIS and multiple users, as shown in Fig. 1. The BS has \( M \) antennas and communicates with \( K \) users where \( M \geq K \) single antenna users. The reflecting RIS is equipped with \( N \) reflecting elements and one micro-controller. A number of \( K \) data streams are transmitted simultaneously from the \( M \) antennas of the BS. Each data stream is targeted at one of the \( K \) users. The signals are first arrived at the reflecting RIS and then are reflected by the RIS. The direct signal transmissions between the BS and the users are assumed to be negligible. This is reasonable since in practical the reflecting RIS is generally deployed to overcome the situations where severe signal blockage happens in-between the BS and the users. The RIS functions as a reflecting array, equivalent to introducing phase shifts to impinging signals. Being intelligent surface, the reflecting RIS could be intelligently programmed to vary phase shifts based on the wireless environment through electronic circuits integrated in the meta-surfaces. We assume that, the channel matrix from the BS to the reflecting RIS, \( \mathbf{H}_1 \in \mathbb{C}^{(N \times M)} \), and the channel vector \( \mathbf{h}_{k,2} \in \mathbb{C}^{(N \times 1)} \) for all \( k \), from the RIS to all the \( K \) users are perfectly known at both the BS and the RIS, with the aid of the transmission of pilot signals and feedback channels. It should be noted that, obtaining CSI at the RIS is a challenging task, which definitely requires that the RIS has the capability to transmit and receive signals. However this is indeed contradictory to the claim that RIS does not need RF chains. One solution is to install RF chains dedicated to channel estimation. To this end, the system should be delicately designed to tradeoff the system performance and cost, which is beyond the scope of this paper.

Assume the frequency flat channel fading. The signal received at the \( k^{th} \) user is given as

\[
y_k = \mathbf{h}_{k,2}^T \Phi \mathbf{H}_1 \mathbf{G} \mathbf{x} + w_k, \tag{1}
\]

where \( y_k \) denotes the signal received at the \( k^{th} \) user. \( \mathbf{x} \) is a
SINR at the second term of (3) is treated as cochannel interference. The constraint is considered for the development of DRL based algorithm. From (1), it can be seen that, compared to MISO relaying systems, reflecting RIS assisted MISO systems do not introduce AWGN at the RIS. This is because that the RIS acts as a passive mirror simply reflecting the signals incident on it, without signal decoding and encoding. The phases of signals impinging on the RIS will be reconfigured through the micro-controller connected to the RIS. It is also clear that, the signals arriving at the users experience the composite channel fading, $\mathbf{h}_{k,2} \Phi \mathbf{H}_1$. Compared to point to point wireless communications, this composite channel fading results in more severe signal loss, if without signal compensation at the RIS.

To maintain the transmission power at the BS, the following constraint is considered

$$
E \left\{ tr \{ \mathbf{G} \mathbf{x} (\mathbf{G} \mathbf{x})^H \} \right\} \leq P_t, \tag{2}
$$

where $P_t$ is the total transmission power allowed at the BS.

The received signal model (1) can be further written as

$$
y_k = \mathbf{h}_{k,2}^T \Phi \mathbf{H}_1 \mathbf{g}_k x_k + \sum_{n \neq n \neq k}^{K} \mathbf{h}_{k,2}^T \Phi \mathbf{H}_1 \mathbf{g}_n x_n + w_k, \tag{3}
$$

where $\mathbf{g}_k$ is the $k$th column vector of the matrix $\mathbf{G}$.

Without joint detection of data streams for all users, the second term of (3) is treated as cochannel interference. The SINR at the $k$th user is given by

$$
\rho_k = \frac{|\mathbf{h}_{k,2}^T \Phi \mathbf{H}_1 \mathbf{g}_k|^2}{\sum_{n \neq k}^{K} |\mathbf{h}_{k,2}^T \Phi \mathbf{H}_1 \mathbf{g}_n|^2 + \sigma_n^2}. \tag{4}
$$

In this paper, we adopt the ergodic sum rate, as given in (5), as a metric to evaluate the system performance,

$$
C(\mathbf{G}, \Phi, \mathbf{h}_{k,2}, \mathbf{H}_1) = \sum_{k=1}^{K} R_k, \tag{5}
$$

where $R_k$ is the data rate of the $k$th user, given by $R_k = \log_2 (1 + \rho_k)$. Unlike the traditional beamforming design and phase shift optimization algorithms that require full up-to-date cross-cell channel state information (CSI) for RIS-based systems, our objective is to find out the optimal $\mathbf{G}$ and $\Phi$ by maximizing sum rate $C$ leveraging the recent advance of DRL technique under given a particular CSI. Unlike the conventional deep neural networks (DNN), where it needs two phases, offline training phase and online learning phase, our proposed DRL method, each CSI is used to construct the state, and run the algorithm to obtain the two matrices continuously. The optimization problem can be formulated as

$$
\max_{\mathbf{G}, \Phi} \{ C(\mathbf{G}, \Phi, \mathbf{h}_{k,2}, \mathbf{H}_1) \} \tag{6}
$$

s.t. $tr \{ \mathbf{G} \mathbf{G}^H \} \leq P_t$, $|\phi_n| = 1 \forall n = 1, 2, \ldots, N$.

It can be seen that (6) is a non-convex non-trivial optimization problem, due to the non-convex objective function and the constraint. Exhaustive search would have to be used to obtain the optimal solution if utilizing classical mathematical tools, which is impossible, particularly for large scale network. Instead, in general, algorithms are developed to find out suboptimal solutions employing alternating optimization techniques to maximize the objective functions, where in each iteration, suboptimal $\mathbf{G}$ is solved by first fixing $\Phi$ [15]-[20] while suboptimal $\Phi$ is derived by fixing the $\mathbf{G}$, until the algorithms converge. In this paper, rather than directly solving the challenging optimization problem mathematically, we formulate the sum rate optimization problem in the context of advanced DRL method to obtain the feasible $\mathbf{G}$ and $\Phi$.

III. PRELIMINARY KNOWLEDGE OF DRL

In this section, we briefly describe the background of DRL which builds up the foundation for the proposed joint design of transmit beamforming and phase shifts.

A. Overview of DRL

In a typical RL, the agent gradually derives its best action through the trial-and-error interactions with the environment over time, applying actions to the environment, observing the instant rewards and the transitions of state of the environment, as shown in Fig. 2. There are a few basic elements used to fully characterize the RL learning process, the state, the action, the instant reward, the policy and the value function:

(1) State: a set of observations characterizing the environment. The state $s^{(t)} \in S$ denotes the observation at the time step $t$.

(2) Action: a set of choices. The agent takes one action step by step during the learning process. Once the agent takes an action $a^{(t)} \in A$ at time instant $t$ following a policy $\pi$, the state of the environment will transit from the current state $s^{(t)}$ to the next state $s^{(t+1)}$. As a result, the agent gets a reward $r^{(t)}$.

(3) Reward: a return. The agent wants to acquire a reward by taking action $a$ given state $s$. It is also a performance metric $r^{(t)}$ to evaluate how good the action $a^{(t)}$ is given a state $s^{(t)}$ at time instant $t$.

(4) Policy: the policy $\pi(s^{(t)}, a^{(t)})$ denotes the probability of taking action $a^{(t)}$ conditioned on the state $s^{(t)}$. Note that, the policy function satisfies $\sum_{a^{(t)} \in A} \pi(s^{(t)}, a^{(t)}) = 1$.

(5) State-action value function: value to be in a state $s$ and action $a$. The reward measures immediate return from action $a$ given state $s$, whereas the value function measures potential future rewards which the agent may get from taking action $a$ being in the state $s$. 

where

The Q function is given as

\[ Q(\pi(s(t), a(t))) \text{ is updated at every time instant, it will converge to the optimal state-action value function } Q^*(s(t), a(t)). \]

Adopting the \( Q_\pi(s(t), a(t)) \) function as the state-action value function. Given the state \( s(t) \), the action \( a(t) \), and the instant reward \( r(t) \) at time \( t \), the Q value function is given as

\[
Q_\pi(s(t), a(t)) = E_\pi[\sum_{\tau=0}^{\infty} \gamma^\tau r(t+\tau+1) | s(t)=s, a(t)=a]
\]

where \( \gamma \in (0, 1] \) is the discount rate. The Q function is a metric to evaluate the impact of the choice of action on the expected future cumulative discounted reward achieved by the learning process, with the choice of action \( a(t) \) under the policy \( \pi \).

The Q function satisfies the Bellman equation given by

\[
Q_\pi(s(t), a(t)) = E_\pi[\sum_{\tau=0}^{\infty} \gamma^\tau r(t+\tau+1) | s(t)=s, a(t)=a] + \gamma \sum_{s', a'} P_{ss'}^{a'} \left[ \sum_{a''} \pi(s', a'')Q_\pi(s', a'') \right], \tag{8}
\]

where \( P_{ss'}^{a'} = P_r(s(t+1) = s'|s(t) = s, a(t) = a) \) is the transition probability from state \( s \) to state \( s' \) with action \( a \) being taken.

The Q-learning algorithm searches the optimal policy \( \pi^* \). From (8), the optimal Q function associated with the optimal policy becomes

\[
Q^*(s(t), a(t)) = r(t+1)(s(t) = s, a(t) = a, \pi = \pi^*) + \gamma \sum_{s', a'} P_{ss'}^{a'} \max_{a''} Q^*(s', a''). \tag{9}
\]

The Bellman equation (9) can be solved recursively to obtain the optimal \( Q^*(s(t), a(t)) \), without the knowledge of exact reward model and the state transition model. The updating on the Q function is given as

\[
Q^*(s(t), a(t)) \leftarrow (1 - \alpha)Q^*(s(t), a(t)) + \alpha(\gamma r(t+1) + \gamma \max_{a'} Q_\pi(s(t+1), a')), \tag{10}
\]

where \( \alpha \) is the learning rate for the update of Q function.

If \( Q(s(t), a(t)) \) is updated at every time instant, it will converge to the optimal state-action value function \( Q^*(s(t), a(t)) \). However, this is not easily achieved, particularly with the large dimension state space and action space. Instead, the function approximation is usually used to address problems with enormous state/action spaces. Popular function approximators include feature representation, neural networks and ones directly relating value functions to state variables. Rather than utilizing explicit mathematical modeling, the DNN approximates state/action value function, policy function and the system model as composition of many non-linear functions, as shown in Fig. 2 where both the Q function and the action are approximated by DNN. However, the neural network based approximation does not give any interpretation and the resulting DRL based algorithm might also give local optimal due to the sample correlation and non-stationary targets.

One key issue using neural network as Q function approximation is that, the states are highly correlated in time domain and result in reduction of randomness of states since they are all extracted from the same episode. The experience replay, which is a buffer window consisting of last few states, can considerably improve the performance of DRL. Instead of updating from the last state, the DNN updates from a batch of randomly sampled states to the experience replay.

With DRL, the Q value function is completely determined by a parameter vector \( \theta \)

\[
Q(s(t), a(t)) = Q(\theta|s(t), a(t)), \tag{11}
\]

where \( \theta \) is equivalent to the weighting and bias parameters in the neural network. Rather than updating the Q function directly as in (8), with DRL, the optimal Q value function can be approached by updating \( \theta \) using stochastic optimization algorithms

\[
\theta(t+1) = \theta(t) - \mu \Delta_q \ell(\theta), \tag{12}
\]

where \( \mu \) is the learning rate for the update on \( \theta \) and \( \Delta_q \) is the gradient of loss function \( \ell(\theta) \) with respect to \( \theta \).

The loss function is generally given as the difference be-
between the neural network predicted value and the actual target value. However, since reinforcement learning is a process learning to approach the optimal Q value function, the actual target value is not known. To address this problem, two neural networks with the identical architecture are defined, the training neural network and the target neural network, whose value functions are respectively given by \( Q(\theta^{(\text{train})}|s^{(t)},a^{(t)}) \) and \( Q(\theta^{(\text{target})}|s^{(t)},a^{(t)}) \). The target neural network is synchronized to the training neural network at a predetermined frequency. The actual target value is estimated as

\[
y = r^{(t+1)} + \gamma \max_{a'} Q(\theta^{(\text{target})}|s^{(t+1)}, a').
\]

The loss function is thus given by

\[
\ell(\theta) = \left(y - Q(\theta^{(\text{train})}|s^{(t)}, a^{(t)})\right)^2.
\]

**B. DDPG**

As the proposed joint design of transmit beamforming and phase shifts is casted as a DRL optimization problem, the most challenging of it is the continuous state space and action space. To address this issue, we explore the DDPG neural network to solve our optimization problem, as shown in Fig. 3. It can be seen that, there are two DNNs in DDPG neural network, the actor network and the critic network. The actor network takes the state as input and outputs the continuous action, which is in turn input to the critic network together with the state. The actor network is used to approximate the action, thus eliminating the need of finding the action maximizing the Q value function given the next state which involves non-convex optimization.

The updates on the training critic network are given as follows:

\[
\theta_c^{(t+1)} = \theta_c^{(t)} - \mu_c \Delta Q^{(\text{train})}_c \ell(\theta_c^{(\text{train})}),
\]

\[
\ell(\theta_c^{(\text{train})}) = \left(y^{(t)} + \gamma q(\theta_{c}^{(\text{target})}|s^{(t+1)}, a') - \hat{Q}_c^{(\text{train})}(s^{(t)}, a^{(t)})\right)^2,
\]

where \( \mu_c \) is the learning rate for the update on training critic network. \( a' \) is the action output from the target actor network and \( \Delta Q^{(\text{train})}_c \ell(\theta_c^{(\text{train})}) \) denotes the gradient with respect to the training critic network \( \theta_c^{(\text{train})} \). The \( q(\theta_{c}^{(\text{target})}|s^{(t)}, a') \) is the target value, which is in turn input to the critic network together with the state. The actor network is used to approximate the action, thus eliminating the need of finding the action maximizing the Q value function given the next state which involves non-convex optimization.

The update on the training actor network is affected by the target critic network parameter \( \theta^{(\text{train})}_a \). It can be seen from (17), the update of training actor network is influenced by the target critic network through gradient of the target critic network with respect to the parameter \( \theta^{(\text{train})}_a \). The update on target critic network and target actor network are given as follows, respectively

\[
\theta_c^{(\text{target})} \leftarrow \tau_c \theta_c^{(\text{train})} + (1 - \tau_c) \theta_c^{(\text{target})},
\]

\[
\theta_a^{(\text{target})} \leftarrow \tau_a \theta_a^{(\text{train})} + (1 - \tau_a) \theta_a^{(\text{target})},
\]

where \( \tau_c, \tau_a \) are the learning rate for updating of the target critic network and the target actor network, respectively.

**IV. DRL based Joint Design of Transmit Beamforming and Phase Shifts**

In this section, we present the proposed DRL based algorithm for joint design of transmit beamforming and phase shifts, utilizing DDPG neural network structure shown in Fig. 3. The DRL algorithm is driven by two DNNs, the state \( s \), the action \( a \) and the instant reward \( r \). First we introduce the structure of the proposed DNNs, followed by detailed description of \( s, a, r \) and the algorithm.

**A. Construction of DNN**

The structures of DNN utilized in this paper are shown in Fig. 3. As can be seen, both proposed DNN structures of the critic network and the actor network of are a fully connected deep neural network. The critic network and the actor network have the identical structure, comprised of one input layer, one output layer, and two hidden layers. The input and output dimension of the critic network equals to the cardinality of the state set together with the action set and the Q value function, respectively. The input and output dimension
of the actor network are defined as the cardinality of the state and the action, respectively. The number of neurons of hidden layers depend on the number of users, the number of antennas at the BS and the number of elements at RIS. In general, the number of neurons of hidden layers must be larger than the input and the output dimension. The action output from the actor network will be input to the hidden layer 2 to avoid Python implementation issues in the computation of $\Delta_\theta a(\theta(\text{target}))s(t), a)$. 

Note that, the correlation between entries of $s$ will degrade the efficiency of using neural network as function approximation. To overcome this problem, prior to being input to both the critic and the actor network, the state $s$ will go through a whitening process, to remove the correlation between the entries of the state $s$.

In order to overcome the variation on distribution of each layer’s inputs resulting from the changes in parameters of the previous layers, batch normalization is utilized at the hidden layers. Batch normalization allows for much higher learning rates and less careful about initialization, and in some cases eliminates the need for dropout.

The activation function utilized here is $tanh$ in order to address the negative inputs. The optimizer used for both the training critic network and the training actor network is Adam with adaptive learning rate $\mu(t) = \lambda_c \mu(t-1)$ and $\mu_a(t) = \lambda_a \mu_a(t-1)$, where $\lambda_c$ and $\lambda_a$ are the decaying rate for the training critic network and training actor network.

Noting that, $G$ should satisfied the power constraint defined in (9). To implement this, a normalization layer is employed at the output of the actor network, where $Tr\{GG^T\} = P_t$. For $\Phi, |\Phi(n,n)|^2 = 1$ be maintained to ensure signal reflection without the power consumption.

### B. Algorithm Description

Assuming there exists a central controller, or the agent, which is able to instantaneously collect the channel information, $H_1$ and $h_{k,2}\forall k$. At time step $t$, given the channel information, and the action $G^{(t-1)}$ and $\Phi^{(t-1)}$ in the previous state, the agent constructs the state $s(t)$ for time step $t$ following the section IV.B.1 State.

At the beginning of the algorithm, the experience replay buffer $\mathcal{M}$, the critic network and the actor network parameters $\theta^{\text{(train)}}(\text{train})$ and $\theta^{\text{(train)}}(\text{train})$, the action $G$ and $\Phi$ need to be initialized. In this paper, we simply adopt the identity matrix to initialize $G$ and $\Phi$.

The algorithm is run over $N$ episodes and each episode iterates $T$ steps. For each episode, the algorithm terminates whenever it converges or reaches the maximum number of allowable steps. The optimal $G_{\text{opt}}$ and $\Phi_{\text{opt}}$ are obtained as the action with the best instant reward. Note that the purpose of this algorithm is to obtain the optimal $G$ and $\Phi$ utilizing DRL, rather than to train a neural network for online processing. The details of the proposed method are shown in Algorithm 1.

### Algorithm 1 Joint Transmit beamforming and Phase Shifts Design

**Input:** $H_1, h_{k,2}, \forall k$

**Output:** optimal action $a = \{G, \Phi\}$, $Q$ value function

**Initialization:** experience replay memory $\mathcal{M}$ with size $D$, training actor network parameter $\theta^{\text{(train)}}_a$, target actor network parameter $\theta^{\text{(train)}}_a = \theta^{\text{(train)}}_a$, training critic network with parameter $\theta^{\text{(train)}}_c$, target critic network with parameter $\theta^{\text{(train)}}_c = \theta^{\text{(train)}}_c$, transmit beamforming matrix $G$, phase shift matrix $\Phi$

**Do:**

1. for episode $= 0, 1, 2, \ldots, N - 1$ do
2. Collect and preprocess $H_1^{(n)}, h_{k,2}^{(n)}$, $\forall k$ for the $n^{th}$ episode to obtain the first state $s(0)$
3. for $t=0, 1, 2, \ldots, T - 1$ do
4. Obtain action $a(t) = \{G(t), \Phi(t)\} = \pi(\theta^{\text{(train)}}_a)$ from the actor network
5. Observe new state $s(t+1)$ given action $a(t)$
6. Observe instant reward $r(t+1)$
7. Store the experience $(s(t), a(t), r(t), s(t+1))$ in the replay memory
8. Obtain the $Q$ value function as $Q = q(\theta^{\text{(train)}}_c(s(t), a(t)))$ from the critic network
9. Sample random mini-batches of size $W$ of experiences from replay memory $\mathcal{M}$
10. Construct training critic network loss function $\ell(\theta^{\text{(train)}}_c)$ given by (16)
11. Perform SGD on training critic network to obtain $\Delta_\theta \ell(\theta^{\text{(train)}}_c)$
12. Perform SGD on target critic network to obtain $\Delta_\theta q(\theta^{\text{(train)}}_c(s(t), a(t)))$
13. Perform SGD on training actor network to obtain $\Delta_\theta \pi(\theta^{\text{(train)}}_a(s(t)))$
14. Update the training critic network $\theta^{\text{(train)}}_c$
15. Update the training actor network $\theta^{\text{(train)}}_a$
16. Every $U$ steps, update the target critic network $\theta^{\text{(train)}}_c$
17. Every $U$ steps, update the target actor network $\theta^{\text{(train)}}_a$
18. Set input to DNN as $s(t+1)$
19. end for
21. end for

of users at the $t^{th}$ time step, the action from the $(t-1)^{th}$ time step, the channel matrix $H_1$ and $h_{k,2} \in k$. Since the neural network can only take real rather than complex numbers as input, the construction of the state $s$, if a complex number is involved, the real part and the imaginary part will be separated as independent input port. Given transmit symbols with unit variance, the transmission power for the $k^{th}$ user is given by $\|G_k\|^2 = |Re\{G_k^H G_k\}|^2 + |Im\{G_k^H G_k\}|^2$. The first term is the contribution from the real part, whereas the second term is the contribution from the imaginary part, both of which are used as the independent input port to the critic network and the actor network. In total, there will be $2K$ entries of the state entries of the state.
TABLE I

| Parameter | Description                  | Value   |
|-----------|------------------------------|---------|
| γ         | discounted rate for future reward | 0.99    |
| μc        | learning rate for training critic network update | 0.001   |
| μa        | learning rate for training actor network update | 0.001   |
| τc        | learning rate for target critic network update | 0.001   |
| τa        | learning rate for target actor network update | 0.001   |
| λc        | decaying rate for training critic network update | 0.00001 |
| λa        | decaying rate for training actor network update | 0.00001 |
| D         | buffer size for experience replay | 100000  |
| N         | the number of episodes        | 5000    |
| T         | the number of steps in each episode | 20000   |
| W         | the number of experiences in the mini-batch | 16      |
| U         | the number of steps synchronizing target network with the training network | 1       |

In this section, we present performance evaluation for the proposed DRL based algorithm. In the simulations, we randomly generate channel matrix \( \mathbf{H}_1 \) and \( \mathbf{h}_{k,2} \), \( \forall k \) following rayleigh distribution. We assume that, the large scale path loss and the shadowing effects have been compensated. This is because the objective of this paper in its current format is to develop a framework for the optimal beamforming design and phase shift matrices by employing advanced DRL technique. Once the framework is ready, the effects of the path loss, the shadowing effects, the distribution of users and the direct link from the BS to the users can be easily investigated, through scaling DNNs, reconstructing the state, the action and the reward. All presented illustrations have been averaged results over 500 independent realizations.

A. Setting and benchmarks

The hyper-parameters used in the algorithm are shown in Table I. We select two state-of-the-art algorithms as benchmarks. These are the weighted minimum mean square error (WMMSE) algorithm [42, 43] and an iterative algorithm based on fractional programming (FP) with the ZF beamforming [4]. In their generic forms, both algorithms require full up-to-date cross-cell CSI. Both are centralized and iterative in their original forms. The iterative FP algorithm with the ZF beamforming used in this paper is formulated in [4] Algorithm 3. Similarly, a detailed explanation and pseudo code of the WMMSE algorithm is given in [43] Algorithm 1. The performance of the proposed DRL-based algorithm in comparison with these state-of-the-art benchmarks is illustrated in the following.

![Graph showing proposed DRL and benchmark performance comparison](image)

Fig. 4. Sum rate versus \( P_t \) to show the proposed DRL-based algorithm in comparison with two benchmarks.

B. Comparisons with Benchmarks

We have evaluated the proposed DRL-based approach described in Algorithm 1 as well as two benchmarks. Fig. 4
shows the sum rate versus maximum transmit power $P_t$. We consider two sets of system parameters, namely $M = 32$, $N = 32$, $K = 32$, and $M = 8$, $N = 8$, $K = 8$. It can be seen that our proposed DRL-based algorithm obtains the comparable sum-rate performance with these state-of-the-art benchmarks (WMMSE and FP optimization algorithm with ZF), and the sum rates increase with the transmit power $P_t$ under all considered algorithms and scenarios.

To further verify our proposed algorithm in more wider application scenarios, we perform another a simulation, which compares the sum rate as a function of the number of elements in RIS $N$ shown in Fig. 5 for $P_t = 20dB$, $M = 64$, $K = 64$. It is observed that, the average sum rates increase with the $N$, resulting from the increase in the sum power of reflecting RIS as $N$ increases. This is achieved at the cost of the complexity of implementing RIS. It also further indicates that our proposed algorithm is robust in considered wider application scenarios, and approaching the optimal performance.

C. Impact of $P_t$ on DRL

To get better understanding of our proposed DRL-based method, we investigate the impact of $P_t$ on it shown in Fig. 6 in which we considered two settings $P_t = 5dB$ and $P_t = 20dB$ with rewards (instant rewards and average rewards) as a function of time steps. In simulations, we use the following method to calculate the average rewards,

$$\text{average\_reward}(K_i) = \frac{\sum_{k=1}^{K_i} \text{reward}(k)}{K_i}, \quad K_i = 1, 2, ..., K,$$

(19)

where $K$ is the maximum steps. It can be seen that, the rewards will converge with the increase of time step $t$. It converges faster at the low SNR ($P_t = 5dB$) than high SNR ($P_t = 20dB$). The reason is that, with higher SNR, the dynamic range of instant rewards is large, resulting in more fluctuations and worse convergence. These two figures also show that, starting from the identity matrices, the DRL based algorithm is able to learn from the environment and adjust $G$ and $\Phi$ to approach optimal solutions. Furthermore, the result of average rewards versus time steps under different $P_t = \{-10dB, 0dB, 10dB, 20dB, 30dB\}$ is shown in Fig. 7. It can be seen that the SNRs have significantly effect on the convergence rate and performance, especially for the low SNR scenarios, i.e., below 10dB. When $P_t \geq 10dB$, the performance gap is far less than that between $P_t = 0dB$ and $P_t = 10dB$. In other words, the proposed DRL method is extremely sensitive to the low SNR although it takes less time to achieve the convergence.
D. Impact of system settings

Similarly, we investigate the impact of element number \( N \) on the performance of DRL shown in Fig. 8 in which we considered the system settings \( N = \{4, 10, 20, 30\} \) with rewards versus time steps. Compared with the transmit power, DRL is more robust to the change of system settings. Specifically, with the increase of elements \( N \), the average rewards also increase gradually as expected, but this doesn’t increase the convergence time of the DRL method.

Fig. 9 presents the average sum rate as a function of \( P_t \) for various system settings. It can be seen that the CDF curves confirm the observations from Fig. 9, where the average sum rates improve with the transmission power \( P_t \) and the number of RIS elements \( N \).

E. Impact of learning and decaying rate

In our proposed DRL algorithm, we use constant learning and decaying rates for the critic and actor neural networks, and investigate their impacts on the performance and converge rate of DRL-based method. Fig. 11 demonstrates average rewards versus time steps under different learning rates, i.e., \( \{0.01, 0.001, 0.0001, 0.00001\} \). It can be seen that different learning rates have the great influence on the performance of the DRL algorithm. Specifically, the DRL with 0.001 learning rate achieves the best performance although it takes a longer time to converge compared with 0.0001 and 0.00001 learning rate, while the large learning rate as 0.01 has the worse performance. This is because that too large learning rate will increases the oscillation that renders the performance drop dramatically. To sum up, the learning rate should be selected properly, neither too large nor too small. Fig. 12 compares the average rewards versus time steps under different decaying rates, i.e., \( \{0.001, 0.0001, 0.00001, 0.000001\} \). It shares the similar conclusion with the learning rate, but it exerts less influence on the DRL’s performance and convergence rate. It can be seen that although 0.00001 decaying rate achieves...
that incorporates the DRL technique into the optimal designs for reflecting RIS assisted MIMO systems to address large-dimension optimization problems. The proposed DRL based algorithm has a very standard formulation and low complexity in implementation, without the knowledge of explicit mathematical formulations of wireless systems. It is therefore very easy to be scaled to accommodate various system settings. Moreover, the proposed DRL based algorithm is able to learn the knowledge about the environment and also is robust to the environment, through trial-and-error interactions with the environment by observing predefined rewards. Unlike most reported works utilizing alternating optimization techniques to alternately obtain the transmit beamforming and phase shifts, the proposed DRL based algorithm obtains the joint design simultaneously as the output of the DNNs. Simulation results show that the proposed DRL algorithm is able to learn from the environment through observing the instant rewards and improve its behavior step by step to obtain the optimal transmit beamforming matrix and phase shifts. It is also observed that, appropriate neural network parameter settings will improve significantly the performance and convergence rate of the proposed algorithm.

VI. CONCLUSIONS

In this paper, a new joint design of transmit beamforming and phase shifts based on the recent advances in DRL technique was proposed, which attempts to formulate a framework

---

Fig. 11. Average rewards versus steps under different learning rates, i.e., \{0.01, 0.001, 0.0001, 0.00001\}.

Fig. 12. Average rewards versus steps under different decaying rates, i.e., \{0.001, 0.0001, 0.00001\}. 

the best performance, the gap between them are narrowed significantly.

Finally, we also should point out that, the performance of DRL based algorithms is very sensitive to initialization of the DNN and the other hyper-parameters, i.e., minibatch size, etc. The hyper-parameters need to be defined delicately under a given system setting, and the appropriate neural network hyper-parameters setting will improves significantly the performance of the proposed DRL algorithm as well as its convergence rate.

---
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