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1. Introduction

Classification of high dimensional data has become an extremely common statistical problem. For a two-group classification, we use the high-dimension, low-sample-size (HDLSS) asymptotic regime (Hall, Marron and Neeman, 2005), in which the dimension $p$ increases while the sample size $n$ is fixed, to reveal a perhaps counter-intuitive phenomenon in classification of HDLSS data.

Consider a situation where a classification rule is given by a linear separating hyperplane, or equivalently via the orthogonal projection of data onto its normal vector. A classical choice for such a vector is the Fisher’s linear discriminant vector $w_{\text{FLD}}$ (Fisher, 1936), which maximizes the between-group scatter $(w^T d)^2$ while minimizing the within-group scatter $w^T S w$, where $d = \bar{X}_1 - \bar{X}_2$ and $S$ is the $p \times p$ pooled covariance matrix of rank $\min\{p, n-2\}$. While $w_{\text{FLD}} = S^{-1}d$
is not defined for high-dimensional data with \( p > n - 2 \), a natural extension is the maximal data piling direction vector (Ahn and Marron, 2010)

\[
w_{\text{MDP}} = \arg\max_{w : \|w\| = 1} (w^T d)^2 \quad \text{subject to} \quad w^T S w = 0.
\]

The term data-piling in the binary classification setting refers to the phenomenon that all data are projected to exactly two points, one for each group. Among such vectors exhibiting data piling, \( w_{\text{MDP}} \) uniquely maximizes the between-group scatter. This “first” data-piling is observed for any given data whenever \( p > n - 2 \), and may be viewed as a sign of overfitting; independent test data are not projected to the same piling locations.

In this paper, we reveal that there exists a “second” data piling vector onto which any independent observations are projected to two distinct points, asymptotically. This second data piling vector can be obtained purely from the training data. Thus, when used for classification, the second data piling direction leads to an asymptotic perfect classification.

We develop the second data-piling in a dense signal setting for which the true mean difference exists in almost all coordinates, i.e., \( \|\mu_1 - \mu_2\| = O(p^{1/2}) \), and using a spiked model for the common covariance \( \Sigma \). In particular, the spiked covariance model with \( m \) spikes, for a fixed \( m \geq 0 \), assumes that, for a given \( \beta \in [0, 1] \), the \( m \) leading eigenvalues of \( \Sigma \) increases at the order of \( p^\beta \), while the rest of eigenvalues are nearly constant. This model has been commonly used in the high-dimensional asymptotic studies for principal component analysis and factor models; see Jung, Lee and Ahn (2018); Hellton and Thoresen (2017); Fan et al. (2021) and references therein. Most of the previous HDLSS-asymptotic studies on classification (Hall, Marron and Neeman, 2005; Qiao et al., 2010; Jung, 2018) are limited to the simple null case of \( \beta = 0 \), i.e., \( \Sigma \) is the scaled identity matrix. Allowing \( \beta \in [0, 1] \) also results in a similar conclusion (Yata and Aoshima, 2020). Our findings are obtained under the more interesting and realistic situation at \( \beta = 1 \), requiring the variables to be meaningfully correlated with each other. To the best of our knowledge, literature on the theoretical research on classification under this scenario is scarce. An exception is the work of Aoshima and Yata (2019), in which the authors proposed to “remove” the leading eigenspace for better classification performances. Relation of our findings to Aoshima and Yata (2019) is further discussed in Section 5.

The first and second data piling direction vectors turn out to be closely related to the ridged linear discriminant vector \( w_\alpha = (S + \alpha I_p)^{-1} d \), where \( I_p \) is the \( p \times p \) identity matrix (Di Pillo, 1976), for which both positive and negative values for the ridge parameter \( \alpha \) are considered. The first maximal-data-piling direction \( w_{\text{MDP}} \) is the direction of the “ridgeless” vector \( \lim_{\alpha \downarrow 0} w_\alpha \). Since our model suggests that only the first \( m \) leading eigenvectors \( \hat{u}_1, \ldots, \hat{u}_m \) of \( S \) are meaningful estimates of their population counterparts, we define a projected ridge discriminant direction \( v_\alpha \), given by projecting \( w_\alpha \) onto \( \text{span}(\hat{u}_1, \ldots, \hat{u}_m, w_{\text{MDP}}) \) for most values of \( \alpha \in \mathbb{R} \); see Section 2 for a precise definition of \( v_\alpha \). We show that the second data piling occurs at \( v_\alpha \), for an \( \alpha \) strictly negative, but not at
any other choices of $\alpha$. This implies that an asymptotic perfect classification can happen only at $v_\alpha$.

Note that the second data piling direction is found by allowing the ridge parameter to be negative. Recently, for over-parameterized regression models with $p > n$, Kobak, Lomond and Sanchez (2020); Wu and Xu (2020); Tsigler and Bartlett (2020) have pointed out that negatively ridged coefficient estimators can be optimal. In particular, Tsigler and Bartlett (2020) have shown that a spiked covariance model with the number of spikes much smaller than the sample size is a key for a negative ridge parameter to be optimal in ridge regression. Our finding with the $m$-spiked model parallels this observation, in a classification setting. In the linear regression context, extreme overfitting of ridgeless estimators is found to perform surprisingly well (Hastie et al., 2019; Holzmüller, 2020; Bartlett et al., 2020), a phenomenon called “double descent”. The ridgeless estimator in the classification context is exactly the first data piling vector $w_{\text{MDP}}$. Our results further suggest that it is possible to asymptotically interpolate test data by the second data piling vector. We also note that an asymptotic perfect classification of functional data is shown to be possible (Delaigle and Hall, 2012). There, a key condition enabling perfect classification is that the norm of the mean difference is comparable to or larger than the standard deviation of the leading principal component scores, which is analogous to our model with $\|\mu_1 - \mu_2\| = O(p^{1/2})$, $\lambda_i^{1/2} = O(p^{\beta/2})$ for $i = 1, \ldots, m$ and $\beta \leq 1$.

The HDLSS asymptotic regime we adopt has been used to reveal some unique characteristics of HDLSS data. Recent developments on the HDLSS asymptotic studies of various multivariate methods are surveyed by Aoshima et al. (2018).

2. Linear discriminant directions in high dimensions

2.1. Negatively ridged discriminant directions

For $i = 1, 2$, let $X_{i1}, \ldots, X_{in_i} \in \mathbb{R}^p$ denote a sample drawn from an absolutely continuous distribution on $\mathbb{R}^p$ with mean $\mu_i$ and common covariance matrix $\Sigma$. We assume $p > n := n_1 + n_2$. Let $d = \bar{X}_1 - \bar{X}_2$ be the vector of sample mean difference, and $S = \sum_{i=1}^2 \sum_{j=1}^{n_i} (X_{ij} - \bar{X}_i)(X_{ij} - \bar{X}_i)^T/n$ be the sample within-group covariance matrix. We consider a ridge-type discriminant vector: For a ridge-parameter $\alpha \in (-\infty, \infty)$,

$$\tilde{w}_\alpha = \alpha_p (S + \alpha_p I_p)^{-1} d,$$  \hspace{1cm} (2.1)

where $\alpha_p = \alpha p$. We write $w_\alpha = \tilde{w}_\alpha/\|\tilde{w}_\alpha\|$. Allowing $\alpha_p$ to increase along $p$ will be convenient in our analysis of diverging $p$. In (2.1), we have extended the range of ridge parameter to include negative real values. This is in contrast to the conventional range $\alpha \in (0, \infty)$ considered in Friedman (1989); Guo, Hastie and Tibshirani (2007); Lee, Ahn and Jeon (2013) and many others. The price we pay is that (2.1) is in fact ill-defined for some $\alpha \in (-\infty, 0]$ with rank-deficient $S + \alpha_p I_p$. In what follows, we precisely redefine $w_\alpha$ for $\alpha \in (-\infty, \infty]$, by filling in the ill-defined locations.
Let $S = \hat{U}_1 \hat{\Lambda} \hat{U}_1^T$ be the eigen-decomposition of $S$ such that $\hat{U}_1 = [\hat{u}_1, \ldots, \hat{u}_{n-2}]$ consists of the orthogonal eigenvectors, and $\hat{\Lambda}$ be the diagonal matrix whose $i$th entry $\hat{\lambda}_i$ ($i = 1, \ldots, n-2$) is the $i$th largest eigenvalue. (There are exactly $n-2$ positive eigenvalues almost surely.) Let $\hat{U}_2$ be a $p \times (p - n + 2)$ matrix whose columns form an orthonormal basis for the nullspace of $S$. Then, for $\alpha$ at which (2.1) is defined, we decompose $\hat{w}_\alpha$ into three parts:

$$\hat{w}_\alpha = \alpha_p (S + \alpha_p I_p)^{-1} \hat{d} = \alpha_p \hat{U}_1 \left( \hat{\Lambda} + \alpha_p I_p \right)^{-1} \hat{U}_1^T \hat{d} + \hat{U}_2 \hat{U}_2^T \hat{d}$$

$$= \sum_{i=1}^{m} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T \hat{d} + \sum_{i=m+1}^{n-2} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T \hat{d} + \hat{U}_2 \hat{U}_2^T \hat{d}. \quad (2.2)$$

The decomposition above reveals that $w_\alpha$ as well as $\hat{w}_\alpha$ are decomposed into the weighted sum of projections of the mean difference $d$ onto three orthogonal subspaces. The first two subspaces belong to the column space of $S$. We choose for the first $m$ sample eigenvectors $\hat{u}_1, \ldots, \hat{u}_{m}$ to constitute the first subspace, in the anticipation that the role of the leading $m$ eigenvectors is distinct from the rest of eigenvectors under the $m$-component model we consider. The last subspace, spanned by $\hat{U}_2$, is the nullspace of $S$.

The set of $\alpha$ at which (2.2) is not defined is $\{0, \pm \infty\} \cup \{-\hat{\lambda}_i / p : i = 1, \ldots, n-2\}$. It can be seen that the last term of (2.2) is parallel to the maximal data piling direction, and that $\lim_{\alpha \to 0} w_\alpha = w_{MDP}$. Similarly, we have $\lim_{\alpha \to \pm \infty} w_\alpha = \hat{d}/\|d\|$ and $\lim_{\alpha \to -\hat{\lambda}_i / p} w_\alpha = \hat{u}_i$, $\lim_{\alpha \to \hat{\lambda}_i / p} w_\alpha = -\hat{u}_i$, $(i = 1, \ldots, n-2)$. We set $w_0 := w_{MDP}$, $w_{\pm \infty} := d/\|d\|$, and $w_{-\hat{\lambda}_i / p} := \hat{u}_i$, so that $w_\alpha$ is left-continuous at $-\hat{\lambda}_i / p$ and continuous elsewhere. Then, the discontinuities of the parameterization path $\alpha \mapsto w_\alpha$ are exactly the $n-2$ sign flips, each of which occurs when $-\alpha_p$ crosses an eigenvalue of $S$.

It helps to visualize the modified $w_\alpha$ as a trajectory along varying $\alpha$. For this, temporarily assume a one-component model, i.e., $m = 1$. The parameterization path $\alpha \mapsto w_\alpha$ is visualized in Fig. 1 for a high-dimensional data with $p = 5000$ and $n_1 = n_2 = 20$ (the model for this data set is described in Section 4.1). To visualize the $p$-vector $w_\alpha$ in a three-dimensional plot, we make use of the decomposition (2.2). For any $\alpha \in [-\infty, \infty]$, the ridged discriminant vector $w_\alpha$ lies in the $(n-1)$-dimensional subspace $S_X$ spanned by $\{\hat{X}_{ij} - \bar{X}\}$, where $\bar{X} = \sum_i \sum_j X_{ij}/n$, or equivalently, by the column space of $S$ and $d$. Recall that $m = 1$ in this example. The first and third terms of (2.2) are spanned by $\hat{u}_1, w_{MDP} \in S_X$, respectively, which provide the two axes of the figure. The remaining $n-3$ dimensions of $S_X$, corresponding to the second term of (2.2), are collapsed to a nonnegative value. For the data set used in Fig. 1, it is apparent that, for most values of $\alpha$, $w_\alpha$ is close to the plane spanned by $\hat{u}_1$ and $w_{MDP}$. It turns out that the subspace $S = \text{span}(\hat{u}_1, w_{MDP})$ is the only meaningful subspace for large $p$, while the nullspace of $S$, within $S_X$, does not possess any discriminative information. We will show this more carefully in the next subsection. For general $m \geq 1$, the subspace of interest is

$$S = \text{span}(\hat{u}_1, \ldots, \hat{u}_m, w_{MDP}). \quad (2.3)$$
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Fig 1. The parameterization path of $w_\alpha$ lies close to $S$ for most $\alpha$. (a) Shown are the path $\alpha \mapsto (w_\alpha^T \hat{u}_1, b_\alpha, w_\alpha^T w_{MDP})$, where $b_\alpha = \|\tilde{w}^{(2)}\|/\|\tilde{w}_\alpha\| \geq 0$, and $\tilde{w}^{(2)}$ is the second term of (2.2). $w_0$ is the maximal data piling direction, and $w_{\pm \infty}$ is the mean difference direction. As $\alpha$ crosses $-\hat{\lambda}_1/p$, $w_\alpha$ is flipped. (b) The path of $w_\alpha$ projected onto $S = \text{span}(\hat{u}_1, w_{MDP})$. See Appendix B for details on the second axis and $b_\alpha$ to see how the $n-3$ sign flips are suppressed for visualization.

2.2. Concentration of ridge directions in high dimensions

Key conditions are described with respect to the mean difference $\mu = \mu_1 - \mu_2$ and the principal component structure of the common covariance matrix $\Sigma$. Denote the eigen-decomposition of $\Sigma$ by $\Sigma = U \Lambda U^T = \sum_{i=1}^{p} \lambda_i u_i u_i^T$, where $U = [u_1, \ldots, u_p]$ collects the eigenvectors, and the entries of the diagonal matrix $\Lambda$ are the ordered eigenvalues $\lambda_1 \geq \cdots \geq \lambda_p$. Assumptions 1–3 play important roles in describing the high-dimensional asymptotic behaviors of $w_\alpha$ and associated classifiers.

Assumption 1. For $m \geq 1$, $\sigma_i^2, \tau^2 > 0$ and $0 \leq \beta \leq 1$, the eigenvalues of the covariance matrix $\Sigma$ are $\lambda_i = p^\beta \sigma_i^2 + \tau^2$ ($i = 1, \ldots, m$) and $\lambda_i = \tau^2$ ($i = m+1, \ldots, p$), where $\max \tau^2$ is uniformly bounded, and $\sum_{i=1}^{p} \tau_i^2/p \to \tau^2$ as $p \to \infty$ for some $\tau^2 > 0$.

Remark 2.1. A seemingly more relaxed model may be assumed in place of Assumption 1. For example, for some natural number $M$, we may set $1 \geq \beta_1 \geq \beta_2 \geq \cdots \geq \beta_M \geq 0$ and $\lambda_i = O(p^{\beta_i})$ for $i = 1, \ldots, M$. This model is asymptotically equivalent to the model assumed in Assumption 1 with $m = \#\{\beta_i = 1\}$, due to the following reason: There is no difference between $\lambda_i = O(p^{\beta_i})$ with $\beta_i < 1$ and $\lambda_i = O(1)$ in the HDLSS asymptotic results we derive; see, e.g., Lemma 3.6. Note that allowing $\beta_i \in (0, 1)$ for $i > m$ should make a difference in the convergence rates of our conclusions. Since we do not explicitly state the rates of convergence, we use Assumption 1 for the sake of simplicity.

Assumption 2. There exists $\delta \in (0, \infty)$ such that $\|\mu\|^2/p \to \delta^2$ as $p \to \infty$.

For a vector $w \in \mathbb{R}^p$ and a subspace $A$ of $\mathbb{R}^p$, we write $P_A$ and $P_A w$ for the orthogonal projection matrix and the orthogonal projection of $w$, respectively,
onto $A$. Let $U_m = \text{span}(u_1,\ldots,u_m)$ be the subspace formed by the first $m$ leading eigenvectors.

**Assumption 3.** There exists $k \in [0,1)$ such that $\|P_{U_m}\mu\|/\|\mu\| \to k$ as $p \to \infty$. Moreover, there exists $k_i \in [0,1)$ such that $u_i^T\mu/\|\mu\| \to k_i$ as $p \to \infty$ for $i = 1,\ldots,m$.

The $m$-component model in Assumption 1 is routinely assumed in classification problems (Qiao et al., 2010; Ahn and Marron, 2010; Yata and Aoshima, 2012) and is a special case of spiked covariance models (Hellton and Thoresen, 2017; Jung, Lee and Ahn, 2018; Ishii, Yata and Aoshima, 2019; Fan et al., 2021). The parameter $\beta \in [0,1]$ determines the order of magnitude of the $m$ leading eigenvalues $\lambda_1,\ldots,\lambda_m$ of $\Sigma$. The asymptotic result obtained by assuming $\beta \in (0,1)$ is equivalent to the simple null case $\beta = 0$ (cf. Ahn et al., 2007; Yata and Aoshima, 2020), so we pay a special attention to the $\beta = 1$ case. Note that the case of $\beta = 0$ (or, equivalently, $m = 0$) is easier to classify, since the Mahalanobis distance $\|\Sigma^{-1/2}\mu\|_2$ is strictly larger than that under $\beta = 1$ and $m \geq 1$. Assumption 3 introduces $k$ that controls the asymptotic portion of the mean difference $\mu$ along the $m$-dimensional principal subspace $U_m$. We do not allow $k = 1$, as in such a case the mean difference vector $\mu$ is completely within the subspace $U_m$ with larger variance. Put differently, the quantity $1 - k^2 > 0$ is the portion of the mean difference in the subspace of relatively smaller magnitude of noise.

The class of distributions we consider is given by the following assumption on the true principal scores $z_{ij} = \Lambda^{-1/2}U^T(X_{ij} - \mu_i)$. These principal scores may not be independent with each other unless we assume normality.

**Assumption 4.** The elements of the $p$-vector $z_{ij}$ have uniformly bounded fourth moments, and for each $p$, $z_{ij}$ consists of the first $p$ elements of an infinite random sequence $(z^{(1)}_{i,j}, z^{(2)}_{i,j}, \ldots)_{i,j}$, which is $\rho$-mixing under some permutation.

One of our main tools of analysis is the law of large numbers applied across variables ($p \to \infty$), rather than across sample ($n \to \infty$). For this, the dependency among the principal scores is controlled by the $\rho$-mixing condition; see Appendix A for definition. A sequence of independent normally distributed random variables satisfies the $\rho$-mixing condition. Assumption 4 is much weaker than normality and independence, yet it enables an application of the law of large numbers, as shown in Jung and Marron (2009).

We are now ready to state our result on $w_\alpha$. We define $\text{Angle}(w,A) := \cos^{-1}(\|P_A w\|/\|w\|\|P_A w\|)$. For two unit vectors $w_1, w_2 \in \mathbb{R}^p$, $\text{Angle}(w_1, w_2) = \cos^{-1}|w_1^T w_2|$ is the acute angle formed by the two vectors. The notation $\xrightarrow{P}$ represents convergence in probability. Throughout, we let $n$ be fixed and $p \to \infty$.

**Theorem 2.1.** Suppose Assumptions 1–4 hold and $\beta = 1$ in Assumption 1. For any $\alpha \in \mathbb{R} \setminus \{-\tau^2/n\}$,

$$\text{Angle}(w_\alpha, S) \xrightarrow{P} 0,$$

(2.4)
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Fig 2. (a) Diagram illustrating $S$ and $v_\alpha$ obtained from the data $X$ used in Fig. 1. The arrow corresponds to $v_\alpha$ at $\alpha = -\tau^2/n$. (b) Projections onto $S$ of the data $X$ (group 1: filled circles, group 2: filled triangles) and an independent data set $Y$ (group 1: circles, group 2: triangles). The origin of the plot is at $\bar{X}$. The independent data $Y$ are concentrated along the two parallel lines (3.1), which appear to be orthogonal to $v_{-\tau^2/n}$, shown as the arrow in (a).

All proofs are contained in Appendix C.

Theorem 2.1 confirms that the concentration of $w_\alpha$ towards $S$ for almost all values of $\alpha$, illustrated in Fig. 1, is bound to happen in high dimensions. The only exception is at $\alpha = -\tau^2/n$, to which all scaled eigenvalues $-\hat{\lambda}_i/p$ ($i = m + 1, \ldots, n - 2$) converge. (The asymptotic behaviors of eigenvalues of $S$ are stated in Lemma C.2.) Heuristically, at $\alpha = \alpha_i := -\hat{\lambda}_i/p \approx -\tau^2/n$ for $i \geq m + 1$, we have $w_{\alpha_i} = \hat{u}_i$, which is orthogonal to $S$ for every $p$.

We remark that if the assumption $\beta = 1$ in Theorem 2.1 is replaced by $\beta \in [0, 1)$, then a stronger, yet less interesting, statement can be given. Specifically, if $\beta \in [0, 1)$, then the role of $\hat{u}_1, \ldots, \hat{u}_m$ is no longer different from the rest of sample principal component directions, and for $\alpha \neq -\tau^2/n$, $\text{Angle}(w_\alpha, w_{\text{MDP}}) \xrightarrow{p} 0$ as $p \to \infty$. This can be shown by an argument used in Jung (2018). In contrast, in the $m$-component model with $\beta = 1$, $\text{Angle}(w_\alpha, w_{\text{MDP}})$ can be large in the limit, depending on the choice of $\alpha$, as depicted for finite $p$ in Fig. 1(b).

Based on the above, it will be convenient to consider a projection of $w_\alpha$ onto $S$, to which almost all ridge directions converge in high dimensions. We propose to use

$$v_\alpha \propto \sum_{i=1}^{m} \frac{\alpha_p}{\lambda_i + \alpha_p} \hat{u}_i \hat{u}_i^T d + \hat{U}_2 \hat{U}_2^T d, \quad (2.5)$$

satisfying $\|v_\alpha\| = 1$. This $v_\alpha$ is not exactly the projection $P_S w_\alpha/\|P_S w_\alpha\|$, because $P_S w_\alpha = 0$ at $\alpha = -\hat{\lambda}_i/p$ for any $i = m + 1, \ldots, n - 2$. The $v_\alpha$ is given by filling in the $n - m - 2$ undefined points of the scaled projections. It can be seen that $v_\alpha$ simply ignores the second term of (2.2). For the special case of $m = 1$, the trajectory of the unit vectors $v_\alpha$ over $\alpha \in [-\infty, \infty]$, which is a unit semicircle on the plane $S$, is illustrated in Fig. 2(a).

as $p \to \infty$.
3. Double data piling and perfect classification

3.1. First data piling

The data piling in two-group classification problems refers to the phenomenon that when data are projected onto a vector \( w \), the projected data are piled on two points, one for each group (Ahn and Marron, 2010). This “first” data piling can be observed whenever \( p > n - 2 \). Specifically, for any vector \( w \) in the nullspace of \( S \), i.e., \( w \in \text{span}(\hat{U}_2) \) in the decomposition (2.2), data piling occurs. Among those, the maximal data piling direction \( w_{\text{MDP}} \) uniquely maximizes the distance between two piling locations. For example, in Fig. 2(b) the data \( X := \{x_{ij} : i = 1, 2, j = 1, \ldots, n_i \} \) projected to \( w_{\text{MDP}} \) are piled on two locations on the \( w_{\text{MDP}} \) axis, and the distance between them is the largest. Note that \( w_\alpha, v_\alpha \) and \( S \) depend only on the data set \( X \).

3.2. Second data piling

The second data piling phenomenon occurs for new, independent data \( Y \), sampled from the same model as \( X \) and independent of \( X \). One may regard \( X \) as training data, \( Y \) as testing data. Figure 2(b) plots both \( X \) and \( Y \) of a one-component model, i.e., \( m = 1 \), projected onto \( S \). While \( Y \) projected on \( w_{\text{MDP}} \) does not exhibit a data piling, it is interesting to observe that \( P_S Y \) tend to lie on two parallel straight lines, one for each group. It turns out the piling of \( Y \) onto these two lines occurs asymptotically as \( p \to \infty \). We call this new phenomenon as the second data piling, this time for independent observations. For the direction vector \( v \) on \( S \) orthogonal to both lines, \( P_v Y \) exhibits data piling on two points, asymptotically.

In the following, we show that such direction \( v \) can be identified purely from the training data \( X \), even before observing the new data \( Y \). Moreover, we show that such second data piling direction is also maximal in a sense similar to the first maximal data piling.

We begin by focusing on the two lines, \( l_1 \) and \( l_2 \), in Fig. 2(b). The direction of the parallel lines has a close connection with \( u_1 \), the first true principal component direction. Let \( u_{1,S} = P_S u_1 \) be the projection of \( u_1 \) onto \( S \), and write \( \kappa_{\text{MDP}} := \|w_{\text{MDP}}^T(X_1 - X_2)/\sqrt{p}\| \), which is the distance between the two piles on the first data piling direction, scaled by \( \sqrt{p} \). The two lines are

\[
l_i = \{tu_{1,S} + \kappa_i w_{\text{MDP}} + P_S \bar{X}/\sqrt{p} : t \in \mathbb{R} \} \quad (i = 1, 2),
\]

where \( \kappa_1 = (1 - n_1/n)(1 - k^2)\delta^2/\kappa_{\text{MDP}} \), and \( \kappa_2 = -(1 - n_2/n)(1 - k^2)\delta^2/\kappa_{\text{MDP}} \). The two lines \( l_1 \) and \( l_2 \) are parallel to \( u_{1,S} \).

For general cases where \( m \geq 1 \), the two lines (3.1) are naturally extended to two \( m \)-dimensional affine subspaces, \( L_1 \) and \( L_2 \). Let \( u_{i,S} = P_S u_i \) be the projection of \( u_i \) onto \( S \) (\( i = 1, \ldots, m \)), and write \( U_{m,S} = [u_{1,S}, \ldots, u_{m,S}] \). We define

\[
L_i = \{U_{m,S}t + \kappa_i w_{\text{MDP}} + P_S \bar{X}/\sqrt{p} : t \in \mathbb{R}^m \} \quad (i = 1, 2).
\]

(3.2)
We now confirm that the independent data are piled along the affine subspaces. For any observation \( Y \in \mathcal{Y} \), we write \( \pi(Y) = i \) if \( Y \) belongs to group \( i \).

**Theorem 3.1.** Suppose Assumptions 1–4 hold and \( \beta = 1 \). For any observation \( Y \in \mathcal{Y} \), write \( Y_S := P_S Y / \sqrt{p} \). Then, for \( i = 1, 2 \) and for any \( \epsilon > 0 \),
\[
\lim_{p \to \infty} P \{ \inf_{a \in L_i} ||Y_S - a|| > \epsilon | \pi(Y) = i \} = 0.
\]

Theorem 3.1 reveals that exact second data piling for independent data occurs asymptotically. Even for the finite-dimensional example in Fig. 2(b), the distance between \( Y_S \) and \( L_i \) is small enough to perceive the second data piling.

The parameterization of \( L_i \) in (3.2) involves unknown parameters \( u_1, \ldots, u_m \), and it is impossible to obtain \( L_i \), or the direction orthogonal to \( L_i \), from only \( \mathcal{X} \). Our next result shows that there exists an \( \hat{\alpha} \), purely a function of the data \( \mathcal{X} \), such that \( \hat{\alpha} \) is a direction asymptotically perpendicular to \( L_i \). As Theorem 3.2 shows, any HDLSS-consistent estimator of \( -\tau^2 / n \) is such an \( \hat{\alpha} \). We say \( \hat{\theta} \) is an HDLSS-consistent estimator for \( \theta \) if for any \( \epsilon > 0 \), \( \lim_{p \to \infty} P(|\hat{\theta} - \theta| > \epsilon) = 0 \).

**Theorem 3.2.** Suppose Assumptions 1–4 hold and \( \beta = 1 \). For any HDLSS-consistent estimator \( \hat{\alpha} \) of \( -\tau^2 / n \), \( \text{Angle}(v_{\hat{\alpha}}, u_{i,S}) \xrightarrow{P} \pi/2 \) \( (i = 1, \ldots, m) \) as \( p \to \infty \).

An immediate consequence of Theorem 3.2 is that the projections of any new data \( \mathcal{Y} \) onto \( v_{\hat{\alpha}} \) exhibit the asymptotic second data piling; as \( p \to \infty \), \( P_{v_{\hat{\alpha}}} \mathcal{Y} \) pile on two distinct locations, one for each group. Note that the estimator \( \hat{\alpha} \) of \( -\tau^2 / n \) is typically negative, and the second data piling direction is a projected negatively-ridged discriminant direction. Since the scaled eigenvalues of \( S \) converge to \( \tau^2 / n \) (shown in Lemma C.2), candidates for \( \hat{\alpha} \) include \( -p^{-1} \hat{\lambda}_i \) for \( i = m + 1, \ldots, n - 2 \). In what follows, we fix
\[
\hat{\alpha} = -\frac{\hat{\tau}^2}{n} = -\frac{1}{n - m - 2} \sum_{i=m+1}^{n-2} \frac{\hat{\lambda}_i}{p}.
\]

If \( L_1 \) and \( L_2 \) do not coincide, then a separating hyperplane orthogonal to \( v_{\hat{\alpha}} \), passing \( \bar{X} \), is expected to provide a satisfactory classification of the independent data \( \mathcal{Y} \). At the end of this subsection, we show that \( L_i \)'s do not coincide in the limit, thus perfect classification is possible. The distance between the two parallel affine subspaces is asymptotically equivalent to the distance between the two piles of \( P_{v_{\hat{\alpha}}} \mathcal{Y} \). This leads to a natural question: Are there other directions \( v \in S_X \) exhibiting the second data piling phenomenon? We will see that there are infinitely many such directions, but among those \( v_{\hat{\alpha}} \) leads to the maximal asymptotic distance between the two piles.

The second data piling on a \( v \in S_X \subset \mathbb{R}^p \) is recognized asymptotically as \( p \to \infty \). While \( v_{\hat{\alpha}} \) is defined for any \( p \), we wish to consider any sequence of directions, which may not have a simple definition applicable to every \( p \), as a candidate for a second data piling direction. For this, it will be clearer to think of \( v \in \mathbb{R}^p \) as the \( p \)th element of an infinite sequence \( \{v\} = (v^{(1)}, \ldots, v^{(p-1)}, v^{(p)}, v^{(p+1)}, \ldots) \).
We write \( \{v\} \) for such a sequence with \( v \) indicating the \( p \)th element of \( \{v\} \). Let \( \mathcal{V} \) be the collection of sequences of unit vectors in the sample space \( \mathcal{X} \), that is, \( \mathcal{V} = \{\{v\} : v \in \mathcal{S}_X, ||v|| = 1 \ \text{for all} \ p \} \). Let \( Y \) and \( Y' \) be any two independent observations in \( \mathcal{Y} \) from the same group. We characterize the collection of all sequences of second data piling direction vectors as

\[
\mathcal{A} = \{\{v\} \in \mathcal{V} : \text{for any } Y, Y' \text{ with } \pi(Y) = \pi(Y'), \frac{1}{\sqrt{p}} v^T (Y - Y') \xrightarrow{P} 0, \ \text{as } p \to \infty \}. \tag{3.4}
\]

That is, a sequence \( \{v\} \) is a second-data-piling-direction sequence if all observations from the same population are projected to a single point asymptotically.

In the two-class discrimination problem, there are at most two points to which the independent data are projected. To better understand the second data piling directions, we use alternative but equivalent definitions of \( \mathcal{A} \) to show that any \( \{v\} \in \mathcal{A} \) is asymptotically close to a sequence \( \{w\} \), where each \( w \) is in the direct sum of \( \text{span}(v_{i\alpha}) \) and \( \text{span}(\{u_i\}_{i=m+1}^{n-2}) \).

**Lemma 3.3.** Suppose Assumptions 1–4 hold and \( \beta = 1 \). Let \( \mathcal{A}' \) be the collection of all sequences \( \{v\} \in \mathcal{V} \) such that for any independent \( \{Y\} \)

\[
\lim_{p \to \infty} \text{Var}(p^{-1/2} v^T |Y - E\{Y | \pi(Y) = i\}| | \pi(Y) = i) = 0,
\]

for both \( i = 1, 2 \), and \( \mathcal{A}'' = \{\{v\} \in \mathcal{V} : v^T u_i \xrightarrow{P} 0, \ i = 1, \ldots, m \ \text{as } p \to \infty \} \).

(i) \( \mathcal{A} = \mathcal{A}' = \mathcal{A}'' \).

(ii) For any given \( \{v\} \in \mathcal{A} \), there exists a sequence \( \{w\} \in \mathcal{B} \) such that \( \|w - v\| \xrightarrow{P} 0 \) as \( p \to \infty \), where \( \mathcal{B} = \{\{w\} \in \mathcal{V} : w \in \text{span}(v_{i\alpha}) \oplus \text{span}(\{u_i\}_{i=m+1}^{n-2})\} \).

It is clear that \( \{v_{i\alpha}\} \in \mathcal{B} \subset \mathcal{A} \) is a second data piling direction. Lemma 3.3(ii) shows that other second data piling directions are given by “lifting” \( v_{i\alpha} \) on \( \mathcal{S} \) towards \( \text{span}(\{u_i\}_{i=m+1}^{n-2}) \).

We next show that among the many second-data-piling-direction sequences in \( \mathcal{A} \), \( \{v_{i\alpha}\} \) maximizes the limiting distance between the two piles. For \( \{w\} \in \mathcal{A} \), let \( D(w) \) be the probability limit of \( p^{-1/2} |w^T (Y_1 - Y_2)| \) as \( p \to \infty \), if it exists for \( Y_i \) with \( \pi(Y_i) = i \ (i = 1, 2) \). That is,

\[
p^{-1/2} |w^T (Y_1 - Y_2)| \xrightarrow{P} D(w) \ \text{as } p \to \infty, \tag{3.5}
\]

if the limit exists. The probability limit may not exist for, e.g., an oscillating sequence \( \{w\} \), and the limiting distance \( D(w) \) may be a random variable.

**Theorem 3.4.** Suppose Assumptions 1–4 hold and \( \beta = 1 \). Then, for any \( \{w\} \in \mathcal{A} \) such that \( D(w) \) exists,

\[D(w) \leq D(v_{i\alpha})\]
with probability 1, and the equality holds if and only if \( \|w - v_\alpha\| \overset{P}{\to} 0 \) as \( p \to \infty \). Moreover, for any independent observation \( Y \),

\[
p^{-1/2}v_\alpha^T(Y - \bar{X}) \overset{P}{\to} \begin{cases} \frac{\gamma}{n} \alpha (1 - k^2)\delta^2, & \pi(Y) = 1; \\ -\frac{\gamma}{n} \alpha (1 - k^2)\delta^2, & \pi(Y) = 2, \end{cases}
\]

as \( p \to \infty \), where \( \gamma \) is a strictly positive random variable depending only on the first \( m \) principal scores of \( \mathcal{X} \).

Consequently, we may call \( \{v_\alpha\} \) a sequence of maximal second-data-piling directions. Since \( v_\alpha \in \mathcal{S} \), the result above also justifies our choice of focusing on \( v_\alpha \) in \( \mathcal{S} \) rather than \( w_\alpha \) in the whole sample space \( \mathcal{S}_X \).

Theorem 3.4 also shows that the limiting maximal distance between the two piles is \( \gamma(1 - k^2)\delta^2 \). Since the two lines do not coincide in the limit, a perfect classification occurs. To be specific, let \( \phi_\alpha(Y; \mathcal{X}) \) be a classification rule defined for a given \( \alpha \):

\[
\phi_\alpha(Y; \mathcal{X}) = \begin{cases} 1, & v_\alpha^T(Y - \bar{X}) \geq 0; \\ 2, & v_\alpha^T(Y - \bar{X}) < 0. \end{cases}
\]

Theorem 3.5. Under the setting of Theorem 3.4, \( \mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = \pi(Y)\} \to 1 \)

as \( p \to \infty \).

A perfect classification occurs in the limit \( p \to \infty \), even if the sample size of \( \mathcal{X} \) is kept fixed, and for a negative ridge parameter \( \hat{\alpha} < 0 \).

3.3. Perfect classification at negative ridge

In this subsection, we show that the perfect classification occurs only at the negatively ridged \( \phi_\alpha \), i.e., at \( \alpha = \hat{\alpha} \). Denote the limits of correct classification rates of \( \phi_\alpha \) by

\[
P_i(\alpha) = \lim_{p \to \infty} \mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = i \mid \pi(Y) = i\} \quad (i = 1, 2),
\]

\[
P(\alpha) = \lim_{p \to \infty} \mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = \pi(Y)\} = \sum_{i=1}^{2} \pi_i P_i(\alpha).
\]

(3.8)

For simplicity, we assume that the prior \( \pi_1 = P\{\pi(Y) = 1\} = 1 - \pi_2 \) is equal to \( n_1/n \). These limits (3.8) exist as shown in Lemma 3.6 below. There, we provide an explicit expression of \( P_i(\alpha) \), from which the limiting accuracy can be evaluated.

Recall that any observation \( X \in \mathbb{R}^p \) is represented by \( X = \mu_i + U\Lambda^{1/2}z^{(p)} \), where the elements of \( z^{(p)} = (z^{(1)}, \ldots, z^{(p)})^T \) are the first \( p \) elements of an infinite sequence; see Assumption 4. For a given \( l = 1, \ldots, m \), the uncentered \( l \)th principal score of \( X \), \( u_l^T X \), depends only on \( z^{(l)} \) for each and every \( p \), and the almost sure limit of \( p^{-1/2}u_l^T X \) exists. For \( X_{ij} \in \mathcal{X} \), we write the \( l \)th limiting principal score as \( x^{(l),ij} \), which satisfies \( \mathbb{P}(\lim_{p \to \infty} p^{-1/2}u_l^T X_{ij} = x^{(l),ij}) = 1 \) for
\(l = 1, \ldots, m\). Furthermore, we denote \(x_{ij} = (x_{1,i,j}, \ldots, x_{m,i,j})^T\). Similarly, let \(y = (y_{1}, \ldots, y_{m})^T\) which collects the first \(m\) limiting principal scores of an independent observation \(\{Y\}\). In Lemma 3.6 below, the limiting probabilities \(\mathcal{P}_1(\alpha)\) depend on the distribution of

\[
\xi_\alpha = (n\alpha + \tau^2) (y - \bar{x})^T (\Omega + (n\alpha + \tau^2) I_m)^{-1} (\bar{x}_1 - \bar{x}_2),
\]

(3.9)

where \(\bar{x}_i = \sum_{j=1}^n x_{ij}/n_i\), \(\bar{x} = \sum_{i=1}^n \sum_{j=1}^n x_{ij}/n\), and \(\Omega = \sum_{i=1}^n \sum_{j=1}^n (x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_i)^T\). Note that \(\Omega\) is the within-class scatter matrix of first \(m\) limiting principal scores, so \(\xi_\alpha\) in (3.9) can be considered as a generalized linear classifier.

**Lemma 3.6.** Suppose Assumptions 1–4 hold.

(i) If \(0 \leq \beta < 1\), then \(\mathcal{P}_1(\alpha) = \mathcal{P}_2(\alpha) = 1\) for all \(\alpha \in \mathbb{R} \setminus \{-\tau^2/n\}\).

(ii) If \(\beta = 1\), then for a given \(\alpha \in \mathbb{R}\),

\[
\mathcal{P}_1(\alpha) = \mathbb{P}(\xi_\alpha + C_1 \geq 0 \mid \pi(Y) = 1),
\]

\[
\mathcal{P}_2(\alpha) = \mathbb{P}(\xi_\alpha - C_2 < 0 \mid \pi(Y) = 2),
\]

(3.10)

where \(C_i = (1 - n_i/n)(1 - \kappa^2)\delta^2 > 0\), \(i = 1, 2\), and \(\xi_\alpha\) is defined in (3.9).

Lemma 3.6 shows a sharp distinction between a null model with \(\beta \in [0, 1)\) and the \(m\)-component model with \(\beta = 1\). For \(\beta < 1\), the within-group variance of \(X_{ij}\) becomes negligible when compared to the magnitude of the true mean difference \(||\mu||\), thus perfect classification occurs for any reasonable classifier. In particular when \(\beta < 1\), for any \(\alpha \neq -\tau^2/n\), \(v_\alpha\) converges to \(w_{\text{MDP}}\) as \(p \to \infty\). The only exception is \(\alpha = -\tau^2/n\), at which \(v_{-\tau^2/n}\) becomes orthogonal to \(w_{\text{MDP}}\) as \(p \to \infty\). The result on \(\beta < 1\) is consistent with findings in Hall, Marron and Neeman (2005); Jung (2018), where only the case \(\beta = 0\) was studied. Note that in those previous work an additional condition \(\delta^2 > |1/n_1 - 1/n_2|\tau^2\) is required, while we do not. This is because we use the total mean \(X\) rather than the centroid mean \((X_1 + X_2)/2\) used in Hall, Marron and Neeman (2005); Jung (2018).

The \(m\)-component model with \(\beta = 1\) is more interesting, as the limiting accuracy \(\mathcal{P}(\alpha) = \pi_1\mathcal{P}_1(\alpha) + \pi_2\mathcal{P}_2(\alpha)\) depends on the distribution of the first \(m\) true principal component scores \((z_{1}, \ldots, z_{m})^T\), through \(\xi_\alpha\). Note that the sign of \(\xi_\alpha\) depends on an \(m\)-dimensional classification result based on the unobservable principal component scores of \(Y\) and \(X\). The positive constant \(C_1\) is related to the maximal second-data-piling distance (3.6), and represents the magnitude of group separation on the nullspace of \(\text{span}(u_1, \ldots, u_m)\).

With a regularizing condition on the distribution of \((z_{1}, \ldots, z_{m})\), the limiting accuracy \(\mathcal{P}(\alpha)\) is uniquely maximized at \(\alpha = -\tau^2/n\). Note that at \(\alpha = -\tau^2/n\), \(\xi_\alpha = 0\) and \(\mathcal{P}(-\tau^2/n) = 1\).

**Theorem 3.7.** Suppose Assumptions 1–4 hold and \(\beta = 1\). If \(\{x : f_x(x) > 0\} = \mathbb{R}^m\), where \(f_x\) is the joint density of \((z_{1}, \ldots, z_{m})^T\), then \(\alpha = -\tau^2/n\) is the unique maximizer of \(\mathcal{P}(\alpha)\).
Estimates of the accuracy (standard error) of the three classifiers. As \( p \) increases, the accuracy of the classifier based on \( v^\alpha \) becomes the highest, and approaches to 1.

| \( p \)  | \( w_{\text{MDP}} \)       | \( w^\alpha \)       | \( v^\alpha \)       |
|-------|----------------|----------------|----------------|
| 100   | 0.594 (0.027) | 0.517 (0.037) | 0.586 (0.028) |
| 500   | 0.722 (0.021) | 0.537 (0.038) | 0.710 (0.021) |
| 2000  | 0.847 (0.035) | 0.579 (0.060) | 0.871 (0.018) |
| 5000  | 0.905 (0.048) | 0.613 (0.071) | 0.965 (0.008) |
| 10000 | 0.917 (0.061) | 0.645 (0.098) | 0.994 (0.003) |

A wide range of distributions, including the normal, satisfy the condition of Theorem 3.7.

Remark 3.1. The regularity condition in Theorem 3.7 can be written more directly for \( \xi^\alpha \) having its support on \((-\infty, \infty)\) for any \( \alpha \neq -\tau^2/n \), and is relaxed by the following condition: For any \( \alpha \neq -\tau^2/n \), the density \( f_{\xi^\alpha} \) of \( \xi^\alpha \) satisfies either \((-\infty, -C_1) \cap \{ x : f_{\xi^\alpha}(x | \pi(Y) = 1) < 0 \} \neq \emptyset \) or \((C_2, \infty) \cap \{ x : f_{\xi^\alpha}(x | \pi(Y) = 2) > 0 \} \neq \emptyset \).

4. Numerical studies

In this section, we first numerically demonstrate the perfect classification of \( \phi^3 (3.7) \) via a simulation experiment (Section 4.1), then confirm that the optimal ridge parameter \( \alpha \) of the classifier \( \phi^3 \) is indeed negative in some real data situation, including well-known handwritten image datasets (Section 4.2) and a number of microarray datasets (Section 4.3).

4.1. A simulation experiment

We compare the classification performances of the classifier \( \phi^3 \) (3.7) based on \( v^\alpha \), and two others classifiers, defined similar to (3.7) but using \( w^\alpha \) and \( w_{\text{MDP}} \) in place of \( v^\alpha \), respectively. The model we use is a one-component model satisfying Assumptions 1–4 with \( \beta = 1 \). Specifically, \( X_{ij} \sim \mathcal{N}_p(\mu_i, \Sigma) \), where \( \Sigma \) has a compound symmetry structure, \( \Sigma = 1_p 1^T_p + 40 I_p \), with eigenvalues \( (p + 40, 40, \ldots, 40) \) and the first eigenvector \( u_1 = 1_p / \sqrt{p} \). Here, \( 1_p \) is the \( p \)-vector consisting of 1. The first \( p/2 \) coordinates of the mean difference vector \( \mu = \mu_1 - \mu_2 \) are \((\sqrt{2} + \sqrt{3})/2\), and the rest \((\sqrt{2} - \sqrt{3})/2\). That is, \( \mu = (\sqrt{p}/2) u_1 + \sqrt{(3p)/4} u_2 \), where \( u_2^T = (1_p/\sqrt{2}, -1_p/\sqrt{2})/\sqrt{p} \). We set \( n_1 = n_2 = 20 \), and \( p \) varies from 100 to 10,000. For this model, \( \delta^2 = 1, k = 1/2, \sigma = 1 \) and \(-\tau^2/n = -1\).

The correct classification rates of the three classifiers, obtained from the sample of size \( n = 40 \), are empirically computed using 1,000 independent observations. This is averaged over 100 repetitions to estimate the accuracy \( \mathbb{P}(\phi(Y; \mathcal{A}) = \pi(Y)) \) of the classifier \( \phi \). Table 1 displays the result. Using \( v^\alpha \) not only outperforms the others, but also achieves nearly perfect classification for sufficiently large \( p \). The poor performance of using \( w^\alpha \) is due to the inflation of noisy second term in (2.2).
Fig 3. A graph showing the correct classification rates of the classifier $\phi_\alpha$ (using $v_\alpha$) for $p = 100$ (dashed), 500 (dots), 2,000 (dot-dashed), and 5,000 (long dashed). The limiting accuracy $P(\alpha)$ is shown as a solid curve. The vertical reference lines indicate $\alpha = 0$ (solid) and $\alpha = -\tau^2/n = -1$ (dashed).

Under the same model, Fig. 3 displays an estimate of the accuracy of $\phi_\alpha$ at $\alpha \in (-1.5, 0.5)$ for several choices of dimension. At $\alpha = 0$, $\phi_0$ corresponds to the classifier based on $w_{MDP}$. For moderately large dimensions ($p = 200, 500$), the accuracy increases as $\alpha$ increases, and positive ridge-parameters appear to be optimal. On the other hand, for $p$ in the thousands, the correct classification rate is the highest near $\alpha = -\tau^2/n = -1$, as Theorem 3.7 postulates. For this model, near-perfect classification will occur at $\alpha = -\tau^2/n$, for larger choices of $p$.

4.2. Handwritten character recognition examples

The original MNIST (Modified National Institute of Standards and Technology) dataset (LeCun, Cortes and Burges, 2010) contains 60,000 images of handwritten digits 0 to 9, while the EMNIST (Extended MNIST) database (Cohen et al., 2017) has 124,800 images of handwritten English alphabets a to z, in $28 \times 28 = 784$ pixels. Since the true classification boundaries for these data are likely to be non-linear, we employed random Fourier features (Rahimi and Recht, 2007), a popular method originally developed for kernel methods for large scale problems. The idea of random Fourier features is to embed the original data into high-dimensional space so that a linear inner product in the embedded space approximates a non-linear kernel function. As similarly done in Kobak, Lomond and Sanchez (2020), we obtained random Fourier features of each image corresponding to Gaussian RBF kernel and used them as variables for linear classification. Let $x_j$ be the $1 \times 784$ vector with pixel intensity values for the $j$th image, scaled to be bounded by $-1$ and $1$. For each choice of $d = 500, 1000, 2000, 3000$, we then calculated $\exp(-ix_jZ)$, where $Z \in \mathbb{R}^{784 \times d}$ is a random matrix consisting of independent Gaussian random variables with mean zero and standard deviation 0.1. Taking the real and the imaginary parts of $\exp(-ix_jZ)$, we obtained $p = 2d$ features.

For classification, we converted the multi-category problems with 10 groups to $\binom{10}{2} = 45$ binary problems for the MNIST data and 26 groups to $\binom{26}{2} = 325$
binary problems for the EMNIST data. To mimic the HDLSS situation, we randomly chose \( n_1 = n_2 = 100 \) images for each class as the training data for each binary problem, and computed \( v_\alpha \) (2.5) and the corresponding classifier \( \phi_\alpha \) (3.7), for each of \( m = 1, 2, 3, 4 \) and for a fine grid of \( \alpha \in (-20, 20) \). Using the hold-out data as the test data set, the test error rates are computed for each choice of \((m, \alpha)\). This experiment was repeated ten times to report the average test error rates.

For all choices of dimension \( p \), and for all choice of the number of components \( m \), the optimal choice of the ridge parameter turns out to be negative for a majority of cases considered; Table 2 collects the number of cases under which a negative ridge parameter provides the smallest test error rate. For a reference, Figure 4 shows the test error rates of \( \phi_\alpha \) over the grid of \( \alpha \), when the number of leading components is set as \( m = 4 \). Patterns are similar for \( m = 1, 2, 3 \); see Figs. D.1—D.3 in Appendix D.1. As the dimension increases, the overall error rates decrease, and the fraction of “negative-ridge-optimal” cases (i.e., the optimal choice of \( \alpha \) is negative) increases as the dimension increases.

We also have repeated the above experiment with a larger sample size of 200 for each category, for the MNIST dataset. When the dimension \( p \) is large enough, by increasing the sample size from \( n_i = 100 \) to \( n_i = 200 \), the optimal ridge parameter \( \tilde{\alpha}_n \) tends to shrink to zero; see the top panels of Fig. 5. For most cases, \( \tilde{\alpha}_{100} < \tilde{\alpha}_{200} < 0 \). This makes sense since the asymptotically optimal choice of \( \alpha \) is \( -\tau^2/n \) (see Theorem 3.7), which also shrinks to zero as \( n \) increases. We also confirm that as the sample size increases (albeit still much smaller than the dimension), the misclassification rate becomes smaller; see the bottom panels of Fig. 5.

An additional experiment suggests that the key assumptions (Assumptions 1 and 2) are in fact satisfied for our binary classification of the MNIST dataset. See Appendix D.2.

### 4.3. Microarray data examples

Statistical analysis of microarray gene expression data has been a prominent example of the HDLSS situations. We use eight sets of public microarray data sets to examine whether the conclusion of Section 4.2 holds. The microarray

### Table 2

| \( p \) | \( m = 1 \) | \( m = 2 \) | \( m = 3 \) | \( m = 4 \) |
|-------|---------|---------|---------|---------|
| MNIST (45 cases) | | | | |
| 1000  | 25  | 30  | 30  | 33  |
| 2000  | 29  | 37  | 40  | 41  |
| 4000  | 29  | 37  | 38  | 41  |
| 6000  | 33  | 36  | 41  | 42  |
| EMNIST (325 cases) | | | | |
| 1000  | 195 | 203 | 207 | 195 |
| 2000  | 241 | 270 | 280 | 289 |
| 4000  | 253 | 280 | 295 | 307 |
| 6000  | 252 | 291 | 307 | 311 |
Fig 4. Misclassification rates of $\phi_\alpha$, applied to two-group classifications of images of handwritten digits (MNIST) and alphabets (EMNIST). Each curve represents a trajectory of average test error rates from a binary classification. The minimum error rate of each curve is marked with a star.
Fig 5. The effect of sample sizes to the classification. Top panels compare the empirically-optimal ridge parameters $\tilde{\alpha}_{n}$ with $n = 100$ and 200. Stars represent the cases where both $\tilde{\alpha}_{100}$ and $\tilde{\alpha}_{200}$ are negative; Circles are used for all other cases. Bottom panels compare the misclassification rates of $\Phi_{\tilde{\alpha}_{n}}$ for $n = 100, 200$. Patterns are similar for other choices of $m = 1, 2, 3$. 
Datasets we used are listed in Table 3 along with their dimensionality and sample sizes.

Since the sample sizes are quite small for these datasets, we computed the leave-one-out average error rates of the classifier (3.7) for a few choice of \( m \) and for a fine grid of \( \alpha \). The results are visually summarized in Fig. 6. Two datasets result in zero test error rates for any choice of \( \alpha \) and thus excluded from the figure and from further discussion. Out of the remaining six cases, if we take \( m = 1 \), for all cases the optimal ridge parameters are indeed negative; for \( m = 2, 3, \) or 4, the number of the negative-ridge-optimal is 5, 5 or 3, respectively, out of six cases.

The axis for \( \alpha \) in Fig. 6 is scaled so that the estimate \( \hat{\alpha} = \frac{-\hat{\tau}^2}{n} \) (3.3) is \(-1\). Observe from the figure that the optimal ridge parameters, if they are negative, are typically between \((-\hat{\tau}^2/n, 0)\). This is partly due to the bias of the estimator \(-\hat{\tau}^2/n\) (the magnitude of \(\hat{\tau}^2/n\) is typically larger than \(\tau^2/n\)). This suggests that in practice a cross-validation over a range of ridge parameters is recommended, rather than simply using the estimate.

In the data examples above, the true number \( m \) of leading principal components is unknown. While the number \( m \) may be estimated, by e.g., Bai and Ng (2002); Passemier and Yao (2014); Jung, Lee and Ahn (2018), we do not pursue it here.

5. Discussion

In this work, we have revealed a perhaps counter-intuitive phenomenon of second data piling in the HDLSS context, and showed that a negatively ridged discriminant direction \( v_{\hat{\alpha}} \) with \( \hat{\alpha} < 0 \), exhibits the second data piling with a maximal property. This second data piling direction \( v_{\hat{\alpha}} \) is asymptotically orthogonal to the true leading principal component (PC) directions. Thus, by using the direction \( v_{\hat{\alpha}} \) for classification, we effectively remove the excessive variability in the leading PC directions. This observation naturally leads to an approach of directly removing the leading PC directions (i.e., projecting the data onto the nullspace of the leading eigenspace). This approach, via an estimation of the PC directions, has been already proposed by Aoshima and Yata (2019) in a similar setting. Although both our classifier and the classifier of Aoshima and Yata...
Double data piling

Fig 6. Misclassification rates of $\Phi_\alpha$ applied to microarray datasets in Table 3. Each curve represents the trajectory of leave-one-out error rates. The minimum error rate of each curve is marked with a filled circle. Results for ‘lung cancer’ and ‘methylation’ are omitted as their error rates are zero everywhere.

(2019) aim to achieve a similar goal of classifying in the nullspace of the leading eigenspace, there has been no discussion of double data piling in Aoshima and Yata (2019). Our current work not only reveals the double data piling phenomenon but also provides an answer to the question “why is removing the leading eigenspace beneficial?”

Our analysis assumes that the true number of components $m$ is known. What happens if one chooses to use an estimate or guess $m^* \neq m$ in defining the subspace $S (2.3)$ and direction $v_\alpha (2.5)$? In fact, the second data piling does not occur for $m^* < m$. Heuristically, if $m^* < m$, then $v_\alpha$ is not asymptotically orthogonal to the principal component directions with large variance, thus resulting in no data piling. On the other hand, the second data piling occurs for $m^* > m$, with a slower rate of convergence. Rigorously confirming these facts is rather involved, and will be addressed in our subsequent work.

It is well-known that the first data piling also occurs in high-dimensional multi-category data situations. Suppose there are $K$ categories. Let $B$ be the $p \times (K-1)$ matrix with the $l$th column given by $\bar{X}_k - \bar{X}_K$, and $S_T$ be the total covariance matrix. If $p > n - K - 1$, then the first data piling happens on the column space of $S_T^{-1}B$, where $S_T^{-1}$ is the Moore-Penrose inverse of $S_T$. Is there a situation under which the second (asymptotic) data piling also occurs for such multi-category classification? While we do have an answer for this question (the answer is yes), we choose to use a binary classification framework to introduce
the notion of the second data piling, in this work.

Ahn and Marron (2010) observed that the first maximal data piling direction for $p > n - 2$, when appended by the Fisher’s discriminant direction for $p \leq n - 2$, exhibits the so-called double descent phenomenon. The term double descent is coined for the regression setting (Hastie et al., 2019). In the classification context, the double descent phenomenon is understood as follows: The misclassification rate initially decreases as $p$ increases from 1, increases as $p$ approaches to $n - 2$, then decreases as $p$ diverges. The first descent, a “U”-shaped dip, of the misclassification rate is due to the bias-variance trade-off. The second descent occurs at the HDLSS regime. This phenomenon has been observed for a number of real data situations, but has not been fully understood theoretically. A natural question is whether the double descent phenomenon is observed for the second maximal piling direction. Simulation studies (not reported here) using $v_{\hat{\alpha}}$ (well-defined for both $p \leq n$ and $p > n$) indicate that the misclassification rate is monotone with respect to $p$, thus just a single descent. This observation parallels the empirical observations by Kobak, Lomond and Sanchez (2020) and Wu and Xu (2020) in the regression setting, and suggests that negatively ridged classifiers may mitigate the double descent phenomenon. The misclassification rate corresponding to $v_{\hat{\alpha}}$ is smaller than that using $w_{\text{MDP}}$, for any $p > n$, which is expected for large $p$ by Theorem 3.7. A thorough investigation on this matter is left as a future research agenda.

Appendix A: On $\rho$-mixing condition

The concept of $\rho$-mixing was first proposed in Kolmogorov and Rozanov (1960); see Bradley (2005) for detailed introduction on mixing conditions. The definition of $\rho$-mixing follows. For a $\sigma$-algebra $\mathcal{A}$, denote the class of square-integrable and $\mathcal{A}$-measurable functions as $L^2(\mathcal{A})$. The $\rho$-type measure of dependency of two $\sigma$-algebras $\mathcal{F}$ and $\mathcal{G}$ is defined as

$$\rho(\mathcal{F}, \mathcal{G}) := \sup \{|\text{Corr}(f, g)| : f \in L^2(\mathcal{F}), g \in L^2(\mathcal{G})\}.$$ 

Suppose $(Y_k, k \in \mathbb{Z})$ is a sequence of random variables. For $-\infty \leq J \leq L \leq \infty$, denote the $\sigma$-algebra generated by $\{Y_k : J \leq k \leq L\}$ as $\mathcal{F}^L_J$. Then, the $\rho$-mixing coefficient is defined as:

$$\rho(n) := \sup_{j \in \mathbb{Z}} \rho(\mathcal{F}^j_{-\infty}, \mathcal{F}^\infty_{j+n}).$$

The sequence of random variables $(Y_k, k \in \mathbb{Z})$ is called $\rho$-mixing if $\rho(n) \to 0$ as $n \to \infty$.

Appendix B: Additional details for the linear discriminant direction $w_{\alpha}$

In this section, we provide more descriptions of the parameterization path $w_{\alpha}$ has.
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Fig B.1. The parameterization path of \( \alpha \mapsto (w^T\hat{u}_1, c_\alpha, w^T_{\text{MDP}}) \), where \( c_\alpha \) is defined in (B.1). Whenever \(-\alpha_p\) passes the eigenvalues of \( S \), the direction \( w_\alpha \) is reversed, and exactly \( n-2 \) flips occur.

B.1. Parametrization path of \( w_\alpha \) with sign flips

Main article Figure 1 plots a parametrization path of \( w_\alpha \). For its second coordinate, we use

\[
b_\alpha = \left| \sum_{i=2}^{n-2} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T d \right| \div \left| \sum_{i=1}^{n-2} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T d + \hat{U}_2 \hat{U}_2^T d \right|,
\]

which is exactly \( \|(I - P_{\hat{u}_1} - P_{w_{\text{MDP}}})w_\alpha\| \). The term \( b_\alpha \) is for the second term in (2.2), which lies on an \((n-3)\)-dimensional subspace. Suppressing it to a non-negative real value, however, may blind the noticeable features on the parametrization of \( w_\alpha \) such as sign-flips. Here, we use a different choice of coordinate \( c_\alpha \),

\[
c_\alpha = \Pi_{i=2}^{n-2} \text{sgn} \left( \hat{\lambda}_i + \alpha_p \right) \cdot \left| \sum_{i=2}^{n-2} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T d \right| \div \left| \sum_{i=1}^{n-2} \frac{\alpha_p}{\hat{\lambda}_i + \alpha_p} \hat{u}_i \hat{u}_i^T d + \hat{U}_2 \hat{U}_2^T d \right|.
\]

As depicted in Figure B.1, the coordinate \( c_\alpha \) is designed so that the sign is reversed every time \( \alpha_p \) passes \(-\hat{\lambda}_i\), which reflects the property of \( w_\alpha \).

B.2. Projection of \( w_\alpha \) into lower dimensional space

Another cost we pay when suppressing the \((n-3)\)-dimensional vector, the second term in (2.2), into one coordinate is that even different vectors have the same coordinates. For instance, \( b_\alpha \approx 1 \) whenever \( \alpha_p \) reaches \(-\hat{\lambda}_i\) for \( i = 2, \ldots, n-2 \).

Figure B.2 illustrates the curve with only three axis \( \hat{u}_1, \hat{u}_2, w_{\text{MDP}} \). A similar shape of the path can be obtained by altering \( \hat{u}_2 \) to \( \hat{u}_i \), \( 3 \leq i \leq n-2 \).
Appendix C: Technical Details

C.1. Preliminary results on principal component scores

Denote horizontally concatenated $p \times n$ data matrix as $X$, that is,

$$X = [X_{1,1}, \ldots, X_{1,n_1}, X_{2,1}, \ldots, X_{2,n_2}]$$

The within sample covariance matrix $S$ can be expressed as follows:

$$S = (X - \bar{X})(X - \bar{X})^T / n$$

where $\bar{X} = [\bar{X}_1, \ldots, \bar{X}_{1,n_1}, \bar{X}_2, \ldots, \bar{X}_{2,n_2}]$. Consider the eigenvalue decomposition of $\Sigma$, $\Sigma = U \Lambda U^T$ where $\Lambda = \text{Diag}\{\lambda_i\}_{i=1}^p$, $\lambda_i = \beta \sigma_i^2 + \tau_i^2$ ($i = 1, \ldots, m$) and $\lambda_i = \tau_i^2$ ($i = m + 1, \ldots, p$). Also, $U = [u_1, \ldots, u_p]$ is the $p \times p$ orthogonal matrix where $u_i$’s are normalized eigenvectors corresponding to $\lambda_i$. Denote the matrix of principal component scores of $X$, $Z$, that is,

$$Z = \Lambda^{-1/2}U^T(X - [\mu_11_n^T, \mu_21_n^T]) = \begin{bmatrix} z_{1,1}^T & \cdots & z_{1,p}^T \\ \vdots & \ddots & \vdots \\ z_{p,1}^T & \cdots & z_{p,p}^T \end{bmatrix}$$

where $z_{i,j}$ is a vector of principal component scores corresponding to the $j$-th principal component and the $i$-th class. Finally, write a vector of principal component scores of new observation $Y$ as $\zeta = (\zeta_1, \ldots, \zeta_p)^T$. Then, each element of $Z$ and $\zeta$ are uncorrelated and have mean 0 and unit variance.

Lemma C.1. Under Assumptions 1—4, the following hold simultaneously. The limits are with respect to $p \to \infty$.

(a) $\frac{1}{\tau \mu}U \Lambda^{1/2} \zeta \overset{p}{\to} \begin{cases} \sum_{i=1}^m \sigma_i \cdot k_i \delta \cdot \zeta_i, & \beta = 1; \\
0, & 0 \leq \beta < 1. \end{cases}$
Double data piling

(b) \( \frac{1}{p} \mu^T U A^{1/2} Z \stackrel{P}{\to} \left\{ \begin{array}{l} \sum_{i=1}^{m} \sigma_i \cdot k_i \delta \cdot z^T_i, \quad \beta = 1; \\
0, \quad 0 \leq \beta < 1. \end{array} \right. \)

(c) \( \frac{1}{p} Z^T \Lambda \zeta \stackrel{P}{\to} \left\{ \begin{array}{l} \sum_{i=1}^{m} \sigma_i^2 z_i \zeta_i, \quad \beta = 1; \\
0, \quad 0 \leq \beta < 1. \end{array} \right. \)

(d) \( \frac{1}{p} Z^T \Lambda Z \stackrel{P}{\to} \left\{ \begin{array}{l} \sum_{i=1}^{m} \sigma_i^2 z_i z^T_i + \tau^2 I_n, \quad \beta = 1; \\
\tau^2 I_n, \quad 0 \leq \beta < 1. \end{array} \right. \)

Proof. We begin by decomposing the quantities in (a)–(d) into two terms:

\[
\frac{1}{p} \mu^T U A^{1/2} \xi = \frac{1}{p} \sum_{i=1}^{m} (u_i \mu) \sqrt{p \sigma^2_i + \tau^2_i \xi_i} + \frac{1}{p} \sum_{i=m+1}^{p} \tau_i (u_i \mu) \xi_i := A_1 + A_2,
\]

\[
\frac{1}{p} \mu^T U A^{1/2} Z = \frac{1}{p} \sum_{i=1}^{m} (u_i \mu) \sqrt{p \sigma^2_i + \tau^2_i z_i} + \frac{1}{p} \sum_{i=m+1}^{p} \tau_i (u_i \mu) z_i := B_1 + B_2,
\]

\[
\frac{1}{p} Z^T \Lambda \zeta = \frac{\sum_{i=1}^{m} \sigma_i^2 p^{\beta-1} z_i \zeta_i}{1} + \frac{1}{p} \sum_{i=1}^{p} \tau_i^2 z_i \zeta_i := C_1 + C_2,
\]

\[
\frac{1}{p} Z^T \Lambda Z = \frac{\sum_{i=1}^{m} \sigma_i^2 p^{\beta-1} z_i z^T_i + \frac{1}{p} \sum_{i=1}^{p} \tau_i^2 z_i z^T_i := D_1 + D_2.}{1}
\]

The terms \( A_2, B_2, C_2 \) are irrelevant to \( \beta \), and can be shown to converge to 0 as \( p \to \infty \). Specifically, to handle \( A_2 \) and \( B_2 \), for any fixed \( l \geq 1 \) let \( W_i \in \mathbb{R}^l \) \((i = 1, \ldots, p)\) be any random vectors satisfying \( E(W_i) = 0 \), \( \text{Var}(W_i) = I_l \) and \( \text{Cov}(W_i, W_j) = 0 \) for any \( 1 \leq i \neq j \leq p \). Note that by Assumption 1, there exists \( M < \infty \) such that \( \tau_i \leq M \) for all \( i \). Chebyshev’s inequality gives

\[
\mathbb{P} \left( \left\| \frac{1}{p} \sum_{i=m+1}^{p} \tau_i (u_i^T \mu) W_i \right\| > \epsilon \right) \leq \frac{1}{p^2 \epsilon^2} E \left[ \sum_{i=m+1}^{p} \tau_i (u_i^T \mu)^2 \right] \leq \frac{1}{p^2 \epsilon^2} \sum_{i=m+1}^{p} \tau_i^2 (u_i^T \mu)^2 \leq \frac{1}{p^2 \epsilon^2} \sum_{i=m+1}^{p} (u_i^T \mu)^2 \leq \frac{1}{p^2 \epsilon^2} \frac{1}{p} \| \mu \|^2 \to 0,
\]

as \( p \to \infty \). Letting \( W_i = \zeta_i \) or \( W_i = z_i \), we have \( A_2 \to 0 \) and \( B_2 \to 0 \) in probability as \( p \to \infty \). Similarly, \( C_2 \to 0 \) in probability as well since

\[
\mathbb{P} \left( \left\| \frac{1}{p} \sum_{i=1}^{p} \tau_i^2 z_i \zeta_i \right\| > \epsilon \right) \leq \frac{1}{p^2 \epsilon^2} E \left[ \sum_{i=1}^{p} \tau_i^2 z_i \zeta_i \right] \leq \frac{1}{p^2 \epsilon^2} \sum_{i=1}^{p} \tau_i^2 z_i \zeta_i \to 0.
\]
\[ \begin{align*}
&= \frac{1}{p^2 \epsilon^2} E \left( \sum_{i=1}^{p} \tau_i^4 z_i^T z_i \zeta_i^2 + \sum_{i \neq \iota} \tau_i^2 \tau_{\iota}^2 z_i z_{\iota} \zeta_i \zeta_{\iota} \right) \\
&= \frac{1}{p^2 \epsilon^2} E \left( \sum_{i=1}^{p} \tau_i^4 z_i^T z_i \zeta_i^2 \right) \leq \frac{nM^4}{p \epsilon^2} \rightarrow 0 \quad \text{as } p \rightarrow \infty,
\end{align*} \]

in which we used the fact that \( z_i \) and \( \zeta_i \) are independent.

The term \( D_2 \) is irrelevant to \( \beta \) as well, but does not degenerate. We use Theorem 1 of Jung and Marron (2009) which states that, in our context, if

\[ \sum_{i=1}^{p} \tau_i^4 \rightarrow 0 \quad \text{as } p \rightarrow \infty, \quad \text{(C.1)} \]

and Assumptions 1–4 are satisfied, then \( D_2 = \sum_{i=1}^{p} \tau_i^2 z_i^T / p \rightarrow I_n \) as \( p \rightarrow \infty \).

It remains to show that \( A_1, B_1, C_1, \) and \( D_1 \) converge to their respective counterparts in the statement of the lemma. For \( \beta < 1 \), they all converge to 0 almost surely. For \( \beta = 1 \), Assumptions 3–4 guarantee that with probability 1, they converge to the random variables given in the statement. Combining the above gives the desired result.

Let \( J_m \) be the matrix of ones of size \( m \times m \). For

\[ J = \begin{bmatrix} \frac{1}{m} I_{n_1} & O \\ O & \frac{1}{n_2} I_{n_2} \end{bmatrix}, \quad \text{(C.2)} \]

the group-wise centered data matrix is \( X - \bar{X} = X(I_n - J) \), where

\[ \bar{X} = XJ = [\bar{X}_1, \ldots, \bar{X}_1, \bar{X}_2, \ldots, \bar{X}_2]. \]

The empirical common principal components are given either by the eigendecomposition of \( S \) or by the singular-value-decomposition of \( X - \bar{X} = \hat{U}_1 D \hat{V}_1^T = \sum_{i=1}^{n-2} d_i \hat{u}_i \hat{v}_i^T \), where \( \hat{u}_i \) is the \( i \)th sample principal component direction and \( \hat{v}_i \) is the vector of (normalized) sample principal component scores. Here, the \((n-2) \times (n-2)\) diagonal matrix \( D \) collects the non-zero singular values \( \{d_i\}_{i=1}^{n-2} \) in descending order. Note that

\[ \hat{u}_i = d_i^{-1} (X - \bar{X}) \hat{v}_i = \frac{1}{\sqrt{n}} \hat{\lambda}_i^{-1/2} (X - \bar{X}) \hat{v}_i \]

\[ = \frac{1}{\sqrt{n}} \hat{\lambda}_i^{-1/2} U \Lambda^{1/2} Z (I_n - J) \hat{v}_i, \quad \text{(C.3)} \]

where \( \hat{\lambda}_i = d_i^2 / n \) is the \( i \)th largest eigenvalue of \( S \).

We make use of the dual matrix \( S_D = (X - \bar{X})^T (X - \bar{X}) / n \) which is a finite-dimensional matrix and shares all \( n-2 \) nonzero eigenvalues with \( S \). By writing
for $i$ \(u\) satisfying $X$ eigenvalues and eigenvectors of the sample covariance matrix $S_n$

Suppose Assumptions 1—4 are satisfied. Let an $(m \times m)$

Hence,

\[
\begin{align*}
\lim_{n \to \infty} \frac{\lambda_i(S_n)}{\lambda_i(\Sigma)} & \to \phi_i(\Omega) + \tau^2, \\
\end{align*}
\]

as $p \to \infty$.

(i) If $\beta = 1$, then

\[
\begin{align*}
\lim_{n \to \infty} \frac{n \hat{\lambda}_i}{p} & \to \begin{cases}
\phi_i(\Omega) + \tau^2, & i = 1, \ldots, m; \\
\tau^2, & m + 1 \leq i \leq n - 2,
\end{cases}
\end{align*}
\]

as $p \to \infty$.

(ii) If $0 \leq \beta < 1$, then $n \hat{\lambda}_i/p \xrightarrow{p} \tau^2$ as $p \to \infty$ for $i = 1, \ldots, n - 2$.

Proof. As can be seen in (C.4), we have

\[
\begin{align*}
\lim_{n \to \infty} \frac{n S_D}{p} & \to (I_n - J)Z^T \Lambda Z(I_n - J)/p \\
& \xrightarrow{p} \begin{cases}
(I_n - J)(WW^T + \tau^2 I_n)(I_n - J) = S_0, & \beta = 1 \\
\tau^2(I_n - J), & 0 \leq \beta < 1
\end{cases}
\end{align*}
\]

as $p \to \infty$. Here, (ii) follows immediately from (C.5). While for $\beta = 1$, we get $p^{-1}n \phi_i(S_D) \xrightarrow{p} \phi_i(S_0)$ for $i = 1, \ldots, n - 2$ as $p \to \infty$. To show (i), we claim that for $i = 1, \ldots, m$, $\phi_i(S_0) = \phi_i(\Omega) + \tau^2$. For this, let $\lambda$ be a nonzero eigenvalue of $(I_n - J)WW^T(I_n - J)$ and $v$ be its corresponding eigenvector. Then, there exists $u$ satisfying $v = (I_n - J)u$, and thus $(I_n - J)(WW^T)(I_n - J)u = \lambda(I_n - J)u$.

Hence,

\[
S_0v = (I_n - J)(WW^T + \tau^2 I_n)(I_n - J)u = (\lambda + \tau^2)(I_n - J)u = (\lambda + \tau^2)v.
\]

Since $\Omega = WW^T(I_n - J)$ and $(I_n - J)WW^T(I_n - J)$ share their eigenvalues, we have $\phi_i(S_0) = \phi_i(\Omega) + \tau^2$ for $i = 1, \ldots, m$. On the other hand, since $\Omega$ is of rank $m$ with probability 1, the rest of eigenvalues of $S_0$ equals to $\tau^2$.

For $\beta = 1$, let $\bar{V}_1 = [v_1(S_0), \ldots, v_{n - 1}(S_0)]$ which collects the eigenvectors of $S_0$ in the proof of Lemma C.2 and $\bar{D} = \text{Diag}\{\bar{d}_i\}_{i=1}^p$ where $\bar{d}_i = \sqrt{\phi_i(\Omega) + \tau^2}$.
for \( i = 1, \ldots, m \) and \( \tilde{d}_i = \tau \) for \( i \geq m + 1 \). Then, we have the limits of right singular vectors and singular values,
\[
\tilde{V}_1 \xrightarrow{p} \bar{V}_1 \quad \text{and} \quad \frac{1}{\sqrt{p}} D \xrightarrow{p} \bar{D},
\]
as \( p \to \infty \). The limit of eigenvector \( \hat{u}_i \) is analyzed through \( \hat{v}_i \) utilizing (C.3) and (C.6).

Finally, the following lemma suggests the limits of the sample eigenvectors \( \hat{u}_i \) and the inner product \( d^T \hat{u}_i \) for \( \beta \in [0, 1] \). The results in Lemma C.3 will be frequently used in the later sections.

**Lemma C.3.** Let Assumptions 1—4 hold.

(i) The limit of the inner product between the population eigenvector \( u_i \) \( (i = 1, \ldots, m) \) and the sample eigenvector \( \hat{u}_i \) \( (i = 1, \ldots, m) \) depends on \( \beta \):
\[
\hat{u}_i^T \bar{u}_i \xrightarrow{p} \begin{cases} 
\sqrt{\phi_i(\Omega)/\tau^2} v_{i\iota}(\Omega), & \beta = 1; \\
0, & 0 \leq \beta < 1,
\end{cases}
\]
as \( p \to \infty \). While \( u_i^T \hat{u}_i \xrightarrow{p} 0 \) as \( p \to \infty \) for \( i \geq m + 1 \) and \( i = 1, \ldots, n - 2 \).

(ii) The limit of the inner product between the sample eigenvector \( \hat{u}_i \) \( (i = 1, \ldots, m) \) and \( d \) depends on \( \beta \):
\[
\frac{1}{\sqrt{p}} d^T \hat{u}_i \xrightarrow{p} \sum_{j=1}^{m} \sqrt{\phi_i(\Omega)/\tau^2} v_{ij}(\Omega) \{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \},
\]
for \( \beta = 1 \), and
\[
\frac{1}{\sqrt{p}} d^T \hat{u}_i \xrightarrow{p} 0 \quad \text{for} \quad 0 \leq \beta < 1 \quad \text{as} \quad p \to \infty,
\]
while \( d^T \hat{u}_i / \sqrt{p} \xrightarrow{p} 0 \) as \( p \to \infty \) for \( i \geq m + 1 \) and \( 0 \leq \beta \leq 1 \).

**Proof.**

(i) We express \( \hat{u}_i \) with \( \hat{v}_i \) using (C.3),
\[
u_i^T \hat{u}_i = \left( \frac{n\lambda_i}{p} \right)^{-\frac{1}{2}} \left( \frac{1}{\sqrt{p}} u_i^T \bar{U} \frac{1}{2} Z(N - J) \hat{v}_i \right) = \left( \frac{n\lambda_i}{p} \right)^{-\frac{1}{2}} \left( \frac{\lambda_i}{p} \right)^{\frac{1}{2}} z_i^T (N - J) \hat{v}_i.
\]
The random variables \( n\lambda_i/p \) and \( z_i^T (N - J) \hat{v}_i \) are stochastically bounded since they converge in probability as shown in Lemma C.2 and (C.6), respectively. For \( 0 \leq \beta < 1 \), since \( \lambda_i/p \to 0 \) for all \( 1 \leq i \leq p \), we get \( u_i^T \hat{u}_i \xrightarrow{p} 0 \) for all \( i \). Similarly, \( u_i^T \hat{u}_i \xrightarrow{p} 0 \) for \( \beta = 1 \) and \( m + 1 \leq i \leq p \). Now, it suffices to consider the case of \( \beta = 1 \) and \( 1 \leq i \leq m \). Due to the duality, \( v_i(\Omega), v_i(S_0) \), and \( \sqrt{\phi_i(\Omega)} \) are the \( i \)th right singular vector, left singular vector, and singular value
of \((I_n - J)W\), respectively. Therefore, we have 
\( (I_n - J)Wv_i(\Omega) = \phi_i(\Omega)^{1/2}v_i(S_0) \)
for \( i = 1, \ldots, m \). Hence, for \( i, t = 1, \ldots, m \),

\[
u_t' \hat{\nu}_i = \phi_i(S)^{-\frac{1}{2}} \left( \frac{\lambda_i}{p} \right)^{\frac{1}{2}} z_i^T (I_n - J) v_i(S_D) \xrightarrow{p} \frac{\sigma_i z_i^T (I_n - J) (I_n - J)W}{\sqrt{\phi_i(\Omega) + \tau^2}} v_i(\Omega),
\]

\[
\frac{e_i^T \Omega v_i(\Omega)}{\sqrt{\phi_i(\Omega) + \tau^2}} = \frac{\phi_i(\Omega) e_i^T v_i(\Omega)}{\phi_i(\Omega)} = \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}} v_i(\Omega),
\]
as \( p \to \infty \).

\( \text{(ii)} \) Note that \( d = \mu + U\Lambda^{1/2}Z \left[ \begin{array}{c} \frac{1}{n_1}1_{n_1} \\ -\frac{1}{n_2}1_{n_2} \end{array} \right] \). We decompose the quantity \( d^T \hat{U}_1 / \sqrt{p} \) into two terms:

\[
\frac{1}{\sqrt{p}} d^T \hat{u}_i = \frac{1}{\sqrt{p}} \mu^T \hat{\nu}_i + \frac{1}{\sqrt{p}} \left[ \frac{1}{n_1}1_{n_1} \right]^T Z^T \Lambda^{1/2} U^T \hat{\nu}_i.
\]

From (C.3), (C.6), and Lemmas C.1 and C.2, we have

\[
\frac{1}{\sqrt{p}} \mu^T \hat{\nu}_i = \frac{1}{p} \mu^T U \Lambda^{1/2} Z (I_n - J) \hat{\nu}_i \sqrt{td_i^{-1}}
\]

\[
\begin{cases}
\sum_{j=1}^{m} k_j \delta \sqrt{\phi_i(\Omega)/(\phi_i(\Omega) + \tau^2)} v_{ij}(\Omega) & \beta = 1 \text{ and } i = 1, \ldots, m; \\
0, & \text{otherwise},
\end{cases}
\]

and

\[
\frac{1}{\sqrt{p}} \left[ \frac{1}{n_1}1_{n_1} \right]^T Z^T \Lambda^{1/2} U^T \hat{\nu}_i = \frac{1}{p} \left[ \frac{1}{n_1}1_{n_1} \right]^T Z^T \Lambda^T (I_n - J) \hat{\nu}_i \sqrt{td_i^{-1}}
\]

\[
\begin{cases}
\sum_{j=1}^{m} \sigma_j (\tilde{z}_{1,j} - \tilde{z}_{2,j}) \sqrt{\phi_i(\Omega)/(\phi_i(\Omega) + \tau^2)} v_{ij}(\Omega), & \beta = 1 \text{ and } i = 1, \ldots, m; \\
0, & \text{otherwise}.
\end{cases}
\]

Adding (C.7) and (C.8), we get the desired results.

**C.2. Proof of Theorem 2.1**

**Proof.** Let \( \beta = 1 \). First, we make use of \( \hat{w}_\alpha \) in (2.2). The limiting angle between \( w_\alpha \) and \( S \) is analyzed through the quantity,

\[
\frac{\hat{w}_\alpha^T P_\Sigma \hat{w}_\alpha}{\| \hat{w}_\alpha \| \| P_\Sigma \hat{w}_\alpha \|} = \frac{\| P_\Sigma \hat{w}_\alpha \|}{\| \hat{w}_\alpha \|},
\]

where \( P_\Sigma \) is the orthogonal projection operator onto \( S \). We claim that the quantity in (C.9) converges to 1 in probability. First, the following holds by Pythagoras’ theorem:

\[
\frac{1}{p} \| \hat{w}_\alpha \|^2 = \frac{1}{p} \sum_{i=1}^{n-2} \left( \frac{\alpha}{\lambda_i/p + \alpha} \right)^2 (\hat{u}_i^T d)^2 + \frac{1}{p} \| \hat{U}_2 \hat{U}_2^T d \|
\]
so is thus stochastically bounded. To deal with the second term, note that

\begin{equation}
\text{Proof.}
\end{equation}
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Combining this with (C.11) and (C.12) gives

\begin{equation}
\|P_S^w\|_2^2 = \frac{1}{\alpha} \left( \sum_{i=m+1}^{n-2} \left( \frac{\alpha}{\alpha_i/p + \alpha} \right)^2 (\hat{u}_{1}^T d)^2 \right)
\end{equation}

Since Lemmas C.2 and C.3 give that the last term in (C.10) converges to 0 in probability for \( \alpha \neq -\tau^2/n \), it remains to show that \( \|P_S^w\|_2^2/p \) is stochastically bounded. We decompose \( \|P_S^w\|_2^2/p \) into two terms:

\begin{equation}
\frac{1}{p} \|P_S^w\|_2^2 = \frac{1}{p} \sum_{i=1}^{m} \left( \frac{\alpha}{\alpha_i/p + \alpha} \right)^2 (\hat{u}_{1}^T d)^2 + \frac{1}{p} \|\hat{U}_{2}\|_2^2 d^2.
\end{equation}

The first term converges to a certain quantity from Lemmas C.2 and C.3, so is thus stochastically bounded. To deal with the second term, note that \( \|\hat{U}_{2}\|_2^2 d^2 = \|d\|^2 - \|\hat{U}_{1}\|_2^2 d^2 \). The limit of norm of \( d \) can be derived using Lemma C.1.

\begin{equation}
\frac{1}{p} \|d\|^2 = \frac{1}{n} \|\mu\|^2 + \frac{2}{p} \mu^T U A^{1/2} Z \left[ \begin{array}{c} \frac{1}{n_1} \frac{1}{n_2} \\ \frac{1}{n_1} \frac{1}{n_2} \end{array} \right] \frac{1}{p} \|Z\|^2 \left[ \begin{array}{c} \frac{1}{n_1} \frac{1}{n_2} \\ \frac{1}{n_1} \frac{1}{n_2} \end{array} \right],
\end{equation}

as \( p \to \infty \). While we handle the limit of \( \|\hat{U}_{1}\|_2^2 d^2 \) with Lemma C.3 (ii),

\begin{equation}
\frac{1}{p} \|\hat{U}_{1}\|_2^2 d^2 = \frac{1}{p} \sum_{i=1}^{m} |\hat{u}_{i}^T d|^2 + o_P(1)
\end{equation}

as \( p \to \infty \). Note that \( \sum_{i=1}^{m} v_{ij}(\Omega) = 1 \) and \( \sum_{i=1}^{m} v_{ij}(\Omega) v_{ij}(\Omega) = 0 \) for \( j \neq j' \). Combining this with (C.11) and (C.12) gives

\begin{equation}
\frac{1}{p} \|\hat{U}_{2}\|_2^2 d^2 \to (1 - \kappa^2) \delta^2 + \left( \frac{1}{n_1} + \frac{1}{n_2} \right) \tau^2
\end{equation}

as \( p \to \infty \). We denote the limit of (C.13) as \( \kappa \) for \( \kappa > 0 \). Since \( \|P_S^w\|_2^2/p \) converges in probability, and we come to conclusion. We make use of random variable \( \kappa \) in the proof of Theorem 3.1.

\begin{proof}
We continue to assume \( \beta = 1 \). Note that \( u_{i,S} = P_S u_i = \sum_{i=1}^{m} (u_{i}^T u_i) \hat{u}_i + (u_{i}^T w_{MDP}) w_{MDP} \). We begin with focusing on the inner products \( u_{i}^T \hat{u}_i \) and \( u_{i}^T w_{MDP} \).
\end{proof}
On $u_T u_i$. The limit of the inner product $u_T u_i$ ($i = 1, \ldots, m$) can be derived immediately from Lemma C.3 (i): As $p \to \infty$,

$$u_T u_i \overset{p}{\to} \sqrt{\phi_i(\Omega)/(\phi_i(\Omega) + \tau^2)} v_i(\Omega), \quad (C.14)$$

where $\Omega$ is defined in Lemma C.2.

On $u_T w_{MDP}$. We claim that as $p \to \infty$,

$$u_T w_{MDP} \overset{p}{\to} \frac{1}{\kappa} \sum_{j=1}^{m} \sum_{l=1}^{m} (k_l \delta + \sigma_l(z_{1,l} - \bar{z}_{2,l})) v_{ij}(\Omega) v_{jl}(\Omega) \frac{\tau^2}{\delta_j(\Omega) + \tau^2}, \quad (C.15)$$

for $i = 1, \ldots, m$ where $\kappa$ is defined in (C.13). To show (C.15), recall that $w_{MDP} = \hat{U}_2 U_2^T d/\|\hat{U}_2 U_2^T d\|$ and $\tilde{U}_2 U_2^T d = d - \bar{U}_1 U_1^T d$. Since the limits of quantities $u_T^T U_1, U_1^T d/\sqrt{\tilde{p}}$ and $\|\hat{U}_2 U_2^T d\|/\sqrt{\tilde{p}}$ are already analyzed in Lemma C.3 and (C.13), it suffices to show that $u_T d/\sqrt{\tilde{p}} \overset{p}{\to} k_i \delta + \sigma_i(z_{1,i} - \bar{z}_{2,i})$, which is given by Assumptions 1–3;

$$\frac{1}{\sqrt{\tilde{p}}} u_T d = \frac{1}{\sqrt{\tilde{p}}} u_T \mu + \frac{1}{\sqrt{\tilde{p}}} u_T U \Lambda^{1/2} Z \left[ \begin{array}{c} \frac{1}{n_1} 1_{n_1} \\ -\frac{1}{n_2} 1_{n_2} \end{array} \right]$$

$$= \frac{1}{\sqrt{\tilde{p}}} u_T \mu + \frac{1}{\sqrt{\tilde{p}}} \lambda_i^{1/2} z_i T \left[ \begin{array}{c} \frac{1}{n_1} 1_{n_1} \\ -\frac{1}{n_2} 1_{n_2} \end{array} \right] \overset{p}{\to} k_i \delta + \sigma_i(z_{1,i} - \bar{z}_{2,i}),$$

as $p \to \infty$. We now deal with $L_1$ and $L_2$ in (3.1) which generally exist on $S$,

$$L_i = \{ U_m s t + \kappa_i w_{MDP} + P_S \bar{X}/\sqrt{\tilde{p}} : t \in \mathbb{R}^m \} \quad (i = 1, 2),$$

where $\kappa_1 = (1 - \eta_1)(1 - k_2)^2/\kappa_{MDP}$ and $\kappa_2 = -(1 - \eta_2)(1 - k_2)^2/\kappa_{MDP}$ having $\eta_1 = n_1/n$ and $\eta_2 = n_2/n$. The distance between two piles induced by $w_{MDP}$, $p^{1/2} \kappa_{MDP}$, is exactly $\|\hat{U}_2 U_2^T d\|$ since $w_{MDP} = \hat{U}_2 U_2^T d/\|\hat{U}_2 U_2^T d\|$. Also, as shown in (C.13), $\kappa_{MDP} \overset{p}{\to} \kappa$ as $p \to \infty$.

For $Y \in \mathcal{Y}$, we temporarily assume $\pi(Y) = 1$. Let $t^o = (t_1, \ldots, t_m)^T$ with $t_j = \eta_j k_j \delta + \sigma_j(z_j - \bar{z}_j)$ and let $v^o = U_m s t^o + \kappa_i w_{MDP} + P_S \bar{X}/\sqrt{\tilde{p}} \in L_1$. We claim that $\|Y_S - v^o\|_2 \overset{p}{\to} 0$ as $p \to \infty$. Since $Y_S - v^o \in \mathcal{S}$, it suffices to show that as $p \to \infty$, (a) $\hat{a}_i^T (Y_S - v^o) \overset{L_2}{\to} 0$ for $i = 1, \ldots, m$ and (b) $w_{MDP}^T (Y_S - v^o) \overset{p}{\to} 0$.

Note that $\hat{a}_i^T (Y_S - v^o) = p^{-1/2} \hat{a}_i^T (Y - \bar{X}) - \hat{a}_i^T \sum_{j=1}^{m} t_j u_{j,S}$ and (C.14) gives the limit of the second term,

$$\hat{a}_i^T \sum_{j=1}^{m} t_j u_{j,S} = \sum_{j=1}^{m} t_j \hat{a}_i^T u_{j} \overset{p}{\to} \sum_{j=1}^{m} t_j v_{ij}(\Omega) \sqrt{\phi_i(\Omega)/(\phi_i(\Omega) + \tau^2)}.$$
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Also, from Lemma C.1 and (C.7),
\[
\frac{1}{\sqrt{p}} \hat{\mu}^T (Y - \bar{X}) = \eta_2 \frac{\hat{\mu}^T}{\sqrt{p}} \mu + \frac{1}{\sqrt{p}} \hat{\mu}^T U A^{1/2} \left( \zeta - \frac{1}{n} Z 1_n \right) \\
= \eta_2 \frac{\hat{\mu}^T}{\sqrt{p}} \mu + \sum_{j=1}^{m} \hat{\mu}^T u_j \cdot \sigma_j (\zeta_j - \bar{z}_j) + o_p(1)
\]
\[
= \sum_{j=1}^{m} \eta_2 k_j \delta v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}} + \sum_{j=1}^{m} \sigma_j (\zeta_j - \bar{z}_j) v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}} + o_p(1)
\]
\[
P \rightarrow \sum_{j=1}^{m} \{\eta_2 k_j \delta + \sigma_j (\zeta_j - \bar{z}_j)\} v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}} = \sum_{j=1}^{m} t_j v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}}.
\]  
(C.16)

as \( p \to \infty \). Therefore, (a) follows.

For (b), note that \( w_m^{MP}(Y - u^o) = p^{-1/2} \hat{Y}^T - \hat{X} - \sum_{j=1}^{m} t_j u_j, s - \kappa_1 \). From (C.15),

\[
w_m^{MP} \sum_{j=1}^{m} t_j u_j, s = \sum_{j=1}^{m} t_j w_m^{MP} u_j
\]
\[
P \rightarrow \frac{1}{p} \sum_{j=1}^{m} t_j \sum_{l=1}^{m} \{k_j \delta + \sigma_j (\bar{z}_1, l - \bar{z}_{2,l})\} v_{l} v_j(\Omega) v_{l} v_j(\Omega) \frac{\tau^2}{\phi_p(\Omega)}.
\]  
(C.17)

To evaluate the limit of \( p^{-1/2} w_m^{MP}(Y - \bar{X}) \), we decompose it into two terms,

\[
p^{-1/2} w_m^{MP}(Y - \bar{X}) = p^{-1/2} \left( \hat{Y}^T \hat{d}^T d^T \right) (Y - \bar{X}) = \kappa_m^{MP} (K_1 - K_2),
\]

where \( K_1 = d^T (Y - \bar{X}) / p \) and \( K_2 = (\hat{U}^T \hat{U}^T d)^T Y - \bar{X} / p \). Routinely, the limit of \( K_1 \) can be evaluated through the expression of \( d \) and \( Y - \bar{X} \) using the principal scores and Lemma C.1.

\[
K_1 = \frac{1}{p} \left( \mu + U A^{1/2} Z \left[ \begin{array}{c} \frac{1}{n} 1_{n_1} \\ -\frac{1}{n_2} 1_{n_2} \end{array} \right] \right)^T \left\{ \eta_2 \mu + U A^{1/2} \left( \zeta - \frac{1}{n} Z 1_n \right) \right\}
\]
\[
= \frac{1}{p} \left\{ \eta_2 \mu \right\}^2 + \eta_2 \mu U A^{1/2} Z \left[ \begin{array}{c} \frac{1}{n} 1_{n_1} \\ -\frac{1}{n_2} 1_{n_2} \end{array} \right] + \mu U A^{1/2} \left( \zeta - \frac{1}{n} Z 1_n \right)
\]
\[
+ \left[ \begin{array}{c} \frac{1}{n} 1_{n_1} \\ -\frac{1}{n_2} 1_{n_2} \end{array} \right] Z A \left( \zeta - \frac{1}{n} Z 1_n \right) \}
\]
\[
P \rightarrow \eta_2 (1 - \mu^2) \delta^2 + \sum_{j=1}^{m} \{k_j \delta + \sigma_j (\bar{z}_1, j - \bar{z}_{2,j})\} \left\{ \eta_2 k_j \delta + \sigma_j (\zeta_j - \bar{z}_j) \right\},
\]  
(C.18)
as \( p \to \infty \). Meanwhile, (C.16) and Lemma C.3 (ii) gives
\[
K_2 \stackrel{p}{\to} \sum_{j=1}^{m} \sum_{l=1}^{m} \sum_{l' = 1}^{m} \left[ (k_l \delta + \sigma_l (\bar{z}_{1,l} - \bar{z}_{2,l})) \{ \eta_l k_l \delta + \sigma_l (\zeta_{l'} - \bar{z}_{l'}) \} \right. \\
\times \frac{\phi_j(\Omega)}{\phi_j(\Omega) + \tau^2 v_{j}^* v_{j'}(\Omega)} \left. \right]. 
\tag{C.19}
\]
Combining (C.13), (C.18) and (C.19), we have
\[
p^{-1/2} w_{\text{MDP}}^T (Y - \bar{X}) \stackrel{p}{\to} \kappa^{-1} \left[ \eta_2 (1 - k^2) \delta^2 + \sum_{j=1}^{m} \sum_{l=1}^{m} \sum_{l' = 1}^{m} \left( k_l \delta + \sigma_l (\bar{z}_{1,l} - \bar{z}_{2,l})) \{ \eta_l k_l \delta + \sigma_l (\zeta_{l'} - \bar{z}_{l'}) \right) \frac{\tau^2 v_{j}^* v_{j'}(\Omega)}{\phi_j(\Omega) + \tau^2} \right]. 
\tag{C.20}
\]
Simply applying the results in (C.14), (C.15), (C.17) and (C.20), we get (b).

The same goes for \( Y \in \mathcal{Y} \) with \( \pi(\mathcal{Y}) = 2 \).

\[\square\]

### C.4. Proof of Theorem 3.2

**Proof.** We begin by introducing
\[
\hat{v}_\alpha = \sum_{i=1}^{m} \frac{\alpha}{\lambda_i / \hat{p} + \alpha} \left( \frac{1}{\sqrt{\hat{p}}} \hat{u}_i^T d \right) \hat{u}_i + \frac{1}{\sqrt{\hat{p}}} \| \hat{U}_2 \hat{U}_2^T d \| w_{\text{MDP}}, 
\tag{C.21}
\]
where \( v_\alpha \propto \hat{v}_\alpha \). Let \( \hat{\alpha} \) be an HDLSS-consistent estimator for \(-\tau^2 / n\). The quantity of interest is the angle between \( \hat{v}_\alpha \) and \( u_{i,S} \),
\[
\text{Angle}(\hat{v}_\alpha, u_{i,S}) = \cos^{-1} \left( \frac{\hat{v}_\alpha^T u_{i,S}}{\| \hat{v}_\alpha \| \| u_{i,S} \|} \right), 
\tag{C.22}
\]
for \( i = 1, \ldots, m \). Combining (C.21) and that \( u_{i,S} = \sum_{i=1}^{m} (u_i^T \hat{u}_i) \hat{u}_i + (u_i^T w_{\text{MDP}}) w_{\text{MDP}} \), the limit of the inner product \( \hat{v}_{\alpha}^T u_{i,S} \) becomes
\[
\hat{v}_{\alpha}^T u_{i,S} = \sum_{i=1}^{m} \hat{\alpha} \left( \frac{1}{\sqrt{\hat{p}}} \hat{u}_i^T d \right) (u_i^T \hat{u}_i) + \frac{1}{\sqrt{\hat{p}}} \| \hat{U}_2 \hat{U}_2^T d \| (u_i^T w_{\text{MDP}}). 
\tag{C.23}
\]
The limit of the right-hand-side of (C.23) can be obtained through (C.13), (C.14), (C.15), Lemmas C.2 and C.3 (ii),
\[
\hat{v}_{\alpha}^T u_{i,S} \stackrel{p}{\to} \frac{-\tau^2}{\phi_i(\Omega)} \sum_{j=1}^{m} \left( k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j})) \right) v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2 v_{i}^* v_{i}(\Omega)}} \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}} 
\]
\[
\frac{-\tau^2}{\phi_i(\Omega)} \sum_{j=1}^{m} \left( k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j})) \right) v_{ij}(\Omega) \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2 v_{i}^* v_{i}(\Omega)}} \sqrt{\frac{\phi_i(\Omega)}{\phi_i(\Omega) + \tau^2}}. 
\tag{C.24}
\]
as $p \to \infty$. In order to show that the quantity (C.22) converges to $\pi/2$ in probability, it remains to verify that the denominator in (C.22) does not degenerate as $p \to \infty$. First, (C.14) and (C.15) give that

$$
\|u_{i, S}\|^2 \overset{P}{\to} \sum_{i=1}^{m} v_{i t}^2(\Omega) \phi_i(\Omega) + \tau^2 \phi_i(\Omega) + \tau^2
$$

(C.24)

Also, from (C.13), Lemmas C.2 and C.3 (ii),

$$
\|\tilde{u}_{i, S}\|^2 \overset{P}{\to} \sum_{i=1}^{m} \frac{\tau^4}{\phi_i(\Omega) \phi_i(\Omega) + \tau^2} \sum_{j=1}^{m} \{k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j})\} v_{ij}(\Omega) v_{j i}(\Omega) \phi_i(\Omega) + \tau^2 + \kappa^2
$$

(C.25)

By (C.24) and (C.26), the desired result is obtained. The positive term $\gamma$ depends on the first true principal scores of training data, which are invariant to $p$. We make use of $\gamma$ in Theorem 3.5.

**C.5. Proof of Lemma 3.3**

Proof. Recall that we assume $\beta = 1$.

(i) For $Y, Y' \in \mathcal{Y}$ with $\pi(Y) = \pi(Y')$, denote $\zeta$ and $\zeta'$ as the vectors consisting of principal scores of $Y$ and $Y'$, respectively. That is, $Y - E(Y) = U \Lambda^{1/2} \zeta$ and $Y' - E(Y') = U \Lambda^{1/2} \zeta'$. For any $v \in \mathcal{S}_X$,

$$
\frac{1}{\sqrt{p}} v^T (Y - Y') = \frac{1}{\sqrt{p}} v^T U \Lambda^{1/2} (\zeta - \zeta')
$$

$$
= \sum_{i=1}^{m} \left( \frac{\lambda_i}{p} \right)^{1/2} v^T u_i (\zeta_i - \zeta'_i) + \frac{1}{\sqrt{p}} \sum_{i=m+1}^{p} \tau_i v^T u_i (\zeta_i - \zeta'_i),
$$

(C.27)

where $\zeta_i$ and $\zeta'_i$ is $i$th component of $\zeta$ and $\zeta'$, respectively. With the aim of the second term in (C.27) converging to 0, we use a similar strategy as in Lemma
C.1. For any \( \epsilon > 0 \),
\[
\Pr \left( \left| \frac{1}{\sqrt{p}} \sum_{i=m+1}^{p} \tau_i v^T u_i (\zeta_i - \zeta'_i) \right| > \epsilon \right) \leq \frac{1}{p \epsilon^2} E \left( \left| \sum_{i=m+1}^{p} \tau_i v^T u_i (\zeta_i - \zeta'_i) \right|^2 \right)
\]
\[
= \frac{1}{p \epsilon^2} E \left\{ \sum_{i=m+1}^{p} \tau_i^2 (v^T u_i)^2 (\zeta_i - \zeta'_i)^2 \right\} + \sum_{m+1 \leq i \neq k} \tau_i \tau_k (v^T u_i) (v^T u_k) (\zeta_i - \zeta'_i) (\zeta_k - \zeta'_k)
\]
\[
= \frac{1}{p \epsilon^2} E \left\{ \sum_{i=m+1}^{p} \tau_i^2 (v^T u_i)^2 (\zeta_i - \zeta'_i)^2 \right\} \leq \frac{M^2}{p \epsilon^2} E \left\{ \sum_{i=m+1}^{p} (v^T u_i)^2 (\zeta_i - \zeta'_i)^2 \right\} \leq \frac{2M^2}{p \epsilon^2}.
\]

(C.28)

The first inequality is Chebyshev’s inequality and the second equality holds because \( X, Y \) and \( Y' \) are independent. The result in (C.28) gives that the second term in (C.27) converges to 0 in probability as well as in \( L^2 \). Therefore, we get
\[
\frac{1}{\sqrt{p}} v^T (Y - Y') = \sum_{i=1}^{m} \sigma_i (\zeta_i - \zeta'_i) v^T u_i + o_P(1).
\]

Since \( \zeta \) and \( \zeta' \) are invariant to \( p \), above equation implies that \( v^T (Y - Y') / \sqrt{p} \to 0 \) if and only if \( v^T u_i \to 0 \) for \( i = 1, \ldots, m \), in other words, \( A = A'' \).

Now, we show that \( A = A' \). First, \( A' \subset A \) is clear due to Chebyshev’s inequality. For the converse, it remains to show that \( \text{Var}\{p^{-1/2} v^T [Y - E\{Y|\pi(Y) = j\}]|\pi(Y) = j\} = E\{p^{-1} (v^T [Y - E\{Y|\pi(Y) = j\}]^2|\pi(Y) = j\} \to 0 \) as \( p \to \infty \) for \( \{v\} \in A \) and \( j = 1, 2 \). Since for both \( j = 1, 2 \),
\[
p^{-1/2} v^T [Y - E\{Y|\pi(Y) = j\}] = \sum_{i=1}^{m} \frac{\lambda_i}{p} v^T u_i \zeta_i + p^{-1/2} \sum_{i=m+1}^{p} \tau_i v^T u_i \zeta_i,
\]

if we follow the same logic in (C.28), the second term in (C.29) converges to 0 in \( L^2 \). Hence, it suffices to show that \( E\{\lambda_i (v^T u_i)^2 \zeta_i^2 / p\} \to 0 \) as \( p \to \infty \) for \( i = 1, \ldots, m \). Note that \( \lambda_i/p = \sigma_i^2 + O(p^{-1}) \) and \( (v^T u_i)^2 \leq 1 \). Therefore, Assumption 4 guarantees that for \( i = 1, \ldots, m \), the sequence \( \{\lambda_i (v^T u_i)^2 \zeta_i^2 / p\} \), which converges to 0 in probability since \( \{v\} \in A = A'' \), has uniformly bounded second moments, so is uniformly integrable. Thus, with Vitali’s convergence theorem, \( p^{-1/2} \lambda_i^{1/2} v^T u_i \zeta_i \) also converges to 0 in \( L^2 \) for \( i = 1, \ldots, m \), which gives \( A \subset A' \).

(ii) For an HDLSS-consistent \( \hat{\alpha} \), write \( B_p = \text{span}(v_{\hat{\alpha}}) \oplus \text{span}(\{\hat{u}_i\}_{i=m+1}^{n-2}) \), an \( (n - m - 1) \)-dimensional subspace of \( S_X \subset \mathbb{R}^p \). For each \( p \), let \( \{v_{\hat{\alpha}}, f_1, \ldots, f_m\} \) forms an orthogonal basis of \( S \). Consequently, \( \{v_{\hat{\alpha}}, f_1, \ldots, f_m, \hat{u}_{m+1}, \ldots, \hat{u}_{n-2}\} \) forms an orthogonal basis for \( S_X \). For a fixed \( \{v\} \in A \), write \( v = a v_{\hat{\alpha}} + \sum_{i=1}^{m} a_i f_i + \sum_{i=m+1}^{n-2} a_i \hat{u}_i \). Theorem 3.2 and Lemma C.3 (i) gives that \( v_{\hat{\alpha}}^T u_i = \)
Proof. Let \( C.6 \) be an HDLSS-consistent estimator of \(-\tau^2/n\). We use the same notation as in the proof of Lemma 3.3. For any \( \{w\} \in A \) such that \( D(w) \) in (3.3) exists, the triangle inequality gives

\[
|p^{-1/2}w^T\mu - D(w)| \leq p^{-1/2}|w^T(Y_1 - E(Y_1))| + p^{-1/2}|w^T(Y_2 - E(Y_2))| + o_P(1),
\]

which implies that \( p^{-1/2}w^T\mu \xrightarrow{P} D(w) \). Combining Lemma 3.3 and Lemma C.3 (i), for each \( i = m + 1, \ldots, n - 2 \), \( \{\hat{a}_i\} \) belongs to \( A \). Moreover, from (C.7), \( D(\hat{a}_i) = 0 \). Using the notation from the proof of Lemma 3.3, \( w = a_0v_\alpha + \sum_{i=1}^ma_if_i + \sum_{i=m+1}^{n-2}a_i\hat{u}_i \) while \( a_i = o_P(1) \) for \( i = 1, \ldots, m \). From the triangle inequality,

\[
\left| \frac{1}{\sqrt{p}}v^T(Y_1 - Y_2) \right| \leq \frac{1}{\sqrt{p}} \left\{ |a_0v_\alpha^T(Y_1 - Y_2)| + \sum_{i=1}^m |a_if_i^T(Y_1 - Y_2)| \right\} + \sum_{i=m+1}^{n-2} |a_i\hat{u}_i^T(Y_1 - Y_2)| \quad \text{(C.30)}
\]

\[
= |a_0|D(v_\alpha) + o_P(1) + \sum_{i=m+1}^{n-2} |a_i|D(\hat{u}_i)
= |a_0|D(v_\alpha) + o_P(1).
\]

Since \( |a_0| \leq 1 \), the desired results are obtained immediately from (C.30). Here, the equality holds if and only if \( a_0 \xrightarrow{P} 1 \), which is also equivalent to that \( \|w - v_\alpha\| \xrightarrow{P} 0 \).

For the second part of Theorem 3.4, recall \( \hat{v}_\alpha \) in (2.21) and let \( v_\alpha^T(Y - \bar{X})/\sqrt{p} = M/\|\hat{v}_\alpha\| \) where \( Y \in \mathcal{Y} \) and \( M = \hat{v}_\alpha^T(Y - \bar{X})/\sqrt{p} \). Since \( 1/\|\hat{v}_\alpha\| \xrightarrow{P} \gamma > 0 \) in (2.26), it suffices to show that

\[
M \xrightarrow{P} \begin{cases} 2(1 - k^2)\delta^2, & \text{for } \pi(Y) = 1; \\ -(1 - k^2)\delta^2, & \text{for } \pi(Y) = 2. 
\end{cases}
\]
Assume that $\pi(Y) = 1$. The definition of $\hat{v}_\alpha$ in (C.21) gives

$$\begin{align*}
M &= \sum_{i=1}^{m} \frac{\hat{\alpha}}{\lambda_i / \hat{\alpha} + \hat{\alpha}} \left( \frac{1}{\sqrt{p}} \hat{u}_i d \right) \left\{ \frac{1}{\sqrt{p}} \hat{u}_i^T (Y - \bar{X}) \right\} \\
&\quad + \frac{1}{\sqrt{p}} \| \hat{U}_2 \hat{U}_2^T d \| \left\{ \frac{1}{\sqrt{p}} \hat{U}_2^T \hat{U}_2 \right\}.
\end{align*}$$

(C.31)

We can derive the limit of $M$ through simple arithmetics with the limits of the random variables in (C.31) which are already found in (C.13), (C.17), (C.20), Lemma C.2 and C.3 (ii). Specifically,

$$\begin{align*}
M &\xrightarrow{p} \sum_{i=1}^{m} \frac{-\tau^2}{\phi_i(\Omega)} \sum_{j=1}^{m} \sqrt{\frac{\phi_i(\Omega)}{\phi_j(\Omega)}} \left\{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \right\} v_{ij}(\Omega) \\
&\quad \times \sum_{j'=1}^{m} \sqrt{\frac{\phi_i(\Omega)}{\phi_j(\Omega)}} \left\{ k_{j'} \delta + \sigma_{j'} (\bar{z}_{1,j'} - \bar{z}_{2,j'}) \right\} v_{ij}(\Omega) \\
&\quad + \sum_{i=1}^{m} \frac{-\tau^2}{\phi_i(\Omega)} \sum_{j=1}^{m} \left\{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \right\} v_{ij}(\Omega) \\
&\quad \times \sum_{j'=1}^{m} \left\{ k_{j'} \delta + \sigma_{j'} (\bar{z}_{1,j'} - \bar{z}_{2,j'}) \right\} v_{ij}(\Omega) \\
&\quad = \eta_2 (1 - k^2) \delta^2 > 0,
\end{align*}$$

(C.32)

as $p \to \infty$. For $Y \in \mathcal{Y}$ with $\pi(Y) = 2$, $M \xrightarrow{p} -\eta_1 (1 - k^2) \delta^2 < 0$ as $p \to \infty$ is similarly verified.

C.7. Proof of Theorem 3.5

Proof. The correct classification rate of $\phi_\alpha$ is

$$\begin{align*}
\mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = \pi(Y)\} &= \sum_{i=1}^{2} \mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = i | \pi(Y) = i\} \mathbb{P}\{\pi(Y) = i\}.
\end{align*}$$

Here, the event $\{\phi_\alpha(Y; \mathcal{X}) = 1\}$ is equivalent to that $M \geq 0$ where $M = \hat{v}_\alpha^T (Y - \bar{X}) / \sqrt{p}$. Since $M$ converges to strictly positive quantity $\eta_2 (1 - k^2) \delta^2$ for $Y \in \mathcal{Y}$ with $\pi(Y) = 1$, as shown in (C.32), we have $\mathbb{P}\{M \geq 0 | \pi(Y) = 1\} \to 1$. Similar argument can be used for $Y \in \mathcal{Y}$ with $\pi(Y) = 2$, leading that $\mathbb{P}\{M < 0 | \pi(Y) = 2\} \to 1$. Integrating these, we have $\mathbb{P}\{\phi_\alpha(Y; \mathcal{X}) = \pi(Y)\} \to 1$ as $p \to \infty$. 

$\Box$
\[ N_\alpha = \sum_{i=1}^{m} \frac{\alpha}{\lambda_i/p + \alpha} \left( \frac{1}{\sqrt{p}} \hat{u}_i \right) \left( \frac{1}{\sqrt{p}} \hat{v}_i (Y - \bar{X}) \right) + \frac{1}{\sqrt{p}} \| \hat{U}_2 \hat{U}_2^T \| \left\{ \frac{1}{\sqrt{p}} w_{MDP}^T (Y - \bar{X}) \right\}. \] (C.33)

Now, we aim to obtain the limit of \( N_\alpha \).

\((ii)\) Assume that \( \beta = 1 \) and \( \pi(Y) = 1 \). Utilizing the results in (C.13), (C.17), (C.20), Lemmas C.2 and C.3 (ii), we get the limit of \( N_\alpha \),

\[
\begin{align*}
N_\alpha & \xrightarrow{P} \sum_{i=1}^{m} \frac{\alpha}{\tau^2/n + \phi_i(\Omega)/n + \alpha \tau^2 + \phi_i(\Omega)} \\
& \times \sum_{j=1}^{m} \{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \} v_{ij}(\Omega) \\
& \times \sum_{j'=1}^{m} \{ \eta_2 k_j \delta + \sigma_j (\zeta_{j'} - \bar{z}_{j'}) \} v_{ij'}(\Omega) + \eta_2 (1 - k^2) \delta^2 \\
& + \sum_{i=1}^{m} \frac{\tau^2}{\tau^2 + \phi_i(\Omega)} \sum_{j=1}^{m} \{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \} v_{ij}(\Omega) \\
& \times \sum_{j'=1}^{m} \{ \eta_2 k_j \delta + \sigma_j (\zeta_{j'} - \bar{z}_{j'}) \} v_{ij'}(\Omega) \\
& = \eta_2 (1 - k^2) \delta^2 + \sum_{i=1}^{m} \frac{\tau^2 + n \alpha}{\phi_i(\Omega) + \tau^2 + n \alpha} \sum_{j=1}^{m} \{ k_j \delta + \sigma_j (\bar{z}_{1,j} - \bar{z}_{2,j}) \} v_{ij}(\Omega) \\
& \times \sum_{j'=1}^{m} \{ \eta_2 k_j \delta + \sigma_j (\zeta_{j'} - \bar{z}_{j'}) \} v_{ij'}(\Omega) \\
& = \eta_2 (1 - k^2) \delta^2 + \left( n \alpha + \tau^2 \right) (y - \bar{x})^T \left( \Omega + (n \alpha + \tau^2) I_m \right)^{-1} (\bar{x}_1 - \bar{x}_2) \\
& = \xi_\alpha + C_1.
\]

Here, \( x_{i,j} \) and \( y \) are defined in Section 3.3 and \( X \overset{d}{=} Y \) means that two random variables are equal in distribution. Since the convergence in probability implies the convergence in distribution, \( P_1(\alpha) \), the asymptotic correct classification rate of \( \phi_\alpha \) given that \( \pi(Y) = 1 \), becomes

\[
P_1(\alpha) = \lim_{p \to \infty} P\{ \phi_\alpha(Y; X) = 1 | \pi(Y) = 1 \} = \lim_{p \to \infty} P\{ N_\alpha \geq 0 | \pi(Y) = 1 \}
\]
$= \mathbb{P}\{\xi_\alpha + C_1 \geq 0|\pi(Y) = 1\}$. Similar arguments applied to $\mathcal{P}_2(\alpha)$ leads that $N_\alpha \xrightarrow{p} \xi_\alpha - C_2$ and $\mathcal{P}_2(\alpha) = \mathbb{P}\{\xi_\alpha - C_2 < 0|\pi(Y) = 2\}$.

(i) Most part before this proof covered the case when $\beta = 1$. Here, we assume $0 \leq \beta < 1$, which shows a sharp contrast with $\beta = 1$. We begin with re-calculating the limit of quantities composing $N_\alpha$ in (C.33). First, the leading eigenvalues no longer show any difference with the rest eigenvalues in the limit and $\hat{\lambda}_i/p \xrightarrow{p} \tau^2/n$ for $i = 1, \ldots, m$; see Lemma C.2. Hence, we exclude the case $\alpha = -\tau^2/n$ since otherwise the first term in (C.33) inflates. Also, Lemma C.3 (ii) gives that $\hat{u}_i^T d/\sqrt{p} \xrightarrow{p} 0$ for all $i$. We claim that

$$N_\alpha \xrightarrow{p} \begin{cases} \eta_\alpha \delta^2, & \pi(Y) = 1; \\ -\eta_\alpha \delta^2, & \pi(Y) = 2; \end{cases},$$

as $p \to \infty$. If (C.34) holds, then we can conclude that $\mathcal{P}(\alpha) = 1$ for $\alpha \neq -\tau^2/n$ as in the proof of Theorem 3.5. In order to show (C.34), we need to obtain the limit of $p^{-1/2}\hat{u}_i^T (Y - \bar{X}) (i = 1, \ldots, m)$ and $p^{-1}(\hat{U}_i^T d)^T (Y - \bar{X})$.

On $p^{-1/2}\hat{u}_i^T (Y - \bar{X})$. Assume that $\pi(Y) = 1$. The quantity $p^{-1/2}\hat{u}_i^T (Y - \bar{X}) (i = 1, \ldots, m)$ is analyzed through $\hat{U}_i^T (Y - \bar{X})/\sqrt{p}$ by definition. In (C.16), note that the first and second equations hold regardless of $\beta$,

$$\frac{1}{\sqrt{p}} \hat{U}_i^T (Y - \bar{X}) = \frac{\eta_2 \delta^2}{\sqrt{p}} \hat{u}_i^T \mu + \frac{1}{\sqrt{p}} D^{-1} \bar{V}_1^T (I_n - J) Z^T A \left(\zeta - \frac{1}{n} Z 1_n\right).$$

Combining the results in (C.7) and Lemma C.1 for the case $0 \leq \beta < 1$, $\hat{U}_i^T (Y - \bar{X})/\sqrt{p} \xrightarrow{p} 0$ as $p \to \infty$.

On $p^{-1}(\hat{U}_i^T d)^T (Y - \bar{X})$. From the definition, $p^{-1}(\hat{U}_i^T d)^T (Y - \bar{X}) = K_1 - K_2$ where $K_1 = d^T (Y - \bar{X})/p$ and $K_2 = (\hat{U}_i^T d)^T (Y - \bar{X})/p$. The limit of $K_1$ can be obtained as in (C.18) utilizing Lemma C.1,

$$K_1 = \frac{1}{p} \left(\mu + U \Lambda^{1/2} Z \begin{bmatrix} 1_{1_n^T} \tilde{\mu} \end{bmatrix}_{1_n^T} \right)^T \left\{\eta_2 \mu + U \Lambda^{1/2} \left(\zeta - \frac{1}{n} Z 1_n\right)\right\}$$

$$= \frac{1}{p} \left\{\eta_2 \|\mu\|^2 + \eta_2 \mu^T U \Lambda^{1/2} Z \begin{bmatrix} 1_{1_n^T} \tilde{\mu} \end{bmatrix}_{1_n^T} \right\} + \mu^T U \Lambda^{1/2} \left(\zeta - \frac{1}{n} Z 1_n\right)$$

$$= \frac{1}{p} \eta_\alpha \delta^2,$$

as $p \to \infty$. As well, $K_2$ converges to 0 in probability since we have shown that the both quantities $\hat{U}_i^T d/\sqrt{p}$ and $\hat{U}_i^T (Y - \bar{X})/\sqrt{p}$ converge to 0.
All in all, we have shown that \( N_\alpha \xrightarrow{P} \eta_2 \delta^2 \) for \( Y \in \mathcal{Y} \) with \( \pi(Y) = 1 \) and the other case when \( \pi(Y) = 2 \) can be done with very similar logic.

\[ \text{C.9. Proof of Theorem 3.7} \]

**Proof.** Assume \( \beta = 1 \). Lemma 3.6 tells that \( \mathcal{P}_1(\alpha) = \mathbb{P}\{\xi_\alpha + C_1 \geq 0 | \pi(Y) = 1\} \)
and \( \mathcal{P}_2(\alpha) = \mathbb{P}\{\xi_\alpha - C_2 < 0 | \pi(Y) = 2\} \). It is immediate that if \( \xi_\alpha \) given \( \pi(Y) \) has its support on \((-\infty, \infty)\) for \( \alpha \neq -\tau^2/n \), then \( \mathcal{P}(\alpha) \) has its unique maximum 1 at \( \alpha = -\tau^2/n \). Assume \( \alpha \neq -\tau^2/n \) and let \( I \) be an any interval in \( \mathbb{R} \) with a positive Lebesque measure. We claim that \( \mathbb{P}(\xi_\alpha \in I) > 0 \). To see this, note that \( \xi_\alpha \) given \( x_{tr} := \{x_{ij} : j = 1, \ldots, n_i, i = 1, 2\} \subset \mathbb{R}^n \) is a linear translation of \( y \). Also, \( y \) equals to some linear translation of \( z = (z(1), \ldots, z(m))^T \) in distribution. Since \( \{x : f_z(x) > 0\} = \mathbb{R}^m \), \( \xi_\alpha \) given \( x_{tr} \) has its support on \((-\infty, \infty)\) with probability 1. Consequently, we have \( \mathbb{P}(\xi_\alpha \in I|x_{tr}) > 0 \), which implies that \( \mathbb{P}(\xi_\alpha \in I) = \mathbb{E}\{\mathbb{P}(\xi_\alpha \in I|x_{tr})\} > 0 \). \( \square \)

**Appendix D:** Additional numerical results

**D.1. Additional figures**

Figures D.1 to D.3 display the misclassification rates of binary classification of the MNIST and EMNIST datasets, for the cases where the number of leading components is set as \( m = 1, 2, 3 \). These figures are referenced in Section 4.2.

**D.2. Model assumptions**

For the MNIST data example, we check that Assumptions 1 and 2 are indeed satisfied. Checking the asymptotic assumptions is possible in this case, due to the following two reasons. First, dealing with varying dimensions is possible, since we can obtain random Fourier features of any dimension \( p \). We have experimented with \( p = 1000, 2000, 4000, 6000 \) in Section 4.2. Second, since the data set consists of a sufficiently large number of sample (6,000 observations on average for each category), we may regard the sample estimate a close approximation of true parameter.

For each case of binary classification problems (total \( \binom{10}{2} = 45 \) cases), and for each dimension \( p \), we have computed the size of the mean difference \( ||\mu|| = ||\mu_1 - \mu_2|| \), and the eigenvalues \( \lambda_i \) of the within covariance matrix \( \Sigma \). The mean difference \( \mu \) and covariance matrix \( \Sigma \) are computed from the whole sample, and we treat as if there are the true parameters. (The experiment in Section 4.2 was conducted based on a random sample of size \( n = 100 \) or 200 from the whole sample.)

Assumption 2 is satisfied if \( ||\mu|| = O(\sqrt{p}) \) or, equivalently, \( ||\mu||^2 = O(p) \). In Fig. D.4, we confirm that \( ||\mu||^2 \) is linear in \( p \), and Assumption 2 is seemingly satisfied.
Fig D.1. The $m = 1$ case. Misclassification rates of $\phi_\alpha$ applied to two-group classifications of images of handwritten digits (MNIST) and alphabets (EMNIST).
Fig D.2. The $m = 2$ case. Misclassification rates of $\phi_\alpha$ applied to two-group classifications of images of handwritten digits (MNIST) and alphabets (EMNIST).
Fig D.3. The $m = 3$ case. Misclassification rates of $\phi_\alpha$ applied to two-group classifications of images of handwritten digits (MNIST) and alphabets (EMNIST).
Fig D.4. $\|\mu\|^2$ against the dimension $p$ for all 45 binary problems of MNIST data. See text for the definition of $\mu$.

Fig D.5. The eigenvalue against the dimension $p$ for all 45 binary problems of MNIST data (plotted for the first four largest eigenvalues). See text for the definition of $\lambda_i$. 
Assumption 1 gives that the first $m$ eigenvalues of $\Sigma$ grow at the rate of $p$. Moreover, the ratio of $\lambda_i$ over the total variance should be constant if the assumption is true. Define the ratio by

$$r_i := \frac{\lambda_i}{\sum_{i=1}^{p} \lambda_i}.$$ 

If $\lambda_i = O(p)$ and $r_i$ is constant over $p$, then the $i$th component may be considered as a leading component (or a “spike”). In Fig. D.5, we confirm that $\lambda_i$ is indeed nearly linear in $p$ for $i = 1, 2, 3, 4$; in Fig. D.6, we confirm that the ratio $r_i$ is nearly constant for $i = 1, 2, 3, 4$.

To summarize, Figs. D.4-D.5 suggest that our key assumptions are satisfied for the MNIST dataset. Therefore, the numerical results on the classification in Section 4.2 should come at no surprise.
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