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Abstract

We extend the matrix-resolvent method of computing logarithmic derivatives of tau-functions to the nonlinear Schrödinger (NLS) hierarchy. Based on this method we give a detailed proof of a theorem of Carlet, Dubrovin and Zhang regarding the relationship between the Toda lattice hierarchy and the NLS hierarchy. As an application, we give an improvement of an algorithm of computing correlators in hermitian matrix models.
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1 Introduction and statements of the results

Let $A := \mathbb{C}[q_0, r_0, q_1, r_1, q_2, r_2, \cdots]$ be the polynomial ring. Define a derivation $\partial : A \to A$ via

$$
\partial(q_i) = q_{i+1}, \quad \partial(r_i) = r_{i+1}, \quad \partial(fg) = \partial(f)g + f\partial(g), \quad \forall i \geq 0, \forall f, g \in A.
$$

(1.1)

For convenience, denote $q = q_0, r = r_0$. Let $L_{\text{NLS}}(\xi)$ be the matrix Lax operator (cf. e.g. [1, 17, 33, 38, 39])

$$
L_{\text{NLS}}(\xi) = \left( \begin{array}{cc}
\xi \partial & 0 \\
-\partial & \xi \\
\end{array} \right) + \left( \begin{array}{cc}
-q & -q \\
r & \xi \\
\end{array} \right) = \xi \partial + U_{\text{NLS}}(\xi), \quad U_{\text{NLS}}(\xi) := \left( \begin{array}{cc}
-q & -q \\
r & \xi \\
\end{array} \right).
$$

(1.2)

Here, $\xi$ is a parameter. We have the following lemma.

Lemma 1.1. There exists a unique element $R_{\text{NLS}}(\xi) \in \text{Mat}(2, A[\epsilon][[\xi^{-1}]],$ such that

$$
R_{\text{NLS}}(\xi) - \left( \begin{array}{cc}
2 & 0 \\
0 & 0 \\
\end{array} \right) \in \text{Mat}(2, A[\epsilon][[\xi^{-1}]],$ (1.3)

$$
[L_{\text{NLS}}(\xi), R_{\text{NLS}}(\xi)] = 0, \quad \text{tr} R_{\text{NLS}}(\xi) = 2, \quad \det R_{\text{NLS}}(\xi) = 0.
$$

(1.4)

The proof of this lemma is given in Section 2. We call the unique series $R_{\text{NLS}}(\xi)$ in the above Lemma 1.1 the basic matrix resolvent (basic MR) of $L_{\text{NLS}}(\xi)$ (cf. [4, 5, 15, 16, 19, 45]). For the reader’s convenience, we
give the first few terms of $R^{\text{NLS}}(\xi)$:

$$R^{\text{NLS}}(\xi) = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 0 & q \\ -r & 0 \end{pmatrix} \frac{1}{\xi} + \left( \frac{q}{\xi^2} - \frac{2}{\xi^2} \right) \frac{1}{\xi^2} + \left( \frac{\xi r - q r_1}{\xi^2} + \frac{\xi^2 q_2 + 2 q_2 r}{\xi^2} \right) \frac{1}{\xi^3} + \left( \frac{\xi^2 (q r_2 - q r_1 + r q_2) + 3 q^2 r^2}{\xi^4} \right) \frac{1}{\xi^4} + O(\xi^{-5}).$$

Recall that a derivation $D$ on $\mathcal{A}$ is called admissible, if it commutes with $\partial$. Let $(D_j)_{j \geq 0}$ be a sequence of admissible derivations, defined via

$$D_j(L^{\text{NLS}}(\xi)) = 2^j \epsilon^{-1} \left[ V_j^{\text{NLS}}(\xi), L^{\text{NLS}}(\xi) \right],$$

where $V_j^{\text{NLS}}(\xi) = (\xi^{j+1} R^{\text{NLS}}(\xi))_0$. Using (1.4), (1.7), we can prove that $D_j$ are well defined from (1.7) and we have the more explicit expression

$$D_j(q) = 2^{j+1} \epsilon^{-1} B_{j+1}, \quad D_j(r) = 2^{j+1} \epsilon^{-1} C_{j+1}.$$

For example, $D_0(q) = q_1$, $D_0(r) = r_1$, $D_1(q) = \epsilon q_2 + 2 \epsilon^{-1} q_2 r$, $D_1(r) = \epsilon r_2 + 2 \epsilon^{-1} r^2 q$. Clearly, $D_0 = \partial$. We will prove in Lemma 2.2 that $(D_j)_{j \geq 0}$ all commute. We call $(D_j)_{j \geq 0}$ the NLS derivations, and the formal system (1.3) the abstract NLS hierarchy.

Define the loop operator $\nabla^{\text{NLS}}(\xi)$ by

$$\nabla^{\text{NLS}}(\xi) := \sum_{j \geq 0} \frac{1}{\xi^{j+2}} \frac{D_j}{2^j}.$$

Using (1.8), we have

$$\epsilon \nabla^{\text{NLS}}(\xi)(q) = 2h(\xi) - \frac{2q}{\xi}, \quad \epsilon \nabla^{\text{NLS}}(\xi)(r) = 2\epsilon(\xi) + \frac{2r}{\xi}.$$

The following lemma is important.

**Lemma 1.2.** The following equation holds true:

$$\epsilon \nabla^{\text{NLS}}(\nu) \left( R^{\text{NLS}}(\xi) \right) = \left[ R^{\text{NLS}}(\nu), R^{\text{NLS}}(\xi) \right] + \left[ Q^{\text{NLS}}(\nu), R^{\text{NLS}}(\xi) \right],$$

where $Q^{\text{NLS}}(\nu) = \frac{1}{\nu} \left( \begin{array}{cc} 2 & 0 \\ 0 & 0 \end{array} \right)$.

The proof is in Section 2.

The purpose of our study is to use the matrix-resolvent method [4, 5, 20, 45] to the study of tau-structure for the abstract NLS hierarchy and for the NLS hierarchy (see below). First, let us use matrix resolvent to the definition of tau-structure. Observe that

$$\text{tr} \left( R^{\text{NLS}}(\xi) R^{\text{NLS}}(\nu) \right) = 4.$$

Indeed,

$$\text{tr} \left( R^{\text{NLS}}(\xi) R^{\text{NLS}}(\nu) \right) = 4$$

is divisible by $(\xi - \nu)^2$. By using (1.5), we have $\text{tr} \left( R^{\text{NLS}}(\xi)^2 \right) = 4$. It implies that (1.12) is divisible by $(\xi - \nu)$. Because the dependence of this expression is symmetric with respect to changing $\xi, \nu$, this implies the divisibility by $(\xi - \nu)^2$. 

2
Definition 1.1. Define a family of elements $\Omega_{\text{NLS}}^{i,j} \in A[\epsilon], i, j \geq 0$, via the generating series
\[ \sum_{i,j \geq 0} \frac{1}{2^{i+j+2}} \Omega_{\text{NLS}}^{i,j} = \text{tr} K_{\text{NLS}}^{\text{NLS}}(\xi) R_{\text{NLS}}^{\text{NLS}}(\nu) - 4. \] (1.13)

Lemma 1.3. The differential polynomials $\Omega_{\text{NLS}}^{i,j}, i, j \geq 0$, have the following properties:
\[ \Omega_{0,0}^{\text{NLS}} = qr, \quad \Omega_{i,0}^{\text{NLS}} = \epsilon (qr_1 - q r_1), \quad \Omega_{1,1}^{\text{NLS}} = 2q^2 r^2 + \epsilon^2 (qr_2 + qr_2 - 2q_1 r_1), \] (1.15)
\[ \Omega_{2,0}^{\text{NLS}} = 3q^2 r^2 + \epsilon^2 (-q_1 r_1 + qr_2 + qr_2), \] (1.16)
\[ \Omega_{2,1}^{\text{NLS}} = \epsilon (-6q^2 rr_1 + 6r^2 q r_1) - 2r_1 q_2 e^2 + \epsilon^2 (2 q_1 r_2 + qr_3 -qr_3). \] (1.17)

For $k \geq 3$, define
\[ \Omega_{i_1, \ldots, i_k}^{\text{NLS}} := D_{i_1} \cdots D_{i_k-2} \left( \Omega_{i_{k-1}, i_k}^{\text{NLS}} \right) \in \epsilon^{k-2} A[\epsilon], \quad i_1, \ldots, i_k \geq 0. \] (1.18)

By using (1.14) we know that the $\Omega_{i_1, \ldots, i_k}^{\text{NLS}}$, $k \geq 2$, are totally symmetric with respect to permutations of the indices $i_1, \ldots, i_k$. We then have the following theorem.

Theorem 1.1 ([19]). For any integer $k \geq 3$, we have
\[ \sum_{i_1, \ldots, i_k \geq 0} \Omega_{i_1, \ldots, i_k}^{\text{NLS}} = \text{tr} R_{\text{NLS}}^{\text{NLS}}(\xi_{(1)}, \epsilon) \cdots R_{\text{NLS}}^{\text{NLS}}(\xi_{(k)}, \epsilon) \] (1.19)
where $S_k$ denotes the symmetric group, $C_k$ the cyclic group, and it is understood that $\sigma(k+1) = \sigma(1)$.

The proof of this theorem is in Section 2.

If we think of $q = q(X, t; \epsilon), r = r(X, t; \epsilon)$ as functions of $X, t = (t_0, t_1, t_2, \ldots)$, and identify $\partial$ with $\partial_X, q_i, r_i$ via
\[ q_i \mapsto \partial_X^i (q(X, t; \epsilon)), \quad r_i \mapsto \partial_X^i (r(X, t; \epsilon)), \quad i \geq 0, \] (1.20)
and $D_j$ with $\partial / \partial t_j$, then the abstract NLS hierarchy (1.8) becomes
\[ \frac{\partial^2 q_i}{\partial t_{j+1}} = 2^{j+1} B_{j+1}, \quad \frac{\partial r_i}{\partial t_j} = 2^{j+1} C_{j+1}, \quad j \geq 0. \] (1.21)
Equations (1.21) are called the AKNS hierarchy (aka the NLS hierarchy) (cf. [1] [17] [25] [33] [39]). The first few of them are
\[ q_0 = q_X, \quad r_0 = r_X, \] (1.22)
\[ q_1 = q q_X + 2 \epsilon^{-1} q^2 r, \quad r_1 = -q r_X - 2 \epsilon^{-1} r^2 q, \] (1.23)
\[ q_2 = \epsilon q q_{XX} + 6 \epsilon q r_X, \quad r_2 = q r_{XX} + 6 r r_X. \] (1.24)
Because of (1.22), we identify $t_0$ with $X$ and write $q(X, t; \epsilon), r(X, t; \epsilon)$ simply as $q(t; \epsilon), r(t; \epsilon)$.

Let $(q(t; \epsilon), r(t; \epsilon))$ be a solution to the NLS hierarchy (1.21). For $k \geq 2$, write $\Omega_{i_1, \ldots, i_k}^{\text{NLS}}(t; \epsilon)$ as the image of $\Omega_{i_1, \ldots, i_k}^{\text{NLS}}$ under (1.20). It then follows from Lemma 1.3 that there exists a function $r_{\text{NLS}}(t; \epsilon)$, such that
\[ \Omega_{i,j}^{\text{NLS}}(t; \epsilon) = \epsilon^2 \frac{\partial^2 \log r_{\text{NLS}}(t; \epsilon)}{\partial t_i \partial t_j}, \quad i, j \geq 0. \] (1.25)
We call \(r_{NLS}(t; \epsilon)\) the Dubrovin-Zhang type tau-function of the solution \((q(t; \epsilon), r(t; \epsilon))\) to the NLS hierarchy. The function \(r_{NLS}(t; \epsilon)\) is determined uniquely by the solution \((q(t; \epsilon), r(t; \epsilon))\) up to multiplying by the exponential of a linear function

\[
r_{NLS}(t; \epsilon) \mapsto e^{\alpha_0 + \sum_{j \geq 0} \alpha_j t^j} r_{NLS}(t; \epsilon), \quad \alpha_0, \alpha_1, \alpha_2, \cdots \in \mathbb{C}(\epsilon).
\]

(1.26)

From the definition we know that

\[
O_{i_1, \ldots, i_k}(t; \epsilon) = \epsilon^k \frac{\partial^k \log r_{NLS}(t; \epsilon)}{\partial t_{i_1} \cdots \partial t_{i_k}}, \quad k \geq 2, i_1, \ldots, i_k \geq 0.
\]

(1.27)

Denote \(O_{i_1, \ldots, i_k}(t; \epsilon) := \epsilon^i \log r_{NLS}(t; \epsilon)\). Let \(R_{NLS}(t; \xi; \epsilon)\) denote the image of \(R_{NLS}(\xi)\) under \(1.20\). The following corollary follows from Definition \([1,1]\) and Theorem \([1,1]\).

**Corollary 1.1.** For any \(k \geq 2\), the following formula holds true:

\[
\sum_{i_1, \ldots, i_k \geq 0} \epsilon^k \frac{\partial^k \log r_{NLS}(t; \epsilon)}{\partial t_{i_1} \cdots \partial t_{i_k}} \prod_{j=1}^{k} \frac{1}{2i_j !} = - \sum_{\sigma \in S_k / \mathbb{C}_k} \text{tr} \left( R_{NLS}(t; \xi_{\sigma(1)}; \epsilon) \cdots R_{NLS}(t; \xi_{\sigma(k)}; \epsilon) \right) - \frac{4 \delta_{k,2}}{(\xi_1 - \xi_2)^2}.
\]

(1.28)

Using the matrix-resolvent method to tau-functions for the NLS hierarchy and for the Toda lattice hierarchy \([20]\), we will give a detailed proof of a theorem given by G. Carlet, B. Dubrovin and Y. Zhang \([9]\) (cf. also \([10]\)), written into the following two parts. (A brief review of the matrix-resolvent method to tau-functions for the Toda lattice hierarchy can be found in Appendix A.)

**Theorem 1.2** (Carlet–Dubrovin–Zhang \([9]\)). Let \((v(x; t; \epsilon), w(x; t; \epsilon))\) be an arbitrary solution to the Toda lattice hierarchy, and \(r(x; t; \epsilon)\) the tau-function of the solution \((v(x; t; \epsilon), w(x; t; \epsilon))\). Define

\[
q(x; t; \epsilon) := \frac{\tau(x + \epsilon; t; \epsilon)}{\tau(x; t; \epsilon)}, \quad r(x; t; \epsilon) := \frac{\tau(x - \epsilon; t; \epsilon)}{\tau(x; t; \epsilon)}.
\]

(1.29)

Then, for any \(x, \epsilon\), \((q = q(x; t; \epsilon), r = r(x; t; \epsilon))\) is a solution to the NLS hierarchy \([1,21]\) with \(\partial_{\epsilon_0}\) being identified with \(\partial_X\), and \(\tau(x; t; \epsilon)\) is the tau-function of the solution \((q(x; t; \epsilon), r(x; t; \epsilon))\) to the NLS hierarchy.

**Theorem 1.3** (Carlet–Dubrovin–Zhang \([9]\)). Let \((q(t; \epsilon), r(t; \epsilon))\) be an arbitrary power series in \(t>0\) solution to the NLS hierarchy \([1,21]\) such that \(\epsilon \log q(t; \epsilon)\) and \(q(t; \epsilon)r(t; \epsilon)\) are power series of \(\epsilon\). Define

\[
V(t; \epsilon) := \frac{\partial_X(q(t; \epsilon))}{q(t; \epsilon)}, \quad W(t; \epsilon) := q(t; \epsilon)r(t; \epsilon).
\]

(1.30)

Assume that the following difference equation for \((v, w)\)

\[
(A - 1)(w) = \epsilon \partial_X(v), \quad w(1 - A^{-1})(v) = \epsilon \partial_X(w)
\]

(1.31)

with the initial condition

\[
v(x; t; \epsilon)|_{x=0} = V(t; \epsilon), \quad w(x; t; \epsilon)|_{x=0} = W(t; \epsilon).
\]

(1.32)

has a unique power-series-in-\((x, t>0)\) solution \((v(x; t; \epsilon), w(x; t; \epsilon))\). Then \((v(x; t; \epsilon), w(x; t; \epsilon))\) satisfies the Toda lattice hierarchy. Furthermore, define \(q = q(x; t; \epsilon)\) as the unique function (up to a constant that may depend on \(\epsilon\)) satisfying

\[
(1 - A^{-1}) \log q = \log w, \quad \epsilon \frac{\partial \log q}{\partial t_k} = \Lambda(c_{k+1}), \quad \epsilon \geq 0.
\]

(1.33)
with $c_{k+1}$ defined in (A.7), and define $r(x; t; \epsilon) := 1/q(x - \epsilon; t; \epsilon)$, then there exists a function $\tau^{\text{NLS}}(x; t; \epsilon)$ satisfying

$$
\epsilon^2 \frac{\partial^2 \log \tau^{\text{NLS}}(x; t; \epsilon)}{\partial t \partial j} = \Omega_{i,j}^{\text{NLS}}(x; t; \epsilon), \quad i, j \geq 0,
$$

(1.35)

$$
\epsilon(\Lambda - 1) \frac{\partial \log \tau^{\text{NLS}}(x; t; \epsilon)}{\partial k} = c_{k+1}(x + \epsilon; t; \epsilon), \quad k \geq 0,
$$

(1.36)

$$
(\Lambda + \Lambda^{-1} - 2) \log \tau^{\text{NLS}}(x; t; \epsilon) = \log(q(x; t; \epsilon)r(x; t; \epsilon)),
$$

(1.37)

moreover, $\tau^{\text{NLS}}(x; t; \epsilon)$ is the tau-function of the solution $(\psi(x; t; \epsilon), w(x; t; \epsilon))$ to the Toda lattice hierarchy.

Theorems 1.2, 1.3 and the MR method give rise to a simple algorithm of computing correlators in hermitian matrix models; see Section 4 for the details and explicit examples.

The paper is organized as follows. In Section 2, we use the MR method to the study of tau-functions for the NLS hierarchy and prove Theorem 1.1. In Section 3, we prove Theorems 1.2, 1.3. In Section 4, we develop an algorithm of computing correlators in hermitian matrix models.

## 2 Proofs of Lemmas 1.1–1.3

In this section, we apply the MR method in studying the tau-structure for the NLS hierarchy.

**Proof of Lemma 1.1.** Write

$$
R^{\text{NLS}}(\xi) = \left( \begin{array}{cc} 2 + a(\xi) & b(\xi) \\ c(\xi) & -a(\xi) \end{array} \right),
$$

(2.1)

$$
a(\xi) = \sum_{j \geq 0} A_j \xi^{j+1}, \quad b(\xi) = \sum_{j \geq 0} B_j \xi^{j+1}, \quad c(\xi) = \sum_{j \geq 0} C_j \xi^{j+1},
$$

(2.2)

where $A_j, B_j, C_j \in A[\epsilon]$. In terms of $a(\xi), b(\xi), c(\xi)$, equation (1.4) and the second equation in (1.5) read

$$
\epsilon \partial(a(\xi)) - rb(\xi) - qc(\xi) = 0,
$$

(2.3)

$$
\epsilon \partial(b(\xi)) + 2qa(\xi) - 2q\xi b(\xi) + 2q = 0,
$$

(2.4)

$$
\epsilon \partial(c(\xi)) + 2ra(\xi) + 2q\xi c(\xi) + 2r = 0,
$$

(2.5)

$$
a^2(\xi) + 2a(\xi) + b(\xi)c(\xi) = 0.
$$

(2.6)

These equations lead to relations for $A_j, B_j, C_j$:

$$
\epsilon \partial(A_j) - rB_j - qC_j = 0, \quad j \geq 0,
$$

(2.7)

$$
\epsilon \partial(B_j) + 2qA_j - 2B_{j+1} + 2q\delta_{-1,j} = 0, \quad j \geq -1,
$$

(2.8)

$$
\epsilon \partial(C_j) + 2rA_j + 2C_{j+1} + 2r\delta_{-1,j} = 0, \quad j \geq -1,
$$

(2.9)

$$
A_k = \frac{1}{2} \sum_{i+j=k-1, i,j \geq -1} (A_i A_j + B_i C_j), \quad k \geq 0.
$$

(2.10)

Here $\delta_{i,j}$ denotes the Kronecker delta and $A_{-1} = B_{-1} = C_{-1} := 0$. It is clear from (2.7)–(2.10) that if $a(\xi), b(\xi), c(\xi)$ exist then they must be unique. For the existence of $R^{\text{NLS}}(\xi)$, we need to prove that (2.8) and (2.9) are compatible. Indeed, applying the derivation $\partial$ on both sides of (2.8), we obtain

$$
2a(\xi)\partial(a(\xi)) + 2\partial(a(\xi)) + \partial(b(\xi))c(\xi) + b(\xi)\partial(c(\xi)) = 0,
$$

(2.11)

which agrees with (2.8)–(2.9). The lemma is proved.

Following the uniqueness argument of [43], in order to prove Lemma 1.2 we will first prove the following lemma.
Lemma 2.1. There exists a unique element $W(\xi, \nu)$ in $A[\epsilon] \otimes sl_2(\mathbb{C})[[\xi^{-1}, \nu^{-1}]]\xi^{-1}\nu^{-1}$ of the form

$$W(\xi, \nu) = \begin{pmatrix} X(\xi, \nu) & Y(\xi, \nu) \\ Z(\xi, \nu) & -X(\xi, \nu) \end{pmatrix}$$

(2.12)

satisfying the following two equations for $W(\xi, \nu)$:

$$\epsilon \partial W(\xi, \nu) + [U_{\text{NLS}}(\xi), W(\xi, \nu)] + [\nabla_{\text{NLS}}(\nu)(U_{\text{NLS}}(\xi)), R_{\text{NLS}}(\xi)] = 0,$$

(2.13)

$$2X(\xi, \nu) + 2\alpha X(\xi, \nu) + c(\xi)Y(\xi, \nu) + b(\xi)Z(\xi, \nu) = 0.$$  

(2.14)

Proof. The existence part of this lemma follows from Lemma 1.1. Indeed, denote

$$W(\xi, \nu) := \nabla_{\text{NLS}}(\nu)(R_{\text{NLS}}(\xi)).$$

(2.15)

Then it follows from Lemma 1.1 that $W(\xi, \nu)$ belongs to $A[\epsilon] \otimes sl_2(\mathbb{C})[[\xi^{-1}, \nu^{-1}]]\xi^{-1}\nu^{-1}$ and satisfies (2.13)–(2.14). To see the uniqueness part, write

$$X(\xi, \nu) = \sum_{i,j \geq 0} X_{i,j} \xi^i \nu^j, \quad Y(\xi, \nu) = \sum_{i,j \geq 0} Y_{i,j} \xi^i \nu^j, \quad Z(\xi, \nu) = \sum_{i,j \geq 0} Z_{i,j} \xi^i \nu^j,$$

(2.16)

where $X_{i,j}, Y_{i,j}, Z_{i,j} \in A[\epsilon], i,j \geq 0$. Substituting these expressions into (2.13)–(2.14), we find that these equalities give rise to the following recursion relations for $X_{i,j}, Y_{i,j}, Z_{i,j}$:

$$\epsilon \partial X_{i,j} = -(2 \delta \partial_{0,j} - 2 B_i) C_i + (2 r \delta \partial_{0,j} + 2 C_j) B_i + r Y_{i,j} + q Z_{i,j},$$

(2.17)

$$\epsilon \partial Y_{i,j} = 2 A_i (2 q \delta \partial_{0,j} - 2 B_j) - 2 q X_{i,j} + 2 Y_{i+1,j},$$

(2.18)

$$\epsilon \partial Z_{i,j} = -2 A_j (2 r \delta \partial_{0,j} + 2 C_j) - 2 r X_{i,j} - 2 Z_{i+1,j},$$

(2.19)

$$X_{0,j} = 0, \quad Y_{0,j} = -2 q \delta \partial_{0,j} + 2 B_j, \quad Z_{0,j} = -2 r \delta \partial_{0,j} - 2 C_j,$$

(2.20)

where $i \geq 1, j \geq 0$. Using these recursion relations we see that $W(\xi, \nu)$ are uniquely determined. The lemma is proved.

We are now ready to prove Lemma 1.2.

Proof of Lemma 1.2. Define $W^*$ as the right-hand side of (1.11). Write $W^* = \epsilon^{-1} \begin{pmatrix} X^* & Y^* \\ Z^* & -X^* \end{pmatrix}$. Explicitly,

$$X^* = \frac{-b(\xi)c(\nu) + b(\nu)c(\xi)}{\nu - \xi},$$

(2.22)

$$Y^* = \frac{2b(\xi)}{\nu} - \frac{2(1 + a(\xi))b(\nu) + 2(1 + a(\nu))b(\xi)}{\nu - \xi},$$

(2.23)

$$Z^* = \frac{2c(\xi)}{\nu} + \frac{2(1 + a(\xi))c(\nu) - 2(1 + a(\nu))c(\xi)}{\nu - \xi}.$$  

(2.24)

Then it is straightforward to verify that $W^* \in A[\epsilon] \otimes sl_2(\mathbb{C})[[\xi^{-1}, \nu^{-1}]]\xi^{-1}\nu^{-1}$. We can also verify that $W := W^*$ satisfies (2.13)–(2.14). Indeed, by using (1.10), (2.7)–(2.9) and (2.22)–(2.24), we have

$$\epsilon \partial X^* = \frac{2}{\xi - \nu} (b(\nu)(r + ra(\xi) + (\xi - \nu)c(\xi)) - b(\xi)(r + ra(\nu) - (\xi - \nu)c(\nu)) + q((1 + a(\nu))c(\xi) - (1 + a(\xi))c(\nu))),$$

$$\epsilon \partial Y^* = -\frac{2}{\nu(\nu - \xi)} (2q(\xi - \nu) + 2\nu^2 b(\nu) + 2a(\xi)(q(\xi - \nu) + \nu^2 b(\nu)) + q\nu b(\nu)c(\xi) - b(\xi)(2\xi^2 + 2\xi \nu a(\nu) + q\nu c(\xi))),$$

$$\epsilon \partial Z^* = \frac{2}{\nu(\nu - \xi)} (2r(\xi - \nu) - 2\nu^2 c(\nu) + 2a(\xi)(r(\xi - \nu) - \nu^2 c(\nu)) + r\nu c(\nu)b(\xi) + c(\xi)(2\xi^2 + 2\xi \nu a(\nu) - r\nu b(\nu))).$$
Substituting these into the left-hand side of (2.13)–(2.14) with $W := W^*$, we find that (2.13)–(2.14) hold true. The lemma is proved due to Lemma 2.1.

In the next lemma, let us prove that the admissible derivations $(D_j)_{j \geq 0}$, defined in (1.7), all commute.

**Lemma 2.2.** The derivations $(D_j)_{j \geq 0}$ commute pairwise.

**Proof.** Since $(D_j)_{j \geq 0}$ are admissible derivations, it suffices to prove that

$$D_i D_j(q) = D_j D_i(q), \quad D_i D_j(r) = D_j D_i(r), \quad \forall \ i, j \geq 0. \quad (2.25)$$

Without loss of generality, assume that $i < j$. Comparing the coefficient $\xi^{-i-2}_k - \nu^{-j-2}$ of (1.11), we have for example

$$D_j D_i(q) = 2^{i+1} \xi^{-1}_1 D_j(B_{i+1}) = 2^{i+j+2} \xi^{-2} \left( B_{i+j+2} + \sum_{k=0}^{j} (A_k B_{i+j-k+1} - A_{i+j-k+1} B_k) \right), \quad (2.26)$$

$$D_i D_j(q) = 2^{i+1} \xi^{-1}_1 D_i(B_{j+1}) = 2^{i+j+2} \xi^{-2} \left( B_{i+j+2} + \sum_{k=0}^{i} (A_k B_{i+j-k+1} - A_{i+j-k+1} B_k) \right). \quad (2.27)$$

Therefore,

$$D_j D_i(q) - D_i D_j(q) = 2^{i+j+2} \xi^{-2} \sum_{k=i+1}^{j} (A_k B_{i+j-k+1} - A_{i+j-k+1} B_k) = 0. \quad \Box$$

Similarly, we have $D_j D_i(r) = D_i D_j(r)$. The lemma is proved.

**Proof of Lemma 1.3.** The proof is similar to that in [5, 20]. We omit its details.

**Proof of Theorem 1.1.** Based on Lemmas 1.1, 1.2 and Definition 1.1, the proof is then similar to that in [6, 5], and we therefore omit its details.

Let $q(t; \epsilon), r(t; \epsilon)$ be a solution to the NLS hierarchy (1.21), and $\tau^{NLS}(t; \epsilon)$ the tau-function of the solution.

The following corollary follows from Corollary 1.1. Indeed, it is clear that we can take $t > 0$ on both sides of (1.28). Denote for short $R^{NLS}(X; \xi; \epsilon) = R^{NLS}(t; \xi; \epsilon)|_{t > 0}$.

**Corollary 2.1.** For any $k \geq 2$, the following formula holds true:

$$\sum_{i_1, \ldots, i_k \geq 0} \epsilon^k \frac{\partial^k \log \tau^{NLS}(t; \epsilon)}{\partial t_{i_1} \cdots \partial t_{i_k}} \bigg|_{t > 0, j > 1} \frac{1}{2 \epsilon^j \xi_j^{j+2}} = - \sum_{\sigma \in S_k \subset G_k} \frac{\text{tr} \left[ R^{NLS}(X; \xi_{\sigma(1)}; \epsilon) \cdots R^{NLS}(X; \xi_{\sigma(k)}; \epsilon) \right]}{\left( \xi_{\sigma(1)} - \xi_{\sigma(2)} \right) \cdots \left( \xi_{\sigma(k-1)} - \xi_{\sigma(k)} \right) \left( \xi_{\sigma(k)} - \xi_{\sigma(1)} \right) - \left( \xi_{i} - \xi_{j} \right)^2}. \quad (2.28)$$

**Corollary 2.2.** gives an algorithm with the initial value $(f(X; \epsilon), g(X; \epsilon))$ of the solution $(q(t; \epsilon), r(t; \epsilon))$ as the only input for computing the $k$-th order logarithmic derivatives of the tau-function $\tau^{NLS}(t; \epsilon)$ evaluated at $t > 0$ for $k \geq 2$. By using Lemma 1.1, $R^{NLS}(X; \xi; \epsilon)$ is determined uniquely by the recurrence relations (2.7)–(2.10) and this gives an effective way to compute the matrix resolvent $R^{NLS}(X; \xi; \epsilon)$; the coefficients in the $t$-expansion of $\tau^{NLS}(t; \epsilon)$ are then obtained through algebraic manipulations by using (2.28).
3 Proofs of Theorems 1.2, 1.3

In this section, we prove Theorems 1.2, 1.3. In the proofs, we will use the MR method for the NLS hierarchy and for the Toda lattice hierarchy (cf. (A.2)–(A.23) in Appendix A).

Proof of Theorem 1.2. By using (A.22)–(A.23) and (1.29), we have
\[
\begin{align*}
\partial_t (\log q(x; t; \epsilon)) &= \epsilon^{-1}c_{j+1}(x + \epsilon t; \epsilon), \quad \partial_t (\log r(x; t; \epsilon)) = -\epsilon^{-1}c_{j+1}(x; t; \epsilon), \quad j \geq 0. \\
q(x; t; \epsilon)r(x; t; \epsilon) &= w(x; t; \epsilon), \quad q(x - \epsilon; t; \epsilon)r(x; t; \epsilon) = 1.
\end{align*}
\]

(3.1)

(3.2)

In particular, when \( j = 0 \), we have
\[
\partial_X(q(x; t; \epsilon)) = \epsilon^{-1}q(x; t; \epsilon)v(x; t; \epsilon), \quad \partial_X(r(x; t; \epsilon)) = -\epsilon^{-1}r(x; t; \epsilon)v(x - \epsilon; t; \epsilon).
\]

(3.3)

Let us prove two lemmas.

Lemma 3.1. We have the following identity
\[
T(x; t; \epsilon)^{-1} \circ \mathcal{L}_{NLS}(\xi) |_{q=q(x; t; \epsilon), r=r(x; t; \epsilon)} \circ T(x; t; \epsilon) = \mathcal{A}(\lambda) + \frac{\lambda}{2} I, \quad \lambda = 2\xi,
\]

where \( T(x; t; \epsilon) := \begin{pmatrix} -1 & 0 \\ 0 & r(x; t; \epsilon) \end{pmatrix} \) and \( \mathcal{A}(\lambda) := \epsilon \partial_X - \begin{pmatrix} \lambda & -w(x; t; \epsilon) \\ \epsilon & v(x - \epsilon; t; \epsilon) \end{pmatrix} \).

Proof. By using (3.2) and (3.3) with a direct computation, the lemma is proved.

Denote for short \( \mathcal{L}_{NLS}(\xi) = \mathcal{L}_{NLS}(\xi)|_{q=q(x; t; \epsilon), r=r(x; t; \epsilon)} \).

Lemma 3.2. The following identity holds:
\[
R_{NLS}(x; t; \xi; \epsilon) = 2T(x; t; \epsilon)R(x; t; \xi; \epsilon)T^{-1}(x; t; \epsilon).
\]

(3.5)

Proof. Denote \( \tilde{R} = 2T(x; t; \epsilon)R(x; t; \lambda; \epsilon)T^{-1}(x; t; \epsilon) \). By using (3.4), we have
\[
\left[ \mathcal{L}_{NLS}(\xi), \tilde{R}(\lambda) \right] = T[A(\lambda), 2R(x; t; \lambda; \epsilon)]T^{-1}.
\]

(3.6)

By using \( \det R(x; t; \xi; \epsilon) = 0, \text{tr} R(x; t; \xi; \epsilon) = 1 \), (A.6) and (A.7), we know that
\[
\left[ \mathcal{L}_{NLS}(\xi), \tilde{R}(\lambda) \right] = 0, \quad \det \tilde{R}(\lambda) = 0, \quad \text{tr} \tilde{R}(\lambda) = 2, \quad \tilde{R}(\lambda) = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} + O(\xi^{-1}).
\]

(3.7)

By definition, \( R_{NLS}(x; t; \xi; \epsilon) \) also satisfies (3.7). It is clear from the proof of Lemma 1.1 that the solution to (3.7) is unique. Therefore, \( \tilde{R}(\lambda) = R_{NLS}(x; t; \xi; \epsilon) \). The lemma is proved.

Let us now continue the proof of the theorem. By using (A.8), (A.13), (A.17) and (A.18), we obtain
\[
\frac{\partial \mathcal{A}(\lambda)}{\partial t_k} = \epsilon^{-1}[V_k(\lambda), \mathcal{A}(\lambda)], \quad k \geq 0.
\]

(3.8)

Here \( V_k(\lambda) = \begin{pmatrix} \lambda^{k+1}R(x; t; \lambda; \epsilon) + \begin{pmatrix} 0 & 0 \\ 0 & c_{k+1}(x; t; \epsilon) \end{pmatrix} \end{pmatrix} \). Then by using (3.2), (3.3), (3.4) and (3.8), for any \( k \geq 0 \), we obtain
\[
\frac{\partial \mathcal{L}_{NLS}(\xi)}{\partial t_k} = T \left[ T^{-1} \frac{\partial T}{\partial t_k}, \mathcal{A}(\lambda) + \frac{\partial \mathcal{A}(\lambda)}{\partial t_k} \right] T^{-1} = \epsilon^{-1}2^k \left[ (\xi^{k+1}R_{NLS}(x; t; \xi; \epsilon))_+, \mathcal{L}_{NLS}(\xi) \right].
\]
Then by using \([1.7]\), for any \(x, \epsilon, (q(x; t; \epsilon), r(x; t; \epsilon))\) is a solution to the NLS hierarchy \([1.21]\) under identifying \(\partial_x\) with \(\partial_X\). Substituting \((3.5)\) into \((1.13)\), and using \((A.19)\) and \((A.21)\), we have
\[
\sum_{i,j \geq 0} \frac{1}{\xi^{i+2} \nu^{j+2}} \Omega^{\text{NLS}}_{i,j}(x; t; \epsilon) = \frac{4(|\xi R(x; t; 2\xi; \epsilon) R(x; t; 2\nu; \epsilon) - 1)}{(\xi - \nu)^2} = \sum_{i,j \geq 0} \frac{1}{\xi^{i+2} \nu^{j+2}} \Omega_{i,j}(x; s; \epsilon; \epsilon),
\]
(3.9)

Then by using \((A.21)\), we have
\[
\Omega^{\text{NLS}}_{i,j}(x; t; \epsilon) = \Omega_{i,j}(x; t; \epsilon) = \epsilon^2 \frac{\partial^2 \log \tau(x; t; \epsilon)}{\partial t_i \partial t_j}, \quad i,j \geq 0,
\]
(3.10)

where \(\tau(x; t; \epsilon)\) is the tau function of the solution \((v(x; t; \epsilon), w(x; t; \epsilon))\) to the Toda lattice hierarchy. Then, by using \((1.13)\), for any \(x, \tau(x; t; \epsilon)\) is the tau function for the NLS hierarchy of the solution \((q(x; t; \epsilon), r(x; t; \epsilon))\).

The theorem is proved. \(\square\)

We are now to prove Theorem \([1.3]\).

**Proof of Theorem \([1.3]\)** Let \(q_0(X; \epsilon) := q(X, 0; \epsilon), r_0(X; \epsilon) := r(X, 0; \epsilon)\). Define
\[
V_s(X; \epsilon) := \epsilon \partial_X (\log q_s(X; \epsilon)), \quad W_s(X; \epsilon) := q_s(X; \epsilon) r_s(X; \epsilon).
\]
(3.11)

Let \((\tilde{v}^*(X; \epsilon), \tilde{w}^*(X; \epsilon))\) be the unique solution to equations \((1.11)\) with the initial data
\[
\tilde{v}^*(x; X; \epsilon)|_{x=0} = V_s(X; \epsilon), \quad \tilde{w}^*(x; X; \epsilon)|_{x=0} = W_s(X; \epsilon).
\]
(3.12)

Let \((v, w) = (\tilde{v}(x; t; \epsilon), \tilde{w}(x; t; \epsilon))\) be the unique power-series-in-\(t>0\) solution to the Toda lattice hierarchy \((A.11)\) with the initial data
\[
v(x; t; \epsilon)|_{t=0} = \tilde{v}^*(x; X; \epsilon), \quad w(x; t; \epsilon)|_{t=0} = \tilde{w}^*(x; X; \epsilon),
\]
(3.13)

We are to show that the following graph commutes:
\[
\begin{array}{ccc}
(q(t; \epsilon), r(t; \epsilon)) & \xrightarrow{\text{1.10}} & (V(t; \epsilon), W(t; \epsilon)) \\
\downarrow_{t=0} & & \downarrow^* \\
(q_0(X; \epsilon), r_0(X; \epsilon)) & \xrightarrow{\text{1.11}} & (V_s(X; \epsilon), W_s(X; \epsilon)) \xrightarrow{\text{1.11} \text{ and } 1.12} (\tilde{v}^*(X; \epsilon), \tilde{w}^*(X; \epsilon))
\end{array}
\]

Here, \(\star\) is to solve the Toda lattice hierarchy \((t>0\)-flows\).

Define \(q = q(x; t; \epsilon)\) by \((1.53)\) and \((1.54)\) (cf. \([13]\)) and define \(r(x; t; \epsilon) := 1/q(x - x; t; \epsilon)\). Then we have
\[
q(x; t; \epsilon)r(x; t; \epsilon) = \tilde{w}(x; t; \epsilon), \quad \epsilon \partial_X (\log q(x; t; \epsilon)) = \tilde{v}(x; t; \epsilon).
\]
(3.14)

By using \((3.11), (3.13), (3.12)\) and \((3.11)\), we have
\[
\partial_X (\log q(x; t; \epsilon))|_{x=0, t>0} = \partial_X (\log q_s(X; \epsilon)), \quad (q(x; t; \epsilon)r(x; t; \epsilon))|_{x=0, t>0} = q_s(X; \epsilon) r_s(X; \epsilon).
\]
(3.15)

Noting that \(q(x; t; \epsilon)\) is unique up to a function of \(\epsilon\), we can take a suitable function of \(\epsilon\) such that
\[
q(x; t; \epsilon)|_{x=0, t>0} = q_s(X; \epsilon), \quad r(x; t; \epsilon)|_{x=0, t>0} = r_s(X; \epsilon).
\]
(3.16)

Then, by using Theorem \([1.2]\) \((q(0; t; \epsilon), r(0; t; \epsilon))\) is a solution to the NLS hierarchy with the initial value \((3.21)\). Recall that \((q(t; \epsilon), r(t; \epsilon))\) is the unique solution to the NLS hierarchy with the initial value \((3.21)\). Then we have
\[
q(0; t; \epsilon) = q(t; \epsilon), \quad r(0; t; \epsilon) = r(t; \epsilon).
\]
(3.17)

Then by using \((3.14), (3.17)\) and \((1.30)\), we have
\[
\tilde{v}(x; t; \epsilon)|_{x=0} = V(t; \epsilon), \quad \tilde{w}(x; t; \epsilon)|_{x=0} = W(t; \epsilon).
\]
(3.18)
Then \((\tilde{v}(x; t; \epsilon), \tilde{w}(x; t; \epsilon))\) is a solution to (3.31) with the initial value (3.18). By the uniqueness for the solution of equations (3.31) with the initial value (3.18), \((v(x; t; \epsilon), w(x; t; \epsilon)) = (\tilde{v}(x; t; \epsilon), \tilde{w}(x; t; \epsilon))\) is a solution to the Toda lattice hierarchy.

We are now to prove the compatibility between (1.35), (1.36) and (1.37). By using (3.5) and (A.4), we have

\[
\tau_{\text{NLS}}^{NLS}(x; t; \xi; \epsilon) \tau_{\text{NLS}}^{NLS}(x; t; \xi; \epsilon) - \tau_{\text{NLS}}^{NLS}(x; t; \xi; \epsilon) \tau_{\text{NLS}}^{NLS}(x; t; \xi; \epsilon) = 0,
\]

where \(\tau_{\text{NLS}}^{NLS}(x; t; \xi; \epsilon) := \left(\epsilon \partial_X \log q(x; t; \epsilon) - 2X - q(x; t; \epsilon)\right)\). Then, by using (3.19), the proof of the compatibility between (1.35), (1.36) and (1.37) is similar to that in [20]. We omit its details. Then by using (3.9), we have

\[
e^2 \frac{\partial^2 \log \tau_{\text{NLS}}^{NLS}(x; t; \epsilon)}{\partial t_i \partial t_j} = \Omega_{i,j}(x; t; \epsilon), \quad i, j \geq 0.
\]

This together with (1.36), (1.37) and (3.14) implies that \(\tau_{\text{NLS}}^{NLS}(x; t; \epsilon)\) is the tau-function of \((v(x; t; \epsilon), w(x; t; \epsilon))\) to the Toda lattice hierarchy. The theorem is proved. \(\square\)

In an upcoming publication, we generalize the Carlet–Dubrovin–Zhang theorem (Theorems 1.2, 1.3) by using the MR method to the constraint KP hierarchy [11, 12, 34] and prove the conjecture given in [34].

**Remark 3.1.** The assumption that \(\epsilon \log q(t; \epsilon)\) and \(q(t; \epsilon)r(t; \epsilon)\) are power series of \(\epsilon\) from Theorem 1.5 corresponds to generic classes of solutions to the Toda lattice hierarchy. Indeed, let us construct the solutions to the Toda lattice hierarchy starting with certain initial data for the NLS hierarchy. Let \(q_0(X; \epsilon), r_0(X; \epsilon)\) be two given functions of \(X, \epsilon\) such that both \(\epsilon \log q_0(X; \epsilon)\) and the product \(q_0(X; \epsilon)r_0(X, \epsilon)\) are power series of \(\epsilon\). Let \((q(t; \epsilon), r(t; \epsilon))\) be the unique solution to the NLS hierarchy specified by the initial condition:

\[
q(t; \epsilon)|_{t=0} = q_0(X; \epsilon), \quad r(t; \epsilon)|_{t=0} = r_0(X; \epsilon),
\]

where we recall that \(X = t_0\). It follows from certain simple degree arguments that \(\epsilon \log q(t; \epsilon)\) and \(q(t; \epsilon)r(t; \epsilon)\) are power series of \(\epsilon\). Then the corresponding NLS tau-function \(\tau_{\text{NLS}}^{\text{NLS}}(t; \epsilon)\) of \((q, r)\) has the property that \(e^2 \omega^2 \tau_{\text{NLS}}^{\text{NLS}}(t; \epsilon)\) is a power series of \(\epsilon\). Define \(V(t; \epsilon), W(t; \epsilon)\) by (1.30), and we know that \(V(t; \epsilon), W(t; \epsilon)\) are power series of \(\epsilon\). Write

\[
v(x; t; \epsilon) = \sum_{k \geq 0} v^{[k]}(x; t) \epsilon^k, \quad w(x; t; \epsilon) = \sum_{k \geq 0} w^{[k]}(x; t) \epsilon^k.
\]

Similarly, write also \(V_0(X; \epsilon) = \sum_{k \geq 0} V_0^{[k]}(X) \epsilon^k, W_0(X; \epsilon) = \sum_{k \geq 0} W_0^{[k]}(X) \epsilon^k\). By Taylor expanding (1.31) in \(\epsilon\), we find that (1.31) is equivalent to a sequence of first order evolutionary PDEs for \(v^{[k]}, w^{[k]}\), \(k \geq 0\), with \(x\) being the time variable:

\[
\partial_x(w^{[0]}) = \partial_X(v^{[0]}), \quad w^{[0]} \partial_x(v^{[0]}) = \partial_X(w^{[0]}),
\]

\[
\partial_x(w^{[1]}) = \partial_X(v^{[1]}), \quad w^{[0]} \partial_x(v^{[1]}) = \partial_X(w^{[1]}) - w^{[1]} \partial_x(w^{[0]}) + \frac{1}{2} w^{[0]} \partial_x^2(v^{[0]}),
\]

\[
\ldots.
\]

If either \(W_0^{[0]}(0) \neq 0\), or \(W_0^{[0]}(0) = 0\) and \((V_0^{[0]})'(0) \neq 0\), then by using the above first order evolutionary PDEs and by induction we know that equations (1.31) with the initial data \(V(t; \epsilon), W(t; \epsilon)\) have a unique powerseries-in-\((x, t, \epsilon)\) solution. This indicates that the solutions under consideration to the Toda lattice hierarchy are generic (cf. also [15, 22, 23, 44]) and could be applied in many occasions (cf. [2, 6, 20, 21, 23, 35, 44]). The above argument also explains that the assumption for the solvability of (1.31), (1.32) in Theorem 1.5 is true for wide classes of solutions.
4 A simple algorithm of computing correlators in hermitian matrix models

In this section, using Theorems 1.2, 1.3 and the MR method, we give a simple algorithm of computing correlators in hermitian matrix models.

Let \( n \) be a positive integer, and \( \rho = \rho(x) \) a given function. Let \( Z_n(s; \epsilon) \) be the following partition function of hermitian matrix model of size \( n \):

\[
Z_n(s; \epsilon) = \frac{(2\pi)^{-n} e^{\frac{1}{4} \epsilon t}}{\text{Vol}(n)} \int_{H(n)} \rho(M) e^{-\frac{1}{4} \epsilon t V(M)} dM.
\]

(4.1)

Here, \( H(n) \) denotes the space of \( n \times n \) hermitian matrices, \( M = (M_{ij})_{n \times n} \in H(n) \), \( s = (s_1, s_2, s_3, \ldots) \), \( V(M) = \frac{1}{2} M^2 - \sum_{j \geq 1} s_j M^j \), \( dM = \prod_{i=1}^n dM_i \prod_{i<j} d\text{Re}(M_{ij})d\text{Im}(M_{ij}) \), and

\[
\text{Vol}(n) := \frac{n(n-1)}{G(n+1)}
\]

(4.2)

with \( G \) being the Barnes \( G \)-function defined by \( G(n+1) := \prod_{k=1}^{n-1} k! \). We also denote \( Z_0(s; \epsilon) := \epsilon^{-1/12} \).

Let \( x = ne \) (the 't Hooft coupling constant \( \rho \)), and define

\[
v(x; s; \epsilon) := \epsilon \frac{\partial}{\partial x} \log \frac{Z_{n+1}(s; \epsilon)}{Z_n(s; \epsilon)} \bigg|_{n=\frac{s}{x}}, \quad w(x; s; \epsilon) := \frac{Z_{n+1}(s; \epsilon) Z_{n-1}(s; \epsilon)}{Z_n(s; \epsilon)^2} \bigg|_{n=\frac{s}{x}}
\]

(4.3)

Using the theory of orthogonal polynomials [13] (cf. also [20, 36]), we know that \( (v(x; s; \epsilon), w(x; s; \epsilon)) \) is a particular solution to the Toda lattice hierarchy (4.1) and \( Z_{x/s}(s; \epsilon) \) gives the tau-function of this solution [20] with \( t_j = s_{j+1}, j = 0, 1, 2, \ldots \). Define

\[
q(x; t; \epsilon) = \frac{Z_{n+1}(s; \epsilon)}{Z_n(s; \epsilon)} \bigg|_{n=\frac{s}{x}, s_{j+1} = t_j, j \geq 0}, \quad r(x; t; \epsilon) = \frac{Z_{n-1}(s; \epsilon)}{Z_n(s; \epsilon)} \bigg|_{n=\frac{s}{x}, s_{j+1} = t_j, j \geq 0}
\]

(4.4)

From Theorem 1.2 we know that for any \( x \), the pair \( (q(x; t; \epsilon), r(x; t; \epsilon)) \) is a particular solution to the NLS hierarchy (1.21) and \( Z_{x/s}(s; \epsilon) \) gives the tau-function of this solution. An algorithm of computing the logarithmic derivatives of \( \log Z_n(s; \epsilon) \) based on (4.2) is given in [20]. Let us give a brief review. The first step of this algorithm is to compute the initial value of \( (v, w) \). According to Proposition 1.2 of [20] (cf. also [8, 30]) we know that \( Z_n = Z_n(s; \epsilon) \) satisfies the Toda equation:

\[
(\Lambda + \Lambda^{-1} - 2) (\log Z_n) = \log \left( \epsilon^2 \frac{\partial^2 \log Z_n}{\partial x^2} \right).
\]

(4.5)

Suppose that one can compute the integral \( Z_1(X, 0, \ldots; \epsilon) \). Then from \( Z_1(X, 0, \ldots; \epsilon) \) and \( Z_0(X, 0, \ldots; \epsilon) \), in principle one can compute \( Z_n(X, 0, \ldots; \epsilon) \) by using (4.4). The initial value \( (v(x; 0; \epsilon), w(x; 0; \epsilon)) \) could then be obtained from (4.3). The second step is to compute the initial basic matrix-resolvent [8] for the Toda lattice hierarchy. The correlators can then be computed from (4.25).

Let us now apply Theorems 1.2, 1.3 to provide an improvement of the first step of the above algorithm. Note that for the hermitian matrix models, we have \( q_0(X; \epsilon) = \epsilon^{1/12} Z_1(X, 0, \ldots; \epsilon) \), \( r_0(X; \epsilon) \equiv 0 \), and

\[
w_0(X; \epsilon) = q_0(X; \epsilon) r_0(X; \epsilon) \equiv 0, \quad v_0(X; \epsilon) := \epsilon \partial_X (\log q_0(X; \epsilon)).
\]

(4.6)

One can then solve equations (1.31) with the initial condition

\[
w(x; X; \epsilon)|_{x=0} = w_0(X; \epsilon), \quad v(x; X; \epsilon)|_{x=0} = v_0(X; \epsilon),
\]

(4.7)

and obtain \( w(x; X; \epsilon), v(x; X; \epsilon) \) (cf. Remark 3.1). Then the initial value for the solution under consideration to the Toda lattice hierarchy is obtained by \( v(x; 0; \epsilon) = v(x; X; \epsilon)|_{X=0}, w(x; 0; \epsilon) = w(x; X; \epsilon)|_{X=0} \). We note that the feature of the algorithm for the solution is the following: one is to solve the system of first-order difference equations (1.31) instead of to solve the second-order difference equation (4.5), and the system (1.31) can be recast into a sequence of first-order evolutionary PDEs, recursively, as explained in Remark 3.1 and Theorem 1.3. The improved algorithm works for the GUE [20], LUE [26] and JUE [27] solutions. Let us explain in more details the simple algorithm by means of examples, which include GUE (see Example 1) below.
Example 1 Let $Z_n(s; \epsilon)$ denote the GUE partition function of size $n$ (cf. [3, 4, 14, 13, 20, 21, 23, 32, 36, 45, 47]), i.e.,

$$Z_n(s; \epsilon) = \frac{(2\pi)^{-n} e^{\frac{1}{2} s}}{\text{Vol}(n)} \int_{H(n)} e^{-\frac{1}{2} \text{tr} V(M)} dM.$$  

(4.8)

The logarithmic derivatives of $Z_n$ at $s = 0$, denoted by $\langle \text{tr} M^{i_1} \cdots \text{tr} M^{i_k} \rangle_c(n)$, are called connected GUE correlators. They have important relations with enumeration of ribbon graphs [7, 20, 28, 29, 30].

We have in this case $Z_1(X, 0; \epsilon) = (2\pi)^{-\frac{1}{2} + \frac{1}{2}} e^{\frac{1}{2} X^2}$, Then $q_n(X; \epsilon) = (2\pi)^{-\frac{1}{2} + \frac{1}{2}} e^{\frac{1}{2} X^2}$, $r_n(X; \epsilon) = 0$, $w_n(X; \epsilon) = X$, $w_k(X; \epsilon) = 0$. Solving (4.11), we obtain $v(x; X; \epsilon) \equiv X$ and $w(x; X; \epsilon) \equiv x$. So the initial value for the GUE solution to the Toda lattice hierarchy is given by $v(x; 0; \epsilon) = 0$, $v(x; 0; \epsilon) = x$, which agrees with the literature [13, 20, 23]. Also in this case $q(x; X; \epsilon) \equiv e^{\frac{1}{2} - \frac{1}{2} n \frac{X}{\sqrt{2\pi}}} e^{-\frac{X^2}{8\pi}}$.

In [20], B. Dubrovin and the second author of the present paper computed the explicit expression for the corresponding initial matrix resolvent:

$$R(x; \lambda; \epsilon) := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + \epsilon n \sum_{k=0}^{\infty} c_k (2k-1)!! \left( \frac{2k+1}{\lambda^{2k+2}} g_{n, 2k} - \frac{\lambda}{(2k+1) c_{n, 2k+1}} \right),$$  

(4.9)

where

$$c_{n, 2k+1} = \frac{1}{n} \sum_{i=0}^{k} \binom{k}{i} \binom{n}{i+1} = 2F_1(-k, 1-n; 2; 2),$$  

(4.10)

$$g_{n, 2k} = \sum_{i=0}^{k} \binom{k}{i} \binom{n-1}{i} = 2F_1(-k, 1-n; 2).$$  

(4.11)

Here,

$$2F_1(a, b; c; z) = \sum_{j=0}^{\infty} \frac{(a)_j (b)_j}{(c)_j} \frac{z^j}{j!} = 1 + \frac{ab}{c} \frac{z}{1!} + \frac{a(a+1)b(b+1)}{c(c+1)} \frac{z^2}{2!} + \cdots$$  

(4.12)

denotes the Gauss hypergeometric function with $(a)_i$ being the increasing Pochhammer symbol, i.e., $(a)_i = a(a+1) \cdots (a+i-1)$. The following theorem can then be obtained as a result of this computation and formula (A.25).

**Theorem 4.1.** ([20]) For any $k \geq 2$, the generating series for connected $k$-point GUE correlators has the expression

$$C_k(n; \lambda_1, \ldots, \lambda_k, \epsilon) = - \sum_{\sigma \in S_k/C_k} \frac{\text{tr} \left[ R(x; \lambda_\sigma(1), \epsilon) \cdots R(x; \lambda_\sigma(k), \epsilon) \right]}{(\lambda_\sigma(1) - \lambda_\sigma(2)) \cdots (\lambda_\sigma(k-1) - \lambda_\sigma(k))(\lambda_\sigma(k) - \lambda_\sigma(1))} = \frac{\delta_k}{(\lambda_1 - \lambda_2)^2}.$$  

(4.13)

Here, $C_k(n; \lambda_1, \ldots, \lambda_k, \epsilon)$ denotes the following generating series

$$C_k(n; \lambda_1, \ldots, \lambda_k, \epsilon) := e^k \sum_{i_j = \ldots = i_k = 1}^{\infty} \frac{\langle \text{tr} M^{i_1} \cdots \text{tr} M^{i_k} \rangle_c(n)}{\lambda_1^{i_1+1} \cdots \lambda_k^{i_k+1}} (k \geq 1).$$  

(4.14)

We note that for $k = 1$, one can further apply the string equation [20] and obtain

$$C_1(n; \lambda; \epsilon) = n \sum_{k=1}^{\infty} e^k \frac{(2k-1)!!}{\lambda^{2k+1}} c_{n, 2k+1}.$$  

(4.15)

This formula is equivalent to the Harer–Zagier formula given in the earlier work [28]. For $k = 2$, formula (4.13) is equivalent to the formula derived by Morozov and Shakirov [37].
Following [21], let us now consider the analytic (as opposed to formal) expression for the matrix resolvent \( R(x; \lambda; \epsilon) \). Denote by \( \text{He}_n(z) \) the Hermite function [11] (cf. also [12]), defined as the contour integral

\[
\text{He}_n(z) := -\frac{\Gamma(n+1)}{2\pi i} \int_C e^{-zt-\frac{z^2}{2\epsilon}} (-t)^{n-1} dt, \quad |\arg(t)| < \pi,
\]

where \( \Gamma \) denotes the Gamma function, and \( C \) is a contour on the complex \( t \)-plane that starts at ‘infinity’ on the real axis, encircles the origin in the positive direction and returns to the starting point (see Figure 1). For \( n \in \mathbb{C} \), the Hermite function \( \text{He}_n(z) \) is an analytic function on the complex \( z \)-plane, which has the following asymptotic expansion within the sector \( |\arg z| < \frac{\pi}{4\epsilon} \) as \( |z| \to \infty \):

\[
\text{He}_n(z) \sim z^n \sum_{k=0}^{\infty} \frac{(-1)^k (n-2k+1)_{2k}}{2^k k! z^{2k}}.
\]  

(4.17)

It follows that for fixed \( n, \epsilon \in \mathbb{C} \), and for \( -\frac{3\pi}{4} < \arg \left( \frac{\lambda}{\sqrt{\epsilon}} \right) < \frac{\pi}{4} \), we have, as \( \lambda \to \infty \),

\[
\epsilon^{\frac{n+1}{2}} \text{He}_n \left( \frac{\lambda}{\sqrt{\epsilon}} \right) \sim \sum_{j \geq 0} (-1)^j \frac{(n-2j+1)_{2j}}{2^j j! \lambda^{2j}} \epsilon^j \lambda^n =: \psi_A(n, \lambda),
\]

(4.18)

\[
\Gamma(n+1) \epsilon^{\frac{n+1}{2}} \lambda \text{He}_{n-1} \left( \frac{\lambda}{\sqrt{\epsilon}} \right) \sim \Gamma(n+1) \sum_{j \geq 0} \frac{(n+1)_{2j} \epsilon^{j+1} \lambda^{-n-j}}{2^j j! \lambda^{2j}} =: \psi_B(n, \lambda).
\]

(4.19)

Observe that the above defined \( \psi_A(n, \lambda) \), \( \psi_B(n, \lambda) \) coincides with the particular pair of formal wave functions associated to the initial data \((0, \epsilon n)\) for the GUE solution to the Toda lattice hierarchy constructed in [43].

For any fixed \( n \), define

\[
M(n; \lambda; \epsilon) := \frac{1}{\epsilon^{n\lambda}} \left( \frac{\epsilon^{\frac{n+1}{2}} \lambda^{-1}}{\epsilon^{\frac{n+1}{2}} \lambda \text{He}_{n-1} (i \frac{\lambda}{\sqrt{\epsilon}})} \left( \frac{\epsilon^{\frac{n+1}{2}} \lambda \text{He}_{n-1} (i \frac{\lambda}{\sqrt{\epsilon}})}{\epsilon^{\frac{n+1}{2}} \lambda \text{He}_{n-1} (i \frac{\lambda}{\sqrt{\epsilon}})} \right) \right),
\]

(4.19)

By using the Proposition 3 of [43], we then arrive at the following proposition.

**Proposition 4.1.** For fixed \( n, \epsilon \in \mathbb{C} \), the asymptotic expansion of \( M(n; \lambda; \epsilon) \) in all orders as \( \lambda \to \infty \) within the sector \( -\frac{3\pi}{4} < \arg \left( \frac{\lambda}{\sqrt{\epsilon}} \right) < \frac{\pi}{4} \) coincides with the formal power series \( R(x; \lambda; \epsilon) \).

We now define analytic \( k \)-point functions \( I_k(n; \lambda_1, \ldots, \lambda_k; \epsilon) \) \((k \geq 2)\); the case \( k = 1 \) will be treated later) by

\[
I_k(n; \lambda_1, \ldots, \lambda_k; \epsilon) := -\sum_{\sigma \in S_k / C_k} \frac{\text{tr} \left[ M(n; \lambda_{\sigma(1)}, \epsilon) \cdots M(n; \lambda_{\sigma(k)}, \epsilon) \right]}{(\lambda_{\sigma(1)} - \lambda_{\sigma(2)}) \cdots (\lambda_{\sigma(k-1)} - \lambda_{\sigma(k)}) (\lambda_{\sigma(k)} - \lambda_{\sigma(1)})} - \frac{\delta_{k,2}}{(\lambda_1 - \lambda_2)^2}.
\]

(4.21)
Using a similar argument as in the proof of the Proposition 2 of [21] that $I_k(n; \lambda_1, \ldots, \lambda_k; \epsilon)$, $k \geq 2$, are analytic along the diagonals $\lambda_i = \lambda_j$, $i \neq j$. Formula (4.14) and Proposition 4.1 then imply that for any fixed $\epsilon \in \mathbb{C}$ the asymptotic expansion of $I_k(n; \lambda_1, \ldots, \lambda_k; \epsilon)$ coincides with $C_k(n; \lambda_1, \ldots, \lambda_k; \epsilon)$ as $\lambda_i \to \infty$ within $-\frac{3\pi}{4} < \arg\left(\frac{i}{\sqrt{\epsilon}}\right) < \frac{\pi}{4}$, $i = 1, \ldots, k$. Define a meromorphic function $D(n; \lambda, \mu; \epsilon)$ by

$$D(n; \lambda, \mu; \epsilon) = \frac{\lambda^2 \text{He}_n\left(\frac{\lambda}{\sqrt{\epsilon}}\right)\Lambda^{-1}\left(\Gamma(n+1)e^{\frac{i}{4}}i^{n+1}\mu\text{He}_{n-1}\left(i\frac{\lambda}{\sqrt{\epsilon}}\right)\right)}{\lambda - \mu} \tag{4.22}$$

where

$$= \frac{-i^{n+1}\epsilon\Gamma(n+1)}{\lambda - \mu} \left(\alpha\text{He}_{n-1}\left(i\frac{\lambda}{\sqrt{\epsilon}}\right) + i\text{He}_n\left(i\frac{\lambda}{\sqrt{\epsilon}}\right)\right). \tag{4.23}$$

Using (4.20), (4.21) and (4.22), we arrive at the following theorem.

**Theorem 4.2.** The analytic functions $I_k$, $k \geq 2$ have the expressions

$$I_k(n; \lambda_1, \ldots, \lambda_k; \epsilon) = \frac{(-1)^{k-1}}{\epsilon^k \Gamma(n+1)} \sum_{i=1}^{k} \prod_{j=1, j \neq i}^{k} D(n; \lambda_{s(i)}, \lambda_{s(i+1)}; \epsilon) - \frac{\delta_{k,2}}{(\lambda_1 - \lambda_2)^2}. \tag{4.24}$$

Let us also define

$$I_1(n; \lambda; \epsilon) := \frac{i^{n+1}n}{\epsilon} \int_{\lambda}^{\infty} \text{He}_{n-1}\left(i\frac{\lambda}{\sqrt{\epsilon}}\right) d\lambda. \tag{4.25}$$

Using (4.17) and Proposition 4.1, we arrive at the following proposition.

**Proposition 4.2.** The function $I_1(n; \lambda; \epsilon)$ is asymptotic to $C_1(n; \lambda; \epsilon)$ as $\lambda \to \infty$ in the sector $-\frac{3\pi}{4} < \arg\left(\frac{i}{\sqrt{\epsilon}}\right) < \frac{\pi}{4}$ for any fixed $\epsilon \in \mathbb{C}$.

**Example 2** Consider the following formal power series $Z_n(s; \sigma, \epsilon)$ defined by

$$Z_n(s; \sigma, \epsilon) = \left(\frac{2\pi}{	ext{Vol}(n)}\right)^{\frac{1}{2}} \text{det}(1 - \sigma M)e^{-\frac{i}{4}tr V(M)} dM. \tag{4.26}$$

When $n = 1$, we have

$$Z_1(X, 0, \ldots; \sigma, \epsilon) = \frac{\epsilon^{1/2} (1 - \sigma X) e^{\frac{X^2}{2\epsilon}}}{\sqrt{2\pi}}, \tag{4.27}$$

$$q_n(X; \sigma, \epsilon) = \frac{\epsilon^{1/2} (1 - \sigma X) e^{\frac{X^2}{2\epsilon}}}{\sqrt{2\pi}}, \quad r_n(X; \sigma, \epsilon) = 0, \quad w_n(X; \sigma, \epsilon) = 0, \quad v_n(X; \sigma, \epsilon) = X = \frac{\epsilon\sigma}{1 - X\sigma}. \tag{4.28}$$

Then by solving (1.31) we get

$$w(x; X; \sigma, \epsilon) = \epsilon n \frac{H_{n-1}(X_1) H_{n+1}(X_1)}{(H_n(X_1))^2}, \tag{4.29}$$

$$v(x; X; \sigma, \epsilon) = X + \sqrt{2\epsilon n} H_{n-1}(X_1) \frac{\sqrt{2\epsilon} H_n(X_1)}{H_{n+1}(X_1)}, \tag{4.30}$$

where $X_1 = \frac{1 - \sigma X}{\sqrt{2\epsilon}}$ and $H_n(z) := 2^{\frac{1}{2}} \text{He}_n(\sqrt{2z})$. Using (1.33)–(1.34), we have

$$q(x; X, 0, \ldots; \sigma, \epsilon) = \frac{\sigma e^{n+1}}{2\sqrt{\pi}} n! e^{\frac{X^2}{2\epsilon}} \frac{H_{n+1}(X_1)}{H_n(X_1)}, \tag{4.31}$$

$$r(x; X, 0, \ldots; \sigma, \epsilon) = \frac{2\sqrt{\pi}}{\sigma e^n (n - 1)! e^{\frac{X^2}{2\epsilon}} \frac{H_{n-1}(X_1)}{H_n(X_1)}. \tag{4.32}$$
Setting $X = 0$, we obtain

$$w(x; 0; \sigma, \epsilon) = e \frac{n \left( H_{n-1}(X_2) H_{n+1}(X_2) \right)}{H^2_n(X_2)} = x - \epsilon \left( \sigma^2 x + 3 \sigma^4 x^2 + 10 \sigma^6 x^3 + O(x^4) \right) + \epsilon^2 \left( 3 \sigma^4 x - 25 \sigma^6 x^2 + 154 \sigma^8 x^3 + O(x^4) \right) + O(\epsilon^3),$$

$$v(x; 0; \sigma, \epsilon) = \frac{\sqrt{2\pi} H_{n-1}(X_2)}{H_{n+1}(X_2)} - \frac{\sqrt{2\pi} (n+1) H_n(X_2)}{H_{n+1}(X_2)} = -\epsilon \left( \sigma + 2 \sigma^3 x + 6 \sigma^5 x^2 + O(x^3) \right) + \epsilon^2 \left( 4 \sigma^3 x + 36 \sigma^5 x^2 + 232 \sigma^9 x^3 + O(x^4) \right) + O(\epsilon^3),$$

where $X_2 = \frac{1}{\sqrt{2\pi} \sigma}$. Using (A.21)–(A.23) and (A.24), we find

$$Z_n(X, 0, \ldots; \sigma, \epsilon) = 2^{-n} \pi^{-\frac{1}{2}} \sigma^{2n} \epsilon^{-\frac{1}{4}} \sqrt{\pi} e^{-\frac{\epsilon^2}{2}} G(n+1) H_n(X_1).$$

This formula agrees with Brézin–Hikami’s computation [8]. Using (A.8)–(A.11) one can compute the initial matrix resolvent [A.3], denoted by $R(x; \lambda; \sigma, \epsilon)$. We have

$$R(x; \lambda; \sigma, \epsilon) = \left( \begin{array}{cc} \frac{1}{\lambda} & 0 \\ 0 & 0 \end{array} \right) + \frac{(n-1) H_{n-1}(X_2) H_{n+1}(X_2)}{H_n(X_2)^2} \left( \begin{array}{cc} \frac{1}{\lambda} & 0 \\ 0 & 0 \end{array} \right) + \cdots.$$
where \( X_3 = \frac{1 - \sqrt{\rho}}{\sqrt{2\rho}} \), \( X_4 = -\frac{1 + \sqrt{\rho}}{\sqrt{2\rho}} \). Using (4.38)–(4.34), we have
\[
q(x; X, 0, \ldots; \rho, \epsilon) = \frac{\rho e^{x + \frac{1}{2}}}{2\sqrt{2\pi}} e^{x^2} 
\frac{H_{n+1}(X_3)H_{n+2}(X_4) - H_{n+1}(X_4)H_{n+2}(X_3)}{H_n(X_3)H_{n+1}(X_4) - H_n(X_4)H_{n+1}(X_3)},
\]
and
\[
r(x; X_0, \ldots; \rho, \epsilon) = \frac{2\sqrt{2\pi}}{\rho e^{\frac{1}{2-n}(n-1)!}} e^{-\frac{2}{\rho e^{\frac{1}{2-n}(n-1)!}} H_{n-1}(X_3)H_{n}(X_4) - H_{n-1}(X_4)H_{n}(X_3) + \frac{2\rho^2}{5} x^2 + 232\rho^4 x^3 - \rho^4 x^4 + O(\epsilon^3)},
\]
Setting \( X = 0 \), we obtain
\[
w(x; 0; \rho, \epsilon) = \epsilon n \frac{H_{n-1}(X_3)H_{n+2}(X_3)}{H_n(X_3)H_{n+1}(X_3)} = x - \epsilon \left(2\rho x + 6\rho^2 x^2 + 20\rho^3 x^3 + O(x^4)\right) + \epsilon^2 \left(4\rho^2 x + 36\rho^3 x^2 + 232\rho^4 x^3 + O(x^4)\right) + O(\epsilon^3),
\]
\[
v(x; 0; \rho, \epsilon) = 0,
\]
where \( X_5 = \frac{1}{\sqrt{2\rho}} \). Using (4.21)–(4.23) and (4.35), we find
\[
Z_n(X_0, \ldots; \rho, \epsilon) = (-1)^{n+1} x^{-\frac{1}{2}} \frac{\rho}{\epsilon} e^{\frac{1}{2}\epsilon n + \frac{1}{2}\epsilon^2 n + \frac{1}{2} \epsilon^3} e^{\frac{1}{2} \epsilon^4} G(n + 1) \left(H_n(X_3)H_{n+1}(X_4) - H_n(X_4)H_{n+1}(X_3)\right).
\]
This formula again agrees with Brézin–Hikami’s computation [8]. Using (A.8)–(A.11) one can compute the initial matrix resolvent [A.3], denoted by \( R(x; \lambda; \rho, \epsilon) \). We have
\[
R(x; \lambda; \rho, \epsilon) = \left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) + \left(\begin{array}{cc}
-\epsilon n \frac{H_{n+1}(X_3)H_{n+2}(X_3)}{H_n(X_3)H_{n+1}(X_3)} & 0 \\
0 & -\epsilon n \frac{H_{n+1}(X_3)H_{n+2}(X_3)}{H_n(X_3)H_{n+1}(X_3)}
\end{array}\right) \frac{1}{x^2} + \cdots .
\]
The logarithmic derivatives of \( Z_n(s; \rho, \epsilon) \) at \( s = 0 \), denoted by \( \langle \text{tr}M^i \cdots \text{tr}M^j \rangle_c(n) \), can then be computed by using (A.21), (A.23). We list the first few of them here:
\[
\langle \text{tr}M^2 \rangle_c(n) = \frac{n H_{n-1}(X_3)H_{n+2}(X_3)}{\epsilon H_n(X_3)H_{n+2}(X_3)},
\]
\[
\langle \text{tr}M \text{tr}M^3 \rangle_c(n) = \frac{(n+1)H_{n-1}(X_5)H_{n+2}(X_5)}{(H_n(X_5))^2} + \frac{n H_{n-1}(X_5)H_{n+2}(X_5)}{(H_n(X_5))^2},
\]
\[
\langle \text{tr}M^2 \text{tr}M^2 \rangle_c(n) = \frac{(n+1)H_{n-1}(X_5)H_{n+2}(X_5)}{\epsilon (H_n(X_5))^2} - \frac{n(n-1)H_{n-2}(X_5)H_{n+2}(X_5)}{\epsilon (H_n(X_5))^2}.
\]
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A Review of the MR method to tau-functions for the Toda lattice hierarchy

Let us give a brief review of the MR method of computing logarithmic derivatives of tau-functions for the Toda lattice hierarchy. Denote by \( Z[v, w] \) of polynomial ring, where \( v = (v_0, v_1, v_2, v_3, \ldots) \), \( w = (w_0, w_1, w_2, w_3, \ldots) \), define the shift operator \( \Lambda : Z[v, w] \to Z[v, w] \) via
\[
\Lambda(v_k) = v_{k+1}, \quad \Lambda(w_k) = w_{k+1}, \quad \Lambda(fg) = \Lambda(f)\Lambda(g)
\]
for any \( k \in \mathbb{Z} \) and \( f, g \in Z[v, w] \). Denote by \( \mathcal{L}(\lambda) \) the matrix Lax operator for the Toda lattice:
\[
\mathcal{L}(\lambda) = \Lambda + U(\lambda), \quad U(\lambda) := \begin{pmatrix} v - \lambda & w \\ -1 & 0 \end{pmatrix}.
\]
Here, $\lambda$ is a parameter. It is proved in [20] that there exists a unique series $R(\lambda)$ satisfying
\[
R(\lambda) - \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) \in \text{Mat}(2, \mathbb{Z}[v, w] [\epsilon] [[\lambda^{-1}]] \lambda^{-1}),
\] (A.3)
\[
\Lambda(R(\lambda))U(\lambda) - U(\lambda)R(\lambda) = 0,
\] (A.4)
\[
\text{tr } R(\lambda) = 1, \quad \det R(\lambda) = 0.
\] (A.5)
The unique $R(\lambda)$ is called the basic matrix resolvent of $L(\lambda)$. Write
\[
R(\lambda) = \left( \begin{array}{cc} 1 + \alpha(\lambda) & \beta(\lambda) \\ \gamma(\lambda) & \alpha(\lambda) \end{array} \right),
\] (A.6)
\[
\alpha(\lambda) = \sum_{j \geq 0} a_j \lambda^{j+1}, \quad \beta(\lambda) = \sum_{j \geq 0} b_j \lambda^{j+1}, \quad \gamma(\lambda) = \sum_{j \geq 0} c_j \lambda^{j+1},
\] (A.7)
where $a_j, b_j, c_j \in \mathbb{Z}[v, w]$. Then $a_j, b_j, c_j, j \geq 0$, satisfy that
\[
b_j = -wc_j, \quad c_{j+1} = v_{-1}c_j + a_j + \Lambda^{-1}(a_j),
\] (A.8)
\[
a_{j+1} = \Lambda(a_{j+1}) + v(\Lambda(a_j) - a_j) + w_1 \Lambda^2(c_j) - wc_j = 0,
\] (A.9)
\[
a_l = \sum_{i+j=l-1}(wc_i \Lambda(c_j) - a_ia_j), \quad l \geq 1,
\] (A.10)
\[
a_0 = 0, \quad c_0 = 1.
\] (A.11)
The first few terms of $R(\lambda)$ are given by
\[
R(\lambda) = \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) + \left( \begin{array}{cc} 0 & -w \\ 1 & 0 \end{array} \right) \frac{1}{\lambda} + \left( \begin{array}{cc} w & -vw \\ v_{-1} & -w \end{array} \right) \frac{1}{\lambda^2} + \ldots.
\] (A.12)
Define a sequence of derivations on $\epsilon^{-1}\mathbb{Z}[v, w]$ by
\[
D_j(v) = \epsilon^{-1}(\Lambda(a_{j+1}) - a_{j+1}), \quad D_j(w) = \epsilon^{-1}w(\Lambda(c_{j+1}) - c_{j+1}), \quad j \geq 0,
\] (A.13)
as well as requiring $[D_j, \Lambda] = 0$. We know that from [20, [33] $(D_j)_{j \geq 0}$ all commute. If we think of $v, w$, as two functions $v(x), w(x)$ of $x$, respectively, and $v_i, w_i$ as $v(x + i\epsilon), w(x + i\epsilon)$, then the Toda lattice hierarchy can be written as
\[
\frac{\partial v(x)}{\partial t_j} = D_j(v)(x), \quad \frac{\partial w(x)}{\partial t_j} = D_j(w)(x),
\] (A.14)
where $j \geq 0$, and the $D_j(v)(x), D_j(w)(x)$ are defined as $D_j(v)(x), D_j(w)(x)$ with $v_i, w_i$ replaced by $v(x + i\epsilon), w(x + i\epsilon)$, respectively. For $j \geq 0$, define
\[
V_j(\lambda) := \left( \begin{array}{cc} \lambda^{j+1} & R(\lambda) \\ 0 & 0 \end{array} \right) + \left( \begin{array}{cc} 0 & 0 \\ 0 & c_{j+1} \end{array} \right).
\] (A.15)
It is proved in [20] that
\[
\epsilon D_j(R(\lambda)) = [V_j(\lambda), R(\lambda)], \quad j \geq 0.
\] (A.16)
In particular, when $j = 0$, we have
\[
\epsilon D_0(R(\lambda)) = [V_0(\lambda), R(\lambda)], \quad V_0(\lambda) = \left( \begin{array}{cc} \lambda & -w \\ 1 & v_{-1} \end{array} \right).
\] (A.17)
Using (A.17) one can obtain
\[
\epsilon D_0(c_j) = 2a_j + v_{-1}c_j - c_{j+1}.
\] (A.18)
Define a collection of polynomials \((\Omega_{i,j})_{i,j \geq 0}\) in \(\mathbb{Z}[v, w]\) by
\[
\frac{\text{tr} R(\lambda) R(\mu) - 1}{(\lambda - \mu)^2} = \sum_{i,j \geq 0} \Omega_{i,j} \lambda^{i+2} \mu^{j+2}.
\] (A.19)

For example, \(\Omega_{0,0} = w\), \(\Omega_{1,0} = \Omega_{0,1} = w(v + v_1)\). These \(\Omega_{i,j}\) satisfy
\[
\Omega_{i,j} \in \mathbb{Z}[v, w], \quad \Omega_{i,j} = \Omega_{j,i}, \quad D_i(\Omega_{i,j}) = D_j(\Omega_{i,j}), \quad \forall i, j, l \geq 0.
\] (A.20)

The polynomials \((\Omega_{i,j})_{i,j \geq 0}\) are called the tau-structure of the Toda lattice hierarchy. For an arbitrary solution \(v = v(x; t; \epsilon), w = w(x; t; \epsilon)\) to the Toda lattice hierarchy (A.14), let \(R(x; t; \lambda; \epsilon)\) be the associated matrix resolvent. We know from (A.20) that there exists a function \(\tau(x; t; \epsilon)\) such that
\[
\sum_{i,j \geq 0} \frac{1}{\lambda^{i+2} \mu^{j+2}} \frac{\partial^2}{\partial t_i \partial t_j} \log \tau(x; t; \epsilon) = \frac{\text{tr} R(x; t; \lambda; \epsilon) R(x; t; \mu; \epsilon) - 1}{(\lambda - \mu)^2},
\] (A.21)
\[
\frac{1}{\lambda} \sum_{i \geq 0} \frac{\partial}{\partial t_i} \log \tau(x + \epsilon; t; \epsilon) \tau(x; t; \epsilon) = [\Lambda(R(x; t; \lambda; \epsilon))]_{21},
\] (A.22)
\[
\frac{\tau(x + \epsilon; t; \epsilon) \tau(x - \epsilon; t; \epsilon)}{\tau(x; t; \epsilon)^2} = w(x; t; \epsilon).
\] (A.23)

The function \(\tau(x; t; \epsilon)\) is determined uniquely by the solution \((v(x; t; \epsilon), w(x; t; \epsilon))\) up to multiplying by the exponential of a linear function
\[
\tau(x; t; \epsilon) \mapsto e^{b_0 + b_1 x + \sum_{j \geq 0} b_j \tau^j} \tau(x; t; \epsilon), \quad b_0, b_1, b_2, \cdots \in \mathbb{C}(\epsilon).
\] (A.24)

The function \(\tau(x; t; \epsilon)\) defined by (A.21)–(A.23) is called the tau-function of the solution \((v(x; t; \epsilon), w(x; t; \epsilon))\) to the Toda lattice hierarchy. Remarkably, the higher logarithmic derivatives of \(\tau(x; t; \epsilon)\) can all be expressed in terms of the matrix resolvent as follows [20]:
\[
\sum_{i_1, \ldots, i_k \geq 0} \epsilon^k \frac{\partial^k}{\partial t_{i_1} \cdots \partial t_{i_k}} \frac{\tau(x; t; \epsilon)}{\lambda_{i_1}^{\tau_1} \cdots \lambda_{i_k}^{\tau_k}} = - \sum_{\sigma \in S_k / S_k} \frac{\text{tr} \left( R(x; t; \lambda_{\sigma(1)}; \epsilon) \cdots R(x; t; \lambda_{\sigma(k)}; \epsilon) \right)}{\lambda_{\sigma(1)} - \lambda_{\sigma(2)} \cdots (\lambda_{\sigma(k-1)} - \lambda_{\sigma(k)})(\lambda_{\sigma(k)} - \lambda_{\sigma(1)})}
\] (A.25)
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