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Abstract—Transition systems (TS) and Petri nets (PN) are important models of computation ubiquitous in formal methods for modeling systems. An important problem is how to extract from a given TS a PN whose reachability graph is equivalent (with a suitable notion of equivalence) to the original TS.

This paper addresses the decomposition of transition systems into synchronizing state machines (SMs), which are a class of Petri nets where each transition has one incoming and one outgoing arc and all markings have exactly one token. This is an important case of the general problem of extracting a PN from a TS. The decomposition is based on the theory of regions, and it is shown that a property of regions called excitation-closure is a sufficient condition to guarantee the equivalence between the original TS and a decomposition into SMs.

An efficient algorithm is provided which solves the problem by reducing its critical steps to the maximal independent set problem (to compute a minimal set of irredundant SMs) or to satisfiability (to merge the SMs). We report experimental results that show a good trade-off between quality of results vs. computation time.

Index Terms—Transition system, Petri net, state machine, decomposition, theory of regions, SAT, pseudo-Boolean optimization.

I. INTRODUCTION

The decomposition of a transition system (TS) into a synchronous product of state machines (SMs, Petri nets with exactly one incoming and outgoing edge for every transition) gives an intermediate model between a TS and a Petri net (PN). The set of SMs may exhibit fewer distributed states and transitions, exploiting the best of both worlds of TSs and PNs, leading to better implementations (e.g., smaller circuits with less power consumption). Furthermore, the decomposition procedure extracts explicitly the system concurrency (a PN feature), which is convenient for system analysis and performance improvement (see an example in Fig. 1).

The decomposition of a transition system can be seen from the Petri net perspective as the problem of the coverability by S-components of a Petri net [1]–[3] or of a connected subnet system [4] p. 49] (called S-coverability): each S-component is a strongly connected safe SM i.e., SM with only one token, therefore it cannot contain concurrency. The only concurrency of the system is featured in the interaction of the S-components. In our paper we present how the theory of regions [5] can be used to design a similar procedure starting from a transition system and creating a set of interacting SMs, but without building an equivalent Petri net. Our approach computes a set of minimal regions with the excitation-closure (EC) property of a given TS, and derives from them an irredundant synchronous product of interacting SMs. Excitation closure guarantees that the regions extracted from the transition system are sufficient to model its behaviour.

A. Previous and related work

In [6], a transition system is decomposed iteratively into an interconnection of n component transitions systems with the objective to extract a Petri net from them. This can be seen as a special case of our problem, because in [6] the decomposition allows the extraction of a Petri net, but the decomposed set of transition systems cannot be used as an intermediate model. Their approach is flexible in choosing how to split the original transition system, but it does not provide any minimization algorithm, so that the redundancy due to overlapping states in the component transition systems translates into redundant places of the final Petri net. Another method presented in [7] is based on the decomposition of transition systems into “slices”, where each transition system is separately synthesized into a Petri net, and in case of Petri nets “hard” to understand the process can be recursively repeated on one or more “slices” creating a higher number of smaller PNs. With respect

1A Signal Transition Graph (STG) \( G = (V, E) \) is an interpreted subset of marked graphs wherein each transition represents either the rising \((x^+)\) or falling \((x^-)\) of a signal \(x\) which has signal levels high and low. \(V\) is the set of transitions and \(E\) is the set of edges corresponding to places of the underlying marked graph.
to the aforementioned methods, our objective was the creation of a method for the decomposition of TSs in synchronizing SMs without the use of PNs and aiming to the minimization of the computational time and size, applying a minimization criteria.

Decomposition plays an important role in process mining [3]–[11], where in most cases the decomposition starts from a Petri net representing the whole behaviour of the system [8]–[10]. Instead of creating a PN from event logs we can easily create a transition system [12], [13] and directly decompose it with our algorithm.

This paper is organized as follows. Sec. II introduces the background material. Sec. III represents a part of our contribution with the main theoretical result showing that the synchronous product of SMs is bisimilar [5] to the original transition system. Exhaustive experiments are reported in Sec. IV. Section V represents the second part of our contribution with the main theoretical result showing that the synchronous product of SMs is bisimilar [5] to the transition system and all the regions are disjoint, i.e.:

$$\forall r \in R, \exists r' \in R: r \cap r' \neq \emptyset \quad \land \quad \forall s \in S, \exists r \in R: s \in r$$

Given a set of regions satisfying the previous properties we obtain a state machine whose places correspond to the regions, with a transition $r_1 \xrightarrow{e} r_j$ when $r_i$ and $r_j$ are pre- and post-regions of $e$, respectively. Since the regions of an SM are disjoint, each derived SM has only one marked place, which corresponds to the regions that cover the initial state. Notice that only the events that cross some region appear in the SM.

Notice also that the reachability property of the original TS is inherited by the SMs obtained by this construction.

**Theorem 1.** Given an ECTS $TS = (S, E, T, s_0)$ and the set of all its minimal regions, a subset of regions $R$ represents an SM if and only if the set covers all the states of $TS$ and all its regions are pairwise disjoint.

**Proof.** The proof can be found in [14].

The property of excitation closure can be inherited by the SMs, as stated in the following definition.

**Definition 1** (Excitation-closed set of State Machines derived from an ECTS). Given a set of SMs $S$ derived from an ECTS $TS$, the set of all regions $R$ of $S$, the set of labels $E$ of $TS$, the sets of pre-regions $\preceq$ and post-regions $\succeq$ of the $TS$ for all $e \in E$:

- $S$ is excitation-closed with respect to the regions of $TS$ if the following condition is satisfied:
  - $EC$: $\forall e \in E: \exists r \in R | r = ES(e)$
  - Event effectiveness: $\forall e \in E: \exists r \in R | r \in \preceq e$

The first step to decompose a transition system is to enumerate all the minimal regions of the original TS. Each collection of disjoint regions covering all the states of the TS represents a state machine, such that the regions are mapped to places of the SM, i.e., each such SM includes a subset of regions of the original TS and represents only the behavior related to the transitions entering into these regions or exiting from them (instead, internal and external events are missing).

The example in Sec. IV shows that we do not need all the SMs to reconstruct the original LTS, so the question is how many of them we need and which is the “best” (in some sense) subset of SMs sufficient to represent the given LTS. Therefore we may set up a search to obtain a subset of SMs, which are excitation-closed and cover all events, to yield a composition...
equivalent to the original TS. An easy strategy to guarantee the complete coverage of all events is to add new SMs until all regions are used. However, the resulting collection of SMs may contain completely or partially redundant SMs (see Secs. III-B and III-C), which can be removed exactly or greedily by verifying the excitation-closure property. Moreover, the size of the selected SMs can be reduced through removing redundant labels by merging regions. As a summary, Algorithm 1 shows the decomposition procedure.

Algorithm 1 Decomposition

Require: An ECTS

Ensure: A minimal set of interacting SMs
1: Computation of all minimal regions
2: Generation of a set of SMs with EC property
3: Removal of redundant SMs
4: Merge of regions preserving the EC property

Fig. 3: All SMs created from TS in Fig. 2

The second step of the decomposition algorithm is performed by reducing it to an instance of maximal independent set (MIS) and by calling a MIS solver on the graph whose vertices correspond to the minimal regions with edges which connect intersecting regions. Each maximal independent set of the aforementioned graph corresponds to a set of disjoint regions that define an SM.

A greedy algorithm is used for the computation of the third step: starting from the SM with the highest number of regions, one removes each SM whose removal does not invalidate the ECTS properties.

The last step of merging is reduced to a SAT instance, by encoding all the regions of each SM and also the events implied by the presence of one or more regions. Solving this SAT instance by a SAT solver, the number of labels can be minimized by merging the regions which occur multiple times in different SMs.

A. Generation of a set of SMs with excitation closure

Given a set of minimal regions of an excitation-closed TS, Algorithm 2 returns an excitation-closed set of SMs, by associating sets of non-overlapping regions to SMs as mentioned below. Notice that in Def. 1 we extended the definition of an excitation-closed transition system (ECTS)

Algorithm 2 Generation of excitation-closed set of SMs

Require: Set of minimal regions of an ECTS

Ensure: An excitation-closed set of SMs
1: Create the graph $G$ where each node is a region and there is an edge between intersecting regions
2: $G_0 \leftarrow G$
3: $M \leftarrow \emptyset$, $F \leftarrow \emptyset$
4: do
5: Compute $m = MIS(G)$
6: $M \leftarrow M \cup \{m\}$
7: $G \leftarrow G \setminus M$
8: while $G \neq \emptyset$
9: for $m \in M$ do
10: Compute $\tilde{m} = MIS(G_0)$ with the constraint $\tilde{m} \supset m$
11: Build state machine $\tilde{s}\tilde{m}$ induced by set of regions $\tilde{m}$
12: $F \leftarrow F \cup \{\tilde{s}\tilde{m}\}$
13: return $F$

to an excitation-closed set of SMs, by requiring that the two properties of excitation-closure and event-effectiveness hold on the union of regions underlying the SMs.

Initially, Algorithm 2 converts the minimal regions of the TS into a graph $G$, where intersecting regions define edges between the nodes of $G$ (line 1). As long as $G$ is not empty, the search of the maximal independent sets is performed on it by invoking the procedure MIS on $G$ ($MIS(G)$, line 5), storing the results in $M$ (line 6) and removing the vertices selected at each iteration (line 7). In this way, each vertex will be included in one MIS solution. Notice that the maximal independent sets computed after the first one are not maximal with respect to the original graph $G_0$, because the MIS procedure is run on a subgraph of $G_0$ without the previously selected nodes. To be sure that we obtain maximal independent sets with respect to the original $G_0$, we expand to maximality the independent sets in $M$, by invoking the MIS procedure on each independent set $m \in M$ constrained to obtain a maximal independent set $\tilde{m} \supset m$ on $G_0$ (from line 9). Then from the maximal independent sets we obtain the induced state machines to be stored in $F$ (from line 12).

B. Removal of the redundant SMs

The set of SMs generated by Algorithm 2 may be redundant, i.e., it may contain a subset of SMs which still define an ECTS. We describe a greedy search algorithm to obtain an irredundant set of SMs: we order all the SMs by size and try to remove them one by one starting from the largest to the smallest, by checking that the union of the remaining regions satisfies excitation closure and event effectiveness. If excitation closure and event effectiveness are preserved, then the given SM can be removed. This algorithm is not optimal, because the removal of an SM may prevent the removal of a set of smaller SMs whose sum of places is greater than the number of places.
of the removed SM. However, this approach guarantees good performance having linear complexity in the number of SMs.

After the removal of the redundant SMs from the set shown in Fig. 3 only $SM_4$, $SM_5$, $SM_6$ and $SM_8$ are left.

C. Merge between regions preserving the excitation closure

The third step of the procedure merges pairs of regions with the objective to minimize the size of the sets of SMs: edges carrying labels are removed, and by consequence the two nodes connected to them are merged decreasing their number. E.g., both the SMs in Fig. 4 (obtained from a TS different from the one in Fig. 2) contain an instance of label $e$ connected by regions $r_3$ and $r_4$. This means that an edge carrying label $e$ can be removed in one of the SMs. The result of removing the edge with label $e$ in $SM_4$ and merging the regions $r_3$ and $r_4$ replacing them with the region $r_{34}$ is shown in Fig. 5:

The equivalence between an ECTS and the derived set of SMs is proved by defining a bisimulation between the original TS and the synchronous product of the reachability graphs of the derived state machines $RG(SM_1)||RG(SM_2)||...||RG(SM_n)$, denoted by $||=1,...,nRG(SM_i)$.

Theorem 2. Given an excitation-closed set $\{SM_1, ..., SM_n\}$ of SMs derived from the ECTS TS, there is a bisimulation $B$ such that $TS \sim_B ||=1,...,nRG(SM_i)$.

Proof. The proof can be found in [14].

Theorem 2 states that, given a set of SMs, the excitation closure and event effectiveness of the union of their regions is a necessary and sufficient condition to guarantee that their synchronous product is equivalent to the original TS.

V. EXPERIMENTAL RESULTS

We implemented the procedure described in Sec. III and performed experiments on an Intel core running at 2.80GHz with 16GB of RAM. Our software is written in C++ and uses PBLib [17] for the resolution of SAT. The resolution of the MIS problem is performed by the NetworkX library [18].

Due to lack of space we refer to the tables in our extended version of the paper [14] in which the following information can be found.

The generation of minimal regions is the dominating operation taking more than 60% of the overall time spent; it is exponential in the number of events and with the increase of the input dimensions it becomes the bottleneck shadowing the remaining computations. However it is still possible to decompose quite large transition systems with about $10^6$ states and $3 \cdot 10^6$ transitions.

Table I compares the states and transitions of transition systems vs. the places/transitions/crossing arcs of the Petri nets derived by Petrify [16] (columns under PN), and vs. our product of state machines for the first benchmark set. The number of crossing arcs is reported by the dot algorithm of graphviz [19] and can be considered as a metric of structural simplicity of the model (i.e., fewer crossings implies a simpler structure). Our results from synchronized state machines have similar sizes compared to those from Petri nets, but they have fewer crossings, which is a significant advantage in supporting a visual representation for “large systems”. Therefore the plots, in a two-dimensional graphical representation of synchronizing
In this paper we described a new method for the decomposition of transition systems. Our experimental results demonstrate that the decomposition algorithm can be run on transition systems with up to one million states, therefore, it is suitable to handle real cases. Since the generation of minimal regions is currently a computational bottleneck, future work will address this limitation, while it will leverage the improvements in efficiency of last-generation MIS and SAT solvers, and the power of HPC since the generation of minimal regions is highly parallelizable. HPC can be exploited also in other steps of the decomposition algorithm, e.g., different MIS computations could be performed simultaneously applying constraints to each parallel computation (e.g., assigning a state to each thread and forcing it to be in the MIS result).

As future work, we want to apply this decomposition paradigm to process mining. Rather than synthesizing intricate “spaghetti” Petri nets from logs, we aim at distilling loosely coupled concurrent threads (SMs) that can be easily visualized, analyzed and optimized individually, while preserving the synchronizations with the other threads. Optionally, a new Petri net can be obtained by composing back the optimized threads and imposing some structural constraints, e.g., to be a Free-Choice Petri net, thus providing a tight approximation of the original behavior with a simpler structure.

**VI. CONCLUSIONS**

In this paper we described a new method for the decomposition of transition systems. Our experimental results demonstrate that the decomposition algorithm can be run on transition systems with up to one million states, therefore, it is suitable to handle real cases. Since the generation of minimal regions is currently a computational bottleneck, future work will address this limitation, while it will leverage the improvements in efficiency of last-generation MIS and SAT solvers, and the power of HPC since the generation of minimal regions is highly parallelizable. HPC can be exploited also in other steps of the decomposition algorithm, e.g., different MIS computations could be performed simultaneously applying constraints to each parallel computation (e.g., assigning a state to each thread and forcing it to be in the MIS result).

As future work, we want to apply this decomposition paradigm to process mining. Rather than synthesizing intricate “spaghetti” Petri nets from logs, we aim at distilling loosely coupled concurrent threads (SMs) that can be easily visualized, analyzed and optimized individually, while preserving the synchronization with the other threads. Optionally, a new Petri net can be obtained by composing back the optimized threads and imposing some structural constraints, e.g., to be a Free-Choice Petri net, thus providing a tight approximation of the original behavior with a simpler structure.
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