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Abstract

With the technical advances, the amount of big data is increasing day-by-day such that the traditional software tools face a burden in handling them. Additionally, the presence of the imbalance data in big data is a massive concern to the research industry. In order to assure the effective management of big data and to deal with the imbalanced data, this paper proposes a new indexing algorithm for retrieving big data in the MapReduce framework. In mappers, the data clustering is done based on the Sparse Fuzzy-c-means (Sparse FCM) algorithm. The reducer combines the clusters generated by the mapper and again performs data clustering with the Sparse FCM algorithm. The two-level query matching is performed for determining the requested data. The first level query matching is performed for determining the cluster, and the second level query matching is done for accessing the requested data. The ranking of data is performed using the proposed Monarch chaotic whale optimization algorithm (M-CWOA), which is designed by combining Monarch butterfly optimization (MBO) [22] and chaotic whale optimization algorithm (CWOA) [21]. Here, the Parametric Enabled-Similarity Measure (PESM) is adapted for matching the similarities between two datasets. The proposed M-CWOA outperformed other methods with maximal precision of 0.9237, recall of 0.9371, F1-score of 0.9223, respectively.
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1. Introduction

Big data is a field wherein the data are analyzed for the extraction of useful information by employing conventional data processing applications. The big data is described using 3V’s, which includes Volume, Velocity, and Variety. Due to large structures, the advanced applications are highly recommended for processing and to facilitate improved decision making with enhanced discovery and process optimization. The big data is referred to as a dataset, which increases the complexities in collecting crucial data. Data mining means the extraction of useful information from massive databases using computing technologies [13] [12]. Due to the increasing size of the database, an extreme learning machine (ELM) is employed, which executes on the conventional serial environment, which is fast and efficient [10] [9]. The big data mining needs a scalable and effective solution, which is easily accessible to the users [14].

The solution for effective storage of data and management cannot complete the desires of heterogeneous data wherein the amount of data increases repeatedly. This poses the advantage of having a storage system, which effectively enables information search and retrieval. The indexing of big data is based on the solution, which uses a massive parallel computer or machine, which interconnects the CPU’s, RAM’s, and disk units. The usage of this method yields increased throughput for processing the data, thereby decreases the access time for data replication, with increased availability and reliability [30] [31]. The design of the method or the indexing type can be utilized for distinct processing datasets that are based on queries for processing a large number of queries like range queries, keyword queries, ad-hoc queries, and similarity queries. Thus, the designers are sensitive with respect to the data types that are to be indexed, and the query is selected based on indexes [16]. Indexing is utilized in the big data for performing effective retrieval tasks considering complex and voluminous datasets, along with distributed and scalable storage in cloud computing.

The goal of this paper is to devise a big data indexing model using an optimization algorithm. The big data indexing is progressed using the MapReduce framework that uses the proposed optimization algorithm, named M-CWOA algorithm. The proposed M-CWOA algorithm is designed by combining MBO with the CWOA algorithm. The big data is generated from the distributed sources is subjected to the mapper, wherein the obtained data is clustered based on Sparse FCM. The obtained clusters are further subjected to the reducers for easier retrieval. Then, the input query is used for determining the cluster to which the data resides. Once the cluster is obtained, then again, a query is adapted for determining the relevant data. Finally, the ranking of data is done using the proposed M-CWOA algorithm.

The main contribution of the paper:

- The big data indexing is progressed using the MapReduce framework that uses the proposed optimization algorithm, named M-CWOA algorithm. The proposed M-CWOA algorithm is designed by combining MBO with the CWOA algorithm.
- Designing a novel fitness function: The newly devised fitness function considers the Kendal rank correlation coefficient, Tanimoto similarity, and the Spearman correlation coefficient for big data indexing.

The arrangement of the paper is made as follows: The introductory part depending on the big data indexing, is deliberated in section 1, and the review of eight existing works is elaborated in section 2. In section 3, the proposed method of big data indexing is presented,
and section 4 elaborates on the results of the methods. At last, section 5 illustrated a summary of the research work.

2. Literature review

The eight existing methods based on big data indexing and retrieval is demonstrated in this section.

Aisha Siddiqa et al.,[1] developed a framework named SmallClient indexing framework based on indexing strategies for ensuring enhanced data retrieval performance of the massive datasets. However, the method failed to utilize Java on Hadoop for solving significant data issues. Ezatpooret, P et al.,[2] developed a MapReduce Enhanced Bitmap Index Guided Algorithm (MRBIG) for dealing with the considerable data issues. However, the method may lead to performance overhead due to different performances with different structures. Limkar, S.V., and Jha, R.K [3] developed a method for parallel constructing the R-Tree based on the variants using Apache Spark framework and IoT Zetta platform. However, this method led to insecure communication due to a lack of security. Wang, L et al. [4] developed a pips Cloud, which combined cloud computing and HPC methods for enabling huge-scaled remote sensing (RS) data in the processing system with on-demand real-time services. Thus, the system overhead has occurred with massive data. Siddiqaet, A et al. [5] designed a model named SmallClient for speeding the query for executing massive datasets. This method failed to use a probabilistic machine learning algorithm with B-Tree indexing for attaining adaptive index creation by predicting query workload and index attribute. Omri, A et al. [6] proposed a Big Uncertainty Web Data Services Indexing Model, which was able to reason in the uncertain data environment. Anyhow, it did not use for big data processing. Kim, M et al. [7] proposed a GPU-aware parallel indexing method called G-tree, which combines the efficiency of the R-tree in low-dimensional space with the massive parallel processing potential of GPUs. It offers stable and consistent performance in the high-dimensional area. It did not support the multiple-query processing on GPUs. Chen, X et al. [8] proposed a DataMed which index, search, and ingest the biomedical data in the repositories. It built an integrated dataset search engine for the biomedical domain. Anyhow, there is no in-depth indexing of the different repositories. The features and challenges of existing and proposed systems are represented in Table 1.

| Authors [Citations] | Methodology | Merits | Demerits |
|---------------------|-------------|--------|----------|
| Aisha Siddiqa et al., [1] | SmallClient indexing framework | Used to enhance the indexing of big datasets. | Big data issues can’t be able to solve. |
| Ezatpooret, P et al., [2] | MRBIG | random-distributed missing nodes in the dimensions | leading to performance overhead due to different performances with different structures |
| Limkar, S.V., and Jha, R.K [3] | R-Tree | Retrieve the data with high speed. | insecure communication due to lack of security |
| Wang, L et al.[4] | pips Cloud | enabling huge-scaled remote sensing data | Real-time services. |
| Authors | Framework | Features |
|--------|-----------|----------|
| Siddiq A et al.[5] | SmallClient | - speeding the query for executing massive datasets  
- lack of predicting query workload  
- prediction of index attribute |
| Omri A et al., [6] | Big Uncertainty Web Data Services | - able to reasoning in the uncertain data environment  
- big data processing |
| Kim M et al., [7] | G-tree | - combine the efficiency of the R-tree in low-dimensional space with the massive parallel processing potential of GPUs.  
- stable and consistent performance in high-dimensional space  
- multiple-query processing on GPUs. |
| Chen X et al., [8] | DataMed | - index, search, and ingest the biomedical data in the repositories.  
- Build an integrated dataset search engine for the biomedical domain.  
- No in-depth indexing of the different repositories. |
| Proposed Method | M-CWOA | - data clustering is done based on the Sparse FCM algorithm  
- combines the clusters generated by the mapper  
- The two-level query matching is performed for determining the requested data.  
- PESM is adapted for matching the similarities between two datasets. |

### 2.2. Challenges

- In [1], a SmallClient indexing framework was devised using the petrinets for handling the massive datasets. However, the method reduces the big data performance and needs incessant efforts in enhancement.

- Incomplete or partial data is a kind of multi-dimensional dataset, which poses random-distributed missing nodes in the dimensions. It is complex to retrieve information from these kinds of datasets when it turns out to be significant. Thus the determination of top-k dominant values is a major challenge [2].

- Indexing methods are effective for current datasets, but inefficient with big data. The indexing size and indexing time are essential for massive datasets, and thus it is unfeasible to tolerate long delays in uploading data and data search operations [5].
Indexing in the context of data-warehouse is a significant limitation due to the massive volume of the processed data and the number of candidate attributes, which is very large. The major challenge that exists is in indexing the uncertain data and data sources [6].

The issues of the curse of dimensionality while handling massive datasets is a significant challenge. Many techniques were devised for enhancing the performance of queries in huge dimensional space by hierarchical indexing with the R-tree. Despite the curse of dimensionality challenge, the conventional datasets worsen considerably as the dimensionality of the datasets maximizes [7].

The massive size of data brings enormous complexities in analytic data applications. The acquisition of knowledge and making decisions from the growing voluminous data creates many problems in organizations. Moreover, the read or write performance or data access and on-demand file creation are significant challenges faced in the design and processing of data. Other challenges of big data include data security, data acquisition, analysis, storage, and management.

3. Proposed M-CWOA for Big Data Indexing Using the MapReduce Framework

This section illustrates the proposed technique named M-CWOA for big data indexing performed in the MapReduce framework. Each mapper from the MapReduce framework employs a clustering algorithm called Sparse FCM [23] for clustering the obtained big data. The centroids generated from the mapper are merged and fed as an input to the reducer. In reducer, again, the collected data is clustered based on sparse FCM in order to determine the optimal clusters. Here, two-level query matching is performed for the retrieval. In first level query matching, when an input query is generated then, the cluster relevant to the query is retrieved. For the obtained cluster, again, a query is made for getting the relevant data from the cluster. As per Fig. 1, if suppose during the two-level matching \( C_j \) matches at level-1, then, in the level-2 matching, the data attributes within \( C_j \) are compared based on the PESM measure such that the highly relevant data is retrieved. Finally, the ranking of data is performed using the newly designed optimization algorithm named M-CWOA, which is designed by integrating MBO [22] and CWOA [21]. Fig. 1 elaborates on the big data indexing method using the MapReduce framework with the proposed M-CWOA algorithm.

The MapReduce framework provides high processing power as the number of servers is processed parallel in the mapper phase that poses the ability for parallel processing. The feasibility and the execution time of the big data are improved using the MapReduce framework such that the big input data is partitioned into different subsets of data, and the individual mapper processes each subset to produce the required output. Assume that the big input data is represented as, \( B = \{ b_{e,f} \}; \ (1 \leq e \leq E); \ (1 \leq f \leq F) \) (1)

where \( b_{e,f} \) represents the data in the big data \( B \) specifying \( f \)th attribute of the \( e \)th data, \( E \) indicates the total number of data points, and \( F \) represents the total number of attributes for each data point. The mapper phase employs a mapper function and the sparse FCM algorithm for generating the optimal clusters. The significance of clustering is that the highly significant
clusters are chosen in order to ensure dimensional reduction and to maximize the classification accuracy.

The big data is fed to the mapper in the MapReduce framework, wherein the parallel processing of the big data is enabled. At first, the big data is split into different subsets of data, and is represented as,

\[ b_{r:f} = \{P_g\} \quad (1 \leq g \leq G) \]  

(2)

where \( G \) denote total subsets of generated data.

![Fig. 1. Block diagram of the proposed M-CWOA based big data indexing](image)

3.1. First level data clustering in the mapper phase using Sparse FCM

In first level data clustering, the clustering of data is performed on the mapper using the big partitioned data. The total subsets of data are equal to the total number of the mapper in the mapper phase that is formulated as,

\[ M = \{M_1, M_2, ..., M_g, ..., M_G\} \]  

(3)

Where \( M_g \) indicates \( g^{th} \) mapper, and \( G \) indicates the total number of the mapper. The input of the \( g^{th} \) mapper is given as,
\[ P_g = \{W_{x,y}\}; (1 \leq x \leq X); (1 \leq y \leq Y) \]

Where \( Y \) is the total data point in the \( g \)th subset, and \( X \) is total attributes in \( g \)th the subset, and \( W_{x,y} \) is the data in \( g \)th the subset. Each mapper \( M_g \) takes \( P_g \) as input and performs clustering using a sparse FCM algorithm for selecting the clusters from all the mapper. In the mapper phase, the significant data clustering is performed with the centroids for the big data \( b_{e,i} \), that is devised using the sparse FCM [23]. The Sparse FCM handles the massive data and possesses the ability to select the highly significant and effective cluster centroid. The purpose of the proposed Sparse FCM is to compute the optimal centroid in the mappers of the MapReduce framework. Consider the data matrix as \( D_e = a_{k,i} \in \mathcal{X}^{e,f} \), which \( e \) is the total number of data points in the data and \( f \) is the total number of attributes. The Sparse FCM algorithm employs the distance metric to compute the cluster centroid, and the total number of centroids is based on the user and is hence, predefined. The cluster centroids are given as,

\[ r = \{r_1, r_2, ..., r_d, ..., r_h \} \]

Where \( h \) refers to the total number of cluster centroids and \( r_d \) id the \( d \)th cluster centroid. The cluster centroids are the highly significant data points that are highly essential to group the big data such that the processing and analysis using the big data become less complicated and take less time. The algorithmic steps of the proposed Sparse FCM are given below.

**Step 1: Initialization:** The primary step in the proposed Sparse FCM is the initialization of the data points in the big data that is expressed as,

\[ w = w_1^0 = w_2^0 = ... = w_f^0 = \frac{1}{f} \]

**Step 2: Update the partition matrix:** Consider \( r \) as the cluster center and fix the attribute weights as, \( w \) such that \( E(\mathcal{X}) \) is minimized if and only if,

\[ R_{k,d} = \begin{cases} \frac{1}{C_d} & \text{if } E_{k,d} = 0 \text{ and } C_d = \text{card} \{r : E_{kd} = 0\} \\ 0 & \text{if } E_{kd} \neq 0 \text{ but } E_{k,a} = 0 \text{ for some } a, a \neq d \\ \sum_{\alpha=1}^{h} \frac{E_{k,d}}{E_{k,d}} \left( \frac{1}{\beta-1} \right) & \text{Otherwise} \end{cases} \]

where, \( \text{card}(h) \) specifies the cardinality of a set \( h \), \( R_{k,d} \) is the degree of membership of the \( k \)th object belonging to the \( d \)th fuzzy cluster, \( \beta \) is the fuzzy index of fuzzy membership \( E_{k,d} \) is the distance measured in the Sparse FCM algorithm, \( \alpha \) denotes the number of features, and \( C_d \) is the cardinality of cluster center \( r \) when \( E_{k,d} = 0 \). When \( E_{k,d} = 0 \text{ and } C_d = \text{card} \{r : E_{kd} = 0\} \) then \( R_{k,d} \) is the inverse of \( C_d \), and \( E_{kd} \neq 0 \text{ but } E_{k,a} = 0 \text{ for some } a, a \neq d \) then the value for \( R_{k,d} \) is 0, otherwise inverse of
The distance measured in the Sparse FCM algorithm is given as,

\[ E_{kl} = \sum_{d=1}^{b} w_i \left( a_{kd} - r_{dl} \right)^2 \]  

(8)

where \( a_{kd} \) is the data point, \( w_i \) is the weight of cluster data, and \( r_{dl} \) is the cluster centroid. The distance can be calculated by the sum of the square of the difference between the data point, and cluster centroid multiplied with the weight.

**Step 3: Update the cluster centers:** Assume \( r \) and \( \Xi \) be fixed and \( E(t) \) is minimized if

\[
\begin{align*}
\left\{ \begin{array}{ll}
0 & \text{if } r_{ij} = 0 \\
\sum_{k=1}^{e} R_{k,l} \cdot a_{kl} & \text{if } r_{ij} \neq 0
\end{array} \right.
\end{align*}
\]

(9)

Where, \( k = 1, \ldots, e \), \( l = 1, \ldots, f \), and \( \beta \) is the weighted exponent, which is responsible for handling the degree of membership sharing among the fuzzy clusters. The dissimilarity measure is indicated \( \Xi \). The proposed update rule of cluster centroid is derived as follows:

The proposed update rule of the Sparse FCM algorithm obtains the cluster centroids effectively with reasonable accuracy. The Sparse FCM applies to the significant data clustering that holds the ability to solve the data with variable features and missing data.

\[
\sum_{l=1}^{f} \left| w_i^* - w_i^0 \right| < 10^{-4}
\]

(10)

Thus, the obtained clusters are given as,

\[
C = \{C_1, C_2, K, C_q, K, C_s\}
\]

(11)

Where \( s \) indicates total clusters. Thus, the cluster centroids are obtained using the Sparse FCM, and the number of the centroids is based on the user-set count, and the centroids group the clusters such that the data points in a cluster group exhibit similar characteristics, whereas the data points between the clusters exhibit dissimilar characteristics.

### 3.2. Second level data clustering in the reducer phase using Sparse FCM

The cluster centroids determined using Sparse FCM in the individual mappers are combined to form the intermediate clusters that form the input to the reducer \( R \). In reducer, again the sparse

FCM is adapted for the clustering of the merged data. Thus, the clustered data generated in the reducer is given as,
\[ C' = \{C'_1, C'_2, \ldots, C'_K\} \]  
(12)

The steps for executing the sparse FCM are illustrated in section 3.1.

3.3 Query matching for retrieving relevant data

Consider the input query \( Q \), which is done to match the data belonging to the cluster \( C'_q \). The obtained cluster \( C'_q \) is matched with the query \( Q \) for second-level matching. The matched data \( P_g \) is finally retrieved.

Due to the massive size of data, the complexities in managing and handling the data increases in an exponential manner. Thus, the processing of big data is needed, and the replica of the database should be kept in the main memory for yielding faster data processing, but it can be done by adapting effective indexing techniques, which could retrieve the data with less cost and time. The processing of queries is done to retrieve the data in an efficient manner in order to speed up the retrieval process. Many query processing techniques are supported by indexing methods for ensuring effective data retrieval. Here, two-level query matching is carried out for retrieving the data from the massive database. In first level query matching, the input query is generated to retrieve the relevant cluster to which the data resides using the PESM [24] similarity measure whereas, in second-level query matching, the query is given to each cluster for retrieving the exact data from the cluster using the PESM similarity measure. Finally, the ranking of the data is done using the newly designed optimization algorithm named M-CWOA, which is obtained by integrating the MBO [22] and CWOA [21].

3.4. Proposed M-CWOA for ranking big data

In this section, the proposed technique, named M-CWOA, for big data ranking performed in a MapReduce framework. Each mapper from the MapReduce framework employs a clustering algorithm named Sparse FCM for clustering the obtained big data. The clusters generated from the mapper are merged and fed as an input to the reducer. In reducer, again, the obtained data is clustered based on sparse FCM in order to determine the optimal clusters. Here, second-level query matching is performed for the final data retrieval. In first level query matching, when an input query is generated, then the cluster relevant to the query are retrieved. For the obtained cluster, again, a query is generated for obtaining the relevant data from the cluster. Finally, the ranking of data is performed using the newly designed optimization algorithm named M-CWOA, which is designed by combining MBO [22] and CWOA [21]. The solution encoding, fitness function, and the proposed M-CWOA algorithm are illustrated in the subsections.

3.4.1. Solution encoding

The solution encoding presents the simplest view of representing the algorithm designed for finding the clusters. Here, the solution is the cluster centroid, which is initialized in random, depending on the intermediate clusters produced by the mappers. The clusters are merged in the reducer and again clustered for performing the data clustering. Thus, the solution is a vector whose size is equivalent to the number of clusters and the data. Based on the fitness evaluated, the cluster centroids can be determined optimally using the M-CWOA algorithm.
Here, the relevant data is determined by ranking the data using the proposed M-CWOA algorithm. Consider $C_1, C_2, K, C'_n, K, C'_s$ being the clusters in which the data resides. The required data is retrieved from the selected cluster, which consists of several data subsets which range from $1 \leq e \leq E$. Fig. 2 illustrates the solution for ranking the data.

![Fig. 2. Solution encoding for data ranking](image)

### 3.4.2. Fitness function

The fitness function, which decides the quality of the solution, is designed using three similarity measures, namely the Kendal rank correlation coefficient, Tanimoto similarity measure, and Spearman correlation coefficient. The fitness function measures the similarity between the clusters and is suitable for clustering algorithms. The fitness function is formulated based on similarity measures, which are formulated as,

$$\text{Fitness} = \{ Z + T + U \}$$

where $Z$ is the Kendal rank correlation coefficient, $T$ refers to the Tanimoto similarity, and $U$ is the Spearman correlation coefficient.

**Kendal rank correlation coefficient**

The Kendall rank correlation coefficient is utilized for measuring the ordinal association between the two measured quantities. It is also known as Kendall's tau coefficient.

Consider $(A_1, B_1), (A_2, B_2), K, (A_s, B_s)$, representing a set of observations of the variable $A$ and $B$ such that all values of $a_j$ and $b_j$ are unique. The pair $(A_y, B_y)$ and $(A_t, B_t)$ where $y < t$ is termed as concordant if and only if ranks of both elements are satisfied that is if both $a_y > a_t$ and $b_y > b_t$; or else if both $a_y < a_t$ and $b_y < b_t$. They are termed as discordant pairs if $a_y > a_t$ and $b_y < b_t$, or else if both $a_y < a_t$ and $b_y > b_t$. If $a_y = a_t$ and $b_y = b_t$, then, the pair is neither discordant nor concordant. The Kendal rank coefficient is formulated as follows,

$$Z = \frac{N_c - N_d}{v(v-1)/2}$$

where $N_c$ represents the count of concordant pairs, $N_d$ indicates the number of discordant pairs, $v(v-1)/2$ refers to the binomial coefficient for the number of ways to select two items from $v$ items.

**Tanimoto similarity**

The Tanimoto [25] metric is the metric utilized for determining the similarity through the
overlap or by the intersection of a set. This metric is defined as the ratio of intersecting set to the union set for computing the similarity. The Tanimoto similarity measure is computed as follows,

\[ T = \frac{\sum_{\gamma=1}^{\kappa} \eta_{\gamma} \rho_{\gamma}}{\sum_{\gamma=1}^{\kappa} \eta_{\gamma}^2 + \sum_{\gamma=1}^{\kappa} \rho_{\gamma}^2 - \sum_{\gamma=1}^{\kappa} \eta_{\gamma} \rho_{\gamma}} \]  

(15)

Where, \( \eta_{\gamma} \) and \( \rho_{\gamma} \) indicates the two vectors, and \( \kappa \) is the total number of observations where \( 1 \leq \gamma \leq \kappa \).

(iii) **Spearman correlation coefficient**

The Spearman correlation coefficient is also referred to as the Pearson correlation coefficient amongst the rank variables. For sample size, \( L \), the \( L \) raw scores \((X_j, Y_j)\) are transformed to \( RX_j, RY_j \) and is given by,

\[ U = \frac{\text{Cov}(R_X, R_Y)}{\sigma_{RX} \sigma_{RY}} \]  

(16)

Where, \( U \) indicates the Pearson correlation coefficient, \( \text{Cov}(R_X, R_Y) \) indicate the covariance of rank variables, \( \sigma_{RX}, \sigma_{RY} \) is the standard deviation of rank variables.

### 3.4.3. Proposed M-CWOA algorithm

The obtained data are ranked based on the proposed M-CWOA algorithm. The proposed M-CWOA algorithm is designed for the optimal selection of cluster centroids to perform clustering is summarized in this section. The proposed M-CWOA algorithm is designed by modifying the update process of MBO using CWOA. The MBO [22] algorithm is inspired by the migration behavior of monarch butterflies for optimizing the global optimization tasks. However, the MBO algorithm may lead to premature convergence, which can be solved using CWOA that has better convergence behavior with local optima avoidance. The CWOA is designed by introducing chaos in the WOA algorithm. The CWOA algorithm is well known for its speed, which helps the optimization techniques in exploring the search space in a vigorous manner [21]. Thus, integrating CWOA with the MBO algorithm leads to an optimal global solution, with high performance.

The steps involved in the proposed M-CWOA algorithm are described as follows:

**Step 1. Initialization:** The initialization of the population \( P \) is given as follows:

\[ P = \{ P_1, P_2, K, P_o, K, P_n \} \]  

(17)

Where \( N \) is the total population, and \( P_o \) represents the \( o^{th} \) solution.

**Step 2: Evaluation of fitness function:** The fitness of the solution is computed based on the formula shown in equation (13). The fitness of the individual solutions is computed, and the solution that attains the maximum value of fitness is selected as the optimal solution.

**Step 3: Determination of update position:** To enhance the algorithmic performance, the CWOA algorithm is being utilized. Thus, the update equation based on the CWOA [21] is
given as,

\[
P_{i,v}(\vartheta + 1) = \begin{cases} \frac{P(\vartheta)}{0.7} ; & P(\vartheta) < 0.7 \\ \frac{10}{3}(1 - P(\vartheta)) ; & P(\vartheta) \geq 0.7 \end{cases} \tag{18}
\]

To increase the speed of convergence rate, the MBO algorithm is being utilized. The MBO algorithm utilizes the behavior of butterflies for providing optimal performance while solving the optimization issues, and less parameter is needed for fine-tuning. As per the MBO algorithm [22], the solution update is expressed as,

\[
P_{i,v}(\vartheta + 1) = P_{i,v}(\vartheta) + \mu(dP_v - 0.5) \tag{19}
\]

Where \( dP_v \) represents the walk step of butterfly \( i \), \( \mu \) refers to the weighting factor, \( P_{i,v}(\vartheta) \) is the current position of the butterfly, and \( P_{i,v}(\vartheta + 1) \) is the next position of the butterfly.

Above equation is rewritten as follows:

\[
P_{i,v}(\vartheta) = P_{i,v}(\vartheta + 1) - \mu(dP_v - 0.5) \tag{20}
\]

Thus, the solution update of the proposed M-CWOA algorithm after substituting equation (20) in equation (18) is expressed as,

\[
P_{i,v}(\vartheta + 1) = \frac{P_{i,v}(\vartheta + 1) - \mu(dP_v - 0.5)}{0.7} \tag{21}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{P_{i,v}(\vartheta + 1) - \mu(dP_v - 0.5)}{0.7} \tag{22}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{P_{i,v}(\vartheta + 1) - \mu(dP_v - 0.5)}{0.7} \tag{23}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{-\mu(dP_v - 0.5)}{0.7} \tag{24}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{-\mu(dP_v - 0.5)}{0.7} \tag{25}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{\mu(dP_v - 0.5)}{0.3} \tag{26}
\]

Similarly, the update equation of proposed M-CWOA algorithm can be written by substituting equation (20) in second equation of the CWOA algorithm given in (18) and is expressed as,

\[
P_{i,v}(\vartheta + 1) = \frac{10}{3}(1 - P_{i,v}(\vartheta)) \tag{27}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{10}{3}(1 - P_{i,v}(\vartheta + 1) + \mu(dP_v - 0.5)) \tag{28}
\]

\[
P_{i,v}(\vartheta + 1) = \frac{10}{3} - \frac{10}{3} P_{i,v}(\vartheta + 1) + \frac{10}{3} \mu(dP_v - 0.5) \tag{29}
\]
\[ P_{i,v}(\theta + 1) + \frac{10}{3} P_{i,v}(\theta + 1) = \frac{10}{3} \left( 1 + \mu(d_{P_{v}} - 0.5) \right) \] (30)

\[ P_{i,v}(\theta + 1) + \frac{13}{3} = \frac{10}{3} \left( 1 + \mu(d_{P_{v}} - 0.5) \right) \] (31)

\[ P_{i,v}(\theta + 1) = \frac{10}{13} \left( 1 + \mu(d_{P_{v}} - 0.5) \right) \] (32)

Equation (33) forms the position update equation of the proposed M-CWOA algorithm, which improves the performance of the algorithm in big data indexing and retrieval.

\[ P_{i,v}(\theta + 1) = \begin{cases} 
\frac{\mu(d_{P_{v}} - 0.5)}{0.3} & ; P_{i,v}(\theta) < 0.7 \\
\frac{10}{13} \left( 1 + \mu(d_{P_{v}} - 0.5) \right) & ; P_{i,v}(\theta) \geq 0.7 
\end{cases} \] (33)

**Step 4: Ranking the solutions based on the fitness:** The solutions are ranked based on the fitness and the solution that ranked the highest, forms the best solution.  
**Step 5: Terminate:** The iteration is continued for the maximum number of iterations and terminates upon the generation of the optimal global solution.

![Flowchart for proposed M-CWOA based big data indexing](image)

**Fig. 3.** Flowchart for proposed M-CWOA based big data indexing

The flowchart for the proposed M-CWOA based big data clustering is represented in **Fig. 3**. The big data can be clustered using the MapReduce framework, and then based on the first and second input query, the relevant data can be retrieved. Then, the ranking can be done by using the proposed M-CWOA and based on that, and the required data can be retrieved.
4. Results and Discussion

This section elaborates on the results obtained by the existing method to prove the effectiveness of the proposed method by performing a comparative analysis using four datasets. The analysis is performed based on precision, recall, and F1-Score metric.

4.1 Setup of the experiment

The experimentation is performed in MATLAB tool using Windows 10 OS with Intel i3 processor and 2GB RAM.

4.2 Dataset description

The four datasets are taken for experimentation, which is illustrated in this section.

i) Breast cancer Data set

Breast Cancer Data Set [26] is donated by Ming Tan and Jeff Schlimmer using the domain offered by the Oncology Institute that has appeared from the machine learning literature. The dataset contained 201 instances of one class and 85 instances of another class. The instances are elaborated using nine attributes, which are either linear or nominal. Some of the attributes are age, tumor-size, irradiate, node-caps, and so on. The number of web hits attained by the dataset is around 405043 and is multivariate in nature.

ii) Breast cancer Wisconsin data set

The Breast Cancer Wisconsin Data Set [27] is licensed under CC BY-NC-SA 4.0 and is used for predicting if the cancer is malignant or benign. The features are calculated using a digitized image of a fine needle of a breast mass. The dataset elaborates on the features of the cell nuclei present in the image. Some of the attributes include id, which is used for id number, diagnosis (M = malignant, B = benign), radius means which computes the mean of distances, texture_mean, which evaluates the standard deviation of gray-scale values and so on. This dataset is applicable in three domains, like healthcare, mathematics, and cancer diagnosis.

iii) Cardiotocography

The Cardiotocography Data set [28] consists of measurements of fetal heart rate(FHR) and uterine contraction(UC) features on cardiotocography classified by expert obstetricians database with multivibrator characteristics. The number of instances is 2126, with 23 attributes. The number of web hits attained by the dataset is 146930. The area of the dataset is life. The associated task of the dataset is classification.

iv) Statlog heart disease

The Statlog (Heart) Data Set [29] is a kind of heart disease database with multivariate characteristics. The tasks associated with the dataset are classification. The number of instances is 270, with 13 attributes. The characteristic of attributes is either categorical or real. The number of web hits attained by the dataset is 192944. Some of the attributes include age, chest pain type, resting blood pressure, and so on.
4.3 Performance metrics

The metrics adapted for analyzing the methods include precision, recall, and F1-Score.

4.3.1) **Precision:** Precision refers to the highest level of exactness, which is given as,

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(34)

4.3.2) **Recall:** Recall refers to the ratio of the true positive concerning the addition of true positive and false negative and is formulated as,

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

(35)

4.3.3) **F1-score:** It is defined as the measure of accuracy, which is used to compute the value using precision and recall. It is defined by,

\[
\text{F1-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

(36)

4.4. Comparative analysis

The analysis is performed using the existing SmallClient indexing [1], Top-K Dominance indexing [2], parallel indexing [3], and proposed M-CWOA based on precision, recall, and F1-Score. The analysis is performed by varying the number of retrievals from 5 to 25.

4.4.1 Analysis using Breast cancer dataset

Fig. 3 illustrates the analysis of methods based on precision, recall, and F1-Score parameter using the breast cancer Data Set. The analysis based on the F1-Score parameter is portrayed in Fig. 3a. When the number of data retrieval is 5, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.828, 0.863, 0.863, and 0.96, respectively. Likewise, when the number of data retrieval is 25, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.610, 0.630, 0.666, and 0.731, respectively. The analysis based on the precision parameter is portrayed in Fig. 3b. When the number of data retrieval is 5, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.893, 0.897, 0.901, and 0.96, respectively. Likewise, when the number of data retrieval is 25, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.893, 0.897, 0.901, and 0.96, respectively. The analysis based on the recall parameter is portrayed in Fig. 3c. When the number of data retrieval is 5, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.893, 0.897, 0.901, and 0.96, respectively. Likewise, when the number of data retrieval is 25, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.706, 0.706, 0.706, and 0.726, respectively.
4.4.2 Analysis using Breast cancer wins dataset

Fig. 5 illustrates the analysis of methods based on precision, recall, and F1-Score parameter using breast cancer wins Data Set. The analysis based on the F1-Score parameter is portrayed in Fig. 4a. When the number of data retrieval is 5, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.931, 0.935, 0.931, and 0.954, respectively. Likewise, when the number of data retrieval is 25, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.826, 0.830, 0.744, and 0.829, respectively. The analysis based on the precision parameter is portrayed in Fig. 4b. When the number of data retrieval is 5, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.882, 0.945, 0.886, and 0.945, respectively. Likewise, when the number of data retrieval is 25, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.790, 0.790, 0.735, and 0.805, respectively. The analysis based on the recall parameter is portrayed in Fig. 4c. When the number of data retrieval is 5, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.936, 0.930, 0.936, 0.950, respectively. Likewise, when the number of data retrieval is 25, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.771, 0.794, 0.740, 0.833, respectively.
4.4.3 Analysis using Cardiotocography dataset

Fig. 6 illustrates the analysis of methods based on precision, recall, and F1-Score parameter using cardiotocography Data Set. The analysis based on the F1-Score parameter is portrayed in Fig. 5a. When the number of data retrieval is 10, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.8824, 0.8577, 0.8548, and 0.9223, respectively. Likewise, when the number of data retrieval is 25, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.8391, 0.8402, 0.7523, and 0.8408, respectively. The analysis based on the precision parameter is portrayed in Fig. 5b. When the number of data retrieval is 10, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.8982, 0.8245, 0.8358, and 0.9237, respectively. Likewise, when the number of data retrieval is 25, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.8009, 0.8009, 0.7537, and 0.8032, respectively. The analysis based on the recall parameter is portrayed in Fig. 5c. When the number of data retrieval is 10, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.9322, 0.8427, 0.8521, and 0.9371 respectively. Likewise, when the number of data retrieval is 25, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, parallel indexing, and proposed M-CWOA are 0.8143, 0.8076, 0.7671, and 0.81121, respectively.

Fig. 4. Analysis of methods using Breast cancer wins dataset a) F1-Score b) Precision c) Recall
Fig. 5. Analysis of methods using Cardiotocography dataset a) F1-Score b) Precision c) Recall

4.4.4 Analysis using Statlog heart disease dataset

Fig. 7 illustrates the analysis of methods based on precision, recall, and F1-Score parameter using Statlog heart disease Dataset. The analysis based on the F1-Score parameter is portrayed in Fig. 6a. When the number of data retrieval is 5, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.951, 0.945, 0.951, and 0.957, respectively. Likewise, when the number of data retrieval is 25, the corresponding F1-Score values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.757, 0.798, 0.757, and 0.839, respectively. The analysis based on the precision parameter is portrayed in Fig. 6b. When the number of data retrieval is 5, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.962, 0.970, 0.954, and 0.974, respectively. Likewise, when the number of data retrieval is 25, the corresponding precision values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.767, 0.808, 0.767, and 0.844, respectively. The analysis based on the recall parameter is portrayed in Fig. 6c. When the number of data retrieval is 5, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.957, 0.926, 0.957, and 0.963, respectively. Likewise, when the number of data retrieval is 25, the corresponding recall values computed by existing SmallClient indexing, Top-K Dominance indexing, Parallel indexing, and proposed M-CWOA are 0.770, 0.807, 0.770, and 0.851, respectively.
4.5. Comparative discussion

Table 2 illustrates the analysis of methods based on F1-Score, precision, and recall measure using five datasets. The maximal F1-Score is acquired by proposed M-CWOA with an F1-Score value of 0.9223, whereas the F1-Score value attained by the existing methods like SmallClient indexing, Top-K Dominance indexing, Parallel indexing are 0.8824, 0.8613 and 0.8588, respectively. The maximal precision is measured by the proposed M-CWOA with precision value as 0.9237 whereas the precision values of existing methods like SmallClient indexing, Top-K Dominance indexing, Parallel indexing, is 0.9227, 0.8859, and 0.8599, respectively. The maximal recall is computed by proposed M-CWOA with recall value as 0.9371 whereas the existing methods like SmallClient indexing, Top-K Dominance indexing, Parallel indexing, is 0.9369, 0.8993, and 0.8767, respectively.

Table 2. Comparative analysis

| Dataset                  | Metric     | SmallClient indexing | Top-K Dominance indexing | Parallel indexing | Proposed M-CWOA |
|--------------------------|------------|----------------------|--------------------------|------------------|-----------------|
| Using breast cancer Data Set | F1-Score   | 0.610                | 0.630                    | 0.666            | 0.731           |
|                          | Precision  | 0.62                 | 0.62                     | 0.636            | 0.72            |
|                          | Recall     | 0.706                | 0.706                    | 0.706            | 0.726           |
| Using breast cancer wins Data Set | F1-Score  | 0.826                | 0.829                    | 0.744            | 0.829           |
|                          | Precision  | 0.790                | 0.790                    | 0.735            | 0.805           |
|                          | Recall     | 0.771                | 0.794                    | 0.740            | 0.833           |
Using Cardiotocography Data Set

|       | F1-Score | Precision | Recall |
|-------|----------|-----------|--------|
|       | 0.8824   | 0.9227    | 0.9269 |
|       | 0.8613   | 0.8859    | 0.8993 |
|       | 0.8588   | 0.8599    | 0.8767 |
|       | 0.9223   | 0.9237    | 0.9371 |

Using statlog heart disease

|       | F1-Score | Precision | Recall |
|-------|----------|-----------|--------|
|       | 0.757    | 0.767     | 0.770  |
|       | 0.798    | 0.808     | 0.807  |
|       | 0.757    | 0.767     | 0.770  |
|       | 0.839    | 0.844     | 0.851  |

5. Conclusion

The paper deals with the proposed big data indexing and retrieval that aimed at meeting the rising demands of high volume, high velocity, high value, high veracity, and huge variety. The big data streaming is performed using the MapReduce framework such that the data from the distributed sources is handled parallel at the same time. Initially, the data is split and sent to different mappers wherein each mapper performs data clustering using Sparse FCM. The obtained clusters are merged and fed to the reducer wherein, again, clustering is done to separate the data packets into different clusters. The two-level query is adapted for determining the relevant data. The first level query finds the cluster to which the data belongs, and the second level query finds the exact data that the user requested. The ranking of data is done using the proposed M-CWOA algorithm, which is designed by integrating the CWOA and MBO algorithm. The final output from the MapReduce framework is the relevant data. The analysis of the methods confirms that the proposed method outperformed the existing methods with the precision, recall, and F1-Score with values 0.9237, 0.9371, and 0.9223, respectively.
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