Integration and Application of Animation Production Simplification in a VR Virtual Reality Teaching System

Abstract—This study designed a teaching system based on the animation model, which focuses on VR virtual reality technology and incorporates the improved computer animation modeling technique. The whole system is composed of three main parts, including the front-end animation model, the rear-end background model and the dynamic audio model. In particular, the use of the simplified animation technology makes it easy to operate the system. On this basis, this study followed the idea of comparing experimental teaching to test the results of applying this system in the experimental class and the control class in the course of 3D animation production. The results confirmed that the system has a positive effect in enhancing students’ interest in learning, practical ability, maturity of space cognition and so on.

Index Terms—animation production, simplification, 3D animation, VR virtual technology

I. INTRODUCTION

Animation is not the art form existing naturally, but has been developed due to the interaction between three seemingly unrelated fields of technology and art with the gradual development of human society, namely, art, persistence of vision and photography [1]. In the early development stage, animation was basically experimental animation. Every technological innovation would bring a qualitative leap in the animation industry [2]. In recent years, as a consequence of the continuous growth and innovation of computer software technology and hardware technology, 3D animation came into being. With the support of computer hardware, three-dimensional animation software in the computer could be used to make a fully virtual three-dimensional world. Three-dimensional animation, also known as 3D animation, is a new technology emerging with the development of computer hardware and software technology [3]. 3D animation software first establishes a virtual world in the computer. The designer builds the model and scene in the virtual three-dimensional world in accordance with the shape and size of the object to be shown, sets the movement orbit of the model, movements of the virtual camera and other animation parameters according to the requirements, and finally equips the model with specific material as required, and marks with lights. When all these steps are done, the automatic operation of the computer can generate the final picture [4]. Yang used three-dimensional computer graphic imaging technology and the motion capture system to achieve high quality and efficient three-dimensional animation production. He introduced an interactive animation virtual environment construction plan based on the combination of animation, virtual reality VR equipment and network technology, and achieved desired teaching effect [5]. Ye employed virtual reality technology to produce a virtual motorcycle simulation courseware system, discussed the progress from two-dimensional design to three-dimensional modeling technology and optimized technology for shaping three-dimensional scenes, the process of animation settings, and a method of using Auto CAD 3ds max Virtools to implement the technology, and finally analyzed the role of virtual reality technology-based courseware in the teaching process [6]. Merchant et al. examined the influence on the learner characteristics (such as psychological and perceptual variables) from a 3D desktop virtual reality environment which could reinforce chemistry-related learning results in an introductory class of chemistry in college. Eventually, they found an effective role of 3D virtual reality-based instruction in improving chemistry achievements among students [7]. Codd et al. utilized three-dimensional virtual reality technology to build a virtual human anatomy teaching system. Consequently, through using the open source 3D imaging program “Blender” in the system, they produced an interactive, three-dimensional computer model of forearm anterior compartment musculoskeletal anatomy. The objective of the following experiment was to compare the results of using traditional anatomy teaching methods and 3D virtual reality. Finally, as shown by the experimental results, the system is highly interactive and could help medical students improve their understanding of the human anatomy course [8]. In short, the combination of three-dimensional animation and VR technology is increasingly being applied to modern education.

However, throughout the existing research results, although 3D animation virtual technology often appears in teaching, the production of 3D animation requires the use of 3D animation production tools. Currently, it is quite difficult and complex to use 3D animation production tools. Particularly, for teachers of other majors other than animation, it is really hard to make apply 3D animation virtual technology according to their teaching content [9]. Consequently, they common use the PPT production system in teaching. This defect has undoubtedly hindered the promotion and development of three-dimensional virtual technology; secondly, the present teaching methods advocate student-teacher interaction. Especially in training-oriented teaching, students engage in independent production in accordance with the topic given by the teacher. However, due to the difficulty of employing three-
dimensional virtual technology, students suffer from some technical difficulties in completing the design work alone; besides, in the course of “3D animation production” among institution of higher education, it is hard to see successful cases of the real introduction of VR technology to build the teaching system. Furthermore, relevant researches are still in a blank. Therefore, this study developed and designed a three-dimensional virtual technology production tool which can also be used by non-professional technical personnel (including ordinary teachers and students), and applied it in the course of “3D animation production”, expecting to provide reference for the future research.

II. DESIGN AND ANALYSIS OF THE VR ANIMATION TEACHING SYSTEM

A. Functional Analysis of the System

To effectively solve the above-mentioned problem in face of the course of “3D animation production”, it is necessary to adopt more advanced, scientific methods to design a more demonstrative, interactive and audiovisual information teaching platform, and introduce it into the teaching practice to improve the quality of curriculum teaching. Based on this design requirement, this study focused on VR virtual reality technology, incorporated the technique of animation model, and built a new three-dimensional interactive dynamic teaching system. This system has many advantages in teaching, can effectively overcome various defects of the course of “3D animation production” such as many knowledge points, poor interactivity, and insufficient visual effects, and could play an extremely important role in promoting optimization of the effectiveness of teaching. Figure 1 shows the functional design of the system.

Function A: display of the animation model. Display and output of the animation model should become the primary function of the VR virtual reality technology-based system. To be specific, this function of the system includes two sub-functions: display of the front-end animation model and display of the rear-end background animation model. The function of displaying the front-end animation model is mainly used for live shows. The animation model generated can be timely presented to the audience in the 2D or 3D form for viewing and interaction; by contrast, the function of displaying the back-end animation model is employed in early production of the 2D or 3D animation to be displayed. This production is completely based on the self-adaptive process. The system can automatically set the color, model, resolution and other indicators of the animation to be displayed according to the requirement of VR display, and give the final output of the most optimal animation model.

Function B: output of the dynamic audio. Another function of this system is reflected in output of the dynamic audio. It is called output of the dynamic audio because, one the one hand, the source of the output audio can be constituted by many aspects, for example, external recording devices, including tape recorders, voice recorders, microphones and so on. During teaching, teachers can select the appropriate recording equipment according to the actual situation, to complete recording and output of the teaching audio. On the other hand, playing the audio signal can realize multi-channel output and parallel transmission. When the system is working, a set of dynamic audio models can control playing of individual teaching audio. However, when teachers need to play more pieces of audio in the process of presenting the animation, they can also select the setting button for multiple sets of dynamic audio model in the system to control playing of different pieces of teaching audio simultaneously.

Function C: On-site interactive sharing. The system has a man-machine interface, using the touch-screen control technology. In practical application, users can select the 3D animation model they want to view, modify or produce through the touch control mode and engage in corresponding operations. In addition, the internal system integrates the wireless module, and comes with the LAN chatting software. With the assistance of the software, teachers and students can take part in distance learning in different spaces. Finally, the system uses SQL database technology, to build a database platform which is capable of storing data generated in the process of teaching and provide uploading, downloading, sharing, and other functions. The use of these functions enables teachers and students to share teaching experiences or results in a timely manner.

B. Modules of the system

According to the functions above, the system mainly consists of the following modules: the module of animation model display, the module of dynamic audio output, and the module of on-site interactive sharing. Figure 2 illustrates the specific modules of the system.
The following key technologies are applied in each module:

(1) Technologies for the module of animation model display: VRML modeling and VR-JAVA synchronizing of VR virtual reality technology are the two key technologies used in this module. Noticeably, VRML modeling technology is mainly applied for processing, rendering, and output display of the front-end and rear-end animation model in the system. Meanwhile, VR-JAVA synchronizing technology is primarily adopted for adjusting consistency of output of the front-end and rear-end animation model in the system, so as to ensure stability of the frame value of the animation model processed by the back-end and the one displayed by the front-end.

(2) Technologies for the module of dynamic audio output: parallel signal processing technique and audio output are the two technologies applied in this module. Parallel signal processing technique is mainly used for the operation of the system, to simultaneously output several sets of teaching audio signals which do not interfere with each other. Through the use of this technique, teachers can divide the objects into several groups in the teaching process, and assign different teaching task for each group, and send different audio contents of teaching demonstration by combining with the task of teaching, to achieve one-to-more and non-interfering simultaneous teaching. Audio output technology is the main technology to ensure audio signal acquisition and output in the system.

(3) Technologies for the module of on-site interactive sharing: This module mainly utilizes SQL Server database technology and touch-screen control technology. Firstly, SQL Server database technology is employed to incorporate uploading, downloading, and sharing of teaching materials, on-site exchange and other functions into the system, to achieve on-site teaching interaction. Secondly, the use of touch-screen control technology allows teachers and students to achieve instant control over display of the teaching content via this simple, direct control mode of touching.

C. Process of using the system
The process of using the system in teaching is shown in Figure 3. Before the class in practical applications, teachers should set up parameters related to the three-dimensional animation teaching content according to the actual teaching content, for example, display parameters, audio parameters, storage parameters, etc. During teaching, the class will be divided into several groups in accordance with the learning or teaching situation, each group assigned to learn different three-dimensional animation content. Display, interpretation, sharing, storage and other functions coming with the system can be applied to demonstrate lifelike VR animation models and scenes to students and achieve interactive communications with students on-site, allowing students to experience the charm of VR virtual reality technology and thereby arousing their enthusiasm for learning.

III. APPLICATION AND ANALYSIS OF THE VR ANIMATION TEACHING SYSTEM IN EDUCATION

A. Implementation of the teaching design
In order to test the effect of applying the system in teaching of “3D animation production”, the study specially selected Class 1 (50 students) and Class 2 (50 students) of animation enrolled in 2013 in Dalian Jiaotong University, China (located in Dalian City, Liaoning Province, China) in comparative analysis. In the specific teaching design, Class 1 was treated as the control class, and taught under the “Theory + Practice” teaching mode. It should be noted that theoretical teaching was based on the traditional PPT teaching presentation equipment. Class 2 was viewed as the experimental class and exposed to the new teaching model designed by relying on the VR animation teaching system. The specific teaching process is as follows:

1) Stimulating the interest
The teacher used the VR animation model system to give live demonstration of three-dimensional animation teaching materials for students, and stimulated students’ interest in learning through powerful visual effects brought by the system. In this process, once the interest of students was inspired, the teacher should duly integrate theories and practical skills of 3D animation production, to lay the foundation for on-field practice in the later stage.
2) Getting into the scene

Under guidance in the previous stage, the teacher took the whole class into the VR teaching training room, allowing students to experience the charm of virtual reality technology-based scenes by themselves. Meanwhile, the teacher began to guide students to make three-dimensional animation teaching materials, for example, producing key frames, building animation models, creating animation scripts, etc. On the basis of activating students’ interest, the teacher led students to experience the immersive teaching environment and obtained teaching practice effects, as shown in Figure 4.

3) Group teaching

After a period of teaching, students in the class encountered different learning problems. Through LAN interactive software of the VR system, the teacher realized timely collection of students’ learning problems, divided the class into several groups according to the type of their learning problems, arranged a big teaching demonstration screen for each group, and engaged in on-site exchange and explanation with students of each group by using the remote interactive feature of the system.

| Process of using the system |
|-----------------------------|
| Set animation element model |
| Teachers calculate animation element model parameters |
| Adjust the parameters according to the class content |
| Output animation video, audio signal |
| Teachers touch screen display system |
| Students will complete the job and upload |
| Interactive communication between teachers and students |
| Storage teaching resources |
| Show students made outstanding works |
| YES |
| Return modification |
| NO |

Figure 3. Process of using the system

Figure 4. Process of producing three-dimensional animation

Figure 5. Group teaching for three-dimensional animation
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4) On-field practice

After successfully answering problems of all the groups, the teacher designed hierarchical practical projects according to learning situation of each group, and led each group to use the VR animation model system in on-site production practice. When students encountered specific problems, they could exchange with the teacher onsite to find answers through the system. Finally, students uploaded the works finished to the platform via the system, for the teacher to give on-site evaluation.

B. Results of Teaching Practice

As demonstrated in the statistical teaching results in Table 1, all learning indexes of the experimental class were significantly higher than those of the control class. At the same time, analysis by the SPSS software revealed that in terms of analytical skills, curiosity, cognitive maturity and three-dimensional imagination, the control class and the experimental class did not differ in early teaching. But at the end of teaching, these figures of the experimental class were significantly better than those of the control class, which shows that the introduction of the VR animation model system indeed play a tangible role in enhancing teaching quality of “3D animation production”.

In the later exchange with the experimental class, 80% of the students confirmed the advantages of the system in teaching. They mentioned that the introduction of this system makes it possible to create a more realistic and dynamic teaching scene. Compared to the conventional mode of teaching, this system is more attractive, can stimulate their interest in active learning, and could guide them to conduct in-depth study. It shows that the development and application of the teaching system is successful as a whole. However, there are some deficiencies in this teaching experiment. For example, only two classes were selected as the samples, implying that accuracy of the statistical results still should be improved. In future research and application, it is necessary to further optimize this issue.

IV. Conclusion

This study designed and applied a VR animation model system. The comparative teaching study shows that: (1) its excellent audio-visual effects could greatly stimulate students’ interest; (2) it has some advantages, like sound interaction, simple animation production tools and steps which are easy to master; at the same time, rich interactive classroom activities between students and teachers contribute greatly to enhancement of the teaching effectiveness of “3D animation production”. Therefore, institutions of higher education are suggested to apply the teaching system into teaching of other courses of animations.
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