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Abstract—Personalized image aesthetic assessment (PIAA) has recently become a hot topic due to its usefulness in a wide variety of applications such as photography, film and television, e-commerce, fashion design and so on. This task is more seriously affected by subjective factors and samples provided by users. In order to acquire precise personalized aesthetic distribution by small amount of samples, we propose a novel user-guided personalized image aesthetic assessment framework. This framework leverages user interactions to retouch and rank images for aesthetic assessment based on deep reinforcement learning (DRL), and generates personalized aesthetic distribution that is more in line with the aesthetic preferences of different users. It mainly consists of two stages. In the first stage, personalized aesthetic ranking is generated by interactive image enhancement and manual ranking, meanwhile two policy networks will be trained. The images will be pushed to the user for manual retouching and simultaneously to the enhancement policy network. The enhancement network utilizes the manual retouching results as the optimization goals of DRL. After that, the ranking process performs the similar operations like the retouching mentioned before. These two networks will be trained iteratively and alternatively to help to complete the final personalized aesthetic assessment automatically. In the second stage, these modified images are labeled with aesthetic attributes by one style-specific classifier, and then the personalized aesthetic distribution is generated based on the multiple aesthetic attributes of these images, which conforms to the aesthetic preference of users better. Once these two stages are completed, our approach can automatically generate personalized aesthetic assessment and ranking of the images provided by the user through comparing with previous mentioned personalized aesthetic distribution. Compared with other existing methods, our approach has achieved new state-of-the-art in the task of personalized image aesthetic assessment on the public AVA and FLICKR-AES datasets.

Index Terms—Image aesthetic assessment, Personalized image enhancement, Deep reinforcement learning, User interaction, Personalized aesthetic distribution.

I. INTRODUCTION

PERSONALIZED image aesthetic assessment is a vital problem that has numbers of applications such as film and television, etc. Due to the subjectivity of individual preference and the vast of images, it is challenging for users to immediately outcrop images that satisfy them. In this paper, we aim to model more accurate personalized aesthetic distribution through small amount of user interactions and personalized images, which helps to more quickly find out images that meet the user’s aesthetic preferences.

In recent years, plenty of work has been devoted to image aesthetic assessment. Some hand-crafted low-level visual features [1]–[6] and high-level aesthetic attributes [7]–[9] have been proposed to estimate the image aesthetic quality. Although using these traditional aesthetic features to classify images has made some progress, their accuracy can still not satisfy the requirement of different users. It is gratifying that the state-of-the-art features extracted by deep convolution neural networks [10]–[21] have been involved to evaluate the aesthetic quality of images due to its powerful representation. However, a small set of annotated images is insufficient to fully describe the user’s personal preference owing to its strong subjectivity. Some methods [10], [22]–[24] have introduced personalized features into aesthetic assessment. Nevertheless, in these methods, users are only allowed to express limited aesthetic preferences through the existing original images without changing the contents of them. The image retouching results by different users (shown in Fig. 1) show that the existing original images can not fully highlight the aesthetic preferences of different users.

Fortunately, deep convolutional neural networks (DC-NNs) have shown great promise for image enhancement. Many approaches have been employed for automatic photo enhancement, including style transfer [25]–[27] and automatic image enhancement [28]–[34]. The goal of style transfer is that the combined image will be generated via reconstructing the content of one image and the style of another one. Since the publicly available dataset mainly represents general style
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can make up for the above defects, significant progress in this research area has been achieved through deep neural networks \([10]–[13], [18]–[20], [22], [23], [37]–[41]\). Lu et al. \([13]\) first proposed a double-columned deep convolutional neural network based on AlexNet. Their approach combined global and local features, adopted a two-way network structure, and output the probability of images aesthetic classification. Wang et al. \([41]\) proposed the first multi-patch method for the prediction of image aesthetic score with the original image aspect ratios being preserved. Kong et al. \([37]\) developed a deep network architecture by combining the aesthetic attributes and content information of images to assess aesthetic quality.

However, due to the strong subjectivity of image aesthetic assessment, it is difficult to quantify the criteria for image aesthetic. Some studies \([10], [19], [20], [22], [23]\) took the subjectivity of aesthetic assessment into consideration. Yeh et al. \([20]\) introduced a structure that could maintain the resolution of the original image and input images of any size for training. Feature maps of different scales are extracted from different layers of the network and merged to train a CNN model to predict the image aesthetic score. In order to learn different human cognition of image aesthetics, Zhu et al. \([10]\) proposed a PIAA method based on Meta-Learning with bilevel gradient optimization. Xu et al. \([42]\) exploited the attention mechanism to learn the spatial attention map of image layout and find the spatial importance in aesthetics. Li et al. \([24]\) introduced personality traits to the task of the image aesthetics assessment and presented a personality-assisted multi-task deep learning framework for both generic and personalized image aesthetics assessment. Lv et al. \([22]\) proposed to continuously optimize user aesthetic preferences through multiple rounds of simple user interactions. However, during the interaction phase, user can only rerank the images without changing the contents of these images, but simply ranking the images does not highlight personalized aesthetic preferences very well. In order to solve the above problems and acquire better personalized aesthetic distribution, we further involve user retouching and re-ranking operations into the interaction phase.

B. Aesthetic image enhancement

Image enhancement is dedicated to improving the aesthetics of an image through transforming or altering the image using various methods and techniques. The work in \([22], [25]–[31], [36], [43]–[49]\) enhanced images to obtain more satisfying results over the years. For the problem of style transfer, Gatys et al. \([25]\) applied the DCNN to produce impressive stylization results by decomposing content and style from images. Liao et al. \([27]\) founded semantically meaningful dense correspondences between two input images and produced reconstructed results of visual style transfer through deep image analogy. Deng et al. \([43]\) designed one generator for enhancing low-quality images from the perspective of color transformation. Fang et al. \([44]\) decomposed the entire task of image enhancement into a series of independent filters, and connected these filters to complete the final goal. From the perspective of image aesthetics, some researchers also improved the quality of images by automatically cutting \([29], [43], [45], [47]\) and automatic composition \([48], [49]\). Li et al. \([46]\) proposed a strategy of clipping images to make them more beauty by reinforcement learning.

The above researches mainly consider the image enhancement of common aesthetic attributes. Recently, some researchers tried to model the user’s personalized preference to produce personalized stylization in the process of automatic image retouching. Unfortunately, existing algorithms do not fully consider personalized issues such as the user’s subjectivity. In view of this, we utilize subjective operations in the process of image modification, according to the retouching and reordering of images by users.

C. Reinforcement Learning

Reinforcement learning is an important branch of machine learning, which is widely used in games, robotics, natural language processing, image enhancement \([29], [31],\) etc. There have been some excellent work in recent years, like deep Q-network (DQN) \([50]\), double Q-learning \([51]\), Dueling network \([52]\). In reinforcement learning, the core problem \([53]\) is how an agent learns to adapt a possibly complex, initially unknown environment in a sequential trial and error process. It can directly obtain the learning information and update the model parameters by receiving the reward of the action. Park et al. \([29]\) proposed a deep reinforcement learning method for color reinforcement. It regarded color enhancement as Markov Decision Process, and trained an agent to learn the optimal global enhancement sequence in each step.

When one professional photographer retouches images in real life, each operation will depend on the visual feedback presented by the current image. The above series of operations can be described as a trial and error process, which is a sequential decision problem. Inspired by this idea, we use reinforcement learning to model sequential decision problems of retouching and ranking. The reinforcement learning algorithm based on the value function doesn’t need to change the selection strategy, but it is not suitable for the large-scale reinforcement learning process. The policy-based reinforcement learning algorithm easily converges to local optimal rather than the global one. Therefore, this paper uses the Actor-Critic algorithm, which breaks the limitations of the above two kinds of algorithms. The Actor chooses the next action according to the strategy, and the Critic gives the score according to the action selected by the Actor. We propose a personalized image enhancement module that adapts the retouched images as the input to the Actor-Critic neural network. The Actor network is used to generate enhanced images, and the Critic network is used to score the generated images so that we can obtain a personalized retouched image with the user preferences as a guide.

III. FRAMEWORK

In this paper, we propose a novel user-guided personalized image aesthetic assessment framework based on deep
Fig. 3. The overview framework of user-guided personalized image aesthetic assessment, which consists of two stages. For Stage 1, in the process of user interaction, $k$ images are firstly retrieved from the aesthetic database. Then, it is necessary to judge whether it is the first round of interaction. If it is, the original images and the retouched images by users will be directly pushed to the enhancement policy network in pairs for model training, and then these images and the ranked images by users are further pushed to the ranking policy network for model training. Otherwise, the original images are firstly auto-retouched by the enhancement policy network and then retouched manually by users. These two types of retouched images will also be pushed to the enhancement policy network for its fine-tuning. The similar process will be implemented for the ranking policy network. After several iterative operations, these two policy networks are able to output the ranking sequence of personalized enhanced images which satisfy users’ aesthetic preferences. For Stage 2, the aesthetic distribution of users can be generated by multi-label classification of the aesthetic attributes of those modified images, which are from several rounds of interactions.

reinforcement learning (illustrated in Fig. 3). It comprises of two stages: user-guided image aesthetic ranking and personalized aesthetic distribution generation. The framework uses the images in public aesthetic dataset to initialize the policy network, and then uses the user interaction to optimize the personalized policy network. The user-guided image aesthetic ranking is divided into two kinds of situations. If it is the first round of user interaction, the enhancement policy network uses the retrieved images and the user-retouched images for model learning. Subsequently, the retouched images and the user-ranked images are used by the ranking policy network for model learning. Under another situation, the enhancement policy network is used to automatically retouch the retrieved images, and then the ranking policy network is used to automatically rank the retouched images. After several rounds of iterative interaction, we will obtain the final personalized policy network that satisfies the aesthetic preferences of users. Finally, the personalized enhanced image sequences are obtained through the above process, and then multiple labels of images are obtained by aesthetic attribute classifier, and personalized aesthetic distribution is generated based on the ranking of the images and multiple aesthetic attributes, representing the user’s aesthetic preferences accurately. In this section, we will describe in detail the procedures and techniques involved above.

A. Interactive Personalized Aesthetic Enhancement

In order to reduce the influence of the instability and randomness caused by small amount of samples during the training phase, USAR [22] introduced the user interaction to optimize the results generated by the primary personalized ranking module. However, USAR did not allow users to retouch images according to personal preference. Different from USAR, this paper improves the interactive strategy and proposes a new module of personalized image aesthetic enhancement.

The process of user interaction is described in detail as follows (shown in Fig. 4). Our approach generates the personalized aesthetic distribution representing the user’s preference through multiple rounds of retouching and ranking interactions of the user. As USAR pointed out, it is clear that only one round of iteration is not so convincing. Therefore, in order to obtain satisfactory results for users, $N$ rounds of adjustment and editing operations will be performed to
The desired ranking results will be obtained after \( N \) iterations. In each interaction, the user can perform two operations: rank and retouch, which will guide the optimization of the policy networks.

continuously update the personalized dataset of the user’s aesthetic preference. In this paper, the user interaction contains two types of operations: images ranking and images retouching (exposure, gamma, white balance, contrast, tone, color curve, saturation, WNB, etc.). For the retouching process, users can adjust the aesthetic parameters of images to conform to their aesthetic preferences. By recording the retouching process of one user and training the enhancement module, we can acquire more precise personalized aesthetic model.

In detail, we describe the image enhancement process as selecting the next operation based on the effect of the current image, and finally simulating the entire sequence of operations for image modification. This process can be regarded as a sequential decision problem. Inspired by Hu [31], we use Actor-Critic strategy to learn the personalized aesthetic enhancement model. The Actor-Critic strategy is shown in Fig. 5. The Actor chooses actions according to the strategy. The Critic network updates the value function according to the reward that is given by the environment and guides the actor network to choose better strategy. As the number of iterations increases, the actor obtain the reasonable probability of each action and the critic constantly improve the reward value of action under each state.

The above process can be described as \( P = (S, A) \). \( S \) is state space, and \( A \) is action space in the reinforcement learning framework. The intermediate images are generated in the retouching process. \( A \) is the set of all filter operations. As we know in [31], the filter parameters need to be determined after choosing the filter operation when retouching an image. Action space consists of two parts: the discrete set of filter \( a_1 \) and the continuous set of filter parameter \( a_2 \). \( a_1 \) contains eight kinds of filter operations that reflect image aesthetic features, and \( a_2 \) has different continuous values according to each filter.

\[
a_1 = \{ \text{gamma, exposure, contrast, tone, color curve, white balance, saturation, WNB} \} \tag{1}
\]

Therefore, the strategy of actor selection also consists of two parts: \( \pi = (\pi_1, \pi_2) \). \( \pi_1 \) represents the probability distribution for each filter, and \( \pi_2 \) is the filter parameters which are generated by the actor network. The Critic network is in charge of evaluating the result.

Our actor-critic network consists of 5 convolutional layers and one fully connected layer (shown in Fig. 6). The expected value of critic network is:

\[
V_\pi(s) = E_\pi[r + \gamma V_\pi(s')] \tag{2}
\]

In order to evaluate the strategy, the value function is defined as follows:

\[
Q_\pi(s, a) = R_a + \gamma V_\pi(s') \tag{3}
\]
The loss function in the critic network is defined as follows:

\[ L_c = \frac{1}{n} \sum_{t=1}^{n} A_\pi(s, a)^2 \]  

(4)

where \( A_\pi(s, a) \) is the Monte Carlo estimation of the optimization function.

\[ A_\pi(s, a) = Q_\pi(s, a) - V_\pi(s) = r + \gamma V_\pi(s') - V_\pi(s) \]  

(5)

Actor network chooses actions based on strategy \( \pi \) to obtain more return values. The objective of actor network is to maximize the \( L_a \).

Different from Hu’s work [31], we focus on personalized aesthetic enhancement for different users, while introducing user interaction to achieve accurate extraction of user aesthetic preferences. Therefore, in order to use small amount of user interaction to obtain satisfactory image retouching results, we adopt the following strategy: the enhancement policy network first trains a generic aesthetic enhancement model offline by extracting generic aesthetic features on the publicly available dataset, and then online fine-tunes this model using the images modified by user interaction.

B. Interactive Personalized Aesthetic Ranking

Recently, many approaches are proposed to solve the problem of image ranking. The personalized image aesthetic ranking becomes even more challenging due to three following reasons. 1) Due to the high abstraction of image aesthetic features and user’s aesthetic preferences, the approach is required to have strong ability of aesthetic feature extraction. 2) The existing public dataset highlights the popular aesthetics, while there are some differences with the individual aesthetic preferences of different users. 3) For personalized image aesthetic ranking, the approach must be able to quickly learn different aesthetic preferences of different users with relatively small amount of data.

To address these challenges, we introduce the Deep Q-Network (DQN) [50] to realize personalized image aesthetic ranking. Specifically, we represent the sequence of images as continuous state features, the movement of the image as continuous action features, and use them as the input to DQN to predict the potential reward (i.e., whether close to the real ranking by the user). At the same time, our approach can leverage large amounts of public aesthetic data and then quickly adapt to the different aesthetic preferences of different users by online fine-tuning DQN. Meanwhile, DQN is different from other machine learning methods, it needs to constantly take action according to the feedback. Thus we propose to combine user interaction (i.e., user reranks the images in the image sequence) as feedback.

The DQN models the probability that a user may move a particular image in an image sequence and how to move it. In the setting of DQN, the similarity of image sequences and that provided by the user is essentially the reward available to the environment. At time \( t \), the agent receives the state \( s_t \) of image sequence from the environment. The agent uses its policy network to choose an appropriate action \( a \). Once \( a \) is executed, the environment is transferred to the next step, and the next status \( s_{t+1} \) of image sequence is provided as well as the reward \( r_{t+1} \). At the same time, the image sequence and feedback will be stored in memory. The agent uses knowledge \((s_{1}, a_{1}, s_{t+1}, a_{t+1}, r_{t+1})\) in the memory to learn and improve its policy network.

Agent. Therefore, we can model the total reward as Equation 6

\[ R_{s,a} = Q(s, a) = r_{immediate} + \alpha r_{future} \]  

(6)

where state \( s \) is represented by the current image sequence, action \( a \) is represented by the position and the direction of movement of the image, \( r_{immediate} \) represents the reward of the current situation (i.e., the similarity between the current image sequence state and the final image sequence state), and \( r_{future} \) represents the estimated future rewards of the agent. \( \alpha \) is a discount factor to balance the relative importance of immediate reward and future reward of action \( a \). Specifically, given \( s \) as the current state, we use the strategy of Double DQN [51] to predict the future total reward by taking action \( a \) at time \( t \) as in Equation 7

\[ R_{s,a,t} = r_{a,t+1} + \alpha Q(s_{a,t+1}, \text{arg max } Q(s_{a,t+1}, a'; \theta_t); \theta'_t) \]  

(7)

where \( r_{a,t+1} \) represents the immediate reward by taking action \( a, \theta_t \) and \( \theta'_t \) are two different sets of parameters of the policy network. In this equation, when action \( a \) is selected, the agent will speculate the next state \( s_{a,t+1} \). Moreover, the action \( a' \) that gives the maximum future reward is selected on the next state \( s_{a,t+1} \) based on \( \theta_t \). After this, the estimated future reward for the given state \( s_{a,t+1} \) is calculated based on \( \theta'_t \). For each fixed number of iterations, \( \theta_t \) will replace \( \theta'_t \). This strategy has been proved to eliminate overly optimistic estimates of Q [51]. Based on this, our agent will be able to make decisions considering both immediate and future situations.

The deep reinforcement aesthetic ranking can be shown as Fig. 7. In this part, the pool of users and images constitutes the environment, and ranking policy network play the role of agent. The state is defined as the representation of the image sequence and action is defined as the position and direction of movement for images. At each interaction, the state (i.e., images sequence) is pushed to the agent. The agent will select
the best action (i.e., the position and direction of movement) and fetch interactive feedback as the reward. Specifically, the reward is composed of the similarity of the image sequence. All these image sequences and feedback log will be stored in the memory of the agent. After certain fixed time, the agent will extract the experience from memory to update its ranking policy network.

C. Personalized Aesthetic Distribution Generation

After obtaining the ranking sequence of personalized retouched images, we turn to generate the personalized aesthetic distribution to match the user’s aesthetic preferences. However, the personalized image aesthetic ranking mainly extracts deep implicit features from user-specific images and does not highlight why users show these specific aesthetic preferences. Therefore, we introduce the image aesthetic attribute classifier to complete the image aesthetic classification. Furthermore, inspired by the multi-label classification task, we generate the user’s personalized aesthetic distribution based on the ranking sequence of personalized retouched images. The aesthetic attributes are used in this paper listed in Table I.

Once labeled by the well-designed aesthetic attribute classifier, images with multiple aesthetic attribute labels are pushed to our pre-trained one vs all classifier to generate personalized aesthetic distributions. The personalized aesthetic distribution is calculated by concatenating the specific distributions of all single styles as follows:

$$D_{ugiar} = \sum_{i=1}^{c} \frac{r_c - i + 1}{r_c \sum_{c} c} a_i$$

where $D_{ugiar}$ indicates the personalized distribution of user-specific images, $r_c$ is the ranking of $c$-th image’s distribution. And $a_i$ represents the aesthetic score of $i$-th image.

Given new testing images, we need to do the following two tasks at the same time to evaluate them: 1) We push these testing images to the aesthetic attribute classifier to generate test distribution $D_{test}$. Then the prediction score is calculated by the correlation $S$ between $D_{ugiar}$ and $D_{test}$ with Equation (10). 2) We send them to users for watching and assessment, and use the generated scores as the ground truth. Finally, we can get the final result by comparing the prediction and the ground truth of users.

$$S = \frac{(D_{ugiar} - D_{ugiar}) \sum_{i=1}^{n} (D_{test} - D_{test})}{\sqrt{(D_{ugiar} - D_{ugiar})^2 \sum_{i=1}^{n} (D_{test} - D_{test})^2}}$$

where $D_{test}$ represents the distribution of test images, $S$ represents the relative score between $D_{ugiar}$ and $D_{test}$.

IV. EXPERIMENTS

In this section, we extensively evaluate the performance of the proposed UG-PIAA on the two public datasets and compare them with other state-of-the-art methods.
can score the image from 1 and 10. In order to make this score more credible, when the process of personalized collection ends, users are allowed to score images in the second round based on the retouched images. If the images have large score deviations, they will be considered as invalid data. Finally, we rank these images and use them to accomplish our experiment.

B. Experimental setting

1) User recruitment: We select 60 volunteers from a variety of professions, aged 20 to 45, to obtain user-friendly dataset. Our system will automatically deliver images to volunteers from the dataset. Volunteers are asked to score the images and retouch images based on their preferences. In contrast to USAR [22], our model needs volunteers to retouch and rank the images. The retouched and ranked images are pushed sequentially to the enhancement and ranking policy network in pairs. Once the images are pushed to the policy network, the personalized automatic image enhancement policy network will be trained. Subsequently, The enhanced image is used as the input of the ranking policy network, and the ranking policy network is trained to finally generate a sequence of the ranked images. This process requires multiple rounds of iterations.

2) Comparison metric: To compare the existing GIAA and PLAA methods, we compare the ranking correlation measured by Spearman’s ρ between the predicted aesthetics scores and the ground-truth aesthetics scores on the AVA dataset. Suppose $r_k$ represents the k-th ranking with the score $\hat{S}_k$, and $\bar{r}_i$ represents the ranking of the user according to the score $\hat{S}_k$. Subsequently, $d_k = r_k - \bar{r}_i$ is then substituted to:

$$\rho = 1 - \frac{6 \times \sum d_k^2}{n \times (n^2 - 1)} \quad (10)$$

ρ measures the difference between the two rankings, n represents the number of images. The coefficient ρ lies in the range [−1, 1].

3) Our approach with different settings: In order to study the effect of the image enhancement module on the distribution of personalized aesthetics, we set up two sets of comparison experiments with or without image enhancement.

Ranking without enhancement. Our UG-PIAA directly uses the public datasets for ranking, and then uses the ranked images to generate aesthetic distributions. Finally, we use the aesthetic distribution of images and ground truth to calculate the correlation between them.

Ranking with enhancement. Since the personalized aesthetic features of the images can be improved by the automatic image enhancer, more reliable personalized distribution of customized enhancement images will be received. Meanwhile, we construct a personalized image collection platform for image aesthetic enhancement and image aesthetic assessment. All workers are asked to rank and retouch the test images according to their preferences. For the generation of benchmark distribution, users need to label the aesthetic attributes listed in Table I.

C. Automatically personalized image enhancement

In this section, we will discuss the results of automatic personalized image enhancement.

| Enhancer                  | SSIM  |
|---------------------------|-------|
| DPED - Ground truth [53]  | 0.9327|
| Iphone                    | 0.9359|
| Sony                      | 0.5297|
| HE - Ground truth [59]     | 0.3303|
| DHE - Ground truth [59]    | 0.3344|
| Ying - Ground truth [24]   | 0.5124|
| FEQE - Ground truth [60]   | 0.6111|
| AGCCWD - Ground truth [61] | 0.6658|
| Son et al. [62]            | 0.3068|
| Ours(30-5) - Ground truth  | 0.0729|
| Users                     | 1     |

1) Comparison metric: To verify automatic enhancement images based on reinforcement learning are more in line with users’ aesthetic preferences, SSIM is used to measure the correlation of the outputs of user-friendly enhancer and the ground truth of user’s preference.

2) Different settings: To thoroughly study and compare the automatic personalized image enhancement method in detail, several different settings are implemented as follows and compared with other state-of-the-art methods.

To study the impact of the few-shot problem involved in the performance of personalized image aesthetic enhancement, we select 5, 10, 15, 20, 30, and 40 images as the input data to fine-tune the well pre-trained model and called it as ours(i−). where $i = 5, 10, 15, 20, 30, 40$. Consequent operation depends on the current visual effect of the images during users retouch an image. Hence, different filter combinations are applied to simulate the user’s retouching image sequence. The number of filters ranges from 3–7, which is written as ours(−j), where $j = 3, 4, 5, 6, 7$.

3) Results and discussion: In order to enhance the images, most of the existing methods that automatically beautify images usually retouch the images by using a black-box image enhancer or aesthetic rules. In contrast to those methods, we take into account the user’s aesthetic preferences to achieve personalized enhanced images. In this section, we compare our results with the HE(histogram equalization) [59], DHE(dynamic histogram equalization) [59], DPED [33], Abdullah et al. [59], Ying et al. [34], FEQE [60], AGCCWD [61], and Son et al. [62] to verify that our results are more in line with the users’ aesthetic preferences. Experiments show that our method works best in Table I.

To further explore the effect of the filters on the personalized aesthetic enhancement module proposed in this paper, we experimented the performance of the module by limiting the number of filters and that of input images, and finally used these experimental results to select appropriate numbers. In Table II it can be seen that when $i = 30$ and $j = 5$, the model describes the user’s preferences most closely (SSIM is 0.6729). Although the number of filters has been increased, the performance of the model has not been promoted. The experimental results are not only related to the number of filters but also related to the number of images. These two factors need to be coordinated to make the experiment work perfectly. Therefore we also pay attention to the number $i$ of
input data, it can be found that the model outperforms best when \( i = 30 \). As the number of input increases, more user aesthetic preference information can be obtained. Therefore, the performance on \( i = 30 \) outperforms that on \( i = 5, 10, 15, 20 \). However, psychological research shows that, along with the increase of number of input, the data quality will decrease because of the individual’s aesthetic fatigue. The performance on \( i = 40 \) is generally worse than that on \( i = 30 \). According to these results, we set \( i = 30, j = 5 \) and compare our results with others on the AVA dataset as detailed in Section IV-D.

### D. Personalized image ranking results

In this section, in order to verify the effectiveness of personalized image aesthetic ranking learned from user’s aesthetic preference, we compare the results with other state-of-the-art personalized aesthetic evaluation methods FPMF [64], PAM [23], O-DUSAR [22], NIMA [38], PA_IAA [24], etc. which are proposed in recent years.

#### 1) Result and discussion on FLICKR-AES dataset:

In this dataset, we compare our approach with that of FPMF [64], PAM [23], USAR [22], MT_IAA [24] and PA_IAA [24] to verify the effectiveness of the proposed method. The average score and standard deviation are obtained on the FLICKR-AES dataset with the number of 10 and 100 images in Table IV.

Through qualitative analysis, FPMF evaluates personalized image aesthetic quality through the combination of two different frameworks. PAM solves the problem of personalized aesthetics by predicting the deviation between individual perception and generic image aesthetics. PIAA introduces personality characteristics and meta-learning into the field of personalized aesthetic assessment and optimizes the results of the aesthetic assessment. USAR_PPR&PAD improves the user’s aesthetic preference through a small number of user interactions. PA_IAA introduces personality traits and multi-task deep learning to the personalized image aesthetics assessment. Our approach achieves excellent performance with the addition of personalized image aesthetics enhancement.

The aesthetic distribution is limited if the user can only select satisfactory images. In order to overcome this problem, we encourage users to generate aesthetic attributes that may not exist in the dataset by adding retouched operations in the user interaction stage. On the one hand, the aesthetic distribution can be optimized by adding new aesthetic attributes. On the other hand, it can highlight the user’s personalized aesthetic preferences and avoid missing aesthetic attributes due to a small number of interactions. The results show that using the personalized dataset can obtain more accurate personalized aesthetic evaluation.

#### 2) Results and discussion on AVA dataset:

The image ranking correlation and the image classification accuracy on the AVA Dataset are summarized in Table V. By adding the retouched operation in the user interaction stage, the precision

### TABLE III

| different input number(i) | different filters(j) | SSIM  |
|--------------------------|----------------------|-------|
| Ours(5-j)                | Ours(5-5)            | 0.5908|
|                         | Ours(5-4)            | 0.6311|
|                         | Ours(5-3)            | 0.6727|
|                         | Ours(5-6)            | 0.6042|
|                         | Ours(5-7)            | 0.6537|
|                         | Ours(10-5)           | 0.6198|
|                         | Ours(10-4)           | 0.6344|
|                         | Ours(10-3)           | 0.5932|
|                         | Ours(10-2)           | 0.6212|
|                         | Ours(10-1)           | 0.6338|
|                         | Ours(10-7)           | 0.6519|
|                         | Ours(15-5)           | 0.6652|
|                         | Ours(15-4)           | 0.6524|
|                         | Ours(15-3)           | 0.6434|
|                         | Ours(20-3)           | 0.6250|
|                         | Ours(20-4)           | 0.6366|
|                         | Ours(20-5)           | 0.6385|
|                         | Ours(20-6)           | 0.6437|
|                         | Ours(20-7)           | 0.6347|
|                         | Ours(30-3)           | 0.6151|
|                         | Ours(30-4)           | 0.6054|
|                         | Ours(30-5)           | 0.6279|
|                         | Ours(30-6)           | 0.6553|
|                         | Ours(30-7)           | 0.5487|
|                         | Ours(40-3)           | 0.6206|
|                         | Ours(40-4)           | 0.6554|
|                         | Ours(40-5)           | 0.6048|
|                         | Ours(40-6)           | 0.6402|
|                         | Ours(40-7)           | 0.7385|

### TABLE IV

| Methods                      | 10images       | 100images      |
|------------------------------|----------------|----------------|
| FPMF(only attribute) [64]    | 0.51±0.0004    | 0.51±0.0003    |
| FPMF(only content) [64]      | 0.51±0.0002    | 0.51±0.0010    |
| FPMF(attribute and content)  | 0.51±0.0003    | 0.52±0.0007    |
| USAR (attribute) [22]        | 0.51±0.0004    | 0.53±0.0013    |
| USAR (content) [22]          | 0.52±0.0003    | 0.53±0.0017    |
| USAR (attribute and content) [22] | 0.52±0.0003 | 0.53±0.0012 |
| USAR (PAD) [22]              | 0.52±0.0003    | 0.57±0.0003    |
| USAR (PPR&PAD) [22]          | 0.52±0.0004    | 0.52±0.0015    |
| MT_IAA [24]                  | 0.52±0.0004    | 0.58±0.0014    |
| PA_IAA [24]                  | 0.54±0.0003    | 0.69±0.0011    |
| UG-PIAA(rank) (without enhancement) | 0.537±0.0004 | 0.629±0.0007 |
| UG-PIAA(rank) (with enhancement) | 0.559±0.0002  | 0.660±0.0013  |

### TABLE V

| Methods                        | ACC(%) | SROCC    |
|--------------------------------|--------|----------|
| AVA handcrafted features [57]  | 68.0   | -        |
| RAPID [11]                     | 74.5   | -        |
| DMA [51]                       | 75.4   | -        |
| Wang et al. [65]               | 76.9   | -        |
| Kao et al. [66]                | 76.2   | -        |
| BDN [17]                       | 78.1   | -        |
| Kao et al. [67]                | 79.1   | -        |
| Zhang et al. [68]              | 78.8   | -        |
| Schwart et al. [69]            | 75.8   | -        |
| Kucer et al. [70]              | 81.9   | -        |
| ILGNet [71]                    | 82.7   | -        |
| AlexNet_FT_Cond [12]           | 71.5   | 0.481    |
| Reg+Rank+Att [17]              | 75.5   | 0.545    |
| Reg+Rank+Att+Cont [17]         | 73.4   | 0.541    |
| USAR_PPR [22]                  | 72.4   | 0.600    |
| USAR_PAD [22]                  | 77.7   | 0.545    |
| USAR_PPR&PAD [22]              | 78.1   | 0.578    |
| NIMA (VGG16) [38]              | 80.6   | 0.592    |
| NIMA (Inception-v3) [38]       | 81.5   | 0.612    |
| DenseNet121 (aesthetics) [24]   | 80.5   | 0.630    |
| Inception-v3 (aesthetics) [24]  | 80.9   | 0.638    |
| PA_IAA (DenseNet121) [24]      | 82.9   | 0.666    |
| PA_IAA (Inception-v3) [24]     | 83.7   | 0.677    |
| UG-PIAA(rank) (without enhancement) | 83.2   | 0.659    |
| UG-PIAA(rank) (with enhancement) | 85.1   | 0.692    |
Fig. 8. The heat map represents the correlation between the ground-truth of image aesthetic distribution and the predicted results of users.

### TABLE VI

| The number of images in interaction (n) | The results of ranking correlation under different t and n |
|----------------------------------------|----------------------------------------------------------|
| Interaction times (t)                  | 5  | 10 | 15 |  
| 1                                      | 0.5642 | 0.5373 | 0.5123 |
| 2                                      | 0.6117 | 0.5869 | 0.5485 |
| 3                                      | 0.6401 | 0.6191 | 0.5791 |
| 4                                      | 0.6869 | 0.6521 | 0.6058 |
| 5                                      | 0.6926 | 0.6624 | 0.6478 |

### TABLE VII

| The average time for one interaction |  
|-------------------------------------|  
| The number of images in interaction (n) | Average time (min) |
|----------------------------------------|--------------------|
| 5                                      | 1.83               |
| 10                                     | 4.18               |
| 15                                     | 6.81               |

of personalized aesthetic distribution in line with user-specific preference will be obtained as shown in Fig. 8. Then the personalized aesthetic assessment will be more accurate. The setting of ours (ranking with enhancement) outperforms best.

We further explore whether our approach can stabilize user preferences by limiting the parameters of \( n \) and \( t \), where \( n \) is the number of images pushed to the user during each interaction and \( t \) is the total number of interactions between UG-PIAA and the user. Based on this, we use the data from different users in our established dataset and calculate the Spearman’s \( \rho \) between the real user ranking and predicted individual ranking using the parameters of variation of \( n \) and \( t \) in Table VI.

The Table VI clearly shows that different parameters \( n \) and \( t \) have a certain influence on the results. At the same time, in order to further analyze how parameters \( n \) and \( t \) should be set during the interaction process, we change the number of images pushed to users in each interaction process and count the average time spent by different users to complete all the retouching and ranking operations in the interaction process as Table VII.

By analyzing the user’s feedback of the retouching and ranking operations in the real interaction, we have come to the following conclusion. The impact of the different number of images on the user’s retouching time is linear. However, when more images need to be ranked, the time consumed by the user will increase exponentially. During the ranking operation, we notice that the real situation of users is that if the number of images doubles, the user cannot watch all images at a glance to get the final ranking result and needs to watch them several times to have a general judgment. Moreover, when the number of images increases, some users need to adjust the order of some images after the first ranking. At the same time, combined with the statistical data in Table VI and Table VII we comprehensively analyzed the accuracy of the aesthetic ranking and the time of the interaction process. We concluded that the number of images pushed to the user during each interaction process should not be too much. Through a small number of interactions with enough times, not only better accuracy can be obtained, but also the interaction time can be minimized, and the user’s aesthetic fatigue can be reduced.

### V. CONCLUSION

In this paper, we propose a novel user-guided personalized image aesthetic assessment framework. Particularly, personalized image aesthetic enhancement and user interaction are introduced into the aesthetic assessment to describe the aesthetic preferences of users, and we explore their positive effects on personalized image aesthetic assessment. Extensive experimental results on the publicly available datasets demonstrate the advancement and effectiveness of the method from two aspects: 1) The proposed personalized image aesthetic ranking achieves outstanding results compared to the existing approaches. 2) Our approach achieves excellent performance in predicting the aesthetic preferences of various users, and the
generated aesthetic distribution is closer to the real aesthetic distribution of users.

In future work, it would be meaningful: 1) We use the FLICKR-AES and AVA dataset for training to realize the image aesthetic enhancement and ranking, but there is still large gap compared to the $1.4 \times 10^7$ images used for image classification in ImageNet. In the future, we will consider how to transfer the knowledge extracted from ImageNet to solve the aesthetic problem or generate another massive datasets of high-quality aesthetics enhancement and assessment images in an automatic way. 2) Our experiments verify the positive effect of personalized aesthetic enhancement on personalized aesthetic evaluation, and we believe that using more powerful personalized aesthetic enhancement measures (e.g., optimizing the image composition) will achieve better results.
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