An advection-diffusion process with proportional resetting
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This paper presents a diffusion process with a novel resetting mechanism in which the amplitude of the process is instantaneously converted to a proportion of its value at random times. This model is described by a Langevin equation with both additive Gaussian white noise and multiplicative Poisson shot noise terms. The distribution function obeys a pantograph equation, a functional partial differential equation evaluated at two amplitudes simultaneously. From this equation the exact statistical moments and steady-state distribution of the process are calculated. The distribution interpolates between exponential and Gaussian extremes depending on the proportion of the amplitude lost in each reset. These results will be useful for applications in which stochastic quantities are suddenly reduced in proportion to their values due to random events.

I. INTRODUCTION

In recent times a number of works have evaluated the effects of stochastic resetting on diffusion processes. Stochastic resetting shifts a quantity to a different value at random times [1, 2]. Two key features can result. First, resetting can stabilize an otherwise unbounded diffusion process. In this instance, a non-equilibrium steady state results. This state is characterized by circulation of probability, rather than detailed balance [3]. Second, stochastic resetting can reduce the mean first passage time of a stochastic process to a target. Due to this second property, resetting can be used to optimize the performance of random searches [4, 5]. Resetting therefore finds vast applications in machine learning, finance, data mining, foraging behavior, microbiology, and a number of other topics.

Besides a few antecedents (see [1] for a historical review), stochastic resetting was largely established in the works of Evans, Manjumdar, and collaborators [4–6]. These studies represent an underlying diffusion process \( u(t) \) as a free Brownian motion. Resetting is introduced as the instantaneous transfer of the amplitude \( u(t) \) of this diffusion process to a fixed reset value \( u_r \). These resets occur randomly, at Poisson-distributed times.

Numerous generalizations of this process have been developed. Examples include resetting to a previous maximum [7], resetting with memory of a former value [8], resetting with state-dependent rates [9, 10], resetting with time-dependent rates [11, 12], resetting with a delay upon arrival [13], resetting with a duration [14, 15], resetting in a potential [11, 16], resetting in a confined domain [17, 18], resetting with non-Poissonian times [3, 19], resetting of fluctuating interfaces [20, 21], resetting of fractional diffusion processes [22], and resetting of finite-velocity diffusion processes [23, 24]. Several studies have considered resetting with many-particle interactions [25, 26]. This is only a small sample of the generalizations available in the literature. The review articles [1, 2] provide a comprehensive account.

In this paper I would like to consider a new proportional resetting process. A proportional reset is considered to instantaneously convert a stochastic quantity \( u \) to a proportion \( \varepsilon u \) of its value at random times, rather than to a fixed value \( u_r \) or some other variant as above. The resetting proportion \( \varepsilon \) ranges over \( 0 < \varepsilon < 1 \). Proportional resetting is a new type of state-dependent resetting. The magnitude of each reset depends on the value of the process.

The objective of this paper is to characterize the proportional resetting process by (1) formulating its governing equations and (2) solving these equations for the statistical moments and steady-state distribution. The motivation is to provide a model which can be adapted to applications. For example, in a granular gas, collisions convert the relative speed \( u \) of two particles quasi-instantaneously to \( \varepsilon u \), \( \varepsilon \) being the coefficient of restitution [27]. In a soil with some amount \( u \) of a contaminant, rainfall events leach the contaminant out to an amount \( \varepsilon u \) [28–30].

Other possible contexts for proportional resetting include vegetation biomass with fires [31, 32], population dynamics with environmental changes [33, 34], asset valuation with market crashes [35, 36], and queueing with random clearing events [37, 38]. In all of these cases, we can imagine a stochastic quantity taking quasi-instantaneous losses due to random events, where the amount of each loss is some proportion of the quantity present before the event. In this work I will investigate such a quantity, assuming that the underlying evolution in the absence of stochastic resetting is an advection-diffusion process.

The paper is outlined as follows. First, Sec. II presents Langevin and forward Fokker-Planck equations for an advection-diffusion process with proportional resetting. Sec. III obtains the statistical moments and steady-state distribution of this process. Here, limiting forms for the distribution are also derived for extremely weak and strong resets (\( \varepsilon \to 1 \) and \( \varepsilon \to 0 \) respectively). Sec. IV discusses the key results, suggests next steps for research, and establishes the governing equation for the mean first passage time to the origin for the proportional resetting.
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process. Finally, Sec. V summarizes the main contributions of the paper.

II. STOCHASTIC EVOLUTION WITH PROPORTIONAL RESETTING

A. Construction of the Langevin equation

An advection-diffusion process with proportional resetting can be constructed with the Langevin equation

$$\dot{u}(t) = \Gamma + \xi(t) - u(t)I(t).$$

(1)

This equation describes the random evolution of the amplitude $u(t)$ subjected to three influence terms, one deterministic and two random. $\Gamma$ is a constant advection term, while $\xi(t)$ is a Gaussian white noise having mean value $\langle \xi(t) \rangle = 0$ and correlation function $\langle \xi(t)\xi(s) \rangle = 2D \delta(t-s)$. $D$ is a diffusivity.

The quantity $I(t)$ is a Poisson shot noise having rate $r$ and strength $1 - \varepsilon$, given by:

$$I(t) = \sum_{k=0}^{N(t)} (1 - \varepsilon) \delta(t - t_k).$$

(2)

This noise describes a sequence of $N(t)$ resets at times $t_1, \ldots, t_k, \ldots, t_{N(t)}$. The time intervals between resets are considered as a stationary Poisson process with rate $r$, meaning inter-reset times $\tau = t_{k+1} - t_k$ are distributed exponentially: $P(\tau) = re^{-rt}$. The mean time between resets is 1/r. The number $N(t)$ of reset events in a time interval $t$ consequently follows a Poisson distribution: $P(N,t) = (rt)^N \exp(-rt)/\Gamma(N+1)$ [39].

Mathematically, (1) represents a jump-diffusion process with multiplicative Poisson noise [40–43]. According to (1), each reset converts $u$ to $\varepsilon u$. Thus $\varepsilon$ controls the amount by which resets affect $u$. The case $\varepsilon \approx 1$ represents weak resets which change $u$ very little, while $\varepsilon \approx 0$ represents strong resets. Figure 1 illustrates a realization of the proportional resetting process. The unique feature is that the magnitude of each reset depends on the value of the process just before the reset occurred.

B. Derivation of the forward Fokker-Planck equation

The governing equation for the distribution of the advection-diffusion process with proportional resetting can be derived using the Markovian property of the process. Let $P(u,t|u_0,t_0)$ represent the distribution of $u(t)$ given that it started at $u_0$ and time $t_0$. $P(u,t|u_0,0) = P(u,t|u_0)$ provides a convenient abbreviation with $t_0 = 0$. Because (1) is without memory, the process $u(t)$ is Markovian, and we can subdivide its density across an intermediate time with the Kolmogorov equation [44]:

$$P(u,t+h|u_0) = \int_{-\infty}^{\infty} du' P(u,t+h|u',t)P(u',t|u_0).$$

(3)

The timescale $h$ is considered very small. The Langevin equation (1) can be integrated across this timestep to evaluate the transition probability $P(u,t+h|u',t)$.

A complication arises because the Poisson noise is multiplicative. As a result, integration involves the prescription dilemma of stochastic calculus [28, 44, 45]. Here the Itô interpretation (lower endpoint integration) is the physical choice, because reset magnitudes depend exclusively on the value of $u$ before reset. With this interpretation, $P(u,t+h|u',t)$ derives to first order in $h$ as

$$P(u,t+h|u',t) = rh \delta(u - \varepsilon u') + \frac{1 - rh}{2} \sum_{s=\pm1} \delta(u - [u' + \Gamma h + s(2Dh)^{1/2}]).$$

(4)

The sign of the drift accumulated by the Gaussian white noise is $s = \pm1$. This has equal probability (1/2) to be positive or negative.

The terms in this equation either involve $rh$, representing the probability that one reset occurred in the small time interval $h$, or $1 - rh$, representing the probability no reset occurred. Expanding the above equality to first order in $h$, inserting this into (3), and taking $h \to 0$ produces

$$\dot{P}(u,t|u_0) = \hat{L} P(u,t|u_0) - r P(u,t|u_0) + \frac{r}{\varepsilon} P(u,t|u_0).$$

(5)

This is the forward Fokker-Planck equation for the advection-diffusion process under proportional resetting. The operator $\hat{L}$ is defined by $\hat{L} = -\Gamma \partial/\partial u + D \partial^2/\partial u^2$, and $\dot{P} = \partial P/\partial t$.

Terms in (5) with $\Gamma$ and $D$ represent advection and diffusion respectively. Terms involving $r$ represent proportional resetting. These include gain from $u/\varepsilon$ and loss...
from $u$. The gain term transfers probability from a higher pre-reset value $u/\varepsilon$ to the amplitude $u$ involved in the equation, while the loss term transfers probability from $u$ to a lower value $\varepsilon u$. Since (5) involves two different scales of $u$, it is a functional partial differential equation. Both $u$ and $u/\varepsilon$ are arguments of $P$.

III. SOLUTION OF PROPORTIONAL Resetting

A. Calculation of the moments

All of the time-dependent moments derive by multiplying (5) by $u^l$, $l = 0, 1, \ldots$ and integrating out $u$. This produces the recursive moment equations

$$\frac{d}{dt} \langle u^l \rangle + (1 - \varepsilon^l) \langle u^l \rangle = Dl(l-1)\langle u^{l-2} \rangle + \Gamma l \langle u^{l-1} \rangle.$$  \hfill (6)

These equations are to be interpreted with $\langle u^l \rangle = 0$ whenever $l < 0$. Solving the mean equation with initial condition $\langle u(0) \rangle = u_0$ provides

$$\langle u(t) \rangle = \frac{\Gamma}{r(1 - \varepsilon)} \left[ 1 - e^{-(1 - \varepsilon)rt} \right] + u_0 e^{-(1 - \varepsilon)rt}. \hfill (7)$$

The initial value $u_0$ is apparently remembered for a time $\tau_1 = [(1 - \varepsilon)r]^{-1}$, after which the mean trends to the steady-state value

$$\langle u \rangle = \frac{\Gamma}{r(1 - \varepsilon)}. \hfill (8)$$

One can calculate the higher moments in the same way, solving (6) recursively for higher $l$. Inspection of (6) indicates that the timescale $\tau_l = [(1 - \varepsilon^l)r]^{-1}$ controls the slowest decaying transient in the $l$-th order moment. The transient terms of higher moments decay progressively more slowly. The longest timescale affecting the adjustment to steady state is $\tau_\infty = r^{-1}$, the average time between resets.

In steady state ($\partial P/\partial t = 0$), one finds second and third order moments

$$\langle u^2 \rangle = \frac{2Dr + \Gamma^2}{r^2(1 - \varepsilon^2)}, \hfill (9)$$

$$\langle u^3 \rangle = \frac{12Dr \Gamma}{r^2(1 - \varepsilon^3)(1 - \varepsilon)} + \frac{6\Gamma^3}{r^3(1 - \varepsilon^3)(1 - \varepsilon^2)(1 - \varepsilon)}. \hfill (10)$$

Formulas (8-9) provide the variance, $\sigma_u^2 = \langle u^2 \rangle - \langle u \rangle^2$,

$$\sigma_u^2 = \frac{2Dr + \Gamma^2}{r^2(1 + \varepsilon)(1 - \varepsilon)}. \hfill (11)$$

This result indicates that both diffusion ($D$) and advection ($\Gamma$) contribute to the spreading of the amplitude through time. This contrasts with the expectation $\sigma_u^2 = 2Dt$ of the problem without resetting, where the spreading is indifferent to advection. With proportional resetting there is a feedback between the magnitude of $\Gamma$ and the magnitude of typical resets: the larger the advection term, the larger the typical reset. Accordingly, the variance grows with $\Gamma$.

The Fisher skew coefficient $Sk$ takes the value $Sk = 0$ for a Gaussian distribution and $Sk = 2$ for a one-sided exponential distribution. This is defined as

$$Sk = \frac{\langle u^3 \rangle - 3\sigma_u^2 \langle u \rangle - \langle u \rangle^3}{\sigma_u^3}. \hfill (12)$$

Substitution of (8-11) into (12) provides a complicated expression for $Sk$ which is in general nonzero. Therefore we should generally expect the distribution of $u$ under proportional resetting to be non-Gaussian.

Evaluating weak and strong resetting limits in the skew formula (12) can produce some insight into the behavior of the distribution. The resulting formulas involve the combination

$$Pe = \frac{\Gamma^2}{2Dr}. \hfill (13)$$

This is a Péclet number which measures the relative contribution of advection and diffusion to the evolution of $u$ between resets. The average time between resets is $1/r$, so amplitude changes over this timescale due respectively to advection and diffusion are $U_A = \gamma/r$ and $U_D = \pm \sqrt{2Dr/r}$. The squared ratio of these quantities gives $Pe = (U_A/U_D)^2$.

For strong resets, substituting the appropriate quantities into (12), expanding around $\varepsilon \approx 0$, then expanding a second time for $Pe^{-1} \approx 0$ produces

$$Sk \approx 2 - \frac{3}{8}Pe^{-2}. \hfill (14)$$

Therefore the skew coefficient approximates the characteristic value $Sk = 2$ of a one-sided exponential distribution when resets remove the majority of $u$, at least provided $Pe$ is large.

Similarly for weak resets, substitution, expansion around $\varepsilon \approx 1$, and a second expansion around $Pe \approx 0$ produces

$$Sk \approx \sqrt{\frac{2Pe}{1 - \varepsilon}}. \hfill (15)$$

Thus $Sk$ is also capable of approaching the Gaussian extreme $Sk \approx 0$ for resets which change $u$ very little, at least if $Pe$ is small. Together these limits of the skew formula suggest that the distribution of $u$ can interpolate between Gaussian and exponential forms depending on the specific values of $\varepsilon$ and $Pe$.

B. Derivation of the steady-state distribution from the pantograph equation

The Fokker-Planck equation (5) is similar to functional equations originally devised to predict the deformation
of overhead power delivery wires for electric trains (i.e., pantograph wires) [46, 47]. Analogues of (5) have been used in biophysics to model the size distribution of a population of dividing cells [48–50]. Other contexts for pantograph-type functional equations are discussed in [46, 47].

The pantograph equation (5) can be solved in steady-state conditions using the Fourier transform:

$$\bar{P}(z) = \int_{-\infty}^{\infty} e^{izu} P(u) du. \quad (16)$$

Introducing this transform to (5) converts the functional differential equation to a recursion relation:

$$\bar{P}(z) = \frac{\bar{P}(z\varepsilon)}{q(z\varepsilon)}. \quad (17)$$

The polynomial $q(z) = r^{-1}Dz^2 - ir^{-1}\Gamma z + 1$ is a quadratic function of the transform variable. Recursing $N$ times provides

$$\bar{P}(z) = \frac{\bar{P}(z\varepsilon^N)}{q(s\varepsilon^N)q(s\varepsilon^{N-1}) \cdots q(s\varepsilon).} \quad (18)$$

According to (16), the normalization condition for the distribution in Fourier space is $\bar{P}(0) = 1$. This implies

$$\lim_{N \to \infty} \bar{P}(z\varepsilon^N) = \bar{P}(0) = 1. \quad (19)$$

This transform can be inverted with some effort. The calculation is conducted in appendix A, providing

$$P(u) = \sum_{\sigma=\pm} \sum_{l=0}^{\infty} \Theta(-\sigma u) e^{i\lambda_\sigma \varepsilon^{-l} u} \prod_{m=1}^{\infty} q(i\lambda_\sigma \varepsilon^{-l} m). \quad (20)$$

This result is a key contribution of the paper. It represents the steady-state distribution of the advection-diffusion process with proportional resetting.

The solution (20) basically involves a sum of modes that decay from $u = 0$ over scales that depend on the sign of $u$. The distribution can therefore exhibit asymmetry around $u = 0$, and there is potential for a cusp singularity there, depending on the values of $\varepsilon$, $\Gamma$, $D$, and $r$. The distribution always matches at $u = 0$: $P(0^+) = P(0^-)$, and it is always normalized, as required.

The main behaviors of (20) are illustrated in Figure 2(a). Here it is also shown that the distribution (20) shows excellent agreement with numerical simulations. The distribution appears visually similar to a two-sided exponential distribution when resets remove a large proportion of the amplitude, $\varepsilon \to 0$. As resets become weaker, the distribution becomes Gamma- and eventually Gaussian-like, as shown in Figure 2(b-c). These observations are consistent with the skew calculations made before, although the limiting behaviors are also less sensitive to $Pe$ than these calculations suggest.

C. Exponential and Gaussian regimes

The exponential and Gaussian end-member behaviors of (20) can be derived mathematically. The exponential case for $\varepsilon \to 0$ is particularly easy to see. In this limit, the numerators of each term in the Dirichlet series scale as $e^{-l} e^{-|\lambda_\sigma| u^{-1}}$, while the denominators scale as as $\varepsilon^{-2l}$. When $\varepsilon \to 0$, every term in the series excluding $l = 0$ therefore vanishes at least as fast as $\varepsilon^l$. The distribution limits to

$$P(u) \approx \sum_{\sigma=\pm} \frac{\Theta(-\sigma u)}{K_\sigma} \exp(-|\lambda_\sigma u|) + O(\varepsilon). \quad (21)$$

This is a two-sided exponential distribution. The approach toward this limit as $\varepsilon$ vanishes is detailed in Fig. 3(a).
earlier resetting processes: the amount by which the underlying diffusion process is shifted during resets depends on its value. This is a type of state-dependent resetting, similar to [9, 10], except the reset magnitude depends on \( u \), not the reset rate.

It is straightforward to generalize (5) to include more general state-dependent resetting magnitudes than the proportional resetting process developed here. Considering that resets map \( u \) to \( u' \) through some function \( u' = g(u) \), (5) generalizes to

\[
P(u,t) = \tilde{L}P(u,t) - rP(u,t) + r \int_{-\infty}^{\infty} du' P(u',t) \delta(u - g(u')). \tag{24}
\]

It is only when \( g(u) = \varepsilon u \) that this simplifies to proportional resetting. The original model of [4, 6] is obtained when resets become state independent: \( g(u) = u_0 \). The solution of resetting with other state-dependent magnitudes provides an interesting paradigm for future studies.

### B. First passage times of proportional resetting

Given the significance of resetting to searching problems, an important next step will be to calculate the first passage characteristics of the proportional resetting process to a target. One can formulate a backward Fokker-Planck equation using the same approach as before. The backward equation can be linked to any first passage problems, an important next step will be to calculate the first passage characteristics of the proportional resetting process to a target. One can formulate a backward Fokker-Planck equation using the same approach as before. The backward equation can be linked to any first passage characteristics of interest [44, 56].

Considering that the proportional resetting process starts at \( u > 0 \) at \( t = 0 \), and that it absorbs as soon as it hits \( u = 0 \), the governing equation of the mean first passage time \( T(u) \) to the origin turns out to be

\[
-1 = DT''(u) + \Gamma T'(u) - rT(u) + rT(\varepsilon u). \tag{25}
\]

Here the appropriate boundary conditions are \( T(0) = 0 \) and \( T'(\infty) = 0 \): absorption at the origin and reflection at infinity. Equation (25) is functional, like (5). Unfortunately it is also far more challenging to solve than (5) because it is inhomogeneous. Only for extreme resetting proportions \( \varepsilon \to 0, 1 \) does solving this equation become straightforward.

For weak resets, the solution of (25) diverges. This is to be expected as the problem limits to free Brownian motion [57]. For strong resets, (25) can be expanded at \( \varepsilon \approx 0 \) to remove its functional dependence. The result solves for

\[
T(u) = \frac{1 - e^{-\lambda_+ u}}{r}. \tag{26}
\]

When the process starts sufficiently far from the absorbing point, \( u \gg 1/\lambda_+ \), the mean first passage time is the same as the timescale for a single reset: \( T(u) \approx 1/r \). When any reset takes \( u \) to the origin, one reset is enough.
Future studies should evaluate the first passage characteristics of diffusion with other state-dependent reset magnitudes. The task is to generalize the pioneering works on optimal resetting [5, 6] to include different magnitudes than \( g(u) = u_r \). At this point we can only speculate that certain \( g(u) \) may provide additional advantages for optimizing first passage characteristics.

V. CONCLUSION

This paper has detailed a stochastic process with resetting in which the reset magnitudes depend on the amplitude of the process. This was formulated as a Langevin model with Gaussian white and Poisson shot noise terms. The associated Fokker-Planck equation was derived as a functional differential equation, and the exact moments and steady-state distribution function were obtained. The results show excellent agreement with numerical simulations. The steady-state distribution adapts between exponential and Gaussian forms depending on the proportion of the amplitude lost during resets.

The proportional resetting model will be useful for applications in which a diffusive quantity is randomly reset to some fraction of its amount. Possible contexts include finance, physics, population modeling, and environmental science. For processes which reset to some other function of their amount, (24) is the required generalization. Future works should study processes with more general state-dependent resetting magnitudes and evaluate their first passage properties.
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Appendix A: Steady-state distribution

To calculate the inverse Fourier transform of (19) the overall strategy is to conduct a partial fractions expansion on the infinite product, then invert term-by-term. The polynomial \( q(z) \) can always be factored as

\[
q(z) = r^{-1}D(z - i\lambda_{-})(z - i\lambda_{+}),
\]

with the factors

\[
\lambda_{\pm} = \frac{\Gamma}{2D} \left[ 1 \pm \sqrt{1 + 4Dr/\Gamma^2} \right].
\]

Using these factors to expand \( \tilde{P}(z) \) in partial fractions provides

\[
\tilde{P}(z) = \sum_{l=0}^{\infty} \left[ \frac{R_{l}^{-}}{z^l - i\lambda_{-}} + \frac{R_{l}^{+}}{z^l - i\lambda_{+}} \right],
\]

where the coefficients \( R_{l}^{\pm} \) are the residues (up to constant factors) of the product \( [q(z^0)q(z^1)\ldots]^{-1} \):

\[
R_{l}^{\pm} = \frac{z^l \pm i\lambda_{\pm}}{q(z^0)q(z^1)\ldots |_{z=\pm i\lambda_{\pm} e^{-i\epsilon}}}
\]

Evaluating these coefficients and incorporating them in (A3) produces

\[
\tilde{P}(z) = \frac{-1}{iD(\lambda_{+} - \lambda_{-})} \prod_{m=1}^{\infty} q(i\lambda_{-} \varepsilon^m) \sum_{l=0}^{\infty} \frac{1}{(z^l - i\lambda_{-})} \prod_{m=1}^{l} q(i\lambda_{-} \varepsilon^{-m})
+ \frac{1}{iD(\lambda_{+} - \lambda_{-})} \prod_{m=1}^{\infty} q(i\lambda_{+} \varepsilon^m) \sum_{l=0}^{\infty} \frac{1}{(z^l - i\lambda_{+})} \prod_{m=1}^{l} q(i\lambda_{+} \varepsilon^{-m}).
\]

Empty products are considered unity. Equation (A3) can be inverted term by term with contour integration. The inverse Fourier transform is defined as \( P(u) = \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi i} e^{-izu} P(z) \). Consider two closed square contours \( C_{+} \) and \( C_{-} \) that revolve counter-clockwise in the complex plane. Both contact on the \( \Re \) axis. \( C_{+} \) resides in quadrants I and II, while \( C_{-} \) resides in III and IV. The contours have infinite extent.

When inverting (A5), the relevant contour for the resulting integrals depends on the sign of \( u \). In terms of these contours, all integrals in the inversion have the form

\[
\int_{-\infty}^{\infty} \frac{dz}{2\pi i} \frac{e^{-izu}}{z + ik} = \frac{\Theta(-u) \int_{C_{+}} - \Theta(u) \int_{C_{-}}}{2\pi i} \frac{d\zeta}{\zeta - ik} e^{-i\zeta u}.
\]

The integrand has a first order pole at \( \zeta = ik \). This pole is within either \( C_{+} \) or \( C_{-} \) depending on the sign of \( k \). Evaluating the residues in each contour with attention
to the sign of \( k \) produces
\[
\int_{-\infty}^{\infty} \frac{dz}{2\pi i} e^{-izu} = e^{-|uk|} [\Theta(k)\Theta(-u) - \Theta(-k)\Theta(u)].
\] (A7)

Finally, inverting (A5) with (A7) produces (20).

The normalization factors \( K_\pm \) in (20) are defined as
\[
K_\pm = r^{-1}D(\lambda_+ - \lambda_-) \prod_{n=1}^\infty q(i\lambda_+ \varepsilon^n). \quad (A8)
\]

Evaluating these infinite products is numerically impractical. Instead, using the definition of the \( q \)-Pochhammer symbol [58]
\[
(a; q)_n = \prod_{k=0}^{n-1} (1 - aq^k), \quad (A9)
\]
the normalization factors can be written
\[
K_\pm = r^{-1}D(\lambda_+ - \lambda_-) \left( \frac{\varepsilon}{\varepsilon_\mp} \right) \frac{\lambda_+}{1 - \lambda_+ \lambda_+ \varepsilon_\mp}. \quad (A10)
\]

Using the series representation [58]
\[
(a; q)_\infty = \sum_{n=0}^\infty \frac{(-)^n a^n(q^{-1})/2}{(q; q)_n} a^n, \quad (A11)
\]
formula (A10) can then be approximated as a product of two series.

**Appendix B: Weak resetting**

Incorporating the definitions of \( z \) and \( Q(z) \) from the text into (5) provides the scaled Fokker-Planck equation
\[
(1 - \varepsilon^2) \frac{D}{2D + \Gamma} \frac{\partial}{\partial z} = Q''(z) - \frac{\Gamma\sqrt{1 - \varepsilon^2}}{\sqrt{2D + \Gamma^2}} Q'(z) - Q(z) + \frac{1}{\varepsilon} \left( \frac{1 - \varepsilon^2}{\varepsilon} \right) \frac{\Gamma\sqrt{1 - \varepsilon^2}}{\sqrt{2D + \Gamma^2}}. \quad (B1)
\]

This equation remains exact and is only a change of variables from (5).

Now all terms are expanded around \( \varepsilon \approx 1 \) to obtain
\[
0 \approx Q(z) + zQ'(z) + Q''(z) + O(\sqrt{1 - \varepsilon}). \quad (B2)
\]

This is the classic Ornstein-Uhlenbeck Fokker-Planck equation whose solution is the standard normal distribution for \( Q(z) \):
\[
Q(z) \approx (2\pi)^{-1/2} \exp\left( -z^2 \right) + O(\sqrt{1 - \varepsilon}). \quad (B3)
\]

This solution provides (23) when transformed back to the original variables \( P(u) \) and \( u \).
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