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Abstract

We quantise orbits of the adjoint group action on elements of the $sl(2,\mathbb{R})$ Lie algebra. The path integration along elliptic slices is akin to the coadjoint orbit quantization of compact Lie groups, and the calculation of the characters of elliptic group elements proceeds along the same lines as in compact groups. The computation of the trace of hyperbolic group elements in a diagonal basis as well as the calculation of the full group action on a hyperbolic basis requires considerably more technique. We determine the action of hyperbolic one-parameter subgroups of $PSL(2,\mathbb{R})$ on the adjoint orbits and discuss global subtleties in choices of adapted coordinate systems. Using the hyperbolic slicing of orbits, we describe the quantum mechanics of an irreducible $sl(2,\mathbb{R})$ representation in a hyperbolic basis and relate the basis to the mathematics of the Mellin integral transform. We moreover discuss the representation theory of the double cover $SL(2,\mathbb{R})$ of $PSL(2,\mathbb{R})$ as well as that of its universal cover. Traces in the representations of these groups for both elliptic and hyperbolic elements are computed. Finally, we motivate our treatment of this elementary quantization problem by indicating applications.
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1 Introduction

Many physical models have Lie groups as their groups of symmetries. The energy eigenstates
of these systems then transform in a representation of the Lie group. The representation is
most often reducible. It is a natural question to ask whether there are physical systems that
give rise, after quantization, to a single irreducible representation of their symmetry group.
An answer to this question is provided by the orbit method in mathematics [1,2]. See e.g. [3]
for an introduction and overview. In physical terms, we can think of the orbit method as
corresponding to the quantization of a system which has a phase space equal to the orbit of a
Lie algebra element under the (co-)adjoint action of the symmetry group. The phase space is
then transitive and gives rise to an irreducible representation after quantization. In the physics
literature, this idea has been applied in multiple contexts. An elementary application is to
provide for a simple path integral realization of spin [2,4,5]. This path integral quantization
of orbits has been extended to large classes of representations of compact groups [6].
mathematical orbit method is known to extend to classes of non-compact Lie groups [3] and beyond. Non-compact Lie groups exhibit essentially new features. In this paper, we explore how one of these features influences the path integral approach to the quantization of adjoint orbits.

We study the quantization of a point particle on the adjoint orbits inside the Lie algebra $sl(2, \mathbb{R}) = so(2, 1) = su(1, 1)$. The Lie algebra contains six classes of orbits, depending on the reference Lie algebra element one conjugates. Moreover, exponentiating a multiple of a non-trivial Lie algebra element can give rise to a one-parameter rotation subgroup, a boost subgroup or a scaling transformation (when the element has respectively negative, positive or zero Killing norm). In this paper we first review how the quantization of orbits that are sliced according to the action of an (elliptic) rotation subgroup remains rather close to the orbit theory of compact Lie groups. A new challenge and our main interest lies in understanding the path integral quantization when the orbit is sliced according to the action of a hyperbolic, boost one-parameter subgroup. This is a first example in which one clearly steps outside the realm of adjoint orbit theory for compact Lie groups. The technicalities involved in performing the quantization are many, and we address some of them in detail. In mathematics, these technicalities lead to interesting results in special function theory and analysis [7]. Physics problems also abound in which these one-parameter subgroups play an important role. The basic physics insights we provide in this paper are useful to address more ambitious problems. We will mention a few of those motivating goals in the concluding section.

The paper kicks off in section 2 with a first description of the $sl(2, \mathbb{R})$ orbits and the manner to quantize them in close analogy with compact groups [8, 9]. An elliptic $so(2)$ subalgebra plays the starring role in this section which is largely a review. As in later sections, we compute traces of group elements in irreducible representations in the path integral approach. We use these character calculations as a benchmark for our understanding of the path integral and the representations it engenders. In section 3 we describe the action of a hyperbolic one-parameter subgroup on the orbits, and introduce adapted coordinate systems. We carefully analyze the global geometry of the orbit since it is crucial in understanding the domain and the nature of the path integration. The meat of the paper is the description of the path integral reconstruction of various kernels that capture how irreducible representations of groups with Lie algebra $sl(2, \mathbb{R})$ are represented on function spaces. In section 4, we obtain the kernels for the case of discrete orbits while in section 5, we present the path integral quantization of continuous orbits. In section 6, we generalize our treatment of the representations of the group $PSL(2, \mathbb{R}) = SO(2, 1)$ to those of its double cover $SL(2, \mathbb{R})$ as well as their universal cover $\tilde{G}$. In section 7, we provide conclusions and sketch how the classic mathematical physics problem we address feeds into other research activities. Since we study an elementary and timeless model, we prefer to remain agnostic for the larger part of the paper about where to apply the insights we gain.

2 The $sl(2, \mathbb{R})$ coadjoint Orbit Theory

In this section we review $sl(2, \mathbb{R})$ coadjoint orbit theory. We describe the classes of orbits and their geometry. An orbit is a phase space with a standard symplectic form [3]. It is transitive under the group action and the quantization of an orbit therefore gives rise to a
single irreducible representation of the Lie algebra \(\mathfrak{sl}(2, \mathbb{R})\). For \(\mathfrak{sl}(2, \mathbb{R})\), the orbit method was described in detail in \cite{8} (see also \cite{9}). The path integral quantization of orbits of compact Lie groups was treated in \cite{6} in some generality. The generalization of this path integral treatment to \(\mathfrak{sl}(2, \mathbb{R})\) was described summarily in \cite{10, 11}. In compact groups, Cartan subgroups are tori. The compact path integral treatment is most easily extended to a parameterization of \(\mathfrak{sl}(2, \mathbb{R})\) orbits that privileges an elliptic \(\mathfrak{so}(2)\) subalgebra. We will review this standard approach to the quantization of the coadjoint orbits of \(\mathfrak{sl}(2, \mathbb{R})\) in this section and add a few details. Thus, we slice orbits along the action of a one-parameter elliptic subgroup. We concentrate on computing the traces of elliptic group elements in the unitary irreducible representation to which the coadjoint orbit gives rise.

2.1 A Word on Topology

Before we study the orbits in the Lie algebra \(\mathfrak{sl}(2, \mathbb{R}) = \mathfrak{so}(2, 1)\), it is useful to review properties of Lie groups with this Lie algebra. The Lie group \(\text{SO}(2, 1)\) is a first member of this family. It has a trivial center and it coincides with the group \(\text{PSL}(2, \mathbb{R})\). The Lie group \(\text{SL}(2, \mathbb{R}) = \text{SU}(1, 1)\) has a center \(\mathbb{Z}_2\) subgroup generated by minus the identity \((-e)\). When we divide \(\text{SL}(2, \mathbb{R})\) by the center, we recuperate the group \(\text{PSL}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})/\mathbb{Z}_2 = \text{SO}(2, 1)\).

Clearly, the universal cover \(\tilde{G}\) of \(\text{SL}(2, \mathbb{R})\) also covers \(\text{PSL}(2, \mathbb{R})\). For both groups \(\text{SL}(2, \mathbb{R})\) and \(\text{PSL}(2, \mathbb{R})\), their first homotopy group \(\Pi_1\) equals \(\mathbb{Z}\). The universal covering group \(\tilde{G}\) has a center equal to \(\mathbb{Z}\). There is an element \(z\) in the center of the universal cover \(\tilde{G}\) which generates the central subgroup \(\mathbb{Z} \subset \tilde{G}\) such that \(\tilde{G}/\langle z^2 \rangle = \text{SL}(2, \mathbb{R})\) and \(\tilde{G}/\langle z \rangle = \text{PSL}(2, \mathbb{R})\). Inside the group \(\text{SL}(2, \mathbb{R})\), and only there, we have that \(z = -e\). All three groups share the same adjoint action on the Lie algebra \(\mathfrak{sl}(2, \mathbb{R})\). The group \(\text{SL}(2, \mathbb{R})\) has a standard \(2 \times 2\) matrix representation. Indeed, it can be defined as the group of two-by-two matrices with real entries and unit determinant. The description of the covering group \(\tilde{G}\) is more involved. We will provide a detailed description in Section 6.

2.2 The Orbits

There are six types of orbits in the Lie algebra of \(\mathfrak{sl}(2, \mathbb{R}) = \mathfrak{so}(2, 1)\). See figure 1. The Lie algebra has signature \((-+, +, +)\) in the Killing metric and we can model the algebra as a three-dimensional Minkowski vector space \(\mathbb{R}^{1,2}\). There are three unique orbits which are the origin, the future light-cone and the past light-cone. There are three more types of orbits with an infinite set of members: the continuous orbit that arises from conjugating a space-like element and the future and past time-like discrete orbits. Although the other cases can also be treated along the lines of our analysis with mild modifications, we concentrate on the three generic classes of orbits.\(^1\)

2.2.1 The Discrete Orbits

Consider a coordinate system \((Y_0, Y_1, Y_2)\) on the Lie algebra such that the Killing norm of the corresponding Lie algebra element equals \(- (Y_0)^2 + (Y_1)^2 + (Y_2)^2\). The discrete orbits then

\(^1\)See e.g. \cite{11} for a discussion of a light-cone orbit in the spirit of this section.
The Orbits of $sl(2,\mathbb{R})$. The origin and the future and past light-cone are three unique orbits. There are future and past discrete orbits of time-like Lie algebra elements as well as continuous orbits of space-like Lie algebra elements.

satisfy the equation

$$-(Y_0)^2 + (Y_1)^2 + (Y_2)^2 = -\alpha^2. \tag{2.1}$$

There are two sheets that solve this equation. We consider each sheet separately. We will refer to the future sheet (with $Y_0 > 0$) as the discrete $D^+$ orbit and the past sheet (with $Y_0 < 0$) as the discrete $D^-$ orbit. They can be parameterized by:

$$(Y_0, Y_1, Y_2) = \alpha(\pm \cosh r, \cos \phi \sinh r, \sin \phi \sinh r), \tag{2.2}$$

where the coordinates $(r, \phi)$ take values in the range $]-\infty, \infty[ \times [0, 2\pi[$. The orbit is a two-hyperboloid $H^2$ and equals the geometric coset $SO(2,1)/SO(2)$. It is a phase space or symplectic manifold with symplectic form $\Omega = \alpha \sinh r \, dr \wedge d\phi$.

### 2.2.2 The Continuous Orbits

The continuous orbits are the orbits of space-like elements $(Y_0, Y_1, Y_2) = (0, 0, \alpha)$. The orbit generated by group conjugation is the set of vectors that obey:

$$-(Y_0)^2 + (Y_1)^2 + (Y_2)^2 = \alpha^2. \tag{2.3}$$

We can parameterize the full space of solutions by

$$(Y_0, Y_1, Y_2) = \alpha(\sinh r, \cos \phi \cosh r, \sin \phi \cosh r), \tag{2.4}$$

where the coordinates $(r, \phi)$ once more take values in the domain $]-\infty, \infty[ \times [0, 2\pi[$. The space is a $dS_2$ space-time or a hyperboloid of one sheet. Its coset description is $SO(2,1)/SO(1,1)$ and it has the non-trivial topology of $\mathbb{R} \times S^1$. The symplectic form is $\Omega = \alpha \cosh r \, dr \wedge d\phi$. 

2.3 The Elliptic Path Integral Quantization

In this subsection, we review the path integral quantization of \( sl(2, \mathbb{R}) \) orbits. See e.g. [8, 9] for original references. In the spirit of the path integral quantization of spin [4–6], we provide a physicist’s viewpoint of the orbit method [3]. We coalesce various descriptions in the literature into one unified discussion. As a guideline for our presentation, we concentrate on the calculation of traces of elliptic group elements in the irreducible representation that arises upon quantization of the orbit. In other words, we evaluate the character of an irrep on an elliptic group element. To that end, we choose an adapted coordinate system on the orbits, and then compute the path integral for a particle travelling in a loop. The action of an elliptic element on the orbits is to rotate the orbit around the time axis. See Figure 2. The parameterization of the orbits adapted to this action are precisely the coordinates we introduced previously. The coordinates are globally valid, up to one fixed point in discrete orbits. This renders the following analysis eminently tractable. The analysis relies on the previous literature [4–6, 10, 11] – in the interest of brevity of our review section, we omit certain details that can be found in those references.

2.3.1 The Discrete Representations

Our quantum mechanical system will be a particle whose phase space is the orbit. The action \( S \) of the particle will be the primitive \( d^{-1} \Omega \) of the symplectic form, pulled back to the world line \( L \) of the particle, and integrated over the world line. For the discrete plus orbit \( D^+ \), we found the symplectic form \( \Omega = \alpha \sinh r dr \wedge d\phi \). Choosing \( \alpha = j - 1/2 \), we can take the action
$S = (j - \frac{1}{2}) \int_L dt \cosh r \dot{\phi} + \epsilon \int_L \dot{\phi}.$ \hfill (2.5)

We have added a total derivative term to the action with a coefficient $\epsilon$ that is arbitrary for now. It is easy to check that the phase space of our model equals the orbit. At this stage, the classical trajectories of the system are static particles. Non-trivial dynamics is introduced if we introduce a Hamiltonian. We choose an elliptic Hamiltonian $H_{\text{ell}}$ proportional to the time-coordinate $Y_0$. The Hamiltonian equals the charge that generates rotations in the plane orthogonal to the time direction. In the $(r, \phi)$ coordinates, the Hamiltonian only depends on the radius $r$:

$$H_{\text{ell}} = (j - \frac{1}{2}) \cosh r.$$ \hfill (2.6)

The path integral of the quantum mechanical system we study equals:

$$K(\phi_f, \phi_i; j) = \int_{\phi_i}^{\phi_f} d\phi(t) \int d\eta(t) e^{iS + i \int dt H_{\text{ell}}},$$ \hfill (2.7)

where the coordinate variable $\phi$ is chosen to have given initial and final conditions $(\phi_i, \phi_f)$ and the conjugate momentum variable

$$\eta = \cosh r$$ \hfill (2.8)

is freely integrated over in the appropriate range $[1, \infty]$. The path integral to be performed was discretized and discussed in [4–6] in the compact $su(2)$ setting where the momentum integral $d\eta$ is over the interval $[-1, 1]$. In the technical aspects and notation, we follow mostly [6], except for a slight modification of how we regularize the path integral, discussed in Appendix B of [10]. We refer to those references for more detail. We compute a trace in the Hilbert space of the quantum mechanical system and therefore the path integral is over periodic configurations $\phi_i \equiv \phi_f$, namely loops. The coordinate $\phi$ is compact and it has periodicity $2\pi$. Therefore, the loops can wind the compact direction and we compute the path integral over paths that satisfy:

$$\phi(T) = \phi(0) + 2\pi w,$$ \hfill (2.9)

i.e. that wind the compact direction $w$ times in time $T$. The path integral is straightforwardly computed [6]. One finds, after performing the integration over almost all intermediate discretized positions and momenta [6], the ordinary integral:

$$\text{Tr}_j^+ \left( e^{iTY_0} \right) = \sum_{w \in \mathbb{Z}} \int_1^\infty d\eta e^{2\pi i w ((j - \frac{1}{2}) \eta + \epsilon) + i (j - \frac{1}{2}) \eta T}. \hfill (2.10)$$

Following [10] Appendix B, we first perform the sum over the winding $w$ to obtain a Dirac comb:

$$\text{Tr}_j^+ \left( e^{iTY_0} \right) = \int_1^\infty d\eta \delta_{\mathbb{Z}}((j - \frac{1}{2}) \eta + \epsilon) e^{i (j - \frac{1}{2}) \eta T}. \hfill (2.11)$$
The integration over the momentum $\eta$ picks out a particular subset of integers from the Dirac comb:

$$\text{Tr}_j^+ (e^{iTY_0}) = \sum_{m \in \mathbb{Z}, m \geq (j - \frac{1}{2}) + \epsilon} e^{i(m-\epsilon)T} = e^{i\left[(j - \frac{1}{2} + \epsilon) - \epsilon\right]T} \over 1 - e^{iT}. \quad (2.12)$$

We used the ceiling function $\lceil \cdot \rceil$ to describe the result. We found the character of a discrete $D^+$ representation evaluated on an elliptic group element. From the path integral perspective, we can choose the parameter $\epsilon$ freely. The parameter $\epsilon$ acts as a shift of the conjugate momentum and adds a phase to the overall result. There is a choice of the parameter $\epsilon$ such that the prefactor of the character precisely agrees with the standard character of the $D^+_j$ representation of lowest weight $j$. We can choose $\epsilon$ such that it completes $j - 1/2$ to a half-integer (by adding a positive number smaller or equal than one). In that case we find that $\lceil (j - 1/2) + \epsilon \rceil = j + \epsilon$. We then have that the leading exponential has coefficient $e^{ijT}$. This is one choice of regularization scheme and it will be our preferred choice.\(^2\) For discrete $D^-_j$ representations, the calculation of the character is analogous. Thus, our final result for the path integral equals the character:

$$\text{Tr}_j^\pm (e^{iTY_0}) = \frac{e^{\pm ijT}}{1 - e^{\pm iT}}. \quad (2.13)$$

Indeed, the discrete orbits do give rise to individual irreducible discrete representations of $sl(2, \mathbb{R})$.

We should note that our scheme allows for the quantization of the orbit to provide representations of the group PSL(2, $\mathbb{R}$), its universal cover, or an intermediate cover. One restricts the allowed values of the coefficient $j$ appropriately in order to find a spectrum for the elliptic generator that is consistent with the periodicity of the compact elliptic subgroup of the group in question. For PSL(2, $\mathbb{R}$) we have that the parameter $j$ needs to be integer, for SL(2, $\mathbb{R}$) it needs to be half-integer, and for the universal cover $\tilde{G}$ it is positive. In all cases, we assumed that $j > 1/2$. The quadratic Casimir of these representations is $c_2 = -j(j - 1)$.

We repeat that the calculation of the trace of an elliptic group element closely parallels the calculation of the trace in an $su(2)$ representation [6, 8, 10]. Indeed, we can view the calculation as firstly projecting onto a tower of elliptic eigenvalues, and secondly, picking a slice of elliptic eigenvalues that is determined by the range of the momentum $\eta$. The difference between discrete representations of SL(2, $\mathbb{R}$) and finite representations of $su(2)$ lies then in the difference in the range of $\eta$ (determined by a trigonometric or a hyperbolic function). See Figure 3 for an illustration of these facts.\(^3\)

In summary, we have reviewed the calculation of the trace of elliptic group elements in discrete representations of $sl(2, \mathbb{R})$ from the path integral quantization of the orbits.

\(^2\)A feature of this scheme is that it agrees with the regularization scheme for the finite representations in which the volume of phase space gives the dimension of the Hilbert space. See e.g. Appendix B of [10] for a discussion. The subtlety is a reflection of a zero point energy present in the quantum mechanical system.

\(^3\)Both types of representations can be unified in the larger framework of $sl(2, \mathbb{C})$ representation theory as discussed in [11].
Figure 3: Elliptic weight diagram for real and complex forms of the Lie algebra \( sl(2) = sl(2, \mathbb{C}) \), including \( sl(2, \mathbb{R}) \) and \( su(2) \). We assume \( 2j \in \mathbb{Z} \). In the left column standard conventions for \( sl(2, \mathbb{R}) \) are used and in the right column those for \( su(2) \). Note that \( j_{su(2)} = j_{sl(2, \mathbb{R})} - 1 \). The green brackets indicate slices of the tower of elliptic weights that are chosen for various \( sl(2) \) representations. For \( su(2) \), we have the finite dimensional representations of spin \( j \) while for \( sl(2, \mathbb{R}) \) we have indicated discrete lowest and highest weight representations. The continuous representations of \( sl(2, \mathbb{R}) \) or \( sl(2, \mathbb{C}) \) contain a doubly infinite tower of states.
2.3.2 The Continuous Representations

For continuous orbits, we find from the symplectic form \( \Omega \) the action:

\[
S = s \int dt \sinh r \dot{\phi} - \epsilon \int \dot{\phi}.
\]  

(2.14)

The integral over the momentum \( \eta = \sinh r \) ranges from \(-\infty\) to \(+\infty\). The path integral calculation is very similar to the one performed before, and we wind up with the trace:

\[
\text{Tr}_{\frac{1}{2} + is, \epsilon} \left( e^{iT\gamma_0} \right) = \sum_{m \in \mathbb{Z}} e^{i(m+\epsilon)T} = e^{i\epsilon T} \delta_{\mathbb{Z}} \left( \frac{T}{2\pi} \right).
\]  

(2.15)

For a non-trivial elliptic group element, the Dirac comb evaluates to zero. The final result is the character of a continuous representation with spin \( j = \frac{1}{2} + is \) and intercept \( \epsilon \). The restrictions on the parameter \( \epsilon \) depend on the choice of covering group. For instance, for \( \text{SL}(2, \mathbb{R}) \), it is half-integer. The quadratic Casimir of these representations is \( c_2 = -j(j-1) = 1/4 + s^2 \).

Thus, we have calculated the trace of elliptic group elements in continuous representations through path integral means. So far, we have reviewed existing techniques in an intuitive manner and added a few minor extensions.

3 The Orbits of \( \mathfrak{sl}(2, \mathbb{R}) \) in Hyperbolic Slices

There are three types of one-parameter subgroups of \( \text{PSL}(2, \mathbb{R}) \). Depending on whether the norm of the corresponding Lie algebra generator is negative, zero or positive, we call these subgroups elliptic, parabolic or hyperbolic. In the previous section, we worked in a parameterization of the orbits adapted to the action of an elliptic one-parameter subgroup. In the quantum mechanics, this is closely linked to a description of the Hilbert space in terms of a basis of states that diagonalise an elliptic generator of the Lie algebra.\footnote{Intuitively, one can think of each elliptic generator eigenstate as corresponding to an elliptic slice of area equal to Planck’s constant \( h \).} In compact groups, there are only elliptic generators. In non-compact groups however, there are more possibilities. It is well-known that this elementary fact gives rise to a plethora of non-trivial technical results. One example in which these extra possibilities are exploited is in the development of special function theory in relation to representation theory. A useful reference in this field, closely related to our technical developments below is [7].

In this section, we develop another perspective on the geometry of the discrete and continuous orbits. We slice the orbits according to the action of a hyperbolic one-parameter subgroup on the orbit. Moreover, we choose coordinates adapted to this slicing. We then study the path integral in these coordinates, and in particular, we compute the trace of hyperbolic elements of the group. In the chosen parameterization, the system will once again be free. There are other complications through. In the case of continuous orbits, the coordinate system will no longer be global, and this renders the path integral treatment more challenging. Before we path integrate in sections 4 and 5, in this section we gain more insight into the hyperbolic geometry of our orbits.
3.1 A Hyperbolic Action on Discrete Orbits

We wish to describe the action of a hyperbolic generator on the continuous and discrete orbits and define a coordinate that parameterizes the orbits of a hyperbolic one-parameter subgroup. We start out with the discrete orbits. A parameterization of the discrete orbits adapted to the hyperbolic one-parameter subgroup generated by $Y_2$ is given by:

$$(Y_0, Y_1, Y_2) = \alpha(\pm \cosh \rho \cosh v, \cosh \rho \sinh v, \sinh \rho).$$

(3.1)

The coordinates $(\rho, v)$ take values in the real line. The sign choice corresponds to a choice of sheet. The coordinate $v$ parameterizes the orbits of the action of the one-parameter subgroup. Note that one coordinate system suffices to cover the whole of the upper sheet, namely the discrete $D^+$ orbit. We also introduce an alternative coordinate system that will be used later on. We set $y = e^v$ and parameterize the orbits in terms of $(y, Y_2)$:

$$(Y_0, Y_1) = \frac{\sqrt{(Y_2)^2 + \alpha^2}}{2} \left(\pm (y + y^{-1}), (y - y^{-1})\right).$$

(3.2)

The discrete plus orbit is covered by the range $y > 0$. The range of the momentum $Y_2$ is the whole of the real line. The symplectic form in the $(y, Y_2)$ coordinates is $\Omega = \alpha dY_2 \wedge d\log y$.

3.2 The Continuous Orbits as Patchworks

The parameterizations of the continuous orbit in terms of coordinates along the action of hyperbolic one-parameter subgroups introduces various global subtleties. We discuss this in

Figure 4: A Hyperbolic Action on the Orbits of $sl(2, \mathbb{R})$. 
multiple coordinate systems – all of them will play in a role in the following.

Suppose we fix a point $Y_2$. Then the solution set of the orbit equation

$$-(Y_0)^2 + (Y_1)^2 + (Y_2)^2 = \alpha^2,$$

(3.3)

corresponds to two (in general) disconnected curves forming a one-dimensional hyperbola. The boost in the 1 direction connects points along each of these individual curves. Thus, we see that the hyperbolic action naturally leads to a two-sheeted structure. The first explicit parameterization to illustrate this generic feature is a $(v,Y_2)$ coordinate system. If the sign of $\alpha^2 - (Y_2)^2$ is positive, we can parameterize the two branches as

$$\left(\sqrt{\alpha^2 - (Y_2)^2} \sinh v, \pm\sqrt{\alpha^2 - (Y_2)^2} \cosh v, Y_2\right),$$

(3.4)

while if it is negative as

$$\left(\pm\sqrt{-\alpha^2 + (Y_2)^2} \cosh v, \sqrt{-\alpha^2 + (Y_2)^2} \sinh v, Y_2\right).$$

(3.5)

A global parameterization of the orbit is thus provided by the coordinate system $(v,Y_2)$, up to the change of branch on the one-dimensional hyperbola which is captured by the ± in front of the square root. Note that if we use the coordinate system $(v,Y_2)$ and pick the upper branch in each region of $Y_2$ then we parameterize half of the orbit. For $|Y_2| < |\alpha|$ we parameterize the part with $Y_1 > 0$ and for $|Y_2| > |\alpha|$ the part with $Y_0 > 0$. Figure 5 illustrates the two patches. The patches join to make the hour-glass orbit. The symplectic form is canonical in $(v,Y_2)$ variables.

A second manner to parameterize the orbit for $Y_2 \geq |\alpha|$ is:

$$(Y_0, Y_1, Y_2) = \alpha \left(\sinh \rho \cosh v, \sinh \rho \sinh v, \pm \cosh \rho\right).$$

(3.6)
Figure 6: Four regions of a continuous $sl(2, \mathbb{R})$ orbit.

For $|Y_2| \leq |\alpha|$, we can parameterize the points on the orbit as:

$$(Y_0, Y_1, Y_2) = \alpha \left( \sin \rho \sinh v, \sin \rho \cosh v, \pm \cos \rho \right). \tag{3.7}$$

We again see the two-sheeted structure. Each $(v, \rho)$ patch (where $\rho \in ] - \pi/2, \pi/2[ \text{ in the trigonometric case}$) covers a $Y_2$ patch of fixed (positive or negative) sign. We illustrate the patches in Figure 6. The hour-glass is cut into three regions, and the middle region can be separated in two more according to the sign of $Y_2$. The four patches correspond then to the four choices of signs available above.

Finally, a third parameterization is useful. It has the feature of parameterizing the two branches of the $(Y_0, Y_1)$ hyperbola at once. We define the points $(x, Y_2)$ solving the orbit equation for $|Y_2| \leq \alpha$:

$$\left( \frac{1}{2}(x - \frac{1}{x})\sqrt{\alpha^2 - (Y_2)^2}, \frac{1}{2}(x + \frac{1}{x})\sqrt{\alpha^2 - (Y_2)^2}, Y_2 \right), \tag{3.8}$$

as well as, for $|Y_2| \geq \alpha$:

$$\left( \frac{1}{2}(x + \frac{1}{x})\sqrt{(Y_2)^2 - \alpha^2}, \frac{1}{2}(x - \frac{1}{x})\sqrt{(Y_2)^2 - \alpha^2}, Y_2 \right). \tag{3.9}$$

The two branches correspond to $x > 0$ and $x < 0$ respectively. The $(x, Y_2)$ coordinate system covers the continuous orbit in a satisfactory global manner. The relation to the other two coordinate systems, whenever their regimes of validity overlap, is straightforwardly computed. In all these coordinates and patches, we can easily compute the volume form and an action appropriate to any given patch. We skip the detailed descriptions. One basic result to note is that the symplectic form in the $(x, Y_2)$ coordinate system is $\Omega = \alpha dY_2 \wedge d\log x$. 
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3.2.1 The Continuous Orbit and the Group

It is rewarding to consider the relation between a parameterization of the \( SL(2, \mathbb{R}) \) group manifold and the continuous orbit in greater detail. This exercise helps further in visualizing aspects of our analysis and clarifies the global geometry. Very concretely, we can consider an explicit two-dimensional representation of the real Lie algebra \( sl(2, \mathbb{R}) \) in terms of Pauli matrices:

\[
\sigma_0 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = i\sigma_2 \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} .
\] (3.10)

The coordinates on our Lie algebra \( Y_\mu \) can be chosen such that a Lie algebra element \( t \) equals \( t = Y_0\sigma_0 + Y_1\sigma_1 + Y_2\sigma_3 \). The Killing norm of the Lie algebra element \( t \) is then proportional to \( -(Y_0)^2 + (Y_1)^2 + (Y_2)^2 \) as before. Moreover, we can exponentiate this standard parameterization into the \( SL(2, \mathbb{R}) \) group manifold. In the group \( SL(2, \mathbb{R}) \), almost every element can be factorized as:

\[
g = d_1(-e)^s d_2 ,
\] (3.11)

where \( \epsilon_i = 0 \) or 1, the central group element \((-e)\) is minus the identity matrix, the matrices \( d_1, d_2 \) span hyperbolic one-parameter subgroups and the matrix \( s \) squares to minus one:

\[
-e = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} , \quad s = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \\
\]

\[
d_1 = \begin{pmatrix} e^{v/2} & 0 \\ 0 & e^{-v/2} \end{pmatrix} , \quad d_2 = \begin{pmatrix} e^{\psi/2} & 0 \\ 0 & e^{-\psi/2} \end{pmatrix} .
\] (3.12)

The matrix \( p \) on the other hand can take a hyperbolic or a trigonometric form:

\[
p_h = \begin{pmatrix} \cosh \rho/2 & \sinh \rho/2 \\ \sinh \rho/2 & \cosh \rho/2 \end{pmatrix} , \quad p_t = \begin{pmatrix} \cos \rho/2 & \sin \rho/2 \\ -\sin \rho/2 & \cos \rho/2 \end{pmatrix} .
\] (3.13)

The parameter \( \rho \) runs over \( ] -\infty, +\infty[ \) for the hyperbolic group element \( p_h \) and over the interval \( ] -\pi/2, \pi/2[ \) for elliptic group elements \( p_t \). This parameterization of the group is adapted to the parameterization of continuous orbits of the Lie algebra. To see this in detail, it is sufficient to consider the orbit of a Lie algebra element \( t = \alpha\sigma_3 \). When we conjugate this element with a group element \( g \) in the parameterization above, we find that the resulting Lie algebra element does not depend on the coordinate \( \psi \). We obtain a parameterization of the orbit in terms of the coordinates \((v, \rho)\). The group element \((-e) = (-1)\) is central in \( SL(2, \mathbb{R}) \) and does not act on the \( PSL(2, \mathbb{R})/SO(1, 1) \) coset. We can therefore distinguish four patches in the orbit, associated to a choice of \( p_h \) or \( p_t \) and whether the group element \( s \) is present in the group element \( g \) or not. The conjugated Lie algebra element has a \( Y_2 \) coordinate equal to \( \pm \cosh \rho \) for \( p_h \), where the sign depends on whether the group element \( s \) is present or not, and \( \pm \cos \rho \) for the choice of trigonometric \( p_t \). This coordinate system agrees with the second parameterization above in equations (3.6) and (3.7). The coordinate \( v \) still parameterizes the hyperbolic action (from the left) on the \( PSL(2, \mathbb{R})/SO(1, 1) \) coset and indeed coincides with the coordinate \( v \) introduced previously. Similarly, the \( Y_2 \) coordinate is identified with \( \pm \cosh \rho \) or \( \pm \cos \rho \) up to rescaling by \( \alpha \). The insertion of \( s \) changes the sign of the \( Y_2 \) coordinate, namely of the momentum conjugate to the coordinate \( v \).

We note that as a consequence of our analysis, the continuous orbit provides a rather faithful two-dimensional representation of the three-dimensional group \( PSL(2, \mathbb{R}) \), provided
we are prepared to ignore one topologically trivial hyperbolic direction. In particular, note that the first homotopy group of the group equals \( \Pi_1(\text{PSL}(2, \mathbb{R})) = \mathbb{Z} \) as recalled in the introductory subsection 2.1. The continuous orbit indeed exhibits the topologically non-trivial circle faithfully.

### 4 The Path Integral on the Discrete Orbits

In this section, we perform the phase space path integral over the discrete orbit, in coordinates that are chosen to render a one-parameter hyperbolic action simple. We start out with a canonical analysis of the system and its symmetries. We then integrate over discretized paths. Because the discrete orbit can be covered with a single patch, it is a good warm-up example for the continuous orbit in which we need at least two patches.

#### 4.1 The Classical System and its Symmetries

The symplectic form \( \Omega \) on the discrete \( D^+ \) orbit equals

\[
\Omega = \alpha \cosh \rho d\rho \wedge dv = \alpha d(\sinh \rho dv) .
\]

The primitive one-form pulled back to the world line of a particle defines the Lagrangian \( \mathcal{L} \) of our quantum mechanics:

\[
\mathcal{L} = \alpha \sinh \rho \dot{\nu} + \beta \dot{\nu} .
\]

We have added a total derivative term. The momentum \( \pi_v \) conjugate to the coordinate \( v \) equals:

\[
\pi_v = \frac{\partial \mathcal{L}}{\partial \dot{v}} = \alpha \sinh \rho + \beta .
\]

The total derivative term allows us to shift the momentum by a constant \( \beta \). We can write the \( sl(2, \mathbb{R}) \) symmetry generators \( Y_i \) as functions on phase space:

\[
Y_2 = \alpha \sinh \rho = \pi_v - \beta \\
Y_0 = \alpha \cosh v \cosh \rho = \cosh v \sqrt{\alpha^2 + (\pi_v - \beta)^2} \\
Y_1 = \alpha \sinh v \cosh \rho = \sinh v \sqrt{\alpha^2 + (\pi_v - \beta)^2} .
\]

If we think of the orbit as the right geometric coset \( \text{PSL}(2, \mathbb{R})/SO(2) \), then these operators generate a left \( sl(2, \mathbb{R}) \) action on the orbit. The brackets between functions on phase space equals

\[
\{f(v, \pi_v), g(v, \pi_v)\} = \frac{\partial f}{\partial v} \frac{\partial g}{\partial \pi_v} - \frac{\partial f}{\partial \pi_v} \frac{\partial g}{\partial v} .
\]

The Poisson brackets between the \( sl(2, \mathbb{R}) \) generators \( Y_i \) are:

\[
\{Y_0, Y_1\} = -Y_2 , \quad \{Y_1, Y_2\} = Y_0 , \quad \{Y_2, Y_0\} = -Y_1 .
\]

The transitive group action on the phase space will translate into a representation space in the quantum theory which is an irreducible representation of the group. The classical symmetry generators will turn into quantum operators satisfying a \( sl(2, \mathbb{R}) \) algebra.
4.1.1 Towards the Quantum Theory

Keeping in mind the quantum mechanical analysis to follow, we define generators $Y_\pm = (Y_0 \pm Y_1)$ and factorize:

$$
Y_2 = \pi_v - \beta , \quad Y_\pm = e^{\pm v} \sqrt{(\pi_v - \beta + i\alpha)(\pi_v - \beta - i\alpha)} .
$$

(4.9)

We can rescale the generators $Y_\pm$ by purely momentum dependent factors as this leaves invariant the Poisson brackets (4.8). We thus eliminate square roots:

$$
Y_2 = \pi_v - \beta , \quad Y_+ = e^v(\pi_v - \beta + i\alpha) , \quad Y_- = e^{-v}(\pi_v - \beta - i\alpha) .
$$

(4.10)

From now on, we will parameterize the coefficient of the action in terms of a shifted parameter $j$ as $\alpha = -j + 1/2$.\footnote{See footnote 2 for an intuitive understanding of the shift of the spin $j$ by 1/2 in the case of finite dimensional representations. In the non-compact context, one can consider the geometric picture of where discrete and continuous orbits meet, at $j = 1/2$, to justify this shift pictorially.} Moreover, we will pick our origin of momentum by setting $i\beta = -j = \alpha - 1/2$. Moreover, it is important to note that the generators $Y_\pm$ contain a normal ordering ambiguity proportional to $e^{\pm v}$ in the quantum theory. We can tune the normal ordering constant such that our final expressions for the quantum operators $Y_i$ take the form

$$
Y_2 = \pi_v - ij , \quad Y_+ = e^v(\pi_v - 2ij) , \quad Y_- = e^{-v}\pi_v .
$$

(4.11)

4.2 Bases of States

Before discussing the path integral let us first describe in a little bit of detail the Hilbert space of wavefunctions on which the differential operators $Y_a$ act. We shall realize the discrete series representations on functions on the half-line, parameterized by $y$. We shall identify the coordinate of the half-line with the exponential of the coordinate $v$ of the discrete orbit:

$$
y = e^v .
$$

(4.12)

In terms of this coordinate, the $sl(2, \mathbb{R})$ generators take the form

$$
Y_2 = -iy\partial_y - ij , \quad Y_+ = -iy^2\partial_y - 2ijy , \quad Y_- = -i\partial_y .
$$

(4.13)

We work in a setting in which we diagonalize the hyperbolic generator $Y_2$, which amounts to diagonalizing the momentum operator. Given the form of the differential operator above, the momentum eigenstates can be written as:

$$
\zeta_\mu(y) = y^{-\mu} .
$$

(4.14)
The $Y_2$ eigenvalue of the wavefunction $\zeta_\mu(y)$ can be calculated using the differential operator (4.13), and is given by $i(\mu-j)$. Implicitly, we define the momentum wave-function $\Phi$ as a Mellin transform of the position wave-function $f$:

$$
\Phi(\lambda) = \int_0^\infty dy f(iy) \, y^{\lambda-1},
$$

where we analytically continue the wave-function $f$ from the positive imaginary axis $iy$ to the whole of the upper half plane $z = iy$. The inverse transform is given by:

$$
f(iy) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} d\mu \, \Phi(\mu) y^{-\mu}.
$$

The integral over the eigenvalues is along a shifted imaginary axis:

$$
\mu \in a + i\mathbb{R},
$$

where the shift $a$ is chosen such that the integral is well-defined. The wavefunctions $\zeta_\mu$ satisfy the completeness relation:

$$
\int_0^\infty \frac{dy}{y} \, \zeta_\lambda^*(y) \, \zeta_\mu(y) = \int_0^\infty \frac{dy}{y} \, y^{\lambda-\mu} = 2\pi i \delta(\lambda - \mu).
$$

The last equality follows when $\lambda - \mu$ is purely imaginary. Our integration measure is dictated by the symplectic form on the discrete orbit. We shall see this more explicitly when we discuss the path integral formulation. We now define normalized kets $|\mu\rangle$ such that their wavefunctions defined on the half-line are given by $\zeta_\mu(y)$ in (4.14). These satisfy the completeness relation in momentum space:

$$
\frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} d\mu \, |\mu\rangle \langle \mu| = 1.
$$

### 4.3 The Path Integral

Given the action of the generators (4.13) on the space of functions on the half-line it is possible to proceed via the Hamiltonian formalism and obtain the matrix elements for these and the exponentiated operators, leading to the well known integral expressions for the kernels that exhibit the PSL(2, $\mathbb{R}$) group action on the discrete representation labelled by real and integer values of the parameter $j$ [7]. Our goal in the present section is to derive these from a path integral calculation on the orbit corresponding to the discrete representation.

We shall work with the phase space path integral. As we saw in Section 3.1, there are different ways to parameterize the orbit. A particularly convenient choice is to use $(y,\eta)$ variables, where $y = e^v$ and $\eta = \sinh \rho$. From the classical expressions in (4.11) we see that $\eta$ is related to the canonically conjugate momentum by the relation

$$
\alpha \eta = \pi v - i j.
$$

We consider a discretized version of the path integral, in which the total time $T$ between initial and final states is split into $N$ time intervals of width $\Delta t$. We perform the path integral
specifying the initial and final momenta. In this case, the discretized path integral integrates over \( N - 1 \) momenta \( \eta_a \) and \( N \) intermediate positions \( y_a \). The action (4.2) that weights the path integral is obtained from the symplectic structure on the orbit. Since we fix the initial and final momenta it turns out to be more useful to add a total derivative term to that action and begin with the discretized action:

\[
S = -\alpha \int dt \log y(t) \eta'(t) = -\alpha \sum_{a=1}^{N} \log y_a(\eta_a - \eta_{a-1}) .
\] (4.21)

The initial and final \( \eta \) values are given in terms of the initial and final momenta \( (i\mu, i\lambda) \):

\[
\eta_0 = \frac{i}{\alpha}(\mu - j) , \quad \eta_N = \frac{i}{\alpha}(\lambda - j) .
\] (4.22)

Thus the matrix element for an arbitrary operator \( \mathcal{O} \) is given by the discretized path integral:

\[
\langle \lambda | \mathcal{O} | \mu \rangle = \int_0^\infty \prod_{a=1}^N dy_a \int_0^\infty \prod_{a=1}^{N-1} d\eta_a \alpha e^{iS} \mathcal{O} .
\] (4.23)

### 4.3.1 Kernel for the Hyperbolic Generator

Our first goal is to compute the momentum space kernel that represents the group action in the discrete representation labelled by \( j \):

\[
K(\lambda, \mu; j, e^{iTY_2}) = \frac{1}{2\pi i} \langle \lambda | e^{iTY_2} | \mu \rangle .
\] (4.24)

We recall that in terms of the phase space coordinates the symmetry generator \( Y_2 \) equals \( Y_2 = \alpha \eta \). This particular matrix element can therefore be calculated by modifying the discretized action in the following manner:

\[
S_{\text{hyp}} = -\alpha \sum_{a=1}^{N} \log y_a(\eta_a - \eta_{a-1}) + \sum_{a=1}^{N-1} \Delta t \alpha \eta_a
\]

\[
= \alpha \eta_0 \log y_1 - \alpha \eta_N \log y_N + \sum_{a=1}^{N-1} \alpha \eta_a(\log y_{a+1} - \log y_a + \Delta t) ,
\] (4.25)

where \( \eta_0 \) and \( \eta_N \) are given in equations (4.22). Substituting this into the path integral we see that all the integrals over the \( N - 1 \) variables \( \eta_a \) can be trivially done, and this sets \( \log y_a = \log y_{a+1} + \Delta t \). This eliminates all but one of the \( y_a \)-integrals and using \( \log y_1 = \log y_N + T \), we obtain

\[
K(\lambda, \mu; j, e^{iTY_2}) = \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} e^{i\alpha(\eta_0 - \eta_N) \log y} e^{i\alpha \eta_0 T}
\]

\[
= \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} y^{\lambda-\mu} e^{-(\mu-j)T} = \delta(\lambda - \mu) e^{-(\mu-j)T} .
\] (4.26)
4.3.2 Kernel for the Parabolic Generators

The derivation of the kernel for the parabolic elements is a little more involved. We first compute the kernel for an infinitesimal time interval, which is equivalent to calculating the matrix element:

$$\langle \lambda | Y_- | \mu \rangle .$$

The operator $Y_-$ can be written down in terms of the phase space variables as

$$Y_- = y^{-1}(\alpha \eta + i j).$$

(4.28)

Here we have to choose a convention for which $\eta$-value to insert, namely whether it is the initial one in the infinitesimal interval, the final one, or some combination. We choose the initial value of the interval in what follows. One thus has a single interval, with action given by

$$S = \alpha(\eta_0 - \eta_1) \log y = i(\lambda - \mu) \log y ,$$

(4.29)

and a single $y$-integral to do:

$$\langle \lambda | Y_- | \mu \rangle = \int_0^\infty \frac{dy}{y} y^{-1}(\alpha \eta_0 + i j) y^{\lambda - \mu} = (i \mu) 2\pi i \delta(\lambda - \mu - 1) .$$

(4.30)

Given this matrix element, we can derive the matrix element for the exponentiated $Y_-$ operator in the representation labelled by $j$ by repeated insertion of the complete set of momentum eigenstates. For $c > 0$ we have

$$K(\lambda, \mu; j, e^{\delta Y_-}) = \frac{1}{2\pi i} \langle \lambda | e^{\delta Y_-} | \mu \rangle$$

$$= \frac{1}{2\pi i} \sum_{n=0}^{\infty} \frac{c^n}{n!} \int_0^\infty \frac{d\mu_1}{2\pi i} \cdots \int_0^\infty \frac{d\mu_n}{2\pi i} \langle \lambda | Y_- | \mu_1 \rangle \prod_{i=1}^{n-1} \langle \mu_i | Y_- | \mu_{i+1} \rangle \langle \mu_n | Y_- | \mu \rangle$$

$$= \frac{1}{2\pi i} \sum_{n=0}^{\infty} (ic)^n \frac{\mu(\mu + 1) \cdots (\mu + n - 1)}{n!} (2\pi i) \delta(\lambda - \mu - n)$$

$$= \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} \sum_{n=0}^{\infty} (ic)^n \frac{\mu(\mu + 1) \cdots (\mu + n - 1)}{n!} y^{(\lambda - \mu - n)}$$

$$= \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} y^{(\lambda - \mu)} (1 - iy^{-1}c)^{-\mu}$$

$$= \frac{1}{2\pi i} \int_0^\infty dy y^{\lambda - 1} (y - ic)^{-\mu} .$$

(4.31)

One can repeat the analysis for the $Y_+$ generator. In terms of the phase space variables we have

$$Y_+ = y(\alpha \eta - i j) .$$

(4.32)
Performing the path integral for the infinitesimal interval we obtain

$$\langle \lambda | Y_+ | \mu \rangle = \int_0^\infty \frac{dy}{y} y(\alpha \eta_0 - ij) y^{\lambda - \mu} = i(\mu - 2j) 2\pi i \delta(\lambda - \mu + 1). \quad (4.33)$$

One can now compute the kernel for the $Y_+$ operator as before. For $b > 0$ we have

$$K(\lambda, \mu; j, e^{bY_+}) = \frac{1}{2\pi i} \langle \lambda | e^{bY_+} | \mu \rangle$$

$$= \frac{1}{2\pi i} \sum_{n=0}^\infty \frac{b^n}{n!} \int \prod_{i=1}^n \frac{d\mu_i}{2\pi i} \cdots \int \prod_{i=1}^n \frac{d\mu_{n}}{2\pi i} \langle \lambda | Y_+ | \mu_1 \rangle \prod_{i=1}^{n-1} \langle \mu_i | Y_+ | \mu_{i+1} \rangle \langle \mu_n | Y_+ | \mu \rangle$$

$$= \frac{1}{2\pi i} \sum_{n=0}^\infty (ib)^n (\mu - 2j)(\mu - 2j - 1) \cdots (\mu - 2j - n + 1) \frac{1}{n!} (2\pi i) \delta(\lambda - \mu + n)$$

$$= \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} \sum_{n=0}^\infty (ib)^n (\mu - 2j)(\mu - 2j - 1) \cdots (\mu - 2j - n + 1) y^{(\lambda - \mu + n)}$$

$$= \frac{1}{2\pi i} \int_0^\infty dy \ y^{\lambda - 1} y^{-\mu} (1 + iby)^{\mu - 2j}. \quad (4.34)$$

Thus, we have computed the action of the exponentiated infinitesimal generators $Y_2$ and $Y_\pm$.

### 4.3.3 The Insertion $s$

As will be manifest shortly, it is useful to consider the matrix element of the $s$-operator between momentum eigenstates. As a two-by-two matrix in the fundamental representation of $\text{PSL}(2, \mathbb{R})$ the operator $s$ equals the matrix $\sigma_0 = i\sigma_2$. When we conjugate a general Lie algebra element $t = Y_0 \sigma_0 + Y_1 \sigma_1 + Y_2 \sigma_3$ by this group element, we see that it acts as $(Y_0, Y_1, Y_2) \rightarrow (Y_0, -Y_1, -Y_2)$. On the phase space variables, the $s$-operator therefore flips the sign of $\eta$ and $y$.

Moreover, the sign flip on the label of the momentum states can be accompanied by an extra phase factor action in the quantum theory. To determine the possibilities for this phase, it is important to note that the relation $s^2 = (-e)$ must hold in the group $\text{SL}(2, \mathbb{R})$. Thus, the phase squared must be $\pm 1$.

We can gather further information about this phase from the elliptic point of view provided in Section 2.3. Firstly, we note from equation (2.2) that the $s$ operator acts to shift the elliptic coordinate $\phi \rightarrow \phi - \pi$. Thus, when we insert an $s$-operator in the path integral, we pick up a sign $e^{-i\pi r} = e^{-i\pi j}$ from the second term in the action (2.5). Thus, we associate this extra phase to the action of the operator $s$. For discrete representations of $\text{PSL}(2, \mathbb{R})$ the index $j$ is integer. The operator $s$ then squares to the identity. For representations of $\text{SL}(2, \mathbb{R})$ the parameter $j$ can be integer or half integer and minus the identity $(-e)$ inserts a phase $(-1)^{2j}$.

With all this in mind the path integral that defines the matrix element for the $s$-operator as before.

---

6See e.g. equation (3.1) and use the relation $\eta = \sinh \rho$.

7We revisit these points in more generality when we discuss the path integral realization of orbits of $\text{SL}(2, \mathbb{R})$ and its universal cover in Section 6.
operator in the discrete representation labelled by $j$ is given by

$$\langle \lambda | s | \mu \rangle = \frac{(-1)^{-j}}{2\pi i} \int_0^\infty \frac{dy}{y} e^{iS'},$$

(4.35)

where the modified action $S'$ takes into account the fact that the initial momentum $\eta_0$ has to be sign-flipped:

$$S' = -(\alpha \eta_0 + \alpha \eta_1) \log y = -i(\mu + \lambda - 2j) \log y .$$

(4.36)

Finally, we conclude that the matrix element of the insertion $s$ equals

$$\langle \lambda | s | \mu \rangle = \frac{(-1)^{-j}}{2\pi i} \int_0^\infty \frac{dy}{y} y^{\lambda + \mu - 2j} = (-1)^{-j} \delta(\lambda + \mu - 2j) .$$

(4.37)

### 4.3.4 Summary

We have so far calculated the matrix elements of the hyperbolic and parabolic generators of $\text{PSL}(2, \mathbb{R})$ and of the $s$-operator. A key point is that any group element $g \in \text{PSL}(2, \mathbb{R})$ can be decomposed in either of the following ways [7]:

$$g = g_-(t) \delta(x) ,$$

$$g = g_-(t_1) \delta(x) s g_-(t_2) ,$$

(4.38)

where

$$g_-(t) = \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix} , \quad \delta(x) = \begin{pmatrix} x & 0 \\ 0 & x^{-1} \end{pmatrix} , \quad s = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} .$$

(4.39)

The first decomposition holds for the case when the right upper entry $b$ is zero, while the second holds when it is non-zero. Given that we have already obtained the kernels for all the factors that appear in the decomposition, and by continuity in the group element, it follows that for a $\text{PSL}(2, \mathbb{R})$ group element of the form $g$, the kernel in momentum space reads

$$K(\lambda, \mu; j, g) = \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} y^{\lambda-1} (ay - ic)^{-\mu} (iby + d)^{\mu-2j}$$

$$= \frac{1}{2\pi i} \int_0^\infty \frac{dy}{y} y^\lambda \int_0^\infty dy' y'^{-\mu} (iby + d)^{-2j} \delta \left( y' - \frac{ay - ic}{iby + d} \right) .$$

(4.40)

From the second equality one can read off the kernel in position space:

$$K(y, y'; j, g) = (iby + d)^{-2j} \delta \left( y' - \frac{ay - ic}{iby + d} \right) .$$

(4.41)

This concludes our path integral derivation of the kernel for the discrete representations of $\text{PSL}(2, \mathbb{R})$. The final result matches the literature.
5 The Path Integral on the Continuous Orbits

In this section we perform the path integral over continuous orbits. Unlike the case of the discrete orbits, one needs at least two patches to cover the orbit. That renders the path integration more subtle. We begin with a canonical analysis of the system in a patch and derive expressions for the generators of the $\text{sl}(2, \mathbb{R})$ algebra. We then turn to the quantum theory and determine the irreducible representation to which the path integral over patches gives rise.

5.1 The Canonical Classical Analysis

In order to be concrete, we first work in the $Y_2 > \alpha$ patch, in which we can set $Y_2 = \alpha \cosh \rho$. From equation (3.9) we have

$$(Y_0, Y_1, Y_2) = \alpha \left( \frac{1}{2} (x + \frac{1}{x}) \sinh \rho, \frac{1}{2} (x - \frac{1}{x}) \sinh \rho, \cosh \rho \right).$$

(5.1)

We specify the symplectic form $\Omega$:

$$\Omega = \alpha d \cosh \rho \wedge d \log x.$$  

(5.2)

The Lagrangian of a point particle is again given by the pullback of a primitive one-form $\Theta$, which is defined by $\Omega = d\Theta$. For our analysis, it is convenient to further work in the $x > 0$ subregion and introduce the variable $v = \log x$, in terms of which we obtain the Lagrangian:

$$L = \alpha \cosh \rho \dot{v} + \beta \dot{v}.$$  

(5.3)

As before we have added a total derivative term with an arbitrary coefficient $\beta$, which leads to the conjugate momentum:

$$\pi_v = \alpha \cosh \rho + \beta.$$  

(5.4)

We then have the expressions for the $\text{sl}(2, \mathbb{R})$ generators as functions on phase space:

$$Y_2 = \alpha \cosh \rho = \pi_v - \beta,$$

$$Y_0 = \cosh v \sqrt{\left( \pi_v - \beta \right)^2 - \alpha^2},$$

$$Y_1 = \sinh v \sqrt{\left( \pi_v - \beta \right)^2 - \alpha^2}.$$  

(5.5)

The Poisson brackets between these generators are given by

$$\{Y_0, Y_1\} = -Y_2,$$

$$\{Y_1, Y_2\} = Y_0,$$

$$\{Y_2, Y_0\} = -Y_1.$$  

(5.6)

Defining again $Y_\pm = Y_0 \pm Y_1$, we find:

$$Y_\pm = e^{\pm v} \sqrt{(\pi_v - \beta + \alpha)(\pi_v - \alpha - \beta)}.$$  

(5.7)

We rescale by momentum dependent factors and eliminate the square roots:

$$Y_2 = \pi_v - \beta,$$

$$Y_+ = -ie^v (\pi_v - \alpha - \beta),$$

$$Y_- = ie^{-v} (\pi_v - \beta + \alpha).$$  

(5.8)
We now make a choice of parameters $\beta = ij$ and $\alpha = i(j - \frac{1}{2})$ which will be convenient in the quantum theory. For the irreducible continuous representation under consideration we have that $j = \frac{1}{2} - is$, with $s \in \mathbb{R}$. Recalling that $v = \log x$ and up to a normal ordering constant, we obtain the differential operators that represent the $\text{sl}(2, \mathbb{R})$ generators:

$$
Y_2 = -i x \partial_x - i j ,
Y_+ = -x^2 \partial_x - 2 j x ,
Y_- = \partial_x .
$$

(5.9)

Remaining in the $x > 0$ patch, one can similarly work out the formulae in the $|Y_2| < \alpha$ region, in which one can set $Y_2 = \alpha \cos \rho$. From equation (3.8) we see that

$$(Y_0, Y_1, Y_2) = \alpha \left( \frac{1}{2}(x - \frac{1}{x}) \sin \rho, \frac{1}{2}(x + \frac{1}{x}) \sin \rho, \cos \rho \right) ,$$

(5.10)

The particle Lagrangian in this region of the orbit takes the form

$$\mathcal{L} = \alpha \cos \rho \dot{v} + \beta \dot{v} ,$$

(5.11)

where we have again defined $v = \log x$. The $\text{sl}(2, \mathbb{R})$ generators in this region are

$$Y_2 = \alpha \cos \rho = \pi v - \beta ,$$
$$Y_0 = \sinh v \sqrt{\alpha^2 - (\pi v - \beta)^2} ,$$
$$Y_1 = \cosh v \sqrt{\alpha^2 - (\pi v - \beta)^2} .$$

(5.12)

These satisfy the same Poisson brackets (5.6). One can rescale the $\text{sl}(2, \mathbb{R})$ generators to get rid of the square roots and substituting $\alpha$ and $\beta$ as before, we find exactly the same differential operators (5.8). This completes the canonical analysis in the $x > 0$ region.

In the $x < 0$ region of the orbit, one can repeat the analysis step by step and one obtains the same form of the differential operators for the $\text{sl}(2, \mathbb{R})$ generators, with the substitution $x \to (-x)$. In particular this means that the $Y_\pm$ operators pick up an extra sign while the $Y_2$ operator remains unchanged. This will have consequences in our subsequent discussion.

### 5.2 Bases of States

We have seen that the orbit for the continuous representation is composed of distinct regions. One needs at least two patches to cover the entire orbit, with distinct expressions for the $\text{sl}(2, \mathbb{R})$ symmetry generators. The patch with $x > 0$ and the patch with $x < 0$ are described separately. This leads us to introduce pairs of functions $(x^\lambda_+, x^\lambda_-)$ which form a basis of generalized functions depending on the coordinate $x$. These are defined such that for $\text{Re} \lambda > -1$ and an infinitely differentiable function $\varphi(x)$, we have [7]:

$$(x^\lambda_+, \varphi(x)) = \int_0^\infty dx \ x^\lambda \varphi(x) , \quad (x^\lambda_-, \varphi(x)) = \int_0^\infty dx \ x^{-\lambda} \varphi(-x) .$$

(5.13)

For a fixed function $\varphi$, the inner product depends analytically on the momentum label $\lambda$ and one can continue it to the domain $\text{Re} \lambda \leq -1$, avoiding the negative real integers$^8$.

$^8$At these points, the generalized functions have poles. The residues at these poles evaluate to derivatives of $\delta$-functions.
We will be interested in computing the overlaps of momentum eigenstates using the path integral. The wavefunctions in position space are a pair of generalized functions, and one introduces a pair of momentum eigenstates as well, related to the position space eigenstates via the Mellin transform:

\[ |\lambda, \pm\rangle = \int_{-\infty}^{\infty} dx \frac{x}{x^\lambda} |\pm\rangle = \int_{0}^{\infty} dx \frac{x}{x^\lambda} |\pm\rangle. \tag{5.14} \]

We defined a state \(|+x\rangle\) which is non-zero for positive \(x\) only. One reads off the wavefunctions that correspond to momentum eigenstates:

\[ \langle x|\lambda, \pm\rangle = x^{-\lambda}. \tag{5.15} \]

The corresponding relations for the bra-vector are

\[ \langle \lambda, \pm| = \int_{-\infty}^{\infty} dx \frac{x_{\lambda}}{x^\lambda} \langle x| = \int_{0}^{\infty} dx \frac{x}{x^\lambda} \langle \pm| \]. \tag{5.16} \]

Given these basis vectors, a state \(|\tilde{f}\rangle\) in the momentum basis is given by a pair of functions obtained via the overlaps with \(|\lambda, \pm\rangle\), and are related to the function in position space via the Mellin transform:

\[ \tilde{f}_{\pm}(\lambda) = \langle \lambda, \pm| f \rangle = \int_{0}^{\infty} dx x^\lambda f(\pm x) . \tag{5.17} \]

The convergence of these integrals are dependent on the behaviour of \(f(x)\) near infinity. For functions that represent the continuous representations, one has that \(|f(x)| \sim |x|^{-2j}\) for large \(x\) and these integrals are absolutely convergent near infinity for \(\text{Re}(\lambda - 2j) < 0\) and absolutely convergent near zero for \(\text{Re}(\lambda) > 0\). From here onward we use these integral transforms with the understanding that suitable conditions on the parameter \(\lambda\) are satisfied to ensure convergence. The value of the momentum wave-function at other values of the momentum is obtained by analytic continuation. The inverse transform is given by\(^9\)

\[ f(x) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} d\lambda \tilde{f}_{\omega}(\lambda)|x|^{-\lambda}, \quad \text{with} \quad \omega = \text{sign}(x). \tag{5.18} \]

For the continuous representation as well, the momenta take values along a shifted imaginary axis. The momentum eigenstates are then delta-function normalized:

\[ \langle \lambda, \omega|\mu, \rho\rangle = 2\pi i \delta_{\omega\rho} \delta(\lambda - \mu). \tag{5.19} \]

The equality holds for \(\text{Re}(\lambda - \mu) = 0\). The completeness relations involve a sum over the two patches:

\[ \int_{0}^{\infty} dx \frac{x}{x^\lambda} \left( |x\rangle \langle x| - |\pm\rangle \langle \pm| \right) = 1 \tag{5.20} \]

\[ \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} d\lambda \left( |\lambda, +\rangle \langle \lambda, +| + |\lambda, -\rangle \langle \lambda, -| \right) = 1 . \tag{5.21} \]

\(^9\)The integral converges for \(0 < a < 2\text{Re}(j)\). We refer the reader to e.g. [7] for further details.
5.3 The Path Integral

As for the discrete orbits, we now derive matrix elements for the sl(2, \mathbb{R}) generators and for the exponentiated operators in the continuous representations using the path integral over the orbit. Once again we work with a discretized path integral in which the total time interval \( T \) is divided into \( N \) intervals of length \( \Delta t \). We introduce phase space variables \((x_a, \pi_a)\) in each interval. The matrix element of an operator \( \mathcal{O} \) between any two momentum states then takes the form:

\[
\langle \lambda, \omega | \mathcal{O} | \mu, \rho \rangle = \frac{1}{N} \prod_{a=1}^{N-1} \alpha \int_{-\infty}^{\infty} \frac{d\eta_a(t)}{2\pi} \prod_{a=1}^{N} \left( \int_{0}^{\infty} \frac{dx_a}{x_a} e^{iS>} + \int_{0}^{\infty} \frac{d(-x_a)}{(-x_a)} e^{iS<} \right) \mathcal{O}.
\] (5.22)

We make several remarks about the path integral. The variables \( \omega \) and \( \rho \) take values \( \pm \). Here we have replaced the integral over the momenta \( \pi \) with the integral over the variable \( \eta \), which is defined to be:

\[
\eta = \frac{1}{\alpha} Y_2 = \frac{1}{\alpha} (\pi_\omega - ij).
\] (5.23)

There is one more position variable than there are variables. The path in phase space is now chosen such that the initial and final momenta are fixed to be \( \mu \) and \( \lambda \) respectively. In terms of the \( \eta \)-variable, the initial and final point in phase space are denoted

\[
\eta_0 = \frac{i}{\alpha} (\mu - j), \quad \text{and} \quad \eta_N = \frac{i}{\alpha} (\lambda - j).
\] (5.24)

Note that the \( x \)-integral runs over both patches and that the action depends on the patch. Lastly we remark that the first and last of the \( x_a \)-integrals will be over a single patch determined by the labels \((\omega, \rho)\) of the initial and final momentum eigenstates. The discretized action is read off from the symplectic structure on the orbit. In one of the patches it is given by

\[
S_\geq = -\sum_{a=1}^{N} \alpha \log x_a (\eta_a - \eta_{a-1})
\] (5.25)

The action \( S_\leq \) in the other patch is obtained from the action \( S_\geq \) by the replacement \( x \rightarrow -x \).

5.3.1 Kernel for the Hyperbolic Generator

We begin with the simplest kernel calculation in the path integral formalism, which is the calculation of the matrix element:

\[
\langle \lambda, + | Y_2 | \mu, + \rangle.
\] (5.26)

One can think of this as the non-trivial part of the matrix element for the operator \( e^{i\Delta t Y_2} \), when the time interval \( \Delta t \) is infinitesimal. One then has a single interval and therefore a single \( x \)-integral to be done. Given that the initial and final patch is chosen to be \((+)\), we see that the path integral localizes onto a single patch. In terms of the phase space variables, we have \( Y_2 = \alpha \eta \). Using the action (5.25), we obtain the integral expression for the matrix element:

\[
\langle \lambda, + | Y_2 | \mu, + \rangle = \int_{0}^{\infty} \frac{dx}{x} \alpha \eta_0 e^{i\alpha(\eta_N - \eta_0)\log x}.
\] (5.27)
We have chosen the initial value convention while inserting $\eta$ in the path integral. The initial and final $\eta$-values are as in equation (5.24) and we therefore obtain

$$
\langle \lambda, + | Y_2 | \mu, + \rangle = i (\mu - j) \int_0^\infty \frac{dx}{x} x^{\mu - \lambda} = 2\pi i (\mu - j) \delta(\mu - \lambda) .
$$

(5.28)

The generalization to compute the kernel for a finite time interval is straightforward. We wish to compute

$$
K_{++}(\lambda, \mu; e^{i Ty_2}) = \frac{1}{2\pi i} \langle \lambda, + | e^{i Ty_2} | \mu, + \rangle .
$$

(5.29)

As in our previous path integral analysis for the discrete representation, we include the effect of the operator insertion as an addition to the action. The computational steps are almost identical as in the case of discrete orbits, so we merely present the final form of the discretized action:

$$
S_{\geq} = \alpha \eta_0 \log x_1 - \alpha \eta_N \log x_N + \sum_{a=1}^{N-1} \alpha \eta_a (\log x_{a+1} - \log x_a + \Delta t) .
$$

(5.30)

We first integrate over the $N - 1$ variables $\eta_a$. This leads to the constraint that $\log x_a = \log x_{a+1} + \Delta t$. We first note that, given the initial and final conditions, this necessarily forces all the intermediate $x$’s to lie on the (+) patch. The constraint then eliminates all but one of the $x$-integrals, as we have $\log x_1 = \log x_N + (N - 1) \Delta t \equiv \log x_N + T$. Substituting all this into the path integral, we are left with a single $x$-integral given by

$$
K_{++}(\lambda, \mu; e^{i Ty_2}) = \frac{1}{2\pi i} \int_0^\infty dx \ x^{\lambda - \mu - 1} e^{-(\mu - j)T} = \delta(\lambda - \mu) e^{-(\mu - j)T} .
$$

(5.31)

One obtains the identical result for the kernel $K_{--}(\lambda, \mu, e^{i Ty_2})$. Moreover, given that the action by $Y_2$ does not change the patch, we find zero for the off-diagonal kernels: $K_{+-}(\lambda, \mu, e^{i Ty_2}) = 0 = K_{-+}(\lambda, \mu, e^{i Ty_2})$.

### 5.3.2 Kernels for the Parabolic Generators

Next, we compute the matrix elements for a parabolic generator:

$$
\langle \lambda, + | Y_- | \mu, + \rangle .
$$

(5.32)

The operator $Y_-$ can be written down in terms of the phase space variables as

$$
Y_- = x^{-1} (-j + i \alpha \eta) .
$$

(5.33)

For the single interval, the boundary conditions ensure once again that only the action $S_{\geq}$ plays a role and we find

$$
\langle \lambda, + | Y_- | \mu, + \rangle = \int_0^\infty \frac{dx}{x} x^{-1} (-j + i \alpha \eta_0) x^{\lambda - \mu} = -2\pi i \mu \delta(\lambda - \mu - 1) .
$$

(5.34)
For the matrix element of the symmetry generator $Y_-$ between the ($-$) states, we observe that the main difference is the presence of $x^{-1}$ which is odd under the $x \leftrightarrow (-x)$ exchange. Thus, in the path integral where we use $S_<$ for the action, we pick up an extra sign and we obtain

$$\langle \lambda, -| Y_- | \mu, - \rangle = - \int_0^{\infty} \frac{d(-x)}{(-x)} (-x)^{-1} (-j + i\alpha \eta_0)(-x)^{\lambda-\mu}$$

$$= +2\pi i \mu \delta(\lambda - \mu - 1) . \tag{5.35}$$

Given the matrix element for the $(+, +)$ overlap, the derivation of the matrix element for the exponentiated $Y_-$ operator proceeds along the same lines as in the discrete case by repeated insertions of the complete set of momentum eigenstates. We present the result:

$$K_{++}(\lambda, \mu; e^{cY_-}) = \frac{1}{2\pi i} \langle \lambda, +| e^{cY_-} | \mu, + \rangle$$

$$= \frac{1}{2\pi i} \int_0^{\infty} dx x^{\lambda-1}(x + c)^{-\mu} . \tag{5.36}$$

For the $(-, -)$ overlap however, due to the flip in sign of the matrix element in (5.35) with respect to the matrix element in (5.34), the calculation of the kernel (for $c > 0$) leads to the result:

$$K_{--}(\lambda, \mu; e^{cY_-}) = \frac{1}{2\pi i} \sum_{n=0}^{\infty} c^n \mu(\mu + 1) \cdots (\mu + n - 1) (\mu + n - 1) (2\pi i)^2 \delta(\lambda - \mu - n) . \tag{5.37}$$

At this point we use the $\delta$-function to replace the $\mu$-factors by $\lambda$-factors. This leads to

$$K_{--}(\lambda, \mu; e^{cY_-}) = \frac{1}{2\pi i} \sum_{n=0}^{\infty} c^n \frac{\lambda - n}{\lambda - n + 1 \cdots (\lambda - 1)} (2\pi i)^2 \delta(\lambda - \mu - n)$$

$$= \frac{1}{2\pi i} \int_0^{\infty} dx x^{\lambda-\mu} (1 + \frac{c}{x})^{\lambda-1}$$

$$= \frac{1}{2\pi i} \int_0^{\infty} dx x^{-\mu} (x + c)^{\lambda-1} . \tag{5.38}$$

The traditional way to write the final $x$-integral is to let the PSL$(2, \mathbb{R})$ act on the initial wavefunction $\langle x, -| \mu \rangle$. A few shifts and sign flips later, one can rewrite the integral in the form:

$$K_{--}(\lambda, \mu; e^{cY_-}) = \int_{-\infty}^{\infty} dx (-x)^{\lambda-1} (-x - c)^{-\mu} . \tag{5.39}$$
One can repeat this procedure for the $Y_+$ operator. We omit the details and record the final answers:

\[ K_{++}(\lambda, \mu; e^{bY_+}) = \langle \lambda, +| e^{bY_+} | \mu, + \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} x^\lambda (1 + bx)^{-2j} \left( \frac{x}{1 + bx} \right)^{-\mu} . \] (5.40)

\[ K_{--}(\lambda, \mu; e^{bY_+}) = \langle \lambda, -| e^{bY_+} | \mu, - \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} \left( \frac{x}{1 + bx} \right)^\lambda (1 + bx)^{2j-1} x^{-\mu} . \] (5.41)

Making the change of variable $x' = -\frac{x}{1 + bx}$, one can recast the last kernel in the form:

\[ K_{--}(\lambda, \mu; e^{bY_+}) = \int_{-\infty}^{\infty} \frac{dx}{x} (-x)^\lambda (1 + bx)^{-2j} \left( -\frac{x}{1 + bx} \right)^{-\mu} . \] (5.42)

### 5.3.3 The Crossed Kernels

It is important to note that for the infinitesimal action, we assumed that one never crosses the $x = 0$ point and therefore the matrix elements involving a change of patch from $-\to +$ were zero. However, from the final form of the various kernels we have calculated, it is clear that one can read the kernel as the overlap of wavefunctions in which the $\text{SL}(2, \mathbb{R})$ group element acts on the initial wavefunction. For instance, for $g = e^{cY_-}$, we have

\[ K_{++}(\lambda, \mu; g) = \langle \lambda, +| g| \mu, + \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} \langle \lambda, +| x \rangle \langle x | g| \mu, + \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} x^\lambda (g \cdot x)^{-\mu} , \] (5.43)

where the $g$-action in this case is simply given by a translation:

\[ g \cdot x = x + c . \] (5.44)

Therefore, the global picture makes it clear that for a finite transformation, we could have non-vanishing crossed kernels. For instance,

\[ K_{++}(\lambda, \mu, e^{bY_-}) = \langle \lambda, -| e^{bY_-} | \mu, + \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} \langle \lambda, -| x \rangle \langle x | e^{bY_-} | \mu, + \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} x^\lambda (x + b)^{-\mu} . \] (5.45)

For a finite $b > 0$ we see that it is possible to obtain a non-zero crossed kernel. The kernel $K_{+-}$ can be shown to be zero using the same methods:

\[ K_{+-}(\lambda, \mu, e^{bY_-}) = \langle \lambda, +| e^{bY_-} | \mu, - \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} \langle \lambda, +| x \rangle \langle x | e^{bY_-} | \mu, - \rangle = \int_{-\infty}^{\infty} \frac{dx}{x} x^\lambda (x + b)^{-\mu} = 0 . \] (5.46)
The $x_\lambda^+$ term forces the function multiplying it to be evaluated for positive argument alone, and for $b > 0$, this is impossible. Thus we obtain zero overlap. The kernels for the opposite sign of the parameter are obtained by flipping both the index signs. For instance, keeping $b > 0$, we have

$$K_{++}(\lambda, \mu, e^{-bY_-}) = K_{--}(\lambda, \mu, e^{bY_-})$$

$$K_{+-}(\lambda, \mu, e^{-bY_-}) = K_{-+}(\lambda, \mu, e^{bY_-})$$

and so on. One can similarly obtain the kernels for the finite $Y_+$ transformation.

### 5.3.4 The s-operator

From a given patch, the second patch can be reached by acting with the operator $s$. We recall that in PSL(2, $\mathbb{R}$), the group element $s$ squares to one and thus generates a $\mathbb{Z}_2$ subgroup. We wish to understand how the group operation $s$ is realized in our path integral representation for the continuous orbit. To that end, we analyze the kernel when such a group element is inserted. In the $(x, \eta)$ coordinate system we see that the action of the $s$ transformation flips the sign of the momentum $\eta$. Thus if we consider an infinitesimal path from $\eta_0$ to $\eta_N$, where $\eta_N$ belongs to a different patch, the action corresponds to

$$S = -\alpha \log x(\eta_0 + \eta_N).$$ (5.49)

Integrating over the intermediate position $x$, we thus obtain

$$K_{+-}(\lambda, \mu; s) = \frac{1}{2\pi i} \int_{0}^{\infty} \frac{dx}{x} e^{-\alpha \log x(\eta_0 + \eta_N)}$$

$$= \frac{1}{2\pi i} \int_{0}^{\infty} \frac{dx}{x} x^{-2j+\lambda+\mu} = \delta(\lambda + \mu - 2j),$$

$$K_{-+}(\lambda, \mu; s) = \frac{1}{2\pi i} \int_{0}^{\infty} \frac{dx}{x} (-x)^{-2j+\mu+\lambda} = \delta(\lambda + \mu - 2j).$$ (5.50)

For the same patch kernels we find $K_{++}(\lambda, \mu; s) = 0 = K_{--}(\lambda, \mu; s)$. We can summarize the kernel for the group element $s$ as:

$$K_{\omega, \rho}(\lambda, \mu; s) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} x^{-1}|x|^{-2j} \left(-\frac{1}{x}\right)^{-\mu} \rho dx.$$ (5.51)

The $s$ operator is realized as the fractional linear transformation $x \to -1/x$.

### 5.3.5 Summary

If we combine all the results obtained in conjunction with the decomposition (4.38) of the general PSL(2, $\mathbb{R}$) element, we can write down the kernel for the insertion of any PSL(2, $\mathbb{R}$) element $g = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right)$:

$$K_{\omega, \rho}(\lambda, \mu; \chi; g) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} x^{-1}|b x + d|^{-2j} \left(\frac{ax + c}{b x + d}\right)^{-\mu} \rho dx.$$ (5.52)
Indeed, this is the kernel for a continuous $\text{PSL}(2, \mathbb{R})$ representation on the Hilbert space of quadratically integrable functions on $\mathbb{R}$.

Thus the path integration on orbits of both discrete and continuous type gives rise to Hilbert spaces that realize a single irreducible unitary representation of $\text{PSL}(2, \mathbb{R})$. We have demonstrated this expectation explicitly in a parameterization adapted to a one-parameter hyperbolic symmetry group. The derivation is laced with surmountable technical hurdles.

6 The Representations of Covers and Traces

The group $\text{SL}(2, \mathbb{R})$ has a standard matrix realization in terms of two-by-two matrices with real elements and unit determinant. The group $\text{PSL}(2, \mathbb{R})$ is obtained from this group by dividing by the central group $\mathbb{Z}_2$. We exploited the matrix representation and the fractional linear action of the group on an auxiliary variable in our description of $\text{PSL}(2, \mathbb{R})$ kernels above. In this section, we analyze how to extend the kernels of $\text{PSL}(2, \mathbb{R})$ representations to the covering group $\text{SL}(2, \mathbb{R})$ and their universal cover $\tilde{G}$. The latter has no matrix realization. We will briefly comment on how one may interpret these extensions in the path integral formalism. In order to obtain the generalization, we first formulate a detailed description of the covering group $\tilde{G}$. We then describe kernels of representations of $\text{SL}(2, \mathbb{R})$ and $\tilde{G}$.

The focus of this section however is to use these descriptions to compute the traces of group elements in the covering group $\tilde{G}$ that project onto hyperbolic group elements in $\text{PSL}(2, \mathbb{R})$. This result will also contain the trace for the restrictions to the subgroups $\text{SL}(2, \mathbb{R})$ and $\text{PSL}(2, \mathbb{R})$. The trace calculations we perform will be of use in physical applications, e.g. when computing partition functions with hyperbolic insertions representing chemical potentials or other physical quantities of interest.

6.1 The Universal Covering Group

We have already described the matrix group $\text{SL}(2, \mathbb{R})$. We wish to provide a detailed description of the universal covering group $\tilde{G}$ of $\text{SL}(2, \mathbb{R})$. To describe the cover, it is useful to pull the group $\text{SU}(1, 1)$ into our discussion. The group $\text{SU}(1, 1)$ is conjugate to $\text{SL}(2, \mathbb{R})$ in $\text{GL}(2, \mathbb{C})$. It is isomorphic to $\text{SL}(2, \mathbb{R})$. Their covering groups are the same. For some aspects, it can be technically advantageous to work with the group $\text{SU}(1, 1)$. Indeed, the compact $\text{SO}(2)$ subgroup of $\text{SL}(2, \mathbb{R})$ consisting of two-by-two rotation matrices can be thought of as forming a non-trivial loop in $\text{SL}(2, \mathbb{R})$ (as explained in subsection 3.2.1). The covering group covers this loop as a line covers a circle. The group $\text{SU}(1, 1)$ consists of matrices

\[
\begin{pmatrix}
\alpha & \bar{\beta} \\
\beta & \bar{\alpha}
\end{pmatrix}
\]

(6.1)

with $\alpha, \beta$ complex numbers satisfying $|\alpha|^2 - |\beta|^2 = 1$. The $\text{SO}(2)$ subgroup can be realized by diagonal matrices in the $\text{SU}(1, 1)$ group. This fact gives rise to mild technical simplifications. In more detail, we see this as follows. We parameterize the $\text{SU}(1, 1)$ group by the coordinates

\[
\gamma = \beta/\alpha, \quad \omega = \arg \alpha.
\]

(6.2)
We have the inverse relations

\[ \alpha = e^{i\omega (1 - |\gamma|^2)^{-\frac{1}{2}}} , \quad \beta = e^{i\omega \gamma (1 - |\gamma|^2)^{-\frac{1}{2}}} . \]  

(6.3)

The group SU(1, 1) is described by the region \(|\gamma| < 1\) and \(-\pi < \omega \leq \pi\). The universal cover \(\tilde{G}\) is found by dropping the identification on \(\omega\) and taking \(\omega \in \mathbb{R}\). The composition law in the cover is defined by the same formulas as in the SU(1, 1) composition law for \((\gamma, \omega)\), which in turn follows from matrix multiplication. The projection map \(\Phi : \tilde{G} \to SU(1, 1)\) is found by reconsidering the coordinate \(\omega\) modulo 2\(\pi\). The kernel of the projection is \((\gamma, \omega) = (0, 2\pi \mathbb{Z})\). Part of these observations are summarized in the short exact sequence:

\[ 0 \to \mathbb{Z} \to \tilde{G} \to PSL(2, \mathbb{R}) \to \mathbb{1} . \]  

(6.4)

In this sequence, we can replace PSL(2, \(\mathbb{R}\)) by its double cover SL(2, \(\mathbb{R}\)) \(\equiv SU(1, 1)\). The center of the universal covering group is the group \(\mathbb{Z}\).

### 6.2 The Kernel for SL(2, \(\mathbb{R}\))

The center of the group is realized as a scalar matrix in an irreducible representation. In a unitary representation \(r\), a generator \(z\) of the center is therefore represented by a phase factor \(r(z) = e^{2\pi i \epsilon}\) times the unit operator. In the sequel, we firstly concentrate on the double cover SL(2, \(\mathbb{R}\)) of PSL(2, \(\mathbb{R}\)) and then move to the universal cover \(\tilde{G}\). Since \(z^2\) is the identity in SL(2, \(\mathbb{R}\)), we have in that case that \(\epsilon = 0\) or \(\epsilon = 1/2\). Whenever we have an insertion of \(-e = z\) in the kernel, we add a minus sign if the representation has \(\epsilon = 1/2\). We already saw in subsection 4.3.3 (or manifestly, in an elliptic basis) that for the discrete representations of SL(2, \(\mathbb{R}\)), the parity of \(2\epsilon\) equals the parity of \(2j\). For the continuous representations, the Casimir and the parity are independent. For the group kernel \(K\) in the continuous representations, we find for a \((-e)\) insertion:

\[ K_{\omega \rho}(\lambda, \mu; j, \epsilon, -e) = (-1)^{2\epsilon} \frac{1}{2\pi i} \int_{-\infty}^{+\infty} x^{\lambda-1}_{\omega} x^{-\mu}_{\rho} dx \]  

(6.5)

which says that the kernel is diagonal in momentum space and in (\(+, -\)) space and that we pick up an overall sign when the representation represents minus the identity non-trivially. Furthermore, we recall that \(s^2 = -e\) inside SL(2, \(\mathbb{R}\)). Thus, we need to make the representation of the operator \(s\) consistent with the representation of the operator \(-e\). The way to implement this consistency condition in accord with the SL(2, \(\mathbb{R}\)) group multiplication law is:

\[ K_{\omega \rho}(\lambda, \mu; j, \epsilon, g) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \ x^{\lambda-1}_{\omega} bx + d|^{-2j} \text{sgn}^2(bx + d) \left( \frac{ax + c}{bx + d} \right)^{-\mu}_{\rho} . \]  

(6.6)

We can rewrite the kernel as:

\[ K_{\omega \rho}(\lambda, \mu; j, \epsilon, g) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \ x^{\lambda}_{\omega} \int_{-\infty}^{\infty} dx' x'^{-\mu}_{\rho} |bx + d|^{-2j} \text{sgn}^2(bx + d) \delta(x' - x \cdot g) . \]  

(6.7)

This is the kernel of continuous representations realized in the space of quadratically integrable functions on the real line \(\mathbb{R}\) parameterized by the variable \(x\). The kernel in position space can be read off by peeling off the Mellin transform:

\[ K(x', x; j, \epsilon, g) = |bx + d|^{-2j} \text{sgn}^2(bx + d) \delta(x' - x \cdot g) . \]  

(6.8)
This kernel is defined such that its action on functions on the real line is

\[ (T_{j,\epsilon}(g) \cdot f)(x) = \int_{-\infty}^{\infty} dx' K(x', x; j, \epsilon, g) f(x') \]
\[ = |bx + d|^{-2j} \text{sgn}^{2\epsilon}(bx + d) f(x \cdot g). \]  

(6.9)

6.3 The Representations and Kernel of the Universal Cover

We move to consider the representations of the universal covering group \( \tilde{G} \) of PSL(2, \( \mathbb{R} \)). We discuss the main features of the representations, their kernels and their traces. Mathematical treatments of the representations and some of these results can be found in [12,13]. We believe the direct and elementary access we provide to the complete results is useful.

Firstly, the continuous and discrete representations of the universal covering group \( \tilde{G} \) can be defined on the same function spaces as those of \( SL(2, \mathbb{R}) \equiv SU(1,1) \). Standard function spaces used to represent PSL(2, \( \mathbb{R} \)) are functions on the upper half plane (or the upper imaginary axis therein) as well as on the real line. See e.g. [7]. The conformal transformation \( \phi \) that relates the SL(2, \( \mathbb{R} \)) group to the SU(1, 1) group within GL(2, \( \mathbb{C} \)) maps the upper half plane to the inside of the unit disk and the real line to the circle. Thus, functions on those spaces naturally appear as carrying SU(1, 1) representations. More specifically, the two-by-two matrix that conjugates SL(2, \( \mathbb{R} \)) to SU(1, 1) equals

\[ \phi = \begin{pmatrix} 1 & -1 \\ -i & -i \end{pmatrix}. \]  

(6.10)

A small calculation shows that the SL(2, \( \mathbb{R} \)) group element \( g \) is related to the SU(1, 1) \((\alpha_1 + i\alpha_2, \beta_1 + i\beta_2)\) parameters as

\[ g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} \alpha_1 - \beta_1 & -\alpha_2 + \beta_2 \\ \alpha_2 + \beta_2 & \alpha_1 + \beta_1 \end{pmatrix}. \]  

(6.11)

The fractional linear transformation \( \phi \) maps the real axis \( \mathbb{R} \) into the unit circle \( S^1 \). The transformation is \( z = -i(w - 1)/(w + 1) \) and if \( w \) is on the unit circle, \( z \) is real. The map also allows one to write the kernel that implements the SU(1, 1) action on functions on the circle:

\[ (T_{s,\epsilon} \cdot f)(e^{i\theta}) = \left( \frac{\bar{\alpha} + e^{i\theta} \bar{\beta}}{|\bar{\alpha} + e^{i\theta} \bar{\beta}|} \right)^{2\epsilon} |\bar{\alpha} + e^{i\theta} \bar{\beta}|^{-1+2is} f(e^{i\theta} \cdot g). \]  

(6.12)

The transformation rule for functions on the circle follows from the fact that the continuous representation of SU(1, 1) is unitarily equivalent to the continuous representation of SL(2, \( \mathbb{R} \)) whose transformation is in equation (6.9). We have substituted the continuous representation value \( j = \frac{1}{2} - is \) and defined \( w \cdot g = (\alpha w + \beta)/(\beta \bar{w} + \bar{\alpha}) \) for \( w = e^{i\theta} \).

For the continuous representation of the universal covering group \( \tilde{G} \), the action of the group is a subtle extension of this result [13]. First of all we recall that \( \tilde{G} = (\gamma, \omega) \) is a group element of the cover as in subsection 6.1 and the projection \( \Phi : \tilde{G} \rightarrow SU(1,1) \) of the covering

\[ ^{\text{10}} \text{The Lie algebra orbits of these groups coincide with those of PSL}(2, \mathbb{R}). \]
group element \( \tilde{g} \) equals \( \Phi(\gamma, \omega) = \begin{pmatrix} \alpha & \bar{\beta} \\ \beta & \bar{\alpha} \end{pmatrix} = g \in SU(1, 1) \). On functions on the circle the covering group representation is given by [13]:

\[
(T_{s,\epsilon}(\tilde{g}))f(e^{i\theta}) = e^{-2i\omega} \left( \frac{1 + e^{i\theta} \gamma}{1 + e^{-i\theta} \gamma} \right)^\epsilon |e^{i\theta} \bar{\beta} + \bar{\alpha}|^{-1+2i\epsilon} f(e^{i\theta} \cdot g). \tag{6.13}
\]

We have rendered the dependence of the transformation law on the phase \( \omega \) explicit. A crucial point is then that this is actually a representation of the covering group (in which \( \omega \in \mathbb{R} \)) for all complex values \( \epsilon \in \mathbb{C} \) and \( s \in \mathbb{C} \) [13]. The multiplier phase is carefully isolated in order to provide a representations of the cover. We consider unitary continuous representations for which \( s \in \mathbb{R}^+ \) and \( \epsilon \in [0, 1] \).

6.4 Traces

Before we turn to evaluating the trace of hyperbolic group elements in the representations of the universal cover, we take a step back and review the trace of elliptic group elements.

6.4.1 The Trace of Elliptic Group Elements

We recall that we performed the path integral calculation of the trace in section 2. The calculation was largely independent of the choice of covering group. The traces of elliptic group elements are still equal to:

\[
\text{Tr}_{\frac{1}{2}+is,\epsilon}(e^{iT\gamma_0}) = e^{i\epsilon T} \delta_{\mathbb{Z}}(\frac{T}{2\pi}). \tag{6.14}
\]

The main differences between \( \text{PSL}(2, \mathbb{R}) \) and \( \tilde{G} \) are that the Casimir parameter \( j \) is no longer quantized, nor is the parameter \( \epsilon \). Both effects are due to the decompactification of the angular direction \( \omega \). The trace formula and its path integral derivation remain valid for covering groups.

6.4.2 The Trace of Hyperbolic Group Elements in Continuous Representations

Suppose that we wish to compute the trace of hyperbolic group elements in continuous representations of the covering group of \( SU(1, 1) \). We set \( w = e^{i\theta} \) and find the kernel:

\[
K(w, w'; g) = e^{-2i\omega} \left( \frac{1 + w\gamma}{1 + w^*\gamma} \right)^\epsilon |w\bar{\beta} + \bar{\alpha}|^{-1+2i\epsilon} \delta(w \cdot g - w'). \tag{6.15}
\]

The trace

\[
\text{Tr} T_{s,\epsilon}(g) = \int_C dw \ K(w, w; g) \tag{6.16}
\]

of this kernel integrated over the circle \( C \) should be thought of as a distribution on the space of functions on the group. There are fixed points on the circle that satisfy:

\[
\frac{\alpha w + \beta}{\beta w + \bar{\alpha}} = w \tag{6.17}
\]

\[\text{The case } s = 0 \text{ and } \epsilon = 1/2 \text{ is an exception we exclude. That representation becomes the direct sum of two irreducible discrete representations.}\]
The equation is equivalent to:
\[
\bar{\beta} w^2 + (\bar{\alpha} - \alpha)w - \beta = 0,
\] (6.18)
after multiplication with \(\bar{\beta}w + \bar{\alpha}\) which will appear as a Jacobian factor in the delta-function. We denote the solutions of this equation by \(w_k\). There is a simple relation between the fixed points \(w_k\) and the eigenvalues \(\lambda_k\) of the SU(1, 1) matrix. The eigenvalues are solutions to the characteristic equation
\[
\lambda^2 - (\alpha + \bar{\alpha}) + 1 = 0.
\] (6.19)
The two eigenvalues satisfy \(\lambda_1 = \lambda_2^{-1}\). By a linear change of variables one can map the eigenvalue equation to the fixed point equation (6.18). One can straightforwardly check that the roots of these two equations are related by
\[
\lambda_k = \bar{\alpha} + \bar{\beta} w_k.
\] (6.20)

Finally, we can compute the trace:
\[
\text{Tr } T_{s,\epsilon}(g) = e^{-2i\omega t} \sum_{k=1}^{2} \left( 1 + w_k \bar{\gamma} \right) \epsilon |w_k \bar{\beta} + \bar{\alpha}|^{-1+2i\epsilon} \left| \frac{\bar{\beta} w_k + \bar{\alpha}}{1 - (\bar{\beta} w_k + \bar{\alpha})^2} \right|.
\] (6.21)

We consider the hyperbolic group elements which lie over the diagonal hyperbolic group elements of the group SL(2, \(\mathbb{R}\)). We set \(\alpha_1 = \cosh t, \beta_1 = -\sinh t\) and \(\alpha_2 = 0 = \beta_2\), for which the fixed points are at \(w_1 = 1\) and \(w_2 = -1\). The eigenvalues of the PSL(2, \(\mathbb{R}\)) matrix are \(e^{ \pm t}\). The hyperbolic group elements of the universal cover form a set which is the direct product of the center \(\mathbb{Z}\) and the diagonal hyperbolic elements of PSL(2, \(\mathbb{R}\)). This implies that we restrict our group elements to \(\omega = n\pi\) where \(n \in \mathbb{Z}\). Plugging in the eigenvalues, and taking properly into account the range of parameters, we find the result:
\[
\text{Tr } T_{s,\epsilon}(g) = e^{-2i\omega t} e^{2\epsilon t} + e^{-2\epsilon t} \frac{e^{2i\epsilon t} \cos 2t \epsilon}{|e^t - e^{-t}|} = e^{-2i\omega t} \frac{\cos 2t \epsilon}{|\sinh t|}.
\] (6.22)

### 6.4.3 The Discrete Hyperbolic Trace

In this subsection, we compute the trace of hyperbolic group elements in discrete representations.\footnote{We improve on a similar calculation for the group SL(2, \(\mathbb{R}\)) sketched in [14].} Recall that the kernel for the discrete representation \(D_j^+\) of SL(2, \(\mathbb{R}\)) is defined on functions defined on the positive imaginary semi-axis – see the kernel (4.40) –:
\[
(T_j(g)f)(iy) = (iby + d)^{-2j} f \left( \frac{iay + c}{iby + d} \right).
\] (6.23)

To perform the calculation, we extend our representation on the positive imaginary axis to the functions on the \(z\) upper half plane by defining \(z = iy\). As in the case of the continuous
representation we consider the unitarily equivalent representation of the SU(1, 1) group and realize the action of the group element \( g = \begin{pmatrix} \alpha & \beta \\ \beta & \alpha \end{pmatrix} \) on those functions:

\[
(T_j(g)f)(z) = (\bar{\alpha} + \bar{\beta}z)^{-2j}f(z \cdot g) .
\] (6.24)

This presents a natural starting point to extend the representation to one of the universal cover. We consider the parameter \( j \) to be a real number bigger than \( 1/2 \) and rewrite the \((\alpha, \beta)\) variables in terms of the coordinates \((\gamma, \omega)\) that parameterize the cover. As explained in Section 6.1 this is done by extending \( \omega \) to be an arbitrary real number. The covering group is then represented on the functions in the upper half plane as [13]:

\[
(T_j(\tilde{g})f)(z) = e^{-2i\omega j} (1 - |\gamma|^2)^j (1 + \bar{\gamma}z)^{-2j}f(z \cdot g) .
\] (6.25)

The calculation of the trace of the hyperbolic element is subtle. We introduce the integral transform to functions of momentum \( p \):

\[
F(z) = \int_0^{\infty} dp \, e^{ipz} f(p) ,
\] (6.26)

and its inverse

\[
f(p) = \frac{1}{2\pi} \int_{C_z} dz \, e^{-ipz} F(z) .
\] (6.27)

The choice of contour \( C_z \) must be such that the integral converges and it must be close to the upper half plane where the function \( F(z) \) is well-defined. The kernel for the representation in the momentum basis can be obtained by doing the integral transform and we formally obtain:

\[
K(p, p'; j, g) = \frac{1}{2\pi} e^{2i\omega j} (1 - |\gamma|^2)^j \int_{C_z} dz (1 + \bar{\gamma}z)^{-2j}e^{i(p'z_g - pz)} ,
\] (6.28)

where we have introduced the notation \( z_g = z \cdot g \). To further guide our calculation, it is instructive to have a concrete hyperbolic group element in mind. We fix \( \alpha = \cosh t \) and \( \beta = -\sinh t \) with \( t > 0 \) for that purpose. We shall return to the general case in due course. In the case at hand, \( \bar{\gamma} = -\tanh t \) is negative and the diagonal kernel has a singularity for positive real \( z = \cosh t \) beyond those created at the fixed points at \( z = \pm 1 \) where \( z_g = z \). To avoid the singularities and to remain close to the upper half plane, we choose the \( z \) contour to be the real axis slightly rotated in the clockwise direction. In this manner, when we close the \( C_z \) contour in the lower half plane (as suggested by the exponent in (6.27)) we avoid a potential contribution from the spurious singularity at \( z = \coth t \). A consequence is that the fixed point at \( z = 1 \) will not contribute. We do expect a contribution from the fixed point \( z = -1 \) which lies below the contour. Thus, in the definition of the kernel, we propose that the rotated contour \( C_z \) is given by

\[
\text{Im}(z) + \epsilon \text{Re}(z) = 0 ,
\] (6.29)

\(^{13}\)The integral transform is associated to a choice of basis in which one diagonalizes a parabolic generator.
where $\epsilon > 0$. The trace will be computed by setting $p' = p$ and integrating over the momentum:

$$\text{Tr } T_j(\tilde{g}) = \int_{C_p} dp \ K(p, p; j, g). \quad (6.30)$$

We will perform the $p$-integral by rotating the $p$ integration domain to counterbalance the rotation of the $z$ contour. Despite the fact that we compensate $z$ and $p$ contour rotations, the operation is non-trivial because it fixes the relative positions of the contour $C_z$ and the fixed points. Next, we perform a change of variables (similar to equation (6.20)):

$$\lambda = \bar{\alpha} + \bar{\beta} z. \quad (6.31)$$

The diagonal kernel then takes the form

$$K(p, p; j, g) = \frac{\bar{\alpha}^2 j}{2\pi \beta} e^{\frac{i\pi}{\beta}(\alpha + \bar{\alpha})} e^{2i\omega j} (1 - |\gamma|^2)^j \int_{C_\lambda} d\lambda \ \lambda^{-2j} e^{-\frac{i\pi}{\beta}(\frac{1}{2} + \lambda)}. \quad (6.32)$$

We further map $\lambda \rightarrow \lambda^{-1}$, which maps the contour to a circle $C'$ in the $\lambda$ plane. The kernel turns into

$$K(p, p; j, g) = \frac{\bar{\alpha}^2 j}{2\pi \beta} e^{\frac{i\pi}{\beta}(\alpha + \bar{\alpha})} e^{2i\omega j} (1 - |\gamma|^2)^j \oint_{C'} d\lambda \ \lambda^{2j-2} e^{-\frac{i\pi}{\beta}(\frac{1}{2} + \lambda)}. \quad (6.33)$$

Finally, we compute the trace:

$$\text{Tr } T_j(\tilde{g}) = \frac{\bar{\alpha}^2 j}{2\pi \beta} e^{2i\omega j} (1 - |\gamma|^2)^j \oint_{C'} d\lambda \ \lambda^{2j-2} \oint_{C_p} dp \ e^{\frac{i\pi}{\beta}(\alpha + \bar{\alpha} - \frac{1}{2})}. \quad (6.34)$$

The $p$-integral was performed by analytic continuation in the exponent. We recognize the denominator as the characteristic polynomial of the SU(1, 1) matrix (see (6.19)). In these variables, we pick up the smaller of the roots of the characteristic polynomial which equals $\lambda = e^{-t}$ (since we chose $t > 0$ initially). Note that this indeed corresponds to the $z = -1$ fixed point after the double change of variables, as foreshadowed above. Combining this observation with the fact that the angle $\omega$ can differ from the angle of $\bar{\alpha}$ by an integer multiple of $2\pi$ and denoting by $m$ the copy of SL(2, $\mathbb{R}$) that we are in, we find the result:

$$\text{Tr } T_j(\tilde{g}) = e^{4\pi i m j} e^{2\pi i n j} e^{-(2j-1)|t|} \frac{e^{-2\pi i n j}}{\sinh t}. \quad (6.35)$$

In our final result we have added two extensions. The first is the result for the case $t < 0$. In both cases, it is the smaller eigenvalue that winds up in the trace. This is the origin of the absolute value sign in the result. Secondly, we have added the dependence of the trace on the sign of the eigenvalue which we have indicated with a number $n$, which equals one for a negative eigenvalue and zero for a positive eigenvalue. The further generalization to the discrete minus representation $D_j^-$ is obtained similarly and reads:

$$\text{Tr } T_j^\pm(\tilde{g}) = e^{\pm 2\pi i (2m+n) j} \frac{|\lambda_s|^{2j-1}}{\lambda_s - \lambda_s^{-1}}. \quad (6.36)$$
where $|\lambda_s|$ is the smaller absolute value of the two eigenvalues. Since our derivation is based on a conjectural identification of the contour of integration in the trace of the kernel, it is useful to check our final formula against the literature. On the one hand, the sum of the characters of two discrete representations $D_j^+$ and $D_j^-$ was computed in [12] and matches the sum of our results. On the other hand, for the ordinary group $SL(2, \mathbb{R})$, our result agrees with the formula proposed in [7,14] for individual discrete representations. This is ample confirmation for the contour prescription. Thus, our expression for the trace of hyperbolic group elements in discrete representations reliably extends these results to the individual representations of the covering group.

### 6.5 The Path Integral Perspective

The adjoint orbit is an orbit for all groups, from $PSL(2, \mathbb{R})$ to its universal cover $\tilde{G}$. Central elements in the group $G$ that we wish to represent leave the orbit invariant. Thus, a path integral quantization will proceed from the same basic ingredients as for $PSL(2, \mathbb{R})$. We do need to define the path integral with central element insertions separately. A priori, we know that the center of the group $G$ is represented by phases since the group action is transitive on the orbit (or the representation is irreducible). Moreover, we can associate central elements with non-trivial loops in the group $PSL(2, \mathbb{R})$ and gather from this that the action of the central element is reflected in a rotation of the orbit, as explained in detail in subsection 3.2.1. The transformation of the world line action by this rotation was discussed in subsection 4.3.3 and reveals the representation dependent phase.

Effectively then, this definition of the path integral on covering groups $G$ of $PSL(2, \mathbb{R})$ will be equivalent to the properties of the kernels introduced above. We neither loose nor gain much by treating the representations of covering groups in this manner from a path integral perspective. The difference lies in overall phases.

#### 6.5.1 Summary

In this section, we presented kernels of representations of covering groups in function spaces. We used them to compute the trace of elliptic and hyperbolic group elements in the discrete and continuous representations. The calculation of the traces of group elements in representations of non-compact groups is more subtle than in compact groups, and it is equally useful in physical applications.

### 7 Conclusions and Perspectives

We studied the path integral on coadjoint orbits of $sl(2, \mathbb{R})$. We stressed that in the case of the group $PSL(2, \mathbb{R})$, there are multiple natural slicings of the orbit corresponding to one-parameter subgroups of elliptic, hyperbolic or parabolic nature. The elliptic slicing of the orbits gives rise to an extension of the orbit theory on compact Lie groups. Our focus was on carrying out the path integral quantization of the orbits in coordinates adapted to a hyperbolic one-parameter subgroup action on the orbits. This quantization exhibits many new features, such as a continuous spectrum of eigenvalues, and the more subtle treatment of the global geometry of the orbit. The path integral allows for the explicit calculation of the action of
the group in an irreducible unitary representation. We used the quantization to compute the traces of elliptic and hyperbolic group elements in continuous and discrete representations of (covering groups of) PSL(2, R).

We view our results as having an interest in their own right, as an elementary contribution to mathematical physics. We also believe these are stepping stones towards solving other problems.

One direction for future research is to extend our path integral treatment to hyperbolic slices of orbits of other non-compact (e.g. simple) Lie algebras (including so(1, n) and so(2, n)). Another generalization lies in studying more complicated physical models with sl(2, R) symmetry. In particular, one can view the quantization of orbits as the most elementary building block in the quantization of particles on group manifolds. Those models can be generalized to the quantization of strings on group manifolds. Those models in turn can be extended to quantizing strings on orbifolds of group manifolds. This sequence of generalizations is relevant to the following problem. There is a three-dimensional (BTZ) black hole space-time which is an orbifold of a group manifold [15]. Indeed, the black hole is a Z orbifold of the universal covering group of SL(2, R). The latter coincides with an AdS3 space-time manifold. Moreover, the orbifold group Z is embedded into a left-right hyperbolic one-parameter subgroup of the isometry group of AdS3 [15]. The natural coordinate system and basis in which to study the BTZ orbifold are the hyperbolic ones. The calculation of the traces in this paper are a useful preparation for computing partition functions for a particle or string on a BTZ background with insertions of the hyperbolic energy and angular momentum operators. Indeed, we hope to put the techniques we developed here to use in that context among others.

Independently, we believe our contribution adds welcome physical insight to basic constructions in special function theory related to elementary non-compact Lie group theory and to the wealth of physical models closely related to compact and non-compact Lie groups.
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