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The economical/environmental scheduling problem (EESP) of the ship integrated energy system (SIES) has high computational complexity, which includes more than one optimization objective, various types of constraints, and frequently fluctuated load demand. Therefore, the intelligent scheduling strategies cannot be applied to the ship energy management system (SEMS) online, which has limited computing power and storage space. Aiming at realizing green computing on SEMS, in this paper a typical SIES-EESP optimization model is built, considering the form of decision vectors, the economical/environmental optimization objectives, and various types of real-world constraints of the SIES. Based on the complexity of SIES-EESPs, a two-stage offline-to-online multiobjective optimization strategy for SIES-EESP is proposed, which transfers part of the energy dispatch online computing task to the offline high-performance computer systems. The specific constraints handling methods are designed to reduce both continuous and discrete constraints violations of SIES-EESPs. Then, an establishment method of energy scheduling scheme-base is proposed. By using the big data offline, the economical/environmental scheduling solutions of a typical year can be obtained and stored with more computing resources and operation time on land. Thereafter, a short-term multiobjective offline-to-online optimization approach by SEMS is considered, with the application of multiobjective evolutionary algorithm (MOEA) and typical schemes corresponding to the actual SIES-EESP. Simulation results show that the proposed strategy can obtain enough feasible Pareto solutions in a shorter time and get well-distributed Pareto sets with better convergence performance, which can well adapt to the features of real-world SIES-EESPs and save plenty of operation time and storage space for the SEMS.

1. Introduction

With the increasing depletion of traditional fossil energy and the exhaust gas generated by ship combustion, the fuel consumption and emission pollution of marine diesel engine have become the main factors affecting the economy and environmental protection of ships [1–3]. In addition, due to the poor working conditions of the diesel engine, especially in the motor operating conditions, parts are easy to be damaged, and the daily maintenance cost is also the main economic factor. With the rapid development of world trade, ship transportation accounts for a considerable proportion, and CO₂ and other
exhaust gas produced by the shipping industry cannot be ignored [4]. Currently, there are two main forms of power generation on ships: traditional diesel generator and clean energy. Although the traditional diesel generator can provide strong power for ships, environmental pollution cannot be avoided. Because of its green and renewable nature, clean energy has a good development prospect in the future shipping market. Clean energy, including wind energy, solar energy, nuclear energy, fuel cells, and tidal energy, has been preliminarily applied on ships [5]. A multienergy ship can be defined as a ship with two or more kinds of energy storage equipment, energy supply unit, or energy conversion unit as the power source, and at least one of them can provide electric energy [6]. Compared with the pure electric ship, the multienergy ship has better endurance and redundancy and has the advantages of less fuel consumption, less pollution, and lower noise compared with the ship only using diesel generator set as power source [7, 8].

With the improvement of ship power grid capacity, it is necessary to improve the economy and environmental protection while meeting the reliability and safety of the ship integrated energy system (SIES). In other words, how to improve the computing performance of ship energy management system (SEMS) has become a significant issue. In the existing research, the EMS control strategy aiming at improving the safety, reliability, and fuel economy of ships mainly considers the following aspects: generator set limitation, load limit, power balance limit, power loss prevention constraint, and global condition constraint [9–11]. With the development of computer technology and the improvement of communication technology, the research on the energy management strategy of the multienergy ship is more and more in depth. At present, there are mainly fuzzy logic control strategy, baseline control strategy, optimization theory control strategy, logic gate limit control strategy (such as PID control), and modular control strategy. The essence of the fuzzy control strategy is to simulate people’s thinking and to design complex tasks with simple strategies. Its main features include that the accuracy of statistical information is very inclusive; it can have a nonlinear controller with fast response speed; and when the system and external parameters change with the height fitting, it can better optimize the performance of each system energy unit and improve the operation cycle and economic performance of the system. But its disadvantage is that the fuzzy rules are based on the operator’s experience, which has certain subjective factors and is prone to control distortion [12, 13].

The scheduling strategy based on optimization theory is to minimize the fuel and emissions of multienergy SEMS under certain constraints. When the cycle conditions and resistance conditions remain unchanged, a global optimization problem can be obtained, which can be solved by dynamic programming. The modular energy management strategy is a kind of management strategy which divides the complex system into several relatively simple subsystems and selects the appropriate control mode for each subsystem. Reference [14] analyzes the optimal operation of marine electric power system including all electric propulsion and energy storage system. An optimal power management method is proposed to minimize the ship operation cost, limit pollutant emissions, and improve the technical and operational level of the ship power system. Reference [15] proposes a new method to design ship power system and multiagent based power and energy management system, so as to reduce emissions and meet economic and other multiobjectives while minimizing fuel consumption and improving energy efficiency. Reference [16] proposes an energy management system for a fishing vessel power plant with a DC microgrid structure. This kind of EMS has multiobjective functions, such as reducing fuel consumption and pollution emissions and improving the economy. Reference [17] studies the energy storage control strategy of supercapacitor and battery to make the terminal voltage of supercapacitor and battery tend to be balanced and stable in a relatively short time. Reference [18] proposes the energy management system of the electrical system of luxury ships. Starting from the analysis of the current configuration of the electrical system, it puts forward some improvement schemes to reduce the fuel consumption of the diesel driven permanent magnet synchronous generator, so as to reduce the fuel consumption, reduce the pollution emission from related ships, and improve the economy. In [19], an optimal power-flow scheduling of maritime photovoltaic/battery/diesel/cold-ironing hybrid energy systems is proposed to explore solar energy sufficiently and minimize the ship electricity cost. An adaptive multi-context cooperatively coevolving particle swarm optimization (PSO) algorithm is proposed to solve the optimization problem efficiently. In [20], the optimal operation of SIES is modelled as an optimization problem subject to a number of constraints, including emission regulations of ports. Optimal control and model predictive control (MPC) methods are developed to dispatch the power flow when the ship is in port. In addition, the studies on on-land IES can be also used on SIES scheduling problem [21–23]. It can be seen that the intelligent control and optimization methods are widely used in dealing with SIES and on-land IES energy scheduling problems.

From the above works, it is not difficult to find that there are still some problems in the research and application of SIES energy scheduling.

1. Energy scheduling of SIES is a multiobjective optimization problem, which involves the consideration of economy, environmental protection, reliability, and so on. However, most scholars focus on single-objective optimization, but a few on multiobjective scheduling. Although some factors are considered during the scheduling process, the evaluation methodology may not be reasonable. Therefore, the scheduling results cannot meet the decision-makers’ preference accurately.

2. The structure of SIES is various, which means different types of ships may have different devices, SEMS, and limits. Thus, the mathematical multiobjective optimization model may change according to different scenarios, which results in that the solution space of the optimization
problem is complex and changeable. The computation resources of SEMS alone may not meet the requirements of multiobjective energy scheduling.

(3) Comparing with on-land IES, in the actual navigation process, the route of the ship and the task of SIES is often fixed in a certain period. Therefore, the corresponding schemes may have something in common, which can be utilized to obtain knowledge based on on-land high-performance computer system and help the SEMS to get proper schemes online. How to effectively apply the historical data mining results to the calculation of SEMs online scheduling scheme is an urgent problem to be solved, and also the key to realize the green calculation of SEMS.

Motivated by the above discussions, a two-stage multiobjective optimization strategy for SIES economical/environmental scheduling problem (EESP) is proposed. The main novelty and contributions are described as follows:

(1) Considering that there are various types of constraints in real-world SIES-EESPs, some specific constraints handling methods are introduced to deal with different kinds of constraints. With the application of the constraints domination principle and proposed individual repair approach, the algorithm can move to the feasible regions faster.

(2) An establishment method of energy scheduling scheme-base is proposed. The on-land high-performance computer system is utilized to obtain feasible Pareto schemes by big data and the typical solutions are stored. In this way, more computing resources and operation time can be spent to obtain SIES-EESPs knowledge.

(3) A short-term multiobjective offline-to-online optimization approach by SEMS is considered, with the application of multiobjective evolutionary algorithm (MOEA) and typical schemes from scheme-bases. Therefore, the rational allocation of computing resources can be realized and the online computing of SIES-EESPs can be more efficient.

The remainder of this paper is organized as follows: the typical SIES-EESP optimization model is built in Section 2. Then, a two-stage multiobjective optimization strategy for SIES-EESP is proposed in Section 3. Thereafter, the case studies are given by comparing the results of the proposed method with other approaches. Finally, the conclusions of this paper are drawn in Section 5.

2. Typical SIES-EESP Optimization Model

In this section, a typical SIES is introduced including diesel generators (DGs), energy storage system (ESS), and wind turbine (WT). The mathematical models of output power are presented and the EESP optimization model is built.

2.1. Mathematical Models of Devices Output. The DGs are the main supplier of marine power. The performance of marine DGs affects the dynamic performance and safety of the ship. In this paper, the structure of diesel engine and generator is simplified, and the fuel consumption is used as the basis to estimate the economic index of the generator set, which can be described as follows:

\[ C_{\text{fuel}}(t) = a \cdot p(t)^2 + b \cdot p(t) + c, \]

where \( a \), \( b \), and \( c \) are the fuel cost, maintenance cost, and start-up cost at time \( t \), respectively; \( c \) is the cold start cost; \( u(t) \) is on/off status of the DGs; and \( C_{\text{DG, total}} \) is the total cost of DG in a scheduling period \( T \).

In equation (4), the maintenance cost and start-up cost can be calculated by the formulas below:

\[ C_{\text{maintain}}(t) = P_{\text{DG}}(t)\text{OM}, \]

\[ C_{\text{start-up}}(t) = \alpha + \delta \left[ 1 - \exp \left( \frac{-T_{\text{off}}(t)}{\tau} \right) \right] (1 - u(t)), \]

where OM is the maintenance coefficient; \( \alpha \) and \( \delta \) are the hot/cold start-up costs of the DG, respectively; \( T_{\text{off}}(t) \) is the time the DG has been off; and \( \tau \) is the cooling time constant.

The marine WT is installed on the ship. Generally, the wind turbine is installed on the upper deck of the ship to obtain the most wind energy, of which the output power can be obtained by the equation below:

\[ P_{\text{WT}}(t) = \begin{cases} 0, & V(t) < V_{ci}, \\ a_u V(t)^3 + b_u V(t)^2 + c_u V(t) + d_u, & V_{ci} < V(t) < V_{r}, \\ P_r, & V_r < V(t) < V_{co}, \\ 0, & V_r > V_{co}, \end{cases} \]

where \( P_r \) is the rated power of WT; \( V_{ci} \) and \( V_{co} \) are the cut-in and cut-out wind speed, respectively; and \( V_r \) and \( V(t) \) are the rated and actual wind speed at time \( t \), respectively. \( a_u, b_u, c_u, \) and \( d_u \) are the parameters depending on the wind turbine types. The values of all the parameters above can be found elsewhere [24].

The ESS is applied to provide power when the other devices cannot meet the load demand and store electricity when additional power is generated, which can be expressed as [25]

\[ \text{SOC}(t) = \text{SOC}(t-1) + \eta_{\text{char}} P_{\text{char}} \Delta t - \frac{1}{\eta_{\text{dischar}}} P_{\text{dischar}} \Delta t, \]
where SOC(t) is the state of charge of ESS; \( \eta_{\text{char}} \) and \( \eta_{\text{dischar}} \) are the charging and discharging efficiencies; and \( \Delta t \) is the time interval.

2.2. Decision Vector. The decision vectors contain the output/input power of the devices and the on/off status of DGs, which can be described as

\[
X = [P_g, U_g],
\]

where \( P_g \) and \( U_g \) can be calculated by the following formulas:

\[
P_g = [P_{DG}, P_{ESS}, P_{WT}],
\]

\[
U_g = [u_1, u_2, \ldots, u_T], \quad u_k \in \{0, 1\},
\]

where \( P_{DG} \), \( P_{ESS} \), and \( P_{WT} \) are the output/input power vectors of DGs, ESS, and WT in a scheduling period, which can be described by the expressions below:

\[
P_{DG,i} = [P_{DG,1}(i), P_{DG,2}(i), \ldots, P_{DG,T}(i)], \quad i = 1, 2, \ldots, N_g,
\]

\[
P_{ESS} = [P_{ESS}(1), P_{ESS}(2), \ldots, P_{ESS}(T)],
\]

\[
P_{WT} = [P_{WT}(1), P_{WT}(2), \ldots, P_{WT}(T)],
\]

where \( P_{DG,i}(t), P_{ESS}(t), \) and \( P_{WT}(t) \) are the output power of the \( i \)-th DG, ESS, and WT, respectively, and \( N_g \) and \( T \) are the number of DGs and the operation period of SIES, respectively.

2.3. Optimization Objectives. There are two economic evaluation indexes for ships, one is the ship income status and the other is the shipping operation cost. In this paper, the operation consumption of SIES is considered as follows:

\[
\text{Cost} = C_{DG,\text{total}} + C_{ESS,\text{total}} + C_{WT,\text{total}}.
\]

The main air pollution is a diesel generator, which includes COX, Sox, and NOx. The emissions of various pollutants are directly proportional to diesel consumption. This paper uses the ship energy efficiency operation index (EEOI) to evaluate the environmental objectives. The emission value of EEOI includes the emission value during navigation and that of ships berthing in port. The emission subject includes the emission of main and auxiliary engines, boilers, and other equipment, which is also closely related to the sailing distance and cargo carrying capacity, which can be expressed as

\[
\text{EEOI} = \frac{A}{B},
\]

\[
A = \sum_{t=1}^{T} \left( c_2 r_{g}(t)^2 + c_1 r_{g}(t) + c_0 \right) \Delta t,
\]

\[
B = \sum_{t_{i}=t}^{t_{f}} \left( m_{AES,t}^r \text{Dist}_{t}^r \right),
\]

where \( t_g \) is the time of berthing, \( m_{AES,t}^r \) is the cargo load of ships, \( \text{Dist} \) is the sailing distance; \( r_{g}(t) \) is the standard unitary value of the active contribution.

2.4. Typical Constraints

2.4.1. Load Balance Constraints. The power output by the devices of SIES should meet the load demand, which can be described as

\[
\sum_{i=1}^{nG} P_{DG,i}(t) \eta_g + P_{ESS}(t) + P_{WT}(t) = \frac{P_{lp}(t)}{\eta_p} + P_{ls}(t),
\]

where \( \eta_g \) and \( \eta_p \) are the efficiency value of DGs and propulsion, respectively. \( P_{lp} \) and \( P_{ls} \) are the load of propulsion and service, respectively.

2.4.2. Rated Power Constraints. The output of DGs and WT should be lower than the rated power, which can be expressed as

\[
r_g(t) \leq 1.0
\]

2.4.3. SOC Constraints. The ESS can neither be overcharged nor overused, so the SOC should follow constraint as follows:

\[
SOC_{\text{min}} \leq SOC \leq SOC_{\text{max}}.
\]

2.4.4. Ramp Rate Constraints. The ramp rates of DGs outputs cannot be too large, which can be expressed as

\[
|P_{DG,i}(t) - P_{DG,i}(t-1)| \leq P_{DG,i,\text{ramp}}
\]

2.4.5. Minimum On/Off Time Limits. There are minimum on/off time limits for the DGs, which can be expressed as

\[
(T_{on,i,t-1} - \text{MUT}_i)(u_i(t-1) - u_i(t)) \geq 0,
\]

\[
(T_{off,i,t-1} - \text{MDT}_i)(u_i(t) - u_i(t-1)) \geq 0,
\]

where \( T_{on} \) and \( T_{off} \) are the actual on/off time of DGs and MUT and MDT are the minimum on/off time for the DGs.

3. Two-Stage Multiobjective Optimization Strategy for SIES-EESP

It can be seen from Section 2 that the SIES contains various types of energy sources and may cost much computation resource when dealing with EESPs by EMS. Therefore, considering the features of SIES discussed in Section 1, a two-stage multiobjective optimization with specific
3.1. Specific Constraints Handling Methods. According to Section 2, there are all kinds of constraints related to SIES-EESPs. Some of the constraints are simple but some are not. Therefore, a general constraints handling method may not be effective in finding the feasible regions. In this paper, a comprehensive constraints handling framework is proposed considering specific types of constraints.

3.1.1. Continuous Constraints Handling Strategy. The continuous constraints involved in SIES-EESP are similar to those in other scheduling problems on land, which can be solved effectively by the constraints domination principle (CDP). CDP designed by Deb [26] is an efficient constraint handling approach, which uses the feasibility and the overall constraints violation of solutions to decide the domination levels. To compare the actual engineering constraints fairly, different types of constraints are normalized and summed up first in this paper, which can be expressed as follows:

\[
g_{k,\text{normal}}(x) = \frac{g_k(x) - g_{k,\text{min}}}{g_{k,\text{max}} - g_{k,\text{min}}}
\]

\[
G(x) = \sum_{k=1}^{\Delta} u_k g_{k,\text{normal}}(x),
\]

where \(g_{k,\text{normal}}\) and \(g_k\) are the normalized violation value and actual value of the \(k\)-th type of constraint, respectively; \(g_{k,\text{min}}\) and \(g_{k,\text{max}}\) are the minimum and maximum violation value of the \(k\)-th type of constraint in the population, respectively; and \(G\) is the overall constraints violation value.

3.1.2. Discrete Constraints Handling Strategy. It can be seen from equation (11) that there are discrete variables \((0/1)\) in the decision variable vector, which represent the on/off statuses at those time points. In the MOEA process, these discrete variables cannot be optimized gradually during evolution, and it is always difficult to measure the gap between the infeasible discrete variable vector and the feasible region. Therefore, in a practical SIES-EESP, it may not be efficient to handle the constraints related to the discrete variable vector (such as the on/off time limits).

To avoid the violations of this constraint when using MOEA, this paper proposes an individual repair approach (IRA) based on variables separation and recombination. The repair process of the decision vector is actually to modify the infeasible subvector \(u_i\), which can be described as the following steps:

(i) Step 1: For the status variable vector \(u_i = [u_i(1), u_i(2), \ldots, u_i(T)]\) of the \(i\)-th DG, decompose it into several subvectors, where there are only ones or zeros as elements. Separate the subvectors into two sets by the elements, in which Set U only has subvectors composed of ones and Set D only has subvectors composed of zeros. Then, the numbers of the subvector dimensions will be composed to a new vector in each set, which can be described as \(x_U = [x_{U,1}, x_{U,2}, \ldots, x_{U,T}]\) and \(x_D = [x_{D,1}, x_{D,2}, \ldots, x_{D,T}]\), respectively. Then, the elements in \(x_U\) and \(x_D\) will be recombined into a new vector \(x_{UD}\), according to the order of elements \(u_i\).

(ii) Step 2: If \(u_i(1) = 1\), go to Step 3; if not, move to Step 4.

(iii) Step 3: From the first nonzero element of \(x_{UD}\), check all of the nonzero elements from left to right. For the nonzero elements in the odd positions, identify whether they meet the minimum on-time limits, while for those in the even positions, determine whether they meet the minimum off-time limits. Suppose that there is a nonzero element in the odd position (let us say \(x_{UD,j}\)) which does not meet the constraint. In another word, if \(\Delta U_j < \Delta U_j > 0\), the modification procedure starts, of which the pseudocode is presented in Algorithm 1. After the modification procedures, the new vector \(x_{UD}'\) is obtained. Then, go to Step 5.

(iv) Step 4: This step is similar to Step 3. The only difference is that for the nonzero elements in the odd positions, identify whether they meet the minimum off-time limits, and for those in the even positions, determine whether they meet the minimum on-time limits. Algorithm 1 still applies to the violations. Then, the repair process moves to Step 5.

(v) Step 5: remove the zero elements of vector \(x_{UD}'\) and keep the nonzero elements in the original order, which form a new vector \(x_{UD,\text{repair}}\). The elements of vector \(x_{UD,\text{repair}}\) represent the amount of the on/off hours. The on and off statuses of the DGs occur alternately, and whether the first status is on or off is related to value of \(u_i(1)\).

(vi) Step 6: establish the feasible status variable vector \(u_i'\) based on \(x_{UD}'\) and \(u_i(1)\).

It is obvious from the repair process that the relationship between the status variable vector \(u_i\) generated randomly in the T-dimensional solution space \(Q_t\) and the obtained feasible status variable vector \(u_i'\) is a many-to-one mapping, which means that, by this proposed method any infeasible status variable vectors can be transferred into a certain vector in the feasible region, and no feasible vectors would be lost. To guarantee the effectiveness of the optimization process, the replacement ratio is set 15% according to [27].

3.2. Offline-to-Online Multiobjective Optimization Strategy. The specific constraints handling methods can handle different types of constraints during the evolutionary process on actual SIES-EESPs, which can help MOEA to find feasible solutions efficiently. However, it is evident that the constraints handling process may require excessive computational resources and reduce the efficiency of EMS in dealing with energy dispatch problems. Therefore, an offline-to-online multiobjective optimization strategy is
proposed to transfer some of the computing tasks from SEMS to offline computers on land.

3.2.1. Establishment of Energy Scheduling Scheme-Base Using Big Data. Since the courses and tasks of inland cargo ships are similar in the same months of a year, of which the scheduling schemes may not have much difference, it is possible to use the historical experiences to guide the day-ahead economical/environmental scheduling optimization. By using the big data of the typical curves of load demands, the wind speed of specific regions can be fitted out and the typical Pareto schemes would be stored in the scheme-base for SIES-EESP, which contains two subbases, namely, Scheme-base A and Scheme-base B, which store the feasible Pareto SIES-EESP schemes meeting all the constraints and only the discrete constraints, respectively. By introducing the high-performance computers on land with large memory space and unlimited operation time, the obtained Pareto solutions can be more close to the true Pareto frontiers and the typical schemes can ensure the low cost and emission under various types of working conditions of a year.

3.2.2. Short-Term Multiobjective Offline-to-Online Optimization by SEMS. Although the economical/environmental scheduling solutions in the scheme-base can be applied in typical working conditions, it is clear that, in practice, the load may change according to the actual requirement, and the environment can also be different so that the output of renewable energy sources would not follow the typical schemes. Therefore, the short-term dispatch scheme is still needed by the SEMS based on its own conditions. To reduce the operation time of SEMS when dealing with SIES-EESP, a novel multiobjective offline-to-online optimization strategy is proposed based on the energy scheduling scheme-base. The procedure can be described as follows:

(i) Step 1: Select the Pareto energy scheduling scheme sets of the typical SIES-EESP which has the highest fitting degree with the short-term forecast curves of load demand and wind speed.

(ii) Step 2: Choose a kind of MOEA as the optimization tool and use CDP and IRA as the constraints handling methods.

(iii) Step 3: Use the typical solutions in Scheme-base A to form the initial population.

(iv) Step 4: Run MOEA to find the Pareto solutions of the actual SIES-EESP. During the evolutionary process, check the proportion $\alpha$ of the infeasible solutions. If $\alpha > \alpha_0$, move to Step 5; otherwise, go to Step 6.
(v) Step 5: Replace the infeasible solutions with the typical solutions in Scheme-base B in the current population, so that the algorithm can move to the feasible regions corresponding to the discrete constraints efficiently.

(vi) Step 6: Output the Pareto solutions.

It can be seen from the above that comparing with the traditional optimum dispatching methods, which utilize the forecast data and solve the SIES-EESP in one operation, the proposed two-stage offline-to-online multiobjective optimization strategy can utilize the big data to find the knowledge of the SIES-EESP by offline computers on land so that the reference typical solutions are derived and stored. When a new actual SIES-EESP needs to be solved, the SEMS can find the Pareto solutions with the help of the most relevant reference schemes from the solution-base. In this way, the online computing resources can be saved and the computing efficiency is improved.

The flowchart of the short-term multiobjective offline-to-online optimization by SEMS is shown in Figure 1.

### 4. Simulation Results and Discussions

#### 4.1. Data and Parameter Settings

In this section, two actual SIES-EESP cases are introduced considering different combinations of energy sources. In Case 1, there are only two DGs and one ESS, and, in Case 2, a WT is introduced as the renewable energy source. The parameter settings of ESS and WT can be found in Table 1. Other parameter settings can be found in [24, 30]. The fitted curves by big data and the actual curves of the load demand and wind speed are shown in Figures 2(a) and 2(b).

Besides, in this paper, the nondominated sorting genetic algorithm (NSGA-II) is utilized as the core optimization algorithm, which is an efficient MOEA in solving all kinds of multiobjective optimization problems. The parameter settings can be found in [26]. The maximum generation is set as 100000 when searching for the typical Pareto schemes. In addition, to study the performance of the proposed strategy, four methods are utilized. Method 1 and Method 2 use the proposed offline-to-online optimization strategy, of which the difference is that only Method 1 uses the specific constraints handling methods to deal with the constraints while Method 2 only uses CDP. Method 3 is the original NSGAII with CDP, but in Method 4, the punishment function method is introduced, which can be found in [25]. The maximum generation is 2000 for Methods 1 and 2 and 10000 for Methods 3 and Method 4, respectively.

#### 4.2. Case Studies

The average values of best cost and emission for the two cases by the four methods can be found in Table 2. It can be seen from Table 2 that the results by Methods 1 and 2 are similar in the two cases, and the results in Case 2 are better, which indicates that by introducing the wind turbine, renewable energy can be made full use of and the cost and pollutions can be reduced. The results also show that, by utilizing the typical solutions in the scheme-base as reference individuals, the algorithm can find better solutions so that the distribution of the Pareto frontiers can be guaranteed. On the contrary, if NSGAII is used directly without any prior knowledge of the related SIES-EESP, the algorithm may trap in local optimum and cannot find satisfying nondominated solutions for the decision-makers. The results of Methods 3 and 4 also show that the CDP method is better than PFM in dealing with SIES-EESP cases.

To further study the performance of the proposed two-stage multiobjective optimization strategy, the population of the last generation, the feasible solutions, and the Pareto frontiers obtained by the four methods are presented in Figures 3–5. Also, the average numbers of feasible solutions are shown in Table 3.

It can be seen from Figures 3(a) and 5 that almost all of the solutions by Method 1 are nondominate comparing with those by other methods. Besides, nearly 48 solutions are feasible ones, and the solutions distribute evenly on the Pareto frontier, which can provide more trade-off schemes for the decision-makers. As for Method 2, most of the solutions are dominated by those found by Method 1 but are much better than those using Methods 3 and 4. The numbers of obtained feasible solutions are also lower than those by Method 1, most of which are located in a smaller region. The results by Methods 3 and 4 are the worst in Cases 1 and 2, which have higher cost and emission values comparing with those by Methods 1 and 2. It can be seen from Figure 3 and that both Methods 3 and 4 trap in local optimum and all the solutions obtained are dominated by other methods. Moreover, according to Figures 4(a) and 4(b), only about 28 and 15 solutions in the two cases are feasible for Method 3, and about 22 and 10 feasible ones are obtained by Method 4. Based on the results in Figure 5, no more than 6 solutions are nondominate in the population for the last two methods, which means they cannot provide enough trade-off schemes for the decision-makers.

The results in Cases 1 and 2 imply that, with the applications of energy scheduling scheme-base, the algorithm can jump out of the infeasible regions and find the feasible regions efficiently. Therefore, more computing resources can be utilized to search for the Pareto solutions, so that the convergence and diversity of the population can be guaranteed. On the other hand, the introduction of specific constraints handling methods, especially the proposed IRA for discrete constraints, helps the algorithm to deal with all kinds of constraints effectively, so more feasible Pareto solutions can be obtained. In addition, the results by Methods 3 and 4 indicate that CDP is efficient in dealing with common constraints and is necessary for the short-term multiobjective offline-to-online optimization.

To evaluate the Pareto frontiers obtained by the four methods quantitatively, the hypervolume method is introduced. The evaluation method based on hypervolume value was proposed by Zitzler et al. [31], which utilizes the volume of hypercube surrounded by the Pareto solutions and reference point in the search space to evaluate the quality of Pareto frontiers obtained. The average values and standard deviations of hypervolume values by the four methods are shown in Table 4. It can be seen from
Table 4 that Method 1 obtains the highest hypervolume values in both cases (0.7051 and 0.8014). The hypervolume values by Method 2 are lower but the difference is small. However, Method 3 only gets 0.1648 and 0.0737 on hypervolume values, which are far lower than the other two. This demonstrates that if the original NSGAII is used to solve the actual SIES-EESP, it may not get satisfied Pareto solutions with limited computing resources and operation time, so the goals of cost and emission reduction cannot be achieved. The hypervolume values by Method 4 are the lowest, which means the commonly used punishment function methods are not suitable for actual SIES-EESPs. However, with the utilization of energy scheduling scheme-base and proposed constraints handling method, the feasible regions can be found efficiently and the Pareto sets can be obtained with better convergence, spread, and distribution by less computing resources and operation time.

As for the standard deviations, it can be seen from Table 4 that Method 1 gets the lowest levels, which means that the proposed strategy is more reliable in searching for Pareto solutions on the SIES-EESPs. This is necessary in the real world since the online dispatching requires the SEMS to obtain the Pareto schemes in a short time, which does not allow the algorithm to run many times. Thus, a reliable optimization tool is needed to ensure a reliable/economical/environmental dispatching scheme.

The average CPU time by the four methods is shown in Table 5. Since Methods 3 and 4 take iterative 10000 times, the CPU time is much larger than the other two. According to the results above, it is evident that, by using the typical solutions from the energy scheduling scheme-base, the SEMS can get more feasible and nondominate solutions within less operation time, which can save more computing resources. In addition, it can be seen that Method 1 takes a little more time than Method 2 because of the introduction of specific constraints handling
methods, but the difference is not large (only about 5 s–7 s). On the other hand, the number of feasible solutions and the hypervolume values by Method 1 are better based on the above results. All in all, the proposed Method 1 is a proper optimization tool for the SEMS in dealing with the SIES-EESPs.

| Cases  | Method 1 (Cost m.u.) | Method 1 (Emission $10^4$ u.CO$_2$) | Method 2 (Cost m.u.) | Method 2 (Emission $10^4$ u.CO$_2$) | Method 3 (Cost m.u.) | Method 3 (Emission $10^4$ u.CO$_2$) | Method 4 (Cost m.u.) | Method 4 (Emission $10^4$ u.CO$_2$) |
|--------|----------------------|------------------------------------|----------------------|------------------------------------|----------------------|------------------------------------|----------------------|------------------------------------|
| Case 1 | 7.8254               | 4.4166                             | 7.9610               | 4.4621                             | 8.6542               | 4.8458                             | 8.6721               | 4.8593                             |
| Case 2 | 7.0542               | 4.2985                             | 7.2544               | 4.4203                             | 7.8461               | 4.5319                             | 7.8836               | 4.5546                             |

**Figure 2:** Fitted curves by big data and the actual curves of the load demand and wind speed. (a) Load demand. (b) Wind speed.

**Figure 3:** Populations of the last generation by the four methods. (a) Case 1. (b) Case 2.
Table 3: Average number of feasible solutions by the four methods.

| Cases | Method 1 | Method 2 | Method 3 | Method 4 |
|-------|----------|----------|----------|----------|
| Case 1 | 47.8     | 42.0     | 28.2     | 21.3     |
| Case 2 | 45.3     | 32.5     | 15.1     | 9.8      |

Figure 4: Feasible solutions by the four methods. (a) Case 1. (b) Case 2.

Figure 5: Pareto frontiers obtained by the four methods. (a) Case 1. (b) Case 2.

Table 4: Average values and standard deviations of hypervolume values by the four methods.

| Cases | Method 1    | Method 2    | Method 3    | Method 4    |
|-------|-------------|-------------|-------------|-------------|
|       | H-values    | Standard deviations | H-values    | Standard deviations | H-values    | Standard deviations | H-values    | Standard deviations |
| Case 1 | 0.7051      | 5.2314e−03  | 9.9878e−03  | 0.1648      | 3.2148e−02  | 0.1135      | 7.2615e−02  |
| Case 2 | 0.8014      | 7.2457e−03  | 1.5414e−02  | 0.0737      | 7.0325e−02  | 0.0341      | 7.9984e−02  |
5. Conclusions

This paper proposes a two-stage offline-to-online multiobjective optimization strategy for SIES-EESP, by which the SIES-EESP schemes are derived by using the big data offline to form the prior knowledge and the MOEAs to search for feasible Pareto solutions online. Before the application of intelligent computing, the hybrid constraints handling strategies are designed considering both continuous constraints and discrete constraints. Then, the energy scheduling scheme-base is established using big data, so that the typical SIES-EESP schemes can be obtained and stored offline by high-performance computer systems. On the other hand, the typical Pareto solutions in the scheme-base are applied to the actual SIES-EESPs online corresponding to similar load demands and environment conditions, which are used as reference vectors to guide the algorithm to converge to the feasible regions. The results show that the proposed method can obtain enough feasible solutions and get well-distributed Pareto sets with better convergence performance. Moreover, the operation time can be reduced evidently with less computing resources, comparing with the current optimization studies. By the two-stage multiobjective optimization strategy, the rational allocation of computing resources and the advantage of SIES big data and high-performance computer systems on land can be realized. Meanwhile, the EMS only needs to select the most relevant reference schemes and uses them to find the Pareto solutions on actual SIES-EESPs. In this way, part of the computing task is transferred to the offline computers on land, so that the online computing resources can be saved. It should be noted that this paper only considers a typical SIES-EESP optimization model and divide the constraints into two types (general ones and special ones) to establish the scheme-bases. Further studies are needed on the following aspects:

1. More SIES-EESP optimization models can be studied based on the needs in the real world so that the adaptability of the proposed method can be tested.
2. More types of constraints can be derived to describe the SIES-EESP more accurately, and the scheme-bases can be established based on more kinds of rules. In this way, the selected typical solutions during the online computing process by SEMS can help MOEA to reach feasible regions more efficiently.
3. More kinds of MOEAs can be utilized in the proposed optimization strategy so that a proper MOEA can be selected when dealing with a specific actual SIES-EESP.
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