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Abstract

Stability selection [Meinshausen and Bühlmann, 2010] makes any feature selection method more stable by returning only those features that are consistently selected across many subsamples. We prove (in what is, to our knowledge, the first result of its kind) that for data containing highly correlated proxies for an important latent variable, the lasso typically selects one proxy, yet stability selection with the lasso can fail to select any proxy, leading to worse predictive performance than the lasso alone.

We introduce cluster stability selection, which exploits the practitioner’s knowledge that highly correlated clusters exist in the data, resulting in better feature rankings than stability selection in this setting. We consider several feature-combination approaches, including taking a weighted average of the features in each important cluster where weights are determined by the frequency with which cluster members are selected, which we show leads to better predictive models than previous proposals.

We present generalizations of theoretical guarantees from Meinshausen and Bühlmann [2010] and Shah and Samworth [2012] to show that cluster stability selection retains the same guarantees. In summary, cluster stability selection enjoys the best of both worlds, yielding a sparse selected set that is both stable and has good predictive performance.

1 Introduction

Stability, as characterized by Yu [2013], holds when “statistical conclusions are robust or stable to appropriate perturbations to data.” Yu and Kumbier [2020] call stability one of “three core principles” necessary for “principled inquiry to extract reliable and reproducible information from data.”

Stability selection [Meinshausen and Bühlmann, 2010] adds stability to any base feature selection method. Meinshausen and Bühlmann focus on the lasso [Tibshirani, 1996] as the base procedure, and we will do the same. Even with a fixed \( \lambda \), the sets of features selected by the lasso can be unstable, particularly in the high-dimensional setting \( p \gg n \).

Figure 1 illustrates stability selection. The data are repeatedly randomly split into subsamples of size \( \lfloor n/2 \rfloor \). On each subsample, the lasso (or any other feature selection method) is used to select a set of features. The proportion of subsamples in which each feature is selected is interpreted as an importance measure for that feature. Finally, the selected set returned by stability selection is the set of features whose selection proportion exceeds a predetermined threshold. This adds stability
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Figure 1: Flow chart depicting stability selection.

to the lasso and guarantees control of false discoveries under very mild assumptions [Meinshausen and Bühlmann, 2010].

Stability selection has, however, a structural problem in the case where observed features are highly correlated. This is the primary motivation of our work and has been noted before. In the words of Shah and Samworth [2013], the problem is that “highly correlated variables...split the vote.” (Kirk et al. 2010 and Kent 2010 make very similar points.)

As a model for why features may be correlated, we will use the errors-in-variables framework. Suppose that a variable $Z$ is in the true model for $y$, but is not observed. Instead, $q \geq 2$ equally good proxies—$Z$ plus a little noise—are observed. Any one of these proxies would be useful for out-of-sample predictive performance because of their high correlation with $Z$. The lasso will tend to choose one proxy on each fit, choosing uniformly at random among the proxies, so each proxy’s selection proportion tends toward $1/q$ rather than 1. Stability selection’s ranking of the importance of the features is then suboptimal for out-of-sample predictive performance. The following simulation study illustrates this problem. (We will explain this simulation in full detail in Section 5.1; for now, we omit details for the sake of exposition.)

Example 1. We simulate $n = 200$ observations of 100 features: $q = 10$ proxies that each have correlation 0.9 with the latent variable $Z$, 10 independent “weak signal features” that are in the true model for $y$ (but with smaller coefficients than $Z$), and 80 “noise features.”

The left panel of Figure 2 shows the top 20 selection proportions after applying stability selection with the lasso on one simulated data set. Although any one proxy for $Z$ would be a better selection for prediction than any other observed feature, the proxies for $Z$ have lower selection proportions than many of the weak signal features. The right panel shows that this behavior substantially hurts the out-of-sample predictive performance of stability selection for most model sizes (the mean squared error represents the out-of-sample prediction error of a least squares model using the selected set of features).

This is not just a problem of theoretical concern. Highly correlated data arise in many fields of study.

- In economics, practitioners observe repeated measurements—multiple noisy observations of the same latent signal, like answers to survey questions [Scheffacker, 2016] or the private information known to bidders in auctions [Li et al., 2000, Krasnokutskaya, 2011].
- In education, noisy measurements of academic ability (like test scores) may be used as features [Cunha et al., 2005, Davis, 2002].
In the social sciences and humanities, predictors may include the personal interpretations of game participants [von Ahn and Dabbish, 2004], Amazon Mechanical Turk workers [Mason and Suri, 2012], or the general public [Lintott et al., 2008]. Each person’s assessments can be interpreted as a noisy measurement of a common underlying signal [Hayes and Krippendorff, 2007].

In biology, gene expression levels are used to predict health outcomes [Sørlie et al., 2003]. Some genes are known to share common biological pathways. Expression levels of genes in the same pathway may be nearly identical up to measurement noise [Segal et al., 2004].

In Section 5.4, we will demonstrate how our proposed method can be applied to yet another setting with clustered features: genome-wide association studies (GWAS). It is common that multiple proxies for the same signal are observed in one way or another, and we should expect this to become more common in “big data” settings where as many features are observed as possible.

To address this problem, we propose cluster stability selection. In brief, given a set of known or estimated clusters \( \{C_k\} \), we find the proportion of subsamples in which at least one feature from cluster \( C_k \) was selected. Cluster \( C_k \) is interpreted to be important (that is, the underlying signal common to all the features in \( C_k \) is considered important) if this selection proportion is high. If \( C_k \) is important, we construct a cluster representative by taking a weighted average of the features in \( C_k \) and using this cluster representative for downstream regression tasks (rather than regressing on the individual features separately). We propose three different ways to calculate these weights and demonstrate both theoretically and empirically the advantages each weighting scheme enjoys, depending on the context and the goals of the investigator.

We will show that cluster stability selection dominates both the lasso and stability selection in settings where there are clusters of highly correlated features in the data. Cluster stability selection retains the benefits of stability selection—like higher stability of selected sets and fewer false selections—while avoiding “splitting the vote” and thereby hurting prediction accuracy. Further, our proposed method works even when no clusters are present, and we show that our estimator is more powerful than previous versions of stability selection in this case.
We briefly review the literature related to our work. Investigations into the stability of learning algorithms more broadly go at least as far back as works like Devroye and Wagner [1979], Kearns and Ron [1997], Bousquet and Elisseeff [2002], and Lange et al. [2003]. A few authors propose similar methods to what we discuss. Kirk et al. [2010] and Alexander and Lange [2011] discuss selection proportions for groups of features in stability selection, as we propose, but they do not consider the importance of individual features in the cluster, nor do they form cluster representatives, opting instead to select all features from correlated clusters. They also use the stability selection selection probability estimator proposed by Meinshausen and Bühlmann [2010], whereas we propose a novel estimator of the selection probabilities. Finally, they do not examine predictive performance of the resulting selected models.

Gauraha [2016] also considers stability selection when features are highly correlated. Gauraha proposes clustering the features, forming cluster representatives, and using the lasso regressed on cluster representatives as the base procedure for stability selection.

Beinrucker et al. [2016] develop extended stability selection. This method divides the data into subsamples of size \( n/L \) for some \( L \in \mathbb{N} \) rather than only \( \lfloor n/2 \rfloor \), and additionally chooses random subsets of features to consider for each subsample. Beinrucker et al. show through simulations that their method is helpful when predictors are highly correlated.

In the presence of highly correlated features, one of the most frequently suggested ideas to practitioners is to simply drop all but one of the highly correlated features from the data; see for example Greene [2012, Section 4.7.1] and James et al. [2021, Section 3.3.3, p. 102]. This idea underlies the protolasso [Reid and Tibshirani, 2016]. In this method, the feature within a cluster with the greatest marginal correlation with the response is chosen as a prototype for the cluster. The remaining features in each cluster are discarded, and the lasso is estimated on the prototypes. Related proposals form cluster representatives via averaging [Bühlmann et al., 2013, Park et al., 2007], and other more sophisticated proposals exist as well; see Li and Vuong [1998] and Schennach [2016, Section 4.1].

Many earlier works have noted, but not proven, that the lasso tends to select only one feature from a highly correlated cluster [Efron et al., 2004, Zou and Hastie, 2005, Zhao and Yu, 2006, Bondell and Reich, 2008, Jacob et al., 2009, She, 2010, Bogdan et al., 2013, Witten et al., 2014, Anbari and Mkhadri, 2014, Li et al., 2020]. Our primary theoretical contribution (Theorem 1) provides what is to our knowledge the first precise statement with proof of this observation.

More recent research engages with regularized estimation of models with measurement error, particularly in the high-dimensional setting [Rosenbaum and Tsybakov, 2010, Rosenbaum and Tsybakov, 2013, Loh and Wainwright, 2012, Sørensen et al., 2015, Belloni et al., 2016, 2017a, b, Zheng et al., 2018, Nghiem and Potgieter, 2019]. In contrast to this stream of literature, we are interested in stable model selection for good out-of-sample predictive performance, we focus on stabilizing existing estimation procedures rather than proposing a new one, and our method is designed to be useful when more than one noisy observation of the same lurking signal is available.

Lastly, a more general setting than the one we consider is that of latent factor models, where observed features may be influenced by multiple latent variables rather than just one [Bollen, 1989, Izenman, 2008, Bing et al., 2020, 2021].

Below, we outline our main contributions as well as the structure of our paper.

- In Section 3, we prove in a simple setting that the lasso tends to select one feature from a highly correlated cluster (Theorem 1). We show that stability selection with the lasso ranks features poorly in this setting as a result, both theoretically (Corollary 2) and through a simulation study in Section 5.
We also show—both theoretically in Section 3 (Proposition 4) and through simulation studies in Section 5—that low-noise proxies for important latent features are not only useful predictors, they can be better predictors than directly observed signal features. We show both theoretically in Section 3 (Proposition 10) and through simulations in Sections 5.2 and 5.3 that suitably weighted averages of proxies are better predictors than individual proxies.

Motivated by these results, in Section 4 we propose cluster stability selection. We show in the setting of Theorem 1 that cluster stability selection ranks features optimally for predictive performance (Proposition 6). Further, we generalize all of stability selection’s theoretical guarantees from Shah and Samworth [2012] (our Theorems 7 and 35) and the main theoretical guarantee of Meinshausen and Bühlmann [2010], showing that cluster stability selection enjoys analogous error control properties (even as our proposal selects more features than Meinshausen and Bühlmann’s proposal in the case with no clusters).

We propose a novel, stability-based approach to combining cluster members for downstream regression tasks (Section 4.3.1) motivated by Proposition 10. We demonstrate cluster stability selection’s superior predictive performance and stability through simulation studies and a real data example in Section 5.

First, in Section 2 we review stability selection in more detail.

## 2 Stability Selection

We will discuss both stability selection as proposed by Meinshausen and Bühlmann [2010] and the modification proposed by Shah and Samworth [2012]. It will be easier to start with the Shah and Samworth formulation. We require a selection procedure

\[ \hat{S}_n^{\lambda} := \hat{S}_n^{\lambda}(X, y), \]  

typically depending on a tuning parameter \( \lambda \). The only required property of \( \hat{S}_n^{\lambda} \) is that it maps a data set to a subset of \([p] := \{1, \ldots, p\}\) in a way that can be either random or deterministic conditional on the data. (Sometimes it will be convenient to suppress the \( n \) from the notation and write \( \hat{S}^{\lambda} \), or even suppress the \( \lambda \) if the meaning is clear.) We focus on the lasso with one pre-selected \( \lambda > 0 \) as the base procedure. Similarly to Shah and Samworth, we define the selection probability of feature \( j \) under \( \hat{S}_n^{\lambda} \) as

\[ p_{j,n,\lambda} := \mathbb{P} \left( j \in \hat{S}_n^{\lambda} \right) \]  

(where the randomness is with respect to both the data and any randomness in the selection procedure). Shah and Samworth frame these as the primary parameters of interest in stability selection.

As shown in Figure 1, in the first step of stability selection, \( B \) subsamples \( A_1, \ldots, A_B \subset [n] \) of size \([n/2]\) are drawn, as well as subsamples \( \overline{A}_b \subset [n] \) of the same size with \( A_b \cap \overline{A}_b = \emptyset \)\footnote{That is, if \( n \) is even then \( \overline{A}_b = [n] \setminus A_b \); if \( n \) is odd, one random index is dropped from each \( [n] \setminus A_b \) so that \( |A_b| = |\overline{A}_b| = (n - 1)/2 = [n/2] \).} For convenience, we abuse notation and write

\[ \hat{S}^{\lambda}(A_b) := \hat{S}^{\lambda}(X_{A_b}, y_{A_b}), \]
where $X_{A_b}$ denotes the $[n/2] \times p$ matrix obtained by selecting the rows from $A_b$ from $X$, and similarly for $Y_{A_b}$. Then for every $j \in [p]$, $p_{j,n,\lambda}$ is estimated by

$$
\hat{\Pi}^{(SS)}_B(j) = \frac{1}{2B} \sum_{b=1}^{B} \left[ 1 \left\{ j \in \hat{S}^\lambda(A_b) \right\} + 1 \left\{ j \in \hat{S}^\lambda(\overline{A}_b) \right\} \right].
$$

(Notice this estimator is unbiased for $p_{j,[n/2],\lambda}$ but not necessarily for $p_{j,n,\lambda}$). Having computed each $\hat{\Pi}^B(j)$, the practitioner has available an importance measure for each feature, and, by extension, a ranking of the features (perhaps with ties). Then the selected set consists of all features such that $\hat{\Pi}^{(SS)}_B(j) \geq \tau$, with $\tau \in (0,1)$ a pre-selected threshold.

The original proposal by Meinshausen and Bühlmann [2010] is more general in the sense that it allows for a finite set of tuning parameters $\Lambda$. The procedure is otherwise the same except that their theoretical results require using all $B = \left( \binom{n}{[n/2]} \right)$ unique subsamples of size $[n/2]$, focusing on the quantity

$$
\hat{\Pi}^{(MB)}(j) := \max_{\lambda \in \Lambda} \left\{ \binom{n}{[n/2]}^{-1} \sum_{b=1}^{\binom{n}{[n/2]}} 1 \left\{ j \in \hat{S}^\lambda(A_b) \right\} \right\}
$$

for each feature $j$ (though in practice this is infeasible and they suggest that 100 subsamples works well).

Shah and Samworth [2012] call their modification that makes use of the sets $\overline{A}_b$ (and whose theoretical results do not require using all $\binom{n}{[n/2]}$ subsets) complementary pairs subsampling and prove stronger theoretical guarantees than Meinshausen and Bühlmann’s when $|\Lambda| = 1$.

We emphasize that the success of stability selection hinges on the quality of the rankings it assigns the features. We will frequently draw attention to these rankings.

3 Theory

We present theoretical results that will highlight the “vote-splitting” problem that stability selection has and thereby motivate cluster stability selection. In particular, we will show the following:

1. (Theorem 1) When a highly correlated group of features is observed, the lasso tends to choose only one of them. In particular, we show that if two equally low-noise proxies for an important latent feature are observed, the lasso tends to select either one of them with equal probability.

2. (Corollary 2) Because of this “vote splitting,” stability selection with the lasso tends to rank such features lower than directly observed features, even if the signal strength of these directly observed features is smaller.

3. (Corollary 5) These low-noise proxies would be better selections for out-of-sample predictive performance, so the ranking yielded by stability selection is detrimental to prediction.

3.1 The Lasso Selects Randomly Among Highly Correlated Features

In this section we provide theoretical support for the idea that

$$
\text{the lasso tends to select only one feature within a highly correlated cluster.}
$$

To the best of our knowledge, no existing theoretical result verifies (4). It is not obvious how to map this informal statement into something that can be proven. For instance, we know that if the
penalty parameter $\lambda$ can be arbitrary, the lasso can typically yield selected sets of any size from 0 to $\min\{n,p\}$. So if $p \leq n$, there exist some lasso selected sets in which none of the features in a highly correlated cluster are selected, and some in which all of the features are selected.

The common belief in statements like (4) stems back at least as early as Efron et al. [2004]. Efron et al. show that the lasso is closely related to their algorithm least angle regression (LARS), which adds features one at a time according to which feature is most highly correlated with the residual between the observed response and the current model. If two features $X_1$ and $X_2$ are highly correlated, as one of them is added to the active set (say $X_1$), $X_2$’s correlation with the residual will tend to drop more than competitor features. Therefore $X_2$ appears to have a disadvantage relative to competitor features.

Following this reasoning, we construct something closer to a provable mathematical statement from (4) by considering the path of selected features as the penalty $\lambda$ decreases from infinity:

After one feature from a highly correlated cluster enters the lasso path, it is (asymptotically) very unlikely that another feature from the cluster will enter until much later in the lasso path (that is, after other reasonable features to select are exhausted).  

Next we construct a very simple example in which (5) could hold, and in Theorem 1 we prove that it does. Suppose a response $y$ is observed that is generated from the linear model

$$y = \beta_Z Z + X_3 + \epsilon,$$

where $Z$, $X_3$, and $\epsilon$ are independent Gaussian random variables. Also, $\beta_Z > 1$, so $Z$ is a more important signal for predicting $y$ than $X_3$. (We will fully specify the setup in a moment.) The practitioner observes $y$, $X_3$, and two noisy proxies $X_1$ and $X_2$ for $Z$. In particular, $X_1$ and $X_2$ are equal to $Z$ plus a small amount of independent and identically distributed (i.i.d.) noise, $\zeta_1$ and $\zeta_2$; that is,

$$X_{ij} := Z + \zeta_j, \quad j \in [2].$$

(The amount of noise is “small" in the sense that $\text{Var}(\zeta_{11})$ is small.)

Clearly $X_1$ and $X_2$ form a highly correlated cluster. We also assume in this setting that $\beta_Z$ is large enough (and $\text{Var}(\zeta_{11})$ is small enough) that the features $X_1$ and $X_2$ are more highly correlated with $y$ than $X_3$ is. In this setting, either of $X_1$ or $X_2$ is a good selection if the goal of our model is a sparse selected set with good out-of-sample predictive performance (particularly since $Z$ is not observed), but selecting both is redundant. That is, the best selected sets of size 2 are $\{X_1, X_3\}$ or $\{X_2, X_3\}$. Theorem 1 says that with high probability the lasso path matches this behavior: after selecting one of $X_1$ or $X_2$, the next feature to enter the lasso path is $X_3$.

Now we specify the setting precisely. Suppose $n$ i.i.d. draws

$$(Z_i, X_{i3}, \epsilon_i, \zeta_{i1}, \zeta_{i2}), \quad i \in [n],$$

are observed, with the variables having a multivariate Gaussian distribution. Each variable has mean 0 and is independent from the others, and we have $\text{Var}(Z_1) = \text{Var}(X_{13}) = 1$, $\text{Var}(\epsilon_1) = \sigma_\epsilon^2$, and $\text{Var}(\zeta_{11}) = \text{Var}(\zeta_{12}) = \sigma_\zeta^2(n)$. Denote $Z := (Z_1, \ldots, Z_n)^\top$, $X_3 := (X_{13}, \ldots, X_{n3})^\top$, $\epsilon := (\epsilon_1, \ldots, \epsilon_n)^\top$, and $\zeta_j := (\zeta_{1j}, \ldots, \zeta_{nj})^\top, j \in [2]$. We will require $\sigma_\zeta^2(n)$ to vanish at a particular rate.

\footnote{It turns out it will also be important that $\beta_Z$ is not too large—if it is, then the selected set of size 2 that is best for out-of-sample predictive performance could be $X_1$ and $X_2$, rather than one of these proxies and $X_3$. Then (5) will not hold.}
as \( n \to \infty \), so that \( \mathbf{X}_1 \) and \( \mathbf{X}_2 \) approach \( \mathbf{Z} \) (and the correlation of \( \mathbf{X}_1 \) and \( \mathbf{X}_2 \) approaches 1).

In particular, let
\[
\sigma^2(n) := \frac{10}{\sqrt{n \log n}}. 
\]

We will consider the lasso with scaled features [Tibshirani, 1996]:
\[
\hat{\beta}(\lambda) \in \arg \min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2n} \| y - \sum_{j=1}^p \frac{X_{j}}{\|X_j\|_2} \beta_j \|_2^2 + \lambda \sum_{j=1}^p |\beta_j| \right\}. 
\]

**Theorem 1.** Let \( X_j, j \in [3] \) and \( y \) be as defined in (6) – (8). For constants \( t_0 \in (0, 1] \) (defined in Lemma 28) and \( c_2 \in (0, e^{-1/8}) \) (defined in Equation 61), assume \( n \geq 100 \) is large enough to satisfy
\[
\frac{n}{\log n} > \frac{5 + \sigma^2_n}{c_2} \cdot \max \left\{ \frac{1}{4t_0^2(2 + \sigma^2)^2}, 2 (12 + \sigma^2), 5 (1 + \sigma^2) \right\} 
\]
and
\[
\frac{n}{(\log n)^{3/2}} > 3.61 \cdot \frac{5 + \sigma^2_n}{c_2}. 
\]

Then

(i) the interval
\[
I(n) = \left( 1 + 10 \sigma^2_n(n), 1 + \frac{19}{10} \sqrt{\frac{2 + \sigma^2_n (\log n)^{3/4}}{c_2 n^{1/2}}} \right) 
\]
is a nonempty subset of \((1, 2)\), and

(ii) for any \( \beta_Z \in I(n) \), for the lasso path calculated as in (10) there exists a finite constant \( c_3 > 0 \) (free of all parameters in the setup) such that the first two features to enter the lasso path are \( \mathbf{X}_1 \) followed by \( \mathbf{X}_3 \) with probability at least
\[
\frac{1}{2} - c_3 \left( \frac{\beta^2_Z + 1 + \sigma^2}{\text{Var}(y_1)} \right)^{7/2} \cdot \frac{(\log n)^{3/2}}{n^{1/4}}. 
\]

**Proof.** See Appendix A.

By exchangeability, the event where the first two features to enter the lasso path are \( \mathbf{X}_2 \) followed by \( \mathbf{X}_3 \) occurs with equal probability. Therefore this result implies that for any \( \lambda \) between the second and third knot of the lasso path, with high probability the two selected features will be the weak signal feature \( \mathbf{X}_3 \) and one of the low-noise proxy features \( \mathbf{X}_1 \) or \( \mathbf{X}_2 \).

Theorem 1 leads us to the problem with stability selection using the lasso in this setting: the probability that any one proxy will be chosen by the lasso is lower than the probability of choosing the weak signal feature. We summarize this observation in the following result.

**Corollary 2.** In the setting of Theorem 1, consider applying stability selection with the base procedure defined as follows: the selected set on each iteration is the first two features to enter the lasso path. Assume \( \beta_Z \) satisfies the assumptions of Theorem 1 with \( \lfloor n/2 \rfloor \) large enough to satisfy the
sample size requirements of Theorem 1. Then there exists a constant $c_4 > 0$ defined in (66) such that

$$
\mathbb{E} \left[ \hat{\Pi}^{(MB)}(j) \right] = \mathbb{E} \left[ \hat{\Pi}_B^{(SS)}(j) \right] \leq \frac{1}{2} + c_4 \left( \beta_Z^2 + 1 + \sigma^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}, \quad j \in [2],
$$

and

$$
\mathbb{E} \left[ \hat{\Pi}^{(MB)}(3) \right] = \mathbb{E} \left[ \hat{\Pi}_B^{(SS)}(3) \right] \geq 1 - 2c_4 \left( \beta_Z^2 + 1 + \sigma^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}.
$$

Proof. See Appendix C.1.

That is, as $n \to \infty$ the selection proportion for $X_{3.3}$ yielded by stability selection tends to 1 and the selection proportions of $X_{1.1}$ and $X_{2.2}$ tend towards $1/2$, so stability selection tends to order the features sub-optimally for out-of-sample predictive performance.

### 3.2 Low-Noise Proxies Are Good Selections For Prediction

A practitioner who is strictly interested in features that appear in the true data-generating process may be uninterested in low-noise proxies for important latent features, but we will show that they are useful for out-of-sample predictive performance.

We will make use of a more general data-generating process than (6). Suppose $q$ proxies are observed,

$$
X_{.j} := Z + \zeta_j, \quad j \in [q],
$$

with (possibly different) noise variances: $\zeta_j \sim \mathcal{N}\left(0, \sigma^2_{\zeta_j} I_n\right), j \in [q]$. Suppose

$$(Z_i, X_{i,q+1}, \ldots, X_{ip}, \epsilon_i, \zeta_{i1}, \ldots, \zeta_{iq}), \quad i \in [n]
$$

are independent Gaussian random variables, and

$$
y = \beta Z + \sum_{j=q+1}^{p} \beta_j X_{.j} + \epsilon,
$$

with $\beta_{q+1}, \ldots, \beta_p \in \mathbb{R}$. Now we will define a notion of prediction risk that we will use to compare features as selections.

**Definition 3** (Prediction risk of a single feature). Assume the setup of (14), (15), and (16). Let $\hat{Z}, \hat{X}_{.q+1}, \ldots, \hat{X}_{.p}, \hat{\epsilon},$ and $\hat{\zeta}_{1}, \ldots, \hat{\zeta}_{q}$ be i.i.d. copies of the corresponding variables, and define $\hat{y}$ and $\hat{X}_{.1}, \ldots, \hat{X}_{.q}$ analogously. The **prediction risk** $R(j)$ of a model using only feature $j$ is the expected out-of-sample mean squared error of the predictions:

$$
R(j) := \mathbb{E} \left[ \frac{1}{n} \left\| \hat{y} - \hat{\beta}_j \hat{X}_{.j} \right\|_2^2 \right],
$$

where $\hat{\beta}_j = X_{.j}^\top y / X_{.j}^\top X_{.j}$ is the ordinary least squares (OLS) coefficient.

We show that proxies are better selections than directly observed features (in the sense of reducing this prediction risk) if the signal strength of the latent feature is large enough and the noise added to the latent feature is not too large.
Proposition 4. Assume the setup of (14), (15), and (16). Then for any \( j \in [q] \) and any \( k \in \{ q + 1, \ldots, p \} \),

\[
R(j) < R(k) \quad \iff \quad \frac{\beta_k^2}{\beta_j^2} > 1 + \sigma_j^2.
\]

Proposition 4 implies that in the setting of Theorem 1, \( X_1 \) or \( X_2 \) is a better choice for a model of size 1 than \( X_3 \):

Corollary 5. Under the assumptions of Theorem 1, \( R(1) = R(2) < R(3) \).

(For the proofs of these results, see Appendix C.2.) Together, these results show that in the setting of Theorem 1 stability selection provides a worse ranking of the features for predictive performance than the lasso. In the next section we will introduce our new method and show that it performs better in this setting.

4 Cluster Stability Selection

In this section we detail our proposed procedure, cluster stability selection.

4.1 Description of Method

Although our procedure allows for responses in general spaces \( Y \) and any base feature selection method that can be characterized as in (1), we focus on \( Y = \mathbb{R} \) and using the lasso for feature selection.

Our procedure requires a partitioning of the features into clusters \( C = \{ C_1, \ldots, C_K \} \) as an input. The clusters may be known from domain knowledge, but if not, they can be estimated by methods including hierarchical clustering as well as those methods proposed by Bondell and Reich [2008], She [2010], Shen and Huang [2010], Bühlmann et al. [2013], Sharma et al. [2013] and Witten et al. [2014].

In brief, cluster stability selection returns a ranking of clusters rather than a ranking of features. We use complementary pairs subsampling similar to the estimator (3) proposed by Shah and Samworth [2012], except that we allow for an arbitrary finite set of parameters \( \Lambda \). We calculate the individual selection proportions for each feature \( j \in [p] \) for any \( \lambda \in \Lambda \):

\[
\hat{\Pi}_B(j) := \frac{1}{2B} \sum_{b=1}^{B} \left[ 1 \left\{ j \in \bigcup_{\lambda \in \Lambda} \hat{S}^\lambda(A_b) \right\} + 1 \left\{ j \in \bigcup_{\lambda \in \Lambda} \hat{S}^\lambda(A_b) \right\} \right],
\]

and for every \( k \in [K] \) we calculate the proportion of subsets in which at least one feature from \( C_k \) is selected for at least one \( \lambda \in \Lambda \):

\[
\hat{\Theta}_B(C_k) := \frac{1}{2B} \sum_{b=1}^{B} \left[ 1 \left\{ C_k \cap \bigcup_{\lambda \in \Lambda} \hat{S}^\lambda(A_b) \neq \emptyset \right\} + 1 \left\{ C_k \cap \bigcup_{\lambda \in \Lambda} \hat{S}^\lambda(A_b) \neq \emptyset \right\} \right].
\]

Having estimated importance measures \( \hat{\Theta}_B(C_k) \) for each cluster, we construct cluster representatives \( X_{-C_k}^{\text{rep}} \) for regression tasks by taking weighted averages of the cluster members,

\[
X_{-C_k}^{\text{rep}} := \sum_{j \in C_k} w_{kj} X_j,
\]

\(^3\)It is worth noting that this result readily generalizes further to cases of arbitrary numbers of latent signals and so on, but this becomes both notationally inconvenient and beyond the scope of what is needed in this paper.
where \( w_k = (w_{kj})_{j \in C_k} \in \Delta^{|C_k| - 1} \) are weights constructed for each cluster from the individual feature selection proportions \( \hat{\Pi}_B(j) \) in one of the following ways:

- **Weighted averaged cluster stability selection:**
  \[
  w_{kj} = \frac{\hat{\Pi}_B(j)}{\sum_{j' \in C_k} \Pi_B(j')} \quad \forall j \in C_k.
  \] (20)

- **Simple averaged cluster stability selection:**
  \[
  w_{kj} = \frac{1}{|C_k|} \quad \forall j \in C_k.
  \] (21)

- **Sparse cluster stability selection:** For each \( j \in C_k \),
  \[
  w_{kj} = \begin{cases} 1 & \{ j \in \arg \max_{j' \in C_k} \{ \hat{\Pi}_B(j') \} \} \bigg/ \{ \arg \max_{j' \in C_k} \{ \hat{\Pi}_B(j') \} \} \bigg| \\ 0 & \text{otherwise.} \end{cases}
  \] (22)

Briefly, the first proposal assigns weights to each feature in the cluster in proportion to how frequently they were selected, the second proposal assigns equal weight to each feature in the cluster, and the third proposal assigns equal weight to all of the most frequently selected individual cluster members, and 0 weight to the rest (in particular, if one cluster member was selected most frequently with no ties, weight 1 is assigned to that cluster member.) We interpret cluster stability selection as having rejected any features that are assigned weight 0 in whatever weighting scheme is used. In Section 4.3 we will discuss each of the weighting schemes in more detail.

Because each cluster member is a representation of the same latent signal, estimating a regression coefficient for each individual selected cluster member separately would result in extra degrees of freedom that might hurt predictive performance. Instead, we interpret \( X_{\text{rep}} \cdot C_k \) as representing our best approximation of the lurking signal and recommend using this one feature rather than the raw selected features.

Finally, to obtain a selected set, one could pre-select a threshold selection proportion \( \tau \) [Meinshausen and Bühlmann, 2010; Shah and Samworth, 2012], or the practitioner could interpret the output as a set of at most \( \min\{K, 2B + 1\} \) candidate selected sets defined by

\[
\bigcup_{k \in S_i} C_k \quad \text{where} \quad S_i := \left\{ k : \hat{\Theta}_B(C_k) \geq 1 - \frac{i}{2B} \right\}, \quad i \in \{0, \ldots, 2B\}.
\]

In particular, one could pre-specify a desired model size \( s \) and use the features with the \( s \) highest sample proportions [Kim and Sun, 2019].

Note that \( C = \{\{1\}, \ldots, \{p\}\} \) is within our framework. In this special case, our proposal reduces to a more powerful modified version of stability selection in its handling of the set \( \Lambda \), in the sense that

\[
\frac{1}{2B} \sum_{b=1}^{B} \left[ \mathbb{1} \left\{ j \in \bigcup_{\lambda \in \Lambda} \hat{S}^\Lambda (A_b) \right\} + \mathbb{1} \left\{ j \in \bigcup_{\lambda \in \Lambda} \hat{S}^\Lambda (A_b^c) \right\} \right] \\
\geq \max_{\lambda \in \Lambda} \left\{ \frac{1}{2B} \sum_{b=1}^{B} \left[ \mathbb{1} \left\{ j \in \hat{S}^\Lambda (A_b) \right\} + \mathbb{1} \left\{ j \in \hat{S}^\Lambda (A_b^c) \right\} \right] \right\},
\]

In particular, one could pre-specify a desired model size \( s \) and use the features with the \( s \) highest sample proportions [Kim and Sun, 2019].
so for a fixed threshold $\tau$, more features will exceed $\tau$ in our proposal than in a complementary pairs subsampling version of the Meinshausen and Bühlmann [2010] proposal. Algorithm [1] spells out the procedure.

### Algorithm 1: Cluster Stability Selection

**input**: Data $(X, y) \in \mathbb{R}^{n \times p} \times \mathcal{Y}^n$;  
a selection method $\hat{S}_\lambda$, as in (1);  
a set of tuning parameters $\Lambda$;  
a number of subsamples $B \in \mathbb{N}$;  
clusters $C = \{C_1, \ldots, C_K\}$ partitioning $[p]$;  
a selected weighting scheme; one of (20), (21), or (22);  
(optionally) a selection threshold $\tau$;  
initialization;

**for** $b \leftarrow 1$ to $B$ **do**

- $A_b \leftarrow$ a random subsample of $[n]$ of size $\lfloor n/2 \rfloor$;  
- $\overline{A}_b \leftarrow$ a random subsample of $[n] \setminus A_b$ of size $\lfloor n/2 \rfloor$;
- compute $\hat{S}_\lambda(A_b)$ and $\hat{S}_\lambda(\overline{A}_b)$;

**for** $j \leftarrow 1$ to $p$ **do**

- calculate $\hat{\Pi}_B(j)$ as in (17);

**for** $k \leftarrow 1$ to $K$ **do**

- calculate $\hat{\Theta}_B(C_k)$ as in (18);
- calculate the weights $w_k$ using the chosen weighting scheme;
- compute the cluster representative $X_{C_k}^{\text{rep}}$ as in (19);

**if** $\tau$ **is provided** **then**

- $S \leftarrow \{k : \hat{\Theta}_B(C_k) \geq \tau\}$;
**else**

- $S \leftarrow [K]$;

**output**: $\{\hat{C}_k, \hat{\Theta}_B(C_k), X_{C_k}^{\text{rep}}\}_{k \in S}$

We show next that cluster stability selection has more desirable behavior in the context of Theorem [1] than stability selection. In particular, we will show that we pay no price in guaranteed error control for the increased power our procedure enjoys, and we will compare our method to Meinshausen and Bühlmann and Shah and Samworth’s proposals in more detail.

### 4.2 Properties of Cluster Stability Selection

Recall that the primary motivation of cluster stability selection is to improve on stability selection in the case of highly correlated features. Corollary [3] suggests that in the setting of Theorem [1] features 1 and 2 are both better first selections than feature 3. Corollary [2] shows that stability selection unfortunately tends to rank feature 3 ahead of feature 1 or 2. In contrast, we provide evidence that cluster stability selection tends to rank the features correctly in this setting:

**Proposition 6.** In the setting of Theorem [1], consider applying cluster stability selection with the cluster assignments

$$C_1 = \{1, 2\}, \quad C_2 = \{3\}.$$

Define the base procedure $\hat{S}$ as follows: the selected set on each iteration is the first two features to
enter the lasso path. Assume $\beta_Z$ satisfies the assumptions of Theorem $1$ with $\lfloor n/2 \rfloor$ large enough to satisfy the sample size requirements of Theorem $1$. Then

$$E \left[ \hat{\Theta}_B (C_1) \right] \geq E \left[ \hat{\Theta}_B (C_2) \right]$$

for $n$ sufficiently large.

The result also holds if the base procedure is defined to select the first feature to enter the lasso path.

Proof. See Appendix C.1.

Additionally, we will show in Theorem $7$ that cluster stability selection retains analogous error control guarantees to those provided by both Meinshausen and Bühlmann [2010] and Shah and Samworth [2012]. For a finite set of tuning parameters $\Lambda$, define the set of selected clusters (that is, the set of clusters from which at least one feature was selected by $\hat{S}_n^\lambda$ for at least one $\lambda \in \Lambda$)

$$\hat{S}_{n,C}^\Lambda : = \left\{ C \in C : C \cap \bigcup_{\lambda \in \Lambda} \hat{S}_n^\lambda \neq \emptyset \right\},$$

where $C = \left\{ C_1, \ldots, C_K \right\}$ is a partitioning of $[p]$. We generalize the selection probability for a single feature (2) and define

$$p_{C,n,\Lambda} := P \left( C \in \hat{S}_{n,C}^\Lambda \right).$$

For a fixed $\theta \in [0,1]$, let $L_\theta := \left\{ C_k : p_{C_k,[n/2],\Lambda} \leq \theta \right\}$ denote the set of clusters that have low selection probability under $\hat{S}_{[n/2]}^\lambda$, and let $H_\theta := \left\{ C_k : p_{C_k,[n/2],\Lambda} > \theta \right\}$ denote the set of clusters with high selection probability. Denote by $\hat{S}_{n,\tau}^{CSS,\Lambda,C} \subseteq C$ the set of clusters selected by cluster stability selection in this setting, using a pre-selected $\tau$.

Theorem 7. (i) For $\tau \in (1/2,1]$,

$$E \left| \hat{S}_{n,\tau}^{CSS,\Lambda,C} \cap L_\theta \right| \leq \frac{\theta}{2\tau - 1} E \left| \hat{S}_{[n/2]}^\Lambda \cap L_\theta \right|.$$

(ii) Let $\hat{N}_{n,\tau}^{CSS,\Lambda,C} = C \setminus \hat{S}_{n,\tau}^{CSS,\Lambda,C}$ and let $\hat{N}_{n,\tau}^{\Lambda,C} : = C \setminus \hat{S}_{n,\tau}^{\Lambda,C}$. For $\tau \in [0,1/2)$,

$$E \left| \hat{N}_{n,\tau}^{CSS,\Lambda,C} \cap H_\theta \right| \leq \frac{1 - \theta}{1 - 2\tau} E \left| \hat{N}_{[n/2]}^{\Lambda,C} \cap H_\theta \right|.$$

We see from part (i) of Theorem 7 that for suitable choices of $\theta$ and $\tau$ such that $\theta/(2\tau - 1) < 1$, the expected number of features selected from clusters in $L_\theta$ (that is, low-selection-probability clusters) is strictly smaller under cluster stability selection than under the base procedure $\hat{S}_{[n/2]}^\Lambda$. Similarly, part (ii) shows that cluster stability selection controls the number of high-selection-probability clusters that are missed by the base procedure.

In Appendix C.3 we also present Theorem 35 which similarly generalizes Theorem 2 and Equations 7 and 8 of Shah and Samworth [2012] to our setting. These results provide tighter bounds under stronger assumptions on the distributions of the selection proportions yielded by cluster stability selection. We omit proofs for Theorems 7 and 35 because they can be proven using identical arguments used to prove the corresponding results from Shah and Samworth [2012] by replacing indicators of features being selected with indicators of clusters being selected (we spell this point out in more detail in Appendix C.3).
Note that Theorems 7 and 35 are valid for any partitioning of \([p]\) into clusters, though the results are more interesting if the clusters are meaningful. Also, these results generalize the results from the original papers in the sense that choosing \((C_1, \ldots, C_p) = (\{1\}, \ldots, \{p\})\) recovers the original results.

**Remark 8.** The discussion in the last paragraph of Section 3.1 of Shah and Samworth [2012] about how the guarantee of their Theorem 1(a) is at least as good as the Meinshausen and Bühlmann [2010] Theorem 1 guarantee, even when \(B = 1\), applies to our Theorem 7(a) as well in the special case \(C = \{\{1\}, \ldots, \{p\}\}\). We also point out that this does not require the same assumptions that (i) the base procedure is ‘no worse than random guessing” (in the sense that the average selection probability of the “signal features” \(S \subset [p]\) under \(\hat{S}_{[n/2]}^{\Lambda \cdot C}\) is at least as large as the average selection probability of the “noise features” \(N = [p] \setminus S\)) and (ii) the distribution of the noise features is exchangeable; we only require the weaker assumption that \(N \subseteq L_\theta \) for \(\theta = \mathbb{E}\left|\hat{S}_{[n/2]}^{\Lambda \cdot C}\right| / p\).

### 4.3 Choice of Weights

The intuition behind regressing against weighted averages of cluster members is that averaging several noisy proxies might improve our approximation of the latent signal. Proposition 10 below sheds some light on how this might be done optimally. First we will need a notion of prediction risk for cluster representatives.

**Definition 9** (Prediction risk of cluster representatives). Assume the same setup as Definition 3. For a cluster \(C \subset [p]\) and arbitrary weights \(w \in \Delta^{|C| - 1}\), recall the definition of the cluster representative (19), and define \(\hat{X}^{\text{rep}}_C\) as an out-of-sample draw (using the same weights). Define the prediction risk of a model containing only a cluster representative constructed using these weights as

\[
R(C; w) := \mathbb{E}\left[\|\hat{y} - \hat{\beta} \hat{X}^{\text{rep}}_C\|_2^2\right],
\]

where \(\hat{\beta} = (X^{\text{rep}}_C)^\top y / (X^{\text{rep}}_C)^\top X^{\text{rep}}_C\).

**Proposition 10.** Assume the setup of (14), (15), and (16). Consider regressing \(y\) against a weighted average of the \(q\) proxies, as in (19). Then

(i) the weights that minimize the prediction risk defined in (23) are

\[
w_j^* = \frac{1}{\sigma^2_j} / \left(\sum_{j' = 1}^{q} \frac{1}{\sigma^2_{j'}}\right), \quad j \in [q],
\]

(ii) the minimum risk (using the optimal weights \(w^* = \{w_j^*\}_{j \in [q]}\)) is

\[
\mathcal{E}_{\text{ideal}} + \frac{n - 1}{n - 2} \cdot \frac{\beta_z^2}{1 + \sum_{j = 1}^{q} \frac{1}{\sigma^2_j}},
\]

where \(\mathcal{E}_{\text{ideal}},\) defined in (80), is the prediction risk of regressing against \(Z\) directly, and

(iii) for any \(k \in \{q + 1, \ldots, p\}\),

\[
R([q]; w^*) < R(k) \iff \frac{\beta_z^2}{\beta_k^2} > \frac{1 + \sum_{j = 1}^{q} \frac{1}{\sigma^2_j}}{\sum_{j = 1}^{q} \frac{1}{\sigma^2_j}}.
\]

14
Proof. See Appendix C.2

Proposition 10(i) yields the intuitive result that the optimal weights are higher for less noisy proxies and lower for higher noise proxies. Also, note that if any one proxy has noise variance tending towards 0, the optimal weight on that proxy tends toward 1, the prediction risk tends toward \( \varepsilon_{\text{ideal}} \), and the quantity on the right side of (24) tends toward 1.

From Proposition 10(ii) we see that adding one more proxy with finite noise variance \( \sigma^2_j \) always reduces the prediction risk when optimal weights are used. Also, by comparison of Proposition 10(iii) to Proposition 4 we see that the signal strength of \( Z \) does not have to be as high for the prediction risk of \( X_{\text{rep}}^{[q]} \) to be less than any \( R(k), k \in \{q + 1, \ldots, p\} \) than it does for any one \( R(j), j \in [q] \) to be less than \( R(k) \), since if \( 0 < \sigma^2_\zeta_j < \infty \) for all \( j \) it holds that

\[
\frac{1 + \sum_{j'=1}^{q} \frac{1}{\sigma^2_{\zeta_{j'}}}}{\sum_{j'=1}^{q} \frac{1}{\sigma^2_{\zeta_{j'}}}} < 1 + \sigma^2_\zeta_j \quad \forall q > 1, \forall j \in [q].
\]

See also Park et al. [2007] and Bühlmann et al. [2013] (particularly Propositions 4.2 and 4.3) for other theoretical results about the benefits of averaging correlated features (under different assumptions from ours).

This result will be informative in discussing the virtues of each of our proposed weighting schemes (20) – (22).

4.3.1 Weighted Averaged Cluster Stability Selection

Since by Proposition 10(i) the optimal weights are higher when the noise level is lower, if the underlying selection procedure is more likely to select lower noise proxies, the weights from weighted averaged cluster stability selection may resemble the optimal weights. We show empirical evidence in Section 5.3 that weighted averaged cluster stability selection with the lasso does seem to outperform either other weighting scheme when proxy noise levels vary significantly.

It is worth noting that weighted averaging allows features to be dropped from a cluster with nonzero probability. This is useful particularly if the clusters are estimated and might include some irrelevant features. In Section 5.4 we present evidence that this occurs in practice in a real-data example.

4.3.2 Simple Averaged Cluster Stability Selection

Weighting scheme (21) aligns with an intuitive idea for a practitioner who knows she has several noisy observations of the same quantity: just average them. It is analogous to the cluster representative lasso [Bühlmann et al. 2013, Park et al. 2007] in which all of the features in a cluster are averaged, except that we run the underlying feature selection method on the original features, forming the cluster representatives after the selection proportions have been determined.

By Proposition 10 simple averaging is optimal if the noise levels of each proxy are equal. If the practitioner is confident in the clustering used and the noise levels within clusters are unknown but believed to be equal, or even close to equal, simple averaging could result in a more favorable bias-variance tradeoff than estimating weights. This is particularly true if all of the proxies have roughly equal noise levels that are also high, making estimation of the individual weights noisy.
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4.3.3 Sparse Cluster Stability Selection

Sparse cluster stability selection [22] removes all but the most frequently selected individual features from each cluster. Its output resembles stability selection in the sense that sparse cluster stability selection often returns only clusters of size 1 (if the most frequently selected feature within a cluster is not tied with another feature in the cluster). This weighting scheme is in a way analogous to the protolasso [Reid and Tibshirani 2016], but the cluster prototype is the most frequently selected feature across all subsamples rather than the cluster member with the greatest marginal correlation with the response. (One advantage cluster stability selection enjoys over the protolasso is that cluster stability selection does not require a notion of correlation with the response.)

This weighting scheme has the virtue of representing the important signals with as few features as possible. This could be particularly advantageous if the clusters are estimated, rather than known, and might be too large—sparse cluster stability selection may reject irrelevant noise features in a cluster. This is also useful if the clusters are known in advance, but sparsity is desired to aid interpretability, because individual features are expensive to measure, or for any number of other reasons. However, if all of the cluster members are genuine proxies as in our model, the weights in sparse cluster stability selection are always suboptimal by Proposition [10(i)] (except for the very special case where all the noise levels are equal and every feature happens to tie in selection proportion). Our simulations and real data examples in Section 5 suggest that in practice, sparsity does indeed come at a price to both out-of-sample predictive performance and stability.

5 Simulations and Data Application

In this section, we discuss two data simulations and a real data application demonstrating cluster stability selection with each weighting scheme.

5.1 Simulation Study: Sparse Cluster Stability Selection

In this section, we describe the simulation study from Example 1 in more detail. We repeat the following procedure 1000 times:

- The design matrix $X \in \mathbb{R}^{200 \times 100}$ has rows $X_i$ where
  
  $\begin{pmatrix} Z_i \\ X_i \end{pmatrix} \sim \mathcal{N}_{101} \left( \begin{pmatrix} 0 \\ 101 \end{pmatrix}, \begin{pmatrix} 1 & 0.9 \frac{10}{10} + 0.1 I_{10} \\ 0.9 \frac{10}{10} I_{10} & 0 \end{pmatrix} \right) \right)$.

- The response $y$ is generated by

  $\mu = 1.5 Z + \sum_{j=1}^{10} \beta_j X_{(j+10)}$ and

  $y = \mu + \epsilon,$

  where $\beta_j = 1/\sqrt{j}$ and $\epsilon \sim \mathcal{N}(0, \sigma_\epsilon^2 I_{200})$, with $\sigma_\epsilon^2$ determined so that the signal-to-noise ratio is 3:

  $\sigma_\epsilon^2 = \frac{\| \mu \|_2^2 / 200}{3}$.
We obtain selected sets using the lasso, stability selection, sparse cluster stability selection, and the protolasso (which we described in the introduction). The protolasso and sparse cluster stability selection are provided with the correct clusters \{[10], [11], \ldots, [100]\}. Both stability selection and sparse cluster stability selection use complementary pairs subsampling, \( B = 100 \) subsamples of size \( \lfloor n/2 \rfloor = 100 \), and the lasso with penalty chosen in advance (separately for each simulation) by cross-validation.

For each method, selected sets of each size \( s \in [11] \) are obtained in the following ways:

- Lasso and protolasso: the first feature set of size \( s \) to appear in the lasso path.
- Stability selection: the \( s \) features with the greatest selection proportions.
- Sparse cluster stability selection: similar to stability selection, but \( \hat{\Theta}_B(j) \) is used to select \( s \) clusters instead of using \( \hat{\Pi}_B(j) \) to select \( s \) features.

(For stability selection and sparse cluster stability selection, sets are not always defined for every \( s \) due to ties in selection proportions.)

Finally, a training set of 10,000 observations is generated in the same way that the original 200 observations were generated. For each method and for every model size defined in that method, \( y \) is regressed against the selected features from \( X \) using OLS, and the mean squared error (MSE) of the resulting training set predictions \( \hat{y} \) compared to \( \mu \) is calculated.

After completing this procedure 1000 times, the average MSE is calculated for each method for every model size \( s \) (including in the average for each method only those iterations where the model of size \( s \) for that method is defined). We then evaluate the stability of each method across the 1000 simulations using the metric proposed by [Nogueira et al. 2018], which equals 1 if the selected set yielded by a given method is identical across every simulation and has expected value 0 for a "null" feature selection method that selects features at random.

The results are shown in the left panel of Figure 3. Sparse cluster stability selection has better predictive performance than stability selection because stability selection fails to select any proxy feature for \( Z \), and selecting at least one proxy is important because the coefficient on \( Z \) in the true model is large. Sparse cluster stability selection’s superior predictive performance over the lasso appears to be due to both the benefits of stability and the fact that the lasso seems to often predict more than one proxy feature (this explains the gap in predictive performance between the protolasso and the lasso). Note that sparse cluster stability selection enjoys a modest, but still statistically significant, improvement over the protolasso in both MSE and stability.

Stability selection is the most stable overall for most model sizes because it tends to ignore the proxies for \( Z \) due to the “vote-splitting” problem. Instead, the \( j \)th feature chosen by stability selection tends to be the weak signal feature with the \( j \)th largest coefficient. Meanwhile, the methods other than stability selection tend to select proxies for \( Z \) early on, and because they select randomly...
among those proxies, the resulting selected sets are less stable. For this reason, sparse cluster stability selection is not the most stable method overall, but it beats both the lasso and protolasso in stability by statistically significant margins, and even beats stability selection by statistically significant margins for models of size 10 and 11.

In general, practitioners may be interested in simultaneous predictive performance and stability, so we also consider what tradeoff exists between the two across model sizes and methods. The right panel of Figure 3 plots out-of-sample MSE against stability for each method and each model size. Sparse cluster stability selection clearly dominates the lasso and the protolasso. A couple of the stability selected models have better stability than the most stable sparse cluster stability selection model, but this stability comes at a steep price to MSE.

### 5.2 Simple Averaged Cluster Stability Selection

To show the benefits of simple averaged cluster stability selection, we evaluate it in the same simulation study as above. We compare simple averaged cluster stability selection to sparse cluster stability selection, and we also consider the cluster representative lasso \cite{Buehlmann2013, Park2007}, which takes a simple average of the features in the known cluster and fits the lasso on that cluster representative and the remaining original features.\footnote{Note that we are using an oracle version of the cluster representative lasso; \cite{Buehlmann2013} estimate the clusters.}

How to measure the model size of the methods that rely on averaging is ambiguous. When a cluster representative constructed by averaging the original features is added to the model, we could...
say that the model size increases by the size of the cluster (that is, count the size of the model by the number of included features in the original feature space), or we could say the model size increases by one (that is, count the number of fitted coefficients in the model). We choose the latter approach, but note that this gives the averaging methods an “unfair advantage” in predictive performance at a fixed model size in the sense that a cluster representative resulting from averaging a number of noisy features is a better predictor than any one noisy feature (Proposition 10). (This is another reason to include the cluster representative lasso in this comparison—unlike cluster stability selection, it also enjoys the benefits of averaging features, so the comparison is in that sense more fair.)

Figure 4 shows the results. (We omit the methods from Figure 3 other than sparse cluster stability selection for visual clarity, and because we already know that sparse cluster stability selection dominates the other methods.) We see that both of the averaging methods have better predictive performance than sparse cluster stability selection. They also have better stability because they select entire clusters rather than choosing among the cluster members at random. Simple averaged cluster stability selection has better stability and predictive performance (because stability leads to fewer false selections) than the cluster representative lasso. In the right panel, we see that the averaging methods all dominate sparse cluster stability selection, and simple averaged cluster stability selection dominates the cluster representative lasso.

5.3 Simulation Study: Weighted Averaged Cluster Stability Selection

Lastly, we conduct one more simulation study designed to illustrate the benefits of weighted averaging. The simulation is the same as the simulation study from above, except that the design matrix
The matrix $X$ is constructed slightly differently. Rather than observing 10 proxies that all have a correlation of 0.9 with $Z$, $X$ contains 5 strong proxies with a correlation of 0.9 with $Z$ and 10 weak proxies with a correlation of 0.5 with $Z$. By Proposition 10 it is suboptimal to discard the weak proxies altogether, but it is also suboptimal to weight them equally with the strong proxies. Again 10 weak signal features with coefficients $1/\sqrt{j}$ are observed, along with 75 noise features to yield a total of 100 features.

Figure 5 shows the results. We see that weighted averaged cluster stability selection does dominate the other methods, suggesting that the weights it chooses are closer to optimal than either simple averaging or sparse cluster stability selection. Weighted averaged cluster stability selection and simple averaged cluster stability selection have roughly identical stability because they both select every feature in the cluster when they select a cluster. The cluster representative lasso lags behind all cluster stability selection methods in predictive performance both because equal weighting is suboptimal and because it makes more false selections.

5.4 Data Application

We demonstrate cluster stability selection on an open genome-wide association study data set [Togninalli et al., 2017; Alonso-Blanco et al., 2016] collected from $n = 1,058$ accessions of Arabidopsis thaliana, a small flowering plant that has been widely studied. The feature matrix $X$ contains SNP data—$X_{ij} = 0$ if in accession $i$ both alleles at base position $j$ take on the more common value, and $X_{ij} = 1$ if both alleles take on the more rare value. GWAS data is a natural application of cluster stability selection because nearby SNPs tend to be highly correlated due to linkage disequilibrium.
which is caused by a variety of mechanisms; see Nordborg et al. [2002] and Kim et al. [2007] for discussion of linkage disequilibrium specifically in *Arabidopsis thaliana*. As a result, clusters of highly correlated SNPs can be identified. For the response, we use the logarithm of the measured flowering time (in days) at $10^\circ$ C [Alonso-Blanco et al., 2016].

Prior to evaluating our methods on the data, we pre-process the data using standard methods [Candès et al., 2018, Sesia et al., 2019]. We screen out SNPs where the less common allele appears in fewer than 1% of observations (that is, the minor allele frequency is less than 1%). We do not have to screen for missing values or incorrect SNP position labeling because the data set as it is available online has already been cleaned and imputed using standard methods. The Hardy-Weinberg equilibrium test is commonly used for screening SNPs, but it is not applicable for our data because *Arabidopsis thaliana* is almost always homozygous. Finally, for computational speed we retained only the first 1000 SNPs that remained after screening.

We repeat the following procedure (similar to the procedure from the simulation section) 100 times. We randomly divide the data into feature selection and model estimation sets of 423 observations (about 40% of the data for each) and a test set of the remaining 212 observations. In each iteration we cluster the features using hierarchical clustering on the non-test-set data. For the distance metric, we use one minus the absolute value of the correlation between the SNPs. We use a single-linkage cutoff of 0.5, following Candès et al. [2018]. Then for every feature selection method, we use the feature selection set to obtain selected sets of sizes $\{1,\ldots,100\}$, providing the estimated clusters to those methods that make use of them. Next, for every method and every model size, we use the model estimation set to estimate linear models by OLS using the selected features. Finally, we use these models to generate predictions for the test set, and evaluate the MSE of the predictions against the actual values. After all simulations are complete, we also evaluate the stability of each method across all simulations, again using the metric proposed by Nogueira et al. [2018].

Figure 6 shows the results. In the left plot, we see that the best-performing model is yielded by weighted averaged cluster stability selection. The remaining cluster stability selection methods are also among the best-performing models.

The middle plot of Figure 6 shows the stability of each method. At most model sizes (and in particular at the model sizes that are best for predictive performance, in the size range of 20 – 35), the cluster stability selection with averaging methods are the most stable. (Note that unlike in the simulation study, weighted averaged cluster stability selection has appreciably different stability that simple averaged cluster stability selection, because in this setting weighted averaged cluster stability selection assigns weight 0 to some cluster members with appreciably high probability.)

Examining the third plot in Figure 6, we see that the cluster stability selection with averaging methods are among the best models for predictive performance, and are more stable than competing methods with similar predictive performance. The models closest to the bottom right corner of the graph (the Pareto frontier of the tradeoff between stability and predictive performance) are mostly yielded by averaging cluster stability selection methods. The three smallest model sizes for the cluster representative lasso are on the Pareto frontier, with higher stability than the CSS methods and impressive predictive performance, but their predictive performance still lags behind cluster stability selection with averaging. Also, these represent smaller models with fewer discoveries.

Footnote 7: The imputed genotype was downloaded from [https://aragwas.1001genomes.org/](https://aragwas.1001genomes.org/) and the phenotypes were downloaded via [https://arapheno.1001genomes.org/phenotype/261/](https://arapheno.1001genomes.org/phenotype/261/)
Figure 6: Results from the simulation study in Section 5.4. The left two panels are plots of average MSE and stability against model size (measured by number of fitted coefficients) for the methods from the simulation study in Section 5.3 across all 1000 simulations. The right panel plots average MSE against model size. In all cases, points on the plot represent averages across 5 model sizes to smooth the plot (for example, the leftmost points in the left plot are aggregated over model sizes 1 through 5). No error bars are provided in these plots because these represent statistics calculated from subsamples of a fixed data set, not i.i.d. random variables.
6 Conclusion

Stability is a fundamental property in practice and for replicability in science. Practitioners might reasonably hope that if they were to receive another random sample from the same distribution, the main findings of their statistical analysis would be minimally altered.

Stability selection adds stability to the lasso, leading to fewer false selections. However, we have shown that stability selection can miss important features leading to poorly predicting models when there are highly correlated clusters of features. Cluster stability selection allows practitioners to exploit knowledge of clustered features in the data to enjoy the benefits of stability selection while still maintaining the lasso’s ability to select important clustered features.
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A Proof of Theorem 1

A.1 Proof of Statement (i)

Note that

\[
\frac{100}{\sqrt{n \log n}} < \frac{19}{5} \sqrt{\frac{2 + \sigma^2}{4c_2}} \frac{(\log n)^{3/4}}{n^{1/2}}
\]

\[\iff\]

\[
\frac{500}{19} \sqrt{\frac{4c_2}{2 + \sigma^2}} < (\log n)^{5/4}
\]

\[\iff\]

\[
\exp \left\{ \left( \frac{1000}{19} \sqrt{\frac{e - 1}{8e^2 \cdot 2}} \right)^{4/5} \right\} < n.
\]

Because \(c_2 < (e - 1)/(8e^2)\) and this quantity is decreasing in \(\sigma^2 \geq 0\), a sufficient condition for this is

\[n > 81 > \exp \left\{ \left( \frac{1000}{19} \sqrt{\frac{e - 1}{8e^2 \cdot 2}} \right)^{4/5} \right\},\]

so

\[10 \sigma^2(n) = \frac{100}{\sqrt{n \log n}} < \frac{19}{10} \sqrt{\frac{2 + \sigma^2}{c_2}} \frac{(\log n)^{3/4}}{n^{1/2}}\]

holds for \(n \geq 100\). It remains to show that \(I(n) \subseteq (1, 2)\) under our assumptions. It is clear that \(1 + 10 \sigma^2(n) > 1\). To see that the upper bound of \(I(n)\) is less than 2, note that since

\[
\frac{(\log n)^{3/4}}{n^{1/2}} < \sqrt{\frac{c_2}{3.61 (5 + \sigma^2)}} = \frac{10}{19} \sqrt{\frac{c_2}{5 + \sigma^2}}
\]

from [12], we have

\[
\frac{19}{10} \sqrt{\frac{2 + \sigma^2}{c_2}} \frac{(\log n)^{3/4}}{n^{1/2}} < \sqrt{\frac{2 + \sigma^2}{5 + \sigma^2}} < 1,
\]

so we have that \(\beta_Z \in (1, 2)\) for all \(n\) satisfying the assumptions of Theorem 1.

A.2 Proof of Statement (ii)

Our proof strategy will be to walk through the lasso path as \(\lambda\) decreases from \(\infty\) and the first two features enter to show that a few events are sufficient for \(X_3\) to be the second feature to enter the lasso path. We then show that one of these events holds with probability tending towards \(1/2\) and the rest hold with probability tending towards 1. Then the final result will come from a union bound.

Throughout this proof we will refer to the Karush-Kuhn-Tucker (KKT) conditions

\[
-\frac{1}{n \|X_j\|_2} X_j^\top \left( y - \sum_{\ell=1}^3 \frac{X_{\ell} \|X_{\ell}\|_2}{\|x\|_2} \hat{\beta}_\ell(\lambda) \right) + \lambda s_j = 0, \quad \forall j \in [3]
\]  

(25)
where $\hat{\beta}_\ell(\lambda)$ is the lasso estimated coefficient for feature $\ell$ at $\lambda$ and
\[
s_j \in \begin{cases} 
\text{sgn}(\hat{\beta}_j(\lambda)), & \hat{\beta}_j(\lambda) \neq 0 \\
[-1, 1], & \hat{\beta}_j(\lambda) = 0
\end{cases}, \quad \forall j \in [3].
\]
Consider
\[
\lambda_1 = \max_j \left\{ \frac{|X_j^\top y|}{n\|X_j\|_2} \right\}.
\]
For $\lambda \geq \lambda_1$, $\hat{\beta}(\lambda) = 0$ is a solution to (10) because it satisfies (25) with
\[
s_j = \frac{X_j^\top y}{n\lambda\|X_j\|_2},
\]
and $s_j \in [-1, 1]$ as long as $\lambda \geq \lambda_1$. The first feature enters the active set for $\lambda < \lambda_1$, and is the feature $j$ attaining the maximum in (26). That is, if all of these sample correlations are positive, the first feature to enter the active set is the one with the largest correlation with $y$. Define the uncentered sample correlations
\[
\hat{R}_{1y} = \frac{X_1^\top y}{\|X_1\|_2\|y\|_2}, \quad j \in [3], \quad \hat{R}_{12} = \frac{X_2^\top X_1}{\|X_2\|_2\|X_1\|_2}.
\]
Define the events
\[
A_{12} := \left\{ \hat{R}_{1y} - \hat{R}_{2y} > 0 \right\}, \quad A_{13} := \left\{ \hat{R}_{1y} - \hat{R}_{3y} > 0 \right\}, \quad \text{and} \\
S_1 := \left\{ \hat{R}_{1y} > 0, \hat{R}_{2y} > 0, \hat{R}_{3y} > 0, \hat{R}_{12} > 0 \right\}.
\]
Note that under $A_{12} \cap A_{13} \cap S_1$, $X_1$ is the first feature to enter the active set and $s_1 = \text{sgn}(X_1^\top y) = 1$.

Next we will consider the second feature to enter the active set. Denote by $\text{supp}(\hat{\beta}(\lambda)) \subset [3]$ the active set at $\lambda$. Let $\lambda_2$ be the first (greatest) $\lambda < \lambda_1$ where $\text{supp}(\hat{\beta}(\lambda)) \neq \text{supp}(\hat{\beta}(\lambda_1))$. At each knot in the lasso path, a feature may either enter or leave the active set. We show that $X_1$ cannot leave the active set before another feature enters:

**Lemma 11.** The first feature to enter the lasso path cannot leave at the second knot. (That is, at the second knot in the lasso path, a second feature enters the model with probability one.)

(The proofs of all lemmas stated in the proof of this theorem are provided in Appendix B.2.) That is, at $\lambda_2$, $X_1$ is never removed from the active set; instead, either $X_2$ or $X_3$ enters. In particular, for $X_2$ and $X_3$ there exist knots $\lambda_2^{(2)}$ and $\lambda_2^{(3)}$ determined by the KKT conditions (25) such that the next feature to enter the active set is $\arg\max_{i \in \{2, 3\}} \left\{ \lambda_2^{(i)} : \lambda_2^{(i)} < \lambda_1 \right\}$. Therefore to show that $X_3$ enters before $X_2$, it is enough to show
\[
\lambda_2^{(2)} < \lambda_2^{(3)} < \lambda_1.
\]
We will calculate $\lambda_2^{(2)}$ and $\lambda_2^{(3)}$ to determine which feature enters next. We will show in Lemma 12 that on the event
\[ A_3 := \left\{ \hat{R}_{3y} - \hat{R}_{13}\hat{R}_{1y} \geq 0 \right\}, \]

we have

\[ \lambda_2^{(3)} = \frac{\|y\|_2}{n} \frac{\hat{R}_{3y} - \hat{R}_{13}\hat{R}_{1y}}{1 - \hat{R}_{13}}. \]

Define the events

\[
E_1 := \left\{ \frac{\hat{R}_{1y} - \hat{R}_{2y}}{1 - \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\}, \quad E_2 := \left\{ \frac{\hat{R}_{1y} + \hat{R}_{2y}}{1 + \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\}.
\]

We show that \( A_3 \cap E_1 \cap E_2 \), along with the other events so far, is sufficient to ensure that \( X_{-3} \) enters the active set before \( X_2 \):

**Lemma 12.** Under the event \( A_1 \cap A_3 \cap S_1 \cap A_3 \cap E_1 \cap E_2 \), (28) and (29) hold, and the first two features in the lasso selection path are \( X_1 \) followed by \( X_3 \).

We will be almost done if we can show that \( A_1 \) occurs with probability tending towards 1/2 and the rest of the events occur with probability tending towards 1. It is straightforward that \( \mathbb{P}(A_{12}) = 1/2 \) for all \( n \) by exchangeability of \( X_1 \) and \( X_2 \). However, the event \( E_1 \) complicates our analysis. Specifically, since \( \mathbb{E}[\hat{R}_{1y} - \hat{R}_{3y}] = \rho_{1y}(n) - \rho_{3y} > 0 \) and asymptotically \( 1 - \hat{R}_{13} \to 1 - \rho_{13} = 1 \) and \( \mathbb{E}[1 - \hat{R}_{12}] = 1 - \rho_{12}(n) \to 0 \), for \( E_1 \) to hold we need \( \hat{R}_{1y} - \hat{R}_{2y} \) to vanish slowly enough in \( n \). To sort this out, we define

\[ A_{12}(n) := \left\{ \hat{R}_{1y} - \hat{R}_{2y} > \eta(n) \right\} \]

and

\[ \tilde{E}_1(n) := \left\{ \frac{\eta(n)}{1 - \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\}, \]

for some function \( \eta : \mathbb{N} \to \mathbb{R}_{++} \). Note that \( A_{12}(n) \cap \tilde{E}_1(n) \) implies \( A_{12} \cap E_1 \), so we can change our focus to bounding the probability of the event \( A_{12}(n) \cap A_3 \cap S_1 \cap A_3 \cap \tilde{E}_1(n) \cap E_2 \). As discussed, if \( \eta(n) \) goes to 0 too quickly, \( \tilde{E}_1(n) \) could fail to hold with high probability. But as \( n \to \infty \), \( \hat{R}_{1y} - \hat{R}_{2y} \) will concentrate around its expectation, 0, with high probability, so \( \eta(n) \) will need to tend towards 0 quickly enough for \( A_{12}(n) \) to hold with high probability.

Soon we will concern ourselves with a good choice of \( \eta(n) \), but for now, the following result allows us to bound \( \mathbb{P}(A_{12}(n)) \) for an arbitrary \( \eta \).

**Proposition 13.** Suppose

\[
\begin{pmatrix}
y_i \\
X_{i1} \\
X_{i2}
\end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \Sigma_{yy} & \Sigma_{1y} & \Sigma_{2y} \\ \Sigma_{1y} & \Sigma_{11} & \Sigma_{12} \\ \Sigma_{2y} & \Sigma_{12} & \Sigma_{22} \end{pmatrix}, \forall i \in [n], \right)
\]

are \( n \) i.i.d. draws with \( \Sigma_{yy} > \Sigma_{1y} = \Sigma_{2y} > \Sigma_{11} = \Sigma_{22} > \Sigma_{12} \geq 1 \). Let \( y := (y_1, \ldots, y_n)^\top \) and \( X_{-j} := (X_{1j}, \ldots, X_{nj})^\top, j \in [3] \). Assume \( n \geq 100 \). Define the uncentered sample correlations as in (27). Then for any \( \eta > 0 \),

\[
\mathbb{P} \left( \hat{R}_{1y} - \hat{R}_{2y} \leq \eta \right) \leq \Phi \left( \frac{\eta \sqrt{n}}{\sigma} \right) + \left( \frac{1463}{\sigma} + 14 \right) \frac{\Sigma^3_{yy}}{n^{1/2}},
\]

where \( \sigma \) is defined in (48) and \( \Phi \) is the distribution function for a standard Gaussian random variable.
Proof. Provided in Appendix B.1

To briefly summarize how we prove Proposition 13, note that \( \hat{R}_{1y} - \hat{R}_{2y} \) is a well-behaved functional of the jointly Gaussian data which, when scaled by \( \sqrt{n} \), converges to a normal distribution by the delta method. Our proof relies on a Berry-Esseen-type result for the delta method due to Pinelis and Molzon [2016]. Because in our setting the correlation between \( X_1 \) and \( X_2 \) varies with \( n \), in our setting \( 1/\sigma = \mathcal{O}((n \log n)^{1/4}) \), so examining the argument of \( \Phi(\cdot) \) in (32) we see we will require a choice of \( \eta = \eta(n) \) that goes to 0 quickly enough that \( \eta(n) \cdot n^{3/4} (\log n)^{1/4} \to 0 \); then \( \mathbb{P}(A_{12}(n)) \to 1/2 \).

Meanwhile, all of the events besides \( A_{12}(n) \) can be shown to hold if the sample correlations concentrate around their expectations due to the following lemma:

**Lemma 14.** Under the assumptions of Theorem 7, the following identities and inequalities hold:

\[
\rho_{12}(n) > \delta(n),
\]

\[
\rho_{1y}(n) = \rho_{2y}(n) > \rho_{3y} > 3\delta(n) > 0,
\]

\[
\rho_{1y}(n) - \rho_{3y} \geq 2\delta(n), \text{ and}
\]

\[
\rho_{1y}(n) - \rho_{3y} \leq \frac{19}{5} (\log n)^{1/4} \delta(n),
\]

where

\[
\delta(n) := \sqrt{\frac{(\beta_{Y}^{2} + 1 + \sigma_{Y}^{2}) \log n}{4c_{2} n}} = \frac{1}{20} \sqrt{\frac{(\beta_{Y}^{2} + 1 + \sigma_{Y}^{2})}{c_{2}}} \log(n)\sigma_{Y}^{2}(n),
\]

where \( c_{2} \in (0, \frac{1}{8e^{2}}) \) is defined in (61).

Examining the definitions of events \( A_{13}, S_1, A_3, \hat{E}_1(\eta), \) and \( E_2 \), one can show that for a suitably chosen \( \eta(n) \) (that is, \( \eta(n) \) not vanishing too quickly), Lemma 14 implies that all of these events will hold if the relevant sample correlations are within \( \delta(n) \) of their expectations. Denote this event by

\[
\mathcal{F}_n := \left\{ \left| \hat{R}_{1y} - \rho_{1y}(n) \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{2y} - \rho_{2y}(n) \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{13} \right| < \delta(n) \right\}.
\]

Later we prove that \( \mathcal{F}_n \) holds with high probability under our assumptions using a concentration inequality on the sample correlations from Sun et al. [2018].

**Lemma 15.** For \( \eta(n) \) as defined in (38), \( \mathbb{P}(\mathcal{F}_n) \geq 1 - 30/n^{1/4} \).

We also prove our claim that \( A_{13}, S_1, A_3, \hat{E}_1(\eta), \) and \( E_2 \) hold under \( \mathcal{F}_n \).

**Lemma 16.** Under the assumptions of Theorem 7,

\[
\mathcal{F}_n \subseteq \left( A_{13} \cap S_1 \cap A_3 \cap \hat{E}_1(n) \cap E_2 \right)
\]

for \( \eta(n) \) defined in (38) below.

It turns out that for \( \mathcal{F}_n \subseteq \hat{E}_1(n) \) to hold, we require \( \eta(n) \) to be no less than (that is, go to 0 no faster than)

\[
\eta(n) := 2 \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \delta(n)[\delta(n) + 1 - \rho_{12}(n)].
\]
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Due to the decaying variance of the noise on $X_1$ and $X_2$ defined in (9), under our assumptions $1 - \rho_{12}(n)$ tends to 0 at the same rate (up to log terms) as $\delta(n)$, so $\eta(n)$ as defined in (38) goes to 0 at a rate equal to $\delta^2(n)$ (again, up to log terms). Since for $\delta(n)$ defined in (37) we have $\delta^2(n) = \mathcal{O}(\log n/n)$, this definition of $\eta(n)$ also allows $\eta(n) \cdot n^{3/4}(\log n)^{1/4} \to 0$ as required earlier for $\mathbb{P}(A_{12}(n)) \to 1/2$.

In particular, in the following lemma, we work out the bound on $\mathbb{P}(A_{12}(n))$ from Proposition 13 for $\eta(n)$ as defined in (38).

**Lemma 17.** Under the assumptions of Theorem 1, there exists a finite constant $c_5 > 0$ such that for $\eta(n)$ as defined in (38),

$$
\mathbb{P}(A_{12}(n)^c) < \frac{1}{2} + c_5 \left( \beta_Z^2 + 1 + \sigma^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}.
$$

(It was at this point in the derivation process that we chose $\eta(n)$ to match the rates of convergence of $\mathbb{P}(A_{12}(n))$ and $\mathbb{P}(\mathcal{F}_n)$ up to log terms. If $\delta(n)$ were to vanish faster than our specified rate, $\eta(n)$ would also go to 0 faster, so $n$ would not have to grow large as quickly for $A_{12}(n)$ to hold, which would make the rate of convergence of $\mathbb{P}(A_{12}(n))$ faster. But this change would require $n$ to grow faster for $\mathcal{F}_n$ to continue to hold with high probability, so the rate of convergence of $\mathbb{P}(\mathcal{F}_n)$ would be slower. Our choice of $\delta(n)$ balances these considerations, allowing for the fastest overall rate of convergence up to log terms.)

Finally, using Lemma 15, Lemma 17 and the union bound, we bound the probability of the event from Lemma 12

$$
\mathbb{P} \left( A_{12}(n) \cap A_{13} \cap S_1 \cap A_3 \cap \tilde{E}_1(n) \cap \tilde{E}_2 \right)
$$

\[ \geq \mathbb{P}(A_{12}(n) \cap \mathcal{F}_n) \]

\[ \geq 1 - \mathbb{P}(A_{12}(n)^c) - \mathbb{P}(\mathcal{F}_n^c) \]

\[ \geq \frac{1}{2} - c_5 \left( \beta_Z^2 + 1 + \sigma^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}} - \frac{30}{n^{1/4}} \]

\[ \geq \frac{1}{2} - c_3 \left( \beta_Z^2 + 1 + \sigma^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}} \]

for $c_3 := c_5 + \frac{30}{2^{7/2}(\log 100)^{3/2}}$ (since $\beta_Z > 1$ and $n \geq 100$).

## B Proofs of Supporting Results For Theorem 1

Appendix B.1 contains the proof of Proposition 13 and Appendix B.2 contains the proofs of the remaining lemmas stated in the proof of Theorem 1. These proofs require more supporting lemmas, the proofs of which (which are mostly technical, or just algebraic manipulations) are contained in Appendix D.

### B.1 Proof of Proposition 13

Our approach will be to establish a Berry-Esseen-type finite sample bound for the delta method applied to $\tilde{R}_{12} - \tilde{R}_{22}$ considered as a nonlinear function of certain sample moments. In particular, we will apply Theorem 2.11 in [Pinelis and Molzon, 2016], which we state here for completeness.
Theorem 18 (Theorem 2.11 in Pinelis and Molzon [2016]). Let $\mathcal{X}$ be a Hilbert space and let $g : \mathcal{X} \to \mathbb{R}$ be a Borel-measurable functional. Suppose that

$$
\|\nabla^2 g(x)\|_{op} \leq M, \quad \forall x \in \mathcal{X} \text{ with } \|x\|_2 < \epsilon \text{ for some } \epsilon \in (0, \infty) \text{ and some } M \in (0, \infty),
$$

(39)

where $\|\cdot\|_{op}$ is the operator norm. Let $V_1, V_2, \ldots, V_n$ be i.i.d. zero-mean random vectors with 

$$
\hat{\sigma} := \left(\mathbb{E}|L(V_1)|^2\right)^{1/2} > 0 \text{ and } \mathbb{E}|L(V_1)|^3 < \infty, \text{ where } L : \mathcal{X} \to \mathbb{R} \text{ is the linear functional that is the first derivative of } g \text{ at the origin (the tangent plane). Then for all } z \in \mathbb{R},
$$

$$
\mathbb{P} \left( \frac{\sqrt{n} \cdot g(V)}{\hat{\sigma}} \leq z \right) - \Phi(z) \leq \frac{C}{\sqrt{n}},
$$

where $\overline{V} := n^{-1} \sum_{i=1}^n V_i$, $\Phi(\cdot)$ is the distribution function of the standard normal distribution, and

$$
\mathcal{C} := k_0 + k_1 \frac{\mathbb{E}|L(V_1)|^3}{\left(\mathbb{E}|L(V_1)|^2\right)^{3/2}} \left( k_{20} + k_{21} \frac{\left(\mathbb{E}|L(V_1)|^3\right)^{1/3}}{\left(\mathbb{E}|L(V_1)|^2\right)^{1/2}} \right) \mathbb{E}\|V_1\|^2
$$

$$
+ \left( k_{30} + k_{31} \frac{\left(\mathbb{E}|L(V_1)|^3\right)^{1/3}}{\left(\mathbb{E}|L(V_1)|^2\right)^{1/2}} \right) \left( \mathbb{E}\|V_1\|^3 \right)^{2/3} + k_\epsilon,
$$

(40)

where

$$
k_0 := 0.13925, \quad k_1 := 2.33554,
$$

and

$$
(k_{20}, k_{21}, k_{30}, k_{31}) := \frac{M}{2\hat{\sigma}} \left( \frac{2}{2 \pi} \frac{1}{16}, 2 + \frac{2^{2/3}}{n^{1/6}}, \left(\frac{8/\pi}{n^{1/3}}\right)^{1/6}, \frac{2}{n^{1/2}} \right), \quad \text{and}
$$

$$
k_\epsilon := \min \left\{ \frac{\mathbb{E}\|V_1\|^2}{\epsilon^2 n^{1/2}}, \frac{2 \left(\mathbb{E}\|V_1\|^2\right)^{3/2} + \mathbb{E}\|V_1\|^3 / n^{1/2}}{\epsilon^3 n} \right\}. \tag{41}
$$

Remark 19. To be precise, Pinelis and Molzon do not state smoothness condition (39) in Theorem 2.11, but rather the following smoothness condition: there exists a continuous linear functional $L : \mathcal{X} \to \mathbb{R}$ such that

$$
|f(x) - L(x)| \leq \frac{M_\epsilon}{2}\|x\|^2 \quad \forall x \in \mathcal{X} \text{ with } \|x\|_2 \leq \epsilon.
$$

However, at the top of page 1007, the authors state that (39) is a sufficient condition for this smoothness condition to hold.

We will begin by defining the relevant sample moments along with the nonlinear function $g$ and its linear approximation $L$ that we will make use of. Let

$$
V_i := (X_{i1}^2 - \Sigma_{11}, X_{i2}^2 - \Sigma_{11}, y_i^2 - \Sigma_{yy}, X_{i1}y_i - \Sigma_{1y}, X_{i2}y_i - \Sigma_{1y}), \quad i \in [n]
$$

(42)

and

$$
\mathbf{V} := \frac{1}{n} \sum_{i=1}^n V_i = \left[ \begin{array}{c}
\frac{1}{n} \sum_{i=1}^n X_{i1}^2 - \Sigma_{11} \\
\frac{1}{n} \sum_{i=1}^n X_{i2}^2 - \Sigma_{11} \\
\frac{1}{n} \sum_{i=1}^n y_i^2 - \Sigma_{yy} \\
\frac{1}{n} \sum_{i=1}^n X_{i1}y_i - \Sigma_{1y} \\
\frac{1}{n} \sum_{i=1}^n X_{i2}y_i - \Sigma_{1y}
\end{array} \right].
$$

We show the following inequalities hold:
Lemma 20.\[\mathbb{E}\|V_1\|^2 < 12\Sigma_{yy}^2\] and
\[\mathbb{E}\|V_1\|^3 < 140\Sigma_{yy}^3.\]

(The proofs of all lemmas are contained in Appendix D.) Define \(g : (-\Sigma_{11}, \infty)^3 \times \mathbb{R}^2 \rightarrow \mathbb{R}\) as
\[g(u) := \frac{u_4 + \Sigma_{1y}}{\sqrt{(u_1 + \Sigma_{11})(u_3 + \Sigma_{yy})}} - \frac{u_5 + \Sigma_{1y}}{\sqrt{(u_2 + \Sigma_{11})(u_3 + \Sigma_{yy})}}\]
\[\Rightarrow g(V) = \frac{n^{-1} \sum_{i=1}^n X_{i1}y_i}{\sqrt{n^{-1} \sum_{i=1}^n X_{i1}^2 \cdot n^{-1} \sum_{i=1}^n y_i^2}} - \frac{n^{-1} \sum_{i=1}^n X_{i2}y_i}{\sqrt{n^{-1} \sum_{i=1}^n X_{i2}^2 \cdot n^{-1} \sum_{i=1}^n y_i^2}} = \hat{R}_{1y} - \hat{R}_{2y},\]

the difference of the (uncentered) sample correlations as defined in [27]. Let \(\mu := \mathbb{E}V = 0 \in \mathbb{R}^5\). We have
\[\nabla g(u) = \begin{bmatrix} \frac{u_4 + \Sigma_{1y}}{\sqrt{u_3 + \Sigma_{yy}}} \left(-\frac{1}{2}(u_1 + \Sigma_{11})^{-3/2}\right) \\ \frac{u_5 + \Sigma_{1y}}{\sqrt{u_3 + \Sigma_{yy}}} \left(\frac{1}{2}(u_2 + \Sigma_{11})^{-3/2}\right) \\ \frac{u_3 + \Sigma_{yy}}{\sqrt{u_3 + \Sigma_{yy}}} \left((u_3 + \Sigma_{yy})^{-3/2}\right) \end{bmatrix} \Rightarrow \nabla g(\mu) = \begin{bmatrix} \frac{1}{2} \Sigma_{1y} \\ \frac{1}{2} \sqrt{\Sigma_{yy} \Sigma_{11}} \\ \frac{1}{2} \sqrt{\Sigma_{yy} \Sigma_{11}} \\ \frac{1}{2} \Sigma_{1y} \\ \frac{1}{2} \sqrt{\Sigma_{yy} \Sigma_{11}} \end{bmatrix}.\]

Next, the tangent plane to \(g\) at \(0\) is given by
\[L(u) := g(0) + \nabla g(0)^\top u\]
\[= 0 - \frac{1}{2} \sqrt{\Sigma_{yy} \Sigma_{11}} u_1 + \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} u_2 + \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} u_4 - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} u_5\]
\[= \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (u_2 - u_1) + \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} (u_4 - u_5);\]

in particular,
\[L(V_1) = \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12}^2 - X_{11}^2) + \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} (X_{11}y_1 - X_{12}y_1),\]

so
\[L(\mathbb{E}V_1) = \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (\mathbb{E}X_{12}^2 - \mathbb{E}X_{11}^2) + \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} (\mathbb{E}(X_{11}y_1) - \mathbb{E}(X_{12}y_1)) = 0.\]

Later we will prove the following result:

Lemma 21. Under the assumptions of Proposition 13, for \(L : (-1, \infty)^3 \times \mathbb{R}^2 \rightarrow \mathbb{R}\) defined in (47) and \(V\) defined in [42],
\[\hat{\sigma} := \sqrt{\mathbb{E}|L(V_1)|^2} = \sqrt{(1 - \rho_{12}) \left(-3\rho_{1y}^2 + \rho_{1y}^2 \rho_{12} + 2\right)} \in \left(0, \sqrt{2}\right),\]
where \( \rho_{12} \) is the correlation between \( X_1 \) and \( X_2 \), and \( \rho_{1y} \) is the correlation between \( y \) and \( X_1 \). Further, \( \mathbb{E} |L(V_1)|^3 \) is finite (in particular, \( \mathbb{E} |L(V_1)|^3 \leq 16\sqrt{2}/\pi \)), and
\[
\left( \frac{\mathbb{E} |L(V_1)|^3}{\mathbb{E} |L(V_1)|^2} \right)^{1/3} \leq \frac{3\sqrt{8}}{\pi}.
\] (49)

In order to apply Theorem 18, we must show that \( g(\cdot) \) satisfies (39); we show this is the case in the proof of the following lemma:

**Lemma 22.** Under the assumptions of Proposition 13, the functional \( g(\cdot) \) as defined in (45) satisfies (39) with \( \epsilon = \Sigma_{11}/2 \) and \( M_\epsilon := 36\Sigma_{yy} \).

Then Theorem 18 yields that for all \( z \in \mathbb{R} \)
\[
\left| \mathbb{P} \left( \frac{\sqrt{n}(\hat{R}_{1y} - \hat{R}_{2y})}{\tilde{\sigma}} \leq z \right) - \Phi(z) \right| \leq \frac{C}{\sqrt{n}}
\]
\[
\Rightarrow \mathbb{P} \left( \frac{\hat{R}_{1y} - \hat{R}_{2y}}{\sqrt{n}} \leq \frac{\tilde{\sigma} z}{\sqrt{n}} \right) \leq \Phi(z) + \frac{C}{\sqrt{n}}
\]
\[
\Leftarrow \mathbb{P} \left( \hat{R}_{1y} - \hat{R}_{2y} \leq \eta \right) \leq \Phi \left( \frac{\eta \sqrt{n}}{\tilde{\sigma}} \right) + \frac{C}{\sqrt{n}},
\]
where \( \eta := \tilde{\sigma} z / \sqrt{n} \) may equal any real number since \( z \) may equal any real number. We upper bound \( C \) in the following result:

**Lemma 23.** Under the assumptions of Proposition 13,
\[
C < \Sigma_{yy}^3 \left( \frac{1462.717}{\tilde{\sigma}} + 13.859 \right),
\]
where \( \tilde{\sigma} \) is defined in (48).

This yields (32).

**B.2 Proofs of Lemmas Stated in Proof of Theorem 1**

**Proof of Lemma 11.** Suppose (without loss of generality) that feature \( X_1 \) enters the lasso path first. Define
\[
\lambda_2^{\text{cross}} := \frac{X_1^\top y}{n \|X_1\|_2 s_1}.
\]
The feature \( X_1 \) would be removed from the active set before \( X_2 \) or \( X_3 \) were added to the active set under the event
\[
\left\{ \lambda_2^{(2)} \vee \lambda_2^{(3)} < \lambda_2^{\text{cross}} < \lambda_1 \right\}
\]
[Tibshirani, 2013].

But since feature \( X_1 \) entered first,
\[
\lambda_1 = \max_j \left\{ \frac{|X_j^\top y|}{n \|X_j\|_2} \right\} = \frac{|X_1^\top y|}{n \|X_1\|_2} = \frac{X_1^\top y}{n \|X_1\|_2 s_1} = \lambda_2^{\text{cross}},
\]
so the probability of this event is 0. \( \square \)
Proof of Lemma 12 We will first verify that (29) holds under the specified events. Then we will use (29) to show that (28) holds as well.

We will want to know the coefficient $\hat{\beta}_1(\lambda)$ on $X_1$ in the part of the lasso path before the second feature enters the active set. Conditional on $A_{12} \cap A_{13} \cap S_1$, for $\lambda \in [\lambda_2, \lambda_1]$, by the KKT conditions (25) it holds that

$$\lambda s_1 = \frac{1}{n\|X_1\|_2} X_1^\top \left( y - \frac{X_1}{\|X_1\|_2} \hat{\beta}_1(\lambda) \right)$$

$$\iff \hat{\beta}_1(\lambda) = n \left( \frac{X_1 y}{n\|X_1\|_2} - \lambda \right)$$

$$= \|y\|_2 \hat{R}_{1y} - n\lambda,$$

and $\hat{\beta}_j(\lambda) = 0$ for $j \neq 1$. Now we are prepared to show (29). Using (25), for $s_2 \in \{-1, 1\}$ the knot $\lambda_2^{(2)}$ satisfies

$$0 = \frac{-1}{n\|X_2\|_2} X_2^\top \left( y - \frac{X_1}{\|X_1\|_2} \hat{\beta}_1(\lambda_2^{(2)}) \right) + \lambda_2^{(2)} s_2$$

$$\iff \lambda_2^{(2)} = \frac{1}{n\|X_2\|_2} X_2^\top \left( y - \frac{X_1}{\|X_1\|_2} \hat{\beta}_1(\lambda_2^{(2)}) \right)$$

$$\iff \lambda_2^{(2)} = \frac{1}{n\|X_2\|_2} X_2^\top \left( y - \frac{X_1}{\|X_1\|_2} \left[ \|y\|_2 \hat{R}_{1y} - n\lambda_2^{(2)} \right] \right)$$

$$\iff \lambda_2^{(2)} = \frac{X_2^\top y}{n\|X_2\|_2} - \frac{X_2^\top X_1}{n\|X_2\|_2\|X_1\|_2} \|y\|_2 \hat{R}_{1y} + \frac{X_2^\top X_1}{\|X_2\|_2\|X_1\|_2} \lambda_2^{(2)}$$

$$\iff \lambda_2^{(2)} = \frac{\|y\|_2}{n} \left( \hat{R}_{2y} - \hat{R}_{12} \hat{R}_{1y} \right) + \hat{R}_{12} \lambda_2^{(2)},$$

where (a) follows because $s_2 \in \{-1, 1\}$ takes on the value that ensures $\lambda_2^{(2)}$ is positive and we used (50) and the uncentered sample correlations from (27). Similarly, the knot for $X_3$ is at $\lambda_2^{(3)}$ satisfying

$$\lambda_2^{(3)} = \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) + \hat{R}_{13} \lambda_2^{(3)},$$

and if $A_3$ holds, we can write

$$\lambda_2^{(3)} = \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) + \hat{R}_{13} \lambda_2^{(3)}$$

$$= \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) + \hat{R}_{13} \lambda_2^{(3)}$$

$$\iff \lambda_2^{(3)} = \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) + \hat{R}_{13} \lambda_2^{(3)}$$

$$\iff \lambda_2^{(3)} = \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) + \hat{R}_{13} \lambda_2^{(3)}$$

which is (29).

Now we seek to verify (28). To see that the right side of (28) holds, note that

$$\lambda_2^{(3)} < \lambda_1 \iff \frac{\|y\|_2}{n} \left( \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} \right) < \frac{\|y\|_2}{n} \hat{R}_{1y}$$

$$\iff \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y} < \hat{R}_{1y} \left( 1 - \hat{R}_{13} \right)$$

$$\iff \hat{R}_{3y} < \hat{R}_{1y},$$
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which is true under $\mathcal{A}_{13}$. It only remains to show $\lambda_2^{(2)} < \lambda_2^{(3)}$. Observe that we can write

$$\lambda_2^{(2)} = \max_{s_2 \in \{-1,1\}} \left\{ \frac{n^{-1} \|y\|_2 \left( \hat{R}_{2y} - \hat{R}_{12} \hat{R}_{1y} \right)}{s_2 - \hat{R}_{12}} \right\},$$

so under the assumed events we have

$$\lambda_2^{(2)} < \lambda_2^{(3)} \iff \max_{s_2 \in \{-1,1\}} \left\{ \frac{n^{-1} \|y\|_2 \left( \hat{R}_{2y} - \hat{R}_{12} \hat{R}_{1y} \right)}{s_2 - \hat{R}_{12}} \right\} < \frac{\|y\|_2 \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y}}{n (1 - \hat{R}_{13})}$$

$$\iff \max_{s_2 \in \{-1,1\}} \left\{ \frac{\hat{R}_{2y} - \hat{R}_{12} \hat{R}_{1y}}{s_2 - \hat{R}_{12}} \right\} < \frac{\|y\|_2 \hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y}}{n (1 - \hat{R}_{13})}. \tag{51}$$

We can write the argument of the left side of (51) as

$$\frac{\hat{R}_{2y} - \hat{R}_{12} \hat{R}_{1y}}{s_2 - \hat{R}_{12}} = \frac{(s_2 - \hat{R}_{12}) \hat{R}_{1y} + (\hat{R}_{2y} - s_2 \hat{R}_{1y})}{s_2 - \hat{R}_{12}} = \hat{R}_{1y} + \frac{\hat{R}_{2y} - s_2 \hat{R}_{1y}}{s_2 - \hat{R}_{12}}$$

and similarly the right side is

$$\frac{\hat{R}_{3y} - \hat{R}_{13} \hat{R}_{1y}}{1 - \hat{R}_{13}} = \hat{R}_{1y} + \frac{\hat{R}_{3y} - \hat{R}_{1y}}{1 - \hat{R}_{13}}$$

which means that (51), and therefore (28), are equivalent on the event $\mathcal{A}_{12} \cap \mathcal{A}_{13} \cap S_1 \cap \mathcal{A}_3 \cap S_1$ to

$$\left\{ \max_{s_2 \in \{-1,1\}} \left\{ \frac{\hat{R}_{2y} - s_2 \hat{R}_{1y}}{s_2 - \hat{R}_{12}} \right\} < \frac{\hat{R}_{3y} - \hat{R}_{1y}}{1 - \hat{R}_{13}} \right\} \iff \left\{ \frac{\hat{R}_{2y} - \hat{R}_{1y}}{1 - \hat{R}_{12}} < \frac{\hat{R}_{3y} - \hat{R}_{1y}}{1 - \hat{R}_{13}} \right\} \cap \left\{ \frac{\hat{R}_{2y} + \hat{R}_{1y}}{1 - \hat{R}_{12}} < \frac{\hat{R}_{3y} - \hat{R}_{1y}}{1 - \hat{R}_{13}} \right\}\iff \left\{ \frac{\hat{R}_{1y} - \hat{R}_{2y}}{1 - \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\} \cap \left\{ \frac{\hat{R}_{1y} + \hat{R}_{2y}}{1 + \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\}$$

$$= \mathcal{E}_1 \cap \mathcal{E}_2. \quad \square$$

**Proof of Lemma 14** We begin by stating a few results we will require. The proofs of these lemmas are provided in Appendix D.

**Remark 24.** The inequality

$$\max \left\{ 2 \left( 12 + \sigma_2^2 \right), 5 \left( 1 + \sigma_2^2 \right) \right\} > \frac{9}{4} \left( 5 + \sigma_2^2 \right)$$

along with $\beta_2^Z < 4$ (from Statement i) yields the following inequalities from (11) and (12) that we will make use of throughout the proof:

$$\frac{n}{\log n} > \frac{\beta_2^Z + 1 + \sigma_2^2}{c_2} \max \left\{ \frac{1}{4t_0^2(2 + \sigma_2^2)^2}, 2 \left( 12 + \sigma_2^2 \right), 5 \left( 1 + \sigma_2^2 \right), \frac{9}{4} \left( \beta_2^Z + 1 + \sigma_2^2 \right) \right\}. \tag{52}$$
and
\[
\frac{n}{(\log n)^{3/2}} > \frac{3.61}{c_2} \left( \beta_Z^2 + 1 + \sigma_\epsilon^2 \right). \tag{53}
\]

**Lemma 25.** Under the assumptions of Theorem 1,
\[
\delta(n) < \min \left\{ \frac{5}{19 (\log n)^{1/4}}, \frac{1}{\sqrt{20 (1 + \sigma_\epsilon^2)}}, \frac{1}{\sqrt{20 (1 + \sigma_\epsilon^2)}}, \frac{5}{19 (\log n)^{1/4}} \right\}, \tag{54}
\]
where \( \delta(n) \) is defined in (37). This implies that \( 1 - 2\delta(n)\sqrt{3 + \sigma_\epsilon^2} > \frac{1}{5} \). Further, the following inequalities hold:
\[
\sqrt{1 + \sigma_\epsilon^2(n) - 1} < 20 \frac{c_2}{\beta_Z^2 + 1 + \sigma_\epsilon^2} \log n, \quad \text{and} \quad \sigma_\epsilon^2(n) < 1, \tag{55, 56}
\]

where \( \sigma_\epsilon^2(n) \) is defined in (9).

**Lemma 26.** Under the assumptions of Theorem 1,
\[
1 < \frac{\sqrt{1 + \sigma_\epsilon^2(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma_\epsilon^2}} < \beta_Z < \frac{5}{5 - 19 (\log n)^{1/4} \delta(n)}. \tag{57}
\]

**Lemma 27.** Under the assumptions of Theorem 1, the random variables \( y_i, X_{i1}, X_{i2}, \) and \( X_{3i} \) are distributed as
\[
\begin{pmatrix} y_i \\ X_{i1} \\ X_{i2} \\ X_{3i} \end{pmatrix} \sim \mathcal{N} \left( 0, \begin{bmatrix} \beta_Z^2 + 1 + \sigma_\epsilon^2 & \beta_Z & \beta_Z & 1 \\ \beta_Z & 1 + \sigma_\epsilon^2(n) & 1 & 0 \\ \beta_Z & 1 & 1 + \sigma_\epsilon^2(n) & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix} \right), \quad \forall i \in [n]. \tag{58}
\]

It follows that the correlation matrix is
\[
\begin{pmatrix}
\rho_{yy} & \rho_{1y}(n) & \rho_{2y}(n) & \rho_{3y} \\
\rho_{1y}(n) & \rho_{11} & \rho_{12}(n) & \rho_{13} \\
\rho_{2y}(n) & \rho_{12}(n) & \rho_{22} & \rho_{23} \\
\rho_{3y} & \rho_{13} & \rho_{23} & \rho_{33} \\
\end{pmatrix}
= \begin{pmatrix}
1 & \beta_Z & \beta_Z & 1 \\
\beta_Z & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{\beta_Z^2 + 1 + \sigma_\epsilon^2}} \\
\beta_Z & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{\beta_Z^2 + 1 + \sigma_\epsilon^2}} \\
\beta_Z & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{(\beta_Z^2 + 1 + \sigma_\epsilon^2)(1 + \sigma_\epsilon^2(n))}} & \frac{1}{\sqrt{\beta_Z^2 + 1 + \sigma_\epsilon^2}} \\
1 & 1 & 1 & 1 \\
\end{pmatrix}. \tag{59}
\]

Observe that \( \max_i (\Sigma_{ii}) = \beta_Z^2 + 1 + \sigma_\epsilon^2 \) and \( \min_i (\Sigma_{ii}^*) = 1 \), where \( \Sigma^* \) is the covariance matrix in (57). Lastly, \( \beta_Z > 1 + \sigma_\epsilon^2(n) \).

From (56) in Lemma 25 and (58) in Lemma 27 we have that
\[
\rho_{12}(n) = \frac{1}{1 + \sigma_\epsilon^2(n)} > \frac{1}{1 + 1}. \tag{59}
\]
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Since we know from Lemma 25 that $\delta(n) < 1/2$, (33) is verified. Next, from (52) we have
\[
\frac{n}{\log n} > \frac{1}{c_2} \cdot \frac{9}{4} \left( \beta_Z^2 + 1 + \sigma_\epsilon^2 \right)^2
\]
\[\iff \frac{1}{\beta_Z^2 + 1 + \sigma_\epsilon^2} > 9 \cdot \left( \frac{\beta_Z^2 + 1 + \sigma_\epsilon^2}{4c_2 n} \right) \Rightarrow \rho_{3y} > 3\delta(n).\]

By (58) we have $\rho_{3y}(n) = \frac{\beta_Z}{\sqrt{1 + \sigma_\epsilon^2(n)}} \rho_{3y}$, $j \in [2]$. Since from Lemma 26 we know that $\beta_Z > \frac{\sqrt{1 + \sigma_\epsilon^2(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma_\epsilon^2}}$, we have $\frac{\beta_Z}{\sqrt{1 + \sigma_\epsilon^2(n)}} > 1$. Therefore $\rho_{1y}(n) = \rho_{2y}(n) > \rho_{3y} > 3\delta(n) > 0$, which is (34). Next we will show (35). From Lemma 25 we have $1 - 2\delta(n)\sqrt{3 + \sigma_\epsilon^2} > 0$, so
\[
\beta_Z > \frac{\sqrt{1 + \sigma_\epsilon^2(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma_\epsilon^2}}
\]
\[\geq \frac{\sqrt{1 + \sigma_\epsilon^2(n)}\left(1 + 2\delta(n)\sqrt{2 + \sigma_\epsilon^2(n)} + \sigma_\epsilon^2\right)}{1 - 4\delta^2(n)\left(2 + \sigma_\epsilon^2(n) + \sigma_\epsilon^2\right)}
\]
\[= \frac{\sqrt{1 + \sigma_\epsilon^2(n)}\left(1 + 2\delta(n)\sqrt{1 + \sigma_\epsilon^2(n) + (1 + \sigma_\epsilon^2)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]}\right)}{1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)}
\]
\[= \frac{2\sqrt{1 + \sigma_\epsilon^2(n)} + 4\delta(n)\left(1 + \sigma_\epsilon^2(n)\right)\left(1 + \sigma_\epsilon^2(n) + (1 + \sigma_\epsilon^2)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\right)}{2\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]}
\]
\[= \frac{-b + \sqrt{16\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\left(1 + \sigma_\epsilon^2(n) + (1 + \sigma_\epsilon^2)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\right)}}{2a}
\]
where $a = 1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)$ and $b = -2\sqrt{1 + \sigma_\epsilon^2(n)}$, and
\[
16\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\left(1 + \sigma_\epsilon^2(n) + (1 + \sigma_\epsilon^2)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\right)
\]
\[= 4\left(1 + \sigma_\epsilon^2(n)\right)\left(4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right) + 4\delta^2(n)\left(1 + \sigma_\epsilon^2\right) - 4\delta^2(n)\left(1 + \sigma_\epsilon^2\right) \cdot 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right)
\]
\[= 4\left(1 + \sigma_\epsilon^2(n)\right)\left(1 - 1 + 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right) + 4\delta^2(n)\left(1 + \sigma_\epsilon^2\right)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\right)
\]
\[= 4\left(1 + \sigma_\epsilon^2(n)\right)\left(1 - \left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2\right)\right]\right)
\]
\[= 4\left(1 + \sigma_\epsilon^2(n)\right) - 4\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2(n)\right)\right]\left(1 + \sigma_\epsilon^2(n)\right)\left[1 - 4\delta^2(n)\left(1 + \sigma_\epsilon^2\right)\right]
\]
\[= b^2 - 4ac
\]
where \( c = \left(1 + \sigma^2_\xi(n)\right) \left[1 - 4\delta^2(n) \left(1 + \sigma^2_\epsilon\right)\right] \). Since from Lemma 26 we have \( \beta_Z > \frac{\sqrt{1 + \sigma^2_\xi(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma^2_\epsilon}} \), it follows that \( \beta_Z > \frac{\sqrt{1 + \sigma^2_\xi(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma^2_\epsilon}} \frac{b + \sqrt{b^2 - 4ac}}{2a} \). Then we have

\[
\beta_Z \geq \frac{-b + \sqrt{b^2 - 4ac}}{2a} \implies a\beta_Z^2 + b\beta_Z + c \geq 0
\]

\[
\iff \iff \beta_Z^2 \left[1 - 4\delta^2(n) \left(1 + \sigma^2_\xi(n)\right)\right] - 2\beta_Z \sqrt{1 + \sigma^2_\xi(n)} + (1 + \sigma^2_\xi(n)) \left[1 - 4\delta^2(n) \left(1 + \sigma^2_\epsilon\right)\right] \geq 0
\]

\[
\iff \iff \beta_Z^2 + 1 + \sigma^2_\xi(n) - 2\beta_Z \sqrt{1 + \sigma^2_\xi(n)} \geq 4\delta^2(n) \left(\beta_Z^2 + 1 + \sigma^2_\epsilon\right) \left(1 + \sigma^2_\xi(n)\right)
\]

\[
\iff \iff \beta_Z - \sqrt{1 + \sigma^2_\xi(n)} \geq 2\delta(n) \sqrt{\left(\beta_Z^2 + 1 + \sigma^2_\epsilon\right) \left(1 + \sigma^2_\xi(n)\right)}
\]

\[
\iff \iff \frac{\beta_Z}{\sqrt{\left(\beta_Z^2 + 1 + \sigma^2_\epsilon\right) \left(1 + \sigma^2_\xi(n)\right)}} - \frac{1}{\sqrt{\beta_Z^2 + 1 + \sigma^2_\epsilon}} \geq 2\delta(n)
\]

\[
\iff \iff \rho_{1y}(n) - \rho_{3y} \geq 2\delta(n),
\]

yielding (35). Next we will show (36). From (54) in Lemma 25 we have \( 1 - \frac{19}{5} \left(\log n\right)^{1/4} \delta(n) > 0 \). Therefore we have

\[
\beta_Z < \frac{5}{5 - 19 \left(\log n\right)^{1/4} \delta(n)} \cdot \frac{\sqrt{1 + \sigma^2_\xi(n)}}{1 - \frac{19}{5} \left(\log n\right)^{1/4} \delta(n) \sqrt{1 + \sigma^2_\xi(n)}}
\]

\[
= \frac{\sqrt{1 + \sigma^2_\xi(n) \left(1 + \frac{19}{5} \left(\log n\right)^{1/4} \delta(n)\right) \sqrt{1 + \sigma^2_\xi(n)} \left[1 + \frac{19}{5} \left(\log n\right)^{1/4} \delta(n)\right] \sqrt{1 + \sigma^2_\xi(n)}}}{1 - \frac{19}{5} \left(\log n\right)^{1/4} \delta(n) \sqrt{1 + \sigma^2_\xi(n)}}
\]
\[
\sqrt{1 + \sigma^2(n)} \left( 1 + \frac{19}{5} (\log n)^{1/4} \delta(n) \left( 1 + \sigma^2(n) + (1 + \sigma^2) \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right) \right)^{1/2} \\
\left/ \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right.
\]

\[
= \left( 2 \sqrt{1 + \sigma^2(n)} + 2\delta(n) \frac{19}{5} (\log n)^{1/4} \left( 1 + \sigma^2(n) + (1 + \sigma^2) \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right) \right)^{1/2} \\
\left/ \left( 2 \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right) \right.
\]

\[
= \left( \tilde{b} + 15.2 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \left( 1 + \sigma^2(n) + (1 + \sigma^2) \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right) \right)^{1/2} / (2\tilde{a})
\]

where \( \tilde{a} = 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \) and \( \tilde{b} = -2\sqrt{1 + \sigma^2(n)} \), and

\[
15.2 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \left( 1 + \sigma^2(n) + (1 + \sigma^2) \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right) \\
\]

\[
= 15.2 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \left( 1 + \sigma^2(n) \right) \\
- (1 + \sigma^2) \cdot 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \\
= 4 (1 + \sigma^2(n)) \left( 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right) \\
+ 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \\
= 4 (1 + \sigma^2(n)) \left( 1 - \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \left[ 1 - 3.8 \left[ (\log n)^{1/4} \right]^2 \delta^2(n) (1 + \sigma^2(n)) \right] \right)
\]
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\[
= 4 \left(1 + \sigma_\xi^2(n)\right) \\
- 4 \left[1 - 3.8 \left(\log n\right)^{1/4} \delta^2(n) \left(1 + \sigma_\xi^2(n)\right)\right] \left(1 + \sigma_\xi^2(n)\right) \left[1 - 3.8 \left(\log n\right)^{1/4} \delta^2(n) \left(1 + \sigma_\xi^2(n)\right)\right] \\
= \bar{b}^2 - 4\bar{a}\bar{c}
\]
where \(\bar{c} = \left(1 + \sigma_\xi^2(n)\right) \left[1 - 3.8 \left(\log n\right)^{1/4} \delta^2(n) \left(1 + \sigma_\xi^2(n)\right)\right].\) Since from Lemma \(26\) we have \(\beta_Z < \frac{1}{1 - \frac{10}{5} \left(\log n\right)^{1/4} \delta(n) \sqrt{1 + \sigma_\xi^2(n)}}\), it follows that \(\beta_Z < \frac{\bar{b} + \sqrt{\bar{b}^2 - 4\bar{a}\bar{c}}}{2\bar{a}}.\) Then

\[
\begin{align*}
\beta_Z &< \frac{-\bar{b} + \sqrt{\bar{b}^2 - 4\bar{a}\bar{c}}}{2\bar{a}} \implies \bar{a}^2 \beta_Z^2 + \bar{b} \beta_Z + \bar{c} < 0 \\
\iff \beta_Z^2 &= \left[1 - 3.8 \left(\log n\right)^{1/4} \delta^2(n) \left(1 + \sigma_\xi^2(n)\right)\right] \\
&\quad - 2\beta_Z \sqrt{1 + \sigma_\xi^2(n)} \left(1 + \sigma_\xi^2(n)\right) \left[1 - 3.8 \left(\log n\right)^{1/4} \delta^2(n) \left(1 + \sigma_\xi^2(n)\right)\right] < 0 \\
\iff \beta_Z^2 + \sigma_\xi^2(n) - 2\beta_Z \sqrt{1 + \sigma_\xi^2(n)} < 3.8 \left[\left(\log n\right)^{1/4} \delta^2(n) \left(\beta_Z^2 + 1 + \sigma_\xi^2(n)\right) \right. \\
&\quad \left. - 19 \frac{1}{5} \left(\log n\right)^{1/4} \delta(n) \right] < 0 \\
\iff \beta_Z - \sqrt{1 + \sigma_\xi^2(n)} &< \frac{\sqrt{\bar{beta}_Z^2 + 1 + \sigma_\xi^2(n)}}{19\frac{1}{5} \left(\log n\right)^{1/4} \delta(n)} < 0
\end{align*}
\]
where (a) follows because \(\beta_Z \geq \sqrt{1 + \sigma_\xi^2(n)}\) from Lemma \(26\) yielding (36).

\[\square\]

**Proof of Lemma 15**  We will make use of the following concentration inequality:

**Lemma 28** (Lemma D.3 from Sun et al. [2018]). Let \(X = (X_1, X_2, \ldots, X_d)^\top\) be a zero-mean sub-Gaussian random vector with covariance \(\Sigma^*\) with \((i, j)\)th element \(\Sigma_{ij}^*\). (That is, each \(X_i/\Sigma_{ii}^*\) is sub-Gaussian with variance proxy \(1 \).) Let \(\left\{X^{(k)}\right\}_{k=1}^n\) be \(n\) i.i.d. samples from \(X\). Let \(W^2\) be a diagonal matrix with diagonal elements of \(\Sigma^*\), and let \(C^* := W^{-1} \Sigma^* W^{-1}\) be the correlation matrix. Let \(p_{ij}\) be the \((i, j)\)th element of \(C^*\).

Consider the corresponding uncentered estimators: let \(\hat{\Sigma} := n^{-1} \sum_{k=1}^n X^{(k)} X^{(k)^\top}\) denote the sample covariance and \(\hat{C} := W^{-1} \hat{\Sigma} W^{-1}\) denote the uncentered sample correlation matrix, where \(W^2\) is the diagonal matrix with diagonal elements of \(\Sigma\). Let \(\hat{\Sigma}_{ij}\) be the \((i, j)\)th element of \(\hat{\Sigma}\), and let \(\hat{p}_{ij}\) be the \((i, j)\)th element of \(\hat{C}\).

By Lemma D.1 in Sun et al. [2018], there exist constants \(t_0 \in (0, 1]\) and

\[
\tilde{c}_1 \in \left(0, \frac{e - 1}{2e^2 \max_i \{\Sigma_{ii}^*\}}\right]
\]

such that for all \(t\) with \(0 \leq t \leq t_0\) the sample covariance \(\hat{\Sigma}\) with \((i, j)\)th element \(\hat{\Sigma}_{ij}\) satisfies

\[
P\left(|\hat{\Sigma}_{ij} - \Sigma_{ij}^*| \geq t\right) \leq 8 \exp \left\{-\tilde{c}_1 n t^2\right\}.
\]
Define
\[ \tilde{c}_2 := \min \left\{ \frac{1}{4} \tilde{c}_1 \min (\Sigma_{ii}^*)^2, \frac{1}{6} \right\}. \]

Then for any \( \delta \in \left[ 0, \min \left\{ \frac{1}{2}, t_0 \max_i (\Sigma_i^*) \right\} \right] \) and for any \( i, j \in [d], i \neq j, \)
\[ p \left( |\tilde{R}_{ij} - \rho_{ij}| > \delta \right) \leq 6 \exp \left\{ -\tilde{c}_2 n \delta^2 \right\}. \]

From (54) we have
\[ 0 < \delta(n) < \min \left\{ \frac{1}{\sqrt{20(1 + \sigma^2)}}, t_0 (\beta_Z^2 + 1 + \sigma^2) \right\} \leq \min \left\{ \frac{1}{2}, t_0 \max_i (\Sigma_i^*) \right\}, \]
so we can apply Lemma 28 using \( \delta = \delta(n) \). Then
\[
\begin{align*}
\mathbb{P} \left( \left\{ |\tilde{R}_{1y} - \rho_{1y}(n)| \leq \delta(n) \right\} \cap \left\{ |\tilde{R}_{2y} - \rho_{2y}(n)| \leq \delta(n) \right\} \cap \left\{ |\tilde{R}_{3y} - \rho_{3y}| \leq \delta(n) \right\} \\
\cap \left\{ |\tilde{R}_{12} - \rho_{12}(n)| \leq \delta(n) \right\} \cap \left\{ |\tilde{R}_{13}| \leq \delta(n) \right\} \\
= 1 - \mathbb{P} \left( \left\{ |\tilde{R}_{1y} - \rho_{1y}(n)| > \delta(n) \right\} \cup \left\{ |\tilde{R}_{2y} - \rho_{2y}(n)| > \delta(n) \right\} \cup \left\{ |\tilde{R}_{3y} - \rho_{3y}| > \delta(n) \right\} \\
\cup \left\{ |\tilde{R}_{12} - \rho_{12}(n)| > \delta(n) \right\} \cup \left\{ |\tilde{R}_{13}| > \delta(n) \right\} \right) \\
\geq 1 - 30 \exp \left\{ -\tilde{c}_2 n \delta^2(n) \right\}. \tag{60}
\end{align*}
\]

Consider the expression \( \tilde{c}_2 n \delta(n) \). From Lemma 27 we see that \( \min_i (\Sigma_i^*) = 1 \) and \( \max_i (\Sigma_i^*) = \beta_Z^2 + 1 + \sigma^2 \), so
\[
\tilde{c}_1 \in \left( 0, \frac{e - 1}{2e^2(\beta_Z^2 + 1 + \sigma^2)} \right)
\]
and
\[
\tilde{c}_2 = \min \left\{ \frac{\tilde{c}_1}{4}, \frac{1}{6} \right\} = \frac{\tilde{c}_1}{4} \in \left( 0, \frac{e - 1}{8e^2(\beta_Z^2 + 1 + \sigma^2)} \right)
\]
for all \( n \in \mathbb{N} \). In general we will be interested in how changes in \( \beta_Z \) and \( \sigma^2 \) affect our results, so rather than treating these as constants, we will define
\[
c_1 := \tilde{c}_1 \cdot (\beta_Z^2 + 1 + \sigma^2) \in \left( 0, \frac{e - 1}{2e^2} \right)
\]
and
\[
c_2 := \frac{c_1}{4} \in \left( 0, \frac{e - 1}{8e^2} \right). \tag{61}
\]

Then we have
\[
\exp \left\{ -\tilde{c}_2 n \delta^2(n) \right\} = \exp \left\{ -\frac{c_2}{\beta_Z^2 + 1 + \sigma^2} \cdot n \cdot \frac{(\beta_Z^2 + 1 + \sigma^2) \log n}{4c_2 n} \right\} = \frac{1}{n^{1/4}}.
\]

The result follows from substituting this into (60). \( \Box \)
Proof of Lemma 16. We will prove the results one at a time.

- First we will show that \( F_n \subset A_{13} \). Note that
  \[
  A_{13} = \left\{ \hat{R}_{1y} - \hat{R}_{3y} > 0 \right\}
  \]
  \[
  = \left\{ \hat{R}_{1y} - \rho_{1y}(n) - (\hat{R}_{3y} - \rho_{3y}) + \rho_{1y}(n) - \rho_{3y} > 0 \right\}
  \]
  \[
  \supset (a) \left\{ \hat{R}_{1y} - \rho_{1y}(n) - (\hat{R}_{3y} - \rho_{3y}) + 2\delta(n) > 0 \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{1y} - \rho_{1y}(n) \right| + \left| \hat{R}_{3y} - \rho_{3y} \right| < 2\delta(n) \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{1y} - \rho_{1y}(n) \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| < \delta(n) \right\}
  \]
  \[
  \supset F_n,
  \]
  where (a) follows from (35).

- Next we will show that \( F_n \subset S_1 \).
  \[
  S_1 = \left\{ \hat{R}_{1y} > 0 \right\} \cap \left\{ \hat{R}_{2y} > 0 \right\} \cap \left\{ \hat{R}_{3y} > 0 \right\} \cap \left\{ \hat{R}_{12} > 0 \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{1y} - \rho_{1y}(n) \right| < \rho_{1y}(n) \right\} \cap \left\{ \left| \hat{R}_{2y} - \rho_{2y}(n) \right| < \rho_{2y}(n) \right\}
  \]
  \[
  \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| < \rho_{3y} \right\} \cap \left\{ \left| \hat{R}_{12} - \rho_{12}(n) \right| < \rho_{12}(n) \right\}
  \]
  \[
  \supset (b) \left\{ \left| \hat{R}_{1y} - \rho_{1y}(n) \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{2y} - \rho_{2y}(n) \right| < \delta(n) \right\}
  \]
  \[
  \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{12} - \rho_{12}(n) \right| < \delta(n) \right\}
  \]
  \[
  \supset F_n,
  \]
  where (b) follows from by (33) and (34).

- Next we show that \( F_n \subset A_3 \).
  \[
  A_3 = \left\{ \hat{R}_{13} \hat{R}_{1y} - \hat{R}_{3y} \leq 0 \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{13} \right| \left| \hat{R}_{1y} \right| - (\hat{R}_{3y} - \rho_{3y}) \leq \rho_{3y} \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{13} \right| + (\rho_{3y} - \hat{R}_{3y}) \leq \rho_{3y} \right\}
  \]
  \[
  \supset \left\{ \left| \hat{R}_{13} \right| \leq \rho_{3y} / 2 \right\} \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| \leq \rho_{3y} / 2 \right\}
  \]
  \[
  \supset (c) \left\{ \left| \hat{R}_{13} \right| < \delta(n) \right\} \cap \left\{ \left| \hat{R}_{3y} - \rho_{3y} \right| < \delta(n) \right\}
  \]
  \[
  \supset F_n,
  \]
  where (c) follows from (34).

- Next we will show \( F_n \subset \hat{S}_1(n) \). We want to show that
  \[
  \mathcal{F}_n \subseteq \left\{ \frac{\eta(n)}{1 - \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\},
  \]
  \[
  45
  \]
Finally we will show where (\text{and the steps labeled with }) \text{Observe that on } F_n \text{ we have}

\[ F_n \subseteq \left\{ (\hat{R}_{1y} - \hat{R}_{3y})(1 - \hat{R}_{12}) + \eta(n) \left( \hat{R}_{13} - 1 \right) < 0 \right\} \]

for \( \eta(n) \) defined in (38). Define

\[ \tilde{\delta}(n) := 1 - \rho_{12}(n) = \frac{\sigma_{\tilde{\zeta}}^2(n)}{1 + \sigma_{\tilde{\zeta}}^2(n)} = \frac{10}{\sqrt{n \log n} + 10^3}. \] (62)

where \( \sigma_{\tilde{\zeta}}^2(n) = 10/\sqrt{n \log n} \) as in (9) and the expression for \( \rho_{12}(n) \) is calculated in Lemma 27.

Observe that on \( F_n \) we have

\[ (\hat{R}_{1y} - \hat{R}_{3y})(1 - \hat{R}_{12}) + \eta(n) \left( \hat{R}_{13} - 1 \right) \]

\[ = (\hat{R}_{1y} - \hat{R}_{3y})(1 - \rho_{12}(n) - [\hat{R}_{12} - \rho_{12}(n)]) + \eta(n) \left( \hat{R}_{13} - 1 \right) \]

\[ \overset{(*)}{\leq} \left| \hat{R}_{1y} - \hat{R}_{3y} \right| \left[ \tilde{\delta}(n) + \delta(n) \right] + \eta(n) [\delta(n) - 1] \]

\[ \overset{(d)}{\leq} \left( \left| \hat{R}_{1y} - \rho_{1y}(n) \right| + \left| \hat{R}_{3y} - \rho_{3y} \right| + \rho_{1y}(n) - \rho_{3y} \right) \left[ \tilde{\delta}(n) + \delta(n) \right] \]

\[ - \left( 1 - \delta(n) \right) \eta(n) \]

using (36) \overset{(*)}{\leq} \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \delta(n)[\tilde{\delta}(n) + \delta(n)] - \left( 1 - \delta(n) \right) \eta(n) \]

\overset{(e)}{<} \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \delta(n)[\tilde{\delta}(n) + \delta(n)] - \frac{1}{2} \eta(n) \]

\overset{(f)}{=} 0

where (d) follows from the triangle inequality, (e) follows from \( \delta(n) < 1/2 \) from Lemma 25, (f) follows because from the definition of \( \eta(n) \) in (38),

\[ \eta(n) = 2 \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \delta(n)[\tilde{\delta}(n) + \tilde{\delta}(n)] \]

\[ \iff \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \delta(n)[\tilde{\delta}(n) + \tilde{\delta}(n)] - \frac{1}{2} \eta(n) = 0, \]

and the steps labeled with (*) use the fact that we are on \( F_n \).

- Finally we will show \( F_n \subseteq \mathcal{E}_2 \). We want to show that

\[ F_n \subseteq \left\{ \frac{\hat{R}_{1y} + \hat{R}_{2y}}{1 + \hat{R}_{12}} > \frac{\hat{R}_{1y} - \hat{R}_{3y}}{1 - \hat{R}_{13}} \right\} \]

or, equivalently,

\[ F_n \subseteq \left\{ \left( \hat{R}_{1y} - \hat{R}_{3y} \right) \left( 1 + \hat{R}_{12} \right) - \left( \hat{R}_{1y} + \hat{R}_{2y} \right) \left( 1 - \hat{R}_{13} \right) < 0 \right\}. \]
On $\mathcal{F}_n$,

\[
\left( \hat{R}_{1y} - \hat{R}_{3y} \right) (1 + \hat{R}_{12}) - \left( \hat{R}_{1y} + \hat{R}_{2y} \right) (1 - \hat{R}_{13}) \\
= - \left( \hat{R}_{3y} - \rho_{3y} \right) - \rho_{3y} + \left( \hat{R}_{1y} - \rho_{1y(n)} \right) \hat{R}_{12} - \left( \hat{R}_{3y} - \rho_{3y} \right) \hat{R}_{12} \\
+ (\rho_{1y(n)} - \rho_{3y}) \hat{R}_{12} - \left( \hat{R}_{2y} - \rho_{2y} \right) - \rho_{2y(n)} + \left( \hat{R}_{1y} + \hat{R}_{2y} \right) \hat{R}_{13} \\
\leq \delta(n) - \rho_{3y} + 2\delta(n) \left| \hat{R}_{12} \right| + (\rho_{1y(n)} - \rho_{3y}) \left| \hat{R}_{12} \right| + \delta(n) - \rho_{2y(n)} + 2 \left| \hat{R}_{13} \right| \\
\leq 2\delta(n) - \rho_{3y} + 2\delta(n) + \rho_{1y(n)} - \rho_{3y} - \rho_{2y(n)} + 2\delta(n) \\
= 6\delta(n) - 2\rho_{3y} \\
\leq 0,
\]

where we used $\rho_{1y(n)} = \rho_{2y(n)}$, $(g)$ follows from (34), and the steps where we used the fact that we are on $\mathcal{F}_n$ are labeled with $(\ast)$.

\[\square\]

**Proof of Lemma 17**. We will apply Proposition 13. We see from Lemma 27 that all of the required assumptions on the covariance matrix for Proposition 13 are satisfied. Note that $\tilde{\sigma}$ as defined in (48) varies with $n$ in the setting of Theorem 1; in particular, substituting in the quantities from Lemma 27 into (48) yields

\[\tilde{\sigma}(n) := \sqrt{(1 - \rho_{12}(n)) \left( -3\rho_{1y}^2(n) + \rho_{1y}^2(n)\rho_{12}(n) + 2 \right)}.\]  \hfill (63)

It only remains to substitute this expression, $\eta(n)$ from (38), and the correlation and covariance expressions from Lemma 27 into the conclusion of Proposition 13. Some of these manipulations are tedious and we defer them to Appendix D.

**Lemma 29.** If $n \geq 100$, there exists a finite constant $c_6 > 0$ such that

\[\Phi \left( \frac{\sqrt{n} \eta(n)}{\tilde{\sigma}(n)} \right) < \frac{1}{2} + c_6 \frac{\left( \beta_Z^2 + 1 + \sigma^2 \right)^{3/2}}{(1 + \sigma^2)^{1/4}} \cdot \frac{\log(n)^{3/2}}{n^{1/4}} \]  \hfill (64)

and

\[\frac{1}{\tilde{\sigma}(n)} \leq \sqrt{\frac{\beta_Z^2 + 1 + \sigma^2}{10(1 + \sigma^2)}} (n \log n)^{1/4}, \]  \hfill (65)

where $\tilde{\sigma}(n)$ is defined in (63).
Using this, we have
\[
\Phi\left(\frac{n(n)\sqrt{n}}{\sigma(n)} + \frac{1463}{\sigma(n)} + 14\right) \frac{\Sigma^y}{n^{1/2}} \leq \frac{1}{2} + c_6 \frac{(\beta_Z^2 + 1 + \sigma^2_e)^{3/2}}{(1 + \sigma^2_e)^{1/2}} \cdot \frac{(\log n)^{3/2}}{n^{1/4}} + \left(\frac{1463}{\sqrt{10}} \sqrt{\frac{\beta_Z^2 + 1 + \sigma^2_e}{1 + \sigma^2_e}} (n \log n)^{1/4} + 14\right) \frac{(\beta_Z^2 + 1 + \sigma^2_e)^3}{n^{1/2}}
\]
for \( c_5 := c_6/2^2 + 1463/\sqrt{10} + 14/\sqrt{2}. \)

\[\square\]

C Other Results

C.1 Proofs of Corollary 2 and Proposition 6

**Proof of Corollary 2.** By linearity of expectation, in the Meinshausen and Bühlmann [2010] stability selection algorithm
\[
\mathbb{E}\left[\left(\frac{n}{\lfloor n/2\rfloor}\right)^{-1} \sum_{b=1}^{\lfloor n/2\rfloor} 1 \left\{ j \in \hat{S}^\lambda(A_b) \right\}\right] = \mathbb{P}\left( j \in \hat{S}^\lambda(A) \right) \quad \forall j \in [3].
\]

Note that the Shah and Samworth [2012] estimator has the same expectation. Therefore we only need to bound these selection probabilities, which we can do with Theorem [1]. First we will upper-bound the probability of the event \( \mathcal{E}_j := \{ j \in \hat{S}^\lambda(A) \} \) for \( j \in [2] \) on any one lasso fit from a subsample of stability selection for any \( \lambda \) between the second and third knots of the lasso path. (Lemma [11] assures us that there will be two features in the selected set at this point.) We have
\[
1 = \mathbb{P}(\{1 \text{ is selected first, then } 3\}) + \mathbb{P}(\{2 \text{ is selected first, then } 3\}) + \mathbb{P}(\{\text{else}\})
\]
so it follows from Theorem [11] that
\[
\mathbb{P}(\mathcal{E}_1) \leq 1 - \mathbb{P}(\{2 \text{ is selected first, then } 3\})
\leq \frac{1}{2} + c_3 \frac{(\beta_Z^2 + 1 + \sigma^2_e)^{7/2} (\log \lfloor n/2 \rfloor)^{3/2}}{\lfloor n/2 \rfloor^{1/4}}
\leq \frac{1}{2} + 3^4 \cdot c_3 \frac{(\beta_Z^2 + 1 + \sigma^2_e)^{7/2} (\log n)^{3/2}}{n^{1/4}}
\]
where we used the fact that \( \lfloor n/2 \rfloor \geq n/3 \) for all \( n \geq 100. \) By exchangeability, the same is true of \( X_2. \) Define
\[
c_4 := 81 c_3.
\]

(66)
Next we will lower-bound the probability that $3 \in \hat{S}^\lambda(A_b)$. Between the second and third knots of the lasso path, by Theorem 1 we have

$$
\mathbb{P}(3 \in \hat{S}^\lambda_{\lfloor n/2 \rfloor}(A_b)) \geq \mathbb{P}(\{1 \text{ is selected first, then } 3\}) + \mathbb{P}(\{2 \text{ is selected first, then } 3\})
$$

$$
\geq 2 \left( \frac{1}{2} + c_3 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log \lfloor n/2 \rfloor)^{3/2}}{[n/2]^{1/4}} \right)
$$

$$
\geq 1 - 2c_4 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}.
$$

\[ \square \]

**Remark 30.** Observe that

$$
\frac{1}{2} + c_4 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}
$$

also upper-bounds the probability that $j \in \hat{S}^\lambda_{\lfloor n/2 \rfloor}(A_b), j \in [2]$ for any $\lambda$ between the first and second knots of the lasso path (that is, for a selection procedure that selects the first feature to enter the lasso path), since

$$
\mathbb{P}(\{1 \text{ is selected first}\}) \leq 1 - \mathbb{P}(\{2 \text{ is selected first, then } 3\})
$$

**Proof of Proposition 6.** Let

$$
\mathcal{E}_k := \left\{ C_k \cap \hat{S}(A_b) \neq \emptyset \right\}, \quad k \in [2].
$$

By linearity of expectation, using subsamples as in the algorithm proposed by Meinshausen and Bühlmann [2010],

$$
\mathbb{E} \left[ \hat{\Theta}_B(C_k) \right] = \mathbb{E} \left[ \frac{1}{B} \sum_{b=1}^B 1 \{ \mathcal{E}_k \} \right] = \mathbb{P}(\mathcal{E}_k), \quad k \in [2].
$$

The same is true for complementary pairs subsampling as proposed by Shah and Samworth [2012]. Therefore it suffices to show $\mathbb{P}(\mathcal{E}_1) \geq \mathbb{P}(\mathcal{E}_2)$ for $\lambda$ between the first and third knots of the lasso path. By Lemma 11 two features are selected by the lasso between the second and third knots of the lasso path almost surely. Then $\mathbb{P}(\mathcal{E}_1) = 1$ by the pigeonhole principle, and the result follows.

To show that the result holds between the first and second knots of the lasso path (that is, when only one feature is selected), it suffices to show that feature 1 or 2 is selected first by the lasso with high probability. From Theorem 1 we have

$$
\mathbb{P}(\{X_1 \text{ is the first feature to enter the lasso path}\})
$$

$$
\geq \mathbb{P}(\{1 \text{ is selected first, then } 3\})
$$

$$
\geq \frac{1}{2} - c_3 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log \lfloor n/2 \rfloor)^{3/2}}{[n/2]^{1/4}}
$$

$$
\geq \frac{1}{2} - 3^4 \cdot c_3 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}},
$$

where we used $|n/2| \geq n/3$ for all $n \geq 100$. By exchangeability, the same is true of $X_2$. Since these events are disjoint, between the first and second knots of the lasso path we have

$$
\mathbb{P}(\mathcal{E}_1) \geq 1 - 2c_4 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}},
$$

$$
\text{Remark 31.}$$

Observe that

$$
\frac{1}{2} + c_4 \left( \beta_Z^2 + 1 + \sigma_e^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}
$$

also upper-bounds the probability that $j \in \hat{S}^\lambda_{\lfloor n/2 \rfloor}(A_b), j \in [2]$ for any $\lambda$ between the first and second knots of the lasso path (that is, for a selection procedure that selects the first feature to enter the lasso path), since

$$
\mathbb{P}(\{1 \text{ is selected first}\}) \leq 1 - \mathbb{P}(\{2 \text{ is selected first, then } 3\}).
$$

\[0\]
where $c_4$ is defined in (66). Next, for any $\lambda$ between the first and second knots of the lasso path, note that

$$P(\mathcal{E}_2) = P(\mathcal{E}_1^c) \leq 2c_4 \left( \beta_2^2 + 1 + \sigma_\epsilon^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}}.$$  

So in this regime,

$$\mathbb{E}\left[ \hat{\Theta}_B(C_1) \right] \geq 1 - 2c_4 \left( \beta_2^2 + 1 + \sigma_\epsilon^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}} \geq 2c_4 \left( \beta_2^2 + 1 + \sigma_\epsilon^2 \right)^{7/2} \frac{(\log n)^{3/2}}{n^{1/4}} \geq \mathbb{E}\left[ \hat{\Theta}_B(C_2) \right],$$

holds, with (*) holding for $n$ sufficiently large.

Remark 31. The result also holds (trivially) for any $\lambda$ where the size of the selected set is 3. This result is loose in the sense that in line (67) we only need the probability of $X_1$ entering the lasso path first, but examining the proof of Theorem 1 (in particular, Lemmas 16 and 15), we see that this event would have the same rate of convergence under our theory, so we just apply Theorem 1 rather than working out a separate result.

C.2 Proofs of Proposition 4, Corollary 5, and Proposition 10

Before proving these results, we state some lemmas that we will need. (The proofs are provided in Appendix D)

Lemma 32. Assume the setup of (14), (15), and (16) with only one weak signal feature $X_{q+1}$ (that is, $p = q + 1$). Then the following identities hold:
\[
\begin{align*}
\mathbb{E}[y^T y] &= n(\beta_Z^2 + \beta_{q+1}^2 + \sigma^2), \\
\hat{\beta}_j | X_j &\sim \mathcal{N}\left(\frac{\beta_Z}{1 + \sigma_{\xi_j}^2}, \beta_{q+1}^2 + \sigma^2 \frac{1}{X_j^T X_j}\right), \quad j \in [q], \\
\hat{\beta}_{q+1} | X_{q+1} &\sim \mathcal{N}\left(\beta_{q+1}, \frac{\beta_Z^2 + \sigma^2}{X_{q+1}^T X_{q+1}}\right), \\
\hat{\beta}_Z | Z &\sim \mathcal{N}\left(\beta_Z, \frac{\beta_{q+1}^2 + \sigma^2}{Z^T Z}\right), \\
\mathbb{E}[X_j^T X_j] &= n(1 + \sigma_{\xi_j}^2), \quad j \in [q], \\
\mathbb{E}[X_j^T y] &= \beta_Z n, \quad j \in [q], \\
\mathbb{E}[X_{q+1}^T y] &= \beta_{q+1} n, \\
\mathbb{E}\left[\frac{1}{X_j^T X_j}\right] &= \frac{1}{(n-2)(1 + \sigma_{\xi_j}^2)}, \quad j \in [q], \\
\mathbb{E}\left[\frac{1}{X_{q+1}^T X_{q+1}}\right] &= \frac{1}{n-2}, \\
\mathbb{E}[\hat{\beta}_j^2] &= \frac{1}{1 + \sigma_{\xi_j}^2} \left(\frac{\beta_Z^2 + \sigma^2}{1 + \sigma_{\xi_j}^2} + \beta_{q+1}^2 + \sigma^2 \frac{1}{n-2} + \frac{\beta_Z^2}{1 + \sigma_{\xi_j}^2}\right), \quad j \in [q], \\
\mathbb{E}[\hat{\beta}_{q+1}^2] &= \beta_{q+1}^2 + \sigma^2 + \beta^2_{q+1}, \quad \text{and} \\
\mathbb{E}[\hat{\beta}_Z^2] &= \frac{\beta_{q+1}^2 + \sigma^2}{n-2} + \beta_Z^2.
\end{align*}
\]

**Lemma 33.** Assume the setup of (14), (15), and (16).

(i) **(Prediction risk of selecting** \(X_j, j \in [q].\)**

\[
R(j) = \frac{n-1}{n-2} \left(\frac{\beta_Z^2 \sigma_{\xi_j}^2}{1 + \sigma_{\xi_j}^2} + \sum_{j' = q+1}^p \beta_{j'}^2 + \sigma^2\right), \quad j \in [q].
\]

(ii) **(Prediction risk of selecting** \(X_j, j \in \{q+1, \ldots, p\}.\)**

\[
R(q+1) = \frac{n-1}{n-2} \left(\beta_Z^2 + \sum_{j' \in \{q+1, \ldots, p\} \setminus j} \beta_{j'}^2 + \sigma^2\right), \quad j \in \{q+1, \ldots, p\}.
\]

(iii) **If for some** \(j \in [q]\) \(X_j = Z\) **(that is, if** \(\sigma_{\xi_j}^2 = 0\)),

\[
R(j) = \mathcal{E}_{\text{ideal}} := \frac{n-1}{n-2} \left(\sum_{j' = q+1}^p \beta_{j'}^2 + \sigma^2\right).
\]
Lemma 34. Assume the setup of Proposition 10. The prediction risk for arbitrary weights \((w_1, \ldots, w_q) \in \Delta^{q-1}\), as defined in (23), is

\[
\frac{n-1}{n-2} \left( \frac{\beta_Z^2 \sum_{j=1}^q w_j^2 \sigma_{\xi j}^2}{1 + \sum_{j=1}^q w_j^2 \sigma_{\xi j}^2} + \sum_{j=q+1}^p \beta_j^2 + \sigma_\varepsilon^2 \right). \tag{81}
\]

We are now prepared to prove our main results from the paper.

Proof of Proposition 4. By Lemma 33(i) the risk of an arbitrary \(X_j, j \in [q]\) is

\[
R(j) = \frac{n-1}{n-2} \left( \frac{\beta_Z^2 \sigma_{\xi j}^2}{1 + \sigma_{\xi j}^2} + \sum_{k=q+1}^p \beta_k^2 + \sigma_\varepsilon^2 \right) \quad \forall j \in [q],
\]

and by Lemma 33(ii), the risk for an arbitrary \(j \in \{q+1, \ldots, p\}\) is

\[
R(j) = \frac{n-1}{n-2} \left( \beta_Z^2 + \sigma_\varepsilon^2 + \sum_{k \in \{q+1, \ldots, p\} \setminus j} \beta_k^2 \right).
\]

Then for any \(j \in [q]\) and any \(k \in \{q+1, \ldots, p\}\),

\[
R(j) < R(k) \iff \frac{\beta_Z^2 \sigma_{\xi j}^2}{1 + \sigma_{\xi j}^2} + \sum_{k=q+1}^p \beta_k^2 + \sigma_\varepsilon^2 < \beta_Z^2 + \sigma_\varepsilon^2 + \sum_{k'=\{q+1, \ldots, p\} \setminus j} \beta_k^2 \iff \frac{\beta_Z^2}{1 + \sigma_{\xi j}^2} > \beta_k^2 \iff \frac{\beta_Z^2}{\beta_k^2} > 1 + \sigma_{\xi j}^2.
\]

Proof of Corollary 5. If we can show that under the assumptions of Theorem 1 \(\beta_Z^2 > 1 + \sigma_\xi^2(n)\), then \(R(1) < R(3)\) is immediate by Proposition 4 (and \(R(2) = R(1)\) comes from exchangeability).

By Lemma 26,

\[
\beta_Z^2 > \frac{1 + \sigma_\xi^2(n)}{(1 - 2\delta(n)\sqrt{3 + \sigma_\varepsilon^2})^2}.
\]

Since we have \(1 - 2\delta(n)\sqrt{3 + \sigma_\varepsilon^2} > 0\) from Lemma 25 and clearly \(1 - 2\delta(n)\sqrt{3 + \sigma_\varepsilon^2} < 1\) (because \(\delta(n) > 0\)), the result is proven.

Proof of Proposition 10. (i) Let \(\sigma_\xi := (\sigma_{\xi 1}, \ldots, \sigma_{\xi q})^\top\), and denote \(w := (w_1^2, \ldots, w_q^2)^\top\). Consider the optimization problem to find the optimal weights for the expression of prediction risk from (81) (with no restriction on whether some weights equal 0):

\[
w^* := \arg \min \frac{(w^2)^\top \sigma_\xi^2}{1 + (w^2)^\top \sigma_\xi^2} \quad \text{subject to} \quad 1^\top w - 1 = 0, \quad w_j \geq 0 \quad \forall j \in [q].
\]
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This can be simplified because \( t \mapsto \frac{t}{1-t} \) is monotonically increasing for \( t \geq 0 \), so it is sufficient to minimize \( (w^2)^\top \sigma_\zeta^2 \). For any feasible choice of \( w \), let

\[
K^2 := (w^2)^\top \sigma_\zeta^2 = \frac{w_1^2}{1/\sigma_{\zeta_1}} + \ldots + \frac{w_q^2}{1/\sigma_{\zeta_q}}.
\]

Considered as a function of \( w \), this is the equation for an ellipsoid with semi-axes of length \( K/\sigma_{\zeta_1}, \ldots, K/\sigma_{\zeta_q} \) centered at the origin. Our optimization problem is to find the smallest \( K^2 \) such that this ellipsoid intersects with the hyperplane described by \( 1^\top w = 1 \) in the orthant with \( w_j \geq 0 \) for all \( j \). We can find this optimal \( w^* \) using the method of Lagrange multipliers. The Lagrangian is

\[
\mathcal{L}(w, \lambda, \mu) := (w^2)^\top \sigma_\zeta^2 - \lambda 1^\top w.
\]

We have

\[
\nabla_{w_j} \mathcal{L}(w^*, \lambda, \mu) = 2w_j^* \sigma_{\zeta_j}^2 - \lambda = 0, \quad j \in [q] \text{,}
\]

which yields \( w_j^* = \lambda / (2 \sigma_{\zeta_j}^2) \). Finally, the constraint \( \sum_j w_j^* = 1 \) leads to

\[
\lambda \sum_j \frac{1}{2 \sigma_{\zeta_j}^2} = 1
\]

\[
\iff \quad \lambda = 2 \left( \sum_j \frac{1}{\sigma_{\zeta_j}^2} \right)^{-1}
\]

\[
\implies w_j^* = \frac{\lambda}{\sigma_{\zeta_j}} / \left( \sum_{j'} \frac{1}{\sigma_{\zeta_{j'}}^2} \right), \quad j \in [q].
\]

(ii) By Lemma 34, the prediction risk of these weights is

\[
R(k) = \frac{n - 1}{n - 2} \left( \beta_Z^2 \frac{\sum_{j=1}^q \left( \frac{1}{\sigma_{\zeta_j}} / \sum_{j'} \frac{1}{\sigma_{\zeta_{j'}}} \right)^2 \sigma_{\zeta_j}^2}{1 + \sum_{j=1}^q \left( \frac{1}{\sigma_{\zeta_j}} / \sum_{j'} \frac{1}{\sigma_{\zeta_{j'}}} \right)^2 \sigma_{\zeta_j}^2} + \sum_{j=q+1}^p \beta_j^2 + \sigma_\epsilon^2 \right)
\]

\[
= \frac{n - 1}{n - 2} \left( \beta_Z^2 \frac{1}{\sum_{j=q+1}^p \frac{1}{\sigma_{\zeta_j}^2}} + \sum_{j=q+1}^p \beta_j^2 + \sigma_\epsilon^2 \right).
\]

(iii) By Lemma 33(ii), the prediction risk for an arbitrary \( k \in \{q+1, \ldots, p\} \) is

\[
R(k) = \frac{n - 1}{n - 2} \left( \beta_Z^2 + \sigma_\epsilon^2 + \sum_{j=\{q+1, \ldots, p\} \setminus k} \beta_j^2 \right).
\]
Then for any \( k \in \{q+1, \ldots, p\} \), using the result from part (ii) we have

\[
R([q]; \mathbf{w}^*) < R(k)
\]

\[
\iff \frac{\beta_2^2}{1 + \sum_{j=1}^{\frac{1}{\sigma_j}}} + \sum_{j=q+1}^{p} \beta_j^2 < \beta_2^2 + \sum_{j=q+1, \ldots, p} \beta_j^2
\]

\[
\iff \beta_k^2 < \beta_2^2 \left(1 - \frac{1}{1 + \sum_{j=1}^{\frac{1}{\sigma_j}}}\right)
\]

\[
\iff \frac{\beta_2^2}{\beta_k^2} > \frac{1 + \sum_{j=1}^{\frac{1}{\sigma_j}}}{\sum_{j=1}^{\frac{1}{\sigma_j}}}
\]

\[
\square
\]

C.3 Statement of Theorem \textbf{35} and Outline of Proofs of Theorems \textbf{7} and \textbf{35}

We begin this section by stating our theorem generalizing Theorem 2, Equation 7, and Equation 8 of Shah and Samworth [2012] to our setting with clusters of features.

**Theorem 35.** Recall the setup of Theorem 7.

(i) (Generalization of Theorem 2 of Shah and Samworth 2012) Define \( \hat{S}^{\mathcal{A}, \mathcal{C}}(A) \) for any set \( A \subseteq [n] \) as \( \hat{S}^{\mathcal{A}, \mathcal{C}} \) applied to the observations in \( A \). For any \( C \subseteq C \), define the simultaneous selection proportion

\[
\hat{\Theta}_B(C) := \frac{1}{B} \sum_{b=1}^{B} 1 \left\{ C \in \hat{S}^{\mathcal{A}, \mathcal{C}}(A_b) \right\} 1 \left\{ C \in \hat{S}^{\mathcal{A}, \mathcal{C}}(A_b) \right\}.
\]

Suppose \( \hat{\Theta}_B(C_k) \) has a unimodal distribution for each \( C_k \in \mathcal{L}_B \). Then for any \( \tau \in \{1/2 + 1/B, 1/2 + 3/(2B), \ldots, 1\} \) there exists a function \( C(\cdot, \cdot) \) such that

\[
\mathbb{E} \left| \hat{S}^{\mathcal{C}, \mathcal{S}}_{n,\tau} \cap L_\theta \right| \leq \theta \cdot C(\tau, B) \cdot \mathbb{E} \left| \hat{S}^{\mathcal{A}, \mathcal{C}}_{n/2} \cap L_\theta \right|,
\]

where, when \( \theta \leq 1/\sqrt{3} \),

\[
C(\tau, B) = \begin{cases} \frac{1}{2} 2\tau - 1 - 1/(2B), & \tau \in (\min\{\frac{3}{4}\theta^2 + \frac{1}{2} + \frac{1}{2}\}, \frac{3}{4}\theta^2), \\ \frac{1}{4} 1 - \tau + 1/(2B), & \tau \in (\frac{3}{4}, 1]. \end{cases}
\]

(ii) (Generalization of Equation 7 of Shah and Samworth 2012) Recall the definition of \( r \)-concavity from Definitions 3 and 4 of Shah and Samworth [2012]. Suppose \( \hat{\Theta}_B(C_k) \) has an \( r \)-concave distribution for each \( C_k \in \mathcal{L}_B \). If \( \tau \in \{1/2 + 1/B, 1/2 + 3/(2B), \ldots, 1\} \), then there exists a function \( D(\cdot, \cdot) \) such that

\[
\mathbb{E} \left| \hat{S}^{\mathcal{C}, \mathcal{S}}_{n,\tau} \cap L_\theta \right| \leq D(\theta^2, 2\tau - 1, B, r) |L_\theta|.
\]

(iii) (Generalization of Equation 8 of Shah and Samworth 2012) Suppose \( \hat{\Theta}_B(C_k) \) has an \( r_1 \)-concave distribution for each \( C_k \in \mathcal{L}_B \), and likewise every \( \hat{\Theta}_B(C_k) \) is \( r_2 \)-concave. If \( \tau \in \{1/2 + 1/B, 1/2 + 3/(2B), \ldots, 1\} \), then

\[
\mathbb{E} \left| \hat{S}^{\mathcal{C}, \mathcal{S}}_{n,\tau} \cap L_\theta \right| \leq \min \left\{ D(\theta^2, 2\tau - 1, B, r_1), D(\theta, \tau, 2B, r_2) \right\} |L_\theta|
\]
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for all $\tau \in (0,1]$, where $D$ is defined in the same way as in part (ii) with the convention $\hat{D}(\cdot,t,\cdot) = 1$ for $t \leq 0$.

Theorems 7 and 35 follow from identical proofs to the corresponding results in Shah and Samworth [2012] after some minor swaps, so we omit these proofs rather than duplicating them. For instance, to arrive at a proof for our Theorem 7, take the proofs for Shah and Samworth’s Lemma 1 and Theorem 1 and replace everywhere $p$ with $K$, replace $\hat{p}_k$ with $\hat{p}_k\cdot n/2$, replace $\Pi_B(k)$ with our $\hat{\Theta}_B(C_k)$, replace $\Pi_B(k)$ with our $\hat{\Theta}_B(C_k)$, replace $\hat{S}_{[n/2]}$ with $\hat{S}_{[n/2]}^C$, and replace $\hat{S}_{CP}$ with $\hat{S}_{CSS,C}$. The results in Theorem 35 follow in the same way.

**Remark 36.** Shah and Samworth demonstrate empirically that the assumptions of Theorem 35(iii) with $r_1 = -1/2$ and $r_2 = -1/4$ are reasonable when $(C_1,\ldots,C_p) = (\{1\},\ldots,\{p\})$, but we do not investigate the reasonableness of this assumption in our more general setting.

## D Proofs of Technical Lemmas

**Proof of Lemma 20.** Using that $X_{11}$ and $y_1$ are jointly Gaussian, we have that $\mathbb{E} [X_{11}^2 y_1^2] = \Sigma_{11} \Sigma_{yy} + 2 \Sigma_{1y}^2$. Then

$$
\mathbb{E} \|V_1\|^2 = \mathbb{E} \left\| \begin{bmatrix} X_{11}^2 - \Sigma_{11}, X_{12}^2 - \Sigma_{11}, y_1^2 - \Sigma_{yy}, X_{11}y_1 - \Sigma_{1y}, X_{12}y_1 - \Sigma_{1y} \end{bmatrix} \right\|^2 \\
= \mathbb{E} \left[ (X_{11}^2 - \Sigma_{11})^2 + (X_{12}^2 - \Sigma_{11})^2 + (y_1^2 - \Sigma_{yy})^2 + (X_{11}y_1 - \Sigma_{1y})^2 + (X_{12}y_1 - \Sigma_{1y})^2 \right] \\
= \text{Var} (X_{11}^2) + \text{Var} (X_{12}^2) + \text{Var} (y_1^2) \\
+ \mathbb{E} \left[ X_{11}^2 y_1^2 - \Sigma_{1y} X_{11}y_1 + \Sigma_{1y}^2 + X_{12}^2 y_1^2 - \Sigma_{1y} X_{12}y_1 + \Sigma_{1y}^2 \right] \\
= \Sigma_{11} \text{Var} \left( \frac{X_{11}^2}{\Sigma_{11}} \right) + \Sigma_{11} \text{Var} \left( \frac{X_{12}^2}{\Sigma_{11}} \right) + \Sigma_{yy} \text{Var} \left( \frac{y_1^2}{\Sigma_{yy}} \right) + 2\mathbb{E} \left[ X_{11}^2 y_1^2 \right] - 2\Sigma_{1y} \mathbb{E} [X_{11}y_1] + 2\Sigma_{1y}^2 \\
= 2\Sigma_{11}^2 + 2\Sigma_{12}^2 + 2\Sigma_{yy} + 2 \left( \Sigma_{11} \Sigma_{yy} + 2\Sigma_{1y}^2 \right) - 2\Sigma_{1y}^2 + 2\Sigma_{1y}^2 \\
= 4\Sigma_{11}^2 + 2\Sigma_{12}^2 + 2\Sigma_{11} \Sigma_{yy} + 4\Sigma_{1y}^2,
$$

where we used that $X_{11}^2/\Sigma_{11}$, $X_{12}^2/\Sigma_{11}$, and $y_1^2/\Sigma_{yy}$ are $\chi^2$ random variables and the exchangeability of $X_{11}$ and $X_{12}$. Finally, using that $\Sigma_{yy} > \max \{ \Sigma_{11}, \Sigma_{1y} \}$, we have $\mathbb{E} \|V_1\|^2 < 12\Sigma_{yy}^2$, which is
Further,

\[ E \| V_1 \|^3 = E \left[ |X_{11}^2 - 1, X_{12}^2 - 1, y_1^2 - 1, X_{11}y_1 - \Sigma_{1y}, X_{12}y_1 - \Sigma_{1y}| \right]^3 \]

\[ = E \left[ |X_{11}^2 - 1|^3 + |X_{12}^2 - 1|^3 + |y_1^2 - 1|^3 + |X_{11}y_1 - \Sigma_{1y}|^3 + |X_{12}y_1 - \Sigma_{1y}|^3 \right] \]

\[ \leq E \left[ (X_{11}^2 + 1)^3 + (X_{12}^2 + 1)^3 + (y_1^2 + 1)^3 + (|X_{11}y_1 - \Sigma_{1y}|)^3 + (|X_{12}y_1 - \Sigma_{1y}|)^3 \right] \]

\[ = 2E \left[ (X_{11}^2 + 1)^3 \right] + E \left( y_1^2 + 1 \right)^3 + 2E \left[ (|X_{11}y_1 - \Sigma_{1y}|)^3 \right] \]

\[ = 2E \left[ X_{11}^6 + 3X_{11}^4 + 3X_{11}^2 + 1 \right] + E \left( y_1^6 + 3y_1^4 + 3y_1^2 + 1 \right) \]

\[ + 2E \left[ |X_{11}y_1|^3 + 3\Sigma_{1y}|X_{11}y_1|^2 + 2\Sigma_{1y}^2 |X_{11}|y_1 + \Sigma_{1y}^3 \right] \]

\[ \leq 2E \left[ X_{11}^6 + 3X_{11}^4 + 3X_{11}^2 + 1 \right] + E \left( y_1^6 + 3y_1^4 + 3y_1^2 + 1 \right) \]

\[ + 2\sqrt{E |X_{11}|^6 E |y_1|^6 + 6\Sigma_{1y} \sqrt{E |X_{11}|^4 E |y_1|^4 + 6\Sigma_{1y}^2 \sqrt{E |X_{11}|^2 E |y_1|^2 + 2\Sigma_{1y}^3}} \]

\[ = E \left[ 2X_{11}^6 + 6X_{11}^4 + 6X_{11}^2 + y_1^6 + 3y_1^4 + 3y_1^2 + 1 \right] \]

\[ + 2\sqrt{E X_{11}^6 E y_1^6 + 6\Sigma_{1y} \sqrt{E X_{11}^4 E y_1^4 + 6\Sigma_{1y}^2 \sqrt{E X_{11}^2 E y_1^2 + 2\Sigma_{1y}^3}}} \]

\[ = 2 \cdot 15 \cdot \Sigma_{11}^3 + 6 \cdot \Sigma_{11}^2 + 6 \cdot \Sigma_{11} + 15 \cdot \Sigma_{1y}^3 + 6 \cdot \Sigma_{1y}^2 + 3 \cdot \Sigma_{1y} \cdot \Sigma_{yy} + 3 \cdot \Sigma_{yy} + 3 \cdot \Sigma_{yy} \cdot \Sigma_{1y} \cdot \Sigma_{yy} + 2\Sigma_{1y}^3 \]

\[ = 30\Sigma_{11}^3 + 18\Sigma_{11}^2 + 6\Sigma_{11} + 15\Sigma_{yy}^2 + 9\Sigma_{yy} + 3 \Sigma_{yy} + 3 + 30\Sigma_{11}^3/2 \Sigma_{yy}^2 \]

\[ + 18\Sigma_{1y} \Sigma_{11} \Sigma_{yy} + 6\Sigma_{1y}^2 \Sigma_{11} \Sigma_{yy} + 2\Sigma_{1y}^3, \]

where we used the triangle inequality, the Cauchy-Schwarz inequality and the exchangeability of $X_{11}$ and $X_{12}$. Again, since $\Sigma_{yy} > \max \{ \Sigma_{11}, \Sigma_{1y} \}$, this yields $E \| V_1 \|^3 < 140\Sigma_{yy}^3$ which is (44). \(\square\)

**Proof of Lemma 21** Note that

\[ L(V_1) = \frac{1}{2} \frac{\Sigma_{1y}}{\Sigma_{yy} \Sigma_{11}} (X_{12}^2 - X_{11}^2) + \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} (X_{11}y_1 - X_{12}y_1) \]

\[ = (X_{12} - X_{11}) \left( \frac{1}{2} \frac{\Sigma_{1y}}{\Sigma_{yy} \Sigma_{11}} (X_{11} + X_{12}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right), \]

so

\[ \bar{s}^2 := E |L(V_1)|^2 = E \left[ (X_{12} - X_{11})^2 \left( \frac{1}{2} \frac{\Sigma_{1y}}{\Sigma_{yy} \Sigma_{11}} (X_{11} + X_{12}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right)^2 \right]. \]

We will use the fact that $X_{12} - X_{11}$ and $\frac{1}{2} \frac{\Sigma_{1y}}{\Sigma_{yy} \Sigma_{11}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1$ are mean zero jointly.
Gaussian random variables. Note that they are independent:

\[
\text{Cov} \left( X_{12} - X_{11}, \frac{1}{\sqrt{\Sigma_{yy} \Sigma_{11}}} \left( X_{12} + X_{11} \right) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) = \text{Cov} \left( X_{12}, \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) - \text{Cov} \left( X_{11}, \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) + \text{Cov} \left( X_{11}, \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right)
\]

\[
= \frac{1}{2} \frac{\Sigma_{1y}}{\Sigma_{yy} \Sigma_{11}} \left[ \text{Cov} \left( X_{12}, X_{12} + X_{11} \right) - \text{Cov} \left( X_{11}, X_{12} + X_{11} \right) \right] - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} \cdot \Sigma_{1y}
\]

\[
= 0
\]

(82)

We have

\[
\text{Var} \left( X_{12} - X_{11} \right) = \Sigma_{11} + \Sigma_{11} - 2 \Sigma_{12} = 2(\Sigma_{11} - \Sigma_{12}),
\]

\[
\text{Var} \left( \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} \left( X_{12} + X_{11} \right) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) = \frac{1}{4} \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^3} \cdot \text{Var} \left( X_{12} + X_{11} \right) + \frac{1}{\Sigma_{11} \Sigma_{yy}} \cdot \text{Var}(y_1)
\]

\[
- 2 \cdot \frac{1}{2} \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^2} \cdot \text{Cov}(X_{12} + X_{11}, y_1)
\]

\[
= \frac{1}{4} \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^3} \left( \Sigma_{11} + \Sigma_{11} + 2 \Sigma_{12} \right) + \frac{1}{\Sigma_{11}}
\]

\[
- \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^2} \left( \Sigma_{1y} + \Sigma_{1y} \right)
\]

\[
= -3 \frac{\Sigma_{1y}^2}{2 \Sigma_{yy} \Sigma_{11}^2} + \frac{1}{2} \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^3} + \frac{1}{\Sigma_{11}}.
\]
\[\hat{\sigma}^2 = 2(\Sigma_{11} - \Sigma_{12}) \left( -\frac{3}{2} \frac{\Sigma_{1y}^2}{\Sigma_{yy} \Sigma_{11}^2} + \frac{1}{2} \frac{\Sigma_{1y}^2 \Sigma_{12}}{\Sigma_{yy} \Sigma_{11}^2} + \frac{1}{\Sigma_{11}} \right) \]

\[= 2 \left( \frac{\Sigma_{11} - \Sigma_{12}}{\Sigma_{11}} \right) \left( -\frac{3}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} \right)^2 + \frac{1}{2} \left( \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} \right)^2 \frac{\Sigma_{12}}{\Sigma_{11}} + 1 \]

\[= (1 - \rho_{12}) \left( -3\rho_{1y}^2 + \rho_{1y}^2\rho_{12} + 2 \right), \]

which yields the expression in \([48]\). Finally, to see that \(\hat{\sigma}^2 \leq 2\), note that

\[\hat{\sigma}^2 = (1 - \rho_{12}) \left( -3\rho_{1y}^2 + \rho_{1y}^2\rho_{12} + 2 \right) \]

\[= 2 (1 - \rho_{12}) \left( -\rho_{1y} \left[ \frac{3 - \rho_{12}}{2} \right] + 1 \right) \]

\[\leq 2 \cdot 1 \cdot (0 + 1) = 2. \quad (83)\]

This verifies \([48]\). Next we will consider \(E |L(V_1)|^3\). We will begin by showing that \([49]\) holds. First, observe that (again using the independence of \(X_{12} - X_{11}\) and \(\frac{1}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1\))

\[E |L(V_1)|^3 = E \left| (X_{12} - X_{11}) \left( \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) \right|^3 \]

\[= E |X_{12} - X_{11}|^3 E \left| \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right|^3 \]

\[= \sqrt{\frac{8}{\pi}} \left[ \text{Var} (X_{12} - X_{11}) \right]^{3/2} \cdot \sqrt{\frac{8}{\pi}} \left[ \text{Var} \left( \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) \right]^{3/2}. \quad (84)\]

Using \([84]\) and \([82]\), we have

\[\left( \frac{E |L(V_1)|^3}{E |L(V_1)|^2} \right)^{1/3} \leq \left( \frac{8}{\pi} \right)^{1/2} \left[ \text{Var} [X_{12} - X_{11}] \cdot \text{Var} \left( \frac{1}{2} \frac{\Sigma_{1y}}{\sqrt{\Sigma_{yy} \Sigma_{11}}} (X_{12} + X_{11}) - \frac{1}{\sqrt{\Sigma_{11} \Sigma_{yy}}} y_1 \right) \right]^{1/2} \]

\[= \left( \frac{8}{\pi} \right)^{1/2}. \]

This verifies \([49]\). Since from \([83]\) we have \(\left( E |L(V_1)|^2 \right)^{1/2} = \hat{\sigma} \leq \sqrt{2}\), it follows that

\[\left( E |L(V_1)|^3 \right)^{1/3} \leq \sqrt{2} \cdot \left( \frac{8}{\pi} \right)^{1/3} \implies E |L(V_1)|^3 \leq \frac{8}{\pi} \cdot 2^{3/2} = \frac{16\sqrt{2}}{\pi}, \]

verifying that \(E |L(V_1)|^3\) is finite.
Proof of Lemma 22. For notational ease, let \( \tilde{u}_j := u_j + \Sigma_{11} \) for \( j \in \{1, 2\} \), let \( \tilde{u}_3 := u_3 + \Sigma_{yy} \), and let \( \tilde{u}_j := u_j + \Sigma_{1y} \) for \( j \in \{4, 5\} \). Then differentiating (46) yields

\[
\nabla^2 g(u) = \begin{bmatrix}
\frac{u_4}{4\sqrt{u_3^2u_1^2}} & 0 & \frac{u_4}{4\sqrt{u_3^2u_2^2}} & -\frac{1}{2\sqrt{u_3u_1^2}} & 0 \\
0 & -\frac{u_5}{4\sqrt{u_3^2u_2^2}} & -\frac{u_5}{4\sqrt{u_3^2u_1^2}} & -\frac{1}{2\sqrt{u_3u_2^2}} & 0 \\
-\frac{u_4}{4\sqrt{u_3^2u_1^2}} & -\frac{u_5}{4\sqrt{u_3^2u_2^2}} & \frac{u_4}{4\sqrt{u_2^2u_1^2}} & \frac{u_4}{4\sqrt{u_2^2u_3^2}} & 0 \\
2\sqrt{u_3u_2^2} & 0 & 2\sqrt{u_3u_2^2} & 0 & 0 \\
0 & 2\sqrt{u_3u_2^2} & 0 & 2\sqrt{u_3u_2^2} & 0
\end{bmatrix}.
\tag{85}
\]

Let \( \epsilon := \frac{1}{2} \). Then (39) is satisfied if for all \( u \in \mathcal{X}_\epsilon \) where \( \mathcal{X}_\epsilon := \{ u \in (-\Sigma_{11}, \infty)^3 \times \mathbb{R}^2 : \|u\|_2 \leq \epsilon \} \), \( \|\nabla^2 g(u)\|_{op} \leq M_\epsilon \) for some \( M_\epsilon \in (0, \infty) \). Since for any real-valued square matrix \( A \in \mathbb{R}^{k \times k} \) it holds that \( \|A\|_{op} \leq \|A\|_F \leq \sqrt{k} \max_{i,j} |A_{ij}| \) (where \( \ell \) is the number of nonzero entries in \( A \)), it suffices to bound \( \max_{u \in \mathcal{X}} \left\{ \max_{i,j} \left| \left( \nabla^2 g(u) \right)_{ij} \right| \right\} \). Note that in \( \mathcal{X}_\epsilon \) we have

\[
\tilde{u}_j = u_j + \Sigma_{11} \in \left( \Sigma_{11}/2, 3\Sigma_{11}/2 \right), \quad j \in \{1, 2\},
\]

\[
\tilde{u}_3 = u_3 + \Sigma_{yy} \in \left( \Sigma_{yy} - \Sigma_{11}/2, \Sigma_{yy} + \Sigma_{11}/2 \right),
\]

and

\[
\tilde{u}_j = u_j + \Sigma_{1y} \in \left( \Sigma_{1y} - \Sigma_{11}/2, \Sigma_{1y} + \Sigma_{11}/2 \right), \quad j \in \{4, 5\}.
\]

Since (using \( \Sigma_{11} < \Sigma_{1y} < \Sigma_{yy} \))

\[
1/2 \leq \min \{ \Sigma_{11}/2, \Sigma_{yy}/2, \Sigma_{1y}/2 \} = \min \{ \Sigma_{11}/2, \Sigma_{yy} - \Sigma_{yy}/2, \Sigma_{1y} - \Sigma_{1y}/2 \} \leq \min \{ \Sigma_{11}/2, \Sigma_{yy} - \Sigma_{11}/2, \Sigma_{1y} - \Sigma_{11}/2 \}
\]

and similarly \( \Sigma_{yy} + \Sigma_{1y}/2 > \max \{ \Sigma_{1y} + \Sigma_{11}/2, 3\Sigma_{11}/2 \} \), we can bound all of the \( \tilde{u}_j \) in \( \mathcal{X}_\epsilon \) using

\[
1/2 \leq \tilde{u}_j \leq \Sigma_{yy} + \Sigma_{11}/2 \quad \forall j \in \{5\}.
\]

Therefore in \( \mathcal{X}_\epsilon \) the absolute values of the (1, 1) and (2, 2) terms of (85) can be upper-bounded by

\[
\frac{3}{4} \frac{\Sigma_{yy} + \Sigma_{11}/2}{\sqrt{(1/2)^6}} = \frac{3}{4} \frac{8}{4} (\Sigma_{yy} + \Sigma_{11}/2) = 6\Sigma_{yy} + 3\Sigma_{11} < 9\Sigma_{yy},
\]

the absolute values of the (1, 3) and (2, 3) terms of (85) (and their symmetric counterparts, the (3, 1) and (3, 2) terms) can be upper-bounded by

\[
\frac{1}{4} \frac{\Sigma_{yy} + \Sigma_{11}/2}{\sqrt{(1/2)^6}} = \frac{8}{4} (\Sigma_{yy} + \Sigma_{11}/2) = 2\Sigma_{yy} + \Sigma_{11} < 3\Sigma_{yy} < 9\Sigma_{yy},
\]

and the absolute values of the (1, 4), (2, 5), (3, 4), and (3, 5) terms of (85) and their symmetric counterparts can be upper-bounded by

\[
\frac{1}{2} \frac{1}{\sqrt{(1/2)^4}} = \frac{4}{2} < 9\Sigma_{yy}.
\]
Finally, the absolute value of the center $(3, 3)$ term can be upper-bounded by

\[
\left| -\frac{3}{4\sqrt{u_3^2}} \left( \frac{\tilde{u}_5}{\sqrt{u_2}} - \frac{\tilde{u}_4}{\sqrt{u_1}} \right) \right| \leq \frac{3}{4\sqrt{(1/2)^5}} \left( \frac{\Sigma_{yy} + \Sigma_{11}/2}{\sqrt{1/2}} - \frac{1/2}{\Sigma_{yy} + \Sigma_{11}/2} \right)
\]

\[
\leq \frac{3(\Sigma_{yy} + \Sigma_{11}/2)}{4\sqrt{(1/2)^6}}
\]

\[
= \frac{3 \cdot 8}{4} (\Sigma_{yy} + \Sigma_{11}/2)
\]

\[
= 6\Sigma_{yy} + 3\Sigma_{11}
\]

\[
< 9\Sigma_{yy}.
\]

Therefore for the 15 non-zero terms in $\nabla^2 g(u)$ we have $\max_{i,j} \left| (\nabla^2 g(u))_{ij} \right| < 9\Sigma_{yy}$, so for all $u \in \mathcal{X}$,

\[
\|\nabla^2 g(u)\|_{op} \leq \|\nabla^2 g(u)\|_F \leq \sqrt{15} \max_{i,j} \left| (\nabla^2 g(u))_{ij} \right| < 9\sqrt{15}\Sigma_{yy} < 36\Sigma_{yy} = M_c.
\]

\[\Box\]

**Proof of Lemma 23** Substituting (43), (44), and $\epsilon = \Sigma_{11}/2$ into the expression for $k_\epsilon$ in (41) yields

\[
k_\epsilon < \min \left\{ \frac{12\Sigma_{yy}^2}{\Sigma_{11} n^{1/2}/4} \right\}
\]

\[
= \min \left\{ \frac{12\Sigma_{yy}^2}{\Sigma_{11} n^{1/2}/4} \right\}
\]

\[
\leq \frac{384\sqrt{3}\Sigma_{yy}^3 + 1120\Sigma_{yy}^3/n^{1/2}}{\Sigma_{11} n}.
\]

Substituting this along with the other expressions from (41) into (40) (also using (43), (44), and (49)) yields

\[
C \leq k_0 + k_1 \left( \sqrt{\frac{8}{\pi}} \right)^3 + \left( k_20 + k_21 \sqrt{\frac{8}{\pi}} \right) \cdot 12\Sigma_{yy}^2 + \left( k_{30} + k_{31} \sqrt{\frac{8}{\pi}} \right) \left( 140\Sigma_{yy}^3 \right)^{2/3} + k_\epsilon
\]

\[
< 0.13925 + \frac{M_c}{2\sigma} \left( \frac{8}{\pi} \right)^{1/6} \left[ \frac{2 + \frac{2^{2/3}}{n^{1/6}}}{\left( \frac{8}{\pi} \right)^{1/3}} \right] \cdot 12\Sigma_{yy}^2
\]

\[
+ \frac{M_c}{2\sigma} \left( \frac{(8/\pi)^{1/6}}{n^{1/6}} + \frac{2}{n^{1/2}} \left( \frac{8}{\pi} \right)^{1/3} \right) \left( 140\Sigma_{yy}^3 \right)^{2/3} + \frac{384\sqrt{3}\Sigma_{yy}^3 + 1120\Sigma_{yy}^3/n^{1/2}}{\Sigma_{11} n}
\]

\[
< 6.087 + \frac{M_c}{\sigma} \Sigma_{yy}^2 \left[ \frac{2}{\pi} \right]^{1/6} + \frac{12}{\left( \frac{8}{\pi} \right)^{1/3}} + \frac{384\sqrt{3} + 1120/n^{1/2}}{n} \cdot \frac{\Sigma_{yy}^3}{\Sigma_{11}^3}
\]

\[
< 6.087 + \frac{M_c}{\sigma} \Sigma_{yy}^2 \left( 27.517 + \frac{13.007}{n^{1/6}} + \frac{15.754}{n^{1/3}} + \frac{36.819}{n^{1/2}} \right) + \frac{\Sigma_{yy}^3}{\Sigma_{11}^3} \left( \frac{384\sqrt{3}}{n} + \frac{1120}{n^{3/2}} \right).
\]
Also, note that for $n \geq 100$,

$$27.517 + \frac{13.007}{n^{1/6}} + \frac{15.754}{n^{1/3}} + \frac{36.819}{n^{1/2}} \leq 27.517 + \frac{13.007}{100^{1/6}} + \frac{15.754}{100^{1/3}} + \frac{36.819}{100^{1/2}} < 40.631,$$

and

$$\frac{384\sqrt{3}}{n} + \frac{1120}{n^{3/2}} \leq \frac{384\sqrt{3}}{n} + \frac{1120}{n \cdot 100^{1/2}} < \frac{777.108}{n}.$$

Using this along with $M_e = 36\Sigma_{yy}$ from Lemma 22 and $\Sigma_{11} \geq 1$ yields

$$C < 6.087 + \frac{36\Sigma_{yy}}{\sigma} \Sigma_{yy} \cdot 40.631 + \frac{\Sigma_{yy}^{3/2}}{n} \cdot \frac{777.108}{n}$$

$$< 6.087 + 1462.717 \cdot \frac{\Sigma_{yy}^{3/2}}{\sigma} + \Sigma_{yy} \cdot \frac{777.108}{n}$$

(a) $< 6.087 + 1462.717 \cdot \frac{\Sigma_{yy}^{3/2}}{\sigma} + 7.772 \cdot \Sigma_{yy}^{3/2}$

(b) $< 1462.717 \cdot \frac{\Sigma_{yy}^{3/2}}{\sigma} + 13.859 \cdot \Sigma_{yy}^{3/2},$

where (a) follows because since $n \geq 100$ we have

$$\Sigma_{yy}^{3/2} \cdot \frac{777.108}{n} \leq \Sigma_{yy}^{3/2} \cdot \frac{777.108}{100}$$

and (b) follows because $\Sigma_{yy} > 1$.

\[\square\]

**Proof of Lemma 25.** First we will show the inequalities from (54). By (53),

$$\frac{n}{(\log n)^{3/2}} > \frac{361 (\beta_{Z}^{2} + 1 + \sigma_{e}^{2})}{25 \cdot 4c2}$$

$$\iff \frac{25}{361 (\log n)^{1/2}} > \frac{(\beta_{Z}^{2} + 1 + \sigma_{e}^{2}) \log n}{4c2n}$$

$$\iff \sqrt{\frac{(\beta_{Z}^{2} + 1 + \sigma_{e}^{2}) \log n}{4c2n}} < \frac{5}{19 (\log n)^{1/4}}$$

$$\iff \delta(n) < \frac{5}{19 (\log n)^{1/4}}.$$

Next, from (52) we have

$$\frac{n}{\log n} > \frac{\beta_{Z}^{2} + 1 + \sigma_{e}^{2}}{c2} \cdot 5 (1 + \sigma_{e}^{2})$$

$$\iff \frac{1}{20 (1 + \sigma_{e}^{2})} > \log n \cdot \frac{(\beta_{Z}^{2} + 1 + \sigma_{e}^{2})}{4c2n}$$

$$\iff \frac{1}{\sqrt{20 (1 + \sigma_{e}^{2})}} > \delta(n).$$
Note that this yields
\[ \delta(n) < \frac{1}{\sqrt{20(1 + \sigma^2)}} < \frac{2}{5\sqrt{3 + \sigma^2}} \]
\[ \iff 2\delta(n)\sqrt{3 + \sigma^2} < \frac{4}{5}. \]

Lastly, we have by (52)
\[ \frac{n}{\log n} > \frac{1}{c_2} \frac{\beta^2_Z + 1 + \sigma^2}{4t_0(2 + \sigma^2)^2} \]
\[ \iff \sqrt{\frac{(\beta^2_Z + 1 + \sigma^2)\log n}{4c_2n}} < t_0(2 + \sigma^2) \]
\[ \iff \delta(n) < t_0(2 + \sigma^2) \]
\[ \iff \delta(n) < t_0(\beta^2_Z + 1 + \sigma^2), \]

where we used that \( \beta_Z > 1 \), so (54) is verified. Now we will show that the remaining inequalities hold. From the definition of \( \delta(n) \) in (37) we have that
\[ \delta(n) = \frac{\log(n)\sigma^2(n)}{20} \cdot \sqrt{\frac{\beta^2_Z + 1 + \sigma^2}{c_2}} \iff \sigma^2(n) = 20\sqrt{\frac{c_2}{\beta^2_Z + 1 + \sigma^2}} \delta(n) \log n. \]

Since \( 1 + \sigma^2(n) > 1 \) for all \( n \in \mathbb{N} \) and \( x > \sqrt{x} \) for all \( x > 1 \),
\[ \sqrt{1 + \sigma^2(n)} - 1 < 1 + \sigma^2(n) - 1 = \sigma^2(n) = 20\sqrt{\frac{c_2}{\beta^2_Z + 1 + \sigma^2}} \log n, \]
which is (55). Finally, using \( n \geq 100 \),
\[ \sigma^2(n) = \frac{10}{\sqrt{n \log n}} \leq \frac{10}{\sqrt{100 \log(100)}} < 1. \]

This verifies (56).

Proof of Lemma 26. First, note that
\[ 1 < \frac{\sqrt{1 + \sigma^2(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma^2}} \]
because \( 1 - 2\delta(n)\sqrt{3 + \sigma^2} > 0 \) due to (54), \( 1 - 2\delta(n)\sqrt{3 + \sigma^2} < 1 \) since \( \delta(n) > 0 \), and \( \sqrt{1 + \sigma^2(n)} > 1 \) since \( \sigma^2(n) > 0 \). Next we will show the inequality on the right. Due to the assumption that
$\beta_Z \in I(n)$ from [13] (and using, in particular, $\beta_Z > 1$) we have

$$\beta_Z < 1 + \frac{19}{10} \sqrt{\frac{2 + \sigma^2}{c_2} \left( \log n \right)^{3/4} n^{1/2}}$$

$$\implies \frac{n^{1/2}}{(\log n)^{3/4}} < \frac{19}{10} \sqrt{\frac{2 + \sigma^2}{c_2} \frac{1}{\beta_Z - 1}}$$

$$< \frac{19}{10} \sqrt{\frac{\beta^2 + 1 + \sigma^2}{c_2} \frac{\beta_Z}{\beta_Z - 1}}$$

$$\implies 10 \left( \frac{\beta_Z - 1}{\beta_Z} \right) < \frac{19}{n^{1/2}} (\log n)^{3/4} \sqrt{\frac{\beta^2 + 1 + \sigma^2}{c_2}}$$

$$\iff 5 \left( 1 - \frac{1}{\beta_Z} \right) < \frac{19}{n^{1/2}} (\log n)^{3/4} \sqrt{\frac{\beta^2 + 1 + \sigma^2}{4c_2}}$$

$$= \frac{19}{5} (\log n)^{1/4} \delta(n)$$

$$\iff \beta_Z < \frac{5}{5 - 19 (\log n)^{1/4} \delta(n)}$$

where the last step is permissible because $5 - 19 (\log n)^{1/4} \delta(n) > 0$ due to (54). Finally we will show the middle inequality. From Lemma 25 we have $2\delta(n) \sqrt{3 + \sigma^2} < \frac{4}{5}$. Using the inequality $1/(1 - t) \leq 1 + 5t$ valid for $t \in [0, 4/5]$, we have

$$\sqrt{1 + \sigma^2(n)} \leq \sqrt{1 + 2\delta(n) \sqrt{3 + \sigma^2}}$$

$$\leq \sqrt{1 + \sigma^2(n)} \left( 1 + 5 \cdot 2\delta(n) \sqrt{3 + \sigma^2} \right)$$

$$= \sqrt{1 + \sigma^2(n)} \left( 1 + 5 \cdot 2 \sqrt{\frac{(\beta^2 + 1 + \sigma^2) \log n}{4c_2 n} \sqrt{3 + \sigma^2}} \right)$$

$$\leq \left( 1 + \frac{1}{2} \sigma^2(n) \right) \left( 1 + 5 \cdot \sqrt{\frac{(\beta^2 + 1 + \sigma^2) \log n}{c_2 n} \sqrt{3 + \sigma^2}} \right)$$

$$= \left( 1 + \frac{5}{\sqrt{n \log n}} \right) \left( 1 + h(\beta_Z, \sigma^2) \sqrt{\frac{\log n}{n}} \right)$$

$$= 1 + \frac{5}{\sqrt{n \log n}} + h(\beta_Z, \sigma^2) \sqrt{\frac{\log n}{n}} + \frac{5h(\beta_Z, \sigma^2)}{n}$$

where in (a) we used the inequality $\sqrt{1 + t} \leq 1 + \frac{1}{2} t$, valid for $t \geq 0$ and

$$h(\beta_Z, \sigma^2) := 5 \sqrt{\frac{(\beta^2 + 1 + \sigma^2) (3 + \sigma^2)}{c_2}}.$$ (87)

The following lemma allows us to bound this expression.
Lemma 37. Under the assumptions of Theorem 1,

\[ \frac{5}{\sqrt{n \log n}} + h(\beta, \sigma^2) \sqrt{\frac{\log n}{n}} + \frac{5h(\beta, \sigma^2)}{n} < \frac{100}{\sqrt{n \log n}} \]

for \( h(\beta, \sigma^2) \) defined in \[87\].

Proof. Provided later in Appendix D.

Finally, the assumption that \( \beta \in I(n) \) from \[13\] yields

\[
\beta > 1 + \frac{100}{\sqrt{n \log n}} \]

\[ \geq 1 + \frac{5}{\sqrt{n \log n}} + h(\beta, \sigma^2) \sqrt{\frac{\log n}{n}} + \frac{5h(\beta, \sigma^2)}{n}, \]

where in (b) we used Lemma 37 and in (c) we used \[86\].

Proof of Lemma 27. The calculation of the covariance and correlation matrices is trivial. Note that

\[
\beta^2 + 1 + \sigma^2 > 1 + 1 + \sigma^2 > 1 + \sigma^2(n) \]

since \( \beta > 1 \) and by \[56\] \( \sigma^2(n) < 1 \). So \( \max \{\Sigma_{ii}^\ast\} = \beta^2 + 1 + \sigma^2 = \Sigma_{yy} \). By inspection we see \( \min \{\Sigma_{ii}^\ast\} = 1 \). Finally, we will show that \( \beta - \left(1 + \sigma^2(n)\right) > 0 \). We have

\[
\beta - (1 + \sigma^2(n)) \geq \frac{\sqrt{1 + \sigma^2(n)}}{1 - 2\delta(n)\sqrt{3 + \sigma^2}} - (1 + \sigma^2(n))
\]

\[
= \sqrt{1 + \sigma^2(n)} \left( \frac{1}{1 - 2\delta(n)\sqrt{3 + \sigma^2}} - \sqrt{1 + \sigma^2(n)} \right)
\]

\[ \geq \frac{1}{1 - 2\delta(n)\sqrt{3 + \sigma^2}} - \left(1 + 20\sqrt{\beta^2 + 1 + \sigma^2 \log n}\right)
\]

\[ = 2\delta(n) \left( \frac{\sqrt{3 + \sigma^2}}{1 - 2\delta(n)\sqrt{3 + \sigma^2}} - 10\sqrt{\frac{\sigma^2}{\beta^2 + 1 + \sigma^2 \log n}} \right)
\]

\[ > 0, \]
where (a) uses Lemma 26, (b) follows from (55) and \( \sigma^2(\zeta) > 0 \), and (c) comes from

\[
\begin{align*}
n &\geq 100 \\
\implies n &> \exp \left\{ 10 \sqrt{\frac{e - 1}{48e^2}} \right\} \\
\implies \log n &> 10 \sqrt{\frac{e - 1}{8e^2(\beta_Z^2 + 1 + \sigma^2)(3 + \sigma^2)}} \\
\implies (d) \quad \log n &> \frac{1 - 2\delta(n) \sqrt{3 + \sigma^2}}{\sqrt{3 + \sigma^2}} \cdot 10 \sqrt{\frac{\beta^2}{\beta_Z^2 + 1 + \sigma^2}} \\
\iff \frac{\sqrt{3 + \sigma^2}}{1 - 2\delta(n) \sqrt{3 + \sigma^2}} > 10 \sqrt{\frac{\beta^2}{\beta_Z^2 + 1 + \sigma^2}} \cdot \frac{1}{\log n}
\end{align*}
\]

where (d) follows from \( \beta < (e - 1)/(8e^2) \) and we used that \( \beta > 1 \).

\[
\square
\]

Proof of Lemma 29. To prove the first result we will use one more lemma.

Lemma 38. Under the assumptions of Theorem 7

\[
2\tilde{\delta}(n) \cdot \frac{1 + \sigma^2}{\beta^2 Z + 1 + \sigma^2} < \bar{\sigma}^2(n) \leq 2,
\]

where \( \tilde{\delta}(n) \) is defined in (62) and \( \bar{\sigma}(n) \) is defined in (63).

Proof. Provided later in Appendix D

First we will show that (64) holds. Using the definitions of \( \delta(n) \) from (37), \( \eta(n) \) from (38), and
\( \tilde{\delta}(n) \) from \((62)\), we have that the argument of \( \Phi(\cdot) \) in \((64)\) is

\[
\frac{\sqrt{n\eta(n)}}{\sigma(n)}
\]

\[
= \frac{2 \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \sqrt{n\delta(n)}[\delta(n) + \tilde{\delta}(n)]}{\sigma(n)}
\]

\[
(a) < \frac{2 \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \sqrt{\beta_Z^2 + 1 + \sigma^2_e} \sqrt{n\delta(n)}[\delta(n) + \tilde{\delta}(n)]}{\sqrt{2 (1 + \sigma^2_e) \tilde{\delta}(n)}}
\]

\[
= \frac{2 \left( 2 + \frac{19}{5} (\log n)^{1/4} \right) \sqrt{\beta_Z^2 + 1 + \sigma^2_e} \cdot \sqrt{\frac{\beta_Z^2 + 1 + \sigma^2_e}{4c_2} \log n + \frac{10}{\sqrt{n \log n + 10}}}}{\sqrt{2 (1 + \sigma^2_e) \cdot \log n}}
\]

\[
(b) < \frac{2 \cdot \frac{19}{5} (\log n)^{1/4} \cdot \beta_Z^2 + 1 + \sigma^2_e}{20c_2 (1 + \sigma^2_e)} \cdot \log n \left[ \sqrt{\frac{\beta_Z^2 + 1 + \sigma^2_e}{4c_2} \log n + \frac{10}{\sqrt{n \log n + 10}}} + 2 \sqrt{\frac{\log n}{n}} \right]
\]

\[
(c) \leq \frac{19}{5} (\log n)^{1/4} \cdot \frac{\beta_Z^2 + 1 + \sigma^2_e}{5c_2 (1 + \sigma^2_e)} \cdot \log n \left[ \frac{2 (\log n)^{1/2}}{n} \cdot \sqrt{\frac{\beta_Z^2 + 1 + \sigma^2_e}{\sqrt{c_2}}} \right]
\]

\[
= \frac{19\sqrt{2}}{5} (\log n)^{1/4} \cdot \frac{\beta_Z^2 + 1 + \sigma^2_e}{c_2 \sqrt{5(1 + \sigma^2_e)}} \cdot \frac{(\log n)^{5/4}}{n^{1/4}}
\]

\[
= k(\beta_z, \sigma^2_e) \cdot \frac{(\log n)^{3/2}}{n^{1/4}},
\]

where \((a)\) follows from Lemma \(38\) \((b)\) follows from

\[
\frac{10}{\sqrt{\log n + 10 / \sqrt{n}}} < 2 \sqrt{\log n}
\]

and \(2 < \frac{19}{5} (\log n)^{1/4}\) for all \(n \geq 100\), \((c)\) follows from \(10 < \sqrt{n \log n} \) for \(n \geq 100\) and

\[
\frac{\sqrt{\beta_Z^2 + 1 + \sigma^2_e}}{2 \sqrt{c_2}} > \frac{\sqrt{2}}{2} \sqrt{\frac{8e^2}{e - 1}} > 2,
\]

and

\[
k(\beta_z, \sigma^2_e) := \frac{19\sqrt{2}}{5c_2 \sqrt{5}} \frac{(\beta_Z^2 + 1 + \sigma^2_e)^{3/2}}{(1 + \sigma^2_e)^{1/2}}.
\]
So we have that

\[ \Phi \left( k(\beta, \sigma^2) \cdot \frac{(\log n)^{3/2}}{n^{1/4}} \right) \]

is a valid upper bound for \( \Phi(\eta(n)\sqrt{n}/\tilde{\sigma}(n)) \). The first order Taylor expansion of \( \Phi(k(\beta, \sigma^2)x) \) centered at 0 is

\[
\Phi(0) + \frac{d}{dx} \left[ \Phi \left( k(\beta, \sigma^2) \cdot x \right) \right]_{x=0} \cdot x + R(x)
= \frac{1}{2} + k(\beta, \sigma^2)\phi(0) x + R(x)
= \frac{1}{2} + \frac{1}{\sqrt{2\pi}} k(\beta, \sigma^2)x + R(x)
\]

where \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \) is the pdf of a standard Gaussian random variable and \( R(x) = \Omega(x^2) \). Since \( \Phi''(x) = \phi'(x) \leq 0 \) for all \( x \geq 0 \), \( \Phi(k(\beta, \sigma^2)x) \) is concave for all \( x \geq 0 \), so the first order Taylor series is an overestimate for \( \Phi(k(\beta, \sigma^2)x) \) when \( x \geq 0 \). Therefore \( R(x) \leq 0 \) for all \( x \geq 0 \), so for all \( n \geq 100 \),

\[
\Phi \left( \frac{\eta(n)\sqrt{n}}{\tilde{\sigma}(n)} \right) < \Phi \left( k(\beta, \sigma^2) \cdot \frac{(\log n)^{3/2}}{n^{1/4}} \right)
\leq \frac{1}{2} + \frac{1}{\sqrt{2\pi}} k(\beta, \sigma^2) \frac{(\log n)^{3/2}}{n^{1/4}}
< \frac{1}{2} + c_6 \frac{\left( \beta^2 Z + 1 + \sigma^2 \right)^{3/2}}{(1 + \sigma^2)^{1/2}} \cdot \frac{(\log n)^{3/2}}{n^{1/4}}
\]

for

\[ c_6 := \frac{19}{5\sqrt{3\pi}}, \]

which is (64).

We conclude by showing that (65) holds. Using the definition of \( \tilde{\delta}(n) \) in (62), we have

\[
\frac{1}{\tilde{\sigma}(n)} \overset{(d)}{<} \frac{\sqrt{\beta^2 Z + 1 + \sigma^2}}{\sqrt{2(1 + \sigma^2)}} \frac{1}{\sqrt{\tilde{\delta}(n)}}
= \frac{\sqrt{\beta^2 Z + 1 + \sigma^2}}{2(1 + \sigma^2)} \left( \sqrt{n \log n} + 10 \right)^{1/2}
\overset{(e)}{<} \frac{\sqrt{\beta^2 Z + 1 + \sigma^2}}{2(1 + \sigma^2)} \sqrt{2(\log n)} \frac{1}{\sqrt{10}}
\]

where (d) follows from Lemma 38 and (e) follows from \( 10 < \sqrt{n \log n} \) for \( n \geq 100 \). This yields (65).

Proof of Lemma 32 We establish the identities one at at time.
Note that
\[
\frac{1}{\sqrt{\beta_Z^2 + \beta_{q+1}^2 + \sigma_\epsilon^2}} y \sim \mathcal{N}(0, I_n)
\]

This establishes (68).

We have for \( j \in [q] \)
\[
\begin{pmatrix} Z \\ X_{-j} \end{pmatrix} = \begin{pmatrix} Z \\ Z \end{pmatrix} + \begin{pmatrix} 0 \\ \zeta_j \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} I_n & I_n \\ I_n & I_n + \sigma_\zeta_j^2 I_n \end{pmatrix} \right).
\]

Then
\[
Z \mid X_{-j} \sim \mathcal{N} \left( I_n (I_n + \sigma_\zeta_j^2 I_n)^{-1} X_{-j}, I_n - I_n (I_n + \sigma_\zeta_j^2 I_n)^{-1} I_n \right)
\]
\[
= \mathcal{N} \left( \frac{X_{-j}}{1 + \sigma_\zeta_j^2}, \left[ 1 - \frac{1}{1 + \sigma_\zeta_j^2} \right] I_n \right)
\]
\[
= \mathcal{N} \left( \frac{X_{-j}}{1 + \sigma_\zeta_j^2}, \frac{\sigma_\zeta_j^2}{1 + \sigma_\zeta_j^2} I_n \right).
\]

Next,
\[
E \left[ \hat{\beta}_j \mid X_{-j} \right] = E \left[ (X_{-j}^\top X_{-j})^{-1} X_{-j}^\top (\beta_Z Z + \beta_{q+1} X_{-q+1} + \epsilon) \mid X_{-j} \right]
\]
\[
= (X_{-j}^\top X_{-j})^{-1} X_{-j}^\top \left( \beta_Z E[Z \mid X_{-j}] + \beta_{q+1} E[X_{-q+1} \mid X_{-j}] + E[\epsilon \mid X_{-j}] \right)
\]
\[
= \frac{\beta_Z}{1 + \sigma_\zeta_j^2} (X_{-j}^\top X_{-j})^{-1} X_{-j}^\top X_{-j} + 0
\]
\[
= \frac{\beta_Z}{1 + \sigma_\zeta_j^2}
\]

where we used (88) and \( E[\epsilon \mid X_{-j}] = 0 \) because \( E[\epsilon] = 0 \) and \( \epsilon \) and \( X_{-j} \) are independent by assumption, and similarly \( E[X_{-q+1} \mid X_{-j}] = 0 \). Next,
$$\text{Var}[\beta_j \mid X_j] = \text{Var}\left[ (X_j^\top X_j)^{-1} X_j^\top (\beta Z + \beta_{q+1} X_{q+1} + \epsilon) \mid X_j \right]$$

$$= \frac{1}{(X_j^\top X_j)^2} X_j^\top \text{Var}[\beta Z + \beta_{q+1} X_{q+1} + \epsilon \mid X_j] X_j$$

$$= \frac{1}{(X_j^\top X_j)^2} X_j^\top (\beta^2 \text{Var}[Z \mid X_j] + \beta^2_{q+1} \text{Var}[X_{q+1} \mid X_j] + \text{Var}[\epsilon \mid X_j]) X_j$$

$$= \frac{1}{(X_j^\top X_j)^2} X_j^\top \left( \frac{\beta^2 \sigma^2_{\xi_j}}{1 + \sigma^2_{\xi_j}} + \beta^2_{q+1} + \sigma^2_\epsilon \right) I_n X_j$$

$$= \left( \frac{\beta^2 \sigma^2_{\xi_j}}{1 + \sigma^2_{\xi_j}} + \beta^2_{q+1} + \sigma^2_\epsilon \right) \frac{X_j^\top X_j}{(X_j^\top X_j)^2}$$

$$= \left( \frac{\beta^2 \sigma^2_{\xi_j}}{1 + \sigma^2_{\xi_j}} + \beta^2_{q+1} + \sigma^2_\epsilon \right) \frac{1}{X_j^\top X_j}$$

where we used \text{(88)}. Note also that \( \hat{\beta} \) conditioned on \( X_j \) is a Gaussian random variable because \( Z \mid X_j \) and \( \epsilon \mid X_j \) are independent Gaussian random variables. Putting this together we have

$$\hat{\beta}_j \mid X_j \sim \mathcal{N}\left( \frac{\beta Z}{1 + \sigma^2_{\xi_j}}, \left( \frac{\beta^2 \sigma^2_{\xi_j}}{1 + \sigma^2_{\xi_j}} + \beta^2_{q+1} + \sigma^2_\epsilon \right) \frac{1}{X_j^\top X_j} \right).$$

This proves \text{(69)}.
dent by assumption, and similarly \( \mathbb{E}[Z | X_{-q+1}] = 0 \). Next,

\[
\text{Var}\left[ \hat{\beta}_{q+1} \mid X_{-q+1} \right] = \text{Var}\left[ (X_{-q+1}^TX_{-q+1})^{-1}X_{-q+1}^T (\beta_ZZ + \beta_{q+1}X_{-q+1} + \epsilon) \mid X_{-q+1} \right]
\]

\[
= \frac{1}{(X_{-q+1}^TX_{-q+1})^2}X_{-q+1}^T \text{Var} \left[ \beta_ZZ + \beta_{q+1}X_{-q+1} + \epsilon \mid X_{-q+1} \right] X_{-q+1}
\]

\[
= \frac{1}{(X_{-q+1}^TX_{-q+1})^2}X_{-q+1}^T (\beta_Z^2 \mathbb{E} \mid Z) + \beta_{q+1}^2 \text{Var} \left[ X_{-q+1} \mid X_{-q+1} \right] + \text{Var} \left[ \epsilon \mid X_{-q+1} \right] X_{-q+1}
\]

\[
= \frac{1}{(X_{-q+1}^TX_{-q+1})^2}X_{-q+1}^T \beta_Z^2 \mathbb{E} \mid Z) + \beta_{q+1}^2 \frac{X_{-q+1}^TX_{-q+1}}{(X_{-q+1}^TX_{-q+1})^2}
\]

\[
= \frac{\beta_Z^2 + \sigma^2}{X_{-q+1}^TX_{-q+1}}.
\]

Note also that \( \hat{\beta}_{q+1} \) conditioned on \( X_{-q+1} \) is a Gaussian random variable because \( Z \mid X_{-q+1}, X_{-q+1} \mid X_{-q+1}, \) and \( \epsilon \mid X_{-q+1} \) are independent Gaussian random variables. Putting this together we have

\[
\hat{\beta}_{q+1} \mid X_{-q+1} \sim \mathcal{N} \left( \beta_{q+1}; \frac{\beta_Z^2 + \sigma^2}{X_{-q+1}^TX_{-q+1}} \right).
\]

This shows (70).

\[
\mathbb{E}\left[ \hat{\beta}_Z \mid Z \right] = \mathbb{E}\left[ (Z^TZ)^{-1}Z^T (\beta_ZZ + \beta_{q+1}X_{-q+1} + \epsilon) \mid Z \right]
\]

\[
= \beta_Z (Z^TZ)^{-1}Z^T Z
\]

\[
= \beta_Z,
\]

where we used the fact that \( \mathbb{E}[\epsilon \mid Z] = 0 \) because \( \mathbb{E}[\epsilon] = 0 \) and \( \epsilon \) and \( Z \) are independent by assumption, and similarly \( \mathbb{E}[X_{-q+1} \mid Z] = 0 \). Next,

\[
\text{Var}\left[ \beta_Z \mid Z \right] = \text{Var}\left[ (Z^TZ)^{-1}Z^T (\beta_ZZ + \beta_{q+1}X_{-q+1} + \epsilon) \mid Z \right]
\]

\[
= \frac{1}{(Z^TZ)^2}Z^T \text{Var} \left[ \beta_ZZ + \beta_{q+1}X_{-q+1} + \epsilon \mid Z \right] Z
\]

\[
= \frac{1}{(Z^TZ)^2}Z^T (\beta_Z^2 \mathbb{E} \mid Z) + \beta_{q+1}^2 \text{Var} \left[ X_{-q+1} \mid Z \right] + \text{Var} \left[ \epsilon \mid Z \right] Z
\]

\[
= \frac{1}{(Z^TZ)^2}Z^T (\beta_Z^2 \mathbb{E} \mid Z) + \beta_{q+1}^2 \frac{X_{-q+1}^TX_{-q+1}}{(Z^TZ)^2} + \frac{X_{-q+1}^TX_{-q+1}}{(Z^TZ)^2}
\]

\[
= \frac{\beta_Z^2 + \sigma^2}{Z^TZ}.
\]
Note also that \( \hat{\beta}_Z \) conditioned on \( Z = z \) is a Gaussian random variable because \( Z \mid Z, X_{q+1} \mid Z \), and \( \epsilon \mid Z \) are independent Gaussian random variables. Putting this together we have

\[
\hat{\beta}_Z \mid Z \sim \mathcal{N}\left( \beta_Z, \frac{\beta_{q+1}^2 + \sigma^2_\epsilon}{Z^\top Z} \right).
\]

This proves (71).

• \( X_{\cdot j} \sim \mathcal{N}\left( 0, (1 + \sigma^2_\zeta_j)I_n \right) \implies \frac{1}{\sqrt{1 + \sigma^2_\zeta_j}} X_{\cdot j} \sim \mathcal{N}(0, 1) \)

This verifies (72).

• For any \( j \in [q] \),

\[
\mathbb{E}\left[ X_{\cdot j}^\top y \right] = \mathbb{E}\left[ (Z + \zeta_j)^\top (\beta_Z Z + \beta_{q+1} X_{q+1} + \epsilon) \right] = \mathbb{E}[\beta_Z Z^\top Z] = \beta_Z n.
\]

This establishes (73).

• \( \mathbb{E}\left[ X_{\cdot j}^\top y \right] = \mathbb{E}\left[ X_{q+1}^\top (\beta_Z Z + \beta_{q+1} X_{q+1} + \epsilon) \right] = \beta_{q+1} n. \)

This proves (74).

• Since \( \frac{1}{\sqrt{1 + \sigma^2_\zeta_j}} X_{\cdot j} \sim \mathcal{N}(0, I_n) \), for any \( j \in [q] \) the random variable

\[
\frac{1 + \sigma^2_\zeta_j}{X_{\cdot j}^\top X_{\cdot j}}
\]

has an inverse \( \chi^2 \) distribution with \( n \) degrees of freedom. Therefore

\[
\mathbb{E}\left[ \frac{1 + \sigma^2_\zeta_j}{X_{\cdot j}^\top X_{\cdot j}} \right] = \frac{1}{n - 2} \implies \mathbb{E}\left[ \frac{1}{X_{\cdot j}^\top X_{\cdot j}} \right] = \frac{1}{(n - 2)(1 + \sigma^2_\zeta_j)},
\]

verifying (75).

• Since \( X_{q+1} \sim \mathcal{N}(0, I_n) \), the random variable

\[
\frac{1}{X_{q+1}^\top X_{q+1}}
\]

has an inverse \( \chi^2 \) distribution with \( n \) degrees of freedom, so

\[
\mathbb{E}\left[ \frac{1}{X_{q+1}^\top X_{q+1}} \right] = \frac{1}{n - 2}.
\]

This shows (76).
• To calculate $E \left[ \hat{\beta}_j^2 \right]$ for any $j \in [q]$, we will use (69) and (75):

$$E \left[ \hat{\beta}_j^2 \right] = E \left[ E \left[ \hat{\beta}_j^2 | X_j \right] \right] = E \left[ \text{Var} \left[ \hat{\beta}_j | X_j \right] + E \left[ \hat{\beta}_j^2 | X_j \right] \right] = E \left[ \left( \frac{\beta_2^2 \sigma_{\xi_j}^2 + \beta_{q+1}^2 + \sigma_{\epsilon}^2}{1 + \sigma_{\xi_j}^2} \right) \frac{1}{X_j^\top X_j} + \left( \frac{\beta_Z}{1 + \sigma_{\xi_j}^2} \right)^2 \right] = \frac{1}{1 + \sigma_{\xi_j}^2} \left[ \left( \frac{\beta_2^2 \sigma_{\xi_j}^2 + \beta_{q+1}^2 + \sigma_{\epsilon}^2}{1 + \sigma_{\xi_j}^2} \right) \frac{1}{n - 2} + \frac{\beta_Z^2}{1 + \sigma_{\xi_j}^2} \right].$$

This proves (77).

• Using (70) and (76) we have

$$E \left[ \hat{\beta}_{q+1}^2 \right] = E \left[ E \left[ \hat{\beta}_{q+1}^2 | X_{q+1} \right] \right] = E \left[ \text{Var} \left[ \hat{\beta}_{q+1} | X_{q+1} \right] + E \left[ \hat{\beta}_{q+1}^2 | X_{q+1} \right] \right] = E \left[ \frac{\beta_2^2 + \sigma_{\epsilon}^2}{X_{q+1}^\top X_{q+1}} + \beta_{q+1}^2 \right] = \frac{\beta_2^2 + \sigma_{\epsilon}^2}{n - 2} + \beta_{q+1}^2$$

This verifies (78).

• Using (71) we have

$$E \left[ \hat{\beta}_Z^2 \right] = E \left[ \text{Var} \left[ \hat{\beta}_Z | Z \right] + E \left[ \hat{\beta}_Z | Z \right]^2 \right] = E \left[ \frac{\beta_{q+1}^2 + \sigma_{\epsilon}^2}{Z^\top Z} + \beta_Z^2 \right] = \frac{\beta_{q+1}^2 + \sigma_{\epsilon}^2}{n - 2} + \beta_Z^2,$$

which is (79).

Proof of Lemma 33 (i) First consider the case where there is only one directly observed feature (that is, $p = q + 1$). For any $j \in [q]$. 

\[\square\]
$$\mathbb{E} \left[ \frac{1}{n} \left\| \bar{y} - \hat{\beta}_j \bar{X}_{.j} \right\|_2^2 \right]$$

$$= \frac{1}{n} \mathbb{E} \left[ \left( \bar{y} - \hat{\beta}_j \bar{X}_{.j} \right)^T \left( \bar{y} - \hat{\beta}_j \bar{X}_{.j} \right) \right]$$

$$\equiv \frac{1}{n} \mathbb{E} \left[ \bar{y}^T \bar{y} \right] - \frac{2}{n} \mathbb{E} \left[ \hat{\beta}_j \right] \mathbb{E} \left[ \bar{X}_{.j}^T \bar{y} \right] + \frac{1}{n} \mathbb{E} \left[ \hat{\beta}_j^2 \right] \mathbb{E} \left[ \bar{X}_{.j}^T \bar{X}_{.j} \right]$$

$$\equiv (a) \beta_Z^2 + \beta_{q+1}^2 + \sigma_\epsilon^2 - \frac{2}{n} \mathbb{E} \left( \frac{\hat{\beta}_j}{| \bar{X}_{.j} \rangle} \right) \beta_Z n$$

$$+ \frac{1}{n} \cdot \frac{1}{1 + \sigma_{\epsilon j}^2} \left( \frac{\hat{\beta}_j^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \sigma_\epsilon^2 \right) \cdot \frac{1}{n - 2} + \frac{\beta_Z^2}{1 + \sigma_{\epsilon j}^2} \cdot n (1 + \sigma_{\epsilon j}^2)$$

$$\equiv (b) \beta_Z^2 + \beta_{q+1}^2 + \sigma_\epsilon^2 - \frac{2 \beta_Z^2}{1 + \sigma_{\epsilon j}^2} + \left( \frac{\hat{\beta}_j^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \sigma_\epsilon^2 \right) + \frac{\beta_Z^2}{1 + \sigma_{\epsilon j}^2} \cdot \frac{1}{n - 2}$$

$$\equiv (c) \beta_Z^2 + \beta_{q+1}^2 + \sigma_\epsilon^2 - \frac{2 \beta_Z^2}{1 + \sigma_{\epsilon j}^2} + \left( \frac{\hat{\beta}_j^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \sigma_\epsilon^2 \right) + \frac{\beta_Z^2}{1 + \sigma_{\epsilon j}^2} \cdot \frac{1}{n - 2}$$

$$= \frac{n - 1}{n - 2} \left( \beta_{q+1}^2 + \sigma_\epsilon^2 \right) + \beta_Z^2 - \frac{\beta_Z^2}{1 + \sigma_{\epsilon j}^2} + \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} \cdot \frac{1}{n - 2}$$

$$= \frac{n - 1}{n - 2} \left( \beta_{q+1}^2 + \sigma_\epsilon^2 \right) + \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} \cdot \frac{1}{n - 2}$$

$$= \frac{n - 1}{n - 2} \left( \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \sigma_\epsilon^2 \right).$$

(89)

where (a) follows because $\bar{X}_{.j}$ and $\bar{y}$ are independent from $\bar{X}_{.j}$ and $\bar{y}$, so $\hat{\beta}_j = (\bar{X}_{.j}^T \bar{X}_{.j})^{-1} \bar{X}_{.j}^T \bar{y}$ is independent from $\bar{X}_{.j}$ and $\bar{y}$, (b) follows from (68), (72), (73), and (77), and (c) follows from (69).

Now suppose we have an arbitrary number of directly observed features (that is, an arbitrary $p > q$). Then for any $j \in [q]$,

$$\bar{y} = \beta_Z \bar{Z} + \sum_{j'=q+1}^p \beta_{j'} \bar{X}_{.j'} + \epsilon = \beta_Z \bar{Z} + \beta_{q+1} \bar{X}_{.q+1} + \tilde{\epsilon}$$

where

$$\tilde{\epsilon} := \sum_{j'=q+2}^p \beta_{j'} \bar{X}_{.j'} + \epsilon$$

is independent of $\bar{Z}$ and $\bar{X}_{.q+1}$. So we can use (89) and we have

$$\mathbb{E} \left[ \frac{1}{n} \left\| \bar{y} - \hat{\beta}_j \bar{X}_{.j} \right\|_2^2 \right] = \frac{n - 1}{n - 2} \left( \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \text{Var} (\tilde{\epsilon}) \right)$$

$$= \frac{n - 1}{n - 2} \left( \frac{\beta_Z^2 \sigma_{\epsilon j}^2}{1 + \sigma_{\epsilon j}^2} + \beta_{q+1}^2 + \sum_{j'=q+2}^p \beta_{j'}^2 + \sigma_{\epsilon j}^2 \right).$$
(ii) Again, we start by considering the case where \( p = q + 1 \).

\[
\mathbb{E} \left[ \frac{1}{n} \left\| \tilde{y} - \hat{\beta}_{q+1} \tilde{X}_{q+1} \right\|_2^2 \right] = \frac{1}{n} \mathbb{E} \left[ (\tilde{y} - \hat{\beta}_{q+1} \tilde{X}_{q+1})^\top (\tilde{y} - \hat{\beta}_{q+1} \tilde{X}_{q+1}) \right]
\]

\[
= \frac{1}{n} \mathbb{E} \left[ \tilde{y}^\top \tilde{y} \right] - \frac{2}{n} \mathbb{E} \left[ \hat{\beta}_{q+1} \right] \mathbb{E} \left[ \tilde{X}_{q+1}^\top \tilde{y} \right] + \frac{1}{n} \mathbb{E} \left[ \beta_{q+1}^2 \right] \mathbb{E} \left[ \tilde{X}_{q+1}^\top \tilde{X}_{q+1} \right]
\]

\[
\overset{(a)}{=} \frac{\beta_Z^2 + \beta_{q+1}^2 + \sigma^2}{n} - \frac{2}{n} \mathbb{E} \left[ \hat{\beta}_{q+1} \right] \cdot \beta_{q+1} \cdot n + \frac{1}{n} \left( \frac{\beta_Z^2 + \sigma^2}{n-2} + \beta_{q+1}^2 \right) \cdot n
\]

\[
= \frac{n - 1}{n - 2} \left( \beta_Z^2 + \sigma^2 \right),
\]

(90)

where (a) follows because \( \tilde{X}_{q+1} \) and \( \tilde{y} \) are independent from \( \hat{\beta}_{q+1} \), (b) follows from (68), (74), (78), and the fact that \( \mathbb{E} \left[ \tilde{X}_{q+1}^\top \tilde{X}_{q+1} \right] = 1 \), and (c) follows from (70).

Now for an arbitrary \( p > q \), for any \( j \in \{q+1, \ldots, p\} \) we have

\[
y = \beta_Z Z + \sum_{j=q+1}^p \beta_j X_{j} + \epsilon = \beta_Z Z + \beta_j X_{j} + \tilde{\epsilon}
\]

where

\[
\tilde{\epsilon} := \sum_{j' \in \{q+1, \ldots, p\} \setminus j} \beta_{j'} X_{j'} + \epsilon
\]

is independent of \( Z \) and \( X_{j} \). So we can use (90) and we have

\[
\mathbb{E} \left[ \frac{1}{n} \left\| y - \hat{\beta}_j \tilde{X}_{q+1} \right\|_2^2 \right] = \frac{n - 1}{n - 2} \left( \beta_Z^2 + \text{Var}(\tilde{\epsilon}) \right)
\]

\[
= \frac{n - 1}{n - 2} \left( \beta_Z^2 + \sum_{j' \in \{q+1, \ldots, p\} \setminus j} \beta_{j'}^2 + \sigma^2 \right).
\]

(iii) First we handle the case with only one directly observed feature \( X_{q+1} \), as in the previous
The result follows from Lemma 33(i).

Proof of Lemma 34. Note that

\[ \sum_{j=1}^{q} w_j X_{-j} = Z + \sum_{j=1}^{q} w_j \xi_j \overset{d}{=} Z + \tilde{\zeta}, \]

where \( \overset{d}{=} \) denotes equality in distribution and \( \tilde{\zeta} \sim \mathcal{N}\left(0, \sum_{j=1}^{q} w_j^2 \sigma^2 \right) I_n \) is independent of \( Z \). Then the result follows from Lemma 33(i).

Proof of Lemma 37. Using

\[ \frac{\log n}{n} < \frac{c_2}{\beta_Z^2 + 1 + \sigma^2} \cdot \frac{1}{2(12 + \sigma^2)} \]

parts.

\[
\begin{align*}
\mathbb{E}\left[ \frac{1}{n} \left\| \hat{y} - \beta \hat{Z} \right\|_2^2 \right] &= \frac{1}{n} \mathbb{E}\left[ \hat{y}^\top \hat{y} - 2\beta Z \hat{Z}^\top \hat{y} + \beta Z \hat{Z} \right] \\
&= \frac{1}{n} \left( n(\beta_Z^2 + \beta_{q+1}^2 + \sigma^2_{\epsilon}) - 2\mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \mathbb{E}\left( \hat{y} \mid \hat{Z} \right) \right] + \mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \hat{Z} \right] \right) \\
&= \frac{1}{n} \left( n(\beta_Z^2 + \beta_{q+1}^2 + \sigma^2_{\epsilon}) - 2\mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \mathbb{E}\left( \hat{y} \mid \hat{Z} \right) \right] + \mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \hat{Z} \right] \right) \\
&= \left. \frac{\beta_Z^2 + \beta_{q+1}^2 + \sigma^2_{\epsilon} - 2\beta_Z^2 n + \mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \mathbb{E}\left( \hat{y} \mid \hat{Z} \right) \right] + \mathbb{E}\left[ \beta Z \right] \mathbb{E}\left[ \hat{Z}^\top \hat{Z} \right] \right) \right|_{\beta_Z = \beta} \\
&= \frac{1}{n - 2} \left( \beta_{q+1}^2 + \sigma^2_{\epsilon} \right).
\end{align*}
\]

where in (a) we used (68) and the independence of \( \hat{Z} \) from \( \hat{y} \), in (b) we used \( \mathbb{E}\left[ \hat{Z}^\top \hat{Z} \right] = n \) and (79), and in (c) we used (71) and \( \mathbb{E}\left[ \hat{Z}^\top \hat{Z} \right] = n \). Now we make this more general. We have

\[ y = \beta Z + \sum_{j=1}^{p} \beta_j X_{-j} + \epsilon = \beta Z + \beta_{q+1} X_{-q+1} + \tilde{\epsilon} \]

where

\[ \tilde{\epsilon} := \sum_{j=q+2}^{p} \beta_j X_{-j} + \epsilon \sim \mathcal{N}\left(0, \left( \sum_{j=q+2}^{p} \beta_j^2 + \sigma^2_{\epsilon} \right) I_n \right). \]

Substituting into (91), we see that the prediction risk of \( Z \) is

\[
\frac{n - 1}{n - 2} \left( \beta_{q+1}^2 + \left( \sum_{j=1}^{p} \beta_j^2 + \sigma^2_{\epsilon} \right) \right) = \frac{n - 1}{n - 2} \left( \sum_{j=q+1}^{p} \beta_j^2 + \sigma^2_{\epsilon} \right).
\]

\[ \square \]
from (52), we have

\[
h(\beta, \sigma^2) \sqrt{\frac{\log n}{n}} < h(\beta, \sigma^2) \sqrt{\frac{c_2}{\beta^2 + 1 + \sigma^2} \cdot \frac{1}{2 (12 + \sigma^2)}}
\]

\[
= 5 \sqrt{\frac{3 + \sigma^2}{2 (12 + \sigma^2)}}
\]

\[
< \frac{5\sqrt{2}}{2}.
\]

Similarly,

\[
\frac{5h(\beta, \sigma^2)}{n} = 5h(\beta, \sigma^2) \sqrt{\frac{\log n}{n} \cdot \frac{1}{\sqrt{n \log n}}} < \frac{25\sqrt{2}}{2} \cdot \frac{1}{\sqrt{n \log n}}.
\]

This yields

\[
\frac{5}{\sqrt{n \log n}} + h(\beta, \sigma^2) \sqrt{\frac{\log n}{n} + \frac{5h(\beta, \sigma^2)}{n}}< \frac{5}{\sqrt{n \log n}} + \frac{5\sqrt{2}}{2} + \frac{25\sqrt{2}}{2\sqrt{n \log n}}
\]

\[
< \frac{5}{\sqrt{n \log n}} \left(1 + \sqrt{\frac{2}{2}} \sqrt{100 \log 100 + \frac{5\sqrt{2}}{2}}\right)
\]

\[
< \frac{100}{\sqrt{n \log n}}.
\]

**Proof of Lemma 38.** Note that by Lemma 27, the assumed covariance matrix structure in Proposition 13 holds. Also, the definition of $\tilde{\sigma}$ in (48) matches the definition in (63). Therefore the assumptions of Lemma 21 are satisfied, and the right side of the inequality follows since in Lemma 21 we show that $\tilde{\sigma}^2 \leq 2$. To see that the left side of the inequality holds, note that from Lemma 27, we have

\[
\rho_{1y}(n) = \frac{\beta^2}{(\beta^2 + 1 + \sigma^2) \left(1 + \sigma^2(n)\right)} = r \rho_{12}(n)
\]

where

\[
r := \frac{\beta^2}{\beta^2 + 1 + \sigma^2} \in (0, 1).
\]
\[ \tilde{\sigma}^2 = 2(1 - \rho_{12}(n)) \left( -\frac{3}{2} \rho_{1y}^2(n) + \frac{1}{2} \rho_{1y}^2(n) \rho_{12}(n) + 1 \right) \]
\[ = 2(1 - \rho_{12}(n)) \left( -\rho_{1y}^2(n) \left[ \frac{3 - \rho_{12}(n)}{2} \right] + 1 \right) \]
\[ = 2(1 - \rho_{12}(n)) \left( -r \rho_{12}(n) \left[ \frac{1 - \rho_{12}(n)}{2} + 1 \right] + 1 \right) \]
\[ = 2(1 - \rho_{12}(n)) \left( \frac{1 - \rho_{12}(n)}{2} + 1 \right) \left[ 1 - \rho_{12}(n) \right] - r \frac{1 - \rho_{12}(n)}{2} + 1 - r \]
\[ = 2(1 - \rho_{12}(n)) \left( \frac{1 - \rho_{12}(n)}{2} + 1 \right) \left[ 1 - r \frac{1 - \rho_{12}(n)}{2} + 1 - r \right] \]
\[ > 2(1 - \rho_{12}(n))(1 - r) \]
\[ = 2(1 - \rho_{12}(n)) \cdot \frac{1 + \sigma^2}{\beta^2 + 1 + \sigma^2}. \]