Theory of doped Mott insulators is revisited in the light of recent understanding on the singular self-energy structure of the single-particle Green’s function. The unique pole structure in the self-energy induces the high-temperature superconductivity in the anomalous part, while it generates Mott gap and pseudogap in the normal part. Here, we elucidate that fractionalization of electrons, which is exactly hold in the Mott insulator in the atomic limit, more generally produces the emergent Mott-gap fermion and dark (hidden) fermions. It does not require any spontaneous symmetry breaking. The two gaps are the consequences of the hybridization of these two fermions with quasiparticles. We further propose that the Mott-gap fermion and dark fermions are the fermionic component of Frenkel- and Wannier-type excitons, respectively, which coexist in the doped Mott insulator. The Bose-Einstein condensation of the Frenkel-type excitons allowed without spontaneous symmetry breaking holds a key for understanding the unique pole structure and the pseudogap through the instantaneous hybridization between the fractionalized quasiparticle and the dark fermion in analogy with the Mott gap. We argue that the high-$T_c$ superconductivity is ascribed to the dipole attraction of the Wannier-type excitons. The gap formation mechanism is compared with that caused by conventional spontaneous symmetry breaking known over condensed matter and elementary particle physics including quantum chromodynamics. We propose a theoretical framework and discuss experimental tests to analyze this idea and concept.

1. Introduction

Understanding physics and the mechanism of superconductivity that may allow designing higher superconducting critical temperature $T_c$ achieved in cuprate superconductors are still open issues and progress has been continuing since its discovery. The origin of the superconducting phase itself, as well as that of the pseudogap found above $T_c$ in the normal phase$^{1-3}$ in the underdoped region near the Mott insulator of mother compounds have not reached complete understanding. In addition to the $d$-wave superconductivity, increasing experimental indications show various competing orders including spatial electronic inhomogeneity such as stripe-like or nematic charge order$^{4-11}$ and electronic mesoscopic phase separation in this underdoped region$^{12}$. In this article, we propose a novel and consistent mechanism on this issue and a formalism that allows testing the proposal numerically to gain insight into future possible experimental verifications.

To understand the origin of the pseudogap in the cuprates, momentum $k$- and frequency $\omega$-dependent single-particle electronic Green’s function

$$G(k, \omega) = \frac{1}{\omega - \epsilon(k) - \Sigma(k, \omega)}, \quad (1)$$

has been studied with the bare band dispersion $\epsilon(k)$, and self-energy $\Sigma(k, \omega)^{13-28}$ for the Hubbard model defined by

$$H_{\text{Hub}} = -\frac{1}{2} \sum_{i, \delta, \sigma} t_{\delta} [c_{i, \sigma}^\dagger c_{i+\delta, \sigma} + \text{H.c.}] + \mu \sum_{i, \sigma} n_{i, \sigma}
+ U \sum_{i} c_{i, \uparrow}^\dagger c_{i, \uparrow} c_{i+\delta, \downarrow}^\dagger c_{i+\delta, \downarrow}, \quad (2)$$
on the square lattice. Here, $c_{i, \sigma}^\dagger (c_{i, \sigma})$ creates (annihilates) an electron on the site $i$ with spin $\sigma$ and $n_{i, \sigma}$ is the number operator.

In particular, singular structure of normal and anomalous self-energy, represented by poles have been extensively studied$^{17-19, 22, 23, 25-28}$. The structure of the self-energy $\Sigma(k, \omega)$ is crucially important in understanding the pseudogap and the superconductivity. It is also important in understanding physics emerging in the anomalous metals around the Mott insulator.

The single-particle gap generated by interaction effects is in general represented by poles of $\Sigma$ near $\omega = 0$ (Fermi level), because the divergence of $\Sigma$ at a pole leads to a zero of the Green’s function in Eq.(1) and leads to suppression of the density of states $\text{Im}\Sigma(k, \omega = 0)$ at the Fermi level. The divergence of the self-energy by itself signals the breakdown of the standard perturbation theory in terms of the interaction.

Aside from the trivial single-particle gap formed under the periodic potential of nuclei in crystals, nontrivial
excitation gap arising from the self-energy structure is found in many condensed matter systems when a symmetry is spontaneously broken as in the cases of charge order, antiferromagnetic order and superconducting states.

Let us consider very general mechanisms of the gap or mass generation originating from many-body physics. In the magnetic or charge orders, the mean field decoupling of the Coulomb repulsion generates the excitation gap. The formation of a nontrivial single-particle excitation in interacting fermion systems can be interpreted by the emergent “hybridization gap” in the effective single particle problem given from the Hamiltonian

\[ H = \sum_{k,\sigma} \left[ \epsilon_c(k)c^\dagger_{k,\sigma}c_{k,\sigma} + \Lambda(k)(\epsilon^\dagger_{k,\sigma}d_{k,\sigma} + H.c.) \right] + \epsilon_d(k)d^\dagger_{k,\sigma}d_{k,\sigma}. \]  

Here, the fermion represented by \( c \) with the dispersion \( \epsilon_c(k) \) is hybridizing with the fermion of our interest \( c' \) with the dispersion \( \epsilon_c'(k) \) at the momentum \( k \) in a form of a noninteracting Hamiltonian. The direct hybridization gap at each momentum is given by

\[ \Delta_{HG} = \sqrt{(\epsilon_c(k) - \epsilon_d(k))^2 + 4\Lambda(k)^2}. \]  

The solution of Eq.(3) gives the Green’s function for \( c \) in the form of Eq.(1) with

\[ \Sigma(k,\omega) = \frac{\Lambda(k)^2}{\omega - \epsilon_d(k)}. \]  

Equation (5) indicates that the pole of the self-energy emerges at \( \omega = \epsilon_d(k) \), namely at the bare dispersion of the fermion \( d \). This pole generates the zero of \( G \) and a gap in the density of states of the fermion \( c \) known as the hybridization gap.

The form (3) emerges by the mean-field decoupling of interacting fermions such as the Hubbard model (2). The Coulomb interaction between \( c \) and \( d \) represented by \( g\tilde{c}^\dagger_{k,\sigma}d_{k',\sigma'}d^\dagger_{k,\sigma'}d_{k',\sigma} \) is decoupled to \( \tilde{c}^\dagger_{k,\sigma}d_{k,\sigma} \) with \( \Delta = g(\phi^\dagger_{q,\sigma'}d_{q,\sigma'}) \) if the spontaneous symmetry breaking takes place with the order parameter \( \langle \tilde{c}^\dagger_{k,\sigma}d_{k,\sigma} \rangle \). In the charge order and antiferromagnetic order, \( d_{k,\sigma} \) hybridizing with \( c_{k,\sigma} \) is nothing but the fermion \( c \) itself at different wave number \( d_{k,\sigma} = c_{k+Q,\sigma} \), where \( Q \) is the ordering wave vector and \( \sigma' \) can be the same spin as \( \sigma \) for the charge order and antiferromagnetic order, while it can be \( \sigma' = -\sigma \) for the antiferromagnetic order aligned perpendicular to the spin quantization axis \( z \). In the case of the superconductivity, \( d_{k,\sigma} = c^\dagger_{-k,\sigma'} \), forms a Cooper pair \( c_{k,\sigma}c_{-k,\sigma'} \) in Eq.(3).

The same mechanism applies in the quantum chromodynamics (QCD),\(^{29}\) where \( c \) is a quark and \( d \) is an antiquark operator. For the strong interaction case, nearly the SU(3)-symmetric representation of up, down and strange quarks constitutes the QCD Lagrangian, and after tracing out the gluon, the resultant quark interaction term is decoupled by the quark-antiquark condensation through the chiral symmetry breaking and an emergent hybridization of quark and antiquark appears. Again the hybridization gap generates the mass of quarks through the Nambu-Jona Lassinio mechanism.\(^{30}\)

Another mechanism of the mass (gap) generation is found in fermion-boson coupled systems essentially represented by

\[ H = \sum_k \left[ \epsilon_c(k)c^\dagger_{k,\sigma}c_{k,\sigma} + \sum_q \Lambda(k,q)(c^\dagger_{k+q,\sigma}d_{k+q,\sigma} + H.c.) + \epsilon_d(k)d^\dagger_{k,\sigma}d_{k,\sigma} \right]. \]  

If the bosons \( b \) condense by the Bose-Einstein condensation, \( \langle b^\dagger \rangle \neq 0 \), we again reach the form of Eq.(3). This is the case of the weak interaction, where the boson is either W boson or Z boson and \( c \) and \( d \) are hadrons such as nucleons. In the case of the strong interaction, the gluon condensation may also generate a gap originated from the same mechanism.

All of these gap generation require spontaneous symmetry breaking. On the other hand, in the atomic limit of the Hubbard model (2), \( \delta \to 0 \), at half filling \( \mu = U/2 \), the Green’s function is exactly given by\(^{28}\)

\[ G(k,\omega) = \frac{1}{2} \left[ \frac{1}{\omega + U/2} + \frac{1}{\omega - U/2} \right], \]  

which is equivalent to the self-energy form

\[ \Sigma(k,\omega) = \frac{U^2}{4} \frac{1}{\omega}. \]  

Equation (8) is interpreted by the emergence of the pole of \( \Sigma(k,\omega) \) at \( \omega = 0 \) independent of momenta \( k \). In fact, this pole generates the Mott gap of the atomic limit and the Mott insulator emerges at half filling. This is an example where the gap can be generated from a pole of the self-energy even when an apparent spontaneous symmetry breaking is absent.

In the case of the Mott gap, it was pointed out\(^{31}\) that by employing

\[ d_{\sigma}^{\text{MG}} = c_{\sigma}(1 - 2\epsilon_{\sigma}), \]  

the interaction term in the Hubbard model can be rewritten as the noninteracting two-component Hamiltonian, containing the hybridization between the two component \( c_{\sigma} \) and \( d_{\sigma}^{\text{MG}} \).

Here, we show that a two-component fermion model is exactly equivalent to the Hubbard model in the atomic limit within the Hilbert space of the atomic Hubbard model. For that purpose we introduce

\[ \tilde{c}_{\sigma} = c_{\sigma} \]  \hspace{1cm} (10)

\[ \tilde{d}_{\sigma} = d_{\sigma}^{\text{MG}} \]  \hspace{1cm} (11)
With this two-component fermions one can show that the Hamiltonian
\[ H_{cd} = \sum_i [\epsilon_0 \tilde{c}_i^\dagger \tilde{c}_i + \epsilon_0 \tilde{d}_i^\dagger \tilde{d}_i + \Lambda (\tilde{c}_i^\dagger \tilde{d}_i + \tilde{d}_i^\dagger \tilde{c}_i)] \] (12)
with
\[ \epsilon \equiv \epsilon_0 = -\Lambda = U/2 \] (13)
is equivalent to the Hubbard model in the atomic limit:
\[ H_U = U \sum_i n_{c_i \uparrow} n_{c_i \downarrow} \] (14)

After diagonalization of Eq.(12), the diagonalized state is given by the bonding and antibonding states as
\[ b_\sigma = \frac{1}{\sqrt{2}} (\tilde{c}_\sigma + \tilde{d}_\sigma) = \sqrt{2} \epsilon (1 - n_{-\sigma}), \] (15)
\[ a_\sigma = \frac{1}{\sqrt{2}} (\tilde{c}_\sigma - \tilde{d}_\sigma) = \sqrt{2} \epsilon n_{-\sigma}. \] (16)

The bonding and antibonding states are nothing but the lower and upper Hubbard levels, respectively, whose averaged energies are given by \( E = 0 \) and \( U \). The lower (upper) Hubbard represents the singly (doubly) occupied particle as one sees the last expressions in Eqs.(15) and (16). Then the mapping between Eqs.(14) and (12) becomes exact. For more details, see Appendix A. An important point is that the gap ascribed to the many-body effect can be exactly represented by the noninteracting two-component fermion model as a hybridization gap without any spontaneous symmetry breaking, through the fractionalization of electrons into \( \tilde{c} \) and \( \tilde{d} \).

When the ratio \( t/U \) becomes nonzero, calculations by cluster extension of the dynamical mean-field theory (cDMFT) \(^{22}\) support that the pole in the self-energy in the atomic limit survives. However, the pole acquires dispersions. \(^{23, 25}\)

Note that the creation operator of the Mott gap fermion \( \tilde{d} \) is expressed as a linear combination of the doublon creation and “singlon” creation as \( \tilde{d}_i = \frac{1}{2} (b_i^\dagger - a_i^\dagger) \), as an anti-resonant state of the two. In the strong coupling Hubbard model, the doublon and hole are strongly bound each other as we see below and they form an exciton, where the doublon and hole are resonating and exchanging their positions at the bond of exciton, which are also dynamically fluctuating with a singly-occupied pair of spin singlet (resonating valence bond (RVB)) with the weight proportional to \( t/U \) of the RVB weight. Therefore, the Mott gap fermion is born as a fermion component of the tightly bound and bosonic exciton, which will be discussed in detail later in Sec.2.

Upon small carrier doping to the Mott insulator, several numerical studies have reproduced that the pseudogap much smaller than the Mott gap open above the superconducting critical temperature \( T_c \) near the Fermi level and coexists with the Mott gap. \(^{17, 23, 33–36, 38–42}\) The coexistence of the pseudogap and the Mott gap is a consequence of the emergence of another self-energy pole in \( \Sigma \) in the original Mott gap. Although several spontaneous symmetry-broken phases such as the stripe ordering and a flux (or \( d \)-density wave) state were proposed as the origin of the pseudogap, \(^{8, 41–46}\) it is unclear whether such a symmetry breaking is universal and exists in all the pseudogap states in the cuprates. Since the pseudogap is present as well in the absence of symmetry breaking in the cDMFT studies, we are urged to understand a mechanism working without assuming any symmetry breaking as in the case of the Mott gap. When the origin of the pseudogap is ascribed to a generic hybridization mechanism, one needs to identify the hidden fermion (dark fermion) object \( \tilde{d} \) in Eq.(12) that generates the pseudogap.

To gain insight into the nature of the pseudogap formation, it is useful to examine the superconducting phase as well. If the hybridization mechanism works, a natural phenomenological extension of Eq.(3) to the superconducting state is the Hamiltonian \(^{27}\)
\[ H = \sum_{k,\sigma} \left[ \epsilon_k(c_k^\dagger c_k + \epsilon_d(d_k^\dagger d_k) + \Lambda k(c_k^\dagger d_k + d_k^\dagger c_k + H.c.)
+ \right.
\left. \Delta_\sigma(c_k^\dagger c_{k,-\sigma} + d_{k,\sigma}^\dagger d_{k,-\sigma}) + H.c. \right] \] (17)
where the anomalous part proportional to the superconducting order parameters \( \Delta_\sigma \) and \( \Delta_d \) becomes nonzero.

By solving Eq.(17), Green’s function for \( c \) particle is obtained as
\[ G_c(k, \omega) = \frac{1}{\omega - \epsilon_k(k) - \Sigma^{\text{nor}}(k, \omega) - W(k, \omega)}, \] (18)
with
\[ W(k, \omega) = \frac{\Sigma^{\text{ano}}(k, \omega)^2}{\omega + \epsilon_k(k) + \Sigma^{\text{nor}}(k, \omega)^2}, \] (19)
\[ \Sigma^{\text{nor}}(k, \omega) = \frac{\Lambda k^2(\omega + \epsilon_k(k))}{\omega^2 - \epsilon_k(k)^2 - \Delta_d(k)^2}, \] (20)
and
\[ \Sigma^{\text{ano}}(k, \omega) = \Delta_k(k) + \frac{\Lambda k^2 \Delta_d(k)}{\omega^2 - \epsilon_k(k)^2 - \Delta_d(k)^2}. \] (21)

Now the pole position of \( \Sigma^{\text{nor}} \) at \( \omega = \epsilon_k(k) \) in the normal state (expected to generate the pseudogap) is modified to \( \omega = \pm \sqrt{\epsilon_k(k)^2 + \Delta_d(k)^2} \). Remarkably, the anomalous part \( \Sigma^{\text{ano}} \) also has a pole exactly at the same position. Accordingly, \( W \) (Eq.(19)) in the denominator of \( G \) in Eq.(18) also has a pole of the order 1 at the same energy. Surprisingly, the residue of the poles of \( W \) and \( \Sigma^{\text{ano}} \) are shown to have exactly the same amplitude but the opposite sign. \(^{27}\) This means that the pole structure
in $G$ generating the pseudogap in the normal state has to immediately disappear in the superconducting state. If the origin of the pseudogap is not ascribed to this hybridization mechanism, such a remarkable cancellation would not be expected. (Actually if the pseudogap arose from the coupling to the boson-like mode such as the spin fluctuation, the cancellation would not happen.\textsuperscript{27}) See supplementary materials of Ref.\textsuperscript{27} on the inconsistency with the bosonic glue model, where bosons are coupled essentially in the form of Eq.\textsuperscript{(6)}. The dynamical coupling to bosons generically introduces convolution in the energy integral and the resultant retardation does not allow instantaneous fermion hybridization, while the instantaneous hybridization is strictly required for the present cancellation to occur. Therefore, the disappearance of the pole structure in $G$ against the present self-energy is a conclusive testimony of the present hybridization mechanism.

In the superconducting phase (at temperature $T < T_c$) in the solution of the cDMFT,\textsuperscript{27} it was shown that the pole responsible for the pseudogap in the normal state continues and survives in the normal self-energy $\Sigma^{\text{nor}}$, while the pole in the anomalous self-energy $\Sigma^{\text{ano}}$ emerges as well. The pole energies of $\Sigma^{\text{nor}}$ and $\Sigma^{\text{ano}}$ are always the same though the value depends on temperature, doping concentration and interaction strength. In addition, it was found that the poles originated from $\Sigma^{\text{nor}}(k, \omega)$ and $W$ perfectly cancel in the sum $\Sigma^{\text{nor}}(k, \omega) + W$ in perfect agreement with the expectation from the above two-component hybridization theory.

Furthermore this pole of $\Sigma^{\text{ano}}$ at the same position of the pole of $\Sigma^{\text{nor}}(k, \omega)$ generates a prominent peak in the imaginary part of $d$-wave superconducting gap function $\text{Im}\Delta(k, \omega)$ by the relation

$$\Delta(k, \omega) = Q(k, \omega) \Sigma^{\text{ano}}(k, \omega)$$

with

$$Q(k, \omega) = \frac{1}{1 - \Sigma^{\text{nor}}(k, \omega) - \Sigma^{\text{ano}}(k, -\omega^*)/(2\omega)}|_{\omega \rightarrow 0},$$

where the quasiparticle renormalization factor $z(k)$ is related by the relation $z(k) = \lim_{\omega \rightarrow 0} Q(k, \omega)$. Because this prominent peak in $\text{Im}\Delta(k, \omega)$ contributes to more than 80% of the real superconducting gap $\text{Re}\Delta(\omega = 0)$ through the Kramer-Kronig relation, it was shown to be the primary origin of the high $T_c$.\textsuperscript{47}

Then the crucial question for the high-$T_c$ mechanism is the physical mechanism of the emergence of the poles of $\Sigma^{\text{nor}}$ and $\Sigma^{\text{ano}}$ or in other words, the origin of the dark fermion $d$ because the pole position of $\Sigma^{\text{nor}}$ is nothing but the bare dispersion of $d$ in the hybridizing Hamiltonian.

In this paper, we examine a possible physical object of the dark fermion. One of the authors proposed before that the origin of the dark fermion is the quasiparticle bound to a hole in the underdoped Mott insulator\textsuperscript{38,39} by using the slave boson formalism. In this paper, we formulate such a dark fermion tightly bound to the exciton, by gaining insight from the mass generation mechanism of hadrons and quarks in high energy physics and by comparing with other gap generation mechanism in condensed matter physics including the Mott gap generation.

In Sec.2, we discuss the role of exciton in the Mott insulator. In Sec.3, we propose the nature of the dark fermion as a composite fermion. In Sec.4, we discuss the origin of the pseudogap in terms of of the dark fermion. In Sec.5, we present a formalism to study relevant fermionic excitations including the above dark fermion. Section 6 is devoted to discussions about the relation to other numerical and experimental studies.

2. Exciton in the Mott insulator

In the Mott insulator of the Hubbard model at half filling, the doubly occupied site (doublon) represented by $n_{\uparrow}n_{\downarrow} = 1$ and the empty site (holon) $(1 - n_{\uparrow}n_{\downarrow}) = 1$ form a bound state with the binding energy of the order of $U$, if they are nearby. This excitation is identified as a locally bound Frenkel-type exciton. The exciton dynamics was discussed in a context quite different from the present study\textsuperscript{48,49}. Here, we discuss a novel and crucial role of excitons in physics of doped Mott insulators by focusing on the connection to the mechanism of superconductivity and pseudogap formation from a general perspective. If $t/U$ is nonzero, the density of such excitons is nonzero even in the ground state. The creation operator of the exciton in the Mott insulator can be written as

$$b_{j, \delta}^\dagger \equiv B \sum_\sigma c_{j, \sigma} c_{j+\delta, \sigma} (1 - n_{j+\delta, -\sigma}).$$

with a normalization constant $B$ to ensure the bosonic commutation relation for $b$ and $b^\dagger$. Note that this is the lowest order process of the exciton generation in terms of $t/U$ expansion (strong coupling expansion), because the upper and lower Hubbard band particles are described by Eqs.\textsuperscript{(15)} and \textsuperscript{(16)}. The operator $b^\dagger$ represents a part of the kinetic energy $c_{j, \sigma}^\dagger c_{j+\delta, \sigma}$ and $b_{j, \delta}^\dagger$ behaves as creating a boson when the doublon at the site $j$ and the holon at the site $j + \delta$ are bound. Although the creation energy (with a dispersion) of $b$ is high in the order of $U$ above the Fermi level, the quantum fluctuation generated by the transfer term in the Hubbard model generates a finite density of excitons even in the ground states in contrast to the conventional band insulators and semiconductors in the noninteracting limit. In other words, the vacuum of the Mott insulator can be regarded to have a real nonzero fluctuation (polarization) generating excitons.

In the Mott insulator, the charge (single-particle) degrees of freedom are gapped, while the excitons are fluctuating and dynamical in addition to the spins. Although the spins have been well studied with their antiferromag-
netic long-range order or its strong fluctuations, the role
of excitons is not well understood. Since the exciton den-
sity is finite and dynamical even in the ground state of
the Mott insulator, an effective Hamiltonian for the ex-
citon can be derived in a similar way to the derivation of
the Heisenberg model in the case of the spins. However,
the dynamics of the creation or annihilation of excitons is
described just by the first order electron hopping process
in contrast to the second-order perturbation in terms of
t/\lambda needed in the Heisenberg exchange interaction for
the spins to emerge. The motion of created exciton is
generated by the second order process.

More concretely, in the effective Hamiltonian for the
exciton, the electron hopping t_δ in the Hubbard model
generates the exciton creation/annihilation from the
ground state as

$$H_b^{(0)} = - \sum_{j, \delta} \lambda_\delta \left( b_{j, \delta}^\dagger + b_{j, \delta} \right),$$

where the summation over \delta represents the form and the
extension of the exciton in Eq.(24), and j is the exciton
site represented by the doublon site. The amplitude \lambda_\delta
should be trivially proportional to t_δ. Since the exciton
creation energy is proportional to U, the second order
process proportional to t_δ^2/U yields the recombination of
the exciton into singly occupied states.

The number of excitonic bound states may depend on
U/\lambda_\delta and here the number will be denoted by N_b. The
binding energy of the exciton is defined by the energy
difference from the formation energy of isolated one dou-
blon and one holon far apart at infinite distance. The noninteracting part of the diagonalized exciton effective
Hamiltonian reads

$$H_{\text{nonint}}^{(b)} = H_b^{(0)} + H_b^{(1)}$$

with

$$H_b^{(0)} = \sum_j \sum_{l=1}^{N_b} \zeta_l \left( \tilde{b}_j l + \tilde{b}_j l^\dagger \right),$$

$$H_b^{(1)} = \sum_k \sum_{l=1}^{N_b} \epsilon_{b, k}^{(l)}(k) \tilde{b}_l(k) \tilde{b}_l(k),$$

where

$$\tilde{b}_l(k) = \sum_{j=1, N} \tilde{b}_{j l} e^{ikj} / \sqrt{N}.$$

Here, N is the number of sites and

$$\tilde{b}_{j l} = \sum_\delta U_{l \delta} b_{j, \delta},$$

$$\zeta_l = \sum_\delta U_{l \delta}^{-1} \lambda_{j, \delta}$$

with the unitary transformation \mathcal{U} diagonalizing the
exciton dispersion Eq. (27) with respect to l. We
do not need to determine the form of the dispersion
for the later discussion, while it is a well defined
quantity and can be straightforwardly calculated from
$$\langle \Phi_b | \tilde{b}_l(k) P_{\text{non}} | H_{\text{Hub}} P_{\text{non}} \tilde{b}_l^\dagger(k) | \Phi_b \rangle / \langle \Phi_b | \tilde{b}_l(k) P_{\text{non}} \tilde{b}_l^\dagger(k) | \Phi_b \rangle$$
after determining the variational form of \tilde{b}_l(k) | \Phi_b \rangle,
where P_{\text{non}} = 1 - | \Phi_b \rangle \langle \Phi_b | / \langle \Phi_b | \Phi_b \rangle is the projection
operator to construct states orthogonal to the ground
state. It should be noted anyhow \epsilon_{b, k}^{(l)}(k) has the energy
scale of U as we already mentioned.

The ground state of this Hamiltonian is exactly given by

$$| \Phi_{\text{nonint}}^{(0)} \rangle = \prod_j N \prod_l \left[ 1 - \frac{\zeta(\tilde{b}_l)^{(l)}(k = 0)}{\epsilon_{b, k}^{(l)}(k = 0)} \right] | \Phi_0 \rangle,$$

where | \Phi_0 \rangle is the vacuum of the exciton state derived from
a ground state of the Hubbard model at half filling in the
atomic limit.

In contrast to the ordinary coupled electron-phonon
or electron-photon systems, here the Bose-Einstein con-
densation of excitons occurs with macroscopic concen-
tration of bosons. The condensation amplitude is given by

$$\langle \tilde{b} \rangle = \zeta / \epsilon_{b, k}^{(l)}(k = 0).$$

Since \zeta is scaled by t_δ, the condensation has the amplitude \langle \tilde{b} \rangle scaled by t_δ/U, which is the same as the averaged kinetic energy obtained from the
first term in the right hand side of Eq. (2). \langle \tilde{b} \rangle contains
a constraint so that the initial states of the two sites
involved in the electron transfer are both singly occupied
in contrast to the kinetic energy term in the Hubbard
Hamiltonian. However, such a constraint is satisfied in
most sites of the Mott insulator and lightly doped Mott
insulator. U dependences of the kinetic energy (\propto 1/U)
are shown in Fig.1. The same scaling of \langle \tilde{b} \rangle \propto 1/U is
shown in comparison of Figs.1 and 2. The exciton den-
sity is scaled by \langle \tilde{b}^\dagger \tilde{b} \rangle \propto (t_δ/U)^2 and is the same as the
doubion or holon density \langle n_\uparrow n_\downarrow \rangle. The same scaling of
\langle \tilde{b}^\dagger \tilde{b} \rangle \propto 1/U^2 and the doubion density is confirmed in
Figs.1 and 2. (Note that the doublons are bound to the
holons in pair as the excitons in the Mott insulator and
therefore the density of doublon or holon is essentially
the same as the exciton density as one can see in Fig.2.)
See also the spatial correlation of the doublon and hole in
Fig.3, which shows that the doublon and hole are bound
mostly to the nearest neighbor site in the Mott insulator
at large U/t.

The difference from the conventional electron-phonon
and electron-photon coupled systems is that the “symme-
try breaking field” represented by \langle \tilde{b} \rangle is present and the
boson density is nonzero even in the ground state, if t_δ/U
is nonzero. Namely, this condensation is not the conse-
quence of spontaneous symmetry breaking. Although the
single exciton energy level is high in the order of U, \langle \tilde{b} \rangle
violating the exciton-number conservation introduces the
quantum fluctuation and generates the condensation.

Using the variational Monte Carlo method, we have
also calculated the ground-state average of the Fourier
transform Eq. (28) with the summation over \delta in Eq.(29)
Fig. 1. $t/U$ dependence of doublon density and kinetic energy per site for an example of the square-lattice Hubbard model at half filling. In this example, the next neighbor hopping is $t' = 0.5$ in the energy unit of the nearest neighbor transfer $t = 1$. The calculation was performed by using a method\(^{(30,51)}\) for finite temperatures. The data were obtained by using the HΦ code\(^{(52,53)}\) for $4 \times 4$ lattice with the periodic boundary condition at temperature $T = 0.09$, which already shows convergence to the ground state.\(^{(54)}\)

Fig. 2. $t/U$ dependence of kinetic energy $-E_K$, doublon density $D$, condensation amplitude $\langle b_j \rangle = \langle b_j \rangle$ and $\langle b_j^\dagger b_j \rangle$ (with the nearest neighbor pair at $j + \delta$ and $j$) per site for an example of the ground state of $8 \times 8$ square-lattice Hubbard model at half filling with the antiperiodic-periodic boundary condition. In this example, only the nearest neighbor hopping $t$ is nonzero and taken as the energy unit as $t = 1$. The calculation was performed by the variational Monte Carlo method.\(^{(56–58)}\) We employ the Gutzwiller-Jastrow factors, doublon-holon correlation factors, and the generalized pairing wave function with $2 \times 2$ sublattice structures. The error bars indicate the estimated statistical errors of the Monte Carlo sampling.

Fig. 3. Spatial correlation of the doublon and holon $C_{dh}(\vec{r} = \vec{r}_i - \vec{r}_j) = \langle n_{i\sigma} n_{i\sigma - 1} (1 - n_{i\sigma - 1}) \rangle$ for the Mott insulator at $U/t = 8$ for $8 \times 8$ Hubbard model with only the nearest neighbor hopping and taken as the energy unit as $t = 1$. It indicates that they are strongly bound mostly at the nearest neighbor site. Hubbard model on the square lattice with only the nearest neighbor transfer $t_\delta = 1$ and $U = 10$ for $8 \times 8$ lattice. The delta function peak of $\langle \tilde{b}_{k=0} \rangle = \langle \tilde{b}_{k=0} \rangle$ indicates the Bose-Einstein condensation of the exciton. Here the exciton is assumed as the nearest neighbor pair of the doublon and holon.

Fig. 4. The exciton condensation amplitude $\langle \tilde{b}_k \rangle = \langle \tilde{b}_k \rangle$ in the Brillouin zone of the momentum $k$ for the square lattice Hubbard model with the nearest neighbor transfer $t_\delta = 1$ at $U/t_\delta = 10$ at half filling. Here $a_x = a_y = 1$ is the lattice constant. The calculation was performed by using a multi-variable variational Monte Carlo method\(^{(56–58)}\) discussed in Sec.5.

The exciton has a local nature and has a hard core. In addition, the excitons are polarized and interact through the dipole interaction. We describe these interactions as

$$H_b^{\text{int}} = \sum_{i,j} \sum_{l,l'} V_{i,l} n_{b_{il}} n_{b_{jl'}}.$$  \((31)\)

We do not go into details of the interaction at this stage.
However, such interactions introduce the higher order terms in the Landau-Ginzburg expansion of the exciton, which leads to the Gross-Pitaevskii-type Hamiltonian given by

\[
H_0^{\text{eff}} = \zeta_1 (\langle \tilde{b}_1 \rangle + \langle \tilde{b}_1^\dagger \rangle^*) + \epsilon_b^{(1)}(k = 0)(\langle \tilde{b}_1 \rangle)^2
+ \sum_k \frac{k^2 \epsilon_b^{(1)}(k)}{2} |\langle \tilde{b}_1 \rangle|^2
+ \sum_{i,j} V_{ij} |\langle \tilde{b}_1 \rangle|^4
\]

(32)

for small \( k \). Here we assumed only one bound state for the exciton \( \{ N_0 = 1 \} \) in the insulator for simplicity and \( \langle \tilde{b}_1 \rangle \equiv \langle \tilde{b}_{j_1} \rangle \) is its uniform condensate amplitude. It enhances the amplitude of \( \langle \tilde{b}_1 \rangle \) when the quadratic term coefficient becomes negative, which is the ordinary route of the U(1) gauge symmetry breaking in the Bose-Einstein condensation.

We here note the relation of the exciton to the fermionic excitation. An electron (hole) constituting an exciton yields (after the breakup of the exciton), the upper and lower Hubbard bands. Note also that the creation of a particle as high-energy excitations as the upper and lower Hubbard bands. However, such a breakup of the exciton (and resultant upper and lower Hubbard bands) does not give the ordinary route of the Mott gap exciton (Frenkel exciton). Numerically, \( g_\delta, \alpha_\delta, \beta_\delta \) and \( \gamma_\delta \) (see Fig. 5) are variational parameters to be determined later.

Here, the variational ground state wavefunction \( |\Phi_0\rangle \) has to be given beforehand. We note that the form (33) can represent the particles for the Mott gap \( d_{\sigma}^{(MG)} \) and the quasiparticle as well, as we discuss later.

\[
d_{j,\sigma} = \sum_{\delta} d_{j,\delta,\sigma}^{\dagger}(33)
\]

and

\[
d_{j,\delta,\sigma}^{\dagger} \equiv \tilde{G}_{j,\delta,\sigma}^{(DP)} \tilde{c}_{j,\sigma}
\]

\[
\tilde{G}_{j,\delta,\sigma}^{(DP)} \equiv g_\delta^{(DP)} - \alpha_\delta^{(DP)} n_{j+\delta,-\sigma} - \beta_\delta^{(DP)} n_{j+\delta,\sigma} + \gamma_\delta^{(DP)} n_{j+\delta,\sigma} n_{j+\delta,-\sigma}
\]

(34)

where we expect \( g_\delta^{(DP)} \sim 1, \alpha_\delta^{(DP)} \) comparable to 2, and other parameters small, similarly to \( d_{j}^{(MG)} \) in Eq.(9), but the nonzero parameters at nonzero \( \delta \) is important to reflect the extension of the associated Wannier exciton distinct from the Mott gap exciton (Frenkel exciton). Numerically, \( g_\delta, \alpha_\delta, \beta_\delta \) and \( \gamma_\delta \) (see Fig. 5) are variational parameters to be determined later.

3. Electron (hole) bound to holon (doublon) as composite particles in the doped Mott insulator – dark fermion

When carriers are doped into the Mott insulator, the mutual screening weakens the binding potential of the doublon and holon and the mean distance of the bound doublon and holon (in the exciton) is expected to increase because of the increasing itinerancy. In this circumstance, because of the increase of the spatial extension of binding interaction range, the number of exciton bound level may increase with the addition of the Wannier-type excitonic states, (which is represented by \( \tilde{b}_j \) with \( l \geq 2 \) in the notation of Eq.(27)), which may have excitation energies much smaller than the Mott gap when the doping concentration increases.

Although the exciton is a bosonic excitation, a fermion called dark fermion can be generated from this Wannier-type exciton by its breakup. In analogy with the Mott gap fermion, this dark exciton is represented by the linear combination of spatially extended doublon creation operator at the singly occupied site and the “singlon” creation operator at the hole site. This dark fermion constitutes an in-gap state represented by the hole (particle)-type composite fermion if it becomes unbound into an exciton, which may be detected as the in-gap peak in the optical conductivity.\(^{55}\)

The creation of a composite particle (dark fermion) can be variationaly written as

\[
d_{j,\sigma} = \sum_{\delta} d_{j,\delta,\sigma}^{\dagger}(33)
\]

and

\[
d_{j,\delta,\sigma}^{\dagger} \equiv \tilde{G}_{j,\delta,\sigma}^{(DP)} \tilde{c}_{j,\sigma}
\]

\[
\tilde{G}_{j,\delta,\sigma}^{(DP)} \equiv g_\delta^{(DP)} - \alpha_\delta^{(DP)} n_{j+\delta,-\sigma} - \beta_\delta^{(DP)} n_{j+\delta,\sigma} + \gamma_\delta^{(DP)} n_{j+\delta,\sigma} n_{j+\delta,-\sigma}
\]

(34)

where we expect \( g_\delta^{(DP)} \sim 1, \alpha_\delta^{(DP)} \) comparable to 2, and other parameters small, similarly to \( d_{j}^{(MG)} \) in Eq.(9), but the nonzero parameters at nonzero \( \delta \) is important to reflect the extension of the associated Wannier exciton distinct from the Mott gap exciton (Frenkel exciton). Numerically, \( g_\delta, \alpha_\delta, \beta_\delta \) and \( \gamma_\delta \) (see Fig. 5) are variational parameters to be determined later.

Here, the variational ground state wavefunction \( |\Phi_0\rangle \) has to be given beforehand. We note that the form (33) can represent the particles for the Mott gap \( d_{\sigma}^{(MG)} \) and the quasiparticle as well, as we discuss later.

\[
|\Phi_0\rangle \equiv \tilde{G}_{j,\delta,\sigma}^{(DP)} \tilde{c}_{j,\sigma}
\]

\[
\tilde{G}_{j,\delta,\sigma}^{(DP)} \equiv g_\delta^{(DP)} - \alpha_\delta^{(DP)} n_{j+\delta,-\sigma} - \beta_\delta^{(DP)} n_{j+\delta,\sigma} + \gamma_\delta^{(DP)} n_{j+\delta,\sigma} n_{j+\delta,-\sigma}
\]

(34)

where we expect \( g_\delta^{(DP)} \sim 1, \alpha_\delta^{(DP)} \) comparable to 2, and other parameters small, similarly to \( d_{j}^{(MG)} \) in Eq.(9), but the nonzero parameters at nonzero \( \delta \) is important to reflect the extension of the associated Wannier exciton distinct from the Mott gap exciton (Frenkel exciton). Numerically, \( g_\delta, \alpha_\delta, \beta_\delta \) and \( \gamma_\delta \) (see Fig. 5) are variational parameters to be determined later.

The dispersion of the dark particle \( d \) is determined from the Fourier transform of

\[
i_{i-1}^{(d)} = \langle \Psi_{DP}(i)|H|\Psi_{DP}(j)\rangle/\langle\Psi_{DP}(i)|\Psi_{DP}(j)\rangle(35)
\]

where \( \langle \cdots \rangle \) expresses the average over the ground state \( |\Phi_0\rangle \) at half filling and can be estimated by an accurate estimate of the ground state wavefunctions, for example, by the variational Monte Carlo or tensor network method.\(^{56,59}\) The number of bound states of Wannier-type exciton generated upon doping can be larger than one, but in the following discussion, we assume just one Wannier-type state for simplicity in addition to the Frenkel-type exciton.

Even in the doped case, the strongly bound Frenkel exciton (and resultant upper and lower Hubbard bands)
may survive in the underdoped region, although it disappears in the overdoped region as well as the Wannier-type bound states. In addition, the quasiparticle extended in space independently appears as an electron (a hole) unbound from holes (doublons). Therefore we consider three types of fermionic excitations from the ground state of the doped Hubbard model in the particle- and hole-excitation side each. One is the quasiparticle (quasihole) excitation and the second is a dark fermion composed of an electron (hole) trapped around a hole (doublon). These two types of excitations exist only in the doped Mott insulator and do not exist in the Mott insulator. The third is an electron (hole) extracted from doublon (hole) in the Frenkel exciton and it constitutes upper (lower) Hubbard band.

We expect that the quasiparticle gains the kinetic energy because of its spatially extended nature, while the dark fermion may also have a low energy and at a local minimum as a bound state because the onsite Coulomb energy is lowered if the electron stays at a hole. These two states then are in competition and both may appear near the Fermi level as low-energy excitations. Their energies may depend on the doping concentration and momentum; the dark fermion may have an energy lower than the quasiparticle when the doping concentration becomes small, because the scale of the kinetic energy becomes smaller than the interaction energy, when the system approaches the Mott insulator.

4. Pseudogap Generation

A relevant question is whether the effective hamiltonian contains the instantaneous hybridization term $c_{i\sigma}^\dagger d_{j\sigma} + d_{j\sigma}^\dagger c_{i\sigma}$ as the process derivable from the original Hubbard model (or any other theoretical model for the cuprate superconductors), if $d$ is the proposed dark fermion, similarly to the case of Mott gap fermion. Namely, in the present candidate, $d$ represents an electron weakly bound to a holon, which constitutes a Wannier type exciton. There we expect that the holon and the electron are apart with a substantial distance in comparison to the Frenkel exciton.

In the Mott insulator, the above term can be generated directly in the first order process only when the original hamiltonian contains the long-ranged electron hopping term. If the hopping is restricted to short-ranged pairs such as the nearest neighbor sites, the first order process primarily generates only the Mott exciton (Frenkel exciton) as Eq.(24) and associated Mott gap particle $d^{\text{MG}}$. In other words, the density of Wannier excitons and the associated dark fermions is zero.

If the holes are doped, however, a quasiparticle may be trapped to the existing doped hole, while such a process happens only when doped holes, quasiparticles, and the Wannier-type excitonic bound state exist. Since the Frenkel excitons exist already in the Mott insulator, even in the limit of dilute hole density, the dark fermion $d$ can still be generated from the Frenkel exciton $b_1$ in a single-particle hopping process $t_{n\rightarrow j}d_{n\sigma}c_{j+\delta,\sigma}b_1^\dagger$, where a Frenkel-type exciton, bearing the component consisting of the doublon at the site $j$ and the holon at the site $j+\delta$, is annihilated and an unbound holon is recreated at the site $j+\delta$, together with the creation of a dark fermion at the site $n$.

This process is caused by the hopping of an electron from the site $j$ to $n$. Thanks to the condensational part of $b_1$, it generates an instantaneous term $t_{n\rightarrow j}d_{n\sigma}c_{j+\delta,\sigma}(b_1^\dagger)$, which is nothing but the hybridization term between $c$ and $d$. This is in sharp contrast with the conventional electron-phonon or electron-photon systems, where Eq.(6) does not generate Bose-Einstein condensation, since the phonons and photons disappear in the ground states in the normal condition in contrast to the real vacuum fluctuation in the Mott insulator. Even in the absence of the BEC, the bosons mediate the pairing as in the conventional weak-coupling BCS mechanism and the mass generation of quarks, while the strong-coupling superconductivity requires the instantaneous hybridization of fermions as we observed in the cDMFT study, where particle-hole bound states (excitons) generate the electron fractionalization into quasiparticles and dark fermions and their mutual hybridization causes the hybridization gap, one is the Mott gap and the other is the pseudogap. Superconductivity, a consequence of the particle-particle bound state (Cooper pair), is then boosted up by the dark fermions.

In the case of the pseudogap, the hybridization term is scaled by $t^2/U$, because $(b) = \langle b^\dagger \rangle$ is scaled by $t/U$. Then the resultant hybridization gap (namely the pseudogap) is scaled by $t^2/U$, which is much smaller than the Mott gap scaled by $U$.

We note that the hybridization gap proportional to $t(b) \propto t^2/U$ stays a constant even in the limit of small doping concentration in agreement with the experimental indication for the pseudogap energy, which increases but saturates with decreasing doping concentration. This is made possible because of the condensation of $b$ already present in the Mott insulator.

5. Basic Framework for Numerical Study

For the ground state, we can employ a variational wavefunction obtained, for instance, from variational Monte Carlo calculations, denoted as $\{\Phi_0\}$. Details of the variational Monte Carlo method are found in Ref. [56] and other improved possibilities are found in Refs. [59, 60].

5.1 Particle Excitations

5.1.1 Quasiparticle Excitation

The bare electron with spin $\sigma$ and momentum $k$ added to the ground state is

$$|\Psi_\sigma(k)\rangle = c_{k\sigma}^\dagger |\Phi_0\rangle, \quad (36)$$
where the creation operator for an electron with spin $\sigma$ and momentum $k$ is denoted by $c_{j\sigma}^\dagger$. The bare excitation energy of an electron is given by

$$E_{e}(k) = \frac{\langle \Psi_{e}(k)|H|\Psi_{e}(k) \rangle}{\langle \Psi_{e}(k)|\Psi_{e}(k) \rangle},$$

where $H$ is the Hubbard Hamiltonian.

The low-energy single-particle excitation is represented by a quasiparticle after the renormalization arising from many-body effects. We may assume the real-space operator as

$$|\Psi_{QP}(j)\rangle = \tilde{c}_{j\sigma}^\dagger |\Phi_{0}\rangle,$$  \hspace{1cm} (38)$$

$$\tilde{c}_{j\sigma}^\dagger = c_{j\sigma}^\dagger h + \sum_{\delta} u_{\delta} n_{j+\delta,-\sigma} c_{j\sigma}^\dagger$$  \hspace{1cm} (39)

to take into account primarily the local correlation, where $h_j$ and $u_\delta$ (see Fig. 5) are variational parameters to be determined. Here we assumed the translational invariance of $u_\delta$. Here and hereafter all the excited state such as $|\Psi_{e}(k)\rangle$ are taken to satisfy the normalization condition $\langle \Psi_{e}(k)|\Psi_{e}(k) \rangle = 1$.

However, here we assume more general form similarly to Eqs. (33) and (34) as

$$c_{j\sigma}^\dagger = \sum_{\delta} \tilde{c}_{j,\delta,\sigma}^\dagger,$$  \hspace{1cm} (40)

and

$$c_{j,\delta,\sigma}^\dagger \equiv G_{j,\delta,\sigma}^{QP} \tilde{c}_{j,\sigma}^\dagger,$$

$$G_{j,\delta,\sigma}^{QP} \equiv g_{\delta}^{QP} - \alpha_{\delta}^{QP} n_{j+\delta,-\sigma} - \beta_{\delta}^{QP} n_{j+\delta,\sigma}$$

$$+ \gamma_{\delta}^{QP} n_{j+\delta,\sigma} n_{j+\delta,-\sigma}.$$  \hspace{1cm} (41)

Although the variational form is taken to be the same between the dark particle and quasiparticle, after the variational determination without bias, $g_{\delta}^{QP}$ is expected to be dominant and $\alpha_{\delta}^{QP}$, $\beta_{\delta}^{QP}$ and $\gamma_{\delta}^{QP}$ are small parameters in contrast to the dark particle.

After the Fourier transform, the quasiparticle state may be given by

$$|\Psi_{QP}(k)\rangle = \tilde{c}_{k\sigma}^\dagger |\Phi_{0}\rangle = \frac{1}{\sqrt{N}} \sum_{j} \exp[ikr_{j}]|\Psi_{QP}(j)\rangle,$$  \hspace{1cm} (42)

where the creation operator of the quasiparticle excitation with spin $\sigma$ and momentum $k$ is denoted by $\tilde{c}_{k\sigma}^\dagger$.

5.1.2 Dark Particle

We assume that a dark fermion representing a bound state of an electron with a hole localized at the $j$-th site $\varepsilon_{c}^{23, 25, 38, 39, 61}$ is described by Eqs. (33) and (34).

We then obtain dark particle (composite particle) wave function

$$|\Psi_{DP}(j)\rangle = d_{j\sigma}^\dagger |\Phi_{0}\rangle,$$  \hspace{1cm} (43)

and

$$|\Psi_{DP}(k)\rangle = \frac{1}{\sqrt{N}} \sum_{j} \exp[ikr_{j}]|\Psi_{DP}(j)\rangle.$$  \hspace{1cm} (44)

5.1.3 Mott Gap Particle

The Mott gap particle $d_{j\sigma}^{(MG)}$ adiabatically connected to Eq. (9) in the atomic limit can also be represented in the form of Eqs. (33) and (34), with more localized nature than the dark particle and $\alpha_\delta$ close to 2 in the strong coupling region. Then we seek for

$$|\Psi_{MG}(j)\rangle = d_{j\sigma}^{(MG)\dagger} |\Phi_{0}\rangle,$$  \hspace{1cm} (45)

with

$$d_{j\sigma}^{(MG)\dagger} = \sum_{\delta} d_{j,\delta,\sigma}^{(MG)\dagger}.$$  \hspace{1cm} (46)

and

$$d_{j,\delta,\sigma}^{(MG)\dagger} \equiv G_{j,\delta,\sigma}^{(MG)} \tilde{c}_{j,\sigma}^\dagger,$$

$$G_{j,\delta,\sigma}^{(MG)} \equiv g_{\delta}^{(MG)} - \alpha_{\delta}^{(MG)} n_{j+\delta,-\sigma} - \beta_{\delta}^{(MG)} n_{j+\delta,\sigma}$$

$$+ \gamma_{\delta}^{(MG)} n_{j+\delta,\sigma} n_{j+\delta,-\sigma}.$$  \hspace{1cm} (47)

Its Fourier transform $|\Psi_{MG}(k)\rangle$ is given by

$$|\Psi_{MG}(k)\rangle = \frac{1}{\sqrt{N}} \sum_{j} \exp[ikr_{j}]|\Psi_{MG}(j)\rangle.$$  \hspace{1cm} (48)

5.1.4 Variational Determination of Orthonormalized Excitations

Because all the excitations are given in the same variational form, we obtain the quasiparticle, the dark particle and the Mott gap excitation at the same time in the following way: First, Calculate $3 \times 3$ matrix $N_{ij}(k,k') = \langle \Phi_{0}|(a_{i\dagger}(k)a_{j})(k'+a_{j\dagger}(k')a_{i}(k))|\Phi_{0}\rangle$ with the definition

$$a_{i}^{(A)}(k) = c_{i\sigma}^\dagger(k),$$

$$a_{i}^{(B)}(k) = d_{i\sigma}^\dagger(k),$$

$$a_{i}^{(C)}(k) = g_{i\sigma}^{(MG)\dagger}(k),$$

by assuming some initial conditions of the variational parameters. (Note that we now employ a set of variational parameters $g_{\delta}^{(A)}$, $\alpha_{\delta}^{(A)}$, $\beta_{\delta}^{(A)}$ and $\gamma_{\delta}^{(A)}$ for A = QP, DP, MG.) In the case of the Mott insulator, only two excitations instead of three in Eq.(49) are sufficient for the description of the basic dispersion of the upper Hubbard band.

Orthonormalization (diagonalization and normalization) of the matrix $N(k)$ by the unitary transformation $P(k)$ and normalization give $N(k,k') = P(k)N(k,k')P(k)^{-1} = \delta_{ij}\delta(k,k')N_{i}(k)$.
with the normalized eigenvector \( |\tilde{\Psi}_r(k)\rangle = \sum_j P_{j,r}(a_j^\dagger(k) + a_j^\dagger(k))|\Phi_0\rangle/\sqrt{N_r(k)} \) (Namely, \( \langle \Psi_i(k)|\tilde{\Psi}_r(k')\rangle = \delta_{ij}\delta(k,k') \), if the ground state \( |\Phi_0\rangle \) is given in a sector of fixed particle number (canonical ensemble).

Then by a unitary transformation \( U \) of the 3 component basis to diagonalize the energy matrix as \( f^\dagger = U a^\dagger \), the normal mode for the particle excitation \( f^\dagger \) satisfies

\[
E_{ij}(k) = \langle \Psi_i(k)|H|\Psi_j(k')\rangle = E_i\delta_{ij}\delta(k,k'),
\]

with the particle-type elementary excitation \( |\Psi_i(k)\rangle = f_i^\dagger(k)|\Phi_0\rangle \), where \( f \) satisfies the anticommutation relation \( \langle \Phi_0|(f^{(i)}(k)f^{(j)\dagger}(k') + f^{(j)}(k')f^{(i)\dagger}(k))|\Phi_0\rangle = \delta_{ij}\delta(k,k') \) and \( E_i \) is nonnegative by definition because of the nature of particle excitation.

The variational parameters may be determined to lower the lowest energy eigenvalue \( E_i \). However, there may be other ways of optimization of the excitations. For instance, to extract the physical picture of the Mott gap fermion and composite fermion (dark fermion), one can alternatively first take \( \zeta_s^{(QP)} = 0 \) or \( \zeta_s^{(QH)} = 0 \), for \( \zeta = \alpha, \beta, \gamma \), which is the bare electron/hole. The other excitations can be obtained so that they are orthogonal to it at each momentum.

Note that the determination of the variational parameters can be done only by using the matrix elements of the ground state \( |\Phi_0\rangle \) as listed in Appendix, which can be calculated before the procedure of the determination of the variational parameters. Once the ground state wavefunction is optimized, these matrix elements can be calculated by using it. The variational parameters for the excitations, \( g_{\delta}^{(A)}, \alpha_\delta, \beta_\delta \) and \( \gamma_\delta^{(A)} \) are optimized afterwards by using the above matrix elements in the ground state.

### 5.1.5 Renormalization Factor and Line Width

The renormalization factor \( Z_i \) for the particle excitation \( f_i^\dagger \) can be calculated by the inertial product

\[
Z_i = |\langle \Psi_i(k)|e^\dagger c_{k,\sigma}|\Phi_0\rangle|^2.
\]

The line width is related to the life time of the elementary excitation. Here, the width can be calculated from

\[
\langle A_i(k,\omega) \rangle = \int d\omega e^{i\omega t}\langle \Phi_0|e^{iHt}c_{k,\sigma}|\Psi_i(k)\rangle,
\]

\[
\langle \Psi_i(k)|e^{iHt}c_{k,\sigma}|\Phi_0\rangle,
\]

When we assume the ground state energy of \( |\Phi_0\rangle \), \( E_0 \), the average over \( |\Psi_i(k)\rangle \) leads to

\[
\langle A_i(k,\omega) \rangle = Z_i \int d\omega e^{i\omega t}E_i\langle \Psi_i(k)|e^{iHt}|\Phi_0\rangle,
\]

By rewriting \( \langle \Psi_i(k)|e^{iHt}|\Psi_i(k)\rangle \) as \( (e^{iHt})_i \), it is simplified to

\[
A_i(k,\omega) = Z_i \int d\omega e^{i(\omega+E_0-E_i)t}e^{-\Delta E_i^2t^2},
\]

up to the second cumulant, where \( E_i = \langle H_i \rangle \) and \( \Delta E_i^2 = \langle H_i^2 \rangle - \langle H_i \rangle^2 \). After the Fourier transform, we obtain a Gaussian

\[
A_i(k,\omega) = Z_i \exp[-(\omega+E_0-E_i)^2/\Delta E_i^2],
\]

with the width \( \Delta E_i \).

### 5.2 Hole Excitation

The formalism for hole excitations can be obtained by a straightforward extension of the particle excitations. Note that the optimized excitations are not necessarily the simple particle hole conjugate. Instead, the quasihole \( c_{k,\sigma}^\dagger \), dark hole \( d^{(b)} \) and Mott-gap hole \( d^{(\text{MG})} \) may be obtained in a procedure similar to the particle excitations but independently of them. The renormalization factor of a hole is given from

\[
Z_i = |\langle \Psi_i(k)|c_{k,\sigma}|\Phi_0\rangle|^2.
\]

### 6. Discussion

#### 6.1 Bistability, Attraction and Competing Order

Fig. 6. Schematic illustration for doping concentration dependence of chemical potential and energy. Dashed line gives the Maxwell construction for the phase separation.

Since quasiparticle (quasihole) and composite fermion (dark fermion) are both low-energy excitations in both sides of underdoped hole and electron doping regions, they have bistability and the relative stability may change with evolution of doping according as the level shift of \( d \) relative to \( c \). As we mentioned in the end of Sec. 3 and in the end of Sec. 4, the dark fermion is expected to be more stable in the smaller doping region and the quasiparticle becomes stable in the higher doping. Accordingly, in the intermediate doping region, the energy to add a hole (electron) becomes relatively
high and the chemical potential is expected to have a peak structure schematically shown in Fig.6(a) which results in the tendency for the phase separation indicated by the Maxwell construction. This is also understood from the energy curve in Fig.6(b). Such doping dependences have indeed been observed in numerical results.\cite{42}

The diverging charge compressibility \( (d^2 E/d\delta^2)^{-1} \) triggers the phase separation\cite{63} and the resultant phase separation have been extensively studied in other studies as well.\cite{40, 64–71} Even in the case of the iron-based superconductors, such tendency has been pointed out in the \textit{ab initio calculation},\cite{72} suggesting a universal underlying mechanism of high \( T_c \) superconductivity. Recent refined numerical results suggest that the charge inhomogeneity emerges as charge/spin stripes at least in a part of phase separation region.\cite{59, 73–76} Although the configuration depends on the details (band structure, interaction and its spatial range, doping concentration etc.) the tendency for the electronic inhomogeneity is robust. In real compounds with long-ranged Coulomb interaction, the macroscopic phase separation is of course prohibited and some real space configuration of the charge inhomogeneity including the stripe\cite{4} and patch structure\cite{12} may appear depending on the detailed experimental condition.

Since the energy shown in Fig. 6(b) has a negative curvature, the total electronic energy is expanded as

\[
E = E_0 + a\delta + b\delta^2 + \cdots
\]  

(57)

in terms of the doping concentration \( \delta \) dependence with \( b < 0 \). This means that the effective carrier interaction is attractive. It is reasonable because the phase separation or charge inhomogeneity including the stripe order is driven by the effective attraction of carriers and such attraction simultaneously helps the Cooper pairing and resultant strong-coupling superconductivity, as is observed numerically as a severe competition of the stripe and charge homogeneous \( d \)-wave superconducting state.\cite{62} It is the characteristics of the strong-coupling superconductivity, where the retardation effect is small and the coherence length is small as well, requiring more or less instantaneous attraction of carriers for the Cooper pair formation. This is far different from the conventional BCS superconductivity.

The bistability is interpreted as the origin of this effective attraction, while it can also be interpreted by the Mottness, where the kinetic energy is lowered in a nonlinear fashion with evolution of doping.\cite{62} In the Mott insulator the kinetic energy gain arising from the itinerancy of electrons is suppressed while its gain increases nonlinearly upon doping by the recovery of the electron coherence. This is equivalent to the switch of the character of the carriers from the dark particles to quasiparticles with the doping evolution.

Although the carrier consists of single component in the single-band Hubbard model, we find a sort of “fractionalization” of electrons into the dark particle and quasiparticle. However, these two excitations are not a true eigenstate because of their interactions and their hybridization. This can be studied in variational numerical studies in the present formalism. In other words, the hybridization introduces the life time of quasiparticle and dark particle by their mutual transformation, namely the hybridization, generating the two types of hybridization gap, Mott gap and the pseudogap. Numerical results will be reported elsewhere.

In the literature, several different types of “fractionalization” have been studied. An example is the slave boson formalism.\cite{37–39} The present dark fermion has a clear physical picture. In the Mott insulator, the Mott gap fermion \( \delta^{(MG)} \) and the original electron \( c \) constitute a well defined two-component system. In the atomic limit, the fractionalization is exactly established, where the full Hilbert space of the Hubbard model (namely, interacting fermions) is remarkably and precisely mapped to the Hilbert space of a noninteracting two-component fermion model in the restricted particle number sector. The doped system involves an additional weakly bound exciton as a composite object, not the decomposition of the single electron as in the slave bosons and in principle experimentally detectable.

6.2 Experimental Challenge

To verify the electronic structure unique in the present mechanism, we need a refined experimental tool and analysis beyond the existing probes. A way to extract the normal and anomalous part of the single-particle electron self-energy separately and examine whether their cancellation occurs in the contribution to the Green’s function in the superconducting phase will be a smoking gun for the present mechanism, which has been discussed before.\cite{27, 28} In addition, it is important to figure out the ultrafast charge dynamics to characterize and confirm the present picture of two types of excitons and associated dark fermion dynamics. In particular, a challenging issue is the detection of the exciton condensation and its dynamics expected in the Mott insulating as well as in the underdoped regions. The resonant inelastic X-ray scattering (RIXS),\cite{77–81} Raman scattering\cite{82, 83} and momentum-resolved electron energy loss spectroscopy (MEELS)\cite{84} are promising tools for this purpose, if the energy and momentum resolutions are sufficient.
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Appendix A: Mapping between the two-component fermion model and the Hubbard model at half filling in the atomic limit

We consider the Hubbard $U$ term

$$
\mathcal{H}_U = U n_\uparrow n_\downarrow
$$

with $n_\sigma = c_\sigma \dagger c_\sigma$. We introduce the Mott-gap fermion

$$
\tilde{d}_\sigma = c_\sigma (1 - 2n_{-\sigma}),
$$

together with

$$
\tilde{c}_\sigma = c_\sigma.
$$

For the spin $\sigma$ part, Eq.(A-1) can be rewritten as

$$
\mathcal{H}_{\text{TCFM}} = \mathcal{H}(c) + \mathcal{H}(d) + \mathcal{H}(\tilde{c} \tilde{d}),
$$

where

$$
\mathcal{H}(c) = \epsilon_\sigma \tilde{c}_\sigma \dagger \tilde{c}_\sigma,
$$

$$
\mathcal{H}(d) = \epsilon_d \tilde{d}_\sigma \dagger \tilde{d}_\sigma,
$$

$$
\mathcal{H}(\tilde{c} \tilde{d}) = \Lambda (\tilde{c}_\sigma \dagger \tilde{d}_\sigma + H. c.),
$$

and $\Lambda = U/2$, as derived in the spectrum of Eq.(A-12). In general, one can show

$$
G_{c_\sigma, c_\sigma}(\omega) = \frac{1}{\omega - \epsilon_c - \frac{\Lambda^2}{\omega - \epsilon_d}},
$$

$$
G_{c_\sigma, d_\sigma}(\omega) = G_{d_\sigma, c_\sigma}(\omega) = \frac{1}{\omega - \epsilon_\sigma}(\omega - \epsilon_d - \Lambda^2)
$$

Then from Eq.(A-3), we obtain

$$
G_{\tilde{c}_\sigma, \tilde{c}_\sigma}(\omega) = \frac{1}{\omega - \epsilon_\tilde{c}},
$$

$$
G_{\tilde{d}_\sigma, \tilde{d}_\sigma}(\omega) = \frac{1}{\omega - \epsilon_\tilde{d} - \frac{\Lambda^2}{\omega - \epsilon_\tilde{c}}}
$$

This is equivalent to the Green’s function of Eq.(A-1) when we shift the constant energy $\omega = U/2 \rightarrow \omega$. The constant energy shift may be interpreted as that to adjust the chemical potential. The self-energy has the correct form as well:

$$
\Sigma(\omega) = \frac{\omega^2}{\omega - \frac{U}{2}}.
$$
In this way, exact correspondence is established between the two-component fermion model (A-4) and the Hubbard model for the half-filled ground state as well as for single-particle excitations from it. Namely, the full Hilbert space of the Hubbard model in the atomic limit is equivalent to the two-component fermion model in the particle number sector from 1 to 3.

**Appendix B: Matrix Elements for Construction of Wavefunction**

In practical calculations, we need to calculate

\[ \Gamma_1(j; n) = \langle c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-1) \]

\[ \Gamma_2(j, \delta_1, \sigma'; n, \delta_2, \sigma'' = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma''} \rangle, \quad (B-2) \]

\[ \Gamma_3(j; n, \delta_2, \sigma') = \langle c_{j,\sigma} c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma'} \rangle, \quad (B-3) \]

\[ \Gamma_4(j, \delta_1, \sigma'; \sigma; n) = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-4) \]

\[ \Gamma_5(j; n) = \langle c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-5) \]

\[ \Gamma_6(j, \delta_1, \sigma'; \sigma; n, \delta_2, \sigma'') = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma''} \rangle, \quad (B-6) \]

\[ \Gamma_7(j; n, \delta_2, \sigma') = \langle c_{j,\sigma} c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma'} \rangle, \quad (B-7) \]

\[ \Gamma_8(j, \delta_1, \sigma'; \sigma; n) = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-8) \]

\[ \Gamma_9(j, \delta_1; \sigma; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-9) \]

\[ \Gamma_{10}(j, \delta_1; \sigma; n, \delta_2, \sigma') = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-10) \]

\[ \Gamma_{11}(j, \delta_1; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-11) \]

\[ \Gamma_{12}(j, \delta_1; \sigma; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-12) \]

\[ \Gamma_{13}(j, \delta_1; \sigma; n, \delta_2, \sigma') = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-13) \]

\[ \Gamma_{14}(j, \delta_1; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} c_{j,\sigma} c_{n,\sigma}^\dagger \rangle, \quad (B-14) \]

\[ \Xi_1(j; n) = \langle c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-15) \]

\[ \Xi_2(j, \delta_1, \sigma'; \sigma; n, \delta_2, \sigma'') = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} H c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma''} \rangle, \quad (B-16) \]

\[ \Xi_3(j; n, n, \delta_2, \sigma') = \langle c_{j,\sigma} H c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma'} \rangle, \quad (B-17) \]

\[ \Xi_4(j, \delta_1, \sigma'; \sigma; n) = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-18) \]

\[ \Xi_5(j; n) = \langle c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-19) \]

\[ \Xi_6(j, \delta_1, \sigma'; \sigma; n, \delta_2, \sigma'') = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} H c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma''} \rangle, \quad (B-20) \]

\[ \Xi_7(j; n, n, \delta_2, \sigma') = \langle c_{j,\sigma} H c_{n,\sigma}^\dagger n_{n+\delta_2,\sigma'} \rangle, \quad (B-21) \]

\[ \Xi_8(j, \delta_1, \sigma'; \sigma; n) = \langle n_{j+\delta_1,\sigma'} c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-22) \]

\[ \Xi_9(j, \delta_1; \sigma; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-23) \]

\[ \Xi_{10}(j, \delta_1; n, \delta_2, \sigma') = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-24) \]

\[ \Xi_{11}(j, \delta_1; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-25) \]

\[ \Xi_{12}(j, \delta_1; \sigma; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-26) \]

\[ \Xi_{13}(j, \delta_1; \sigma; n, \delta_2, \sigma') = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-27) \]

\[ \Xi_{14}(j, \delta_1; n, \delta_2) = \langle n_{j+\delta_1,\sigma} n_{j+\delta_1,\sigma} - c_{j,\sigma} H c_{n,\sigma}^\dagger \rangle, \quad (B-28) \]

\[ \text{where the average of an operator } A, \langle A \rangle \text{ is defined as} \]

\[ \langle A \rangle = \frac{\langle \Phi_0 | A | \Phi_0 \rangle}{\langle \Phi_0 | \Phi_0 \rangle} \quad (B-29) \]

We note the symmetries such as

\[ \Theta_1(j; n) = \Theta_1(n; j)^*, \quad (B-30) \]

\[ \Theta_2(j, \delta_1; n, \delta_2) = \Theta_2(n, \delta_2, j, \delta_1)^*, \quad (B-31) \]

\[ \Theta_3(j; n, \delta_2) = \Theta_4(n, \delta_2; j)^*, \quad (B-32) \]
\[ \Theta_5(j; n) = \Theta_5(n; j)^*, \quad (B-33) \]
\[ \Theta_6(j, \delta_1; n, \delta_2) = \Theta_6(n, \delta_2, j, \delta_1)^*, \quad (B-34) \]
\[ \Theta_7(j; n, \delta_2) = \Theta_8(n, \delta_2; j)^*, \quad (B-35) \]
\[ \Theta_9(j, \delta_1; n, \delta_2, \alpha_{\delta_1}, \alpha_{\delta_2}, \beta_{\delta_1}, \beta_{\delta_2}) = \Theta_9(n, \delta_2; j, \delta_1, \alpha_{\delta_2}, \alpha_{\delta_1}, \beta_{\delta_2}, \beta_{\delta_1})^*, \quad (B-36) \]
\[ \Theta_{10}(j, \delta_1; n, \delta_2, \alpha_{\delta_1}, \alpha_{\delta_2}, \beta_{\delta_1}, \beta_{\delta_2}) = \Theta_{10}(n, \delta_2; j, \delta_1, \alpha_{\delta_2}, \alpha_{\delta_1}, \beta_{\delta_2}, \beta_{\delta_1})^*, \quad (B-37) \]

where \( \Theta \) is either \( \Gamma \) or \( \Xi \).

The Fourier transform is defined for both \( \Theta = \Gamma \) and \( \Theta = \Xi \) by

\[ \Theta_m(k) = \frac{1}{\sqrt{N}} \sum_j \exp[\imath(kr_j - r_n)] \Theta_m(j, n), \]

for \( m = 1, 5, \) (B-38)

\[ \Theta_m(k, \delta_1) = \frac{1}{\sqrt{N}} \sum_j \exp[\imath(kr_j - r_n)] \Theta_m(j; n, \delta_1), \]

for \( m = 3, 7, \) (B-39)

\[ \Theta_m(k, \delta_2) = \frac{1}{\sqrt{N}} \sum_j \exp[\imath(kr_j - r_n)] \Theta_m(j; \delta_2, \delta_1), \]

for \( m = 4, 8, \) (B-40)

\[ \Theta_m(k, \delta_1, \delta_2) = \frac{1}{\sqrt{N}} \sum_j \exp[\imath(kr_j - r_n)] \Theta_m(j, \delta_1; \delta_2), \]

for \( m = 2, 6, \) (B-41)

\[ \Theta_m(k, \delta_1, \delta_2; \alpha_{\delta_1}, \alpha_{\delta_2}, \beta_{\delta_1}, \beta_{\delta_2}) = \frac{1}{\sqrt{N}} \sum_j \exp[\imath(kr_j - r_n)] \Theta_m(j, \delta_1; \delta_2; \alpha_{\delta_2}, \alpha_{\delta_1}, \beta_{\delta_2}, \beta_{\delta_1}) \]

for \( m = 9, 10, \) (B-42)

We used the translational invariance: \( \Xi_m(j, n) \) and \( \Gamma_m(j, n) \) depend only on \( r_j - r_n \).
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