ORBITS OF REAL SEMISIMPLE LIE GROUPS
ON REAL LOCI OF COMPLEX SYMMETRIC SPACES
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Abstract. Let $G$ be a complex semisimple algebraic group and $X$ be a complex symmetric homogeneous $G$-variety. Assume that both $G$, $X$ as well as the $G$-action on $X$ are defined over real numbers. Then $G(\mathbb{R})$ acts on $X(\mathbb{R})$ with finitely many orbits. We describe these orbits in combinatorial terms using Galois cohomology, thus providing a patch to a result of A. Borel and L. Ji.

Introduction

In many classification problems of algebra and geometry, it often happens that a classification of objects of a given type over a non-algebraically closed field $k$ is finer than over the algebraic closure $\overline{k}$: an equivalence class over $\overline{k}$ may split into several (even possibly infinitely many) equivalence classes over $k$. One classical example when such a situation occurs is given by the classification of quadratic forms over real and complex numbers.

In the language of algebraic transformation groups, this situation is usually formalized as follows. Let $G$ be an algebraic group and $X$ be a homogeneous $G$-variety, both defined over $k$. Then $G(\overline{k})$ acts on $X(\overline{k})$ transitively, while $G(k)$ may have several orbits on $X(k)$. A natural problem is to classify these orbits. One standard tool for solving this kind of problem is Galois cohomology. In what follows we restrict ourselves to the case $k = \mathbb{R}$, $\overline{k} = \mathbb{C}$, as in the above example. In this case, the general Galois cohomology theory is greatly simplified.

In particular, suppose that $G$ is a connected semisimple algebraic group defined over $\mathbb{R}$ and $X$ is a symmetric homogeneous $G$-variety. This means that the stabilizer of any point of $X$ is a symmetric subgroup of $G$, i.e., coincides, up to connected components, with the fixed point subgroup of an involution on $G$. The classification of orbits on the real locus of a symmetric homogeneous variety was studied by A. Borel and L. Ji in [BJ, Chap. 6]. Unfortunately, some essential arguments are missing therein and Theorem II.6.5 in loc. cit. does not hold in general.
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In this note, we give a corrected description of $G(\mathbb{R})$-orbits in $X(\mathbb{R})$. Our approach follows that of [BJ, Chap. 6]; it is based on Galois cohomology. The most important difference is that our description of orbits involves an action of the normalizer of a certain subtorus by twisted conjugation instead of the usual action of the respective Weyl group in [BJ, Thm. II.6.5]. Thus this note may be considered as a patch for [BJ, Chap. 6].

The description of orbits on the real locus of a symmetric homogeneous variety which we obtain can be reformulated in more geometric terms without any use of Galois cohomology. From this geometric perspective, it is natural to address the problem of extending the classification of real orbits from symmetric varieties to a more general class of spherical homogeneous spaces. We address this question in our work in progress; this will be developed elsewhere.

The paper is organized as follows. In Section 1 we introduce basic notation and conventions which we use throughout the paper. In Section 2 we collect some basic facts about symmetric spaces defined over real numbers (which are sometimes called semisimple symmetric spaces). They include conjugacy of $\mathbb{R}$-split tori, the description of the little Weyl group, and some product decompositions of groups related to symmetric spaces. Generalities on Galois cohomology are recalled in Section 3. Our main result on the description of orbits in real loci of symmetric spaces is obtained in Section 4. Theorem 4.1 gives such a description in terms of Galois cohomology; our geometric interpretation of this statement can be read in Theorem 4.3.
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1. Notation, terminology, and conventions

1.1. The ground field is $\mathbb{C}$. Complex algebraic varieties and groups are identified with the sets of their complex points. For an algebraic variety $Y$ defined over $\mathbb{R}$ its set of real points is denoted by $Y(\mathbb{R})$. The real structure on $Y$ is determined by the action of the Galois group $\text{Gal}(\mathbb{C}/\mathbb{R})$ on $Y(\mathbb{C}) = Y$, i.e., by the complex conjugation map, which is denoted as $y \mapsto \bar{y}$ unless otherwise specified. Note that $y \in Y(\mathbb{R})$ if and only if $y = \bar{y}$.

Algebraic groups are denoted by capital Latin letters and their Lie algebras are denoted by respective lowercase German letters. The identity component of an algebraic group $L$ is denoted by $L^\circ$. 
1.2. Given a semisimple connected linear algebraic group $G$ defined over $\mathbb{R}$, we consider a symmetric homogeneous $G$-variety $X$ defined over $\mathbb{R}$. “Symmetric” means that the stabilizer $H = G_{x_0}$ of any point $x_0 \in X$ is a symmetric subgroup of $G$, i.e., $H^\circ = (G^\theta)^\circ$, where $G^\theta \subset G$ is the subgroup of fixed points of an involutive automorphism $\theta$ of $G$.

If $G$ is simply connected (to which case we can always reduce by taking a universal cover of $G$), then $G^\theta$ is connected [St, 8.1] and $H$ is any subgroup between $G^\theta$ and the normalizer in $G$ of $G^\theta$. At the other extreme, if $G$ is adjoint, then $G^\theta$ is self-normalizing [Vu2, 2.2] and $H$ is any subgroup of $G^\theta$ containing the identity component $(G^\theta)^\circ$.

1.3. We assume the real locus $X(\mathbb{R})$ is not empty and choose a base point $x_0 \in X(\mathbb{R})$. Then $H = G_{x_0}$ is defined over $\mathbb{R}$. This assumption fits into the setting of [BJ, Chap. 6], since Borel and Ji start with a so-called semisimple real symmetric space and take its complexification.

Let $\sigma$ denote the real structure (complex conjugation) on $G$, i.e., $\sigma(g) = \overline{g}$, $\forall g \in G$. Then $G^\sigma = G(\mathbb{R})$ is the Lie subgroup of real points in $G$. It is connected whenever $G$ is simply connected [GOV, Chap. 4, Thm. 2.2]. The real structure on $X \simeq G/H$ is given by $x = gx_0 \mapsto \overline{x} = \sigma(g)x_0$.

1.4. Choose a Cartan involution $\tau$ on $G$ compatible with $H$ and with the real structure. This is always possible, see, e.g., [GOV, Chap. 4, 3.3, Cor. 3]. The subgroups $G^\tau$ and $H^\tau$ are compact real forms of $G$ and $H$, respectively. The involutions $\theta, \sigma, \tau$ pairwise commute.

Let $\omega = \sigma \tau, \theta^* = \theta \omega, \sigma^* = \sigma \theta, \tau^* = \tau \theta$ be the other involutions generated by $\theta, \sigma, \tau$. The involutions $\theta, \omega, \theta^*$ are holomorphic whereas $\sigma, \tau, \sigma^*, \tau^*$ are antiholomorphic. Put $H^* = G^{\sigma^*}$, yet another symmetric subgroup of $G$ defined over $\mathbb{R}$.

Let $g^{\pm, \pm \sigma, \pm \theta, \pm \tau}$ denote the common eigenspaces for $\sigma, \theta, \tau$ acting on $g$ with eigenvalues $\pm 1$ for the respective choices of signs. They are pairwise orthogonal with respect to the Killing form of $g$ considered as a real Lie algebra. In the picture below, these eight eigenspaces are represented by boxes as follows: an indication $\iota$ or $-\iota$ in a box means that an involution $\iota$ acts on the respective eigenspace with eigenvalue 1 or $-1$, respectively.

\[
\begin{bmatrix}
\sigma, -\tau & -\sigma, \tau \\
\theta, -\omega, -\theta^* & -\theta, -\omega, \theta^* \\
-\sigma, -\tau & -\sigma, -\tau \\
\theta, \omega, \theta^* & -\theta, \omega, -\theta^*
\end{bmatrix}
\]
We specify eigenvalues only for those involutions which are essential for the sequel. Similar notation is used for eigenspaces of other commuting sets of involutions.

1.5. Let $T \simeq (\mathbb{C}^\times)^r$ be a complex algebraic torus. There is a unique polar decomposition $T = T^+ \times T^-$, where $T^+ \simeq (\mathbb{R}^+)^r$, $T^- \simeq (S^1)^r$, $T^-$ is the maximal compact subgroup of $T$, and $t^- = it^+$.

For any subgroup $S \subseteq T$, we denote by $2S \subseteq S$ the set of elements of order $\leq 2$ and by $S^2$ the set of squares in $S$; both sets are subgroups and $2S$ is the kernel of the epimorphism $S \to S^2$, $s \mapsto s^2$. For instance, $\mathbb{C}^\times^r = \mathbb{C}^\times^r$.

Given an involutive (anti)holomorphic automorphism $\varphi$ of $T$, we say that $T$ is $\varphi$-split if $\varphi$ acts on $T^-$ as the inversion. In the holomorphic case, this means that $\varphi$ acts on the whole $T$ as the inversion. In the antiholomorphic case, $\varphi$ fixes $T^+$ pointwise and defines the real structure on $T$ such that $T(\mathbb{R}) = T^+ \times 2T^- \simeq (\mathbb{R}^\times)^r$. In this case, we also say that $T$ is $\mathbb{R}$-split, assuming that the real structure is fixed.

A reductive algebraic group over $\mathbb{R}$ is $\mathbb{R}$-split if it contains an $\mathbb{R}$-split maximal torus (defined over $\mathbb{R}$).

2. Generalities on symmetric spaces

In this section, we collect some general results on the structure of symmetric spaces defined over real numbers. Our basic reference is [Ro].

2.1. Conjugacy of $\mathbb{R}$-split tori. Choose a maximal Abelian real Lie subalgebra $t_+^1 \subseteq g^{\omega, -\theta, -\tau}$ and extend it to a maximal Abelian real Lie subalgebra $t^+ = t_0^+ \oplus t_1^+ \subseteq g^{\omega, -\tau}$. (Here $t_p^+$ is the $(-1)^p$-eigenspace of $\theta$ in $t^+$.) Let $t = t_0 \oplus t_1$ be the complexification of $t^+$. The positions of these subalgebras with respect to the decomposition (1.1) are indicated in the following picture:

![Diagram](image.png)

**Theorem 2.1.** The Lie algebra $t$ (resp. $t_1$) is an $\mathbb{R}$-split maximal toral subalgebra in $g^{-\omega}$ (resp. in $g^{-\theta, -\omega}$). All maximal toral subalgebras in $g^{-\omega}$ (resp. in $g^{-\theta, -\omega}$) are conjugate to $t$ (resp. $t_1$) under $G^\omega$ (resp. $H^\omega$). All maximal $\mathbb{R}$-split toral subalgebras in $g$ (resp. in $g^{-\theta}$) are conjugate to $t$ (resp. $t_1$) under $G^\theta$ (resp. $H^\theta$). Finally, all maximal $\mathbb{R}$-split toral subalgebras in $g^{-\omega}$ (resp. in $g^{-\theta, -\omega}$) are conjugate to $t$ (resp. $t_1$) under $G^{\omega, \tau}$ (resp. $H^{\omega, \tau}$).

**Proof.** The first claim about $t$ and $t_1$ is clear, since $t^+$ (hence $t$) consists of semisimple elements, and both $t$ and $t_1$ are self-centralizing in $g^{-\omega}$ and $g^{-\theta, -\omega}$, respectively. The conjugacy of maximal toral subalgebras
in \( g^{\omega} \) and \( g^{-\theta, -\omega} \) is a well-known fact about complex symmetric spaces \( G/G_{\omega} \) and \( H^*/H^\omega \) \([Vu1]\) 1.3. The claims about conjugacy of maximal \( \mathbb{R} \)-split toral subalgebras with \( t \) or \( t_1 \) are reduced to conjugacy of their “non-compact parts” with \( t^+ \) or \( t_1^+ \). The latter for maximal \( \mathbb{R} \)-split toral subalgebras in \( g \) and \( g^{-\omega} \) is a classical fact about the Riemannian symmetric space \( G^*/G^\omega \) \([GOV] \) Chap. 4, Thm. 4.1]. And for maximal \( \mathbb{R} \)-split toral subalgebras in \( g^{-\theta} \) and \( g^{-\theta, -\omega} \), it is \([Ro] \) Thm. 1, Cor. 3].

\[ \square \]

**Corollary 2.2.** If \( G \) is \( \mathbb{R} \)-split, then \( t \) is a Cartan subalgebra of \( g \) and \( t_1 \) is a maximal toral subalgebra in \( g^{-\theta} \).

**Proof.** The only thing requiring an explanation is that \( t_1 \) is a maximal toral subalgebra in \( g^{-\theta} \). Replacing \( G \) with \( Z_G(t_1) \), we may assume that \( t_1 \) is central in \( g \). Hence the derived subalgebra \( g' \) has zero intersection with \( g^{-\theta, -\omega} \). It follows that each indecomposable \((\theta, \omega)\)-stable factor \( g_i \subseteq g' \) sits either in \( g^{\theta} = h \) or in \( g^{\omega} \). (Otherwise the kernel of the adjoint action of \( g_i^\theta \) on \( g_i^{-\omega} \) would be a non-trivial \((\theta, \omega)\)-stable ideal in \( g_i \), containing \( g_i^{-\theta} \).) In the latter case \( G_i \) is anisotropic (i.e., contains no \( \mathbb{R} \)-split tori), whence \( G \) is not \( \mathbb{R} \)-split, a contradiction. Hence \( g \subseteq h \oplus t_1 \), and the corollary follows.

\[ \square \]

**Remark.** The arguments in the above proof show that, even if \( G \) is not \( \mathbb{R} \)-split,

\begin{align}
Z_G(T_1) &= Z_H(T_1) \circ Z_G^{-\omega}(T_1) \circ T_1, \\
Z_G^*(T_1) &= Z_H^*(T_1) \circ Z_{G^*}(T_1) \circ T_1^+. 
\end{align}

Indeed, by the above, this holds on the level of Lie algebras, and both \( Z_G(T_1) \) and \( Z_G^*(T_1) \) are connected.

2.2. **Weyl groups.** The set of nonzero eigenweights of \( t_1 \) in \( g \) (or of \( t_1^+ \) in \( g^\sigma \)) is a (possibly non-reduced) root system. We call it the **real root** system of \( X \) and its Weyl group \( W_0 \) the **real little Weyl group** of \( X \). If \( G \) is \( \mathbb{R} \)-split, then, by Corollary 2.2, we get the usual restricted root system and the little Weyl group of the (complex) symmetric space \( X \) \([Ri] \) §4].

**Lemma 2.3.** \( W_0 \) is identified with \( N_S(t_1)/Z_S(t_1) = N_S(t_1^+)/Z_S(t_1^+) \), where \( S \) is any of the groups \( G, H, G^\sigma, G^*, H^*, G^{\sigma, *} \).

**Proof.** For \( S = G^\sigma \) or \( G^{\sigma, *} \) this is \([Ro] \) Thm. 5]. In general, we have to prove two things.

First, we shall show that each root reflection \( r_\alpha \in W_0 \) comes from an element in \( H^* \) or \( G^{\sigma, *} \) normalizing \( t_1 \). As in \([Ro] \), we use \( SL_2 \)-theory.

The root subspaces \( g_{\pm \alpha} \) are interchanged by \( \theta, \omega \) and preserved by \( \theta^* \), hence decompose into the direct sum of \((\pm 1)\)-eigenspaces of \( \theta^* \). The decompositions of any \( \xi \in g_0^{\theta^*} \) and \( \eta \in g_{-\theta^*} \) into the sums of eigenvectors...
for $\theta, \omega$ are given in terms of (1.1) by the following picture:

\[
\begin{pmatrix}
\eta_{01} & \xi_{11} \\
\xi_{00} & \eta_{10}
\end{pmatrix}
\]

In particular, $\theta$ and $\omega$ send $\xi$ to $\xi_{00} - \xi_{11} \in \mathfrak{g}_{\pm\theta}^*$ and $\eta$ to $\pm \eta_{01} \mp \eta_{10} \in \mathfrak{g}_{\mp\theta}^*$, respectively. For any $\zeta \in t_1^+$ we have

\[
\begin{align*}
[\zeta, \xi_{00}] &= \alpha(\zeta) \xi_{11}, \\
[\zeta, \xi_{11}] &= \alpha(\zeta) \xi_{00}, \\
[\zeta, \eta_{01}] &= \alpha(\zeta) \eta_{10}, \\
[\zeta, \eta_{10}] &= \alpha(\zeta) \eta_{01}.
\end{align*}
\]

Choose $\xi \neq 0$ or $\eta \neq 0$, depending on which of the subspaces $\mathfrak{g}_{\pm\theta}^*$ is nonzero. Since these subspaces are $\sigma$-stable, we may assume $\xi, \eta \in \mathfrak{g}_\sigma$. Let $\zeta \in t_1^+$ be the coroot vector of $\alpha$. Then we have an $\mathbb{R}$-split $\mathfrak{sl}_2$-subalgebra

\[
\mathfrak{s}_\alpha = \langle \xi_{00}, \xi_{11}, \zeta \rangle \quad \text{or} \quad \langle \eta_{01}, \eta_{10}, \zeta \rangle
\]

stable under all involutions. In terms of (1.1), its structure is represented in the following picture:

\[
\begin{pmatrix}
0 & z & y \\
y & -x & 0 \\
x & 0 & 0
\end{pmatrix}
\quad \text{or} \quad
\begin{pmatrix}
0 & y & z \\
-\bar{y} & 0 & 0 \\
-\bar{z} & 0 & 0
\end{pmatrix}
\]

Here each of the four boxes represents the part of $\mathfrak{sl}_2$ belonging to the respective common eigenspace of $\theta$ and $\omega$. The real structure $\sigma$ on $\mathfrak{sl}_2$ is the standard one given by complex conjugation of matrix entries.

Now $r_\alpha$ is represented both by

\[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} \in H^{\sigma,\tau} \quad (\text{in the first case}) \quad \text{or} \quad G^{\sigma,\tau} \quad (\text{in the second case})
\]

and by

\[
\begin{pmatrix}
0 & i \\
i & 0
\end{pmatrix} \in H^\tau \quad (\text{in the second case}).
\]

Secondly, $N_G(t_1)/Z_G(t_1)$ is embedded in $W_0$. Indeed, $N_G(t_1)$ acts on $t_1$ as a subgroup of the “big” Weyl group of a Cartan subalgebra in $\mathfrak{g}$ containing $t_1$. (We can replace any element of $N_G(t_1)$ with another one normalizing the Cartan subalgebra in the same coset modulo $Z_G(t_1)$.) Since the Weyl chambers of the “big” root system of $G$ intersect $t_1^+$ in the Weyl chambers of the real root system of $X$, the orbits of $N_G(t_1)/Z_G(t_1)$ intersect them in single points, as the $W_0$-orbits do. Hence $N_G(t_1)/Z_G(t_1)$ cannot be bigger than $W_0$.

The nonzero eigenweights of $t_1$ in $\mathfrak{g}^\sigma$ (or of $t_1^+$ in $\mathfrak{g}^{\sigma,\tau}$) form a root subsystem in the real root system of $X$. It is just the root system of the complex symmetric space $H^*/H^\sigma$ or of the Riemannian symmetric space $G^{\sigma,\tau}/H^{\sigma,\tau}$ in the classical sense. We call its Weyl group $W_0$.
the very little Weyl group of $X$. It is a classical fact about symmetric spaces that
\[ W_{00} \simeq N_S(t_1)/Z_S(t_1) = N_S(t_1^+)/Z_S(t_1^+), \]
where $S$ is any of the groups $H^*, H^w, G^{\sigma,\tau}, H^{\sigma,\tau}$.

**Example 2.4.** Take $G = SL_n$ with the standard split real structure and $H = SO_{p,q}$ ($p + q = n$). The above involutions are defined by their action on $g$:
\[
\begin{align*}
\sigma(\xi) &= \bar{\xi}, \\
\theta(\xi) &= -I_{p,q} \xi^\top I_{p,q}, \\
\omega(\xi) &= -\xi^\top, \\
\theta^*(\xi) &= I_{p,q} \xi I_{p,q},
\end{align*}
\]
where $I_{p,q} = \text{diag}(1, \ldots, 1, -1, \ldots, -1)$.

The following picture describes the structure of the common eigenspaces for the involutions $\theta, \omega, \theta^*$ in the spirit of (1.1):

\[
\begin{array}{|c|c|}
\hline
0 & \mathfrak{sym}_p \\
Y^\top & 0 \\
\mathfrak{so}_p & 0 \\
0 & \mathfrak{so}_q \\
\hline
\end{array}
\begin{array}{|c|}
\mathfrak{sym}_q \\
0 \\
X \\
-X^\top \\
0 \\
\hline
\end{array}
\]

where $X, Y$ run over all matrices of size $p \times q$, and $\mathfrak{sym}_m$ denotes the space of symmetric matrices of size $m \times m$. Here we have
\[ H^* = S(L_p \times L_q), \quad H^w = S(O_p \times O_q). \]

$T_1 = T$ is the torus of diagonal matrices with determinant 1, on which $W_0 = S_n$ and $W_{00} = S_p \times S_q$ act by permutations of diagonal entries.

2.3. **Polar decompositions.**

**Theorem 2.5.** There are decompositions:
\[
\begin{align*}
G^\sigma &= G^{\sigma,\tau} \cdot (H^*)^\sigma \cdot H^\sigma = H^{\sigma,\tau} \cdot \exp \mathfrak{g}^{\sigma,-\theta,\tau} \cdot \exp \mathfrak{g}^{\sigma,-\theta,-\tau} = \\
&= G^{\sigma,\tau} \cdot T_1^+ \cdot H^\sigma, \\
G^\tau &= G^{\sigma,\tau} \cdot (H^*)^\tau \cdot H^\tau = H^{\sigma,\tau} \cdot \exp \mathfrak{g}^{\sigma,-\theta,\tau} \cdot \exp i\mathfrak{g}^{\sigma,-\theta,-\tau} \cdot \exp i\mathfrak{h}^{\sigma,-\tau} = \\
&= G^{\sigma,\tau} \cdot T_1^- \cdot H^\tau.
\end{align*}
\]

**Remark.** The first collection of equalities (which we do not use in the sequel and provide for the sake of completeness) is a theorem of Mostow together with the Cartan decompositions of the non-compact real reductive groups $(H^*)^\sigma, H^\sigma$ and of the compact symmetric pair $(G^{\sigma,\tau}, H^{\sigma,\tau})$, see [F-J, Thm. 4.1(i)], [Ro, Thms. 9–10], [Sch, 7.1.2]. The second collection of equalities goes back to Hoogenboom [Hoo, Chap. 6]. An elegant proof can be found in [Ma, §3]. We are indebted to the referee for these references. This result is also claimed in [BJ, Lemma II.6.2], but the proof is incomplete (namely the second equality...
Proof of Theorem 2.5 We only derive the decompositions of $G^{\tau}$. They follow by combining the Cartan decompositions of the compact symmetric pairs $(G^{\sigma,\tau}, H^{\sigma,\tau}), ((H^{*})^{\tau}, H^{\sigma,\tau}), (H^{\tau}, H^{\sigma,\tau})$ with an observation that the multiplication map

$$\mu : G^{\sigma,\tau} \times T_{1}^{-} \times H^{\tau} \to G^{\tau}$$

is surjective.

To prove the surjectivity of $\mu$, we study the set of critical points of $\mu$ and its image, i.e., the set of critical values $(G^{\tau})_{\text{crit}} \subset G^{\tau}$. We show that $(G^{\tau})_{\text{crit}}$ is a union of finitely many locally closed submanifolds of codimension $\geq 2$ in $G^{\tau}$. Once this is proved, we can conclude the proof as follows.

Outside of the critical set, $\mu$ is submersive, whence open. Also $\mu$ is closed being defined on a compact manifold. Since $G^{\tau}$ is connected, the set $G^{\tau} \setminus (G^{\tau})_{\text{crit}}$ is open and connected. It intersects $\text{Im} \mu$ in an open and (relatively) closed subset, whence $G^{\tau} \setminus (G^{\tau})_{\text{crit}} \subset \text{Im} \mu$. Now the density of $G^{\tau} \setminus (G^{\tau})_{\text{crit}}$ and the closedness of $\text{Im} \mu$ in $G^{\tau}$ will imply $\text{Im} \mu = G^{\tau}$.

To pursue this strategy, we start with the critical points of $\mu$. By the $(G^{\sigma,\tau} \times H^{\tau})$-equivariance, it suffices to consider points of the form $(1, t, 1), t = \exp i \gamma, \gamma \in t_{1}^{+}$. The differential of $\mu$ at this point is given by

$$d\mu : (\xi, \zeta \cdot t, \eta) \mapsto \xi \cdot t + \zeta \cdot t + t \cdot \eta \quad (\xi \in g^{\sigma,\tau}, \zeta \in t_{1}^{-}, \eta \in h^{\tau}).$$

Hence $\text{Ker} d\mu$ is defined by the equation $\xi + \zeta + \text{Ad}(t)\eta = 0$. Note that

$$\text{Ad}(t)\eta = \exp i \text{ad}(\gamma) \eta = \cos \text{ad}(\gamma) \eta + i \sin \text{ad}(\gamma) \eta,$$

where the first summand is in $h^{\tau}$, and the second summand is in $g^{-\theta,\tau}$.

The decompositions of $\xi, \eta, \zeta, \gamma$ into the sums of eigenvectors for $\theta, \omega$ are given in terms of (11) by the following picture:

| $\eta_{01}$ | $\zeta, \gamma$ |
|------------|----------------|
| $\xi_{00}, \eta_{00}$ | $\xi_{10}$ |

Thus the defining equation of $\text{Ker} d\mu$ reads as

$$\xi_{00} = - \cos \text{ad}(\gamma) \eta_{00}, \quad \cos \text{ad}(\gamma) \eta_{01} = 0,$$

$$\xi_{10} = -i \sin \text{ad}(\gamma) \eta_{01}, \quad i \sin \text{ad}(\gamma) \eta_{00} = -\zeta.$$

Since $\text{ad}(\gamma)$ is diagonalizable, from $\zeta \in \text{Ker} \text{ad}(\gamma) \cap \text{Im} \text{ad}(\gamma)$ we get $\zeta = 0, \xi = -\text{Ad}(t)\eta$. 
It follows that \((G^{\sigma,\tau} \times H^\tau)\)-orbits in \(G^\tau\) intersect \(T^{-1}\) transversally and \(\text{Ker} \ d\mu\) is given by

\[
\eta_{00} \in \bigoplus_{\alpha(\gamma) = \pi k, \ k \in \mathbb{Z}} (g_\alpha^\sigma \oplus g_{-\alpha}^\tau)^{\theta,\tau} \oplus \mathfrak{h}_{\theta,\tau}(t_1),
\]

\[
\eta_{01} \in \bigoplus_{\alpha(\gamma) = \pi/2 + \pi k, \ k \in \mathbb{Z}} (g_{-\alpha}^\sigma \oplus g_{-\alpha}^\tau)^{\theta,\tau}.
\]

(Recall that the root subspaces \(g_{\pm \alpha}\) are interchanged by \(\theta\) and \(\tau\), and preserved by \(\sigma\) and \(\theta^* = \theta \sigma \tau\).) Thus the critical set of \(\mu\) is

\[
G^{\sigma,\tau} \times (T^{-1})^{\text{crit}} \times H^\tau,
\]

where \((T^{-1})^{\text{crit}} \subset T^{-1}\) is a union of finitely many hypersurfaces defined by equations \(\alpha(t) = \pm 1\) for \(\alpha\) such that \(g_\alpha^{\sigma,\tau} \neq 0\) and \(\alpha(t) = \pm i\) for \(\alpha\) such that \(g_\alpha^{\sigma,\tau} \neq 0\).

This hypersurface arrangement yields a natural stratification of \(\text{Im} \mu\) by locally closed submanifolds, which agrees with the orbit type stratification. Outside of the critical set, the \((G^{\sigma,\tau} \times H^\tau)\)-orbits have maximal dimension. The image \((G^\tau)^{\text{crit}} = G^{\sigma,\tau} \cdot (T^{-1})^{\text{crit}} \cdot H^\tau\) of the critical set is the union of strata of codimension \(\geq 2\), because the strata of \((T^{-1})^{\text{crit}}\) as well as the orbits intersecting them have smaller dimension. This observation completes the proof. \(\square\)

3. Review of Galois cohomology

Our basic reference on Galois cohomology is Serre’s book [Se]. We only consider Galois cohomology over real numbers, in which case the exposition is greatly simplified.

In this section, \(G\) may be any linear algebraic group defined over \(\mathbb{R}\) (not necessarily connected or semisimple) and \(X\) may be any homogeneous \(G\)-space (not necessarily symmetric) defined over \(\mathbb{R}\) and containing real points; \(H\) still denotes the stabilizer of the base point \(x_0 \in X(\mathbb{R})\).

A Galois 1-cocycle with coefficients in \(G\) is an element \(z \in G\) which is inverse to its complex conjugate: \(z \bar{z} = 1\). The set \(Z^1(\mathbb{R}, G)\) of all Galois 1-cocycles is endowed with a \(G\)-action by twisted conjugation:

\[
g : z \mapsto g z \bar{g}^{-1}.
\]

The orbits \([z]\) of this action are the Galois cohomology classes and the orbit set

\[
H^1(\mathbb{R}, G) = Z^1(\mathbb{R}, G)/G
\]

is the (1-st) Galois cohomology set with coefficients in \(G\). It is a pointed set, the base point being \([1]\), the class of the trivial 1-cocycle.

There is an exact sequence of pointed sets [Se, Chap. I, 5.4]:

\[
1 \to H(\mathbb{R}) \to G(\mathbb{R}) \to X(\mathbb{R}) \to H^1(\mathbb{R}, H) \to H^1(\mathbb{R}, G).
\]
The maps are obvious, except for the next-to-last one, given by
\begin{equation}
(3.1) \quad x = gx_0 \mapsto \bar{g}^{-1}g.
\end{equation}

Exactness means, as usual, that the image of each map equals the kernel (i.e., the preimage of the base point) of the subsequent map. Note that the triviality of the kernel does not readily imply injectivity. The base points in \(H(\mathbb{R})\), \(G(\mathbb{R})\), and \(X(\mathbb{R})\) are 1, 1, and \(x_0\), respectively. These sets are usually referred to as the 0-th Galois cohomology sets with coefficients in \(H\), \(G\), and \(X \cong G/H\), respectively. Then the above exact sequence can be viewed as the long exact cohomology sequence corresponding to the short exact sequence of coefficients. It can be extended to the right by \(H^1(\mathbb{R}, G/H)\) if \(H\) is a normal subgroup of \(G\), and even further in some cases, see [Se, Chap. I, 5.5–5.7].

**Theorem 3.1** ([Se, I.5.4, Cor. 1]). The \(G(\mathbb{R})\)-orbits on \(X(\mathbb{R})\) are the fibers of the map \((3.1)\), i.e.,
\[
X(\mathbb{R})/G(\mathbb{R}) \cong \ker[H^1(\mathbb{R}, H) \to H^1(\mathbb{R}, G)].
\]

**Proof.** Let \(x_i = g_i x_0 \in X(\mathbb{R}) \ (i = 1, 2)\). Then \(\bar{g}_1^{-1}g_1 = \bar{g}_2^{-1}g_2\) in \(H^1(\mathbb{R}, H)\) if and only if \(\bar{g}_1^{-1}g_1 = h^{-1}\bar{g}_2^{-1}g_2 h\) for some \(h \in H\), i.e., \(g = g_2 h \bar{g}_1^{-1} \in G(\mathbb{R})\). But elements \(g\) of this form are exactly those for which \(gx_1 = x_2\). \(\Box\)

Now let \(G\) be semisimple (or, more generally, reductive) and \(\tau\) be a Cartan involution on \(G\) compatible with the real structure \(\sigma\).

**Lemma 3.2** (cf. [Br, Thm. 5.3], [BJ, II.5.5]). Each Galois cohomology class \([z] \in H^1(\mathbb{R}, G)\) is represented by a “unitary” 1-cocycle \(z \in G^\tau\). The equivalence of cocycles of this form is given by twisted conjugation in \(G^\tau\). In other words,
\[
H^1(\mathbb{R}, G) \cong H^1(\langle \sigma \rangle, G^\tau),
\]
the non-Abelian cohomology group of the cyclic group of order two \(\langle \sigma \rangle\) with coefficients in \(G^\tau\).

**Remark.** In [BJ, II.5.5], it is only proved that the natural map
\[
H^1(\langle \sigma \rangle, G^\tau) \to H^1(\mathbb{R}, G)
\]
is surjective with trivial kernel. We fill the gap in that proof below. Bremigan proves a more general result on relative Galois cohomology in [Br] Thm. 5.3], but the proof is more involved.

**Proof of Lemma 3.2** Take any 1-cocycle \(z \in G\). We use the Cartan decomposition \(G = G^\tau \cdot \exp i\hat{g}^\tau\) to write \(z = z_- z_+\). Then
\[
zz = z_- z_+ \bar{z}_- \bar{z}_+ = 1 \implies z_- \bar{z}_- \cdot (\bar{z}_-)^{-1} z_+ \bar{z}_+ = (\bar{z}_+)^{-1}.
\]
By the uniqueness of the Cartan decomposition,
\[
\bar{z}_- z_+ = 1 \quad \text{and} \quad (\bar{z}_-)^{-1} z_+ z_-^{-1} = z_- z_+ z_-^{-1} = (\bar{z}_+)^{-1}.
\]
Furthermore, logarithming and exponentiating back yields that
\[ z_- z'_+ z_-^{-1} = (\overline{z}_+)^{-t} \]
for any element \( z'_+ (t \in \mathbb{R}) \) in the 1-parameter subgroup in \( \exp i g^r \) passing through \( z_+ \). Taking \( g = (\overline{z}_+)^{1/2} \), we see that \( g z \overline{g}^{-1} = z_- \).

Now suppose \( z \in G^r \) and consider an equivalent cocycle \( z' = g z \overline{g}^{-1} \in G^r (g \in G) \). We have
\[ z' = g_- g_+ z (\overline{g}_+)^{-1} (\overline{g}_-)^{-1} = g_- z (\overline{g}_-)^{-1} \cdot \overline{g}_- z^{-1} g_+ z (\overline{g}_+)^{-1} \cdot \overline{g}_- (\overline{g}_+)^{-1} (\overline{g}_-)^{-1} \quad \Rightarrow \]
\[ \Rightarrow z' \cdot \overline{g}_- \overline{g}_+ (\overline{g}_-)^{-1} = g_- z (\overline{g}_-)^{-1} \cdot \overline{g}_- z^{-1} g_+ z (\overline{g}_-)^{-1}.
\]
Again by the uniqueness of the Cartan decomposition, we get \( z' = g_- z (\overline{g}_-)^{-1} \).

4. Results

We now come to a description of the real group orbits in the real locus of a symmetric space. In the following, we prefer to denote the complex conjugation on \( G \) by \( \sigma \), rather than by a bar, in view of the presence of other involutions (both holomorphic and antiholomorphic).

4.1. Galois cohomology description of real orbits. Consider the set \( T_1 \cap H \). Since \( \theta \) acts on \( T_1 \) as an inversion and on \( H \) identically modulo \( Z(G) \), we have \( s^2 \in Z(G) \), \( \forall s \in T_1 \cap H \), whence \( T_1 \cap H \) is a finite subgroup of \( T_1^- \). It contains (is contained in) \( 2T_1 \) whenever \( H \supseteq G^0 \) (resp. \( H \subseteq G^0 \)).

Since \( \sigma \) acts on \( T_1^- \) as an inversion, each \( s \in T_1 \cap H \) is represented as \( s = t^2 = t \sigma (t)^{-1} \) for some \( t \in T_1^- \), i.e., it is a coboundary in \( G \) and a cocycle in \( H \). Hence \( T_1 \cap H \) maps to \( \text{Ker}[H^1(\mathbb{R}, H) \rightarrow H^1(\mathbb{R}, G)] \).

Consider the subgroups
\[ N_0 = \{ n \in N_H(T_1) \mid n \sigma (n)^{-1} \in T_1 \}, \]
\[ Z_0 = \{ z \in Z_H(T_1) \mid z \sigma (z)^{-1} \in T_1 \}. \]

It follows from the proof of Lemma 2.3 that \( N_0 / Z_0 = W_0 \). Indeed, it suffices to represent the root reflections by elements of \( N_0 \). But this was actually done in the course of the proof.

Also note that \( N_0 = N_0^\sigma \cdot Z_0^{\sigma^{-1}} \). Indeed, considering the Cartan decomposition \( n = n_- n_+ \) of an element \( n \in N_0 \) in \( N_H(T_1) \) yields
\[ n \sigma (n)^{-1} = n_- n_+ \sigma (n_+)^{-1} \sigma (n_-)^{-1} = s \in T_1 \cap H \subseteq T_1^- \quad \Rightarrow \]
\[ \Rightarrow n_- \sigma (n_-)^{-1} \cdot \sigma (n_-) n_+ \sigma (n_-)^{-1} = s \cdot \sigma (n_-) \sigma (n_+) \sigma (n_-)^{-1} \quad \Rightarrow \]
\[ \Rightarrow n_- \sigma (n_-)^{-1} = s, \quad n_+ = \sigma (n_+) \in Z_0. \]

The group \( N_0 \) acts on \( T_1 \) by twisted conjugation preserving \( T_1 \cap H \):
\[ n : t \mapsto n t \sigma (n)^{-1} = n t n^{-1} \cdot n \sigma (n)^{-1}. \]
The “Hermitian” part $Z_0^{\sigma-\tau} \subset N_0$ acts trivially.

**Remark.** The twisted conjugation action is not reduced to the $W_0$-action, as the usual conjugation action of $N_0$. As an example, consider $G = SL_2$, $H = SO_{1,1}$ (cf. Example [2.3]). Here

$$T_1 = \left\{ \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix} \mid u \in \mathbb{C}^\times \right\},$$

$$N_0 = \left\{ \begin{pmatrix} \pm 1 & 0 \\ 0 & \pm 1 \end{pmatrix}, \begin{pmatrix} 0 & \pm i \\ \pm i & 0 \end{pmatrix} \right\}.$$

Conjugation by

$$n = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}$$

sends $u$ to $u^{-1}$, while twisted conjugation sends $u$ to $-u^{-1}$. Thus $W_0$ has two orbits on $T_1 \cap H = \{ \pm E \}$, while $N_0$ has just one orbit.

**Theorem 4.1.** Ker$[H^1(\mathbb{R}, H) \to H^1(\mathbb{R}, G)] \simeq (T_1 \cap H)/N_0$ (the quotient by the twisted conjugation action) is in bijection with the orbit set for $G(\mathbb{R})$ acting on $X(\mathbb{R})$.

**Remark.** In [BG, II.6.5], it is claimed that the set of $G(\mathbb{R})$-orbits in $X(\mathbb{R})$ is identified with the quotients of $2T_1$ (which coincides with $T_1 \cap H$ for $H = G^0$) modulo a group smaller than $N_0$, that is $N_0^{\sigma-\tau} = N_{H^\sigma,\tau}(T_1)$.

For this latter group, the twisted conjugation action coincides with the usual one and is reduced to the action of the very little Weyl group $W_0$. But this is false in general.

Indeed, in Example [2.3] $X$ is the space of quadratic forms in $n$ variables with discriminant $(-1)^q$. The base point $x_0 \in X$ is the quadratic form with the matrix $I_{p,q}$. The orbits of $G(\mathbb{R})$ in $X(\mathbb{R})$ consist of quadratic forms of given signature $(p', q')$ with $q' \equiv q \pmod{2}$, the number of orbits is $\sim n/2$.

However, $T_1 = T$ is the torus of diagonal matrices with det $= 1$ and $2T_1 = T_1 \cap H$ is the set of matrices of the form diag($\pm 1, \ldots, \pm 1$) with even number of minuses. The group $W_{00} \simeq S_p \times S_q$ acts on $2T_1$ by permutations of the first $p$ and last $q$ diagonal entries, the number of orbits being $\sim pq/2$.

**Proof of Theorem 4.1.** Take any $[z] \in$ Ker$[H^1(\mathbb{R}, H) \to H^1(\mathbb{R}, G)]$. By Lemma [3.2], we may assume that $z = g\sigma(g)^{-1} \in H^\tau$ with $g \in G^\tau$. By Theorem [2.5], $g = htk$ with $h \in H^\tau, t \in T_1^-, k \in G^{\sigma,\tau}$, whence

$$z = htk \cdot k^{-1}t\sigma(h)^{-1} = ht^2\sigma(h)^{-1} \sim t^2 = s$$

in $Z^1(\mathbb{R}, H)$ and $s \in T_1^- \cap H$. Thus any cohomology class in the kernel is represented by a 1-cocycle in $T_1 \cap H$.

Now suppose we are given two equivalent cocycles $s, s' \in T_1 \cap H$, $s = hs'\sigma(h)^{-1}, h \in H$. Define a new real structure on $G$ by

$$\tilde{\sigma}(g) = s\sigma(g)s^{-1}$$
(which is indeed an involution, because $\sigma(s) = s^{-1}$). It still commutes with all other involutions.

Observe that both $T_1$ and $hT_1h^{-1}$ are maximal $(\tilde{\sigma}, \theta)$-split tori in $G$. Indeed, for any $t \in T_1$ we have

$$\tilde{\sigma}(t) = \sigma(t),$$
$$\theta(t) = t^{-1},$$
$$\tilde{\sigma}(hth^{-1}) = s\sigma(h)s^t\sigma(h)^{-1}s^{-1} = hs\sigma(t)s'^{-1}h^{-1} = h\sigma(t)^{-1},$$
$$\theta(hth^{-1}) = \theta(h)\theta(t)\theta(h)^{-1} = ht^{-1}h^{-1},$$

i.e., both tori are $(\tilde{\sigma}, \theta)$-split. By Theorem 2.1, $T_1$ is a maximal $(\sigma, \theta)$-split torus in $G$. But $\tilde{\sigma} = \sigma$ on $Z_G(T_1)$, because $s \in T_1$. Hence $T_1$ cannot be extended to a bigger $(\tilde{\sigma}, \theta)$-split torus. The same is true for $hT_1h^{-1}$ by dimension reasons.

By Theorem 2.1 there exists $g \in H^g$ such that $ghT_1h^{-1}g^{-1} = T_1$. Then $n = gh \in N_H(T_1)$ and

$$ns\sigma(n)^{-1} = ghs\sigma(h)^{-1}\sigma(g)^{-1} = gs\sigma(g)^{-1} = g\sigma(g)^{-1}s = s.$$

Furthermore, $ns\sigma(n)^{-1} = ns'n^{-1} \cdot n\sigma(n)^{-1}$ and, since the last product and its first factor both belong to $T_1 \cap H$, we have $n\sigma(n)^{-1} \in T_1 \cap H$, whence $n \in N_0$. □

4.2. Geometric description of real orbits. Put $Z = T_1x_0 = Tx_0 \simeq A = T/(T \cap H) = T_1/(T_1 \cap H)$.

As noted above, each 1-cocycle $s \in T_1 \cap H$ can be represented as $s = t^2 = \sigma(t)^{-1}t$ for some $t \in T_1^-$. By (3.1), it corresponds to the $G(\mathbb{R})$-orbit of $x = tx_0$. Hence all $G(\mathbb{R})$-orbits intersect $Z(\mathbb{R})$.

The set $Z(\mathbb{R})$ is identified with $A(\mathbb{R}) = A^+ \times 2A$ via the orbit map at $x_0$, and we may consider a subset $2Z \subset Z(\mathbb{R})$ corresponding to $2A$. It is a set of orbit representatives (cross-section) for the action of $T_1^+$ or $T^+ = T_0^+ \times T_1^+$ on $Z(\mathbb{R})$.

The remaining part $2T$ of $T(\mathbb{R})$ preserves $2Z$. Clearly, the $T(\mathbb{R})$-orbits on $Z(\mathbb{R})$ intersect $2Z$ in $2T$-orbits.

There is a natural bijection between $2Z/2T_1$ and $(T_1 \cap H)/(T_1 \cap H)^2$ given by sending $x = tx_0$ ($t \in T_1^-$, $t^2 \in T_1 \cap H$) to $s = t^2$. Note that $2T_1$ acts on $Z$ trivially if $H \supseteq G^0$, and $(T_1 \cap H)^2 = \{1\}$ if $H \subseteq G^0$.

Lemma 4.2. If $G$ is $\mathbb{R}$-split, then there are natural bijections between the orbit sets for the following actions: $T(\mathbb{R}) \sim Z(\mathbb{R})$, $2T \sim 2Z$, $Z_0 \sim T_1 \cap H$ (by twisted conjugation).

Proof. It only remains to consider the third orbit set.

Suppose that $x_1 = t_1x_0$, $x_2 = t_2x_0 \in 2Z$ ($t_1, t_2 \in T_1^-$) correspond to 1-cocycles $s_1 = t_1^2$, $s_2 = t_2^2 \in T_1 \cap H$, and $x_2 = tx_1$ for some $t \in 2T$. Then $t_2 = tt_1t_0$ for some $t_0 \in T^-, H$, whence $s_2 = s_1t_0^2 = t_0s_1\sigma(t_0)^{-1}$ is obtained from $s_1$ by twisted conjugation with $t_0 \in Z_0$. 

Conversely, suppose that \( s_2 = zs_1\sigma(z)^{-1} = s_1z\sigma(z)^{-1} \) for some \( z \in \mathbb{Z}_0 \); we may even assume that \( z \in \mathbb{Z}_0^0 \). Decomposing \( z = z_+z_- \) with respect to the Cartan decomposition \( G' = \exp i_0 H_{\sigma,\tau} \), we get
\[
z\sigma(z)^{-1} = z_+z_-\sigma(z_-)^{-1}\sigma(z_+)^{-1} = z_+^2.
\]
Moreover, by (2.2) and since \( Z \) is \( n \)-dimensional, we may assume that \( z_+ \in Z_H(T_1)^{\sigma,\tau} \), \( z_- \in \exp i_0 (t_1)^{\sigma,\tau} \cdot (T_1 \cap H) \). Then
\[z_+ = k t_0 k^{-1} \hspace{1cm} \text{for some } k \in Z_H(T_1), \ t_0 \in T^-_0 \cdot (T_1 \cap H) = T^- \cap H \]
(since \( t_0^+ \) is a maximal Abelian subalgebra in \( i_0 (t_1)^{\sigma,\tau} \) and all such subalgebras are conjugate). But, on the other side,
\[z_+^2 = s_2 s_1^{-1} \in T_1 \implies z_+^2 = k^{-1}z_+^2 k = t_0^2 \in (T_0 \cap T_1) \cdot (T_1 \cap H)^2.
\]
Then
\[s_2 = s_1 t_0^2 \implies t_2 = tt_1 t_0 \implies x_2 = tx_1 \for some } t \in T.
\]

Remark. In the course of the proof, we have actually shown that the twisted conjugation action of \( Z_0 \) on \( T_1 \cap H \) is just translation by \( (T_0 \cap T_1) \cdot (T_1 \cap H)^2 \subseteq T_1 \cap H \).

Now consider the action of \( N_0 \) on \( T_1 \cap H \) by twisted conjugation:
\[n : s \mapsto n s \sigma(n)^{-1} = n s^{-1} \cdot n \sigma(n)^{-1} = n s \cdot c(n),\]
where \( n \) denotes the (usual) conjugation with \( n \) and the formula \( c(n) = n \sigma(n)^{-1} \) defines a map \( c : N_0 \rightarrow T_1 \cap H \) satisfying the cocycle property:
\[c(mn) = c(m) \cdot m c(n).\]

Let \( a(n) \in T_1^- \) be such that \( a(n)^2 = c(n) \). Note that \( a(n) \) is well defined only up to multiplication by \( 2T_1 \). The map \( a : N_0 \rightarrow T_1/2T_1 \) is a cocycle, too. The induced action of \( N_0 \) on \( (T_1 \cap H)/(T_1 \cap H)^2 \) corresponds to an action of \( N_0 \) on \( 2Z/2T_1 \) given by
\[n : x = tx_0 \mapsto a(n)^n x_0 = a(n) nx = a(n)^{-1} nx.
\]
Note that \( g = a(n)^{-1} n \in G(\mathbb{R}) \) since
\[\sigma(a(n)^{-1} n) = a(n)\sigma(n) = a(n)^{-1} c(n)\sigma(n) = a(n)^{-1} n.
\]

In view of Theorems 3.1 and 4.1 we have proved:

**Theorem 4.3.** The \( G(\mathbb{R}) \)-orbits on \( X(\mathbb{R}) \) are in a bijective correspondence with the \( N_0 \)-orbits on \( 2Z/2T_1 \) for the action \( \text{(4.1)} \). In fact, each \( G(\mathbb{R}) \)-orbit intersects \( 2Z \) in the inverse image of an \( N_0 \)-orbit under the quotient map \( 2Z \rightarrow 2Z/2T_1 \).

**Remark.** If \( H \supseteq G^0 \) (e.g., if \( G \) is simply connected), then \( a \) yields a well-defined cocycle map \( N_0 \rightarrow 2A \). Formula \( \text{(4.1)} \) defines an action of \( N_0 \) on \( 2Z \simeq 2A \); it is the usual conjugation action on \( 2A \), which factors through the \( W_0 \)-action, composed with the shift by the cocycle \( a(\cdot)^{-1} \). The \( G(\mathbb{R}) \)-orbits on \( X(\mathbb{R}) \) intersect \( 2Z \) in the \( N_0 \)-orbits.
Example 4.4. Let us describe the $G(\mathbb{R})$-orbits on $X(\mathbb{R})$ in Example 2.4.

The group $Z_0 = 2T$ consists of matrices of the form $\text{diag}(\pm 1, \ldots, \pm 1)$ with even number of minuses. The group $N_0$ is generated by $Z_0$ and the elements representing root reflections, which act on the standard orthonormal basis $e_1, \ldots, e_n$ of $\mathbb{C}^n$ by fixing all $e_k$ with $k \neq i, j$ ($i < j$) and on $e_i, e_j$ by the matrix

$$
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
$$

if $i, j \leq p$ or $i, j > p$,

and by

$$
\begin{pmatrix}
0 & i \\
i & 0
\end{pmatrix}
$$

if $i \leq p < j$.

The action of $Z_0$ on $T_1 = T$ is trivial, and the root reflections act by transposing the $i$-th and $j$-th diagonal entries, and changing their signs if $i \leq p < j$. Therefore $N_0$ acts on $T_1 \cap H = 2T$ by permutations of the first $p$ and last $q$ diagonal entries and by replacing a pair of equal entries at the $i$-th and $j$-th places with the opposite values for any pair of indices $i \leq p < j$. It is clear that the $N_0$-action takes each point of $T_1 \cap H$ to a unique canonical form

$$s_k = \text{diag}(1, \ldots, 1, -1, \ldots, -1, 1, \ldots, 1)_{p-2k, 2k, q}$$

or

$$s'_k = \text{diag}(1, \ldots, 1, -1, \ldots, -1, 1, \ldots, 1)_{p, 2k, q-2k}.$$

On the geometric side, the base point of $X$ is the quadratic form

$$x_0 = y_1^2 + \cdots + y_p^2 - y_{p+1}^2 - \cdots - y_{p+q}^2,$$

where $y_1, \ldots, y_n$ are the coordinates in the basis $e_1, \ldots, e_n$ ($n = p + q$). The 1-cocycles $s_k = t_k^2$, $s'_k = (t'_k)^2$ correspond to the quadratic forms

$$t_k x_0 = y_1^2 + \cdots + y_{p-2k}^2 - y_{p-2k+1}^2 - \cdots - y_{p+q}^2,$$

$$t'_k x_0 = y_1^2 + \cdots + y_{p+2k}^2 - y_{p+2k+1}^2 - \cdots - y_{p+q}^2$$

of signatures $(p - 2k, q + 2k)$ and $(p + 2k, q - 2k)$, respectively, where

$$t_k = \text{diag}(\pm 1, \ldots, \pm 1, \pm i, \ldots, \pm i, \pm 1, \ldots, \pm 1)_{p-2k, 2k, q},$$

$$t'_k = \text{diag}(\pm 1, \ldots, \pm 1, \pm i, \ldots, \pm i, \pm 1, \ldots, \pm 1)_{p, 2k, q-2k}.$$
If $G$ is $\mathbb{R}$-split, then $Z \subset X$ is the Brion–Luna–Vust slice \cite{BLV}. By Lemma 4.2 and Theorem 4.3, the $G(\mathbb{R})$-orbits on $X(\mathbb{R})$ are in a bijective correspondence with the orbits for the $W_0$-action on $2Z/2T$ which is defined by composing the usual $W_0$-action on $2A$ with the shift by the cocycle $W_0 \to T/2_T(T \cap H)$ given by $\alpha(\cdot)^{-1}$.

This observation puts our result into a broader context of spherical homogeneous spaces, which are defined by property of having an open orbit of a Borel subgroup of $G$, see, e.g., \cite[Chap. 5]{Ti}. The concepts of Brion–Luna–Vust slice and little Weyl group make sense in this setting. We shall develop the classification of real orbits on real loci of spherical homogeneous spaces elsewhere.
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