P-wave contribution to third-order top-quark pair production near threshold

M. Beneke a, J. Piclum a,b,*, T. Rauh a

a Physik Department T31, James-Franck-Straße 1, Technische Universität München, D-85748 Garching, Germany
b Institut für Theoretische Teilchenphysik und Kosmologie, RWTH Aachen University, D-52056 Aachen, Germany

Received 8 January 2014; accepted 18 January 2014
Available online 22 January 2014

Abstract

The next-to-leading order (NLO) P-wave Coulomb Green function contributes at third-order to top-pair production in e+e− collisions near threshold. In this paper we compute the NLO P-wave Green function in dimensional regularization, as required for a consistent combination with non-resonant production of the W+W−b¯b final state, and present a phenomenological analysis of the P-wave contribution. We further briefly discuss squark production near threshold and top-pair production in γγ collisions, where no S-wave contribution is present, and the P-wave thus constitutes the dominant production process.
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1. Introduction

A future high-energy electron–positron collider will allow a very precise measurement of the top–antitop production cross section near threshold. From the threshold scan several standard model parameters, like top-quark mass, width, and Yukawa coupling, can be extracted with high precision. It was found in several studies [1–3] that the top mass can be determined with an uncertainty well below 100 MeV. Contrary to direct reconstructions at hadron colliders, there is no ambiguity in relating the result to a precisely defined mass parameter. To achieve this level of accuracy requires precise theoretical predictions for the threshold cross section. The challenge is that conventional perturbation expansions in the strong coupling $\alpha_s$ fail for threshold production, since it involves multiple scales. In terms of the mass $m_t$ and velocity $v$ of the top quark
these are the hard scale $m_t$, the soft scale $m_t v$, and the ultrasoft scale $m_t v^2$. At the ultrasoft scale, the colour-Coulomb force is non-perturbatively strong. In terms of Feynman diagrams, this implies that when the velocity is of order of the strong coupling, Coulomb singularities of the form $(\alpha_s/v)^n$ have to be summed to all orders. This can be achieved by successively integrating out the hard and soft scale leading to the non-relativistic QCD (NRQCD) [4–6] and potential NRQCD (PNRQCD) [7–11] effective field theories, respectively. Within this framework, described in detail for top-quark pair production near threshold in [12], the dominant contribution from the S-wave correlation function has been computed at next-to-next-to-next-to-leading order (NNNLO) [13–16].

The axial-vector coupling of the top quark to the $Z$ boson gives rise to a P-wave contribution to the top-pair production cross section. In this work we compute the corresponding P-wave PNRQCD correlation function. Being suppressed by $v^2$ relative to the S-wave it contributes only starting from NNLO. The complete NNNLO calculation of the threshold correction therefore requires a NLO calculation of the P-wave correlation function, which we perform here in dimensional regularization. Some results for the P-wave Green function were already obtained in [17–20], but none of these computations were performed in dimensional regularization. Dimensional regularization is, however, required for the following reason: The imaginary part of the P-wave Green function, which is relevant for the cross section, is divergent already at leading order in the non-relativistic expansion, if the finite width of the top quark is included. This divergence and the resulting scheme dependence cancel only when non-resonant corrections to the process $e^+ e^- \to W^+ W^- b\bar{b}$ are added. The separation of resonant and non-resonant contributions can be performed consistently in unstable-particle effective field theory [21,22], in which the non-resonant terms appear as a hard region. The corresponding diagrams are computed as usual in dimensional regularization as has already been done in [23,24]. Consistency then requires that the non-relativistic, resonant part is also computed in dimensional regularization. We emphasize that to determine the top-quark mass precisely it is necessary to compute the process $e^+ e^- \to W^+ W^- b\bar{b}$ including non-resonant terms, since the top mass is ultimately determined from the rise of the cross section near threshold, where non-resonant effects are important [23].

The outline of the paper is as follows. In Section 2 we give a brief overview of the framework of the calculation. A detailed discussion can be found in [12,16], however, we repeat some of the formulas given there in order to make the present paper self-contained. The P-wave Green function up to NLO is computed in Section 3 with some technical details relegated to Appendices A and B. In Section 4 a numerical analysis of the P-wave contribution to top-pair production at threshold is presented. The absolute size of the P-wave contribution is rather small due to the small axial couplings of the top quark. We therefore also discuss the P-wave dominated (s)top threshold production processes $\gamma \gamma \to t\bar{t}$ with different photon helicities and $e^+ e^- \to t\bar{t}$ in Sections 5 and 6, respectively, where P-wave production is the dominant production mechanism. We conclude in Section 7.

2. Effective theory setup

The production of a top pair in $e^+ e^-$ annihilation is mediated by photons and Z bosons. While the coupling of photons to fermions is purely vector-like the Z boson couples to vector currents and axial-vector currents with the respective strengths

$$v_f = \frac{T^f_3 - 2 e_f \sin^2 \theta_w}{2 \sin \theta_w \cos \theta_w}, \quad a_f = \frac{T^f_3}{2 \sin \theta_w \cos \theta_w},$$

(2.1)
where $\theta_w$ is the Weinberg angle, $e_f$ the electric charge and $T_f^3$ the third component of the weak isospin of the fermion $f$. For the vector current $j_{\mu}^{(v)} = \bar{t} \gamma_{\mu} t$ and the axial-vector current $j_{\mu}^{(a)} = \bar{t} \gamma_{\mu} \gamma_5 t$ we define the two-point functions

$$
\Pi_{\mu\nu}^{(X)}(q^2) = i \int d^4x e^{iq \cdot x} \langle 0 | T \left[ j_{\mu}^{(X)}(x) j_{\nu}^{(X)}(0) \right] | 0 \rangle = (g_{\mu\nu} q^2 - q^2 g_{\mu\nu}) \Pi^{(X)}(q^2) + q_{\mu} q_{\nu} \Pi_{\mu\nu}^{(X)}(q^2).
$$

(2.2)

We denote by $R = \sigma_{\bar{t}t}/\sigma_0$ the inclusive $\bar{t}t$ production cross section $\sigma_{\bar{t}t} = \sigma(e^+ e^- \rightarrow t \bar{t} X)$ normalized to the high-energy limit of the $\mu^+ \mu^-$ production cross section $\sigma_0 = 4\pi \alpha^2_{\text{em}}/(3q^2)$. It can be related to the imaginary part of the two-point functions by the optical theorem

$$
R = 12\pi \text{Im} \left[ e_i^2 \Pi^{(v)}(q^2) - \frac{2q^2}{q^2 - M_Z^2} v_e v_t e_i \Pi^{(v)}(q^2) \right. \\
+ \left. \left( \frac{q^2}{q^2 - M_Z^2} \right)^2 (v_e^2 + a_e^2)(v_t^2 + a_t^2)(q^2) + a_t^2 \Pi^{(a)}(q^2) \right].
$$

(2.3)

Near the production threshold $s \approx 4m_t^2$ the usual perturbation theory in $\alpha_s$ breaks down, because the velocity $v$ of the top quark is of the same order as the strong coupling and contributions that scale as $(\alpha_s/v)^k$ have to be summed to all orders. Instead, in non-relativistic perturbation theory, one expands in $\alpha_s$ and $v$ around the non-perturbative solution that sums these terms. Explicitly, the re-organized expansion takes the form

$$
R \sim v \sum_k \left( \frac{\alpha_s}{v} \right)^k \{ 1(\text{LO}); \alpha_s, v(\text{NLO}); \alpha_s^2, v, v^2(\text{NNLO}); \alpha_s^3, \alpha_s^2 v, \alpha_s v^2, v^3(\text{NNNLO}); \ldots \}.
$$

(2.4)

The computation of the vector current spectral function $\Pi^{(v)}(q^2)$ to NNNLO is summarized in [12,16]. This work focuses on the axial-vector current spectral function $\Pi^{(a)}(q^2)$. In a first step the hard modes are integrated out. Matching of the axial-vector current to NRQCD yields an expansion

$$
\mathcal{J}^{(a)}_k = \frac{c_a}{2m_t} \psi^+ \left[ \sigma^k, (-i) \sigma \cdot D \right] \psi + \cdots,
$$

(2.5)

where bold face letters and Latin indices refer to $d - 1$ dimensional vectors, and $d = 4 - 2\epsilon$ is the space–time dimension. The hard matching coefficient $c_a$ is given by [25]

$$
c_a = 1 - 4C_F \frac{\alpha_s}{4\pi} \left[ 1 - \epsilon \ln \frac{m_t^2}{\mu^2} + \mathcal{O}(\epsilon^2) \right] + \mathcal{O}(\alpha_s^2).
$$

(2.6)

We observe that (2.5) contains a covariant derivative. Thus the axial-vector current spectral function is suppressed by the well-known P-wave factor of $v^2$ compared to the S-wave and contributes to $R$ only starting from NNLO. The two-point function takes the form

---

1 The $\mathcal{O}(\epsilon)$ term will be needed later on and was not given in [25]. For $\gamma_S$ the naive anti-commuting (NDR) scheme is employed.
\[ \Pi^{(a)}(q^2) = \frac{1}{(d-1)q^2} T_{ii}^{(a)}(q^2) \]
\[ = \frac{N_c g^2}{8m_t^2} \frac{i}{2N_c(d-1)} \times \int d^d x e^{i E x_0} \langle 0| T \left( \left[ \psi^\dagger \Gamma^i \chi \right]^\dagger(x) \left[ \psi^\dagger \Gamma^i \chi \right](0) \right) |0\rangle_{\text{NRQCD}} + \cdots, \quad (2.7) \]
where \( \Gamma^k = (-i) [\sigma^k, \sigma \cdot D] \). A further matching to potential NRQCD integrates out the soft modes and the potential gluons and light quarks. To the required order the PNRQCD Lagrangian reads
\[ \mathcal{L}_{\text{PNRQCD}} = \psi^\dagger \left( i \partial_0 + g_s A_0(t, 0) + \frac{\hat{p}^2}{2m} \right) \psi + \chi^\dagger \left( i \partial_0 + g_s A_0(t, 0) - \frac{\hat{p}^2}{2m} \right) \chi \]
\[ + \int d^{d-1} r \left[ \psi_a^\dagger \psi_b \right](x + r) V_{ab;cd}(r, \partial) \left[ \chi_c^\dagger \chi_d \right](x), \quad (2.8) \]
where \( \psi (\chi) \) denotes the potential quark (antiquark) field. The coupling to the ultrasoft gluon field \( A_0(t, 0) \) can be removed by a field redefinition, which, in general, modifies the external current [26], but cancels for the colour-singlet currents relevant to production through photons and Z bosons. Henceforth, ultrasoft gluons can be ignored, since they contribute only at higher order. Since the top pair is produced in a colour-singlet state, only the colour-singlet projection
\[ V(p, p') = \frac{1}{N_c} \delta_{bc} \delta_{da} V_{ab;cd}(p, p') \quad (2.9) \]
of the general potential is required. To the considered order it consists purely of the Coulomb potential
\[ V(p, p') = -\frac{4\pi C_F \alpha_s}{q^2} \left[ \gamma_C^{(0)} + \frac{\alpha_s}{4\pi} \gamma_C^{(1)} + \mathcal{O}(\alpha_s^2) \right] + \cdots, \quad (2.10) \]
where the \( d \) dimensional coefficients of the LO and NLO Coulomb potential are
\[ \gamma_C^{(0)} = 1, \quad (2.11) \]
\[ \gamma_C^{(1)} = \left[ \frac{\mu^2}{q^2} \right] \frac{\beta_0}{\epsilon} + \left( \frac{\mu^2}{q^2} \right) a_1(\epsilon), \quad (2.12) \]
with
\[ a_1(\epsilon) = (C_A[11 - 8\epsilon] - 4T_F n_f) \frac{e^{\gamma_E \epsilon} \Gamma(1 - \epsilon) \Gamma(2 - \epsilon) \Gamma(\epsilon)}{(3 - 2\epsilon) \Gamma(2 - 2\epsilon)} - \frac{\beta_0}{\epsilon}. \quad (2.13) \]
They are required up to order \( \epsilon \) for reasons that will become clear later. The LO Coulomb potential contributes to the same order as the leading kinetic terms in the PNRQCD Lagrangian and thus has to be treated non-perturbatively, while the NLO correction \( \gamma_C^{(1)} \) is a perturbation. Thus the LO Lagrangian describes the propagation of quark–antiquark pairs, where ladder diagrams with exchange of an arbitrary number of potential gluons between the quark–antiquark pair have been resummed. The quark–antiquark pair propagator \( \tilde{G}_0(p, p'; E) \) satisfies the \( d \)-dimensional Lippmann–Schwinger equation
\[ \left( \frac{p^2}{m_t} - E \right) \tilde{G}_0(p, p'; E) - \tilde{\mu}^2 e \int \frac{d^{d-1} k}{(2\pi)^{d-1}} \frac{4\pi C_F \alpha_s}{k^2} \tilde{G}_0(p - k, p'; E) \]
\[ = (2\pi)^{d-1} \delta^{(d-1)}(p - p'), \quad (2.14) \]
where \( E = \sqrt{s} - 2m_t \) denotes the energy relative to the production threshold, \( m_t \) the top-quark pole mass, and the scale \( \mu = \mu [e^{\gamma_E} / (4\pi)]^{1/2} \) has been chosen such that the minimal subtraction of \( 1/\epsilon \) poles corresponds to the \( \overline{\text{MS}} \) rather than the MS scheme. Here and in the following the tilde is used to indicate that the Green function is given in momentum space. Its Fourier transform

\[
G_0(r, r'; E) = \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \int \frac{d^{d-1}p'}{(2\pi)^{d-1}} e^{ip \cdot r} e^{-i p' \cdot r'} \tilde{G}_0(p, p'; E)
\]  

(2.15)

is the solution to the Schrödinger equation

\[
\left( -\nabla^2 (r) + \frac{C_F \alpha_s}{m_t} - E \right) G_0(r, r'; E) = \delta(3)(r - r')
\]  

(2.16)

in four dimensions. An expression for general \( d \) is not available, but for \( d = 4 \) several representations are known [27–30]. We find it convenient to use the integral representation from [27],

\[
G_0(r, r'; E) = \sum_{l=0}^{\infty} (2l+1) P_l \left( \frac{r \cdot r'}{rr'} \right) \frac{m_t p}{2\pi} \frac{(2p)^l (2p')^l}{\Gamma(l+1+\lambda)\Gamma(l+1-\lambda)}
\]

\[
\times \int_0^1 dt \int_1^\infty ds \left[ s(1-t) \right]^{l+\lambda} \left[ t(s-1) \right]^{l-\lambda}
\]

\[
\times \exp \{-p[r'(1-2t) + r(2s-1)]\},
\]

(2.17)

with \( r' < r \) and \( p = \sqrt{-m_t E} \), and \( P_l(z) \) the Legendre polynomials. We also introduced the variable

\[
\lambda = \frac{C_F \alpha_s}{2\sqrt{-E/m_t}}
\]  

(2.18)

The Feynman rules required for higher-order computations have been derived in [12]. As also discussed there the soft matching of the two-point function is trivial and hence

\[
\Pi^{(\alpha)}(q^2) = \frac{N_c e^2}{2m_t^4} \frac{d-2}{d-1} G^P(E),
\]

(2.19)

where now

\[
G^P(E) = \int d^d x e^{iE x^0} \langle 0|T\left( [\psi^\dagger i D^i \chi]^{\dagger}(x)[\psi^\dagger i D^i \chi](0)\right)|0\rangle_{\text{PNRQCD}}
\]

\[
= \frac{i}{2N_c} \int d^d x e^{iE x^0} \langle 0|T\left( [\chi^\dagger i D^i \psi]^{\dagger}(x)[\psi^\dagger i D^i \chi](0)\right)|0\rangle_{\text{PNRQCD}}
\]

(2.20)

is the P-wave Green function at the origin. In passing to the second equation, we used that due to the spin-independence of the Coulomb potential (2.10) the \((d-1)\)-dimensional spin algebra in (2.20) can be evaluated once and for all. In PNRQCD perturbation theory up to NLO, the P-wave correlation function reads

\[
G^P(E) = G^P_0(E) + \delta_1 G^P(E) + \cdots
\]

\[
\tilde{\mu}^{4\epsilon} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \int \frac{d^{d-1}p'}{(2\pi)^{d-1}} \tilde{p} \cdot \tilde{p}'
\]
\[
\times \left[ G_0(p, p'; E) + \tilde{\mu}^{4\epsilon} \int \frac{d^{d-1}p_1}{(2\pi)^{d-1}} \int \frac{d^{d-1}p_2}{(2\pi)^{d-1}} G_0(p, p_1; E) \times i \left( -\frac{\alpha_s^2 C_F}{(p_1 - p_2)^2} \gamma_C^{(1)} \right) i G_0(p_2, p'; E) + \cdots \right],
\]

where we have inserted the NLO Coulomb potential. As yet we have neglected the sizable width of the top quark \(\Gamma_t = 1.33\) GeV. For the leading-order S-wave contribution the width effect is accounted for by the replacement \(E \rightarrow E + i\Gamma_t/\epsilon\) in the spectral function [31,32]. We follow this prescription to define the pure QCD calculation of the pair-production cross section and therefore assume henceforth that \(E\) can take complex values. Due to the \(p \cdot p'\) factor already the leading order result for the P-wave contains ultraviolet divergences of the form \(E/\epsilon\). Following the above description yields poles proportional to \(\Gamma_t/\epsilon\) in the imaginary part, and a scale-dependence related to these poles. To make this explicit, we distinguish between the scale \(\mu_r\) at which we evaluate the running coupling \(\alpha_s = \alpha_s(\mu_r)\) and the scale \(\mu_w\) that arises from the finite-width divergences. While the residual \(\mu_r\) scale-dependence must always be of higher-order, the divergences and the dependence on the scale \(\mu_w\) have to cancel against non-resonant electroweak corrections involving a \(Wb\)-loop correction to the off-shell top propagator [15]. So far only the \(1/\epsilon\) pole corresponding to the LO P-wave correlation function is known [24,33,34]. The finite term is required to cancel the corresponding scheme dependence. Since the finite term as well as the NNNLO non-resonant terms related to the NLO P-wave correlation function are presently unknown, we keep the dependence on \(\mu_w\) (and the associated poles) explicit in our analytical result.

3. Computation of the P-wave Green function

3.1. Leading order

Simple power counting shows that ladder diagrams with up to four loops are ultraviolet divergent, as compared to two loops for the S-wave, due to the additional factor \(p \cdot p'\) in (2.21). These diagrams, the sum of which is denoted by \(G_0^{P(\leq 3\text{ex})}\), therefore have to be computed in \(d\) dimensions. We have used FIRE [35,36] to perform the reduction to a small set of master integrals. Results for these master integrals are available in the literature [37] and are in agreement with special cases of the more general calculation for the NLO contribution presented below. We obtain

\[
G_0^{P(\leq 3\text{ex})}(E) = \frac{m_t^4 C_F^2 \alpha_s^3}{32\pi \lambda^3} + 4\pi C_F \alpha_s \left[ I_0^{00} + I_0^{10} + I_0^{20} \right],
\]

where we have given the contribution from the one-loop, zero-gluon exchange diagram explicitly. It exhibits the characteristic \(1/\lambda^3 \sim E^{3/2} \sim v^3\) threshold behaviour of P-wave production. The higher-loop integrals \(I_p^{(n-1)0}[1]\), corresponding to diagrams with \(n\) gluon exchanges, are given in Appendix A. (The notation is explained in more detail in the context of the NLO calculation after (3.16).) The remaining part \(G_0^{P(\geq 4\text{ex})}\) is finite and can be calculated in \(d = 4\) dimensions. We perform this calculation in position space. Eq. (2.21) implies

\[
G_0^{P(\geq 4\text{ex})}(E) = \lim_{x, y \rightarrow 0} \left| \nabla_x \cdot \nabla_y G_0^{(\geq 4\text{ex})}(x, y; E) \right|
\]

\[
= \lim_{x, y \rightarrow 0} \frac{1}{(4\pi)^2} \int d\Omega_x \int d\Omega_y \left[ \nabla_x \cdot \nabla_y G_0^{(\geq 4\text{ex})}(x, y; E) \right].
\]
where $\langle \cdots \rangle$ denotes the angular mean of the respective expression. This projects out the P-wave, \( l = 1 \), component of the Green function \( G_0(\mathbf{r}, \mathbf{r}'; E) \). The expression (3.2) can be computed using the representation (2.17) with appropriate subtractions for the parts with less than three gluon exchanges. The sum \( G_0^{P(\leq 3\text{ex})} + G_0^{P(\geq 4\text{ex})} \) gives the expression for the correlation function in dimensional regularization:

\[
G_0^P(E) = \frac{m_t^4 C_F^3 \alpha_s^3}{32\pi^3 \lambda^3} \left[ 1 - \left( \frac{1}{2 \epsilon} + 2L_w^u + 4 \right) \lambda - 3\lambda^2 \right. \\
\left. + \left( \frac{1}{4 \epsilon} + 2L_w^u + \frac{7}{2} \right) \lambda^3 + 2(\lambda - \lambda^3) \hat{\psi}(2 - \lambda) \right],
\]

where

\[
\hat{\psi}(z) = \gamma_E + \psi(z), \quad L^a_\lambda = \ln \left( \frac{\lambda \mu^a}{mt \alpha_s C_F} \right) = -\frac{1}{2} \ln \left( \frac{-4m_t E}{\mu^a} \right).
\]

with \( a \in \{ r, w \} \), \( \gamma_E \) the Euler–Mascheroni constant, and \( \psi(z) \) the logarithmic derivative of the Gamma function. In (3.3) subtracting the \( 1/\epsilon \) poles gives the result in the MS scheme. Note that due to the overall \( 1/\lambda^3 \) factor only the term proportional to \( \lambda \) in square brackets results in a finite-width divergence. We have checked that this divergence in the imaginary part of the LO Green function (3.3) agrees with the result given in [24,38]. Neglecting the width of the top, the imaginary part is finite, and reads

\[
\text{Im}\left[ G_0^P(E) \right] = \left( \frac{m_tC_F\alpha_s}{2} \right)^5 \sum_{n=2}^{\infty} \frac{n^2 - 1}{n^5} \delta(E - E_n^{P(0)}) \\
+ \frac{m_t^4}{4\pi} \left( \frac{E}{m_t} + \frac{C_F^2 \alpha_s^2}{4} \right) \frac{\pi C_F \alpha_s}{1 - e^{-\alpha_s \pi v \theta(E)}},
\]

where \( v \equiv \sqrt{E/m_t} \), and \( E_n^{P(0)} = -(m_tC_F^2 \alpha_s^2)/(4n^2) \) with \( n \geq 2 \) are the \( l = 1 \) bound state energies. Eq. (3.5) agrees with [17].

3.2. Next-to-leading order

Analogous to the S-wave computation [16], we define the single-insertion function

\[
I_P[x + u] = \int \prod_{i=1}^{4} \frac{d^{d-1}p_i}{(2\pi)^{d-1}} \mathbf{p}_1 \cdot \mathbf{p}_4 \tilde{G}_0(\mathbf{p}_1, \mathbf{p}_2; E) \frac{1}{(q_{23}^2)^x} \left( \frac{\mu^2}{q_{23}^2} \right)^u \tilde{G}_0(\mathbf{p}_3, \mathbf{p}_4; E),
\]

where \( \mathbf{q}_{ij} = \mathbf{p}_i - \mathbf{p}_j \). In terms of this the NLO correction to the Green function contained in (2.21) is given by

\[
\delta_1 G^P(E) = C_F \alpha_s^2 \left[ \frac{\beta_0}{\epsilon} \left( I_P[1 + \epsilon] - I_P[1] \right) + a_1(\epsilon) I_P[1 + \epsilon] \right].
\]

As for the LO Green function divergences only occur in diagrams with up to four loops. We therefore split the NLO correction into a divergent (a) and a finite part (b) as indicated in Fig. 1. Since the top-quark width \( \Gamma_t \) cannot be neglected, the imaginary part of (a) contains divergences of the type \( \Gamma_t/\epsilon \) arising from poles of the form \( E/\epsilon \). Thus, contrary to the S-wave case, where no such divergences are present in the computation of corrections from the Coulomb potential, the
Fig. 1. We split the NLO correction to the Green function into a divergent part (a) that contains all diagrams with up to four loops and the finite remainder (b).

NLO Coulomb potential (2.12) cannot be expanded in $\epsilon$ prior to integration in the computation of the loop integrals of part (a). However, the momentum integrals of part (b) are finite and the potential can be expanded before integration here.

To deal with part (b), we start with the computation of the complete $I_p[1 + u]$ in position space and later perform the necessary subtractions to obtain $I_p^{(b)}[1 + u]$:

$$I_p[1 + u] = \lim_{x,y \to 0} \left\langle (\nabla_x \cdot \nabla_y) \int d^{d-1}r \ G_0(x, r; E) \frac{\mu^{2u}(r^2)^{u-\frac{1}{2}}}{4\pi \Gamma(1+2u) \cos(\pi u)} G_0(r, y; E) \right\rangle$$

$$= \lim_{x,y \to 0} \frac{9m_t^2(2p)^6\mu^{2u}}{(4\pi)^3 \Gamma(1+2u) \cos(\pi u) \Gamma(1+2\lambda)\Gamma(2-\lambda)^2} \times \left\langle (\nabla_x \cdot \nabla_y) \int d^{d-1}r \ (x \cdot r) (y \cdot r) (r^2)^{u-\frac{1}{2}} \right. \times e^{-p[x(1-2t_1)+y(1-2t_2)+2r(s_1+s_2-1)]} \left. \right\rangle.$$

We proceed by first solving the integral over $r$:

$$\int d^{d-1}r \ r^i r^j r^{2u-1} e^{-2pr(s_1+s_2-1)} = \frac{\delta^{ij}}{d-1} \frac{2\pi^{(d-1)/2} \Gamma(d+2u)}{\Gamma((d-1)/2)} [2p(s_1 + s_2 - 1)]^{-d-2u}.$$

Taking the derivatives and the limit $x, y \to 0$, we can perform the integrations over $t_1$ and $t_2$ and obtain

$$I_p[1 + u] = \frac{m_t^2(2p)^{6-d-2u}\mu^{2u}}{4(4\pi)^3 \Gamma(1+2u) \cos(\pi u)} \frac{2\pi^{(d-1)/2} \Gamma(d+2u)}{\Gamma((d-1)/2)}$$
After the necessary subtraction the remaining part (b) is finite and can be computed in \( d = 4 \) dimensions. We obtain

\[
I_{p}^{(b)}[1 + u] = \frac{m_{T}^{2}P^{2}}{(4\pi)^{2}} \left( -\frac{\mu^{2}}{4m_{T}E} \right)^{u} j_{p}(u),
\]

where

\[
j_{p}(u) = \frac{\Gamma(4 + 2u)}{\Gamma(1 + 2u) \cos(\pi u)} \int_{0}^{\infty} dt_{1} \int_{0}^{\infty} dt_{2} \frac{t_{1}t_{2}(1 + t_{1})(1 + t_{2})}{(1 + t_{1} + t_{2})^{4+2u}} \left[ \left( \frac{1 + t_{1}}{t_{1}t_{2}} \right)^{\lambda} - 1 - \lambda \log \left( \frac{1 + t_{1}}{t_{1}t_{2}} \right) - \frac{\lambda^{2}}{2} \log^{2} \left( \frac{1 + t_{1}}{t_{1}t_{2}} \right) \right].
\]

(3.12)

Here the last three terms are the first three terms in the expansion in \( \alpha_{s} \), which corresponds to up to two gluon exchanges to the left or right of the NLO Coulomb potential insertion. This is precisely part (a), hence the above, subtracted expression is part (b) as desired. A strategy to solve this kind of integral is presented in [16]. We obtain

\[
j_{p}(0) = -1 + \left( \frac{\pi^{2}}{3} - 2 \right) \lambda + 3\zeta(3) \lambda^{2} + \left( 1 - 3\lambda^{2} \right) \hat{\psi}(2 - \lambda) + (\lambda^{3} - \lambda) \psi_{1}(2 - \lambda), \quad (3.13)
\]

\[
j_{p}'(0) = \frac{\pi^{2}}{6} - \frac{50}{9} + \left[ -4 + \frac{2\pi^{2}}{3} - 4\zeta(3) \right] \lambda + \left[ \frac{34}{3} + \frac{\pi^{2}}{6} - \frac{\pi^{4}}{180} + 6\zeta(3) \right] \lambda^{2}
\]

\[
+ \left[ 4 + 6\lambda - 10\lambda^{2} \right] \hat{\psi}(2 - \lambda) + (3\lambda^{2} - 1) \left[ \hat{\psi}(2 - \lambda)^{2} - 3\psi_{1}(2 - \lambda) \right]
\]

\[
+ (\lambda^{3} - \lambda) \left[ \frac{22}{3} - 2\hat{\psi}(2 - \lambda) \right] \psi_{1}(2 - \lambda) + \psi_{2}(2 - \lambda)
\]

\[
+ \frac{3}{2(\lambda - 2)} \int_{0}^{\infty} dt_{3}(1, 1, 4, 4; 5, 5, 3 - \lambda; 1).
\]

(3.14)

Here \( \psi_{n}(z) \) is the \( n \)th derivative of the psi function. We provide some useful formulas for the evaluation of the generalized hypergeometric function \( \text{$_{4}F_{3}$} \) in Appendix B. In terms of \( j_{p}(u) \) and \( j_{p}'(u) \) from (3.13) and (3.14) we can write part (b) of (3.7) as

\[
\delta_{1}G^{(b)}(E) = C_{F} \alpha_{s}^{2} \left[ \beta_{0} \left. \frac{d}{du} I_{p}^{(b)}[1 + u] \right|_{u=0} + a_{1}(0) I_{p}^{(b)}[1] \right]
\]

\[
= \frac{m_{T}^{2} \alpha_{s}^{4} C_{F}^{3}}{64\pi^{2} \lambda^{2}} \left[ \beta_{0}(2j_{p}(0)L_{\lambda} + j_{p}'(0)) + a_{1}(0)j_{p}(0) \right],
\]

where we have expanded the NLO Coulomb potential (2.12) and written the logarithm of \( q^{2} \) as a derivative at zero \( u \).

The divergent part (a) is given by

\[
I_{p}^{(a)}[1 + u] = I_{p}^{(0)}[1 + u] + 2I_{p}^{(1)}[1 + u] + 2I_{p}^{(2)}[1 + u] + I_{p}^{(11)}[1 + u].
\]

(3.16)

where the \( I_{p}^{(m)}[1 + u] \) denotes the contribution to the single insertion function from the diagram with \( n \) potential gluon exchanges to the left and \( m \) to the right of the potential insertion. Part (a)
then takes the form of (3.7) with $I_P$ replaced by (3.16), and requires the calculation of some four-loop diagrams in dimensional regularization. The results for the $I_P^{qm}[1 + u]$ needed are given in Appendix A. The complete NLO correction to the Green function in dimensional regularization given by the sum of parts (a) and (b) reads:

$$
\delta_1 G^P(E) = -\frac{m^2 \alpha_s^4 C_F}{64\pi^2 \lambda^2} \bigg[ \beta_0 \left( -\frac{1}{12e^2} + \frac{59}{9} + \frac{5\pi^2}{72} \right) + \left( 9 + 6L_\alpha^r \right) \lambda \\
+ \left( \frac{3}{40e^2} + \frac{1}{20e} - \frac{344}{15} - \frac{\pi^2}{8} - \frac{21}{2} L_\lambda^r + \frac{1}{2} L_\lambda^w - 6L_\lambda^r L_\lambda^w + 3(L_\lambda^w)^2 \right) \lambda^2 \\
+ \left( -4 - 6\lambda + 10\lambda^2 + 2(3\lambda^2 - 1)L_\lambda^r \right) \psi(2 - \lambda) \\
+ (\lambda - \lambda^3) \left[ \psi_1(2 - \lambda) \left( \frac{22}{3} + 2L_\lambda^r - 2\psi(2 - \lambda) \right) + \psi_2(2 - \lambda) \right] \\
+ (3\lambda^2 - 1) \left[ 3\psi_1(2 - \lambda) - \psi(2 - \lambda)^2 \right] \\
+ \frac{3}{4 - 2\lambda} F_3(1, 1, 4, 4; 5, 3 - \lambda; 1) \\
+ a_1(\epsilon) \left[ \frac{1}{6\epsilon} + 2 + L_\lambda^w + 3\lambda - \left( \frac{3}{10\epsilon} + \frac{26}{5} + 3L_\lambda^w \right) \lambda^2 \\
+ (3\lambda^2 - 1) \psi(2 - \lambda) + (\lambda - \lambda^3) \psi_1(2 - \lambda) \right] \bigg].
$$

(3.17)

The dependence on the two scales $\mu_r$ and $\mu_w$ has been obtained with the procedure described in Appendix A. Alternatively, the dependence on $\mu_r$ can be obtained using one-loop running of $\alpha_s$ in the LO Green function. The remaining logarithms of $\mu$ must then be assigned to $\mu_w$. We note that the dependence on the scale $\mu_w$ is polynomial in $E$ and cancels in the imaginary part for $\Gamma_t = 0$, which provides a useful consistency check.

### 3.3. Pole resummation

At negative energies the P-wave Green function contains poles corresponding to quark–antiquark bound states with angular momentum $l = 1$. In (3.17) they appear as poles of polygamma and hypergeometric functions for positive integer $\lambda \geq 2$. Near these bound states the exact Green function has the form

$$
G^P(E) \xrightarrow{E \rightarrow E_n^P} \frac{|\psi_n'(0)|^2}{E_n^P - E - i\epsilon} + \text{regular},
$$

(3.18)

where $E_n^P$ is the energy of the $n$th P-wave bound state and $\psi_n'(0)$ the derivative of the corresponding wave function at the origin. Both take on a perturbative expansion in the strong coupling constant

$$
E_n^P = E_n^{P(0)} \left( 1 + \frac{\alpha_s}{4\pi} f_1^P + O(\alpha_s^2) \right),
$$

$$
|\psi_n'(0)|^2 = |\psi_n^{P(0)}(0)|^2 \left( 1 + \frac{\alpha_s}{4\pi} f_1^P + O(\alpha_s^2) \right).
$$

(3.19)

The NLO Green function expanded in $\alpha_s$ therefore takes the form...
\[ G_P^p(E) \rightarrow E_{n}^{p(0)} = \frac{\left| \psi_n^{(0)}(0) \right|^2}{E_n^{p(0)} - E - i\epsilon} + \frac{\alpha_s}{4\pi} \left( \frac{f_1^P|\psi_n^{(0)}(0)|^2}{E_n^{p(0)} - E - i\epsilon} - \frac{e_p^P|\psi_n^{(0)}(0)|^2 E_n^{p(0)}}{(E_n^{p(0)} - E - i\epsilon)^2} \right) + \mathcal{O}(\alpha_s^2) + \text{regular.} \]  

(3.20)

The singular terms near \( E_n^{p(0)} \) can be resummed into a single pole to all orders by subtracting (3.20) from the Green function and adding (3.18) with the energies and derivatives of the wave function in NLO approximation [10]. The leading-order expressions can be read off from the imaginary part (3.5) of the LO result:

\[ E_n^{p(0)} = -\frac{m_tC_F^2\alpha_s^2}{4n^2}, \quad \left| \psi_n^{(0)}(0) \right|^2 = \frac{1}{\pi} \left( \frac{m_tC_F\alpha_s}{2} \right)^5 \frac{n^2 - 1}{n^5}. \]  

(3.21)

To obtain the NLO corrections we expand (3.17) for \( \lambda \) near positive integer \( n \). We find

\[ \delta_1 G_P^p(E) = \frac{n^4\alpha_s^4C_F^2}{4(4\pi)^2} \left\{ \frac{n^2 - 1}{n^2(n - \lambda)^2} \left[ 2\beta_0 \left( 2L_n^r + 4 + \frac{3}{n - 1} - \frac{4n^2}{n^2 - 1} \hat{\psi}(n + 2) \right) - 2n\psi_1(n + 2) \right] + 2a_1 \right\} + \frac{n^2 - 1}{n(n - \lambda)^2} \left[ 2\beta_0 \left( L_n^r + \hat{\psi}(n + 2) \right) + a_1 \right] + \text{regular}. \]  

(3.22)

With this it is straightforward to obtain:

\[ e_1^P = 2a_1 + 4\beta_0 \left[ L_n^r + \hat{\psi}(n + 2) \right], \]  

(3.23)

\[ f_1^P = 5a_1 + 2\beta_0 \left[ 5L_n^r + 4 + \frac{3}{n - 1} - \frac{n^2 + 3}{n^2 - 1} \hat{\psi}(n + 2) - 2n\psi_1(2 + n) \right], \]  

(3.24)

where \( L_n^r = \ln(n\mu_r/(m_tC_F\alpha_s)) \). We have checked that this agrees with the results of [18,19].

4. P-wave top-pair production cross section

In this section we discuss the phenomenological aspects of the P-wave contribution to the top-pair production cross section near threshold. All expressions so far have employed the pole mass definition of the top quark. Since the pole mass suffers from an infrared renormalon ambiguity [39–41], which is not present in the top-pair cross section itself, we show results using the PS mass definition [42], which eliminates this spurious infrared sensitivity. This has been implemented in the PS Shift (PSS) and PS Insertion (PSI) schemes [16]. Denoting by \( \delta m_t \) the difference between the pole mass and the PS mass, the former is defined by

\[ G_{\text{PSS}}^P(\sqrt{s}, m_t^\text{PSS}) = G_{\text{pole}}^P(\sqrt{s}, m_t^\text{PSS} + \delta m_t), \]  

(4.1)

where the value of \( \delta m_t \) is order-dependent. That is, in LO, we only use the leading-order expression \( \delta m_t \propto \mu \alpha_s \), whereas in NLO, \( \delta m_t \) includes the \( \mu \alpha_s^2 \) term that contains the \( a_1 \) correction to the Coulomb potential [42].\(^2\) The PSI scheme is obtained by re-expanding the right-hand side in \( \alpha_s \). We find, however, that the difference between the two schemes is very small and would not be visible in the figures below. We therefore only show the results in the PSS scheme. For

\(^2\) However, when our result is combined with the NNNLO S-wave contribution, \( \delta m_t \) should be used at NNNLO as well.
the numerics we adopt the parameter values $\alpha_s(M_Z) = 0.1184$, $m_t^{\text{PS}} = m_t^{\text{PS}}(\mu_f = 20 \text{ GeV}) = 171 \text{ GeV}$, which corresponds to a LO (NLO) pole mass of $m_t = 172.025 \text{ (172.433) GeV}$, the top-quark width $\Gamma_t = 1.33 \text{ GeV}$ and the Weinberg angle $\sin^2 \theta_w = 0.23$. The strong coupling is evolved to the scale $\mu_r$ in the four-loop approximation.

Since $G^P(E)$ is divergent there exists an ambiguity in (2.19) whether $G^P(E)$ or $\Pi^{(a)}(q^2)$ should be minimally subtracted, since the factor that relates both depends on $\epsilon$. This ambiguity is only resolved when the finite term of the non-resonant contribution is computed. Since the non-resonant calculation does not refer to any kind of non-relativistic approximation it is natural to define the non-resonant and resonant contribution by minimal subtraction of $\Pi^{(a)}(q^2)$. This will be assumed in the following. To be precise, we write the expansion of the hard coefficient

$$
\Pi(a)(q^2) = \frac{\alpha_s C_F}{32 \pi} \Gamma_t \left( \frac{\beta_0 - a_1(0) - \alpha(\mu_r^2)}{27} \right) \frac{N_c}{32 \pi^2} \frac{\Gamma_t}{m_t},
$$

where the constant terms proportional to $\Gamma_t/m_t$ arise from the divergent parts of $G^P(E)$ multiplying the order $\epsilon$ and $\epsilon^2$ terms of the factor $(d-2)/(d-1) \times c_a^2$, which relates $G^P(E)$ to $\Pi^{(a)}(q^2)$.

Note that we assume here that $\Gamma_t$ takes its numerical, four-dimensional, physical value, while for an analytic combination with the (yet unknown) non-resonant cross section, one eventually needs to use the analytic, $d$ dimensional, leading-order expression for the top-quark width. The constant terms in (4.3) and (4.4) shift the cross section only by a tiny amount, so that the scheme-dependence related to the resonant–non-resonant separation that can be resolved only once the non-resonant cross section is fully known, is not relevant for the following discussion.

In Fig. 2 we show the LO and NLO P-wave contributions to the $R$ ratio in the PSS scheme, employing the expressions (4.3), (4.4), and including pole resummation up to the $n = 6$ bound-state pole. The overall size relative to the S-wave is below 1% in the threshold region, because in addition to the $v^2$ suppression the ratio of the couplings $\left( v_c^2 + a_2^2 \right) / e^2 \approx 0.28$ is small.

In order to determine the theoretical uncertainty we vary the renormalization scale $\mu_r$ in the range $[50\text{GeV}, m_t^{\text{PS}}]$, while keeping $\mu_w = m_t^{\text{PS}}$ fixed. The latter scale is chosen of order of the hard scale in order to capture the logarithmically enhanced contribution of the unknown non-resonant part. We observe that the dependence on $\mu_r$ is much reduced at NLO, which implies that perturbation theory works well for the P-wave contribution. A comparison with the Born level

---

3 The scale $\mu$ in the logarithm in $c_a^{(1e)}$, see (2.6), should be identified with $\mu_w$.

4 The possibility to extract the P-wave contribution using different beam polarizations was discussed in [20].
Fig. 2. The P-wave contribution to the $R$ ratio in the PSS scheme for $m_{\text{PS}}^t = 171$ GeV, $\Gamma_t = 1.33$ GeV, $\mu_r = 80$ GeV, and $\mu_w = m_{\text{PS}}^t$. The dashed and solid lines denote the LO and NLO contributions, respectively. The shaded regions show the respective scale uncertainties for a variation of $\mu_r$ in the region $[50$ GeV, $m_{\text{PS}}^t]$. The dark-shaded band for the small NLO scale variation is hardly visible. The dotted line denotes the Born-level result.

result (dotted curve) shows a sizable difference and thus the importance of the Coulomb resummation, which enhances the cross section. Note that unlike the S-wave case, the strong Coulomb attraction does not lead to a peak structure in the energy-dependence of the cross section, since the residue of the lowest $n = 2$ P-wave bound state is already too small to be visible given the large top-quark width.

A comparison of the dependence on the two scales is shown in Fig. 3 for three values of the energy (above, at and below threshold from top to bottom). We again see that the dependence on the renormalization scale $\mu_r$ is strongly reduced at NLO. This is not the case for the dependence on $\mu_w$, which remains almost the same as at LO. This is expected, since the finite-width scale dependence does not cancel by performing higher-order QCD calculations. Rather, it has to cancel only when the non-resonant corrections are added to the result. The fact that the finite-width scale dependence is dominant at NLO shows the importance of this cancellation. In particular, the lower-right plot shows that the finite-width scale dependence changes the cross section by a large factor below threshold, precisely where the non-resonant contributions are expected to be important.

5. Top-pair production in photon collisions

The photon collider option via the back-scattering method [43] was studied in the Technical Design Report for TESLA [44] and is also considered at the ILC (see Section 12.6 of [45]). We discuss here only $\gamma\gamma \rightarrow t\bar{t}$ collisions with opposite photon helicities, where the top pair is produced in a P-wave state. We define the inclusive normalized cross section $R_{\gamma}^{++} = \sigma_{\gamma\gamma \rightarrow t\bar{t}X} / \sigma_0$. Near the production threshold the cross section takes the form $[18,19]$

$$R_{\gamma}^{++} = \frac{32\pi N_c e_t^4}{m_t^4} C_{h}^{+-}(\alpha_s) \text{Im}[G^P(E)],$$

with the hard matching coefficient

$$C_{h}^{+-}(\alpha_s) = 1 - 16 C_F \frac{\alpha_s}{4\pi}.$$

(5.1)

(5.2)
Fig. 3. The scale dependence of the P-wave contribution to the $R$ ratio. The left and right plots show the dependence on $\mu_r$ for fixed $\mu_w$ and vice versa. The dependence is shown above (upper plots), close to (middle plots), and below threshold (lower plots) corresponding to $\sqrt{s} = 347.733, 344.866, 342$ GeV, respectively. In the left plots the finite-width scale is fixed to $\mu_w = m_{PS}^t$. In the right plots the coupling-renormalization scale is fixed to $\mu_r = 80$ GeV.

In the absence of a $d$ dimensional calculation of $C_{h}^{\pm}$ we define here the $R$ ratio, to which non-resonant contributions should eventually be added, by minimal subtraction of the P-wave Green function $G^P(E)$.

We show results within the PSS scheme in Fig. 4. The P-wave cross section is an order of magnitude larger than in $e^+e^-$ collisions, due the different size of the electroweak couplings and numerical prefactors. It can be observed independently of the S-wave by adjusting the beam polarizations. Since the $\gamma\gamma$ induced cross section differs from the $e^+e^-$ one only by the hard-matching coefficient and overall electroweak couplings, we observe essentially the same features as in the previous section. Most importantly, the theoretical uncertainty of the QCD contributions as measured by the residual $\mu_r$ dependence is greatly reduced at NLO as seen from the (hardly visible) width of the dark-shaded band in Fig. 4.

We have compared our result for the Green function with a previous result from [18,19] and found agreement of the scheme-independent terms at LO. The scheme-dependent finite-width terms have been fixed in these papers by matching the non-relativistic, resonant computation to the full theory diagram with an off-shell top-quark self-energy. This procedure accounts for part of the non-resonant contributions, but does not eliminate the need for a complete calculation of the $\gamma\gamma \to W^+W^-b\bar{b}$ process with opposite photon helicities in the vicinity of $\sqrt{s} \approx 2m_t$ to achieve parametric LO accuracy.5 Refs. [18,19] also present a calculation of the NLO P-wave

5 The corresponding calculations for $e^+e^- \to t\bar{t}$ [23,46] suggest, however, that the contributions from the off-shell self-energy diagrams might be numerically the most important.
Green function, but contrary to the closed expression (3.17) in dimensional regularization, the result is given in a sum representation that makes the comparison of even the scheme-independent terms difficult. We find, however, that we are able to reproduce the plots in [18,19] to a good approximation, if we choose the scale of the hard matching coefficient and $\mu_w$ at the hard scale.

6. Stop-pair production at $e^+e^-$ and hadron colliders

The production of pairs of the scalar supersymmetric partner of the top quark is of interest at both hadron and $e^+e^-$ colliders. The threshold cross section of stop–antistop pairs in $e^+e^-$ collisions can be described in a fashion analogous to the previous sections [17]. Since the coupling of squarks to photons and $Z$ bosons contains a derivative, stops are produced in a $W$ wave. We focus here solely on production of the lighter mass eigenstate $\tilde{t} = \tilde{t}_1 = \tilde{t}_L \cos \theta_{\tilde{t}} + \tilde{t}_R \sin \theta_{\tilde{t}}$. The ratio $R_{\tilde{t}\tilde{t}} = \sigma_{\tilde{t}\tilde{t}}X / \sigma_0$ is given by

$$R_{\tilde{t}\tilde{t}} = 12\pi \left( e_i^2 - \frac{2q^2}{q^2 - M_Z^2} v_e z_i^2 + \left( \frac{q^2}{q^2 - M_Z^2} \right)^2 \left( v_e^2 + a_e^2 \right) z_i^2 \right) \text{Im} [\Pi^{(0)}(q^2)], \quad (6.1)$$

where $z_i$ is the coupling constant for the $Z\tilde{t}\tilde{t}$ vertex, which depends on the mixing angle $\theta_{\tilde{t}}$, and $\Pi^{(0)}(q^2)$ is the two-point function of the derivative current, which matches to the NRQCD current

$$j^{(0)k} = \frac{1}{m_i} \psi_i^* i \partial^k \chi^*. \quad (6.2)$$

Here $\psi$ denotes the stop and $\chi$ the antistop field in the non-relativistic normalization $\psi \sim \chi \sim m_i^{3/2}$. Including the hard matching coefficient, the two-point function takes the form

$$\Pi^{(0)}(q^2) = \frac{N_c}{4(d-1) m_i^4} c_\beta^2 G^P(E), \quad (6.3)$$

where

$$c_\beta = 1 - 4C_F \frac{\alpha_s}{4\pi} + O(\alpha_s^2) \quad (6.4)$$

is the hard matching coefficient of the current $j^{(0)k}$ [47] and
\[ G^P(E) = \frac{1}{N_c} \int d^d x \ e^{i E x_0} \langle 0 | T \left[ \left( \chi i \partial^k \psi \right)(x) \left[ \psi^* i \partial^k \chi^* \right](0) \right] | 0 \rangle_{\text{PNRQCD}} \]  

(6.5)

the P-wave Green function. It is straightforward to evaluate this expression. Since (6.3) differs from the corresponding expression for top–antitop production only by the prefactor, we observe the same qualitative features. Most importantly, the theoretical uncertainty of the QCD contributions as measured by the residual \( \mu_r \) dependence is greatly reduced at NLO as compared to the LO calculation [17].

In the following we comment on the relevance of the P-wave for the production of stop–antistop pairs at hadron colliders. In quark–antiquark annihilation the t-channel gluino exchange diagram that is dominant for pair production of light-flavour squarks is strongly suppressed for stops due to the negligible top parton distribution function in the proton. Thus, in quark–antiquark annihilation the s-channel, which produces stop pairs in a P-wave and colour-octet state, is the dominant contribution. Production of stop–antistop pairs in gluon-fusion can be described as for light-flavour squarks. In [26] a formalism for resummation of soft and Coulomb corrections in S-wave production of pairs of heavy coloured particles was derived at the next-to-next-to-leading logarithmic approximation (NNLL). This was generalized to stop pair production at NLL in [48,49]. The arguments presented there suggest that the factorization formula also holds at NNLL. The NLO P-wave Green function derived in this work constitutes the dominant part of the potential function \( J^{Ra} \) accounting for NNLL terms beginning with \( \alpha_s^2/\beta \). To obtain the colour-octet Green function one only has to make the replacement \( -C_F \rightarrow D_8 = 1/(2N_c) \) in (2.12). Additionally, non-Coulomb potentials yield terms beginning with \( \alpha_s^2 \log \beta \) [50], which also have to be included at NNLL order.

7. Conclusion

We have computed the P-wave Green function in dimensional regularization up to NLO. We further confirmed results for the NLO correction to energy levels and wave functions at the origin of P-wave bound states. The NLO correction reduces the renormalization scale uncertainty considerably. We have discussed the P-wave contribution to three different pair production processes. The NLO P-wave contribution to the top-quark pair production cross section near threshold is part of the complete NNNLO result. The P-wave production cross section turns out to be small relative to the dominant S-wave, below 1%. It is included in the forth-coming NNNLO result for the \( e^+ e^- \rightarrow t \bar{t} X \) cross section [51]. The photon collider option further offers the possibility to produce tops in a pure P-wave and with a larger cross section.

In \( e^+ e^- \) collisions squark–antisquark pairs are also produced in a P-wave. We have given the necessary formulas for the NLO cross section. If squarks that are sufficiently light for production at a future linear collider should be found, this will allow precision studies including a precise mass determination. The NLO P-wave Green function is also an important ingredient in the NNLL prediction of stop–antistop production in hadron collisions.
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Appendix A. Computation of the diagrams

We compute the divergent part of the single-insertion function \((3.16)\) in momentum space. The integrals contain only a single scale \(mE\), which appears as a mass term in the non-relativistic heavy quark propagators after performing the integrations over the zero-component of the loop momenta. We rescale the integration momenta by this scale, \(p \rightarrow \sqrt{-mE} k\), to make them dimensionless. We then use FIRE [35,36] to reduce the diagrams to a set of master integrals. In the master integrals solid lines denote rescaled massive propagators, which take the form \(1/(k^2 + 1)\). Dashed lines denote potential gluons and wavy lines insertions of the NLO Coulomb potential, i.e. gluon propagators with an index 1. There are however some subtleties associated with this scale separation, which will be discussed below. We obtain

\[
I_p^{00}[1+u] = m^3 E \left( \frac{-mE}{\mu_r^2} \right)^{-u} \left( \frac{-mE}{\mu_w^2} \right)^{-2e} \left[ \frac{1 + u}{1 - u - 2e} \right],
\]

\[
I_p^{00}[1+u] = m^3 E \lambda \left( \frac{-mE}{\mu_r^2} \right)^{-u} \left( \frac{-mE}{\mu_w^2} \right)^{-3e} (8\pi) \left[ \frac{1 + u}{4e(1 - u - 2e)} \right],
\]

\[
I_p^{20}[1+u] = -m^3 E \lambda^2 \left( \frac{-mE}{\mu_r^2} \right)^{-u} \left( \frac{-mE}{\mu_w^2} \right)^{-4e} \frac{(8\pi)^2}{64e^2(2e - 1)(u + 2e - 1)(u + 3e)} \times \left\{ (u + 2e)(u + 4e - 1)[u^2(4e - 2) + u(4e(7e - 1) - 1) + 4e(12e^2 + e - 1) + 1] \right. \\
+ 2(u + 3e) [2e - 1)(2u^2 + 6ue + 4e(4e + 1) - 1) \right. \\
+ 2(1 + u) [-2e(4e(4e + 1) - 1) \right. \\
+ (2e - 1) \left. \times (\bigcirc)^2 \right\}],
\]

\[
I_p^{11}[1+u] = -m^3 E \lambda^2 \left( \frac{-mE}{\mu_r^2} \right)^{-u} \left( \frac{-mE}{\mu_w^2} \right)^{-4e} \frac{(8\pi)^2}{32e^2(u + 2e - 1)(u + 3e)} \times \left\{ (u + 4e - 1)[u(2u^2 + u - 1) + 8(4u + 1)e^2 + 2(u(7u + 3) - 2)e + 24e^3] \right. \\
+ 2(u + 3e) (u^2 + 6ue + 4e(e + 1) - 1) \right. \\
+ (u + 1) \left. \times (\bigcirc)^2 \right\}.
\]
The master diagrams with just two massive lines can be computed with standard methods. We find

\begin{align}
\text{\(\bigcirc\)} &= \int \frac{d^{d-1}k}{(2\pi)^{d-1}} \frac{1}{k^2 + 1} = \frac{1}{(4\pi)^{\frac{d}{2}}} \Gamma\left(-\frac{1}{2} + \epsilon\right), \\
\text{\(\textcircled{\text{2}}\)} &= \int \frac{d^{d-1}k_1}{(2\pi)^{d-1}} \int \frac{d^{d-1}k_2}{(2\pi)^{d-1}} \frac{1}{[k_1^2 + 1][k_2^2 + 1][(k_1 - k_2)^2]^{1+u}} \\
&= \frac{1}{(4\pi)^{\frac{d}{2}} \epsilon} \Gamma(-2u - 2\epsilon) \Gamma(1/2 + u + \epsilon) \sin[\pi(u + \epsilon)] \\
&= \Gamma(1 - u - 2\epsilon) \Gamma(3/2 - \epsilon) \sin[\pi(u + 2\epsilon)]. \\
\text{\(\textcircled{\text{3}}\)} &= \int \prod_{j=1}^{3} \frac{d^{d-1}k_j}{(2\pi)^{d-1}} \frac{1}{[k_1^2 + 1][k_2^2 + 1][(k_1 - k_2)^2]^{1+u}(k_2 - k_3)^2(k_3 - k_4)^2} \\
&= \frac{1}{(4\pi)^{\frac{d-4}{2}}} \left(\sin[\pi(u + 2\epsilon)] + \frac{1}{\sin[\pi(u + 4\epsilon)]}\right)(-2^{2u - 6\epsilon} \pi^{3/2}) \\
&= \left[\Gamma(1/2 - \epsilon) \Gamma(1 - u - 3\epsilon) \Gamma(1/2 - u - \epsilon) \Gamma(-1/2 + u + 3\epsilon)\right] \\
&\times \frac{\sin[\pi(u + 2\epsilon)] + \frac{1}{\sin[\pi(u + 4\epsilon)]}}{\Gamma(1 + u) \Gamma(2 - u - 4\epsilon) \Gamma(1 - u - 2\epsilon) \cos(\pi \epsilon)}. \\
\end{align}

The remaining master integral contains three massive lines and is therefore more complicated:

\begin{align}
\text{\(\textcircled{\text{4}}\)} &= \int \prod_{j=1}^{4} \frac{d^{d-1}k_j}{(2\pi)^{d-1}} \frac{1}{[k_1^2 + 1][k_2^2 + 1][k_3^2 + 1][(k_1 - k_2)^2]^{1+u}(k_2 - k_3)^2(k_3 - k_4)^2} \\
&\times \frac{\sin[\pi(u + 2\epsilon)] + \frac{1}{\sin[\pi(u + 4\epsilon)]}}{\Gamma(1 + u) \Gamma(2 - u - 4\epsilon) \Gamma(1 - u - 2\epsilon) \cos(\pi \epsilon)}. \\
\end{align}

The solution for \(u = 0\) can be found in [37] and agrees with our result obtained by using FIRE and the known master integrals. For \(u = \epsilon\) we calculate the diagram as an expansion in \(\epsilon\) up to order \(\epsilon^2\). The quadratic term is required, because the coefficient of this integral in (A.3) and the potential each contain a factor \(\epsilon^{-1}\). We use the MB.m package [52] to perform an analytic continuation of the Mellin–Barnes integral in \(\epsilon\). We then close the integration contours to pick up single and double infinite sums over the residues of the integrand. These sums can be transformed into cyclotomic harmonic sums. They were reduced to a set of known basis sums using the Harmonic Sums package [53–59]. The result is given by

\begin{align}
\text{\(\textcircled{\text{4}}\)}|_{u=\epsilon} &= \exp(-4\epsilon \gamma_E) \left(\frac{2\pi^2}{5\epsilon^2} + \frac{4\pi^2}{5\epsilon} (4 - 5 \ln 2) + \frac{4\pi^2}{5} (26 - 40 \ln 2 + 25 \ln^2 2) \\
&+ \frac{8\pi^2}{15} \epsilon (240 - 390 \ln 2 + 300 \ln^2 2 - 125 \ln^3 2 + 32 \zeta(3))\right).
\end{align}
Given these master integrals we obtain the results for the diagrams by means of (A.1)–(A.4). The results of (A.1)–(A.4) the scale dependent logarithms and then add the respective terms obtained from the results of (A.1)–(A.4) the scale dependent logarithms and then add the respective terms. To obtain the correct scale assignment, we subtract from the results of (A.1)–(A.4) the scale dependent logarithms and then add the respective terms obtained without the identification \( u = \epsilon \), i.e. with the Coulomb potential expanded in \( \epsilon \). Furthermore, the scales \( \mu_r \) and \( \mu_w \) are set equal in pole terms \( \ln(\mu_r/\mu_w) / \epsilon \) to ensure that the pole terms are scale-independent.

The results for the individual diagrams are:

\[
I_{P}^{00}[1] = \frac{m^3 E}{(4\pi)^2} \left[ \frac{1}{4\epsilon} + 1 + L_w^0 \right], \\
I_{P}^{00}[1 + \epsilon] = \frac{m^3 E}{(4\pi)^2} \left[ \frac{1}{6\epsilon} + 1 + L_w^0 \right],
\]

\[
\frac{1}{\epsilon} \left[ I_{P}^{00}[1 + \epsilon] - I_{P}^{00}[1] \right] = \frac{m^3 E}{(4\pi)^2} \left[ \frac{1}{12\epsilon^2} + 1 + \frac{17\pi^2}{72} + 2L_r^\lambda + 2L_r^L_x - \left( L_w^0 \right)^2 \right],
\]

\[
I_{P}^{10}[1] = I_{P}^{10}[1 + \epsilon] = \frac{m^3 E}{(4\pi)^2} \lambda \left[ \frac{1}{2} + \frac{\pi^2}{6} \right],
\]

\[
\frac{1}{\epsilon} \left[ I_{P}^{10}[1 + \epsilon] - I_{P}^{10}[1] \right] = \frac{m^3 E}{(4\pi)^2} \lambda \left[ \frac{5}{2} + \frac{\pi^2}{3} - 2\xi(3) + \left( 1 + \frac{\pi^2}{3} \right) L_r^\lambda \right].
\]

\[
I_{P}^{20}[1] = I_{P}^{11}[1] = \frac{m^3 E}{(4\pi)^2} \lambda^2 \left[ -\frac{1}{8\epsilon} - \frac{7}{4} + \xi(3) - L_w^0 \right].
\]

\[
I_{P}^{20}[1 + \epsilon] = \frac{m^3 E}{(4\pi)^2} \lambda^2 \left[ -\frac{1}{10\epsilon} - \frac{17}{10} + \xi(3) - L_w^0 \right],
\]

\[
\frac{1}{\epsilon} \left[ I_{P}^{20}[1 + \epsilon] - I_{P}^{20}[1] \right] = \frac{m^3 E}{(4\pi)^2} \lambda^2 \left[ \frac{1}{40\epsilon^2} + \frac{1}{20\epsilon} - \frac{29}{10} - \frac{\pi^2}{24} - \frac{\pi^4}{180} + 2\xi(3) + \frac{1}{2} L_w^0 \\
- \left( \frac{7}{2} - 2\xi(3) \right) L_r^\lambda + \left( L_w^0 \right)^2 - 2L_r^L_x L_r^\lambda \right],
\]

\[
I_{P}^{11}[1 + \epsilon] = \frac{m^3 E}{(4\pi)^2} \lambda^2 \left[ -\frac{1}{10\epsilon} - \frac{9}{5} + \xi(3) - L_w^0 \right],
\]

\[
\frac{1}{\epsilon} \left[ I_{P}^{11}[1 + \epsilon] - I_{P}^{11}[1] \right] = \frac{m^3 E}{(4\pi)^2} \lambda^2 \left[ \frac{1}{40\epsilon^2} + \frac{1}{20\epsilon} - \frac{29}{10} - \frac{\pi^2}{24} - \frac{\pi^4}{180} + 2\xi(3) + \frac{1}{2} L_w^0 \\
- \left( \frac{7}{2} - 2\xi(3) \right) L_r^\lambda + \left( L_w^0 \right)^2 - 2L_r^L_x L_r^\lambda \right].
\]
\[ \frac{m^2 E}{(4\pi)^2 \lambda^2} \left[ \frac{1}{40\epsilon^2} - \frac{1}{20\epsilon} - \frac{29}{5} + \frac{\pi^2}{8} + \frac{\pi^4}{180} + 2\zeta(3) - \frac{1}{2} L_w^w \right. \\
- \left. \left( \frac{7}{2} - 2\zeta(3) \right) L_r^r + \left( L_w^w \right)^2 - 2L_w^w L_r^r \right]. \tag{A.15} \]

**Appendix B. Evaluation of the hypergeometric function**

The generalized hypergeometric function in the result for NLO Green function can be expressed in terms of harmonic sums. This is useful when our result is applied to particles with vanishing width, which means that \( \lambda \) has a large positive real part as one approaches the threshold from below. The necessary analytic continuation can be easily done for the harmonic sums, see for example [57,60]. We first use

\[
4F_3(1, 1, 4, 4; 5, 5, 3 - \lambda; 1) = 4(\lambda - 2)(\lambda - 1)\lambda(\lambda + 1) \left[ \frac{2}{3(1 + \lambda)} 4F_3(1, 1, 1; 2, 2, -\lambda; 1) \right. \\
+ \left. \frac{1}{27} \left( \frac{\lambda(\lambda(3(8 - 17\lambda)\lambda - 20) + 11) - 18}{(\lambda - 1)^2 \lambda^2 (\lambda + 1)} - 33\psi_1(2 - \lambda) \right) \right], \tag{B.1} \]

to change the arguments of the function to more suitable values. Following Appendix A.1 of [61], the remaining hypergeometric function can be rewritten as the Mellin transform of a dilogarithm, which can further be expressed through harmonic sums

\[
\frac{1}{(1 + \lambda)} 4F_3(1, 1, 1; 2, 2, -\lambda; 1) = -M \left[ \frac{\text{Li}_2(1 - x)}{1 - x} \right] (-2 - \lambda) \\
= -\left[ S_1(-2 - \lambda) S_2(-2 - \lambda) - \zeta(2) S_1(-2 - \lambda) + S_3(-2 - \lambda) \right. \\
- \left. S_{2,1}(-2 - \lambda) + \zeta(3) \right]. \tag{B.2} \]

The latter step was performed with the help of the FORM [62] program HARMPOL [58]. The (nested) harmonic sums are defined as \( S_a(N) = \sum_{i=1}^{N} \frac{1}{\pi r} \) and \( S_{a,b}(N) = \sum_{i=1}^{N} \frac{1}{\pi r} S_b(i) \).
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