Galaxy-galaxy strong gravitational lenses have become a popular probe of dark matter (DM) by providing a window into structure formation on the smallest scales. In particular, the convergence power spectrum of subhalos within lensing galaxies has been suggested as a promising observable to study DM. However, the distances involved in strong-lensing systems are vast, and we expect the relevant volume to contain line-of-sight (LOS) halos that are not associated with the main lens. We develop a formalism to calculate the effect of LOS halos as an effective convergence power spectrum. The multi-lens plane equation couples the angular deflections of consecutive lens planes, but by assuming that the perturbations due to the LOS halos are small, we show that they can be projected onto the main-lens plane as effective subhalos. We test our formalism by simulating lensing systems using the full multi-plane lens equation and find excellent agreement. We show how the relative contribution of LOS halos and subhalos depends on the source and lens redshift, as well as the assumed halo and subhalo mass functions. For a fiducial system with fraction of DM halo mass in substructure \( f_{\text{sub}} \approx 0.4\% \) for subhalo masses \( 10^{5} - 10^{8} \) \( M_{\odot} \), the interloper contribution to the power spectrum is at least several times greater than that of subhalos for source redshifts \( z_s \gtrsim 0.5 \). Furthermore, it is likely that for the SLACS and BELLS lenses the interloper contribution dominates: \( f_{\text{sub}} \lesssim 2\% \) (4\%) is needed for subhalos to dominate in SLACS (BELLS), which is higher than current upper bounds on \( f_{\text{sub}} \) for our mass range. Since the halo mass function is better understood from first principles, the dominance of interlopers in galaxy-galaxy lenses with high-quality imaging can be seen as a significant advantage when translating this observable into a constraint on DM.

I. INTRODUCTION

The particle nature of dark matter (DM) remains one of the biggest puzzles in modern cosmology. In the standard cosmological model, the Lambda Cold Dark Matter (ΛCDM) model, DM is assumed to be cold and non-dissipative, and only interacts via gravity, meaning that it does not interact with light, with baryons, or with itself. Structure formation based on the ΛCDM paradigm [1–4] has been extremely successful at predicting and explaining many different observables in our universe [5,7]. Nevertheless, it remains untested on small (sub-galactic) scales.

The reason for this is two-fold. On the theoretical side, making predictions on these scales is complicated by the fact that they are deeply in the non-linear regime, meaning that high-resolution simulations are necessary. Furthermore, baryonic physics cannot be ignored [8–16], so in fact \( N \)-body simulations do not suffice and hydrodynamical ones are required. Not only are these simulations very computationally expensive, but how to model astrophysical phenomena accurately remains an open problem (see, e.g., Ref. [17] for an overview of different approaches to modeling baryonic physics in cosmological hydrodynamical simulations). On the observational side we face another considerable challenge: the efficiency of galaxy formation decreases with decreasing halo mass [18, 19], meaning that small-scale dark matter halos are largely devoid of gas and stars, unlike their more massive counterparts. While we have been able to find some of these small-scale halos in the Local Group by the faint galaxies they host (e.g., Refs. 20–23), we cannot rely on light to find them further away from the Milky Way (MW). This, and the fact that the contribution and impact of astrophysical processes is currently unclear, motivates pursuing a purely gravitational method to probe sub-galactic scales and consequently test the ΛCDM paradigm in this regime.

To date, the most prominent method used to probe small scales is strong gravitational lensing. The idea is that, while there is a large dark matter halo doing the lensing (which we will henceforth refer to as the main lens or host), additional, smaller halos can perturb the images generated by the main lens. By comparing the observed images (and their fluxes, in the case of lensed time-varying sources such as quasars or supernovae) to those that would be created solely by the main dark matter halo, we can infer the presence of additional dark
matter clumps \cite{24,36}. This method has been successfully used to find small clumps in several different lensing systems and place some constraints on the particle nature of dark matter \cite{37,42}.

While this method was proposed at the turn of the century \cite{24}, until recently most analyses of strong gravitational lenses in this context have been done under the assumption that the additional clumps lie within the dark matter halo of the main lens. These types of clumps are commonly referred to as subhalos or substructures. However, it has been claimed that a large (in fact most likely larger) contribution to the perturbations in strong lenses comes from free dark matter clumps along the line of sight (LOS) \cite{43}. These halos are commonly referred to as LOS halos or interlopers. Their contribution to lensing observables is an active area of study \cite{14,46}.

Evidently, it is crucial to take the LOS contribution into account before making any claim about dark matter; otherwise, we risk wrongfully falsifying or reinforcing the standard ΛCDM scenario. Recent analyses of strong gravitational lenses have begun to take it into account when placing constraints on ΛCDM \cite{12,17,52}. If, as expected, the contribution of interlopers really is greater than that of substructure, this could be good news for the ability of lensing observations to constrain the properties of dark matter: while subhalos are subject to messy, ill-understood processes as they travel through the main lens halo (such as tidal disruption), by virtue of being in the field, LOS interlopers are much less subject to environmental effects that might cause them to be disrupted.

Let us present a toy example that illustrates both the benefit gained from having the LOS contribution supersede that of subhalos and also how failing to take into account the LOS contribution can bias any inference about the particle nature of dark matter. Let us assume that the cold dark matter (CDM) paradigm really is the true dark matter model in our universe. In this scenario, the subhalo mass function rises steeply at the low-mass end and we expect a very high number of subhalos. However, if by traveling within their host’s halo a large number of them are tidally disrupted, effectively disappearing, the observable number of subhalos might be a lot smaller than the expected number of subhalos under the CDM assumption. If the subhalo contribution is dominant, so we only consider subhalos, we might wrongfully falsify CDM if we do not observe a certain number of subhalos in a given mass range: for example, we may attribute the lack of halos to warm or self-interacting dark matter. If the LOS contribution really is dominant, then the lack of detection of halos in a given mass range is a much more faithful reflection of the fact that there may be some exotic dark matter physics reducing the number of halos with respect to the CDM expectation.

In this paper, we focus on the LOS contribution to the convergence power spectrum. This observable has been analyzed extensively in the context of the subhalo contribution \cite{29,34,53,54} (it has interchangeably been referred to as the substructure power spectrum) and identified as a powerful statistical method to constrain dark matter from strong gravitational lens images. It is a particularly valuable observable because it ties mass scales (what dark matter theories provide) to length scales (deflection angles on the lens plane). The amplitude, shape, and slope of the power spectrum all contain valuable information that can be tied back to dark matter theories \cite{34,53}. However, because previous analyses have neglected the LOS contribution, some features that have been deemed significant in past works may not be if the interlopers are included in the analysis. On the other hand, the dominance of the interloper contribution could facilitate deriving constraints on DM from the convergence power spectrum.

This paper is organized as follows. In §II, we quantify the LOS contribution to the convergence power spectrum analytically by deriving an effective convergence for the LOS halos. In §III, we quantify the same contribution numerically by simulating a multi-plane lens system populated by LOS halos, then solving the multi-plane lens equation without any approximation. We discuss our findings and conclude in §IV.

We shall refer to the halo that dominates the strong lensing as the main lens, the LOS halos as interlopers and the halos within the main lens as subhalos throughout the rest of this paper. When we are agnostic to whether a perturbation is due to subhalos or interlopers we refer to them as perturbers. Since we incorporate the LOS contribution to the power spectrum formalism, we will exclusively refer to this observable as the (effective) convergence power spectrum, instead of the substructure power spectrum, throughout the remainder of this paper. We assume flat ΛCDM cosmology when calculating distances and the halo mass function.

II. ANALYTICAL CALCULATION

In the case where perturbations to strong-lens images are assumed to be caused by subhalos, the relative length scales in the problem are the physical size of the main lens along the line of sight and the distance traveled by light rays from the source to the observer. Obviously, the former is orders of magnitude smaller than the latter. Therefore, all the mass that is doing the lensing can be thought of as being on a single thin-lens plane (aptly called the thin-lens approximation). The convergence power spectrum calculation in this case is relatively straightforward since the convergence field is well defined. The addition of interlopers complicates the calculation since there is no well-defined convergence for
a case with multiple consecutive thin-lens planes where each one deflects the light rays before they go onto the next plane. The angular deflections are not only added as vector fields but also are coupled to each other.

In this section we circumvent these problems by defining an effective convergence for a special case with a massive main lens coupled to low-mass interlopers. We will first go over some fundamentals of multi-plane lensing before deriving this effective convergence and, ultimately, arriving at expressions for the convergence power spectrum in the presence of interlopers in front of and behind the main lens.

### A. Multi-plane Lens Equation

We model the main lens and interlopers as \( N \) consecutive thin-lens planes at redshifts \( z_i \), where \( i = 1, 2, \ldots, l, \ldots, N \) and \( i > j \) implies \( z_i > z_j \) (see Fig. 1). The main-lens plane is indexed by \( l \) and the source plane by \( s = N + 1 \).

![Figure 1: A simplified 2D sketch of the strong-lens system with interlopers. This is an example of a multi-lens plane system with \( N = 7 \) and \( l = 4 \). The orange line depicts the path that a single light ray travels from the source to the observer. The vertical gray lines correspond to the main-lens plane, and the vertical blue line to the source plane. \( D_{lx} \) is the physical distance between the point where the light ray intersects the \( i \)th plane and the main axis that connects the center of the source plane to the observer. \( D_{xy} = D_{N+1xN+1} \) is the physical distance between the origin of the light ray and the center of the source plane.](image)

Let us start with the multi-plane lens equation,

\[
\vec{y} = \vec{x}_1 - \sum_{i=1}^{N} \vec{\alpha}_i(\vec{x}_i),
\]

where \( \vec{y}, \vec{x}_1 \in \mathbb{R}^2 \) are the positions on the source plane and image plane, respectively, \( \vec{x}_i \) is the angular position and \( \vec{\alpha}_i \) the deflection angle of the light ray at the \( i \)th lens plane. Recall that, in strong gravitational lensing, the deflection angle is given by

\[
\vec{\alpha}_i(\vec{x}_i) = \frac{1}{\pi} \int_{\mathbb{R}^2} \frac{d^2\vec{x}}{|\vec{x}_i - \vec{x}|^2} \kappa_i(\vec{x}).
\]

\( \kappa_i \) is the convergence of lens plane \( i \), defined as the projected mass density \( \Sigma_i \) weighted by the critical surface density \( \Sigma_{cr,i} \),

\[
\kappa_i(\vec{x}) \equiv \frac{\Sigma_i(D_i\vec{x})}{\Sigma_{cr,i}},
\]

\[
\Sigma_{cr,i} \equiv \frac{c^2 D_s}{4\pi G D_i D_{is}},
\]

where \( c \) is the speed of light and \( G \) is the gravitational constant. \( D_i \) and \( D_{ij} \) are the angular diameter distances from the observer to the lens plane \( i \) and from lens plane \( i \) to lens plane \( j \), respectively. For each lens plane, the derivative of the deflection angle can be written as

\[
\frac{\partial \vec{\alpha}_i(\vec{x}_i)}{\partial \vec{x}_i} = \begin{pmatrix} \kappa_i + \gamma_{1,i} & \gamma_{2,i} \\ \gamma_{2,i} & -\kappa_i - \gamma_{1,i} \end{pmatrix}(\vec{x}_i),
\]

which is a symmetric matrix because the deflection angle at each lens plane is the gradient of the lensing potential, which is a scalar function. Here \( \gamma_1 \) and \( \gamma_2 \) are shear terms that determine the amount that the image is elliptically distorted.

The intermediate lens-plane positions can be obtained by the following recursive equation:

\[
\vec{x}_j = \vec{x}_1 - \sum_{i=1}^{j-1} \beta_{ij} \vec{\alpha}_i(\vec{x}_i),
\]

where \( \beta_{ij} \equiv \frac{D_{ij} D_s}{D_{ij} D_{is}} \).

Note that for \( j = s \), \( \vec{x}_s = \vec{y} \) and \( \beta_{is} = 1 \), we recover Eq. (1).

### B. Effective Convergence for Interlopers

We want to define a single effective convergence that gives rise to images that are indistinguishable from those from a system with a main lens and interlopers. In general, angular deflections of multiple lens planes cannot be recreated by a single lens plane, so we will need to make some approximations in order to do so. In [111122], we will show that the error introduced by these approximations is minimal.

We consider interlopers that are multiple orders of magnitude less massive than the main lens (an interloper with mass comparable to the main lens would distort the images enough to be detected and modeled directly). In strong-lensing systems, images are formed near the the Einstein radius \( \theta_E \) of the main lens. We
therefore use the Critical Sheet Born (CSB) approximation \( \text{[Eq. 56]} \), where the intermediate lens-plane positions are assumed to be

\[
\hat{x}_i = \begin{cases} 
\hat{x}_1 & z_i < z_l \\
(1 - \beta_l) \hat{x}_1 & z_i > z_l.
\end{cases}
\]  

(7)

The underlying assumption is that the main lens does most of the lensing and the interlopers only slightly perturb the image. More specifically, first it is assumed that the light follows a path that is only deflected by the main lens. Then, the gravitational pull of an interloper on the light is integrated over this path as a perturbation. These perturbations are added to the angular deflections caused only by the main lens to get the final angular deflections.

We take the derivative of the multi-plane lens equation (Eq. 1):

\[
\frac{\partial \vec{y}}{\partial \vec{x}_1} = 1 - \sum_{i=1}^{l-1} \frac{\partial \vec{a}_i(\vec{x}_i)}{\partial \vec{x}_1},
\]

and define the effective convergence as

\[
\frac{\partial \vec{a}(\vec{x}_1)}{\partial \vec{x}_1} = \begin{pmatrix} \kappa_{\text{eff}} + \gamma_{1,\text{eff}} & \gamma_{2,\text{eff}} \\ \gamma_{2,\text{eff}} & \kappa_{\text{eff}} - \gamma_{1,\text{eff}} \end{pmatrix} (\vec{x}_1),
\]

(9)

where

\[
\vec{a}(\vec{x}_1) = \sum_{i=1}^{l-1} \vec{a}_i(\vec{x}_i)
\]

(10)

is the total deflection angle. In Eq. 8 we decompose the sum over lens planes of Eq. 1 into three separate terms: one for the foreground interlopers, one for the coupling to the main lens, and one for the background interlopers. Due to the recursive nature of the multi-plane lensing equation, and thus the different effect that interlopers have whether they are in front of or behind the main lens, these terms will each lead to different effective convergences. In the remainder of this subsection we consider each term separately.

1. **Foreground Interlopers**

We derive the effective convergence for foreground interlopers by rewriting the second term on the RHS of Eq. 8 using the CSB approximation (Eq. 7):

\[
\sum_{i=1}^{l-1} \frac{\partial \vec{a}_i(\vec{x}_i)}{\partial \vec{x}_1} = \sum_{i=1}^{l-1} \frac{\partial \vec{a}_i(\vec{x}_i)}{\partial \vec{x}_1} = \sum_{i=1}^{l-1} \left( \kappa_i + \gamma_{1,i} \gamma_{2,i} \kappa_i - \gamma_{1,i} \right) (\vec{x}_1).
\]

(11)

Thus, the effective convergence for foreground halos is simply the sum of each interloper’s convergence up to the main lens:

\[
\kappa_{\text{eff},fg}(\vec{x}_1) = \sum_{i=1}^{l-1} \kappa_i(\vec{x}_1) = \sum_{i=1}^{l-1} \frac{\Sigma_i(D_i \vec{x}_1)}{\Sigma_{cr,i}}.
\]

(12)

By taking the continuum limit, we can write this as an integral over comoving distance \( \chi \),

\[
\kappa_{\text{eff},fg}(\vec{x}_1) = \int_0^{\chi_1} d\chi \frac{a(\chi) \bar{\rho}_m(\chi) \delta(\chi, \vec{x}_1)}{\Sigma_{cr,\chi}},
\]

(13)

where \( a \) is the scale factor, \( \bar{\rho}_m \) is the average matter density of the universe, \( \delta \) is the overdensity, and \( \chi_1 \) is the comoving distance to the main-lens plane. We can rewrite this more concisely using the definition of the average matter density,

\[
\bar{\rho}_m \equiv \frac{3H_0^2 \Omega_{0,m}}{8\pi G a^3},
\]

(14)

where \( H_0 \) is the Hubble constant and \( \Omega_{0,m} \) the matter density parameter:

\[
\kappa_{\text{eff},fg}(\vec{x}_1) = C \int_0^{\chi_1} d\chi W_{fg}(\chi) \delta(\chi, \vec{x}_1),
\]

(15)

with \( C = 3\Omega_{0,m}H_0^2/2c^2 \) and

\[
W_{fg}(\chi) = \begin{cases} 
\chi/a(\chi) \left( 1 - \frac{\chi}{\chi_s} \right) & \chi \leq \chi_s \\
0 & \chi > \chi_s.
\end{cases}
\]

(16)

Note that \( W_{fg}(\chi) \) plays the role of a selection function for the foreground interlopers.

2. **Main-Lens Coupling**

The third term on the RHS of Eq. 8 corresponds to the coupling between the foreground interlopers and the main lens. This term arises because a small angular deflection by a foreground interloper not only shifts the image, but also shifts the location where the light ray intersects with the main-lens plane, consequently altering the deflection caused by the main lens.
The angular position at the lens plane can be found by evaluating Eq. (16) at \( j = l \):

\[
\frac{\partial \vec{x}_l}{\partial \vec{x}_1} = I - \sum_{i=1}^{l-1} \beta_{il} \frac{\partial \hat{\alpha}_i(\vec{x}_1)}{\partial \vec{x}_1}
\]

\[
= I - \sum_{i=1}^{l-1} \beta_{il} \left( \frac{\kappa_i + \gamma_{1,i}}{\gamma_{2,i}} \right) \vec{x}_1. \quad (17)
\]

We can thus see that the effective convergence corresponding to this coupling term is a weighted sum of the foreground interlopers:

\[
\kappa_{\text{eff, cp}}(\vec{x}_1) = -\sum_{i=1}^{l-1} \beta_{il} \kappa_i(\vec{x}_1). \quad (18)
\]

Following the same procedure as in \([\text{[111]}]\) we take the continuum limit and write this as an integral over the comoving distance,

\[
\kappa_{\text{eff, cp}}(\vec{x}_1) = C \int_0^{\chi_s} d\chi W_{\text{cp}}(\chi) \delta(\chi, \vec{x}_1), \quad (19)
\]

where the selection function is now given by

\[
W_{\text{cp}}(\chi) = \begin{cases} 
-\frac{\chi \beta_{il}}{a(\chi)} \left( 1 - \frac{\chi}{\chi_s} \right) & \chi \leq \chi_l \\
0 & \chi > \chi_l.
\end{cases} \quad (20)
\]

### 3. Background Interlopers

Finally, we derive an effective convergence for background interlopers by rewriting the last term on the RHS of Eq. (18):

\[
\sum_{i=l+1}^{s-1} \frac{\partial \hat{\alpha}_i(\vec{x}_1)}{\partial \vec{x}_1} = \sum_{i=l+1}^{s-1} \frac{\partial \vec{x}_i}{\partial \vec{x}_1} \frac{\partial \hat{\alpha}_i(\vec{x}_1)}{\partial \vec{x}_i}
\]

\[
= \sum_{i=l+1}^{s-1} \left( 1 - \frac{\beta_{il}}{\beta_{il}^l} \right) \frac{\partial \hat{\alpha}_i((1 - \beta_{il}) \vec{x}_1)}{\partial \vec{x}_i}, \quad (21)
\]

where on the last line we have used the CSB approximation. The effective convergence corresponding to the background interlopers is then

\[
\kappa_{\text{eff, bg}} = \sum_{i=l+1}^{s-1} \left( 1 - \beta_{il} \right) \kappa_i((1 - \beta_{il}) \vec{x}_1). \quad (22)
\]

In the continuum limit, we get

\[
\kappa_{\text{eff, bg}}(\vec{x}_1) = C \int_0^{\chi_s} d\chi W_{\text{bg}}(\chi) \delta(\chi, (1 - \beta_{il}) \vec{x}_1), \quad (23)
\]

where the selection function is

\[
W_{\text{bg}}(\chi) = \begin{cases} 
0 & \chi \leq \chi_l \\
\chi(1 - \beta_{\chi l}) \left( 1 - \frac{\chi}{\chi_s} \right) & \chi > \chi_l.
\end{cases} \quad (24)
\]

### 4. Interlopers as effective subhalos

Combining these results, we see that for a strong-lensing system with some foreground and background perturbers we can write a single effective convergence that characterizes the effect of the interlopers as

\[
\kappa_{\text{eff}}(\vec{x}) = \sum_{i=1}^{l-1} \left( 1 - \beta_{il} \right) \kappa_i(\vec{x})
\]

\[
+ \sum_{i=l+1}^{s-1} \left( 1 - \beta_{il} \right) \kappa_i((1 - \beta_{il}) \vec{x}). \quad (25)
\]

We can write this in the continuum limit as

\[
\kappa_{\text{eff}}(\vec{x}) = C \int_0^{\chi_s} d\chi W_1(\chi) \delta(\chi, g(\chi) \vec{x}_1), \quad (26)
\]

where

\[
W_1 = W_{\text{fg}} + W_{\text{cp}} + W_{\text{bg}} = \frac{f(\chi) D_\chi^2 \chi^2}{D_{\chi} D_s}, \quad (27)
\]

and \( f(\chi) \) and \( g(\chi) \) are piecewise functions of the comoving distance:

\[
f(\chi) = \begin{cases} 
1 - \beta_{\chi l} & \chi \leq \chi_l \\
1 - \beta_{\chi l} \chi & \chi > \chi_l
\end{cases} \quad (28)
\]

\[
g(\chi) = \begin{cases} 
1 & \chi \leq \chi_l \\
1 - \beta_{\chi l} & \chi > \chi_l.
\end{cases} \quad (29)
\]

We can think of Eq. (25) as a projection that takes interlopers at some plane \( l \) and projects them onto the lens plane \( l \) with an effective convergence. Under this approximation, we calculate the deflection of the interlopers assuming that the light ray travels a path that is only deflected by the main lens. Since \( \beta_{il} \) and \( \beta_{il} \) go to 0 as the distance between the planes \( i \) and \( l \) go to 0, the interlopers that are sufficiently close to the main lens are unchanged by this projection. Furthermore, since \( \beta_{il} \) goes to 1 as the distance between plane \( i \) and the observer goes to 0, and \( \beta_{il} \) goes to 1 as the distance between plane \( i \) and the source goes to 0, the interlopers...
that are sufficiently close to the observer and the source become insignificant after projection. At intermediate positions, where neither of these approximations hold, one could imagine that the error introduced by this projection could be significant. We discuss this further and quantify the error in §IIIB2, showing that it is in fact an excellent approximation even in this intermediate regime.

For the remainder of this paper, when we have to specify a density profile for a halo we will do so with a truncated NFW profile \[ tNFW \]. The form of this profile will be shown explicitly later on in Eq. (44); for now, the relevant aspect of this profile is that it is fully determined by two parameters, the scale radius \( r_s \) and the dimensionless truncation parameter \( \tau \), defined in terms of the truncation radius \( r_t \):

\[
\tau \equiv \frac{r_s}{r_t}.
\]

Eq. (25) implies that an interloper with mass \( m \) and convergence \( \kappa \) at comoving distance \( \chi \) has an effective convergence

\[
\kappa_{\chi,\text{eff}}(x; m, r_s, \tau) = f(\chi) \kappa(g(\chi)x; m, r_s, \tau). \tag{30}
\]

Therefore, we can think of the interlopers as subhalos on the main-lens plane with a modified scale radius and mass. To obtain these scaling relations, we express the convergence in terms of the projected mass density (Eq. 3),

\[
\Sigma_{\chi,\text{eff}}(D_l x; m, r_s, \tau) = f(\chi) \frac{\Sigma(g(\chi)x; m, r_s, \tau)}{\Sigma_{\chi,\text{eff}}}, \tag{31}
\]

and make use of the following rules:

\[
\epsilon \Sigma(r; m, r_s, \tau) = \Sigma(\epsilon r; m, r_s, \tau) \tag{32}
\]
\[
\Sigma(\eta^2 r; m, r_s, \tau) = \frac{m}{\eta^2} \Sigma(r; m, r_s, \tau), \tag{33}
\]

where \( \epsilon \) and \( \eta \) are scaling constants. These are derived in Appendix A. With these in hand we can rewrite Eq. (31) as

\[
\Sigma_{\chi,\text{eff}}(D_l x; m, r_s, \tau) = \Sigma(D_l x; m_{\text{eff}}, r_{s,\text{eff}}, \tau), \tag{34}
\]

where

\[
r_{s,\text{eff}}(\chi) = \frac{D_l}{g(\chi)D_\chi} r_s \tag{35}
\]

and

\[
m_{\text{eff}}(\chi) = f(\chi) \frac{\Sigma_{\chi,\text{eff}}}{\Sigma_{\chi,\text{eff}}} \left( \frac{D_l}{g(\chi)D_\chi} \right)^2 m \tag{36}
\]

are the effective scale radius and the effective mass for interlopers, respectively (shown in Fig. 2). The effective scale radius is larger than the true scale radius for both foreground and the background interlopers. The effective mass, on the other hand, is smaller for foreground and larger for background interlopers.

![Figure 2: The comoving distance dependence of (from the top) 1: the selection function \( W_I \) which weighs the overdensities at different distances to get the effective convergence in Eq. (26), 2: \((W_I/g(\chi)x)^2\) which weighs the 3D power to get the 2D power spectrum in Eq. (38), 3: the ratio of effective scale radius to the scale radius of the interlopers (Eq. (35), 4: the ratio of effective mass to the mass of the interlopers (Eq. (36)). These functions also depend on the source and lens distances. Here, \( z_l = 0.5 \) and \( z_s = 1.0 \) for the lens and source redshifts, respectively. Their comoving distances are shown as red and green vertical lines.](image)

C. Power Spectrum of Interlopers

In this section, we calculate the power spectrum of the interlopers using two different approaches. In the first approach we use the Limber approximation [58], which neglects the Fourier modes of the 3D matter distribution parallel to the line of sight. For this, we will express the 2D line-of-sight density as an integral over the 3D density with a window function that weighs the integral over distance, as we did in §IIIB. The second approach consists of replacing the interlopers with ef-
effective subhalos that live on the lens plane, using Eq. (30), and calculating the Fourier transform of their 2D two-point correlation function. The interlopers that are projected onto the lens plane will be within a volume with the shape of a double cone, shown in Fig. 3.

![Double cone volume integrated over for the analytical calculation of the effective convergence power spectrum due to interlopers](image)

Figure 3: Double cone (Eq. (66)) volume integrated over for the analytical calculation of the effective convergence power spectrum due to interlopers (Eq. 66).

While the former approach might be more familiar to cosmologists due to its similarity to the weak lensing literature, the latter is more akin to previous works on the statistics of dark matter substructure in strong gravitational lenses. In particular, this calculation closely follows that of Ref. [34] for the subhalo power spectrum. The main difference is the addition of the co-moving distance \( \chi \) as a parameter that an interloper has as an effective subhalo. We will see that ultimately both approaches are in agreement.

1. **Power Spectrum of the Interlopers using the Limber Approximation**

For a 2D projected density that can be written in the form [59]

\[
\delta_{2D}(\vec{x}) = \int_0^{\chi_s} d\chi W(\chi) \delta_{3D}(\chi, g(\chi) \vec{x}),
\]

where \( \delta_{3D} \) is the 3D matter overdensity, \( W(\chi) \) is the selection function that weighs distances, and \( g(\chi) \) is a function that represents how the 3D density is projected down to 2D, the 2D power spectrum can be written in terms of the 3D power spectrum as

\[
P_{2D}(<\vec{l}) = \int_0^{\chi_s} d\chi \left( \frac{W(\chi)}{g(\chi) \chi} \right)^2 P_{3D} \left( \chi, \frac{\vec{l}}{g(\chi) \chi} \right),
\]



Combining the selection functions in Eqs. (16), (20), and (24), and noticing that \( k = \vec{l}/D_1 \) at the lens plane, we can write the interloper power spectrum as

\[
P_I(k) = C^2 D_l^2 \int_0^{\chi_s} d\chi \frac{W^2(\chi)}{g^2(\chi) \chi^2} P_{3D} \left( \chi, \frac{\vec{k}D_1}{g(\chi) \chi} \right).
\]

Our goal is to write this power spectrum as a function of the density profiles and ensemble properties of interlopers. Therefore, we will expand the 3D matter power spectrum in order to express it in terms of these quantities.

Let us write the 2-point correlation function of the matter overdensities,

\[
\varepsilon(\vec{r}) = \frac{1}{V} \int d^3 \bar{s} \delta(\bar{s}) \delta(\bar{s} + \vec{r}),
\]

where \( \bar{s} \) and \( \vec{r} \) are positions in comoving coordinates, and \( V \) is the comoving volume over which these correlations are integrated. Writing the overdensities as the sum of overdensities of each individual interloper, \( \delta(\vec{x}) = \sum_i \delta_i(\vec{x}) \), we can rewrite the 2-point correlation function as the sum of the correlation of each interloper with itself and the correlation of each interloper with other interlopers,

\[
\varepsilon(\vec{r}) = \frac{1}{V} \sum_i \int d^3 \bar{s} \delta_i(\bar{s}) \delta_i(\bar{s} + \vec{r})
\]

\[
+ \frac{1}{V} \sum_i \sum_{j \neq i} \int d^3 \bar{s} \delta_i(\bar{s}) \delta_j(\bar{s} + \vec{r}),
\]

where the summation is now over interlopers rather than lens planes.

We can assume that the interloper positions are uncorrelated, which makes the 2-halo term vanish. Therefore, we can write the 3D matter power spectrum as the Fourier transform of the 1-halo term,

\[
P_{3D}(k) \equiv F[\varepsilon](k) = \frac{1}{V} \int d^3 \vec{r} \exp[-i\vec{k} \cdot \vec{r}]
\]

\[
\times \sum_i \int d^3 \bar{s} \delta_i(\bar{s}) \delta_i(\bar{s} + \vec{r})
\]

\[
= \frac{1}{V} \sum_i \left| F[\delta_i](k) \right|^2.
\]

For convenience, we denote the Fourier transform of a function as \( F[\delta](k) \) in the remainder of the text.

We now assume the interlopers to be tNFW halos, which have a spherically symmetric density profile (in physical coordinates) given by

\[
\rho(r; m, r_s, \tau) = \frac{m}{4\pi \tau (r + r_s)^2 u(\tau) \left( \frac{\tau^2 r_s^2}{r^2 + \tau^2 r_s^2} \right)},
\]
where
\[ u(\tau) \equiv \frac{\tau^2}{(\tau^2 + 1)^2} \left[ (\tau^2 - 1) \ln(\tau) + \tau \pi - (\tau^2 + 1) \right]. \] (45)

The density profile can be cast in dimensionless form by defining \( \xi = r/r_s \) and
\[ \phi(\xi; \tau) \equiv \frac{1}{4\pi(\xi + 1)^2 u(\tau)} \left( \frac{\tau^2}{\xi^2 + \tau^2} \right), \] (46)

such that
\[ \rho(r; m, r_s, \tau) = \frac{m}{r_s} \phi \left( \frac{r}{r_s}; \tau \right). \] (47)

Near halos, the overdensity is much larger than the average density \( \bar{\rho} \), so we can write the overdensity due to a single tNFW interloper \( i \) as
\[ \delta_i(s, \chi; m_i, r_{s,i}, \tau_i) = \frac{\rho(a(\chi); s, m_i, r_{s,i}, \tau_i) - \bar{\rho}(\chi)}{\bar{\rho}(\chi)}, \] (48)

and its Fourier transform as
\[ \hat{\delta}(k, \chi; m_i, r_{s,i}, \tau_i) = \frac{m_i}{\rho_0} \left( \frac{r_{s,i}}{a(\chi)} \right) \hat{\phi}(\frac{r_{s,i}}{a(\chi)}; \tau_i), \] (49)

where \( \rho_0 = \bar{\rho}(\chi = 0) a^3(\chi = 0) \). Spherical symmetry of the tNFW profile implies \( \hat{\delta}(\vec{k}) = \hat{\delta}(k) \), where \( k \equiv |\vec{k}| \).

Substituting this into Eq. (48) we obtain an expression for the 3D power spectrum in terms of the density profile of interlopers:
\[ P_{3D}(\chi, k) = \frac{1}{V} \sum_{i} \frac{m_i^2}{\rho_0^2} \left| \hat{\phi} \left( \frac{r_{s,i}}{a(\chi)} k; \tau_i \right) \right|^2. \] (50)

Following the procedure in Ref. [34], we can convert this sum into an integral over the probability distribution of the interloper parameters,
\[ P_{3D}(\chi, k) = \frac{N}{V} \int dm d^2 \vec{q} \mathcal{P}(m, \vec{q} | \chi) \times \frac{m^2}{\rho_0^2} \left| \hat{\phi} \left( \frac{r_s}{a(\chi)} k; \tau \right) \right|^2, \] (51)

where \( \vec{q} \equiv (r_s, \tau) \) are the intrinsic halo parameters, \( N \) is the total number of interlopers in the ensemble, and \( \mathcal{P}(m, \vec{q} | \chi) \) is the probability that an interloper has mass \( m \) and intrinsic parameters \( \vec{q} \), given that it is at comoving distance \( \chi \). We now separate the probabilities,
\[ \mathcal{P}(m, \vec{q} | \chi) = \mathcal{P}(m | \chi) \mathcal{P}(\vec{q} | m, \chi), \] (52)

since \( \mathcal{P}(A, B) = \mathcal{P}(A | B) \mathcal{P}(B) \) for any two propositions \( A \) and \( B \). For the mass, we assume
\[ \mathcal{P}(m | \chi) = \frac{N}{V} n(m, \chi), \] (53)

where \( n(m, \chi) \) is the Sheth-Tormen mass function [60],
\[ n(m, \chi) = -B \frac{2 \rho(z) \delta_c \sigma_m}{m} \left( \frac{2a}{\pi} \right)^{1/2} \times \left[ 1 + a \left( \frac{g(z)\delta_c}{\sigma_m} \right)^{-2p} \right] \times \exp \left[ -a \frac{(g(z)\delta_c)^2}{2\sigma_m^2} \right], \] (54)

with the free parameters set to \( a = 0.707 \) and \( p = 0.3 \) \[61\], where \( g(z) \) is the growth function, \( B \equiv (1 + (2\sqrt{\pi})^{-1}(\pi - 1/2))^{-1}, \sigma_m \) is the standard deviation of the matter fluctuations smoothed with a top-hat filter of size \( \sim (m/\rho_0)^{1/3} \), and \( \delta_c = 1.686 \) is the collapse threshold. This probability density is already normalized since \( \int dm n(m, \chi) = N/V \).

With this assumption, the 3D power spectrum has the form
\[ P_{3D}(\chi, k) = \frac{1}{\rho_0^2} \int_{m_{low}}^{m_{high}} dm n(m, \chi) m^2 \times \int d^2 \vec{q} \mathcal{P}(\vec{q} | m, \chi) \left| \hat{\phi} \left( \frac{r_s}{a(\chi)} k; \tau \right) \right|^2, \] (55)

where \( m_{low} \) and \( m_{high} \) are the lower and upper bounds of the mass range of the interlopers.

Using Eq. (50) we can finally write the power spectrum of the effective convergence of the interlopers as a function of the density profile of interlopers:
\[ P_1(k) = \left( \frac{4\pi G}{c^2} \right)^2 D_s^2 \int_0^{\chi_c} d\chi \frac{W_1^2(\chi)}{g^2(\chi)\chi^2} \times \int dm n(m, \chi) m^2 \times \int d^2 \vec{q} \mathcal{P}(\vec{q} | m, \chi) \left| \hat{\phi} \left( \frac{D_r}{g(\chi)D_\chi} k; \tau \right) \right|^2. \] (56)

2. Power Spectrum of the Interlopers as Effective Subhalos

We start with the 2-point correlation function of the effective convergence,
\[ \varepsilon_{2D}(\vec{r}) = \frac{1}{A} \int d^2 \vec{s} \kappa_{eff}(\vec{s}) \kappa_{eff}(\vec{s} + \vec{r}), \] (57)

where \( \vec{r} \) and \( \vec{s} \) are physical coordinates on the lens plane, and \( A \) is the lens plane area. The subscript 2D is added
to differentiate this from the 3D 2-point correlation function of the matter overdensities in Eq. (40). Just like in the 3D case, we write the total effective convergence as the sum of the effective convergence of each interloper, \( \kappa_{\text{eff}}(\vec{r}) = \sum_i \kappa_{i,\text{eff}}(\vec{r}) \). Again, we assume that the interloper positions are uncorrelated which makes the 2-halo term in Eq. (41) vanish and lets us write

\[
\varepsilon_{2D}(\vec{r}) = \frac{1}{A} \sum_i \int d^2 \vec{s} \kappa_{i,\text{eff}}(\vec{s}) \kappa_{i,\text{eff}}(\vec{s} + \vec{r}),
\]

(58)

and consequently

\[
P_{2D}(k) \equiv \bar{\varepsilon}_{2D}(k) = \frac{1}{A} \sum_i |\kappa_{i,\text{eff}}(k)|^2,
\]

(59)

where we again dropped the vector notation in \( \vec{k} \) due to the radial symmetry of the effective convergence.

Using Eqs. (34) and (46), we can write

\[
\kappa_{i,\text{eff}}(s) = \frac{\Sigma(\tau)}{\Sigma_{cr,l}} \frac{m_{\text{eff},i}}{r_{s,\text{eff},i}} \int dz \phi \left( \frac{\sqrt{s^2 + z^2}}{r_{s,\text{eff},i}} ; \tau \right).
\]

(60)

In Appendix B we show that the Fourier transform of \( \kappa_{i,\text{eff}} \) can be expressed in terms of the Fourier transform of the dimensionless density profile \( \phi \) and, consequently, we can rewrite Eq. (59) as

\[
P_{2D}(k) = \frac{1}{A} \sum_i \frac{m_{\text{eff},i}^2}{\Sigma_{cr,l}} |\phi(r_{s,\text{eff},i}k ; \tau)|^2.
\]

(61)

Analogously to the procedure in \[\text{[III.C]}\], we convert the sum into an integral over the probability distribution of the interloper parameters:

\[
P_{2D}(k) = \frac{N}{A} \int d\chi \int d\tau m^2 \bar{q} \mathcal{P}(\chi, m, \bar{q}) \times \frac{m_{\text{eff},i}^2(\chi)}{\Sigma_{cr,l}} |\phi(r_{s,\text{eff},i}k ; \tau)|^2,
\]

(62)

where \( \mathcal{P}(\chi, m, \bar{q}) \) is the probability of an interloper being at comoving distance \( \chi \) and having mass \( m \) and intrinsic parameters \( \bar{q} \). We substitute the effective scale radius and mass from Eqs. (55) and (56), and again separate the probabilities \( \mathcal{P}(\chi, m, \bar{q}) = \mathcal{P}(\bar{q} | m, \chi) \mathcal{P}(m, \chi) \), which gives

\[
P_{2D}(k) = \frac{N}{A} \int d\chi \left[ f(\chi) \frac{1}{\Sigma_{cr,\chi}} \left( \frac{D_l}{D_s D_\chi} g(\chi) \right)^2 \right] \times \int dm \mathcal{P}(m, \chi) m^2 \times \int d\bar{q} \mathcal{P}(\bar{q} | m, \chi) |\phi\left(\frac{D_{lrs}}{g(\chi) D_\chi} k ; \tau\right)|^2.
\]

(63)

The probability that an interloper has mass \( m \) and is at comoving distance \( \chi \) is proportional to the halo mass function \( n(m, \chi) \) and the cross section of the double cone with the lens plane as the base (Fig. 3). Thus, we can write

\[
P(\chi, m, \bar{q}) = \frac{S(\chi)}{N} n(m, \chi),
\]

(64)

where \( S(\chi) \) is the cross section of the double cone at comoving units at comoving distance \( \chi \) and is given by

\[
\frac{S(\chi)}{A} = \frac{\chi^2}{D_l^2} g^2(\chi),
\]

(65)

where \( A \) is the physical area of the main lens and \( g(\chi) \) was defined in Eq. (29) (see Appendix C for a careful derivation).

Substituting Eqs. (64) and (65) into Eq. (63) gives

\[
P_{2D}(k) = \left( \frac{4\pi g^2}{c^2} \right)^2 D_l^2 \int d\chi \left[ \frac{f(\chi) D_l k^2}{D_s D_\chi} \right]^2 \frac{1}{g^2(\chi) \chi^2} \int dm n(m, \chi) m^2 \times \int d\bar{q} \mathcal{P}(\bar{q} | m, \chi) \left| \phi \left( \frac{D_{lrs}}{g(\chi) D_\chi} k ; \tau \right) \right|^2.
\]

(66)

We see that the factor in square brackets is exactly the selection function in Eq. (27). Therefore, this equation is identical to Eq. (55). We conclude that calculating the power spectrum of the effective convergence on the lens plane after projecting the interlopers onto the lens plane as effective subhalos is equivalent to calculating it using the Limber approximation from the 3D matter power spectrum with the selection function derived in \[\text{[III.B]}\].

D. Effective Convergence Power Spectrum for a Population of tNFW Perturbers

In this section, we compare the convergence power spectrum of interlopers to that of subhalos, referring to both collectively as perturbers. We calculate both contributions to the convergence power spectrum for a fiducial system and show, independently of profile, how each contribution varies differently as a function of source and lens redshift.

Since the power spectrum depends on the perturber profile parameters, we now specify the probability distribution \( \mathcal{P}(\bar{q} | m, \chi) \) of the intrinsic halo parameters

\[\text{This is already normalized because } \int d\chi S(\chi) \int dm n(m, \chi) = N.\]
where $r_{s,0} = 0.1 \text{kpc}$, $m_0 = 10^6 M_\odot$, and $\gamma = 1/3\ [33, 62, 63]$. These parameters are chosen so our results are directly comparable to the convergence power spectrum from only substructure in Ref. [34].

We carry out the integral over $\vec{q}$ in Eq. (66), which fixes $\tau = 20$ and $r_s = r_s(m)$ (given in Eqs. (67) and (68)). After these choices, the effective convergence power spectrum for interlopers is

$$P_I(k) = \left(\frac{4\pi G}{c^2}\right)^2 D_s^2 \int_0^{\tau} d\chi \frac{W^2(\chi)}{g(\chi)a(\chi)} \left| \phi \left(\frac{r_s(m)D_s}{\sqrt{g(\chi)a(\chi)\chi}} k; \tau\right) \right|^2,$$

where $n(m, \chi)$ is the Sheth-Tormen mass function [60]. We use a perturber mass range from $m_{\text{low}} = 10^5 M_\odot$ to $m_{\text{high}} = 10^6 M_\odot$, since lower-mass perturbers contribute little to the total power and higher-mass perturbers can be modeled directly. For subhalos, the convergence power spectrum is [34]

$$P_S(k) = \frac{1}{\sum_{\text{sub}}} \int_{m_{\text{low}}}^{m_{\text{high}}} dm \int_{m_{\text{sub}}}^{m_{\text{sub}}} dm' n_{\text{sub}}(m) \int_{m_{\text{sub}}}^{m_{\text{sub}}} dm'' \phi(r_s(m)k; \tau),$$

where $n_{\text{sub}}(m)$ is the number of subhalos per physical area per mass. We use (see Appendix D)

$$n_{\text{sub}}(m, z_1) = \frac{0.3 \Sigma_{\text{sub}} m_{\text{sub}}(2 + \beta)}{(n_{\text{high}}^2 - n_{\text{low}}^2)(1 + 0.5)^{5/2} m_{\text{sub}}^2},$$

where $\beta = -1.9$ and $f_{\text{sub,z1}}$ is the fraction of halo mass in substructure within the mass range at redshift $z_1$. We factor of $(1 + z_1)^{5/2}$ accounts for the redshift evolution of the subhalo mass function as the subhalos travel within their host [63]. A value of $\beta = -1.9 \pm 0.1$ is fairly well agreed-upon in the literature, both in observations [65] and simulations [66, 70], but $f_{\text{sub,z1}}$ is much less constrained. This is because the population of subhalos evolves as it travels within the host and is subject to tidal stripping.

There is no consensus of the extent to which tidal stripping happens – both with and without baryons – as a function of redshift and host mass. Different N-body simulations have found $f_{\text{sub},0}$ on the order of $10^{-3}$ to $10^{-2}$ using host halo masses of $M_{\text{host}} \sim 10^{12} M_\odot$ [53, 71, 73], and we expect baryons to decrease these values. Observations for similar lens redshifts and masses seem to be consistent with a wide range of possible values. Ref. [41] found that for a sample of SLACS galaxies of similar masses (mass within Einstein radius $\sim 10^{11.4} M_\odot$ [74]) and lens redshifts ($z \sim 0.2$), $f_{\text{sub},0.2} = 0.0076 \pm 0.0052$ for subhalos in $[4 \times 10^{6} \sim 4 \times 10^{7}] M_\odot$. Ref. [10] found that for BELLS lenses, the upper bound on $f_{\text{sub},0.5} = 7\%$ with an upper subhalo mass bound of $10^{11} M_\odot$. This constraint includes both interlopers and subhalos. Because our upper mass bound is 3 orders of magnitude below the one cited, we expect the upper bound on $f_{\text{sub},0.5}$ from BELLS to be significantly below that for our mass range.

Taking into account the considerable uncertainty in these observations, and the wide range of plausible values extracted from simulations, we settle on a fiducial value of $f_{\text{sub},0.5} = 4 \times 10^{-3}$ for our mass range $[10^5 \sim 10^8] M_\odot$ and host redshift ($z_l = 0.5$), for typical galaxy-scale lenses. We will nevertheless discuss in detail the dependence of our results on $f_{\text{sub},0.5}$ below.

Fig. [4] displays the convergence power spectrum due only to interlopers (blue), due only to subhalos (green), and due to both (red) for a fiducial lensing system with $z_l = 0.5$, $z_s = 1$, and mass functions as described above. The numerical results in this figure will be described in detail in [44]. For this lensing system, the power spectrum amplitude due to interlopers is 7.4 times larger than that of subhalos, meaning the former would be the dominant contribution to any measured signal.

A signal known to be dominated by interlopers would be especially useful for constraining the low-mass end of the halo mass function, which is considered a key way of distinguishing between vanilla CDM and exotic dark matter scenarios that can lead to low-mass cut-offs. This is both because interlopers are simpler to model, as they are generally not subject to the same degree of astrophysics and tidal effects as subhalos, and because the density of interlopers is much better understood. Indeed, while $f_{\text{sub},0.5}$ may range between several orders of magnitude, the two commonly-used mass functions that would affect the interloper amplitude, Sheth-Tormen [60] and Press-Schechter [75], only differ by about a factor of two. Simulations agree with Sheth-Tormen to roughly a 10% level [76, 77], and future observations could in principle measure the halo mass function to percent-level accuracy [78].

Refs. [41] pointed to several features of the power spectrum that could be used to constrain the particle nature of dark matter, such as the slope at $k > 2 \text{kpc}^{-1}$, however in the remainder of this section we focus on the amplitude at small values of $k$, i.e. the $k \rightarrow 0$ limit.\footnote{To be precise, our definition of the plateau only matches the $k \rightarrow 0$ limit of power when we neglect the 2-halo term from Eq. [41], which would contribute an additional term to Eqs. [69].}
which primarily provides information about the overall abundance of perturbers within a given mass range. We will refer to this regime as the plateau (due to the fact that the power spectrum is constant on these scales), whose amplitude we define as $P_0 \equiv \lim_{k \to 0} P(k)$. Expressions for the interloper and subhalo plateau, $P_{1,0}$ and $P_{5,0}$, are derived in Appendix E.

We focus on the low-$k$ scales for two main reasons. First, they are the most readily observable ones. Second, they neatly illustrate the importance of taking into account the contribution of interlopers in order to use strong-lens measurements to draw conclusions about dark matter, without having to worry about the specific details of how the interlopers and subhalos are modeled (which affect the power spectrum at higher wavenumbers 34), since the amplitude depends only on their mass functions. Due to the fact that both the halo and subhalo mass functions evolve with redshift, $P_0$ depends on the geometry of the lensing system. At higher source redshifts, there are more interlopers along the line of sight, which produces a higher interloper power. The subhalo power spectrum depends on source and lens redshifts through $\Sigma_{\text{sub}}$, since the amplitude depends only on their details of how the interlopers and subhalos are modeled 34, since the amplitude depends only on their mass functions. For the BELLS lenses, a higher value of $f_{\text{sub},0.5}$ as well as the halo mass function (Sheth-Torman or Press-Schechter) to see how the results are affected. For SLACS lenses up to $f_{\text{sub},0.5} \sim 2\%$, the interloper contribution dominates. For larger values of $f_{\text{sub},0.5}$, however, the subhalo contribution takes over (albeit by less than an order of magnitude). For the BELLS lenses, a higher value of $f_{\text{sub},0.5} \sim 4\%$ is necessary for the subhalos to dominate due to their higher source redshifts.

### III. NUMERICAL CALCULATION

To verify our analytic results and, in particular, the validity of our approximations, we independently calculate the (effective) convergence power spectrum numerically. The main concern is the error introduced by approximating the interlopers as effective subhalos at the redshift of the main lens 4. To understand the error introduced by this approximation, we calculate the convergence power spectrum from a lensing system simulated using the full multi-plane lens equation.

In short, our procedure is to first use ray-tracing to generate a map of the total angular deflection $\tilde{\alpha}(\vec{x})$ and then calculate

$$\kappa_{\text{eff, total}} \equiv \frac{1}{2} \nabla \cdot \tilde{\alpha},$$

which is the multi-plane equivalent of the traditional convergence for single-plane lensing 10. To single out the effective convergence of the interlopers (or subhalos), we subtract the convergence of the main lens:

$$\kappa_{\text{eff}} = \kappa_{\text{eff, total}} - \kappa_l.$$  

We then convert $\kappa_{\text{eff}}$ into a power spectrum using a 2D Fourier transform (squared) 54. Since we are interested in the monopole term, we perform an azimuthal average.

In §III A we describe the lensing system we simulate, while in §III B we detail the procedure used to obtain the effective convergence power spectrum from it.
Figure 4: Rows 1 and 3: Plateau, i.e. $k \rightarrow 0$ limit, of the convergence power spectrum of perturbers in the range $[10^5 - 10^8] M_\odot$, for interlopers (left), subhalos (center), and the ratio of subhalos to interlopers (right). Rows 2 and 4: Number of perturbers per arcsec$^2$, for perturbers in mass range $[10^5 - 10^8] M_\odot$, for interlopers (left), subhalos (center), and the ratio (right). Top two rows: Fiducial subhalo normalization, $f_{\text{sub},0.5} = 4 \times 10^{-3}$. Bottom two rows: Higher subhalo normalization, $f_{\text{sub},0.5} = 2 \times 10^{-2}$, which gives a roughly equal subhalo and interloper contribution for SLACS systems. The line of equal contribution is shown in black. The dots represent some of the galaxy-galaxy lensing systems that have been studied in the literature [39, 40, 42, 79]. See https://arthur-tsang.github.io/interloper_widget.html for an interactive version of the power spectrum plateau plots, with adjustable $f_{\text{sub},0.5}$ and halo mass function.
A. A Simulated Strong-Lensing System with Interlopers and Subhalos

We set the lens at $z_l = 0.5$ and the source at $z_s = 1.0$, and we assume a flat $\Lambda$CDM cosmology with $\Omega_m = 0.316$. The lens is a singular isothermal sphere (SIS) with an Einstein radius of $\theta_E = 7$ arcsec, which corresponds to a virial mass of $\sim 10^{14} M_\odot$. This is larger than the typical $\sim [0.1 - 1]$ arcsec or $\sim [10^{12} - 10^{13}] M_\odot$ of galaxy-galaxy lenses [80, 81], although note that some systems may go up to $10^{14.5} M_\odot$ [82]. We use a somewhat larger lens in order to probe a broader range of wavenumbers; nevertheless, our results are fully applicable to galaxy-scale lenses because we use values of $f_{\text{sub},0.5}$ consistent with typical galaxy lenses, instead of scaling it up for a larger halo mass. Furthermore, the power spectrum is otherwise independent of lens size in our formalism. Note that because we calculate the power spectrum from deflection angles rather than from an observed image, the only relevant property of the source is its redshift.

We randomly populate interlopers on 100 planes, evenly spaced in redshift between the source and observer. The number of interlopers on each plane is chosen as a Poisson random variable whose expected value is the number of interlopers between adjacent redshift planes according to the Sheth-Tormen mass function [60] (same as in [61]). The interloper masses are randomly chosen between $[10^5 - 10^9] M_\odot$, again according to Sheth-Tormen. Their positions within each plane are uncorrelated and uniformly distributed within the double pyramid of visible structure (analogous to the double cone in Fig. 3 but now instead we use a double pyramid, since we simulate a square field of view). The interloper profiles are modeled as in [114].

While the true profile of interlopers may be slightly different, note that the low-$k$ limit of the power spectrum is sensitive to the abundance of interlopers and not to the intrinsic profile parameters. In addition to the interlopers, we add a negative mass sheet to each redshift plane to cancel out the net mass of the interlopers, which captures the fact that the underdense regions along the line of sight effectively lens as negative masses.

For completeness, we also simulate a lensing system that only has subhalos, and one that has both subhalos and interlopers. To populate the lens with subhalos, we assume that subhalos are uncorrelated, uniformly spatially distributed, and follow the mass function of Eq. (71). Note that it is possible to simulate the two-subhalo term by modifying the spatial distribution, however, in a realistic lensing galaxy with baryons we expect this term to be subdominant [53].

B. Obtaining the Convergence Power Spectrum from a Simulation

We calculate the total deflection vector $\bar{\alpha}(\vec{x})$ using the full multi-plane lens equation for the simulated lensing systems using lenstronomy [83], which is a publicly available Python package. We then calculate $\kappa_{\text{eff}}$ by taking the divergence of $\bar{\alpha}$ using the five-point stencil method (see Appendix F) to limit the numerical error.

We run two different simulations, both with $(500 \times 500)$ pixels, but with different fields of view: $(1.6 \times 1.6)$ arcsec (small) and $(16 \times 16)$ arcsec (large). This is to sample a wide range of wavenumbers that would otherwise require a much larger number of pixels and would thus be computationally intractable. These two different fields of view require different treatments to be processed into the convergence power spectrum. This is because when all parts of the $\kappa_{\text{eff}}$ map are statistically equivalent, the Fourier transform squared of $\kappa_{\text{eff}}$ is the two-dimensional interloper power spectrum. However, our analytic approximation from [111] only applies near the Einstein radius (since the derivation relied on the CSB approximation).

Due to this, for the large field of view we filter $\kappa_{\text{eff}}$ with an annular mask centered on the main lens, setting $\kappa_{\text{eff}} = 0$ outside the mask (see Fig. 4). For the small field of view, we center the image on a point on the Einstein ring in order to remain in a regime where the CSB approximation is valid, so we can compare with our analytic results.

Having to impose a mask for the large field of view has several limitations. First, while it is not desirable to use points too far from the Einstein ring (the CSB approximation gets progressively worse with increasing distance), a narrow mask does not estimate well the lowest-$k$ modes since they correspond to sizes larger than the annulus width. Furthermore, the Fourier transform of the mask can itself give rise to unphysical oscillations. Ultimately, we opted for a mask width of $\pm (3/7) \theta_E$. An annulus of this width is sufficient to smooth out the oscillations and probe relatively low-$k$ modes. Furthermore, because it is quite wide, it allows us to be conservative when comparing it to the analytical results: we know that as the mask becomes wider, the validity of the CSB approximation decreases.

1. Comparison to Analytical Results

In Fig. 6, we compare the effective convergence power spectrum obtained following the procedure outlined...
above to the analytical predictions derived in \cite{112}. We show the contribution due solely to interlopers (blue), solely to subhalos (green), and their combination (red) \cite{112}. The analytical results are shown as dotted lines, and the numerical results are shown as solid lines. We see that the two independent estimates of the effective convergence power spectrum show excellent agreement even though the annular mask used was quite wide. This agreement shows that treating the interlopers as effective subhalos using our framework introduces a very small error compared to the full ray tracing results, even in a regime far from the Einstein radius. Furthermore, we note that the small difference between the analytical and numerical results is much smaller than even the most optimistic expected error bars from near-future surveys \cite{84}.

We used the same subhalo and interloper population characteristics, as described in Eqs. \cite{67} to \cite{71}.

Note that, for images without masks (subhalo only and all small field of view images), the minimum $k$ we plot is $2\pi/L$, where $L$ is the width of the image. For the images with masks (interloper and combined for large field of view), the minimum $k$ is $2\pi/L'$, where $L' = L/4$ is the width of the annulus mask (see Fig. 5).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.png}
\caption{Illustration of the effective convergence field $\kappa_{\text{eff}}$ used for the full multi-plane lensing calculation with $z_l = 0.5$ and $z_s = 1.0$. The annular mask can be seen for the large field of view (16 arcsec). The small field of view (1.6 arcsec) is represented with an orange square on the right. The white dashed line shows the Einstein radius.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{Power spectra for interlopers (blue), subhalos (green), and both (red). We show analytic results (dotted) and numerical results (solid) for the simulations with field of view (FoV) of 1.6 arcsec (darker) and 16 arcsec (lighter). All numerical curves are cut off at high $k$ due to loss of power near a pixel size, and the masked simulations are cut off at low $k$, corresponding to the mask width.}
\end{figure}

2. Quantifying the Error in the Numerical Effective Convergence

The advantage of calculating the effective convergence as in Eq. \cite{72} is that we do not have to make any approximations, such as the CSB approximation that was necessary for the analytical derivation in \cite{112}. However, this single-plane effective convergence, and the one derived in \cite{112} do not reproduce the deflection angles exactly. To see why this is the case let us separate the deflection angles into a curl-free and a divergence-free component:

\begin{equation}
\vec{\alpha} = \vec{\alpha}_{\text{div}} + \vec{\alpha}_{\text{curl}} \label{74}
\end{equation}

\begin{equation}
\nabla \times \vec{\alpha}_{\text{div}} = 0 \quad \& \quad \nabla \cdot \vec{\alpha}_{\text{curl}} = 0. \label{75}
\end{equation}

We call $\vec{\alpha}_{\text{div}}$ the divergence component and $\vec{\alpha}_{\text{curl}}$ the curl component.

In single-plane lensing, $\vec{\alpha}_{\text{curl}}$ vanishes because the deflection angle can be written as the gradient of the lensing potential $\Psi$ \cite{55}:

\begin{equation}
\vec{\alpha}(\vec{x}) = \nabla \Psi(\vec{x}) \quad \Rightarrow \quad \nabla \times \vec{\alpha} = 0. \label{76}
\end{equation}

However, in the multi-plane lensing case, the coupling between the successive lens planes introduces a
curl component [47]. In our calculation it is a nuisance since it indicates that the single-plane effective convergence is not fully capturing the multi-plane lensing of the interlopers. In terms of the total deflection angle, the two components can be written as (see Appendix F)

\[
\tilde{\alpha}_{\text{div}}(\vec{x}) = \frac{1}{\pi} \int d^2x' \frac{\vec{x} - \vec{x}'}{||\vec{x} - \vec{x}'||^2} \left[ \frac{1}{2} \nabla \cdot \vec{\alpha} \right] \quad (77)
\]

\[
\tilde{\alpha}_{\text{curl}}(\vec{x}) = \hat{z} \times \frac{1}{\pi} \int d^2x' \frac{\vec{x} - \vec{x}'}{||\vec{x} - \vec{x}'||^2} \left[ \frac{1}{2} \nabla \times \vec{\alpha} \right]. \quad (78)
\]

Here \(\hat{z}\) is the unit vector that is orthogonal to the lens-plane and pointing towards the observer. We see that what we defined as \(\kappa_{\text{eff}}\) in Eq. (72) sources the divergence component, i.e.

\[
\kappa_{\text{div}} = \kappa_{\text{eff}} \equiv \frac{1}{2} \nabla \cdot \vec{\alpha}, \quad (79)
\]

and

\[
\kappa_{\text{curl}} \equiv \frac{1}{2} \nabla \times \vec{\alpha} \quad (80)
\]

sources the curl component. So we can compare \(\kappa_{\text{curl}}\) to \(\kappa_{\text{eff}}\) in order to gain an understanding of the error introduced by treating interlopers as effective subhalos.

We see in Fig. 7 that for our simulation, \(\kappa_{\text{curl}} \ll \kappa_{\text{eff}}\), especially near the Einstein radius. We thus conclude that the curl component of the angular deflection is also much smaller than the divergence component, meaning that the coupling between the interlopers and the main lens is small enough to justify the projection of interlopers as effective subhalos in the main lens. To test whether the \(\kappa_{\text{curl}}\) in Fig. 7 is simply a numerical artifact, we simulate a system with only a main lens and subhalos (no interlopers) in Appendix F and show in Fig. F.8 that the numerical error is more than two orders of magnitude smaller than the curl observed in Fig. 7 showing that the curl term sourced by the interlopers is physical.

IV. CONCLUSIONS

Strong gravitational lensing has long provided some of the most decisive evidence for the existence of dark matter in our universe. Within the past couple of decades, the use of gravitational lensing for dark matter science has expanded considerably, and significant theoretical and observational advances have turned it into one of the most promising probes of the nature of dark matter. In particular, there is great interest in using strongly lensed images to constrain the very low-mass end of the halo mass function (\(\lesssim 10^8 M_\odot\)), since this regime can distinguish between vanilla CDM and more exotic models, such as warm dark matter or self-interacting dark matter, that can lead to low-mass cutoffs.

The canonical approach followed has been to try to directly detect individual dark matter clumps, such as in gravitational imaging [24]. This approach has claimed detections of substructures with masses as small as a few times \(10^8 M_\odot\) [37, 42], but reliably reaching lower masses in galaxy-galaxy lenses with this approach has remained elusive.

The idea of using the subhalo convergence power spectrum [29, 31, 33, 51] was developed as a statistical detection method to obtain population-level constraints without having to individually resolve clumps. Unlike in direct detection efforts where by construction the sensitivity is maximal for the most massive clump close to the lensed images, in a power spectrum approach the higher number of lower-mass halos can actually make the sensitivity peak for the mass range of \(10^7 - 10^8 M_\odot\) for a CDM population of subhalos, and still maintain some sensitivity at lower masses [53].

However, while perturbations due to line-of-sight halos have been studied in the context of lensed galaxies [43, 45] and lensed quasars [44, 46], and has become standard practice in direct detection pipelines [42, 47, 49], its contribution to the convergence power spectrum had not yet been quantified. In this work, we set out to do so.

We show that it is possible to define an effective convergence for multi-plane lensing systems with a dominant main lens coupled to lower-mass interlopers. One can think of this effective convergence as mapping an interloper at any point along the line of sight onto the lens plane as an effective subhalo with a modified mass and scale radius. It is then possible to analytically calculate its power spectrum, incorporating the relative effect of interlopers at different redshifts as a lensing kernel. We find that the interlopers that are closest to the main-lens plane have the largest contribution to the power spectrum, while those close to the observer or source are negligible.

---

8 We know from Eq. (76) that the curl component has to be zero when there are no interlopers, i.e. when the lensing is caused by mass on a single lens plane. In Appendix F we show that the curl component that we measure is not a numerical artifact but indeed a result of the coupling of the lensing effect of multiple lens planes at various redshifts.

9 The scale radius is the relevant lensing length scale in our density profile of choice (truncated NFW). Other density profiles would see an analogous rescaling of relevant intrinsic parameters.
Figure 7: Two types of effective convergences calculated from the divergence and the curl of angular deflections in a simulated strong-lensing system with interlopers and subhalos. Left: Effective convergence of the interlopers + subhalos, defined in Eq. (73), which sources the divergence component of the angular deflections. The central dipole is caused by the coupling between the uneven distribution of interlopers and subhalos and the main lens. We can safely ignore the dipole as we are interested in a small annulus around the Einstein ring where the strong-lensing images are produced. Right: $\kappa_{\text{curl}}$, defined in Eq. (80), which sources the curl component of the angular deflections. The interlopers that are far from the lens plane, either towards the observer or towards the source, contribute more to the curl component.

Because the halo and subhalo mass functions evolve with redshift, and in fact there are still considerable unknowns with respect to the subhalo mass function’s normalization, we do not expect that a global statement can be made about the importance of one versus the other. Instead, we opt to thoroughly quantify each contribution as a function of both source and lens redshift, and for different choices of mass function and subhalo mass function normalizations. We show specifically what we expect the ratio of power between subhalos and interlopers to be for galaxy-galaxy lensing systems for which we currently have high-resolution imaging (Fig. 4).

For our fiducial choice of $f_{\text{sub},0.5} = 4 \times 10^{-3}$, we find that for both the BELLS and SLACS lenses the interloper contribution dominates, albeit to different extents. Due to the higher redshift of the BELLS sources, the interloper contribution is larger by over an order of magnitude, while the lower redshift of the SLACS sources lead the interloper plateau to only be larger by a factor of a few. As we increase or decrease $f_{\text{sub},0.5}$, each group of lenses is affected differently: for SLACS, the subhalos dominate for as little as $f_{\text{sub},0.5} \gtrsim 2\%$, while for BELLS they do so for $f_{\text{sub},0.5} \gtrsim 4\%$. This can be intuitively understood: with increasing source redshift, the LOS volume increases, overwhelming the subhalo signal.

Let us put these bounds into context by discussing the expected values of $f_{\text{sub},0.5}$ in these systems. As we discussed in §IID there is considerable uncertainty both on the simulation side and on the observational side. Nevertheless, even with this uncertainty, it seems unlikely that $f_{\text{sub},0.2}$ and $f_{\text{sub},0.5}$ would reach these values, especially with an upper subhalo mass of $10^8 M_\odot$. Ref. [41] found that for SLACS lenses, the upper bound on $f_{\text{sub},0.2}$ was about 2.7% with an upper mass bound of $4 \times 10^9 M_\odot$. Ref. [40] found that for BELLS lenses, the upper bound on $f_{\text{sub},0.5}$ is 7% with an upper mass bound of $10^{11} M_\odot$, which corresponds to $f_{\text{sub},0.5} < 2.3\%$ for an upper mass bound of $10^8 M_\odot$. Thus, we conclude that it is likely for the interloper contribution to dominate in these two ensembles of lenses.

One worry about this approach might be that treating the interlopers as effective subhalos is overly simplistic since it neglects the recursive nature of the multi-plane lens equation, which couples the deflection angles of successive lens planes. To study this, we tested the analytical calculation with mock lensing simulations obtained by doing ray tracing with the multi-lens plane equation (without any approximations). We find that the power spectrum from the simulations matches the analytical prediction extremely well.

Furthermore, we note that defining the effective convergence as the divergence of the deflection angle does
not capture the divergence-free part (what we call the curl component in §IIIB2) of the angular deflections sourced by interlopers. For our analysis, which projects the interlopers onto the main lens as effective subhalos, the curl part quantifies the error in doing such a projection since a single-plane effective convergence cannot create such a term (See Appendix F). We show in Fig. 7 that the curl term for low-mass interlopers is very small compared to the divergence term, meaning that the projection introduces minimal error in calculating the angular deflections for multi-plane lensing.

We point out that, for more massive perturbers, the fact that multiple lens planes source a curl term suggests a novel way of identifying multi-plane lensing and therefore distinguish interlopers from subhalos, by for example measuring a B-mode power spectrum.

Our results on the importance of incorporating interlopers into the analysis of strong-lensing systems are broadly consistent with Refs. [13] and [15], which did so in the context of direct detection efforts. An important point to keep in mind is that the mass ranges and subhalo mass function normalizations they consider are different to ours; their perturber mass range spans \( \sim 10^6 \, M_{\odot} - 10^{11} \, M_{\odot} \), so converting to our definition of \( f_{\text{sub,0.5}} \) gives a lower value than what they cite. Ref. [13] considered a single lensing configuration \((z_l = 0.2\text{ and } z_s = 1)\) and found that the number of interlopers is roughly four times higher than that of subhalos. Ref. [15] found that the number of line-of-sight perturbers is comparable to subhalo perturbers for low-redshift lenses (e.g. SLACS lenses) and dominant over subhalo perturbers for high-redshift lenses (e.g. BELLS lenses). The difference between our results and these can be understood because of the different mass range: although they have a smaller subhalo mass function normalization, the extra subhalos at larger masses make the subhalo contribution comparable for SLACS instead of subdominant, as is the case in our fiducial results [85].

As the LOS contribution has gained recognition as an integral ingredient in lens modeling, new systems have been analyzed, and older systems reanalyzed, taking it into account. To date, a single real lens has been analyzed through a power spectrum approach. Ref. [85] placed an upper bound on the convergence power spectrum due to subhalos using lens system SDSS J0252+0039 \((z_l = 0.280, \, z_s = 0.982\)\). Their upper bound on the power spectrum was significantly higher than the expected amplitude due to subhalos in a CDM scenario, but interestingly, according to our results, for this redshift combination we expect the line-of-sight contribution to dominate.

The fact that under many lensing configurations and reasonable subhalo population assumptions the interloper contribution dominates the signal can be good news for the capacity of strong gravitational lenses to constrain the particle nature of dark matter. The amplitude of the convergence power spectrum can essentially be tied back to a mass function (halo mass function for interlopers, subhalo mass function for subhalos), so in order to translate a power spectrum amplitude to a dark matter theory, it is paramount to understand the relevant mass function(s). The subhalo mass function is very hard to pin down. It depends on the host mass and inevitably evolves with redshift. How it is affected by subhalos traveling within the host’s dark matter halo, as well as due to any baryons in the host, remains an open problem: neither theory nor simulations have yet converged on a satisfying answer to these questions. In comparison, halos that are only subject to large-scale tidal fields have relatively calmer lives, and their evolution is better understood. Therefore, having a window into the smallest dark matter scales in the universe without relying on subhalos can make gravitational lensing a much more powerful (and reliable) probe of dark matter.

Furthermore, we note that the advantages of statistical detection efforts compared to direct detection ones that were introduced in the subhalo context, namely taking advantage of the much more numerous population of low-mass halos that are individually below the detection threshold, are undeniably advantageous in the interloper context as well. For instance, the number of interlopers that are massive enough for direct detection was shown to be roughly unity for the 17 BELLS lenses shown in Fig. 4 [40], which prevents lack of detections in the ensemble of lenses to be used to rule out CDM. Since the lower-mass interlopers are expected to be much more abundant, if the power spectrum can be measured (which Refs. [29, 51] claim can be done using near future observations), the lack of power at high redshift lenses can more decisively rule out the CDM scenario.

There is considerable momentum being harnessed by gravitational lensing as a cosmological probe. Much progress has been made over the course of the last

\[^{10}\] While these two references developed the notion of using interlopers as effective subhalos, we note that our projection prescription is inherently different. For example, Ref. [13] relied on first projecting the interloper positions onto the lens plane by ensuring they remained on the same line of sight, and then varied their mass to minimize the residual of the angular deflections between the projected interloper and a subhalo of a given mass. The downside of this projection prescription is that the minimization is done for an unobservable lensing quantity.

\[^{11}\] This system had been analyzed with gravitational imaging in Ref. [41] and no evidence of a substructure above the mass-detection threshold was found.
in Eq. (A1), which gives the relation:

\[ \Sigma(\vec{r}; m', r_s', \tau') = \Sigma(\eta \vec{r}; m, r_s, \tau). \]  

The new mass \( m' \) can then be found by integrating over the whole 2D plane:

\[ m' = \int d^2 \vec{r} \Sigma(\vec{r}; m', r_s', \tau') \]

\[ = \frac{1}{\eta^2} \int d^2(\eta \vec{r}) \Sigma(\eta \vec{r}; m, r_s, \tau) \]

\[ = \frac{m}{\eta^2}. \]

The new scale radius can be found by setting \( |\vec{r}| = r_s' \) in Eq. (A1), which gives the relation:

\[ r_s' = \frac{r_s}{\eta}. \]

Appendix B: 2D Fourier Transform of a Projection

In this Appendix we derive a useful relationship between the Fourier transform of the dimensionless tNFW density profile \( \phi \) (defined in Eq. 46) and its projection.

Let us write the effective convergence as:

\[ \kappa_{i,\text{eff}}(s) = \frac{1}{\Sigma_{\text{crit}, i}} m_{\text{eff}, i} \Theta \left( \frac{s}{r_{s,\text{eff}, i}} ; \tau_i \right), \]  

where \( \Theta \) is defined in terms of \( \phi \) as:

\[ \Theta(t; \tau) \equiv \int dw \phi(\sqrt{t^2 + w^2}; \tau) \]

and its Fourier transform is:

\[ \tilde{\kappa}_{i,\text{eff}}(k) = \frac{m_{\text{eff}, i}}{\Sigma_{\text{crit}, i}} \tilde{\Theta}(r_{s,\text{eff}, i} k; \tau_i). \]

If we write the Fourier transform of \( \Theta \) explicitly, we can relate it to the Fourier transform of \( \phi \). Let us start with:

\[ \tilde{\Theta}(k; \tau) = \int d^2 \vec{r} \exp[-i k \cdot \vec{r}] \Theta(t; \tau) \]

\[ = \int d^2 \vec{r} dw \exp[-i k \cdot \vec{r}] \phi(\sqrt{t^2 + w^2}; \tau). \]

We can combine \( (\vec{k}, w) \) into a 3D vector \( \vec{r} \). We can also replace \( \vec{k} \cdot \vec{r} \) with \( \vec{k} \cdot \vec{r} \) since \( \vec{k} \) is perpendicular to the \( z \)-axis. We then obtain:

\[ \tilde{\Theta}(k; \tau) = \int d^3 \vec{r} \exp[-i \vec{k} \cdot \vec{r}] \phi(\tau) \]

\[ = \tilde{\phi}(k; \tau). \]

Therefore, we can write the Fourier transform of the effective convergence of each interloper \( i \) as:

\[ \tilde{\kappa}_{i,\text{eff}}(k) = \frac{m_{\text{eff}, i}}{\Sigma_{\text{crit}, i}} \tilde{\phi}(r_{s,\text{eff}, i} k; \tau_i). \]

Appendix C: The Area of the Double Cone

The radius of the double cone (Fig. 3) increases linearly from 0 to its maximum at the lens with comoving distance from the observer \( \chi \), and it decreases linearly from its maximum at the lens to 0 with the comoving distance from the lens \( \chi - \chi_i \). With this in mind, we can write the follow relation for the radius of the double cone \( R(\chi) \):

\[ R(\chi) = \begin{cases} 
  a_1(\chi + b_1) & \chi \leq \chi_i \\
  a_2(\chi + b_2) & \chi > \chi_i,
\end{cases} \]  
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Solving for the constants we get

\[
\frac{R(0)}{R(\chi t)} = 0 \quad \Rightarrow \quad b_1 = 0 \quad \text{(C2)}
\]

\[
\frac{R(\chi)}{R(\chi t)} = 1 \quad \Rightarrow \quad a_{1,2}(\chi t + b_{1,2}) = 1 \quad \text{(C3)}
\]

\[
\frac{R(\chi_s)}{R(\chi t)} = 0 \quad \Rightarrow \quad a_2(\chi_s - b_2) = 0. \quad \text{(C4)}
\]

Solving for the constants we get

\[
\frac{R(\chi)}{R(\chi t)} = \begin{cases} \frac{\chi}{\chi t} & \chi \leq \chi t \\ \frac{\chi_s - \chi}{\chi_s - \chi t} & \chi > \chi t. \end{cases} \quad \text{(C5)}
\]

Then, the normalized area is

\[
\frac{S(\chi)}{A/\alpha^2(\chi t)} = \begin{cases} \left(\frac{\chi}{\chi t}\right)^2 & \chi \leq \chi t \\ \left(\frac{\chi_s - \chi}{\chi_s - \chi t}\right)^2 & \chi > \chi t. \end{cases} \quad \text{(C6)}
\]

\[
= \frac{\chi_s^2}{\chi t} \hat{g}^2(\chi) \quad \text{(C7)}
\]

where \(A\) is the physical area of the main lens.

**Appendix D: Number density of subhalos**

Here we derive Eq. (71), which gives the number of subhalos per area as a function of mass and lens redshift. In particular, the expression is shown in terms of the fraction of halo mass in substructure, \(f_{\text{sub},z_l}\), which is commonly used in the literature as a proxy for the subhalo mass function normalization.

At any redshift, the total mass in subhalos within the mass range \([10^5 - 10^8] M_\odot\) can be written as

\[
M_{\text{sub}} = A \bar{k}_{\text{sub}} \Sigma_{\text{cr}}, \quad \text{(D1)}
\]

where \(A\) is the area of the lens, and \(\bar{k}_{\text{sub}}\) is the average convergence of the subhalos. We assume a moderately elliptical isothermal lens, so that the convergence of the main lens near the Einstein radius is \(\kappa_l = 0.5\), and roughly 40\% of matter within the Einstein radius comes from stars \([74]\). Therefore, we can write

\[
f_{\text{sub},z_l} = \frac{2}{0.6} \bar{k}_{\text{sub}}. \quad \text{(D2)}
\]

which we can substitute into Eq. (D1) and get

\[
M_{\text{sub}} = \frac{0.6}{2} A f_{\text{sub},z_l} \Sigma_{\text{cr},z_l}. \quad \text{(D3)}
\]

Our goal is to express the normalization of \(n_{\text{sub}}\) evaluated at \(z_l = 0.5\), denoted \(F\), in terms of \(f_{\text{sub},0.5}\) evaluated at that same redshift. So we write

\[
n_{\text{sub}}(m, z_l = 0.5) = F m^{\beta}. \quad \text{(D4)}
\]

The total mass in subhalos can be calculated from \(n_{\text{sub}}\):

\[
M_{\text{sub}} = \int dA \int_{m_{\text{high}}}^{m_{\text{low}}} dm m n_{\text{sub}}(m, 0.5)
\]

\[
= AF \int_{m_{\text{low}}}^{m_{\text{high}}} dm m^{\beta + 1}
\]

\[
= \frac{AF}{2 + \beta} \left( m_{\text{high}}^{2 + \beta} - m_{\text{low}}^{2 + \beta} \right). \quad \text{(D5)}
\]

Combined with Eq. (D3), we get

\[
F = \Sigma_{\text{cr},0.5} \frac{0.6 f_{\text{sub},0.5}}{2} \frac{2 + \beta}{m_{\text{high}}^{2 + \beta} - m_{\text{low}}^{2 + \beta}}. \quad \text{(D6)}
\]

Plugging this into Eq. (D4) we obtain the final expression for the number density of subhalos:

\[
n_{\text{sub}}(m, z_l = 0.5) = \frac{0.3 \Sigma_{\text{cr},0.5} f_{\text{sub},0.5} (2 + \beta)}{(m_{\text{high}}^{2 + \beta} - m_{\text{low}}^{2 + \beta})} m^{\beta}. \quad \text{(D7)}
\]

The redshift dependence of the halo number density per comoving area is found to be \((1 + z_l)^{1/2} \ [64]\). The number density per physical area will then depend on lens redshift as \((1 + z_l)^{5/2}\) where the extra factor of 2 comes from the scale factor. We now have the final expression for the subhalo mass function:

\[
n_{\text{sub}}(m, z_l) = n_{\text{sub}}(m, z_l = 0.5) \frac{(1 + z_l)^{5/2}}{(1 + 0.5)^{5/2}}. \quad \text{(D8)}
\]

**Appendix E: \(k \to 0\) Limit of the Perturber Power Spectrum**

For interlopers, we first calculate the Fourier transform of the profile \(\phi\) (defined in Eq. (40) in the \(k \to 0\) limit. Letting \(\zeta \equiv (D r_s / g D) k\), we can write

\[
\lim_{\zeta \to 0} \tilde{\phi}(\zeta; \tau) = \int_0^\infty 4\pi \xi^2 d\xi \lim_{\zeta \to 0} \frac{\sin(\zeta\xi)}{\zeta\xi} \phi(\xi; \tau)
\]

\[
= \int_0^\infty 4\pi \xi^2 d\xi \phi(\xi; \tau) = 1. \quad \text{(E1)}
\]

This means that in the \(k \to 0\) limit, Eq. (56) gives

\[
P_{k,0} \equiv P_k(k \to 0) = \left( \frac{4\pi G}{c^2} \right)^2 D_k^2 \int_0^\chi dx W_0^2(\chi) \frac{\sin^2(\xi)}{\xi^2}
\]

\[
\times \int_{m_{\text{low}}}^{m_{\text{high}}} dm n(m, \chi) m^2. \quad \text{(E2)}
\]
where \( W_1(\chi) \) and \( g(\chi) \) depend on \( z_l \) and \( z_s \). The intrinsic halo parameters completely drop out because \( \int d^2q \mathcal{P}(q | m, \chi) = 1 \).

From Eq. (E2), there are two limits where the interloper power spectrum (in Fig. [4]) goes to zero. In one limit, \( z_l \rightarrow 0 \), the power goes to zero due to the factor of \( D_l^2 \). In the other limit, \( z_l \rightarrow z_s \), the power goes to zero because \( f(\chi) \rightarrow 0 \) for all \( \chi \), and \( W_l \) in the integrand contains a factor of \( f(\chi) \).

For subhalos, we take the \( k \rightarrow 0 \) limit by applying Eq. (E1) to Eq. (70), which gives

\[
P_{S,0} = \frac{1}{2\pi} \int_{m_{low}}^{m_{high}} d m m^2 n_{sub}(m). \tag{E3}
\]

Appendix F: Curl and Divergence Components

a. Helmholtz Decomposition in 2D: We can express a 2D vector function \( \vec{\alpha}(\vec{x}) \) in a volume \( V \) from its divergence \( \nabla \cdot \vec{\alpha} \), curl \( \nabla \times \vec{\alpha} \), and its values on the boundary \( \partial V \). We use the fact that \( \frac{1}{2\pi} \ln |\vec{x} - \vec{x}'| \) is the Green’s function for the Laplacian in 2D, i.e. we can write

\[
\delta_{2D}(\vec{x} - \vec{x}') = \frac{1}{2\pi} \nabla^2 \ln |\vec{x} - \vec{x}'|, \tag{F1}
\]

where \( \delta_{2D} \) is the 2D delta function and \( \nabla^2 \) is the Laplace operator that acts on \( \vec{x} \).

We have

\[
\vec{\alpha}(\vec{x}) = \int_{V} dV' \vec{\alpha}(\vec{x}') \delta(\vec{x} - \vec{x}') \tag{F2}
\]

\[
= \frac{1}{2\pi} \nabla^2 \int_{V} dV' \vec{\alpha}(\vec{x}') \ln |\vec{x} - \vec{x}'|. \tag{F3}
\]

Using the identities

\[
\nabla^2 \vec{q} = \nabla(\nabla \cdot \vec{q}) - \nabla \times (\nabla \times \vec{q}) \tag{F4}
\]

\[
\vec{q} \cdot \nabla \phi = -\phi \nabla \cdot \vec{q} + \nabla \cdot (\phi \vec{q}) \tag{F5}
\]

\[
\vec{q} \times \nabla \phi = \phi (\nabla \times \vec{q}) - \nabla \times (\phi \vec{q}), \tag{F6}
\]

where \( \vec{q} \) is the unit vector normal to the boundary \( \partial V \). If \( \vec{\alpha} \) vanishes faster than \( 1/|\vec{x} - \vec{x}'| \ln |\vec{x}'| \), the boundary terms vanish as we make \( V \) infinitely large. This allows

we obtain

\[
\vec{\alpha}(\vec{x}) = \frac{1}{2\pi} \nabla \left( \int_{V} dV' \vec{\alpha}(\vec{x}') \ln |\vec{x} - \vec{x}'| \right) - \frac{1}{2\pi} \nabla \times \left( \int_{V} dV' \vec{\alpha}(\vec{x}') \right) \tag{F7}
\]

\[
= \frac{1}{2\pi} \nabla \left( \int_{V} dV' \vec{\alpha}(\vec{x}') \cdot \nabla' \ln |\vec{x} - \vec{x}'| \right) - \frac{1}{2\pi} \nabla \times \left( \int_{V} dV' \vec{\alpha}(\vec{x}') \times \nabla' \ln |\vec{x} - \vec{x}'| \right) \tag{F8}
\]

\[
\vec{\alpha}(\vec{x}) = \frac{1}{2\pi} \nabla \left( \int_{V} dV' \ln |\vec{x} - \vec{x}'| \nabla' \cdot \vec{\alpha}(\vec{x}') \right) - \frac{1}{2\pi} \nabla \times \left( \int_{V} dV' \nabla' \cdot [\ln |\vec{x} - \vec{x}'| \vec{\alpha}(\vec{x}')] \right) + \frac{1}{2\pi} \nabla \times \left( \int_{V} dV' \ln |\vec{x} - \vec{x}'| \nabla' \times \vec{\alpha}(\vec{x}') \right) - \frac{1}{2\pi} \nabla \times \left( \int_{V} dV' \nabla' \times [\ln |\vec{x} - \vec{x}'| \vec{\alpha}(\vec{x}')] \right), \tag{F9}
\]
where the leading error term is
\[
\frac{h^4}{30} \left( \alpha_1^5(x_1) + \alpha_2^5(x_2) \right).
\]  

To study how this numerical effect appears, we simulate a lensing system with a main lens and subhalos (i.e., no interlopers). From Eq. (76), we know that we should have \( \kappa_{\text{curl}} = 0 \). Therefore, any non-zero value we get after calculating the curl using Eq. (F18) will be a numerical artifact. In Fig. F.8, we see that this numerical effect is only present at the centers of subhalos, as well as at the center of the main lens, where the central cusp has a large 5th derivative, which increases the error. Nevertheless, it is more that 2 orders of magnitude smaller than the curl that we calculate in Fig. F.7

**Figure F.8:** \( \kappa_{\text{curl}} \) of a simulated lensing system described in [Fig. F.7] without the interlopers. Without interlopers there is nothing that can source a curl component. This figure shows the numerical error in calculating the curl using discrete pixel values.
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