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ABSTRACT

Traditional methods of capturing people’s dietary intake are complex and labour-intensive, requiring a high level of literacy and time. Speech recording has potential to reduce these barriers, and recent technological advances have greatly increased the viability of this approach. The aim of this paper is to establish the current state of research on the usage of speech records in dietary assessment. To this end, we performed a systematic literature review and summarised the current state of research along a conceptual framework that captures the components involved in using speech records for dietary assessment. Six databases from the nutrition and computing domains were interrogated, resulting in 21 relevant papers.

Speech recording in an unstructured format was preferred when compared against other methods by all three studies reporting comparisons. High technological satisfaction and ease of use were noted by all eight studies reporting user acceptance. When recording data, 78% of studies focused on collecting prospective food records. The choice of device reflected this, with 15 of 18 studies reporting a form of handheld, portable collection device intended to be always available. To process data, nine studies performed automated speech transcription achieving an average accuracy of 83%, seven of which utilized a readily available commercial service. Of the five studies that used natural language processing to further automate analysis, an average accuracy of 82% was reported. Further research is required to adapt these prototypes to address practical challenges in dietary assessment and monitoring (e.g. self-monitoring for low-literacy users).
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I. INTRODUCTION

Sub-optimal diet quality is the primary risk factor for many of the leading causes of chronic disease and death, including diabetes, cardiovascular disease, obesity, and cancer [1]. To improve diet quality the current diet must be analysed through a process of collection and interpretation called dietary assessment. There is a variety of collection methods utilised for different situations and populations, but they are widely complex and labour intensive [2], and in populations with varying levels of literacy traditional methods such as self-administered written records are not viable [3].

Speech recording has been explored as a tool to collect intake descriptions in varying-literacy populations for some time, as it allows for data collection where literacy levels would affect traditional methods [4], [5]. Speech is also a natural and quick method of communication [6] and may reduce participant burden resulting in more complete records. However, speech has traditionally been expensive to collect and parse, requiring a large amount of costly manual work by professional staff. Recent advances in speech recognition technology have greatly reduced this cost, providing the ability to automate a portion of this work with increasing accuracy [7], [8]. Widespread adoption of smartphones capable of recording and processing raw speech now provide an accessible conduit for data collection. Speech input is also gaining consumer acceptability as commercial products with speech interaction are introduced (e.g. Amazon Alexa, Apple Siri) [16].

Due to these advances, there has been an increased research interest in using speech to perform dietary assessment. With a global shift toward improving diet-related health outcomes such as obesity and malnutrition in low-income populations [9], and the potential of new speech recognition tools being...
realised, there is a need for a comprehensive overview of the current state of the literature. In this paper, we perform a systematic literature review (SLR) with the following aims: To summarise existing literature surrounding the use of speech recording to collect dietary intake; to provide an overview of the goal of collecting speech-based dietary information, and the associated issues; and to evaluate the state of the literature and identify paths for further research. By meeting these aims, this review will serve to address the current gap in the literature and better position future research in this area.

The following chapter is structured as follows: section II provides a background of the topic area and distinction of common terms. Section III describes the method used to perform the SLR, and section IV presents the conceptual framework. This is followed by section V presenting the results of the SLR. Finally, section VI discusses the results and presents paths for further research.

II. BACKGROUND

A. DIETARY ASSESSMENT AND SELF-MONITORING

Dietary intake assessment is essential for surveilling population nutritional adequacy, identifying relationships between dietary intake and health outcomes, and to determine the effect of nutrition interventions. In addition, chronic conditions, such as diabetes, rely on dietary self-monitoring as a key management strategy [9], [10]. Food records are one method which can be used to assess intake and to self-monitor intake [11]. In this method, each food or drink a person consumes is recorded in some manner, usually with a quantity and enough detail to identify it later. Traditionally this was performed through pen-and-paper diaries, which a person could maintain for a specified time period and provide to a dietician or researcher for analysis producing an estimate of food and nutrient intake. Today, this process is commonly completed through a smartphone or web app. This technology allows for faster, more complex approaches, including additional data such as images or audio for more accurate identification. This data can then be provided to dietitians for analysis, but some commercial approaches make use of the device to process the data into immediate feedback for the user. These methods require more user interaction, such as recording a barcode or selecting from a list of foods [31].

One can distinguish prospective and retrospective methods for dietary intake assessment. Food records are considered a prospective method with data captured at the time of consumption. This allows for more complete data capture, but in practice the burden of performing this recording leads to significant reactivity bias [12]. In contrast, the 24hr recalls and food frequency questionnaires are retrospective methods. In these methods, intake data are collected after eating with reference time periods ranging from the previous day for 24hr recalls through to days, weeks, months or years for food frequency questionnaires, depending on the actual tool used. Retrospective methods are more prone to errors relating to memory [11]. Choosing a collection method is often a trade-off between collecting sufficient detail and not overburdening participants and researchers with time costs. Accurate collection and complexity are closely linked, wherein the difficulty the participant experiences describing food items in sufficient detail directly affects the accuracy the researcher can obtain from the recording. Time cost affects both parties. Recording all food items consumed is a time-consuming task for participants, and combined with the high level of detail and high literacy skills required, this is a challenging activity to comply with [2]. The task of converting descriptions to nutrient intake data is also non-trivial, as each item must be identified and quantified, matched to a Food Composition Database (FCD) item, and the nutritional content calculated and analysed. For example, a simple description like “a small orange” requires the researcher to find the most appropriate item from the FCD (“Oranges, raw, all commercial varieties” in the U.S. Dept of Agriculture database), consult measure references to estimate the quantity of “small”, and then calculate the nutrient values for that quantity. This process is a significant time burden for researchers. One method of reducing this burden is automation through the use of speech recognition technologies.

B. SPEECH RECOGNITION

Speech recognition is a broad term that encompasses a range of processes used to extract content from audio recordings of human speech. The first process is to convert the audio into text, often called speech-to-text. Extraction of data from this text is called Natural Language Processing (NLP). NLP parses unstructured text such as transcribed speech in much the same way as a human would, identifying subjects and descriptors and linking them together to facilitate extraction [7]. Both speech-to-text and NLP technologies have recently seen great improvements as a result of machine learning advances and increased interest. There has also been a popular adoption as these technologies have become more commercially accessible, as seen in digital assistants such as Google Home and Siri.

These improvements are the driving force behind an increase in recent research on the topic. Speech recognition technologies are now performing at a high enough accuracy that automation of unstructured, raw audio data is now feasible [8]. As noted in the previous section, time cost can be a significant barrier to data collection and processing when measuring dietary intake. Collecting fast and simple audio records, and automatically processing these records, has the potential to make accurate dietary assessment more accessible. The viability of this approach is further supported by commercial developments, including the wide proliferation and accessibility of consumer-grade handheld devices and NLP software. Early attempts required researchers to construct and distribute custom collection devices [13], whereas modern studies are deployed to the participant’s own smartphone [14]. Similarly, processing can now be accomplished with commercially available services such as Google Speech-to-Text for transcription [15] and SpaCy for NLP [16].
III. RESEARCH METHODOLOGY

Dietary assessment is a health and nutrition domain, and the use of speech recordings as an input method originated here. While any application of dietary assessment is intrinsically linked to this domain, much of the recent literature has been published in computing journals. This research largely explores the processing of data rather than its application, being conducted in a different manner to health and nutrition. We chose to perform this SLR in a style popular with computer science and software engineering, as the recent advances in this area are what is motivating current research. As such, the systematic literature search follows software engineering guidelines [4]. To facilitate the comparison of literature across multiple disciplines, a conceptual framework was devised following the approach of Baumeister and Leary [17], a method used successfully for multidisciplinary computing and health literature reviews [18].

A. OVERVIEW

SLRs in this domain employ three phases: plan, conduct and report (see Figure 1). The planning phase begins with identifying the need for a SLR, which is clearly expressed in the introduction. An initial search was conducted across common databases and search engines to ensure this SLR was unique. A comprehensive search string and review protocol was also defined. During the conduct stage, the search is executed and filtered per the review protocol, and the results analysed.

B. SEARCH STRATEGY

During the initial exploratory search, several keywords were identified. Due to the cross-disciplinary nature of the research question and the evolution of the domain over time there is a variety of keywords with similar meanings. To ensure the search string was comprehensive, relevant papers were identified from the search and references and explored for further keywords. The structure of the search string is application AND modality.

The final search string is defined as: (“diet* assessment” OR “diet* intake” OR “diet* diary” OR “diet* record” OR “diet* recall” OR “nutri* assessment” OR “nutri* intake” OR “nutri* diary” OR “nutri* record” OR “nutri* monitoring” OR “food record” OR “food log*” OR “food journal” OR “food diary” OR “food recall”) AND (“voice record*” OR “voice transcri*” OR “natural language” OR “speech processing” OR “audio recording” OR “spoken language” OR “speech recognition” OR “voice recognition”). To cover the multiple disciplines, this search was executed on the literature databases: Scopus, EMBASE, MEDLINE, CINAHL, ACM and Web of Science.

Search results must be refined by implementing a review protocol, using inclusion and exclusion criteria. To be included the study must record human speech, to keep the focus on speech recording. This speech must also contain dietary information like food items. A quantitative evaluation must also be a component of the study. Studies were excluded if there was no method used to process or analyse dietary data from recorded speech explained in enough detail to report. Workshop and doctoral consortium papers were also excluded.

First duplicates were removed. Next the results of the search were interrogated in a title and abstract review to remove any studies that could be excluded based on the title and abstract alone. This was conducted by two authors using the inclusion and exclusion criteria, with a third author to resolve differing decisions. A full-text review was then run on the remaining studies in the same manner. Finally, forward and backward searches were conducted on included studies to identify any potential missing studies. A flow chart of applying these selection criteria can be seen in Figure 2.

IV. CONCEPTUAL FRAMEWORK

Given the interdisciplinary nature of the research at the intersection of computing and nutrition, we structure the literature review along a conceptual framework that incorporates the technical aspects of the approach as well as the study design and dietary assessment requirements. By abstracting and describing the different steps that must be undertaken to extract nutrient information from a speech description of food, the framework can compare the individual processes utilised by each study across the disciplines (see Figure 3).
A. STUDY DESIGN
The top level of the framework is the meta-design of the study. This involves the participants, setting and comparator. Participant characteristics heavily influence both the application and structure of the study, as specific demographics such as presence of chronic disease or varying literacy will have different reasons and requirements for obtaining accurate data. The setting in which data are collected also informs study design, where free living studies will have vastly different requirements to studies in a controlled or semi-controlled environment. Finally, one or more comparators are often collected alongside the speech recordings to allow for evaluation. These may be another method of recording intake to compare with speech recordings, or data used to evaluate the efficacy of speech in some other capacity, such as user acceptance questionnaires.

B. DATA RECORDING
1) CAPTURING DEVICE AND TECHNOLOGY
In the framework, we separate the device used to capture speech and the technology to process it to allow for the distinction between hardware and software. Thereby, a device would be a physical entity like a smartphone, the technology would be the application running on the smartphone used to record speech.

2) CAPTURE TYPE
The type of capture is the way participants are instructed to capture data relating to their intake. The primary methods would be prospective and retrospective, discussed in Background section A. Prospective capture refers to the creation of food records made at the time of consumption. Retrospective capture broadly refers to food data collected after consumption but is generally further defined with a specific method such as 24hr recall or diet history.

3) COMPLEMENTARY RECORDINGS
Complementary refers to non-speech recordings that were made of intake data during a study that recorded speech intake data (e.g. images, weight). Recordings are of a variety of data types and may be captured alongside speech to add extra detail or captured instead where speech would not be feasible. It does not refer to recordings made of non-intake data, such as physical activity and heart rate data from a wearable device or phone usage statistics. It is also separate from comparative recordings described in study design, where comparative recordings are used to evaluate speech, complementary recordings add to or assist with speech.

4) STRUCTURE
The format that a food item is described in can be structured or unstructured. Unstructured recordings do not require the participant to present their description in any particular format. Instead they generally present all details in a single input (e.g. “Today for lunch I had a ham sandwich and a large apple”). This may also be referred to as natural language, and the pattern of speech can vary greatly between different individuals even whilst describing identical foods. Studies may specify the information that records should contain, such as quantity and brand name, but if the order of these items is unspecified it is unstructured data. Structured data are where participants must record data in a certain order or matching a certain format. This is often done by breaking the task into smaller portions, each requiring a discrete section of the overall description (e.g. “a ham sandwich” then “apple”, “large”).

C. DATA PROCESSING
The basic process of converting speech records to dietary data consists of the four general steps of (1) transcription, (2) natural language processing, (3) matching, and (4) quantification. The exact method used in each study varies greatly, yet distinguishing these four general steps allows us to make the inputs and outputs of the different studies more comparable.

1) TRANSCRIPTION
Transcription is the process of converting audio of speech records to text, often to facilitate further processing. Traditionally this has been manually done by researchers, but recent technologies allow for automation by a computer service. The text should represent the audio as accurately as possible, without modifying the structure or content.

2) NATURAL LANGUAGE PROCESSING
Natural language processing (NLP) is one method of automatically identifying information contained in raw unstructured text. There is a variety of methods of performing NLP, but the common goal is ‘tagging’ each word with properties obtained from the text, such as subject, descriptors and groupings. Modern NLP tools use machine learning models to operate. This model is a trained set of rules that informs the system on how to make decisions. A recent development in machine learning is deep learning, which requires less explicit training.

3) MATCHING
When a food item is extracted from the description, it must be matched to an item in a food composition database (FCD) to determine nutrient content. FCDs generally consist of thousands of items. Common items in FCDs will often have several variations to account for different offerings in the food supply and cooking or preparation methods (e.g. ‘bread, white’; ‘bread, wholegrain’; ‘bread, white, toasted’. A particular food name may also appear in many different foods (e.g. ‘cheese, cheddar’, ‘sandwich, filled with cheese’).

4) QUANTIFICATION
Once the food item is identified, it is usually in the form of nutrient content per 100g. To find the actual consumed
nutrients the amount of the food must be estimated or calculated as a weight. To facilitate quantification in some FCDs common quantities specific to the population and/or food supply are included as weights, for example ‘thick slice’ for bread, ‘medium’ for an apple, ‘can’ for soft drink. If a density or specific gravity is available for a food item, weight can be calculated using a volume measure of common household measures such as cups or tablespoons. The purpose of this step is to identify the quantity in the description of intake data collected and match this to the appropriate food item.

D. EVALUATION
In the context of this review, only evaluations on a function of speech are included. Evaluations on factors that the use of speech as an input method do not affect are excluded, such as whether notifications aid participants in remembering to record. The impact of speech on three different factors was evaluated, the user acceptance, intake accuracy and processing accuracy.

1) USER ACCEPTANCE
This evaluation broadly covers the user experience with recording their intake as speech. Only the user acceptance of speech components is included, such as in apps that allow multiple input methods acceptance of other inputs is not reported. Other inputs may be noted where a comparison to speech is reported.

2) REPORTING ACCURACY
The accuracy of reporting intake refers to an evaluation of the accuracy of food intake collected through speech compared to reference method(s). This is a measure of how accurately a participant can record their intake with the given system; for example, comparing estimated energy intake derived from a participant’s food descriptions to that participant’s total energy expenditure as measured by an objective measure such as Doubly Labelled Water [5].

3) PROCESSING ACCURACY
Processing accuracy is a measure of how effectively a system can automate the process of analysing speech records, in the manner presented in section C. Processing. It differs from intake accuracy as it does not report a comparison to the actual intake of a participant.

V. RESULTS
The search of six databases retrieved 137 unique records. Following title and abstract screening, 92 records were excluded. The remaining 45 records proceeded to full-text review, with 28 records excluded. Forward and backward searches retrieved and included an additional four articles. The total number of included studies in this review was 21.

This section presents the extracted results of the literature in the format of the conceptual framework, illustrated in Figure 4. The structure of the conceptual framework resembles the method of performing dietary assessment on spoken descriptions as observed in the retrieved literature. After the study is defined, the data must first be collected by recording. The collected recordings are then generally processed, to extract relevant information and convert it to more usable data. Evaluation can then be performed on the results of the study. Not all studies contain processing or analysis. Some studies focus only on part of the process, such as performing NLP on recorded speech or evaluating user acceptance of recording methods. The conceptual framework allows these studies to be compared to others that contain different steps where they overlap. A detailed overview of the results for the four main components of the framework is provided in the supplemental materials S1-S5.

A. STUDY DESIGN
1) PARTICIPANTS
Only participants whose speech was recorded were included in this report. A total of 687 participants were included across all 21 studies. The median sample size was 21 (range 2 to 94). Age of participants was reported in 14 studies and ranged from 6.5 to 90 years. Six studies focused on elderly participants 60 years and older [16], [19]–[22], with one of these extended to also include middle-aged adults [5]. One study included only children (range 6.5 - 11.6 years) [23]. The remainder did not specify an explicit age range but stated recruiting adult participants aged 18 years and above. The median age range amongst all studies was 22.5 years.

Fifteen studies reported the gender of participants totalling 358 female and 172 male participants. A mix of female and male participants was included in 12 studies [4], [15], [16], [19]–[23], [27], [29], [30], [41] and females only by two studies [5], [13] and males only by one study [24]. The median ratio of female to male participants was 16 to 12 (range 1-73 to 1-34).

Two studies ensured a population with varying literacy levels was used [4], [13]. Three studies only included participants with a chronic health condition, either having diabetes (n = 1) [29] or requiring dialysis (n = 2) [4], [13]. One study included a variety of accents [28].

2) SETTING
The setting in which recordings took place fell into two categories: free living, where the participant has full control over food selection (n = 17) [4], [5], [8], [13]–[15], [19]–[21], [23]–[25], [27], [29], [30], [36], [41] and controlled, where the researchers have that control (n = 4). Where the recording was controlled researchers either: created a script for participants to read (n = 2) [26], [28]; pre-made the meal participants were asked to describe (n = 1) [22]; or provided a limited set of items (n = 1) [16].

3) COMPARATOR
Comparative recordings were taken to assess accuracy of speech recordings by nine studies. Five studies recorded the participants energy expenditure (EE) through doubly labelled
water (n = 3) [5], [23], [29], a heart-rate monitor (n = 1) [24] or a SenseWear armband (n = 1) [41]. Two studies asked participants to complete a 4-day food diary at a later date, which would then be analysed by a dietitian [20], [21]. One study collected participants’ urine and blood biomarkers to compare to protein and vitamin C intake [20].

Four studies recorded some form of ground truth data for comparison with participant collected data. Three of these were studies in a controlled setting, so food identity and quantity were recorded independently by researchers and thus known [22], [26], [28]. The last study had participants freely pick food from a cafeteria that was uncontrolled, but had researchers record the exact items and weight before consumption [30].

User acceptance was assessed by eight studies, primarily through questionnaires (n = 6) [4], [13], [14], [22], [29], [36] and semi-structured interviews (n = 2) [16], [27]. Two studies had participants use separate methods to record intake for comparison, namely traditional weighed food records (n = 1) [29], a commercially available app MyFitnessPal (n = 1) [14], and image-based recording (n = 1) [14]. Two studies developed multiple recording methods to contrast with each other [4], [22]. Two studies collected the time participants spent recording food descriptions [4], [22].

4) APPLICATION

Collected dietary data was used for dietary assessment (n = 12) [5], [19]–[25], [27], [29], [30], [41] or self-monitoring (n = 9) [4], [8], [13]–[16], [26], [28], [36]. Despite having less results, self-monitoring has been a more popular application since 2017.

Three studies applied speech to the context of managing chronic illness [4], [13], [29]. Monitoring dietary health for elderly users was likewise targeted by five studies [16], [19]–[22]. Obesity and the accompanying health risks were often mentioned as reasons for performing both dietary assessment and self-monitoring. Yet, no study was specifically designed to address obesity.

B. DATA RECORDING

1) CAPTURING DEVICE

The device used to capture participant speech was reported by 18 studies. Devices used were either portable (n = 15) or stationary (n = 3). Portable devices included: Microcassette tape recorders (n = 2) [5], [23]; Personal Digital Assistants (n = 2) [4], [13]; Mobile phones (n = 2) [25], [29]; touch-based iPods (n = 2) [24], [30]; Tablet computers (n = 2) [16], [22]; and Smartphones (n = 5) [14], [15], [27], [28], [41]. All three studies with a stationary device used a touch-screen computer [19]–[21].

Five of these seven devices utilised touchscreens (excluding tape recorders and pre-touchscreen mobile phones). All portable devices except the tablets were intended to be carried with the participant to be available at all mealtimes.

Of the three studies that did not report a capture device, two recorded speech read from a script and did not report the device used to do so [8], [26]. The third allowed for speech as data input but did not specify the device used to do so [36].

2) CAPTURING TECHNOLOGY

Some capturing devices provide a method of capturing speech as a native feature which five studies used without modification. The two studies using touch-based iPods utilised the native video record feature [24], [30]. Similarly, the two tape-recorder studies provided stock microcassette recorders [5], [23]. One mobile phone study used the phones native audio-recording capability [25].

The remaining 15 studies that reported a capture technology required some software to be used with the capture device hardware. This was either obtained from a third party...
(n = 5) [4], [8], [14], [29], [41] or developed by the research team to fulfill the specific role (n = 12) [4], [13]–[16], [19]–[22], [27], [28], [36], with two studies requiring both custom and third-party software for participants to compare [4], [14]. Three of the third-party technologies were apps, FoodNow [41], MyFitnessPal [14] and Nutricam [29]. One study used Amazon Mechanical Turk to crowd-source the creation of food descriptions [8]. One study used an Integrated Voice Response System, a type of automated telephone system called Voxelco that participants could call to report foods [4]. The remaining 12 studies developed a custom tool specifically to collect food intake.

3) CAPTURE TYPE
Twelve studies only recorded speech descriptions in a prospective (at the time of consumption) manner. Three studies, all using the NANA system, only allowed for retrospective speech descriptions, forcing use of another method for prospective recordings [19]–[21]. Three studies allowed the user to record either prospective or retrospective as desired, although two of these expressed a heavy preference to participants to use prospective recording [4], [25]. Only one study did not specify when to record intake [14], but the impact that recording time has on accuracy and sentence structure was not explored. Three studies either did not report (n = 1) [36] or a recording type was not applicable as they generated a script (n = 2) [8], [26]. There were no studies that used speech recordings to capture recall-style descriptions such as 24 hr recall or diet history.

4) COMPLEMENTARY RECORDINGS
Fourteen studies captured some form of complementary data in addition to speech. Types of data captured consisted of: camera images (n = 7) [5], [19]–[21], [27], [29], [41]; barcode scanning (n = 3) [4], [13], [16]; touch input (n = 3) [19]–[21]; video (n = 2) [24], [30]; text input (n = 3) [15], [27], [41]; and weight (n = 1) [27]. The number of data types recorded in addition to speech were: one additional (n = 7) [4], [5], [15], [16], [22], [24], [30]; two additional (n = 6) [13], [19]–[21], [29], [41]; and four additional (n = 1) [27]. Thirteen of the total 21 studies required speech as a compulsory recording [5], [8], [14], [16], [22]–[26], [28]–[30], [36]. Six of the 14 studies that captured additional complementary data had compulsory speech recording [5], [16], [22], [24], [29], [30].

5) STRUCTURE
Speech recordings of food descriptions were captured in structured (n = 6) [4], [16], [22], [26]–[28] and unstructured (n = 16) [4], [5], [8], [13]–[15], [19]–[21], [23]–[25], [29], [30], [36], [41] formats. One study [4] captured both formats for comparison. Three structured format studies required input in a specific order where the food item was identified before properties were recorded [4], [22], [27]. Two more used a script created by researchers to prompt speech [26], [28], and one required speech to match a certain format [16].

C. DATA PROCESSING
1) TRANSCRIPTION
Transcription was performed in 13 studies, either automated by a speech recognition engine (n = 9) [8], [14]–[16], [22], [26]–[28], [36] or manually performed by a human (n = 4) [4], [5], [25], [41].

For automated transcription, three different engines were used. Google’s speech recognition as either a cloud resource or local package (n = 6) [14], [15], [22], [26]–[28] was the most popular, followed by an open-source solution Kaldi (n = 2) [8], [16], and lastly a commercially available package Selvas AI (n = 1) [36] which combines transcription and NLP tools.

All four studies performing transcription with humans used researchers to complete this task. Kaczkowski [5] allowed transcribers to view complementary images captured while transcribing, and Siek [4] had participants present while researchers transcribed descriptions.

Eight studies did not transcribe records, instead having researchers listen to speech records among other complementary data [13], [19]–[21], [23], [24], [29], [30].

2) NATURAL LANGUAGE PROCESSING
NLP was reported by seven studies [8], [14]–[16], [25], [26], [28]. Six of these studies utilised NLP to perform semantic tagging, where each word is attributed with a tag that denotes its usage in the text [8], [14], [15], [25], [26], [28]. This was used to detect the food items in descriptions, along with potential properties. Four studies furthered this process by performing property association, where each property tag is linked to the appropriate subject tag [8], [14], [15], [26]. This allowed for details like the quantity and cook method to be linked to the food item they apply to. The two studies that did not use property association used proximity to link identified properties to the correct food item [25], [28].

Four studies reported the tool used to perform NLP. These fell into two categories: prebuilt models and custom models. SpaCy [16] and TextRazor [28] use standard prebuilt models. BoostExter [25] and Keras [8] are toolkits that allow you to build models with your own data for greater customization. Three tools, SpaCy, TextRazor and BoostExter, use traditional machine learning models. Keras uses deep learning models. One study, Korpusik [8], compared two methods of semantic tagging. Semantic tagging of spoken data was found to be slightly more accurate and easier to implement using a deep learning Convolutional Neural Network, as opposed to a machine learning Conditional Random Field.

3) MATCHING
Seven studies matched their identified food items to a single item from a FCD [4], [8], [14], [15], [22], [26], [27]. Three studies reported using a combination of exact and approximate matching [14], [15], [26], where exact matching was attempted first and approximate used as a fallback. Two of these studies reported using edit-distance (Levenshtein
algorithm) for approximate matching, where the number of operations needed to convert one string to another is calculated \[14, 15\]. The third did not specify an approximate matching method \[26\].

Two studies had the user assist in matching, allowing them to select a single food item from a shortened list of possible matches \[22, 27\]. They used the input text to reduce the list from thousands of results to a handful of relevant matches. Liu \[22\] limits the number of displayed items to the top five. Neither paper reports the method of identifying matches in detail. One study had a teleprompt system with a small database of common items that the system would match to the participant’s description \[4\]. One did not report the matching method \[8\].

4) QUANTIFICATION

Six studies reported extracting a quantification, using either the semantic tags obtained in the NLP step \(n = 5\) \[8, 14, 15, 25, 26\] or keyword matching \(n = 2\) \[14, 28\]. Keyword matching was done by looking for any numerical data \(n = 1\) \[28\] or looking for common quantity keywords when semantic tagging failed \(n = 1\) \[14\].

All six studies that extracted a quantification reported matching it to the appropriate food item. This was determined by: distance, where quantity was associated with the closest food item \(n = 2\) \[25, 28\]; and property association, where quantity tag was associated with the food by NLP \(n = 4\) \[8, 14, 15, 26\]. One study, Korpusik \[8\], compared two methods for linking the quantity: segmented, where a ‘noun chunk’ of the text around the item is identified in the processing and all tags in it linked; and property association, using a custom model to find probability of a property being linked to each food. No clear advantage was demonstrated by either.

D. EVALUATION

1) USER ACCEPTANCE

Eight studies evaluated the user experience of recording speech descriptions of their meals. Evaluation was obtained through questionnaires \(n = 6\) \[4, 13, 14, 22, 29, 36\], or semi-structured interviews \(n = 2\) \[16, 27\]. Two studies noted a specific questionnaire, namely the System Usability Scale \[22\] and the Questionnaire for User Interface Satisfaction \[4\].

In the three studies that compared speech to another method, speech was found to be the preferred option \[4, 14, 29\]. Speech was described as being easy, working well and with high technical satisfaction. One study compared speech-only to speech-and-buttons input, finding that adding buttons roughly doubled input time with similar accuracy \[22\].

In a study where unstructured and structured recordings were compared, unstructured was preferred by participants and structured descriptions were found to require significant training for varying-literacy users \[4\].

Privacy was noted as a concern by three studies, in regard to sending voice to large companies for transcription \(n = 1\) \[16\] or describing foods out loud in public \(n = 2\) \[14, 27\]. Both studies evaluating privacy concerns of speaking in public found it made participants uncomfortable and they would avoid it in public but found it useful in private.

2) REPORTING ACCURACY

Eight studies evaluated the accuracy of calculated intake obtained from speech descriptions. The intake was compared to: estimated energy expenditure \(n = 5\) \[5, 23, 24, 29, 41\]; 4-day food diary \(n = 2\) \[20, 21\]; ground truth weighing \(n = 1\) \[30\]; and protein and vitamin C biomarkers \(n = 1\) \[20\]. Seven of these studies described the speech recording method as feasible, stating an accuracy comparable or favourable to traditional methods \[5, 20, 21, 24, 29, 30, 41\]. The sole study that did not recommend the method recruited only child participants and found low adherence and data quality with this population \[23\].

Under-reporting of speech recording was noted by four studies \[5, 20, 29, 41\]. The level of under-reporting was found to be similar to traditional methods such as 4-day food diaries and weighed food records. Over-reporting was found by a single study, which had dietitians estimate food sizes from images rather than text \[30\]. One study with child participants reported both over- and under-reporting \[23\].

One study performed three separate collection periods of seven days each over three months to assess accuracy over time and adherence with repeated usage, finding there was no significant change over time \[19\]. Two studies that recorded time taken to complete collection found the voice-only option significantly faster than options involving buttons \[4, 22\].

3) PROCESSING ACCURACY

The accuracy of each stage in the processing was often presented separately, so each could be independently evaluated. This is illustrated in Table 1. Where several accuracies were reported by a study for the same stage (e.g. where accuracy in high- and low-quality audio is compared \[26\]), the highest value is presented.

Three studies reported the accuracy of automated speech-to-text performed by Google \(n = 2\) \[14, 26\] or Kaldi \(n = 1\) \[8\]. All three calculated accuracy using word-error rate. Two Hezarjaribi papers tested multiple environments, finding accuracy could drop as low as 63.26% and 76.89% in areas with significant background noise \[14, 26\].

One study evaluated the accuracy of Google’s speech-to-text algorithm, but did not report an accuracy, instead describing errors \[28\]. Common errors were found to be: unfamiliar food items to participants, poor recognition of accents due to English accent training data, and pauses in words creating separations.

One study implemented a training module where errors found in collected data were corrected daily and added to the training set, so that it incrementally learned user habits \[15\]. This significantly decreased the error rate for a participant.
over several days and improved the starting accuracy of the next participant. The same study found that detecting missing quantity tags and prompting the user for input increased accuracy, but this would need further study.

VI. DISCUSSION

The aim of this review was to establish the current state of research on using speech recordings for dietary assessment. Speech recordings can be an effective means to overcome barriers to collecting intake data as recent advances in technology have considerably lowered the time and financial costs of managing the novel data. Recent research has focused on automated processing of speech data and shows promise but requires refinement and evaluation in more realistic scenarios.

A. SPEECH RECORDING

Food recording methods using speech were well-received among the evaluated populations, supporting the hypothesis that speech input can reduce burdens associated with recording and thereby improving adherence. While speech-based methods were preferred by participants to those without, it is important to note that only three studies compared speech to another method and hence such comparisons warrant further research attention. Also, when there was a choice between text input and voice input, text was often still selected. This is likely due to privacy concerns and feelings of discomfort when recording voice in public places [16]. As privacy was noted as a particular concern of users [16], [32] using speech recordings may introduce a new form of bias if data collection requires using speech in public venues. This potential bias requires further investigation to mitigate data loss.

It was found that speech recording allowed for a similarly accurate representation of actual intake as traditional methods. The primary identified benefit of using speech as an input method was the accessibility, as the literacy and complexity burdens are reduced [6], [13]. This allowed for usage by populations that would have difficulty with the traditional methods (e.g. users with low literacy).

Benefits of this input method are greatest when the speech recordings are unstructured [15]. Structured speech requires training, raising the complexity and literacy required and potentially introducing error when input does not match structure [4]. However, unstructured input runs the risk of not capturing sufficient detail for identification. Another issue identified was participants with low literacy having difficulty conveying detail about consumed foods (e.g. not being able to read the packaging [4]). In traditional methods led by an analyst, follow up questions would be asked when identification does not contain sufficient detail [11].

To allow for more accurate identification, images were often captured in conjunction with speech. Accurate portion size estimation requires training and often uses aids such as reference images and measures the user would not have access to (e.g. average unit size, density) [31]. Speech was found to be capable of containing more detail than images for mixed dishes (e.g. stews), or those where identity is unclear (e.g. juices) [14], but training on how to describe items was required for low-literacy populations [4]. As such, speech-image combinations were used in a third of the 21 studies [5], [19], [20], [21], [24], [27], [29] to ensure accurate identification and quantification, while not significantly increasing the burden.

With six studies specifically selecting older participants and a relatively high median age across all, the unique barriers experienced by older participants should influence study design [33]. The use of voice input has been suggested as a tool to assist older users with smartphone usage [34], but this must be formally evaluated. Additionally, the few studies that did not use a portable device specifically targeted elderly users, where the screen size is a consideration for usability [16], [34]. There was no study explicitly targeting adolescent or young adult participants. As age is known to affect smartphone adoption and usage accuracy [33], solutions may have different results when utilised by young participants. The sole study that did not find significant correlation between reported and actual intake can be explained by the unique participant demographic, self-reporting with speech is not a strong method of collecting intake from children (range 6.5 - 11.6 years) [23]. The age when speech becomes a feasible recording method requires further research.

Gender ratios are highly disparate, with almost twice as many female participants as male despite only two studies specifying only female participants. This is not addressed in reviewed literature but is a common trend in diet studies where female participants are noted to be more engaged and have higher compliance [35]. The number of studies not reporting gender is concerning considering the difference in diet behaviours [35].

B. APPLICATION

While the reasons for the use of speech were consistent (natural way of communication, reduced burden for participants, advances in speech recognition), the application varied. Dietary assessment using speech was popular, as it allows for more accurate assessment for clinical assessment or research on population intake [23], [24]. Self-monitoring was the focus of more recent research, likely due to the adoption of smartphones and the improving capability to automate data extraction from speech. The use of speech in other dietary assessment methods such as 24hr recalls were not addressed by any studies. The potential of new
technologies to reduce time and cost burdens associated with performing dietary intake assessment studies could allow for more comprehensive nutrition research. Unstructured speech is often described as simple and fast [6], [15], [25]. This input method may positively affect reactivity bias caused by complex and slow recording in prospective methods such as written weighed food records. The capability of speech recording to overcome varying literacy barriers [4] may also allow for data collection in populations where it has been unfeasible such as Low and Low-Middle Income Countries [3]. This also benefits self-monitoring, particularly in studies where a user has a health condition or has been prescribed a diet as part of medical nutrition therapy [4], [29], [36]. Prospective recording does come with the concern of introducing reporting bias due to complexity and time cost [2], [11], but it is hoped that this would be alleviated by the use of speech recognition and processing [15].

Smartphones provide an effective vehicle for collecting intake, being portable and thus always on-hand, able to record input, and having the computing power to process it and potentially provide feedback [41]. As such, all studies collecting actual intake data since the advent of smartphones have developed a custom application to handle this process [14], [15], [24], [27], [28]. The custom-built applications are best described as prototypes, with only a couple of features meant to be evaluated. They are also developed primarily for research data collection, providing little-to-no communication to the user in terms of feedback or health information. As the literature advances and the use of speech is improved, these applications will likely evolve to become closer to consumer-grade products. The design of such offerings is not trivial and will require significant further study. As seen in one computing study that contrasted two user interfaces [22], system complexity does impact the usability and therefore data accuracy. While speech may be validated as an input method, when novel features are added that significantly increase complexity the system should be evaluated independently in a nutrition context [6], [11]. Potential issues will only be exacerbated by the focus on accessibility, and factors like literacy must be considered if the full benefits are to be found [2], [4].

C. DISCIPLINE-SPECIFIC CHALLENGES

There are notable differences in the way that food items are represented in nutrition as compared to computing studies. Recent computing studies have aimed to minimise the involvement of human analysts or even replace them entirely, providing an automated solution that would allow a user to self-monitor their diet. When explaining the process of matching a descriptive string to the relevant nutritional information, several studies described “exact” matching [14], [15], [26]. However, it is important to note that it would be difficult for an untrained user to describe a food item that facilitates a perfect match to a comprehensive food composition database. An example given by a particular study [15] is the identification of a food item “almonds”. It is matched to an item in the database “almond”. Reviewing the database utilised by that study, there is no exact food name match for this item. The closest match is “Nuts, almonds”. “Almond” does exactly match a subset of the database item name, but by this logic it also matches the incorrect item “Snacks, granola bars, soft, almond”. From the perspectives of dietetics and nutrition, “the name of a food is frequently insufficient for its unequivocal identification” [38]. Factors such as the cooking method, branding, added nutrients, and preservation method contribute to the nutrient profile, and are represented in the food composition database [38]. If identification is performed by trained staff with the aid of complementary data the correct match can be inferred, but there is no mechanism explained to automate this process in reviewed studies. The challenge for research in this space is further compounded by the fact that there is not a country-specific FCD for all countries. Where a country does not have their own FCD, a database from another country/ies and/or regional FCD is used which may not reflect regional differences in the selection and processing of food. If a solution is to be applied internationally, the process of selecting the most appropriate food item must be explained.

D. ADVANCES IN MACHINE LEARNING

Automated speech transcription has driven recent research, with all studies since 2016, using a speech recognition engine to convert audio to text. The improvements in the speech recognition field can be seen in comparing transcription results in Hezarjaribi 2016 [26] and Hezarjaribi 2018 [14]. Almost identical experiments evaluate Google’s transcription accuracy, with an 8.13% accuracy increase in well-recorded audio and a 13.63% increase on poor-quality audio after just two years of progress. The accuracy of this service is at a level where some studies did not feel it necessary to validate or report its accuracy. Most studies used this commercial service from Google. Commercial speech recognition models are built using data from a wide variety of domains. This comes at the drawback that descriptions unique to food may be difficult to translate (e.g. cornflakes, Massamun curry, congee), especially names originating in other languages [28]. Models constructed with domain specific data appeared to be more accurate [8], but this is a considerable investment. One function of machine learning is the capability to take a generalized model and refine it for a more specific task with significantly less data than training a new model entirely. In fact, the transcription service offered by Google popular in reviewed studies has recently begun offering this functionality [39] which would allow developers to add domain-specific data and address this shortcoming. This could benefit users with strong accents in a language or regions with specific terms (such as local food names), where a general model can be further specified to suit that population. This may mitigate the errors in transcription that previous research had attributed to accented speech [28]. As this technology is only just emerging, it has not been utilised by any study so far.
There was a noticeable trend that speech is gaining further recognition as technology has improved to process it. Earlier studies treated speech as a secondary input, yet the reduced processing burden has allowed recent studies to treat it as the sole or primary input. However, validated nutrition studies used speech primarily for identification, with complementary recordings taken for quantification [5], [24], [29], [30]. Particularly in terms of self-monitoring, portion size estimated by a user will not be accurate without the assistance of external tools. There is ongoing research into the automation of portion sizes in meals from images that could complement automated identification from speech. [40].

E. STRENGTHS AND LIMITATIONS
This review is the first comprehensive overview of the use of speech recording in the collection of dietary intake data. It illustrates the goals, benefits, and challenges with this input method, and the tools and procedures used by emerging literature to automate analysis. With authors from both computing and nutrition domains, the review synthesises the results from interdisciplinary literature to structure the insights of the literature in this context along a conceptual framework. We hope this framework will inform future research on the goals and process of recording intake for dietary studies.

Only texts published in English could be reviewed. While none were excluded by this constraint, there may be relevant literature unavailable through the databases utilised. To limit search-string length the wildcard operator was used to represent similar terms (e.g. diet∗ diary = diet record AND dietary record). As such the search string will not execute as presented if the wildcard operator is not supported by the database. Overall, it should be noted that there is a significant lack of research on speech (as a mode of data collection) in dietary assessment compared to other, more widely-used methods such as image and text. Finally, conclusions regarding the usability of the approach need to be taken with caution as only eight studies assess usability [4], [13], [14], [16], [22], [27], [29], [36], and only three of these compared speech recordings with another method [4], [14], [29].

VII. CONCLUSION
Reviewed literature confirms that speech input is an effective method of collecting dietary intake. It exhibits high user acceptance and significantly decreases barriers to recording, such as literacy level, cognitive load, and time [4], [13], [15], [20], [25]. The recorded intake has high correlation with actual intake, with similar accuracy to traditional methods [5], [21]. Speech recognition technologies are driving recent research, with the ability to automatically transcribe and process speech data [8] reducing the burdens of dietary assessment. While attempts to automate the process of extracting dietary data from speech records have yielded promising results, the technology is in its infancy and has not yet been developed or evaluated more broadly for free-living usage.

Further research is needed to consider the real-world complexities of the nutrition context, utilising the automation demonstrated by computing studies to help address challenges in dietary assessment and monitoring. A potential approach is using speech to gather dietary data in populations where it has previously been prohibitive, such as countries with low literacy rates [3]. Another avenue is the development of a user-centric application, using speech to improve adherence for dietary self-monitoring. The design of such an application should consider the populations that would benefit most from this and adapt to suit their unique needs. The use of other novel technologies such as digital personal assistants allowing for interactive speech interfaces may also be beneficial. Evaluating the consumer acceptability of an application employing these elements would greatly advance the literature.
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