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Abstract—Generating agents that can achieve zero-shot coordination (ZSC) with unseen partners is a new challenge in cooperative multi-agent reinforcement learning (MARL). Recently, some studies have made progress in ZSC by exposing the agents to diverse partners during the training process. They usually involve self-play when training the partners, implicitly assuming that the tasks are homogeneous. However, many real-world tasks are heterogeneous, and hence previous methods may be inefficient. In this paper, we study the heterogeneous ZSC problem for the first time and propose a general method based on coevolution, which coevolves two populations of agents and partners through three sub-processes: pairing, updating, and selection. Experimental results on various heterogeneous tasks highlight the necessity of considering the heterogeneous setting and demonstrate that our proposed method is a promising solution for heterogeneous ZSC tasks.

I. I N T R O D U C T I O N

R einforcement learning (RL) [43] has gained many successes against humans in competitive games, such as Go [38], StarCraft [46] and Dota [2]. However, developing Artificial Intelligence (AI) that can coordinate with human partners (i.e., Human-AI coordination) is emerging as a new challenge in cooperative multi-agent RL (MARL) [53]. Achieving zero-shot coordination (ZSC) [14], [13], [42] is especially important when an agent must generalize to novel human partners that are unseen during its training phase.

In the problem of ZSC, a trained agent is required to coordinate with novel partners (i.e., partners unseen during training) [14], [28]. To achieve this goal, previous methods mainly expose the agent to diverse partners during the training process. Specifically, they usually obtain a set of diverse partners by individual-based or population-based self-play [39], [44], i.e., a policy acts as both an agent and a human partner simultaneously, then use the set of diverse partners to train a robust agent [29], [42], [54]. Note that the validity of obtaining diverse partners via self-play relies on the assumption that the agents and partners are homogeneous, i.e., a policy can be treated as both an agent and a partner.

In many real-world tasks, AI and humans are, however, usually heterogeneous [17], [47], as shown in Figure 1. That is, agents and partners have different advantages (i.e., the efficiency of doing something) or skills (i.e., the ability to do something). For example, the robotic arm can lift heavy objects that human workers cannot, and workers can perform more flexible operations than the robotic arm. The heterogeneous setting has greater applicability and can recover homogeneous policies as a result if necessary [18]. Though heterogeneous tasks are widely available and important, it is nontrivial to train heterogeneous agents, especially in the ZSC setting. Previous self-play methods mainly focus on homogeneous settings, which may not capture the cooperative behaviors between agents and human partners well, thus being inefficient for heterogeneous ZSC tasks. Thus, a natural question is raised: Can we generate agents without human data that can coordinate with novel and heterogeneous humans efficiently?

In this paper, we propose a general method, Multi-Agent Zero-shot coordination by coEvolution (MAZE), for the heterogeneous ZSC task. Instead of training agents and partners by self-play, MAZE explicitly employs two populations to maintain agents and partners, respectively, and coevolves the two populations throughout the training phase. The effectiveness of considering heterogeneous agents separately has been verified by recent theoretical analysis in heterogeneous MARL [29], [13]. To enable the agent can coordinate well in the ZSC setting, MAZE exposes the agent to diverse partners [26], [42], [54], which is achieved by pairing, updating, and selection. In each generation, the agents and partners from the two populations are first paired to coordinate in the environment and then updated by optimizing a weighted sum of reward and diversity. To further enhance the diversity of partners, MAZE maintains an archive storing diverse partners generated so far, from which some past partners are selected.

We mainly evaluate the performance of MAZE in the popular Overcooked [4] environment, a two-player common-payoff collaborative cooking environment. Furthermore, we design a grid-world FillInTheGrid to verify the versatility...
of MAZE. We conduct experiments on different layouts in these environments, where the agent and partner have different degrees of heterogeneity. We investigate four research questions (RQs) in our experiments. In RQ1, we show that even a simplified variant of MAZE, which just uses two populations of agents and partners, can be significantly better than self-play [43, 44] and population play [16], disclosing the necessity of considering the heterogeneity of agent and partner. The results in RQ2 show that MAZE achieves better performance compared with recently proposed methods [26, 42, 54]. In RQ3, we examine the influence of different components of MAZE, demonstrating the effectiveness of each component of the proposed framework. In RQ4, we investigate the coordination ability with real human participants. To the best of our knowledge, we are the first to point out the importance of heterogeneity in ZSC and propose an efficient method MAZE to solve it. Experiments on different types of heterogeneous environments show the necessity of considering the heterogeneity and the effectiveness of MAZE.

II. BACKGROUND

A general formulation for fully cooperative MARL is Decentralized Partially Observable Markov Decision Process (Dec-POMDP) [31, 51], which is denoted as a tuple \((\mathcal{I}, \mathcal{S}, \mathcal{A}, \mathcal{P}, \Omega, O, R, \gamma)\), where \(\mathcal{I} = \{1, \ldots, N\}\) indicates the set of \(N\) controlled agents, \(\mathcal{S}\) is the state space, \(\mathcal{A} = \mathcal{A}_1 \times \cdots \times \mathcal{A}_N\) is the joint action space, \(\mathcal{P} : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}\) is the transition function, \(\Omega\) is the joint observation function, \(O\) is the joint observation space, \(R : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\) is a shared global reward function, and \(\gamma \in [0, 1]\) is the discount factor. At each time-step, each agent observes a local observation \(a_i \in \Omega_i\), which is a projection of the true state \(s \in \mathcal{S}\) by the observation function \(o_i = O^i(s, i)\). Each agent selects an action \(a_i \in \mathcal{A}\) to execute, and all individual actions form a joint action \(a = a^N\) which leads to the next state \(s' \sim \mathcal{P}(s'|s, a)\) and a shared reward \(r = R(s, a)\). The formal objective of the agents is to maximize the expected cumulative discounted reward \(\mathbb{E}^s \sum_{t=0}^\infty \gamma^t R(s_t, a_t)\).

Zero-shot coordination (ZSC) aims to train agents (representing AI) that can coordinate well with novel partners (representing humans) [14, 13], which can be seen as a special type of ad hoc teamwork problems [40, 28]. It can be modeled as a Dec-POMDP, denoted by \((\mathcal{I}^{A,H}, \mathcal{S}, \mathcal{A}, \mathcal{P}, \Omega, O, R, \gamma)\), where \(\mathcal{I}^{A,H}\) indicates the set of \(N_A + N_H\) players, \(A = \{1, \ldots, N_A\}\) and \(H = \{1, \ldots, N_H\}\) denote the AI and human set, respectively. In our heterogeneous settings, agents and humans may have their own observations and actions, and we denote their corresponding spaces with superscripts. We consider the scenario where there is one controlled agent in each set in this paper, i.e., \(N_A = N_H = 1\). The expected discounted return can be defined as \(J(\pi_A, \pi_H) = \mathbb{E} \sum_{t=0}^\infty \gamma^t R(s_t, a_t(\mathcal{A}), a_t(\mathcal{H}))\), where \(a_i(\mathcal{A}) \sim \pi_A(\cdot|s_t), a_i(\mathcal{H}) \sim \pi_H(\cdot|s_{t+1}) \sim \mathcal{P}(\cdot|s_t, \{a_t(\mathcal{A}), a_t(\mathcal{H})\})\). The goal is to specify \(\pi_A\) and \(\pi_H\) to achieve the highest \(J(\pi_A, \pi_H)\). Let \(\Pi_H\) denotes the unknown distribution of human policies. The final objective of ZSC is to obtain the best AI agent policy \(\pi_A^*\) with the goal of maximizing the expected return with the true but unknown partner distribution, i.e., \(\pi_A^* = \arg \max_{\pi_A} \mathbb{E}_{\pi_H \sim \Pi_H} [J(\pi_A, \pi_H)]\).

As a common approach in competitive MARL, self-play (SP) [39, 44] has been used to solve the two-player ZSC task. However, the agent in self-play is only paired with a copy of itself, making it hard to generalize well to novel partners [4]. Population play (PP) [16] maintains a population of agents that interact with each other. As there is no explicit strategy to maintain diversity, PP produces agents similar to self-play, still failing to generate robust agents for novel partners [42]. There are lots efforts to solve the ZSC tasks, which we will introduce in the following related work section.

III. RELATED WORK

A. Zero-Shot Coordination

One of the key idea for ZSC is to expose the agents to diverse partners during the training process [26, 42, 54]. Trajectory Diversity (TrajeDi) [26] is the first to apply diversity to solve the ZSC problem, which trains a diverse population of partners with a common best-response agent. Different from this, the Fictitious Co-Play (FCP) [42] and Maximum Entropy Population-based training (MEP) [54] methods first generate a diverse population of partners, and then train a robust agent to coordinate well with these partners.

Recently, there are also lots of methods consider improving ZSC ability from different perspectives. Any-play [25] extend ZSC evaluation metrics and augment ZSC by considering the partners are trained by different algorithms. Besides, it extends diversity-based intrinsic rewards from DIAYN [11] for ZSC. Hidden-Utility Self-Play (HSP) [52] considers the scenario that human partners are biased according to their own preferences, modeling human biases as hidden reward functions, which can be seen as a special case of heterogeneous coordination. However, HSP does not consider the heterogeneous advantages or skills of agent and partner as what we do. LIPO [5] learns diverse behaviors using information about the task’s objective via the expected return (i.e., policy compatibility). PECAN [24] uses policy ensemble to increase the diversity of partners in the population. Besides, it develops a context-aware method enabling the agent to analyze and identify the partner’s potential policy primitives so that it can take different actions accordingly. Hierarchical Population Training (HiPT) [23] learns a hierarchical policy to further strengthen the ability of the agent. It learns multiple best-response policies as its low-level policy and learns a high-level policy that acts as a manager to control them. COLE [21] constructs open-ended objectives from the perspective of graph theory to efficiently evaluate and identify cooperative incompatibility. SAM [20] uses large language models to suggest potential goals and provide suitable goal decomposition for coordination tasks, thus significantly improving the performance.

The previous methods mentioned above involve individual-based or population-based self-play, where a policy may take on different roles, which is, however, not helpful to the coordination under heterogeneity. Note that the heterogeneity between AI and humans is natural and fixed in many real-world scenarios. To the best of our knowledge, there is
no existing work that trains ZSC agents while considering heterogeneity, i.e., different advantages or skills between AI agent and human partner. In this paper, our proposed MAZE method explicitly maintains two populations of agents and partners, and coevolves them by pairing agents and partners. That is, the agent and partner are fixed to be two specific players, respectively, and will not be changed throughout the training and testing process. Thus, MAZE can be more suitable for heterogeneous ZSC. Furthermore, as a general framework, MAZE is compatible with these methods, and their techniques can be leveraged by MAZE to further enhance the coordination capabilities in heterogeneous settings. Our work represents an initial step, introducing a relatively simple yet fundamental framework for heterogeneous ZSC.

B. Diversity in RL

A series of works have explored the benefit of diversity in RL. For example, diversity has been found helpful in fast adaptation [8], RL with sparse or deceptive rewards [7], open-ended learning [48], [41], unsupervised environment designing [32] and ZSC [26], [42], [54]. There are various definitions of diversity [19], [34], [26], and they are summarized in Liu et al. [22].

A simple way to achieve diversity is random initialization [42]. However, the population diversity may be gradually decreased as the algorithms continue to run. To address this issue, some algorithms add a diversity term into the objective function, such as novelty search [7], DIAYN [11], Ridge Rider [33], TrajeDi [26], etc. Quality-Diversity algorithms [9], [6] further introduce an archive to maintain the diverse policies generated so far, and the policies in the population are iteratively selected from the archive and updated. The proposed MAZE method will also use these strategies to maintain the diversity of the two populations of agents and partners.

C. Coevolution

Evolutionary algorithms [11] are general-purpose heuristic optimization algorithms that maintain a population (i.e., a set of solutions) and improve it by simulating the natural evolution process, i.e., iterative reproduction and selection. Instead of maintaining one single population like traditional evolutionary algorithms, coevolutionary algorithms [55] maintain multiple populations and coevolve them competitively or cooperatively, which have been shown excellent performance in many scenarios [27]. For example, Minimal Criterion Coevolution (MCC) [3] coevolves a population of problems (i.e., challenging environments) with a population of solutions. Similarly, Paired Open-Ended Trailblazer (POET) [48], [49] generates an endless progression of diverse and increasingly challenging environments while explicitly optimizing their solutions. Different from them, heterogeneous ZSC aims to find an agent that can coordinate well with unseen human partners, where the partners used for training can not be obtained independently by self-play. Thus, the proposed MAZE for heterogeneous ZSC obtains coevolves the two populations of agents and partners in a cooperative way.

IV. MAZE Method

In this section, we introduce the proposed method, Multi-Agent Zero-shot coordination by coEvolution (MAZE). We consider the two-player heterogeneous ZSC problem, where the trained agent should coordinate with the partner unseen during training, and the agent together with the partner may have different advantages or skills. Exposing the agent to diverse partners during the training process is an effective way to improve the ability to coordinate with unseen partners. However, previous methods [26], [42], [54] mainly generate the diverse partner population by self-play, which may not capture the cooperation behaviors between AI and humans well, and thus may not be suitable for heterogeneous ZSC.

The detailed procedure of MAZE is presented in Algorithm 1. Instead of using population-based self-play, MAZE initializes two populations of agents and partners randomly (line 1 of Algorithm 1), and coevolves them through three sub-processes: pairing, updating and selection (lines 3–15). In each generation of MAZE, the agents and partners from the two populations are first paired to get the agent-partner pairs (lines 4–5). In the updating process (lines 6–11), each agent-partner pair interacts with the environment to collect their trajectories, which are used to update the agent and partner by optimizing an objective function with both reward and diversity. In the selection process (lines 12–13), the updated agents directly form the agent population in the next generation, while the updated partners will be added into an archive, which contains diverse partners generated so far. The next partner population is generated by selecting diverse partners from the archive instead of using the updated partners directly, with the goal of enhancing its diversity. When the training phase is finished, we deploy the final agent population by some specific strategy. The procedure of MAZE is also illustrated in Figure 2 for clarity.

A. Pairing

Pairing is to select a partner from the partner population Q for each agent in the agent population P (line 4), forming the \( n_p \) agent-partner pairs (line 5), which will be used to collect the trajectories to train the policies in the two-player environment. A straightforward pairing strategy is to pair each agent...
Algorithm 1 MAZE

Input: size $n_P$ of the agent population $P$, size $n_Q$ of the partner population $Q$, number $T$ of generations, number $T'$ of updating iterations in each generation, size $n_A$ of the archive $A$, and pairing strategy Pair

1: Randomly initialize the agent population $P$ and the partner population $Q$;
2: $t = 0$ and archive $A = Q$;
3: while $t < T$ do
4:   for each agent $\pi_\theta \in P$, select a partner $\pi_\phi$ from $Q$ according to the strategy Pair;
5:   Let $\{(\pi_\theta^{(i)}, \pi_\phi^{(i)})\}_{i=1}^{n_P}$ denote the obtained agent-partner pairs;
6:   for $j = 1 : T'$ do
7:     for $i = 1 : n_P$ do
8:       Use $(\pi_\theta^{(i)}, \pi_\phi^{(i)})$ to interact with the environment and collect the trajectories;
9:       Update the agent $\pi_\theta^{(i)}$ and partner $\pi_\phi^{(i)}$ by applying PPO to optimize Eq. (1);
10:   end for
11: end for
12: Use the $n_P$ updated agents to form the next agent population $P$ directly;
13: Add the updated partners into the archive $A$ and select $n_Q$ diverse partners from $A$ to form the next partner population $Q$;
14: $t = t + 1$
15: end while

with the same partner in each generation of training. However, this fixed pairing strategy may form some conventions which may not be understood by novel partners. To break these conventions and achieve ZSC, each agent should be paired with as many different partners as possible during the training phase. Hence, it is encouraged to pair an agent with different partners of different generations.

In this paper, the following pairing strategies are considered. 1) **Fixed pairing.** An agent is paired with the same partner throughout the training process. 2) **Random pairing.** An agent is paired with a partner randomly selected from $Q$ in each generation. 3) **Best (Worst) pairing.** Before pairing, the agents in $P$ are evaluated with all the candidate partners in $Q$. Then, each agent is paired with the best (worst) partner it coordinates with. MAZE uses the random pairing strategy by default. But we also provide the comparison of MAZE using these different pairing strategies in the experiments. Note that there can be more complex pairing strategies, e.g., an agent can be paired with more than one partner in each iteration, which will be studied in the future.

### B. Updating

After pairing, we collect the trajectories of each agent-partner pair in line 8, and use them to update the corresponding agent and partner in line 9. When updating, we want the agent to play well with the partner; meanwhile, we should ensure the diversity of both agent and partner populations. Inspired by maximum entropy RL [12], [54], we add the diversity term into the objective function and optimize it by Proximal Policy Optimization (PPO) [37]. Here, we use Jensen-Shannon Divergence (JSD) to measure the diversity of a policy population $\{\pi(i)\}_{i=1}^{n}$, which can be calculated as

$$\text{JSD}\{(\pi(i)\cdot | s_t)\}_{i=1}^{n} = \frac{1}{n} \sum_{i=1}^{n} \sum_{a_t \in A_e} \pi(i)(a_t | s_t) \log \frac{\pi(i)(a_t | s_t)}{\bar{\pi}(a_t | s_t)},$$

where $A_e$ denotes the common action space of the policies, and $\bar{\pi}(\cdot | s_t) = \frac{1}{n} \sum_{i=1}^{n} \pi(i)(\cdot | s_t)$. Then, for each policy $\pi$ representing an agent or partner, the objective function is defined as

$$J(\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_t R(s_t, a_t) + \alpha \cdot \text{JSD}\{(\pi(i)\cdot | s_t)\}_{i=1}^{n} \right]$$

(1)

where $a_t$ is the joint-action of agent and partner, $\alpha \geq 0$ is the hyper-parameter that controls the importance of the diversity term, and $\{\pi(i)\}_{i=1}^{n}$ is the corresponding policy population containing $\pi$. In each generation of MAZE, each agent-partner pair will be updated for $T'$ iterations (line 6).

### C. Selection

After updating, the $n_P$ updated agents form the agent population $P$ in the next generation directly, as shown in line 12 of Algorithm 1. But the generation of the next partner population $Q$ in line 13 is more complicated. In the ZSC setting, the trained agent may coordinate with any unseen partner, so we want to expose the agent to the partners with different skill levels during the training phase. Note that the partners with different skill levels can be simulated by the partners in different training phases [42]. To achieve this goal, we keep an archive $A$, which stores the diverse partners encountered during the training process. In each generation, we add the updated partners into the archive $A$ and select $n_Q$ diverse partners from $A$, forming the partner population $Q$ in the next generation.

To be specific, MAZE maintains an archive $A$ with capacity $n_A$. After updating, the updated partners and those partners already in $A$ will be evaluated together with the $n_P$ updated agents to get the pair-wise performance. That is, each partner will be associated with an $n_P$-dim vector, each dimension of which is the reward achieved by the partner when cooperating with a corresponding agent. This $n_P$-dim vector will be used to represent the behavior of the partner. Then, the distance between two partners is measured by the Euclidean distance between their corresponding behavior vectors. We add the updated partners into the archive $A$ one by one. Whenever we want to add a new policy (i.e., partner) into $A$, the policy with the most similar behavior is first selected from $A$. If their behavior distance is greater than a threshold, we add the new policy into $A$. Otherwise, we randomly keep one. Note that when the archive size $|A|$ exceeds the capacity $n_A$ after adding a new policy, the oldest policy in the archive will be deleted. After that, we select $n_Q$ diverse partners from the updated $A$ to form the next partner population $Q$. Specifically, inspired
by EDO-CS [50], we divide \( A \) into \( n_Q \) clusters by K-means based on the behavior vector and randomly select one good partner from each cluster.

D. Deployment

After running \( T \) generations, MAZE obtains a population of diverse agents, instead of only a single best-response agent. There are two natural ways to deploy the obtained agent population. One is the ensemble of the agents by majority voting, which selects the action voted by the most agents given a state. The other is choosing the best response agent by offline evaluation (BRO) with the partners in the archive \( A \). That is, each agent is evaluated with all the partners in the archive \( A \), and the agent achieving the highest average reward will be selected. These two deployment strategies are briefly called Ensemble and BRO, respectively. MAZE uses the Ensemble strategy by default. Its performance of using these two deployment strategies will be compared in the experiments.

Finally, we want to summarize the main idea of MAZE. As the previous methods using self-play may not capture the cooperation behaviors between AI and humans well in heterogeneous settings, MAZE uses two different policies to represent the agent and partner, respectively. The simplest implementation is to train them directly without changing training partners, called Vanilla-MAZE (V-MAZE). That is, V-MAZE simply takes heterogeneity into account. In fact, V-MAZE has already performed well on heterogeneous tasks, which will be shown in RQ1 of experiments. Inspired by previous works [16], [26], [54], [9], MAZE further tries to improve the diversity of partners to obtain better ZSC agents through three different ways: 1) maintaining a population and changing the paired policies in the sub-process of pairing; 2) adding diversity terms into the objective function rather than just maximizing rewards in the sub-process of updating; 3) actively selecting diverse partners from an archive for the next generation in the sub-process of selection. To verify the necessity and effectiveness of the above-proposed components, we will conduct ablation studies, starting from the simplest V-MAZE and adding these components gradually until the complete MAZE, which will be shown in RQ3 of experiments.

V. Experiments

In this section, we first introduce the environments used for our experiments and the experimental settings. Then, we answer the following four research questions (RQs): 1) Is the heterogeneity worth considering? 2) How does MAZE perform compared with recently proposed algorithms? 3) How do different components of MAZE influence its performance? 4) Can MAZE coordinate well with real human partners? Finally, we provide some additional results, including the influence of larger network, visualization of partner diversity, running time analysis of MAZE, and comparison between homogeneous and heterogeneous environments.

A. Environments

To examine the performance of MAZE, we mainly conduct experiments on the Overcooked environment [4], which is one of the most popular benchmark in ZSC [54], [5], [52], [21], [24]. As shown in Figure 3 two players are placed into a grid-world kitchen as chefs and tasked with delivering as many cooked onions soup as possible within a limited time budget. This task involves a series of sequential high-level actions to which both players can contribute: collecting onions, depositing them into cooking pots and letting the onions cook into soup, collecting a dish and getting the soup, and delivering the soup at the delivery location. Both players are rewarded equally when delivering a soup successfully.

![Figure 3: The AA layout of Overcooked environment.](image)

The Overcooked environment is a two-player common-payoff game, where players need to coordinate to cook and deliver soup. Concretely, four layouts with different levels of heterogeneity, i.e., H-CR, AA, AA-2, and FC, are considered, as shown in Figure 4.

- The two players in Heterogeneous-Cramped Room (H-CR) are in the same room. However, their skills are different. Specifically, player 1 can only collect onions, deposit them into cooking pots, but can not collect a dish, get the soup, or deliver the soup at the delivery location. Thus, HCR forcing them to complete the task cooperatively.
- Asymmetric Advantages (AA) is a typical heterogeneous layout, where the players in different rooms (i.e., left and right) have different advantages. Player 1 on the left is good at collecting dishes and delivering the soup, while player 2 on the right is good at collecting onions and depositing them into cooking pots. If the two players can leverage their respective advantages and coordinate well, higher scores can be achieved.
- Different from AA, the players in AA-2 have their own advantages more obviously. Take player 1 as an example. The distance between the onions and the cooking pots in AA-2 is longer compared to AA, implying that player 1 will take more time to get the onions and depose them
into cooking pots. Thus, player 2’s skill advantage in collecting onions and depositing them into cooking pots will be more obvious than player 1.

- Forced Coordination (FC) is a more heterogeneous layout in the Overcooked environment. Player 1 on the left can only collect and deliver the onions and dishes, while player 2 on the right is only to receive the onions, put them into the cooking pots, and then use the dish to deliver the soup. Similar to HCR, the players in FC must coordinate with each other to successfully cook and deliver the soup.

While Overcooked is one of the most popular environments for ZSC, additional experiments on different environments could further strengthen our findings. To that end, we design a new environment called FillInTheGrid, a simple grid-based game to verify the versatility of our framework.

As shown in Figure 5, the game consists of a grid of cells with different values. The goal of FillInTheGrid is to fill in the entire grid, to make all cells reach the maximum value (which is 5 in our experiments). Player 1 and player 2 share the same state space (i.e., the current grid), and each player’s action is to select a cell. They have heterogeneous abilities. When player 1 selects a cell, the value of the cell as well as its left and right neighbor cells will increase by 1. When player 2 selects a cell, the value of the cell as well as its upper and lower neighbor cells will increase by 1. For example, if player 1 selects cell (2,1), the values in cells (1,1), (2,1), and (3,1) will increase by 1. Note that once a cell has reached the maximum value 5, it will be kept. The reward is defined as the value added to the grid. The episode ends when the grid is filled full of 5.

For each method, we introduce its own implementation and hyperparameters as follows. For a fair comparison, the hyper-parameters of the compared algorithms in the following experiments are set as same as possible, where the population size is always set to 5.

- **SP and PP**: We employ the commonly used implementation of SP and PP.
- **TrajeDi**: The implementation refers to the official demo. The diversity coefficient \(\alpha\) is set to 4.
- **FCP**: We maintain 5 self-play partners initialized with 5 different seeds (i.e., 1000–5000), respectively. Besides, we save the first checkpoint (i.e., a randomly initialized partner), the middle checkpoint (i.e., a half-trained partner), and the last checkpoint (i.e., a fully trained partner) to obtain the diverse population of partners.
- **MEP**: We use the reference implementation of the authors for MEP and employ the default parameter settings.

| Types   | Setting       | Value     |
|---------|---------------|-----------|
| Environments | Steps per agent | 7e6       |
|         | Horizon       | 400       |
|         | Number of parallel rollouts | 50       |
| Policy  | Number of convolution layers | 3       |
|         | Number of filters | 25      |
|         | Number of hidden layers | 3       |
|         | Size of hidden layers | 64      |
| Training | PPO learning rate | 8e-4     |
|          | PPO clipping factor | 0.05    |
|          | Reward shaping horizon | 5e6    |
|          | Discounting factor | 0.99    |
|          | Value function coefficient | 0.5 |
|          | Advantage discounting factor | 0.98 |
We first investigate if considering heterogeneity is valuable during the training process. To examine the importance of considering heterogeneity more purely, we implement the simplest variant of MAZE, i.e., V-MAZE, which uses the diversity term in the objective function, and does not use the archive for partner selection. That is, the only difference between V-MAZE and SP is that V-MAZE maintains two separate populations of agents and partners. We compare V-MAZE with SP \cite{39} and PP \cite{16}, which use self-play and single-population play, respectively.

The training curves are shown in Figure 6 reflecting the change in the average reward of the agents during the training phase. In all the six heterogeneous environments, V-MAZE achieves better performance clearly, showing the necessity of considering the heterogeneity and distinguishing the two players explicitly. Besides, we use a larger scale network to train SP and PP agents on the heterogeneous layout AA in Section V-G. With more generations (i.e., almost three times of V-MAZE), SP and PP still perform worse than V-MAZE. This indicates that the heterogeneous skills of both players cannot be mastered well at the same time even with enhanced representation ability and more data, further strengthening our conclusions.

D. RQ2: How does MAZE perform compared with recently proposed algorithms?

Next, we examine the performance of MAZE in heterogeneous ZSC setting, i.e., testing with unknown partners. Besides SP \cite{39}, \cite{44} and PP \cite{16}, we compare it with the other three recently proposed algorithms, TrajeDi \cite{26}, FCP \cite{42} and MEP \cite{44}, which use self-play to achieve a diverse partner population. To simulate the performance of coordinating with unseen partners, we test the agents generated by these algorithms with the following partners: 1) Randomly initialized partner (i.e., Random), which is used to simulate poorly-performed humans; 2) Self-play partner (i.e., Self-Play), which is trained by SP and used to simulate moderately-performed humans; 3) Partner trained by MAZE (i.e., MAZE), which is used to simulate well-performed humans. Note that the partner trained by MAZE is accomplished by exchanging the role of agent and partner in the original MAZE and re-training in another separate run (i.e., the MAZE agent and the partner trained by MAZE do not know each other); 4) Partner trained by behavioral cloning with human data (i.e., Human Proxy), which is used to simulate real humans. The model of Human Proxy is provided in Carroll et al. \cite{44}.
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Table II: The reward (mean±std.) achieved by the compared algorithms when testing with different partners on different layouts. For each combination of layout and partner, the largest reward is bolded. The symbols ‘+’, ‘−’ and ‘≈’ indicate that the result is significantly superior to, inferior to, and almost equivalent to MAZE, respectively, according to the Wilcoxon rank-sum test with significance level 0.05.

| Layout | Partner | SP      | PP      | TrajeDi | FCP      | MEP      | MAZE      |
|--------|---------|---------|---------|---------|----------|----------|-----------|
| H-CR   | Random  | 3.8 ± 2.1 | 5.0 ± 1.5 | 5.5 ± 0.7 | 6.4 ± 1.1 | 6.5 ± 0.7 | 7.0 ± 0.7 |
|        | Self-Play | 40.4 ± 9.5 | 36.8 ± 6.4 | 87.6 ± 9.0 | 121.6 ± 12.9 | 85.8 ± 7.5 | 97.5 ± 14.6 |
|        | MAZE    | 100.0 ± 14.4 | 143.7 ± 17.1 | 153.8 ± 16.5 | 140.4 ± 15.5 | 129.8 ± 14.9 | 183.7 ± 11.9 |
|        | Human Proxy | 61.4 ± 10.3 | 73.6 ± 10.3 | 81.0 ± 13.3 | 101.2 ± 15.5 | 90.2 ± 10.0 | 118.6 ± 13.2 |

|        | Random  | 30.6 ± 7.6 | 36.0 ± 9.1 | 49.3 ± 11.9 | 50.4 ± 7.4 | 63.5 ± 12.5 | 74.4 ± 15.5 |
|        | Self-Play | 172.6 ± 10.4 | 204.8 ± 10.8 | 180.5 ± 15.5 | 171.0 ± 11.5 | 190.3 ± 10.1 | 142.6 ± 20.3 |
|        | MAZE    | 213.8 ± 17.0 | 223.0 ± 10.1 | 247.0 ± 27.1 | 236.0 ± 12.9 | 120.0 ± 12.4 | 315.5 ± 10.1 |
|        | Human Proxy | 38.5 ± 10.0 | 43.9 ± 2.9 | 50.2 ± 6.0 | 38.4 ± 4.2 | 92.0 ± 29.5 | 112.0 ± 19.1 |

| AA     | Random  | 28.0 ± 6.7 | 29.8 ± 7.0 | 45.5 ± 10.1 | 43.5 ± 10.5 | 58.4 ± 14.8 | 56.5 ± 9.3 |
|        | Self-Play | 52.4 ± 10.4 | 79.6 ± 19.4 | 100.8 ± 12.5 | 121.2 ± 15.5 | 108.0 ± 29.9 | 130.6 ± 18.5 |
|        | MAZE    | 132.6 ± 29.7 | 152.8 ± 24.6 | 170.5 ± 11.1 | 156.0 ± 15.3 | 124.6 ± 29.3 | 381.4 ± 13.7 |
|        | Human Proxy | 39.4 ± 6.2 | 33.8 ± 9.3 | 48.0 ± 6.9 | 55.8 ± 15.2 | 79.0 ± 11.2 | 111.5 ± 13.7 |

| AA-2   | Random  | 3.3 ± 2.2 | 3.0 ± 0.6 | 6.0 ± 0.7 | 5.1 ± 0.7 | 6.0 ± 1.0 | 7.3 ± 0.4 |
|        | Self-Play | 74.6 ± 17.6 | 76.8 ± 25.2 | 80.8 ± 22.4 | 79.5 ± 22.4 | 82.3 ± 22.6 | 147.0 ± 27.1 |
|        | MAZE    | 96.5 ± 16.0 | 92.6 ± 11.6 | 115.6 ± 25.7 | 119.8 ± 10.9 | 95.2 ± 15.7 | 164.0 ± 27.0 |
|        | Human Proxy | 21.3 ± 2.4 | 28.1 ± 13.3 | 25.4 ± 6.8 | 26.9 ± 7.4 | 28.6 ± 5.3 | 25.0 ± 5.1 |

| FC     | Random  | 3.8 ± 1.7 | 5.0 ± 1.5 | 5.5 ± 0.7 | 6.4 ± 1.1 | 6.5 ± 0.7 | 7.0 ± 0.7 |
|        | Self-Play | 40.4 ± 9.5 | 36.8 ± 6.4 | 87.6 ± 9.0 | 121.6 ± 12.9 | 85.8 ± 7.5 | 97.5 ± 14.6 |
|        | MAZE    | 100.0 ± 14.4 | 143.7 ± 17.1 | 153.8 ± 16.5 | 140.4 ± 15.5 | 129.8 ± 14.9 | 183.7 ± 11.9 |
|        | Human Proxy | 61.4 ± 10.3 | 73.6 ± 10.3 | 81.0 ± 13.3 | 101.2 ± 15.5 | 90.2 ± 10.0 | 118.6 ± 13.2 |

Table II shows the detailed results, i.e., the mean and standard deviation of the reward achieved by each algorithm under each combination of layout and partner. We compute the rank of each algorithm under each setting as in [10], which are averaged in the last row of Table II. Besides, we apply the Wilcoxon rank-sum test with significance level 0.05, to compare MAZE with other methods. We can observe the order of rank “MAZE < MEP < TrajeDi < FCP < PP < SP”, which is consistent with previous observations, e.g., “FCP < PP < SP” in Strouse et al. [42] and “MEP < TrajeDi < FCP < SP” in Zhao et al. [24]. As expected, PP using a population is better than SP using a single individual. The superiority of TrajeDi, FCP, and MEP over PP discloses the advantage of exposing the agent to diverse partners during the training process. The proposed method MAZE performs the best overall. Furthermore, its superiority on the four heterogeneous layouts (i.e., H-CR, AA, AA-2 and FC), suggesting that MAZE is suitable for heterogeneous ZSC. The generally good performance of MAZE with different partners also shows that MAZE can coordinate with partners with different skill levels. We can also observe that for each algorithm on each layout, the partner trained by MAZE is almost always the best. Besides, the MAZE agent paired with the MAZE partner achieves the highest performance on the four heterogeneous layouts. These observations also show the advantage of considering the heterogeneity by MAZE. When paired with Human Proxy partners, the performance of each algorithm is relatively bad, which may be because the human proxy is trained ignoring the heterogeneity and thus hard to coordinate with.

E. RQ3: How do different components of MAZE influence its performance?

In this section, we explore the impact of various components of MAZE on its overall performance. Specifically, we examine the effects of pairing strategies, different diversity terms in the updating process, deployment approaches, and conduct comprehensive ablation studies.

a) Pairing.: As discussed in Section IV-A, MAZE employs four pairing strategies, namely fixed, best, worst, and random pairing, to pair an agent with a partner from the partner population. The detailed results of MAZE using these four pairing strategies are presented in Table III. Notably, it can be observed that MAZE achieves the best performance when employing random pairing, whereas fixed pairing yields the worst performance. This outcome is in line with expectations, as pairing with a greater variety of partners during training enhances the ability to effectively coordinate with novel and unseen partners. The design of an improved pairing strategy remains an interesting area for further research.

b) Updating.: In the updating process of MAZE, we incorporate a diversity term into the objective function to ensure diversity within both the agent and partner populations, as discussed in Section IV-B. By default, we utilize Jensen-Shannon Divergence (JSD) to measure the diversity of the policy population. Additionally, we also employ trajectory-based diversity, as introduced in TrajeDi [26], which calculates diversity based on the trajectory distributions of policies rather than the action distributions used in JSD. To examine the impact of the diversity term on experimental results, we introduce MAZE-T, which incorporates trajectory-based diversity as the diversity term of MAZE, and compare it with TrajeDi and the original MAZE. As shown in Table IV, we observe that MAZE consistently outperforms the other methods, including MAZE-
The reward (mean±std.) achieved by MAZE using different pairing strategies. For each combination of layout and partner, the largest reward is bolded.

| Layout | Partner | Fixed | Best | Worst | Random |
|--------|---------|-------|------|-------|--------|
| H-CR   | Random  | 4.0 ± 0.7 | 5.0 ± 1.4 | 4.5 ± 0.9 | 7.0 ± 0.7 |
|        | Self-Play | 50.3 ± 7.1 | 85.6 ± 19.9 | 100.3 ± 18.3 | 97.5 ± 14.6 |
|        | MAZE    | 124.5 ± 14.2 | 162.7 ± 20.4 | 174.5 ± 20.9 | 183.7 ± 11.9 |
|        | Human Proxy | 69.5 ± 10.1 | 105.0 ± 19.3 | 98.7 ± 9.3 | 118.6 ± 13.2 |
| AA     | Random  | 48.0 ± 8.7 | 68.9 ± 15.7 | 76.0 ± 16.5 | 74.4 ± 15.5 |
|        | Self-Play | 207.0 ± 20.9 | 162.7 ± 22.5 | 190.7 ± 24.5 | 142.6 ± 20.3 |
|        | MAZE    | 310.5 ± 52.6 | 314.7 ± 18.3 | 306.0 ± 16.9 | 315.5 ± 10.1 |
|        | Human Proxy | 43.5 ± 6.0 | 127.0 ± 24.1 | 123.3 ± 20.6 | 112.0 ± 19.1 |
| AA-2   | Random  | 52.0 ± 10.6 | 53.4 ± 11.5 | 58.6 ± 10.1 | 56.5 ± 9.3 |
|        | Self-Play | 123.4 ± 29.9 | 110.5 ± 18.8 | 121.6 ± 22.2 | 130.6 ± 18.5 |
|        | MAZE    | 308.2 ± 34.3 | 356.8 ± 19.7 | 320.5 ± 16.8 | 381.4 ± 13.7 |
|        | Human Proxy | 60.4 ± 14.3 | 107.6 ± 18.4 | 103.4 ± 16.4 | 111.5 ± 13.7 |
| FC     | Random  | 4.0 ± 1.9 | 2.5 ± 1.7 | 4.0 ± 1.4 | 7.3 ± 0.4 |
|        | Self-Play | 99.0 ± 37.9 | 69.5 ± 19.4 | 106.3 ± 21.3 | 147.0 ± 27.1 |
|        | MAZE    | 108.5 ± 26.0 | 165.8 ± 24.1 | 121.4 ± 22.8 | 164.0 ± 27.0 |
|        | Human Proxy | 18.3 ± 5.2 | 17.3 ± 4.8 | 17.3 ± 3.5 | 25.0 ± 5.1 |

Table IV: The reward (mean±std.) achieved by TrajeDi, MAZE with trajectory diversity (MAZE-T) and MAZE. For each combination of layout and partner, the largest reward is bolded.

| Layout | Partner | TrajeDi | MAZE-T | MAZE |
|--------|---------|---------|--------|------|
| H-CR   | Random  | 5.5 ± 0.7 | 6.4 ± 1.3 | 7.0 ± 0.7 |
|        | Self-Play | 87.6 ± 9.0 | 110.2 ± 14.0 | 97.5 ± 14.6 |
|        | MAZE    | 153.8 ± 16.5 | 187.5 ± 14.1 | 183.7 ± 11.9 |
|        | Human Proxy | 81.9 ± 13.3 | 112.7 ± 16.9 | 118.6 ± 13.2 |
| AA     | Random  | 49.3 ± 11.9 | 78.6 ± 13.4 | 74.4 ± 15.5 |
|        | Self-Play | 180.5 ± 15.8 | 165.3 ± 28.4 | 142.6 ± 20.3 |
|        | MAZE    | 247.0 ± 27.1 | 290.4 ± 27.5 | 315.5 ± 10.1 |
|        | Human Proxy | 50.2 ± 6.0 | 100.6 ± 12.5 | 112.0 ± 19.1 |
| AA-2   | Random  | 45.5 ± 10.1 | 58.0 ± 13.0 | 56.5 ± 9.3 |
|        | Self-Play | 100.8 ± 12.5 | 135.8 ± 17.5 | 130.6 ± 18.5 |
|        | MAZE    | 170.5 ± 11.1 | 356.4 ± 25.8 | 381.4 ± 13.7 |
|        | Human Proxy | 48.0 ± 6.9 | 98.7 ± 16.8 | 111.5 ± 13.7 |
| FC     | Random  | 6.0 ± 0.7 | 5.0 ± 0.9 | 7.3 ± 0.4 |
|        | Self-Play | 80.8 ± 22.4 | 144.4 ± 20.1 | 147.0 ± 27.1 |
|        | MAZE    | 115.6 ± 25.3 | 154.7 ± 23.3 | 164.0 ± 27.0 |
|        | Human Proxy | 25.4 ± 6.8 | 28.0 ± 8.5 | 25.0 ± 5.1 |

Table III: The reward (mean±std.) achieved by MAZE using different pairing strategies. For each combination of layout and partner, the largest reward is bolded.

T and TrajeDi. Interestingly, despite both TrajeDi and MAZE-T utilizing the same diversity measure, the use of the MAZE framework significantly improves the performance of MAZE-T in comparison to TrajeDi. Moreover, the performance of MAZE and MAZE-T is similar, suggesting that the diversity term has minimal effect on performance in this context. This finding highlights the need for further investigation into the development of diversity measures that are better suited for addressing the ZSC problem in the future.

d) Deployment.: We first examine the influence of deployment strategies on the performance of MAZE. When terminating, MAZE gets a population of diverse agents rather than a single one. Table IV shows the performance of MAZE using two different strategies (i.e., Ensemble and BRO) to deploy the agent population. Given a state, the Ensemble strategy selects the action which receives the most vote from the agents in the population. BRO evaluates each agent in the population using the partners archived by MAZE during training, and selects the best one for testing. We can observe that Ensemble is clearly better than BRO. For each combination of layout and partner, we also test the performance of each agent in the population and report their best and average performance, as shown in the last two columns of Table IV. The average rank of Ensemble is very close to that of Best (i.e., the true best single agent, which is not known in advance), showing the robustness of the Ensemble strategy.

d) Ablation studies.: As we introduce before, MAZE has three main components, i.e., the random pairing of agents and partners (denoted as P), updating each policy by optimizing an objective function with both reward and diversity (denote as D), and partner selection using the archive (denoted as S). To examine the influence of different components of MAZE, we start from the simplest V-MAZE and add these components gradually, generating a series of variants until the complete MAZE, which are denoted as V-MAZE, V-MAZE+, V-MAZE+D, V-MAZE+P, and V-MAZE+P,D,S (i.e., MAZE). Note that V-MAZE is the simplest variant of MAZE, which uses the fixed pairing strategy, updates the policies without considering the diversity term in the objective function, and does not use the archive for partner selection. The performance comparison among these methods is shown in Table VI. From the last row, i.e., average rank, we can find that using more components generally yields better performance. V-MAZE+D has a similar performance to V-MAZE, because only adding the diversity term into the objective function without changing pairing cannot ensure that the agents are trained with diverse partners. V-MAZE+P also adds a single component (i.e., random pairing of agents and partners) compared to V-MAZE, but is better than V-MAZE and V-MAZE+D. V-MAZE+P changes the partners in pairing, and thus the collected trajectories of each agent-partner pair are more diverse than before, making the agent more likely to coordinate with novel unseen partners well. By combining both the two components,
Table V: The reward (mean±std.) achieved by MAZE using different deployment strategies. For each combination of layout and partner, the largest reward is **bolded.**

| Layout  | Partner     | Ensemble | BRO  | Best    | Average |
|---------|-------------|----------|------|---------|---------|
| H-CR    | Random      | 7.0 ± 0.5| 7.0 ± 0.3| 8.0 ± 1.0| 7.0 ± 0.5|
|         | Self-Play   | 97.5 ± 12.3| 92.4 ± 11.8| 96.8 ± 13.4| 88.4 ± 10.2|
|         | MAZE        | 183.7 ± 18.4| 185.6 ± 20.3| 187.0 ± 19.0| 167.7 ± 15.3|
|         | Human Proxy | 118.6 ± 17.5| 105.0 ± 10.8| 117.8 ± 10.6| 101.0 ± 12.5|
| AA      | Random      | 74.4 ± 15.5| 69.6 ± 16.8| 73.0 ± 18.6| 68.4 ± 12.5|
|         | Self-Play   | 142.6 ± 20.3| 147.0 ± 22.5| 148.0 ± 20.4| 111.5 ± 15.8|
|         | MAZE        | 315.5 ± 10.1| 300.5 ± 25.7| 318.0 ± 37.0| 243.4 ± 26.1|
|         | Human Proxy | 112.0 ± 19.1| 108.3 ± 17.8| 110.3 ± 20.0| 96.1 ± 12.9|
| AA-2    | Random      | 56.5 ± 9.3| 55.0 ± 12.5| 57.8 ± 11.7| 48.2 ± 7.0 |
|         | Self-Play   | 130.6 ± 18.5| 131.8 ± 20.6| 142.0 ± 22.5| 125.6 ± 19.5|
|         | MAZE        | 381.4 ± 13.7| 342.3 ± 14.4| 379.0 ± 29.8| 359.9 ± 18.6|
|         | Human Proxy | 111.5 ± 13.7| 95.5 ± 15.2| 107.0 ± 16.3| 99.1 ± 13.3|
| FC      | Random      | 7.3 ± 0.4| 6.5 ± 1.0| 7.5 ± 1.9| 6.0 ± 0.7 |
|         | Self-Play   | 147.0 ± 27.1| 126.0 ± 23.6| 142.0 ± 29.6| 117.0 ± 22.3|
|         | MAZE        | 164.0 ± 27.0| 149.5 ± 24.8| 157.5 ± 29.0| 134.4 ± 21.5|
|         | Human Proxy | 25.0 ± 5.1| 22.5 ± 6.4| 24.0 ± 7.4| 21.0 ± 6.3 |

Table VI: The reward (mean±std.) achieved by MAZE using different components. For each combination of layout and partner, the largest reward is **bolded.**

| Layout  | Partner     | V-MAZE | V-MAZE+P | V-MAZE+D | V-MAZE+P,D | MAZE  |
|---------|-------------|--------|----------|----------|------------|-------|
| H-CR    | Random      | 4.0 ± 0.7| 4.4 ± 1.1| 5.8 ± 0.8| 4.5 ± 0.5| 7.0 ± 0.7 |
|         | Self-Play   | 50.3 ± 7.1| 86.1 ± 6.4| 55.4 ± 11.2| 101.6 ± 13.1| 97.5 ± 14.6|
|         | MAZE        | 124.5 ± 14.2| 152.0 ± 11.4| 131.4 ± 14.6| 160.2 ± 14.5| 183.7 ± 11.9|
|         | Human Proxy | 69.5 ± 10.1| 94.6 ± 18.9| 72.0 ± 13.0| 101.8 ± 16.3| 118.6 ± 13.2|
| AA      | Random      | 48.0 ± 8.7| 52.0 ± 13.5| 57.0 ± 16.1| 60.3 ± 10.9| 74.4 ± 15.5|
|         | Self-Play   | 207.0 ± 20.9| 151.7 ± 36.9| 122.0 ± 23.4| 168.5 ± 35.1| 142.6 ± 20.3|
|         | MAZE        | 310.5 ± 52.6| 286.0 ± 16.1| 262.2 ± 37.4| 311.5 ± 17.4| 315.5 ± 10.1|
|         | Human Proxy | 43.5 ± 6.0| 101.3 ± 17.5| 82.5 ± 22.2| 126.3 ± 27.3| 112.0 ± 19.1|
| AA-2    | Random      | 52.0 ± 10.6| 59.6 ± 20.2| 49.8 ± 12.8| 53.0 ± 11.4| 56.5 ± 9.3 |
|         | Self-Play   | 123.4 ± 29.9| 100.8 ± 25.4| 117.0 ± 27.8| 115.6 ± 28.9| 130.6 ± 18.5|
|         | MAZE        | 308.2 ± 34.3| 362.5 ± 29.2| 327.3 ± 36.4| 343.0 ± 29.5| 381.4 ± 13.7|
|         | Human Proxy | 60.4 ± 14.3| 75.3 ± 19.8| 80.8 ± 18.0| 104.6 ± 12.5| 111.5 ± 13.7|
| FC      | Random      | 4.0 ± 1.9| 2.7 ± 1.1| 3.0 ± 2.0| 4.0 ± 0.4| 7.3 ± 0.4 |
|         | Self-Play   | 99.0 ± 37.9| 123.0 ± 34.1| 79.4 ± 24.0| 113.3 ± 35.5| 147.0 ± 27.1|
|         | MAZE        | 108.5 ± 26.0| 131.8 ± 21.4| 93.4 ± 20.0| 123.0 ± 29.1| 164.0 ± 27.0|
|         | Human Proxy | 18.3 ± 5.2| 11.3 ± 4.7| 17.8 ± 2.6| 16.3 ± 4.7| 25.0 ± 5.1 |

V-MAZE+P,D performs much better. Finally, the complete MAZE (i.e., V-MAZE+P,D,S) has the best average rank, and the largest reward in each heterogeneous environment (i.e., 183.7 in H-CR, 315.5 in AA, 381.4 in AA-2, and 164.0 in FC) is all achieved by MAZE. Thus, these results indicate the necessity and effectiveness of each component of the proposed framework.

**F. RQ4: Can MAZE coordinate well with real human partners?**

In order to investigate the coordination abilities of the algorithms with real humans, we conduct experiments involving human participants. A total of 8 participants are recruited for the evaluation of three algorithms, i.e., FCP, MEP, and MAZE, on the AA layout of **Overcooked.** To mitigate any potential experimental biases, each participant experienced all three algorithms in a randomized order. To address the potential risks and ethical concerns associated with the real human experiments, we took several measures. Prior to participating in the experiments, all human participants were provided with detailed information about the nature of the experiments. This included an explanation of their role in playing the game with AI agents and the intended use of their game-play data for academic research purposes. It is important to note that all collected data was strictly used for experimental purposes only. Furthermore, participation in the experiments was voluntary, and we ensured that the participants were fully informed of our practices and provided their agreement to participate.

The results of the environment reward achieved when coordinating with real human participants are depicted in Figure[7].

It is worth noting that, due to the superior understanding of the environment and the task exhibited by real humans, the rewards obtained when coordinating with them using all three algorithms surpass those achieved when coordinating with...
human proxies. Among the three baseline methods, MAZE is the best one, which aligns with the findings from RQ2.

Figure 7: The reward achieved by FCP, MEP, and MAZE when testing with real human participants on the heterogeneous AA layout from the Overcooked environment.

G. Further Studies

We include some further studies in this section, including the influence of large network, visualization of partner diversity, running time analysis of MAZE, and the comparison between homogeneous and heterogeneous environments.

a) Influence of Larger Network.: In general, larger networks have better representation abilities. We want to answer the following question: Can a single larger scale network with more data capture the heterogeneous skills? We use a larger scale network (i.e., the size of hidden layers from 64 to 128) with more number of generations (i.e., from 35 to 100) to train SP and PP agents on the heterogeneous AA, obtaining SP_large and PP_large. As shown in Figure 8, the performance improvement of SP_large and PP_large is very limited, indicating that even with enhanced representation ability and more data, the heterogeneous skills of both players cannot be mastered well at the same time. This result verifies the effectiveness and efficiency of MAZE, demonstrating that MAZE is a promising solution for heterogeneous cooperative MARL.

b) Visualization of Partner Diversity.: Recent work shows that exposing the agent to diverse partners during the training process efficiently improves the ability to coordinate with unseen partners [26], [42], [54]. To verify if the obtained partners are diverse, we visualize the population of partners obtained by different methods after the training phase. For a fair comparison, we pair each partner with the same agent and record the partner’s action trajectory. We repeat this five times and then visualize all the obtained trajectories in a two-dimensional space using t-SNE [45]. The result is shown in Figure 9. Note that there are 25 trajectories (i.e., 25 points) for the population-based methods (five partners obtained by each method and five trajectories for each partner). The partners obtained by MAZE are the most diverse because they are distributed in different areas of the embedded space. The partners obtained by TrajeDi, FCP, and MEP are also distributed to some extent but not as diverse as MAZE. This is because their mechanisms for maintaining partner diversity are less effective than MAZE. As a population-based method, PP’s partners are not diverse enough due to the lack of explicit mechanisms to maintain diversity. The partners obtained by SP are concentrated, which is consistent with its worst performance in RQ1.

c) Running time analysis of MAZE.: In addition, we compute the wall-clock time for different processes of MAZE on the AA layout, specifically the collecting trajectories, updating, and pairing, resulting in 150 seconds, 82 seconds, and approximately 0 seconds, respectively. The primary factor contributing to the overall time overhead is the process of collecting trajectories and updating, which are shared processes among the ZSC methods. Consequently, the time overhead associated with MAZE is comparable to that of other ZSC methods.

d) Comparison between homogeneous and heterogeneous environments.: Finally, we compare the performance of different methods on a homogeneous environment CR and a heterogeneous environment H-CR. The layouts of these envi-

Figure 8: Training curves of SP, PP, SP_large, PP_large, and V-MAZE on the heterogeneous AA layout from the Overcooked environment.

Figure 9: Visualization of partner diversity. We show the action trajectory of the partners from different algorithms by t-SNE embedding in the same space.
environments are the same. However, the skills of different players in CR are the same, and the skills in H-CR are different. Similar to Section V.C, we first show the training curves of V-MAZE, SP, and PP, as shown in Figure 10. As expected, on the homogeneous layout CR, V-MAZE achieves similar performance to SP and PP. While on the heterogeneous layout H-CR, V-MAZE achieves better performance clearly, showing the superior performance of V-MAZE on the heterogeneous environment.

Figure 10: Training curves of SP, PP and V-MAZE on CR and H-CR.

VI. CONCLUSION

This paper considers the problem of ZSC with unseen partners in MARL. Previous works mainly focused on the homogeneous setting, while the heterogeneous one also widely exists in practice. We first highlight the importance of explicitly considering the heterogeneity of multi-agent coordination, then propose a novel framework MAZE based on coevolution, consisting of the three sub-processes of pairing, updating and selection. Comprehensive experiments on two environments with various degrees of heterogeneity demonstrate the superior performance of MAZE.

MAZE lays the foundation to train the heterogeneous representation of agent and partner, where the population-based self-play methods can not be used. Heterogeneous representation is more suitable for heterogeneous ZSC tasks, which we will consider as our future work. The simple random pairing strategy works well in MAZE, which may be further improved by curriculum learning [30], [35]. Besides, we will try to test the performance of MAZE on more types of environments (e.g., Hanabi [14]) and analyze the advantage of MAZE from the theoretical perspective [29], [18], [15].
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