Ill-Posedness Issue on a Multidimensional Chemotaxis Equations in the Critical Besov Spaces
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Abstract
In this paper, we aim to solving the open question left in [Nie, Yuan: Nonlinear Anal 196 (2020); J. Math. Anal. Appl 505 (2022) and Xiao, Fei: J. Math. Anal. Appl 514 (2022)]. We prove that a multidimensional chemotaxis system is ill-posedness in $\dot{B}^{-\frac{3}{2}}_{2d,r} \times (\dot{B}^{-\frac{1}{2}}_{2d,r})^d$ when $1 \leq r < d$ due to the lack of continuity of the solution.
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1 Introduction
In this paper, we consider the Cauchy problem of the following multidimensional ($d \geq 2$) chemotaxis equations

$$\begin{cases}
\partial_t u - \Delta u = \text{div}(uv), & (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d, \\
\partial_t v - \nabla u = 0, & (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d, \\
(u, v)(0, x) = (u_0(x), v_0(x)), & x \in \mathbb{R}^d,
\end{cases} \quad (1.1)$$
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Springer
here the scalar unknown function $u(t, x)$ represents the cell density and the vector unknown function $v(t, x) = -\nabla \ln c$, where $c$ is the chemical concentration.

For more than a century, biologists have observed that certain species of bacteria are preferred to move toward higher concentrations of some chemicals, such as minerals, oxygen and organic nutrients. This biased movement, universally referred to as chemotaxis, has been fueling interest of both experimentalists and theoreticians since it plays a vital role in wide-ranging biology phenomena [6]. Many diverse disciplines involve chemotaxis models whose aspects include not only the mechanistic basis and biological foundations but also the modeling of specific systems and the mathematical analysis of the governing nonlinear equations. The following classical Keller-Segel type chemotaxis model [9] reads:

\[
\begin{align*}
\partial_t u &= \text{div}(\mu \nabla u - \chi u \nabla \Phi(c)), \\
\tau \partial_t c &= \kappa \Delta c + g(u, c),
\end{align*}
\]  

(1.2)

where $u$ stands for the cell density and $c$ for the chemical concentration. We denote by $\mu > 0$ the diffusion rate of the cells and $\kappa \geq 0$ the diffusion rate of the chemical substance, and denote $\chi > 0$ and $\chi < 0$ as the attractive chemotaxis and the repulsive chemotaxis, respectively. The relaxation time scale $\tau$ is non-negative, and the function $\Phi(c)$ is the chemotactic potential function and $g(u, c)$ is the chemical kinetics. As mentioned in [14], the Keller-Segel model of chemotaxis [9–11] has provided that, a cornerstone for much of these works, its success being a consequence of its intuitive simplicity, analytical tractability, and capability to model the basic dynamics of chemotactic populations.

For the Keller–Segel model (1.2), there are two limiting cases: $\kappa \to 0$ and $\tau \to 0$. In the present paper, we only consider the case $\kappa \to 0$. We take $\kappa = 0$, $\mu = \tau = 1$, $\Phi(c) = \ln c$, $g(u, c) = -uc$ and $\chi > 0$ which corresponds to the attractive chemotaxis, then (1.2) reduces

\[
\begin{align*}
\partial_t u &= \Delta u - \text{div}(\chi u \nabla \ln c), \\
\partial_t c &= -uc.
\end{align*}
\]  

(1.3)

Setting $v = -\nabla \ln c$, by suitable scaling, (1.3) becomes the hyperbolic-parabolic model (1.1). We can check that if $(u, v)$ solves (1.1), so does $(u_\ell, v_\ell)$ where $(u_\ell, v_\ell)(t, x) = (\ell^2 u(\ell^2 t, \ell x), \ell v(\ell^2 t, \ell x))$. This suggests us to choose initial data $(u_0, v_0)$ in “critical spaces” whose norm is invariant (up to a constant independent of $\ell$) for all $\ell > 0$ by the transformation $(u_0, v_0)(x) \mapsto (\ell^2 u_0(\ell x), \ell v_0(\ell x))$. It is natural that $H^{d/2-2} (\mathbb{R}^d) \times (H^{d/2-1} \mathbb{R}^d)^d$ and $B_{p,q}^{d/2-2} (\mathbb{R}^d) \times (B_{p,q}^{d/2-1} \mathbb{R}^d)^d$ are critical spaces to (1.1).

There is a huge literature on the studies of the well-posedness problem and long-time behaviors of solutions for the Keller-Segel type chemotaxis model due to its capturing the principal features of the basic dynamics of chemotactic population. For more background of the chemotaxis model and more relevant results, we refer to [4, 21–23, 25–33, 36–40] and references therein. Next, concerned with the model (1.1), we...
briefly review some results which focused on well-posedness problems. Li-Wang [15, 16] proved nonlinear stability of traveling waves of arbitrary amplitudes to repulsive chemotaxis model. Li-Li-Zhao [13] established the local and global well-posedness in the Sobolev space $H^s$ with $s > 1 + d/2$. They also showed that solution converges exponentially to the constant steady state with a frequency-dependent decay rate as time goes to infinity when the initial data is suitably close to a constant positive steady state. In the case of one dimension, Li-Pan-Zhao [14] proved the global existence of classical solutions and the solutions converge exponentially to constant equilibrium states in time for large initial data. Moreover, they obtained similar results for the multidimensional model when the initial data are small. Hao [5] showed the global existence and uniqueness of the strong solution for initial data close to a constant equilibrium state in critical Besov spaces $\dot{B}^{d-2}_{2,1}(\mathbb{R}^d) \times (\dot{B}^{-1}_{2,1}(\mathbb{R}^d))^d$. Nie-Yuan [18] established the local well-posedness and global well-posedness of (1.1) with small initial data in $\dot{B}^{d-2}_{p,1}(\mathbb{R}^d) \times (\dot{B}^{-1}_{p,1}(\mathbb{R}^d))^d$ when $1 \leq p < 2d$. For the related Keller-Segel systems, many results involving the finite-time blow-up of solution are available, we refer to [8, 12, 27] and references therein.

In this paper, we are mainly focused on ill-posedness of solutions to system (1.1) in some critical Besov spaces. From the PDE’s point of view, it is crucial to know if an equation which models a physical phenomenon is well-posed in the Hadamard’s sense: existence, uniqueness, and continuous dependence of the solutions with respect to the initial data. In particular, the lack of continuous dependence would cause incorrect solutions or non meaningful solutions. Indeed, this means that the corresponding equation is ill-posed. Many results with regard to the ill-posedness have been obtained for some important nonlinear PDEs including the incompressible Navier-Stokes equations [2, 24, 35], the stationary Navier-Stokes equations [17, 20], the compressible Navier-Stokes equations [3, 7] and so on. Recently, there have been a few results about ill-posedness of system (1.1) in critical Besov spaces. Nie-Yuan [18] proved that (1.1) is ill-posed in $\dot{B}^{d-2}_{p,1}(\mathbb{R}^d) \times (\dot{B}^{-1}_{p,1}(\mathbb{R}^d))^d$ when $p > 2d$. Later on, for the critical case $p = 2d$, Nie-Yuan [19] further proved that (1.1) is ill-posed in $\dot{B}^{-\frac{3}{2}}_{2d,1}(\mathbb{R}^d) \times (\dot{B}^{-\frac{1}{2}}_{2d,1}(\mathbb{R}^d))^d$ by fully exploiting nonlinear structure of the cross term. Subsequently, Xiao-Fei [34] proved the ill-posedness of (1.1) in $\dot{B}^{-\frac{3}{2}}_{2d,r}(\mathbb{R}^d) \times (\dot{B}^{-\frac{1}{2}}_{2d,r}(\mathbb{R}^d))^d$ for $r > 2$ by a different framework which give a special initial data. Obviously, there are still gaps on the index $r$ between Nie-Yuan and Xiao-Fei’s ill-posedness results. Precisely speaking, for the case $1 < r \leq 2$, it is still unknown whether (1.1) in $\dot{B}^{-\frac{3}{2}}_{2d,r}(\mathbb{R}^d) \times (\dot{B}^{-\frac{1}{2}}_{2d,r}(\mathbb{R}^d))^d$ is well-posed or ill-posed. In this paper, we shall answer this question.

1.1 Main Result

The main result of this paper is the following:
Theorem 1.1 Let $d \geq 2$ and $1 \leq r < d$. (1.1) is ill-posed in $\dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \times \left( \dot{B}_{2d,r}^{-\frac{1}{2}}(\mathbb{R}^d) \right)^d$ in the following sense: There exists a sequence of initial data $\{(u_{0,n}, v_{0,n})\}_{n=1}^{\infty} \subset \dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \times \left( \dot{B}_{2d,r}^{-\frac{1}{2}}(\mathbb{R}^d) \right)^d$ satisfying
\[
\lim_{n \to \infty} \left( \|u_{0,n}\|_{\dot{B}_{2d,r}^{-\frac{3}{2}}} + \|v_{0,n}\|_{\dot{B}_{2d,r}^{-\frac{1}{2}}} \right) = 0,
\]
such that the corresponding solution $(u, v)$ to (1.1) satisfies
\[
\|u(t_n, \cdot)\|_{\dot{B}_{2d,r}^{-\frac{3}{2}}} + \|v(t_n, \cdot)\|_{\dot{B}_{2d,r}^{-\frac{1}{2}}} \geq c(\varepsilon) > 0 \quad \text{with} \quad t_n = \varepsilon 2^{-2n},
\]
where $\varepsilon$ is some sufficiently small positive constant.

Remark 1.1 Theorem 1.1 demonstrates that if $d \geq 2$ and $1 \leq r < d$, there exists a sequence of initial data which converges to zero in $\dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \times \left( \dot{B}_{2d,r}^{-\frac{1}{2}}(\mathbb{R}^d) \right)^d$ and yields a sequence of solutions to (1.1) which does not converge to zero in $\dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \times \left( \dot{B}_{2d,r}^{-\frac{1}{2}}(\mathbb{R}^d) \right)^d$. In other words, (1.1) is ill-posed in $\dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \times \left( \dot{B}_{2d,r}^{-\frac{1}{2}}(\mathbb{R}^d) \right)^d$ due to the discontinuity of the solution map at zero.

Remark 1.2 Theorem 1.1 enriches the ill-posedness theories of the system (1.1) although our discontinuity of the solution map in Theorem 1.1 is weaker than “Norm Inflation” of [18, 19, 34].

Remark 1.3 We should emphasize that the only question left is the well/ill-posedness of the system (1.1) in $\dot{B}_{4,2}^{-\frac{3}{2}}(\mathbb{R}^2) \times \left( \dot{B}_{4,2}^{-\frac{1}{2}}(\mathbb{R}^2) \right)^2$.

1.2 Main Idea

From (1.1)$_2$, one has
\[
v(t, x) = v_0 + \int_0^t \nabla u \, d\tau. \quad (1.4)
\]
By the Duhamel formula, we obtain from (1.1)$_1$ that
\[
u(t, x) = e^{t\Delta} u_0 + \int_0^t e^{(t-s)\Delta} \text{div} (uv) \, ds
\]
\[
= e^{t\Delta} u_0 + \int_0^t e^{(t-s)\Delta} \text{div} \left\{ U_1 \left( v_0 + \int_0^s \nabla U_1 \, d\tau \right) \right\} \, ds + \text{Remainder term}
\]
\[
= U_1 + U_2 + U_3. \quad (1.5)
\]
Then, we decompose \( u \) into three terms, namely, \( u = U_1 + U_2 + U_3 \). Thus

\[
v(t, x) = v_0 + \int_0^t \nabla U_1 d\tau + \int_0^t \nabla U_2 d\tau + \int_0^t \nabla U_3 d\tau.
\]

For the convenience of using regularity estimate of heat equations later, we deduce that \( U_i (i = 1, 2, 3) \) solves the following three equations respectively,

\[
\begin{align*}
\partial_t U_1 - \Delta U_1 &= 0, \\
U_1|_{t=0} &= u_0, \\
\end{align*}
\]

\[
\begin{align*}
\partial_t U_2 - \Delta U_2 &= \text{div}(U_1 V_1), \\
U_2|_{t=0} &= 0, \\
\end{align*}
\]

and

\[
\begin{align*}
\partial_t U_3 - \Delta U_3 &= \text{div}F, \\
U_3|_{t=0} &= 0, \\
\end{align*}
\]

where

\[
F := U_3 V_3 + U_3(V_2 + V_1) + V_3(U_1 + U_2) + U_1 V_2 + U_2(V_1 + V_2).
\]

To make sure that \( U_2 \) leads to the discontinuity, we decompose it as

\[
U_2 = \int_0^t e^{(t-s)\Delta} \text{div}(u_0 v_0) ds + \int_0^t e^{(t-s)\Delta} \text{div} \left( (U_1 - u_0) v_0 + U_1 \int_0^s \nabla U_1 d\tau \right) ds.
\]

We try to extract the worst term \( U_{2,1} \). Our key argument is that, by constructing suitable initial data \((u_0, v_0)\), the other terms in \( U_2 \) can be absorbed by \( U_{2,1} \) and the terms \( U_1, U_3 \) can be small. Precisely speaking, the term \( U_{2,1} \) is the main contribution to the discontinuity.

## 2 Littlewood-Paley analysis

Next, we will recall some facts about the Littlewood-Paley decomposition, the homogeneous Besov spaces and their some useful properties.

Choose a radial, non-negative, smooth function \( \chi : \mathbb{R}^d \mapsto [0, 1] \) such that it is supported in \( B := \{ \xi \in \mathbb{R}^d : |\xi| \leq 4/3 \} \) and \( \chi \equiv 1 \) for \( |\xi| \leq 3/4 \). Setting \( \varphi(\xi) := \chi(\xi/2) - \chi(\xi) \), then we deduce that \( \varphi \) is supported in \( C := \{ \xi \in \mathbb{R}^d : 3/4 \leq |\xi| \leq 8/3 \} \). In particular, it holds that \( \varphi(\xi) \equiv 1 \) for \( 4/3 \leq |\xi| \leq 3/2 \) which will
be used in the sequel. For every \( u \in S'(\mathbb{R}^d) \), the homogeneous dyadic blocks \( \hat{\Delta}_j \) is defined as follows

\[
\hat{\Delta}_j u = \varphi(2^{-j}D)u = \mathcal{F}^{-1}(\varphi(2^{-j}.)\mathcal{F}u) = 2^{dj} \int_{\mathbb{R}^d} \tilde{\varphi}(2^j(x-y))u(y)dy, \quad \forall j \in \mathbb{Z}.
\]

In the homogeneous case, the following Littlewood-Paley decomposition makes sense

\[
u = \sum_{j \in \mathbb{Z}} \hat{\Delta}_j u \quad \text{for any } u \in S'_h(\mathbb{R}^d),
\]

where \( S'_h \) is given by

\[
S'_h := \left\{ u \in S'(\mathbb{R}^d) : \lim_{j \to -\infty} \| \chi(2^{-j}D)u \|_{L^\infty} = 0 \right\}.
\]

We turn to the definition of the Besov Spaces and norms which will come into play in our paper.

**Definition 2.1** (see [1]) Let \( s \in \mathbb{R} \) and \((p, r) \in [1, \infty]^2\). The homogeneous Besov space \( \dot{B}^s_{p, r}(\mathbb{R}^d) \) consists of all tempered distribution \( f \) such that

\[
\dot{B}^s_{p, r} = \left\{ f \in S'_h(\mathbb{R}^d) : \| f \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} < \infty \right\},
\]

where

\[
\| f \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} := \begin{cases} 
\left( \sum_{j \in \mathbb{Z}} 2^{sjr} \| \hat{\Delta}_j f \|_{L^p(\mathbb{R}^d)}^r \right)^{1/r}, & \text{if } 1 \leq r < \infty, \\
\sup_{j \in \mathbb{Z}} 2^{sj} \| \hat{\Delta}_j f \|_{L^p(\mathbb{R}^d)}, & \text{if } r = \infty.
\end{cases}
\]

For \( 0 < T \leq \infty \), \( s \in \mathbb{R} \) and \( 1 \leq p, r, \rho \leq \infty \), we set (with the usual convention if \( r = \infty \))

\[
\| f \|_{\dot{L}^\rho_T(\dot{B}^s_{p, r})} := \left( \sum_{j \in \mathbb{Z}} 2^{sjr} \| \hat{\Delta}_j f \|_{L^\rho(0,T;L^p)}^r \right)^{1/r}.
\]

The following Bernstein’s inequalities will be used in the sequel.

**Lemma 2.1** (see [1]) Let \( \mathcal{B} \) be a ball and \( \mathcal{C} \) be an annulus. There exists a constant \( C > 0 \) such that for all \( k \in \mathbb{N} \cup \{0\} \), any positive real number \( \lambda \) and any function \( f \in L^p \) with \( 1 \leq p \leq q \leq \infty \), we have

\[
\text{supp} \hat{f} \subset \lambda \mathcal{B} \Rightarrow \| \nabla^k f \|_{L^q} \leq C^{k+1} \lambda^{k+(\frac{d}{p}-\frac{d}{q})} \| f \|_{L^p},
\]

\[
\text{supp} \hat{f} \subset \lambda \mathcal{C} \Rightarrow C^{-k} \lambda^k \| f \|_{L^p} \leq \| \nabla^k f \|_{L^p} \leq C^{k+1} \lambda^k \| f \|_{L^p}.
\]
As a direct result of Bernstein’s inequalities, we have the following continuous embedding:

**Lemma 2.2** (see [1]) Let $s \in \mathbb{R}$, $1 \leq p_1 \leq p_2 \leq \infty$ and $1 \leq r_1 \leq r_2 \leq \infty$. Then

$$\dot{B}_{p_1,r_1}^{s} (\mathbb{R}^d) \hookrightarrow \dot{B}_{p_2,r_2}^{t} (\mathbb{R}^d) \quad \text{with} \quad t = s - \left(\frac{d}{p_1} - \frac{d}{p_2}\right).$$

**Lemma 2.3** (see [1]) Let $s > 0$, $1 \leq p \leq \infty$ and $1 \leq \rho_1, \rho_2, \rho_3, \rho_4 \leq \infty$. Then

$$\|fg\|_{\tilde{L}^{\rho} (\dot{B}_{p,r}^{s})} \leq C \left( \|f\|_{L^{\rho_1} (L^{\infty})} \|g\|_{\tilde{L}^{\rho_2} (\dot{B}_{p,r}^{s})} + \|g\|_{L^{\rho_3} (L^{\infty})} \|g\|_{\tilde{L}^{\rho_4} (\dot{B}_{p,r}^{s})} \right),$$

where

$$\frac{1}{\rho} = \frac{1}{\rho_1} + \frac{1}{\rho_2} = \frac{1}{\rho_3} + \frac{1}{\rho_4}.$$

**Lemma 2.4** (see [18]) Let $1 \leq \rho, \rho_1, \rho_2 \leq \infty$ with $\frac{1}{\rho} = \frac{1}{\rho_1} + \frac{1}{\rho_2}$ and $1 \leq p < 2d$. Then, we have

$$\|fg\|_{\tilde{L}^{\rho} (\dot{B}_{p,1}^{d-1})} \leq C \|f\|_{L^{\rho_1} (\dot{B}_{p,1}^{d-1})} \|g\|_{\tilde{L}^{\rho_2} (\dot{B}_{p,1}^{d-1})}.$$

**Lemma 2.5** (see [18]) Let $1 \leq \rho, \rho_1, \rho_2 \leq \infty$ with $\frac{1}{\rho} = \frac{1}{\rho_1} + \frac{1}{\rho_2}$ and $d < p < 2d \leq q < \infty$ with $\frac{d}{p} + \frac{d}{q} > 1$. Then, we have

$$\|fg\|_{\tilde{L}^{\rho} (\dot{B}_{p,1}^{d-1})} \leq C \|f\|_{L^{\rho_1} (\dot{B}_{p,1}^{d-1})} \|g\|_{L^{\rho_2} (\dot{B}_{q,1}^{d})}.$$

Finally, we recall the regularity estimates for the heat equations.

**Lemma 2.6** (see [1]) Let $s \in \mathbb{R}$, $1 \leq p, r \leq \infty$ and $1 \leq q_1 \leq q_2 \leq \infty$. Assume that $u_0 \in \dot{B}_{p,r}^{s}$ and $f \in \tilde{L}_{T}^{q_1} (\dot{B}_{p,r}^{s+\frac{2}{q_1}-2})$. Then the heat equations

$$\begin{cases}
\partial_t u - \Delta u = f, \\
u(0,0) = u_0(x),
\end{cases}$$

has a unique solution $u \in \tilde{L}_{T}^{q_2} (\dot{B}_{p,r}^{s+\frac{2}{q_2}})$ satisfying for all $T > 0$

$$\|u\|_{\tilde{L}_{T}^{q_2} (\dot{B}_{p,r}^{s+\frac{2}{q_2}})} \leq C \left( \|u_0\|_{\dot{B}_{p,r}^{s}} + \|f\|_{\tilde{L}_{T}^{q_1} (\dot{B}_{p,r}^{s+\frac{2}{q_1}-2})} \right).$$
3 Proof of Theorem 1.1

3.1 Construction of Initial Data

Letting $n \gg 1$, we write

$$n \in 16\mathbb{N} = \{16, 32, 48, \ldots\} \quad \text{and} \quad \mathbb{N}(n) = \left\{ k \in 8\mathbb{N} : \frac{n}{4} \leq k \leq \frac{n}{2} \right\},$$

Before constructing the initial data $(u_0, v_0)$, we need to introduce smooth, radial cut-off functions to localize the frequency region. Let $\hat{\theta} \in C^\infty_0(\mathbb{R})$ be an even, real-valued function with values in $[0, 1]$ and satisfy

$$\hat{\theta}(\xi) = \begin{cases} 1, & \text{if } |\xi| \leq \frac{1}{200}d, \\ 0, & \text{if } |\xi| \geq \frac{1}{100}d. \end{cases}$$

Let $\mathbf{e} = (1, 0, \ldots, 0)$ and

$$\phi(x_1, x_2, \ldots, x_d) = \theta(x_1)\theta(x_2)\cdots\theta(x_d) \sin \left(\frac{17}{24}x_d\right).$$

We define

$$f_n \equiv n^{-\frac{1}{d}} \sum_{k \in \mathbb{N}(n)} 2^\frac{k}{d} \phi \left(2^k(x - 2^n + ke)\right) \sin \left(\frac{17}{12}2^n x_1\right).$$

(3.1)

It is straightforward to verify that

$$\text{supp } \hat{f}_n(\xi) \subset \left\{ \xi \in \mathbb{R}^d : \frac{33}{24}2^n \leq |\xi| \leq \frac{35}{24}2^n \right\}.$$

(3.2)

We construct initial data $(u_{0,n}, v_{0,n})$ as follows

$$u_{0,n} = 2^{\frac{1}{d}}f_n \quad \text{and} \quad v_{0,n} = 2^{\frac{1}{d}}f_ne.$$

(3.3)

It is worth highlighting again the key step of our proof. As mentioned above, we first consider the strong solution $v$ by the integral form (1.4). By the linearized equation of (1.1)$_1$, we introduce the first approximation $U_1 = e^{t\Delta}u_{0,n}$ of $u$. By using $(U_1, v)$, we extract the worst term $U_{2,1}$ of $u$ that primarily affects the discontinuity to the original solution as $n \to \infty$, namely, $U_{2,1} = \int_0^t e^{(t-s)\Delta} \text{div}(u_{0,n}v_{0,n})ds$. Naturally, we can construct the initial data $(u_{0,n}, v_{0,n})$ by (3.3) and hope that $U_{2,1} = 2^n \int_0^t e^{(t-s)\Delta} \partial_1(f_n^2)ds$ can lead to the discontinuity of the original solution. Next we give some explanations to the construction of $f_n$. We can assume that $\hat{\theta}(\xi)$ is “good” such that $\theta$ is a real function. Introducing $\phi$ is to guarantee that $\mathcal{F}(\phi(2^k(x - 2^n + ke)))$ is supported in the small dyadic $\{\xi : |\xi| \sim 2^k\}$, it follows that $f_n$ is supported in the big dyadic $\{\xi : |\xi| \sim 2^n\}$ which means that the frequency
of \( f_n \) is very high if \( n \) is very large. The quadratic term \( f_n^2 \) will generate many high frequency terms (whose fourier transform is supported in different dyadic regions), see (3.25). To eliminate these high frequency terms as many as possible, the explicit coefficients are introduced. Lastly, we should mention that the translation transform is needed particularly in the proof of Lemma 3.4 and (3.27) below.

### 3.2 Estimation of Initial Data

**Lemma 3.1** Let \( f_n \) be defined by (3.1). Then for \((p, r) \in [1, 2d] \times [1, d)\), there exists a positive constant \( C \) independent of \( n \) such that

\[
\| f_n \|_{L^p} \leq C 2^{\frac{p-2d}{sp}n} n^{\frac{1}{p} - \frac{1}{2r}}. \tag{3.4}
\]

In particular, by \( L^{7/2} = [L^2, L^4]_{(1/7, 6/7)} \), then (3.4) holds for \( d = 2 \) and \( p = 7/2 \).

**Proof** The proof is postponed to A.1 in Sect. 4.

As an application of Lemma 3.1, we have

**Proposition 3.1** Let \((u_{0,n}, v_{0,n})\) be defined by (3.3). Then for \( \sigma \in \mathbb{R} \) and \((p, r) \in [1, 2d] \times [1, d)\), there exists a positive constant \( C \) independent of \( n \) such that

\[
\| u_{0,n} \|_{\dot{B}^\sigma_{p,r}} + \| v_{0,n} \|_{\dot{B}^\sigma+1_{p,r}} \leq C 2^{n(\sigma + \frac{1}{2})} 2^{\frac{p-2d}{sp}n} n^{\frac{1}{p} - \frac{1}{2r}}. \tag{3.5}
\]

In particular, it holds that

\[
\| u_{0,n} \|_{\dot{B}^{-\frac{d}{2}+}_{2d,r}} + \| v_{0,n} \|_{\dot{B}^{-\frac{d}{2}+}_{2d,r}} \leq C n^{\frac{1}{2d} - \frac{1}{2r}}.
\]

**Proof** Notice that \( \hat{\Delta}_j f_n = \varphi(2^{-j} \cdot) \hat{f}_n \) for all \( j \in \mathbb{Z} \) and \( \varphi(2^{-j} \xi) \equiv 1 \) in \( \{\xi \in \mathbb{R}^d : \frac{4}{3} 2^j \leq |\xi| \leq \frac{3}{2} 2^j\} \), then we have \( \hat{\Delta}_j f_n = 0 \) for \( j \neq n \), and thus,

\[
\hat{\Delta}_j(f_n) = \begin{cases} f_n, & \text{if } j = n, \\ 0, & \text{otherwise.} \end{cases}
\]

Using the definition of Besov space, (3.2) and Lemma 3.1 yields (3.5). This completes the proof of Proposition 3.1.

### 3.3 Key Estimations

From now on, we choose “certain time” as \( t_n = \varepsilon 2^{-2n} \) where \( 0 < \varepsilon \ll 1 \) will be fixed later and set \( T = 2^{-2n} \).

**Step 1: Estimation of \( U_1 \)**
Recalling that $\partial_t U_1 - \Delta U_1 = 0$ with $U_1|_{t=0} = u_{0,n}$, using Lemma 2.6 and Proposition 3.1, one has

$$\|U_1\|_{\tilde{L}^\infty_T (\hat{B}^{-2}_{2d,r})} \leq C\|u_{0,n}\|_{\hat{B}^{-\frac{3}{2}}_{2d,r}} \leq Cn^{\frac{1}{2d} - \frac{1}{4}}. \tag{3.6}$$

We should notice that, since the initial data $u_{0,n}$ is in the Schwartz class, we can deduce that $U_1$ belongs to the smoother class. More precisely, we know from Lemma 2.6 that

$$U_1 \in C\left( [0, T]; \hat{B}^{d-p_0-2}_{p_0,1} \cap \hat{B}^{-\frac{3}{2}}_{2d,1} \right) \cap \tilde{L}^1 \left( 0, T; \hat{B}^{\frac{d}{2}}_{p_0,1} \cap \hat{B}^{\frac{1}{2}}_{2d,1} \right),$$

where $1 \leq p_0 < 2d$, and $U_1$ satisfies the following

$$\|U_1\|_{\tilde{L}^\infty_T (\hat{B}^{d-p_0-2}_{p_0,1})} + \|U_1\|_{\tilde{L}^1_T (\hat{B}^{d-p_0-1}_{p_0,1})} \leq C2^2 (\frac{3d}{8p_0} - \frac{3}{8}) n^{\frac{1}{p_0} - \frac{1}{2}}, \tag{3.7}$$

$$\|U_1\|_{\tilde{L}^\infty_T (\hat{B}^{-\frac{3}{2}}_{2d,1})} + \|U_1\|_{\tilde{L}^1_T (\hat{B}^{-\frac{1}{2}}_{2d,1})} \leq Cn^{\frac{1}{2d} - \frac{1}{2}}. \tag{3.8}$$

In view of $V_1 = v_{0,n} + \int_0^t \nabla U_1 \, d\tau$, thus we have

$$V_1 \in C\left( [0, T]; \hat{B}^{d-p_0-1}_{p_0,1} \right) \cap \tilde{L}^2 \left( 0, T; \hat{B}^{\frac{1}{2}}_{2d,1} \right).$$

In fact, it follows from (3.7) that

$$\|V_1\|_{\tilde{L}^\infty_T (\hat{B}^{d-p_0-1}_{p_0,1})} \leq \|v_{0,n}\|_{\hat{B}^{d-p_0-1}_{p_0,1}} + \|U_1\|_{\tilde{L}^1_T (\hat{B}^{d-p_0-1}_{p_0,1})} \leq C2^2 (\frac{3d}{8p_0} - \frac{3}{8}) n^{\frac{1}{p_0} - \frac{1}{2}}, \tag{3.9}$$

$$\|V_1\|_{\tilde{L}^2_T (\hat{B}^{\frac{1}{2}}_{2d,1})} \leq \frac{T^{\frac{1}{2}}}{2} \left( \|v_{0,n}\|_{\hat{B}^{\frac{1}{2}}_{2d,1}} + \|U_1\|_{\tilde{L}^1_T (\hat{B}^{\frac{1}{2}}_{2d,1})} \right) \leq Cn^{\frac{1}{2d} - \frac{1}{2}}. \tag{3.10}$$

**Step 2: Estimation of $U_2$.**

Recalling that $\partial_t U_2 - \Delta U_2 = \text{div}(U_1 V_1)$ with $U_2|_{t=0} = 0$ and $V_2(t) = \int_0^t \nabla U_2 \, ds$, from Step 1, one has

$$U_2 \in C\left( [0, T]; \hat{B}^{d-p_0-2}_{p_0,1} \right) \cap \tilde{L}^1 \left( 0, T; \hat{B}^{d-p_0-1}_{p_0,1} \cap \hat{B}^{\frac{3}{2}}_{2d,1} \right) \quad \text{and}$$

$$V_2 \in C\left( [0, T]; \hat{B}^{d-p_0-1}_{p_0,1} \right) \cap \tilde{L}^2 \left( 0, T; \hat{B}^{\frac{1}{2}}_{2d,1} \right).$$

Indeed, from Lemmas 2.6 and 2.4, it follows that

$$\|U_2\|_{\tilde{L}^\infty_T (\hat{B}^{d-p_0-2}_{p_0,1})} \leq \|U_1 V_1\|_{\tilde{L}^1_T (\hat{B}^{d-p_0-1}_{p_0,1})} \leq \|U_1\|_{\tilde{L}^1_T (\hat{B}^{d-p_0-1}_{p_0,1})} \|V_1\|_{\tilde{L}^\infty_T (\hat{B}^{d-p_0-1}_{p_0,1})} \leq C2^2 (\frac{3d}{8p_0} - \frac{3}{8}) n^{\frac{2}{p_0} - 1}$$
and
\[
\|U_2\|_{L^1_T(\hat{B}^{d}_{p_0,1})} + \|V_2\|_{L^1_T(\hat{B}^{d}_{p_0,1})} \\
\leq CT^{\frac{1}{2}}\|U_2\|_{L^2_T(\hat{B}^{d}_{p_0,1})} \leq CT^{\frac{1}{2}}\|U_1V_1\|_{L^1_T(\hat{B}^{d}_{p_0,1})} \\
\leq CT^{\frac{1}{2}}\left(\|U_1\|_{L^\infty_T(L^\infty)}\|V_1\|_{L^1_T(\hat{B}^{d}_{p_0,1})} + \|V_1\|_{L^\infty_T(L^\infty)}\|U_1\|_{L^1_T(\hat{B}^{d}_{p_0,1})}\right) \\
\leq C2^{n}\left(\frac{3d}{2p_0} - \frac{3}{8}\right) n_p^{\frac{1}{2}} - \frac{1}{2} - \frac{1}{2}, \tag{3.11}
\]

where we have used the following estimates from the classical \(L^\infty-L^\infty\) estimate:
\[
\|e^{t\Delta}f\|_{L^\infty} \leq \|f\|_{L^\infty} \text{ for } t > 0
\]
\[
\|U_1\|_{L^\infty_T(L^\infty)} \leq \|u_{0,n}\|_{L^\infty} \leq C2^{\frac{2}{3}n}2^{\frac{1}{3}n}n^{-\frac{1}{3}} \leq C2^{\frac{2}{3}n}1^{\frac{1}{3}}, \\
\|V_1\|_{L^\infty_T(L^\infty)} \leq \|v_{0,n}\|_{L^\infty} + T\|\nabla U_1\|_{L^\infty} \leq C\left(2^{\frac{2}{3}n}2^{\frac{1}{3}n}2^{-2\frac{n}{3}}2^\frac{2}{3}n\right)n^{-\frac{1}{3}} \leq C2^{\frac{2}{3}n}1^{\frac{1}{3}}, \\
\|V_1\|_{L^1_T(\hat{B}^{d}_{p_0,1})} \leq CT\left(\|v_{0,n}\|_{L^1_T(\hat{B}^{d}_{p_0,1})} + T\|u_{0,n}\|_{L^1_T(\hat{B}^{d}_{p_0,1})}\right) \leq C2^{n}\left(\frac{d}{2p_0} - \frac{1}{2}\right) 2^{\frac{p_0}{8}}n^{\frac{1}{2}}n^{-\frac{1}{2}}.
\]

Similarly, for \(q_0 = 2d\)
\[
\|U_2\|_{L^1_T(\hat{B}^{d}_{q_0,1})} + \|V_2\|_{L^2_T(\hat{B}^{d}_{q_0,1})} \leq C2^{-\frac{d}{3}}n^{\frac{1}{2}} - \frac{1}{2} - \frac{1}{2}. \tag{3.12}
\]

**Step 3: Estimation of \(U_3\).**

We choose the index \((d, p_0, q_0)\) to satisfy that \(q_0 = 2d\) and
\[
p_0 = \begin{cases} 
\frac{7}{2}, & d = 2, \\
2d - 1, & d \geq 3.
\end{cases}
\]

Obviously, it holds that
\[
1 \leq r < d < p_0 < 2d = q_0 \text{ and } \frac{3d}{2p_0} - 1 < 0. \tag{3.13}
\]

For the sake of convenience, for \(T = 2^{-2n}\), we denote
\[
X_T = \|U_3(t, \cdot)\|_{L^\infty_T(\hat{B}^{d}_{p_0,1})} + \|U_3(t, \cdot)\|_{L^1_T(\hat{B}^{d}_{p_0,1})} \text{ and } Y_T = \|V_3(t, \cdot)\|_{L^\infty_T(\hat{B}^{d}_{p_0,1})}.
\]

Obviously,
\[
Y_T \leq C\|U_3(t, \cdot)\|_{L^1_T(\hat{B}^{d}_{p_0,1})} \leq CX_T.
\]
Utilizing Lemma 2.6 to (1.9), we have

\[ X_T \leq C \|U_3V_3 + U_3(V_1 + V_2) + V_3(U_1 + U_2) + U_1V_2 + U_2(V_1 + V_2)\|_{L_T^1(B_{p0}^{-1})}. \]  

(3.14)

Utilizing Lemma 2.4, one has

\[ \|U_3V_3\|_{L_T^1(B_{p0}^{-1})} \leq C \|U_3\|_{L_T^1(B_{p0}^{-1})} \|V_3\|_{L_T^\infty(B_{p0}^{-1})} \leq CX_T^2, \]  

(3.15)

\[ \|U_2(V_1 + V_2)\|_{L_T^1(B_{p0}^{-1})} \leq C \|U_2\|_{L_T^1(B_{p0}^{-1})} \|V_1, V_2\|_{L_T^\infty(B_{p0}^{-1})}, \]  

(3.16)

\[ \|U_1V_2\|_{L_T^1(B_{p0}^{-1})} \leq C \|U_1\|_{L_T^1(B_{p0}^{-1})} \|V_2\|_{L_T^\infty(B_{p0}^{-1})}. \]  

(3.17)

Utilizing Lemma 2.5, one has

\[ \|U_3(V_1 + V_2)\|_{L_T^1(B_{p0}^{-1})} \leq C \|U_3\|_{L_T^1(B_{p0}^{-1})} \|V_1 + V_2\|_{L_T^\infty(B_{p0}^{-1})} \leq C X_T \|V_1, V_2\|_{L_T^2(B_{q0}^{-1})}, \]  

(3.18)

and

\[ \|V_3(U_1 + U_2)\|_{L_T^1(B_{p0}^{-1})} \leq C \|V_3\|_{L_T^\infty(B_{p0}^{-1})} \|U_1 + U_2\|_{L_T^1(B_{p0}^{-1})} \leq C X_T \|U_1, U_2\|_{L_T^\infty(B_{q0}^{-1})}. \]  

(3.19)

Inserting (3.15)–(3.19) into (3.14) yields

\[ X_T \leq C X_T^2 + C X_T \left( \|U_1, U_2\|_{L_T^1(B_{q0}^{-1})} + \|V_1, V_2\|_{L_T^\infty(B_{q0}^{-1})} \right) \]
\[ + C \|U_2\|_{L_T^1(B_{p0}^{-1})} \|V_1, V_2\|_{L_T^\infty(B_{p0}^{-1})} + C \|U_1\|_{L_T^1(B_{p0}^{-1})} \|V_2\|_{L_T^\infty(B_{p0}^{-1})}. \]  

(3.20)

Due to (3.7)–(3.12), we have for \( q_0 = 2d \)

\[ C X_T \left( \|U_1, U_2\|_{L_T^1(B_{q0}^{-1})} + \|V_1, V_2\|_{L_T^\infty(B_{q0}^{-1})} \right) \leq C n^{\frac{1}{2d} - \frac{1}{2}} X_T, \]

\[ C \|U_2\|_{L_T^1(B_{p0}^{-1})} \|V_1, V_2\|_{L_T^\infty(B_{p0}^{-1})} + C \|U_1\|_{L_T^1(B_{p0}^{-1})} \|V_2\|_{L_T^\infty(B_{p0}^{-1})} \leq C 2^n(\frac{3d}{2p0} - 1) n^{\frac{1}{p0}}. \]
Putting the above inequalities together with (3.20) yields

\[ X_T \leq C X_T^2 + C n^{\frac{1}{2d} - \frac{1}{2}} X_T + C 2^{n^{(\frac{3d}{2p_0} - 1)}} n^{\frac{2}{p_0}}. \]

By using the continuity argument and condition (3.13), we can take \( n \) large enough such that

\[ X_T \leq C 2^{n^{(\frac{3d}{2p_0} - 1)}} n^{\frac{2}{p_0}}. \]

Then, by the embedding \( \dot{B}_{p_0,1}^{-\frac{d}{p_0} - 2}(\mathbb{R}^d) \hookrightarrow \dot{B}_{2d,r}^{-\frac{3}{2}}(\mathbb{R}^d) \), we have

\[ \|U_3(t_n, \cdot)\|_{\dot{B}_{2d,r}^{-\frac{3}{2}}} \leq C X_T \leq C 2^{n^{(\frac{3d}{2p_0} - 1)}} n^{\frac{2}{p_0}}. \]

### 3.4 Ill-Posedness

Now, we can decompose \( U_2 \) as follows

\[ U_2 = U_{2,1} + U_{2,2}, \]

where \( U_{2,1} \) and \( U_{2,2} \) satisfy respectively

\[
\begin{align*}
\begin{cases}
\partial_t U_{2,1} - \Delta U_{2,1} = \text{div}(u_{0,n} v_{0,n}) = 2^{2n} \partial_{x_1} (f_n^2), \\
U_{2,1}|_{t=0} = 0,
\end{cases}
\end{align*}
\]

(3.21)

and

\[
\begin{align*}
\begin{cases}
\partial_t U_{2,2} - \Delta U_{2,2} = \text{div} \left( U_1 f_1' \nabla U_1 \mathrm{d}\tau + (U_1 - u_{0,n}) v_{0,n} \right), \\
U_{2,2}|_{t=0} = 0.
\end{cases}
\end{align*}
\]

(3.22)

Following the above argument, we know that for \( i = 1, 2 \)

\[ U_{2,i} \in C \left( [0, T]; \dot{B}_{p_0,1}^{\frac{d}{p_0} - 2} \right) \cap \dot{L}^1 \left( 0, T; \dot{B}_{p_0,1}^{\frac{d}{p_0}} \cap \dot{B}_{2d,1}^{\frac{1}{2}} \right). \]
Using Lemma 2.6 and noticing that \( U_1(t) - u_0, n = \int_0^t \Delta U_1 d\tau \) yields for \( t_n = \varepsilon 2^{-2n} \)

\[
\|U_2, 2\|_{L^\infty_B(\mathbb{B}^{2d}_r(n(n)))} \leq \|U_2, 2\|_{L^\infty_B(\mathbb{B}^{2d}_r(n(n)))} \leq C n^{\frac{1}{2} - \frac{1}{d}} \|U_2, 2\|_{L^\infty_B(n(n))}
\]

\[
\leq C t_n^{\frac{1}{2} - \frac{1}{d}} \left( \|U_1 \cdot \int_0^{t_n} \nabla U_1 d\tau \|_{L^\infty_B(\mathbb{B}^{2d}_d)} + \|\int_0^{t_n} \Delta U_1 d\tau \cdot v_0, n \|_{L^\infty_B(\mathbb{B}^{2d}_d)} \right)
\]

\[
\leq C t_n^{\frac{1}{2} - \frac{1}{d}} \left( \|\Delta U_1 \|_{L^\infty_B(\mathbb{B}^{2d}_d)} \|\nabla U_1 \|_{L^\infty_B(\mathbb{B}^{2d}_d)} + \|\int_0^{t_n} \Delta U_1 d\tau \cdot v_0, n \|_{L^\infty_B(\mathbb{B}^{2d}_d)} \right)
\]

\[
\leq C t_n^{\frac{1}{2} - \frac{1}{d}} \left( 2^{2n} \|u_0, n\|_{L^2}^2 + 2^{2n} \|u_0, n\|_{L^2}^2 \|v_0, n\|_{L^2}^2 \right)
\]

\[
\leq C \varepsilon^2.
\]

Next, we give the lower bound estimation of \( \|U_2, 1(t_n, \cdot)\|_{B_{2d}^r(n(n))}^{-\frac{1}{2}} \) which is crucial for the proof of the discontinuity of solutions.

Taking advantage of the Duhamel formula, then we have from (3.21)

\[
U_2, 1(t_n, \cdot) = 2^{2n} \int_0^{t_n} e^{(t_n - \tau)\Delta} \partial_x (f_n^2) d\tau.
\]

Direct computations gives that for \( \ell \in \mathbb{N}(n) \)

\[
\hat{\Delta}_\ell U_2, 1(t_n, \cdot) = 2^{2n} \int_0^{t_n} \mathcal{F}^{-1} \left( \phi_\ell(\xi) e^{-(t_n - \tau)|\xi|^2} \mathcal{F}(\partial_x (f_n^2)) \right) d\tau
\]

\[
= 2^{2n} \mathcal{F}^{-1} \left( \phi_\ell(\xi) \left( 1 - e^{-t_n|\xi|^2} \right) \mathcal{F}(\partial_x (f_n^2)) \right)
\]

\[
= \varepsilon \left( \hat{\Delta}_\ell (\partial_x (f_n^2)) + \sum_{k \geq 1} \frac{t_n^k}{(k+1)!} \hat{\Delta}_\ell (\partial_x \Delta^k (f_n^2)) \right),
\]

where we have used Taylor’s formula

\[
1 - e^{-t_n|\xi|^2} = t_n + t_n \sum_{k \geq 1} \frac{t_n^k}{(k+1)!} (-|\xi|^2)^k.
\]
By Bernstein’s inequality, we deduce that

\[
\left\| \sum_{k \geq 1} \frac{t_n^k}{(k + 1)!} \partial_{x_1} \Delta^k (f_n^2) \right\|_{L^2} \leq C \sum_{k \geq 1} \frac{t_n^k}{(k + 1)!} \left\| \partial_{x_1} \Delta^k (f_n^2) \right\|_{L^2} \\
\leq C \sum_{k \geq 1} \frac{\varepsilon^k}{(k + 1)!} \left\| \partial_{x_1} (f_n^2) \right\|_{L^2} \\
\leq C \varepsilon \left\| \partial_{x_1} (f_n^2) \right\|_{L^2}.
\]

By the inverse triangle inequality, we have

\[
\left\| U_{2,1}(t_n, \cdot) \right\|_{B^{-\frac{3}{2}, 2}_{2d,r}(\mathbb{N}(n))} \geq \varepsilon (1 - C \varepsilon) \left( \sum_{\ell \in \mathbb{N}(n)} 2^{-\frac{3}{2} \ell^2} \left\| \partial_{x_1} (f_n^2) \right\|_{L^2}^{r} \right)^{\frac{1}{r}}.
\]

(3.24)

For \( k \in \mathbb{N}(n) \), using the simple fact \( \sin^2 \alpha = (1 - \cos 2\alpha)/2 \), we decompose the term \( n^{\frac{1}{2}} f_n^2 \) as

\[
n^{\frac{1}{2}} f_n^2 = \frac{1}{2} \sum_{k \in \mathbb{N}(n)} 2^k \phi^2 \left( 2^k (x - 2^{2n+\ell} e) \right) + G + H,
\]

where

\[
G := \frac{1}{2} \sum_{k \in \mathbb{N}(n)} 2^k \phi^2 \left( 2^k (x - 2^{2n+\ell} e) \right) \cos \left( \frac{17}{12} 2^n + 1 x_1 \right).
\]

\[
H := \frac{1}{2} \sum_{k, j \in \mathbb{N}(n)} 2^{\frac{k}{2} + \frac{j}{2}} \phi \left( 2^k (x - 2^{2n+k} e) \right) \phi \left( 2^j (x - 2^{2n+\ell} e) \right) \left( 1 - \cos \left( \frac{17}{12} 2^n + 1 x_1 \right) \right).
\]

Noticing that (for more details see A.2 in Appendix)

\[
\partial_{x_1} G = \partial_{x_1} H = 0 \quad \text{for} \quad \ell \in \mathbb{N}(n),
\]

(3.26)

then we have

\[
n^{\frac{1}{2}} \partial_{x_1} f_n^2 = \frac{1}{2} \partial_{x_1} \left( 2^\ell \phi^2 (2^\ell (x - 2^{2n+\ell} e)) \right) + \frac{1}{2} \partial_{x_1} \left( \sum_{k \in \mathbb{N}(n)} 2^k \phi^2 (2^k (x - 2^{2n+k} e)) \right).
\]
which in turn gives

\[ n^{\frac{1}{2}} \partial_{x_1} \hat{\Delta}_\ell f_n^2 = 2^{2\ell-1} [h](2^\ell (x - 2^{2n+\ell} e)) + \frac{1}{2} \partial_{x_1} \hat{\Delta}_\ell \left( \sum_{k \in \mathbb{N}(n)} 2^k \phi^2(2^k (x - 2^{2n+k} e)) \right) \]

\[ =: K_1 + K_2, \]

where

\[ h(x) = -\theta(x_1)\theta'(x_1)\theta^2(x_2)\theta^2(x_3) \cdots \theta^2(x_{d-1})\theta^2(x_d) \cos \left( \frac{17}{12} x_d \right). \]

Defining the set \( B_\ell \) by

\[ B_\ell \equiv \{ x : |2^\ell (x - 2^{2n+\ell} e)| \leq 1 \}, \]

then by change of variables, we have

\[ \| K_1 \|_{L^2(B_\ell)} = 2^{2\ell-1} \left\| [h](2^\ell (x - 2^{2n+\ell} e)) \right\|_{L^2(B_\ell)} = 2^{\frac{3}{2}\ell-1} \| h(y) \|_{L^2(|y| \leq 1)} = \tilde{c}2^{\frac{3}{2}\ell}. \]

Combining the estimate whose proof is relegated to A.3 in Sect. 4

\[ \| K_2 \|_{L^2(B_\ell)} \leq C2^{-n}, \] (3.27)

thus for \( \ell \in \mathbb{N}(n) \), we have

\[ \| \hat{\Delta}_\ell \partial_{x_1} (f_n^2) \|_{L^2(B_\ell)} \geq n^{-\frac{1}{2}} \left( \| K_1 \|_{L^2(B_\ell)} - \| K_2 \|_{L^2(B_\ell)} \right) \]

\[ \geq n^{-\frac{1}{2}} \left( \tilde{c}2^{\frac{3}{2}\ell} - C2^{-n} \right) \]

\[ \geq cn^{-\frac{1}{2}} 2^{\frac{3}{2}\ell}. \] (3.28)

Inserting (3.28) into (3.24), and from (3.23) we conclude that for \( \varepsilon \) small enough

\[ \| U_2(t_n, \cdot) \|_{B^{-\frac{1}{2}}_{2d,\mathbb{N}(n)}} \geq \varepsilon (c - C\varepsilon) \geq C\varepsilon. \] (3.29)

Combining (3.29) and Step1–Step3, we obtain that for large \( n \) enough and \( \varepsilon \) small enough

\[ \| u_{0,n} \|_{B^{-\frac{1}{2}}_{2d,r}} + \| v_{0,n} \|_{B^{-\frac{1}{2}}_{2d,r}} \leq Cn^{\frac{1}{2d} - \frac{1}{2}} \to 0, \quad n \to \infty \]
and
\[
\|u(t_n)\|_{B_{2d,r}^{\frac{3}{2}}} \geq \|U_2(t_n)\|_{B_{2d,r}^{\frac{3}{2}}(\mathbb{N}(n))} - \|U_1(t_n)\|_{B_{2d,r}^{\frac{3}{2}}} - \|U_3(t_n)\|_{B_{2d,r}^{\frac{3}{2}}}
\]
\[
\geq C\varepsilon - Cn^{\frac{1}{2d}-\frac{1}{\sigma}} - C2^{n\left(\frac{3d}{2p_0}-1\right)}n^{\frac{2}{p_0}}
\]
\[
\geq \frac{C}{2}\varepsilon.
\]

Thus, we have obtained a sequence of initial data such that it verifies the discontinuity of data-to-solution map. The proof of Theorem 1.1 is finished. \(\Box\)

### 4 Appendix

For the sake of convenience, here we present more details in the computations.

**A.1: Proof of Lemma 3.1.** We assume that \(p \in \mathbb{Z}^+\) without loss of generality. Since \(\phi\) is a Schwartz function, we have for \(100d \leq M \in \mathbb{Z}^+\)

\[
|\phi(x)| \leq C(1 + |x|)^{-M}.
\]

It is easy to show that

\[
\|f_n\|_{L^p} \leq n^{-\frac{p}{2}} \int_{\mathbb{R}^d} \sum_{\ell_1,\ell_2,\ldots,\ell_p \in \mathbb{N}(n)} \frac{2^{\frac{1}{2}(\ell_1+\ell_2+\ldots+\ell_p)}}{(1 + 2^{\ell_1}|x - 2^{2n+\ell_1}\mathbf{e}|)^M \cdots (1 + 2^{\ell_p}|x - 2^{2n+\ell_p}\mathbf{e}|)^M} \, dx
\]

\[
\leq n^{-\frac{p}{2}} \sum_{\ell \in \mathbb{N}(n)} \int_{\mathbb{R}^d} \frac{2^{\frac{1}{2}\ell}}{(1 + 2^{\ell}|x - 2^{2n+\ell}\mathbf{e}|)^pM} \, dx
\]

\[
+ n^{-\frac{p}{2}} \sum_{(\ell_1,\ell_2,\ldots,\ell_p) \in \Lambda} \int_{\mathbb{R}^d} \frac{2^{\frac{1}{2}(\ell_1+\ell_2+\ldots+\ell_p)}}{(1 + 2^{\ell_1}|x - 2^{2n+\ell_1}\mathbf{e}|)^M \cdots (1 + 2^{\ell_p}|x - 2^{2n+\ell_p}\mathbf{e}|)^M} \, dx
\]

\[
\equiv n^{-\frac{p}{2}} I_1 + n^{-\frac{p}{2}} I_2,
\]

where the set \(\Lambda\) is defined by

\[
\Lambda = \{ (\ell_1, \ldots, \ell_p) \in \mathbb{N}^p(n) \mid \exists 1 \leq k, j \leq p \text{ s.t. } \ell_k \neq \ell_j \}.
\]

For the term \(I_1\), by direct computations, one has

\[
I_1 = \sum_{\ell \in \mathbb{N}(n)} 2^{(\frac{p}{2}-d)\ell \int_{\mathbb{R}^d} \frac{1}{(1 + |x|)^pM} \, dx \leq Cn2^{p-2d-\frac{d}{8}n}.
\]

\(\Box\)
For the term $I_2$, we assume that $\ell_1 < \ell_2$ without loss of generality, then $\ell_2 - \ell_1 \geq 8$.

\[
\int_{\mathbb{R}^d} \frac{1}{(1 + 2^{\ell_1} |x - 2^{2n+\ell_1} e|)^M} \, dx = \int_{A_{\ell_1}} \frac{1}{(1 + 2^{\ell_1} |x - 2^{2n+\ell_1} e|)^M} \, dx + \int_{A_{\ell_1}^c} \frac{1}{(1 + 2^{\ell_1} |x - 2^{2n+\ell_1} e|)^M} \, dx
\]

\[
= I_{2,1} + I_{2,2},
\]

where we defined the set $A_{\ell_1}$ by

\[
A_{\ell_1} := \left\{ x : |x - 2^{2n+\ell_1} e| \leq 2^{2n} \right\}.
\]

Thus we obtain

\[
I_{2,2} \leq C (2^{\ell_1} 2^{2n})^{-M} \int_{A_{\ell_1}} \frac{1}{(1 + 2^{\ell_2} |x - 2^{2n+\ell_2} e|)^M} \, dx \leq C (2^{\ell_1} 2^{2n})^{-M} 2^{-d \ell_2}.
\]

(4.3)

It is easy to deduce that for $x \in A_{\ell_1}$

\[
2^{\ell_2} |x - 2^{2n+\ell_2} e| \geq 2^{\ell_2} \left| 2^{2n+\ell_2} - 2^{2n+\ell_1} e \right| - 2^{\ell_2} 2^{2n} \geq 2^{\ell_2} 2^{2n}.
\]

Similarly, we have

\[
I_{2,1} \leq (2^{\ell_2} 2^{2n})^{-M} \int_{A_{\ell_1}} \frac{1}{(1 + 2^{\ell_1} |x - 2^{2n+\ell_1} e|)^M} \, dx \leq C (2^{\ell_2} 2^{2n})^{-M} 2^{-d \ell_1}.
\]

(4.4)

We infer from (4.3) and (4.4) that

\[
I_2 \leq C 2^{-2Mn} \sum_{(\ell_1, \ell_2, \ldots, \ell_p) \in \Lambda} (2^{-M \ell_1} 2^{-d \ell_2} + 2^{-M \ell_2} 2^{-d \ell_1}) 2^{\frac{1}{2} (\ell_1 + \ell_2 + \cdots + \ell_p)} \leq C 2^{-Mn}.
\]

(4.5)

Inserting (4.2) and (4.5) into (4.1), we have for large enough $n$

\[
\| f_n \|_{L^p} \leq C n^{\frac{1}{p} - \frac{1}{2} + \frac{p-2d}{8p}} n.
\]

This completes the proof of Lemma 3.1. □
A.2 Proof of (3.26). Notice that

\[ H = \frac{1}{2} \sum_{\substack{k, j \in \mathbb{N}(n) \setminus k \neq j}} 2^{\frac{k+j}{2}} \Phi_{k,j}(x) \left( 1 - \cos \left( \frac{17}{12} 2^{n+1} x_1 \right) \right) \]

with

\[ \Phi_{k,j}(x) := \phi(2^k (x - 2^{2n+k} e)) \phi(2^j (x - 2^{2n+j} e)) \]

and the definition of \( \phi \), we deduce that for \( j < k \)

\[ \text{supp} \: \hat{\Phi}_{k,j} \subset \left\{ \xi \in \mathbb{R}^d : \frac{33}{48} 2^k \leq |\xi| \leq \frac{35}{48} 2^k \right\}, \]

\[ \Rightarrow \text{supp} \: \mathcal{F} \left[ \Phi_{k,j} \cos \left( \frac{17}{12} 2^{n+1} x_1 \right) \right] \subset \left\{ \xi \in \mathbb{R}^d : \frac{33}{24} 2^{n+1} \leq |\xi| \leq \frac{35}{24} 2^{n+1} \right\}. \]

Then, for \( j < k \), we obtain that \( \hat{\Delta}_t H = 0 \), which also holds for \( j > k \). Similarly, it holds that \( \hat{\Delta}_t G = 0 \).

Thus, we finish the proof of (3.26).

A.3 Proof of (3.27). Noting the fact that for \( 100d \leq N \in \mathbb{Z}^+ \)

\[ |\hat{\phi}(x)| \leq C (1 + |x|)^{-N}, \]

then we have

\[ \|K_2\|_{L^2(B_\ell)} \leq \sum_{\substack{k \in \mathbb{N}(n) \setminus k \neq \ell}} 2^k 2^{2\ell} 2^{\ell} \left\| \int_{\mathbb{R}^d} \hat{\phi}(2^\ell (x - y)) \phi^2 (2^k (y - 2^{2n+k} e)) dy \right\|_{L^2(B_\ell)} \]

\[ \leq \sum_{\substack{k \in \mathbb{N}(n) \setminus k \neq \ell}} 2^k 2^{2\ell} 2^{\ell} \left\| \int_{\mathbb{R}^d} \left( 1 + 2^\ell |x - y| \right)^{-N} (1 + 2^k |y - 2^{2n+k} e|)^{-2N} dy \right\|_{L^2(B_\ell)}. \]

(4.6)

Dividing the integral region in terms of \( y \) into the following two parts to estimate:

\[ \mathbb{R}^d = \left\{ y : |y - 2^{\ell+2n} e| \leq 2^{2n} \right\} \cup \left\{ y : |y - 2^{\ell+2n} e| \geq 2^{2n} \right\} = A_1 \cup A_2. \]

For \( x \in B_\ell \) and \( y \in A_1 \), we conclude that

\[ |y - 2^{\ell+2n} e| \geq |(y - 2^{\ell+2n} e) + (2^{\ell+2n} e - 2^{k+2n} e)| \geq 2^{\ell+2n} - 2^{k+2n} e \geq 2^{2n}. \]
For \( x \in B_\ell \) and \( y \in A_2 \), it is easy to check that
\[
|x - y| \geq |y - 2^{\ell+2n}e| - |x - 2^{\ell+2n}e| \geq 2^{2n} - 2^{-\ell} \geq 2^{2n-1}.
\]
Then, we have
\[
\left\| \int_{\mathbb{R}^d} \left( 1 + 2^\ell |x - y| \right)^{-N} \left( 1 + 2^k |y - 2^{2n+k}e| \right)^{-2N} dy \right\|_{L^{2d}(B_\ell)} \\
\leq C 2^{2(k+2n)N} \left\| \int_{A_1} \left( 1 + 2^\ell |x - y| \right)^{-N} dy \right\|_{L^{2d}(B_\ell)} \\
+ C 2^{-(\ell+2n)N} \left\| \int_{A_2} \left( 1 + 2^k |y - 2^{2n+k}e| \right)^{-2N} dy \right\|_{L^{2d}(B_\ell)} \\
\leq C \left( 2^{-2d\ell} 2^{-(k+2n)N} + 2^{-(\ell+2n)N} 2^{-2dk} \right) 2^{-\frac{\ell}{2d}}.
\]
Plugging the above into (4.6) yields
\[
\| K_2 \|_{L^{2d}(B_\ell)} \leq C \sum_{k \in \mathbb{N}(n)} 2^{k+\ell} 2^{d\ell} \left( 2^{-2d\ell} 2^{-(k+2n)N} + 2^{-(\ell+2n)N} 2^{-2dk} \right) 2^{-\frac{\ell}{2d}} \leq C 2^{-n},
\]
which is nothing but (3.27).

\[\square\]
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