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Reliability assessment is of great significance in ensuring the safety and reducing maintenance cost of equipment. The traditional statistical method is widely used to estimate the reliability of mass equipment; however, it cannot efficiently predict the overall reliability of single or small batch equipment due to lack of failure data. This paper introduced the operational reliability concept to describe the running condition of single or small batch equipment and proposed a method based on the combination of Relevance Vector Machines (RVMs) and Principal Component Analysis (PCA) to evaluate the operational reliability. Some representative characteristic indexes of operating equipment were firstly selected, and PCA was applied to obtain a hybrid index of the equipment’s running condition. Then, a RVM prediction model was trained to predict the development of the hybrid index and corresponding probability density function (PDF). Based on this, the operational reliability of the equipment was calculated by the interval integral defined by the failure threshold and the predicted value of the hybrid index. The approach was validated using the experimental test conducted on the aero-engine rotor bearings. The results show a good agreement in the evaluations of the failure time between the proposed method and the experimental test.

1. Introduction

Reliability assessment is of great significance in ensuring the safety and reducing maintenance cost of equipment. In general, the reliability of equipment includes overall reliability and operational reliability. The former is obtained by statistical analysis of a large number of equipment failure data [1], and it reflects the overall reliability of the equipment throughout the lifetime. The latter is obtained from the performance degradation information of the equipment, and it reflects the real time reliability of the equipment [2]. In engineering field, single or small batch equipment is widely used, and failure data are very scarce in this case, so the traditional statistical method is not suitable for the reliability evaluation of this type of mechanical equipment, such as high precision NC machine tools, nuclear power facilities, aircraft [3–5], and so on. In contrast, the operational reliability is more of practical significance to ensure the safety of this type of equipment because it can be obtained in real time when the condition monitoring data are sampled continuously.

The operational reliability of the equipment is evaluated based on the performance degradation information, which is normally extracted from the monitoring data of the equipment [6]. The operating condition information obtained from the monitoring data is supposed to effectively reflect the evolution process of the dynamic operating characteristics of the equipment. In general, the equipment is considered to be failed or unreliable when some of its important performance parameters (such as vibration, noise, and so on) gradually reduced to the critical threshold [7, 8]; therefore, the relationship between performance parameters and operational reliability can be established.

There are three basic steps in evaluating the operational reliability of the equipment based on the performance degradation information. First, the characteristic index which reflects the operating condition is selected, and then the operational reliability calculation model based on the
characteristic index is established. Third, the reliability of the equipment is predicted based on various prediction algorithms, such as artificial neural network [9], Support Vector Machines (SVMs) [10], Relevance Vector Machines (RVMs) [11], and so on. For the problem of characteristic index selection, the most related characteristic index to the health of the equipment is usually selected. For example, Casandra et al. [12] chosen the kurtosis as the bearing status indicators to evaluate the reliability of aero-engine rotor bearings. Shaban et al. [13] selected wear amount of tool as the performance degradation characteristic of cutting tools. Zi et al. [14] used the radial runout of the spindle end as the characteristic index of the electric spindle performance degradation. Li et al. [15] selected the waveform index of bearing vibration signal and used the energy obtained from wavelet packet decomposition as the degradation index of bearings to establish the reliability model. In the above references, only single characteristic index is used in operational reliability evaluation; this may result in the lack of robustness of the assessment method. Several references show that the reliability estimation accuracy can be improved by using multiple characteristic parameters. Widodo and Yang [11] introduced multiple parameters in reliability evaluation of aero-engine rotor bearings by using the Principal Component Analysis (PCA) method to fuse peak, kurtosis, and entropy to a hybrid index. Zheng et al. [16] also employed PCA to combine 10 variables, such as power system equipment availability coefficient, power supply reliability rate, capacity-to-load ratio, and so on, to estimate the reliability of the power supply system, and the reliability prediction accuracy was proved to be improved by adopting the hybrid index.

After selection of the characteristic index, the operational reliability can be obtained by several methods. One widely used method is to calculate the interval integral of the probability density function (PDF) of the selected index between the failure threshold and the observed value of the index [9]. In this method, the model of PDF of the selected index should be assumed and estimated firstly. Wang and Dragomir-Daescu [17] assumed that the PDF of wear data of the bearing in induction generators is a two-parameter Weibull distribution. Zi et al. [14] compared normal distribution, the logarithmic distribution, and the Weibull distribution in estimation the operational reliability of the spindle. Schöming and Infineon [18] obtained the fault data through simulation experiments and compared the accuracy of the reliability evaluation when the fault data obey the gamma distribution, exponential distribution, and Weibull distribution. The results show that the Weibull distribution is the best distribution in evaluation the operational reliability of semiconductor manufacturing equipment. It is easy to know that the accurate evaluation of PDF of the selected index is a critical issue in operational reliability estimation; however, the estimation accuracy of PDF is highly dependent on the number of samples.

Another commonly used method of operational reliability assessment is the K-M evaluator, in which the continued product of the ratio between the number of normal samples and the total number of samples is taken as the operational reliability of the equipment [19]. The main advantage of the K-M evaluator is that its computation process does not involve the estimation of PDF of samples, and the evaluation of operational reliability of equipment is simplified. Heng et al. [9] took the difference between the suspended data and CM (condition monitoring) data into consideration and combined the K-M and PDF methods to estimate the reliability of centrifugal pumps. He et al. [20] used the K-M estimator and the proportional hazards model to estimate the reliability of the engine exhaust valve based on mean air pressure, maximum coolant temperature, maximum fuel temperature, and other indexes. Fang et al. [21] used the K-M estimator to evaluate the reliability of the CNC honing hydraulic system based on pump output flow value. Based on tools wear amount, Chen et al. [22] estimated the reliability of CNC machine tools by combining Bayes and K-M estimators. However, the accuracy of the K-M evaluator still depends on the number of observed failure samples, so it is also limited in applying in the single or small batch equipment.

In order to overcome the shortcomings of the traditional reliability evaluation methods, the RVM and PCA methods are introduced in this paper to develop a new evaluation method of the operational reliability for single or small batch equipment. RVM is a Bayesian-based machine learning method proposed by Tipping [23]; it is often adopted as a predictor in reliability prediction. For example, it is used in bearing reliability prediction [11], battery reliability prediction [24], and software reliability prediction [25]. In fact, RVM can also estimate the posterior probability of the predicted object at each prediction step. If it is applied to predict the characteristic index of equipment, the value of the characteristic index as well as its PDF can be obtained simultaneously. Based on the predicted PDF and the preset failure threshold, the operational reliability of the equipment can be obtained. At the same time, the PCA method is used to combine several characteristic indexes into one hybrid index to increase the robustness and the accuracy of the operational reliability prediction. The steps of method include the following. First, some representative characteristic indexes of running equipment are selected, and PCA is applied to these indexes to get the hybrid index. Then, the series of the hybrid index of long-term monitoring is used to train a single-step prediction RVM model to predict the value and probability density function (PDF) of the next step. Third, the operational reliability of the equipment is calculated by the interval integral defined by the failure threshold and the predicted value of the hybrid index.

In this method, only the performance degradation information of the object equipment is required, and there is no any other information from the same type equipment used, so the method is suitable for the reliability estimation problem of single equipment. The rest of the paper is organized as follows. Section 2 discusses RVM, PCA, and operational reliability calculation model and presents the framework of the methodology. Section 3 describes validation experiments, and Section 4 shows the results and discussion. Section 5 gives the conclusions.
2. Theoretical Method

2.1. RVM Regression Model. Regression problem is defined as follows. Given an input \( x_i \) \( (i = 1, 2, \ldots, N) \), by using the regression model, we can get its output \( t_i \) \( (i = 1, 2, \ldots, N) \), that is, a set of sample set \( \{ x_i, t_i \}_{i=1}^N \) satisfies the following relationship:

\[
t_i = y(x_i, \omega) + \varepsilon_i,
\]

where \( \varepsilon_i \) is the prediction noise of \( x_i \) and is assumed to be zero-mean Gaussian distribution with variance \( \sigma^2 \). Moreover, \( y(x_i, \omega) \) can be expressed [26] as follows:

\[
y(x_i, \omega) = \sum_{i=1}^{N} \omega_i K(x_i, x_i) + \omega_0,
\]

where \( \omega_i \) is an adjustable weight, \( \omega_0 \) is bias, and \( K(x_i, x_i) \) is the corresponding kernel function; it is used to map the inputs \( x_i \) from nonlinear space to high dimensional space and perform the linear regression in this space. The likelihood function of the training sample set is as follows:

\[
p(t|\omega, \sigma^2) = (2\pi \sigma^2)^{-N/2} \exp \left\{ -\frac{1}{2\sigma^2} \| t - \Phi \omega \|_2^2 \right\},
\]

where \( \Phi = [\phi(x_1), \phi(x_2), \ldots, \phi(x_N)]^T \) is the \( N \times (N+1) \) design matrix with \( \phi(x_i) = [1, K(x_i, x_1), K(x_i, x_2), \ldots, K(x_i, x_N)]^T \), \( x_i, i = 1, 2, \ldots, N \). In order to avoid the problem of over-learning, hyperparameter \( \alpha_i \) is introduced to each weight coefficient \( \omega_i \).

Supposing \( \omega_i \) obeys a zero-mean Gaussian with variance \( \alpha_i^{-1} \), then we can get the following:

\[
p(\omega|\alpha) = \prod_{i=0}^{N} N(\omega_i|0, \alpha_i^{-1}).
\]

According to the Bayesian formula, we can get the posterior distribution function of the weight \( \omega \) with the likelihood function equation (3) and a priori distribution function equation (4). That is,

\[
p(\omega|t, \alpha, \sigma^2) = \frac{p(t|\omega, \sigma^2)p(\omega|\alpha)}{p(t|\alpha, \sigma^2)} = N(\omega|\mu, \Sigma),
\]

where the posterior covariance and mean are, respectively, as follows:

\[
\Sigma = (\sigma^{-2}\Phi^T \Phi + A)^{-1},
\]

\[
\mu = \sigma^{-2} \sum \Phi^T t.
\]

In equation (6), \( A = \text{diag} (\alpha_1, \alpha_2, \ldots, \alpha_{N+1}) \). The optimized hyperparameters \( \alpha_{MP} \) and \( \sigma_{MP}^2 \) can be obtained by maximizing the marginal likelihood function \( p(t|\alpha, \sigma^2) \) with respect to \( \alpha \) and \( \sigma \) [11]:

\[
\max_{\alpha_{MP}, \sigma_{MP}^2} p(t|\alpha, \sigma^2) = \int p(\omega|t, \alpha, \sigma^2) p(\omega|\alpha) d\omega = (2\pi)^{-N/2} |\sigma^2 I + \Phi \alpha^{-1} \Phi^T|^{-(1/2)} \exp \left\{ -\frac{1}{2} t^T \left( \sigma^2 I + \Phi \alpha^{-1} \Phi^T \right)^{-1} t \right\}.
\]

2.2. Operational Reliability Calculation Model. The traditional reliability theory can only provide the overall reliability assessment for mass equipment, but in engineering field, single or small batch equipment is widely used and failure data are very scarce in this case; people are more concerned about the reliability of the particular equipment in operation. To solve the reliability evaluation problem of single or small batch equipment, Heng et al. [9] proposed an operational reliability model based on the equipment running characteristic index, and the model is described as follows.

Let \( Y_i(t) \) be the value of the condition characteristic index for equipment \( i \) at operating age \( t \), and \( Y(t) = [Y_1(t), Y_2(t), \ldots, Y_m(t)]^T \) containing the condition values from all of the \( m \) historical equipment in interval \( t \), and \( Y_{\text{thresh}} \) be the threshold of the characteristic index; if \( Y_i(t) > Y_{\text{thresh}} \), the equipment is considered to be failed. \( f(Y|t) \) is the corresponding PDF of \( Y(t) \); the overall reliability at time \( t \) is defined as follows:

\[
R(t) = P(Y(t) < Y_{\text{thresh}}) = \int_{0}^{Y_{\text{thresh}}} f(Y|t) dY.
\]
The operational reliability of equipment \( i \) at time \( t + k \Delta t \) is defined as follows:

\[
R_i(t + k \Delta t) = \prod_{j=1}^{k} \frac{P[y_{\text{thresh}} > Y_i(t + j \Delta t) \geq y_{\text{thresh}} | Y_i(t + (j - 1) \Delta t) \geq y_{\text{thresh}}]}{P[Y_i(t + j \Delta t) \geq y_{\text{thresh}} | Y_i(t + (j - 1) \Delta t) \geq y_{\text{thresh}}]},
\]

where \( \int_{y_{\text{thresh}}}^{\infty} f(y | t + j \Delta t) dy \) is the integral of the PDF between the observed degradation index of device \( i \) and the threshold and \( \int_{y_{\text{thresh}}}^{\infty} f(y | t + j \Delta t) dy \) is the integral of the PDF over all possible values equal to or higher than the observed degradation index of device \( i \).

In summary, if the value of the characteristic index and the corresponding PDF can be obtained, the operational reliability of equipment can be calculated by equation (12).

2.3. PCA. In the process of reliability analysis, several vibration characteristics of the equipment can be obtained simultaneously. It will be too complicated to evaluate the reliability if we choose all of them. To improve the stability of reliability estimation, an intuitive approach is to fuse all characteristics to conduct the reliability analysis [27]. In this paper, the PCA method is adopted to fulfill this requirement. PCA is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. If the vibration characteristics have similar trends with respect to time, the first principal component will contain the most information of all characteristics and can be used as the reliability index.

The principal component analysis method is obtained by projecting the original vector as a new coordinate space consisting of the eigenvectors of the covariance matrix of the original variables [28, 29]. For a given vibration characteristic vector set of \( m \) features \( X = \{x_1, \ldots, x_m\}, x_i \in \mathbb{R}^n \) which consists of feature vectors, the covariance matrix \( C \) is given as equation (13), in which \( \mu \) is mean value of \( x_i \):

\[
C = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu)(x_i - \mu)^T.
\]

Then, the eigenvalues \( \lambda_i (i = 1, 2, \ldots, n) \) and corresponding eigenvectors \( v_i (i = 1, 2, \ldots, n) \) of \( C \) are given as follows:

\[
Cv_i = \lambda_i v_i.
\]

Sort the eigenvalues in decreasing order \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \), and composite the first \( k \) eigenvalues \( \Delta = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) and the corresponding eigenvectors \( V = (v_1, v_2, \ldots, v_k) \) and then transform the original data \( X \) onto the new subspace \( V \) and get the transformed data \( Y \):

\[
Y = V^T X.
\]

The number of principle component is selected depending on the cumulative contribution \( R_k \), which is usually set more than 85%–90%:

\[
R_k = \sum_{i=1}^{k} \frac{\lambda_i}{\sum_{i=1}^{n} \lambda_i}.
\]

2.4. Operational Reliability Prediction Methodology. As described above, the method employs performance degradation data of equipment which are obtained from the continuously monitoring of equipment’s running condition. Some representative characteristic indexes of equipment, which can describe the degradation process of equipment from normal to failure, are selected. PCA is applied to deal with these characteristic indexes to obtain the hybrid index. The RVM regression model is then trained to obtain the hybrid index. Based on the RVM regression method, the posterior distribution function and the predicted value of the characteristic index in different time can be obtained. Finally, the operational reliability can be calculated by the mentioned operational reliability calculation model (Section 2.2). The total process is illustrated in Figure 1.

3. Experimental Investigation

The data of fatigue life experiments of aero-engine rotor bearings [30] are adopted to validate the proposed method. In experiments, four bearings were installed on a shaft. The rotation speed was kept constant at 2000 rpm, radial load of 6000 lbs is applied onto the shaft, and all bearings were force lubricated. Three different types failure are tested. The first failure type is inner ring failure; it comes from the inner ring failure (it is named A bearing in the paper). The second failure type is composite failure of outer ring and rolling element; it comes from the inner ring failure (named B bearing). The third failure is outer ring spalling of outer ring (named C bearing). The data were collected every 20 minutes, and the sampling frequency is 12 kHz in each measurement cycle. The measurement time is 43000 minutes, and the data length is 2150 points. It means that the measurement time is 20 times the measurement points. The selected data in the paper come from reference [30], but they do not include the one of the first 5 days considering the instability of the previous data.

Several time-domain characteristic indexes of bearing A are shown in Figure 2. From RMS and waveform curves, it can be observed that at the beginning of experiments, the curves keep stable (the small change at the very beginning is considered to be caused by the instability of the running stage), and the main fluctuations are happened near to 1800 measurement points that means the early failure is happened in the bearing. This trend can also be found in kurtosis and peak index. While for mean value, it can be observed that its
value decreases with the running of experiment and is not sensitive to the failure. The skewness index oscillates sharply when the early failure happens, which does not conform to our expectation of continuous increase or continuous reduction of the selected index in operational reliability evaluation.

From Figure 2, it is also can be found that different characteristic indexes have different sensitivity to the failure. Though the RMS index and waveform index rise sharply with the increase in the severity of the failure, the changes on the trend of the curves caused by early failure are relatively small compared with the peak index and kurtosis index. As for the kurtosis index, it increases at the early stage of failure, while decreases with the development of the failure. To make the characteristic index both sensitive and robust to the failure, RMS, waveform index, and peak value are selected and combined with the PCA method, and the obtained hybrid index of bearing A, B, and C is shown in Figure 3.
An empirical threshold $x_t = 0.12$ is assumed and plotted in Figure 3 with dotted line. It can be observed that when the hybrid index is smaller than the threshold, the hybrid index changes more smoothly, and the bearing is supposed to work in normal condition. When the threshold is exceeded, the hybrid index increases rapidly and has a relatively violent fluctuation, which means the happening of failure in the bearing. The failure time of the three bearings determined by the failure threshold is 703, 1614, and 1821 points, respectively.

4. Results and Discussion

The hybrid index of the first 1500 points of bearing A, the first 1500 points of bearing B, and the first 650 points of bearing C are selected, respectively, to train the single-step RVM prediction model for each bearing. The embedding dimension is set to 20, the RVM kernel parameter optimization range is $[0.1, 20]$, and the optimization objective fitness function is as follows [31]:

$$
\text{fitness} = \frac{1}{n_1 + n_2} \left( \text{RMS}_{\text{train}} \cdot n_1 + \text{RMS}_{\text{test}} \cdot n_2 \right) \cdot \text{RV},
$$

where $\text{RMS}_{\text{train}}$ and $\text{RMS}_{\text{test}}$ are training errors and the test errors and are obtained with the 5-folds cross-validation method, respectively. $n_1$ and $n_2$ are the number of training samples and the number of test samples, and RV is the number of relevance vectors. Minimizing this fitness function makes the trade-off of kernel parameter between training and test errors and makes the trained model to have the best prediction accuracy. The obtained optimized kernel parameters for each model are given in Table 1, and the prediction accuracy is defined as follows:

$$
\text{accuracy} = \left( 1 - \frac{|t_a - t_p|}{t_a} \right) \times 100\%,
$$

where $t_a$ is the actual failure time and $t_p$ is the predicted failure time. It must be indicated that the failure time is 20 times the failure point for this case.

The prediction results on the hybrid index of three bearings are shown in Figure 4(a), Figure 5(a), and Figure 6(a), respectively. In each graph, the red points represent actual data and the blue points represent the predicted data. These results show that the change trend of the predicted value closely matches the actual value; it means RVM has acceptable accuracy in predicting the time series of the hybrid index. Figure 4(b), Figure 5(b), and Figure 6(b), respectively, show the prediction results on operational reliability of three bearings and corresponding enlarged diagram. It can be observed that at the early stage of bearing total lifetime, the bearings have relatively high operational reliability and relatively small degradation trend (from the start of operation to approximate 1823, 1512, and 704 measurement points of three bearings, respectively). After that, the operational reliabilities of three bearings show sharp drops, which means the initiation of a defect. At 1836 points of bearing A, 1623 points of bearing B, and 714 points of bearing C, the operational reliability is forecasted to fall close to zero, meaning that the bearings are closed to complete failure. This degradation process indicates that the occurrence and development of bearing fault is a rapid process and will happen in very short time, compared with the total service life of the bearing.
It is also noted that three bearings have experienced different time from initiation of the defect to final failure because of the difference of bearing fault. In fact, this failure mechanism and fault development process can also be observed in Figure 3, in which the similar evolutionary process of the hybrid index is shown; it proves that the RVM prediction models have learned the failure pattern of three bearings. The prediction accuracy obtained from the reliability curve with equation (18) is shown in Table 2. The results show that the prediction accuracy on failure time of three bearings is all above 98%. The results suggest that the operational reliability evaluation model captures the nonlinear relationship between the hybrid index and the actual health state of the monitored equipment.

In addition, in order to verify the validity of the hybrid index, this paper also compares the reliability evaluation results based on the single index with that on the hybrid index. Table 3 gives the results on bearing C as an example; it was shown that the prediction accuracy of the failure time obtained with the hybrid index is higher than that obtained with the single index, indicating that the hybrid index can synthetically consider a variety of information and obtain better evaluation results.
5. Conclusions

This paper presents a method to evaluate the operational reliability for single or small patch equipment based on RVM and PCA. The PCA was used to fuse the features and obtain the hybrid index which can represent the degradation information of the equipment more robustly. The RVM was used to establish a single-step prediction model of the hybrid index and predict the future value of the hybrid index and the corresponding PDF at a certain moment. Based on PDF and the predicted value of the hybrid index, the operational reliability of the equipment is obtained with the interval integral defined by the failure threshold and the predicted value of the hybrid index. The performance of the proposed method is validated by predicting the failure time of aero-engine rotor bearings. This paper also compares the reliability evaluation results based on the hybrid index with the reliability evaluation results based on a single index. The results proves the plausibility and effectiveness of the proposed method.
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