Abstract

In point cloud generation and completion, previous methods for transforming latent features to point clouds are generally based on fully connected layers (FC-based) or folding operations (Folding-based). However, point clouds generated by FC-based methods are usually troubled by outliers and rough surfaces. For folding-based methods, their data flow is large, convergence speed is slow, and they are also hard to handle the generation of non-smooth surfaces. In this work, we propose AXform, an attention-based method to transform latent features to point clouds. AXform first generates points in an interim space, using a fully connected layer. These interim points are then aggregated to generate the target point cloud. AXform takes both parameter sharing and data flow into account, which makes it have fewer outliers, fewer network parameters, and a faster convergence speed. The points generated by AXform do not have the strong 2-manifold constraint, which improves the generation of non-smooth surfaces. When AXform is expanded to multiple branches for local generations, the centripetal constraint makes it have properties of self-clustering and space consistency, which further enables unsupervised semantic segmentation. We also adopt this scheme and design AXformNet for point cloud completion. Considerable experiments on different datasets show that our methods achieve state-of-the-art results.

Introduction

Recently, there have been considerable deep-learning-based point cloud generation and completion methods based on the architecture of autoencoder. Methods such as PointNet (Qi et al. 2017a), PointNet++ (Qi et al. 2017b), DGCNN (Wang et al. 2019), and Point Transformer (Zhao et al. 2020) have studied encoder in detail to obtain better point cloud representations. There are also many methods exploring the design of the decoder. For example, (Fan, Su, and Guibas 2017; Achlioptas et al. 2017; Yuan et al. 2018; Yang et al. 2021) simply use fully connected layers to generate coarse outputs. (Yang et al. 2018; Groueix et al. 2018; Liu et al. 2019a; Wen et al. 2020) deform 2d squares into 3d surfaces. As shown in Figure 1(a), fully connected layers and folding operations are two commonly used methods for the transformation from latent features to point clouds. However, they do not fully explore the transformation from aspects of point constraints, network parameters, data flow, and convergence speed.

As shown in the upper airplane in Figure 1(b), point clouds generated by the FC-based method usually have outliers and rough surfaces. It is because the generated points do not share parameters, i.e., the available parameters of each point are few. When it is expanded to multiple branches, the generated point clouds do not have the property of self-clustering. The property of self-clustering means points generated by each branch are gathered together and it reflects the locality of an object. The lower airplane in Figure 1(b) is an example of a self-clustered point cloud. The reason for this problem is that each generated point is free and not subject to a centripetal constraint.

Different from the FC-based method, the folding-based method has much fewer parameters and uses grid priors to constrain the generated points on a smooth 2-manifold. This
constraint enables it to be expanded to multiple branches. However, its convergence speed is slow as it is difficult to deform a 2d square into various 3d surfaces with only a few parameters. In the same time, 3d objects often have non-smooth surfaces. Folding operations are also hard to handle these situations as the generated surfaces are folded from smooth 2-manifolds.

To address these issues, we propose an attention-based method AXform to transform latent features to point clouds. It first adopts a fully connected layer to generate points in an interim space. Then weighting operations are performed by an attention mechanism to aggregate target points in the interim space. Finally, these points are mapped to 3d space, which are the final point cloud. AXform has four advantages. First, it has fewer parameters comparing with FC-based and folding-based methods, which is benefit from sharing network parameters. Second, its convergence speed is faster than these two methods. Third, the points generated by AXform are more likely to concentrate due to a centripetal constraint. Thus AXform can be easily expanded to multiple branches for local generations. Last, as shown in Figure 1(c), our AXform with K branches has a property of space consistency, which further enables unsupervised semantic segmentation.

Our main contributions are the following:

- We propose a novel attention-based method for the transformation from latent features to point clouds. Considerable experiments show that it performs better than previous methods.
- The proposed AXform can be expanded to multiple branches for local generations. It has the properties of self-clustering and space consistency, which can be used for unsupervised semantic segmentation on the generated point clouds.
- We apply AXform to point cloud completion, and it achieves state-of-the-art results on the PCN dataset.

Related Work

Attention in Point Clouds Attention mechanism has been widely used in point clouds to get better point cloud representations. (Lee et al. 2019) presents an attention-based network to simulate interactions between elements in point clouds. (Yang et al. 2019b) uses attention layers to capture the relationship between points. (Li et al. 2019) introduces a self-attention unit to enhance the quality of feature integration when upsampling point clouds. (Zhang, Yan, and Xiao 2020) uses an attention module to optimize the input point cloud, which reduces outliers in the generated point cloud. (Wen et al. 2020) proposes a skip-attention model to capture the geometric information from local regions of the input to get a better representation. There are also many other works exploring the application of attention in point clouds (Fuchs et al. 2020; Shajahan, Nayel, and Muthukumarapathy 2020; Liu et al. 2019b; Hu et al. 2020; Zhang et al. 2020).

Point Cloud Generation Plenty of tasks need to generate point clouds as the output, which attracted a lot of research interest. (Fan, Su, and Guibas 2017) generates point clouds by using a fully connected branch and a 2d deconvolution branch. (Yang et al. 2018) proposes an idea of deforming a 2d square into a 3d surface called folding, which has fewer parameters. (Groueix et al. 2018) further expands the folding operation to multiple branches and achieves better surface reconstructions. (Sun et al. 2020) presents a novel autoregressive model by generating points one by one like 3D printing. (Yang et al. 2021) generates a structural skeleton to achieve controllable generation. (Valsesia, Fracastoro, and Magli 2019; Hui et al. 2020) design deconvolution operations on point clouds to do generation. (Achlioptas et al. 2017; Li et al. 2018; Zamorani et al. 2018; Shu, Park, and Kwon 2019) proposes some GAN models. (Yang et al. 2019a; Klokov, Boyer, and Verbeek 2020; Kim et al. 2020; Luo and Hu 2021) explore flow-based models for reversible point cloud generation. (Sun et al. 2020) presents a novel autoencoder to combine the global and local shape information for point cloud completion. (Liu et al. 2019a) generates patches by using multiple branches to get a better locality. (Xie et al. 2020) transforms point cloud into a new voxel representation, which better retains the spatial information of original partial point clouds. (Xie et al. 2021) designs a differentiable renderer and applies adversarial training to realize better point supervisions. Different from previous methods, (Wen et al. 2021) first proposes the idea of completing the objects by moving original points step by step. In addition, (Tchapmi et al. 2019; Hu et al. 2019; Sarmad, Lee, and Kim 2019; Huang et al. 2020; Wang et al. 2020; Zhang, Yan, and Xiao 2020; Wen et al. 2020; Wang, Marcelo H., and Lee 2020; Pan 2020; Allegra et al. 2021; Pan et al. 2021) play an important role in promoting point cloud completion.

Approach

In this section, we first describe the framework of our method AXform and compare it with previous methods. Then we expand AXform to multiple branches and compare it with AtlasNet (Groueix et al. 2018). Finally, we show how to apply AXform to point cloud completion.

Our Method

AXform Framework AXform aims to achieve a better transformation from final latent features to point clouds. As shown in Figure 2(a), it includes three steps: interim points generation by fully connected layers, attention-based interim points aggregation, and 3D-mapping by shared FC. Assuming that the input features $f_{in}$ $\in R^{K \times 1}$, AXform first uses a fully connected layer to generate $N$ points in $R^{K \times N}$ from $f_{in}$. From these $N$ points, an attention mechanism is adopted to generate an $M \times N$ attention map, where $M$ is the final number of points we want to generate. Through this attention map, AXform aggregates these $N$ interim points to

\[ X \in R^{M \times K} \]

The final shape $X$ is then obtained by aggregating these features in the interim space. Weighting operations are performed by an attention mechanism to aggregate target points in the interim space. Finally, these points are mapped to 3d space, which are the final point cloud. AXform has four advantages. First, it has fewer parameters comparing with FC-based and folding-based methods, which is benefit from sharing network parameters. Second, its convergence speed is faster than these two methods. Third, the points generated by AXform are more likely to concentrate due to a centripetal constraint. Thus AXform can be easily expanded to multiple branches for local generations. Last, as shown in Figure 1(c), our AXform with K branches has a property of space consistency, which further enables unsupervised semantic segmentation.

Our main contributions are the following:

- We propose a novel attention-based method for the transformation from latent features to point clouds. Considerable experiments show that it performs better than previous methods.
- The proposed AXform can be expanded to multiple branches for local generations. It has the properties of self-clustering and space consistency, which can be used for unsupervised semantic segmentation on the generated point clouds.
- We apply AXform to point cloud completion, and it achieves state-of-the-art results on the PCN dataset.
$M$ new points. The aggregation process is a convex combination process, therefore the $M$ points are ensured to be in the convex hull constructed by the $N$ interim points in $R^{K_2}$, thus the locality of the $M$ points are guaranteed. In detail, a shared MLP ($K_2, 64, 128, M$) are firstly adopted to transform $N$ points in $R^{K_2}$ into an $N \times M$ matrix. Then softmax activation function is applied on the dimension of $N$ and the matrix is transposed to form an $M \times N$ attention map. Finally, the original $N$ points are aggregated by the attention map to generate $M$ new points in $R^{K_2}$. After the attention-based interim points aggregation, each point of the $M$ points is mapped to a 3d point by a shared fully connected layer.

**Comparison with FC and Folding** Fully connected layers and folding operations are two commonly used methods for the transformation from latent features to point clouds. As shown in Figure 2(a-1,2,3), we regard features as points in a high-dimensional space and mark them blue. Intermediate feature points are marked purple and final outputs are marked red.

For the FC-based method, each generated point only uses about $1024 \times 3$ parameters. Instead, points generated by AXform share the first fully connected layer ($K_1 \rightarrow K_2$). Combining Figure 2(b), we can easily infer that each point generated by AXform uses about $K_1 \times K_2 \times N$ parameters. In our experiments, we set $K_1 = 128$, $K_2 = 32$, $N = 128$, and thus $K_1 \times K_2 \times N$ is much larger than $1024 \times 3$. Each point use more parameters attenitively can not only improves the quality of outputs but also make the outputs have a property of self-clustering. In addition, the number of whole parameters in AXform is mainly contributed by the first fully connected layer ($K_1 \times K_2 \times N$). It is much fewer than what in the FC-based method ($1024 \times 2048 \times 3$).

For the folding-based method, since each point in a 2d grid is concatenated by the same 512-dim latent feature, the data flow in the network is large. Its scale depends on the number of target points. Indeed, the main memory consumption of data flow in AXform lies in the multiplication of the attention map and the interim point set. It depends on the number of interim points. By setting $N < M$, AXform generally takes up less memory. In addition, the folding-based method uses grid priors to constrain the generated points on a smooth 2-manifold. However, this prior is often too strong, leading to a slow convergence speed. But AXform has a weaker constraint on the generated points based on the attention mechanism, so the convergence speed is quite faster.

**Multiple Branches** Since AXform uses an attention mechanism to generate each target point, and its weighting operation can be regarded as a convex combination. Assuming that the convex hull formed by the interim point set $S$ containing $N$ points is $conv(S)$, the final output containing $M$ points will fall inside $conv(S)$. This centripetal constraint forces the final output to be more concentrated rather than scattered. Therefore, when we expand AXform to multiple branches, points generated by each branch will have a property of self-clustering. Based on this property and referring to the AtlasNet (Groueix et al. 2018) architecture, we propose AXform with $K$ branches, as shown in Figure 2(c2).

Different from AtlasNet which combines each point sampled from a 2d square with the same latent feature and then performs multi-branch folding, our method directly transforms the latent feature into multiple small point clusters by using AXforms. In the following experiments, we will compare them in detail to show the superiority of our method.

**Application on Point Cloud Completion** Since previous methods have done considerable exploration on the use of autoencoder for point cloud completion, we
propose a network based on AXform for supervised point cloud completion, called AXformNet.

**AXformNet Architecture** As shown in Figure 3, the input of AXformNet is partial point clouds generated by back-projecting 2.5D depth images into 3D and the output is completed point clouds. The framework of AXformNet is based on an autoencoder. To better demonstrate the superiority of our decoder, we simply design our encoder with a shared MLP layer \((3, 64, 128, 1024)\) and a max pooling layer, which is like what in PointNet (Qi et al. 2017a). The design of our decoder is based on AXform with \(K\) branches. The difference is that each branch contains two AXforms and an additional feature mapping module.

Since different branches focus on the generation of different parts of an object, the input feature of AXform in each branch should be different. Therefore, we add a feature mapping module before each branch to achieve adaptive feature transformation, which is a 4-layer fully connected network \((1024, 1024, 1024, 128)\).

Following the idea of considerable previous methods like (Liu et al. 2019a; Wang, Marcelo H., and Lee 2020), we also add a refinement network after the generation of coarse outputs. Specifically, the coarse output of each branch and the input partial point cloud are first concatenated after farthest point sampling (FPS) respectively. Then a bias calculated by AXform is added to generate the final output. Here we need to point out that for a fair comparison, we also combine the partial point cloud when performing the refinement. This operation contributes to the metric of Chamfer Distance a lot.

Assuming that a partial point cloud occupies \(\lambda\) of its corresponding ground truth point cloud in space, and their points are completely coincident. If \(CD(\text{complete}, gt) = A\) and we replace a part of the complete point cloud with the original partial point cloud to get \(\text{complete}'\), it is easy to infer that \(CD(\text{complete}', gt) = (1 - \lambda)A\), which is a large improvement of the metric.

**Loss Functions** We use L1 Chamfer Distance (Yuan et al. 2018) to supervise the training process of AXformNet. \(Y_{\text{coarse}}, Y_{\text{final}}\) and \(Y_{\text{gt}}\) represent the coarse output point cloud, the final output point cloud, and the ground truth point cloud respectively. \(\alpha\) is a weighting factor. The total loss for training is then given as:

\[
L = \alpha L_{CD}(Y_{\text{coarse}}, Y_{\text{gt}}) + L_{CD}(Y_{\text{final}}, Y_{\text{gt}})
\]

(1)

**Experiments**

**Datasets and Implementation Details**

We evaluate AXform on three representative categories in the ShapeNet (Chang et al. 2015) dataset: airplane, car, and chair. The point clouds are obtained by sampling points uniformly from the mesh surface. All the point clouds are then centered and scaled to \([-0.5, 0.5]\). We follow the train/val/test split in ShapeNet official documents and use 2048 points for each shape during both training and testing. A simple shared MLP layer \((3, 64, 128, K_j)\) with a max pooling layer is used as the encoder. All the experiments are performed for 200 epochs with a batch size of 32. Adam
is used as the optimizer and the initial learning rate is $1e^{-4}$. The Chamfer Distance used in these experiments is L2 Chamfer Distance (Fan, Su, and Guibas 2017).

We also evaluate AXformNet on the PCN (Yuan et al. 2018) dataset for point cloud completion. It includes 30974 shapes with 8 categories. We set branch number $K = 16$ and train our method for 100 epochs with a batch size of 128. $\alpha$ increases from 0.01 to 1 within the first 25 epochs. Adam is used as the optimizer and the initial learning rate is $1e^{-3}$.

### Reconstruction and Generation

Table 1: Quantitative comparison of reconstruction results on our sampled ShapeNet dataset. CD is multiplied by $10^4$.

| #Branches | Category | Methods          | $K_1$ | $K_2$ | $N$ | CD ↓ | Params ↓ |
|-----------|---------|------------------|-------|-------|-----|------|----------|
|           | Airplane| FC-based         | 1024  | 512   | 128 | 7.895| 4.386    |
|           |         | Folding-based    |       |       |     | 9.208| 1.1M     |
|           |         | Ours             | 128   | 32    | 128 | 11.523| 0.8M     |
|           | Car     | FC-based         | 1024  | 512   | 128 | 11.523| 0.8M     |
|           |         | Folding-based    |       |       |     | 20.989| 1.1M     |
|           |         | Ours             | 128   | 32    | 128 | 8.008| 0.8M     |
|           | Chair   | FC-based         | 1024  | 512   | 128 | 13.861| 0.8M     |
|           |         | Folding-based    |       |       |     | 23.103| 1.1M     |
|           |         | Ours             | 128   | 32    | 128 | 11.606| 0.8M     |
|           | All     | FC-based         | 1024  | 512   | 128 | 13.861| 0.8M     |
|           |         | Folding-based    |       |       |     | 23.103| 1.1M     |
|           |         | Ours             | 128   | 32    | 128 | 8.046| 0.8M     |

K = 1

| #Branches | Category | Methods | $K_1$ | $K_2$ | $N$ | CD ↓ | Params ↓ |
|-----------|---------|---------|-------|-------|-----|------|----------|
|           | Airplane| AtlasNet| 1024  | 128   | 128 | 6.307| 3.607    |
|           |         | Ours    |       | 32    | 32  | 8.9M  | 8.9M     |
|           | Car     | AtlasNet| 1024  | 128   | 128 | 15.269| 7.670    |
|           |         | Ours    |       | 32    | 32  | 12.980| 8.9M     |
|           | Chair   | AtlasNet| 1024  | 128   | 128 | 17.154| 9.423    |
|           |         | Ours    |       | 32    | 32  | 11.057| 8.9M     |
|           | All     | AtlasNet| 1024  | 128   | 128 | 11.057| 8.9M     |

K = 16

| #Branches | Category | Methods | $K_1$ | $K_2$ | $N$ | CD ↓ | Params ↓ |
|-----------|---------|---------|-------|-------|-----|------|----------|
| Fix $N = 128$ |      | CD     | 4.280 | 4.041 | 3.840 | 3.607 | 3.520     |
|            |         | Params. | 1.3M  | 2.4M  | 4.6M  | 8.9M  | 17.5M     |
| Fix $N = 128$ |      | CD     | 3.644 | 3.774 | 3.724 | 3.607 | 3.645     |
|            |         | $N$    | 1024  | 512   | 256  | 128  | 64       |

### Ablation Studies for the Branch Number $K$

Table 2: Ablation studies for the branch number $K$. $K_1 = 128$ and $K_2 = 32$ are fixed. CD is multiplied by $10^4$. Trained on airplane category.

| #Branches | Fix $N = 128$ | Fix $N = 8.9M$ | CD | Params. |
|-----------|---------------|---------------|----|---------|
| 2         | 4             | 8             | 16| 32      | 4.280 | 1.3M |
| 4         | 8             | 16            | 32| 3.644   | 3.774 | 3.724 |
| 8         | 16            | 32            | 32| 3.645   | 3.607 | 3.645 |

Figure 4: Visualized comparison of reconstruction results on our sampled ShapeNet dataset. Trained on each category.

AXform with one branch is compared with FC-based and folding-based methods on our sampled ShapeNet dataset. According to FoldingNet (Yang et al. 2018), the input feature dimension $K_1$ of the FC-based method and the folding-based method is set to 1024 and 512 respectively. The folding operation is performed in two rounds. To show that our method can still have better reconstruction results even network parameters are fewer than previous methods, we set $K_1 = 128$, $K_2 = 32$, and $N = 128$. As shown in Table 1, Chamfer Distance of our method is much better than previous two methods regardless of training on a single category or all three categories. As shown in Figure 4(a), it can be found that the reconstruction results of our method are closer to the ground truth. In addition, the reconstruction details of our method are better, such as the engines and tail of the airplane.

For AXform with K branches, we first do some ablation studies on the number of branches. As shown in Table 2 when the AXform in each branch is fixed, more branches will lead to better Chamfer Distance. However, the decline of Chamfer Distance decreases a lot when $K \geq 16$. When the network parameters are approximately kept unchanged, $K = 16$ obtains the optimal Chamfer Distance. Therefore, we choose $K = 16$ for the comparison experiments. Under the condition that network parameters are fewer than AtlasNet (Groueix et al. 2018), as shown in Table 1 our method can still achieve a lower Chamfer Distance. As shown in Figure 4(b), it can be found that the reconstruction results of our method are smoother and more even. For example, thin
Table 4: Quantitative comparison between our methods and existing methods. The metric is CD, multiplied by 10^3.

| Methods      | Airplane Cabinet | Car | Chair | Lamp | Couch | Table | Watertcraft | Average |
|--------------|------------------|-----|-------|------|-------|-------|--------------|---------|
| FoldingNet   | 9.491            | 15.796 | 12.611 | 15.545 | 16.413 | 15.969 | 13.649 | 14.987 | 14.308 |
| AtlasNet     | 6.366            | 11.943 | 10.105 | 12.063 | 12.369 | 12.990 | 10.331 | 10.620 | 10.776 |
| PCN          | 5.502            | 10.625 | 8.696 | 10.998 | 11.339 | 11.676 | 8.590 | 9.665 | 9.847  |
| TopNet       | 7.614            | 13.311 | 10.898 | 13.823 | 14.439 | 14.779 | 11.224 | 11.124 | 11.895 |
| Ours(vanilla)| 5.366            | 10.677 | 8.464 | 10.743 | 10.458 | 11.683 | 8.727 | 9.300 | 9.450  |

| Methods      | Airplane Cabinet | Car | Chair | Lamp | Couch | Table | Watertcraft | Average |
|--------------|------------------|-----|-------|------|-------|-------|--------------|---------|
| Ours(w/o fm) | 0.634            | 0.725 | 0.667 | 0.567 | 0.572 | 0.703 | 0.697       |         |
| Ours         | 0.920            | 0.642 | 0.734 | 0.605 | 0.801 | 0.778 | 0.746       |         |

Table 5: Quantitative comparison between our methods and existing methods. The metric is F-Score@1%.

| Methods      | Airplane Cabinet | Car | Chair | Lamp | Couch | Table | Watertcraft | Average |
|--------------|------------------|-----|-------|------|-------|-------|--------------|---------|
| FoldingNet   | 0.642            | 0.237 | 0.382 | 0.236 | 0.219 | 0.197 | 0.361       | 0.299   |
| AtlasNet     | 0.845            | 0.552 | 0.630 | 0.552 | 0.565 | 0.500 | 0.660       | 0.624   |
| PCN          | 0.881            | 0.651 | 0.725 | 0.625 | 0.638 | 0.581 | 0.765       | 0.697   |
| TopNet       | 0.771            | 0.404 | 0.544 | 0.413 | 0.408 | 0.350 | 0.572       | 0.560   |
| Ours(vanilla)| 0.893            | 0.634 | 0.725 | 0.632 | 0.667 | 0.567 | 0.756       | 0.703   |

Figure 6: AXform with K branches has a property of space consistency which enables unsupervised semantic segmentation on the generated point clouds.
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Figure 6: AXform with K branches has a property of space consistency which enables unsupervised semantic segmentation on the generated point clouds.

AXform can be used on existing network architectures. For example, we replace the MLP decoder in l-GAN (CD) (Achlioptas et al. 2017) to get better generation results. The generation set is the same size as the test set. To reduce the sampling bias of the evaluation metrics in Table 5, the process is repeated 3 times and reported the averages. It can be found that l-GAN-AXform achieves better JSD and other metrics, (Yang et al. 2019a) points out that 1-NNA and comparable MMD and COV. Compared with other metrics, (Yang et al. 2019a) points out that 1-NNA is better suited for evaluating generative models of point clouds. Therefore, AXform improves the point cloud generation model l-GAN (CD).

Unsupervised Semantic Segmentation

AXform with K branches can realize unsupervised semantic segmentation on the generated point clouds due to the property of space consistency. As shown in Figure 6(a), we give a realization workflow. When there are enough branches, the space consistency can be regarded as “semantic consistency” which means each branch focuses on a certain semantics. Assume that the 16 branches are labeled 1-16. We take an airplane in the training set as a reference and find that branches 3, 4, and 7 generate the left-wing. Then, when reconstructing all the airplanes in the test set, branches 3, 4, and 7 will still generate the left-wing due to the property of space consistency. Finally, unsupervised semantic segmen-
Point Cloud Completion

We compare AXformNet with previous methods on the PCN dataset. Chamfer Distance and F-Score@1% (Tatarchenko et al. 2019) are used as evaluation metrics. In the approach section, we have pointed out that keeping the partial point cloud unchanged contributes to the metrics a lot. For a fair comparison, we run a vanilla version of AXformNet, which does not include the second refinement stage. The metrics of SpareNet (Xie et al. 2021) and PMP-Net (Wen et al. 2021) in Table 4 and Table 5 are obtained from their given pretrained model and the others are obtained from the paper GRNet (Xie et al. 2020). It can be found that AXformNet is the best in most categories and on average. The F-Score@1% which is more convincing than Chamfer Distance is greatly improved. Figure 7 shows the visualized completion comparison on the PCN dataset. AXformNet can generate better complete point clouds than the other methods by using AXform. Since AXformNet(vanilla) is the ablation of the refinement module, here we only do ablation studies for the feature mapping module. As shown in Table 6, the feature mapping module contributes to the improvement of the results. Without it, AXformNet can still behave well.

Conclusion

Since the transformation from latent features to point clouds has not been fully explored, we propose a novel attention-based method called AXform. It generates point clouds by weighting the points in an interim space and achieves better results than previous FC-based and folding-based methods. In addition, AXform has properties of self-clustering and space consistency when been expanded to multiple branches, which can be used for unsupervised semantic segmentation. We apply AXform to point cloud completion and it achieves state-of-the-art results on the PCN dataset.
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