CYCLIC ABELIAN VARIETIES OVER FINITE FIELDS IN ORDINARY ISOGENY CLASSES

ALEJANDRO J. GIANGRECO-MAIDANA

ABSTRACT. Given an abelian variety $A$ defined over a finite field $k$, we say that $A$ is cyclic if its group $A(k)$ of rational points is cyclic. In this paper we give a bijection between cyclic abelian varieties of an ordinary isogeny class $A$ with Weil polynomial $f_A$ and some classes of matrices with integer coefficients and having $f_A$ as characteristic polynomial.

1. Introduction

The group $A(k)$ of rational points of an abelian variety $A$ defined over a finite field $k = \mathbb{F}_q$ is a finite abelian group, and it has theoretical and practical interests. More precisely, the group structure of $A(k)$ and some statistics are research topics in the literature.

The structure of all possible groups for elliptic curves defined over finite fields was independently discovered in [12], [10], [14] and [17]. For higher dimensions, Rybakov gives in [11] a very explicit description of all possible groups of rational points of an abelian variety in a given isogeny class, his result is formulated in terms of the characteristic polynomial of the isogeny class.

Cyclic subgroups of the group $A(k)$ of rational points of an abelian variety $A$ defined over a finite field $k$ are suitable for multiple applications, in particular for cryptography, where the Discrete Logarithm Problem is exploited. We say that an abelian variety $A$ is cyclic if its group $A(k)$ of rational points is cyclic. Vlăduţ studied the cyclicity of elliptic curves in [15] and [16]. The higher dimensional case was studied by the author in [4] and [5], when varieties are grouped in their isogeny classes.

Deligne’s functor describes an equivalence of categories between ordinary abelian varieties and modules over $\mathbb{Z}$ with certain properties. A classical result of Latimer and MacDuffee gives a bijection between certain classes of matrices with integer coefficients and certain classes of fractional ideals. Combining these two results with a criterion for cyclic varieties based on their endomorphisms rings, we obtain our main result.

Apart from theoretical interests, our result could be interesting from a computational point of view.
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2. Preliminaries and Statement of the Result

Abelian varieties over finite fields. For the general theory of abelian varieties see for example [8], and for precise results over finite fields, see [18].

Let \( q = p^r \) be a power of a prime, and let \( k = \mathbb{F}_q \) be a finite field with \( q \) elements. Let \( A \) be an abelian variety of dimension \( g \) over \( k \). For an extension field \( K \) of \( k \), we denote by \( \text{End}_{K}(A) \) the ring of \( K \)-endomorphism of \( A \) and by \( \text{End}_{K}^0(A) = (\text{End}_{K}(A)) \otimes \mathbb{Q} \) its endomorphism algebra, the latter being an invariant of its isogeny class \( \mathcal{A} \), we can denote it by \( \text{End}_{K}^0(\mathcal{A}) \). For an integer \( n \), denote by \( A[n] \) the group of \( n \)-torsion points of \( A(\overline{k}) \). It is known that

\[
A[n] \cong (\mathbb{Z}/n\mathbb{Z})^{2g}, \quad p \nmid n \\
A[p] \cong (\mathbb{Z}/p\mathbb{Z})^g, \quad 0 \leq i \leq g.
\]

For a fixed prime \( \ell \neq p \), the \( A[\ell^n] \) form an inverse limit system under \( A[n + 1] \xrightarrow{\ell} A[n] \), and we can define the Tate module \( T_\ell(A) \) by \( \varprojlim A[\ell^n](\overline{k}) \). This is a free \( \mathbb{Z}_\ell \)-module of rank \( 2g \) and the absolute Galois group \( G \) of \( \overline{k} \) over \( k \) operates on it by \( \mathbb{Z}_\ell \)-linear maps.

The Frobenius endomorphism \( F \) of \( A \) acts on \( T_\ell(A) \) by a semisimple linear operator, and its characteristic polynomial \( f_A(t) \) is called Weil polynomial of \( A \) (also called characteristic polynomial of \( A \)). The Weil polynomial is independent of the choice of the prime \( \ell \). Tate proved in [13] that an isogeny class \( \mathcal{A} \) of abelian varieties is determined by its characteristic polynomial \( f_A(t) \). If \( \mathcal{A} \) is simple, \( f_A(t) = h_A(t)^e \) for some irreducible polynomial \( h_A(t) \) and the center of \( \text{End}_{k}^0(\mathcal{A}) \) is isomorphic to the number field \( \mathbb{Q}(F) \cong \mathbb{Q}[t]/(h_A(t)) \). The cardinality of the group \( A(k) \) of rational points of \( A \) equals \( f_A(1) \), and thus, it is an invariant of the isogeny class.

An abelian variety \( A \) is ordinary if one of the following equivalent conditions is satisfied:

1. \( A \) has \( p^g \) points of order dividing \( p \) with coefficients in \( \overline{k} \);
2. The neutral component of the group scheme \( A_p \), the kernel of multiplication by \( p \), is of multiplicative type;
3. At least half of the roots of \( f_A \) are \( p \)-adic unities.

The ordinariness is an invariant of the isogeny class.

Matrices. Let us define some more notations. As usual, we denote by \( M_n(\mathbb{Z}) \) the set of square matrices of dimension \( n \times n \) with integer entries. We define the conjugacy classes of matrices \( \mathfrak{C}(M_n(\mathbb{Z})) \) as the quotient \( M_n(\mathbb{Z})/\sim \) given by the equivalence relation \( A \sim B \) if and only if \( A = UBU^{-1} \) for some \( U \in GL_n(\mathbb{Z}) \), where \( GL_n(\mathbb{Z}) \) denotes the subset of \( M_n(\mathbb{Z}) \) of invertible matrices.

For a polynomial \( f \), we denote by \( M_{n,f}(\mathbb{Z}) \) the set of matrices in \( M_n(\mathbb{Z}) \) with \( f \) as characteristic polynomial. In a similar way, we define \( \mathfrak{C}(M_{n,f}(\mathbb{Z})) \), it is easy to see that this is well defined.
For a matrix $A \in M_n(\mathbb{Z})$, $\gcd(A)$ is the greatest common divisor of all entries of $A$ and the cofactor $\text{Cof}(A)$ of $A$ is the matrix whose $ij$-entry is $(-1)^{i+j}$ times the determinant of the matrix that results from the elimination of the $i$-th row and the $j$-th column of $A$. Let us define the following map

$$\tau: M_n(\mathbb{Z}) \rightarrow \mathbb{Z} \quad A \mapsto \gcd(\text{Cof}(A)).$$

The map $\tau$ can be extended to $\mathcal{C}(M_n(\mathbb{Z}))$ since $\gcd(AU) = \gcd(A)$ if $\det(U) = \pm 1$ and $\text{Cof}(AB) = \text{Cof}(B)\text{Cof}(A)$.

**Statement of the result.** If we denote by $\mathcal{nc}(\mathcal{A})$ the subset of not cyclic varieties in an isogeny class $\mathcal{A}$, then our main result states:

**Theorem 2.1.** Let $\mathcal{A}$ be a $g$-dimensional isogeny class of ordinary simple abelian varieties. Let $f = f_{\mathcal{A}}$ be the Weil polynomial of $\mathcal{A}$. Then we have bijections between $\mathcal{A}$ and $\mathfrak{m}_{f,1}$, and between $\mathcal{nc}(\mathcal{A})$ and $\mathfrak{m}_{f,2}$, where

$$\mathfrak{m}_{f,c} := \{M \in \mathcal{C}(M_{2g,f}(\mathbb{Z})), q^{g-1}|\tau(M), (\tau(1-M), f(1)) \geq c\}.$$ 

3. The proof

Basically, the proof uses a version of the Deligne’s functor and a classical result of Latimer and MacDuffee. Even if we will not use the classical version of Deligne’s category, we will describe it later.

**Fractional ideals.** Given a number field $K$, an order $\mathcal{O}$ in $K$ is a ring of $K$ which is finitely generated as a $\mathbb{Z}$-module and such that its fields of fractions equals $K$. The ring of integers $\mathcal{O}_K$ of $K$ is the maximal order of $K$. Given an algebraic integer $\theta$, $\mathbb{Z}[\theta]$ is an order in $\mathbb{Q}(\theta)$. The definition of order can be extended to finite-dimensional algebras over $\mathbb{Q}$. Given an order $\mathcal{O}$ in a number field $K$, a fractional $\mathcal{O}$-ideal (or a fractional ideal of $\mathcal{O}$) is a nonzero finitely generated $\mathcal{O}$-module of $K$. Every fractional $\mathcal{O}$-ideal can be written as $\alpha a$, where $a$ is an (integral) ideal of $\mathcal{O}$ and $\alpha \in K^\ast$. Observe that every fractional ideal is also a finitely generated $\mathbb{Z}$-module. Denote by $I(\mathcal{O})$ the set of all fractional $\mathcal{O}$-ideals. Given two $\mathcal{O}$-fractional ideals $a$ and $b$, the product $ab$, the sum $a + b$, the intersection $a \cap b$, and the ideal quotient $(a : b) := \{\alpha \in K : \alpha b \subset a\}$ are fractional $\mathcal{O}$-ideals. Note that if we have orders $\mathcal{O}' \subset \mathcal{O} \subset \mathcal{O}''$ and $a$ is a fractional $\mathcal{O}$-ideal, then $a$ is a fractional $\mathcal{O}'$-ideal, and if $a\mathcal{O}'' \subset a$, then $a$ is also a fractional $\mathcal{O}''$-ideal. We have that $(a : a)$ is a ring, and it is called the multiplicator ring of $a$. It is an order in $K$, and it is the biggest order such that $a$ is a fractional $(a : a)$-ideal.

A principal $\mathcal{O}$-ideal is a fractional $\mathcal{O}$-ideal of the form $\lambda \mathcal{O}$ for some $\lambda \in K^\ast$. The ideal class monoid $\text{ICM}(\mathcal{O})$ of an order $\mathcal{O}$ is the set $I(\mathcal{O})$ quotiented by the set $P(\mathcal{O})$ of principal fractional ideals of $\mathcal{O}$. One verifies easily that $\text{ICM}(\mathcal{O})$ is well defined. We say simply that two
fractional $O$-ideals $a$ and $b$ are equivalent if they represent the same element in $ICM(O)$, i.e. $a = (\alpha O)b$ for some $\alpha \in K^\times$. Note that $(a : a) = (b : b)$ provided that $a$ is equivalent to $b$.

**Deligne Category.** By Deligne functor (see its original paper \[3\] for details), we have an equivalence between the category of ordinary abelian varieties over $\mathbb{F}_q$ and some kind of modules over $\mathbb{Z}$. We will describe now this functor.

The **Deligne category** $L_q$ is the category of pairs $(T, F)$, where $T$ is a finitely generated free module over $\mathbb{Z}$ and $F$ is an endomorphism of $T$ satisfying the following conditions:

1. The endomorphism $F \otimes \mathbb{Q}$ of $T \otimes \mathbb{Q}$ is semisimple and its eigenvalues have absolute value $\sqrt{q}$,
2. At least half of the roots of the characteristic polynomial of $F$ in $\overline{\mathbb{Q}}_p$, counting multiplicity, are $p$-adic units,
3. There is an endomorphism $V$ of $T$ such that $FV = q$.

A morphism of two objects $(T, F)$ and $(T', F')$ is a homomorphism $\varphi : T \to T'$ of $\mathbb{Z}$-modules such that $\varphi \circ F = F' \circ \varphi$.

We will now define a functor from the category of abelian varieties over a finite field $\mathbb{F}_q$ to the Deligne category $L_q$. Let $W = W(\mathbb{F}_q)$ be the ring of Witt vectors over $\mathbb{F}_q$ and let $\epsilon : W \to \mathbb{C}$ be an embedding of $W$ into the complex numbers that we now fix. Let $A$ be an abelian variety over $\mathbb{F}_q$ and let $A^\#$ be the Serre-Tate canonical lifting of $A$ to $W$ and let $F^\#$ be the lifting of the Frobenius of $A$ to $A^\#$. Put $T(A) = H_1(A^\# \otimes_\epsilon \mathbb{C})$ and denote by $F(A)$ the endomorphism of $T(A)$ induced by $F^\#$. The **Deligne functor** is defined by $A \mapsto (T(A), F(A))$.

**Theorem 3.1** (Deligne, 1969, \[3\]). The Deligne functor $A \mapsto (T(A), F(A))$ is an equivalence of categories between the category of ordinary abelian varieties over $\mathbb{F}_q$ and the Deligne category $L_q$.

The Deligne’s equivalence is explicit in a convenient way using the language of fractional ideals:

**Theorem 3.2** (Deligne). Let $\mathcal{A}$ be an ordinary simple isogeny class of abelian varieties defined over $\mathbb{F}_q$, which is defined by the $q$-Weil polynomial $f_A$. Let $\pi$ be a root of $f_A$ corresponding to the Frobenius. Then

1. We have a bijection between $\mathcal{A}$ (up to $\mathbb{F}_q$-isomorphism) and $ICM(\mathbb{Z}[\pi, q/\pi])$;
2. Let $I_A$ be the corresponding fractional ideal of an abelian variety $A \in \mathcal{A}$, then $\text{End}_{\mathbb{F}_q}(A)$ corresponds to the multiplicator ring $(I_A : I_A)$.

**Proof.** See for example \[7\] Thm. 4.3.2]

Under this bijection, our next goal is to establish a connection between varieties and certain classes of matrices.
Latimer and MacDuffee. The next step is to relate fractional ideals and matrices. The following is a classical result of Latimer and MacDuffee.

Theorem 3.3 (Latimer and MacDuffee, 1933, [6]). Let \( f(T) \in \mathbb{Z}[T] \) be monic irreducible of degree \( n \), and \( \alpha \) is a root of \( f(T) \). Then we have a bijection

\[
\text{ICM}(\mathbb{Z}[\alpha]) \leftrightarrow \mathfrak{C}(M_{n,f}(\mathbb{Z})).
\]

Proof. Here we follow the proof of [2].

For any fractional \( \mathbb{Z}[\alpha] \)-ideal \( \mathfrak{a} \) in \( \mathbb{Q}(\alpha) \), multiplication by \( \alpha \) is a \( \mathbb{Z} \)-linear map \( m_\alpha : \mathfrak{a} \to \mathfrak{a} \). Since \( \mathfrak{a} \) has a basis of size \( n \) as a \( \mathbb{Z} \)-module, after choosing a \( \mathbb{Z} \)-basis, we can represent \( m_\alpha \) by a matrix \( [m_\alpha] \in M_n(\mathbb{Z}) \). Changing the \( \mathbb{Z} \)-basis of \( \mathfrak{a} \) changes the matrix representation of \( m_\alpha \) to a conjugate matrix. So independent of a choice of basis we can associate to a fractional ideal \( \mathfrak{a} \) the conjugacy class in \( M_n(\mathbb{Z}) \) of a matrix representation for \( m_\alpha : \mathfrak{a} \to \mathfrak{a} \). All matrices \( A \) in this conjugacy class satisfy \( f(A) = 0 \) since \( f(A) = f([m_\alpha]) = [m_{f(\alpha)}] = [m_\alpha] = 0 \).

For an equivalent fractional \( \mathbb{Z}[\alpha] \)-ideal \( \mathfrak{b} = x\mathfrak{a} \), where \( x \in \mathbb{Q}(\alpha)^* \), its conjugacy class of matrices (the matrices representing \( m_\alpha : \mathfrak{b} \to \mathfrak{b} \) with respect to \( \mathbb{Z} \)-bases of \( \mathfrak{b} \)) is the same as that for \( \mathfrak{a} \), since the matrix for \( m_\alpha \) with respect to a \( \mathbb{Z} \)-basis \( \{e_1, \ldots, e_n\} \) of \( \mathfrak{a} \) is the same matrix as that for \( m_\alpha \) with respect to the \( \mathbb{Z} \)-basis \( \{xe_1, \ldots, xe_n\} \) of \( \mathfrak{b} \). Thus we have a well-defined function

\[
(2) \quad \text{ICM}(\mathbb{Z}[\alpha]) \to \mathfrak{C}(M_{n,f}(\mathbb{Z})),
\]

by the rule: pick a fractional ideal in the ideal class, pick a \( \mathbb{Z} \)-basis of it, write a matrix representation for \( m_\alpha \) in terms of this basis, and use the conjugacy class of that matrix. We will show this function from fractional ideal classes to conjugacy classes of matrices is a bijection.

To show surjectivity, for every \( A \in M_n(\mathbb{Z}) \) satisfying \( f(A) = 0 \) we will find a fractional \( \mathbb{Z}[\alpha] \)-ideal \( \mathfrak{a} \) in \( \mathbb{Q}(\alpha) \) such that \( A \) is the matrix representation for \( m_\alpha : \mathfrak{a} \to \mathfrak{a} \) with respect to some \( \mathbb{Z} \)-basis of \( \mathfrak{a} \). Let \( K = \mathbb{Q}(\alpha) = \mathbb{Q}[\alpha] \). Make \( \mathbb{Q}^n \) into a \( K \)-vector space in the following way. For \( c \in K \), write \( c = g(\alpha) \) for \( g(T) \in \mathbb{Q}[T] \). For \( v \in \mathbb{Q}^n \), set

\[
(3) \quad cv = g(\alpha)v := g(A)v.
\]

This is well-defined: if \( c = h(\alpha) \) for \( h(T) \in \mathbb{Q}[T] \) then \( g(\alpha) = h(\alpha) \), so \( g(T) - h(T) \) is divisible by \( f(T) \) (because \( f \) is the minimal polynomial of \( \alpha \) in \( \mathbb{Q}[T] \), as it is monic irreducible with root \( \alpha \)) and therefore \( g(A) = h(A) \) as matrices (since \( f(A) = 0 \), so \( g(A)v = h(A)v \) for all \( v \in \mathbb{Q}^n \)). If \( v \in \mathbb{Z}^n \) then \( \alpha v = Av \) is in \( \mathbb{Z}^n \) since \( A \) has integral entries, so \( \mathbb{Z}^n \) is a \( \mathbb{Z}[\alpha] \)-submodule of \( \mathbb{Q}^n \) that is finitely generated since \( \mathbb{Z}^n \) is already finitely generated as an abelian group. From the way we define \( \mathbb{Q}^n \) as a \( K \)-vector space, the equation \( \alpha v = Av \) tells us the matrix representation of \( m_\alpha \) on \( \mathbb{Z}^n \) with respect to the standard basis of \( \mathbb{Z}^n \) is \( A \).

Treating \( \mathbb{Q}^n \) as both a \( \mathbb{Q} \)-vector space and as \( K \)-vector space (by (3)), we have

\[
n = \dim_{\mathbb{Q}} \mathbb{Q}^n = [K : \mathbb{Q}] \dim_K \mathbb{Q}^n = n \dim_K \mathbb{Q}^n,
\]
so $\mathbb{Q}^n$ is 1-dimensional as a $K$-vector space. That means for any nonzero $v_0 \in \mathbb{Q}^n$, the $K$-linear map $\varphi_{v_0} : K \to \mathbb{Q}^n$ given by $\varphi_{v_0}(c) = cv_0$ is an isomorphism of 1-dimensional $K$-vector spaces. The inverse image $\varphi_{v_0}^{-1}(\mathbb{Z}^n)$ is a finitely generated $\mathbb{Z}[\alpha]$-submodule of $K$ since $\mathbb{Z}^n$ has these properties inside $\mathbb{Q}^n$. So $\varphi_{v_0}^{-1}(\mathbb{Z}^n)$ is a fractional $\mathbb{Z}[\alpha]$-ideal in $K$. Call it $\mathfrak{a}$, so

$$\mathfrak{a} = \varphi_{v_0}^{-1}(\mathbb{Z}^n) = \{ c \in K, cv_0 \in \mathbb{Z}^n \}.$$ 

Since $A$ is the matrix representation of $m_\alpha$ on $\mathbb{Z}^n$ with respect to its standard basis $\{ e_1, \ldots, e_n \}$, $A$ is also the matrix representation of $m_\alpha$ on $\mathfrak{a}$ with respect to the $\mathbb{Z}$-basis $\{ \varphi_{v_0}^{-1}(e_1), \ldots, \varphi_{v_0}^{-1}(e_n) \}$ of $\mathfrak{a}$. We have realized $A$ as a matrix representation for $m_\alpha$ on a fractional $\mathbb{Z}[\alpha]$-ideal $\mathfrak{a}$, so (2) is onto.

To show (2) is injective, suppose $\mathfrak{a}$ and $\mathfrak{b}$ are two fractional $\mathbb{Z}[\alpha]$-ideals in $K$ such that the matrices $A$ and $B$ for $m_\alpha$ with respect to some $\mathbb{Z}$-bases of $\mathfrak{a}$ and $\mathfrak{b}$ are conjugate in $M_n(\mathbb{Z})$. We want to show $\mathfrak{a}$ and $\mathfrak{b}$ are in the same ideal class: $\mathfrak{b} = x \mathfrak{a}$ for some $x \in K^*$. Since $A$ represents $m_\alpha : \mathfrak{a} \to \mathfrak{a}$ with respect to some $\mathbb{Z}$-basis $\mathcal{A}$ of $\mathfrak{a}$, there is a commutative diagram

$$\begin{array}{ccc}
\mathfrak{a} & \rightarrow & \mathbb{Z}^n \\
\downarrow m_\alpha & & \downarrow A \\
\mathfrak{a} & \rightarrow & \mathbb{Z}^n
\end{array}$$

where the horizontal arrows are the coordinate isomorphisms that identify $\mathcal{A}$ with the standard basis of $\mathbb{Z}^n$. Similarly for the basis $\mathcal{B}$ of $\mathfrak{b}$ with respect to which $m_\alpha : \mathfrak{b} \to \mathfrak{b}$ has matrix representation $B$, we have a commutative diagram

$$\begin{array}{ccc}
\mathfrak{b} & \rightarrow & \mathbb{Z}^n \\
\downarrow m_\alpha & & \downarrow B \\
\mathfrak{b} & \rightarrow & \mathbb{Z}^n
\end{array}$$

Since $A$ and $B$ are conjugate in $M_n(\mathbb{Z})$, $B = UAU^{-1}$ for some $U \in GL_n(\mathbb{Z})$, so

$$\begin{array}{ccc}
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n \\
\downarrow A & & \downarrow B \\
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n
\end{array}$$

commutes. Let’s put these diagrams together:

$$\begin{array}{ccc}
\mathfrak{a} & \rightarrow & \mathbb{Z}^n \\
\downarrow m_\alpha & & \downarrow A \\
\mathfrak{a} & \rightarrow & \mathbb{Z}^n
\end{array} \quad \begin{array}{ccc}
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n \\
\downarrow U & & \downarrow U \\
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n
\end{array} \quad \begin{array}{ccc}
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n \\
\downarrow [\cdot]_B & & \downarrow [\cdot]_B \\
\mathbb{Z}^n & \rightarrow & \mathbb{Z}^n
\end{array} \quad \begin{array}{ccc}
\mathfrak{b} & \rightarrow & \mathbb{Z}^n \\
\downarrow m_\alpha & & \downarrow m_\alpha \\
\mathfrak{b} & \rightarrow & \mathbb{Z}^n
\end{array}$$

Thus, $\mathfrak{a} = x \mathfrak{b}$ for some $x \in K^*$. So (2) is injective.
Each square in the diagram commutes, so the whole diagram commutes. The top and bottom maps are $\mathbb{Z}$-linear isomorphisms, so the common composite map $a \to b$ on the top and bottom is a $\mathbb{Z}$-linear isomorphism that commutes with $m_\alpha$ by commutativity of the diagram around the boundary. That implies the composite map $a \to b$ is $\mathbb{Z}[\alpha]$-linear, not just $\mathbb{Z}$-linear, so $a$ and $b$ are isomorphic as $\mathbb{Z}[\alpha]$-modules. Isomorphic fractional $\mathbb{Z}[\alpha]$-ideals are scalar multiples of each other, so $b = xa$ for some $x \in K^*$. More specifically, any $\mathbb{Z}[\alpha]$-linear isomorphism of fractional $\mathbb{Z}[\alpha]$-ideals must be multiplication by some $x \in K^*$, so the composite map $a \to b$ along the top and bottom of the above commutative diagram is multiplication by $x$. This completes the proof of the theorem.

**Remark.** There is a more conceptual proof of Theorem 3.3, but the one given above is more explicit for our purposes.

We now extend the previous result to the cases interesting for us.

**Proposition 3.4.** Let $f(T) \in \mathbb{Z}[T]$ be monic irreducible of degree $n$, and $\alpha$ is a root of $f(T)$, such that $f(0) = q^\alpha$. Then we have bijections

1. $\text{ICM}(\mathbb{Z}[\alpha, q/\alpha]) \leftrightarrow \{A \in \text{Cl}(M_{n,f}(\mathbb{Z})), q^{g-1}|\tau(A)\}$,

2. $\text{ICM}(\mathbb{Z}[\alpha, q/\alpha, \sigma]) \leftrightarrow \{A \in \text{Cl}(M_{n,f}(\mathbb{Z})), q^{g-1}|\tau(A), \ell|\tau(1-A)\}$,

for a prime $\ell | f(1)$, and where $\sigma_\ell = \frac{f(1)}{\tau(1-\alpha)}$.

**Proof.** We consider the bijection given in the proof of Theorem 3.3 as well as the same notations. A fractional ICM($\mathbb{Z}[\alpha]$)-ideal $a$ belongs to ICM($\mathbb{Z}[\alpha, q/\alpha]$) if and only if $m_{q\alpha^{-1}} : a \to a$ is well defined; under the bijection 2 (within the proof of Th. 3.3), this corresponds to matrices $A \in M_{n,f}$ such that $qA^{-1} \in M_n(\mathbb{Z})$. Then [i] follows from the relation $A^{-1} = \text{Cof}(A)^\ell / \det(A)$ (where $\det(A) = q^\alpha$) and the definition of $\tau$. The same for the [ii]

$$\text{ICM}(\mathbb{Z}[\alpha, q/\alpha, f(1)/\ell(1-\alpha)])$$

by observing that $\det(1-A) = f(1)$.

**Cyclic varieties.** An abelian variety $A$ defined over $k$ is said to be cyclic if its groups $A(k)$ of rational points is cyclic. Otherwise, $A$ is said to be not cyclic.

For an elliptic curve $E$, we have that $E(\mathbb{F}_q)$ is not cyclic if and only if there exist a prime $\ell \neq p$ such that $E[\ell] \subseteq E(\mathbb{F}_q)$. This is not the case for higher dimensional varieties, however, a slightly different criterion holds:

**Lemma 3.5.** If $A$ is simple, then

$$A(\mathbb{F}_q) \text{ is not cyclic } \iff \exists \varphi \in \text{End}_{\mathbb{F}_q}(A), [f_A(1)/\ell] = \varphi \circ (1-F)$$

for some prime divisor $\ell | f_A(1)$. If such $\varphi$ does exist, it must belong to the center of $\text{End}_{\mathbb{F}_q}(A)$.

**Proof.** This follows from the fact that $A(\mathbb{F}_q)$ is not cyclic if and only if $A(\mathbb{F}_q) = \ker(1-F) \subset \ker([f_A(1)/\ell]) = A[f_A(1)/\ell]$ for some $\ell | f_A(1)$, where $F$ denotes the Frobenius endomorphism of $A$. From Theorem 4 in [9], since $1-F$ is separable, $\ker(1-F) \subset \ker([f_A(1)/\ell])$ if and only if...
such \( \varphi \) does exist over \( \overline{F}_q \). Since \( A \) is simple, if such \( \varphi \) does exist, it must be in the center of \( \text{End}_{\overline{F}_q}(A) \); if \( \psi \in \text{End}_{\overline{F}_q}(A) \), multiplying the previous equation in both sides and subtracting them, we have \( 0 = (\varphi \psi - \psi \varphi) \circ (1 - F) \), thus \( \varphi \) commutes with \( \psi \). Using a similar argument, we can show that this endomorphism is in fact defined over \( \overline{F}_q \). \( \square \)

Note that in this case we do not require \( \ell \neq p \), however this criterion depends on the cardinality \( f_A(1) \) of \( A(\mathbb{F}_q) \). Lemma 3.5 implies that abelian varieties with few endomorphisms are more likely to be cyclic. The group structure of an abelian variety is not necessarily determined by its endomorphism ring, but from Lemma 3.5 it follows that the property of being cyclic or not depends on its endomorphism ring, and thus, it is an invariant of it.

Counting cyclic varieties in an ordinary isogeny class is the same as counting some fractional ideals in the center of \( \text{End}_{\overline{F}_q}^0(A) \).

**Remark.** In the non-ordinary case, we still can assign to every abelian variety \( A \), an order \( \mathcal{O} \), which represents the center of its endomorphism ring, and we can know if \( A \) is cyclic or not by studying the order \( \mathcal{O} \). When the base field is prime, there is a version of Deligne’s functor given in [1].

**Proof of Theorem 2.1.** The statement for \( m_{f,1} \) follows immediately from the first bijection of the Proposition 3.4 and the first bijection of Theorem 3.2 (the Deligne’s equivalence). Now, for \( A \in \mathcal{A} \), denote by \( I_A \) its associated fractional ideal (from Theorem 3.2), and by \([I_A]\) its associated class of matrices (from Theorem 3.3), then using Lemma 3.5 we have:

\[
A \text{ is not cyclic } \iff f(1)/\ell(1 - F) \in \text{End}_{\overline{F}_q}(A), \quad \ell|f(1) \text{ prime} \\
\iff (I_A : I_A) \supset Z[\alpha, q/\alpha, f(1)/\ell(1 - \alpha)], \quad \ell|f(1) \text{ prime} \\
\iff I_A \in \text{ICM}(Z[\alpha, q/\alpha, f(1)/\ell(1 - \alpha)]), \quad \ell|f(1) \text{ prime} \\
\iff [I_A] \in \mathfrak{C}(M_{2g,f}(\mathbb{Z})), \quad q^{g-1}|\tau([I_A]), (\tau(1 - [I_A]), f(1)) \geq 2,
\]

and the result follows.
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