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Abstract—In recent years, the Edge Computing (EC) paradigm has emerged as an enabling factor for developing technologies like the Internet of Things (IoT) and 5G networks, bridging the gap between Cloud Computing services and end-users, supporting low latency, mobility, and location awareness to delay-sensitive applications. An increasing number of solutions in EC have employed machine learning (ML) methods to perform data classification and other information processing tasks on continuous and evolving data streams. Usually, such solutions have to cope with vast amounts of data that come as data streams while balancing energy consumption, latency, and the predictive performance of the algorithms. Ensemble methods achieve remarkable predictive performance when applied to evolving data streams due to several models and the possibility of selective resets. This work investigates a strategy that introduces short intervals to defer the processing of mini-batches. Well balanced, our strategy can improve the performance (i.e., delay, throughput) and reduce the energy consumption of bagging ensembles to classify data streams. The experimental evaluation involved six state-of-art ensemble algorithms (OzaBag, OzaBag Adaptive Size Hoeffding Tree, Online Bagging ADWIN, Leveraging Bagging, Adaptive RandomForest, and Streaming Random Patches) applying five widely used machine learning benchmark datasets with varied characteristics on three computer platforms. As a result, our strategy can significantly reduce energy consumption in 96% of the experimental scenarios evaluated. Despite the trade-offs, it is possible to balance them to avoid significant loss in predictive performance.
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I. INTRODUCTION

EDGE Computing (EC) is an enabling paradigm for developing technologies like the Internet of Things (IoT), 5G, online gaming, augmented reality (AR), vehicle-to-vehicle communications, smart grids, and real-time video analytics. In essence, EC brings the services and utilities of cloud computing closer to the end-user, providing low latency, location awareness, and better efficiency for delay-sensitive mobile applications [1]. Computational resources are placed close to the mobile devices, with moderate capability servers placed at the edge of the network to achieve necessary user-centric requirements [2].

Many applications like smart grids with a large number of sensors continuously collect data from the surrounding environment across medium to large geographical areas [3]. Because most sensors are resource-constrained, they cannot run expensive or data-intensive tasks like machine learning (ML) algorithms. In this case, it is more efficient to send these data to more powerful resources nearby (placed on the edge of the network) for faster processing (i.e., with low latency) [4], [5]. Another example is wearable technologies, which can depend on energy- and resource-constrained mobile devices or low-end servers placed nearby to process their data streams [6].

In these scenarios, a remarkable trend is the increasing adoption of ML techniques to execute tasks like data classification, spam filtering, anomaly detection in network traffic for cybersecurity, real-time image classification and segmentation, driving support applications, autonomous driving vehicles, and many others. However, the need to cope with these dynamic environments with potentially infinite data streams without stationary behavior and run ML algorithms on mobile devices or mid-end servers on edge creates additional challenges. Adapting the optimization techniques for different types of hardware may be cumbersome and time-consuming.

Historically, ML research focused on improving predictive performance without computational resources and energy consumption constraints. However, on the algorithmic side, the ML field is shifting towards data stream learning to face the challenges above, where requirements like single pass, response time, and constant memory usage are imposed [7]. One example of this phenomenon among ML techniques is the ensemble technique. Ensembles have demonstrated remarkable predictive performance for the classification of data streams [8].
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at the expense of higher resource consumption and increased latency.

Nevertheless, little effort has been made to reduce the energy consumption of data stream algorithms [9]. To address this gap, we have extended previous research [10], [11] to investigate how to optimize the classification of data streams with bagging ensembles concerning energy efficiency, time performance (i.e., delay and throughput), and predictive performance. In [10], [11], we proposed the use of mini-batching as a technique for improving the efficiency of resource utilization of ensembles for processing data streams. In [11], we proved that mini-batching provides optimal memory locality for data stream ensembles and studies the trade-off between time and predictive performance. However, we neither addressed the use of the mini-batching to reduce energy consumption nor the balance between energy consumption, predictive performance, and time cost.

The main contributions of this paper can be summarized as follows:

1) Present the premier study that applies a strategy of deferred mini-batching (which extends the mini-batching proposed in [10], [11]) for improving the performance and energy efficiency of bagging ensembles. Our results present significant gains in 96% of the evaluated cases.
2) We extend the literature’s energy model for bagging ensembles to contemplate mini-batching. In addition, we identify the trade-offs between time performance, energy efficiency, and predictive performance of such algorithms in online data streams;
3) We demonstrate how to achieve a good balance of these trade-offs to obtain significant gains in time performance and energy efficiency at the cost of negligible loss in predictive performance on a realistic stream processing testbed using five widely popular datasets and different levels of workload intensity;
4) We also advance the literature on evaluating the energy consumption for data stream classification by testing six state-of-art bagging ensemble algorithms and using three computer architectures ranging from micro- to middle-end servers.

The remainder of this article is organized as follows, Section II discusses the related works. Six state-of-art bagging ensemble algorithms are described in Section III. We present our proposal for applying mini-batching for parallel implementations of bagging ensemble algorithms in Section IV, followed by the experimental evaluation in Section V. Finally, our conclusion is presented in Section VII.

II. RELATED WORK

Computing nodes, from smallest devices to high-end servers, comprise several components, most of which can be optimized to save energy [12]. From atomic block components like a simple, functional unit within a chip to CPU cores, disks, network interface cards (NICs), and entire boards can be put in sleep or idle states to save power when not delivering services to achieve proportional computing [13]. Dynamic power management (DPM) encompasses a set of techniques that achieve energy-efficient by selectively turning off (or reducing the performance of) system components when they are idle (or partially unexploited) [14]. Dynamic Voltage and Frequency Scaling (DVFS) defines several levels of frequency at which a processor can operate, where lower frequencies become slower to save power [12], [15]. Sensors and wearable devices that use small-sized batteries can also be optimized to save power while delivering functionalities including sensing, storage, and computation [6]. The work in [5] combines the use of DVFS and DPM for optimizing performance and energy savings of single-board computers using Pareto frontier for multi-criteria optimization of several computing-intensive kernels. Although DVFS can reduce energy consumption, scaling the CPU clock frequency also affects the performance of other applications running in the same node.

A modular, scalable, and efficient FPGA-based implementation of KNN for System on Chip devices is presented in [16]. The solution shows improvements of 60X in execution time and 50X in energy efficiency due to the low power consumption of FPGAs. Despite its outstanding performance, the contribution is both algorithm and hardware-specific.

The work in [17] emphasizes energy consumption and energy efficiency as essential factors to consider during data mining algorithm analysis and evaluation. The work extended the CRISP (Cross Industry Standard Process for Data Mining) framework to include energy consumption analysis, demonstrating how energy consumption and accuracy are affected when varying the parameters of the Very Fast Decision Tree (VFDT) algorithm. The results indicate that energy consumption can be reduced by up to 92.5% while maintaining accuracy.

In [18], the authors analyze power consumption for both batch and online data stream learning. They experimented with three online and three batch algorithms. Among their conclusions is the finding that the CPU consumes up to 87% of the total energy. Although evaluating online learners, this work tested only single model classifiers.

Aiming to reduce the memory cost, the work in [19] proposed the Strict VFDT (SVFDT), an extension of the VFDT. Designed for memory-constrained devices, SVFDT reduces memory usage and execution time by minimizing tree growth while maintaining competitive predictive performance. Further, the work assessed energy cost by tuning the hyper-parameters of VFDT and SVFDT in [20], and for them and SVFDT with Online Local Boosting (OLBoost) in [4]. The works in [20] and [4] discuss the performance trade-offs involving time cost, memory, energy consumption, and predictive performance for the execution of ML algorithms in EC. They also demonstrate that the most complex method delivers the best predictive performance at the expense of worse memory and energy performance.

In [9], the authors presented an energy-efficient approach to real-time prediction with high levels of accuracy called nmin adaptation, which reduces the energy consumption of Hoeffding Trees ensembles by adapting the number of instances required for a node split. This method can reduce energy consumption by 21% on average with a small impact on accuracy. They also presented detailed theoretical energy
models for ensembles of Hoeffding trees and a generic approach to creating energy models applicable to any class of algorithms. Although these works propose energy-efficient algorithms, the benefit achieved in these works focuses on specific algorithms. In contrast, our work focuses on optimizations that can benefit several bagging ensembles.

In summary, the studies on energy consumption are still scarce and mainly focus on designing power-efficient algorithms and data structures or optimizing existing ones. This paper proposes a strategy that employs deferred mini-batching to reduce the power consumption of ensembles of classifiers to process data streams. The rationale behind this strategy is to interleave the processing of mini-batches with short periods of CPU idleness (of milliseconds), which can trigger DPM techniques deployed in modern CPUs in order to save energy. The strategy consists of controlling the mini-batch size to increase the time interval between the processing of mini-batches, thus saving more energy. On the other hand, larger batches will increase the latency for processing data streams and decrease the predictive performance of ensembles of classifiers. In the present article we present a study on the proper sizing of mini-batches and duration of idle periods in between can thus balance energy consumption, latency, and predictive performance of such algorithms. However, the implementation of a control loop to automatically set the mini-batch size is out of the scope of this work.

Finally, in essence, mini-batching consists of applying a loop-exchange optimization (by iterating over the ensembles in the outermost loop and then over the data instances in the innermost loop). As mini-batching does not change the implementation of the individual learners, it can wrap around other individual learners, along with their algorithm-specific optimizations (e.g., in [9], [16], [17], [19]). This, however, is out of this work’s scope.

III. BAGGING ENSEMBLES FOR STREAM PROCESSING

Learning algorithms have to cope with dynamic environments that collect potentially unlimited data streams in many applications. Formally, a data stream $S$ is a massive sequence of data elements $x_1, x_2, \ldots, x_n$ that is, $S = \{x_i\}_{i=1}^{n}$, which is potentially unbounded ($n \to \infty$) [21]. As mentioned before, stream processing algorithms have additional requirements, which may be related to memory, response time, or a transient behavior presented by the data stream. In this context, one of the most widely used algorithms is the Hoeffding Tree [22].

The Hoeffding Tree (HT) is an incremental tree designed to cope with massive data streams. Thus, it can create splits with reasonable confidence in the data distribution while having very few instances available. This is possible because of the Hoeffding Bound (HB), which states that with probability $1 - \delta$, the true mean of the observed variable is at least within $\pm \epsilon$ of the average.

$$\epsilon = \sqrt{\frac{R^2 \ln(1/\delta)}{2n}},$$  

where $r$ is a real-valued random variable with a range $R = r_{\text{max}} - r_{\text{min}}$ (i.e., the subtraction of the maximum and minimum values of $r$) considering the $n$ independent observations of $r$.

One of the shortcomings of the HT is that a single tree is considered a ‘weak’ model because a single tree cannot accurately model complex learning problems. One approach to circumvent such ‘weakness’ is to ensemble several models. A popular strategy to create an ensemble of learners is Bagging [23]. Although Breiman proposed Bagging and its variants (e.g., Random Forest) more than 20 years ago [23], they are still used to this day as an effective method to reduce error without resorting to intricate models, such as deep neural networks, that are not trivial to train and fine-tune. In contrast to Boosting [24], Bagging does not create dependency among the base models, facilitating the parallelization of the method in an online fashion. Fig. 1 depicts the streaming adaptation of Bagging that calculates different weights using a Poisson distribution to simulate the batch bootstrapping process and preserves independence among the learners. The Poisson distribution effectively creates several different subsets of the data that allow repeatedly training with some instances while ignoring others in the training phase.

Besides that, Bagging variants yield higher predictive performance in the streaming setting than Boosting or other ensemble methods that impose dependencies among its base models. This phenomenon is present in several empirical experiments [25], [26], [27], [28]. This behavior can be attributed to the difficulty of effectively modelling the dependencies in a streaming scenario, as noted in [8].

Next, we present a summary description of six ensemble algorithms that evolved from the original Bagging to an online (streaming) setting by Oza and Russell [25]. Despite other decision tree algorithms [29], the HT algorithm is often chosen as the base model for the online bagging algorithms. The HT is often a common denominator. It may not be the most accurate individually, but it does yield good predictive performance without requiring too many computational resources. Our experiments employ the HT as the base model for all six algorithms used to evaluate our mini-batching strategy.

**Online Bagging (OzaBag - OB)** [25] is an incremental adaptation of the original Bagging algorithm. The authors demonstrate how the process of bootstrapping can be adapted to an online setting using a Poisson ($\lambda = 1$) distribution. In essence, instead of sampling with replacement from the original training set, in Online Bagging, the Poisson ($\lambda = 1$) is used to assign weights to each incoming instance. These weights represent the number of times an instance will be ‘repeated’ to simulate bootstrapping. One concern with using $\lambda = 1$ is that about 37% of the instances will receive weight 0, thus not being used to train, which is desired to approximate it to the offline version of Bagging but may be detrimental to an online learning setting [8]. Therefore, other works [27], [28] increase the number of times an instance is used for training by increasing the $\lambda$ parameter. We chose this algorithm because it can be considered a baseline for bagging ensembles. Furthermore, it applies bagging without any additional measures to improve the result. Thus, it is the fastest algorithm,
Fig. 1. Example of a Bagging Ensemble organization.

with the least computational cost and the worst predictive performance.

**OzaBag Adaptive Size Hoeffding Tree (OBAGASHT)** [26] combines the OzaBag with Adaptive-Size Hoeffding Trees (ASHT). The new trees have a maximum number of split nodes and some policies to prevent the tree from growing bigger than this parameter (i.e., deleting some nodes). This algorithm’s objective was to improve predictive performance by enforcing the creation of different trees. Effectively, diversity is created by having different reset-speed trees in the ensemble, according to the maximum size. The intuition is that smaller trees can adapt more quickly to changes, and larger trees can provide better performance on data with little to no changes in distribution. Unfortunately, in practice, this algorithm did not outperform variants that relied on other mechanisms for adapting to changes, such as resetting learners periodically or reactively [8]. This algorithm creates tasks with heterogeneous workloads. For example, when scheduling 100 parallel tasks on a smaller number of cores, the difference in tree size and, consequently, training time per instance between the tasks make it difficult to synchronize efficiently. This challenge turns this algorithm into an interesting use case to evaluate mini-batching.

**Online Bagging ADWIN (OBADWIN)** [26] combines OzaBag with the ADaptive WINdow (ADWIN) [30] change detection algorithm. When a change is detected, the classifier with the lowest predictive performance is replaced by a new classifier. ADWIN keeps a variable-length window of recently seen items. The property that the window has the maximal length is statistically consistent with the hypothesis that there has been no change in the average value inside the window. This implies that the average over the existing window can be reliably taken as an estimation of the current average in the stream, except for a very small or very recent change that is still not statistically visible. This algorithm represents a trade-off between the ever-increasing computational cost of the trees that keep growing and the addition of a change detector that resets trees according to the stream behavior. This trade-off implies that OBADWIN will initially have a higher computational cost but eventually benefit from the change detector as OzaBag’s trees grow.

**Leveraging Bagging (LBag)** [27] extends OBADWIN by increasing the $\lambda$ parameter of the Poisson distribution to 6, effectively causing each instance to have a higher weight and be more used for training more often. In contrast to OBADWIN, LBag maintains one ADWIN detector per model in the ensemble and independently resets the models. This approach leverages the predictive performance of OBADWIN by merely training each model more often (higher weight) and resetting them individually. One drawback of LBag compared with OB and OBADWIN is that it requires more memory and processing time since the base models are trained more often, and there are more instances of ADWIN. In [27], the authors also attempted to further increase the diversity of LBag by randomizing the output of the ensemble via random output codes. However, this approach was not very successful compared to maintaining a deterministic combination of the models’ outputs. LBag constitutes another use case where the tasks can become very heterogeneous. For example, making trees grow faster and adding a change detector makes it possible to have tasks with large trees that take much time to train and smaller trees with fast training time. Although LBag is similar to use cases OBAGASHT and OBADWIN, it is much more volatile and dynamic.

**Adaptive Random Forest (ARF)** is an adaptation of the original Random Forest algorithm [31] to the streaming setting. Random Forest can be seen as an extension of Bagging, where further diversity among the base models (decision trees)
is obtained by randomly choosing a subset of features to be used for further splitting leaf nodes. ARF uses the incremental decision tree algorithm Hoeffding tree [22] and simulates resampling as in LBAG, i.e., Poisson (λ = 6). The Adaptive part of ARF stems from the change detection and recovery strategies based on detecting warnings and drifts per tree in the ensemble. After a warning is signalled, another model is created (a ‘background tree’) and trained without affecting the ensemble predictions. If the warning escalates to a drift signal, the associated tree is replaced by its background tree. Notice that in the worst case, the number of tree models in ARF can be at most double the total number of trees due to the background trees. However, as noted in [28], the co-existence of a tree and its background tree is often short-lived. ARF increases the computation of each tree and eliminates the cases where recently reset trees will be much faster than the rest of the ensemble. The downside is an overall higher cost of maintaining background trees. This case represents when the tasks are more homogeneous and costly.

**Streaming Random Patches (SRP)** [32] is an ensemble method specially adapted to stream classification, which combines random subspaces and online Bagging. SRP is not constrained to a specific base learner as ARF since its diversity inducing mechanisms are not built-in the base learner, i.e., SRP uses global randomization while ARF uses local randomization. Even though, in [32] all the experiments focused on Hoeffding trees and showed that SRP could produce deeper trees, which may lead to increased diversity in the ensemble. SRP takes the computational cost a step further compared to LBAG and ARF. Creating deeper trees and using global randomization can increase the training time. Therefore, creating the heaviest workload across all algorithms.

**IV. MINI-BATCHING AS A STRATEGY FOR IMPROVING TIME AND ENERGY PERFORMANCE OF ENSEMBLES**

Although all the learners who compose an ensemble may be homogeneous in type, each has its own (and different) model. For instance, all learners implement a Hoeffding Tree that grows in a different shape and can change over time. One advantage of such methods is that task parallelism can naturally be applied as the underlying classifiers in bagging ensembles execute independently from each other and without communication.

Algorithm 1 depicts a task-parallel-based implementation. This version improves the performance of the current parallel implementation of the ARF algorithm [28], in the latest version in MOA [33], by reusing the data structures and avoiding the costs of allocating new ones for every instance to be processed.

In lines 2-3, we start a thread pool and create one Trainer (Runnable) for each ensemble classifier. For each arriving data instance (lines 4-17), if the program’s elapsed time has not surpassed the set timeout, we obtain the votes from all the classifiers (line 5). Then, we compute the Poisson weights and update the data structures for training in lines 6-9. The prediction phase has a low computational cost because the algorithm uses Hoeffding trees [22], and thus, we classify instances sequentially. On the other hand, the training phase is more expensive. It involves updating many statistics on each tree’s nodes, calculating new splits, and detecting data distribution changes (for three methods). As the training phase dominates the computational cost, parallelism is implemented (in lines 10-13) by simultaneously training many classifiers. Lines 14-16 represent the global change detector, present only on OBAdwin and OBBagASHT, where we replace the ensemble’s worst classifier with a brand new one. In the case of the algorithms with one change detector per weak classifier, this line would be internal to each classifier. Therefore, when a change is detected, it resets the classifier itself (as shown in Algorithm 3). Finally, lines 17-19 represent the timeout condition, where the ensemble will run for a limited period and then finish processing.

**A. Deferred Mini-Batching**

Although task parallelism looks straightforward for implementing ensembles, poor memory usage can severely hinder their performance. For instance, high-frequency access to data structures larger than cache memories can raise performance bottlenecks. Also, algorithms that continuously perform memory allocation/release operations to discard old models and create new ones during the learning/training process may pressure the garbage collection. To mitigate such problems, in a previous work we introduced mini-batching [11], an optimization strategy which groups several data instances of a stream for processing. The algorithm assigns a task to each learner. The tasks’ responsibility is to process training by iterating uninterruptedly through all instances of a mini-batch instead of processing a single instance at a time. When a task is invoked, its data structures are loaded into the upper levels of the memory hierarchy (upper-level caches). Once on the upper-level caches, the data structures can be quickly accessed to process the remaining
instances of the same mini-batch, reducing cache misses and improving performance.

The Algorithm 2 shows the mini-batching strategy. The first difference between the two algorithms appears in lines 5-10 of the Algorithm 2, where the ensemble will only accumulate difference between the two algorithms appears in lines 5-10 improving performance.

The Algorithm 2 shows the deferred mini-batching strategy. The first Algorithm 3 depicts the routine used to process the mini-batch. The first Algorithm 3 shows the process_minibatch routine. The for loop in line 2 iterates over each trainer in the ensemble. The votes are accumulated in line 4, and then the classifier is trained in line 5.

Using the same three-element set from the previous example, the access sequence when using mini-batching would change to $aaa bbb ccc$. In turn, the RD sequence would become $∞ ∞ ∞ 333 333$ for the access sequence $abc abc abc$. As another example, the RD sequence would be $∞ ∞ ∞ 135 135$ for the access sequence $abc cba abc$. Therefore, disregarding the $∞$ accesses, we can estimate the total RD for the sequential approach as follows:

$$RD_{\text{sequential}} = \sum_{i=1}^{n} \sum_{j=1}^{m} m$$

Using the same three-element set from the previous example, the access sequence when using mini-batching would change to $aaa bbb ccc$. In turn, the RD sequence would change to $∞ 11 ∞ 11 ∞ 11$ for the first mini-batch and $m 1 1$ for all the subsequent mini-batches. Again, disregarding the $∞$ accesses, we can estimate the total RD for the mini-batching strategy as follows:

$$RD_{\text{mini-batching}} = \sum_{i=1}^{n/b} \sum_{j=1}^{m} (m + b - 1)$$

**Algorithm 2** The Deferred Mini-Batching

1. **Input:** an ensemble $E$, num_threads, a data stream $S$, mini-batch size $L_{mb}$
2. $P \leftarrow \text{Create_service_thread_pool(num_threads)}$
3. $T \leftarrow \text{Create_trainers_collection}(E)$
4. for each arriving instance $i$ in stream $S$ do
5. if $\text{ElapsedTime} > \text{Timeout}$ then
6. $E.\text{process_minibatch}(B)$
7. break loop
8. end if
9. $B.\text{append}(i)$
10. if $B.\text{size()} == L_{mb}$ then
11. $E.\text{process_minibatch}(B)$
12. end if
13. sleep(); // Sleep until next instance arrives
14. end for

**Algorithm 3** process_minibatch Routine

1. **Input:** mini-batch $B$
2. for each trainer $T_i$ in trainers $T$ do in parallel
3. $T_i.\text{instances} \leftarrow B$
4. $\text{votes}_i \leftarrow T_i.\text{classify}(T_i.\text{instances})$
5. end for
6. $E.\text{compile(votes)}$
7. for each trainer $T_i$ in trainers $T$ do in parallel
8. for each instance $i$ in $T_i.\text{instances}$ do
9. $k \leftarrow \text{poisson}(\lambda)$
10. $W_{\text{inst}} \leftarrow I \ast k$
11. $T_i.\text{train_on_instance}(W_{\text{inst}})$
12. end for
13. if change detected then
14. $\text{reset_classifier}$
15. end if
16. end for
17. $B.\text{clear}()$
As can be noted by comparing equations (2) and (3), the most significant contribution of the mini-batching strategy in reducing the RD occurs in the outer sum. By dividing the higher limit by the mini-batch size, a mini-batch size as small as ten can reduce the order of magnitude of this problem. For more information on this topic, refer to a previous work [11].

In summary, by reducing the RD, mini-batching reduces the number of CPU cycles (and ultimately the energy consumption) to process each data instance. However, notice that our strategy can improve energy efficiency in a second way. The sleep operation in line 4 of Algorithm 13 releases the CPU while waiting for the next data instance to arrive. Although this semantics can be implicit in many mini-batching implementations (e.g., our implementation blocks reading data instances from a socket), it was explicitly included in our algorithm description. These sleep periods put system components in idle state so letting DPM techniques implemented in modern processors to turn off components in order to save energy. Besides saving energy, sleep periods free the processor, which is useful to benefit other applications running on the same physical nodes in the edge.

V. EXPERIMENTAL SETUP

This section describes the experimental evaluation of our proposal.

A. The Testbed

As EC implementations can encompass different hardware platforms ranging from small, low-end devices to mid-end computing servers, we assessed the optimizations proposed on three hardware architectures. The first hardware is a single board computer Raspberry Pi 3 Model B with a Broadcom BCM2837 processor of 4 cores Cortex-A53 64-bit SoC@1.2GHz and 1GB LPDDR2 SDRAM memory, which is frequently pointed as a representative platform for EC implementations. We also included two more powerful hardware platforms. A regular personal computer with Intel i5-2400 CPU@3.10GHz and 4GB memory. And a SYS-7049GP-TRT SuperServer Tower/4U Rackmountable with a dual-socket Intel Xeon Xeon CLX-SP 4208 8C/16T, 2200W Redundant Power Supplies, typically used in small enterprise or data center environments. The three hardware specs are described in Table I. We carried out the experiments on a testbed composed of four nodes (as depicted in Fig. 2 connected by a dedicated network.

B. Load Generation

The data stream generator reads the benchmark dataset and transmits the data samples over the network to the data stream processor node at controlled transmission rates (e.g., to generate low, moderate, and high workloads for each CPU type). We used five open access datasets (whose characteristics are summarized in Table II) in the experiments:

- The regression dataset from Ikonomovska inspired the Airlines dataset. The task is to predict whether a given flight will be delayed, given information on the scheduled departure. Thus, it has two possible classes: delayed or not delayed.
- The Electricity dataset was collected from the Australian New South Wales Electricity Market, where prices are not fixed. These prices are affected by the demand and supply of the market itself and set every 5 min. The Electricity dataset tries to identify the price changes (two possible classes: up or down) relative to a moving average of the last 24h. An essential aspect of this dataset is that it exhibits temporal dependencies.
- The give me some credit (GMSC) dataset is a credit scoring dataset where the objective is to decide whether a loan should be allowed. This decision is crucial for banks since erroneous loans lead to the risk of default and unnecessary expenses on future lawsuits. The dataset contains historical data on borrowers.
- The forest covertype dataset represents forest cover type for 30 x 30 m cells obtained from the U.S. Forest Service Region 2 resource information system (RIS) data. Each class corresponds to a different cover type. The numeric attributes are all binary. Moreover, there are seven imbalanced class labels.

2Available at https://github.com/hmgomes/AdaptiveRandomForest.
• The Kyoto dataset is an IDS dataset created by researchers from the University of Kyoto. The task is to predict if a flow is an attack of regular traffic. They used honeypots composed of many devices like servers, printers, and IP cameras, among others.

C. The Ensembles Used for Benchmarking

The data stream processor implements the optimizations as a wrapper for six ensemble algorithms described in section III. We implemented this module in the Massive Online Analysis (MOA) framework [33]. We adapted MOA to read from a socket instead of reading from a local ARFF file. We chose MOA because: (i) it provides correct and validated implementations of the six ensemble learners used in our experiments, (ii) MOA is straightforward to extend or modify, which allowed us to code mini-batching as a wrapper method for the uniform evaluation of the six ensembles with the optimizations; and (iii) there is a large body of research using MOA in the ML area [33], which lends high reproducibility to our study. The data stream processor is executed on each different hardware to evaluate its performance and power consumption.

Although Java does not focus on implementing either energy-efficient or high-performance applications, the work in [35] shows that Java is in the top 5 languages (out of 27 tested) that need less energy and time to execute the applications.

D. Performance and Power Consumption Measurements

The data logger (Fig. 2) collects all experimental data regarding the performance (e.g., throughput, processing delay) and the power consumed by the data stream processor for further analysis. The sensor is implemented by a high precision power meter (Yokogawa MW-100) which periodically collects information directly from the Power Distribution Unit (PDU) and sends to the data logger.

Our interest is to measure the amount of Energy (E) consumed to perform classification tasks. However, most electricity consumption monitors operate by collecting an instantaneous rate of Power (P) being supplied. Energy is the product of the average power and Time (t):

\[ E = P \times t \] (4)

Since power can vary in time, the total amount of energy consumed to perform a task is given by

\[ E = \int_0^t P(t) \, dt \]

where \( t \) is the time to perform one task. In practice, we can obtain an approximation of E by taking several periodic measures:

\[ E = \frac{1}{n} \sum_{i=1}^{n} P_i \times t, \] (5)

where \( n \) is the number of samples taken by the monitor. Typically, energy efficiency is defined as the ratio of the energy spent and the amount of computing performed. As energy is expressed in Joules (J), and the work is expressed as the number of data instances processed (I), we can estimate energy efficiency (as Joules per Instance - JPI) by:

\[ \text{JPI} = \frac{E}{I}. \] (6)

In some experiments, we use performance metrics of throughput, given by the average number of data instances processed by second (IPS), and delay, which is the average time taken to perform the processing of data instances, including its the transmission over the network, the composition of mini-batches, and the time to process the whole mini-batch by the data stream processor.

The previous metrics are related to computational performance. A second dimension of performance we considered is the predictive performance, which can be hindered by the optimization techniques. Accuracy is a widely known measure and represents the percentage of correctly classified instances.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

As memory constraints of small devices can hinder the execution of large ensembles, our preliminary experiment aimed to find the influence of the ensemble size (i.e., the number of classifiers in the ensemble) on the accuracy, energy consumption, and throughput. For this experiment, we used the baseline version of the algorithms while measuring energy consumption. Results shown in Fig. 3 demonstrate that accuracy (in red) remains almost constant (less than 1% loss of accuracy), the throughput (in blue) decreases, and energy consumption (in green) increases as we increase the ensemble size (x-axis). Because accuracy loss is negligible for all datasets and all algorithms, used small ensembles in the Raspberry Pi experiments.

A second preliminary experiment aims at profiling the power consumption of each machine type as we increase the number of CPU cores running at full load. We used the stress application and thread pinning to fully load cores during 180 seconds. Results in Fig. 4 confirm our expectation for the Raspberry Pi and Core i5-2400. Although the TDP for the Xeon 4208 is only 85 W, the valued measured is higher because it refers to the whole machine (including disk, dual power supply, dual socket, 4 fans, etc.).

A. Energy Consumption

The next experiment evaluates the energy efficiency of algorithms running on the three machines under three workload intensities (i.e., at 10%, 50%, and 90% of its maximum throughput). To accomplish that, we used adapted MOA to read data instances from a socket instead of an ARFF file as described in Section V-C. Then, we tuned the load generator to deliver instances at rates equivalent to 10%, 50%, and 90% of the maximum capacity of the machine for each scenario. Experiments executed each scenario for at least 3 minutes in

3 Avail. at https://github.com/Waikato/moa.

4 https://ark.intel.com/content/www/us/en/ark/products/193390/intel-xeon-silver-4208-processor-11m-cache-2-10-ghz.html
order to guarantee that the whole system achieved its steady state.

In this experiment we compare the baseline (Sequential) implementation of each algorithm, a parallel (multi-thread) implementation without mini-batching (B1), and three parallel versions with mini-batches of 50, 250, and 500 instances (B50, B250, and B500) respectively. Figures 5, 6, and 7 present the results from Raspberry Pi, i5, and Xeon 4208, respectively. The chart shows results for one dataset per row, whereas the columns show results for each algorithm. All charts in the same row have the same scale. The energy consumption (in Joules per instance - JPI) on the left Y-axis, whereas the average Delay (in milliseconds) per instance appears on the right Y-axis.

As a general remark, the energy efficiency of each algorithm varies according to its model complexity. For instance, all three versions of OzaBag show a better energy efficiency (i.e., smaller JPI) than the other algorithms because of the conservative resampling used in OzaBag (i.e., smaller \( \lambda \)). Such characteristic leads to slower-growing decision trees that are smaller, require fewer computations to train, and allow a faster traversal.

On the other hand, the algorithms with a more aggressive resampling (i.e., higher \( \lambda \)) presented a proportionally higher reduction in energy consumption (JPI) when compared to their best counterpart without mini-batching (o.e., baseline). Especially noteworthy is the case of SRP, which usually presents the highest energy consumption due to its deeper trees that require more training time. The mini-batching version generally presents a higher throughput, shortening the execution time while also having periods of low power consumption when sleeping and waiting for more instances.
Overall, our experiments confirm that the main trade-offs discussed in [4] hold for all the machines and algorithms. The energy efficiency gains can be explained as follows:

- Notice that the mini-batch is processed only in lines 6 and 11 of Algorithm 2, which are executed only when either the time elapsed exceeds the timeout or the mini-batch is full (i.e., it reaches $L_{mb}$ instances). Otherwise, the loop (line 4) just appends the data instance in the mini-batch and waits (i.e., it enters in a sleep state) for the arrival of the next data instance. Because the thread sleeps for a while, it does not consume CPU cycles, so letting the DPM mechanisms implemented by the CPU hardware to turn off idle system components and thus save power;

- Even under high loads (i.e., sleep periods may tend to zero), mini-batching yields power reduction because it reduces cache misses (as demonstrated in [11]), thus accelerating the stream processing and reducing the number of cycles and memory accesses per instance.

Although mini-batching can improve energy efficiency, the delay resulting from extended and repeated sleep periods may hinder the idea of real-time processing, primarily when the rate of incoming instances is several times smaller than the mini-batch size. Such a phenomenon appears only in the B250 and B500 experiments. On the other hand, the B50 experiments present delays similar to the instance-by-instance implementations (Seq and B1) while having a better energy efficiency.

Regardless of the platform and dataset used, SRP has the worst energy efficiency across all the experiments. It happens because this algorithm produces deeper decision trees than the other complex algorithms (e.g., ARF and LBag), thus increasing the computational complexity for the stream processing.
The charts for the Raspberry Pi primarily present the expected behavior without significant deviations, which is not the case for the other two architectures. In Figure 6, some experiments show a higher delay with the larger mini-batches when compared to the baseline under the 90% workload. In these cases, the energy consumption also tends to be higher. Such behaviors can happen because the i5 has a faster clock and larger L1 cache, combined with smaller memory bandwidth. Together, these factors can raise a bottleneck in the communication channels since data is processed quickly after being stored in the L1 cache. In addition, a larger mini-batch can cause more idling periods where the processor is waiting to reach the desired mini-batch size, which unnecessarily extends the execution time.

In Figure 7, on the other hand, it is the opposite. Larger mini-batches usually have better efficiency, while the parallel version without mini-batches is worse than the baseline in many cases. Compared to the i5, this contrasting behavior is explained by the opposite characteristics of the Xeon 4208 processor, like a larger L3 cache, higher bandwidth, smaller L1 cache, and a slower clock.

Remarkably, mini-batches of 50 near instances yield better benefits in terms of delay reduction, energy efficiency, and smaller impact in predictive performance, while mini-batches larger than 50 instances presented diminishing returns. This result is consistent to our previous work in [11].

More detailed results on the energy efficiency gains are given in Tables III, IV, and V. They compare energy consumption between the best version without mini-batch (i.e., the best case between the orange and blue bars in the charts) and the mini-batch version. Negative values indicates the (percentage) reduction in energy consumption due to mini-batching. Cases where mini-batch consumed more energy have positive values and are in bold.
Fig. 7. Energy consumption and delay for the Xeon 4208.

TABLE III
PERCENTAGE DIFFERENCE BETWEEN THE BEST NON-MINI-BATCH VERSION AND THE MINI-BATCH VERSION ON THE RASPBERRY PI

| Algorithm | Airlines | GMSC | Electricity | Covertype | Kyoto |
|-----------|----------|------|-------------|-----------|-------|
| ARF       | -39.86   | -24.87 | -21.43     | -53.42    | -51.29 | -47.81 | -44.05 | -42.69 | -32.69 | -58.19 | -56.56 | -52.42 | -44.83 | -35.61 | -32.79 |
| LBag      | -25.04   | 11.88  | 10.89       | -53.20    | -51.70 | -47.94 | -53.48 | -45.95 | -39.18 | -56.66 | -55.94 | -57.63 | -64.64 | -56.52 | -48.65 |
| SRP       | -21.66   | -18.04 | -22.09      | -57.89    | -55.78 | -51.54 | -44.29 | -37.97 | -35.43 | -48.95 | -38.37 | -36.49 | -42.91 | -42.20 | -28.70 |
| OBAd      | -60.30   | -51.74 | -48.96      | -61.54    | -57.91 | -52.18 | -53.96 | -50.63 | -44.30 | -55.02 | -56.95 | -64.73 | -54.97 | -53.28 | -54.20 |
| OBASHT    | -62.30   | -40.61 | 17.97       | -55.46    | -50.67 | -58.96 | -45.85 | -40.91 | -33.80 | -56.95 | -56.22 | -60.48 | -47.45 | -45.95 | -50.04 |
| OB        | -61.23   | -27.51 | -21.63      | -55.14    | -51.26 | -58.31 | -44.83 | -39.42 | -34.47 | -57.53 | -56.68 | -65.04 | -45.84 | -44.35 | -46.95 |

TABLE IV
PERCENTAGE DIFFERENCE BETWEEN THE BEST NON-MINI-BATCH VERSION AND THE MINI-BATCH VERSION ON THE I5-2400

| Algorithm | Airlines | GMSC | Electricity | Covertype | Kyoto |
|-----------|----------|------|-------------|-----------|-------|
| ARF       | -25.64   | 112.66 | 27.88       | -55.09    | -45.61 | -39.58 | -48.65 | -40.06 | -34.12 | -55.05 | -48.11 | -42.40 | -53.61 | -34.79 | -36.08 |
| LBag      | 47.50    | 105.85 | 164.66      | -62.05    | -52.71 | -48.87 | -60.39 | -50.86 | -49.39 | -54.99 | -48.19 | -43.84 | -55.43 | -38.61 | -43.88 |
| SRP       | -14.89   | -25.45 | -8.34       | -54.75    | -44.62 | -34.29 | -40.39 | -28.94 | -21.54 | -52.98 | -42.79 | -36.58 | -33.10 | -32.57 | -3.14 |
| OBAd      | -54.64   | 36.33  | 34.65       | -63.66    | -57.72 | -55.74 | -58.95 | -54.26 | -52.44 | -44.37 | -39.91 | -33.65 | -50.78 | -47.40 | -37.44 |
| OBASHT    | -60.56   | -58.60 | -67.16      | -63.21    | -59.05 | -51.85 | -54.07 | -47.84 | -45.11 | -40.51 | -39.83 | -35.71 | -50.43 | -46.33 | -36.05 |
| OB        | -7.19    | 5.56   | 13.34       | -57.65    | -54.94 | -46.74 | -51.92 | -48.58 | -45.28 | -42.21 | -40.24 | -33.24 | -47.55 | -42.07 | -30.06 |

It is possible to see in the tables that using mini-batch of 50 instances (MB50) improves both performance and energy efficiency in 259 out of 270 experiments (i.e., 96%). However, mini-batching has proven to increase the performance (e.g., throughput) in all the 270 experiments as illustrated in Figures 8, 9, and 10 and in Table VI.
TABLE V
PERCENTAGE DIFFERENCE BETWEEN THE BEST NON-MINI-BATCH VERSION AND THE MINI-BATCH VERSION ON THE XEON

| Algorithm | Airlines 10 50 90 | GMSC 10 50 90 | Electricity 10 50 90 | Covertype 10 50 90 | Kyoto 10 50 90 |
|-----------|------------------|---------------|----------------------|-------------------|-------------|
| ARF       | -76.81 -75.08 -75.30 | -67.09 -66.98 -67.38 | -81.74 -80.47 -80.30 | -82.64 -83.06 -82.33 | -80.12 -77.36 -80.25 |
| LBag      | -76.71 -73.22 -74.66 | -68.16 -68.30 -68.92 | -76.63 -76.37 -77.18 | -74.41 -71.04 -71.24 | -72.75 -70.85 -72.61 |
| SRP       | -71.57 -66.06 -67.11 | -71.23 -67.91 -67.84 | -81.06 -78.40 -76.87 | -86.37 -81.20 -82.01 | -73.70 -71.24 -68.50 |
| OBAd      | -78.07 -77.87 -80.59 | -62.25 -63.51 -63.70 | -63.50 -64.24 -64.56 | -56.87 -55.37 -55.34 | -52.19 -54.16 -51.48 |
| OBASHT    | -69.59 -79.84 -90.91 | -60.48 -61.67 -62.04 | -59.17 -58.30 -61.89 | -48.61 -49.38 -48.26 | -52.69 -53.35 -52.64 |
| OB        | -44.22 -77.02 -81.20 | -51.25 -52.18 -52.74 | -53.49 -54.06 -57.95 | -50.19 -48.38 -49.19 | -44.46 -45.90 -43.83 |

In summary, mini-batching can support consistent improvements in energy consumption and time performance across the experiments. First, mini-batching improves the RD, reducing the number of CPU cycles to process each data instance and spending less energy. Second, the algorithm creates sleeping periods while accumulating new instances to compose the mini-batch, which allows the DPM strategies to turn off idle subsystems of the processor to save energy.

Based on our results, we can say that reducing energy consumption is related to reducing the Reuse Distance (RD) metric. This relation exists because the mini-batching strategy applies a division by a constant number to the RD metric, defined in [11] as:

\[ RD = \left\lfloor \frac{nm^2}{b} \right\rfloor, \]

Fig. 8. Throughput for the Raspberry Pi

TABLE VI
THROUGHPUT FOR THE ALGORITHM LEVERAGING_BAG USING THE AIRLINES DATASET

| Algorithm | 10% | 50% | 90% |
|-----------|-----|-----|-----|
| Sequential| 9.99| 37.05| 46.36|
| B1        | 34.96| 45.68| 53.46|
| B50       | 34.92| 74.44| 78.12|
| R250      | 49.19| 58.95| 71.05|
| B500      | 20.01| 20.80| 16.21|
where \( n \) is the number of instances processed, \( m \) is the ensemble size, and \( b \) is the mini-batch size.

The \( b \) constant in the equation means that the marginal gains from increasing the mini-batch size will eventually become negligible. In addition, if we consider an infinite stream of data, we can discard \( n \) from the equation.

When \( n \) is infinite, RD becomes a function of the ensemble size and mini-batch size, causing the marginal gains from \( b \) to become negligible even faster. In this case, RD can be defined as an “instant” Reuse Distance (\( iRD \)):

\[
iRD = \left\lceil \frac{m^2}{b} \right\rceil.
\]

By taking the energy model from [9] as a base and using the \( iRD \) (i.e., equation (7)), it is possible to extend the model to account for the mini-batching by the following equation:

\[
Energy_{consumption\_MB} = (SC \ast \text{iRD}),
\]

where \( SC \) refers to the sequential consumption defined in [9]. Note that a single classifier has an ensemble size equal to 1 and a mini-batch size equal to 1, therefore keeping the model correct.

Also, notice that mini-batching causes trade-offs between energy consumption, time metrics (delay, and throughput), and accuracy. One trade-off favours throughput and energy efficiency in exchange for accuracy. While we can noticeably increase the energy efficiency and throughput of the algorithm by reducing the ensemble size, we get only a negligible deterioration in the accuracy.

Another trade-off emerges regarding the average delay in processing the instances and the energy consumption. We observed more significant improvements in time performance and energy savings by using mini-batching at low loads, with the downside of incurring a higher average delay. Conversely, when the workload is high, mini-batching increases throughput. In addition, the energy reduction is present but not as intense, and the delay is smaller than the baseline. Such results
align with those found in the literature, where the least complex algorithm is the best when evaluating energy consumption alone.

Moreover, we present the comparison of the trade-offs found in our results concerning the four categories presented in [4]. The categories are time cost, energy consumption, predictive performance, and memory cost.

The mini-batching can reduce both the induction and inference time regarding the time cost. However, deferring the testing to the end of the mini-batch can affect predictive performance.

Regarding energy consumption, mini-batching can reduce energy consumption in two ways. (i) by reducing the number of processor cycles to execute both the training and testing operations, it can minimize the number of cache misses. (ii) the idleness periods created when building the mini-batches trigger the DMP mechanisms more frequently, thus saving more power. Again, the deferring of the testing to the end of the mini-batch affects predictive performance.

Usually, the predictive performance can be improved at the cost of computational resources. Such a relationship holds for mini-batching, where reducing the mini-batch size increases the computational cost and predictive performance. Conversely, increasing the mini-batch size reduces the time cost and predictive performance.

Regarding memory cost, mini-batching increases the algorithm’s memory footprint for storing the instances and the votes of the ensemble. However, this increase is negligible compared to the main benefit mini-batching provides: significantly improving memory access locality by minimizing the number of cache misses. At this point, we make two observations. First, the related work analyzes the memory footprint of the algorithms. However, we claim that the memory access pattern of the algorithms is more impacting than the memory footprint on the time and energy costs. Second, a possible insight points to the need to study new data structures (e.g., which extend the classical VFDT) that can better fit the cache hierarchy of the processors.
Despite the trade-offs observed, it is possible to balance them to avoid significant loss in predictive performance. Generally, the marginal benefits from increasing the mini-batch size past 50 instances become smaller and smaller across all workloads, algorithms, datasets, and platforms tested. On the other hand, under the light workloads, the delay always increases as we increase the mini-batch size. Therefore, both results corroborate past results in [11], which suggests that 50 instances is a good choice for balancing predictive performance and execution performance improvement. This might be a good guess when there is no further knowledge of the application. Different combinations of algorithm, dataset, platform, and workload will have different optimal values.

VII. CONCLUSION

Ensemble learning is a fruitful approach to improve the performance of ML models by combining several single models. Ensembles are also popular in a data stream processing context, where they achieve remarkable predictive performance. Examples of this class include algorithms such as Adaptive Random Forest, Leveraging Bag, and OzaBag. Despite their relevance, many aspects of their efficient implementation remained to be studied after their original proposals. For example, the original Adaptive Random Forest implementation included a simple multi-thread version, but it did not consider energy efficiency or mini-batches to improve the overall run time.

Previous literature that analyzed the energy efficiency did not consider bagging ensembles [4] or performed a slightly different analysis, not evaluating time measures [9]. To bridge this gap, in this paper, we use an experimental testbed to evaluate six state-of-art bagging algorithms (OzaBag, OzaBag Adaptive Size Hoeffding Tree, Online Bagging ADWIN, Leveraging Bagging, Adaptive RandomForest, and Streaming Random Patches) with different complexity to illustrate several use cases where task-parallelism can be stressed. The scenario implemented in the testbed sends data through the network at different load intensities using five widely popular machine learning benchmark datasets with varied characteristics. Data is processed on three computer platforms to show that the mini-batching strategy can improve the ensembles used to classify data streams independently of the hardware. We show that the energy consumption is reduced in 96% of the tested cases, indicating that it works for all bagging algorithms.

Also, notice that mini-batching causes a trade-off between energy consumption, time metrics (delay and throughput), and accuracy. While the mini-batching increases the throughput, delay, and energy efficiency, larger mini-batches can modify the accuracy of the algorithms. Previous studies on mini-batching performance corroborate this result [11]. However, as demonstrated in our experiments, it is possible to balance this trade-off. The mini-batch size of 50 instances is a good balance demonstrated for practically all the experimental scenarios studied. Finally, we presented energy consumption models for bagging ensembles, which extend the energy model from the literature (proposed in [9]) to estimate the final energy consumption of bagging ensembles with mini-batching.

In future work, we intend to investigate if it is possible to improve the solution by using an adaptive mini-batching size regarding predictive performance, throughput, delay, and energy consumption.
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