Abstract

Model compression aims to deploy deep neural networks (DNN) on mobile devices with limited computing and storage resources. However, most of the existing model compression methods rely on manually defined rules, which require domain expertise. DNNs are essentially computational graphs, which contain rich structural information. In this paper, we aim to find a suitable compression policy from DNNs' structural information. We propose an automatic graph encoder-decoder model compression (AGMC) method combined with graph neural networks (GNN) and reinforcement learning (RL). We model the target DNN as a graph and use GNN to learn the DNN's embeddings automatically. We compared our method with rule-based DNN embedding model compression methods to show the effectiveness of our method. Results show that our learning-based DNN embedding achieves better performance and a higher compression ratio with fewer search steps. We evaluated our method on over-parameterized and mobile-friendly DNNs and compared our method with handcrafted and learning-based model compression approaches. On over parameterized DNNs, such as ResNet-56, our method outperformed handcrafted and learning-based methods with 4.36% and 2.56% higher accuracy, respectively. Furthermore, on MobileNet-v2, we achieved a higher compression ratio than state-of-the-art methods with just 0.93% accuracy loss.

1. Introduction

With the increasing demand to deploy deep neural networks (DNNs) on edge devices (e.g., mobile phones, robots, self-driving cars, etc.), which usually have limited storage and computing power, model compression techniques became essential for efficient DNN deployment. Network pruning [10, 11, 32], factorization [46, 38], knowledge distillation [36, 34, 16], and parameter quantization [10, 49, 19] are among the most well-known model compression techniques. However, these methods heavily rely on handcrafted rules defined by experts, demanding an extensive amount of time and might not necessarily lead to a fully compressed model.

Recently, automatic model compression [14, 49, 27] has gained momentum. For example, Wang et al. [49] proposed a Bayesian automatic model compression method trained in a one-shot manner to find reasonable quantization policies. He et al. [14] proposed an automatic model compression method based on reinforcement learning (RL). However, when representing DNNs, they rely on manually defined DNN embedding vector (e.g., using one-hot vectors to characterize DNN's hidden layers) and ignore the rich structural information between the hidden layers.

DNNs are essentially represented as computational graphs in deep learning frameworks, such as TensorFlow [1] and PyTorch [35]. A computational graph is composed of numerous primitive operations (e.g., add, minus, multiply), where edges are operations and nodes are intermediate calculation results (i.e., feature maps in DNNs). Such a rich structural representation can effectively delineate the state of DNN hidden layers. Additionally, computational graphs often contain repetitive structural patterns due to the same set of primitive operations being used multiple times. Thus, we aim to benefit from this feature by extracting the structural information readily available within computational graphs to identify the redundancy and pruning policy for DNN hidden layers.

In this paper, we propose a graph-based Auto Graph encoder-decoder Model Compression (AGMC) method that combines graph convolutional networks (GCNs) [21, 53, 52] and reinforcement learning (RL) [25, 45, 43] to learn the compression strategy of DNNs without expert knowledge. The graph encoder-decoder aims to learn the DNN's layer embeddings. The GCN-based graph encoder learns the DNN representation from its structure information, and the decoder decodes the representation to hidden layer embeddings. The RL agent takes the hidden layer embeddings as the environment states, looks for the pruning ratio for each hidden layer, and generates a corresponding compressed candidate model. Finally, we evaluate the candidate compressed model performance and provide a reward value as feedback to the RL agent. By exploiting DNN's struc-
ture information to suggest compression policies, our approach successfully applied network pruning and achieved outstanding results on various DNNs, such as ResNet [12], VGG-16 [44], MobileNet [17, 39], and ShuffleNet [54, 29].

In essence, this paper makes the following contributions:

- A novel automatic layer embedding based on computational graph’s structure.
- An efficient method based on GCN and RL to automate the channel pruning.
- State-of-the-art model pruning results on various DNN models.

2. Background and related work

With the increasing demand to make edge devices smarter using AI, efficient deep neural network design is more important than ever. Hence, various efficient networks have been introduced to reduce the computational complexity and memory requirement of such networks. MobileNet-v1/v2 [17, 39], ShuffleNet-v1/v2 [54, 29], DiCENet [31], and CondenseNet [18] are among the notable efforts that introduced custom convolutional blocks to improve the overall efficiency. Furthermore, neural architecture search (NAS) [55, 6, 4, 30] methods also attempt to generate efficient DNNs by searching for the most optimal neural network structure, given the constraints of the target hardware platform.

Within the context of this paper, we discuss former studies related to model compression, particularly network pruning and the application of GCN in model compression. In the following, we will provide a brief overview of these methods.

Model compression. A multitude of previous work focus on model compression techniques, such as knowledge distillation [36, 34, 16], parameter quantization [10, 49, 19], factorization [46, 38], and network pruning [10, 11, 32].

As DNNs are typically over-parameterized, network pruning is among the most widely used model compression techniques, which has achieved outstanding results and can dramatically shrink model size [2]. It eliminates a portion of parameters and computation within each DNN layer via two different methods: (1) fine-grained pruning and (2) structured pruning. Fine-grained pruning [10] targets individual unimportant elements in weight tensors. On the other hand, structured pruning [24] attempts to prune entire blocks of weight tensors, such as channels, rows, columns, and blocks. Although the fine-grained pruning could achieve a high compression rate with minimal accuracy loss, they lead to irregular sparsity patterns, demanding specialized hardware accelerators [20, 9] to realize any speedup. Alternatively, using structured pruning results in regularly pruned weights and can be used on commodity hardware. In this paper, we particularly focus on structured pruning.

Empirical pruning policies are uniform, shallow, and deep [15, 24]. The uniform policy sets the compression ratio uniformly. The shallow and deep policies aggressively prune shallow and deep layers, respectively. Such handcrafted empirical policies heavily rely on manually defined rules and might not lead to an optimal compression policy. Other handcrafted methods focusing on channel pruning are SPP [48], FP [24], and RNP [26]. SPP prunes DNNs by analyzing each layer and measures the reconstruction error to determine the pruning ratios. FP evaluates the performance of single-layer pruning and estimates the sensitivity of each layer. Layers with lower sensitivity are pruned more aggressively. RNP introduced an RL-based method and groups all convolutional channels into four sets for training.

Conventional network pruning methods primarily rely on handcrafted and rule-based policies, demanding human effort and domain expertise. Moreover, such methods might not necessarily offer a fully compressed model. Recently, RL-based automatic network pruning methods [51, 14, 27] have been proposed. Liu et al. [27] proposed an ADMM-based [3] structured weight pruning method and an innovative additional purification step for further weight reduction. He et al. [14] proposed AutoML for network pruning, which leverages RL to predict compression policies, yet they still use handcrafted rules (11 fixed features) to represent DNNs and ignore the rich structural information within computational graphs.

Graph neural networks. GNN and its variants [22, 40] are successfully applied to learn the topology information from graphs. For instance, they have been successfully applied to node classification, link prediction, and graph classification. Furthermore, graph-based NAS methods [8, 42, 5] model DNNs as computational graphs and find the optimal DNN structure from a graph-based search space. These methods inspired us to use a GCN-based graph encoder to learn the DNN embeddings.

3. Methodology

To prune a given DNN, we first modeled the DNN as a computational graph and introduced a GCN-based graph encoder to learn the DNN’s representation $g$. Then the decoder decodes the $g$ in to layer embeddings $s_i \in S, i = 1, 2, ..., T$, where $T$ is the number of hidden layers. Since we aim to compress the DNN by predicting the pruning ratio for each hidden layer, the RL agent takes the layer state $S$ as the environment state to search for the hidden layer’s pruning policy $a_i \in A, i = 1, 2, ..., T$. The pruned DNN’s performance is then used as a reward for the current actions $A$ taken by the RL agent.

Figure 1 depicts an overview of our method. In the following, we will explain the details of the simplified computa-
3.1. Simplified graph representation of DNNs

The computational graph representation of DNNs is composed of numerous primitive operations (e.g., add, minus, multiply), where edges are operations and nodes are intermediate results (i.e., feature maps). Thus, a typical computational graph might involve billions of primitive operations [12], making it unrealistic to use the graph for our analysis directly. To simplify the graph representation, we choose commonly used machine learning operations as primitive operations

\[ O = \{ n \times n \text{conv}, \text{Relu}, \text{BatchNorm}, (\text{Max/Average}) \text{Pooling}, \text{Padding}, \text{Splitting} \} \]

Such a simplification can significantly reduce the graph complexity and yet preserve important structural information.

Formally, We model a given DNN as a single-source and single-sink computational graph \( G = (V, E, O) \), where \( V \) is the node-set, \( E \) is the edge set, and \( O \) is the primitive operation set. Each directed edge with an edge type is associated with a primitive operation in \( O \). Figure 2 (a) shows the idea behind the simplified computational graph using two primitive operations \( O = \{ 1 \times 1 \text{conv}, 3 \times 3 \text{conv} \} \), which correspond to two edge types. The computation graph \( G \) denotes a compound operation composed of the primitive operations in \( O \):

\[ y = \text{assemble}(\text{conv}3(\text{conv}1(x)), \text{conv}3(\text{conv}1(x))) \] (1)

Figure 2 (b) shows another example for constructing a computational graph for a ResNet block, which contains a 1x1 convolutional layer with four output channels and a 3x3 convolutional layer with three output channels. Although different layers have different computational graphs, they often share similar structures.

3.2. Auto graph encoder-decoder

We introduce a GCN-based graph encoder-decoder to learn the embeddings of the target DNN’s hidden layers automatically. The GCN-based graph encoder embeds the graph and learns the DNN’s structure representation \( g \in \mathbb{R}^{1 \times d} \), where \( d \) is the embedding size. We also introduced an LSTM [47] based decoder that decodes the DNN’s representation to layer embeddings \( S \in \mathbb{R}^{T \times d} \), where \( N \) is the number of hidden layers.

3.2.1 GCN-based graph encoder

The GCN embeds graphs by aggregating node features from neighbor nodes. The message passing function can be formulated as follows:

\[ h_{l+1}^i = \sum_{j \in N_i} c_i W_{l} h_j^l, \] (2)

where \( h_i^l \) is the hidden state of \( i \)th node in GCN’s \( l \)th convolution, \( c_i \) is a constant coefficient, \( N_i \) is node \( i \) neighbors, and \( W_{l} \) is GNN’s learnable weight matrix.

Although standard GCN and its variants aim to learn the node embeddings in a graph, we aim to learn the entire graph representation. Thus we need to take the graph representation from the node embeddings. One of the most commonly used mechanisms to achieve this is to use the graph mean pool (Equation 4), which averages the node embeddings. The graph encoder is formulated as Equation 3. It embeds the computational graph and gets the node-embedding matrix \( H \). Then, the graph mean pool reads the graph representation \( g \) from the node embeddings.

\[ H = \text{GCN}_{\text{encoder}}(G) \in \mathbb{R}^{N \times d}, \] (3)

\[ g = \frac{1}{N} \sum_{i=1}^{N} h_i, \] (4)

where \( H = h_i, i = 1, 2, ..., N \) is the node-embedding matrix, \( h_i \) is the embedding of \( i \)th node, \( N \) is the total number of nodes in the graph, and \( d \) is the embedding size.

3.2.2 Decoder

The decoder aims to learn the environment states of DNN hidden layers for the RL agent. Since the state vectors in the RL environment are determined by the previous state and
the action (the pruning ratio), the decoder takes the previous layer’s states vector and RL agent’s action as input:

$$s_1 = \text{LSTM}_{\text{decoder}}(g),$$  \hspace{1cm} (5)

$$s_t = \text{LSTM}_{\text{decoder}}(s_{t-1}, a_{t-1})$$  \hspace{1cm} (6)

For the $t$-th hidden layer, we use the feature $s_{t-1}$ of the previous hidden layer and the compression policy $a_{t-1}$ (the action selected by the RL agent) to calculate the environment states.

### 3.3. Automatic network pruning using reinforcement learning

We leverage reinforcement learning to find the optimal pruning ratios efficiently. In the following, we describe the details of our reinforcement learning setup.

**Environment states.** In contrast to existing RL-based model compression methods that use fixed handcrafted layer embeddings as environment states, we use DNN layer embeddings $S \in \mathbb{R}^{T \times 1 \times d}$ generated by the graph encoder-decoder as environment states.

**Action space.** The actions made by the RL agent are pruning ratios within a continuous space. Specifically, the RL agent takes the layer embeddings $S \in \mathbb{R}^{T \times d}$ as environment states and predicts corresponding pruning ratios $a_i \in A, i = 1, 2, \ldots, T$, where $a_i \in [0, 1)$.

**Reward function.** We prune the DNN according to the pruning ratio made by RL agent, and use the performance of the compressed model as the reward. The reward function is defined in Equation 7.

$$R_{\text{err}} = -\text{Error},$$  \hspace{1cm} (7)

where $\text{Error}$ is the compressed DNN’s top-1 error on the validation set.

**Deep deterministic policy gradient (DDPG).** Various RL policies aim to search within a continuous action space, such as proximal policy optimization (PPO) [41] and deep deterministic policy gradient (DDPG) [25]. Similar to the AMC [14] method, we opted for DDPG as the RL policy to make a fair comparison and exclude the influence of RL policy on the experimental results. This way we can demonstrate the superiority of our learning-based embedding compared to the handcrafted rules.

The DDPG agent’s search process can be formulated as following:

$$g \in \mathbb{R}^{1 \times d} = \text{GraphEncoder}(G),$$  \hspace{1cm} (8)

$$S \in \mathbb{R}^{T \times 1 \times d} = \text{Decoder}(g),$$  \hspace{1cm} (9)

$$A \in \mathbb{R}^{T \times 1 \times 1} = \text{MLP}(S),$$  \hspace{1cm} (10)

where $G$ is the computational graph, $g$ is the graph representation, $S$ is the environment states, and MLP is a multi-layer perceptron neural network. The graph encoder embeds the graph $G$ and learns the DNN representation $g$ and the decoder decodes $g$ into hidden layers embeddings $s_i \in S, i = 1, 2, \ldots, T$. Finally, the RL agent takes $S$ as environment states and uses MLP to project the embedding into hidden layer pruning ratios $a_i \in A, i = 1, 2, \ldots, T$.

### 3.3.1 Action rescaling

The reward function that we use offers small or no incentive for model size and FLOPs reduction. Without any constraint (e.g., FLOPs or #parameters), the RL agent tends to search for a tiny compression ratio. Thus, to obtain the desired model size reduction, we apply Algorithm 1 to adjust the action space $a$.

In essence, Algorithm 1 computes the size we still needed to reduce according to the original scale. Lines 1-2 compute the total model size (e.g., FLOPs and #parameters) $W_{\text{all}}$ and reduced size $W_{\text{reduced}}$. If the reduced size is less than the desired model size reduction $d$, the algorithm will rescale the pruning ratios to compensate the difference.
we compared our approach with various existing methods (e.g., MobileNet-v1/v2 [17, 39] and ShuffelNet-v1/v2 [12] and VGG-16 [44]) and mobile-friendly works, including over-parameterized DNNs (e.g., ResNet-20/56 [12] and SSL [50]). To show the superiority of our approach, we compare AGMC with AMC [14], which manually defines 11 features related to each layer as the embedding vector $s_t = (t, n, c, h, w, \text{stride}, k, \text{FLOPs}(t), \text{reduced}, \text{rest}, a_{t-1})$, where $t$ is the layer id, the dimension of the kernel is $n \times c \times k \times k$, and the input is $c \times h \times w$. $\text{FLOPs}(t)$ is the FLOPs of layer $t$. Reduced is the total number of FLOPs reduced in previous layers and finally rest is the number of remaining FLOPs in the layers ahead. We argue that such a strict layer embedding may miss important information, such as the number of parameters in each hidden layer, which are only applicable to a given DNN. In the AGMC, the graph encoder-decoder learns the layer states from DNN structural information. Thus, it does not think [28].

4. Experimental results

We evaluate our approach by performing FLOPs-constrained structured pruning on several convolutional networks, including over-parameterized DNNs (e.g., ResNet-20/56 [12] and VGG-16 [44]) and mobile-friendly DNNs (e.g., MobileNet-v1/v2 [17, 39] and ShuffelNet-v1/v2 [54, 29]). To show the superiority of our approach, we compared our approach with various existing methods in different categories, such as:

- Uniform, shallow, and deep empirical policies [15, 24].
- Handcrafted channel reduction methods, such as SPP[48], FP [24], and RNP [26].
- Regularization-based methods, such as MorphNet [7] and SSL [50].
- RL-Based AutoML methods, such as auto model compression method AMC [14], which manually defines DNN layer embeddings, and random search with reinforcement learning (RS), which does not leverage any layer embeddings.
- Other pruning methods, such as DSA [33] and Rethink [28].

Finally, we show the inference acceleration and memory saving of compressed models on a GPU platform.

**Algorithm 1:** Rescaling the actions for the desired model size reduction

**Input:** The actions $a = \{a_0, ..., a_T\}$, the upper bound of actions $a_{max}$, the model size (#FLOPs/#Parameters etc.) of each hidden layer $W = \{W_0, ..., W_T\}$, and the desired model size reduction $d$

**Output:** The actions $a'$ after re-scaling

1. $W_{all} = \sum_t W_t$
2. $W_{reduced} = \sum_t W_t a_t$
3. if $W_{reduced} < d$ then
4. \[ d_{rest} = d - W_{reduced} \]
5. for $i = 1, 2, ..., T$ do
6. \[ a_i+ = (d_{rest} \times (a_i/\sum_t a_t))/W_i \]
7. \[ a'_i = \min(a_{max}, a_i) \]
8. return $a'$

**RL setup.** The actor network $\mu$ and the critic network $Q$ have two hidden layers, each with 300 units. The $\mu$'s output layer applies the sigmoid function to bound the actions within $(0, 1)$. We use $\tau = 0.01$ for the soft target updates. In the first 25 episodes, our agent searches with random action. Then, it continues searching for 300 episodes with exponential decayed noise. The graph encoder is a two-layer GCN with a hidden feature size of 50 units and a DNN embedding size of 11 units.

**Datasets.** We conducted our experiments using CIFAR-10 [23], CIFAR-100 [23] and ILSVRC-2012 (ImageNet) [37] datasets. To accelerate the search process on CIFAR-10/100, we split the training set to $15K$ and $5K$ images. We used the $15K$ training set to rapidly fine-tune the candidate model and the remaining $5K$ images as the validation set to calculate the reward function. In the ILSVRC-2012 dataset, we split $5K$ images from the training set as the validation set to calculate the reward. The Validation accuracy of the ILSVRC-2012 dataset is very sensitive to the compression, as with high compression ratios, the accuracy drops considerably without fine-tuning. Thus, the RL agent can not get a valuable reward. As a remedy, we decompose the pruning on the ILSVRC-2012 dataset into several stages and add one epoch of fine-tuning for each search episode. For instance, to obtain a 49% FLOPs model compared to the original network, instead of performing a single step 49% FLOPs pruning, we prune the target DNN two times, each with 70% FLOPs constraint (i.e., 70%FLOPs $\times$ 70%FLOPs $\approx$ 49 % FLOPs).

4.1. The effectiveness of DNN embeddings

In contrast to existing methods [27, 14], layer embeddings are essential for our learning-based automatic network pruning method. In the following, we analytically compare the effectiveness of using our DNN graph embedding with existing approaches.

**Learning-based vs. manually-defined layer embeddings.** We compare AGMC with AMC [14], which manually defines 11 features related to each layer as the embedding vector $s_t = (t, n, c, h, w, \text{stride}, k, \text{FLOPs}(t), \text{reduced}, \text{rest}, a_{t-1})$ , where $t$ is the layer id, the dimension of the kernel is $n \times c \times k \times k$, and the input is $c \times h \times w$. $\text{FLOPs}(t)$ is the FLOPs of layer $t$. Reduced is the total number of FLOPs reduced in previous layers and finally rest is the number of remaining FLOPs in the layers ahead. We argue that such a strict layer embedding may miss important information, such as the number of parameters in each hidden layer, which are only applicable to a given DNN. In the AGMC, the graph encoder-decoder learns the layer states from DNN structural information. Thus, it does not
require expert knowledge and is applicable for all kinds of DNNs. Since AMC has defined 11 features to represent a convolutional layer, we also set the learning-based embedding size to 11 (i.e., \( S \in \mathbb{R}^{T \times 11} \)). We evaluated our learning-based embeddings and the AMC handcrafted embedding on ResNet-20 pre-trained with the CIFAR-10 dataset. Figure 3 shows the spatial decomposition evaluation for the AMC’s layer embeddings under 50% FLOPs ResNet-20. Using stride as the only layer embedding, we get an error rate of 31% since it is difficult to distinguish different layers. However, combining the stride with the number of filters decreases the error rate to 18%. Consequently, combining all the features leads to 10.2% error margin. On the other hand, our learning-based layer embedding achieves an error rate of 5.38%, outperforming the manually defined layer embedding by a factor of two.

### Learning-based vs. no embedding

We compared AGMC with random search (RS) without layer embedding. We set all the hidden layers of the RS setup to a fixed one-hot vector as the RL agent’s environment state and use \( R_{err} \) as a reward. Then, we leverage the DDPG reinforcement learning agent to search pruning ratios for ResNet-20/56. ResNets have residual connections between their blocks, which instructs equal channel size between residual connection blocks. We opted for removing all the residual connections to avoid sharing the pruning ratios between residual connected layers and learn each hidden layer’s embedding independently. As shown in Figure 4, AGMC achieves better results compared with RS on ResNet-20. Particularly, AGMC enabled us to find the compressed model with fewer episodes, higher accuracy, and more FLOPs reduction. Moreover, by further layer-wise analysis, we observed that AGMC tends to prune each layer uniformly and the pruning ratio is more stable than the RS. Such an observation is in line with the uniform pruning policy[24], which argues that the uniform policy can yield better pruning.

Additionally, we pruned ResNet-56 under different FLOPs-constraints. ResNet-56 contains 56 convolutional layers, which is far deeper and more challenging than ResNet-20 to prune. Figure 5 depicts the validation accuracy under different pruning ratios. In all cases, AGMC outperforms RS, as more FLOPs are pruned. For instance, with 10% FLOPs reduction, the performance of AGMC and RS are almost the same. However, with 90% FLOPs reduction, the AGMC surpasses the RS by a large margin.

### Generalizability of the graph encoder

AGMC adopts a GCN-based graph encoder to embed DNNs topology structure. Since we model the DNNs as graphs under the same rule, the graph encoder trained on one DNN should also achieve similarly good performance on other similar DNNs. Thus, we investigated whether AGMC has learned the struc-
4.2. Over-parameterized DNN pruning

We evaluate AGMC on ResNet-20/32/44/56/110 and VGG-16, often considered as over-parameterized DNNs. Such deep and compact networks involve billions of parameters, incurring high memory consumption. Thus, it is challenging to deploy them on edge devices with limited computing and power budgets.

We perform FLOPs-constrained pruning on over-parameterized DNNs by leveraging the RL agent to search for pruning ratios for each convolutional layer. However, ResNet has residual connections, and different pruning ratios between residual connected layers will lead to feature-map dimension mismatch. To overcome this issue, we share the pruning ratio between the residual connection layers. Additionally, we follow the same experiment settings as in DSA [33] since it has a significant impact on the pruning results. For instance, the number of fine-tuning epochs is one of the key factors, where a larger value leads to higher test accuracy but with the cost of additional time and resources.

Table 1 reports the results of AGMC in comparison with existing pruning methods for over-parameterized networks. Our method outperforms the empirical policies [15, 24] by a large margin with 7.42% higher accuracy on ResNet-20 and 4.36% on ResNet-56. Compared with the RL-based method, AMC [14], AGMC achieved 5.02% and 2.56% higher accuracy on ResNet-20 and ResNet-56, respectively. Moreover, the networks pruned by AGMC yielded less accuracy loss compared with rule-based pruning methods [7, 28, 13, 33]. Additionally, we recorded the RL search time on ResNet-56 with 300 episodes. It takes (320 ± 30) seconds on RTX 8000 GPU to finish the entire search for the pruning ratios. For VGG-16 model trained on the ImageNet-2012 dataset, we compared AGMC with hand-crafted channel reduction methods (i.e., SPP [48], FP [24], and RNP [26]) and AMC [14]. Results show that AGMC outperformed all the baselines methods by a large margin.

4.3. Mobile-friendly DNN pruning

We further evaluated AGMC on mobile-friendly DNNs, such as MobileNet-v1/v2 [17, 39] and ShuffleNet-v1/v2 [54, 29]. Instead of using standard convolutional layers, mobile-friendly DNNs have designed customized convolutional blocks to reduce the parameters, leading to better performance on edge devices. For instance, the MobileNet-v1 block splits a traditional convolution into a pair of point-wise and depth-wise convolutions. Based on MobileNet-v1, MobileNet-v2 adds an additional linear expansion layer and introduced residual connections. To maintain the characteristics of the mobile-friendly DNNs, we have developed specific pruning strategies for them.

MobileNet-v1. The MobileNet-v1 block contains a depth-wise and a point-wise convolution, instead of pruning them separately, we view the two convolutions together and only prune point-wise convolutions. Since the depth-wise convolution only operates on one input channel and
Table 2. Pruning policy comparison of FLOPs-constrained compression on MobileNet-v1/v2 and ShuffleNet-v1/v2. The MobileNet-v1/v2 are trained on the ImageNet (ILSVRC-2012) dataset, and the ShuffleNet-v1/v2 are trained on the CIFAR-100 dataset. The column FLOPs denotes the ratio between the FLOPs of the compressed model and the original model.

| Model      | Method  | FLOPs | Test Acc. | ∆Acc. % |
|------------|---------|-------|-----------|---------|
| MobileNet-v1 | uniform[17] | 56%   | 68.10     | -2.5    |
| MobileNet-v1 | uniform[17] | 41%   | 66.90     | -3.7    |
| MobileNet-v1 | AMC[14] | 40%   | 68.90     | -1.7    |
| MobileNet-v1 | AGMC    | 40%   | 69.40     | -1.2    |
| MobileNet-v2 | uniform [39] | 70%   | 69.80     | -2.0    |
| MobileNet-v2 | AMC[14] | 70%   | 70.80     | -1.0    |
| MobileNet-v2 | AGMC    | 70%   | 70.87     | -0.93   |
| ShuffleNet-v1 | RS      | 60%   | 63.70     | -4.94   |
| ShuffleNet-v1 | AGMC    | 60%   | 65.26     | -3.38   |
| ShuffleNet-v2 | RS      | 60%   | 65.74     | -3.11   |
| ShuffleNet-v2 | AGMC    | 60%   | 66.28     | -2.57   |

pruning that filter will cause information loss for the corresponding channel.

MobileNet-v2. Similar to MobileNet-v1, we prune linear expansion layers and point-wise convolutional layers. Since residual connections are between linear expansion layers, we share the linear expansion layers’ pruning ratio.

ShuffleNet-v1/v2. ShuffleNet uses blocks containing depth-wise and point-wise convolutions, channel shuffle, linear expansion, and residual connections. To avoid dimension mismatch when downsampling, we consider the ShuffleNet blocks together and perform channel pruning inside the blocks. In a ShuffleNet block, we do not prune the expansion layer (the output layer of the block) and only prune the point-wise filters.

The results for mobile-friendly networks are given in Table 2. On MobileNet-v1/v2, we compare AGMC with the uniform pruning policy and the RL-based method AMC. Compared to the uniform policy, which sets the compression ratio uniformly, AGMC achieves a higher compression ratio with only 1.2% test accuracy loss. Furthermore, our efficient layer embedding outperforms AMC on both MobileNet-v1 and MobileNet-v2, with the same target FLOPs. Similarly, our method succeeded in pruning 40% of the ShuffleNet-v1/v2 FLOPs and obtaining a more accurate compressed model than random search.

4.4. Inference acceleration and memory saving

Here, we discuss the inference speed of the compressed ResNet-20/56, VGG-16, and MobileNet-v1 on an Nvidia RTX 2080Ti GPU. AGMC performs channel pruning on convolutional layers, accelerating the inference on parallel devices like GPUs. We calculated the inference speed of the pruned models and compared them with the original model. We used batch size 32, and the compressed models are tested on CIFAR-10 and ILSVRC-2012 datasets. As shown in Table 3, the models pruned by AGMC achieve notable GPU memory reduction. For example, for VGG-16, the original model’s GPU memory usage is 528 MB, since it has dense layers and its first dense layer contains 25088 neurons. The 20% FLOPs VGG-16 with pruned convolutional layers significantly reduced the feature map size input to dense layers, taking 141 MB memory less than the original. Moreover, without losing too much test accuracy, all the models pruned by AGMC achieved remarkable inference speedup. For instance, the 20% FLOPs VGG-16 achieved 1.22× speedup on the ImageNet dataset.

5. Conclusion

This paper proposed an Auto Graph encoder-decoder Model Compression (AGMC), which combines graph convolutional networks and reinforcement learning to explore network compression policies automatically. To the best of our knowledge, this is the first work to model DNNs as computational graphs to enhance model compression. Furthermore, we conducted comprehensive experiments on over-parameterized and mobile-friendly DNNs. In the experiment, we show the superiority of our learning-based DNN embedding. By learning DNNs’ embedding from their structure information, AGMC outperforms all the rule-based DNN embedding methods by a large margin. On over-parameterized, such as ResNet-56, our method defeats all the baselines with only 0.63% accuracy loss. Additionally, AGMC successfully compressed mobile-friendly DNNs, which are already compact. For instance, in the MobileNet-V1, we achieve a higher compression ratio than baselines with only 1.2% accuracy loss.

Table 3. Latency and GPU memory usage of pruned models using AGMC. We analyzed ResNet-20/56 on CIFAR-10 and VGG-16 and MobileNet-v1 on ImageNet dataset.

| Model      | FLOPs | Latency | GPU Mem. |
|------------|-------|---------|----------|
| MobileNet-v1 | 100%FLOPs | 11.02ms | 17MB     |
| MobileNet-v1 | 40%FLOPs | 10.52ms | 14MB     |
| VGG-16      | 100%FLOPs | 20.52ms | 528MB    |
| VGG-16      | 20%FLOPs | 16.82ms | 387MB    |
| ResNet-56   | 100%FLOPs | 0.52ms  | 3.4MB    |
| ResNet-56   | 50%FLOPs | 0.48ms  | 1.8M     |
| ResNet-20   | 100%FLOPs | 0.32ms  | 1.1MB    |
| ResNet-20   | 50%FLOPs | 0.30ms  | 0.56KB   |
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