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Abstract

This paper introduces a framework for semantic information retrieval based on the integration of various natural language processing (NLP) techniques, each of which annotates a base text with different kinds of information extracted from the text. Instead of running the NLP modules on the fly for individual search requests, the NLP modules are applied to the text in advance and the results are indexed in a way that enables flexible and efficient integration of them. The query language is based on a variant of the region algebra, in which we can specify a sub-structure in the annotated text that may involve different kinds of annotations. Given a query, the retrieval engine searches for the sub-structure by aggregating the different kinds of annotations through a search algorithm for the extended region algebra. We demonstrate the effectiveness and flexibility of the proposed framework through experiments with TREC Genomics Track data.
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1. Introduction
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NLP techniques such as named-entity recognition (NER) and syntactic/semantic analysis have been found useful in various text mining applications. However, a traditional way of utilizing those techniques has been to apply them to a subset of text drawn from a base textset (e.g., from the Web) after collecting them by using a simple query such as keywords. This is presumably due to the lack of an effective and efficient method of utilizing NLP results during the search for the textset of interest. Meanwhile, there is an emerging trend of enriching texts with various kinds of information in the form of tag annotations, and using them for information services [1, 2, 3], or for querying texts with annotations [4, 5]. The trend has brought on a great prospect in which sophisticated NLP techniques are applied in advance to make abstract levels of linguistic representation explicit, which are used to deduce more user-oriented information on the fly.

In this paper, we propose a new search architecture for text and stand-off NLP annotations. A set of annotation data produced by an NLP module can be freely added or updated in our architecture without reconstructing the whole database. Figure 1 shows the overview of the architecture. Our search algorithm is based on a variant of the region algebra [6], which we further extended to handle annotations.

2. Background

2.1. Region Algebra

The Region Algebra [7] is a framework for searching annotated text with partially overlapping annotations. The framework is more suitable for stand-off annotations than XML databases because it can be applied to annotations that cross each other easily.
Region algebra consists of binary operators on region sets as shown in Table 1, and basic expressions for region sets of words and annotations. For example, \((> \text{[sentence]} \text{"search"})\) represents a set of text spans annotated as sentences containing the word “search.” In the current paper, we use \([X]\) to denote the set of regions annotated as X and a quoted string “Y” to denote the set of word regions of Y. The search algorithm is defined by using the basic functions which searches a nearest region matching the query from the input position. These functions are recursively defined by using the functions of the subquery. We extended the region algebra to efficiently search for a sub-structure in a tag-annotated text in the previous work [6]. The extension includes a new algorithm to handle nesting of the same type of annotations and value-equivalence conditions among attribute values, by which we can handle nesting structure of parse trees and query for a semantic dependency structure among words and phrases that are difficult to represent only with the operators on region sets.

|   |   |   |   |
|---|---|---|---|
| 0 | 7 | s | id="1" |
| 0 | 2 | np | id="2" |
| 3 | 7 | vp | id="3" |

Fig. 3. Stand-Off annotation (left) and its inline representation (right)

Table 1. Operators of the region algebra

| Operator | Description |
|----------|-------------|
| \((> A B)\) | A containing B |
| \(< A B)\) | A contained in B |
| \(& A B)\) | A and B |
| \(\mid A B)\) | A or B |
| \(\sim A B)\) | Starting with A and ending with B |

We added a small but important improvement to the search algorithm that allows asynchronous indexing of different types of annotations. This mechanism is essential for the ever-extending nature of the annotated textbase, to which we continue to add new annotations produced by novel NLP techniques. To make it possible, we chose a simple stand-off annotation as the common data format for the input and the internal representation of the annotations. In the stand-off annotation format, a tag is represented as a tuple \(<b, e, t, as>\) where b and e are respectively the begin and end position of the tagged text span, t is the name of the tag, and as is a set of attribute-value pairs. Figure 3 shows an example of stand-off annotation and corresponding XML-like inline representation. Thanks to the stand-off representation, we don’t have to make the inline representation that includes all annotations for the indexing, and can build an index file for each NLP module individually. Another advantage of the stand-off representation is that it can naturally represent crossing annotations, while an additional mechanism is necessary to do it in an XML-like inline format.

2.2. NLP modules for relational concept search

We give an overview of the NLP modules that used in the experiments. Table 2.1 shows a list of NLP modules and corresponding annotation tags. We describe the detail of each NLP module in the followings.
HPSG parser. A wide-coverage HPSG parser, Enju [8], was used for syntactic and semantic analysis of the sentences. The parser is so-called ‘deep parser’, which provides both the syntactic and semantic structures represented in a constituent tree and the semantic analysis represented as predicate-argument relations. Figure 2 illustrates an example of Enju’s output with a syntactic tree structure and semantic predicate-argument relations among words overlayed on it. By using the results of deep parsing, we can directly search for a semantic relation represented differently in various surface structures.

Named Entity Recognizers. While the parser is used to map the surface word sequence to a relational structure among words in the syntactic/semantic level, a few named entity recognizers are used to map entity names appeared in the text to a concept identifier defined in a taxonomy. Specifically, we used a statistical gene/protein name recognizer trained on the GENIA corpus [9] and a dictionary-matching based term recognizer for various term types including, disease, symptom, enzyme and drug names, which are very often mentioned with different textual expressions (i.e., synonyms), such as "P53", "p53", "p-53" and "p53 protein", or "cancer" and "carcinoma." Those synonymous expressions are tagged with a unique concept identifier. Thus the search can be done in the level of concept, not in the surface textual expressions.

Table 2. NLP module and tags

| NLP module              | Tags               |
|-------------------------|--------------------|
| HPSG parser             | sentence, cons, tok|
| Named entity            | entity_name        |
| Event expression        | event expression   |
| Biomolecular event      | Event, Trigger     |
| Gene-disease association| GDA                |

event expression tagger. We also annotated the text with the results of event expression tagger, which maps a semantic relation given by the parser to a pre-defined event class such as ‘positive regulation relation.’ Roughly speaking, this is a normalization of verbal expressions to a event types. For example, those expressions like ‘A activates B’, ‘A induces B’ etc. are all mapped to a event of ‘positive regulation (Agent = A, Theme = B).’ The tagger applies event-expression patterns extracted from GENIA event corpus [10] against the output of the parser and identify a event type and the arguments of the event. Since the patterns do not include any restrictions on the class of the arguments (e.g., gene, protein, disease), the results cover a wide range of relations. e.g., “a gene causes a disease,” “a protein induces a chemical reaction in a cell” and “a chemical substance causes death” are all recognized as an instance of ‘positive regulation’ event.

Specialized Relation Recognizers. In addition to the event expression tagger explained above, we used two systems that are respectively specialized to the recognition of gene-disease association [11] and biomolecular events mentioned in the text [12]. Both systems uses machine-learning techniques to identify the specific types of relations based on the features extracted from the parsing results. While the gene-disease association is defined as a single binary relation between a gene name and a disease name, the biomolecular events can have more complex structure, such as “binding of protein A to protein B inhibit another type of binding be-tween protein C and protein D,” which is represented as a nested data structure, ‘negative regulation(Cause = binding(protein-A, protein-B), Theme = binding(protein-C, protein-D)).’
In addition to the above mentioned modules, we used low-level NLP modules like a sentence splitter and POS tagger as well as a more high-level processing module like a sentence rhetorical role tagger [13]. As shortly explained, the flexibility of the extended region algebra allows a query that simultaneously specifies structures in all layers of annotations, e.g., semantic structure, syntactic structure, and rhetorical structure, by combining subqueries for each layer with &-operator and tying them together by using variables.

3. Method

3.1. Ranking algorithm

We used two types of queries to construct a ranking list of documents, one is a Filtering Query, which is a boolean query containing essential conditions to filter out the documents not concerning to the topic and the other is one or more Scoring Queries for calculating the scores of a document. The algorithm to construct a ranking list is as follows: First, we searched documents with the Filtering Query. Then, a score is calculated for each document based on whether or not the document matches a Scoring Query and a ranking list is constructed based on the scores. Given a list of Scoring Queries $q_1, ..., q_n$, the score of a document $D$ is calculated with Okapi BM25 [14] simply extended for regions instead of terms, that is,

$$S(D, q_1, ..., q_n) = \sum_{i=1}^{n} IDF(q_i) \cdot \frac{rf_{q_i} \cdot (k_1 + 1)}{rf_{q_i} + k_1 \cdot (1 - b + b \cdot \frac{|D|}{DLave})}$$

where $r_{f_{q_i}}$ is the number of regions matching to the query $q_i$ in the document $D$, $k_1$ and $b$ are parameters,(we used $k_1 = 2.0$ and $b = 0.75$ in the experiments), $|D|$ is the length of the document $D$, $DLave$ is the average

| No. | Information Need |
|-----|------------------|
| 1   | Description of standard methods or protocols |
| 2   | Description of the role of a gene involved in a disease |
| 3   | Description of the role of a gene in a biological process |
| 4.1 | Description of interactions between two genes in the function of an organ or in a disease |
| 5   | Description of mutations of a gene and its biological impact |
length of documents in the collection and \( IDF(q_i) \) is the inverse document frequency for the query \( q_i \), which is defined as

\[
IDF(q_i) = \log \frac{N - n_{q_i} + 0.5}{n_{q_i} + 0.5}
\]

where \( N \) is the total number of documents in the collection and \( n_{q_i} \) is the number of documents which contain at least one region matching the query \( q_i \).  

1. Note that \( n_{q_i} \) in the whole document collection cannot be counted in advance because the variation of \( q_i \) is innumerable.

3.2. Manual query conversion

In order to present the effectiveness and flexibility of the proposed framework, we evaluated the framework on the test collection of Ad Hoc Task in TREC Genomics Track 2005 [15], which consists of a 10-year subset of MEDLINE (4,591,008 articles), 50 topics and relevance judgements. The topics are categorized into 5 types of information needs as shown in Table 3.1. In order to search the target documents with integration of NLP techniques on the proposed framework, we processed the documents with various NLP modules.
The topics were manually converted to queries written in extended region algebra. Figure 4 shows an example of queries for Topic 112, “Articles describing the role of ‘IDE gene’ involved in ‘Alzheimer’s Disease’.” Since the articles relevant to the topic should mention to ‘IDE gene’ and ‘Alzheimer’s Disease,’ we filtered out the documents not including them by the Filtering Query. Thus the Filtering Query for this topic type expresses the condition “Documents contains both the target gene and the target disease.” Note that in the Filtering Query for topic 112, these terms are converted to the annotations [entity_name] with the IDs, ‘IDE gene’ and ‘Alzheimer’s Disease’ are converted to the query on annotations [entity_name] with the UniProt IDs for ‘IDE gene’ and UMLS IDs for ‘Alzheimer’s Disease,’ ‘Q24K02’ or ‘P14735’ and ‘C0002395’ respectively, which is the annotations for the synonymous expressions of the terms. We used three queries as Scoring Queries. First and second queries are the expansion of terms. The last query expresses the gene-disease associations between ‘IDE gene’ and ‘Alzheimer’s Disease,’ which are recognized in advance and annotated to documents by [GDA] annotations. The queries for other topics of topic type 2 were constructed by the same way. In the score calculation, the number of regions matching to each Scoring Query is counted in each document searched with Filtering Query and the score of the document are calculated with the above formula.
For other topic types, we used queries described in the following: For topic type 1, we used the parsing results and keywords expansions with NER result when the topic include a gene name or a disease name since the topics have a wide variety. Figure 5 shows an example of queries for Topic 107, “Articles describing about ‘normalization procedures that are used for microarray data’. ” Scoring Queries 1, 2 and 3 expresses the keywords, and Query 4 specifies the expression such as ‘normalize microarray data’ or ‘normalization of microarray data’ using the parsing results. For topic type 3, “Articles describing the role of gene in a specific biological process,” because currently there is no annotations that directly expressing ‘biological process’ since no annotations are stored in the current framework describing ‘specific biological process’ directly, we used various types of annotations such as the parsing results, NER, GDA and event recognizer to specify a biological process. For topic type 4, “Articles describing interactions between two genes in the function of an organ or in a disease,” we constructed a query expressing the interactions between the target genes with results of event recognizer with additional keywords of ‘function of organ’ and ‘disease’ expanded with NER results. For topic type 5, “Articles describing mutations of a given gene and its biological impact,” we used the results of event recognizer expressing ‘mutation’, and added expanded keywords in ‘biological impact.’ 

4. Experiments

Table 4 shows the mean average precision (MAP), precision in top 10 results and recall averaged over each topic type. MAP and precision are calculated ignoring the documents not judged in the test collection. Recall is calculated in documents searched by Filtering Query. When the number of articles searched by Filtering Query is less than 10, the total precision is used as P10. The results show that MAP of the proposed framework is higher than average MAP of the runs in TREC 2005 Genomics Track in topic type 1, 2 and 3, but lower in topic type 4 and 5. The precision in top 10 results is significantly higher than that of runs in TREC 2005. One of reasons for low MAP is the Filtering Query. As shown in Table 4, the recall of the Filtering Queries is lower than 0.5 for all topic types, that is, more than half of relevant documents are filtered out with the Filtering Queries. For example, in Topic 111 “Articles describing the role of ‘PRNP’ involved in ‘Mad Cow Disease’, ” the recall for search with Filtering Query “Documents containing both ‘PRNP’ and ‘Mad Cow Disease’ ” is only 0.163 despite a query expansion with the result of named entity recognition. Some of the relevant results contain other ‘prion diseases’ such as ”Creutzfeldt-Jakob disease,” which is similar disease with ”Mad Cow Disease,” or does not contain the corresponding disease name. Our current system have annotations which enables the system to regard different expressions of a disease or a gene as the same object, but does not contain annotations for ‘knowledge’ such that different diseases can be considered as the same concept. In order to satisfy both of the search speed and the accuracy, improvement of Filtering Query with addition of annotations are required to search more relevant documents in the filtering step.
Table 4 shows MAP for topics of topic type 2 with different types of queries used in scoring. The queries $Q_{\text{gene}}$, $Q_{\text{disease}}$ and $Q_{\text{GDA}}$ correspond to Scoring Query 1, 2 and 3 in Figure 4 respectively. This results show that calculating score considering not only the expanded keywords but the structured relation of keywords, GDA in this case, is effective to improve the accuracy of retrieval.

5. Conclusion and Future Work

We have described a search framework for semantic information retrieval based on the integration of NLP techniques. The framework integrates the annotations from various NLP techniques such as parsing, NER, event recognition and GDA recognition and searches across these annotations based on a framework of region algebra. We evaluated the framework with a simple scoring method on the test collection of TREC Genomics Track and showed the effectiveness of specifying annotations expressing keyword expansions and structural relations. Although the experiments focused on MEDLINE articles in the test collection of TREC Genomics Track, our search framework can be applied to documents in any domain by using NLP applications for that domain.

However, several functionalities are lacking in the current framework. One of the lacks of functionality is a scoring function considering structural relations. Although we used Okapi BM25 by simply expanding to region of annotations instead of keywords in this experiments, the scoring method is not necessarily appropriate for our framework since duplication of annotations exists between the scoring queries. We plan to improve scoring methods by using a probabilistic model and automatic query construction methods using annotated informations.
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