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Abstract

In recent years, large-scale Bayesian learning draws a great deal of attention. However, in big-data era, the amount of data we face is growing much faster than our ability to deal with it. Fortunately, it is observed that large-scale datasets usually own rich internal structure and is somewhat redundant. In this paper, we attempt to simplify the Bayesian posterior via exploiting this structure. Specifically, we restrict our interest to the so-called “well-clustered” datasets and construct an approximate posterior according to the clustering information. Fortunately, the clustering structure can be efficiently obtained via a particular clustering algorithm. When constructing the approximate posterior, the data points in the same cluster are all replaced by the centroid of the cluster. As a result, the posterior can be significantly simplified. Theoretically, we show that under certain conditions the approximate posterior we construct is close (measured by KL divergence) to the exact posterior. Furthermore, thorough experiments are conducted to validate the fact that the constructed posterior is a good approximation to the true posterior and much easier to sample from.

1 Introduction

Bayesian learning are appealing in their ability to capture uncertainty in learned parameters and avoid overfitting. In today’s big data era, large-scale Bayesian inference has received a lot of attention and is widely applied in deep learning, graph learning, general machine learning and many applications, e.g., outlier detection Chen et al. [2015]; Li et al. [2018]; Hoffman et al. [2010]; Xu et al. [2014]; Fu and others [2021]; Cao and others [2021]; Wei et al. [2020]; Zhou and others [2021]; Fu et al. [2019a]; Li and others [2020]; Zhao et al. [2021], where the number of data samples is usually very large. What’s worse, the size of data we face is growing much faster than our ability to deal with it. At the same time, a great number of Bayesian sampling techniques were raised. Among these methods, Markov Chain Monte Carlo (MCMC) methods are popular tools for performing exact inference via posterior sampling Chen et al. [2015]; Fu et al. [2019a]. One major benefit of MCMC techniques is that they guarantee asymptotically exact recovery of the posterior distribution as the number of posterior samples grows. However, they take a prohibitively long time when dealing with large-scale datasets, since for posterior with \( N \) (\( N \) is usually a large number) data points, they must perform \( O(N) \) operations to draw a sample.

Motivated by highly complex models where MCMC algorithms and other Monte Carlo methods were too inefficient by far, approximate Bayesian sampling have emerged, where the output cannot be considered as simulations from the genuine posterior, even under idealized situations of infinite computing power. The mainstream approximate inference approaches include variational Bayes [Jordan et al., 1999; Wainwright et al., 2008] and Expectation Propagation (EP) [Minka, 2001]. Both variational and EP methods aim to use a tractable form to approximate the exact posterior distribution. However, these approximate approaches own some limits. Taking variational Bayes as an instance, the core idea behind variational methods is that we use a distribution \( q \) from a restricted family to approximate the exact posterior distribution \( p(\theta|X) \). Concretely, we minimize the Kullback-Leibler (KL) divergence between the variational distribution \( q \) and posterior distribution \( p(\theta|X) \), i.e., solving the following problem:

\[
\arg\min_{\lambda} \text{KL}(q(\theta|\lambda)||p(\theta|X))
\]

where \( q(\theta|\lambda) \) is characterized by the variational parameter \( \lambda \). However, since \( q \) distribution owns tractable form, they are not able to capture the variation in the posterior all the time, especially when the true posterior is highly complex [Green et al., 2015].

None of the above-mentioned approaches, however, have considered the internal structure of the dataset. Braverman et al. [2011]; Allen-Zhu et al. [2016]; Fu et al. [2019b] demonstrated that in many datasets the data vectors exhibit clustering structure. Moreover, Allen-Zhu et al. [2016] use this structure to accelerate optimization procedure. Accordingly, in this paper, we consider to exploit this clustering information in Bayesian sampling scenario. For ease of exposition, we first list the main contributions of this paper as follows:

- We construct an approximate posterior based on the clustering structure of the dataset. Particularly, in the approximate posterior, the data samples in the same cluster are all replaced by the centroid of the cluster. As a result, the posterior can be significantly simplified.
Then we have

\[ \text{Lemma 1.} \]

\[
p(\theta|X) = \frac{1}{Z}p(\theta)p(X|\theta) \propto p(\theta)p(X|\theta) = p(\theta) \prod_{i=1}^{N} p(x_i|\theta),
\]

where \( Z = p(X) = \int_{\Theta} p(\theta)p(X|\theta)d\theta \), is called normalizing constant of the posterior distribution. It is independent of the parameter \( \theta \), thus is usually ignored.

We use \( \|\cdot\| \) to represent the \( l_2 \) norm for a vector and \( \|v\| = \sqrt{\sum_{i=1}^{d} v_i^2} \) holds for any \( v \) satisfying \( v \in \mathbb{R}^d \). In the follows we briefly introduce some key definitions that are useful throughout the paper.

**Definition 1.** If we have two separate probability distributions \( p(x) \) and \( q(x) \) over the same random variable \( x \), we can measure how different these two distributions are using the Kullback-Leibler (KL) divergence:

\[
KL(p(x)||q(x)) = \mathbb{E}_{x \sim p} \left[ \ln \frac{p(x)}{q(x)} \right] = \int p(x) \ln \frac{p(x)}{q(x)} dx.
\]

The KL divergence of any two probability distributions \( p(x) \) and \( q(x) \) is greater or equal to 0. The equality is obtained if and only if \( p = q \) almost everywhere. In general KL divergence is intractable. But when both \( p \) and \( q \) are Gaussian distribution, it can be computed analytically, shown as follows.

**Lemma 1.** Assume \( p_1 \) and \( p_2 \) are multivariate normal distribution with mean \( \mu_1, \mu_2 \in \mathbb{R}^d \) and covariance \( \Sigma_1, \Sigma_2 \in \mathbb{R}^{d \times d} \). Then we have

\[
KL(p_1(x||\mu_1, \Sigma_1) || p_2(x||\mu_2, \Sigma_2)) = -\frac{1}{2} \ln |\Sigma_1| + \frac{1}{2} \ln |\Sigma_2| - \frac{1}{2} d + \frac{1}{2} \text{tr}[\Sigma_2^{-1}\Sigma_1] + (\mu_1 - \mu_2)^T \Sigma_2^{-1}(\mu_1 - \mu_2).
\]

**Definition 2.** A function \( \phi : \mathbb{R}^{d_1} \rightarrow \mathbb{R}^{d_2} \) is \( L \)-Lipschitz, if for all \( u, v \in \mathbb{R}^{d_1} \), we have

\[
\|\phi(u) - \phi(v)\| \leq L\|u - v\|.
\]

**Definition 3.** A function \( \phi : \mathbb{R}^{d} \rightarrow \mathbb{R} \) is \((1/\gamma)\)-smooth if it is differentiable and its gradient is \((1/\gamma)-Lipschitz\), or, equivalently for all \( u, v \in \mathbb{R}^{d} \), we have

\[
\phi(u) \leq \phi(v) + \nabla \phi(v)^T (u - v) + \frac{1}{2\gamma}\|u - v\|^2.
\]

Then we define some notations about the clustering information of the data vectors. Assume that in the clustering procedure, the data vectors \( \{x_1, \ldots, x_N\} \) are divided into \( c \) disjoint sets. Each set corresponds to a cluster. The \( j \)-th cluster is denoted \( S_j \) and owns \( n_j \) data points, i.e., \( n_j = |S_j| \). The sum of all \( n_j \) is \( N \), that is, \( \sum_{j=1}^{c} n_j = N \). Then the centroid and radius of the cluster \( S_j \) are defined as \( \mu_j = \frac{1}{n_j} \sum_{x \in S_j} x_i \) and \( \delta_j = \max_{x_i \in S_j} \|x_i - \mu_j\| \), respectively. Correspondingly, the global radius is defined as the maximal radius of all clusters, that is, \( \delta = \max_{j=1}^{c} \delta_j \), which is also called radius for simplicity. Furthermore, when the radius is small enough\(^1\) and the number of clusters is far less than the number of data points, we usually call the dataset well-clustered. In this paper, we restrict our attention to cut down the redundancy and performing approximate inference in these “well-clustered” dataset.

\(^1\)usually much smaller than the distance between centroid of different clusters

2
3 Methodology

To illustrate why internal structure can be helpful and gain some intuition for our idea, we provide an extreme case: if we assume that all the data vectors are located at the same spot, i.e., \( x_1 = x_2 = \cdots = x_N \), then easy to find that the posterior can be rewritten into \( p(\theta | X) \propto p(\theta) p(x_1 | \theta)^N \). It means that the dataset is extremely redundant and we only require one data point to represent the posterior and perform the exact inference, while the other data points can be thrown away.

Now we relax the assumption, if we assume that data vectors forms clusters and the radius of a certain cluster is infinitely small, a natural idea is to replace all the data points in the current cluster with only one data point (e.g., a natural choice is the centroid of the cluster). The constructed approximate posterior would be close to the exact posterior.

Fortunately, this clustering structure is common in large-scale datasets [Allen-Zhu et al., 2016]. Thus, in this paper, we focus on the so-called “well-clustered” datasets and attempt to exploit this information. Suppose we have already obtained the clustering structure of the dataset, i.e., we have known that data vectors \( \{x_1, \cdots, x_N\} \) can be divided into \( c \) disjoint sets, denoted \( S_1, \cdots, S_c \). We expect that the centroid of a certain cluster could provide a rough estimation for all the data points in the cluster and construct the approximate posterior based on this clustering structure. Particularly, in the approximate posterior \( \tilde{p}(\theta | X) \), the data samples in the same cluster are all replaced by the centroid of the cluster, described as follows:

\[
\tilde{p}(\theta | X) \propto p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^{n_j}
\]

\[= \frac{1}{\tilde{Z}} p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^{n_j}, \tag{2}\]

where \( \mu_j \) is the centroid of the \( j \)-th cluster \( S_j \), \( n_j \) corresponds to the cardinality of \( S_j \) and satisfy that \( \sum_{j=1}^{c} n_j = N \). \( \tilde{Z} = \int p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^{n_j} d\theta \) represents the normalization constant of the approximate posterior.

Now we can see that sampling from the approximate posterior \( \tilde{p}(\theta | X) \) is equivalent to sampling from the posterior \( p(\theta | \tilde{X}) \), where the new dataset \( \tilde{X} \) owns \( N \) data points \( \{\mu_1, \mu_2, \cdots, \mu_c, \ldots, \mu_c\} \), or equivalently \( c \) pseudo-data \( \mu_1, \ldots, \mu_c \) and corresponding multiplicities \( n_1, \ldots, n_c \). The data is compressed, which means that we only need to store \( c \) (pseudo) data point in the memory, instead of \( N \). The reduction on data size is significant when dealing with large-scale dataset. To measure how much redundancy is cut down, we introduce a concept called compression ratio, defined as

\[
\rho \triangleq \frac{c}{N}. \tag{3}\]

Obviously, \( \rho \) is always less than 1. The memory cost in the approximate posterior is approximately \( \rho \) times of that in exact inference. In the following, we will see that during the sampling procedure the per-iteration running cost is also \( \rho \) times of that in exact inference.

3.1 Computational Overhead

Now we discuss the computational overhead of drawing a sample using MCMC methods from the exact posterior (governed by Equation (1)) and the constructed approximate posterior (governed by Equation (2)). For conventional random-walk based MCMC method, the main computational bottleneck is due to the Metropolis-Hastings (MH) step. Concretely, computing the acceptance probability \( \alpha = \min \{1, \frac{p(\theta) \prod_{i=1}^{N} p(x_i | \theta)}{p(\theta') \prod_{i=1}^{N} p(x_i | \theta')} \} \) (where \( \theta \) represents the current state and \( \theta' \) represents the proposed state) requires \( O(N) \) operations. For gradient based MCMC approaches like Langevin Monte Carlo Roskzy et al. [1978] or Hamiltonian Monte Carlo Neal [2011], we have to additionally compute the gradient of log-posterior, given as \( \nabla_{\theta} \log p(\theta) + \sum_{i=1}^{N} \nabla_{\theta} \log p(x_i | \theta) \). This operation also involves \( O(N) \) computations.

Contrary, when sampling from the approximate posterior described in Equation (2), the acceptance probability is equal to

\[
\alpha = \min \{1, \frac{p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^{n_j}}{p(\theta') \prod_{j=1}^{c} (p(\mu_j | \theta'))^{n_j}} \}. \]

Thus we only need \( O(c) \) computations, so is the gradient of log-posterior when using gradient based MCMC approaches. To conclude, drawing a sample using standard MCMC samplers from the approximate posterior requires only \( O(c) \) operations. Although we introduce a small bias in the stationary distribution, which would be described later, we can use the computational time we save to draw more samples and reduce the variance.

3.2 A particular clustering algorithm

To detect the clustering structure in the dataset, we resort to the well-studied approximate nearest neighbor algorithms. We need to ensure that the selected approximate nearest neighbour algorithm is able to find a close neighbor with high probability.

\footnote{We need to store \( \mu_1, \ldots, \mu_c \) and \( n_1, \ldots, n_c \).}
if such a neighbor exists. Fortunately, many efficient approximate nearest neighbor algorithms satisfy this requirement, say, Locality-Sensitive Hashing (LSH) [Datar et al., 2004; Andoni et al., 2015], product quantization [Jegou et al., 2011]. In this paper, following Allen-Zhu et al. [2016], we use E2LSH 1. Based on this, we devise a particular clustering algorithm, which is listed in Algorithm 1.

Concretely, given $N$ data points $x_1, \ldots, x_N$, we iteratively call Find-Nearest-Neighbor for each $i = 1, 2, \ldots, N$. Find-Nearest-Neighbor($x_i, \mathcal{T}, 2\delta$) is an oracle that either a close neighbor of $x_i$ with distance at most $2\delta$ in the set $\mathcal{T}$ or nothing, where $\mathcal{T}$ contains the clustering information of $\{x_1, \ldots, x_{i-1}\}$. If Find-Nearest-Neighbor($x_i, \mathcal{T}, 2\delta$) returns nothing, which means $x_i$ does not belong to any existing cluster, then we would create a new cluster in $\mathcal{T}$ for $x_i$ (Step 5 in Algorithm 1). If Find-Nearest-Neighbor($x_i, \mathcal{T}, 2\delta$) returns a neighbor, we try to add $x_i$ into this cluster and recompute the radius of the new cluster. We claim $x_i$ belongs to this cluster if the radius does not exceed $\delta$. Otherwise, we remove $x_i$ from the cluster and add it into $\mathcal{T}$ as a new cluster (Step 9). As a consequence, given the radius we want, the algorithm is able to output the clustering result of the dataset. Thus, we can obtain different clustering information via adjusting the knob (i.e., radius $\delta$). The empirical effect of the various knobs would be empirically studied later in Section 4.

### 3.3 Theoretical results

Now we explore the theoretical properties of the constructed approximate posterior $\hat{p}(\theta|X)$. Our goal is to show $\hat{p}(\theta|X)$ is close to $p(\theta|X)$. On the other hand, as stated before, KL divergence is a mainstream metric that measure the difference between two probability distributions. Thus, we attempt to prove that for well-clustered dataset, the KL divergence between the true posterior and the approximate posterior can be bounded. First, we introduce some gentle assumptions.

**Assumption 1.** ($1/\gamma$-smoothness condition) The log-likelihood function $\ln p(\cdot|\theta) : \mathbb{R}^d \rightarrow \mathbb{R}$ is ($1/\gamma$)-smooth for any given $\theta$.

**Assumption 2.** (Lipschitz condition) There exists two constant $0 < L_1, L_2 < \infty$ such that the log-likelihood function $\ln p(\cdot|\theta) : \mathbb{R}^d \rightarrow \mathbb{R}$, is ($L_1$)-Lipschitz for any given $\theta$, the gradient of log-likelihood, i.e., $\nabla_\theta \ln p(\cdot|\theta) : \mathbb{R}^d \rightarrow \mathbb{R}^d$, is ($L_2$)-Lipschitz for any given $\theta$.

These assumptions are widely used [Johnson and Zhang, 2013; Zhao and Zhang, 2015] and mild for many models, such as Bayesian logistic regression and Bayesian linear regression used in Section 4. Then the main theoretical result of this paper is shown as follows.

**Theorem 1.** Under Assumption 1, the KL divergence between the true posterior distribution and the approximate posterior described in Equation (2) can be bounded as:

$$KL(p(\theta|X)||\hat{p}(\theta|X)) \leq K_0 \delta^2,$$

where $K_0 = 2L_1L_2N + \frac{\gamma}{\gamma}$ is a constant, independent of the clustering information of the dataset.

From the theorem, we know that the approximate posterior can be arbitrarily close to the exact posterior as the radius $\delta \rightarrow 0$, which is consistent with our intuition. In other words, when $\delta = 0$, $\hat{p}(\theta|X)$ reduces to $p(\theta|X)$.

### 4 Empirical Evaluation

In this section, we investigate the empirical performance of the proposed approach, which mainly consists of two steps and is easy-to-use. Firstly, the clustering procedure is performed to the data vectors ahead of sampling procedure. According to the

---

1Details about E2LSH can be found in http://www.mit.edu/andoni/LSH/
clustering results, we construct the approximate posterior \( \tilde{p}(\theta|X) \). In the second step, we use sampler to draw samples from the approximate posterior \( \tilde{p}(\theta|X) \). Accordingly, the empirical studies can be divided into two parts. In the first part, we investigate the scalability of the clustering method we use and show that the clustering procedure can be finished in a relatively short time, compared with the subsequent sampling procedure. Then, in the second part, we report the performance of both exact posterior and approximate posterior using the same sampler. In this paper, we select Hamiltonian Monte Carlo (HMC) [Neal, 2011], a state-of-the-art MCMC method, as the standard sampler. The step size \( \epsilon \) and the number of leapfrog steps \( L \) are two parameters of HMC. In this paper, number of leaps is fixed at 10 for all the datasets and we tune the stepsize for each tasks. Moreover, the radius \( \delta \) plays the role of knob parameter in the clustering procedure. Thus, we would explore the empirical impact of various knobs.

As stated above, we use the same sampler to draw from exact (baseline) and different approximate posteriors (corresponding to various knobs). Thus it is senseless to compare the posterior value of samples drawn from different posteriors. Instead, we choose to monitor the test error and record it as a function of running time to measure the efficiency of the methods.

Furthermore, in order to observe the difference between \( \tilde{p}(\theta|X) \) and \( p(\theta|X) \), it is desirable to check the KL divergence \( KL(\tilde{p}(\theta|X)||p(\theta|X)) \). However, in the context of Bayesian inference, \( KL(\tilde{p}(\theta|X)||p(\theta|X)) \) is intractable analytically in the general case. To handle this challenge, we follow Xu et al. [2014]; Li et al. [2016] measuring the performance by computing an empirical estimation about \( KL(\tilde{p}(\theta|X)||p(\theta|X)) \), where both \( p(\theta|X) \) and \( \tilde{p}(\theta|X) \) are replaced by a Gaussian \(^4\) that had the same mean and covariance as samples drawn from the posterior using certain MCMC sampler (HMC here), to quantify the calibration of uncertainty estimations. Moreover, as mentioned before, variational Bayes [Jordan et al., 1999; Wainwright et al., 2008] is a mainstream approximate inference technique. Thus, to show how well \( \tilde{p}(\theta|X) \) approximates \( p(\theta|X) \), we also list the empirical estimation to the KL divergence between exact posterior \( p(\theta|X) \) and variational posterior \( q(\theta|\lambda) \) as a reference. We focus on applying our approach to popular machine learning tasks, carried out on benchmark datasets: (i) Bayesian logistic regression (ii) Bayesian linear regression. All of the datasets used in Bayesian logistic regression and Bayesian linear regression model can be downloaded from the LIBSVM website\(^5\). Details about these datasets can be found in Table 1 and 2. They are chosen to cover various sizes of datasets. To normalize the data, we define \( R = \max_{i=1}^{N} \|x_i\|_2 \), and all the feature vectors are divided by \( R \). Such an operation would guarantee that \( \|x_i\|_2 \leq 1 \) for \( \forall i = 1, \ldots, N \), that is, all the feature vectors lie in the unit sphere. Accordingly, the radius of cluster would not be too large.

### 4.1 Bayesian logistic regression

Here, we restrict our interest on Bayesian multiclass logistic regression. Let \( x \in \mathbb{R}^d \) be a vector of feature values and \( y = [y_1, \ldots, y_K]^T \in \mathbb{R}^K \) be a \( K \)-dimensional \( 0/1 \) valued vector, where \( K \) is the number of classes. There exists only one \( k \in \{1, \ldots, K\} \) such that \( y_k = 1 \) while other coordinates are all 0. Multiclass logistic regression is a conditional probability model of the form

\[
p(y_k = 1|x, W) = \frac{\exp(w_k^T x)}{\sum_{j=1}^{K} \exp(w_j^T x)}
\]

parametrized by the matrix \( W = [w_1, w_2, \ldots, w_K] \in \mathbb{R}^{d \times K} \). Each column of \( W \) corresponds to one class. The Gaussian prior is used, encouraging all the elements of \( W \) near 0. In variational methods, we proposed a variational Gaussian distribution \( q(W|\mu, \Sigma) \) to approximate the intractable posterior of regression parameter. Further, we assume that the covariance matrix \( \Sigma \) is diagonal for efficiency and feasibility.

### 4.2 Bayesian linear regression

In Bayesian linear regression, we are provided with \( N \) data samples, \( \{x_i, y_i\}_{i=1}^{N} \), where \( x_i \in \mathbb{R}^d \) is a \( d \)-dimensional feature vector and \( y_i \in \mathbb{R} \) represents the target value. The distribution of the \( i \)-th output \( y_i \) is given by \( p(y_i|x_i) = \mathcal{N}(\beta^T x_i, \gamma) \), where \( \beta \in \mathbb{R}^d \) is the parameter of interest. Gaussian prior is employed, i.e., the prior distribution satisfy that \( p(\beta) = \mathcal{N}(0, \lambda I) \). Owing to the conjugacy, the posterior distribution over \( \beta \) is also a Gaussian distribution. The gradient of log-likelihood is \( \nabla_{\beta} \log p(y_i|x_i) = -(y_i - \beta^T x_i)x_i \). For variational Bayes methods, similar to Section 4.1, we use a Gaussian with diagonal covariance to approximate the true posterior.

---

\(^4\)If both \( p \) and \( q \) are Gaussian, \( KL(p||q) \) is tractable analytically, as shown in Lemma 1.

\(^5\)http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/

| dataset     | class | training/testing size | feature dim |
|-------------|-------|-----------------------|-------------|
| SensIT (acoustic) | 3     | 78,823 / 19,705       | 50          |
| SensIT (seismic)  | 3     | 78,823 / 19,705       | 50          |
| covtype.binary   | 2     | 523,124/57,888        | 54          |
| mnist           | 10    | 60,000/10,000         | 784         |

Table 1: Bayesian Logistic Regression: the datasets
4.3 Results and Analysis

Now we show the empirical results. We report results about the approximate posterior in Table 3, especially the clustering information, including (i) number of clusters $c$; (ii) radius $\delta$; (iii) compression ratio $\rho$. Due to the randomness of the algorithms, the reported results are the average of 5 independent trials. We observe that given a reasonable radius $\delta$, the approximate KL divergence between the exact posterior $p(\theta|X)$ and the approximate posterior $\tilde{p}(\theta|X)$ is relatively small, compared with $KL(p(\theta|X)∥q(\theta|λ))$, i.e., the KL divergence between the true posterior distribution and the variational distribution. Thus, we claim that $\tilde{p}(\theta|X)$ is a better approximation to the true posterior than variational distribution in this case.

Furthermore, we find that our method achieves significant acceleration as well as a data size reduction (less memory cost). Large-scale dataset can always be greatly compressed without significant performance degradation. It is worth noting that the dataset compression relies heavily on the redundancy of the dataset.

We also find that the clustering procedure costs much less running time than the subsequent sampling procedure. The clustering procedure serves as an efficient preprocessing step to the dataset and reduce the redundancy in the original large-scale dataset.

From Table 3, we also observe that for almost all the dataset, the radius $\delta$ is within the same order of magnitude, which allows us to select a small finite set to explore. Therefore it is easy to find an appropriate $\delta$. We attribute it to the normalization step.

What’s more, we find the size of cluster usually follows power-law distribution. As an illustration, we randomly choose two datasets and plot the histogram about the size of cluster in Figure 1.

5 Conclusion

In this paper, we attempt to exploit the internal structure of large-scale dataset in the context of Bayesian sampling. Particularly, we have devised an easy-to-use scheme for so-called “well-clustered” dataset, that is, firstly an efficient clustering procedure is implemented to obtain the clustering information of the data points, then we construct an approximate posterior based on the clustering information and draw samples from the approximate posterior. Compared with the exact posterior, the approximate posterior is significantly simplified and much easier to sample from. Theoretical analysis has been provided to guarantee that the KL divergence between the exact and approximate posterior can be bounded. Furthermore, the empirical evaluations are exhaustive to backup both the effectiveness and efficiency of such an easy-to-use scheme.

Appendix

Proof of Theorem 1

Proof. First, we expand the KL divergence between the exact posterior and the approximate posterior as:

$$KL(p(\theta|X)∥\tilde{p}(\theta|X)) = \int p(\theta|X) \ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)} d\theta.$$  (5)
Table 3: Results for both Bayesian logistic regression and Bayesian linear regression. Data size $N$, number of clusters $c$, radius $\delta$, compression ratio $\rho$, approxKL, test error and running time for each setting are listed. approxKL is short for approximate KL divergence. For $\tilde{p}(\theta | x)$, appoxKL is an estimation to KL($p(\theta | X) \| \tilde{p}(\theta | X)$) while for variational methods, approxKL is an estimation to KL($p(\theta | X) \| q(\phi | \lambda)$). Running time is measured in terms of seconds. For our method, running time is represented as $t_1 + t_2$, where $t_1$, $t_2$ represent the running time of clustering procedure and sampling procedure, respectively. Test error corresponds the classifying error rate on test set (%) for logistic regression and test MSE for linear regression. For E2006, feature dimension $d$ is too large, so approxKL is hard to estimate.

| dataset          | data num $N$ | clusters num $c$ | $\delta$ | $\rho$ | approxKL | test error | running time |
|------------------|--------------|------------------|----------|--------|----------|------------|--------------|
|                  |              |                  |          |        |          |            |              |
|                  |              | baseline method: |          |        |          |            |              |
|                  |              | exact inference  |          |        |          |            |              |
| SensIT(acoustic) | 78,823       | 12.43            | 79.30%   | 2.53e04| 3.55e06  | 32.50%     | 10.42        |
|                  |              | baseline method: |          |        |          |            |              |
|                  |              | exact inference  |          |        |          |            |              |
|                  |              | variational Bayes|          |        |          |            |              |
| SensIT(seismic)  | 78,823       | 12.43            | 79.30%   | 2.53e04| 3.55e06  | 32.50%     | 10.42        |
|                  |              | baseline method: |          |        |          |            |              |
|                  |              | exact inference  |          |        |          |            |              |
|                  |              | variational Bayes|          |        |          |            |              |
| covtype          | 523,124      | 19.64            | 39.85%   | 1.00+18.23 | 1.05+47.34 | 36.63     |
|                  |              | baseline method: |          |        |          |            |              |
|                  |              | exact inference  |          |        |          |            |              |
|                  |              | variational Bayes|          |        |          |            |              |
| mnist            | 60,000       | 19.64            | 39.85%   | 1.00+18.23 | 1.05+47.34 | 36.63     |
|                  |              | baseline method: |          |        |          |            |              |
|                  |              | exact inference  |          |        |          |            |              |
|                  |              | variational Bayes|          |        |          |            |              |

Then we focus the term $\ln \frac{p(\theta | X)}{\tilde{p}(\theta | X)}$ in the above equation and expand it as:

$$
\ln \frac{p(\theta | X)}{\tilde{p}(\theta | X)} = \ln \frac{1}{\bar{Z}} p(\theta) \prod_{i=1}^{N} p(x_i | \theta) = \ln \frac{1}{\bar{Z}} p(\theta) \prod_{i=1}^{N} (p(\mu_j | \theta))^{w_{ij}} + \ln \bar{Z}

= \ln \frac{1}{\bar{Z}} p(\theta) \prod_{i=1}^{N} (p(\mu_j | \theta))^{w_{ij}} + \ln \bar{Z} = \sum_{j=1}^{c} \ln \prod_{i \in S_j} p(x_i | \theta) (p(\mu_j | \theta))^{w_{ij}} + \ln \bar{Z}

= \sum_{j=1}^{c} \left[ \sum_{i \in S_j} \ln p(x_i | \theta) - n_j \ln p(\mu_j | \theta) \right] + \ln \bar{Z}

= \sum_{j=1}^{c} \left[ \sum_{i \in S_j} \ln p(x_i | \theta) - \ln p(\mu_j | \theta) \right] + \ln \bar{Z}.

(6)

Then we consider the term ‘$A$’ in the above equation: $\sum_{i \in S_j} \left[ \ln p(x_i | \theta) - \ln p(\mu_j | \theta) \right]$ and try to bound it, which can be divided into two parts. The first part is to upperbound $\sum_{i \in S_j} \left[ \ln p(x_i | \theta) - \ln p(\mu_j | \theta) \right]$ while the second part is to upperbound $\sum_{i \in S_j} \left[ \ln p(\mu_j | \theta) - \ln p(x_i | \theta) \right]$. 


where the first inequality follows from Assumption 1 and the first equality follows from the fact that $\frac{1}{n_j} \sum_{i \in S_j} x_i = \mu_j$.

(ii) Part II:

\[
\sum_{i \in S_j} \left[ \ln p(\mu_j) - \ln p(x_i) \right] 
\leq \sum_{i \in S_j} \left[ \ln p(x_i) + \nabla \ln p(\mu_j)^\top (\mu_j - x_i) 
+ \frac{1}{2\gamma} \|\mu_j - x_i\|^2 - \ln p(x_i) \right] 
= \sum_{i \in S_j} \left[ \nabla \ln p(x_i)^\top (\mu_j - x_i) + \frac{1}{2\gamma} \|\mu_j - x_i\|^2 \right] 
= \sum_{i \in S_j} \left[ \left( \nabla \ln p(x_i)^\top - \nabla \ln p(\mu_j) \right)^\top (\mu_j - x_i) \right] 
+ \sum_{i \in S_j} \left[ \nabla \ln p(\mu_j)^\top (\mu_j - x_i) \right] 
+ \sum_{i \in S_j} \frac{1}{2\gamma} \|\mu_j - x_i\|^2 
\quad \text{equal to } 0 
\]

\[
\leq \sum_{i \in S_j} \left[ \left( \nabla \ln p(x_i)^\top - \nabla \ln p(\mu_j) \right)^\top (\mu_j - x_i) \right] 
+ \sum_{i \in S_j} \frac{1}{2\gamma} \|\mu_j - x_i\|^2 
\leq \sum_{i \in S_j} \left[ L_1 \|x_i - \mu_j\| \cdot L_2 \|\mu_j - x_i\| \right] 
+ \sum_{i \in S_j} \frac{1}{2\gamma} \|\mu_j - x_i\|^2 
= \sum_{i \in S_j} \left( L_1 L_2 + \frac{1}{2\gamma} \right) \|\mu_j - x_i\|^2 
\leq n_j \left( L_1 L_2 + \frac{1}{2\gamma} \right) \max_{i \in S_j} \|x_i - \mu_j\|^2,
\]

where the first inequality uses Assumption 1 again, the second inequality uses Assumption 2.

Combining part I and II, we have that

\[
\left| \sum_{i \in S_j} \left[ \ln p(\mu_j) - \ln p(x_i) \right] \right| 
\leq n_j \left( L_1 L_2 + \frac{1}{2\gamma} \right) \max_{i \in S_j} \|x_i - \mu_j\|^2,
\]
Then we sum the identity over \( j = 1, \cdots, c \) and have
\[
\left| \ln \frac{p(\theta) \prod_{i=1}^{N} p(x_i | \theta)}{p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n} \right|
\leq \sum_{j=1}^{c} \left| \ln p(x_i | \theta) - \ln p(\mu_j | \theta) \right|
\leq \sum_{j=1}^{c} n_j (L_1 L_2 + \frac{1}{2\gamma}) \max_{i \in S_i} \|x_i - \mu_j\|^2
\leq (L_1 L_2 N + \frac{N}{2\gamma}) \delta^2
= K_1 \delta^2,
\tag{10}
\]
where the first inequality follows from the triangle inequality and the second inequality directly use the results in Equation (9).

Until now, we have bounded the first part of \( \ln \frac{\tilde{Z}}{Z} \) in Equation (6). For simplicity, we denote \( K_1 \triangleq L_1 L_2 N + \frac{N}{2\gamma} \).

Now we turn our attention to the term “B” of last line in Equation (6). That is, we attempt to bound the term \( \ln \frac{\tilde{Z}}{Z} \). By taking exponentiation to the both sides of Equation (10) we know that the term \( \exp(-K_1 \delta^2) \leq \frac{p(\theta) \prod_{i=1}^{N} p(x_i | \theta)}{p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n} \leq \exp(K_1 \delta^2) \).

On the other hand, the term \( \ln \frac{\tilde{Z}}{Z} \) can be expanded as follows:
\[
\ln \frac{\tilde{Z}}{Z} = \left| \ln \frac{\int p(\theta) \prod_{i=1}^{N} p(x_i | \theta) d\theta}{\int p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n d\theta} \right|
\tag{12}
\]
Since \( p(\theta) \prod_{i=1}^{N} p(x_i | \theta) d\theta > 0 \) and \( p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n > 0 \) satisfy for any given \( \theta \), it is easy to find that
\[
\min_{\theta} \frac{p(\theta) \prod_{i=1}^{N} p(x_i | \theta)}{p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n}
\leq \frac{\int \theta p(\theta) \prod_{i=1}^{N} p(x_i | \theta) d\theta}{\int \theta p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n d\theta}
= \ln \frac{\tilde{Z}}{Z}
\leq \max_{\theta} \frac{p(\theta) \prod_{i=1}^{N} p(x_i | \theta)}{p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n}
\tag{13}
\]
Combining Equation (11) and (13), we have that
\[
\exp(-K_1 \delta^2) \leq \frac{\int p(\theta) \prod_{i=1}^{N} p(x_i | \theta) d\theta}{\int p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n d\theta}
\leq \exp(K_1 \delta^2).
\tag{14}
\]
Taking logarithm to all the terms in above equation, according to the monotonicity of log-function, we have
\[
-K_1 \delta^2 \leq \ln \frac{\int p(\theta) \prod_{i=1}^{N} p(x_i | \theta) d\theta}{\int p(\theta) \prod_{j=1}^{c} (p(\mu_j | \theta))^n d\theta}
= \ln \frac{\tilde{Z}}{Z}
\leq K_1 \delta^2.
\tag{15}
\]
Thus the term \( \ln \frac{\tilde{Z}}{Z} \) is bounded. That is,
\[
\left| \ln \frac{\tilde{Z}}{Z} \right| \leq K_1 \delta^2
\tag{16}
\]
Now both term A and B are bounded in Equation (6) are bounded. Then the term \( \ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)} \) can be bounded as

\[
\left| \ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)} \right| \\
= \sum_{j=1}^{c} \left[ \sum_{i \in S_j} \left( \ln p(x_i|\theta) - \ln p(\mu_j|\theta) \right) \right] + \ln \tilde{Z} \\
\leq \sum_{j=1}^{c} \left[ \sum_{i \in S_j} \ln p(x_i|\theta) - \ln p(\mu_j|\theta) \right] + \ln \tilde{Z} \\
\leq 2K_1\delta^2.
\]

Based on this, the KL divergence between the exact posterior \( p(\theta|X) \) and the approximate posterior \( \tilde{p}(\theta|X) \) is bounded as

\[
\text{KL}(p(\theta|X)\|\tilde{p}(\theta|X)) = \int p(\theta|X) \ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)} d\theta \\
\leq \int p(\theta|X) |\ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)}| d\theta \\
\leq \int p(\theta|X) \max_{\theta} \left| \ln \frac{p(\theta|X)}{\tilde{p}(\theta|X)} \right| d\theta \\
\leq \int p(\theta|X) 2K_1\delta^2 d\theta \\
= 2K_1\delta^2 = K_0\delta^2.
\]

where \( K_0 = 2K_1 = 2L_1L_2N + \frac{N}{\gamma} \). Thus, proved.

\[\square\]

**Proof of Lemma 1**

**Proof.** According to the definition of multivariate normal distribution, we have

\[
p_1(x|\mu_1, \Sigma_1) = (2\pi)^{-\frac{d}{2}} |\Sigma_1|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) \right),
\]

\[
p_2(x|\mu_2, \Sigma_2) = (2\pi)^{-\frac{d}{2}} |\Sigma_2|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right),
\]

and

\[
\ln p_1(x|\mu_1, \Sigma_1) = \left( -\frac{d}{2} \ln(2\pi) - \frac{1}{2} \ln |\Sigma_1| - \frac{1}{2} (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) \right).
\]
Then we simplify the KL divergence between $p_1$ and $p_2$ as

\[
\text{KL}(p_1(x|\mu_1, \Sigma_1)||p_2(x|\mu_2, \Sigma_2)) = \int p_1(x|\mu_1, \Sigma_1) \ln \frac{p_1(x|\mu_1, \Sigma_1)}{p_2(x|\mu_2, \Sigma_2)} dx
\]

\[
= \int p_1(x|\mu_1, \Sigma_1) \left[ -\frac{1}{2} \ln |\Sigma_1| - \frac{1}{2} (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) 
+ \frac{1}{2} \ln |\Sigma_2| + \frac{1}{2} (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right] dx
\]

\[
= -\frac{1}{2} \ln |\Sigma_1| + \frac{1}{2} \ln |\Sigma_2|
+ \frac{1}{2} \int p_1(x|\mu_1, \Sigma_1) \left[ -(x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) 
+ (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right] dx
\]

\[
= -\frac{1}{2} \ln |\Sigma_1| + \frac{1}{2} \ln |\Sigma_2| - \frac{1}{2} d
+ \frac{1}{2} \left[ \text{tr}[\Sigma_2^{-1} \Sigma_1] + (\mu_1 - \mu_2)^T \Sigma_2^{-1} (\mu_1 - \mu_2) \right],
\]

where the last equality follows from the fact that

\[
\int p_1(x|\mu_1, \Sigma_1) [(x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2)] dx
= \int p_1(x|\mu_1, \Sigma_1) \left[ \text{tr}(\Sigma_2^{-1} xx^T) - 2\mu_2 \Sigma_2^{-1} x + \mu_2^T \Sigma_2^{-1} \mu_2 \right] dx
= \text{tr}[\Sigma_2^{-1} (\mu_1 \mu_1^T + \Sigma_1)] - 2\mu_2^T \Sigma_2^{-1} \mu_1 + \mu_2^T \Sigma_2^{-1} \mu_2
= \text{tr}[\Sigma_2^{-1} \Sigma_1] + (\mu_1 - \mu_2)^T \Sigma_2^{-1} (\mu_1 - \mu_2),
\]

\[
\int p_1(x|\mu_1, \Sigma_1) [-(x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1)] dx
= \int p_1(x|\mu_1, \Sigma_1) \left[ \text{tr}(\Sigma_1^{-1} xx^T) - 2\mu_1 \Sigma_1^{-1} x 
+ \mu_1^T \Sigma_1^{-1} \mu_1 \right] dx
= \text{tr}[\Sigma_1^{-1} (\mu_1 \mu_1^T + \Sigma_1)] - 2\mu_1^T \Sigma_1^{-1} \mu_1 + \mu_1^T \Sigma_1^{-1} \mu_1
= d.
\]

\[\square\]
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