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Abstract
We consider online convex optimization with a zero-order oracle feedback. In particular, the decision maker does not know the explicit representation of the time-varying cost functions, or their gradients. At each time step, she observes the value of the corresponding cost function evaluated at her chosen action (zero-order oracle). The objective is to minimize the regret, that is, the difference between the sum of the costs she accumulates and that of a static optimal action had she known the sequence of cost functions a priori. We present a novel algorithm to minimize regret in unconstrained action spaces. Our algorithm hinges on a classical idea of one-point estimation of the gradients of the cost functions based on their observed values. The algorithm is independent of problem parameters. Letting \( T \) denote the number of queries of the zero-order oracle and \( n \) the problem dimension, the regret rate achieved is \( O\left(\frac{n^{2/3}T^{2/3}}{}\right) \). Moreover, we adapt the presented algorithm to the setting with two-point feedback and demonstrate that the adapted procedure achieves the theoretical lower bound on the regret of \( (n^{1/2}T^{1/2}) \).

1 Introduction

Online convex optimization considers a time-varying convex objective function with limited information on this function. Due to its applicability in machine learning over the past decade this problem has been extremely well-studied [18, 3]. Past work has considered a plethora of formulations of this problem categorized mainly based on assumptions on the environment (determining the cost) and the decision-maker (equivalently, the learner or algorithm). The environment determines the cost function sequence from a class (linear, strongly convex, convex, smooth). The decision-maker chooses her actions from an action space (finite, convex, compact, unconstrained) having access to a certain feedback oracle. In particular, the feedback received by the decision-maker can be from oracle classes of: zero-order, observing only function values at the played action, first-order, observing gradients at the played action, and full information, observing the function. The measure of performance in this class of problems is regret, which is the difference between the accumulated cost for the chosen actions versus the cost corresponding to the optimal static action had the decision-maker had access to the sequence of the cost functions a priori.

Deriving lower bounds on the regret achievable and developing algorithms achieving these bounds in uncountable action spaces and with zero-order oracle is an active area of research. The seminal work of [8] extends the online decision-making framework of [24] from a first-order to a zero-order oracle. The approach introduces randomization in order to derive a one-point estimate
of the gradients of the cost functions. Letting $T$ denote the number of queries and $n$ the dimension, this work achieves a regret bound of $O(nT^{3/4})$, applicable to cost functions with uniformly bounded gradients and a compact convex constraint set. The lower bound for this problem class is established as $\Omega(\sqrt{n^2T})$ [19]. For the bounded action setting, the follow-the-regularized leader approaches improve the regret bound for Lipschitz losses with Lipschitz gradients: $\tilde{O}(T^{2/3})$ [17], $\tilde{O}(T^{5/8})$ [7], $\tilde{O}(T^{8/13})$ [23]. In [1], it was shown that by having access to function values at two query points at each stage (two-point feedback), the optimal regret rate can be achieved in the compact action setting. The dependence of this rate on dimension was improved from quadratic to square root in [20]. Meanwhile, [9, 4] achieve $\tilde{O}(\sqrt{T})$ for compact constraint sets, at a price of a very high dependence of bounds on problem dimension $n$ and algorithms that lack simplicity of gradient descent type approaches.

The above results apply to compact constraint sets and often use the knowledge of the norm of the feasible actions or the existence of self-concordant barriers for the action spaces. The unconstrained action setting has been receiving increasing attention due to its relevance in several learning problems. The work [13] considers unconstrained action spaces but with a first-order oracle and achieves the lower bound of $\Theta(\sqrt{T})$. Authors in [2] address online optimization and consider both constrained and unconstrained action spaces. They propose two-point and one-point noisy feedback of the cost functions in the unconstrained and constrained action space setting, respectively. Here, the regret bounds are refined based on the smoothness degree of the function. In particular, in the convex Lipschitz losses with Lipschitz gradients they achieve $O(n^{2/3}T^{2/3})$. However, the points at which the functions are queried differ from the points at which the regret is measured. Thus, they discuss the fact that bandit learning is not considered in their framework. More recently, [5, 6] derived a parameter-free algorithm for the unconstrained setting with first-order oracle and achieved optimal regret rates. This line of work was generalized to a noisy first-order oracle, where the noise was sub-exponential [11]. Our work is similar in spirit in that we develop a parameter-free algorithm for unconstrained action spaces. However, in contrast to this past work we consider a zero-order oracle rather than a first-order one and thus, we have to estimate the gradients from function evaluations.

Our contributions are as follows. We propose a novel parameter-free gradient-based algorithm for zero-order bandit convex optimization with Lipschitz functions and Lipschitz gradients in unbounded action spaces, with $O(n^{2/3}T^{2/3})$ regret rate, consistent with the result in [2], but with the more restrictive one-point bandit setting. As shown in [10], with the approach of constructing noisy gradient estimates from one-point feedback the best rate one can reach is $(T^{2/3})$ and this is what we reach. Our algorithm is arguably simple and does not depend on any constants of the problem. The challenge however is on establishing boundedness of the iterates of our algorithm. In particular, since the gradient estimates are obtained from the function evaluations, we cannot bound the gradient estimates in the unconstrained setting. Hence, our proof technique is considerably different from that of [12]. As an additional contribution, we show that assuming one can query the functions at two points, a modified version of our algorithm can achieve the lower bound regret rate of $O(n^{1/2}T^{1/2})$. Our regret rates match the lower bounds of [10, 20] in one-point and two-point zero-order feedback respectively, but our proposed algorithms do not require knowing Lipschitz constants of functions or their gradients, bound of a comparator, or the time horizon a priori.

Our approach can be interpreted as stochastic gradient descent on a smoothed version of the cost functions. In particular, by randomizing the query points we obtain a one-point estimate of the gradients of a smoothed version of the cost functions. This approach is similar to those
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based on the Smoothing Lemma \[14, 8, 2\]. However, we sample the perturbations from a Gaussian distribution, rather than a uniform distribution with compact support. This choice is motivated by the approaches in \[22, 15\] and the fact that we are not constrained by the requirement of staying inside a feasible set. As such, we choose an appropriate time-varying variance and stepsize parameters for the Gaussian distribution, independent of the problem data, to upper bound the regret. Due to the differences in our setup and approach the regret analysis of the past work do not apply to our case. Rather, the main step in our convergence analysis is based on finding a Lyapunov function to ensure boundedness of the iterates.

A preliminary and brief version of our work appeared in \[21\]. We extend our past work in three ways. First, we improve the regret bound from $O(T^{3/4})$ to $O(T^{2/3})$, based on a modified proof approach inspired from \[2\]. Second, we update the choice of our variance and step-size parameters to derive the tightest (to the best of our knowledge) dependence of regret on dimension, namely, $n^{2/3}T^{2/3}$ for our setting. Third, we extend the approach to the setting of two-point zero-order feedback oracle and modify our algorithm to achieve the regret lower bound of $n^{1/2}T^{1/2}$.

The rest of this paper is organized as follows. In Section 2 we formulate the problem and present some supporting theorems. In Section 3 we propose the algorithm for the one-point feedback. In Section 4 we tighten the regret rates using two-point feedback. We end with concluding remarks in Section 5.

2 Online Optimization Problem

2.1 Problem formulation

An unconstrained online convex optimization problem consists of an infinite sequence $\{c_1, c_2, \ldots\}$, where each $c_t : \mathbb{R}^n \to \mathbb{R}$ is a convex function. At each time step $t$, an online convex programming selects a $x_t$ and it receives the value of the cost function at the queried point $\hat{c}_t = c_t(x_t)$. Efficiency of any online optimization is measured with respect to a regret function defined below.

**Definition 1.** Given an algorithm updating $\{x_t\}$, and a convex programming problem $\{c_1, c_2, \ldots\}$, if $\{x_1, x_2, \ldots\}$ regret of the algorithm until time $T$ with respect to a static action $x$ is

$$R_x(T) = \sum_{t=1}^{T} c_t(x_t) - \sum_{t=1}^{T} c_t(x). \quad (1)$$

The setting is referred to as (oblivious) bandit online optimization. The goal of the learner is to propose a procedure for the update of $\{x_t\}$ such that the average regret function approaches zero, i.e.

$$\lim_{T \to \infty} \frac{R_x(T)}{T} = \lim_{T \to \infty} \sup_T \frac{R_x(T)}{T} \leq 0,$$

with a lowest possible rate dependence on $T$ and on the dimension $n$.

To address this problem, we need a set of notations and assumptions. Denote the standard inner product on $\mathbb{R}^n$ by $(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$, with the associated norm $\|x\|:= \sqrt{(x, x)}$. We consider $\{c_1, c_2, \ldots\}$ belonging to a class of functions satisfying the following assumptions.

**Assumption 1.** The convex functions $c_t(x)$, $t = 1, 2, \ldots$, are differentiable and the gradients $\nabla c_t$ are uniformly bounded on $\mathbb{R}^n$.

**Remark 1.** Since Assumption 1 requires uniformly bounded norms of $\nabla c_t$, the functions $c_t(x)$, $t = 1, 2, \ldots$, grow not faster than a linear function as $\|x\| \to \infty$. Thus, each of these functions is Lipschitz continuous with a Lipschitz constant $l_t$ uniformly bounded by some constant $l$. 


Assumption 2. Each gradient $\nabla c_t$ is Lipschitz continuous on $\mathbb{R}^n$ with some constant $L_t$ and there exists $L$ such that $L_t < L$ for all $t$.

In the unconstrained action space, to ensure our algorithm iterates do not grow to infinity and regret is well-defined we require the following additional assumption.

Assumption 3. There exists a finite constant $K > 0$ such that for all $t = 1, 2, \ldots$, $(x, \nabla c_t(x)) > 0$, $\forall \|x\|^2 > K$.

Assumption 4. The comparator point in the definition of regret (1) has finite norm, that is, $\|x\| < \infty$.

Remark 2. Note that the bounds on the Lipschitz constants of the function or their gradients or the bound $K$ and $\|x\|$ are not needed by the algorithm presented further in the paper and are only used in the analysis.

Let us discuss the assumptions above in the context of past work. The assumptions on Lipschitz costs with bounded gradients is a regularity condition needed to bound regret and is employed in all past work dealing with regret in online optimization. In the unconstrained action spaces with zero-order oracle, we use Assumption 2 to bound the difference between the so-called smooth costs and original costs (see proof of our Lemma 2 Part 2 and the use of this Lemma in proof of regret bounds). This assumption is also employed in [17], [7], [23] to improve upon existing regret bounds. Only few works deal with regret in unconstrained setting. In this setting, most works such as [13, 5, 6, 11] evaluate regret with respect to a fixed action with a bounded norm. These works do not perform a one-point estimation of gradients based on zero-order feedback and thus, do not run into difficulty of bounding algorithm iterates or the gradient estimates. Our Assumption 3 ensures regret is well-defined in the unconstrained case with respect to any comparator with a finite norm and furthermore, ensures boundedness of the iterates of the algorithm despite having no bound on the estimate of the gradients. Furthermore, while some past works on unconstrained regret minimization require knowledge of the Lipschitz constants or the comparator’s norm for the algorithm design, our work is similar to [11] in that our algorithm does not require any parameters of the problem.

Finally, to provide further intuition into Assumption 3 note that if the functions $c_t$ are coercive, then this assumption is equivalent to minima of these functions being attained within a ball of radius $K$. Indeed, if $c_t$ is coercive, namely $\lim_{\|x\| \to \infty} c_t(x) = \infty$, there exists $K$ such that $c_t(x) > c_t(0)$ for all $x$ such that $\|x\|^2 > K$. Thus,

$$c_t(0) \geq c_t(x) + (\nabla c_t(x), 0 - x) > c_t(0) - (\nabla c_t(x), x),$$

for any such $x$, where the first inequality is due to convexity. The above implies $(\nabla c_t(x), x) > 0$ on the set $\{x : \|x\|^2 > K\}$. On the other hand, if $(x, \nabla c_t(x)) > 0$, $\forall \|x\|^2 > K$, there is no minima of $c_t$ on the set $\{x : \|x\|^2 > K\}$ (due to the first-order optimality condition). Hence, the continuous function $c_t$ attains its minimum on the compact set $\{x : \|x\|^2 \leq K\}$. If the functions $c_t$ are not coercive, then the optima may be not uniformly bounded. Despite this, Assumption 3 enables us to bound the norm of the iterates of the algorithm (see Lemma 4 below) and, ultimately, to be able to derive a regret rate that holds with respect to any comparator with a bounded norm, please see statements of Theorems 1 and 2 and proofs. Geometrically, this assumption ensures that as iterates get large, the (approximated) gradient step moves in a direction that the iterates’ norm would be reduced.
3 Proposed Online Optimization Algorithm

3.1 One-point estimate of the gradients

The idea of the algorithm is simple. We mimic gradient descent as per the online learning approach in the seminal work of [21]. However, since in zero-order oracle gradients are unavailable, we use the widely employed idea of one-point estimate of the gradients based on the function values at queried points. Thus, by perturbing the query points with a zero-mean noise and appropriately scaling the queried function values, we obtain an unbiased estimate of the gradients. In contrast to methods that sample the noise from a uniform distribution, in the unconstrained setting we use Gaussian distribution. This enables our algorithm to be parameter free. We are now ready to formally state the algorithm.

The proposed algorithm is as follows. At each time $t$ the decision maker chooses the vector $x_t$ according to the $n$-dimensional normal distribution $\mathcal{N}(\mu_t, \sigma_t)$, $\mu_t = (\mu^1_t, \ldots, \mu^n_t)$, meaning that the coordinates $x^1_t, \ldots, x^n_t$ of the random vector $x_t$ are independently distributed with the mean values $\mu^1_t, \ldots, \mu^n_t$ and the variance $\sigma_t$. The mean value initial condition $\mu_0$ can be chosen arbitrarily. The iterate $\mu_t$ is updated using the observed value of the cost function $\hat{c}_t = c_t(x_t)$ as follows

$$x_t \sim \mathcal{N}(\mu_t, \sigma_t),$$

$$\mu_{t+1} = \mu_t - \alpha_t \frac{\nabla \hat{c}_t}{\sigma_t^2}.$$

Before presenting the regret bound of our proposed algorithm, we provide some insights. In particular, we show that our algorithm can be interpreted as a stochastic optimization procedure. First, let the $\sigma$-algebra $\mathcal{F}_t = \sigma(\{\mu_k\}_{k \leq t})$ be generated by the random variables $\{\mu_k\}_{k \leq t}$. The corresponding filtration $\{\mathcal{F}_t\}_t$ is a standard object used in analysis of stochastic processes (see, for example, [16], basic properties of Markov processes after Definition 2.1.2). Further, let $E_t\{\cdot\}$ denote the conditional expectation of a random variable with respect to the $\sigma$-algebra $\mathcal{F}_t$, i.e. $E_t\{\cdot\} = \mathbb{E}\{\cdot | \mathcal{F}_t\}$.

Let us introduce the smoothed cost as

$$\tilde{c}_t(\mu_t) = \int_{\mathbb{R}^n} c_t(x)p(\mu_t, \sigma_t, x)dx,$$

where $x = (x^1, \ldots, x^n)$ and

$$p(\mu_t, \sigma_t, x) = \frac{1}{(\sqrt{2\pi} \sigma_t)^n} \exp\left\{-\frac{1}{2} \sum_{k=1}^n \frac{(x^k - \mu^k_t)^2}{\sigma_t^2}\right\},$$

is the density of $\mathcal{N}(\mu_t, \sigma_t)$. Thus, $\tilde{c}_t(\mu_t)$ is the expectation $E_t\{c_t(x_t)\}$ of the random variable $c_t(x_t)$, given that $x_t$ has the normal distribution $\mathcal{N}(\mu_t, \sigma_t)$. The iteration (2) can then be rewritten as a stochastic gradient descent on the the function $\tilde{c}_t(\mu_t)$:

$$\mu_{t+1} = \mu_t - \alpha_t \nabla \tilde{c}_t(\mu_t) + \alpha_t \xi_t(x_t, \mu_t, \sigma_t),$$

where

$$\xi_t(x_t, \mu_t, \sigma_t) = \nabla \tilde{c}_t(\mu_t) - \frac{x_t - \mu_t}{\sigma_t^2}.$$

Lemma 1. Under Assumption 7, the following two equalities hold:

$$E_t \xi_t(x_t, \mu_t, \sigma_t) = \nabla \tilde{c}_t(\mu_t) - E_t\{\frac{x_t - \mu_t}{\sigma_t^2}\} = 0,$$

$$\nabla \tilde{c}_t(\mu_t) = \int_{\mathbb{R}^n} \nabla c_t(x)p(\mu_t, \sigma_t, x)dx.$$
Proof. See Appendix B.

The interpretation of the lemma above is that in Procedure (2), we use unbiased random estimations of the gradients of a smooth version of the cost functions

\[
E_t \left\{ \frac{x_t - \mu_t}{\sigma_t^2} \right\} = \nabla \int_{\mathbb{R}^n} c_t(x) p(\mu_t, \sigma_t, x) dx.
\]

We derive some further properties of the terms in Procedure (2) that will be used in the convergence analysis. Their full proofs can be found in Appendix B.

**Lemma 2.** Under Assumptions 1, 2, and 3, the functions \( \tilde{c}_t(\mu_t) \), \( t = 1, \ldots \) enjoy the following properties:

1. \( \tilde{c}_t(\mu_t) \), \( t = 1, \ldots \), are convex on \( \mathbb{R}^n \) and their gradients \( \nabla \tilde{c}_t(\mu_t) \) are uniformly bounded.

2. For \( t = 1, \ldots \)

\[
|c_t(\mu_t) - \tilde{c}_t(\mu_t)| \leq \frac{nL\sigma^2_t}{2}, \forall \mu_t \in \mathbb{R}^n.
\]

3. There exists a finite constant \( \tilde{K} > 0 \) such that \( (\mu, \nabla \tilde{c}_t(\mu)) > 0 \) for \( \|\mu\|^2 > \tilde{K} \), \( \forall t \).

**Lemma 3.** Under Assumption 1 for any \( t \)

\[
E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^2\} \leq \frac{f_1(\mu_t, \sigma_t)}{\sigma_t^2},
E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^3\} \leq \frac{f_2(\mu_t, \sigma_t)}{\sigma_t^3},
E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^4\} \leq \frac{f_3(\mu_t, \sigma_t)}{\sigma_t^4},
\]

where \( f_1(\mu_t, \sigma_t) \), \( f_2(\mu_t, \sigma_t) \), and \( f_3(\mu_t, \sigma_t) \) are polynomials of \( \sigma_t \) and are second, third, and fourth order polynomials of \( \mu_i \), \( i \in [n] \), respectively. Moreover,

\[
E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^2\} = O \left( \frac{n^2\|\mu_t\|^2}{\sigma_t^4} + 1 \right).
\]

Equipped with the parallels of the proposed Algorithm (2) with the stochastic gradient procedure in (4) and its properties formulated in the lemmas above, we are ready to present the regret bounds for the procedure.

### 3.2 Derivation of regret bounds

**Theorem 1.** Let (2) define the optimization algorithm for the unconstrained online convex optimization problem \((\mathbb{R}^n, \{c_1, c_2, \ldots\})\). Choose the step-sizes and variances according to \( \{\alpha_t = \frac{1}{(nt)^a}\} \), \( \{\sigma_t = \frac{1}{(nt)^b}\} \), where \( 0 < a < 1, b > 0, 2a - 2b > 1 \). Then, under Assumptions 1-3, the regret of algorithm (2) estimated with respect to any \( x \) with bounded norm satisfies

\[
E\left\{ \frac{R_x(T)}{T} \right\} = (M^2 + \|x\|^2)O \left( \frac{n^a}{T^{1-a}} \right) + \ell^2O \left( \frac{n^{1-a+2b}}{T^{a-2b}} \right) + LO \left( \frac{n^{1-2b}}{T^{2b}} \right).
\]
In particular,
\[
\lim_{T \to \infty} \mathbb{E} \left\{ \frac{R_T(T)}{T} \right\} \leq 0,
\]
for any \(a, b\) satisfying the assumption above. For the optimal choice of \(a \to \frac{2}{3}, b \to \frac{1}{6}\), the expected regret of the query points satisfies the bound:
\[
\mathbb{E} \left\{ \frac{R_T(T)}{T} \right\} = \left( M^2 + \|x\|^2 + L + l^2 \right) O \left( \frac{n^2}{T^{\frac{2}{3}}} \right).
\]

To prove the main theorem above, we first show that under the conditions of this theorem, the mean values \(\{\mu_t\}\) stay almost surely bounded during the process \([2]\).

**Lemma 4.** Consider the optimization algorithm \([2]\) with step-size \(\{\alpha_t = O \left( \frac{1}{t^2} \right) \}\) and variance \(\{\sigma_t = O \left( \frac{1}{t} \right) \}\), where \(0 < a < 1, b > 0, 2a - 2b > 1\). There exists a finite constant \(M\) such that
\[
\mathbb{P}\{\|\mu_t\| \leq M, t = 1, 2, \ldots | \|\mu_0\| < \infty\} = 1
\]
for all \(\{c_1, c_2, \ldots\}\) satisfying Assumptions \([2]\) and \([3]\). In words, given any \(\mu_0\) with a bounded norm, \(\|\mu_t\|\) is bounded almost surely by a constant \(M\), uniformly with respect to time \(t\) and the sequences of cost functions \(\{c_1, c_2, \ldots\}\).

**Proof.** First, we notice that the conditions on the sequences \(\{\alpha_t\}, \{\sigma_t\}\) imply that
\[
\sum_{t=1}^{\infty} \alpha_t = \infty, \quad \sum_{t=1}^{\infty} \frac{\alpha_t^2}{\sigma_t^2} < \infty. \quad (9)
\]
Let us consider the function \(V(\mu) = W(\|\mu\|^2)\), where \(W : \mathbb{R} \to \mathbb{R}\) is defined as follows:
\[
W(x) = \begin{cases} 
0, & \text{if } x < K, \\
(x - K)^2, & \text{if } x \geq K,
\end{cases} \quad (10)
\]
and \(K\) is the constant from Lemma \([2]\). Let \(\mathcal{L}\) denote the generating operator of the Markov process \(\{\mu_t\}\). Recall that \(\mathcal{L}V(\mu) = \mathbb{E}\{V(\mu_{t+1})|\mu_t = \mu\} - V(\mu)\). Our goal is to apply a result on boundedness of the discrete-time Markov processes, based on the generating operator properties applied to the function \(V\). This result is provided in \([19]\), Theorem 2.5.2. (For the ease of reviewers, we provided the statement of this theorem in Appendix A).

The function \(W\) fulfills the following property
\[
W(y) - W(x) \leq W'(x)(y - x) + (y - x)^2, \quad (11)
\]
Thus, taking this inequality into account, we obtain
\[
V(\mu_{t+1}) - V(\mu_t) \leq W'(\|\mu_{t+1}\|^2 - \|\mu_t\|^2) + (\|\mu_{t+1}\|^2 - \|\mu_t\|^2)^2. \quad (12)
\]
According to \([4]\) the norm of \(\mu_t\) evolves as
\[
\begin{align*}
\|\mu_{t+1}\|^2 &= \|\mu_t - \alpha_t \nabla c_t(\mu_t) + \alpha_t \xi_t(x_t, \mu_t, \sigma_t)\|^2 \\
&= \|\mu_t\|^2 + \alpha_t^2 (\|\nabla c_t(\mu_t)\|^2 + \|\xi_t(x_t, \mu_t, \sigma_t)\|^2) \\
&\quad + 2\alpha_t (\nabla c_t(\mu_t) \xi_t(x_t, \mu_t, \sigma_t), \mu_t) - 2\alpha_t^2 (\nabla c_t(\mu_t), \xi_t(x_t, \mu_t, \sigma_t)). \quad (13)
\end{align*}
\]
Hence, taking into account (5), we obtain
\[
E_t ||\mu_{t+1}||^2 = ||\mu_t||^2 + \alpha_t^2 (||\nabla \tilde{c}_t(\mu_t)||^2 + E_t ||\xi_t(x_t, \mu_t, \sigma_t)||^2) - 2\alpha_t(\nabla \tilde{c}_t(\mu_t), \mu_t)
\] (14)

We proceed with estimation of the term \(E_t ||\xi_t(x_t, \mu_t, \sigma_t)||^2\). Due to Lemma 3, for some quadratic function of \(\sigma_t\) and \(\mu_t, \ i \in [n]\), denoted by \(f_1(\mu_t, \sigma_t)\), we have
\[
E_t \{||\xi_t(x_t, \mu_t, \sigma_t)||^2\} \leq \frac{f_1(\mu_t, \sigma_t)}{\sigma_t^2}.
\] (15)

From Assumptions 1 and 3, (12)-(15), and the fact that \(E_t(\mid \mu_t = \mu) = E_t(E_t(\cdot) | \mu_t = \mu)\)
\[
\mathcal{L}V(\mu) = E_t(V(\mu_{t+1}) | \mu_t = \mu) - V(\mu)
\leq (E_t(||\mu_{t+1}||^2) | \mu_t = \mu) - ||\mu||^2)W'(||\mu||^2) + E_t(||\mu_{t+1}||^2 - ||\mu_t||^2) | \mu_t = \mu
\leq -2\alpha_t(\nabla \tilde{c}_t(\mu_t), \mu_t)W'(||\mu||^2) + W'(||\mu||^2)\alpha_t^2 (||\nabla \tilde{c}_t(\mu)||^2 + E_t(||\xi_t(x_t, \mu_t, \sigma_t)||^2) | \mu_t = \mu
+ E_t(||\mu_{t+1}||^2 - ||\mu_t||^2) | \mu_t = \mu
\leq -2\alpha_t(\nabla \tilde{c}_t(\mu_t), \mu_t)W'(||\mu||^2) + g_1(t)(1 + V(\mu))
+ E_t(||\mu_{t+1}||^2 - ||\mu_t||^2) | \mu_t = \mu
\] (16)

where
\[
g_1(t) = \frac{W'(||\mu||^2)\alpha_t^2 (||\nabla \tilde{c}_t(\mu)||^2 + E_t(||\xi_t(x_t, \mu_t, \sigma_t)||^2)}{1 + V(\mu)}
= \alpha_t^2 \frac{W'(||\mu||^2)||\nabla \tilde{c}_t(\mu)||^2}{1 + V(\mu)} + \frac{\alpha_t^2 f_1(\mu, \sigma_t)}{\sigma_t^2 1 + V(\mu)}.
\]

From the definition of \(W, V\), and \(f_1\) and the fact that \(\nabla \tilde{c}_t(\mu)\) is bounded by Lemma 2 Part 1, we conclude that \(g_1(t) = O(\alpha_t^2/\sigma_t^2)\). Thus, according to the condition in (9), \(\sum_{t=1}^\infty g_1(t) < \infty\). Finally, we estimate the term \(E_t\{||\mu_{t+1}||^2 - ||\mu_t||^2\} | \mu_t = \mu\). According to (13)
\[
(||\mu_{t+1}||^2 - ||\mu_t||^2)^2 = [\alpha_t^2 (||\nabla \tilde{c}_t(\mu)||^2 + ||\xi_t(x_t, \mu_t, \sigma_t)||^2)
+ 2\alpha_t(\nabla \tilde{c}_t(\mu_t), \xi_t(x_t, \mu_t, \sigma_t), \mu_t) - 2\alpha_t^2 (\nabla \tilde{c}_t(\mu_t), \xi_t(x_t, \mu_t, \sigma_t))|^2.
\]

Hence,
\[
(||\mu_{t+1}||^2 - ||\mu_t||^2)^2 \leq [\alpha_t^2 (||\nabla \tilde{c}_t(\mu)||^2 + ||\xi_t(x_t, \mu_t, \sigma_t)||^2)
+ 2\alpha_t(\nabla \tilde{c}_t(\mu_t), \xi_t(x_t, \mu_t, \sigma_t), \mu_t) - 2\alpha_t^2 (\nabla \tilde{c}_t(\mu_t), \xi_t(x_t, \mu_t, \sigma_t))|^2

= [\alpha_t^2 ||\xi_t(x_t, \mu_t, \sigma_t)||^2 + O(\alpha_t)||\xi_t(x_t, \mu_t, \sigma_t)||(||\mu_t|| + 1) + O(\alpha_t)||\mu_t|| + 1)^2
= \alpha_t^4 ||\xi_t(x_t, \mu_t, \sigma_t)||^2 + O(\alpha_t^2)(||\xi_t(x_t, \mu_t, \sigma_t)||^2 + 1)(||\mu_t|| + 1)^2
+ O(\alpha_t^3)(||\xi_t(x_t, \mu_t, \sigma_t)||^3)(||\mu_t|| + 1),
\] (17)

where in the first equality above, we used Lemma 2 Part 2 on boundedness of \(\tilde{c}_t(\mu_t)\). Taking conditional expectation \(E_t\{\cdot\}\) of the both sides, we see that we need to bound \(E_t||\xi_t(x_t, \mu_t, \sigma_t)||^3\) and \(E_t||\xi_t(x_t, \mu_t, \sigma_t)||^4\). Using Lemma 3 we obtain
\[
E_t\{||\xi_t(x_t, \mu_t, \sigma_t)||^3\} \leq \frac{f_3(\mu_t, \sigma_t)}{\sigma_t^3},
\] (18)
\[ E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^4\} \leq \frac{f_3(\mu_t, \sigma_t)}{\sigma_t^4}, \]  
(19)

where \( f_2(\mu_t, \sigma_t) \) and \( f_3(\mu_t, \sigma_t) \) are third and fourth order polynomials of \( \sigma_t \) and \( \mu_i, \ i \in [n] \), respectively. Hence, from Lemma 3 and definition of the function \( V(\mu) = O(\|\mu\|^4) \) we get for large enough \( \mu \)

\[ E_t\{\|\mu_{t+1}\|^2 - \|\mu_t\|^2|\mu_t = \mu\} = O\left(\frac{\alpha_t^2}{\sigma_t^2}\|\mu\|^4\right) + O\left(\frac{\alpha_t^2}{\sigma_t^4}(1 + \|\mu\|^2)\right) + O\left(\frac{\alpha_t^3}{\sigma_t^6}(\|\mu\|^4 + 1)\right) = g_2(t)(1 + V(\mu)), \]  
(20)

where \( g_2(t) = O\left(\frac{\alpha_t^2}{\sigma_t^2}\right) \). Thus, due to condition for step-sizes and variances, it follows from (9) that \( \sum_{t=1}^{\infty} g_2(t) < \infty \). Thus, from (16) and (20) we obtain

\[ \mathcal{L}V(\mu) \leq -2\alpha_t (\nabla \tilde{c}_t(\mu), \mu) W'(\|\mu\|^2) + (g_1(t) + g_2(t))(1 + V(\mu)). \]  
(21)

Due to Lemma 2 and definition of the function \( W \) (see (10)), \( (\nabla \tilde{c}_t(\mu), \mu) W'(\|\mu\|^2) \geq 0 \) for any \( t = 1,2,\ldots, \mu \in \mathbb{R}^n \) and \( (\nabla \tilde{c}_t(\mu), \mu) W'(\|\mu\|^2) > 0 \) for any \( t = 1,2,\ldots, \mu \) such that \( \|\mu\| > K \). Moreover, according to (9), \( \sum_{t=1}^{\infty} \alpha_t = \infty \). Thus, Theorem 2.7.1 from [13] (see Appendix A) implies that \( \lim_{t \to \infty} \text{dist}(\mu_t, B_K) = 0 \) almost surely, where \( B_K = \{\mu : \|\mu\| \leq K\} \). As \( K \) is independent of \( t \) and the sequence of the cost functions, we conclude existence of \( M \) such that \( \|\mu_t\| \) is bounded almost surely by \( M \), uniformly with respect to time \( t \) and the sequences of cost functions \( \{c_1, c_2, \ldots\} \).

With this lemma in place, we can prove the main result.

**Proof of Theorem 4.** The plan of the proof is as follows. Let us denote the regret calculated with respect to the smoothed cost functions \( \tilde{c}_t(\mu) \) along the sequence \( \mu_t \) by \( \tilde{R}_{\mu}^t(T) \), namely, \( \tilde{R}_{\mu}^t(T) = \sum_{t=1}^{T} \tilde{c}_t(\mu_t) - \sum_{t=1}^{T} \tilde{c}_t(x) \). We follow the idea of the proof in [24] and upperbound \( \tilde{R}_{\mu}^t(T) \) by \( \sum_{t=1}^{T} (\nabla \tilde{c}_t(\mu_t), \mu_t - x) \), where \( x \) is any point from \( \mathbb{R}^n \) such that \( \|x\| \) is bounded. Then, using Lemma 2 we relate back to the regret of the original cost functions evaluated at the mean vector \( \mu_t \), \( \tilde{R}_{\mu}^t(T) = \sum_{t=1}^{T} c_t(\mu_t) - \sum_{t=1}^{T} c_t(x) \). Finally, taking conditional expectation of \( \tilde{R}_{\mu}^t(T) \) and using Lemma 2 we get the bound on expected regret for the queried points, that is, \( R_x(T) = \sum_{t=1}^{T} c_t(x_t) - \sum_{t=1}^{T} c_t(x) \) as defined per (11).

By convexity of \( \tilde{c}_t \) as shown in Lemma 2 for any \( \{\mu_t\}, x \in \mathbb{R}^n \)

\[ \sum_{t=1}^{T} \tilde{c}_t(\mu_t) - \sum_{t=1}^{T} \tilde{c}_t(x) \leq \sum_{t=1}^{T} (\nabla \tilde{c}_t(\mu_t), \mu_t - x). \]  
(22)

Thus, the regret calculated for the functions \( \tilde{c}_t(\mu) \) is at least as much as the regret calculated for the function \( (\nabla \tilde{c}_t(\mu_t), \mu) \). To bound this term, analogously to equality (13), but evaluating \( \|\mu_{t+1} - x\| \) instead of \( \|\mu_{t+1}\| \) we can write

\[ (\nabla \tilde{c}_t(\mu_t), \mu_t - x) = \frac{1}{2\alpha_t}(\|\mu_t - x\|^2 - \|\mu_{t+1} - x\|^2) \]

\[ + \frac{\alpha_t}{2}(\|\nabla \tilde{c}_t(\mu_t)\|^2 + \|\xi_t(x_t, \mu_t, \sigma_t)\|^2) \]  
(23)

\[ \text{dist}(\mu_t, B_K) = \inf_{y \in B_K} \|\mu_t - y\| \] is the distance between \( \mu_t \) and the ball \( B_K \).
By taking conditional expectation $E_t$ of the both sides in the equality $[23]$, we get that almost surely

\[
(\nabla \tilde{c}_t(\mu_t), \mu_t - x) = \frac{1}{2\alpha_t}(\|\mu_t - x\|^2 - E_t\{\|\mu_{t+1} - x\|^2\}) + \frac{\alpha_t}{2}(\|\nabla \tilde{c}_t(\mu_t)\|^2 + E_t\{\|\xi_t(\mu_t, \sigma_t)\|^2\}),
\]

(24)

where we used the fact that $E_t\{\xi_t(\mu_t, \mu_t, \sigma_t)\} = 0$ for all $t$, which is implied by $[3]$, and the following property of the conditional expectation: $E_t\{f(\mu_t)\} = E\{f(\mu_t)|\mathcal{F}_t\} = f(\mu_t)$ almost surely for any $t$ and any continuous function $f$. By summing up the equality $[24]$ over $t = 1, \ldots, T$ we conclude that almost surely

\[
\sum_{t=1}^{T}(\nabla \tilde{c}_t(\mu_t), \mu_t - x) = \sum_{t=1}^{T} \frac{1}{2\alpha_t}(\|\mu_t - x\|^2 - E_t\{\|\mu_{t+1} - x\|^2\}) + \sum_{t=1}^{T} \frac{\alpha_t}{2}(E_t\{\|\xi_t(\mu_t, \sigma_t)\|^2\} + \|\nabla \tilde{c}_t(\mu_t)\|^2).
\]

Then taking the full expectation of both sides, we obtain that $\forall T > 0$,

\[
E \sum_{t=1}^{T}(\nabla \tilde{c}_t(\mu_t), \mu_t - x) = \sum_{t=1}^{T} \frac{1}{2\alpha_t}(E\|\mu_t - x\|^2 - E\|\mu_{t+1} - x\|^2) + E\left(\sum_{t=1}^{T} \frac{\alpha_t}{2}(E_t\{\|\xi_t(\mu_t, \sigma_t)\|^2\} + \|\nabla \tilde{c}_t(\mu_t)\|^2)\right).
\]

(25)

Above, we used the tower rule for the conditional expectation, namely

\[
E\{E_t\{\|\mu_{t+1} - x\|^2\}\} = E\{E\{\|\mu_{t+1} - x\|^2|\mathcal{F}_t\}\} = E\{\|\mu_{t+1} - x\|^2\} \quad \forall t.
\]

Furthermore, according to Lemma $[3]$ and Assumption $[3]$ (Remark $[4]$), there exists $M$ such that $\|\mu_t\| \leq M$ almost surely for all $t$. By taking into account Lemmas $[2], [3]$ and inequality $[5]$, we conclude that almost surely the term $\|\nabla \tilde{c}_t(\mu_t)\|$ is bounded and $E_t\{\|\xi_t(\mu_t, \mu_t, \sigma_t)\|^2\} = O\left(\frac{n^2\|\mu_t\|^2}{\sigma_t^2} + 1\right)$. Hence,

\[
E \sum_{t=1}^{T}(\nabla \tilde{c}_t(\mu_t), \mu_t - x) \leq \frac{1}{2\alpha_1}E\|\mu_1 - x\|^2 + \frac{1}{2} \sum_{t=2}^{T} \left(\frac{1}{\alpha_t} - \frac{1}{\alpha_{t-1}}\right) E\|\mu_t - x\|^2
\]

\[
+ E\left(\sum_{t=1}^{T} \frac{\alpha_t}{2}(E_t\{\|\xi_t(\mu_t, \sigma_t)\|^2\} + \|\nabla \tilde{c}_t(\mu_t)\|^2)\right)
\]

\[
= 2(M^2 + \|x\|^2) \frac{1}{2\alpha_T} + nl^2O\left(\sum_{t=1}^{T} \frac{\alpha_t}{\sigma_t^2}\right),
\]

(26)

where in the last inequality we used $\|\mu_t - x\|^2 \leq 2(\|\mu_t\|^2 + \|x\|^2) \leq 2(M^2 + \|x\|^2)$. Next, taking into account the settings for $\alpha_t$ and $\sigma_t$, we get

\[
\sum_{t=1}^{T} \frac{\alpha_t^2}{\sigma_t^2} = \sum_{t=1}^{T} \frac{1}{(nt)^{a-2b}} \leq \left(1 + \int_{1}^{T} \frac{dt}{t^{a-2b}}\right)
\]

\[
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where \( c = -\frac{a-2b}{1-a+2b} \). Hence, from (22),

\[
E \left\{ \frac{R_{x^i}(T)}{T} \right\} = (M^2 + \|x\|^2) O \left( \frac{n^a}{T^{1-a}} \right) + l^2 O \left( \frac{n^{1-a+2b}}{T^{a-2b}} \right).
\]

Next, according to Lemma 2 Part 2,

\[
R_{x^i}^T(T) = \sum_{t=1}^{T} c_t(x_i) - \sum_{t=1}^{T} c_t(x) \leq \sum_{t=1}^{T} (\tilde{c}_t(x_i) + \frac{nL\sigma_t^2}{2}) - \sum_{t=1}^{T} \tilde{c}_t(x) = \tilde{R}_{x^i}^T(T) + \sum_{t=1}^{T} \frac{nL\sigma_t^2}{2}.
\]

Hence, accounting for the inequality \( \sum_{t=1}^{T} \sigma_t^2 \leq \frac{1}{n^a} \left( \frac{T^{1-2b}}{1-2b} - \frac{2b}{1-2b} \right) \), we conclude that

\[
E \left\{ \frac{R_{x^i}(T)}{T} \right\} = (M^2 + \|x\|^2) O \left( \frac{n^a}{T^{1-a}} \right) + l^2 O \left( \frac{n^{1-a+2b}}{T^{a-2b}} \right) + LO \left( \frac{n^{1-2b}}{T^{2b}} \right).
\]

As \( 0 < a < 1 \), \( b > 0 \), \( a-2b > 0 \), the inequality above implies \( \lim_{T \to \infty} E \left\{ \frac{R_{x^i}(T)}{T} \right\} \leq 0 \) almost surely. Notice that

\[
R_{x}(T) = R_{x^i}^T(T) + \sum_{t=1}^{T} (c_t(x_t) - c_t(x_i)).
\]

Then, by taking expectation conditioned on \( \mathcal{F}_T \), we get that almost surely

\[
E \{ R_{x}(T) | \mathcal{F}_T \} = R_{x^i}^T(T) + \sum_{t=1}^{T} E \{ (c_t(x_t) - c_t(x_i)) | \mathcal{F}_T \}
\]

\[
= R_{x^i}^T(T) + \sum_{t=1}^{T} (\tilde{c}_t(x_t) - c_t(x_i))
\]

\[
\leq R_{x^i}^T(T) + \frac{nL}{2} \sum_{t=1}^{T} \sigma_t^2.
\]

In the inequality above we used Part 2 of Lemma 2. Now by taking the full expectation and using the inequality \( \sum_{t=1}^{T} \sigma_t^2 \leq \frac{1}{n^a} \left( \frac{T^{1-2b}}{1-2b} - \frac{2b}{1-2b} \right) \), we conclude that

\[
E \left\{ \frac{R_{x}(T)}{T} \right\} = (M^2 + \|x\|^2) O \left( \frac{n^a}{T^{1-a}} \right) + l^2 O \left( \frac{n^{1-a+2b}}{T^{a-2b}} \right) + LO \left( \frac{n^{1-2b}}{T^{2b}} \right).
\]
and, since the inequalities \(2a - 2b > 1\) and \(a < 1\) imply \(a - 2b > 0\), we get \(\lim_{T \to \infty} E \left\{ \frac{R_x(T)}{T} \right\} \leq 0\) as desired. The result
\[
E \left\{ \frac{R_x(T)}{T} \right\} = (M^2 + \|x\|^2 + L + l^2)O \left( \frac{n^{\frac{3}{2}}}{T^{\frac{3}{2}}} \right)
\]
follows from optimizing the rate in (29) with respect to \(a, b\) subject to the constraints \(0 < a < 1, 2a - 2b > 1, 0 < b < 1\).

**Remark 3.** Note that Lemma 4 provides the result on the almost surely bounded iterates. However, in the proof of Theorem 1 we needed the weaker condition of the bounded expectation of \(\|\mu_t\|^2\) (see (26)).

Let us further provide insights on the assumptions and their use in the proof above. Assumption 1 on the uniform bound of gradients is used to show that through scaling the measured payoffs (zeroth order feedback) we obtain an estimate of gradient of the smoothed version of the cost in Lemma 1. This assumption is also used to ensure the variance and higher order moments of \(\xi_t\), perturbation of gradients in equation (4), are bounded (Lemma 3), and consequently to prove boundedness of the iterates (Lemma 4). Assumption 2 on uniformly Lipschitz gradients is used to bound the difference between the smoothed and the original cost functions through Lemma 2 Part 2. This enables us to bound the regret by first computing it along the smoothed version of the cost in the proof of Theorem 1. Assumption 3 implies existence of a ball with center at the origin and radius \(K\) whose complement contains no minima of the cost functions. The parameter \(K\) defines, in its turn, a finite upper bound for the procedure’s iterates (see the proof of Lemma 4). Thus, this assumption rules out possibility of infinite regret.

## 4 Two-point Feedback

Let us assume that given the process (2), we can obtain the value of the function \(c_t\) not only in the current state \(x_t\), but also at the current mean value \(\mu_t\). The regret as defined in (1) is still in terms of the incurred costs \(c_t(x_t)\) in comparison to any static choice \(x\) with bounded norm. In this section we modify the procedure (2) in such a way that the upper bound for the regret achieves its optimum over the time and dimension parameters, namely is \(O(\sqrt{n \sqrt{T}})\).

### 4.1 Unconstrained Optimization

We modify the process (2) as follows: We start with an arbitrary \(\mu_0\). Then, for \(t = 0, 1, 2, \ldots\)
\[
x_t \sim N(\mu_t, \sigma_t),
\]
\[
\mu_{t+1} = \mu_t - \alpha_t(\hat{c}_t - c_t(\mu_t)) \frac{x_t - \mu_t}{\sigma_t^2},
\]
where, as before, \(\hat{c}_t = c_t(x_t)\). The procedure above can be rewritten as
\[
\mu_{t+1} = \mu_t - \alpha_t \nabla \hat{c}_t(\mu_t) + \alpha_t \zeta_t(x_t, \mu_t, \sigma_t),
\]
\[
\zeta_t(x_t, \mu_t, \sigma_t) = \nabla \hat{c}_t(\mu_t) - (\hat{c}_t - c_t(\mu_t)) \frac{x_t - \mu_t}{\sigma_t^2}.
\]
Analogously to Lemma 1 we can formulate the following result.
Lemma 5. Under Assumption \[7\]
\[
E_t \zeta_t(x_t, \mu_t, \sigma_t) = \nabla \tilde{c}_t(\mu_t) - E_t \{ \hat{c}_t(\mu_t) \frac{x_t - \mu_t}{\sigma_t^2} \} = 0.
\tag{33}
\]

Proof. The first equality in (33) holds, due to the fact that
\[
E_t \zeta_t(x_t, \mu_t, \sigma_t) = \nabla \tilde{c}_t(\mu_t) - E_t \{ \hat{c}_t(\mu_t) \frac{x_t - \mu_t}{\sigma_t^2} \},
\]
\[
E_t \{ \hat{c}_t(\mu_t) \frac{x_t - \mu_t}{\sigma_t^2} \} = 0.
\]
To get the second equality in (33), we can repeat the proof of Lemma 1.

Further, we can notice that Lemma 3 can be reformulated in terms of the new stochastic term \( \zeta_t(x_t, \mu_t, \sigma_t) \) as follows.

Lemma 6. Under Assumption \[7\] the following estimations hold:
\[
E_t \{ \| \zeta_t(x_t, \mu_t, \sigma_t) \|^2 \} = O(t^2),
\]
\[
E_t \{ \| \zeta_t(x_t, \mu_t, \sigma_t) \|^3 \} = O(t^3),
\]
\[
E_t \{ \| \zeta_t(x_t, \mu_t, \sigma_t) \|^4 \} = O(t^4),
\]
Moreover,
\[
E_t \{ \| \zeta_t(x_t, \mu_t, \sigma_t) \|^2 \} = O(nt^2).
\tag{34}
\]

Proof. See Appendix \[13\]

The fact that the unbiased estimation
\[
(\hat{c}_t - c_t(\mu_t)) \frac{x_t - \mu_t}{\sigma_t^2} = (c_t(x_t) - c_t(\mu_t)) \frac{x_t - \mu_t}{\sigma_t^2}
\]
of the gradient \( \nabla \tilde{c}_t(\mu_t) \) uses two points implies its bounded moments, whereas in the case of one-point feedback we can only upper bound the moments by some functions dependent on \( \mu_t \) (compare Lemma \[8\] with Lemma \[3\]). This feature of the approach based on two-point feedback allows us to relax the conditions on the parameters \( \alpha_t \) and \( \sigma_t \) in Lemma \[4\] to guarantee the bounded iterations in the new process in (30).

Lemma 7. Consider Procedure (30) with step-size \( \{\alpha_t = O\left(\frac{1}{\sqrt{t^a}}\right)\} \) and variance \( \{\sigma_t = O\left(\frac{1}{\sqrt{t^b}}\right)\} \), where \( 0 < a < 1, b > 0 \). There exists a finite constant \( M' \):
\[
Pr\{ \| \mu_t \| \leq M', t = 1, 2, \ldots \ | \| \mu_0 \| < \infty \} = 1
\]
for any sequence \( \{c_1, c_2, \ldots \} \), for which Assumptions \[7\] \[8\] hold.

Proof. Analogously to the proof of Lemma \[14\] we consider the function \( V(\mu) = W(\| \mu \|^2) \), where \( W : \mathbb{R} \to \mathbb{R} \) is defined as follows:
\[
W(x) = \begin{cases} 0, & \text{if } x < \tilde{K}, \\ (x - \tilde{K})^2, & \text{if } x \geq \tilde{K}, \end{cases}
\]

and $\tilde{K}$ is the constant from Lemma 2. We then continue with the exact same derivation as in Lemma 4 to show that $V(\mu_t)$ is a nonnegative martingale by bounding the term $E\{V(\mu_{t+1}|\mu_t = \mu) - V(\mu)\}$ as follows:

$$L V(\mu) \leq -2\alpha_t (\nabla \tilde{c}_t(\mu), \mu) W'(\|\mu\|^2) + (g_1(t) + g_2(t))(1 + V(\mu)).$$

The only difference between the above bound and the one in (21) using the one-point feedback is that here $g_1(t) = O(\alpha_t^2)$ and $g_2(t) = O(\alpha_t^2)$ and hence, these terms do not exhibit the dependence on the variance parameter $\sigma_t$. This difference is due to bounds on $\zeta$ and $\xi$ using Lemmas 6 and 8 respectively. Due to $0 < a < 1$, we have that $\sum_{t=1}^\infty \alpha_t = \infty$, $\sum_{t=1}^\infty \alpha_t^2 < \infty$. Hence, $V(\mu_t)$ is a nonnegative martingale. Repeating the same reasoning analogous to the one in Lemma 4 we get the result.

With this lemma in place, we can prove the main result for the process (30).

**Theorem 2.** Let (30) define the optimization algorithm for the unconstrained online convex optimization problem $(\mathbb{R}^n, \{c_1, c_2, \ldots\})$. Choose the step-sizes and variances according to $\{\alpha_t = \frac{1}{(nt)^a}\}$, $\{\sigma_t = \frac{1}{(nt)^b}\}$, where $0 < a < 1$, $b > 0$. Then, under Assumptions 1-3, the regret of algorithm (2) estimated with respect to the query points $\{x_t\}$, that is, $R_x(T) = \sum_{t=1}^T c_t(x_t) - \sum_{t=1}^T c_t(x)$ satisfies

$$E \left\{ \frac{R_x(T)}{T} \right\} = (M^2 + \|x\|^2)O\left(\frac{n^a}{T^{1-a}}\right) + i^2O\left(\frac{n^{1-a}}{T^a}\right) + LO\left(\frac{n^{1-2b}}{T^{2b}}\right).$$

In particular,

$$\lim_{T \to \infty} E \left\{ \frac{R_x(T)}{T} \right\} \leq 0,$n

and for the optimal choice of $a \to \frac{1}{2}$, $b \to \frac{1}{2}$, the regret rate is

$$E \left\{ \frac{R_x(T)}{T} \right\} = (M^2 + \|x\|^2 + L^2)O\left(\frac{\sqrt{n}}{\sqrt{T}}\right).$$

**Proof.** Let us recall $\tilde{R}_x^{\mu_t}(T) := \sum_{t=1}^T \tilde{c}_t(\mu_t) - \sum_{t=1}^T \tilde{c}_t(x)$ and $R_x^{\mu_t}(T) := \sum_{t=1}^T c_t(\mu_t) - \sum_{t=1}^T c_t(x)$ from Proof of Theorem 1. As per proof of Theorem 1 we bound the regret at the linearized costs based on the following observation:

$$\sum_{t=1}^T \tilde{c}_t(\mu_t) - \sum_{t=1}^T \tilde{c}_t(x) \leq \sum_{t=1}^T (\nabla \tilde{c}_t(\mu_t), \mu_t - x),$$

(35)

Furthermore, repeating the steps of Theorem 1's proof, we obtain that $\forall T > 0$

$$E \sum_{t=1}^T (\nabla \tilde{c}_t(\mu_t), \mu_t - x) = \sum_{t=1}^T \frac{1}{2\alpha_t} (E\|\mu_t - x\|^2 - E\|\mu_{t+1} - x\|^2) +$$

$$+ E \sum_{t=1}^T \frac{\alpha_t}{2} (E\|\zeta_t(x_t, \mu_t, \sigma_t)\|^2 + \|\nabla \tilde{c}_t(\mu_t)\|^2).$$

(36)

According to Lemma 7 and Assumption 3 (Remark 2), there exists $M'$ such that $\|\mu_t - x\| \leq M' + \|x\|$ almost surely for all $t$. By taking into account Lemmas 2 and 6 and inequality (34), we conclude that almost surely the term $\|\nabla \tilde{c}_t(\mu_t)\|$ is bounded. Furthermore, $E\|\zeta_t(x_t, \mu_t, \sigma_t)\|^2 = O(n\ell^2)$ – note the
difference between this bound and that of \( E_t\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^2\} = O \left( \frac{n^2 t^2}{\sigma_t^2} + 1 \right) \), in the one-point feedback setting. Thus, repeating the derivation in (26) we have

\[
E \sum_{t=1}^{T} (\nabla \tilde{c}_t(\mu_t), \mu_t - x) = 2(M^2 + \|x\|^2) \frac{1}{2\alpha T} + n t^2 O \left( \sum_{t=1}^{T} \alpha_t \right).
\]

Note the difference between the above upper bound and that in (26) once again due to the tightened bound on the variance of the noise \( \xi_t \) in the two-point feedback setting here. Next, taking into account the setting for \( \alpha_t \), we get

\[
\sum_{t=1}^{T} \alpha_t = \sum_{t=1}^{T} \frac{1}{(nt)^a} \leq \frac{1}{n^a} \left( 1 + \int_1^{T} \frac{dt}{t^a} \right) = \frac{1}{n^a} \left( \frac{T^{1-a}}{1-a} - \frac{a}{1-a} \right),
\]

Thus,

\[
E \sum_{t=1}^{T} (\nabla \tilde{c}_t(\mu_t), \mu_t - x) = (M^2 + \|x\|^2) O \left( n^a T^a \right) + t^2 O \left( (nT)^{1-a} + n^{1-a} \right),
\]

where \( c = -\frac{a}{1-a} \). From (35), it follows that

\[
E \left\{ \frac{\tilde{R}_x(T)}{T} \right\} = (M^2 + \|x\|^2) O \left( \frac{n^a}{T^{1-a}} \right) + t^2 O \left( \frac{n^{1-a}}{T^a} \right).
\]

Then, similar to (28) we connect the regret between the smoothed cost \( \tilde{c} \) and the original cost \( c \) using Lemma 2, Part 2,

\[
R_{\mu}^x(T) = \sum_{t=1}^{T} c_t(\mu_t) - \sum_{t=1}^{T} c_t(x) \leq \tilde{R}_x^T(T) + \sum_{t=1}^{T} n L \sigma_t^2.
\]

Hence, accounting for the inequality \( \sum_{t=1}^{T} \sigma_t^2 \leq \frac{1}{n^a} \left( T^{1-2b} - \frac{2b}{1-2b} \right) \), we have

\[
E \left\{ \frac{R_{\mu}^x(T)}{T} \right\} = (M^2 + \|x\|^2) O \left( \frac{n^a}{T^{1-a}} \right) + t^2 O \left( \frac{n^{1-a}}{T^a} \right) + LO \left( \frac{n^{1-2b}}{T^{2b}} \right).
\]

As \( 0 < a < 1 \) and \( b > 0 \), the inequality above implies \( \lim_{T \to \infty} \frac{R_{\mu}^x(T)}{T} \leq 0 \) almost surely. Consequently, from the reasoning analogous to one in proof of the corresponding parts in Theorem 4, we have

\[
\lim_{T \to \infty} E \left\{ \frac{R_{\mu}^x(T)}{T} \right\} \leq 0,
\]

and optimizing over the choices of \( a, b \), we get the desired rate:

\[
E \left\{ \frac{R_{\mu}^x(T)}{T} \right\} = (M^2 + \|x\|^2 + L^2) O \left( \frac{\sqrt{n}}{\sqrt{T}} \right).
\]
5 Conclusion

We provided a novel algorithm for the bandit online optimization problem with convex cost functions over unconstrained action spaces. Our algorithm was based on a zero-order oracle. In the case of one query point, we achieved a regret rate of $O(n^{2/3}T^{2/3})$. We showed how the algorithm can be adopted to address constrained action spaces, achieving the same regret rate above. Moreover, we presented a version of the algorithm adapted to the setting with two-point feedback. For this case, we showed that by appropriately choosing the two points and the step-size and variance parameters, the proposed algorithm achieves the theoretical lower bound with respect to the number of queries, namely $O(n^{1/2}T^{1/2})$.

A Supporting Theorems

To prove convergence of the algorithm we will use the results on convergence properties of the Robbins-Monro stochastic approximation procedure analyzed in [16].

We start by introducing some important notation. Let $\{X(t)\}_{t}$, $t \in \mathbb{Z}_{+}$, be a discrete-time Markov process on some state space $E \subseteq \mathbb{R}^{n}$, namely $X(t) = X(t, \omega) : \mathbb{Z}_{+} \times \Omega \rightarrow E$, where $\Omega$ is the sample space of the probability space on which the process $X(t)$ is defined. The transition function of this chain, namely $\Pr\{X(t+1) \in \Gamma|X(t) = X\}$, is denoted by $P(t, X, t+1, \Gamma)$, $\Gamma \subseteq E$.

**Definition 2.** The operator $L$ defined on the set of measurable functions $V : \mathbb{Z}_{+} \times E \rightarrow \mathbb{R}$, $X \in E$, by

$$LV(t, X) = \int P(t, X, t+1, dy)[V(t+1, y) - V(t, X)]$$

$$= E[V(t+1, X(t+1)) | X(t) = X] - V(t, X),$$

is called a generating operator of a Markov process $\{X(t)\}_{t}$.

Now, we recall the following theorem for discrete-time Markov processes, which is proven in [13], Theorem 2.7.1. This theorem requires the following notations: Let for any set $B \subseteq E$ the set $U_{\epsilon,R}(B)$ be $U_{\epsilon,R}(B) = U_{\epsilon}(B) \cap \{X : X < R\}$, where $U_{\epsilon}(B) = X : \text{dist}(X, B) < \epsilon$.

**Theorem 3.** Consider a Markov process $\{X(t)\}_{t}$ and suppose that there exists a function $V(t, X) \geq 0$ such that $\inf_{t \geq 0} V(t, X) \rightarrow \infty$ as $\|X\| \rightarrow \infty$ and

$$LV(t, X) \leq -\alpha(t+1)\psi(t, X) + f(t)(1 + V(t, X)),$$

where $\psi \geq 0$ on $\mathbb{R} \times \mathbb{R}^{n}$ and $\psi > 0$ on $\mathbb{R} \times \mathbb{R}^{n} \setminus B$ for some set $B \subset \mathbb{R}^{n}$. Further assume that the functions $f(t)$ and $\alpha(t)$ satisfy $f(t) > 0$, $\sum_{t=0}^{\infty} f(t) < \infty$, and $\alpha(t) > 0$, $\sum_{t=0}^{\infty} \alpha(t) = \infty$. Let $\inf_{X \in U_{\epsilon,R}(B)} V(X) > 0$ for any $R > \epsilon > 0$ and $V(X) = 0$ for $X \in B$. Moreover, let $\lim_{X \rightarrow B} V(X) = 0$. Then the Markov process $\{X(t)\}_{t}$ converges to the set $B$ almost surely as $t \rightarrow \infty$.

B Proofs of Lemmas

**Proof.** (of Lemma 1) First, we show that under Assumption 1 we can differentiate $\tilde{c}_{t}(\mu_{t})$ defined by (3) with respect to the parameter $\mu_{t}$ under the integral sign. Note that this was stated as a fact in [15] without a proof. Here, we provide a proof for completeness. Indeed, let us consider
the integral, which we obtain, if we formally differentiate the function under the integral \((39)\) with respect to \(\mu_t\), namely
\[
\frac{1}{\sigma_t^2} \int_{\mathbb{R}^n} c_t(x)(x - \mu_t)p(\mu_t, \sigma_t, x)dx.
\]

The function under the integral sign, \(c_t(x)(x - \mu_t)p(\mu_t, \sigma_t, x)\), is continuous given Assumption \[1\]. Thus, it remains to check that the integral of this function converges uniformly with respect to \(\mu_t\) over the whole \(\mathbb{R}^n\). We can write the Taylor expansion of the function \(c_t\) around the point \(\mu_t\) in the integral \((39)\):
\[
\int_{\mathbb{R}^n} c_t(x)(x - \mu_t)p(\mu_t, \sigma_t, x)dx
\]
\[
= \int_{\mathbb{R}^n} (c_t(\mu_t) + (\nabla c_t(\eta(x, \mu_t)), x - \mu_t))(x - \mu_t)p(\mu_t, \sigma_t, x)dx
\]
\[
= \int_{\mathbb{R}^n} (\nabla c_t(\eta(x, \mu_t)), x - \mu_t)(x - \mu_t)p(\mu_t, \sigma_t, x)dx
\]
\[
= \int_{\mathbb{R}^n} (\nabla c_t(\tilde{\eta}(y, \mu_t)), y)p(0, \sigma_t, y)dy,
\]
where \(\eta(x, \mu_t) = \mu_t + \theta(x - \mu_t)\), \(\theta \in (0, 1)\), \(y = x - \mu_t\), \(\tilde{\eta}(y, \mu_t) = \mu_t + \theta y\). The uniform convergence of the integral above follows from the fact\[4\] that, under Assumption \[1\] \(\nabla c_t(\tilde{\eta}(y, \mu_t)) \leq l\) for some positive constant \(l\) and, hence,
\[
|{(\nabla \phi(\tilde{\eta}(y, \mu_t)), y)p(0, \sigma_t, y)}| \leq h(y) = l\|y\|^2p(0, \sigma_t, y),
\]
where \(\int_{\mathbb{R}^n} h(y)dy < \infty\). Thus, part 1 of the Lemma follows from
\[
\nabla \tilde{c}_t(\mu_t) = \int_{\mathbb{R}^n} \nabla_{\mu_t}(c_t(x)p(\mu_t, \sigma_t, x))dx
\]
\[
= \int_{\mathbb{R}^n} c_t(x) \frac{x - \mu_t}{\sigma_t^2}p(\mu_t, \sigma_t, x)dx
\]
and the fact that
\[
E_t\{\frac{x_t - \mu_t}{\sigma_t^2}\} = E\{c_t(x_t) \frac{x_t - \mu_t}{\sigma_t^2} | x_t \sim \mathcal{N}(\mu_t, \sigma_t)\}.
\]
Furthermore, for each \(k\)th coordinate of the above vector \(c_t(x) \frac{x - \mu_t}{\sigma_t^2}p(\mu_t, \sigma_t, x)\), \(k \in [n]\), and given \(x^{-k} = (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x^n)\) we get
\[
\int_{\mathbb{R}^n} c_t(x) \frac{x^k - \mu^k_t}{\sigma_t^2}p(\mu_t, \sigma_t, x)dx
\]
\[
= \frac{-1}{(\sqrt{2\pi}\sigma_t)^n} \int_{\mathbb{R}^{n-1}} \left[ \int_{x^k = -\infty}^{x^k = +\infty} c_t(x)dx \left( -\sum_{k=1}^{n} \left( \frac{x^k - \mu^k_t}{2\sigma_t^2} \right)^2 \right) \right]
\]
\[
\times \exp \left\{ -\sum_{j \neq k} \left( \frac{x^j - \mu^j_t}{2\sigma_t^2} \right)^2 \right\} dx^{-k} = \int_{\mathbb{R}^n} \frac{\partial c_t(x)}{\partial x^k} p(\mu_t, \sigma_t, x)dx,
\]
where in the above, we use integration by parts and the fact that \(c_t\) grows at most linearly as \(\|x\| \to \infty\) to get to the last equality. Thus, the claim of the lemma follows. \[\square\]
\[4\] see the basic sufficient condition using majorant \[25\], Chapter 17.2.3.
Proof. (of Lemma 2) Part 1.

\[
\hat{c}_t(a\mu_1 + (1-a)\mu_2) = \frac{1}{(2\pi\sigma^2)^n/2} \times \int_{\mathbb{R}^n} c_t(x) \exp\left\{-\frac{\|x - a\mu_1 - (1-a)\mu_2\|^2}{2\sigma^2}\right\} dx.
\]

By the substitution \( y = x - a\mu_1 - (1-a)\mu_2 \) we get

\[
\int_{\mathbb{R}^n} c_t(x) \exp\left\{-\frac{\|x - a\mu_1 - (1-a)\mu_2\|^2}{2\sigma^2}\right\} dx
= \int_{\mathbb{R}^n} c_t(y + a\mu_1 + (1-a)\mu_2) \exp\left\{-\frac{\|y\|^2}{2\sigma^2}\right\} dy
= \int_{\mathbb{R}^n} c_t(a(y + \mu_1) + (1-a)(y + \mu_2)) \exp\left\{-\frac{\|y\|^2}{2\sigma^2}\right\} dy
\leq a \int_{\mathbb{R}^n} c_t(y + \mu_1) \exp\left\{-\frac{\|y\|^2}{2\sigma^2}\right\} dy
+ (1-a) \int_{\mathbb{R}^n} c_t(y + \mu_2) \exp\left\{-\frac{\|y\|^2}{2\sigma^2}\right\} dy
= a \int_{\mathbb{R}^n} c_t(x) \exp\left\{-\frac{\|x - \mu_1\|^2}{2\sigma^2}\right\} dx
+ (1-a) \int_{\mathbb{R}^n} c_t(x) \exp\left\{-\frac{\|x - \mu_2\|^2}{2\sigma^2}\right\} dx
= a\hat{c}_t(\mu_1) + (1-a)\hat{c}_t(\mu_2).
\]

Hence,

\[
\hat{c}_t(a\mu_1 + (1-a)\mu_2) \leq a\hat{c}_t(\mu_1) + (1-a)\hat{c}_t(\mu_2).
\]

The fact that for any fixed \( t \) the gradient \( \nabla \hat{c}_t(\mu_t) \) is bounded follows directly from the equation (6) and Assumption 1 implying bounded \( \nabla c_t \) on \( \mathbb{R}^n \).

Part 2. By using the Taylor series expansion for the function \( c_t \) around the vector \( \mu_t \) and from Assumption 2, we obtain

\[
c_t(x) \leq c_t(\mu_t) + (\nabla c_t(\mu_t), x - \mu_t) + L/2 \|x - \mu_t\|^2.
\]

Hence,

\[
|c_t(\mu_t) - \hat{c}_t(\mu_t)| = \left| \int_{\mathbb{R}^n} [c_t(x) - c_t(\mu_t)] p(\mu_t, \sigma_t, x) dx \right|
\leq \int_{\mathbb{R}^n} (\nabla c_t(\mu_t), x - \mu_t) p(\mu_t, \sigma_t, x) dx
+ \int_{\mathbb{R}^n} L/2 \|x - \mu_t\|^2 p(\mu_t, \sigma_t, x) dx = \frac{nL\sigma_t^2}{2},
\]

as desired. Note that [15] showed this result with a slightly different technique.

Part 3. The existence of a finite constant \( \tilde{K} > 0 \) such that \( (\mu, \nabla \tilde{c}_t(\mu)) > 0 \) for \( \|\mu\|^2 > \tilde{K} \) follows from the fact that due to the bounded variance \( \sigma_t^2 \) (and, hence, coercivity of \( \tilde{c}_t \), due to Assumption 3) (Remark 2 and Part 2 shown above) the argumentation analogous to one in Remark 2 holds for functions \( \tilde{c}_t(\mu) \) on \( \mathbb{R}^n \).
Proof. (of Lemma 3) First note that, according to the Lyapunov’s inequality,
\begin{align}
&\left(\mathbb{E}_t\left\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^3\right\}\right)^{1/3} \leq \left(\mathbb{E}_t\left\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^4\right\}\right)^{1/4},
&\left(\mathbb{E}_t\left\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^2\right\}\right)^{1/2} \leq \left(\mathbb{E}_t\left\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^4\right\}\right)^{1/4}. \tag{41, 42}
\end{align}
Thus, it suffices to demonstrate that
\begin{equation}
\mathbb{E}_t\left\{\|\xi_t(x_t, \mu_t, \sigma_t)\|^4\right\} \leq \frac{f_3(\mu_t, \sigma_t)}{\sigma_t^4}, \tag{43}
\end{equation}
where $f_3(\mu_t, \sigma_t)$ is a polynomial of $\sigma_t$ and a fourth order polynomial of $\mu_t^i$, $i \in [n]$.

Let us consider any random vector $X = (X_1, \ldots, X_n) \in \mathbb{R}^n$. The fourth central moment of this vector can be bounded as follows:
\begin{align}
\mathbb{E}\|X - \mathbb{E}X\|^4 &= \mathbb{E}\left(\sum_{i=1}^n (X_i - \mathbb{E}X_i)^2\right)^2 \\
&= \sum_{i=1}^n \mathbb{E}(X_i - \mathbb{E}X_i)^4 + 2 \sum_{i,j: j < i} \mathbb{E}(X_i - \mathbb{E}X_i)^2(X_j - \mathbb{E}X_j)^2 \\
&\leq \sum_{i=1}^n \mathbb{E}(X_i - \mathbb{E}X_i)^4 + 2 \sum_{i,j: j < i} \sqrt{\mathbb{E}(X_i - \mathbb{E}X_i)^4} \sqrt{\mathbb{E}(X_j - \mathbb{E}X_j)^4}, \tag{44}
\end{align}
where in the last inequality we used the Hölder inequality. Hence, we proceed with estimating $\mathbb{E}(X_i - \mathbb{E}X_i)^4$. By opening brackets we get
\begin{align}
\mathbb{E}(X_i - \mathbb{E}X_i)^4 &= \mathbb{E}X_i^4 + 6(\mathbb{E}X_i)^2\mathbb{E}X_i^2 - 4\mathbb{E}X_i\mathbb{E}X_i^3 - 3(\mathbb{E}X_i)^4 \\
&\leq \mathbb{E}X_i^4 + 6(\mathbb{E}X_i)^2\mathbb{E}X_i^2 - 4\mathbb{E}X_i\mathbb{E}X_i^3 \leq 11\mathbb{E}X_i^4, \tag{45}
\end{align}
where in the last inequality we used the fact that $(\mathbb{E}X_i)^2 \leq \mathbb{E}X_i^2$ and the Lyapunov’s inequalities (namely (11), (12) with $\xi_t$ replaced by $X_i$) to get
\begin{equation}
-\mathbb{E}X_i\mathbb{E}X_i^3 \leq \mathbb{E}|X_i|\mathbb{E}|X_i|^3 \leq \mathbb{E}X_i^4. \tag{46}
\end{equation}

According to (5),
\begin{equation}
\xi_t(x_t, \mu_t, \sigma_t) = \mathbb{E}\left\{\frac{c_t x_t - \mu_t}{\sigma_t^3}\right\} - \mathbb{E}\left\{\frac{c_t x_t - \mu_t}{\sigma_t^3}\right\} = \mathbb{E}\left\{\frac{c_t x_t - \mu_t}{\sigma_t^3}\right\} - \mathbb{E}\left\{\frac{c_t x_t - \mu_t}{\sigma_t^3}\right\}. \tag{47}
\end{equation}
Thus, according to (44) and (45), to get (13), it remains to bound the fourth moment of $\eta_t = \eta_t(x_t, \mu_t, \sigma_t) = \frac{c_t x_t - \mu_t}{\sigma_t^3}$ for all $i = 1, \ldots, n$, given that $x_t$ has the normal distribution with the parameters $\mu_t$, $\sigma_t$. According to Assumption 1 and the properties of the central moments of the normal distribution, for any $i$ there exists a finite constant $K$ and a function $f_i(\mu_t, \sigma_t)$, which is a polynomial of $\sigma_t$ and a fourth order polynomial of $\mu_t$, such that the following holds:
\begin{equation}
\mathbb{E}_t\{\eta_t^4\} \leq K \int_{\mathbb{R}^n} \left(\sum_{i=1}^n x_i^4\right)^{4/3} \frac{(x_i - \mu_t_i)^4}{\sigma_t^4} \frac{1}{\sigma_t^4} p(\mu_t, \sigma_t, x) dx \leq f_i(\mu_t, \sigma_t)/\sigma_t^4. \tag{48}
\end{equation}
\footnote{Here we use the fact that for any $i, j, k, l = 1, \ldots, m$ and $s_1, s_2, s_3, s_4 \in \{0, 1, 2, 3, 4\}$ such that $s_1 + s_2 + s_3 + s_4 = 4$, the following relation holds: $\int_{\mathbb{R}^n} (x_i^{s_1})(x_j^{s_2})(x_k^{s_3})(x_l^{s_4}) p(\mu_t, \sigma_t, x) dx = \sigma_t^{s_1} \tilde{p}(\sigma_t, \mu_t)$, where $\tilde{p}(\sigma_t, \mu_t)$ is a polynomial of $\sigma_t$ and not higher than a fourth order polynomial of $\mu_t$ and $\mu_t$.}
This inequality together with the inequalities (44), (45), and (46) imply (43).

Finally, we notice that due to Lemma 1

\[ E_t \| \xi_t(x_t, \mu_t, \sigma_t) \|^2 \leq E_t \left\{ c_t^2(x_t) \frac{\|x_t - \mu_t\|^2}{\sigma_t^4} \right\}. \]

By taking Assumption 1 into account, we estimate further the right hand side of the inequality above as

\[ E_t \left\{ c_t^2(x_t) \frac{\|x_t - \mu_t\|^2}{\sigma_t^4} \right\} \leq l^2 \int_{\mathbb{R}^n} \|x\|^2 \frac{\|x - \mu_t\|^2}{\sigma_t^4} p(\mu_t, \sigma_t, x) dx + m_2, \]

where \( m_1 \) are some positive constant. Note that for any \( i, j = 1, \ldots, n, i \neq j \),

\[ \int_{\mathbb{R}^n} x_i^2(x_i - \mu_i)^2 p(\mu_t, \sigma_t, x) dx = \sigma_t^4 + (\mu_i)^2 \sigma_t^2, \]

\[ \int_{\mathbb{R}^n} x_j^2(x_j - \mu_j)^2 p(\mu_t, \sigma_t, x) dx = \sigma_t^4 + (\mu_j)^2 \sigma_t^2. \]

Thus, we can conclude that

\[ E_t \| \xi_t(x_t, \mu_t, \sigma_t) \|^2 = O \left( \frac{nl^2 \|\mu_t\|^2}{\sigma_t^4} + 1 \right). \]

\[ \square \]

**Proof. (of Lemma 2)** Note that, analogously to (15), due to Lemma 5 we get

\[ E_t \{ \|\xi_t(x_t, \mu_t, \sigma_t)\| \} \leq 11E_t \{ \|\xi_t - c_t(\mu_t)\| \} \]

\[ = 11 \int_{\mathbb{R}^n} \frac{1}{\sigma_t^8} (c_t(x) - c_t(\mu_t))^4 \|x - \mu_t\|^4 p(\mu_t, \sigma_t, x) dx. \]

Next, due to Assumption 1 and Remark 1

\[ (c_t(x) - c_t(\mu_t))^4 \leq l^4 \|x_t - \mu_t\|^4. \]

Thus,

\[ E_t \{ \|\xi_t(x_t, \mu_t, \sigma_t)\| \} \leq 11l^4 \int_{\mathbb{R}^n} \frac{1}{\sigma_t^8} \|x_t - \mu_t\|^8 p(\mu_t, \sigma_t, x) dx = O(l^4) \]

for some positive constant \( C_3 \). The rest follows from the arguments analogous in proof of Lemma 3 above. \[ \square \]
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