Regional Manufacturing Industry Demand Forecasting: A Deep Learning Approach
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Abstract: With the rapid development of the manufacturing industry, demand forecasting has been important. In view of this, considering the influence of environmental complexity and diversity, this study aims to find a more accurate method to forecast manufacturing industry demand. On this basis, this paper utilizes a deep learning model for training and makes a comparative study through other models. The results show that: (1) the performance of deep learning is better than other methods; by comparing the results, the reliability of this study is verified. (2) Although the prediction based on the historical data of manufacturing demand alone is successful, the accuracy of the prediction results is significantly lower than when taking into account multiple factors. According to these results, we put forward the development strategy of the manufacturing industry in Guangdong. This will help promote the sustainable development of the manufacturing industry.
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1. Introduction

Intelligent technology brings great opportunities and severe challenges to the high-quality development of the manufacturing industry [1,2]. Demand forecasting is an important research field in many industries. The manufacturing industry generally tends to order sales. If the output is lower than the demand, the buyer chooses the manufacturer to meet the demand of their order, which means the chance of losing an order. On the other hand, if the output exceeds the actual demand, the inventory cost may increase. Therefore, a reasonable grasp of the manufacturing demand can help the government to plan from the perspective of macroeconomic regulation and control and can promote the manufacturing industry’s avoidance of industrial surplus or shortage.

Improving the accuracy of manufacturing industry demand forecasting (MIDF) is important. However, the manufacturing industry is a field affected by many variables, including international relations [3], government policies [4], economic level [5], services industry [6], and technology level [7]. Demand forecasting is facing challenges. Therefore, this paper needs to build a prediction system to help screen variables.

In recent years, there have been many research methods of industrial demand forecasting. The first is the traditional classical regression method [8]. Later, with the development of technology, machine learning has been widely used in industrial demand forecasting, such as random forest (RF) [9], grey model (GM (1,1)) [10], support vector machine...
(SVM) [11], and neural network (NN) [12]. Particularly, SVM and neural networks are the most prominent. In terms of SVM, Meza et al. [13] used SVM to predict municipal solid waste and found that it was more robust. Shao et al. [14] used SVM to estimate the energy consumption of hotel buildings and found that the error of the results was small. In terms of NN, Thomas et al. [15] used a linear regression model to predict the demand for private housing. Law’s [16] research found that although the traditional prediction methods can achieve good prediction results in the field of tourism demand, the NN prediction results are better. Enyiit et al. [17] found that the artificial neural network method is better than other methods. Tanizaki et al. [18] used NN to predict restaurant demand. However, the NN is better than traditional methods, but in terms of the correlation between predicted data and actual data, traditional methods are better than NN. This shows that NN is not sufficient to deal with the relationship between data in some aspects. In addition, few scholars apply deep learning to industrial demand forecasting.

To address these knowledge gaps: (1) considering the environmental complexity and diversity of the manufacturing, this paper constructs the MIDF system to improve the accuracy of MIDF. (2) In this context, the deep learning model is established to forecast the manufacturing industry demand with the minimum error rate. Therefore, this study enables us to reveal the influence of variables and how the deep learning model works on these variables.

The rest of this paper is as follows (as shown in Figure 1): Section 2 summarizes the literature reviews. In Section 3, we introduce the research framework, namely, the prediction system, research model, and evaluation methods. The next section is an experiment, including alternative models and demand forecasting. Section 5 discusses theoretical and practical implications. Finally, the conclusion is presented.

Figure 1. The graphical framework.
2. Literature Review

2.1. The Impact of Intelligent Technology on the Manufacturing Industry

Liu et al. [19] discussed the impact of intelligent technology on the manufacturing industry. In other words, with the rapid development of intelligent technology, the high-quality development of the manufacturing industry can be promoted.

The research on intelligent technology driving the manufacturing industry development is in the rising stage. In terms of robotics, Acemoglu et al. [20] found that the value-added and productivity of enterprises using robots increased significantly. In addition, the intelligent technology system has also improved the manufacturing industry. For example, Yu et al. [21] found that a network physical manufacturing system (CPS) can help the manufacturing industry to adapt to the new market demand. Romero-Silva et al. [22] analyzed the correlation of CPS and found it can help enterprises to improve their advantage. On the other hand, intelligent technology promotes the development of the latest manufacturing modes, such as ecological marketing manufacturing mode [23], data-driven manufacturing mode [24], and customer service manufacturing mode [25].

The development of intelligent technology not only promotes the high-quality development of the manufacturing industry, but it also extends its development mode. Given this, the impact of intelligent technology will be considered when constructing the MIDF index system.

2.2. Influencing Factors of the Manufacturing Industry

Many scholars have studied the factors affecting the manufacturing industry in different situations. In terms of foreign direct investment (FCI), Raluca et al. [26] found that FCI has become one of the most important factors in promoting the development of the manufacturing industry in Romania. Fernandes et al. [27] found that FCI promoted innovation activities in the manufacturing industry. Huang et al. [28] found that FCI strategy significantly enhanced productivity growth. In terms of government, Liu et al. found that fiscal subsidies have a positive effect on the economic performance and sustainable management of manufacturing enterprises [29]. Zhao et al. [30] found that fiscal subsidies to manufacturing enterprises can improve the market competitiveness of their products. In terms of economics, Szirmai et al. [31] found that the manufacturing industry has a moderately positive influence on economic growth. Gabriel et al. [32] found that manufacturing can be the “growth engine” of developing countries. In terms of services, Jiang et al. [33] found that developing countries are more engaged in low value-added services, such as warehousing. Liu et al. [34] discussed the impact of the service industry on the export performance of the manufacturing industry. It is found that financial and business services have enhanced the comparative advantage of the manufacturing sector. In terms of technology, Dou et al. [35] found that intellectual property rights can promote the competitiveness of the manufacturing industry in developed countries. Dou et al. [36] found that technology has a radiation effect on the regional urban manufacturing industry, which can promote its sustainable development. Xu et al. [37] found that intellectual property has a positive influence on the Korean manufacturing industry. Additionally, it is worth noting that scholars mostly use the number of patent applications [38,39], the sales volume of new products [40], and R&D [41,42] as the representatives of the technical level.

The above research results have a good reference value for the construction of the GD’s MIDF index system. These can more truly reflect the scale of manufacturing industry demand, thus expanding the index system of manufacturing industry demand.

2.3. Industrial Demand Forecasting Method

Industrial demand forecasting is mainly based on quantitative methods, including regression models, GM (1,1), SVM, NN, and so on. In terms of the regression model, Maaao et al. [8] forecasted industrial energy demand based on the multiple linear regression method. Huang et al. [43] used the multiple regression model to forecast tea demand. Yu et al. [44] used the regression model to predict the demand for films. In terms of the
GM (1,1) model, Yan et al. [10] used GM (1,1) to forecast logistics demand. Hu et al. [45] used GM (1,1) to forecast the demand for magnesium products. In terms of the RF model, Everingham et al. [9] established an RF model to predict the demand for agricultural products. Sathishkumar et al. [46] used RF to effectively forecast bicycle rental demand. In terms of the SVM model, Yan et al. [11] used SVM to forecast freight volume demand. Jie et al. [47] used SVM to forecast the generation of photovoltaic power generation systems. Fan et al. [48] used SVM to forecast the logistics demand. Compared with the above methods, the NN has the abilities of nonlinear mapping and fault tolerance [49]. In terms of the NN model, Güven et al. [12] studied the retail clothing industry and established a NN for sales forecasting. Yin et al. [50] used a NN to predict the urban water-energy demand. Huang et al. [51] used a NN to forecast the movie box office demand.

In summary, this paper finds that the literature on MIDF is relatively lacking, but the existing research results can provide a wealth of literature for the manufacturing industry demand forecasting model. In other words, existing research can provide a reference for this paper to choose a prediction model. In addition, although a NN more easily fits complex nonlinear relationships, in essence, the accuracy of it will be affected by many factors, such as nonlinear characteristic factors and gradient disappearances. Therefore, the Long Short-Term Memory (LSTM) network, proposed by Hochreiter [52], is suitable for manufacturing industry demand forecasting. Meanwhile, to verify the accuracy of the LSTM network, a variety of prediction models are used as the comparison model.

3. Research Framework

The purpose of this study is the MIDF of GD. Based on the literature review, the research process is shown in Figure 2. The research framework includes the following six steps:

![Figure 2. The research framework.](image)

- Step 1—Research objective selection: the manufacturing industry demand of GD.
- Step 2—Target setting: forecasting manufacturing industry demand for the next three years.
- Step 3—Literature review: the preliminary screening of indexes and data collection.
- Step 4—Construction of an index system. Through correlation analysis and lasso characteristic analysis, we can judge whether these indicators are reasonable.
- Step 5—Select the prediction method. Five methods are used to forecast the demand of the manufacturing industry.
- Step 6—Predicted results: choose the method of minimum error to forecast the manufacturing industry demand of GD for the next three years.

3.1. Index System

The manufacturing environment is a well-defined whole. In the index system of MIDF, a single index can reflect one side of manufacturing industry demand, and the synthesis of the index can reflect the overall situation of manufacturing industry demand. Therefore, this paper constructs the index system from the perspective of the internal environment (technology) and external environment (multidimensional), as shown in Figure 3 and Table 1.
Step 6—predicted results: choose the method of minimum error to get the predicted value. The upper flow chart in Figure 3 is the specific process of "At-i structure" mapping. The steps are as follows:

\[
\sigma_t = \tanh(W_t \sigma_t - 1 + d_t - 1)
\]

\[
y_t = W_i (x_t + \sigma_t) + \sigma_t \cdot \sigma_{t-2} + \sigma_{t-1} \cdot \sigma_{t-1}
\]

\[
h_t = \tanh(C_t - 1)
\]

\[
A_t = h_t \cdot A_{t-1} + y_t
\]

3.2. Research Method

LSTM was then applied to other fields [53, 54], which proved that it has strong universality. By introducing a “gating unit”, it can solve the long-term dependence problem, including forget gate, input gate, and output gate. In addition, memory cells also play an important role in LSTM. The network structure is shown in Figure 4.

Table 1. The index system for MIDF.

| Research Target | Influence Variables | Variable Explanation |
|-----------------|---------------------|----------------------|
| MIDF(Y)         | FCI (X1) [26–28]    | International co-operation |
|                 | General Public Budget Expenditure for Science and Technology (X2) [29, 30] | Government subsidies |
|                 | GDP (X3) [31, 32]   | Economic development |
|                 | Tertiary Industry (X4) [33, 34] | Service level |
|                 | Number of Patent Applications Granted(X5) [38, 39] | Technical protection |
|                 | Internal Expenditure on R&D (X6) [40] | Technology input |
|                 | Technology output | |
|                 | Sales Revenue of New Products (X7) [41, 42] | Technology output |

Figure 3. The index system for MIDF.

Figure 4. The network structure of LSTM.
For the same LSTM, its “At-i structure” is fixed and shares the same parameters. The upper flow chart in Figure 3 is the specific process of “At-i structure” mapping. The steps are as follows:

Step 1—Forgetting gate: it can judge whether historical information needs to be forgotten or not. The formula is as follows:

$$f_{t-1} = \sigma \left( W_f * [h_{t-2}, x_{t-1}] + b_f \right)$$

where \( \sigma \) is the sigmoid function, \( W_f \) is the weight matrix of the variable, \( h_{t-2} \) is the hidden layer output at \( t-2 \), \( x_{t-1} \) is the input at \( t-1 \), and \( b_f \) is the deviation vector.

Step 2—Input gate: the input gate determines what information will be retained in the memory unit. The formulas are as follows:

$$i_{t-1} = \sigma \left( W_i * [h_{t-2}, x_{t-1}] + b_i \right)$$

$$d_{t-1} = \sigma \left( W_c * [h_{t-2}, x_{t-1}] + b_c \right)$$

$$C_{t-1} = f_{t-1} * C_{t-2} + i_{t-1} * d_{t-1}$$

where \( C_{t-2} \) and \( C_{t-1} \) are the values of \( t-2 \) and \( t-1 \) time memory units, respectively, and \( i_{t-1} * d_{t-1} \) is the updated value of the memory unit.

Step 3—Output gate: it consists of two parts. First, the output information is determined by \( h_{t-2}, x_{t-1} \) and the activation function. Then, the \( tanh \) activation function acts on the memory unit \( C_{t-1} \) and multiplies it to get the output \( h_{t-1} \). The formulas are as follows:

$$y_{t-1} = \sigma \left( W_y * [h_{t-2}, x_{t-1}] + b_y \right)$$

$$h_{t-1} = y_{t-1} * tanh(C_{t-1})$$

By the above iteration, with the \( x_t \) input, the model can predict the future value \( y_t \).

Due to the ingenious setting of the forget gate, input gate, output gate, and memory unit, the LSTM network can retain useful information.

### 3.3. Evaluation Criteria

To verify the accuracy and effectiveness of the model, most scholars use a variety of evaluation criteria [55,56]. Therefore, the mean absolute error (MAE), root-mean-square error (RMSE), and mean absolute percentage error (MAPE) are used to evaluate the accuracy. The formulas are as follows:

$$MAPE = \frac{1}{\text{total}} \sum_{i=1}^{\text{Total}} \left| \frac{Y_i - Y^*_i}{Y_i} \right|$$

$$MAE = \frac{1}{\text{total}} \sum_{i=1}^{\text{Total}} |Y_i - Y^*_i|$$

$$RMSE = \sqrt{\frac{1}{\text{total}} \sum_{i=1}^{\text{Total}} |Y_i - Y^*_i|^2}$$

where total is the total amount of test data, and \( Y_i \) and \( Y^*_i \) represent the predict and actual value, respectively. All accuracy results are averages of 10 independent runs.

### 4. Experimental Results

#### 4.1. Data Source

With the reform and opening, the manufacturing industry in GD has become a national strategic industrial base, and advanced manufacturing is the leading industry with a large scale and a complete system. From 2004 to 2019, its total industrial value increased from
2955.492 billion to 16,412,172 billion yuan, showing a relatively obvious development speed. Therefore, it is reasonable to choose GD as the research object.

In this paper, the total industrial value in the Statistical Yearbook of GD was selected to represent the demand of the manufacturing industry. Other indicators are from this statistical yearbook from 2005 to 2020. However, considering the small amount of data, this paper uses the method of the mean value of adjacent points to expand the data set. Finally, the data set of this paper is shown in Table 2. Among them, the whole year is the original data, and the data including months are the extended data.

| Year/Month | X1 | X2 | X3 | X4 | X5 | X6 | X7 |
|------------|----|----|----|----|----|----|----|
| 2004       | 29,554.92 | 828.64 | 56.42 | 18,658.34 | 8246.80 | 1941.00 | 147.56 |
| 2004/6     | 32,748.83 | 920.73 | 62.56 | 20,310.67 | 8882.68 | 2137.40 | 213.74 |
| 2005       | 35,942.74 | 1012.81 | 68.70 | 21,962.99 | 9518.55 | 2414.00 | 336.37 |
| 2005/6     | 40,308.75 | 1084.79 | 74.19 | 23,962.12 | 10,413.55 | 2877.50 | 477.34 |
| 2006       | 44,674.75 | 1156.76 | 79.67 | 25,961.24 | 11,308.54 | 3314.00 | 533.37 |
| 2006/6     | 49,963.81 | 1229.51 | 99.47 | 28,851.93 | 12,682.55 | 3736.00 | 697.34 |
| 2007       | 55,252.86 | 1302.26 | 119.26 | 31,742.61 | 14,056.56 | 4216.53 | 829.56 |
| 2007/6     | 60,338.74 | 1316.72 | 125.89 | 34,223.39 | 15,160.26 | 4493.44 | 987.34 |
| 2008       | 65,424.61 | 1331.17 | 132.52 | 36,704.16 | 16,263.96 | 5083.44 | 1147.34 |
| 2008/6     | 77,050.21 | 1352.99 | 150.51 | 39,464.69 | 17,715.00 | 5697.44 | 1307.34 |
| 2009       | 85,824.64 | 1371.57 | 164.44 | 42,264.12 | 19,287.59 | 6347.50 | 1477.34 |
| 2009/6     | 90,348.16 | 1389.74 | 180.18 | 45,908.71 | 21,593.00 | 7037.50 | 1647.34 |
| 2010       | 94,871.68 | 1407.91 | 203.92 | 49,372.79 | 24,358.54 | 7727.50 | 1817.34 |
| 2010/6     | 101,368.74 | 1447.23 | 225.89 | 53,072.79 | 27,435.84 | 8417.50 | 2007.34 |
| 2011       | 109,673.07 | 1486.54 | 246.71 | 57,173.41 | 30,284.02 | 9107.50 | 2197.34 |
| 2011/6     | 114,693.06 | 1515.92 | 269.55 | 60,503.41 | 33,203.95 | 9807.50 | 2387.34 |
| 2012       | 124,649.16 | 1552.17 | 292.33 | 63,804.72 | 36,163.49 | 10507.50 | 2577.34 |
| 2012/6     | 130,348.16 | 1598.00 | 315.64 | 68,604.72 | 39,023.95 | 11207.50 | 2767.34 |
| 2013       | 135,722.42 | 1600.66 | 338.33 | 73,504.72 | 42,884.49 | 11907.50 | 2957.34 |
| 2013/6     | 140,260.33 | 1622.28 | 361.00 | 78,404.72 | 46,744.49 | 12607.50 | 3147.34 |
| 2014       | 142,181.10 | 1662.28 | 383.67 | 83,304.72 | 50,604.49 | 13307.50 | 3337.34 |
| 2014/6     | 146,121.72 | 1692.28 | 406.34 | 88,204.72 | 54,464.49 | 14007.50 | 3527.34 |

For the original data, we used the shuffle function in the sklearn.utils library to randomly sort these data. Then, the train_test_split function of the sklearn.model_selection library in Python was used to split the data with the 80/20 rule. Thus, the effect of randomly dividing the training set and the test set was achieved. Through many experiments, this can train the data completely.

4.2. Data Test

4.2.1. Correlation Analysis

According to the literature, manufacturing industry demand is related to seven indicator variables. From Figure 5, we can see that the order of correlation between these seven factors is X3 > X6 > X4 > X7 > X5 > X1 > X2. As the correlation values of the seven indicators are all greater than 0.6, it shows that these indicators apply to the prediction of manufacturing demand.
are all greater than 0.6, it shows that these indicators apply to the prediction of manufacturing demand.

Figure 5. The index correlation graph.

4.2.2. Lasso Selection

In the exploratory analysis of data, there are too many features introduced, so it is necessary to further screen the original features and only retain the important features. The Lasso method can compress the regression coefficient of unimportant indexes to zero, to achieve the purpose of index selection. After the regression of Lasso, the values of each index are shown in Table 3.

Table 3. Indexes of the Lasso regression coefficient.

|        | X1  | X2  | X3  | X4  | X5  | X6  | X7  |
|--------|-----|-----|-----|-----|-----|-----|-----|
| The coefficient | 43.68 | −13.51 | 1.24 | −2.16 | 0.19 | 25.57 | 1.10 |
| The state | True | True | True | True | True | True | True |

The results show that the values of each index are not zero. Therefore, the above indicators are the key factors affecting the manufacturing industry demand, and these characteristics can be used for further research.

4.3. Results

4.3.1. LSTM Result

Python is used to train the LSTM network. The training status and regression results are shown in Figures 6 and 7, respectively. The results show that LSTM training converged.
very fast, and there was no fitting phenomenon. At the same time, the prediction was accurate, which is consistent with the basic historical data.

![Figure 6. The LSTM training result.](image)

4.3.2. Comparative Prediction Model

To verify the accuracy of LSTM, this paper compared it with four models, namely, SVM, BP, RF, and AR. The input indexes of all models were consistent. Because the data units of each index are different, to get more accurate prediction results, the original data of each index were normalized and mapped to [0,1] [57].

4.3.3. Manufacturing Industry Demand Forecasting

In this step, first of all, we need to predict the auto-regressive time of each $X_i$ factor. Then, based on the forecast factors, LSTM is used to forecast the manufacturing demand in the next three years.

We used LSTM, BP, and GM models to predict the future values of these factors through historical data. It is worth noting that the reason for choosing these three models is that LSTM and BP had excellent results in the previous comparative experiments. The GM (1,1) model is the classic model in the field of auto-regression.

By comparison, although the prediction based on the historical data of Y was successful, it did not seem to give a more accurate result. Specifically, the above three methods only used the historical data of Y for auto-regressive prediction, which is significantly lower than the prediction results of LSTM considering multiple factors in Table 4. Therefore, to make an accurate forecast, we should consider the factors that affect the demand.

![Figure 7. The LSTM prediction results.](image)

|          | LSTM     | SVM      | BP       | AR       | RF       |
|----------|----------|----------|----------|----------|----------|
| MAE      | 463.4339183 | 2891.278648 | 1074.917976 | 2019.226016 | 1397.206419 |
| RMSE     | 874.8308509 | 3840.997444 | 1446.326249 | 2783.584018 | 2125.591786 |
| MAPE     | 0.63%    | 3.59%    | 1.28%    | 3.12%    | 2.49%    |
From Table 5, both LSTM and BP had excellent performance in auto-regressive prediction. Because the structure of the BP network was simpler, its training speed was faster than LSTM (as shown in Figures 8 and 9). Therefore, it is more reasonable to choose BP to predict the future value of each factor.

Using LSTM, combined with the predicted values of each factor (see Table 6), this paper predicts the manufacturing demand of GD from 2020 to 2022. In Table 7 and Figure 10, the predicted results were 14,708.04 billion yuan, 14,878.35 billion yuan, and 1497.72 billion yuan, respectively. According to the forecast data, from 2004 to 2022, the demand of GD’s manufacturing industry will increase from 2955.492 billion to 14,977.24 billion yuan, with an average annual growth of 8.92%.

Table 5. Accuracy of factor prediction.

| Factor | LSTM MAE | BP MAE | GM(1,1) MAE |
|--------|----------|--------|-------------|
| X1     | 24.40906 | 23.10708 | 85.94395    |
|        | 29.53632 | 30.3987 | 105.9244    |
|        | 1.90%    | 1.54%  | 6.16%       |
| X2     | 21.92619 | 19.14836 | 43.33882    |
|        | 34.78503 | 31.27112 | 59.63684    |
|        | 6.84%    | 6.07%  | 13.52%      |
| X3     | 417.0695  | 307.9188 | 1809.08     |
|        | 605.0364  | 384.5287 | 2440.184    |
|        | 0.82%    | 0.69%  | 4.66%       |
| X4     | 197.5453  | 148.132  | 716.5678    |
|        | 239.7368  | 170.3009 | 991.3312    |
|        | 0.83%    | 0.66%  | 3.61%       |
| X5     | 825.8111  | 657.8572 | 4130.789    |
|        | 1257.428  | 981.4491 | 5145.899    |
|        | 7.33%    | 6.05%  | 46.90%      |
| X6     | 5.059089  | 5.213758 | 131.1709    |
|        | 6.703232  | 6.394745 | 159.7326    |
|        | 0.97%    | 0.93%  | 24.89%      |
| X7     | 393.3796  | 203.6164 | 1507.022    |
|        | 493.4832  | 289.1982 | 1955.195    |
|        | 3.37%    | 2.25%  | 14.87%      |
| Y      | 4852.551  | 1443.969 | 7749.021    |
|        | 6092.578  | 1993.786 | 9211.345    |
|        | 5.46%    | 1.56%  | 10.31%      |

Figure 8. The auto-regressive training result of BP.
5. Discussion

5.1. Theoretical Implication

First of all, industrial demand forecasting is a hot research topic. However, few people study the MIDF. Therefore, this paper selects the relevant factors and constructs the manufacturing demand forecasting index system. This provides an innovative perspective and enriches the literature of manufacturing demand forecasting.

Table 6. Factor forecast for the next three years.

| Year | 2020 | 2021 | 2022     |
|------|------|------|----------|
| X1   | 1558.81 | 1581.46 | 1603.743652 |
| X2   | 1290.37  | 1380.12  | 1438.61   |
| X3   | 114,712.38 | 121,186.86 | 126,723.83 |
| X4   | 64,732.88 | 69,585.25 | 74,398.74 |
| X5   | 65,494.22 | 70,856.7  | 79,074.36 |
| X6   | 2480.69  | 2619.76  | 2752.09   |
| X7   | 45,951.31 | 48,622.86 | 51,048.66 |

Table 7. The GD’s MIDF for the next three years.

|        | 2020     | 2021     | 2022     |
|--------|----------|----------|----------|
| Y      | 147,080.37 | 148,783.48 | 149,772.4 |

Figure 9. The auto-regressive training result of LSTM.

Figure 10. The GD’s MIDF for the next three years.
Secondly, the demand of the manufacturing industry is predicted by the deep learning model. By comparing the existing industry demand forecasting model, we find that the prediction results of deep learning are more accurate; this can provide a new perspective for the model selection of MIDF.

5.2. Practical Implication

The manufacturing industry is the fundamental support of high-quality economic development. Under the background of intelligent technology, the traditional manufacturing industry needs to adapt to the characteristics of a new round of scientific and technological revolution and industrial change. By integrating the production process with the new generation of information technology, the manufacturing industry can solve the technical bottleneck in its development.

In addition to technology affecting the demand of the manufacturing industry, FCI, government subsidies, service industry, and economy are also important factors to promote the manufacturing industry. Firstly, the GD’s manufacturing industry should make full use of FCI, so that it can participate in the new international division system through its production and trade, as well as develop to the high end of the industrial chain. Secondly, the GD’s government should reasonably subsidize the manufacturing industry, which can not only directly relieve the internal financial pressure of enterprises, but it can also indirectly provide convenience for manufacturing enterprises to realize external financing and encourage them to make more innovation investments. Third, the GD’s government should promote the coordinated development of producer services and the manufacturing industry, and bring the service industry into every production link of the manufacturing industry. This can improve the production efficiency of the manufacturing industry and promote its high-quality development. Finally, the GD’s government should grasp the law of economic operation and stimulate market vitality, thus facilitating the high-quality development of the manufacturing industry.

6. Conclusions

At present, there is a lack of in-depth research on the MIDF. Therefore, this study uses the manufacturing industry in GD as an example for demand forecasting. Based on the complex and diverse environment of manufacturing demand, this study establishes the index system for MIDF. In this context, the deep learning model is established for training, and five models are used for comparative study. The results show that: (1) the performance of deep learning is better than other methods; by comparing the results, the reliability of this study is verified. (2) Although the prediction based on the historical data of manufacturing demand alone is successful, the accuracy of the prediction results is significantly lower than when taking into account multiple factors. Finally, we put forward the development strategy of the manufacturing industry in GD. This is helpful for local governments to promote the sustainable development of the manufacturing industry.

The survey data come from one of China’s provinces, whose characteristics may be quite different from those of others because the geographical location and economic development have an important impact on the manufacturing demand. Although this study is limited to a specific region, through further research this knowledge can be globally adopted and verified. For example, most countries and regions are faced with a mismatch between supply and demand in the manufacturing industry, such as overcapacity or insufficient capacity. Through accurate prediction of industrial demand, this will effectively avoid the waste of resources. Therefore, this case study is about, but is not limited to, GD. In terms of the scale of parallel development, it is also useful for Shandong and Jiangsu in China, Ruhr Industrial Zone in Germany, and Michigan in the United States.
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