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ABSTRACT. This paper focuses on how to approximate traveling wave solutions for various kinds of partial differential equations via artificial neural networks. A traveling wave solution is hard to obtain with traditional numerical methods when the corresponding wave speed is unknown in advance. We propose a novel method to approximate both the traveling wave solution and the unknown wave speed via a neural network and an additional free parameter. We proved that under a mild assumption, the neural network solution converges to the analytic solution and the free parameter accurately approximates the wave speed as the corresponding loss tends to zero for the Keller–Segel equation. We also demonstrate in the experiments that reducing loss through training assures an accurate approximation of the traveling wave solution and the wave speed for the Keller–Segel equation, the Allen–Cahn model with relaxation, and the Lotka–Volterra competition model.

1. INTRODUCTION

1.1. Motivation. In this paper, we propose a novel method for approximating traveling wave solutions via deep neural networks. Traveling wave solution, a special form of the particular solutions of partial differential equations (PDEs) has been studied extensively. For several equations, in the case that the boundary condition consists of two different equilibrium points of the system, an interval for the wave speed where a traveling wave solution exists has been demonstrated (see, [2,3,29]). The authors in [15,17,35] discussed that even if we add a small perturbation to the traveling wave profile, it converges to the original shape. Furthermore, it is known for the Keller–Segel equation and the Lotka–Volterra competition model that a unique traveling wave solution with a unique wave speed exists up to translation (see, [11,18]).

Although finding a traveling wave solution seems like a relatively simple ODE problem, approximating a numerical solution is not a self-evident process when the
wave speed is unknown in advance. There have been several attempts to numerically approximate the wave speed by finding a new variable that has a monotone dependency on the wave speed in [16, 22], but there is no theoretical evidence to guarantee the convergence to the wave speed.

An artificial neural network is a natural candidate for finding a traveling wave solution since it can easily model the dependency of the solution to an ansatz variable which commonly appears in the traveling wave literature. Furthermore, the universal approximation property of neural networks suggests the possibility of approximating solutions of the partial differential equations. By penalizing a neural network to satisfy given PDEs, one can guarantee the convergence of the neural network to an actual solution using the energy estimate method (see, [9, 10, 30]).

In this work, we propose a novel method that simultaneously approximates the traveling wave solution of given PDEs and the wave speed. We employ fully-connected neural networks to approximate the solutions of PDEs and an additional free parameter to approximate the wave speed. We prove the convergence of both neural networks and the free parameter to the analytic solutions and the actual wave speed, respectively, for the Keller–Segel model. Moreover, the experimental results show that our estimated speeds agree with the analytic results of the Keller–Segel equation, the Lotka–Volterra equation, and the Allen–Cahn model for various kinds of parameter settings.

1.2. Related Works. Early studies focused on finding an explicit form of the traveling wave solution. Assuming a specific functional form of solutions (e.g. a rational function with numerator and denominator of sums of exponential functions), they solved some well-posed problems (see, [7, 21, 34]). In [28, 32], multi-dimensional traveling wave solutions were constructed by using the solution of the Riccati equation. The authors in [27] proposed one to find a simpler sufficient condition for the solutions of the original equation by factoring the differential operator.

There are several works that try to numerically approximate the solution, assuming a specific functional form, such as a polynomial function, for the nonlinear term. For the non-linear Allen–Cahn equation, assuming a fractional power series solution, the solution is iteratively calculated in [31] using the condition that the coefficients must meet for the residual term to be zero. Assuming that the nonlinear term is an admonian polynomial, an integral iteration guarantees the convergence after combining the initial conditions and the governing equation by the Laplace transform for the fractional Whitham-Broer-Kaup equation (see, [1]). For the Korteweg–de Vries equation, the authors in [12] applied the basis extension method for the solution under the assumption that the nonlinear terms are admonian polynomials.

Stability of the traveling wave solutions has been also actively studied. For an equation containing a nonlinear fisher term, the authors in [5, 15] showed that when the initial data has exponential decay, it converges to a traveling wave solution with a certain wave speed. For the reaction-advection-diffusion equation in [33], a unique traveling wave solution exists and all solutions converge to that traveling wave. Given the boundary conditions for the classical Keller–Segel equation, a unique traveling wave solution exists and its stability against small initial perturbations has been demonstrated in [18]. Stability for the traveling wave solution with a speed above a certain value in a multi-type SIS non-localized epidemic model was provided in [35]. The aforementioned theoretical results for the stability
also contributed to the numerical method for the traveling wave solution where the exact speed values are unknown. The authors in \cite{37} calculated the wave speed of a traveling wave solution with a globally stable equilibrium point as an endpoint. More specifically, they assume that the solution has converged to a steady state after a long time period, and observe how fast the point moves from that time. Since it is difficult to implement the infinite domain numerically, the boundary condition was newly processed using the exponential decay rate of the traveling wave solution (see, \cite{6}). Using only classical FDM, it was verified that a solution of the original equation approaches to a traveling wave solution with a specific speed in the Fisher’s equation.

Several papers have introduced methods that directly estimate the value of speed. For the Allen–Cahn model with relaxation model which is a coupled equation without a diffusion term, the wave speed was estimated in \cite{16} using a function with a monotonic dependency on the speed. A similar method was proposed to find the minimum wave speed at which a unique traveling wave solution exists for the reaction-diffusion chemotaxis model, by comparing the trajectories connecting equilibriums (see, \cite{22}). For the Keller–Segel equation with the Fisher birth terms, the authors in \cite{2} determined whether a heteroclinic orbit could leave certain regions and obtained an exact minimum wave speed. An analogous discussion was developed in \cite{3} for the isothermal diffusion system.

1.3. Outline of the paper. In Section 2, we introduce the models, the loss functions, and the training procedure. In Section 3, we cover the Keller–Segel (KS) equation derived by adding a singular term to the classical Patlak–Keller–Segel equation. We prove that our method can accurately approximate the traveling wave solution as well as the wave speed by reducing the proposed loss function. Additionally, we derive a uniform bound for the difference between a neural network solution and an analytic solution. The experiments that support our theoretical results are also presented in Section 3. In Section 4 and 5, by simply modifying the theorems proved in Section 3, we apply our method to other equations, the Allen–Cahn model with relaxation and the Lotka–Volterra competition model. Finally, the article concludes in Section 6 by introducing issues that may be addressed in the future.

2. Methodology

In this paper, we consider several systems of PDEs that attain traveling wave solutions. Consider a system of PDE:

\[
\begin{align*}
u_t(t, x) &= F(u, v), \\
v_t(t, x) &= G(u, v), \\
(u, v)(t, 0) &= (u_0(x), v_0(x)) \to \begin{cases} (u_-, v_-) & \text{as } x \to -\infty, \\
(u_+, v_+) & \text{as } x \to +\infty, \end{cases}
\end{align*}
\]

(2.1)

where \( F \) and \( G \) are arbitrary differential operators. We denote the characteristics by \( z = x - st \), where \( s \) denotes the wave speed, and the traveling wave solutions by \( U(z) = U(x - st) = u(t, x) \), and \( V(z) = V(x - st) = v(t, x) \). Using this representation, we can rewrite (2.1) as:

\[ P(U, V; s) = 0 \]
\[ Q(U, V; s) = 0 \]
\[
(U, V)(z) \rightarrow \begin{cases} 
(u_-, v_-) & \text{as } z \rightarrow -\infty, \\
(u_+, v_+) & \text{as } z \rightarrow +\infty,
\end{cases}
\]
where P, Q are the differential operators that can be computed from (2.1).

In this section, we provide a detailed description of our methodology for finding approximations of the traveling wave solutions. We use two neural networks \( U^{nn}, V^{nn} \), and a free parameter \( s^{nn} \) to approximate the solutions \( U, V \) and the wave speed \( s \), respectively. We treat the approximation problem as an optimization problem of a properly defined loss function with respect to the parameters of \( U^{nn}, V^{nn} \), and the free parameter \( s^{nn} \). Previously, a universal method using a neural network was presented in [20] for approximating a solution of PDEs involving unknown parameters. The main differences from our method lie in that the constraints that unknown parameters must satisfy are directly reflected in the structure of the neural network and that we introduce an additional loss function to handle infinite domains. The formulation will be justified in Section 3.

2.1. Neural Network Model. The fully connected neural networks \( U^{nn}, V^{nn} \) take the spatio-temporal grid points \((t, x)\) as inputs, and output the approximations of \( U(t, x) \), and \( V(t, x) \), respectively. In this paper, a special layer is added between the input and the first hidden layer, the characteristics (or traveling wave ansatz) layer. The characteristics layer transforms a given spatio-temporal grid point \((t, x)\) to a point on the characteristic line \( z = x - s^{nn}t \), where \( s^{nn} \) denotes an approximator for the wave speed \( s \). To explain it more precisely, we consider a neural network that consists of \( L + 2 \) layers with \( L - 1 \) hidden layers. The values of neurons belonging to each layer are determined by the following recurrence equation:

\[
\begin{aligned}
N_0(t, x) &= N^{(1)}_0(t, x) = x - s^{nn}t, \\
N^l_i &= \sigma(\sum_{i=1}^{h} w^{(i,j)}_i N^{(i)}_{l-1} + b^{(i)}_l), \quad \text{for } l = 1, 2, ..., L - 1, \\
N_L(t, x) &= N^{(1)}_L(t, x) = \sum_{i=1}^{h} w^{(i,1)}_L N^{(i)}_{L-1},
\end{aligned}
\]

(2.2)

where \( N_0(t, x) \) denotes the characteristics layer, \( N^{(i)}_L \) denotes the \( i \)-th neuron of the \( L \)-th layer, \( h \) denotes the number of neurons in each layer, \( \sigma \) denotes an activation function, and \( w^{(i,j)}_L, b^{(i)}_l \) denote the weight and bias in each layer. Due to the presence of \( N_0 \) layer, \( N_L(t, x) \) becomes a traveling wave function with a characteristic line of slope \( s^{nn} \) in the \((t, x)\) plane. Therefore, our neural networks become \( U^{nn}(t, x) = U^{nn}(x - s^{nn}t) \), and \( V^{nn}(t, x) = V^{nn}(x - s^{nn}t) \).

Additionally, if the exact bound of the solution is known, one more activation function can be implemented to the output layer in order for the range of the neural network to meet the known bound. Then, the equation below replaces the third equation of (2.2).

\[
N_L(t, x) = 3(u_--u_+)S\left(\sum_{i=1}^{h} w^{(i,1)}_L N^{(i)}_{L-1}\right) + (2u_+ - u_-),
\]

where \( S(x) \) denotes the sigmoid function \( \frac{e^x}{1+e^x} \).
Remark 2.1. We note here that it is possible to create a network that receives one dimensional input rather than \((t,x)\) by taking the traveling wave ansatz in the given equation in advance. However, the above method can be generalized to more complex cases, since it can be applied by slightly modifying the form of \(N_0(t,x)\) when the shape of the characteristics changes or even when the shape is not determined.

2.2. Loss functions. Now we define the loss functions. Firstly, we define the \(L^2\) loss for the governing equation in the interior region. Since the ansatz variable \(z\) lies in \(\mathbb{R}\), we need to define the loss function on \(\mathbb{R}\). However, it is difficult to deal with the infinite domain when training a neural network. Therefore, we truncate the real line by \([-a,a]\) for some large \(a\) as in [9]. Then the loss function for each governing equation is defined by:

\[
\text{Loss}^{(1)}_{GE} = \int_{-a}^{a} (P(U^{nn},V^{nn};s^{nn}))^2 \, dz \approx \sum_i P(U^{nn}(z_i),V^{nn}(z_i);s^{nn})^2,
\]

\[
\text{Loss}^{(2)}_{GE} = \int_{-a}^{a} (Q(U^{nn},V^{nn};s^{nn}))^2 \, dz \approx \sum_i Q(U^{nn}(z_i),V^{nn}(z_i);s^{nn})^2.
\]

We then define the loss function for the governing equation by combining the losses.

\[
\text{Loss}_{GE} = \text{Loss}^{(1)}_{GE} + \text{Loss}^{(2)}_{GE}.
\]

Since it is also difficult to impose an asymptotic boundary condition, we bypass the goal to reduce the difference between the extreme value and the value at the end of the boundary interval.

\[
\text{Loss}^{(1)}_{Limit} = (U^{nn}(-a) - u_-)^2 + (U^{nn}(a) - u_+)^2,
\]

\[
\text{Loss}^{(2)}_{Limit} = (V^{nn}(-a) - v_-)^2 + (V^{nn}(a) - v_+)^2,
\]

\[
\text{Loss}_{Limit} = \text{Loss}^{(1)}_{Limit} + \text{Loss}^{(2)}_{Limit}.
\]

In practice, the integral is approximated by the Monte–Carlo method. Using fixed points to approximate the integral is not suitable for functions that change rapidly in values. For such an intuitive reason, we uniformly sample new grid points from \([-a,a]\) to approximate the loss function for each training epoch. The iterative sampling technique is first introduced in [30].

We add the following Neumann boundary condition to more accurately estimate the wave speed (it will be further demonstrated in the next section). If the derivatives have a limit on each side, the limit must be zero. Therefore, the Neumann boundary condition is a reasonable constraint for finding the solution.

\[
\text{Loss}_{BC} = (\frac{d}{dz} U^{nn}(-a))^2 + (\frac{d}{dz} U^{nn}(a))^2 + (\frac{d}{dz} U^{nn}(-a))^2 + (\frac{d}{dz} U^{nn}(a))^2.
\]

Since the translation of the traveling wave solution becomes a solution again, we fix the solutions at a point \(z = 0\). Because at least one component of the solutions \((U,V)\) is a monotone function, we give the label at point \(z = 0\) by the mean of the limits. The loss below prevents translation so that increasing the value of \(a\) has the effect of widening both sides of the domain.

\[
\text{Loss}_{Trans} = (U^{nn}(0) - \frac{u_- + u_+}{2})^2, \quad \text{or} \quad \text{Loss}_{Trans} = (V^{nn}(0) - \frac{v_- + v_+}{2})^2.
\]
The optimization process reduces the total loss created by combining all the losses defined above. We present the overall architecture in Figure 1.

\[ \text{Loss}_{\text{Total}} = \text{Loss}_{\text{GE}} + \text{Loss}_{\text{Limit}} + \text{Loss}_{\text{BC}} + \text{Loss}_{\text{Trans}}. \]

2.3. Training. The training procedure consists of two parts: feed-forward and back-propagation. The first step is simply feeding the input \((t, x)\) together with \(s^{nn}\) through the forward path of the neural network. The second step, so called back-propagation, is to compute all the partial derivatives of the loss function with respect to \(w^{(i,j)}_l, b^{(i)}_l, \text{ and } s^{nn}\), and this can be easily done by Automatic Differentiation (see, [25] for more information). Once we compute all the partial derivatives, we optimize the loss function so that \(U^{nn}, V^{nn}, \text{ and } s^{nn}\) approximate the solutions and the wave speed. More specifically, we solve an optimization problem stated below:

\[
\min_{U^{nn},V^{nn},s^{nn}} \text{Loss}_{\text{Total}}(U^{nn}, V^{nn}; s^{nn}).
\]

The minimization problem can be solved by a gradient based optimization technique. By using the partial derivatives, one can perform the gradient descent step by:

\[
\begin{align*}
    w^{(i,j)}_l &\leftarrow w^{(i,j)}_l - \eta \frac{\partial \text{Loss}_{\text{Total}}}{\partial w^{(i,j)}_l}, \\
    b^{(i)}_l &\leftarrow b^{(i)}_l - \eta \frac{\partial \text{Loss}_{\text{Total}}}{\partial b^{(i)}_l}, \\
    s^{nn} &\leftarrow s^{nn} - \eta \frac{\partial \text{Loss}_{\text{Total}}}{\partial s^{nn}},
\end{align*}
\]

where \(\eta\) denotes the learning rate. In this paper, we employed ADAM as an optimizer which is one of the most popular optimizers [14].
3. Applications to the Keller–Segel Model

This section describes the details of the deep neural network used for the approximation of traveling wave solutions. Primarily, we deal with the classical Keller–Segel model with a chemotactic sensitivity term in the form of a logarithmic function which was initially devised in [13]. The exact model is as follows.

$$\begin{cases}
u_t = (D\nu_x - \chi\nu c^{-1}c_x)_x, \\ c_t = \epsilon c_{xx} - uc + \beta c,
\end{cases}$$

with the boundary conditions

$$(u_0(x), v_0(x)) = (u_{0}(\pm \infty), v_{0}(\pm \infty)) = (u_{\pm}, v_{\pm}).$$

Due to the difficulty of numerical computations, the singular term $c^{-1}$ was eliminated by substituting $-c_x/c = -(\ln c)_x$ to $v$ (commonly called hopf cole transformation, see, [18]). By imposing the traveling wave ansatz $(u, v)(x, t) = (U, V)(x - st)$, we finally derive the following ordinary differential equation below

$$\begin{cases}
u \frac{dU}{dz} + \chi(UV)_x + DU_{zz} = 0, \\ v \frac{dV}{dz} - (\epsilon V^2 - U)_x + \epsilon V_{zz} = 0,
\end{cases}$$

with the boundary condition $(U, V)(\pm \infty) = (u_{\pm}, v_{\pm})$ where $u_{\pm} \geq 0, v_{\pm} \leq 0$.

As a prerequisite for the existence of a value of $s$, we assume that the boundary condition is given only within the following constraints:

$$\frac{u_+ - u_-}{v_+ - v_-} = \frac{\chi(u_-v_- - u_+v_+)}{\epsilon(v_+)^2 - \epsilon(v_-)^2 + u_+ - u_-}.$$

We refer to a proposition mentioning that the speed where the solution exists is unique, and that the solution is also unique except for the possibility of translation.

**Proposition 3.1** (Proposition 2.1 in [18]). For a sufficiently small $\epsilon > 0$, the solution of (3.2) satisfying the boundary condition has a monotone shock solution which is unique up to translation and satisfies $U_z < 0, V_z > 0$. Furthermore, the unique wave speed is explicitly evaluated as

$$(3.3) \quad s = -\frac{\chi v_+}{2} + \frac{1}{2} \sqrt{\chi^2 v_-^2 + 4u_+\chi \left[1 - \frac{\epsilon(v_+)^2 - v_+}{v_- + u_-}\right]}.$$

Another important point to note in the above theorem is the strict monotonicity of the solution. The range of the solution must be bounded by both extremes which are given in the boundary condition (3.2).

3.1. Loss Functions. We set the value of $a$ to 200 and defined the Loss function only in [-200, 200]. First, $Loss_{GE}^{(1)}$ is created by using the $L^2$ error of the governing equation of the Keller–Segel system.

$$Loss_{GE}^{(1)} = \int_{-a}^{a} (s^{nn}U^{nn} + \chi(U^{nn}V^{nn})_z + DU^{nn}_{zz})^2dz$$

$$\approx \frac{2\epsilon}{m} \sum_{i=1}^{m} (s^{nn}U^{nn} + \chi(U^{nn}V^{nn})_z + DU^{nn}_{zz})^2(z_i),$$

$$Loss_{GE}^{(2)} = \int_{-a}^{a} (s^{nn}V^{nn} - (\epsilon(V^{nn})^2 - U^{nn})_z + \epsilon V^{nn}_{zz})^2dz.$$
\[
\approx \frac{2n}{m} \sum_{i=1}^{m} \left( s^{nn} V^{nn}_z - (\varepsilon (V^{nn})^2 - U^{nn})_z + \varepsilon V^{nn}_{zz}(z_i) \right).
\]

As a result of the experiment, it turned out that whether using \((U^{nn}(0) - \frac{u_+ + u_-}{2})^2\) or \((V^{nn}(0) - \frac{v_+ + v_-}{2})^2\) has nothing to do with an approximation capability. We select \((U^{nn}(0) - \frac{u_+ + u_-}{2})^2\) as a translation error. To prove the validity of an additional boundary condition, we integrate equation (3.2) so that we can obtain the following where \(c_1\) and \(c_2\) indicate the constants of integration.

\[
\begin{cases}
sU + \chi(UV) + DU_z = c_1, \\
sv - (\varepsilon V^2 - U) + \varepsilon V_z = c_2.
\end{cases}
\]

The above equation implies that each of \(DU_z\) and \(\varepsilon V_z\) converges to a finite value as \(z \to \infty\) or \(z \to -\infty\). Since the only possible limit is zero, \(\text{Loss}_{BC}\), the loss corresponding to the Neumann boundary condition, can be added in this case. \(\text{Loss}_{Limit}\) is defined as in Section 2. Finally, \(\text{Loss}_{Total}\) was defined as a sum of the four losses without weights.

3.2. Theoretical Results. In this section, we denote the neural network solution by \(U^{nn}, V^{nn}\) which are approximations of \(U, V\) respectively. And the error terms, \(U - U^{nn}\) and \(V - V^{nn}\) are written as \(E(z)\) and \(F(z)\). To represent the set of functions that the neural network can approximate, we refer to the following definition and theorem in [19].

**Definition 3.2.** For a compact set \(K\) of \(\mathbb{R}^n\) and positive integer \(m\), we say \(f \in \hat{C}^m(K)\) if there exists an open \(\Omega\) (depending on \(f\)) such that \(K \subset \Omega\) and \(f \in C^m(\Omega)\).

**Theorem 3.3.** (Li, Theorem 2.1 in [19]) Let \(K\) be a compact subset of \(\mathbb{R}\). For \(m \in \mathbb{Z}_+\), if \(f\) belongs to \(\hat{C}^m(K)\) and \(\sigma\) is any non-polynomial function in \(C^m(\mathbb{R})\), then for any \(\epsilon > 0\), there exists a Network \(N(x) = \sum_{i=1}^{h} c_i \sigma(w_i x + b_i)\) such that

\[
||D^\alpha(f) - D^\alpha(N)||_{L^\infty(K)} < \epsilon, \quad \forall \alpha \in \{0, 1, 2, \ldots, m\}.
\]

Our neural network involves the additional activation function to approximate a function with known upper and lower bounds. A similar theorem can be obtained for the approximation capability of the modified natural network model by applying the theorem above.

**Corollary 3.4.** Let \(S(x)\) denote the sigmoid function \(\frac{e^x}{1 + e^x}\). Suppose that function \(U\) is bounded with lower bound \(u_-\) and upper bound \(u_-(\neq u_+)\). For \(m \in \mathbb{Z}_+\), if \(U\) belongs to \(\hat{C}^m(K)\) and \(\sigma\) is any non-polynomial function in \(C^m(\mathbb{R})\), then for any \(\epsilon > 0\), there exists a neural network

\[
N(x) = 3(u_- - u_+) S(\sum_{i=1}^{h} c_i \sigma(w_i x + b_i)) + (2u_+ - u_-)
\]

such that

\[
||D^\alpha(U) - D^\alpha(N)||_{L^\infty(K)} < \epsilon, \quad \forall \alpha \in \{0, 1, 2, \ldots, m\}.
\]

**Proof.** Let’s denote \(3(u_- - u_+)\), \(2u_+ - u_-\) by \(C_1, C_2\) respectively. \(S, S^{-1}\) are smooth functions so that \(f := S^{-1} \circ \left( \frac{U + C_2}{C_1} \right)\) lies in \(\hat{C}^m(K)\). By Theorem 3.3, \(f\) can be
approached by a neural network $f_N(x) = \sum_{i=0}^{h} c_i \sigma(w_i x + b_i)$ with the property $\|D^\alpha(f) - D^\alpha(f_N)\|_{L^\infty(K)} < \epsilon$, $\forall 0 \leq \alpha \leq m$ for some positive $\epsilon$. Let $N(x)$ be a neural network defined as $C_1S \circ f_N + C_2$. Since $S$ is uniformly continuous on $K$, $\|U - N\|_{L^\infty(K)}$ can be bounded by a constant multiple of $\epsilon$. Using the triangular inequality, we derive the following.

$$\|(S \circ f)' - (S \circ f_N)\| \leq \|S' \circ f - S' \circ f_N\|_{L^\infty(K)} + \|f' - f_N'\|_{L^\infty(K)}.$$

By the uniform continuity of $f'$ and $S'$ on $K$, again $\|U' - N'\|_{L^\infty(K)}$ can be bounded by a constant multiple of $\epsilon$. Since all the terms of $D^\alpha(S \circ f)$ can be represented as products of $S(i)(f)$ and $f(i)$, we can derive an upper bound using a similar way above. □

**Remark 3.5.** The image of $N(x)$, $(2u_+ - u_-, 2u_- - u_+)$, can be adjusted to different open intervals containing the interval $(u_+, u_-)$ by changing the coefficients. And, $S(x)$ can be replaced by a bounded smooth function, the inverse of which must be also smooth. Since the input value of $S(x)$ can be increased rapidly to prevent convergence of learning, it is avoided to set the range of neural networks to exactly $[u_+, u_-]$.

The approximate capability of the neural network for an arbitrary function in $C^m(K)$ can be applied to solve differential equations. The following theorem states that a network function with our structure can represent a function close enough to the solution of the Keller–Segel system.

**Theorem 3.6.** For any $\epsilon > 0$, there exists a sufficiently large positive integer $h$ such that for some constant $M > 0$, if the truncated domain $[-a, a]$ contains $[-M, M]$, there exist neural networks

$$\begin{align*}
U^{nn}(t, x) &= 3(u_- - u_+) S(\sum_{i=0}^{h} c_i \sigma(w_i(x - s^{nn}t))) + (2u_+ - u_-), \\
V^{nn}(t, x) &= 3(v_+ - v_-) S(\sum_{i=h+1}^{2h} c_i \sigma(w_i(x - s^{nn}t))) + (2v_- - v_+),
\end{align*}$$

such that,

$$\text{Loss}_{Total} < \epsilon.$$ 

**Proof.** Let $U$ be a solution of (3.2) that satisfies the boundary condition with the translation constraint $U(0) = \frac{u_+ + u_-}{2}$. We first substitute the correct speed $s$ for $s^{nn}$ and denote $x - st$ by $z$. By Corollary 3.4, there exists an approximation

$$U^{nn}(z) = 3(u_- - u_+) S(\sum_{i=0}^{h} c_i \sigma(w_i(z))) + (2u_+ - u_-)$$

of $U(z)$ such that $\|D^\alpha(U) - D^\alpha(U^{nn})\|_{L^\infty(K)} < \epsilon$, $\forall \alpha \in \{0, 1, \ldots, m\}$ for a given small $\epsilon > 0$. (Note that an approximation $V^{nn}$ of $V$ satisfying similar conditions exists as well.)

It is clear that $\text{Loss}_{Trans} \leq \epsilon^2 + \epsilon^2 = 2\epsilon^2$ so that it can be bounded by a constant multiple of $\epsilon$. We then have

$$\begin{align*}
\text{Loss}^{(1)}_{GE} &= \|s^{nn} U^{nn}_z + \chi(UV)_z + DU_{zz}\|^2_{L^2([-a, a])} \\
&= \|s U^{nn}_z + \chi(U^{nn}V^{nn})_z + DU^{nn}_{zz}\|^2_{L^2([-a, a])},
\end{align*}$$

where $\chi$ is a function that satisfies

$$\begin{align*}
\chi(UV)_z &\leq \chi(U^{nn}V^{nn})_z \\
DU_{zz} &\leq DU^{nn}_{zz}.
\end{align*}$$
For the second term, by a standard argument, a constant multiple of \( \epsilon \) where the last inequality holds since \( U^{nn} \) is bounded. We finally derive the following estimates.

\[
\text{Loss}^{(2)}_{\text{GC}} \text{ can be estimated in a similar way to obtain the same type of bound.}
\]

Finally, let \( U(-a), U(a), V(-a), V(a) = u_+ + \eta_1(a), u_+ + \eta_2(a), v_- + \eta_3(a), v_+ + \eta_4(a) \). By the asymptotic behavior (or boundary) of solutions, we get the following eight limits associated with \( \text{Loss}_{\text{limi}} \) and \( \text{Loss}_{\text{BC}} \):

\[
\lim_{a \to \pm \infty} \eta_1(a), \lim_{a \to \pm \infty} \eta_2(a), \lim_{a \to \pm \infty} \eta_3(a), \lim_{a \to \pm \infty} \eta_4(a) = 0,
\]

\[
\lim_{a \to \pm \infty} \eta_1'(a), \lim_{a \to \pm \infty} \eta_2'(a), \lim_{a \to \pm \infty} \eta_3'(a), \lim_{a \to \pm \infty} \eta_4'(a) = 0.
\]

We finally derive the following estimates.

\[
\text{Loss}_{\text{BC}} = (\eta_1'(a) + (U^{nn}(-a) - U(-a))')^2 + (\eta_2'(a) + (U^{nn}(a) - U(a))')^2 + (\eta_3'(a) + (V^{nn}(-a) - V(-a))')^2 + (\eta_4'(a) + (V^{nn}(a) - V(a))')^2
\]

\[
\leq 2 \sum_{i=1}^{4} (\eta_i'(a))^2 + 4 \epsilon^2,
\]

\[
\text{Loss}_{\text{limi}}^{(1)} = (\eta_1(a) + U^{nn} - U)^2 + (\eta_2(a) + U^{nn} - U)^2
\]

\[
\leq 2 |2 \epsilon^2 + \eta_1(a)^2 + \eta_2(a)^2|.
\]

Therefore, we obtain the desired result.

**Remark 3.7.** Denote \( U^{nn} - U, V^{nn} - V \) by \( E, F \) respectively. Due to the fact that the upper and lower bounds of \( U^{nn}, V^{nn}, U, V \) are exactly specified, \( |E|, |F| \) will be also bounded functions with upper bounds \( 3|u_-|, 3|v_-| \) respectively.

Training using Adam Optimizer aims to make the value of the loss function converge to zero. The following theorem states that when the \( \text{Loss}_{\text{Total}} \) is reduced, the estimated speed will converge to the correct value.

**Theorem 3.8.** Assume that the natural network architecture is constructed as in Theorem 3.6. If either \( U(a) \neq U(-a) \) or \( V(a) \neq V(-a) \) holds. Then for any \( \epsilon > 0 \), there exists \( M > 0 \) such that

\[
\forall a > M, \quad \exists \eta(a) \text{ such that } \text{Loss}_{\text{Total}} < \eta(a) \text{ implies } |s^{nn} - s| < \epsilon.
\]

**Proof.** If we write down the equation that approximations \( U^{nn} \) and \( V^{nn} \) satisfy,

\[
\begin{align*}
s^{nn}U^{nn}_z + \chi(U^{nn}V^{nn})_z + DU^{nn}_{zz} &= A(z), \\
s^{nn}V^{nn}_z - (\epsilon(V^{nn})^2 - U^{nn})_z + \epsilon V^{nn}_{zz} &= B(z),
\end{align*}
\]
where \(|A|_{L^2([-a,a])}, |B|_{L^2([-a,a])} < \text{Loss}_{\text{total}}\). Subtracting the equation (3.2) from the equation above and integrating it over \((-a,a)\), we derive the equation below.

\[
\begin{align*}
(s^{nn} - s)U + s^{nn}E + \chi(EV + UF + EF) + DE_z & = \int_{-a}^{a} A(z)dz, \\
(s^{nn} - s)V + s^{nn}F - (\varepsilon(F^2 + 2FV) - E) + \varepsilon F_z & = \int_{-a}^{a} B(z)dz.
\end{align*}
\]

Suppose that \(U(-a) \neq U(-a)\) holds. Let \(U(-a), U(a), V(-a), V(a) = u_+ + \eta_2(a), v_- + \eta_3(a), v_+ + \eta_4(a)\). Using the boundness of \(U, V\) and the Hölder’s inequality \(\int_{-a}^{a} A(z)dz \leq \sqrt{2a}||A||_{L^2([-a,a])}\), we have

\[
s^{nn} = \frac{s(U(a) - U(-a)) + O(\sum_{i=1}^{4} \eta_i(a) + \eta'_1(a) + \eta'_2(a) + \sqrt{2a}\text{Loss}_{\text{total}})}{U(a) - U(-a) + \eta_2(a) - \eta_1(a)}.
\]

Using the zero value of \(\lim_{a \to -\infty} \eta_i(a)\) and \(\lim_{a \to \infty} \eta'_i(a)\) with standard arguments, we can obtain the theorem in the case of \(U(a) \neq U(-a)\). The other case when \(V(a) \neq V(-a)\) can be handled similarly. Therefore the theorem is proved.

**Remark 3.9.** Above theorem implies that \(s^{nn}\) must be included in the interval \([s-\epsilon, s+\epsilon]\) so that it is bounded if the loss was sufficiently reduced with an appropriate large interval \([-a,a]\).

To compare the two solutions that satisfy similar governing equations and initial conditions, we cite a theorem in [8] from which some useful estimates were obtained using Gronwall’s inequality. Unlike the previous results, the inequality below takes into account cases where the two functions have different initial conditions. By applying Theorem 3.11, we found the upper bound for the difference between neural network solutions and actual solutions. The bound depends on the length of the cut area, the value at the end point, and the differential coefficient error.

**Theorem 3.10.** Let \(U \in \mathbb{R} \times \mathbb{R}^n\) be an open set containing \((0, X(0))\) and \((0, Y(0))\). Let \(F, G : U \to \mathbb{R}\) be continuously differentiable and satisfy the following two conditions.

(i) \(|F(t, X) - G(t, X)| \leq \epsilon, \quad \forall (t, X) \in U.

(ii) \(F(t, X)\) is \(K\)-Lipschitz continuous in \(X\).

If \(X(t), Y(t)\) are solutions of the equation \(X' = F(t, X)\) and \(Y' = G(t, Y)\) respectively, then,

\[
|X(t) - Y(t)| \leq (|X(0) - Y(0)| + \frac{\epsilon}{K}) \exp(K|t|) - \frac{\epsilon}{K}.
\]

**Theorem 3.11.** Assume that the neural network architecture is constructed as in Theorem 3.6. If we write \(\sqrt{(U - U^{nn})^2(x) + (V - V^{nn})^2(x)} = E(x)\), then the following inequality holds.

\[
E(x) \leq (E(-a) + \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K}) \exp(K|x + a|) - \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K},
\]

where

\[
\epsilon_1 = |U_x - U_{x}^{nn}| + \frac{s + \chi v_+}{2D}|U - U^{nn}| + \frac{3a_+ - u_-}{2D}|s - s^{nn}|,
\]

\[
\epsilon_2 = |V_x - V_{x}^{nn}| + \frac{3u_+ - v_-}{2D}|s - s^{nn}|.
\]
\[
\frac{\chi(2u_+ - u_+)}{D} |V - V^{nn}|(a) + \frac{1}{D} \int_{-a}^{x} |f|dz, \\
\epsilon_2 = |V_z - V_{nn}^z| + \left(\frac{s}{\epsilon} + v_+ - 3v_-\right)|V - V^{nn}| + \frac{1}{\epsilon}|U - U^{nn}|, \\
+ \frac{v_+ - 3v_-}{\epsilon} |s - s^{nn}|(a) + \frac{1}{\epsilon} \int_{-a}^{x} |g|dz, \\
K = \sqrt{\left(\frac{s + \chi v_+}{D}\right)^2 + \left(\frac{\chi u_+}{D}\right)^2 + \left(\frac{1}{\epsilon}\right)^2 + \left(\frac{-s + 2\epsilon v_-}{\epsilon}\right)^2}.
\]

Proof. By integrating equations (3.2) and (3.4) over \((-a, x)\) and rearranging the equations for derivative terms, the two coupled equations are derived.

\[
U_z = \frac{1}{D}(sU(-a) + \chi UV(-a) - sU - \chi UV) + U_z(-a), \\
V_z = \frac{1}{\epsilon}(sV(-a) + U(-a) - sV - U) + V^2 - V^2(-a) + V_z(-a), \\
U_{nn}^z = \frac{1}{D}\left(\int_{-a}^{x} f dz + s_{nn}U_{nn}(-a) + \chi U_{nn}V_{nn}(-a) - sU_{nn} \\
- \chi U_{nn}V_{nn}\right) + U_z(-a), \\
V_{nn}^z = \frac{1}{\epsilon}\left(\int_{-a}^{x} g dz + s_{nn}V_{nn}(-a) + U_{nn}(-a) - s_{nn}V_{nn} - U_{nn} \right) \\
+ (V_{nn}^z)^2 - (V_{nn}^z)^2(-a) + V_{nn}^z(-a).
\]

Applying usual triangular inequalities and boundedness, the following is derived.

\[
|sU - s_{nn}U_{nn}| \leq |s||U - U_{nn}| + |2u_+ - u_+||s - s^{nn}|, \\
|UV - U_{nn}V_{nn}| \leq \epsilon v_+||U - U_{nn}| + |2u_+ - u_+||V - V_{nn}|, \\
|sV - s_{nn}V_{nn}| \leq |s||V - V_{nn}| + |2v_- - v_+||s - s^{nn}|, \\
|V^2 - (V_{nn})^2| \leq |3v_- - v_+||V - V_{nn}|.
\]

The Jacobian matrix of the system (3.2) is calculated as follows.

\[
J(U, V) = \begin{bmatrix}
-\frac{s + \chi V}{D} & \frac{\chi U}{D} \\
\frac{1}{\epsilon} & -\frac{3v_-}{\epsilon}
\end{bmatrix}.
\]

Combining the chain rule and the mean value theorem, it can be seen that the right hand side of (3.2) is a Lipschitz continuous function whose Lipschitz constant is the supremum of the Frobenius norm of \(J(U, V)\).

By Theorem 3.9, we can derive the desired estimate above. \(\square\)

3.3. Experiments. In this section, we provide numerical experiments of the Keller–Segel system with a small \(\epsilon\). In the conducted experiments, a five-layer neural network with one-dimensional output was used. Each hidden layer consists of 512 hidden units, using the hyperbolic tangent function as an activation function. The weights are initialized based on LeCun initialization provided by PyTorch as a default [26]. The loss function was minimized by using the Adam optimizer with an initial learning rate of 1e-4 for the speed variable \(s^{nn}\) and 1e-6 for network weights, and the learning rates are decreased by a factor of 0.9 for every 5000 epochs. To calculate \(Loss_{GE}\) in (2.2), which is an approximation of definite integrals, 201 points were randomly selected from the interval \([-a, a]\) for every epoch. In the training
process, we used randomly sampled points, but when plotting the value of \( \text{Loss}_{\text{Total}} \)
in epoch, we used a fixed uniform grid to compute the integral.

Figure 2 contains shapes of the solutions, speed and \( \text{Loss}_{\text{Total}} \) that change as learning progresses when \((\varepsilon, D, \chi) = (0, 2, 0.5)\) with \(a = 200\). The precise value of \(s\) is obtained as 1 using the equation (3.3). In (A) and (B), stable function values near the boundary show results consistent with the theoretically revealed exponential decay. In Figure 2(C) and (D), the red and blue vertical lines show the moments when a dramatic change occurs in speed and \( \text{Loss}_{\text{Total}} \) rapidly decreases, respectively. It can be seen that \( s_{nn} \) is approaching the correct answer before the loss is sufficiently reduced. The experimental results are consistent with that sufficient loss of power ensures an accurate speed approximation as described in Theorem 3.8. We remark that the function values converge outside the boundary, as shown in the upper left of Figure 2 (A) although Theorem 3.11 cannot explain it. The value of the function may not be reasonably predicted in the region where training was not conducted.

In the other experiment, the value of \(\varepsilon\) was also set small enough to guarantee the existence and uniqueness of solutions. Given the value of \((\varepsilon, D, \chi) = (0.1, 2, 0.9)\), the wave speed of the traveling wave solution is 0.9. In particular, (C) and (D) in Figure 3 show that the moment when we significantly reduce the \( \text{Loss}_{\text{Total}} \) is almost identical to the moment when \( s \) converges to the actual speed 0.9.

Figure 4 shows the effect of length of the interval on the convergence of losses. While maintaining the number of points used for calculating the integral, and varying the value of \(a\) in \(\{1, 10, 100, 200\}\), we compared the convergence process of \( \text{Loss}_{\text{Total}} \) and the speed \( s_{nn} \) during training. It was possible to learn the correct speed except for the case of using a small interval of length 2. However, according
to Figure 4(B), the value of the loss function converges to a value that is not sufficiently small for the interval [-10, 10]. The case of $a = 100$ and the case of $a = 200$ showed a similar tendency in terms of the loss, while a slightly faster convergence was observed when the interval was shorter. Using the same number of points to approximate the integral with a similar computational cost seems to be the reason for the larger numerical error at wider intervals.
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Figure 4. (A): Estimated wave speeds for different truncated intervals in training epochs. (B): Trajectories of the total loss for different truncated intervals. The model parameters are set to be $(\varepsilon, D, \chi) = (0, 2, 0.5)$, and the boundary condition is given by $(u_-, v_-) = (2, -1)$ and $(u_+, v_+) = (1, 0)$.

Based on the fact that the exact solution almost satisfies the Neumann boundary condition and the estimation in Theorem 3.11, we added $Loss_{BC}$ to the $Loss_{Total}$. Figure 5 shows the comparison of experimental results with and without $Loss_{BC}$. We use a sigmoid function as an activation function for the output layer, so that the output is always positive. To avoid a situation where the Neumann boundary condition is satisfied before training, we mention that this experiment uses Xavier uniform initialization instead of LeCun initialization as the initial weight setting. As in Figure 5(A), the convergence of the speed was completed within a similar time. On the other hand, in Figure 5(B), we can see that the $Loss_{Total}$ is decreasing much faster when $Loss_{BC}$ is contained in the loss function.

![Figure 5.](image2)

Figure 5. (A): Estimated wave speeds when trained with and without the boundary loss function. (B): Trajectories of the total loss when trained with and without the boundary loss. The model parameters are set to be $(\varepsilon, D, \chi) = (0, 2, 0.5)$, and the boundary condition is given by $(u_-, v_-) = (2, -1)$ and $(u_+, v_+) = (1, 0)$. 
With a few modifications, the equation (3.1) can be extended to the following multi-dimensional input problem in $\mathbb{R}^n$.

\begin{equation}
\begin{cases}
    u_t = \nabla \cdot (D\nabla u - \chi uc^{-1}\nabla c), \\
    c_t = \nabla \cdot (\epsilon \nabla c) - uc + \beta c.
\end{cases}
\end{equation}

(3.5)

The singularity term can be eliminated through a similar substitution $c^{-1}\nabla c = (v_1, v_2, \cdots, v_n)$ as before. In this situation, the multi-dimensional traveling wave solution can be thought of as a function satisfying $(u, v)(x, t) = (U, V)(k \cdot x - st)$, where $v = \sum_{i=1}^{n} v_i$ and $k = \frac{1}{\sqrt{n}}(1, 1, \cdots, 1)$. In order to show an applicability to high dimensional problems, we conducted an experiment for the problem with 4 dimensional input. The domain $\mathbb{R}^4$ was truncated to $[-100, 100]^4$, and $8^4$ randomly sampled points were used in each epoch to approximate the integral. Given the input values $t, x_1, x_2, x_3, x_4$, we used the characteristic layer as $\frac{1}{2}(x_1 + x_2 + x_3 + x_4) - s \cdot t$. For the exact solution, the function value should be determined by the value of $x_1 + x_2 + x_3 + x_4$. Figure 6 shows that when two inputs are fixed and only the other two inputs change, the characteristic line of $U^{nn}$ with a slope of 1 is obtained. Figure 7 shows similar convergence results for the wave speed and the total loss. We can also observe results compatible to the previous one that the convergence of the speed variable $s^{nn}$ precedes the optimization of the loss function. Overall, we observe that the proposed method can be used to approximate the traveling wave solution in higher dimensions.

![Figure 6. Approximated solutions for the 4-dimensional Keller–Segel model with the model parameters $(\epsilon, D, \chi) = (0.2, 0.5)$. To plot the 4-dimensional results, we fit the time at $t = 0$, two of the four x-axis are fixed to be 0 and the values of the remaining two axes are sampled from -100 to 100.]

Remark 3.12. After employing the traveling wave ansatz, the above multi-dimensional problem can be transformed into a one-dimensional ordinary differential equation with unknown coefficients. There are some cases where the dimension of the problem after substitution is larger than or identical to that of the original problem (See, [36]). We believe that our method can be directly applied to those by slightly modifying the ansatz layer.  

4. Applications to Allen–Cahn Model with relaxation

In this section, we consider the Allen–Cahn model with relaxation which is written as below.

\begin{align*}
    u_t &= v_x + h(u), \\
    \tau v_t &= u_x - v,
\end{align*}

with the boundary conditions

\[(u(0, x), v(0, x)) \rightarrow (0, 0) \text{ as } x \rightarrow -\infty,\]
Figure 7. (A): Estimated wave speeds in training epochs for the multi-dimensional example. (B): Trajectory of the total loss in training epochs for the multi-dimensional example. The model parameters are set to be \((\varepsilon, D, \chi) = (0, 2, 0.5)\) and the boundary conditions are \((u_-, v_-) = (2, -1)\) and \((u_+, v_+) = (1, 0)\).

\[
(u(0, x), v(0, x)) \to (1, 0) \text{ as } x \to +\infty.
\]

Here \(\tau\), denoting the time-scale, is given as a nonnegative constant parameter. By imposing a traveling wave ansatz \((u, v)(x, t) = (U, V)(x - s t)\), we obtain the following ordinary differential equations.

\[
\begin{aligned}
&\frac{dU}{ds} + \frac{dV}{ds} + h(U) = 0, \\
&U' + \tau s V' - V = 0,
\end{aligned}
\]

with the boundary conditions

\[
(U, V)(-\infty) = (0, 0), \quad (U, V)(+\infty) = (1, 0).
\]

Set \(h(u)\) as \(u(1 - u)(u - \alpha)\), where \(\alpha \in (0, 1)\). By combining Theorem 1.1, Proposition 2.1 in [16], and minimum values of wave speeds in [23], we can organize the known facts about solutions and speed as below.

**Theorem 4.1.** If \(\sup_{u \in [0, 1]} \tau h'(u) < 1\) holds, then there exists a unique wave speed \(s\) where the system with the asymptotic condition has a traveling wave solution \((U, V)\). Additionally, the following properties are established.

(i) The function \(U, V\) are positive and \(U\) is monotone increasing.

(ii) \(s\) has the same sign as \(-\int_0^1 h(u)du\)

(iii) \(\frac{\sqrt{2(\alpha - \frac{1}{2})}}{\sqrt{(1 - \frac{1}{4}\tau(1 - 2\alpha + 2\alpha^2)\tau^2 + \frac{4\tau(1 - 2\alpha)\tau^3}{3}}}} \leq s < \frac{1}{\sqrt{\pi}}\)

(iv) For \(\tau = 0\), \(s\) is explicitly given as \(\sqrt{2(\alpha - \frac{1}{2})}\).

The following results are obtained by applying the methods used for the attestation in the previous section.

**Theorem 4.2.** Assume that the neural network architecture of \(U\) is constructed as in Theorem 3.6 and \(V\) is constructed as in Theorem 3.3. Let’s \(E(x)\) denote the function \(\sqrt{(U - U_{nn})^2 + (V - V_{nn})^2}(x)\). Then, the following inequality holds.

\[
E(x) \leq (E(-a) + \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K}) \exp(K|x + a|) - \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K},
\]
where
\[
\epsilon_1 = \left| \frac{1}{1 - \tau s^2} - \frac{1}{1 - \tau (s^{nn})^2} \right| + \left| \frac{\tau s}{1 - \tau s^2} - \frac{\tau s^{nn}}{1 - \tau (s^{nn})^2} \right|,
\]
\[
\epsilon_2 = \left| \frac{s}{1 - \tau s^2} - \frac{s^{nn}}{1 - \tau (s^{nn})^2} \right| + \left| \frac{1}{1 - \tau s^2} - \frac{1}{1 - \tau (s^{nn})^2} \right|,
\]
\[
K = \frac{1}{1 - \tau s^2} \sqrt{(\tau s\alpha)^2 + \alpha^2 + s^2 + 1}.
\]

4.1. **Loss Functions.** Firstly, we note that the derivatives of the solution converge to zero so that we add further the Neumann boundary condition for a truncated domain. Observing the asymptotic behavior of the solution of (4.1) and using the fact that \(\tau s^2 < 1\) specified in Theorem 4.1, it can be confirmed that the extreme values of the derivatives become zero. Since only \(U\) has monotonicity, \((U^{nn}(0) - \frac{u_+ - u_-}{2})^2\) should be used as \(\text{Loss}_{\text{Trans}}\). For \(\text{Loss}_{\text{GE}}\), we used the usual \(L^2\) error of the governing equation of the Allen–Cahn equation with a relaxation model. \(\text{Loss}_{\text{Limit}}\) is constructed as in Section 2 with \((u_-, v_-) = (0, 0)\) and \((u_+, v_+) = (1, 0)\). Before creating \(\text{Loss}_{\text{Total}}\) by summing all four Losses, \(\text{Loss}_{\text{GE}}\) was divided by \(2L\), the length of truncated domain. Setting less weight to one loss causes the other losses to decrease first in the beginning period of learning. It was experimentally confirmed that learning the boundary conditions and extreme values first yield better results for the final approximation.

\[
\text{Loss}_{\text{Total}} = \frac{1}{2L} \text{Loss}_{\text{GE}} + \text{Loss}_{\text{Limit}} + \text{Loss}_{\text{BC}} + \text{Loss}_{\text{Trans}}.
\]

4.2. **Numerical results.** The original domain, real line, was replaced by a finite interval \([-200, 200]\) and learning was done only within it. The hyper-parameters such as a learning rate and a decay rate were set to be the same as in the experiments in the previous section. Both depth and the number of hidden units are the same as in the previous section. We used the hyperbolic tangent function as an activation function, and the weights are initialized by using LeCun initialization. The parameters \(\tau\) and \(\alpha\) were set from 0 to 3 and from 0.6 to 0.9 respectively to meet the prerequisites for Theorem 4.1. Figure 8 shows the trained solutions on \([-10, 10]\). It can be seen that most of the changes in values of solutions occur far from \(z = -200\) and \(z = 200\) on which \(\text{Loss}_{\text{Limit}}\) and \(\text{Loss}_{\text{BC}}\) are defined.

If the value of \(\tau\) is given as zero, the speed can be obtained explicitly as \(\sqrt{2(\alpha - \frac{1}{2})}\) by Theorem 4.1. The first line of Figure 9 shows whether the neural network solution predicts the correct speed for each alpha value. The graphs of the second line represent how losses have changed in the learning process, which is interpreted as having a pattern similar to changes in the learned speed. In Figure 8, the approximation of \(U\) was conducted satisfying the monotone increasing property. Additionally, it was implied that \(V\), though not monotonic, continues to grow to a certain point near origin and then continues to decline. The slope at which \(V\) decreases became steeper as the value of \(\alpha\) or \(\tau\) increased. The rapid change in the value of the function has had the effect of slowing the convergence of learning.

The lower and upper bounds of the speed mentioned in (iii) of Theorem 4.1 are listed in Table 1 and 2. The increasing values of alpha and tau narrow the gap between the two bounds, so it is suitable for verifying speed predictions accurately. Table 3 and 4 contain estimated speed values for a given parameter using either the numerical method or our neural network method. In [16], when the speed \(s\) was
Figure 8. Approximated solutions of the Allen–Cahn model with relaxation for different model parameters \((\tau, \alpha)\) with \(\sup_{u \in [0,1]} \tau h'(u) < 1\).

considered as a variable, it was revealed that the point where the trajectory passing through \((U, V) = (0, 0)\) and the straight line \(U = \alpha\) meet decreases monotonically with respect to \(s\). After showing a similar monotonicity for trajectories through \((1,0)\), the authors in [16] draw trajectory for each \(s\) and record the values in Table 3 that allow the two trajectories to intersect on the line \(U = \alpha\). Observing the values in Table 4, it was possible to accurately predict the speed when \(\tau\) was 0. And also, even if \(\tau\) is given as a different value, it predicted the values of speed similar to that of the numerical approximation.

Experiments were conducted on how long the interval length should be to obtain a reasonable approximation of solutions for the Allen–Cahn equation with the relaxation model. It was intended to reveal whether the length of the interval can be determined even when the speed is unknown. We chose the case where \(\alpha = 0.9\) and \(\tau = 3\) where the difference of lower and upper bounds of the speed is the smallest. In Figure 10, learning using the interval \([-1,1]\) failed to converge, and learning using \([-10, 10]\) showed some difficulty in reaching a sufficiently small loss. Due to the error
Figure 9. First row: Estimated wave speed in training epochs for different $\alpha$. Second row: Trajectories of the total loss in training epochs for different $\alpha$. In all cases $\tau$ is set to be 0, where the exact speed is known.

Table 1. The minimum bound

| $\alpha$ | $\tau$ = 0 | 1   | 2   | 3   |
|----------|-----------|-----|-----|-----|
| 0.6      | 0.140     | 0.156 | 0.173 | (0.194) |
| 0.7      | 0.283     | 0.305 | 0.327 | 0.347 |
| 0.8      | 0.424     | 0.441 | 0.450 | 0.450 |
| 0.9      | 0.566     | 0.560 | 0.541 | 0.513 |

Table 2. The maximum bound

| $\alpha$ | $\tau$ = 0 | 1   | 2   | 3   |
|----------|-----------|-----|-----|-----|
| 0.6      | $\infty$ | 1.0 | 0.707 | (0.577) |
| 0.7      | $\infty$ | 1.0 | 0.707 | 0.577 |
| 0.8      | $\infty$ | 1.0 | 0.707 | 0.577 |
| 0.9      | $\infty$ | 1.0 | 0.707 | 0.577 |

Table 3. Estimated speed (Numerical)

| $\alpha$ | $\tau$ = 0 | 1   | 2   | 3   |
|----------|-----------|-----|-----|-----|
| 0.6      | 0.14      | 0.16 | 0.17 | (0.20) |
| 0.7      | 0.28      | 0.31 | 0.33 | 0.35 |
| 0.8      | 0.42      | 0.44 | 0.46 | 0.46 |
| 0.9      | 0.57      | 0.56 | 0.55 | 0.52 |

Table 4. Estimated speed (NN)

| $\alpha$ | $\tau$ = 0 | 1   | 2   | 3   |
|----------|-----------|-----|-----|-----|
| 0.6      | 0.141     | 0.156 | 0.173 | (-) |
| 0.7      | 0.283     | 0.305 | 0.329 | 0.351 |
| 0.8      | 0.424     | 0.443 | 0.455 | 0.458 |
| 0.9      | 0.566     | 0.564 | 0.549 | 0.523 |

Figure 10. (A): Estimated wave speeds for different truncated intervals in training epochs. (B): Trajectories of the total loss for different truncated intervals in training epochs. The model parameters are set to be $\tau=0.9$ and $\alpha=3$.

occurring in the numerical integration, learning on the interval [$-200, 200$] showed a slightly slower progress than learning on [$-100, 100$].
5. Applications to the Lotka–Volterra Competition Model

In this section, we discuss the Lotka–Volterra Competition model with two species.

\[
\begin{align*}
\frac{du}{dt} &= u_{xx} + u(1 - u - kv), \\
\frac{dv}{dt} &= dv_{xx} + bv(1 - v - hu),
\end{align*}
\]

with the boundary conditions

\[
(u(0, x), v(0, x)) \to (0, 1) \text{ as } x \to -\infty,
\]

\[
(u(0, x), v(0, x)) \to (1, 0) \text{ as } x \to +\infty.
\]

\(b, d\) denote the intrinsic growth rate and diffusion coefficient respectively. \(h\) and \(k\) represent inter-specific competition coefficients. All the parameters are given as positive with \(\min\{h, k\} > 1\). The details of derivation of the model can be found in [24]. As in the previous section, applying the traveling wave ansatz \((u, v)(x, t) = (U, V)(x - st)\), we can derive the following equation.

\[
\begin{align*}
U'' + sU' + U(1 - U - kV) &= 0, \\
\frac{dV''}{dt} + sV' + bV(1 - V - hU) &= 0,
\end{align*}
\]

with the boundary conditions

\[
(U, V)(-\infty) = (0, 1), \quad (U, V)(+\infty) = (1, 0).
\]

The uniqueness and existence of this system are also proven in [11]. As for speed, there is relatively less known information than other equations. By applying substitution and the uniqueness of solution, the parameter values of \((b, h, k, d)\) with standing wave solutions were obtained in [4]. They then found a sign of the wave speed using the fact that the wave speed has a monotone dependence on parameters or the terms in which parameters are combined. In summary, they are stated as follows.

**Theorem 5.1.** (Theorem 2.1 in [11]) Suppose that \(\min\{h, k\} > 1\) holds. Then, the problem has a strictly monotone solution \((U, V)\) with speed \(s\). Moreover, if \((\tilde{U}, \tilde{V})\) with speed \(\tilde{s}\) is another positive solution of the problem, then \(\tilde{s}\) must be equal to \(s\) and there exists a constant \(l \in \mathbb{R}\) such that \((U, V)(z) = (\tilde{U}, \tilde{V})(z + l)\).

**Theorem 5.2.** (Theorem 1.1 in [4]) Suppose that \(\min\{h, k\} > 1\) holds. For \(a = d\), \(s(b, h, k, d)\) has the same sign as \((k - h)\). In particular, \(s = 0\) when \(h = k\).

Analogous results to those in the previous section are also obtained similarly.

**Theorem 5.3.** Suppose that the neural network architecture is constructed as in Theorem 3.6. If we write \(\sqrt{(U - U^{nn})^2(x) + (V - V^{nn})^2(x)} = E(x)\), then the following inequality holds.

\[
E(x) \leq (E(-a) + \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K}) \exp(K|x + a|) - \frac{\sqrt{\epsilon_1^2 + \epsilon_2^2}}{K}
\]

for \(x \in [-a, a]\), where

\[
\epsilon_1 = (|U_z - U_z^{nn}| + (|s| + 8a + 2ka)|U - U^{nn}|)
\] 

\[
+ 2ka|V - V^{nn}| + 3|s - s^{nn}|(-a) + \int_{-a}^{x} |f|dz,
\]

where \(K\) is a positive constant.
\[ \epsilon^2 = (|V_z - V_{nn}^z| + \frac{|s| + 8ab + 4abh}{D} |V - V_{nn}| + \frac{2abh}{D} |U - U_{nn}| ) \\
+ \frac{2}{D} (s - s_{nn}) |(-a) + \frac{1}{\epsilon} \int_{-a}^{x} |g|dz, \]
\[ K = \sqrt{(s + 2ab - 2ak)^2 + (2ak)^2 + \frac{(2abh)^2}{d^2} + \frac{(|s| + 2bh + 2abh)^2}{d^2}}. \]

5.1. Loss Functions. Note that adding the Neumann boundary condition doesn’t cause a conflict with finding a solution in the Lotka–Volterra competition model. After multiplying the first equation of (5.1) by \( U' \) and integrating it over \([p,q] \), we derive the following equation.

\[ \frac{1}{2} \left( (U'(q))^2 - (U'(p))^2 \right) + s \int_{p}^{q} (U')^2dz + \frac{1}{2} (U^2(q) - U^2(p)) - \frac{1}{3} (U^3(q) - U^3(p)) \\
- k \int_{p}^{q} U' UV dz = 0. \]

The positive function \( U' UV \) is bounded by \( U' U \) so that it must be integrable. Therefore, \( \lim_{q \to \infty} \int_{p}^{q} U' UV dz \) exists and so does \( \int_{p}^{q} (U')^2dz \) which is an increasing function in \( q \). Finally, \( U'(q) \) converges to some value which can only be zero. The discussion on the other side or \( V \) is resolved in a similar way so that \( Loss_{BC} \) is included without any problem. The solution \( V \) has also the strict monotonicity, but we created \( Loss_{Trans} \) based on the value of \( U(0) \). \( Loss_{GE} \) represents the \( L^2 \)-error of the governing equation for the Lotka–Volterra competition model in the same way as other equations. \( Loss_{Limit} \) is designed as in Section 2 with \((u_-, v_-) = (0, 1)\) and \((u_+, v_+) = (1, 0)\). As before, the importance of \( Loss_{GE} \) has been diminished to increase the likelihood that the neural network solution can converge. The weights are given as in Section 4.

\[ Loss_{Total} = \frac{1}{2a} Loss_{GE} + Loss_{Limit} + Loss_{BC} + Loss_{Trans} \]

5.2. Experiments. As far as we know, the only known fact about speed in the Lotka–Volterra competition model is the sign. The first experiment was aimed at the approximation of the standing waveform, the only case in which the exact speed was known. The training was conducted on the truncated domain \([-200, 200]\) using the Adam optimizer. The number of hidden layers, the number of hidden units, the activation function, and the weight initialization are the same as in the previous section. Initial learning rates were set to \( 2 \cdot 10^{-4} \) for the speed variable and \( 2 \cdot 10^{-6} \) for the network weights, respectively. For every 5000 epochs, the learning rates are decreased by a factor of 0.9. In Figure 11(A), the color gradually turning blue from left to right suggests that our algorithm captures the monotonicity of the solution \( U \). Similar results are observed in Figure 11(B). Comparing (C) and (D) in Figure 11, it was once again confirmed that a reduced loss ensures an accurate estimated speed.

The training processes and results of cases where only signs are known about speed are shown in Figure 12 and 13. The initial value of \( s_{nn} \) was set to zero to exclude prior knowledge of the sign. (A) and (B) indicate that the trained solution captures the monotonicity of \( U \) and \( V \) while accurately predicting the direction of wave speed. Figure 12(C) and Figure 13(C) show that the convergence of speed was almost completed before 100,000 epochs. Observing the graphs of 12(D) and
Figure 11. (A), (B): Approximated solutions for the Lotka–Volterra competition model with the model parameters are set to be \((a, h, k, d) = (2, 2, 2, 2)\), where the speed is exactly zero. (C): Estimated wave speeds in training epochs. (D): Trajectory of the total loss in training epochs.

Figure 12. (A), (B): Approximated solutions for the Lotka–Volterra competition model, with model parameters \((a, h, k, d) = (2, 2, 3, 2)\) where the exact wave speed has a positive sign. (C): Estimated wave speeds in training epochs. (D): Trajectory of the total loss in training epochs.

Figure 13. (A), (B): Approximated solutions for the Lotka–Volterra competition model, with model parameters \((a, h, k, d) = (2, 3, 2, 2)\) where the exact wave speed has a negative sign. (C): Estimated wave speeds in training epochs. (D): Trajectory of the total loss in training epochs.

13(D), it can be confirmed that the convergence of the velocity and the convergence of the loss function occur simultaneously.

As mentioned earlier, nothing is known about the speed of the solution of (5.1) except for the sign. We compare the estimation results for different intervals to the example in Figure 12, where the speed was estimated to be 0.36. In the case of the interval \([-1, 1]\], the speed variable fails to converge, and the \(\text{Loss}_{\text{Total}}\) is not sufficiently decreased. We also observed that increasing the length of the interval makes the training more accurate. One notable point is that Figure 14 shows that training on the interval \([-10, 10]\) can yield solutions with a compatible loss and a faster convergence of estimated speed.

Figure 15 shows a significant difference compared to Figure 5, between the cases whether the \(\text{Loss}_{\text{BC}}\) is involved in the training. As we can see in the figure, the convergence speeds of both speed variable and the total loss are much faster when we train with the \(\text{Loss}_{\text{BC}}\).
6. Conclusion and future work

It is difficult to deal with the domain $\mathbb{R}$ numerically since it is unbounded. In order to overcome this, we truncated the real line to a bounded interval with a sufficiently large length. Moreover, to accurately approximate the solution, we added the Neumann boundary condition at the boundary of the truncated region that the solution asymptotically satisfies. However, the boundary condition we gave inherently possesses a small error due to the truncation. We leave a more thorough analysis for the treatment of this error term as a future work.

Each of the equations covered in this paper was known to have a unique solution and the solutions are widely studied. Thus, some analytic properties of the solutions, such as monotonicity, can be considered as criteria for determining whether the solution is well approximated.

On the other hand, there are many cases where uniqueness of the solution is not guaranteed, because there are multiple wave speeds that guarantee a solution as in the case of having a minimum wave speed. Even in this case, our neural network model provides only one solution as a correct answer. We believe that it is
worthwhile to consider which one of the numerous solutions has approximated by a neural network. Furthermore, a novel way of approximating all possible solutions with all possible speeds should be devised.

Learning an equation solver that maps a set of model parameters to a solution is also necessary. For instance, in the Keller–Segel equation one should train a new neural network every time the values of $D, \chi, \epsilon$ change. As it takes a lot of time to learn the solution for each given model parameter, a further research on neural network methods that can rapidly predict the solutions even for a set of unseen model parameters would improve learning efficiency.
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