Utilization of Artificial Intelligence in Medical Image Analysis for COVID-19 Patients Detection
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Abstract: In the era of medical technology, automatic scan detection can be considered a charming tool in medical diagnosis, especially with rapidly spreading diseases. In light of the prevalence of the current Coronavirus disease (COVID-19), which is characterized as highly contagious and very complicated, it is urgent and necessary to find a quick way that can be practically implemented for diagnosing COVID-19. The danger of the virus lies in the fact that patients can spread the disease without showing any symptoms. Moreover, several vaccines have been produced and vaccinated in large numbers but, the outbreak does not stop. Therefore, it is urgent and necessary to find a quick way that can be practically implemented for diagnosing COVID-19 cases. One of the most important ways to combat this disease is the early detection of the virus by using technology to identify and isolate patients. The combined results of recent researches showed that both CT and CXR scan correctly diagnosed COVID-19 in 87% and 80% of infected people. From these perspectives, this research paper aims to employ a deep learning model using the convolutional neural network (CNN) to detect and diagnose COVID-19 from both CT and CXR scans. The CNN is being used for features extraction and then detect COVID-19 cases in a little bit of time. Dataset collections of CT and CXR scans are being applied for examining the proposed CNN-based COVID-19 detection model. The results show that the proposed CNN-based COVID-19 detection model can achieve an accuracy of 99%, effectively speeding up the diagnosis and treatment of COVID-19 patients from CT and CXR scans.
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1 Introduction

At the end of 2019, a new wave of respiratory infections from the Coronavirus family has spread worldwide, dubbed COVID-19. It is transmitted from a person to another person at an unprecedented speed, and the World Health Organization (WHO) has confirmed that it is a dangerous infection [1,2]. The medical reports have stated that COVID-19 is responsible for severe digestive and respiratory diseases in humans and mammals [3–5]. Moreover, it has devastated the economy and health care systems in developing countries because of overcrowding in hospitals that contain a limited number of units and intensive care rooms. Up to date, the statistics of COVID-19 around the world counts confirmed cases close to 110 M compared to 60.5 M recoveries and 2.38 M deaths.

All studies indicated the need for early diagnosis to control the spread of COVID-19 and increase the survival chances [6,7]. The WHO has recommended a standard detection method using nucleic acid of the virus in real-time, called polymerase chain reaction (RT-PCR) [8–10]. The RT-PCR method has proven a high degree of quality in detecting infected persons. However, many countries in which the infection has spread widely cannot provide sufficient RT-PCR tests for the entire population due to the high cost of the test. Therefore, several restrictions have been placed on the pathological examination laboratories, and it has been recommended that tests be performed only on suspects’ cases with apparent symptoms. Unfortunately, the RT-PCR result takes at least 8 hours, making it inconvenient, especially in emergencies and large numbers of infected persons.

A computer-aided diagnosis (CAD) scheme based on medical image processing has emerged as an alternative, fast, and more reliable method for detecting COVID-19. It has been found that medical imaging techniques have higher sensitivity compared to RT-PCR like chest computed tomography (CT), X-ray (CXR), magnetic resonance imaging (MRI), ultrasound, and positron emission tomography (PET) [11–13].

Although radiologists can analyze medical images through visually scanning, it is difficult for them to realize the minute details, which could raise diagnoses errors, especially in the early stages of some cases. Typically, all hospitals worldwide usually perform CT and CXR scans to examine lung abnormalities [14–16]. CXR scan is utilized to check dense tissues, while the CT scan is employed to catch soft tissues, bones, and blood vessels. The most widely scan utilized in medical centers is CXR due to its simplicity, ease of operation, low cost, low radiation to which the patient is exposed, and much smaller and less complex equipment than others. On the other hand, CT is becoming a popular tool in clinical diagnosis to obtain 3D visualization of internal tissues and extra cost and radiation.

With the continuous increase in COVID-19 cases, several methods have been suggested, either by using the CXR in suspected cases and the CT to follow up patients to ensure the lungs integrity during the infection period [17–20]. Nonetheless, the probability of COVID-19 cases misclassifications increases the number of CT scans that need to be evaluated rapidly. Moreover, it is difficult to distinguish the pneumonia of a person with COVID-19 from pneumonia caused by other infection, which wastes a lot of time and efforts in diagnosis.

To overcome the fore-mentioned challenge, modern analysis in professional healthcare systems has started using intelligent approaches to detect COVID-19 cases based on deep learning schemes. Artificial intelligence (AI) technology can access and process large amounts of data which has attracted the interest of many researchers. Intelligent approaches analyze disease characteristics automatically and provide radiologists with valuable decisions for a more accurate diagnosis of COVID-19. It can classify CT chest images in record time, monitor the epidemic, and evaluate clinical trials by analyzing epidemiological data [21–25].

The strategy for this work is to design and investigate a CNN model to detect COVID-19 patients accurately. The CNN model consists of two neural networks, one for image feature extraction and the other for image classification. The designed model supports an early diagnosis of COVID-19 cases for thousands of medical images in a very short time with high resolution and fewer network layers than the pre-trained learning models. Moreover, the model has been trained on CXR and CT dataset arrangements.
to classify the normal cases from COVID-19 infection and pneumonia cases to fight the spread of the epidemic. The performance of the proposed model is evaluated in terms of specificity, sensitivity, precision, the Matthews correlation coefficient (MCC), and negative predictive value (NPV).

The paper rest is arranged as follows. Section 2 introduces the related works. Section 3 explores the main work methodology. The suggested algorithm is explained in Section 4. Section 5 explores the evaluation matrices analysis and their numerical results. The research is concluded in Section 6.

2 Related Works

Numerous studies have been conducted on AI techniques for various fields and purposes. During the last decades, many scientists have been interested in integrating the medical field with AI techniques for images rapid interpretation. With the COVID-19 epidemic, it is required to find an accurate and effective diagnostic strategy to detect COVID-19 cases.

In Wang et al. [26], COVID-Net is designed to detect four classes of the dataset: COVID-19 infection, Pneumonia Viral, Pneumonia bacterial, and normal. The overall accuracy is close to 83.5% for the four classes and 92.4% in classifying COVID-19. Another system based on a deep convolutional network for COVID-19 detection using the CXR is presented in Kumar et al. [27]. The system is enrolled and tested using a dataset collected from Kaggle, GitHub, and Open-I repository. The COVID-19 detection accuracy is close to 95.38%. However, in Khan et al. [28], some of the deep-learning models were investigated for the diagnosis process of COVID-19 using the CXR and reported that VGG-16 and VGG-19 schemes have superior performance. The addition rule was conducted as a novel CNN architecture with a performance close to 98.96% [29].

Nour et al. [30] built a CNN model trained from scratch with a five cascading convolutional layered. The discriminative features were extracted using the proposed model to supply machine learning schemes like k-NN, SVM, and DT. The SVM classifier produced an accuracy of 98.97%. A Dark CovidNet model based on deep learning was proposed for COVID-19 detection using the CXR in Ozturk et al. [31]. The classification results are investigated through 3 dataset classes which indicated 87.02% accuracy. A CoroNet model for COVID-19 detection based on Xception architecture and pre-trained using CT and CXR datasets is presented in Khan et al. [32]. The architecture results are obtained for four classes and three classes with 89.6% and 95% accuracy. Two datasets are trained using different pre-trained deep learning models in Apostolopoulos et al. [33]. The data set collection contains normal, bacterial pneumonia and COVID-19 cases. The model accuracy is close to 98.75%.

Xu et al. [34] designed a screening scheme to differentiate COVID-19 early from Influenza-A (viral pneumonia). The model employed 618 pulmonary CT samples and gave an accuracy of 86.7%. Researchers trained a ResNet50 model (COVNet) to identify COVID-19 cases from pneumonia and non-pneumonia cases using 4356 chest CT images in Li et al. [35]. The COVNet model results gave a sensitivity of 90%. A Deep Pneumonia system based on deep learning to detect COVID-19 cases is proposed in Ying et al. [36]. The system is examined with Chest CT images which demonstrated an accuracy of 86.0%. A Bayesian classifier based on deep learning to estimate model uncertainty using the transfer learning method for COVID-19 X-Ray images is introduced in Ghoshal et al. [37]. The Bayesian inference increases the detection accuracy with the standard VGG16 scheme from 85.7% to 92.9%. A CVDNet model to classify COVID-19 infection using the CXR is introduced in Ouchichaa et al. [38]. It uses two parallel levels with distinct kernel sizes to catch the local and global inputs based on the residual neural network. The experimental results achieved a promising classification performance. Several new approaches are developed and investigated using the CNN model to detect and classify the CXR of COVID-19 cases in Heidari et al. [39]. The system reported higher classification performance in COVID-19 detection. A light CNN scheme based on SqueezeNet for COVID-19 discrimination using CT
images is designed in Polsinellia et al. [40]. The results have an accuracy of 85.03%. The model can analyze huge images every day with limited hardware resources.

3 Methodology

This section is devoted to providing detailed information about the work architectures materials and dataset description. Then, a brief introduction to CNN deep learning for COVID-19 classification is presented. Finally, the general information about the CNN model is given.

3.1 Materials Description

The proposed model is evaluated using the COVID-19 radiography database obtained from the Kaggle datasets [41,42], updated continuously to reflect the different medical cases related to the disease. The applied dataset total number is 1208 scans, as explored in Tab. 1. The dataset composed of CXR and CT scans for confirmed COVID-19, negative COVID-19, and pneumonia patients and used for the training and testing phases. The datasets are divided randomly into two groups; the first group is 80% of materials and used for training the CNN model, which is repeated ten times. The second group is the remaining 20% and used for the testing purpose. Figs. 1 and 2 illustrate samples of the studied cases that shows CXR and CT images of COVID-19, non-COVID-19, and pneumonia cases.

| Table 1: Dataset description |
|-------------------------------|
| **Total number of Images**    | 1208                        |
| COVID-19                      | 400                         |
| Pneumonia                     | 402                         |
| non-COVID                     | 406                         |
| Training Dataset              | 966 (80%)                   |
| Testing dataset               | 242 (20%)                   |

(a) COVID-19  (b) non COVID-19  (c) pneumonia

**Figure 1:** Samples of X-ray images (a) COVID-19, (b) non COVID-19, (c) pneumonia

(a) COVID-19  (b) non COVID-19  (c) pneumonia

**Figure 2:** Samples of CT images (a) COVID-19, (b) non COVID-19, (c) pneumonia
3.2 **CNN Architecture**

Deep learning is a subfield of AI neural network with multilayers and can be defined as an algorithm that performs machine learning calculations in many layers like the brain function. High accuracy of deep learning can be obtained with increasing layer numbers. Recently, deep learning techniques have been applied in several areas such as social media, e-commerce, E-mail filtering, search engine matching, smartphones, face recognition, detection, object recognition, and classification.

The CNN is a deep neural network with at least one convolution layer or a particular deep learning type with multilayer, which achieved a great performance in medical analysis. The main layers are convolution, rectified linear unit (ReLU), Pooling, normalization, and fully connected (FC) layers, where the classification process occurs, as shown in Fig. 3. The CNN is implemented in two phases: extract features from images in the training process and the other to classify images [43]. The CNN main concept is to extract the local features in a high layer and then move the extracted features to lower layers for obtaining more complex features. The convolutional layer includes a set of kernels that convolve an entire input using “stride(s)” for determining feature maps which can decrease input volume dimensions. The convolutional layer is operated as [44,45]:

\[
F(i,j) = (I * K)(i,j) = \sum \sum I(i + m,j + n)K(m,n)
\]

where \((I * K)\) represents the convolutional layer operation, \(I\) is the input matrix, \(K\) is the 2D filter of \(m \times n\) size, and \(F\) is a 2D feature output map. ReLU layer is used to increase the feature maps nonlinearity and calculate the activation with an input threshold at zero, which can be expressed as:

\[
F(X) = \max(0, X)
\]

The pooling layer downsampled the input object dimensions to reduce the number of image parameters but retains the important information and has different types: max-Pooling, average-Pooling, and sum-Pooling. The most common type is the max-pooling which picks the largest element in the rectified feature map. Finally, the FC layer is applied to make a final decision using the soft-max or sigmoid activation function to classify the output features.

![Figure 3: A schematic diagram of a typical CNN architecture](image-url)

4 **The Proposed Algorithm**

Due to the complications of medical image analysis and the diagnosing difficulty of COVID-19, the degree of infection increased. The proposed CNN-based COVID-19 detection model is shown in
Figs. 4, and 5 shows its block diagram. The network consists of 11 layers: five convolutional layers, five pooling layers, and one FC output layer with the soft-max function. The convolutional stage consists of three layers; convolutional layer, batch normalization layer, and RELU activation function with filters size of 16, 32 and 64, and 128. The convolutional layer of a size of $3 \times 3$ kernels is applied for extracting features that are carried out using the ReLU function. Then, the pooling layer decreases the image size and merges the neighbouring pixels of a specific region of the input image into a single representative value. The max-pooling layer with a size of $2 \times 2$ kernels is applied. Tab. 2 shows a detailed summary of the proposed CNN network. Finally, the classification layer consists of an FC layer and soft-max activation function to transform fully connected to several classes by predicting the target category according to the three categories (COVID-19, non-COVID-19, and pneumonia).

**Figure 4:** The architecture of the proposed CNN-based COVID-19 detection model

**Figure 5:** The block diagram of the proposed CNN-based COVID-19 detection model
5 Simulation Results

The proposed model is suggested to rapidly detect COVID-19 cases by combining the pre-trained CNN and a binary classifier. In the proposed work, the dataset is divided into 80% for training and 20% for testing with pre-trained CNN model using VGG-16, Google-Net, and ResNet-50 models. Then, deep features were fused and ranked. In the fusion process, the work took into consideration the correlation values between features. The proposed model is evaluated by comparing the outcomes with the ground truth dataset and carrying out statistical measurements such as accuracy, sensitivity, specificity, F1-score, precision, Negative Predictive Value (NPV), and Matthews Correlation Coefficient (MCC). The utilized metrics for N samples are:

True Positive (TP): It counts the cases classified as patients by both the proposed model and clinicians.

True Negative (TN): It counts the cases classified as healthy by both the proposed model and clinicians.

Conversely, False Positive (FP) and False Negative (FN): count the number of cases that our model classifies as patients (healthy) whereas clinicians diagnosed them as (healthy or pneumonia) infected.

Accuracy: It is the ratio of the total cases (agreed cases from both models’ expectations and clinicians’ diagnoses) to the total cases seen by the proposed model or verifies how many cases are correctly classified and can be mathematically expressed as:

\[ Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \quad (3) \]

Specificity: The ratio between the classified cases by the model and clinicians as true to the sum of the positive cases predicted by the model or the correct rate of recognition of negative samples.

\[ Specificity = \frac{TN}{FP + TN} \quad (4) \]

Table 2: A detailed summary of the proposed CNN-based COVID-19 detection model

| Layer Name    | Kernel Size | Output Size |
|---------------|-------------|-------------|
| Conv1 layer   | 3*3         | (222, 222, 8) |
| Pooling 1 layer | 2*2        | (111, 111, 8) |
| Conv 2 layer  | 3*3         | (109, 109, 16) |
| Pooling 2 layer | 2*2        | (54, 54, 16) |
| Conv 3 layer  | 3*3         | (52, 52, 32) |
| Pooling 3 layer | 2*2        | (26, 26, 32) |
| Conv 4 layer  | 3*3         | (24, 24, 64) |
| Pooling 4 layer | 2*2        | (12, 12, 64) |
| Conv 5 layer  | 3*3         | (10, 10, 128) |
| Pooling 5 layer | 2*2        | (5, 5, 128) |
| Fully Connected |            | (128)       |

(Classification layer) (2) or (3)
Sensitivity: It is the rate of recognition for positive samples successfully.

\[
Sensitivity = \frac{TP}{TP + FN}
\]  

(5)

Precision: It estimates the model performance’s precise degree by examining the correct, true positives from the predicted ones.

\[
Precision = \frac{TP}{TP + FP}
\]  

(6)

NPV: It represented a negative test result and calculated the probability that a person is not affected.

\[
NPV = \frac{TN}{TN + FN}
\]  

(7)

F1-Score: It tries to find a balance between sensitivity and precision, or it is the function of sensitivity and precision.

\[
F1 - score = 2 \times \frac{Pre. \times Sen.}{Pre. + Sen.} = \frac{2TP}{(2TP + FP + FN)}
\]  

(8)

MCC: It measures the quality of binary classifications in machine learning and ranges from –1 to 1.

\[
MCC = \frac{(TP \times TN - FP \times FN)}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}}
\]  

(9)

Through analyzing the obtained results values, the estimated statistical metrics will be a useful aid for technicians to prove if the detected case is classified as an infected case or misclassified as a normal case. The classification performance of the proposed CNN-based COVID-19 detection model in terms of various measures like accuracy, specificity, sensitivity, and precision, NPV, F1-score, and MCC using CT scans is summarized in Tab. 3. The model outcomes demonstrated superior performance in the classification of COVID-19, non-COVID-19, and pneumonia using CT scans. The model has 100% overall accuracy, 100% specificity, 100% sensitivity, 100% precision, 100% NPV, 1 for F1-score, and 1 for MCC. However, the classification performance in COVID-19 and non COVID-19 detection using CT scans demonstrated 98.85% overall accuracy, 100% specificity, 99.33% sensitivity, 99% precision, 99.32% NPV, 99.62% for F1-score and 99.33% for MCC. Therefore, the proposed network gives high results with several CT input scans.

| Evaluation Matrices | CT | CXR |
|---------------------|----|-----|
|                     | COVID-19, non-COVID-19 and pneumonia | COVID-19 and non-COVID-19 | COVID-19, non-COVID-19 and pneumonia | COVID-19 and non-COVID-19 |
| Accuracy            | 100% | 98.85% | 96.85% | 100% |
| Specificity         | 100% | 100%  | 97.40% | 100% |
| Sensitivity         | 100% | 99.33% | 96.30% | 100% |
| Precision           | 100% | 99%   | 97.37% | 100% |
| NPV                 | 100% | 99.32% | 96.34% | 100% |
| F1 score            | 100% | 99.62% | 96.83% | 100% |
| MCC                 | 100% | 99.33% | 93.71% | 100% |
The classification performance of the proposed CNN-based COVID-19 detection model in terms of various measures like accuracy, specificity, sensitivity, and precision, NPV, F1-score, and MCC using CXR scans are summarized in Tab. 3. The model outcomes demonstrated the classification performance of COVID-19, non-COVID-19 and pneumonia using CXR scans as 96.85% overall accuracy, 97.40% specificity, 96.30% sensitivity, 97.37% precision, 96.34% NPV, 96.83% for F1-score, and 93.71% for MCC. On the other side, COVID-19 and non-COVID-19 detection classification using CXR scans demonstrated superior performance represented as 100% overall accuracy, 100% specificity, 100% sensitivity, 100% precision, 100% NPV, 1 for F1-score, and 1 for MCC. Therefore, the proposed network gives high results with few CXR input scans. The confusion matrix is used to clarify the prediction ratio for different classification, as shown in Fig. 6. The confusion matrix is based on the false positive rate and true negative rate considering balanced distribution in the dataset, which improved the prediction ratio and enhanced the model performance. It was found that the proposed model gives better and consistent true positive and true negative scores, which can efficiently classify COVID-19 cases.

Moreover, the proposed CNN-based COVID-19 detection model performance is evaluated in terms of accuracy and cross-entropy (loss) for both the training and testing stages. Fig. 7 shows the model accuracy.
and the loss of classification for COVID-19, non-COVID-19, and pneumonia using CT scans. The training and testing accuracies are 100% and 100%, respectively, at iterations number equals 1600. The training and testing loss are 0.019 and 0.16, respectively, at iterations number equals to 1600. Fig. 8 shows the model accuracy and the losses of classification for COVID-19 and non-COVID-19 using CT scans. The training and testing accuracies are 100% and 98.85%, respectively, at iterations number equals 1600. The training and testing losses are 0.02 and 0.29, respectively, at iterations number equals to 1600. Fig. 9 shows the model accuracy and the losses of classification for COVID-19 and non-COVID-19 using CXR scans. The training and testing accuracies are 100% and 96.85%, respectively, at iterations number equals 1600. The training and testing losses are 0.01 and 0.28, respectively, at iterations number equals to 1600. Fig. 10 shows the model accuracy and the loss of classification for COVID-19 and non-COVID-19 using CXR scans. The training and testing accuracies are 100% and 100%, respectively, at iterations number equals 1600.

Similarly, the training and testing losses are 0.01 and 0.13, respectively, at iterations number equals 1600. The proposed model has significant effects on detecting COVID-19 based on either CT or CXR scans by analyzing the obtained results. The suggested network can conduct better feature extraction using CT scans and detect COVID-19 from non-COVID-19 (normal) and pneumonia cases with maximum accuracy. Also, the suggested network can conduct better feature extraction using CXR scans and can detect COVID-19 from non-COVID-19 cases with maximum accuracy. Therefore, the proposed

Figure 7: The model accuracy and loss for COVID-19, non-COVID-19, and pneumonia using CT scans
(a) The accuracy Model (b) The loss Model
work recommended for high accuracy of COVID-19 detection using an extensive dataset of CT scans or less dataset of CXR scans.

Figure 8: The model accuracy and loss for COVID-19 and non-COVID-19 using CT scans (a) The accuracy Model (b) The loss Model
Figure 9: The model accuracy and loss for COVID-19, non-COVID-19, and pneumonia using CXR scans (a) The accuracy Model (b) The loss Model
6 Conclusions

During the COVID-19 health emergency, it is imperative to identify the positive cases rapidly. This work proposed a CNN-based COVID-19 detection model using CT and CXR scans. The proposed model consists of two stages, feature extraction used to capture the detailed characteristics, and classification which utilizes the knowledge built in the previous stage to decide for COVID-19 detection. The performance of the proposed CNN model for the COVID-19 detection model is evaluated using different statistical metrics like specificity, sensitivity, precision, MCC, F1 score, and NPV. The outcomes of this evaluation demonstrated incomparable results, which highlight that, the proposed model can efficiently handle different types of images and achieve high accuracy for the binary and multi-classification processes using both CT and CXR scans.
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