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Abstract Regarding the pandemic taking place in the world from the spread of the Coronavirus pandemic and viral mutations, the need has arisen to analyze the epidemic data in terms of numbers of infected and deaths, different geographical regions, and the dynamics of the spread of the virus. In China, the total number of reported infections is 224,659 on June 11, 2022. In this paper, the Gaussian Mixture Model and the decision tree method were used to classify and predict new cases of the virus. Although we focus mainly on the Chinese case, the model is general and adapted to any context without loss of validity of the qualitative results. The Chi-Squared ($\chi^2$) Automatic Interaction Detection (CHAID) was applied in creating the decision tree structure, the data has been classified into five classes, according to the BIC criterion. The best mixture model is the E (Equal variance) with five components. The considered data sets of the world health organization (WHO) were used from January 5, 2020, to 12, November 2021. We provide numerical results based on the Chinese case.
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1. Introduction

The analysis of the data that COVID-19 is increasing day by day since it appeared in China on December 30, 2019. This is due to the virus’s seriousness, its damages in losses in human lives, and the global economy incurred. This appeared in the research of many researchers, where [1] compared the Artificial
neural networks (ANN) and the logistic regression (LR) models using the data of covid-19 and it appeared that the performance of ANN is better than LR, where the classification accuracy rate (CAR) was higher at 85.6% comparing with 80.8%. This article [2] discusses the short-term prediction of the data novel coronavirus (COVID-19) in India for those who infected, recovered, and active cases using a machine-learned hybrid Gaussian (MLHG) and time series method. This paper [3] attempted to predict the short-term dynamics of data of patients hospitalized with COVID-19 in Italy. Both single time series forecasts and feasible hybrid methods and combinations were used. The results showed that the best single models were Neural Network Auto-Regressive (NNAR) and Auto-Regressive Integrated Moving Average (ARIMA), and the most accurate were the hybrid models NNAR-TBATS* and ARIMA-NNAR (see Fig. 1).

The authors of [4] studied different statistical models represented in the time series models, which are easily available from the R package. These models were applied to the data of the Coronavirus, as the number of diseased cases, i.e., the confirmed cases and the number of deaths, and the number of cases that recovered at the 90% confidence level for some time were expected. Forecasting to estimate the uncertainty about point predictions. These different models have been applied to the data presented for the data of COVID-19 pandemic in the United State of America and Italy. In this paper, it was noted that all the models that were used projected the future numbers of the confirmed cases, deaths, and recoveries for COVID-19 data with high accuracy. Both the ARIMA time series model and the cube smoothing slice models have lesser prediction errors and smaller prediction periods, compared to the Holt model and the trigonometric exponential smoothing model (TESM) using Box-Cox transform models. Thus, the preceding two models were better than the last two. In this article [5] time series models were used to predict COVID-19 infection with data from Saudi Arabia, and the prediction results obtained showed that the ARIMA model has had a less significant projecting error in most evaluations. Here also noted that the time series models are accessible for use at any time and in any country, with reasonably accurate forecasts. The cubic spline, Holt, and Holt-Winters models also presented well in many of the experiments conducted, and the results of this study can be used when studying further models, for instance deep learning models. In the current article [6] an estimate of the increase in all-cause mortality in Brazil and Spain is presented using monthly mortality data from 2015 to 2019.

Besides the reported COVID-19 deaths, the additional deaths also serve as a tool to assess the impact of the ongoing epidemic. Projects had been made for the total deaths that occurred in 2020 and the first third of 2021 in the lack of the COVID-19 pandemic. To achieve this goal, the accuracy of the three distinct prediction methods extensively utilized in data enumeration was studied. It has been observed that the ARIMA model class gives the best results compared to Exponential Smoothing (ETS) and generalized linear models (GLM). Under the GLM category, autoregressive Poisson models and negative binomial models, as well as logarithmic shift on parameters were considered to what extent the best performance of the ARIMA and ETS models were observed. Those that belong to the GLM category. Mortality data are known to exhibit excessive scatter, and this may be due to the increased performance of other models, at least in the countries reviewed in this paper. Unquestionably, a comparative assessment of these models for a like study of previous epidemics in other countries is an interesting task that needs to be solved in the future. This paper aimed to use the Gaussian Mixture Model and the decision tree method to model the new cases in China as machine learning methods to classify and predict new cases of coronavirus in China.

* TBATS This is an abbreviation of the main characteristics of the model: T: Trigonometric seasonality B: Box-Cox
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Fig. 1 Repeat E-step and M-step until convergence [21].
transformation A: ARIMA errors T: Trend S: Seasonal components (see Fig. 2).

2. Decision tree (DT)

Decision trees are used to build automated predictive models for machine learning, data mining, and statistics [7,8]. This method is called “learning through a decision tree” and allows you to predict the value of an object, considering the collected observations about it [9]. DT schematically shows the possible consequences of a series of related decisions [10]. This approach allows individuals and organizations to weigh the different options for action, considering the costs involved, the level of likelihood, and the perceived “value” of each option (that is, the average over each outcome) [11]. Today there are many learning algorithms: ID3, CART, C4.5, C5.0, CHAID, CN2, and others. The most popular are:

ID3 (Iterative Dichotomize 3). The algorithm allows you to work only with a discrete target variable. Decision trees built based on ID3 are qualified. The number of descendants in a node is unlimited. The algorithm does not work with missing data.

C4.5. “Advanced” version of ID3, supplemented by the ability to work with missing attribute values. In 2008, Spring Science conducted a study and found that C4.5 is the most popular Data Mining algorithm.

CART (Classification and Regression Tree) [12]. The algorithm solves the problems of classification and regression, as it allows the use of discrete and continuous target variables. CART builds trees with only two children per node.

3. Gaussian mixture model (GMM)

GMM is defined as a type of machine learning algorithm [13,14]. GMM is used to predict and classify data into different classes based on the probability distribution [15]. GMM is used in different areas, such as marketing, finance, and so on [16]. In the Gaussian mixture model, the distribution can be represented as.

\[
p(x) = \sum_{j=1}^{k} w_j N(x | \mu_j, \Sigma_j)
\]

\[
\sum_{j=1}^{k} w_j = 1, 0 \leq w_j \leq 1
\]

Where is the prior probability of the \(j\)th gaussian.

Table 1 Bayes Factor for One-Sample T-Test.

| Cumulative Cases | N    | Mean       | Std. Deviation | Std. Error Mean | Bayes Factors | t     | df  | Sig. (2-tailed) |
|------------------|------|------------|----------------|-----------------|---------------|-------|-----|----------------|
|                  | 680  | 94245.1574 | 26220.1592     | 1005.49721      | 0.000         | 93.730| 679 | 0.000          |

Bayes factor: Null versus alternative hypothesis.
Monte Carlo Sampling Seed: 1248774681.

Table 2 Posterior Distribution Description for One-Sample Mean.

| Cumulative Cases | N    | Mode | Mean       | Variance | 95% Credible Interval |
|------------------|------|------|------------|----------|-----------------------|
|                  | 680  |      | 94245.16   | 1017015.889 | 92267.98 - 96222.34   |
3.1. Expectation-Maximization Algorithm:

EM can be used for variables that cannot be directly observed and inferences can be drawn from the values of other observed variables [17,18]. It can be used with unnamed data to classify them. This is one of the common probability maximizations (to maximize the likelihood) methods.

3.2. Basic ideas of EM -Algorithm: Given a set of incomplete data and a set of starting parameters [19,20].

- **E-Step:** Using the given data and the current value of parameters, estimate the value of hidden data.
- **M-Step:** After the E-step, it is used to maximize the hidden variable and joint distribution of the data.
Repeat E-step and M-step until convergence.

4. The numerical results

Data sets are of the world health organization (WHO) were used from January 5, 2020, to 12, November 2021 [22], which represents a total of 677 days. As pointed by [23], although a country of interest is selected for the numerical study, the quantitative and qualitative conclusions are still valid. The selected time span was guided by our data preparation stage. We can suggest as future work to extend the time span to cover Omicron wave from December 2021 to February 2022 [24].

Table 3  Displays the returns brief of information for nodes in the predictive of the structure’s decision tree.

| Node | N   | Percent | Mean       |
|------|-----|---------|------------|
| 4    | 69  | 10.1%   | 110241.8551|
| 3    | 141 | 20.7%   | 101886.9929|
| 5    | 205 | 30.1%   | 98860.7073 |
| 2    | 128 | 18.8%   | 95712.1797 |
| 6    | 67  | 9.9%    | 72941.3284 |
| 1    | 70  | 10.3%   | 67275.4286 |

Table 4  Show the performance of the forecasting models.

|        | SMAPE | MSE    | MASE     |
|--------|-------|--------|----------|
| Nodes 6 | 0.102292182 | 103956.037 | 0.173279 |
| Nodes 5 | 0.10604745  | 107281.748 | 0.1784107|
| Nodes 3 | 0.102956911 | 109076.373 | 0.1761088|
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**Fig. 5**  Evolution of the BIC for each model.

![Fitted model](image2)

**Fig. 6**  MAP Classification.
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**Fig. 8**  The empirical and estimated (The Cumulative Distribution Function).
4.1. Bayesian One Sample

See Tables 1 and 2.

4.2. Based on decision tree

See Figs. 3 and 4, Tables 3 and 4.

4.3. Based on GMM

Descriptive Statistics.
See Figs. 5-8.
Tables 5-8.

5. Discussion

Bayes Factor for One-Sample T-Test in Table 1. Show that the Null versus alternative hypothesis where the P-value is less than 0.005. Table 2 shows the Posterior Distribution Characterization for One-Sample Mean. Table 3. Displays the returns brief of information for nodes in the predictive of the structure’s decision tree. This indicates that the fifth node had the highest gains than the further nodes by 30.1%, which is indicative of the high level of effectiveness of the fifth observation factor in the predicting analysis of the cumulative cases. The performance of the forecasting models is shown in Table 4 where nodes 6 show higher efficiency than the rest of the nodes. Tables 5 and 6 show the Descriptive Statistics and evolu-

Table 5  Descriptive Statistics.

| Std. deviation | Mean       | Maximum          | Minimum | Obs. Without missing data | Obs. With missing data | Observations | Variable     |
|---------------|------------|------------------|--------|---------------------------|------------------------|--------------|--------------|
| 26198.398     | 94148.645  | 126836.000       | 0.000  | 678                       | 0                      | 678          | Cumulative Cases |

Table 6  Model classes.

| 5     | 4     | 3     | 2     | Model/Number of classes   |
|-------|-------|-------|-------|---------------------------|
| −15183.062 | −15316.774 | −15303.737 | −15744.35489 | E |

Table 7  The Proportions, the mean, and the variance by class.

| 5     | 4     | 3     | 2     | 1     | Proportions | Mean       | Variance   |
|-------|-------|-------|-------|-------|-------------|------------|------------|
| 120071.072 | 91723.359 | 91579.940 | 91556.305 | 9353.536 | 0.264       | 0.224      | 0.227      |
| 69157322.361 | 69157322.361 | 69157322.361 | 69157322.361 | 69157322.361 | 0.060       | 0.225      | 0.225      |

Table 8  The selection criterion for the selected model:

| DF | Entropy | NEC | Log-likelihood | ALL | AIC | BIC   |
|----|---------|-----|----------------|-----|-----|-------|
| 10.000 | 558.952   | 1.862      | −7558.935     | −16300.966 | −15137.871 | −15183.062 |

4.1. Bayesian One Sample

See Tables 1 and 2.

4.2. Based on decision tree

See Figs. 3 and 4, Tables 3 and 4.

4.3. Based on GMM

Descriptive Statistics.
See Figs. 5-8.
Tables 5-8.

5. Discussion

Bayes Factor for One-Sample T-Test in Table 1. Show that the Null versus alternative hypothesis where the P-value is less than 0.005. Table 2 shows the Posterior Distribution Characterization for One-Sample Mean. Table 3. Displays the returns brief of information for nodes in the predictive of the structure’s decision tree. This indicates that the fifth node had the highest gains than the further nodes by 30.1%, which is indicative of the high level of effectiveness of the fifth observation factor in the predicting analysis of the cumulative cases. The performance of the forecasting models is shown in Table 4 where nodes 6 show higher efficiency than the rest of the nodes. Tables 5 and 6 show the Descriptive Statistics and evo-

6. Conclusion

We have investigated presented an improvement of the usual methods of analysis, and prediction based on machine learning techniques, that has been realized by the application of MMG, DT approaches, tools for modeling, and evaluation of Knowledge of Covid-19 data in China. We have investigated enhance the use of the Gaussian mixture model and decision tree for the classification and prediction of new cases of coronavirus in China, both models showed efficiency in predicting and classifying new cases of coronavirus in China. GMM also can be used in different areas, such as marketing, finance, and so on. The models used in this study can be updated to include additional factors that affect the spread of the epidemic, such as health, demographics, and environmental factors.
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