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Abstract—We study codes that can detect the exact number of deletions and insertions in concatenated binary strings. We construct optimal codes for the case of deletions. We prove the optimality of these codes by deriving a converse result which shows that the redundancy of our codes is asymptotically optimal in the number of deletions among all families of deletion detecting codes, and particularly optimal among block-by-block decodable codes. For the case of insertions, we construct codes that can detect up to 2 insertions in each concatenated binary string.

I. INTRODUCTION

We consider the problem of detecting deletions and insertions in concatenated binary strings. More precisely, we consider strings of the form $x = (x^1, x^2, \ldots, x^{n/\ell}) \in \mathbb{F}_2^n$, that are implicitly divided into $n/\ell$ disjoint substrings $x^1, x^2, \ldots, x^{n/\ell}$, referred to as blocks, each being of size $\ell$. Suppose that $x$ is affected by worst-case deletions and insertions resulting in a string $y$. We are interested in constructing codes that can detect the exact number of deletions and insertions that have occurred in each of the blocks $x^1, x^2, \ldots, x^{n/\ell}$, based on the observed string $y$. Such codes can consequently determine the boundaries of each block in $y$. Furthermore, these codes enable localizing deletions and insertions and identifying their presence in certain parts of an information string. Thus, they have several potential applications such as coding for segments edit channels [1], [2], marker-based constructions for coded trace reconstruction [3], file synchronization [4]; in addition to detecting mutations in parts of a DNA sequence, and retaining synchronization in sequential transmission.

Most of the literature has focused on the correction of deletions and insertions, under the assumption that the codeword boundaries are known at the decoder. Levenshtein [5] derived fundamental limits which show that the optimal number of redundant bits needed to correct $\delta$ worst-case deletions in a binary string of length $n$ is $\Theta(\delta \log(n/\delta))$. Levenshtein also showed that the code constructed by Varshamov and Tenengolts (VT codes) [6] is capable of correcting a single deletion and has asymptotically optimal redundancy in $n$. There have been lots of works in the past few years on the classical problem of constructing codes that correct deletions and insertions [7]–[12]. The state-of-the-art results in [10]–[12] give codes with $O(\delta \log n)$ redundancy. Some of the recent works also studied the case where the deletions and insertions occur in bursts or are localized within certain parts of the codeword [13]–[15].

As previously mentioned, the aforementioned works in the literature have a common requirement: the codeword boundaries must be known at the decoder in order to successfully correct the errors. In fact, one can easily show that if multiple codewords of the single deletion correcting VT code are concatenated and transmitted over a channel that deletes at most one bit in each codeword, then the decoder cannot determine the boundaries of these codewords with certainty. In other words, the decoder cannot detect the number of deletions that have occurred in each codeword. Therefore, the problem that we study in this paper cannot be solved by concatenating codewords that belong to classical deletion and insertion correcting codes.

Codes for detecting deletions and insertions have been previously studied in [16], [17] under a different definition than the one we use in this paper. The definition used in [17] for a deletion detecting code is as follows. A code $C \subseteq \mathbb{F}_2^n$ is said to be a $\delta$-deletion detecting code in [17], if for any $x \in C$, the process of deleting any $\delta' \leq \delta$ bits from $x$ and then appending arbitrary $\delta'$ bits at the end, does not produce a codeword in $C$. The authors in [16] consider a similar definition and focus on non-binary codes. The main difference between our definition and the definitions in [16], [17] is that we require the decoder to detect the exact number of deletions as opposed to only identifying whether deletions have occurred in a block or not. Namely, our (informal) definition is the following. We say that a code $C$ detects up to $\delta$ deletions in each of the blocks of $x = (x^1, x^2, \ldots, x^{n/\ell}) \in C$, if and only if there exists a decoder that can determine the exact number of deletions that have occurred in each block after $x$ is affected by worst-case deletions. The difference between the two previous definitions is crucial in the setting of concatenated strings which we consider in this paper. Namely, in the presence of multiple concatenated blocks, detecting the exact number of deletions in a given block allows the decoder to determine the boundary of that block, and consequently proceed to decode the next block.

Our main contributions and the organization of this paper are summarized as follows. A formal definition of the problem is given in Section II. In Section III, we construct an explicit code that detects up to $\delta$ deletions in each block of a codeword $x$. The code is encodable and decodable in linear time $O(n)$, and its redundancy is $(2\delta + 1)(n/\ell - 1)$ bits, where $\ell$ is the length of each block in the codeword. Then, we derive...
II. Problem Statement and Notation

We start by introducing some of the notations used throughout the paper. Let \([n]\) be the set of integers from 1 to \(n\) (inclusive), and let \([i, j]\) be the set of integers from \(i\) to \(j\) (inclusive). Let \(1^i\) and \(0^j\) denote strings of \(i\) consecutive ones and \(j\) consecutive zeros, respectively. For a string \(x = (x_1, x_2, \ldots, x_n) \in \mathbb{F}_2^n\), we use \(x_i\), \(i = 1, 2, \ldots, n\), to refer to the \(i\)th bit of \(x\). We write \(x_{[i,j]} = (x_i, x_{i+1}, \ldots, x_j)\) as the substring of \(x\) which contains the consecutive bits ranging from index \(i\) to index \(j\).

**Definition 1.** For a given \(\ell \in \mathbb{Z}^+\) with \(\ell < n\), the \(j\)th block of \(x \in \mathbb{F}_2^\ell\) is defined as the substring

\[
x^j \triangleq x_{[1+(j-1)\ell, \ell]},
\]

where \(j \in [n/\ell]\).

In Definition 1, and throughout the paper, we assume that \(\ell\) divides \(n\). We use \((a, b)\) to refer to the concatenation of two strings \(a\) and \(b\). In this paper, we study the problem of constructing codes for detecting deletions and insertions in concatenated strings. We focus on the case where these strings are binary. All logarithms in this paper are base 2.

**Definition 2.** Let \(C_\tau(\ell, n) \subseteq \mathbb{F}_2^n\), with \(\tau < \ell \leq n/2\), be a code of length \(n\) that contains codewords of the form

\[
x = (x^1, x^2, \ldots, x^n/\ell),
\]

where \(x^j \in \mathbb{F}_2^\ell\) for all \(j \in [n/\ell]\). Suppose that \(x \in C_\tau(\ell, n)\) is affected by at most \(\tau\) errors in each block, resulting in a string \(y \in \mathbb{F}_2^n\), where \(\delta\) and \(\iota\) denote the number of deletions and insertions, respectively. The code \(C_\tau(\ell, n)\) is said to detect up to \(\tau\) errors per block, if and only if there exists a decoding function

\[
\text{Dec}(y) : \mathbb{F}_2^n \to \mathbb{Z}_{n/\ell}^+ \times \mathbb{Z}_{n/\ell}^+
\]

that outputs the exact numbers of deletions and insertions that have occurred in each block \(x^j\), for all \(x\) and \(y\).

For example, a code \(C_1(\ell, n)\) is said to detect up to \(\tau = 1\) error per block, if and only if there exists a decoding function \(\text{Dec}(y) : \mathbb{F}_2^\ell \to \mathbb{Z}_{n/\ell} \times \mathbb{Z}_{n/\ell}\) whose output for a given block \(j \in [n/\ell]\) is: (i) \((0, 0)\) if \(x^j\) was not affected by any error; (ii) \((1, 0)\) if \(x^j\) was affected by exactly 1 deletion; (iii) \((0, 1)\) if \(x^j\) was affected by exactly 1 insertion. Note that the decoding requirement in Definition 2 of detecting the exact numbers of deletions and insertions per block, is equivalent to detecting the boundaries of each block in the observed string \(y\). Furthermore, we use \(C_0(\ell, n)\) to refer to codes that can only detect up to \(\delta\) deletions per block, i.e., \(\tau = \delta\) and \(\iota = 0\). Similarly, we use \(C_\iota(\ell, n)\) to refer to codes that can only detect up to \(\iota\) insertions per block.

**Definition 3.** Let \(C(\ell, n)\) be a code that follows Definition 2. Consider a codeword \(x \in C(\ell, n)\) that is affected by at most \(\tau\) errors in each of its blocks, resulting in \(y\). Let \(\alpha_j\) be the starting position of block \(j\) in \(y\), with \(\alpha_1 = 1\). The code \(C(\ell, n)\) is said to be block-by-block decodable, if and only if there exists a decoder that can output the exact numbers of deletions and insertions in any block \(x^j\) by only processing the bits in \(y_{[\alpha_j, \alpha_{j+1} - 1]}\), where \(\ell'\) is the maximum length of the block in \(y\) given by: (i) \(\ell' = \ell + \tau\) for a code \(C_\tau(\ell, n)\) that detects up to \(\tau\) errors; (ii) \(\ell' = \ell\) for a code \(C_\ell(\ell, n)\) that detects up to \(\delta\) deletions; (iii) \(\ell' = \ell + \iota\) for a code \(C_\iota(\ell, n)\) that detects up to \(\iota\) insertions.

III. Detecting Deletions

In this section, we present an explicit code \(D_\delta(\ell, n)\) that detects up to \(\delta\) deletions in each of the concatenated blocks of a codeword \(x \in D_\delta(\ell, n)\). We also derive converse results for this problem, which give a lower bound on the redundancy of codes \(C_\delta(\ell, n)\) that detect up to \(\delta\) deletions per block.

**A. Results**

In Theorem 1, we state our result on the explicit code \(D_\delta(\ell, n)\) which we construct in Section III-B. In Theorem 2, we give a lower bound on the redundancy of any code \(C_\delta(\ell, n)\) that detects up to \(\delta\) deletions per block. In Theorem 3, we specifically consider block-by-block decodable codes (Definition 3), and give a lower bound on the redundancy of such codes. The proofs of these theorems are given in the subsequent sections.

**Theorem 1.** For \(\delta, \ell, n \in \mathbb{Z}^+,\) with \(2\delta < \ell \leq n/2\), let

\[
x = (x^1, x^2, \ldots, x^{n/\ell}) \in D_\delta(\ell, n).
\]

Suppose that \(x\) is affected by at most \(\delta\) deletions in each of its blocks \(x^1, \ldots, x^{n/\ell}\). The code \(D_\delta(\ell, n)\) given in Construction 1 detects up to \(\delta\) deletions per block. This code is encodable and block-by-block decodable in linear time \(O(n)\), and its redundancy is \((2\delta + 1)(n/\ell - 1)\) bits.

**Theorem 2.** For \(\delta, \ell, n \in \mathbb{Z}^+,\) with \(2\delta < \ell \leq n/3\), the redundancy \(r_\delta(\ell, n)\) of any code \(C_\delta(\ell, n)\) that detects up to \(\delta\) deletions per block satisfies

\[
r_\delta(\ell, n) \geq 2\delta(n/\ell - 1) + \varepsilon(n/\ell - 2),
\]

where \(\varepsilon = 2\delta - \log(2\delta + 1) > 0\).

**Theorem 3.** For \(\delta, \ell, n \in \mathbb{Z}^+,\) with \(2\delta < \ell \leq n/2\), the redundancy \(r_\delta(\ell, n)\) of a block-by-block decodable code \(C_\delta(\ell, n)\) that detects up to \(\delta\) deletions per block satisfies

\[
r_\delta(\ell, n) \geq (2\delta + 1)(n/\ell - 1).
\]

**Discussion:** Theorem 1 shows that the code \(D_\delta(\ell, n)\) which we present in Construction 1 is efficiently encodable and decodable and has redundancy \((2\delta + 1)(n/\ell - 1)\) bits. As we will show in Section III-B, the total redundancy of \(D_\delta(\ell, n)\) is an aggregate of: (i) \(2\delta + 1\) redundant bits per block \(x^j\), for \(j \in [2, n/\ell - 1]\); (ii) \(\delta\) redundant bits for \(x^1\); (iii) \(\delta + 1\) redundant bits for \(x^{n/\ell}\). This means that the redundancy per
block only depends on $\delta$, and is constant in terms of the size of the block $\ell$ and the size of the codeword $n$. Note that in case we want to also correct $\delta$ deletions per block, then the redundancy per block needs to be $\Omega(\delta \log(\ell/\delta))$ \cite{5}, i.e., at least logarithmic in $\ell$.

Furthermore, $D_\delta(\ell, n)$ is block-by-block decodable, so it follows from Theorem 3 that $D_\delta(\ell, n)$ has optimal redundancy among all block-by-block decodable codes. Theorem 2 gives a lower bound on the redundancy of any code $C_\delta(\ell, n)$ (not necessarily block-by-block decodable) that detects up to $\delta$ deletions per block for $n/\ell \geq 3$. By comparing this lower bound to Theorem 1, it is easy to see that our code $D_\delta(\ell, n)$ has an asymptotically optimal redundancy in $\delta$ among all codes $C_\delta(\ell, n)$ with $n/\ell \geq 3$.

B. Code Construction

The code that we present for detecting up to $\delta$ deletions per block is given by the following construction.

**Construction 1** (Code detecting up to $\delta$ deletions). For all $\delta, \ell, n \in \mathbb{Z}^+$, with $2\delta < \ell \leq n/2$, we define the following

$$A_0^2(\ell) \triangleq \{x \in \mathbb{F}_2^{\ell} \mid x_1, x_{\ell+1} = 0^{\delta+1}\},$$

$$A_1^2(\ell) \triangleq \{x \in \mathbb{F}_2^{\ell} \mid x_{\ell+1} = 1^\delta\}.$$

The code $D_\delta(\ell, n) \subseteq \mathbb{F}_2^n$ is defined as the set

$$\left\{ (x_1, \ldots, x_{n/\ell}) \left| x_1 \in A_1^1(\ell), \quad x_\ell \in A_0^1(\ell) \cap A_0^2(\ell), \forall j \in [2, n/\ell - 1], \quad x^{n/\ell} \in A_0^3(\ell) \right\}.$$

Before we prove Theorem 1, we will provide the steps of the decoding algorithm for the code $D_\delta(\ell, n)$ and give an example for $\delta = 1$. The encoding algorithm is omitted since encoding can be simply done by setting the information bits to the positions in $[n]$ that are not restricted by Construction 1. The proof of Theorem 1 is given in Section III-E.

C. Decoding

Suppose that $x \in D_\delta(\ell, n)$ (with $2\delta < \ell \leq n/2$) is affected by at most $\delta$ deletions in each block $x^j$, for all $j \in [n/\ell]$, resulting in $y \in \mathbb{F}_2^n$. The input of the decoder is $y$, and since we consider deletions only, the output is $(\delta_1, \delta_2, \ldots, \delta_{n/\ell}) \in \mathbb{Z}^+_{n/\ell}$, where $\delta_j \leq \delta$ denotes the number of deletions that have occurred in block $j$.

The decoding is performed on a block-by-block basis, so before decoding block $j$, we know that the previous $j - 1$ blocks have been decoded correctly. Therefore, after decoding the first $j - 1$ blocks, the decoder knows the correct starting position of block $j$ in $y$. Let the starting position of block $j \in [n/\ell]$ in $y$ be $\alpha_j$, with $\alpha_1 = 1$; and $\forall j \in [n/\ell - 1]$ let

$$s^j \triangleq y_{[\alpha_j, \ell - \delta_j, \alpha_j + \ell - 1]}.$$

To decode block $j$, the decoder scans the bits in $s^j$ from left to right searching for the first occurrence of a 0 (if any). If $s^j$ has no zeros, i.e., $s^j = 1^\delta$, then the decoder declares that no deletions ($\delta_j = 0$) have occurred in block $j$, and sets the starting position of block $j + 1$ to $\alpha_{j+1} = \alpha_j + \ell$. Else, if the first occurrence of a 0 in $s^j$ is at position $\beta_j$, with $1 \leq \beta_j \leq \delta$, then the decoder declares that $\delta_j = \delta - \beta_j + 1$ deletions have occurred in block $j$, and sets the starting position of block $j + 1$ to $\alpha_{j+1} = \alpha_j + \ell - \delta_j$. The decoder repeats this process for each block until the first $n/\ell - 1$ blocks are decoded. Finally, the decoder checks the length of the last block in $y$ based on its starting position $\alpha_{n/\ell}/\ell$ and outputs $\delta_{n/\ell}$ accordingly. Note that this decoder satisfies Definition 3 since the index of the last bit in $s^j$, $\alpha_j + \ell - 1$, is $\ell$ positions away from the starting position of the block $j$, $\alpha_j$.

**Remark 1.** A code equivalent to $D_\delta(\ell, n)$ can be obtained by flipping all the zeros to ones and vice-versa in the positions that are restricted by Construction 1. The decoding algorithm described above can be also modified accordingly. However, this decoding algorithm cannot be applied for a code that combines codewords from the two aforementioned constructions.

D. Example for $\delta = 1$

Next we give an example of our code for $\delta = 1$, $\ell = 5$, and $n = 20$. Consider a codeword $x \in D_1(5, 20)$ given by

$$x = \begin{array}{cccccc}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}.$$

Suppose that the bits underlined in $x$ are deleted, resulting in

$$y = 10010011100010100.$$

To determine the number of deletions in the first block, the decoder first examines $s^1 = y_5 = 0$, which implies that $\beta_1 = 1$, and therefore declares that $\delta_1 = 1$ deletion has occurred in $x^1$. The starting position of block 2 is thus set to $\alpha_2 = 5$. Then, since $s^2 = y_6 = 1$, the decoder declares that no deletions ($\delta_2 = 0$) have occurred in $x^2$, and sets the starting position of block 3 to $\alpha_3 = 10$. Similarly, we have $s^3 = y_{14} = 0$, implying that $\delta_3 = 1$ deletion has occurred in $x^3$, $\beta_3 = 1$, and $\alpha_4 = 14$. Now since $\ell - 1 = 4$ bits are left for the last block, the decoder declares that $\delta_4 = 1$ deletion has occurred in $x^4$.

E. Proof of Theorem 1

The redundancy of the code $D_\delta(\ell, n)$ follows from the number of bits that are fixed in Construction 1 which is $(2\delta + 1)(n/\ell - 1)$. Encoding can be simply done by setting the information bits to the positions in $[n]$ that are not restricted by Construction 1. Hence, the complexities of the encoding and decoding algorithms are $O(n)$ since they involve a single pass over the bits with constant time operations. Next, we prove the correctness of the decoding algorithm.

Consider a codeword $x \in D_\delta(\ell, n)$ that is affected by at most $\delta$ deletions per block resulting in a string $y$. Since the decoding is done on a block-by-block basis, it is enough to prove the correctness of the algorithm for the case where we have $n/\ell = 2$ concatenated blocks. To prove that the code $D_\delta(\ell, n)$ detects up to $\delta$ deletions per block, we use induction on $\ell \in \mathbb{Z}^+$, with $2\delta < \ell$ and $n = 2\ell$. 
Base case: we first prove correctness for $\delta = 1$. The codeword is given by
\[ x = (x^1, x^2) = (x_1, x_2, x_3, \ldots, x_n) \in D_1(n/2, n). \]
To decode the first block, the decoder observes $s^1 = y_{n-2}$. Now consider two cases: (i) no deletion has occurred in $x^1$; and (ii) one bit was deleted in $x^1$. In the first case, based on Construction 1, we always have $s^1 = y_{n/2} = 1$. Therefore, it follows from the decoding algorithm described in Section III-C, that the decoder can correctly declare that no deletions have occurred in the first block. Now consider the second case mentioned above. It follows from the code construction that the values of the first two bits of $x^1$ are both 0. Hence, it is easy to see that for any single deletion in $x^1$, and for any single deletion in $x^2$, we always have $s^1 = y_{n/2} = 0$. Thus, the decoder can always correctly detect a single deletion in $x^1$. The number of deletions in the second block is consequently determined based on the starting position of the second block in $y$, and the number of bits in $y$ that are yet to be decoded. This concludes the proof for $\delta = 1$.

Inductive step: we assume that the code $D_{\delta-1}(n/2, n)$ detects up to $\delta - 1$ deletions per block, and prove that $D_\delta(n/2, n)$ detects up to $\delta$ deletions per block. Based on Construction 1, it is easy to see that if $x \in D_{\delta}(n/2, n)$, then $x \in D_{\delta-1}(n/2, n)$, and hence $D_\delta(n/2, n) \subset D_{\delta-1}(n/2, n)$. Therefore, it follows from the inductive hypothesis that $D_{\delta}(n/2, n)$ detects up to $\delta - 1$ deletions per block. Next, we prove that $D_\delta(n/2, n)$ can also detect exactly $\delta$ deletions per block. Suppose that exactly $\delta$ deletions occur in $x^1$. To decode the first block, the decoder scans the bits of $s^1 = y_{[\ell-\delta+1, \ell]}$ from left to right searching for the first occurrence of a 0, as explained in Section III-C. It follows from the code construction that for any $\delta$ deletions in $x^1$, the first bit of $s^1$ is always 0, i.e., $y_{\ell-\delta+1} = 0$. To see this, notice that: (i) for any $\delta$ deletions in $x^1$, the first bit belonging to the second block in $y$ will shift $\delta$ positions to the left; and (ii) since $x_{[n/2+1, n/2+\delta]} = 0_{\delta+1}$, and given that we consider at most $\delta$ deletions in $x^2$, then the first bit belonging to the second block in $y$ is always 0. Hence, for any $\delta$ deletions in $x^1$, and for any $\delta$ or fewer deletions in $x^2$, we have $y_{\ell-\delta+1} = 0$. It follows from the decoding algorithm that the decoder in this case declares that $\delta$ deletions have occurred in $x^1$. Furthermore, the number of deletions in the second block is consequently determined based on the starting position of the second block in $y$, and the number of bits in $y$ that are yet to be decoded. Therefore, we have proved that the code $D_\delta(\ell, n)$ detects up to $\delta$ deletions per block.

F. Proofs of Theorem 2 and Theorem 3

The proofs of Theorem 2 and Theorem 3 have a common part where we show that for any codeword $x \in C_\delta(\ell, n)$, the last $\delta$ bits of the blocks $x^1, \ldots, x^{\ell-\delta+1}$ and the first $\delta$ bits of blocks $x^2, \ldots, x^{\ell}/\ell$ must be predetermined (fixed). This gives a preliminary lower bound on the redundancy of any code $C_\delta(\ell, n)$, with $2\delta < \ell \leq n/2$, that is
\[ r_\delta(\ell, n) \geq 2\delta(n/\ell - 1). \] (1)
Then, to obtain the result in Theorem 2, we improve the bound in (1) for $n/\ell \geq 3$ by showing that for any code $C_\delta(\ell, n)$ an additional constraint must be imposed on each block $x^j$ for $j \in [n/\ell - 2]$, which gives
\[ r_\delta(\ell, n) \geq 2\delta(n/\ell - 1) + \varepsilon(n/\ell - 2), \] (2)
for some $0 < \varepsilon < 1$. For Theorem 3, we specifically consider block-by-block decodable codes defined in Definition 3. We show that for such codes the bound in (1) can be improved to
\[ r_\delta(\ell, n) \geq (2\delta + 1)(n/\ell - 1). \] (3)

We start by showing that for every codeword $x \in C_\delta(\ell, n)$, each bit in the last $\delta$ bits $x_{[\ell-\delta+1, \ell]}$ of any block $x^j$, $j \in [n/\ell - 1]$, must be different from all $\delta$ bits $x_{[j+1, j+\delta]}$ of block $x^{j+1}$. Suppose that for some $i_1 \in [\ell - \delta + 1, \ell]$ and $i_2 \in [\delta]$, we have $x_{i_1} = x_{i_2} = 1$. Consider the deletion combination where the last $\ell - i_1 - 1$ bits $x_{i_1+1, \ell}$ are deleted in $x^j$, and the first $i_2 - 1$ bits $x_{0, i_2}$ are deleted in $x^{j+1}$ (if $i_2 = 1$ no bits are deleted in $x^{j+1}$). The resulting string is of the form
\[ y_1 = (\ldots, x_{i_1-1}, x_{i_1+1}, x_{i_1+2}, \ldots, x_{\delta+1}, \ldots, x_{i_2+1}, \ldots), \]
where all other blocks are not affected by deletions. Now consider a different deletion combination where the last $\ell - i_1$ bits $x_{i_1+1, \ell}$ are deleted in $x^j$, and the first $i_2$ bits $x_{0, i_2}$ are deleted in $x^{j+1}$ (if $i_1 = \ell$ no bits are deleted in $x^j$). The resulting string is of the form
\[ y_2 = (\ldots, x_{i_1-1}, x_{i_1+1}, x_{i_1+2}, \ldots, x_{\delta+1}, \ldots, x_{i_2}, \ldots), \]
where all other blocks are not affected by deletions. Since $x_{i_1} = x_{i_2}^j$ by assumption, then we have $y_1 = y_2$. However, $y_1$ and $y_2$ correspond to two different deletion combinations (i.e., two different decoder outputs) given by
\[ \text{Dec}(y_1) = (0, \ldots, 0, \ell - i_1 + 1, i_2, 0, \ldots, 0) \in Z_{\delta+1}. \]
\[ \text{Dec}(y_2) = (0, \ldots, 0, \ell - i_1, i_2, 0, \ldots, 0) \in Z_{\delta+1}. \]

Therefore, if for any $i_1 \in [\ell - \delta + 1, \ell]$ and $i_2 \in [\delta]$ we have $x_{i_1} = x_{i_2}^j$, then there exists two different decoder outputs that correspond to the same decoder input, i.e., $y_1 = y_2$ with $\text{Dec}(y_1) \neq \text{Dec}(y_2)$. This contradicts the definition of the decoding function given in Definition 2. We conclude that the following conditions are necessary:
\[ x_{i_1} \neq x_{i_2}^j, \quad \forall i_1 \in [\ell - \delta + 1, \ell], i_2 \in [\delta], \text{ and } j \in [n/\ell - 1]. \] (6)

Since we focus on binary codes, the previous constraints imply that the last $\delta$ bits of every block $x^j$, $j \in [n/\ell - 1]$, must be equal and must also be different than the first $\delta$ bits of the block $x^{j+1}$, which also should be equal. Namely, the code $C_\delta(\ell, n)$ can have codewords that either satisfy (i) $x_{[\ell-\delta+1, \ell]} = 1^\delta$ and $x_{[0, \delta]} = 0^\delta$; or (ii) $x_{[\ell-\delta+1, \ell]} = 0^\delta$ and $x_{[0, \delta]} = 1^\delta$. Next, we show that although the previous statement is true, the code $C_\delta(\ell, n)$ cannot have a pair of codewords $x_1, x_2 \in C_\delta(\ell, n)$, where $x_1$ satisfies (i) and $x_2$ satisfies (ii). To prove this, we suppose that there exists such a pair $x_1, x_2 \in C_\delta(\ell, n)$, and then show that in this case we
have two different decoder outputs that correspond to the same input string \( y \), which contradicts the definition of the decoding function in Definition 2.

Consider the following two deletion combinations for a given \( j \in [n/\ell - 1] \). In the first one, \( \delta - 1 \) out of the last \( \delta \) bits are deleted in \( x_j^\delta \), the first \( \delta \) bits are deleted in \( x_j^{\delta + 1} \), and no bits are deleted in other blocks. In the second one, the last \( \delta \) bits are deleted in \( x_j^\delta \), \( \delta - 1 \) out of the first \( \delta \) bits are deleted in \( x_j^{\delta + 1} \), and no bits are deleted in other blocks. In both combinations, the resulting string is

\[
y_1 = (\cdots, x_{\ell-\delta}^j, x_{\ell-j+1}^j, \cdots, x_{\ell-\delta+1}^j, \cdots, x_{\ell-j+1}^j, \cdots, x_{\ell-j}^j, \cdots, x_{\ell-j+2}^j, x_{\ell-j}^j, \cdots).
\]

\[
y_2 = (\cdots, x_{\ell-\delta}^j, x_{\ell-j+1}^j, \cdots, x_{\ell-\delta+1}^j, \cdots, x_{\ell-j+1}^j, \cdots, x_{\ell-j}^j, \cdots, x_{\ell-j+2}^j, x_{\ell-j}^j, \cdots).
\]

Namely, the constraint in (7) extends the necessary conditions in (6) to \( i_2 \in [\delta + 1] \). We know from (6) that the bits \( x_{\ell-\delta+1}^j, \cdots, x_{\ell}^j \) have the same values for all \( j \in [n/\ell - 1] \). Without loss of generality, assume that \( x_{\ell-j}^{\delta + 1} = 1^\delta \), and suppose that \( x_{\ell-j}^{\delta + 1} = 1 \) has the same value as these bits. Consider the following two deletion combinations. In the first one, only one out of the last \( \delta \) bits is deleted in \( x^j \), and the first \( \delta \) bits are deleted in \( x_{\ell-j}^{\delta + 1} \). In the second one, no bits are deleted in \( x^j \). Let \( \alpha_j \) be the starting position of block \( j \) in \( y \), and assume that the value of \( \alpha_j \) is known at the decoder. For both combinations, we have

\[
y_{[\alpha_j, \alpha_j+\ell+1-1]} = (x^j[\ell-\delta+1], 1^\delta).
\]

Hence, a decoder cannot determine the exact number of deletions in \( x^j \) (0 or 1) by only processing the \( \ell \) bits in \( y_{[\alpha_j, \alpha_j+\ell+1-1]} \). This contradicts the definition of block-by-block decodable codes given in Definition 3. Therefore, the condition in (7) is necessary for all block-by-block decodable codes. This condition introduces an additional redundancy of 1 bit in each of the \( n/\ell - 1 \) blocks \( x^1, \ldots, x^{n/\ell-1} \). Thus, to conclude the proof of Theorem 3, we add \( n/\ell - 1 \) to the RHS in (1) and obtain the bound in (3).

IV. DETECTING INSERTIONS

In this section, we study the case where a string is affected by insertions only. We introduce two codes \( \mathcal{I}_1(\ell, n) \) and \( \mathcal{I}_2(\ell, n) \) that can detect up to 1 and up to 2 insertions per block, respectively. The problem of constructing codes that can detect up to \( \nu > 2 \) insertions is more involved. This will be already clear from the decoder of \( \mathcal{I}_2(\ell, n) \) presented in Section IV-C.

A. Insertion Model

Consider \( x = (x^1, x^2, \ldots, x^{n/\ell}) \in F_2^n \) that is affected by at most \( \nu \) insertions in each block resulting in \( y \in F_2^n \). In this section, we are interested in constructing codes that can detect up to \( \nu \) insertions in each of the blocks \( x^1, \ldots, x^{n/\ell} \) of size \( \ell \). We say that an insertion has occurred in block \( j \), as opposed to block \( j + 1 \), if the inserted bit appears before \( x_j^\ell \) in \( y \), for all \( j \in [n/\ell - 1] \). Furthermore, unlike the case of deletions, some insertion combinations cannot be distinguished by any code that detects insertions. This situation arises in particular cases where different insertion combinations generate the same string at the block boundaries. For instance, consider the following two insertion combinations for a given \( j \in [n/\ell - 2] \).

In the first one, \( x_j^\ell \) is inserted at position \( \ell \) in \( x^j \), \( x_j^{\ell+1} \) is inserted at position \( \ell \) in \( x_{\ell-j}^{\delta+1} \), and no bits are inserted in the other blocks. In the second one, \( x_j^\ell \) is inserted at position 1 in \( x_j^{\delta+1} \), \( x_j^{\ell+1} \) is inserted at position 1 in \( x_{\ell-j}^{\delta+1} \), and no bits are inserted in the other blocks. For both combinations, we obtain

\[
y = (\cdots, x_j^\ell, \cdots, x_j^\ell, x_j^{\ell+1}, \cdots, x_{\ell-j}^\ell, x_{\ell-j}^{\ell+1}, \cdots).
\]
Therefore, in such particular cases, no code can detect whether the first insertion actually occurred in block \( j \) or block \( j + 1 \). To this end, we adopt the following decoding convention. Consider an example where a string 100 is affected by 2 insertions resulting in 101100. Notice that there are multiple insertion combinations that could have generated 101100 from 100. For instance, the bits 10 could have been inserted at the beginning (i.e., 101100), or 01 could have been inserted in the second position (i.e., 101100), etc. For such cases, our decoding convention is to assume that the actual insertion combination is the one that occurs in the leftmost position in the string. In the previous example, we assume that 10 was inserted at the beginning. If we apply this convention to the case discussed in (8), then the decoder would declare that one insertion occurred in each of \( x^j \) and \( x^{j+1} \), and no insertions occurred in other blocks.

**B. One Insertion**

Theorem 4 shows that the code \( I_1(\ell, n) \) (defined in Construction 2) detects up to 1 insertion in each block, with redundancy \( 2(n/\ell - 1) \).

**Construction 2** (Code detecting up to 1 insertion). For \( \ell, n \in \mathbb{Z}^+ \), with \( 2 < \ell \leq n/2 \), we define

\[
B_1^0(\ell) \triangleq \{ x \in F_2^n \mid x_1 = 0 \}, \quad B_1^1(\ell) \triangleq \{ x \in F_2^n \mid x_\ell = 1 \}.
\]

The code \( I_1(\ell, n) \) is defined as the set

\[
\left\{ (x^1, \ldots, x^{n/\ell}) \right\} \left\{ \begin{array}{l}
  x^1 \in B_1^1(\ell), \\
  x^j \in B_1^1(\ell) \cap B_1^0(\ell), \forall j \in [2, \frac{n}{\ell} - 1], \\
  x^{n/\ell} \in B_0^0(\ell).
\end{array} \right\}
\]

**Theorem 4.** For \( \ell, n \in \mathbb{Z}^+ \), with \( 2 < \ell \leq n/2 \), consider a codeword \( x = (x^1, x^2, \ldots, x^{n/\ell}) \in I_1(\ell, n) \) that is affected by at most 1 insertion in each of its blocks \( x^1, \ldots, x^{n/\ell} \). The code \( I_1(\ell, n) \) detects up to 1 insertion per block. This code is encodable and block-by-block decodable in linear time \( O(n) \), and its redundancy is \( 2(n/\ell - 1) \).

**Proof.** The complexity and redundancy arguments are similar to the ones in the proof of Theorem 1. Next, we describe the decoding algorithm and prove its correctness. Consider a codeword \( x \in I_1(\ell, n) \) that is affected by at most 1 insertion per block, resulting in \( y \in F_2^n \). The input of the decoder is \( y \), and the output is the number of insertions in each block (either 0 or 1).

The decoding is done on a block-by-block basis. Assume that the first \( j - 1 \) blocks were decoded correctly, so the decoder knows the starting position of block \( j \) in \( y \), denoted by \( \alpha_j \). To decode block \( j \), the decoder examines bit \( y_{\alpha_j+\ell+1} \). If \( y_{\alpha_j+\ell+1} = 0 \), then the decoder declares that no insertions have occurred, and sets the starting position of block \( j+1 \) to \( \alpha_{j+1} = \alpha_j + \ell \). Else, if \( y_{\alpha_j+\ell+1} = 1 \), then the decoder declares that one insertion has occurred, and sets the starting position of block \( j+1 \) to \( \alpha_{j+1} = \alpha_j + \ell + 1 \). The decoder repeats this process for the first \( n/\ell - 1 \) blocks, and the number of insertions in the last block is deduced from \( \alpha_{n/\ell} \) and the number of bits in \( y \) that are yet to be decoded.

It follows from Construction 2, and the insertion model described in Section IV-A, that: (i) \( y_{\alpha_j+\ell+1} = 0 \) only if no bits were inserted in \( x^j \); and (ii) \( y_{\alpha_j+\ell+1} = 1 \) only if a single bit was inserted in \( x^j \) or the bit 1 was inserted at the beginning of \( x^{j+1} \). However, based on our decoding convention described previously, a single insertion is declared in block \( j \) for both cases.

**C. Two Insertions**

Interestingly, the problem becomes significantly more complex for \( \ell = 2 \). Theorem 5 shows that the code \( I_2(\ell, n) \) (defined in Construction 3) detects up to 2 insertions per block with redundancy \( 8n/\ell - 5 \).

**Construction 3** (Code detecting up to 2 insertions). For \( \ell, n \in \mathbb{Z}^+ \), with \( 8 < \ell \leq n/2 \), we define

\[
B_2^0(\ell) \triangleq \{ x \in F_2^n \mid x_{[1,5]} = (0^2, 1^3) \}, \quad B_2^1(\ell) \triangleq \{ x \in F_2^n \mid x_{[\ell-2,\ell]} = (0, 1^2) \}.
\]

The code \( I_2(\ell, n) \) is defined as the set

\[
\left\{ (x^1, \ldots, x^{n/\ell}) \right\} \left\{ \begin{array}{l}
  x^1 \in B_2^0(\ell), \\
  x^j \in B_2^1(\ell) \cap B_2^0(\ell), \forall j \in [2, \frac{n}{\ell}], \\
  x^{n/\ell} \in B_2^0(\ell).
\end{array} \right\}
\]

**Theorem 5.** For \( \ell, n \in \mathbb{Z}^+ \), with \( 8 < \ell \leq n/2 \), consider a codeword \( x = (x^1, x^2, \ldots, x^{n/\ell}) \in I_2(\ell, n) \) that is affected by at most 2 insertions in each of its blocks \( x^1, \ldots, x^{n/\ell} \). The code \( I_2(\ell, n) \) detects up to 2 insertions per block. The code is encodable and decodable in linear time \( O(n) \), and its redundancy is \( 8n/\ell - 5 \) bits.

**Decoding:** Consider a codeword \( x \in I_2(\ell, n) \) (with \( 8 < \ell \leq n/2 \)) that is affected by at most 2 insertions in each block, resulting in \( y \in F_2^n \). The input of the decoder is \( y \), and the output is \( \alpha_j \) denotes the number of insertions that have occurred in block \( j \). The decoding is done on a block-by-block basis. The blocks are decoded sequentially from left to right, with a small amount of lookahead that is at most \( \ell \) bits of the next block. The process through which the decoder determines its output \( \alpha_j \) for a block \( j \in [n/\ell - 1] \) is illustrated in Figure 1. As for the last block, the decoder determines \( \alpha_{n/\ell} \) based on the starting position of the last block \( \alpha_{n/\ell} \) and the number of bits in \( y \) that are yet to be decoded.

**Proof of Theorem 5.** The encoding complexity and redundancy arguments are similar to the ones in the proof of Theorem 1. Decoding a given block involves a single pass over \( O(\ell) \) bits with constant time operations. Therefore, the decoding complexity is \( O(n) \). Next, we prove the correctness of the decoding algorithm.

Given that at most 2 insertions occur in each block, it follows from Construction 3, and the insertion model described in Section IV-A, that:
true with \( z_j = 2 \) only if \((y_{\alpha_j+2\ell+1}, y_{\alpha_j+2\ell+2}) \neq (1, 1)\). All cases not mentioned in the discussion above correspond to instances where the decoding convention is applied.

\[
\Box
\]

V. Detecting Deletions or Insertions

In this section, we introduce a code \( C_1(\ell, n) \) that can detect up to \( \tau = 1 \) one error in each block, where the error could be either a deletion or an insertion.

A. Error Model

Consider \( x = (x_1, x_2, \ldots, x_{n/\ell}) \in \mathbb{F}_2^n \) that is affected by at most \( \tau = 1 \) error in each block, resulting in \( y \in \mathbb{F}_2^n \). For all \( j \in [n/\ell - 1] \), we say that an error has occurred in block \( j \), as opposed to block \( j + 1 \), if: (i) a bit is deleted in \( x_j \); or (ii) a bit is inserted and appears before \( x_{j+1} \). For decoding, we adopt the convention that was explained for the case of insertions in Section IV-A. Furthermore, there are two particular deletion/insertion combinations that cannot be distinguished by any code that follows Definition 2, and whose purpose is to detect a single error per block. These combinations result in a transposition error at the block boundaries, where the positions of the last bit in \( x_j \) and the first bit in \( x_{j+1} \) are swapped. In fact, a transposition error which transforms \( ab \rightarrow ba \) could be either a result of (i) deleting \( a \) from \( ab \) and then inserting \( a \) at the end; or (ii) inserting \( a \) at the beginning of \( ab \) and then deleting the \( b \) at the end. If such a transposition error occurs at the block boundaries, a decoder cannot detect whether the deletion occurred in block \( j \) and the insertion in block \( j + 1 \), or the other way around. Namely, for both combinations we obtain For both combinations, we obtain

\[
y = (\cdots, x_j^0, \cdots, x_j^{j+1}, x_j^j, \cdots, x_{j+1}^0, \cdots). \tag{9}
\]

For this reason, we adopt a decoding convention which assumes that a transposition error \( ab \rightarrow ba \) occurs by inserting \( b \) at the beginning of \( ab \) and deleting the \( b \) at the end. If we apply this convention to the case discussed in (9), then the decoder would declare that one insertion occurred in \( x_j \) and one deletion occurred in \( x_{j+1} \), i.e., assuming no errors have occurred in the other blocks, the output of the decoder based on Definition 2 would be

\[
\delta = (0, \ldots, 0, \underbrace{1}_{j}, \ldots, 0, 0, \ldots, 0),
\]

\[
\ell = (0, \ldots, 1, \underbrace{0}_{j+1}, 0, 0, \ldots, 0).
\]

B. Code Construction

Theorem 6 shows that the code \( C_1(\ell, n) \) (defined in Construction 4) detects up to 1 error in each block, with redundancy \( 6(n/\ell - 1) \).
Construction 4 (Code detecting up to 1 error). For $\ell, n \in \mathbb{Z}^+$, with $6 \leq \ell \leq n/2$, we define
\begin{align*}
G^0(\ell) &\triangleq \{ x \in \mathbb{F}_2^n \mid x_{[1,3]} = 0^4 \}, \\
G^1(\ell) &\triangleq \{ x \in \mathbb{F}_2^n \mid x_{[\ell-2,\ell]} = \{0,1^2\} \}.
\end{align*}
The code $C_1(\ell, n)$ is defined as the set
\[ \{ (x_1, \ldots, x_{n/\ell}) \mid x^1 \in G^1(\ell), x^j \in G^1(\ell) \cap G^0(\ell), \forall j \in [2, \frac{n}{\ell} - 1], x^{n/\ell} \in G^0(\ell) \}. \]

Theorem 6. For $\ell, n \in \mathbb{Z}^+$, with $6 \leq \ell \leq n/2$, consider a codeword $x = (x_1, x^2, \ldots, x^{n/\ell}) \in C_1(\ell, n)$ that is affected by at most 1 error in each of its blocks $x^1, x^2, \ldots, x^{n/\ell}$, where the error could be either a deletion or an insertion. The code $C_1(\ell, n)$ detects up to 1 error per block. The code is encodable and block-by-block decodable in linear time $O(n)$, and its redundancy is $6(n/\ell - 1)$ bits.

Decoding: Consider a codeword $x \in C_1(\ell, n)$ (with $6 \leq \ell \leq n/2$) that is affected by at most 2 insertions in each block, resulting in $y \in \mathbb{F}_2^n$. The input of the decoder is $y$, and the output is
\[ (\delta_1, \delta_2, \ldots, \delta_{n/\ell}) \times (t_1, t_2, \ldots, t_{n/\ell}) \in \mathbb{Z}_2^{n/\ell} \times \mathbb{Z}_2^{n/\ell}, \]
where $\delta_j$ and $t_j$ denote the number of deletions and insertions that have occurred in block $j$, respectively. The decoding is done on a block-by-block basis. The process through which the decoder determines its output $(\delta_j, t_j)$ for a block $j \in [n/\ell - 1]$ is illustrated in Figure 2. As for the last block, the decoder determines $(\delta_{n/\ell}, t_{n/\ell})$ based on the starting position of the last block $\alpha_{n/\ell}$ and the number of bits in $y$ that are yet to be decoded.

VI. CONCLUSION

In this paper, we studied the problem of constructing codes that detect the exact number of worst-case deletions and insertions in concatenated strings. First, we constructed codes that detect up to $\delta$ deletions in each concatenated block. We derived fundamental limits for this problem which show that our codes are optimal among all block-by-block decodable codes, and asymptotically optimal in $\delta$ among all codes that detect up to $\delta$ deletions. Then, we constructed two codes that detect up to 1 and up to 2 insertions per block. We also present a construction of a code that detects up to 1 error per block, where the error could be either a deletion or an insertion. Some of the open problems include finding code constructions and fundamental limits for detecting up to $\tau > 2$ deletions and up to $\tau > 1$ errors. An additional interesting direction for future research is to consider non-binary codes for detecting deletions and insertions.
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