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Abstract: In the present world, due to the complicated dynamic properties of neural cells, many dynamic neural networks are described by neutral functional differential equations including neutral delay differential equations. These neural networks are called neutral neural networks or neural networks of neural-type. The differential expression not only defines the derivative term of the current state but also explains the derivative term of the past state. In this paper, global asymptotic stability of a neutral-type neural networks, with time-varying delays, are presented and analyzed. The neural network is made up of parts that include: linear, non-linear, non-linear delayed, time delays in time derivative states, as well as a part of activation function with the derivative. Different from prior references, as part of the considered networks, the last part involves an activation function with the derivative rather than multiple delays; that is a new class of neutral neural networks. This paper assumes that the activation functions satisfy the Lipschitz conditions so that the considered system has a unique equilibrium point. By constructing a Lyapunov-Krasovskii-type function and by using a linear matrix inequality analysis technique, a sufficient condition for global asymptotic stability of this neural network has been obtained. Finally, we present a numerical example to show the effectiveness and applicability of the proposed approach.
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1. Introduction

Since Hopfield proposed a neural network model which was named after him in 1984, the Hopfield neural network has been applied to various fields, such as combinatorial optimization [1–4], image processing [5, 6], pattern recognition [7], signal processing [8], and communication [9]. As for one of the recurrent neural networks, the Hopfield neural network has been continuously investigated in the past decades [10-14]. In fact, due to the finite speeds of the switching and transmission of signals in a network, time delays exist in a working network and thus should be incorporated into the model equation of the network. Neural networks in the presence of time delays have received a great deal of attention in recent literature [15-22].

Due to the complexity of nerve cells in the real world, people have found that many existing neural network models cannot easily or accurately describe the characteristics of the neural response process. So, the different information of the past states should be incorporated to describe such a complex neural reactive dynamic system. Since a time derivative of the state is a function of time, delay parameters need to be introduced into the time derivatives of states of the system. The neural network model containing time delays in the time derivatives of states is called a delayed neutral-type neural network. Neutral-type neural networks are a special type of time-delayed neural networks, in which the information relating to derivatives of the past states is introduced to describe the system dynamics [23-27]. Further neural networks and applications can be referred to other studies [28-30]. Neutral-type neural networks are usually described by the following ordinary differential equations:
\[
\dot{x}(t) = -Cx(t) + Af(x(t)) + Bf(x(t - \tau(t))) + E\dot{x}(t - \tau(t)) + u
\]  

(1)

In 2008, C. Bai investigated system (1) and has given sufficient conditions ensuring the existence and global exponential stability of the continuously differentiable, almost periodic, solution by using a fixed point theorem and differential inequality technique [25]. In 2012, Orman has obtained sufficient conditions for the existence, uniqueness and global asymptotic stability of the equilibrium point for the class of neutral-type systems (1) [26]. In 2013, S. Lakshmanan et al. have studied the following neutral delay Hopfield neural network model:

\[
\begin{aligned}
\dot{y}(t) &= -Ay(t) + Bg(y(t)) + Cg(y(t - \tau(t))) \\
&\quad + D\int_{t-\tau}^{t} g(y(s))ds + E\dot{y}(t - d(t)) + I
\end{aligned}
\]  

(2)

S. Lakshmanan and his group developed several LMI-based criteria to guarantee the asymptotic stability of neural networks. They considered the delay partitioning on both discrete and distributed delays and triple integral term for the neutral delay for the development of the derived results, and by employing a new type of Lyapunov–Krasovskii functionals, new delay-dependent stability criteria were derived [27].

Motivated by the idea and work of S. Lakshmanen et al., in this paper, the following neutral delay neural network model will be studied:

\[
\begin{aligned}
\dot{y}(t) &= A_1y(t) + A_2g(y(t)) + A_3g(y(t - \tau_1(t))) \\
&\quad + A_4\dot{y}(t - \tau_2(t)) + A_5\dot{g}(y(t)) + I
\end{aligned}
\]  

(3)

where \(y(t) = (y_1(t), y_2(t), \ldots, y_n(t))^T\) denotes the state variable, and \(g(y(t)) = (g_1(y_1(t)), g_2(y_2(t)), \ldots, g_n(y_n(t)))^T\) denotes the activation function. \(A_1 = \text{diag}\{a_1, a_2, \ldots, a_n\}, A_2 = (b_{ij})_{n \times n}, A_3 = (c_{ij})_{n \times n}, A_4 = (d_{ij})_{n \times n}, A_5 = (e_{ij})_{n \times n}\) and the constants \(a_{ij}, b_{ij}, c_{ij}, d_{ij}, e_{ij}\) denote, respectively, the connection weights of the \(i\)th neuron on the \(j\)th neuron. If the output of the \(j\)th neuron activates the \(i\)th neuron (or inhibits it), then \(b_{ij} > 0\) (or \(b_{ij} < 0\)), \(c_{ij}, d_{ij}, e_{ij}\) are similar. \(\tau_1(t)\) and \(\tau_2(t)\) denote the transmission delays of corresponding terms, and satisfies \(0 \leq \tau_1(t) \leq \bar{\tau}_1 < \infty, \quad 0 \leq \tau_2(t) \leq \bar{\tau}_2 < 1\), where \(\dot{\tau}_1(t)\) is the first derivative of \(\tau_1(t)\), and \(\dot{\tau}_2(t)\) are positive constants \((i = 1, 2)\). \(I = (I_1, I_2, \ldots, I_n)^T\), in which \(I_i\) is the external bias on the \(i\)th neuron.

Let the activation functions \(g_i(\cdot)\) satisfy the following conditions:

(H) The activation function is bounded and satisfies, \(g_i(x_i) \leq M_i, i = 1, 2, \ldots, n\), \(0 \leq g_i(z_1) - g_i(z_2) \leq L_i, \forall z_1, z_2 \in \mathbb{R}\), and \(z_1 \neq z_2\), where \(M_i\) and \(L_i\) are positive constants.

Because the activation functions satisfies (H), by using the Brouwer fixed-point theorem, it would be inferred that the neural network model (3) has an unique equilibrium point \(y^*\) for each \(i\); it is similar to the proof provided by the literature [25].

The equilibrium point \(y^*\) in (3) is shifted to the origin by letting \(x(t) = y(t) - y^*\), and then the system (3) can be transformed into the following form

\[
\begin{aligned}
\dot{x}(t) &= A_1x(t) + A_2f(x(t)) + A_3f(x(t - \tau_1(t))) \\
&\quad + A_4\dot{x}(t - \tau_2(t)) + A_5f(x(t))
\end{aligned}
\]  

(4)

where \(x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T\) is the state vector of the transformed system, and \(f(x(t)) = f(x(t) + y^*) - f(y^*)\), obviously, \(f(0) = 0\).

From the assumption (H), the transformed neuron activation function satisfies \(f_j(y_i) \leq M_i, i = 1, 2, \ldots, n\), \(0 \leq f_j(z_1) - f_j(z_2) \leq L_i, \forall z_1, z_2 \in \mathbb{R}\), and \(z_1 \neq z_2\), where \(M_i\) and \(L_i\) are positive constants.

2. Main Results

In this section, the sufficient conditions for global asymptotic stability of system (4) would be established. Throughout this paper, the following notations will be made use of:

i. \(\eta_1 = x(t), \quad \eta_2 = f(x(t)), \quad \eta_3 = f(x(t - \tau_1(t))), \quad \eta_4 = \dot{x}(t - \tau_2(t)), \quad \eta_5 = \dot{f}(x(t))\); 
ii. \(L_M = \max\{L_1, L_2, \ldots, L_n\}\), \(a_M = \max\{a_1, a_2, \ldots, a_n\}, \quad \lambda = \frac{a_M}{L_M}\); 
iii. The superscript \(T\) denotes the transpose of the matrix and the notation \(X \geq Y\) (respectively, \(X > Y\)), where \(X\) and \(Y\) are symmetric matrices, means that \(X - Y\) is positive semi-definite (respectively, positive definite). \(\bar{\lambda}_m(P)\) and \(\lambda_m(P)\) denote the minimum eigenvalue of \(P\) and the maximum eigenvalue of \(P\), respectively. \(\text{Diag}\{\cdots\}\) denotes the block diagonal matrix. \(I\) denotes identity matrix.

By using notations (I), system (4) can be rewritten as:

\[
\begin{aligned}
\dot{x}(t) &= A_1\eta_1 + A_2\eta_2 + A_3\eta_3 + A_4\eta_4 + A_5\eta_5
\end{aligned}
\]  

(5)

Next, a theorem, which provides sufficient conditions for global asymptotic stability of the system (4), will be established.

Theorem 1 The zero solution of system (4) is globally asymptotically stable if there exist symmetric positive definite matrices \(P, Q\), such that
\[
\begin{align*}
\Omega &= \left\{ 2A_t + \Sigma_{11} + A_x + \Sigma_{12} + A_j + \Sigma_{13} \right\} \\
&\left\{ (2A_t + \Sigma_{12}) + 2A_t + P + \Sigma_{22} + A_j + \Sigma_{23} \right\} \\
&\left\{ 2A_t + \Sigma_{13} + A_j + \Sigma_{24} \right\} \\
&\left\{ A_j + \Sigma_{14} + A_t + \Sigma_{15} + A_t + \Sigma_{25} + A_j + \Sigma_{26} \right\}
\end{align*}
\]

where \( \Sigma_{ij} = A_i^T A_j \), \( i, j = 1, 2, 3, 4, 5 \).

**Proof.** Define the following Lyapunov-Krasovskii functional for system (4),

\[
V(x(t)) = x^T(t)x(t) + 2 \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \left( f_i(s) + \dot{f}_i(s) \right) ds
\]

\[
+ \int_{t_{i-1}}^{t_i} f_i^T(t+s)P f_i(x(t+s)) ds
\]

\[
+ \int_{t_{i-1}}^{t_i} \dot{x}^T(t+s)Q \dot{x}(t+s) ds
\]

By using assumption (H), we derived

\[
0 \leq f_i(x_i(t)) \leq L_i \leq L_M, \quad (6)
\]

\[
0 \leq \dot{f}_i(s) \leq L_i \leq L_M, \quad \left| f_i(x_i(t)) \right| \leq L_i \mid x_i(t) \right|, \quad \left| \dot{f}_i(x_i(t)) \right| \leq L_i \mid x_i(t) \right|
\]

From (6), it is easy to understand that the signs of \( f_i(x_i(t)) \) and \( x_i(t) \) are the same (both positive, or both negative) if \( f_i(x_i(t)) \neq 0 \), therefore

\[
0 \leq f_i(x_i(t)) f_i(x_i(t)) \leq L_i x_i(t) f_i(x_i(t)) \leq L_M x_i(t) f_i(x_i(t))
\]

\[
f_i(x_i(t)) x_i(t) \geq \frac{1}{L_m} f_i(x_i(t)) f_i(x_i(t)),
\]

according to \( a_i < 0, a_M = \max\{a_1, a_2, \ldots, a_n\} \), and \( \hat{\lambda} = \frac{a_M}{L_M} \), the following is true

\[
f_i(x_i(t)) a_i x_i(t) \leq \frac{1}{L_M} f_i(x_i(t)) a_i f_i(x_i(t))
\]

\[
f(x(t)) A_i x(t) = \sum_{i=1}^{n} f_i(x_i(t)) a_i x_i(t)
\]

\[
\leq \frac{1}{L_M} \sum_{i=1}^{n} f_i(x_i(t)) a_i f_i(x_i(t))
\]

\[
\leq a_M \hat{\lambda} f^T(x(t)) f(x(t))
\]

that is

\[
f(x(t)) A_i x(t) \leq \hat{\lambda} f^T(x(t)) f(x(t)) \quad (7)
\]

By using the notations in (1), (7) can be rewritten as

\[
\eta_2 A_i \eta_1 \leq \hat{\lambda} \eta_1^T \eta_2
\]

By calculating the derivative of \( V(x(t)) \) along the trajectories of system (4), then

\[
\frac{dV(x(t))}{dt} = 2 \dot{x}^T(t) \dot{x}(t) + 2 f^T(x(t)) \dot{x}(t)
\]

\[
+ 2 \dot{f}^T(x(t)) \dot{x}(t) + f^T(x(t)) P f(x(t))
\]

\[
+ f^T(t) Q \dot{x}(t) - (1 - \tau_1) f^T(t-t_1(t))(P f(x(t-t_1(t)) + (A_i \eta_1 + A_2 \eta_2 + A_j \eta_3 + A_4 \eta_4 + A_5 \eta_5)
\]

\[
+ \eta_2^T P \eta_2 - (1 - \tau_2) \eta_1^T \eta_3 Q \eta_4
\]

\[
(A_i \eta_1 + A_2 \eta_2 + A_j \eta_3 + A_4 \eta_4 + A_5 \eta_5)
\]

\[
+ \eta_2^T P \eta_2 - (1 - \tau_2) \eta_1^T \eta_3 Q \eta_4
\]

\[
= 2 \eta_i^T A_i \eta_1 + 2 \eta_j^T A_j \eta_3 + 2 \eta_4^T A_4 \eta_4 + 2 \eta_5^T A_5 \eta_5
\]

\[
\leq 2 \eta_i^T A_i \eta_1 + 2 \eta_4^T A_4 \eta_4 + 2 \eta_5^T A_5 \eta_5
\]

\[
\leq 2 \eta_i^T A_i \eta_1 + 2 \eta_4^T A_4 \eta_4 + 2 \eta_5^T A_5 \eta_5
\]
\[ +2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i \]

\[ +2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i \]

\[ +\eta^T_i P \eta_i - (1 - \tau_i(t))\eta^T_i P \eta_i \]

\[ +\{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\}^T Q \]

\[ \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} - (1 - \tau_i(t))\eta^T_i Q \eta_i \]

\[ +2\lambda \eta^T_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i \]

\[ +\eta^T_i P \eta_i - (1 - \tau_i(t))\eta^T_i P \eta_i + \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ +A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\}^T Q \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ - (1 - \tau_i(t))\eta^T_i Q \eta_i \]

\[ = (2\eta^T_i A_i \eta_i + (\eta^T_i A_i \eta_i + \eta^T_i A_i \eta_i)) + (\eta^T_i A_i \eta_i + \eta^T_i A_i \eta_i) + \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ +2\lambda \eta^T_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i \]

\[ +\eta^T_i P \eta_i - (1 - \tau_i(t))\eta^T_i P \eta_i + \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ +A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\}^T Q \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ - (1 - \tau_i(t))\eta^T_i Q \eta_i \]

\[ = \eta^T_i (A_i + A_i Q A_j) \eta_i + \{A_i + A_i Q A_j\} + \eta^T_i (A_i + A_i Q A_j) \eta_i + \eta^T_i (A_i + A_i Q A_j) \eta_i \]

\[ +2\lambda \eta^T_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i + 2\eta^T_i A_i \eta_i \]

\[ +\eta^T_i P \eta_i - (1 - \tau_i(t))\eta^T_i P \eta_i + \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ +A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\}^T Q \{A_i \eta_i + A_i \eta_i + A_i \eta_i + A_i \eta_i\} \]

\[ - (1 - \tau_i(t))\eta^T_i Q \eta_i \]

\[ \Omega = \begin{bmatrix} 2A_i + \xi_{11} & A_2 + \xi_{12} & A_3 + \xi_{13} \\ A_2^T + \xi_{22} & 2\lambda \eta + 2A_2 + P + \xi_{22} & A_3 + \xi_{23} \\ A_3^T + \xi_{33} & \xi_{23} + \xi_{33} & (1 - \tau_i(t))P + \xi_{33} \end{bmatrix} \]

\[ \begin{bmatrix} A_4 + \xi_{44} \\ A_4 + \xi_{44} \\ A_4 + \xi_{44} \end{bmatrix} \]

\[ \begin{bmatrix} A_4 + \xi_{44} \\ A_4 + \xi_{44} \\ A_4 + \xi_{44} \end{bmatrix} \]

\[ \biggl( \begin{bmatrix} 1 - e^{-x} \\ 1 + e^{-x} \end{bmatrix} \biggr) \]

\[ A_4 = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}, A_5 = \begin{bmatrix} -1 & 0.15 \\ 0.15 & -1.7 \end{bmatrix} \]

\[ A_4 = \begin{bmatrix} 4 & 0 \\ 0 & 0.34 \end{bmatrix} \]

\[ A_4 = \begin{bmatrix} 0.1 & 0 \\ 0 & 1.1 \end{bmatrix}, A_5 = \begin{bmatrix} 4 & 0 \\ 0 & 0.34 \end{bmatrix} \]

where

\[ \| Q \|_f < \lambda \]

According to the known conditions, \( \Omega \) is negative definite, so \( \dot{V}(x(t)) \) is negative definite, thus system (4) is globally asymptotically stable. This completes the proof.

3. A numerical Example

In this section, an example to test the validity of results would be presented. Consider the following model with two neurons:

\[ \begin{align*}
\dot{x}_1(t) &= A_1 x_1(t) + A_2 f(x_1(t)) + A_3 \left( f'(x_1(t)) \right) \\
\dot{x}_2(t) &= A_4 x_2(t) + A_5 f(x_2(t)) + A_6 \left( f'(x_2(t)) \right)
\end{align*} \]
Obviously, the functions \( f(x(t)) \) satisfies condition (H), and
\[
L_M=0.5, \quad a_M=-1, \quad \lambda = \frac{d_M}{L_M} = -2, \quad \tau_1^* = 0.05, \quad \tau_2^* = 0.03. \quad \text{Let}
\]
\[
P = \begin{bmatrix} 0.5 & 0 \\ 0 & 5 \end{bmatrix}, \quad Q = \begin{bmatrix} 1.1 & 0 \\ 0 & 1.2 \end{bmatrix}
\]

The matrix \( \Omega \) is negative definite. According to the result of Theorem 1, system (8) is globally asymptotically stable at its equilibrium point.

4. Conclusion

This paper investigated the problem of global asymptotic stability of delayed neutral neural networks. These neutral delayed neural networks are formulated by neutral delay differential equations. They not only include the derivative term of the current state but also the derivative term of the past state.

A new Lyapunov-Krasovskii-type technique is employed to develop sufficient conditions of global asymptotic stability of the neural networks. All these stability criteria are expressed in the form of linear matrix inequalities, which are solvable by the use of the Matlab software.

Finally, a numerical example is presented to illustrate the effectiveness and usefulness of the obtained results. Our results are suited to investigate the neural networks containing activation functions with both the state derivatives and multiple delays.
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