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Abstract—Approximate message passing (AMP) is an effective iterative sparse recovery algorithm for linear system models. Its performance is characterized by the state evolution (SE) which is a simple scalar recursion. However, depending on a measurement matrix ensemble, AMP may face a convergence problem. To avoid this problem, orthogonal AMP (OAMP), which uses de-correlation linear estimation and divergence-free non-linear estimation, was proposed by Ma and Ping. They also provide the SE analysis for OAMP. In their SE analysis, the following two assumptions were made: (i) The estimated vector of the de-correlation linear estimator consists of i.i.d. zero-mean Gaussian entries independent of the vector to be estimated and (ii) the estimated vector of the divergence-free non-linear estimator consists of i.i.d. entries independent of the measurement matrix and the noise vector. In this paper, we derive a simple scalar recursion to characterize iterative sparse recovery algorithms with divergence-free estimators without such assumptions of independence of messages by using the generating functional analysis (GFA), which allows us to study the dynamics by an exact way in the large system limit.

I. INTRODUCTION

We consider a sparse signal recovery problem that a vector $x \in \mathbb{R}^N$ is estimated from a measurement vector $y \in \mathbb{R}^M (M < N)$:

$$y = Ax_0 + \omega,$$

where $A \in \mathbb{R}^{M \times N}$ denotes a measurement matrix and $\omega \in \mathbb{R}^M$ denotes a noise vector $\omega \sim \mathcal{N}(0, \sigma^2 I)$. The ratio $\delta = M/N$ is called the compression rate. When $\delta < 1$, the system of equations undetermined. We assume the following to simplify the problem. Each entry of the original vector to be estimated $x_0 = (x_{0,n}) \in \mathbb{R}^N$, is an i.i.d. random variable which obeys the distribution $p_{X_0}$, e.g., the Bernoulli-Gaussian distribution $p_{X_0}(x_0) = (1 - \epsilon)\delta(x_0) + \epsilon/(2\pi)^{1/2}\exp(-x_0^2/2)$, where $\delta(x)$ denotes Dirac’s delta function. The ratio between the number of non-zero entries and the dimension of the original vector is called the signal density.

Approximate message passing (AMP) is an effective iterative sparse recovery algorithm for linear system models [7]. Its performance is characterized by the state evolution (SE) which is a simple scalar recursion [7]. However, it is known that AMP may face a convergence problem, depending on a measurement matrix ensemble [8]. To avoid this problem and to improve performance, orthogonal AMP (OAMP), which uses de-correlation linear estimation and divergence-free non-linear estimation, was proposed by Ma and Ping [13]. They also provide the SE analysis for OAMP [13] under the following two assumptions: (i) The estimated vector of the de-correlation linear estimator consists of i.i.d. zero-mean Gaussian entries independent of the vector to be estimated and (ii) the estimated vector of the divergence-free non-linear estimator consists of i.i.d. entries independent of the measurement matrix and the noise vector. Bayati and Montanari have provided the rigorous foundation to SE for AMP [14]. On the other hand, SE for OAMP still needs theoretical justification.

In [15], we have shown the iterative shrinkage-thresholding algorithm (IST) [7], [16], which cannot cancel the correlation between the present messages and their past values by applying the generating functional analysis (GFA) [17], [18], [19], [20], [21] that can treat complex correlation. In GFA, we assume that the generating functional is concentrated around its average over the randomness in the large system limit, and we use the saddle-point methods to calculate the generating functional asymptotically.

In this paper, we derive a simple scalar recursion to characterize iterative sparse recovery algorithms with divergence-free estimators without previous assumptions of independence of messages by using GFA. Although the advantage of OAMP is to be able to treat general unitarily-invariant matrices and various linear estimators, we here restricted ourselves to i.i.d. Gaussian matrices as measurement matrices and the matched filter as a linear estimator for simplicity of the analysis.

This paper is organized as follows. The next section introduces notations and algorithms. Section III explains the analysis. Section IV is for discussion. The final section is devoted to a summary.

II. PRELIMINARIES

Boldface lowercase letters and boldface uppercase letters denote vectors and matrices, respectively. We use the following notations: $0$ for a vector and a matrix with all-zero entries, $I$ for the identity matrix, $A^\top$ for the transpose of $A$, $\mathbb{E}_X$ for the expectation operation over a random variable $X$, and
$N(\mu, \Sigma)$ for the Gaussian distribution with mean vector $\mu$ and covariance matrix $\Sigma$.

A. De-Correlated and Divergence-Free Properties

These concepts are introduced by Ma and Ping [13].

**Definition 1 (De-Correlated Property (Definition 1, [13])):** For a given matrix $A$, if $\text{tr}(1 - WA) = 0$ holds, we say the matrix $W$ is **de-correlated**.

When $A$ is a matrix whose entries are i.i.d. Gaussian with mean zero and variance $1/M$, $A^\top$ is a de-correlated against $A$.

**Definition 2 (Divergence-Free Property (Definition 2, [13])):** For any $\tau \geq 0$ and any distribution $p_{x_0}$, if

$$E_{x_0, z}[\eta'((x_0 + \tau z)] = 0.$$  \hspace{1cm} (2)

holds, we say the function $\eta : \mathbb{R} \rightarrow \mathbb{R}$ is divergence-free, where $x_0$ denotes a random variables $x_0 \sim p_{x_0}$ and $z \sim N(0, 1)$ is a standard Gaussian random variable that is independent of $x_0$. Here, $\eta'$ denotes a derivative of $\eta$. □

B. AMP

Donoho et al. have proposed the following iterative algorithm achieving the performance of LP-based reconstruction.

**Definition 3:** Starting from an initial guess $x^{(0)} = 0$ and $z^{(0)} = y$, approximate message passing (AMP) iteratively proceeds by

$$x^{(t+1)} = \eta_t(A^\top z^{(t)} + x^{(t)}),$$

$$z^{(t)} = y - Ax^{(t)} + \frac{1}{\delta} z^{(t-1)}(\eta'_{t-1}(A^\top z^{(t-1)} + x^{(t-1)})).$$  \hspace{1cm} (4)

Here, $\{\eta_t\}$ is an appropriate sequence of threshold functions (applied componentwise for a vector), $x^{(t)} \in \mathbb{R}^N$ is the current estimate of the original vector $x_0$, $A^\top$ denotes the transpose of $A$ and $\eta_t(u) = \partial \eta_t(u)/\partial u$. For a vector $v = (v_1, \ldots, v_N)$, $\langle v \rangle := N^{-1} \sum_{n=1}^N v_n$. □

While the property of AMP is investigated theoretically and thoroughly [7], [13].

C. Orthogonal AMP

Ma and Ping have proposed OAMP as follows.

**Definition 4:** Starting from an initial guess $x^{(0)} = 0$, orthogonal approximate message passing (OAMP) iteratively proceeds by

$$x^{(t+1)} = \eta_t(W^{(t)} z^{(t)} + x^{(t)}),$$

$$z^{(t)} = y - Ax^{(t)}$$  \hspace{1cm} (6)

where $W^{(t)}$ is a de-correlated matrix and $\eta_t$ is a divergence-free function for any $t$. □

In OAMP, the Onsager term, which is the third term in right hand side of (4), vanishes. OAMP can treat general unitarily-invariant matrices $A$ and various linear estimators $W^{(t)}$.

III. Analysis

We here restricted ourselves to i.i.d. Gaussian matrices as measurement matrices $A$ and the matched filter as a linear estimator, $i.e.,$ $W^{(t)} = A^\top$ for all $t$, for simplicity of the analysis. Each entry of the compression matrix $A = (a_{mn}) \in \mathbb{R}^{M \times N}$ is an i.i.d. Gaussian random variable of mean zero and variance $M^{-1}$, i.e., $a_{mn} \sim N(0, M^{-1})$. We use GFA to derive a simple scalar recursion to characterize iterative sparse recovery algorithms with divergence-free estimators. So, we first introduce GFA and then start derivation.

A. Generating Functional Analysis

We analyze the dynamics in the large system limit where $N, M \rightarrow \infty$, while the compression rate $\delta = M/N$ is kept finite. The dynamics described by (5) and (6) is a simple Markov chain, so the path probability $p[x^{(0)}, \ldots, x^{(t)}]$, which is referred to as *path probability*, are given by products of the individual transition probabilities of the chain:

$$p[x^{(0)}, \ldots, x^{(t)}] = \delta[x^{(0)}] \prod_{s=0}^{t-1} \delta[x^{(s+1)}] - \eta_t(A^\top (y - Ax^{(t)}) + x^{(t)} + \theta^{(t)}).$$  \hspace{1cm} (7)

Here, $\theta^{(t)}$ is an external message which is introduced to evaluate the response function and these parameters $\{\theta^{0}, \ldots, \theta^{t}\}$ are set to be zero in the end of analysis. The initial state probability becomes $p[x^{(0)}] = \prod_{n=1}^N \delta[x^{(0)}]$. Therefore, we can calculate an expectation with respect to an arbitrary function $G = G(x^{(0)}, \ldots, x^{(t)})$ of tentative decisions as $E_{x^{(t)}}(G) = \int_{\mathbb{R}^{(t+1)N}} \prod_{s=0}^t dx^{(s)} p[x^{(0)}, \ldots, x^{(t)}] G$, where $x$ denotes a set $\{x^{(0)}, \ldots, x^{(t)}\}$. We define the following functional that is called the *generating functional* to analyze the dynamics of the system.

**Definition 5:** The generating functional $Z[\psi]$ is defined by

$$Z[\psi] \triangleq \mathbb{E}_x \left( \exp \left[ -\sum_{s=0}^t x^{(s)} \cdot \psi^{(s)} \right] \right),$$  \hspace{1cm} (8)

where $\varphi^{(s)} = (\psi^{(s)}, \ldots, \psi^{(s)})^\top$. □

In familiar way [17], [18], [21], one can obtain all averages of interest by differentiation, e.g.,

$$i \lim_{\psi \rightarrow 0} \frac{\partial Z[\psi]}{\partial \psi^{(s)}} = \mathbb{E}_x(x^{(s)}) \hspace{1cm} (9)$$

$$i \lim_{\psi \rightarrow 0} \frac{\partial Z[\psi]}{\partial \psi^{(s)}(n)} = \mathbb{E}_x(x^{(s)}(n)) \hspace{1cm} (10)$$

$$i \lim_{\psi \rightarrow 0} \frac{\partial Z[\psi]}{\partial \psi^{(s)}(n) \partial \psi^{(s)}(n')} = \mathbb{E}_x(x^{(s)}(n) x^{(s)}(n')) \hspace{1cm} (11)$$

from $Z[\psi]$. We assume that the generating functional is concentrated to its average over the random variables $\{A, x_0, \omega\}$ in the large system limit, namely the typical behavior of the system depends only on the statistical properties of the random variables. We therefore evaluate the averaged generating functional $\bar{Z}[\psi] = \mathbb{E}_{x,A,x_0,\omega} \left( \exp[ -i \sum_{s=0}^t x^{(s)} \cdot \psi^{(s)}] \right)$, where
\( \cdots \) denotes an expectation over \( \{A, x_0, \omega\} \). Evaluating the averaged generating functional, one can obtain important parameters that describe the algorithm performance. Namely, we can evaluate the overlap, which is also called the direction cosine, between the original vector \( x_0 \) and the current estimate \( \hat{x}(t) \) and the second moment of the current estimate. Since \( ||x_0 - \hat{x}(t)||_2^2 = ||x_0||_2^2 - 2 \hat{x}(t) \cdot x_0 + ||\hat{x}(t)||_2^2 \), we can evaluate MSE from the overlap and the second moment. Here, \( \hat{x}(t) \cdot x_0 \) denotes the inner product between \( \hat{x}(t) \) and \( x_0 \).

**B. Outline of the Analysis**

We apply GFA to the algorithm written by (5) and (6). One can obtain the following result.

**Lemma 1:** For IST with an arbitrary sequence of threshold functions \( \{\eta_t\}_{t=0}^T \), MSE per component \( \sigma^2 \) of the current estimate \( \hat{x}(t) \) can be assessed as

\[
\sigma^2 = N^{-1} E_x, A, x_0, \omega (||x_0 - \hat{x}(t)||_2^2) = E_x (x_0)^2 - 2m(t) + C(t, t)
\]

in the large system limit, i.e., \( N \to \infty \), where the parameters are given as follows.

\[
m(s) = E_{x_0} x(s), \quad C(s, s') = E_{x_0} x(s) x(s'), \quad G(s, s') = \theta(x(s)) \Gamma(s > s'),
\]

where \( I(P) \) denotes an indicator function which takes 1 if the proposition \( P \) is true, 0 otherwise. Here, the average over the effective path measure \( \langle \cdots \rangle \) is given by

\[
\langle g(x, v) \rangle := E_{x_0} \left( \int_{\mathbb{R}} Dv \int_{\mathbb{R}^{s+1}} \left( \prod_{s=0}^{t-1} dx(s) \right) g(x, v) \delta[x(0)] \right. \\
\left. \times \prod_{s=0}^{t-1} \delta[x(s+1) - \eta(x_0 \hat{k}(s) + v(s) + (\Gamma x)(s) + \theta(s))] \right)
\]

where

\[
Dv = \left[ 2\pi R \right]^{-1/2} dv \exp[-\frac{1}{2} v \cdot R^{-1} v],
\]

\[
R = (1 + \delta^{-1} G^{-1})^{-1} D(1 + \delta^{-1} G)^{-1},
\]

\[
\Gamma = (1 + \delta^{-1} G^{-1})^{-1} \delta^{-1} G,
\]

\[
\hat{k}(s) = |\mathbf{A}|[s],
\]

Each entries of \( D \) and \( \mathbf{A} \) are

\[
D(s, s') = \sigma^2_0 + \delta - (E_{x_0} [x(0)]^2) - m(s) - m(s') + C(s, s'),
\]

\[
\mathbf{A}[s'] = \delta_{s, s'} + (1 - \delta_{s, s'}) (s', s) + \delta^{-1} G(s', s'),
\]

respectively. The terms \( (R^{-1} v)(s) \) and \( (\Gamma \sigma)(s) \) denote the \( s \)th entry of the vector \( R^{-1} v \) and \( \Gamma \sigma \), respectively. We put \( \theta(0) = \cdots = \theta(t) = 0 \).

Brief outline of derivation is given in Appendix A, which is almost same to the analysis of [15].

In GFA, we extract a one-dimensional iterative process which is statistically equivalent to the original \( N \)-dimensional iterative process. The effective path measure \( \{\cdots\} \) is an expectation operator with respect to such a one-dimensional process. Lemma 1 entirely describe the dynamics of the system. The term \( (\Gamma \sigma)(s) \) in (10) corresponds to the Onsager term.

We next derive the following Lemma.

**Lemma 2:** For any \( t \geq 0 \), \( G = 0 \) holds, if \( \eta_0, \cdots, \eta_t \) are divergence-free.

To show this lemma, we use the inductive method.

(i) The case of \( t = 0 \). Since this is an initial step, the Onsager term does not exist. We have \( G(0, 0) = 0 \) in this case. The response function matrix becomes \( G = 0 \in \mathbb{R}^{1 \times 1} \) (scalar). We then have \( \Gamma = 0 \in \mathbb{R}^{1 \times 1} \) (scalar). We also have \( \mathbf{A}[0] = 1 \in \mathbb{R}^{1 \times 1} \) (scalar), \( \hat{k}(0) = \text{det} \mathbf{A}[0] = 1 \), and \( R \in \mathbb{R}^{1 \times 1} \) (scalar) as Lemma 1.

(ii) The case of \( t = 1 \). The response function \( G^{(1,0)} \) is given as

\[
G^{(1,0)} = \frac{\partial E_{x_0} [x(1)]}{\partial \theta(0)} \Big|_{\theta = 0} = \sum_{i = 0}^{t-1} E_{x_0} \left( \int_{\mathbb{R}} Dv \int_{\mathbb{R}^{t+1}} \prod_{s=0}^{t-1} dx(s) \delta[x(0)] \right.
\]

\[
	imes \delta[x(s+1) - \eta(x_0 \hat{k}(s) + v(s) + (\Gamma x)(s) + \theta(s))] \left|_{\theta = 0} = \frac{E_{x_0} [\eta(x_0 + \sqrt{R(0, 0)} z)]}{\sqrt{2\pi R(0, 0)}} \right]
\]

where \( z \sim N(0, 1) \) is independent of \( x_0 \sim p_{x_0}(x_0) \). Note that we use the divergence-free property in the last equality. Since \( I(1) = I(0 \geq 1) = 0 \), we immediately have \( G^{(1,1)} = G^{(0,1)} = 0 \). We then have \( \Gamma = 0 \in \mathbb{R}^{2 \times 2} \). We also have \( \Gamma = (1 + \frac{1}{2} G)^{-1} \delta G = 0 \in \mathbb{R}^{2 \times 2} \) and

\[
\mathbf{A}[1] = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

We therefore obtain \( \hat{k}(1) = \text{det} \mathbf{A}[1] = 1 \).

(iii) The case of \( t = 2 \). The expectation value of \( x(2) \) is given as

\[
E_{x_0} [x(2)] = E_{x_0} \left( \int_{\mathbb{R}^{t+1}} Dv \int_{\mathbb{R}^{t+1}} dx(0) dx(1) dx(2) \delta[x(0)] \right.
\]

\[
\times \delta[x(1) - \eta(x_0 \hat{k}(1) + v(0) + (\Gamma x)(0) + \theta(0))] \left. \right. \\
\times \delta[x(2) - \eta(x_0 \hat{k}(2) + v(1) + (\Gamma x)(1) + \theta(1))] \\
=E_{x_0, z} [\eta_0 (\eta_0 + (\Gamma x)(0) + \theta(0))] \right].
\]

(23)
Since the expectation value of \( x(2) \) does not contain \( \theta(0) \), the response function \( G^{(2,0)} \) is
\[
G^{(2,0)} = \left( \frac{\partial}{\partial \theta(0)} \mathbb{E}_{x_{0},z}[\eta_1(x_0 + \sqrt{R(1,1)}z + \theta(1))] \right)_{\theta=0} = 0. \tag{26}
\]

On the other hand, the response function \( G^{(2,1)} \) also becomes
\[
G^{(2,1)} = \mathbb{E}_{x_0,z}[\eta'_1(x_0 + \sqrt{R(1,1)}z)] = 0. \tag{27}
\]

by using divergence-free property. Since \( I(2 > 2) = I(1 > 2) = I(0 > 2) = 0 \), we immediately have \( G^{(2,2)} = G^{(1,2)} = G^{(0,2)} = 0 \). We then have \( G = 0 \in \mathbb{R}^{3 \times 3} \). We also have \( \Gamma = (1 + 1/\delta)G^{-1}/2 = 0 \in \mathbb{R}^{3 \times 3} \) and
\[
\Lambda_{[2]} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 1 & 1 \end{pmatrix}. \tag{28}
\]

In this case, we also have \( \hat{k}(2) = \det \Lambda_{[2]} = 1 \).

(iv) The case of \( t > 2 \). We next show that \( G = 0 \in \mathbb{R}^{|t+1| \times (t+1)} \) by using the inductive method. In the case of \( t = s \), we here assume that \( G = 0 \in \mathbb{R}^{(s+1) \times (s+1)} \). Under this assumption, we have \( \Gamma = 0 \) and \( \hat{k}(0) \cdots \hat{k}(s) = 1 \). The expectation value of \( x^{(s+1)} \) is
\[
\mathbb{E}_{x_0}[x^{(s+1)}] = \mathbb{E}_{x_0} \left( \int_{\mathbb{R}^{s+1}} \mathcal{D}v \int_{\mathbb{R}^{s+1}} dx^{(s)} \cdots dx^{(s+1)} x^{(s+1)} \right.
\]
\[
\times \delta(x^{(0)})
\]
\[
\times \delta(x^{(1)} - \eta_0(x_0, \hat{k}(0) + v^{(0)} + (\Gamma x)^{(0)} + \theta(0))]
\]
\[
\times \delta(x^{(2)} - \eta_s(x_0, \hat{k}(s) + v^{(s)} + (\Gamma x)^{(s)} + \theta(s))]
\]
\[
\left. \times \cdots \times \delta(x^{(s+1)} - \eta_s(x_0, \hat{k}(s) + v^{(s)} + (\Gamma x)^{(s)} + \theta(s)) \right) \right) \]
\[
= \mathbb{E}_{x_0} \int_{\mathbb{R}} dx^{(s)} e^{-\frac{1}{2}(x^{(s)} - \eta_s(x_0, v^{(s)} + \theta(s)))^2} \frac{1}{\sqrt{2\pi R(s,s)}} \eta_s(x_0, v^{(s)} + \theta(s)) \]
\[
= \mathbb{E}_{x_0,z}[\eta'_s(x_0 + \sqrt{R(s,s)}z + \theta(s))]. \tag{29}
\]

Since \( \mathbb{E}_{x_0}[x^{(s+1)}] \) contains \( \theta^{(s)} \) only, for \( s' \in \{0, \cdots, s-1\} \), the response function \( G^{(s,s')} \) becomes
\[
G^{(s,s')} = \left( \frac{\partial}{\partial \theta^{(s')}} \mathbb{E}_{x_0,z}[\eta_s(x_0 + \sqrt{R(s,s)}z + \theta(s))] \right)_{\theta=0} = 0. \tag{30}
\]

Using divergence-free property, we have
\[
G^{(s,s-1)} = \mathbb{E}_{x_0,z}[\eta'_s(x_0 + \sqrt{R(s,s)}z)z)] = 0. \tag{31}
\]

Since we have \( G^{(s+1,s+1)} = G^{(s,s+1)} = \cdots = G^{(0,s+1)} = 0 \), we obtain \( G = 0 \in \mathbb{R}^{(s+2) \times (s+2)} \).

If the claim holds for \( t = s \), it holds for \( t = s + 1 \). This proves Lemma 2.

We next evaluate MSE. We can write a closed from equation for MSE by using only the diagonal entries of the covariance matrix \( R \). We define the effective noise variance \( \tau_t^2 \) as
\[
\tau_t^2 := R(t,t). \tag{32}
\]

Using \( G = 0 \), the covariance matrix becomes
\[
R = (1 + \delta^{-1}G^{-1})^{-1}D(1 + \delta^{-1}G^{-1})^{-1}D = \tag{33}
\]

whose \( (t,t') \) entry is given as
\[
D(t,t') = \sigma_d^2 + \delta^{-1}(\mathbb{E}_{x_0}[(x_0)^2] - 2m(t) + C(t,t')). \tag{34}
\]

We then have
\[
\tau_t^2 = \sigma_d^2 + \delta^{-1}(\mathbb{E}_{x_0}[(x_0 - \eta(x_0 + \tau_t z)]^2]. \tag{35}
\]

This coincides with the result of SE for OAMP obtained by assuming independence of messages.

IV. DISCUSSION

In [13], to apply SE, the OAMP error recursion is first introduced as follows:
\[
h^{(t)} = (1 - W^{(t)} A)q^{(t)} + W^{(t)} n, \tag{37}
\]
\[
q^{(t+1)} = \eta_q(x_0 + h^{(t)} - x_0. \tag{38}
\]

Next, the following two assumptions were made: (i) \( h^{(t)} \) consists of i.i.d. zero-mean Gaussian entries independent of \( x_0 \) for every \( t \), and (ii) \( q^{(t+1)} \) consists of i.i.d. entries independent of \( A \) and \( n \). GFA reveals that these two assumptions are not required to derive SE for iteration algorithms with divergence-free estimators. Our result means that just the divergence-free property is sufficient to cancel the complex correlation of past values correctly.

V. SUMMARY

We derive a simple scalar recursion to characterize iterative sparse recovery algorithms with divergence-free estimators. By applying GFA, we show that the assumptions of messages are not required to derive the SE recursion equation, which allows us to study the dynamics by an exact way in the large system limit. This result gives theoretical justification of SE for OAMP derived in [13]. The analysis in the case of more general measurement matrices, such as unitarily-invariant matrices, and linear estimator is now underway.
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APPENDIX

A. Outline of analysis of Lemma 1

Let \( u^{(t)} = (u_n^{(t)}) \) be a summation of messages, i.e.,
\[
u^{(t)} = A^T z^{(t)} + x^{(t)} + \theta^{(t)},
\]
where \( \theta^{(t)} \) is an external message which is introduced to evaluate the response function \( G^{(s,s')} \). The Dirac’s delta function is replaced as \( \delta(x) = \gamma (2\pi)^{-1/2} e^{-\gamma x^2/2} \) and the parameter \( \gamma \) is taken
the limit $\gamma \to \infty$ later. We first separate the summation of messages at any iteration step by inserting the following delta-distributions: $1 = \int \delta (u, \theta) \prod_{n=1}^{N} \prod_{m=1}^{M} \exp[-i \hat{m}(s_n) \mathbf{u}_m(n) - (\mathbf{A}^T \mathbf{z}(n))_n - \mathbf{x}(n) \theta_n)]$, where $\delta(u, \theta) \equiv \prod_{n=1}^{N} \prod_{m=1}^{M} \delta(u_m(n), \theta_n)$ and $\delta(u, \theta) \equiv \prod_{n=1}^{N} \prod_{m=1}^{M} \delta(u_m(n), \theta_n)$. Here, $(a)_n$ denotes the $n^{th}$ element of the vector $a$.

The disorder-averaged generating functional is for $N \to \infty$ dominated by a saddle-point [22], [23]. We can thus simplify the saddle-point problem to (39). The disorder-averaged generating functional is then simplified to the saddle-point problem to (39). The disorder-averaged generating functional is then simplified to the saddle-point problem to (39). The disorder-averaged generating functional is then simplified to the saddle-point problem to (39).

The disorder-averaged generating functional is then simplified to the saddle-point problem to (39). Where $\Psi \to \infty$, the integral (39) will be dominated by the saddle point of the extensive exponent $\Psi + \Phi + \Omega$. Straightforward differentiation and taking the limit $\gamma \to \infty$, we then arrive at

\[
\Psi \equiv \frac{1}{N} \sum_{n=1}^{N} \int \mathcal{D} \bar{\mathbf{u}} \mathcal{D} \mathbf{u} \frac{1}{N} \sum_{n=1}^{N} \ln \left( \prod_{s=0}^{t-1} (\prod_{s=0}^{t-1} \bar{\mathbf{u}}(s) \mathbf{u}(s) + \bar{\mathbf{Q}}(s,s') \mathbf{Q}(s,s') + \bar{\mathbf{L}}(s,s') \mathbf{L}(s,s')) \right)
\]

in which the functions $\Psi$, $\Phi$, $\Omega$ are given by

\[
\Phi \equiv \frac{1}{N} \sum_{n=1}^{N} \int \mathcal{D} \bar{\mathbf{u}} \mathcal{D} \mathbf{u} \frac{1}{N} \sum_{n=1}^{N} \left[ \ln \left( \prod_{s=0}^{t-1} (\prod_{s=0}^{t-1} \bar{\mathbf{u}}(s) \mathbf{u}(s) + \bar{\mathbf{Q}}(s,s') \mathbf{Q}(s,s') + \bar{\mathbf{L}}(s,s') \mathbf{L}(s,s')) \right) \right]
\]

\[
\Omega \equiv \frac{1}{N} \int \mathcal{D} \mathbf{u} \mathcal{D} \bar{\mathbf{u}} \mathcal{D} \mathbf{w} \mathcal{D} \bar{\mathbf{w}} \frac{1}{N} \sum_{n=1}^{N} \left[ \ln \left( \prod_{s=0}^{t-1} (\prod_{s=0}^{t-1} \bar{\mathbf{u}}(s) \mathbf{u}(s) + \bar{\mathbf{Q}}(s,s') \mathbf{Q}(s,s') + \bar{\mathbf{L}}(s,s') \mathbf{L}(s,s')) \right) \right]
\]

where $\delta(u, \theta) \equiv \prod_{n=1}^{N} \prod_{m=1}^{M} \delta(u_m(n), \theta_n)$ and $\delta(u, \theta) \equiv \prod_{n=1}^{N} \prod_{m=1}^{M} \delta(u_m(n), \theta_n)$. In the limit $N \to \infty$, the integral (39) will be dominated by the saddle point of the extensive exponent $\Psi + \Phi + \Omega$. Straightforward differentiation and taking the limit $\gamma \to \infty$, we then arrive at Lemma [1].
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