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Abstract: In this paper the behaviour of linear resampling statistics in martingale difference arrays $X_{n,i}, i \leq k(n)$ is studied. It is shown that different bootstrap and permutation procedures work if the array $(X_{n,i})_i$ fulfills the conditions of a general central limit theorem. As an application we obtain amongst others resampling versions of the Kuan and Lee [20] test for the martingale difference hypothesis.
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1. Introduction

The asymptotic behaviour of martingales plays a very important role in testing statistical hypothesis. One reason therefore lays in the fact that many test statistics $T_n$ of interest can, in the context of general Doob-Meyer decompositions, be divided in a martingale part $M_n$ and an appropriate part $A_n$. For getting better power functions or even distribution-free tests it can then be reasonable to replace the original $T_n$-test by tests in the martingale part $M_n$. This occurs e.g. by Khamaladze transformations in connections with goodness-of-fit, survival-
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or rank-statistics, see Khmaladze [18], Khmaladze and Koul [19] or Janssen and Meyer [15].

Since every martingale $(M_n)_{n \in \mathbb{N}}$ can be written as the sum of its increments

$$M_n = \sum_{i=1}^{n} \Delta M_i, \quad \Delta M_1 := M_1, \quad \Delta M_i := M_i - M_{i-1} \text{ for } i \geq 2 \quad (1.1)$$

we consider the linear statistic

$$S_n := \sum_{i=1}^{k(n)} X_{n,i}, \quad (1.2)$$

where $k(n)$ is a subsequence of $\mathbb{N}$ such that $k(n) \to \infty$ as $n \to \infty$. Here the random variables $X_{n,i} : (\Omega, \mathcal{A}, P) \to (\mathbb{R}, \mathcal{B}), \ i \leq k(n)$, form a martingale difference array (abbreviatory MDA). This means that $(X_{n,i})_{i \leq k(n)}$ is, for every fixed $n \in \mathbb{N}$, integrable and adapted to a given array of filtrations $(\mathcal{F}_{n,i})_{i \leq k(n)}$ and satisfies the condition

$$E(X_{n,i} | \mathcal{F}_{n,i-1}) = 0 \text{ for all } 1 \leq i \leq k(n) \text{ and } n \in \mathbb{N}. \quad (1.3)$$

There we have set $X_{n,0} := 0$ and $\mathcal{F}_{n,0} := \{\emptyset, \Omega\}$. $S_n$ can for example be a weighted form of (1.1)

$$\sum_{i=1}^{n} C_{n,i} \Delta M_i, \quad (1.4)$$

where $C_{n,i}$ is $\mathcal{F}_{n,i-1}$-measurable.

The asymptotic properties of the linear statistic $S_n$ have been studied in detail in the literature; one may refer to the book of Hall and Heyde [12] and the references therein. Yet, the asymptotic behaviour of the associated nonparametric bootstrap and permutation statistics has not been investigated in the same generality. This is in contrast to the case of i.i.d. variables where even bootstrapping of the Student $t$-statistic is well understood, see Mason and Shao [23]. Applications of such resampling procedures are meaningful since the corresponding resampling tests are distribution free and may have better finite sample properties. Moreover, in the case of two-sample problems permutation tests are even exact under the null-hypothesis of exchangeability. This advantage of the permutation method has e.g. been used by Janssen and Meyer [15] in the context of weighted two sample survival statistics. Because of their good finite sample performance, bootstrap procedures have been used in the literature for testing the martingale difference hypothesis in different situations, see e.g. Clark and West [3] or Escanciano and Velasco [8].

In this paper we will analyze weighted bootstrap versions of the linear statistic (1.2) for general MDAs. It will turn out that a lot of different resampling procedures work if the MDA fulfills the conditions of a general central limit theorem. Therefore we follow a weighted resampling approach that was first proposed by Mason and Newton [22] and amongst others extended by Praestgaard and Wellner [25], Janssen and Pauls [16], Janssen [17] and Del Barrio et al. [4].
2. Resampling martingale difference arrays

Let \((X_{n,i}, \mathcal{F}_{n,i})_{i \leq k(n)}\) be a MDA. For a triangular array of exchangeable random weights \(W_{n,i} : (\Omega, \mathcal{A}, \mathbb{P}) \to (\mathbb{R}, \mathcal{B}), i \leq k(n)\), that is independent of the MDA (defined as r.v. on the product space), we define a general resampling version of the linear statistic (1.2) as

\[
T^*_n = T^*_n((X_{n,i})_{i \leq k(n)}) := k(n)^{1/2} \sum_{i=1}^{k(n)} W_{n,i} (X_{n,i} - \overline{X}_n).
\] (2.1)

Here we have set \(\overline{X}_n = k(n)^{-1} \sum_{i=1}^{k(n)} X_{n,i}\). Remark that the choice of the weights determines the resampling procedure. As special case the \(m(n)\)-bootstrap procedure (where we draw the bootstrap sample \(X^*_{n,1,\ldots, X^*_{n,m(n)}\) by sampling \(m(n)\) times with replacement from \(\{X_{n,1}, \ldots, X_{n,k(n)}\}\)) is included. There we use the weights

\[
W_{n,i} = \sqrt{m(n)} \left( \frac{1}{m(n)} M_{n,i} - \frac{1}{k(n)} \right), \quad 1 \leq i \leq k(n),
\] (2.2)

where \((M_{n,1}, \ldots, M_{n,k(n)}) \sim Mult(m(n), 1/k(n))\) is a multinomial distributed random vector and \(m(n)\) is a subsequence of \(\mathbb{N}\) such that \(m(n) \to \infty\) as \(n \to \infty\).

In the case of Efron’s bootstrap (where \(m(n) = k(n) = n\)) the corresponding resampling statistic reduces to \(T^*_n = \sum_{i=1}^{n} M_{n,i} (X_{n,i} - \overline{X}_n)\), which is equal in distribution to \(\sum_{i=1}^{n} X^*_n - X_{n,i}\). Another example is given by row-wise i.i.d. weights with \(E(W_{n,1}) = 0\) and \(\text{Var}(W_{n,1}) = k(n)^{-1}\). This setting corresponds to the general wild bootstrap, see e.g. Mammen [21]. Other included resampling procedures are amongst others permutation techniques and the \(m(n)\)-double- as well as the Bayesian bootstrap, see Rubin [26]. For more details on resampling schemes I refer to Janssen and Pauls [16], Janssen [17], Del Barrio et. al. [4] or chapter 6 in Pauly [24]. The advantage of this weighted approach is that we can prove consistency of several different resampling procedures simultaneously.

For gaining a conditional central limit theorem for (2.1) given \((X_{n,i})_{i \leq k(n)}\) we will assume throughout that the weights fulfil the following conditions, which are due to Janssen [17]:

\[
\max_{1 \leq i \leq k(n)} |W_{n,i} - \overline{W}_n| \xrightarrow{\mathbb{P}} 0 \text{ in probability}
\] (2.3)

\[
\sum_{i=1}^{k(n)} (W_{n,i} - \overline{W}_n)^2 \xrightarrow{\mathbb{P}} 1 \text{ in probability}
\] (2.4)

\[
\sqrt{k(n)}(W_{n,1} - \overline{W}_n) \xrightarrow{d} Z \text{ in distribution},
\] (2.5)

where \(Z\) is a r.v. with \(E(Z) = 0\) and \(\text{Var}(Z) = 1\). Here we have used the notation \(\xrightarrow{\mathbb{P}}\) for convergence in \(\mathbb{P}\)-probability and \(\xrightarrow{d}\) for convergence in distribution as \(n \to \infty\). Recall that an \(S_n\)-type resampling test (i.e. a test with test statistic \(S_n\) and critical value given by quantiles of the conditional distribution of \(T^*_n\)) is
applicable if (1.2) and its resampling version (2.1) possess the same asymptotic limit under the null. The following theorem gives conditions for this situation. As usual \( \Phi \) denotes the df. of the standard normal distribution.

**Theorem 2.1.** Suppose that the MDA \((X_{n,i}, F_{n,i})_{i \leq k(n)}\) is square-integrable and fulfills the following three assumptions

\[
\max_{i \leq k(n)} |X_{n,i}| \xrightarrow{P} 0, \tag{2.6}
\]

\[
\sum_{i=1}^{k(n)} X_{n,i}^2 \xrightarrow{P} \sigma^2 \in \mathbb{R}^+, \tag{2.7}
\]

\[
\sup_n \mathbb{E}(\max_{i \leq k(n)} X_{n,i}^2) < \infty. \tag{2.8}
\]

Then we have both, unconditional convergence

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}(S_n \leq x) - \Phi\left(\frac{x}{\sigma}\right) \right| \xrightarrow{P} 0 \tag{2.9}
\]

and conditional convergence in probability

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}(T_n^* \leq x | X_{n,1} \ldots X_{n,k(n)}) - \Phi\left(\frac{x}{\sigma}\right) \right| \xrightarrow{P} 0 \tag{2.10}
\]

as \(n \to \infty\).

The proofs and all technical details of the following sections are shifted to the Appendix.

**Remark 2.1.** Suppose that the conditions of Theorem 2.1 hold, where now the limit \(\sigma^2\) in (2.7) is, unlike above, not a constant but an a.s. finite random variable that is measurable in the completions of all the \(\sigma\)-fields \(F_{n,i}\). Then there exist also some individual limit theorems for \(S_n\) and \(T_n^*\) respectively, but the limit distributions in (2.9) and (2.10) are in generally not equal. Hence resampling cannot be applied in the described manner.

We now specialize to MDAs of the form

\[
X_{n,i} = X_i / \sqrt{n}, \quad 1 \leq i \leq n. \tag{2.11}
\]

In this context the easiest case is just given by the assumptions of the classical central limit theorem, where \(X_1, \ldots, X_n\) are i.i.d. random variables with finite variance. There \(F_{n,i} = F_i = \sigma(X_1, \ldots, X_i)\) and \(k(n) = n\) hold and for the weights (2.2) the results (2.9) and (2.10) are well known, see e.g. Theorem 2.1 in Bickel and Freedman [1]. The next more general step is to contemplate arrays of the form (2.11), where now \((X_n)_{n \geq 1}\) is a strictly stationary and ergodic martingale difference sequence. This is the context of the next theorem.
**Theorem 2.2.** Let \((X_n)_{n \geq 1}\) be a strictly stationary and ergodic martingale difference sequence (abbreviatory MDS) with respect to the canonical filtration \(\mathcal{F}_{n,i} = \mathcal{F}_i = \sigma(X_1, \ldots, X_i), \, 1 \leq i \leq n\), i.e. \((1.3)\) holds for \(X_{n,i} := X_i/\sqrt{n}\). In this case the limit theorems \((2.9)\) and \((2.10)\) hold if \(X_1\) has finite variance \(E(X_1^2) = \sigma^2 < \infty\). Moreover, the convergence \((2.10)\) will even hold if \((X_n)_{n \geq 1}\) is only strictly stationary and ergodic (i.e. must not be a MDS).

A special example occurs in the context of ARCH(1)- or more general GARCH(1,1)-processes. These processes are e.g. of interest in the context of financial time series.

**Example 2.1.** Let \((e_t)_{t \in \mathbb{Z}}\) be an i.i.d. process of zero-mean random variables with \(\text{Var}(e_1) = 1\). A GARCH(1,1)-process is then defined as

\[
X_t := \sigma_t e_t \quad \text{with} \quad \sigma_t^2 = \gamma + \alpha X_{t-1}^2 + \beta \sigma_{t-1}^2,
\]

where \(\gamma, \alpha, \beta \geq 0\) are constants, see e.g. Fan and Yao [10]. It can be shown that the above process is a strictly stationary and ergodic martingale difference sequence if \(\alpha + \beta < 1\) holds, see p.4 in [20]. In this case \(E(X_t^2) < \infty\) holds and we can apply Theorem 2.2. In the special case \(\beta = 0\), \((X_t)\) reduces to Engle’s ARCH(1)-process with \(E(X_t^2) = \gamma/(1-\alpha)\), see e.g. [7] or p.104f. in [13].

### 3. Applications

It is well known that bootstrap and permutation tests posses better finite sample properties than the corresponding asymptotic tests with fixed critical values (derived from some limit theorem), see e.g. Edgington and Onghena [6], Good [11] or Clark and West [3] as well as Escancianoa and Velasco [8] in the context of testing martingale differences. In order to use our conditional central limit theorem for constructing such resampling tests, we need a test statistic that is a martingale under \(H_0\) of whose increments fulfil the conditions of Theorem 2.1 or 2.2. In the following we will give some examples.

The first natural application occurs in the context of testing or comparing means. For example, we could think of analyzing comparative gains of a financial time series. Denote by \(r_i\) the comparative log-gains (or comparative log-returns) from time \(i-1\) to time \(i\). Then \(r_i\) is often modeled by \(r_i = X_i + \mu\), where \((X_i)_{i \leq n}\) is an ARCH(1)- or GARCH(1,1)-process and \(\mu \in \mathbb{R}\) is an unknown value of interest. By applying Theorem 2.2 it is straightforward to construct consistent resampling tests for the null hypothesis \(\{\mu \leq \mu_0\}\), where \(\mu_0\) is a given benchmark value. In addition, we could also compare the means of two independent time series \(r_i^{(j)} = X_i^{(j)} + \mu_j, j = 1, 2\), by permutation methods (if we assume that \((X_i^{(j)})_{i \leq n}, j = 1, 2\), are both ergodic and stationary MDS). This would extend some results of Janssen [14] and section 5 in [17] for i.i.d. and rowwise i.i.d. r.v.

Further possible applications for the usage of Theorem 2.2 can be derived from the monograph of Hayashi [13], where plenty of statistical models (without
using resampling procedures for them) are defined via strictly stationary and ergodic MDS.

Another example occurs in the context of testing for martingale differences. In the sequel we will use our theory to construct different resampling versions of the asymptotic test of Kuan and Lee [20]. Let us shortly recall their situation: Suppose that $(Y_n)_{n \geq 1}$ is a strictly stationary and ergodic time series with finite variance and set $Y_n(w) := (Y_n, \ldots, Y_{n-w})$ for $n \geq w$. For a fixed window $w \in \mathbb{N}$ and a given weight function $g : \mathbb{R}^w \to \mathbb{R}$ with $\int |g(x)| dx < \infty$ we define the $\mathbb{C}$-valued random variable

$$\varphi_g(Y_{n-1}(w)) := \int_{\mathbb{R}^w} \exp(ix^T Y_{n-1}(w)) g(x) dx.$$ 

Then Kuan and Lee like to test the null hypothesis

$$H_0 : \{ (Y_n)_{n \geq 1} \text{ is a MDS with respect to the canonical filtration} \}$$

against the alternative

$$H_1 : \{ E(Y_n \varphi_g(Y_{n-1}(w))) \neq 0 \}.\tag{3.1}$$

Remark that every MDS fulfills $E(Y_n \varphi_g(Y_{n-1}(w))) = 0$ for all $w \in \mathbb{N}$.

Now set

$$\psi_{1,g}(Y_n, \ldots, Y_{n-w}) := \text{Re}(Y_n \varphi_g(Y_{n-1}(w))),$$

$$\psi_{2,g}(Y_n, \ldots, Y_{n-w}) := \text{Im}(Y_n \varphi_g(Y_{n-1}(w))),$$

where Re and Im stand for the real- and imaginary part respectively.

Since $E(Y_n \varphi_g(Y_{n-1}(w))) = 0$ is equivalent to $E(\psi_{j,g}(Y_n, \ldots, Y_{n-w})) = 0$ for $j = 1, 2$, we can use

$$Q_g := (\hat{\psi}_{1,g}, \hat{\psi}_{2,g})(\hat{\psi}_{1,g}, \hat{\psi}_{2,g})^T = \| (\hat{\psi}_{1,g}, \hat{\psi}_{2,g})^T \|^2 \tag{3.3}$$

as an adequate test statistic for the above problem, where

$$\hat{\psi}_{j,g} := (n-w)^{-1/2} \sum_{i=w+1}^{n} \psi_{j,g}(Y_i, \ldots, Y_{i-w}), \quad 1 \leq j \leq 2$$

are just normalized mean estimators and $\| \cdot \|$ denotes the euclidean norm.

Theorem 2.1 of Kuan and Lee implies that we have convergence $Q_g \xrightarrow{d} \| Z \|^2$ in distribution under $H_0$, where $Z$ is a normally distributed random variable with expectation zero and covariance matrix $\Sigma_g = (\sigma_{j,r,g})_{1 \leq j, r \leq 2}$ := ($\text{Cov}(\psi_{j,g}(Y_{w+1}, \ldots, Y_1), \psi_{r,g}(Y_{w+1}, \ldots, Y_1))_{1 \leq j, r \leq 2}$. To avoid trivialities we assume throughout that $\Sigma_g \not= 0$ holds. Based on the above weak convergence result Kuan and Lee use covariance estimators to construct an asymptotical level $\alpha$ test under $H_0$. One of the main advantages of this test is that it also has power against non-MDS that fulfill $H_1$, see Corollary 2.2 of Kuan and Lee. For a more detailed discussion on this test and the (very important) choice of the function $g$ I refer to their paper.
Instead of using covariance estimators it is also possible to apply various re-
sampling techniques to derive tests with the same asymptotic properties. There-
fore set \( k(n) = n - w \) and let \( (W_{n,i})_{i \leq k(n)} \) satisfy the conditions of section 2. Moreover, we define by

\[
X_{n,i} := k(n)^{-1/2} \left( \psi_{1,g}(Y_{i+w}, \ldots, Y_i), \psi_{2,g}(Y_{i+w}, \ldots, Y_i) \right), \quad 1 \leq i \leq k(n),
\]

a triangular array of \( \mathbb{R}^2 \)-valued random variables. A weighted resampling version
of \( Q_g \) is now given by

\[
Q_g^* := \|T_n^*\|^2, \quad \text{where} \quad T_n^* = k(n)^{1/2} \sum_{i=1}^{k(n)} W_{n,i}(X_{n,i} - \overline{X}_n).
\]

Indeed, it will be shown in the Appendix that we have conditional convergence
\( Q_g^* \rightarrow \|Z\|^2 \) in probability given \( (Y_n)_{n \geq 1} \), whenever \( (Y_n)_{n \geq 1} \) is strictly station-
ary and ergodic (i.e. must not be a MDS). Hence we can apply the resampling
test \( \xi_n^* := 1_{c_n^*, \infty}(Q_g^*) \), where \( c_n^*, \alpha \) denotes the \((1 - \alpha)\)-quantile of the con-
ditional distribution \( L(Q_g^* | Y_1, \ldots, Y_n) \) of \( Q_g^* \) given the data. Its properties are
summarized in the following theorem.

**Theorem 3.1.** Under the above conditions the test \( \xi_n^* \) is an asymptotically level
\( \alpha \) test, i.e. \( E(\xi_n^*) \rightarrow \alpha \) holds under \( H_0 \) as \( n \rightarrow \infty \). Moreover, \( \xi_n^* \) is consistent,
i.e. we have convergence \( E(\xi_n^*) \rightarrow 1 \) under the alternative \( H_1 \) as \( n \rightarrow \infty \).

A further application in the context of survival analysis will be given in a
forthcoming paper.

4. Appendix

The following theorem is crucial for all proofs and generalizes parts of Theo-
rem 2.1 of Janssen [17] to the multivariate case. Here \((Z_{n,i})_{i \leq k(n)}\) is a trian-
gular array of \( \mathbb{R}^p \)-valued random vectors, \( d_p \) denotes a distance that metrizes
weak convergence on \( \mathbb{R}^p, p \in \mathbb{N} \), e.g. the Prohorov metric (see p.394 in [5]), and
\( T_n^*((Z_{n,i})_{i \leq k(n)}) = k(n)^{1/2} \sum_{i=1}^{k(n)} W_{n,i}(Z_{n,i} - \overline{Z}_n) \), see (2.1). Recall that we have
assumed throughout the paper that the exchangeable weights \( (W_{n,i})_i \) fulfill the
conditions (2.3)–(2.5).

**Theorem 4.1.** Suppose that \((Z_{n,i})_{i \leq k(n)}\) satisfies the following two assertions

\[
\max_{i \leq k(n)} \|Z_{n,i}\| \overset{P}{\longrightarrow} 0 \text{ in probability,} \tag{4.1}
\]

\[
\sum_{i=1}^{k(n)} (Z_{n,i} - \overline{Z}_n)(Z_{n,i} - \overline{Z}_n)^T \overset{d}{\longrightarrow} \Gamma, \tag{4.2}
\]
where $\Gamma$ is a random matrix and $\Gamma^T$ denotes its transposed. In this case, we have convergence in probability
\[
d_p(\mathcal{L}(T_n^*([Z_{n,i}]_{i \leq k(n)})|Z_{n,1} \ldots Z_{n,k(n)}), \mathcal{L}(N^{(j)})) \overset{P}{\rightarrow} 0,
\]
(4.3)
where $N^{(\omega)}$ is a $N(0, \Gamma(\omega))$-distributed random variable.

**Proof of Theorem 4.1.** Remark that (4.2) and the Portmanteau theorem imply that $\Gamma$ is a.s. a covariance matrix. Hence $N(0, \Gamma(\omega))$ is well-defined for almost every $\omega$.

We now prove (4.3). First suppose that $p = 1$ holds and denote the order statistics of $(Z_{n,i})_{i \leq k(n)}$ by $Z_{1:k(n)} \leq Z_{2:k(n)} \leq \cdots \leq Z_{n:k(n)}$. If we set $Z_{i:k(n)} = 0$ whenever $i \notin \{1, \ldots, k(n)\}$, condition (4.1) shows convergence in probability
\[
\left(\{Z_{i:k(n)}\}_{i \in \mathbb{N}}, \{Z_{n+1-j:k(n)}\}_{j \in \mathbb{N}}\right) \overset{P}{\rightarrow} 0.
\]
Now Slutsky’s lemma and (4.2) imply condition (2.8) in [17]. Hence an application of Theorem 2.1 from [17] proves (4.3) for $p = 1$. For general $p \in \mathbb{N}$ we use a modified Cramer-Wold-Device. Let $D := \{\lambda_k : k \in \mathbb{N}\}$ be a countable dense subset of $\mathbb{R}^p$. Applying (4.3) for $p = 1$ on the triangular array $\lambda_i^T Z_{n,i}, i \leq k(n)$ yields
\[
d_1(\mathcal{L}(T_n^*((\lambda_i^T Z_{n,i})_{i \leq k(n)}))|Z_{n,1} \ldots Z_{n,k(n)}), \mathcal{L}(N^{(j)})) \overset{P}{\rightarrow} 0 \quad (4.4)
\]
for all fixed $j \in \mathbb{N}$, where $N^{(\omega)}_j$ is $N(0, \lambda_j^T \Gamma(\omega)\lambda_j)$-distributed. Hence we can find a set $M, P(M) = 0$, and a common subsequence such that (4.4) holds for all $j \in \mathbb{N}$ and $\omega \in M^c$ along this subsequence. Now continuity of the characteristic function of the limit and tightness of $\mathcal{L}(T_n^*((Z_{n,i})_{i \leq k(n)}))|Z_{n,1} \ldots Z_{n,k(n)}(\omega, \cdot)$ show that (4.4) holds for all $\lambda \in \mathbb{R}^p$ and $\omega \in M^c$ along this subsequence. Thus an application of the classical Cramer-Wold-Device completes the proof. □

**Proof of Theorem 2.1.** By Theorem 3.2 of Hall and Heyde [12] we have convergence in distribution of $S_n$ to a normally distributed random variable, i.e. (2.9) holds. For the limit behaviour of $T_n^*$ we apply the above theorem with the centered array $X_{n,i} - \overline{X}_n, i \leq k(n)$. Since (2.6) implies $\overline{X}_n \overset{P}{\rightarrow} 0$, we have that $\max_{i \leq k(n)} \left|X_{n,i} - \overline{X}_n\right| \overset{P}{\rightarrow} 0$ counts. Moreover, the statements (2.9) and (2.7) deduce
\[
\sum_{i=1}^{k(n)} (X_{n,i} - \overline{X}_n)^2 = \sum_{i=1}^{k(n)} X_{n,i}^2 - \overline{X}_n \left(\sum_{i=1}^{k(n)} X_{n,i}\right) = \sum_{i=1}^{k(n)} X_{n,i}^2 + o_P(1) \overset{P}{\rightarrow} \sigma^2
\]
by Slutsky’s lemma. Since the occurring limit distributions are continuous, this shows (4.3) and (2.10). □
Proof of Remark 2.1. Suppose that the conditions of Theorem 2.1 hold, where now \( \sigma^2 \) is an a.s. finite and non-degenerated random variable that is measurable in the completions of all the \( \sigma \)-fields \( \mathcal{F}_{n,i} \). In this case a remark of Hall and Heyde \([12]\), see p. 59, states that the convergence

\[
S_n \xrightarrow{d} Z
\]

holds, where the random variable \( Z \) has the characteristic function \( \varphi_Z(t) = E(\exp(-\frac{1}{2}\sigma^2 t^2)) \). In comparison to this Theorem 4.1 shows that

\[
d_1(\mathcal{L}((X_{n,1})_{i\leq k(n)}|X_{n,1}\ldots X_{n,k(n)}), N(0, \sigma^2(\cdot))) \xrightarrow{P} 0
\]

holds. Due to the fact that this limit is \( \omega \)-dependent and \( \varphi_Z(t) \) is independent of the special choice of \( \omega \in \Omega \), we can conclude that the consistency fails in general.

Proof of Theorem 2.2. The unconditional convergence follows from Theorem 23.1 of Billingsley \([2]\), see also p.106 in \([13]\).

We now show the conditional convergence \((2.10)\) with the help of Theorem 4.1. Notice that condition \((2.6)\) is equivalent to the weak Lindeberg condition

\[
\sum_{i=1}^{n} X_{n,i}^2 \mathbb{1}_{\{|X_{n,i}|>\varepsilon\}} \xrightarrow{P} 0 \text{ for all } \varepsilon > 0.
\]

This is obvious and has e.g. been used on p.53 in \([12]\). Since Tchebycheff’s inequality yields

\[
P(|X_1| > \varepsilon \sqrt{n}) \leq \varepsilon^{-2} \text{Var}(X_1)/n \to 0
\]

for all \( \varepsilon > 0 \), we get by the dominated convergence theorem

\[
E\left(\frac{1}{n} \sum_{i=1}^{n} X_{n,i}^2 \mathbb{1}_{\{|X_{n,i}|>\varepsilon \sqrt{n}\}}\right) = E(X_1^2 \mathbb{1}_{\{|X_1|>\varepsilon \sqrt{n}\}}) \to 0
\]

as \( n \to \infty \). This shows \((4.5)\) and so \((4.1)\) (since we have \( \overline{X}_n \xrightarrow{P} 0 \) by Slutzky’s Lemma and \((2.6)\)).

The second condition \((4.2)\) follows by the SLLN for stationary and ergodic sequences, see e.g. Theorem 3.5.7 in \([27]\). It ensures that we have the almost sure convergences

\[
\frac{1}{n} \sum_{i=1}^{n} X_i \to E(X_1) = 0 \text{ and } \frac{1}{n} \sum_{i=1}^{n} X_i^2 \to E(X_1^2)
\]

as \( n \to \infty \). Altogether this implies \((4.2)\) with \( \Gamma = E(X_1^2) \). Remark that we have not used the MDS property to prove \((2.10)\).

Proof of Theorem 3.1. We start by proving convergence in probability

\[
\sup_{x \in \mathbb{R}} |P(Q_{\sigma}^* \leq x | Y_1 \ldots Y_n) - P(\|Z\|^2 \leq x)| \xrightarrow{P} 0,
\]

\((4.6)\)
whenever \((Y_n)_{n \geq 1}\) is strictly stationary and ergodic. By the continuous mapping theorem it is enough to verify that
\[
d_2(\mathcal{L}(T_n^*|Y_1 \ldots Y_n), \mathcal{L}(Z)) \xrightarrow{P} 0
\]
holds, where \(T_n^*\) is as in (3.4) and \(d_2\) as in Theorem 4.1. Hence it remains to check the conditions of Theorem 4.1. Let \(X_{n,i} = (X_{n,i}^{(j)})_{1 \leq j \leq 2}\). Since the time series \((Y_n)_{n \geq 1}\) is ergodic and stationary, the same holds true for the sequences \(X_{n,i}^{(j)}X_{n,i}^{(r)}\) and \((X_{n,i}^{(j)})^2\), see e.g. p.170 ff. in [27]. Thus the SLLN for stationary and ergodic sequences proves condition (4.2):
\[
k(n) \sum_{i=1}^{k(n)} X_{n,i}^{(j)}X_{n,i}^{(r)} - \overline{X}_n^{(j)} \overline{X}_n^{(r)} \xrightarrow{P} \sigma_{j,r,g} \quad \text{for} \quad 1 \leq j, r \leq 2,
\]
where \(\overline{X}_n^{(j)} := k(n)^{-1/2} \sum_{i=1}^{k(n)} X_{n,i}^{(j)}\) holds. As in the proof of Theorem 2.2 above, we can conclude that \(X_{n,i}^{(j)}\) fulfils (2.6). This shows (4.1) and therefore (4.7).

Altogether this proves (4.6) under \(H_0\) from which we can deduce the asymptotic exactness of \(\xi_n^*\), i.e. \(E(\xi_n^*) \to \alpha\) as \(n \to \infty\). For the consistency remark first that the above proof shows that the convergence (4.6) is still valid under \(H_1\). Set \(E(\psi_{j,g}(Y_{w+1}, \ldots, Y_{1})) =: \delta_j, j = 1, 2\) and suppose that \((\delta_1, \delta_2) \neq 0\). Again the SLLN for stationary and ergodic sequences implies
\[
k(n)^{-1} Q_g \xrightarrow{P} \| (\delta_1, \delta_2)^T \|^2 > 0.
\]
Since the critical value does not change under \(H_1\) this shows \(E(\xi_n^*) \to 1\), which completes the proof. \(\square\)

References

[1] BICKEL, P.J. AND FREEDMANN, D.A. (1981). *Some asymptotic theory for the bootstrap*. Ann. Stat. 9, 1196–1217. MR0630103
[2] BILLINGSLEY, P. (1968). *Convergence of probability measures*. John Wiley & Sons, New York. MR0233396
[3] CLARK, T.E. AND WEST, K.D. (2006). *Using out-of-sample mean squared prediction errors to test the martingale difference hypothesis*. Journal of Econometrics 135, 155–186. MR2328399
[4] DEL BARRIO, E.; JANSSEN, A. AND MATRÁN, C. (2009). *Resampling schemes with low resampling intensity and their applications in testing hypotheses*. J. Stat. Plan. Inf. 139, 184–202. MR2473997
[5] DUDLEY, R.M. (2002). *Real analysis and probability*. Cambridge Studies in Advanced Mathematics, Cambridge University Press, Cambridge. MR1932358
[6] EDGINGTON, E.S. AND ONGHENA, P. (2007). *Randomization tests*. Statistics: Textbooks and Monographs. Boca Raton, FL: Chapman & Hall. MR2291573
[7] Engle, R.F. (1982). Autoregressive conditional heteroscedasticity with estimates of the variance of United Kingdom inflation. Econometrica 50, 987–1007. MR0666121
[8] Escanciano, J.C. and Velasco, C. (2006). Testing the martingale difference hypothesis using integrated regression functions. Comp. Stat. Dat. Anal. 51, 2278–2294. MR2307501
[9] Escanciano, J.C. (2007). Weak convergence of non-stationary multivariate marked processes with applications to martingale testing. J. Mult. Anal. 98, 1321–1336. MR2364121
[10] Fan, J. and Yao, Q. (2002). Nonlinear time series. Nonparametric and parametric methods. Springer Series in Statistics, New York. MR1964455
[11] Good, P. (2005). Permutation, parametric and bootstrap tests of hypotheses. 3rd ed. Springer Series in Statistics. New York. MR2103758
[12] Hall, P. and Heyde, C.C. (1980). Martingale limit theory and its application. Academic Press, New York. MR0624435
[13] Hayashi, F. (2000). Econometrics. Princeton University Press, Princeton. MR1881537
[14] Janssen, A. (1997). Studentized permutation tests for non-i.i.d. hypotheses and the generalized Behrens-Fisher problem. Stat. Prob. Lett. 36, 9–21. MR1491070
[15] Janssen, A. and Mayer, C.-D. (2001). Conditional studentized survival tests for randomly censored models. Scand. Jour. Stat. 28, No.2, 283–293. MR1842250
[16] Janssen, A. and Pauls, T. (2003). How do bootstrap and permutation tests work? Ann. Stat. 31, 768–806. MR1994730
[17] Janssen, A. (2005). Resampling Student’s t-type Statistics. Ann. Inst. Stat. Math. 57, 507–529. MR2206536
[18] Khmaladze, E. V. (1981). Martingale approach in the theory of goodness-of-fit tests. Theo. Prob. Appl. 26, 240–257. MR0616619
[19] Khmaladze, E. V. and Koul, H. L. (2004). Martingale transforms goodness-of-fit tests in regression models. Ann. Stat. 32, 995–1034. MR2065196
[20] Kuan, C.-M. and Lee, W.-M. (2004). A new test of the martingale difference hypothesis. Stud. Nonlin. Dyn. Econom. 8, No. 4, Article 1, 24 p.
[21] Mammen, E. (1992). Bootstrap, wild bootstrap, and asymptotic normality. Probab. Theory Relat. Fields 93, 439–455. MR1183886
[22] Mason, D. M. and Newton, M. A. (1992). A rank statistics approach to the consistency of a general bootstrap. Ann. Stat. 20, 1611–1624. MR1186268
[23] Mason, D. M. and Shao, Q.-M. (2001). Bootstrapping the Student t-statistic. Ann. Probab. 29, 1435–1450. MR1880227
[24] Pauly, M. (2009). Eine Analyse bedingter Tests mit bedingten Zentralen Grenzwertsätzen fuer Resampling-Statistiken. Inaugural Dissertation university of Duesseldorf, 139 p.
[25] Praestgaard, J. and Wellner, J.A. (1993). Exchangeably weighted bootstraps of the general empirical process. Ann. Prob. 21, 2053–2086. MR1245301

[26] Rubin, D.B. (1981). The Bayesian bootstrap. Ann. Stat. 9, 130–134. MR0600538

[27] Stout, W.F. (1974). Almost sure convergence. Academic Press, New York. MR0455094