Abstract—Pilot contamination attack (PCA) in a time division duplex wireless communication system is considered, where an eavesdropper (Eve) attacks the reverse pilot transmission phase in order to wiretap the data transmitted from a transmitter, Alice, to a receiver, Bob. We propose a new PCA scheme for Eve, wherein Eve does not emit any signal by itself but uses an intelligent reflecting surface (IRS) to reflect the pilot sent by Bob to Alice. The proposed new PCA scheme, referred to as IRS-PCA, increases the signal leakage from Alice to the IRS during the data transmission phase, which is then reflected by the IRS to Eve in order to improve the wiretapping capability of Eve. The proposed IRS-PCA scheme disables many existing countermeasures on PCA due to the fact that with IRS-PCA, Eve no longer needs to know the pilot sequence of Bob, and therefore, poses severe threat to the security of the legitimate wireless communication system. In view of this, the problems of 1) IRS-PCA detection and 2) secure transmission under IRS-PCA are considered in this paper. For IRS-PCA detection, a generalized cumulative sum (GCUSUM) detection procedure is proposed based on the framework of quickest detection, aiming at detecting the occurrence of IRS-PCA as soon as possible once it occurs. For secure transmission under IRS-PCA, a cooperative channel estimation scheme is proposed to estimate the channel of the IRS, based on which zero-forcing beamforming is designed to reduce signal leakage.

Index Terms—Pilot contamination attack, physical layer security, secure transmission, quickest detection.

I. INTRODUCTION

Accurate channel state information (CSI) at transmitter side (CSIT) is a key enabler of physical layer secure transmission in multiple-antenna wireless communication systems [1]. In time division duplex (TDD) systems, CSIT is usually obtained by reverse pilot transmission (RPT) based on channel reciprocity. However, the pilot sequence is usually publicly known, which gives rise to the so-called pilot contamination attack (PCA).

PCA was first proposed in [2], wherein an active eavesdropper (Eve) transmits the same pilot sequence as that transmitted by a legitimate receiver, Bob, to the legitimate transmitter, Alice, during the RPT phase. The occurrence of PCA causes inaccurate CSIT and leads to the significantly increased signal leakage to Eve during the subsequent data transmission (DT) phase. The vulnerability of multiple-antenna systems to PCA has been extensively investigated in [3]–[7]. Specifically, [3] revealed that the secure degree of freedom of a single-cell cellular network becomes zero if an active Eve performs PCA. [4] showed that if multiple Eves perform PCA cooperatively, the wiretapping signal-to-noise ratio (SNR) can be significantly improved. [5]–[7] investigated PCA in multiple-cell and multiple-user networks, and the simulation results in [7] indicate that PCA degrades the network throughput by more than 50%.

A. Related work and literature review

In view of the severe threat of PCA on multiple-antenna systems, many methods have been proposed for PCA detection and secure transmission (ST) under PCA [3], [5], [8]–[26]. Through a comprehensive review of existing literature, most existing countermeasures on PCA can be classified into one of the following four categories or be viewed as their combinations: 1) random modulation (RM) based method [8]–[11], 2) artificial noise or random data (ANRD) aided method [12]–[18], 3) random orthogonal pilot (ROP) based method [3], [19], [20], and 4) statistic feature (SF) based method [5], [21]–[26]. The common idea behind the methods in the former three categories is to introduce extra randomness into the standard RPT phase, which aims at disabling Eve to know in advance the sequence that Bob will send in the RPT phase. The SF-based method relies on the fact that the SFs of the signal sequence received by Alice (Bob) in the RPT (DT) phase are quite different when PCA occurs and when PCA is absent. Denote by \( u \in C_{\tau_p \times 1} \) the publicly known pilot sequence with \( \tau_p \) being the sequence length. We briefly introduce the four categories of countermeasures on PCA in literature below.

1) RM-based method [8]–[17]: In RM-based method, \( u \) is divided into several subsequences, e.g., \( u = [u_1^T, u_2^T, \cdots]^T \), each of which is multiplied by a randomly generated symbol that is only known to Bob, and the sequence that Bob actually sends in the RPT phase is \( u_b(s) = [s_1 u_1^T, s_2 u_2^T, \cdots]^T \), where \( s = [s_1, s_2, \cdots]^T \) consists of the random symbols. To enable Alice to detect PCA, \( s \) is usually designed to present some special structure. For instance, in [8], \( s_1, s_2, \cdots \) were randomly selected from a pre-given phase shift key constellation, and by utilizing the fact that \( s \) is unknown to Eve, PCA can be detected by checking the cross-correlation coefficient between two different channel estimations obtained by using two different pilot subsequences. In general, if PCA occurs, the RM-based method does not enable Alice to estimate the CSI because Alice does not know \( s \). In [11], \( s \) was secretly shared between Alice and Bob, and in this way, [11] proposed a method for Alice to simultaneously estimate the CSIs of Bob and Eve if PCA occurs.

2) ANRD-aided method [12]–[18]: In ANRD-aided method, in addition to \( u \), Bob also sends a random sequence...
\( s \in \mathbb{C}^{\tau_s \times 1} \), which is only known to Bob. There are two methods to transmit \( s \), which we refer to as superposition transmission \([12]–[14]\) and separate transmission \([15]–[18]\), respectively. In superposition transmission, \( u \) and \( s \) are simultaneously transmitted with \( R_u = \tau_p \), and thus Bob actually sends \( u_b(s) = \epsilon u + \sqrt{1-\epsilon^2} s \) in the RPT phase, where \( \epsilon \in (0,1) \) is the power allocation factor. In separate transmission, \( s \) is transmitted after the transmission of \( u \), and thus the sequence that Bob actually sends is \( u_b(s) = [u^T, s^T]^T \in \mathbb{C}^{(\tau_p+\tau_s) \times 1} \). Due to the lack of knowledge about \( s \), the signal sequence sent by Eve will be linearly independent of \( u_b(s) \) with high probability. In view of this, [13] proposed a minimum description length criterion based method to detect PCA. And if PCA truly occurs, [14], [17] proposed to estimate the channels of Bob and Eve by using independent component analysis.

3) ROP-based method [3], [19], [20]: In ROP-based method, the pilot transmitted by Bob is randomly selected from a set of mutually orthogonal pilots. Eve not knowing which pilot Bob will send is not able to always transmit the same pilot as that transmitted by Bob. Therefore, as long as Alice receives more than one pilot, the occurrence of PCA can be confirmed [19]. In [3], the authors proposed to encrypt the pilot so that Alice knows the pilot sequence sent by Bob in advance. In this way, Alice can estimate the CSIs of Bob and Eve if PCA occurs. In [20], it was revealed that Alice and Bob need not encrypt the pilot as in [3] if the channels of Bob and Eve were spatial correlated. In fact, knowing the channel covariance matrices, Alice can “guess” the pilot sent by Bob using maximal likelihood detection.

4) SF-based method [3], [21]–[26]: The occurrence of PCA leads to the increase in the energy received by Alice, denoted by \( E_a \), in the RPT phase and the decrease in the energy received by Bob, denoted by \( E_b \), in the DT phase, which motivates the energy-based detector in [21]–[24]. For instance, in [21], the occurrence of PCA was claimed if \( E_a / E_b \) was larger (smaller) than a predesigned threshold. In [25], except for the RPT phase, an extra forward channel training phase was used for Bob to estimate the CSI. If PCA does not exist, the CSI estimated by Bob is expected to be nearly the same as that estimated by Alice due to the channel reciprocity. In [26], it was assumed that the channels of Bob and Eve were spatially correlated with \( R_b \) and \( R_e \) being the covariance matrices, respectively. Then, PCA can be detected by performing a (generalized) likelihood ratio test (LRT). In [3], \( R_b \) and \( R_e \) were further utilized to construct minimum mean square error (MMSE) channel estimators and design secure beamforming vector.

B. motivations of this work

Though the methods to combat with PCA have been extensively investigated for several years, the vulnerability of multiple-antenna systems to PCA is still far from being solved.

In this paper, we present a new PCA scheme for Eve which is shown to disable many existing countermeasures on PCA. In the proposed PCA scheme, we let Eve exploit an intelligent reflecting surface (IRS) to perform PCA. In brief, IRS is a passive device that does not emit any electromagnetic wave by itself. Instead, it reflects the electromagnetic wave from the environment and is able to control the amplitudes and the phases of the reflecting coefficients. Due to its flexibility, IRS has been widely considered as an approach to enhance the reliability and security of wireless communication systems by carefully selecting the reflecting coefficients, see e.g., [27]–[29]. While many researchers have proposed to utilize IRS to improve the performance of wireless communication systems, in this paper, we reveal that IRS can also be used by Eve to deteriorate the performance of a wireless communication system. In fact, with the aid of an IRS, Eve can attack the RPT phase of a TDD system effectively even without any knowledge on the pilot sequence. Instead of transmitting some signal sequence by itself, Eve can simply deploy an IRS to reflect the pilot sequence transmitted by Bob to Alice. As a result, during the RPT phase, the signal sequence from the IRS is always the same as that from Bob. In principle, the RM-based, the ANRD-aided, and the ROP-based methods fail in combating with such an IRS-aided PCA (IRS-PCA) scheme because these methods require that the signal sequence sent by Eve is different from that sent by Bob.

Due to the significant differences between the IRS-PCA and the conventional PCA (C-PCA), i.e., Eve emits the pilot sequence by itself, it is necessary to pay special attention to the IRS-PCA and investigate the corresponding countermeasures. Basically, two issues are of great concern, i.e., 1) IRS-PCA detection, and 2) secure transmission under IRS-PCA.

1) IRS-PCA detection: Among the four categories of methods introduced in previous subsection, the SF-based method still facilitates the detection. However, the problem of PCA detection and the corresponding detection performance have not yet been fully illustrated in literature. Specifically, in existing works, the problem of PCA detection was modeled as a binary hypothesis test (BHT) problem. In each channel coherent time block, which consists of an RPT phase and a DT phase, either Alice or Bob makes a decision on whether PCA has occurred based on its received signals by performing a BHT. The detection process runs independently in different time blocks and the false alarm and miss detection probabilities in each single time block were used to characterize the detection performance. However, in practice, if Eve launches PCA over multiple time blocks, then the detection performance can be significantly improved by combining the signals received in different time blocks together, which means that by performing the detection independently in different time blocks as in existing works may not be the optimal choice.

In practice, if Eve starts to attack the legitimate system at some moment, it is natural to require the legitimate system to quickly discover the presence of the attack so that countermeasures can be timely taken. In fact, the optimal secure transmission schemes when PCA is absent and when PCA occurs are totally different. When PCA is absent, the maximal ratio transmission (MRT) beamforming scheme maximizes the SNR of Bob. But if PCA occurs, the MRT beamforming scheme causes significant signal leakage to Eve due to the inaccurate channel estimation. To safeguard the data transmission under PCA, elaborated channel estimation and beamforming scheme...
should be used. A basic question here is how many time blocks are required for the legitimate system to detect the occurrence of PCA, i.e., the detection delay, subject to some constraint on the reliability of the detection result, so that the legitimate system can timely change its transmission scheme. Besides, since PCA improves Eve’s wiretapping capability, it is also relevant to know how many information bits that Eve can intercept by performing PCA before it being successfully detected by the legitimate system. These quantities are significant to characterize the efficiency of a PCA detection method, which, however, have not been studied in literature.

Motivated by the above observations, in this paper, we propose a new PCA detection method based on the theory of quickest detection [32], [33]. Our detection method works in a sequential manner, aiming at discovering the occurrence of IRS-PCA as quickly as possible once it starts. At each time block, the signal sequence received by Alice during the RPT phase will be combined with all the signal sequences received in the past time blocks together to make a decision. We analyze the detection delay of the proposed detection method and evaluate the extra amount of information that Eve can intercept due to its IRS-PCA from the time when IRS-PCA starts to the time when IRS-PCA is successfully detected.

2) Channel estimation and secure transmission under IRS-PCA: Under PCA, being able to estimate the channels of Bob and Eve is important for secure transmission. In principle, the RM-based, the ANRD-aided, and the ROP-based methods do not work under the condition that Eve performs IRS-PCA. For the SF-based method, some prior knowledge about the probability distribution of Bob’s and Eve’s channels is required to estimate the instantaneous channel coefficients. For example, in [5], [20], the channel covariance matrices of Bob and Eve are required in order to construct linear MMSE channel estimators. However, in practice, it is not easy to obtain such channel statistics, especially that of Eve, because Eve should not cooperate with the legitimate system.

Based on the above observations, in this paper, we propose a new channel estimation scheme for Alice to estimate the channel between Alice and the IRS under the condition that Eve performs IRS-PCA. In the proposed channel estimation scheme, except for Bob, multiple cooperative nodes (CNs) also participate in the RPT process, each of which transmits a mutually orthogonal pilot sequence. The basic idea is that the pilot sequences transmitted by the CNs will also be reflected by the IRS, and thus estimating the channel between Alice and the IRS can be achieved by analyzing the common component in the estimated channels of the multiple CNs. The proposed scheme does not require Alice to know the covariance matrix of the channel of the IRS, which differs from the methods in [5], [20]. With the proposed channel estimation scheme, zero-forcing (ZF) beamforming can be designed to null out the signal leakage, which greatly improves the secrecy performance of the legitimate system.

The rest of paper is organized as follows: Section II introduces the system model and the proposed IRS-PCA; Section III discusses the proposed IRS-PCA detection scheme; Section IV presents the cooperative channel estimation and secure transmission scheme; Numerical results are presented in Section V; Finally, Section VI concludes the paper.

Notations: $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^H$ denote conjugate, transpose, and conjugate transpose, respectively. $\mathbb{E}(\cdot)$ and $\mathbb{P}(\cdot)$ denote mathematical expectation and probability, respectively. $|\cdot|$ and $\|\cdot\|$ denote the absolute value and the norm, respectively. $\mathcal{CN}(\cdot, \cdot)$ and $\mathcal{G}(\cdot, \cdot)$ denote the complex Gaussian and Gamma distributions, respectively. vec$(\mathbf{X})$ stacks the columns of $\mathbf{X}$ into a vector. Diagonal matrix is denoted by diag$(\cdot)$. $\mathbf{I}_m$ denotes the $m$-by-$m$ identity matrix. inf, sup, and esssup denote the infimum, the supremum, and the essential supremum, respectively. $f(x) = \mathcal{O}(g(x))$ means that $\lim_{x \to \infty} \frac{f(x)}{g(x)} \leq c$ for some constant $c > 0$. $f(x) = o_x(1)$ means that $\lim_{x \to \infty} f(x) = 0$.

II. System Model and IRS-PCA

Consider the transmission from a multiple-antenna trans-mitter, Alice, to a single-antenna receiver, Bob, which works in a TDD mode. The whole communication process lasts for multiple time blocks and each time block consists of an RPT phase followed by a DT phase. Denote $Y_k \in \mathbb{C}^{M \times T}$ as the signal received by Alice during the $k$-th RPT phase (i.e., the RPT phase in the $k$-th time block) with $M$ being the number of antennas and $\tau_p$ being the length of the pilot. In the following, we first introduce the proposed IRS-PCA scheme and then present some basic assumptions in this paper.

A. IRS-PCA scheme

In IRS-PCA, Eve keeps silent during the RPT phase. Instead, it utilizes an IRS, which consists of $N$ reflecting elements, to reflect the signal sequence sent by Bob to Alice. During the $k$-th RPT phase, Alice receives

$$
Y_k = \begin{cases} 
\sqrt{P_b}g_b h_{b,k} u_{b,k}^H + Z_k, & \text{if IRS-PCA does not occur,} \\
\sqrt{P_b}g_b h_{b,k} u_{b,k}^H + \sqrt{P_h} \mathbf{H}_{k} \Phi_k^{(p)} h_{t,k} u_{t,k}^H + Z_k, & \text{if IRS-PCA occurs,}
\end{cases}
$$

(1)

where $P_b$ is the transmit power of Bob, $g_b$ and $g_1$ are the distance-based path losses from Bob and the IRS to Alice, respectively, $h_{b,k} \sim \mathcal{CN}(0, \mathbf{I}_M)$ and $\mathbf{H}_{k}$ denote the fading channels from Bob and the IRS to Alice in the $k$-th time block, respectively, $h_{b,1,k}$ denotes the channel from the channel from Bob to the IRS in the $k$-th time block, $\Phi_k^{(p)} = \text{diag} (\phi_{1,k}^{(p)}, \phi_{2,k}^{(p)}, \ldots, \phi_{N,k}^{(p)}) \in \mathbb{C}^{N \times N}$ consists of the reflecting coefficients of the IRS in the $k$-th RPT phase with $0 \leq |\phi_{i,k}^{(p)}| \leq 1$ for $1 \leq i \leq N$, $|Z_k|_{i,j} \sim \mathcal{CN}(0, \sigma^2)$ for $1 \leq i \leq M$ and $1 \leq j \leq T_p$, $\mathbf{Z}_{k}$ denotes the thermal noise received by Alice in the $k$-th RPT phase, and $u_{t,k}$ is the sequence that Bob sends in the $k$-th RPT phase. We assume that all the channel coefficients are i.i.d. over different time blocks. Note that $\Phi_k^{(p)}$ is under the control of Eve. In this case, the signals received by Alice are different when IRS-PCA occurs and when IRS-PCA is absent. It should be noted that this does not necessarily mean that Eve needs to hide the IRS if the IRS-PCA is not harnessed. In fact, in this paper, we do not impose any restriction on Eve’s behavior when it does not perform the IRS-PCA.
paper, we assume that $\Phi^{(p)}_k$ remains unchanged during the $k$-th RPT phase but can be different in different time blocks. Specifically, for $k' \neq k$, $\Phi^{(p)}_k$ is not necessarily equal to $\Phi^{(p)}_{k'}$.

An comprehensive system model is illustrated in Fig. 1.

The effects of IRS-PCA can be summarized as follows:

1) It is of little use for the legitimate system to introduce any extra randomness to the RPT process because the signal sequence from Bob will always be reflected by the IRS, and Eve can effectively attack the RPT phase even without any knowledge about $w_{b,k}$.

2) Alice cannot combat with IRS-PCA by utilizing the differences between the signal sequences from Bob and the IRS, and the RM-based, the ANRD-aided, and the ROP-based methods, in principle, become disabled.

Based on these observations, in this paper, we assume that Bob directly transmits the publicly known pilot sequence $u$ in the RPT phase for simplicity, i.e., $w_{b,k} = u$.

Based on (1), if the probability distribution of $h_{b,k}$ is known, then (generalized) LRT facilitates to detect IRS-PCA, which degrades to an energy-based detector when $h_{b,k} \sim \mathcal{CN}(0, R_b)$ and vec $(H_{1,k}) \sim \mathcal{CN}(0, R_1)$. Besides, based on the signal model in (1), to discriminate Bob’s and the IRS’s channels, it is necessary that Bob’s and the IRS’s channels follow different probability distributions. For example, under the spatially correlated channel model, i.e., $h_{b,k} \sim \mathcal{CN}(0, R_b)$ and vec $(H_{1,k}) \sim \mathcal{CN}(0, R_1)$, Alice can construct linear MMSE channel estimators based on $R_b$ and $R_1$ as in [5]. [20]. A comparison between different solutions to PCA in literature is presented in Table 2.

Remark 1: It is worth noting that the IRS-PCA scheme is related to the pilot replay attack (PRA) scheme studied in [30], [31], wherein Eve acts as an amplify-and-forward (AF) relay to receive and immediately retransmit the pilot sent by Bob. The major difference between PRA and IRS-PCA is that in PRA, not only the pilot sent by Bob but also the residual self-interference (RSI) of Eve is retransmitted, as per [31] Eqn. 3. Note that the RSI can be viewed as an independent signal component from Eve (independent of Bob’s pilot $u$), which is exploited in [31] to detect PRA. However, in the proposed IRS-PCA scheme, we do not have such an RSI term in (1), and thus the method in [31] does not apply to our scenario. Besides, the method proposed in this paper can also be viewed as an approach to cope with PRA.

B. Assumptions and problem statement

In this paper, we aim to design detection scheme for Alice to discover the occurrence of IRS-PCA and further establish secure transmission scheme to safeguard the data transmissions. Before presenting any useful result, we first give some basic assumptions and definitions.

Assumption 1: The channels from Bob and Eve to the IRS and from the IRS to Alice, i.e., $h_{b,1,k}$, $h_{e,1,k}$, and $H_{1,k}$, can be decomposed as $h_{b,1,k} = h_{b,1,k} \omega_b$, $h_{e,1,k} = h_{e,1,k} \omega_e$, and $H_{1,k} = h_{1,k} \omega_a$, respectively. Here, $\omega_b, \omega_e, \omega_a \in \mathbb{C}^{N \times 1}$ are deterministic and Eve has perfect knowledge about $\omega_b, \omega_e, \omega_a$. Besides, we assume that $\mathbb{E}(|h_{e,1,k}|^2) = \sigma_e^2$, $\mathbb{E}(|h_{b,1,k}|^2) = \sigma_b^2$, and $h_{1,k} \sim \mathcal{CN}(0, I_M)$.

The channel model in this assumption is in fact the Kronecker channel model in [34]–[37]. This assumption holds true if there are few scatterers around the IRS, and in this case $\omega_b$, $\omega_e$, and $\omega_a$ can be viewed as the steering vectors of the array comprised of the multiple reflecting elements. It should be noted that this assumption enhances the attacking capability of Eve because with the knowledge about $\omega_b, \omega_e, \omega_a$. Eve can design passive beamforming for the IRS, which not only makes Alice’s channel estimation more inaccurate but also enhances the wiretapping SNR in the DT phase.

Consider the communication between Alice and Bob over multiple channel coherence time blocks. For convenience, we denote $T_s$, $k \geq 1$, as the $k$-th time block which consists of an RPT phase with length $\tau_p$ and a DT phase with length $\tau_d$. We assume that Alice knows the value of $a_b \triangleq \sqrt{T_s \theta_b}$, and for $k \geq 1$, Alice can obtain the least square estimation of $h_{b,k}$, denoted by $y_k = \frac{1}{a_{k\tau}} Y_k u$. Assume that starting from some time block unknown to Alice, denoted by $T_e (\nu \geq 1)$, Eve performs IRS-PCA, aiming at intercepting the data transmitted by Alice in the DT phase, then $y_k$ can be written as

$$y_k = \frac{1}{a_{\nu \tau}} Y_k u = \begin{cases} h_{b,k} + z_k, & k < \nu, \\ h_{b,k} + a_{k \tau} h_{1,k} + z_k, & k \geq \nu, \end{cases}$$

where $a_{k \tau} \triangleq \frac{a_k}{a_{\nu \tau}}$ with $a_k \triangleq \frac{\sqrt{T_s \theta_b}}{\sqrt[4]{T_s \theta_b}} \Phi^{(p)}_{b,1,k}$ and $z_k = \frac{z_{k \tau}}{a_{\nu \tau}} \sim \mathcal{CN}(0, \frac{\sigma_e^2}{a_{\nu \tau}^2} I_M)$. Note that in (2), if $\nu = 1$, it means that Eve starts to perform IRS-PCA at the same time when Alice starts to communicate with Bob. Moreover, if $\nu = \infty$, it means that Eve never performs IRS-PCA. For notational simplicity, in the following part of this paper, we use $\mathbb{P}_k \{ \cdot \} = \mathbb{P}\{ |\nu = k \}$ and $\mathbb{E}_k \{ \cdot \} = \mathbb{E}\{ |\nu = k \}$ to denote the probability and the mathematica expectation under the condition that $\nu = k$ for $\forall k \geq 1$.

In practice, if IRS-PCA does not exist, then the optimal beamforming scheme is the MRT scheme, which maximizes the SNR of Bob, and the beamforming vector is given by $w_{\text{mrt}} = \frac{y_{b}}{\| y_{b} \|$}. However, if IRS-PCA occurs, using the MRT beamforming scheme leads to significant signal leakage to the IRS because in this case, $y_k$ is no longer an accurate estimation of Bob’s channel. The IRS can further reflect the signal from Alice to Eve, which greatly enhances the wiretapping SNR of Eve. Therefore, using the MRT scheme under IRS-PCA will not be the best choice for securing the data transmission. In view of the fact that Alice does not know when Eve starts to perform IRS-PCA, i.e., the value of $\nu$, we propose
Fig. 2: COMPARISON BETWEEN DIFFERENT SOLUTIONS ON PCA.

| Category         | Literature       | Key Assumption                                                                 | C-PCA detection | ST under C-PCA | IRS-PCA detection | ST under IRS-PCA |
|------------------|------------------|-------------------------------------------------------------------------------|-----------------|----------------|-------------------|-----------------|
| RM-based method  | [8–10]           | $s$ is secretly shared between Alice and Bob                                 | ✓               | ✓              | ✓                 | ✓               |
|                  | [11]             |                                                                               |                 |                |                   |                 |
|                  | [12]             | $s$ is (at least partially) decodable                                          | ✓               | ✓              | ✓                 | ✓               |
|                  | [13], [14]       | $s$ has a special structure that is unknown to Eve                           | ✓               | ✓              | ✓                 | ✓               |
|                  | [15]             | $R_b$ is known to Alice, Eve emits strong power                              | –               | ✓              | ✓                 | ✓               |
|                  | [16]             | $R_b$ is known to Alice, Eve emits strong power                              | –               | ✓              | ✓                 | ✓               |
|                  | [17]             | $R_b$ and $R_c$ are known to Alice                                           | –               | ✓              | ✓                 | ✓               |
| ANRD-aided method|                  |                                                                               |                 |                |                   |                 |
|                  | [18]             | Require more than one pilot                                                   | ✓               | ✓              | ✓                 | ✓               |
|                  | [19]             | $u$ is secretly shared                                                        | –               | ✓              |                   |                 |
|                  | [20]             | Require more than one pilot                                                   | ✓               | ✓              | ✓                 | ✓               |
|                  | [21]             | $R_b$ and $R_c$ are known to Alice                                           | –               | ✓              | ✓                 | ✓               |
| SF-based method  | [22]             | $E_a$ (feed back) to Bob (Alice)                                             | ✓               | ✓              | ✓                 | ✓               |
|                  | [23]             | Two-way training                                                              | ✓               | ✓              | ✓                 | ✓               |
|                  | [24]             | $h_X \sim \mathcal{CN}(0, R_X)$ for $X \in \{b, e\}$                       | ✓               | ✓              | ✓                 | ✓               |
|                  | [25]             | $R_b$ and $R_c$ are known to Alice                                           | –               | ✓              | ✓                 | ✓               |

1 “–” means that the problem of C-PCA detection was not considered in the corresponding references. These works designed secure transmission schemes assuming that C-PCA always exists.
2 $R_b$ should be replaced with $R_t$ below “Key Assumption” when IRS-PCA is considered.

A sequential detection scheme for Alice to quickly determine whether IRS-PCA has occurred based on the framework of quickest detection [32]. Theoretically, the proposed detection procedure can be written as a stopping time, denoted by $T$, at which Alice declares the occurrence of IRS-PCA:

$$T = \inf \{ k : k \geq 1, W_k(y_1, y_2, \cdots, y_k) > \eta \}, \quad (3)$$

where $W_k$ is the detection statistic in $\mathcal{T}_k$, which is a function of all past observations, and $\eta$ is the detection threshold. Based on $T$ defined above, we make the following assumption on Alice’s transmit beamforming scheme.

Assumption 2: Before the $T$-th time block, Alice views $y_k$ as an estimation of $h_{b,k}$ and uses $w_{mrt} = y_k/\|y_k\|$ as the beamforming vector to transmit its data to Bob.

Note that Assumption 2 is natural because $w_{mrt}$ is optimal if no IRS-PCA exists and Alice does not have enough evidence to declare the occurrence of IRS-PCA before the $T$-th time block. Under Assumption 1 and 2 in the DT phase of $\mathcal{T}_k$, $\nu \leq k < T$, Bob and Eve receives

$$y_{b,k} = \begin{pmatrix} P_a g_b h_{b,k}^H w_{mrt} + P_a g_b Q_k^H w_{mrt} \end{pmatrix} x_a^H + z_{b,k} \quad \triangleq G_{b,k}$$

$$y_{e,k} = \begin{pmatrix} P_a g_e h_{e,k}^H w_{mrt} + P_a g_e Q_k^H e_{b,k} \end{pmatrix} x_a^H + z_{e,k} \quad \triangleq G_{e,k}$$

where $Q_k^H = h_{b,k}^H I_k^2 H^{(d)}_{e,k}$ and $e_{b,k} = h_{e,k}^H I_k^{(d)} H^{(d)}_{e,k}$

$$a_e \triangleq \sqrt{P_a g_e} \text{ with } P_a \text{ being the transmit power of Alice and } g_e \text{ being the path loss between Bob and Alice, } a_{b,k} \triangleq \sqrt{P_a g_b h_{b,k}^H \Phi_{k}^{(d)} H_{e,k}^{(d)} \Phi_{k}^{(d)} H_{b,k}^{(d)}}$$

$\nu \leq k < T$, $\tau_d < T$, $\nu$ is secretly shared with $R_b$ below “Key Assumption” when IRS-PCA is considered.

$z_{b,k} \sim \mathcal{C}(0, \sigma_{b,k}^2 I_{b,k})$ and $z_{e,k} \sim \mathcal{C}(0, \sigma_{e,k}^2 I_{e,k})$ denote the noise received by Bob and Eve, respectively, $h_{b,k} \sim \mathcal{CN}(0, I_{b,k})$ is the channel from Eve to Alice, and $\Phi_k^{(d)} = \text{diag} \{ \phi_{1,k}^{(d)}, \phi_{2,k}^{(d)}, \cdots, \phi_{N,k}^{(d)} \}$ is a function of the reflecting coefficients of the IRS in the $k$-th DT phase. Note that the same as $\Phi_k^{(d)}$, $\Phi_k^{(d)}$ is under the control of Eve. We assume that $\Phi_k^{(d)}$ remains unchanged in the $k$-th DT phase, but for $k' \neq k$, $\Phi_k^{(d)}$ can be different from $\Phi_{k'}^{(d)}$. For simplicity, we assume that Bob and Eve know the value of $G_{b,k}$ and $G_{e,k}$, respectively. This is because both $G_{b,k}$ and $G_{e,k}$ are scalars, and thus can be easily learned by a dedicated training process or directly estimated from the received data sequence. Based on (6), the amount of information that Eve can intercept in the $k$-th DT phase, $\nu \leq k < T$, is

$$I_k = \rho_d \times \mathcal{C}(\nu_{e,k}) = \tau_d \times \log \left( 1 + \frac{|G_{e,k}|^2}{\sigma_{e,k}^2} \right), \quad (6)$$

where $\rho_d$ is the channel capacity of Eve based on the signal model in (5). Based on (6), we define the wiretapping throughput gain (WTG) below, which characterizes the extra amount of information that Eve can eavesdrop due to its IRS-PCA.

Definition 1: Define $\text{WTG}_{\nu} = \sum_{k \nu} (I_k - \hat{I}_k) / \sum_{k \nu} (I_k - \hat{I}_k)$ where $\hat{I}_k = \tau_d \times \mathcal{C}(\nu_{e,k}) = \tau_d \times \log \left( 1 + \frac{|n_{e,k}|^2}{\sigma_{e,k}^2} \right)$ is the amount of information that Eve can intercept during $\mathcal{T}_k$ for $k \geq \nu$ under the condition that no IRS exists and Eve does not launch any active attack to the legitimate system.

In general, a single run of the detection process in (4) possibly generates two results. A false alarm event occurs if $T < \nu$. Recall that it is possible that Eve does not perform IRS-PCA, i.e., $\nu = \infty$, and in this case, any alarm raised by
Alice’s detector is false. Successful detection occurs if \( T \geq \nu \), and in this case, \( T - \nu \) is referred to as the detection delay. We illustrate an example of the detection process in Fig. 3.

In this paper, we are interested in the following three quantities which can be used to characterize the performance of the detection procedure in the form of (3).

1) Average run length to false alarm (ARL2FA): Under the condition that Eve never performs IRS-PCA, the mean value of \( T \) is referred to as ARL2FA, i.e., ARL2FA = \( E_\infty (T) \).

2) Worst-case average detection delay (WADD): Denoted by \( D(T) \), WADD is defined as

\[
D(T) \triangleq \sup_{\nu \geq 1} D_\nu(T)
\]

where \( D_\nu(T) \triangleq \text{esssup}_{y_1^{\nu-1}} \mathbb{E}_\nu((T - \nu)^+ | y_1^{\nu-1}) \) and \( y_1^{\nu-1} = (y_1, y_2, \cdots, y_{\nu-1}) \).

3) Worst-case average wiretapping throughput gain (WAWTG): compared with the case where there is no IRS in the system, WAWTG, defined in Definition 1, can be viewed as the extra amount of data that Eve can intercept by performing IRS-PCA from the \( \nu \)-th to the \( n \)-th time block. Accordingly, we define the WAWTG, \( \mathcal{W}(T) \), as

\[
\mathcal{W}(T) \triangleq \sup_{\nu \geq 1} \text{esssup}_{y_1^{\nu-1}} \mathbb{E}_\nu(\text{WTG}_{T-1} | y_1^{\nu-1})
\]

\[
= \sup_{\nu \geq 1} \text{esssup}_{y_1^{\nu-1}} \mathbb{E}_\nu(\sum_{k=\nu}^{T-1} \Delta I_k | y_1^{\nu-1})
\]

where \( \sum_{k=\nu}^{T-1}(\cdot) \) is understood as zero.

Remark 2: In formula (2), it is implicitly assumed that once Eve starts attacking in \( T_\nu \), it continues to attack in all subsequent time blocks, \( \{T_{\nu+l} : l \geq 1\} \). It is straightforward to extend the model in (2) to more general cases where whether IRS-PCA occurs or not follows some prior probabilities that are decided by Eve. For example, Eve can choose to perform IRS-PCA in \( T_{\nu+l} \) for \( l \geq 1 \) with probability \( 0 < q_l < 1 \). And if for some \( l \geq 1 \), Eve chooses not to attack in \( T_{\nu+l} \), then \( \hat{a}_{\nu+l} \) should be viewed as zero in (4) and (5). Even so, the IRS-PCA detection scheme proposed in this paper still works if (9) holds for some \( \mu > 0 \).

Remark 3: In practice, it is possible that Eve utilizes an IRS code to hide the identity of Alice’s location. However, this will not alter the performance analysis of the proposed detection scheme.
where $D$ is the detection threshold. In fact, if the post change samples contain unknown parameters with common distribution $CN(0, \sigma_0^2 I_M)$ and $\sigma_0^2 = 1 + \sigma_1^2$. If there exists a finite $\nu$ such that Eve starts to perform IRS-PCA, then for $k \geq \nu$, the distribution of $y_k$ becomes $CN(0, (\sigma_0^2 + |\hat{a}_{1,k}|^2) I_M)$. In other words, if IRS-PCA occurs for some finite $\nu$, the sequence $\{y_k : k \geq 1\}$ undergoes a change in its statistic distribution. In practice, it is essential for the legitimate system to discover the existence of the attack as soon as possible. In view of this, the detection of IRS-PCA naturally falls into the field of quickest detection [32].

A widely used quickest detection scheme is the CUSUM (CUSUM) procedure defined as follow,

$$T_{CU} = \inf \left\{ k : k \geq 1, \max_{1 \leq t \leq k} \sum_{j=t+1}^{k} A(y_j) > \eta_{CU} \right\},$$

where $A(y_k), k \geq 1,$ is the log-likelihood ratio and $\eta_{CU}$ is the detection threshold. In fact, if the post change samples, i.e., $\{y_k : k \geq \nu\}$, are i.i.d. distributed and if $\eta_{CU}$ is selected such that $E_{\infty}(T_{CU}) = \gamma > 1$, then the CUSUM procedure is optimal in minimizing the WADD with the ARL2F. Based on Theorem 2: Given $I_{e,k}$ and $\hat{a}_{1,k},$ an upper bound on $E\{C_{IRS-PCA}\}$ is

$$E\{C_{IRS-PCA}\} \leq \ln \left( 1 + \frac{\mu_k}{\sum_{j=0}^{n} \|y_j\|^2} \right) \ln \left( 1 + M(1 + o_M(1)) \right),$$

where $a_{e,k} H_{c,e} + \hat{a}_{1,k} H_{1,k}^H w_{mrt}$. The following theorem gives a upper bound on the mean value of $C_{IRS-PCA}$.

Theorem 2: Given $\hat{a}_{1,k}$ and $\hat{a}_{1,k}$. an upper bound on $E\{C_{IRS-PCA}\}$ is

$$E\{C_{IRS-PCA}\} \leq \ln \left( 1 + \frac{\mu_k}{\sum_{j=0}^{n} \|y_j\|^2} \right) \ln \left( 1 + M(1 + o_M(1)) \right),$$

where a detailed expression for $o_M(1)$ is given in [17].

Proof: Suppose $x \sim CN(0, I_M), y \sim CN(0, I_M), \Phi \sim CN(0, I_M), \Phi$ and $x, y, z$ are mutually independent. We have

$$E\{SNR_{IRS-PCA}\} = E \left\{ \frac{\| \hat{a}_{1,k} x + a_k y H (\hat{a}_{1,k} x + \sigma_0 z) \|^2}{\sigma_0^2 \| \hat{a}_{1,k} x + \sigma_0 z \|^2} \right\} \leq \frac{\mu_k}{\sum_{j=0}^{n} \|y_j\|^2} \Pi,$$

where $\Pi \triangleq E \left\{ \frac{\| a_k y H (\hat{a}_{1,k} x + \sigma_0 z) \|^2}{\sigma_0^2 \| \hat{a}_{1,k} x + \sigma_0 z \|^2} \right\}$. An upper bound on $\Pi$ is
derived as follows,

\[
\Pi = \mathbb{E}\left\{ |x|^{2H} \left( \hat{a}_{1,k} + \sigma_0 \frac{x}{|x|} + \sigma_0 z^* \right)^2 \right\}
\]

\[
\leq \mathbb{E}\left\{ \left| \hat{a}_{1,k} + \sigma_0 \frac{x}{|x|} \right|^2 |x|^2 + \sigma_0^2 |z|^2 \right\}
\]

\[
\leq \mathbb{E}\left\{ \left| \hat{a}_{1,k} \right|^2 |x|^4 + \sigma_0^2 |x|^2 \right\}
\]

\[
\leq \mathbb{E}\left\{ \left| \hat{a}_{1,k} \right|^2 |x|^4 + \sigma_0^2 |x|^2 + \sigma_0^2 |z|^2 \right\}
\]

\[
= \mathbb{E}\left\{ \left| \hat{a}_{1,k} \right|^2 |x|^4 + \sigma_0^2 |x|^2 + \sigma_0^2 (M-1) \right\}
\]

\[
= \mathbb{E}\left\{ \left| \hat{a}_{1,k} \right|^2 |x|^4 + \sigma_0^2 (M+1) \right\}
\]

\[
= \mathbb{E}\left\{ \left( \frac{\left| \hat{a}_{1,k} \right|^2 |x|^4 + \sigma_0^2 |x|^2 + \sigma_0^2 (M-1)}{M} \right) (1 + o(M,1)) \right\}
\]

where \( \chi = \frac{|x|^4}{|x|^2} \sim CN(0,1) \), \( \chi^* = (I_M - \frac{a x^H}{|x|^2}) x \), \( \psi_{3,k} = \frac{|\hat{a}_{1,k}|^2 + \sigma_0^2}{|\hat{a}_{1,k}|^2 + \sigma_0^2} \), and the derivation follows the fact that \( f(x) \) is concave in \( x \) if \( a > b \geq 0 \).

Corollary 1: Given \( \hat{a}_{1,k} \) and \( \hat{a}_{1,k} \), an upper bound on \( \mathbb{E}\{\Delta_l\} \) is

\[
\mathbb{E}\{\Delta_l\} \leq \tau_d \left( 1 + \frac{\sigma_0^2}{\sigma_0^2 + \frac{|\hat{a}_{1,k}|^2}{\mu_k} (1 + o(M,1))} \right)
\]

Furthermore, for massive MIMO systems, i.e., \( M \) is sufficiently large, we have \( \mathbb{E}\{\Delta_l\} \leq O(M) \). For the case where Eve works in a low SNR region, \( \mathbb{E}\{\Delta_l\} \leq O\left( \frac{|\hat{a}_{1,k}|^2}{\sigma_0^2} \right) \).

Proof: Due to the fact \( h^n_{a,b}(h_{a,b} + z)^2 \sim (1 + o(M,1)) \), we obtain that

\[
\mathbb{E}(C_{\text{w},k}) = \int_0^\infty e^{-x} \ln \left( 1 + \frac{x}{\sigma_0^2} \right) dx = \mathbb{E} \left( \frac{\sigma_0^2}{\sigma_0^2} \right) - \frac{\sigma_0^2}{\sigma_0^2}
\]

where \( \mathbb{E}(x) \triangleq \int_1^2 \frac{e^{-x} dx}{x} \), and "\( \sim \)" holds when \( \frac{\sigma_0^2}{\sigma_0^2} \to 0 \).

Combining (19) leads to this corollary.

Corollary 2: Suppose \( \Phi^{(d)} = \Phi^{(d)}_{\nu+k} \) and \( \Phi^{(p)} = \Phi^{(p)}_{\nu+k} \) for all \( k \geq 0 \). For massive MIMO systems, i.e., \( M \) is sufficiently large, \( W(T_G) \) is upper bounded by \( O\left( \frac{\ln M}{M^\gamma} \right) \) as \( \gamma \to \infty \).

Corollary 3: Suppose \( \Phi^{(d)} = \Phi^{(d)}_{\nu+k} \) and \( \Phi^{(p)} = \Phi^{(p)}_{\nu+k} \) for all \( k \geq 0 \). If Eve works in a low SNR region, \( W(T_G) \) is upper bounded by \( O\left( \frac{\ln M}{M^\gamma} \right) \) as \( \gamma \to \infty \).

Proof: Please refer to Appendix B.

Corollary 2 reveals that \( W(T_G) \) decreases with \( M \) when \( M \) is large. This is because the detection delay decreases with \( M \), and if \( M \) is sufficiently large, Alice can determine the occurrence of IRS-PCA. Corollary 3 reveals that the SNR of Eve is low, \( V(T_G) \) is nearly independent of the number of antennas of Alice. This is because in this case, \( \mathbb{E}\{\Delta_l\} \) is linearly to \( M \), and the detection delay is inversely proportional to \( M \) as shown in Theorem 1.

In this section, we have proposed a sequential detection scheme, namely the GCUSUM scheme, for Alice to detect IRS-PCA. In next section, we assume the existence of IRS-PCA, we introduce a channel estimation method for Alice to estimate the channel of the IRS, which can be used to reduce wiretapping SNR during the DT phase.

IV. A COOPERATIVE CHANNEL ESTIMATION AND BEAMFORMING SCHEME

In this section, we present our channel estimation scheme for Alice to estimate the channel of the IRS under the condition that Eve performs IRS-PCA. We introduce several CNs to assist the channel estimation process of Alice. During the RPT phase, we let each of the CNs broadcast a signal sequence that is orthogonal to the pilot sequence sent by Bob. Then, except for the pilot sequence sent by Bob, the signal sequences sent by the CNs will also be reflected by the IRS. By matching Alice’s received signal matrix with each of the signal sequences sent by the CNs, Alice obtains multiple sample observations on the channel of the IRS, based on which maximal likelihood channel estimator can be constructed to estimate the channel of the IRS.

Denote \( J \) as the number of the CNs in the system. For the case phase, the \( j \)-th CN transmits \( v_j \in C_{\nu \times 1} \) to Alice. For \( 1 \leq j \leq J \), we assume that \( \|v_j\|^2 = \tau_p \) and \( v_j^H u = 0 \). Besides, we assume that \( v_1, v_2, \cdots, v_J \) are mutually orthogonal, namely, \( v_j^H v_i = 0 \) for all \( i \neq j \). In the following, for notational simplicity, we neglect the subscript \( k \) in (11). During the RPT phase, the signal matrix received by Alice is

\[
Y = (a z_0 h + a h_1) u^H \sum_{j=1}^J \left( \sqrt{P_j} g_{j,1} + \sqrt{P_j} g_{j,1} \Phi^{(p)}_{j,1} \right) v_j^H + Z,
\]

where \( P_j \) is the transmit power of the \( j \)-th CN, and \( g_{j,1} \) and \( f_j \) are the path-loss and fading channel vector of the \( j \)-th CN, respectively, and \( h_{j,1} \) is the channel vector.
between the $j$-th CN and the IRS. By matching $Y$ with $v_j$, Alice obtains

$$
t_j \triangleq \frac{Yv_j}{\tau_0 \sqrt{P_0 g_j}} = f_j + a_j h_1 + \tilde{z}_j = f_j + b_j \tilde{h}_1 + \tilde{z}_j, \quad 1 \leq j \leq J, \quad (21)
$$

where $a_j \triangleq \frac{\sqrt{P_0 g_j} \omega_j^{(u)} h_j^{(u)} \tilde{h}_1}{\tau_0 \sqrt{P_0 g_j}}$, $\tilde{z}_j \triangleq \frac{Z v_j}{\tau_0 \sqrt{P_0 g_j}} \sim \mathcal{CN} \left(0, \frac{\sigma^2_j}{\tau_0^2 P_0 g_j} I_M \right)$, $\tilde{h}_1 \triangleq \frac{h_1}{||h_1||}$, and $b_j \triangleq ||h_1|| a_j$.

We now derive a maximal likelihood estimation of $\tilde{h}_1$. Based on (21), given $\tilde{h}_1$ and $\{b_j : 1 \leq j \leq J\}$, the log-likelihood function of $(t_1, t_2, \ldots, t_J)$ is

$$
\ln f (t_1, t_2, \ldots, t_J | b_1, b_2, \ldots, b_J, \tilde{h}_1) = -\sum_{j=1}^{J} \left( \frac{||t_j - b_j \tilde{h}_1||^2}{\sigma^2_j} \right) + C, \quad (22)
$$

where $\sigma^2_j \triangleq 1 + \frac{\sigma^2_j}{\tau_0^2 P_0 g_j}$ for $1 \leq j \leq J$, and $C$ is a constant that does not depend on $\{b_j : 1 \leq j \leq J\}$ and $\tilde{h}_1$. Then, the maximal likelihood estimation of $\tilde{h}_1$, denoted by $\hat{h}_1$, is

$$
\hat{h}_1 = \arg \min_{x : ||x||=1} \left\{ \min_{b_1, b_2, \ldots, b_J} \sum_{j=1}^{J} \frac{||t_j - b_j x||^2}{\sigma^2_j} \right\}
$$

$$
= \arg \min_{x : ||x||=1} \sum_{j=1}^{J} \left( \frac{||t_j||^2 - ||x^H t_j||^2}{\sigma^2_j} \right)
$$

$$
= \arg \max_{x : ||x||=1} \sum_{j=1}^{J} \left( \frac{||x^H t_j||^2}{\sigma^2_j} \right)
$$

$$
= \arg \max_{x : ||x||=1} \left( \sum_{j=1}^{J} \frac{1}{\sigma^2_j} ||x^H t_j||^2 \right) x = \lambda_{\max} (TT^H), \quad (23)
$$

where $T \triangleq \left[ \frac{1}{\sigma_1} t_1, \frac{1}{\sigma_2} t_2, \ldots, \frac{1}{\sigma_J} t_J \right]$, and $\lambda_{\max}(X)$ denotes the normalized eigenvector that corresponds to the largest eigenvalue of $X$. Define $a_{CN} \triangleq \left[ \frac{a_1}{\sigma_1^2}, \frac{a_2}{\sigma_2^2}, \ldots, \frac{a_J}{\sigma_J^2} \right]^T$. The following theorem characterizes the accuracy of $\hat{h}_1$ in term of estimating $\tilde{h}_1$.

**Theorem 3:** As $M \rightarrow \infty$, $\hat{h}_1 \rightarrow h_{1|e} + e_{h_{1|e}}$, where $e \sim \mathcal{CN} \left(0, \frac{1}{||a_{CN}||^2} I_M \right)$ is independent of $\tilde{h}_1$.

**Proof:** Please refer to Appendix C.

By (20) and (21), $||a_{CN}||^2$ can essentially be understood as the weighted sum power of the signals reflected by the IRS. Theorem 3 reveals that the estimation error is inversely proportional to $||a_{CN}||^2$. In principle, if we increase the number of the CNs, then $||a_{CN}||^2$ will also be increased, meaning that a more accurate estimation of $\tilde{h}_1$ can be obtained. Based on (23), ZF beamforming can be used to facilitate secure transmission in the DT phase. The ZF beamforming vector is

$$
\omega_{zf} \triangleq \left( I_M - \hat{h}_1 \hat{h}_1^H \right) y / \left\| \left( I_M - \hat{h}_1 \hat{h}_1^H \right) y \right\|. \quad (24)
$$

where $y$ is given by (25). Therefore, the wiretapping SNR can be written as

$$
\text{SNR}_{e}^{zf,\text{IRS-PCA}} = \frac{1}{\sigma^2_e} \left| \left( a_e h^H_e + \tilde{a}_1 h_1^H e \right) \omega_{zf} \right|^2. \quad (25)
$$

The following theorem characterizes $\text{SNR}_{e}^{zf,\text{IRS-PCA}}$ in the massive MIMO region.

**Theorem 4:** As $M \rightarrow \infty$, the wiretapping SNR satisfies

$$
E\{\text{SNR}_{e}^{zf,\text{IRS-PCA}} \} \rightarrow \frac{||a_1||^2}{\sigma_e^2} \left( 1 + ||a_{CN}||^2 \right) \frac{1}{\left( 1 + ||a_{CN}||^2 \right)} + \frac{\sigma_e^2}{\sigma^2_e}, \quad (26)
$$

**Proof:** Please refer to Appendix D.

By comparing (26) with (17), we can see that if $||a_{CN}||^2$ is sufficiently reduced, then the wiretapping SNR can be significantly reduced with the aid of the propose ZF beamforming scheme. This is the direct result of the fact that in this case, the channel of the IRS can be accurately estimated, as shown in Theorem 3.

**Remark 4:** It should be noted that the CNs play an important role in the proposed cooperative channel estimation scheme. Specifically, each CN produces an independent sample observations on $\tilde{h}_1$ to facilitate Alice to estimate $\hat{h}_1$, as shown in (21). In practice, the CNs can be some secure anchor nodes that are under the control of the legitimate system or other legitimate user devices in the considered system. For example, in cellular networks, the CNs can be some mobile users that are not scheduled in the considered time blocks. Another example is that in wireless sensor networks, if a sensor node intends to communicate with the fusion center, then other sensor nodes can act as cooperative nodes. Note that it is possible that there is no CN in the system, and in this case, Alice can only estimate the channels of Bob and the IRS by using the signal model in (20). Existing methods in [5, 20] facilitate Alice to do so under the condition that the covariance matrices of $h_b$ and $h_1$ are different and perfectly known to Alice. Different from the methods in [5, 20], the proposed method exploits the CNs in the considered system to estimate $\hat{h}_1$, and does not require any knowledge about the distribution of $\tilde{h}_1$.

V. Numerical Results

In this section, we present some simulation results to gain some insights about the problem of IRS-PCA investigated in previous sections.

We illustrate our simulation settings in Fig. 4. Suppose that Alice, Bob, Eve, and the IRS are in the same plane and their locations are $(-d_1, 0)$, $(0, -d_2)$, $(d_3, 0)$, and $(0, d_2)$, respectively. For the proposed cooperative channel estimation scheme, we randomly generate $J$ CNs in a circular area with the center being $(0, 0)$ and the radius being $R_c$, respectively. The distances from Alice to Bob, Eve, the IRS, and the $j$-th CN are denoted by $d_{b,a}$, $d_{e,a}$, $d_{b,a}$, and $d_{j,a}$, respectively. The distances from the IRS to Bob, Eve, and the $j$-th CN are denoted by $d_{b,1}$, $d_{e,1}$, and $d_{j,1}$, respectively. The path losses are set to be $g_b = d_{b,a}^{-4}$, $g_e = d_{e,a}^{-4}$, $g_{l} = d_{l,a}^{-4}$, and $g_j = d_{j,a}^{-4}$. The channels from Bob, Eve, and the $j$-th CN to the IRS are assumed to AWGN channels with $h_{b,1,k} = d_{b,1}^{-2} \omega_k$. 
\( h_{x,k} = d_{x}^{-2} \omega_{x}, \) and \( h_{y,j} = d_{y}^{-2} \omega_{y} \) with \( d_{x} = d_{y} \). The IRS of Eve consists of \( N = N_1 \times N_2 \) reflecting elements which form a \( N_1 \)-by-\( N_2 \) planar array. Accordingly, we set \( \omega_{x}, \omega_{y}, \omega_{e}, \) and \( \omega_{j} \) to be the steering vectors of such a planar array with the angle of arrivals depending on the locations of these nodes as introduced. For the passive beamforming at the IRS, we set \( \Phi^{(p)} = r_{p} \times \text{diag}(\omega_{x}) \times \text{diag}(\omega_{y}') \) and \( \Phi^{(d)} = r_{d} \times \text{diag}(\omega_{e}) \times \text{diag}(\omega_{j}') \) so that the beams of the IRS during the RPT and DT phases align with the Bob-IRS-Alice and the Alice-IRS-Eve channels, respectively. Unless specified, we set \( n = 1, r_{b} = r_{d} = 1, d_{1} = 150 \text{m}, d_{2} = 20 \text{m}, d_{3} = 30 \text{m}, R_{e} = 30 \text{m}, N = N_{1} = N_{2} = 7, J = 15, P_{b} = 20 \text{ dBm}, P_{d} = 20 \text{ dBm} \) for \( 1 \leq j \leq J, \sigma_{b}^{2} = \sigma_{e}^{2} = \sigma_{j}^{2} = -80 \text{ dBm} \) with \( P_{b} \) normalizing \( P_{d} \) to 0 dB.

**A. IRS-PCA Detection**

In this subsection, we present numerical results to show the detection performance of the proposed IRS-PCA detection scheme. An energy-based detection (ED) scheme is considered for comparison. In the ED scheme, in the \( k \)-th time block, Alice compares \( \| y_{k} \|^{2} \) with a pre-designed detection threshold \( \eta_{E} \). If \( \| y_{k} \|^{2} > \eta_{E} \), then the detector raises an alarm. The detection procedure of the ED scheme can be characterized by a stopping time defined as \( T_{E} = \inf \{ k : k \geq 1, \| y_{k} \|^{2} > \eta_{E} \} \). In the simulation, we set the ARL2FA of the ED scheme to be \( r_{p,E} \), i.e., \( \mathbb{E}_{\gamma}[T_{E}] = \gamma \). Due to the fact that if no IRS-PCA exists, \( \| y_{k} \|^{2} \sim G(M,1) \), the detection threshold of the ED scheme is given by \( \eta_{E} = \sigma_{b}^{2} \Gamma^{-1}(1/\gamma) \), where \( \Gamma^{-1}(\cdot) \) is the inverse of the incomplete Gamma function. For the proposed GCUSUM scheme, we set \( \xi = 1/\sqrt{\ln(\gamma)} \) and \( \eta_{G} = \ln(\gamma) \). Extensive numerical experiments reveal that the ARL2FA of the GCUSUM scheme is strictly larger than \( \gamma \) for the values of \( \gamma \) considered in the simulation.

In Fig.\( 5 \) we illustrate the average detection delay versus the antenna number of Alice, where we set \( \gamma = 3 \times 10^{3} \). It can be seen from Fig.\( 5 \) that both the GCUSUM and the ED schemes present shorter average detection delays as the number of antennas of Alice increases. It is worth noting that when \( M \) is not large, the average detection delay of the proposed GCUSUM scheme is much shorter than the ED scheme. In Fig.\( 6 \), we illustrate the average detection delay versus the amplitude of the reflecting coefficient of the IRS \( r_{p} \), where we set \( M = 64 \). In general, as \( r_{p} \) increases, the difference between the probability distributions of \( y_{k} \) when Eve does not perform IRS-PCA and when IRS-PCA truly occurs becomes more significant, and thus the IRS-PCA will be detected by Alice more quickly. Fig.\( 6 \) reveals that when \( r_{p} \) is small, the performance of the proposed GCUSUM scheme is better than the ED scheme. If \( r_{p} \) is sufficiently large, both the GCUSUM and the ED schemes exhibit short detection delay, and the ED scheme works slightly better than the proposed GCUSUM scheme. In Fig.\( 7 \) we plot the normalized (by the length of the DT phase) WAWTG versus the ARL2FA of Alice’s detector, i.e., \( \gamma \). From Fig.\( 7 \) it can be seen that WAWTG increases with \( \gamma \) under both the GCUSUM and the ED schemes, however the increasing rates are quite different. When \( r_{p} \) is small, \( W(T_{E}) \) increases much faster than \( W(T_{G}) \), and compared with the GCUSUM scheme, Eve can intercept more data before the IRS-PCA is successfully detected by Alice if Alice adopts the ED scheme. When \( r_{p} \) is large, both the GCUSUM and the ED schemes restrict the WAWTG to be small, but as \( \gamma \) increases, \( W(T_{E}) \) tends to be larger than \( W(T_{G}) \).

In summary, Fig.\( 5 \), \( 6 \), and \( 7 \) reveal that there exists a non-trivial region of \((M, r_{p}, \gamma)\) wherein the proposed GCUSUM scheme can discover the occurrence of IRS-PCA more quickly and lead to a weaker wiretapping capability of Eve than the benchmark ED scheme.

**B. Secure transmission under IRS-PCA**

In this subsection, numerical results are presented to show the performance of the proposed secure transmission scheme. We evaluate the SNR of Bob and Eve during the DT phase under the following conditions,

1) SNR\(_{b}^{\text{IRS}}\): Eve does not have an IRS in the system. Eve receives the signal from Alice passively and does not launch any attack.

2) SNR\(_{b}^{\text{IRS}}\): Eve uses an IRS to enhance its receiving SNR, but does not perform IRS-PCA, i.e., the IRS is turned off during the RPT phase.

3) SNR\(_{b}^{\text{mrt,IRS-PCA}}\): Eve performs IRS-PCA, and Alice uses the naive MRT beamforming scheme to transmit its data to Bob.

4) SNR\(_{b}^{\text{mrt,IRS-PCA}}\): Eve performs IRS-PCA, and Alice estimates \( h_{1} \) by using the scheme proposed in Section \( IV \) and adopts the ZF beamforming scheme in \( \ref{24} \), where the subscript \( X \in \{b, e\} \) indicates Bob or Eve.

In Fig.\( 8 \) we illustrate the SNRs of Bob and Eve versus the SNR number of Alice. First of all, we point out that when there is no IRS or when Eve only uses the IRS to enhance its receiving signal strength during the DT phase, Alice’s beamforming vector is independent of the Alice-Eve channel, and thus SNR\(_{b}^{\text{IRS}}\) is independent of \( M \). From Fig.\( 8 \) it is worth noting that even if Eve does not perform IRS-PCA, there exhibits a notable increase in its wiretapping SNR due to the use of an IRS. If, in addition, Eve performs IRS-PCA, it can obtain a huge improvement on its wiretapping SNR (see the curve of SNR\(_{b}^{\text{mrt,IRS-PCA}}\)), and in this case, SNR\(_{b}^{\text{mrt,IRS-PCA}}\) becomes increasing with \( M \). Besides, the curves of SNR\(_{b}^{\text{mrt,IRS-PCA}}\) and SNR\(_{b}^{\text{mrt,IRS-PCA}}\) reveal that the occurrence of the IRS-PCA leads to the decrease in the SNR of Bob, which is because \( w_{\text{mrt}} \) in this case does not accurately match with Bob’s channel \( h_{b} \). Finally, by using the proposed cooperative channel estimation and beamforming scheme, Alice is able to reduce the wireless leakage to the IRS, which causes two results: 1) compared with the naive MRT beamforming scheme, the SNR of Bob can be improved and approaches to SNR\(_{b}^{\text{IRS}}\), and 2) the signal reflected by the IRS becomes weak and Eve benefits less from the IRS.

In Fig.\( 9 \) we illustrate the SNRs of Bob and Eve versus the number of cooperative nodes \( J \), where we set \( M = 128 \). It can be seen from Fig.\( 9 \) that increasing \( J \) improves SNR\(_{b}^{\text{mrt,IRS-PCA}}\).
and greatly reduces $\text{SNR}_{\text{e,IRS-PCA}}$. This is because the estimation error of $\bar{h}_I$ gets small when $J$ increases as indicated by Theorem 3. If $J$ is sufficiently large, the proposed beamforming scheme restricts $\text{SNR}_{\text{e,IRS-PCA}}$ to be even smaller than $\text{SNR}_{\text{e,IRS}}$ meaning that it is better for Eve not to perform IRS-PCA.

The amplitude of the reflecting coefficient at the IRS, $r_p$, plays an important role in the secrecy performance of the considered system. We illustrate the effects of $r_p$ on the SNRs of Bob and Eve in Fig. 10, where we set $M = 128$. In general, if Alice does not adopt any countermeasure on IRS-PCA, then $r_p = 1$ is optimal for Eve in term of maximizing its wiretapping SNR, as shown by the curve of $\text{SNR}_{\text{mrt,IRS-PCA}}$. However, if Alice utilizes the propose cooperative channel estimation and beamforming scheme, the case becomes different. One one hand, if $r_p$ is large, Alice can accurately estimate $\bar{h}_I$ and thus reduces Eve’s SNR. On the other hand, if $r_p$ is too small, then the signal leakage from Alice to the IRS becomes small, and Eve benefits little from its IRS-PCA. As a result, if Eve aims at maximizing its SNR, there usually exists an optimal value of $r_p$ within $(0, 1)$, which can be seen from the curve of $\text{SNR}_{\text{zf,IRS-PCA}}$.

In Fig. 11 we assume that Eve selects the optimal value of $r_p$ to perform IRS-PCA (which is obtained by one-dimensional search with step size $0.025$ in our simulation), and the resulting SNRs of Bob and Eve are plotted versus the number of reflecting elements of Eve’s IRS. In Fig. 11 by comparing the curve of $\text{SNR}_{\text{e,IRS-PCA}}$ with $r_p = 1$ and the curve of $\text{SNR}_{\text{e,IRS-PCA}}$.
with \( r_p = r_{p, \text{opt}} \), we can conclude that the proposed secure transmission scheme can indeed effectively reduce the wiretapping SNR even if Eve is able to use the optimal reflecting amplitude. However, Fig. [11] also reveals that if Eve is able to increase the number of reflecting elements of its IRS, then it can greatly enhance the wiretapping capability. In practice, it is possible that Eve utilizes massive reflecting elements to attack the legitimate system, which poses severe threat to the security of the legitimate communication system. One possible solution is to increasing the number of cooperative nodes, which has been shown to be useful in Fig. 9. Another possible solution is to design artificial noise transmission scheme to increase the noise power level of Eve, which is, however, out the scope of this paper and left for future work.

VI. DISCUSSION & CONCLUSIONS

In this paper, we have proposed a new PCA scheme for Eve, namely IRS-PCA, wherein Eve uses an IRS to reflect the pilot sequence of Bob during the RPT phase. We extensively reviewed existing countermeasures on PCA in literature and showed that the proposed IRS-PCA scheme disables many existing methods. To combat with IRS-PCA, we proposed a sequential detection scheme, i.e., the GCUSUM scheme, for Alice to detect whether IRS-PCA has occurred. The ARL2FA, WADD, and WAWTG of the proposed GCUSUM scheme have been analyzed. Numerical experiments revealed that the proposed GCUSUM scheme is better than the benchmark ED scheme when the antenna number of Alice is not large enough or when a long ARL2FA is desired. To enable secure transmission under IRS-PCA, a cooperative channel estimation scheme has been proposed for Alice to estimate its channel to the IRS, which can be used to construct ZF beamforming vector to reduce the signal leakage. Numerical results were presented to show the performance of the proposed secure transmission scheme.
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APPENDIX

A. The proof of Theorem 1

To prove Theorem 1, the following two lemmas are required.

**Lemma 1 (Theorem 2, [39], Proposition 2, [71]):** Let \( T \) be a stopping time with respect to \( \{y_1, y_2, \cdots\} \) such that \( \mathbb{P}\{T < \infty\} \leq \frac{1}{2} \) for some \( \gamma \in (1, \infty) \). For \( \forall k \geq 1 \), let \( T^{(k)} \) denote the stopping time obtained by applying \( T \) to \( \{y_k, y_{k+1}, \cdots\} \), and define \( T^* = \min_{k \geq 1} \{T^{(k)} + k - 1\} \). Then \( T^* \) is a stopping time with \( \mathbb{E}_x(T^*) \geq \gamma \) and \( \mathbb{D}(T^*) \leq \sup_{k \geq 1} \mathbb{E}_k(T^{(k)}) \).

**Proof:** Define \( F_0 \) as the hypothesis \( \{y_k \sim \mathcal{CN}(0, I_M), \forall k \geq 1\} \) and \( F_1 \) as the hypothesis \( \{y_k \sim \mathcal{CN}(0, (1 + x)I_M), \forall k \geq 1\} \). \( T_x \) is in fact the one-sided sequential probability ratio test that tests \( F_0 \) against \( F_1 \) [32], and this lemma directly follows from [32, Proposition 4.10].

Based on Lemma 1, we now consider the following stopping time on \( \{y_1, y_2, \cdots\} \)

\[
T = \inf \left\{ n : n \geq 1, \tilde{A}_n(\xi) > \eta \right\},
\]

(27)

where for some \( \tilde{\xi} > 0 \), \( \tilde{A}_n(\xi) \) is given by

\[
\tilde{A}_n(\xi) = \sup_{\theta \geq \xi} \frac{\theta}{1 + \theta} S_n - nM \ln(1 + \theta)
\]

\[
= \begin{cases} 
   nM \left( S_n - \ln \tilde{S}_n - 1 \right), & \text{if } \tilde{S}_n - 1 \geq \tilde{\xi}, \\
   nM \left( \frac{\xi \tilde{S}_n}{1 + \xi} - \ln(1 + \tilde{\xi}) \right), & \text{if } \tilde{S}_n - 1 < \tilde{\xi},
\end{cases}
\]

with \( S_n = S_{1,n} \) and \( \tilde{S}_n = \tilde{S}_{1,n} \). It is obvious that \( T_G = T^* \). Therefore, to prove \( \mathbb{E}_x(T_G) \geq \gamma \), we only need to prove \( \mathbb{P}_x(T < \infty) \leq \frac{1}{2} \).

1) The proof of \( \mathbb{P}_x\{T < \infty\} \leq \frac{1}{2} \): First of all, we have that

\[
\sup_{\theta \geq \xi} \frac{\theta}{1 + \theta} S_n - nM \ln(1 + \theta) \geq \eta
\]

\[
\iff S_n \geq \inf_{\theta \geq \xi} \frac{1 + \theta}{\theta} \eta + \frac{1 + \theta}{\theta} nM \ln(1 + \theta)
\]
where \( t = \frac{g}{\sqrt{n}} \in (0, 1) \), \( \xi' = \frac{\xi}{\sqrt{n}} \), and \( f_n(t) \defeq \frac{M}{M(t - \ln(1-t))^{\nu/n}} \). Now, we calculate the inf in (28). The derivative of \( f_n(t) \) is given by \( f'_n(t) = \frac{M}{M(t - \ln(1-t))^\nu/n} \). Due to the fact that for all \( t \in (0, 1) \), \( g'(t) = \frac{t}{1-t} - \frac{1}{1-t} = \frac{t}{1-t} \geq 0 \), we obtain \( 0 \leq g(0) \leq g(t) \uparrow \infty \) as \( t \to 1 \), which means that there exists \( t_n \in (0, 1) \) such that

\[
\begin{cases}
Mg(t_n) = \frac{\eta}{n}, \\
{f'_n}(t) \leq 0, \text{ for } t \leq t_n, \\
{f'_n}(t) \geq 0, \text{ for } t \geq t_n.
\end{cases}
\]

As \( g(t) \) is monotonically increasing, we conclude that \( t_1 > t_2 > t_3 > \cdots \). Define \( n^* \) as follow

\[
\bar{n} = \inf_{n \geq 1} \left\{ n : t_n \leq \xi' \right\} = \left[ \frac{\eta}{Mg(\xi')} \right] \leq \frac{\eta}{Mg(\xi')} + 1. \tag{30}
\]

Based on (29), we have that \( \inf_{t \geq \xi'} f_n(t) = f_n(t_n) \) if \( n < \bar{n} \), and \( \inf_{t \geq \xi'} f_n(t) = f_n(\xi') \) if \( n \geq \bar{n} \). For event \( \{ n^* \leq T < \infty \} \), we have that

\[
\mathbb{P}_\infty \left\{ \text{inf} \{ n^* \leq T < \infty \} \right\} = \mathbb{P}_\infty \left\{ \forall n < n^*, S_n \leq f_n(t_n) ; \exists n \geq n^*, S_n > f_n(\xi') \right\} \leq \mathbb{P}_\infty \left\{ \exists n \geq 1, S_n > f_n(\xi') \right\}
\]

\[
= \mathbb{P}_\infty \{ T_{\xi'} < \infty \} \leq e^{-\eta}. \tag{31}
\]

where step (*) is due to Lemma [2]. For \( n < n^* \), we have that

\[
\mathbb{P}_\infty \{ T = n \} = \mathbb{P}_\infty \{ \forall k < n, S_k \leq f_k(k); S_n > f_n(t_n) \}
\]

\[
\leq \mathbb{P}_\infty \{ T_{t_n} < \infty \} \leq e^{-\eta}. \tag{32}
\]

where \( t_n' = \frac{k}{Mg(\xi')} \) and step (*) is due to Lemma [2]. Note that \( \bar{n} \leq 1 + \frac{\eta}{Mg(\xi')} \), therefore \( P\{ T < \bar{n} \} \leq \frac{\eta}{Mg(\xi')} e^{-\eta} \). Therefore,

\[
\mathbb{P}_\infty \{ T < \infty \} \leq \left( \frac{\eta}{Mg(\xi')} + 1 \right) e^{-\eta}
\]

\[
\leq \left( 2 - \frac{\eta}{Mg(\xi')} \right) e^{-\eta}. \tag{33}
\]

By selecting \( \xi' = \frac{1}{Mg(\gamma)} \) and \( \eta = (1 + o(1)) \ln \gamma \), we have \( \mathbb{P}_\infty \{ T < \infty \} \leq \frac{1}{2} \gamma \to \infty \).

2) The proof of \( D(T_G) = \mathcal{O}\left( \frac{\ln \gamma}{M(\mu-\ln(1+\mu))} \right) \): Based on Lemma 1, we only need to prove that \( E_k \{ T^{(k)} \} = \mathcal{O}\left( \frac{\ln \gamma}{M(\mu-\ln(1+\mu))} \right) \) for \( k \geq 1 \). In the following, for simplicity, we only prove this statement for the case with \( k = 1 \), i.e., \( E_1 \{ T^{(1)} \} = E_1 \{ T \} \leq \frac{(1 + o(1)) \ln \gamma}{M(\mu-\ln(1+\mu))} \). Using the same approach, this conclusion can be easily extended to the case with \( k > 1 \) due to the uniform convergence in Assumption [4].

Note that \( \xi' \to 0 \) as \( \gamma \to \infty \), and thus \( 1 + \mu > 1 + \xi' \) as \( \gamma \to \infty \). Based on Kolmogorov’s strong law of large numbers, we have \( \bar{S}_n \xrightarrow{n \to \infty} 1 + \mu > 1 + \xi' \) under the condition that \( \nu = 1 \). Using the fact that \( T \to \infty \) as \( \eta \to \infty \), we have

\[
T = \inf \left\{ n : n \geq 1, nM\Delta(\bar{S}_n) > \eta \right\}, \quad \eta \to \infty,
\]

where \( \Delta(x) \defeq x - \ln x - 1 \). Note that \( \mathbb{P}_1 \left\{ \frac{1 + \frac{1}{2} \mu}{2} \leq \bar{S}_n \leq 1 + \frac{3}{2} \mu \right\} \xrightarrow{n \to \infty} 1 \), and on event \( \left\{ 1 + \frac{1}{2} \mu \leq \bar{S}_n \leq 1 + \frac{3}{2} \mu \right\} \), we have

\[
\begin{align*}
&nM \Delta(\bar{S}_n) \\
&= nM \left\{ \frac{\mu}{1 + \mu} - \ln(1 + \mu) + \frac{1}{2v_n^2} (\bar{S}_n - (1 + \mu))^2 \right\}
\end{align*}
\]

\[
= nM \left\{ \frac{\mu}{1 + \mu} - \ln(1 + \mu) + \frac{1}{2v_n^2} (\bar{S}_n - (1 + \mu))^2 \right\}
\]

\[
> nM \left\{ \frac{\mu}{1 + \mu} - \ln(1 + \mu) \right\}
\]

\[
= \sum_{k=1}^{\infty} \left( \frac{\mu}{1 + \mu} \right) \frac{\|y_k\|^2}{\sigma_0^2} - M \ln(1 + \mu),
\]

where we expand \( \Delta(x) \) around \( x = 1 + \mu \) and \( v_n \) is a random variable distributed within \( (1 + \frac{1}{2} \mu, 1 + \frac{3}{2} \mu) \). Therefore, as \( \eta \to \infty \), we have that

\[
T < \tilde{T} \defeq \inf \left\{ n : n \geq 1, \sum_{k=1}^{n} \left( \frac{\mu}{1 + \mu} \right) \frac{\|y_k\|^2}{\sigma_0^2} - M \ln(1 + \mu) > \eta \right\}.
\]

Using Assumption 3, we have that

\[
\frac{1}{n} \sum_{k=1}^{n} \left( \frac{\mu}{1 + \mu} \right) \frac{\|y_k\|^2}{\sigma_0^2} - M \ln(1 + \mu) \to M (\mu-\ln(1+\mu)).
\]

As \( \eta = (1 + o(1)) \ln \gamma \), we obtain that \( E_1 \{ T^{(1)} \} = E_1 \{ T \} = \mathcal{O}\left( \frac{\ln \gamma}{M(\mu-\ln(1+\mu))} \right) \) as \( \gamma \to \infty \).

B. The Proof of Corollary 2 and 3

First of all, we note that under the condition \( \Phi^{(d)} = \Phi^{(d)}(\nu) \) and \( \Phi^{(\nu)} = \Phi^{(\nu)}(\nu) \) for \( \forall k \geq 0 \), \( \{ \Delta T^{(k)} : k \geq 0 \} \) is sequence of i.i.d. random variables, and it can be easily checked that \( \mathbb{E}(\Delta T^{(k)}) > 0 \) for \( \forall k \geq 0 \). \( W(T_G) \) can be upper bounded as follow,

\[
W(T_G) = \sup \text{ess sup}_{\nu \geq 1} E_{\nu} \{ W T^{(k-1)} | y_{1}^{(\nu-1)} \}
\]

\[
\leq \sup \text{ess sup}_{\nu \geq 1} E_{\nu} \{ W T^{(k)} | y_{1}^{(\nu-1)} \}
\]

\[
\leq E_{\nu} \{ W T^{(k)} | y_{1}^{(\nu-1)} = 0 \}
\]

\[
\leq E_{\nu} \left\{ \sum_{k=1}^{T^{(\nu-1)}} \Delta T \right\} = E_{\nu} \left\{ \sum_{k=1}^{T} \Delta T \right\}
\]

\[
= E_{1}(T) E(\Delta T_1),
\]

where the last step is due to Wald’s identity [33 Corollary 2.3.1]. Combining (37) with Corollary 1 leads to Corollary 2
and 3.

C. The Proof of Theorem 3

Based on (21), we have $T = \left[ \frac{1}{\sigma_1} t_1, \frac{1}{\sigma_2} t_2, \ldots, \frac{1}{\sigma_J} t_J \right]$ and $T^H T = t_1^H t_1 + t_2^H t_2 + \cdots + t_J^H t_J$. Any eigenvector of $T^H T$ that corresponds to a non-zero eigenvalue, e.g., denoted by $\varrho$, should be in the form of $T \kappa$ for $\kappa \in \mathbb{C}^{J \times 1}$ and $\varrho \neq 0$, then

$$T^H T \kappa = \varrho T \kappa$$

$$\Rightarrow T^H T T \kappa = \varrho T^H T \kappa$$

$$\Rightarrow T \kappa = \frac{\varrho}{\| T \kappa \|^2} T \kappa,$$  (38)

where the last step is because $\mathbb{P}\{\text{rank}(T^H T) = J\} = 1$ in our case. Then $\kappa$ is an eigenvector of $T^H T$ with the corresponding eigenvalue being $\varrho$. Note that as $M \to \infty$, it can be easily verified that $\frac{1}{M} T^H T \to T^H T$, and $\lambda_{\text{max}}(T^H T) \to T a_{CN}^* / \| T a_{CN}^* \|^2$. Furthermore, we have

$$T a_{CN}^* = \sum_{j=1}^{J} \left( \hat{f}_j + \frac{a_j}{\sigma_j} \right) \left( \frac{a_j}{\sigma_j} \right)$$

$$= \sum_{j=1}^{J} \left( | \hat{a}_j |^2 \right) h_1 + \sum_{j=1}^{J} \frac{a_j^*}{\sigma_j} \hat{f}_j,$$  (39)

where $\hat{f}_j = \frac{1}{\sigma_j} (f_j + \hat{z}_j) \sim CN(0, I_M)$. Dividing the both sides of (39) by $\| a_{CN} \|^2$ leads to the result in Theorem 3.

D. Proof of Theorem 2

Due to the fact that $h_c$ is independent of $y$ and $\hat{b}_1$, we have $\mathbb{E}[\text{SNR}_{\text{e}}^{\text{LRS-PCA}}] = \frac{\sigma^2}{\sigma^2_0} + \frac{|\hat{a}_1|^2 - \lambda_{\text{max}}(T a_{CN}^* / \| T a_{CN}^* \|^2)}{\| T a_{CN}^* \|^2}$, where $\Omega \triangleq \frac{1}{\lambda_{\text{max}}(T a_{CN}^*/\| T a_{CN}^* \|^2)} \left( I_M - \hat{h}_1 \hat{h}_1^H \right) y$ and $\Delta \triangleq \frac{1}{\lambda_{\text{max}}(T a_{CN}^*/\| T a_{CN}^* \|^2)} \left( I_M - \hat{h}_1 \hat{h}_1^H \right) y$. Denote $\hat{h}_b = h_b + z$. For $\Omega$, we further have that

$$\Omega = \frac{|\hat{a}_1|^2}{M} h_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1^2$$

$$+ \frac{1}{M} |h_1| \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1$$

$$+ \frac{2}{M} \mathbb{E} \left[ \hat{a}_1 \hat{h}_b^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1 \right],$$

Similarly, for $\Delta$, we further have that

$$\Delta = \frac{1}{M} \left( \hat{h}_b + \hat{a}_1 \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1 + \hat{a}_1 \right)$$

$$= \frac{1}{M} \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) \hat{h}_b + \frac{|\hat{a}_1|^2}{M} \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1$$

$$+ \frac{2}{M} \mathbb{E} \left[ \hat{a}_1 \hat{h}_b^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1 \right].$$

Using the fact that $\hat{h}_1 \xrightarrow{M \to \infty} h_1 + \frac{e}{\| h_1 + e \|}$, we can obtain that $\frac{1}{M} \hat{h}_1^H \left( I_M - \hat{h}_1 \hat{h}_1^H \right) h_1 \to \frac{1}{\| h_1 \|^2} \mathbb{E} \left[ |\hat{a}_1|^2 \right]$. Combining these results together, we obtain that $\Omega \to |\hat{a}_1|^2 \left( \frac{1}{1 + \| a_{CN} \|^2} \right)^2 M$ and $\Delta \to \sigma_0^2 + \frac{|\hat{a}_1|^2}{1 + \| a_{CN} \|^2}$, which proves Theorem 4.
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