Nonequilibrium steady state of biochemical cycle kinetics under non-isothermal conditions
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Abstract

The nonequilibrium steady state of isothermal biochemical cycle kinetics has been extensively studied, but that under non-isothermal conditions has been much less extensively investigated. When the heat exchange between subsystems is slow, the isothermal assumption of the whole system breaks down, as is true for many types of living organisms. Here, starting with a four-state model of molecular transporter across the cell membrane, we generalize the nonequilibrium steady-state theory of isothermal biochemical cycle kinetics to the circumstances with non-uniform temperatures of subsystems in terms of general master equation models. We obtain a new thermodynamic relationship between the chemical reaction rates and thermodynamic potentials in non-isothermal circumstances, based on the overdamped dynamics along the continuous reaction coordinate. We show that the entropy production can vary up to 3% in real cells, even when the temperature difference across the cell membrane is only approximately 1 K. We then decompose the total thermodynamic driving force into its thermal and chemical components and predict that the net flux of molecules transported by the molecular transporter can potentially go against the temperature gradient in the absence of a chemical driving force. Furthermore, we demonstrate that the simple application of the isothermal transition-state rate formula for each chemical reaction in terms of only the reactant’s temperature is not thermodynamically consistent. Therefore, we mathematically derive several revised reaction rate formulas that are not only consistent with the new thermodynamic relationship but also approximate the exact reaction rate better than Kramers’ rate formula under isothermal conditions.

1. Introduction

Biochemical cycle kinetics under nonequilibrium steady-state conditions are widely observed in cellular activities and are crucial for biological functions, such as metabolism, signal transduction, and energy transduction [1–7]. The thermodynamic analysis of such a mesoscopic system with stochastic dynamics has already been thoroughly investigated under isothermal conditions [1, 2, 8, 9] and provided motivation for the development of stochastic thermodynamics [4, 10–12].

The temperature gradient in living cells has been experimentally observed and shown to have a non-negligible impact on many important biological functions [13–15]. This phenomenon has recently attracted significant interest from both cell biologists and physical chemists [16–18]. The isothermal assumption is only valid when the timescale of the biochemical kinetics is much slower than the timescale of heat exchange within the system. If the system under investigation is divided into several subsystems, and the heat exchange among them is sufficiently slow compared to the biochemical kinetics being investigated, the temperatures, which may be non-uniform, can only be well defined for each subsystem [13, 19]. For example, in living cells [20, 21], a transporter protein crossing the cell membrane interacts with both the intracellular and extracellular components of the cell, which may be at different temperatures [16]. A mesoscopic chemical kinetic system such
as this is driven not only by chemical potential differences but also by the temperature gradient across the cell membrane [17].

Under isothermal or non-isothermal circumstances, mesoscopic biochemical cycle kinetics can be modeled using the master equation model. The theory of stochastic thermodynamics in terms of the master equation model has already been well developed, and the entropy production rate is expressed in terms of the transition rates between discrete states [4, 11, 12]. After taking the ensemble average, the mesoscopic stochastic thermodynamics should be consistent with the macroscopic nonequilibrium thermodynamics framework [22, 23]. Such consistency under isothermal conditions has been illustrated previously [1, 4, 24–26].

The problem of transport processes across a thermal gradient has been considered before in [16, 17]. These references discussed the transport of ions across a plasma membrane, when the temperature inside the cell is different from the temperature in the extracellular medium. However, the temperature at the membrane interface where the molecular transporter occupies is assumed to be independent of the reaction coordinates. This assumption is quite uncertain and evades the circumstances when the assumption is not valid.

In our paper, we remove this assumption, and conduct a detailed and comprehensive theoretical analysis of the nonequilibrium steady state (NESS) of biochemical cycle kinetics under non-isothermal conditions. Starting from a four-state model of a transporter protein across the cell membrane, we derive a new thermodynamic relationship between the reaction rates in the master equation model and the thermodynamic potentials of the discrete chemical states involved based on the consistency between mesoscopic stochastic thermodynamics and macroscopic nonequilibrium thermodynamics. Although the temperature difference across the cell membrane is shown to be quite small (i.e., approximately 1 K [27]), we demonstrate that the entropy production can vary by 3% in real cells, revealing the significant contribution of non-uniform temperature to thermodynamics.

This thermodynamic relationship is not satisfied if one simply applies the isothermal transition-state rate formula for each reaction considering only the reactant’s temperature. Instead, we mathematically derive several revised reaction rate formulas that not only obey the new thermodynamic relationship but also approximate the exact reaction rate better than isothermal calculations. Since we do not assume the independence of temperature upon the reaction coordinates, the temperature at the transition state of each reaction appears in our rate formulas, otherwise it will not appear as those in [16]. As long as one reaction is only assigned by one temperature, the transition rates between reactants and products have to follow the isothermal transition-rate formula under the same temperature reservoir, and the temperature at the transition state is irrelevant, just as the setup in [28, 29]. However, in our setup, the reactants and products are assigned with different temperatures. So a new theory is in highly demand.

Additionally, we decompose the total thermodynamic driving force into its thermal and chemical components and predict that the net flux of the molecules transported by the molecular transporter can go against the temperature gradient in the absence of a chemical driving force, which does not violate the Second Law of Thermodynamics. Fluctuation theorems are also derived in the four-state model under non-isothermal conditions.

We then generalize the obtained results to a more complex six-state transporter model and general master equation models based on the existing cycle-decomposition theory of master equation models [30]. We derive the same new thermodynamic relation for each kinetic cycle of the system and validate its consistency with the revised reaction rate formulas. Multiple fluctuation theorems are also derived for each kinetic cycle.

2. A four-state transporter model under non-isothermal conditions

We start from a four-state model of transporter proteins across the cell membrane (figure 1). The nonequilibrium analysis of this model under isothermal conditions can be traced back to Hill’s pioneering work [1, 2]. E and E* are defined as the two conformations of the transporter protein that face the inside and outside of the cell membrane, respectively. The intracellular temperature is \( T_1 \) and the extracellular temperature is \( T_2 \). When a counterclockwise cycle of the reaction diagram in figure 1 is completed, the transporter converts one molecule of \( M_i \) on the inside of the cell to one molecule of \( M_o \) on the outside.

Thermodynamic equilibrium means both thermal equilibrium \( T_1 = T_2 \) and chemical equilibrium (i.e., the chemical potentials inside and outside the membrane are equal to each other \( \mu_{M_i} = \mu_{M_o} \)). Here, the chemical potential should be replaced with the electrochemical potential gradient, including the membrane potential effect, if the transported molecule is not electrically neutral.
2.1. Entropy production during the completion of a counterclockwise cycle and a new thermodynamic relationship

We consider the master-equation model of the transporter protein across the membrane, 

$$ \frac{dp_i(t)}{dt} = \sum_{j=i} (p_j(t)k_{ji} - p_i(t)k_{ij}), $$

where $k_{ij}$ is the first-order or pseudo-first-order reaction rate from state $i$ to state $j$, and $p_i(t)$ is the probability of state $i$ at time $t$. Therefore, in the steady state, during the completion of a counterclockwise cycle in figure 1, the log ratio of the forward and backward path probability, i.e. the entropy production, is

$$ e_p = k_{i0} \ln \frac{P(1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1)}{P(1 \rightarrow 4 \rightarrow 3 \rightarrow 2 \rightarrow 1)} = k_{i0} \ln \left( \frac{k_{23}k_{34}k_{41}}{k_{42}k_{23}k_{12}} \right). $$

The entropy balance equation in nonequilibrium thermodynamics tells that $e_p = \Delta S - \Delta S_e$, where $\Delta S$ is the change in the entropy of the transporter system (the molecular transporter as well as the molecules of $M_i$ and $M_o$ inside and outside the membrane) in figure 1 after the counterclockwise cycle, and $\Delta S_e$ is the change in the entropy of the medium due to heat dissipation.

The resulting change in the entropy of the transporter system during this cycle is the entropy difference between molecules $M_i$ and $M_o$; i.e.,

$$ \Delta S = S_{M_i}(T_1) - S_{M_o}(T_2) $$

and the change in the entropy of the medium due to heat dissipation is $\Delta S_e = -(\frac{Q_i}{T_i} + \frac{Q_o}{T_o})$.[23], where $Q_i$ is the heat dissipated to the $i$th bath with temperature $T_i$, where $i = 1, 2$.

To perform a more detailed analysis of heat dissipation $Q_1$ and $Q_2$, we consider the barrier-crossing picture for each reaction (figure 2). Transition state $C$ lies at the saddle point of the potential energy surface along reaction coordinate $x$, while the reactant $A$ and product $B$ are located around the two local minima. In figure 2, we choose enthalpy as the potential energy, as is typically used for chemical reactions.

Here we assume that the reaction is under overdamped condition, i.e. the kinetic energy is neglectable, hence during a single reaction $A \rightarrow B$, the change of internal energy before the reaction escapes the potential well of chemical state $A$ in figure 2 is just $H_C - H_A$, which is the heat absorbed from the heat bath on the left-hand side of the transition state with temperature $T_1$ according to the First Law of Thermodynamics. Similarly, the heat released to the other heat bath on the right-hand side of the transition state with temperature $T_2$ is $H_B - H_C$.

Here, $H_i$ denotes the average enthalpy of the chemical state $i$, where $i = A, B, C$.

Therefore, during the completion of a counterclockwise cycle in figure 1, the heat released to the two heat baths with temperatures $T_1$ and $T_2$ are $Q_1 = H_{11}^* - H_{21}^*$ + $H_{M_i}$ and $Q_2 = H_{32}^* - H_{41}^*$ - $H_{M_o}$, respectively, where $H_{ij}^*$ is the average enthalpy of the transition state along the reaction coordinate from state $i$ to state $j$. Thus $H_{ij}^* = H_{ji}^*$, and
Combined with the definition of entropy production from stochastic thermodynamics (equation (2)), we obtain a new relationship between the reaction rates and thermodynamic potentials of the involved chemical states under non-isothermal conditions

\[ e_p = \Delta S + \frac{Q_1}{T_1} + \frac{Q_2}{T_2} = \frac{H_{14}^* - H_{23}^* + \mu_{M_1}}{T_1} + \frac{H_{32}^* - H_{41}^* - \mu_{M_1}}{T_2}. \]  

(4)

If \( T_1 = T_2 \), this relation reduces to that obtained under isothermal conditions [1, 2]:

\[ k_B \ln \left( \frac{k_{23} k_{34} k_{41} k_{21}}{k_{14} k_{43} k_{32} k_{21}} \right) = \frac{\mu_{M_1} - \mu_{M_2}}{T}. \]

(5)

To maintain the NESS, an external device must be responsible for transferring one molecule of \( M_2 \) from outside back to one molecule of \( M_1 \) inside after a counterclockwise cycle is completed [24]. During this external process, the change in the entropy of the system is \( \Delta S' = S_{M_1}(T_1) - S_{M_2}(T_2) = -\Delta S \), and the classical Clausius inequality says that

\[ \Delta S' \geq -\left( \frac{Q_1}{T_1} + \frac{Q_2}{T_2} \right) = \Delta S'_e, \]

(7)

where \( \tilde{Q}_i \) is the heat released to the heat bath with temperature \( T_i \) during the regeneration process performed by the external device.

Hence, the minimal entropy change of the medium due to heat dissipation during the regenerating process becomes

\[ \min \left\{ -\Delta S'_e \right\} = \min \left\{ \frac{\tilde{Q}_1}{T_1} + \frac{\tilde{Q}_2}{T_2} \right\} = \Delta S = -\Delta S'. \]

(8)

For the entire process (i.e., the counterclockwise cycle and regenerating process afterwards), we have

\[ e_p = \Delta S + \left( \frac{Q_1}{T_1} + \frac{Q_2}{T_2} \right) = \left( \frac{Q_1}{T_1} + \frac{Q_2}{T_2} \right) + \min \left( \frac{\tilde{Q}_1}{T_1} + \frac{\tilde{Q}_2}{T_2} \right), \]

(9)

which exactly represents the meaning of entropy production at steady state: all energy is dissipated as heat.

Under steady-state conditions, the ensemble-averaged entropy production rate of the four-state model is [9, 30]

\[ e_{pr} = J' \cdot k_B e_p, \]

(10)

in which \( J' \) is the cycle current, i.e. the averaged occurrence of the counterclockwise cycle per unit time.

2.2. The transmembrane flux of transported molecules

According to equation (4), the entropy production during a counterclockwise cycle in figure 1 can be rewritten as
\[ e_F = (H_{i4}^n + H_{Mi} - H_{23}^n) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) + \frac{1}{T_2} (H_{Mi} - H_{Mc}) - S_M(T_1) + S_M(T_2), \]  

which defines the thermodynamic driving force for this biochemical cycle \[1, 2\]. We can define the chemical driving force as \( F_{\text{chem}} = \frac{1}{T_2} (H_{Mi} - H_{Mc}) - S_M(T_1) + S_M(T_2) \), and the thermal driving force as \( F_{\text{thermo}} = (H_{i4}^n + H_{Mi} - H_{23}^n) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \), yielding \( e_F = F_{\text{chem}} + F_{\text{thermo}} \). Such a decomposition is based on the idea in \[31\] and the independence of the frame of reference energy. Thermal equilibrium is defined as \( T_1 = T_2 \), which implies \( F_{\text{thermo}} = 0 \), whereas chemical equilibrium in the presence of thermal equilibrium is \( \mu_{Mc} = \mu_{Mn} \), indicating \( F_{\text{chem}} = 0 \).

There is another way for decomposing \( e_F \) into its chemical and thermal driving forces \( F_{\text{chem}} \) and \( F_{\text{thermo}} \); i.e., let \( F_{\text{chem}} = \frac{1}{T_1} (H_{Mi} - H_{Mc}) - S_M(T_1) + S_M(T_2) \), and \( F_{\text{thermo}} = (H_{i4}^n + H_{Mi} - H_{23}^n) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \). Either form of mathematical decomposition will give the same conclusions; the former is used throughout this paper.

A positive value for \( e_F \) is equivalent to the counterclockwise direction of the net cycle flux in figure 1 \[1, 30\]. Hence, when the chemical force \( F_{\text{chem}} \) is zero, the direction of the net flux, \( J_C \), which is the average occurrence of the counterclockwise cycle per unit time, is determined only by the thermal driving force \( F_{\text{thermo}} \). Thus,

\[ J_C \cdot F_{\text{thermo}} = J_C \cdot (H_{i4}^n + H_{Mi} - H_{23}^n) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) > 0, \]  

(12)

This indicates that once \( (H_{i4}^n + H_{Mi} - H_{23}^n) > 0 \), \( J_C \cdot \left( \frac{1}{T_1} - \frac{1}{T_2} \right) > 0 \); therefore the transmembrane flux of molecules goes against the temperature gradient. This is because the thermal driving force \( F_{\text{thermo}} \) here is not \( \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \) but \( (H_{i4}^n + H_{Mi} - H_{23}^n) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \).

Such a counterintuitive phenomenon cannot occur in a single reaction. Consider the single chemical reaction \( A \leftrightarrow B \) in figure 2, where \( A \) is at temperature \( T_1 \), and \( B \) is at temperature \( T_2 \).

The thermodynamic relationship of this single chemical reaction satisfies (see appendix A)

\[ k_B \ln \left( \frac{k_{AB}[A]}{k_B[B]} \right) = (H_{AB}^n - H_A) \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \frac{1}{T_2} (H_A - H_B) - S_A(T_1) + S_B(T_2), \]

(13)

which has the same sign as the net flux \( J = k_B[A] - k_B[B] \).

When the chemical driving force \( \frac{1}{T_1} (H_A - H_B) - S_A(T_1) + S_B(T_2) \) vanishes, we have

\[ k_B \ln \left( \frac{k_{AB}[A]}{k_B[B]} \right) = (H_{AB}^n - H_A) \left( \frac{1}{T_2} - \frac{1}{T_1} \right), \]

(14)

followed by

\[ J \cdot \left( \frac{1}{T_2} - \frac{1}{T_1} \right) > 0, \]

(15)

since \( H_{AB}^n - H_A \) is always positive. Thus, the net flux of molecules in non-cyclic kinetics always follows the temperature gradient in the absence of chemical driving forces.

### 2.3. The influence of small temperature differences on entropy production

It is thought that natural cell membranes, which have a thickness of \( \sim 10 \) nm, cannot maintain a large temperature difference between their surfaces. Thus, temperature difference is likely to be small for a molecular transporter across a membrane and is estimated to be \( 1 \) K \[27\]. Such a small difference may have a nearly negligible influence on the dynamic/kinetic properties of the system. However, when considering thermodynamics, the results can be rather different. Figure 3 presents measured intracellular and extracellular concentration data for Na\(^+\) and K\(^+\) ions and membrane potentials \[32–35\].

Molecular dynamics simulations have already suggested that the activation energy for a transporter across the membrane is very high \[33–37\], so the enthalpy difference \( H_{i4}^n + H_{Mi} - H_{23}^n \) in figure 3 is assumed to be \( 20k_B T \approx 48 \) kJ/mol, estimated from \[37\]. The entropy production can vary up to \( 3\% \), even if the temperature difference is only \( 1 \) K, provided the difference in the activation energies of the transmembrane kinetics for the molecular transporter bound or unbound with a small transported molecule is relatively high. When the temperature difference is approximately \( 3 \) K, the variation in entropy production can reach \( 5\%–10\% \).

### 2.4. Fluctuation theorems

The stochastic net number of occurrences \( \nu(\tau) \) of the counterclockwise cycle in figure 1 up to time \( \tau \) has been shown to satisfy the detailed fluctuation theorem \[4\].
for any integer \( k \), where \( \gamma = \left( \frac{k_{2}k_{3}k_{4}k_{5}}{k_{1}k_{4}k_{5}k_{2}} \right) \).

It follows that [1]

\[
\langle e^{-\gamma \nu(\tau)} \rangle = \langle e^{-\log \gamma - \lambda \nu(\tau)} \rangle, \tag{17}
\]

for any real \( \lambda \).

Therefore, for any physical quantity associated with the counterclockwise cycle (i.e., \( W(\tau) = C \cdot \nu(\tau) \) for any constant \( C \)), we can write

\[
\frac{P(W(\tau) = w)}{P(W(\tau) = -w)} = \gamma^{w/C}, \tag{18}
\]
for any \( w \) in which \( w/C \) is an integer, and
\[
\langle e^{-\lambda w(r)} \rangle = \langle e^{-\frac{\log \gamma}{e} \lambda w(r)} \rangle.
\]  

(19)

For instance, in the four-state transporter model in figure 1, there are at least three thermodynamic quantities that we are interested in: \( e_p, F_{\text{chem}} \), and \( F_{\text{thermo}} \). The fluctuation theorems described by equations (18) and (19) are applicable for each thermodynamic value.

2.5. A more general form of the new thermodynamic relationship

In the high-dimensional case, Berezhkovskii et al [38] showed that a one-dimensional reaction coordinate exists for any system whose transition rate is described by Langer’s multidimensional generalization of the one-dimensional Kramers’ theory of diffusive barrier crossing. We can derive a more general form of the new thermodynamic relation (equation (5)) by regarding the temperature as a function of the one-dimensional reaction coordinate without further assumption or simplification.

During the completion of a counterclockwise cycle in figure 1, the entropy production can be represented as (see appendix B for detailed derivation)
\[
\epsilon_p = -\int_{x_i}^{x_s} \frac{H_i'(\chi_{ij}(x))}{T(x)} \, dx - \int_{x_j}^{x_s} \frac{H_j'(\chi_{ji}(x))}{T(x)} \, dx + \frac{\mu_{M_i}}{T_1} - \frac{\mu_{M_j}}{T_2}
\]
\[
= -\oint H'(x) \, dx + \frac{\mu_{M_i}}{T_1} - \frac{\mu_{M_j}}{T_2},
\]  

(20)

where \( \chi_{ij}(x) \) is the one-dimensional reaction coordinate along the transition from state \( i \) to state \( j \). \( H(x) \) is the mean potential energy at \( x \), and \( x_i \) is the coordinate of state \( i \). \( \oint \) is the abbreviation for the integral of a cycle.

Thus,
\[
k_B \ln \left( \frac{k_{i2}k_{23}k_{34}k_{41}}{k_{i4}k_{43}k_{32}k_{21}} \right) = -\oint H'(x) \, dx + \frac{\mu_{M_i}}{T_1} - \frac{\mu_{M_j}}{T_2}.
\]  

(21)

Notice that for the isothermal case with only one heat bath, the first term on the right-hand side of equation (21) vanishes, and hence, equation (21) reduces to (6). When the effect of the connecting region on the reaction rates is nearly negligible, equation (21) is reduced to (5).

3. Thermodynamically consistent revised reaction rate formulas

3.1. Simple application of the isothermal transition-state rate formula

The well-known transition-state rate formula is derived under isothermal conditions [39, 40]; that is,
\[
k = \kappa \frac{T}{h} e^{-\frac{\Delta G^i}{k_B T}} = \kappa \frac{T}{h} e^{-\frac{\Delta H^i}{k_B T} \frac{\Delta S^i}{T}}.
\]  

(22)

where \( \Delta G^i, \Delta H^i \) and \( \Delta S^i \) are the free energy, enthalpy, and entropy of activation, respectively.

Applying the isothermal transition-state rate formula for each reaction in terms of the reactants’ temperature, the following relationship can be derived (see appendix C):
\[
k_B \ln \left( \frac{k_{i2}k_{23}k_{34}k_{41}}{k_{i4}k_{43}k_{32}k_{21}} \right) = \frac{H_{24}^i - H_{34}^i + \mu_{M_i}}{T_1} + \frac{H_{12}^i - H_{41}^i - \mu_{M_i}}{T_2} + \Delta.
\]  

(23)

where \( \Delta = -S_{ij}^2(T_1) + S_{ij}^2(T_2) - S_{ij}^1(T_2) + S_{ij}^1(T_1). S_{ij}^2 \) is the entropy of the transition state along the reaction coordinate from state \( i \) to state \( j \).

There is no theoretical support for the consistent vanishing of the \( \Delta \) term; thus, it is contradictory to the new thermodynamic relation (equation (5)).

The term \( \Delta \) in equation (23) emerges because the transition states of the forward and backward reactions are attributed to different temperatures and are, thus, not reasonable. The transition state should have its own temperature \( T^* \), and a revised reaction rate formula is needed for the non-isothermal condition. Only when the temperature \( r \) for each reaction is independent of reaction coordinate, the isothermal transition-state rate formula can apply. And only in this case, the local detailed balance condition for each reaction holds:
\[
\frac{k_{r}^{\nu}}{k_{r}^{0}} = \exp \left( -\frac{\varphi_{r}^{\nu} + \varphi_{r}^{0}}{k_{B}T_{r}} \right),
\]
(24)

in which \( \varphi \) is the grand potential, also called Landau potential.

However, in this paper, we drop this assumption, thus we need to seek for revised reaction-rate formulas.

### 3.2. The revised reaction rate formulas

The reaction rate from reactant A to product B crossing through transition state C as shown in figure 2 can be defined as the reciprocal of the mean first passage time from one local minimum \( x_{\lambda} \) of the enthalpy surface to the other local minimum at \( x_{A} \) \[41\].

Consider the overdamped Langevin dynamics with the potential energy surface \( H(x) \) \[39\]:

\[
dX_{\nu} = - \frac{\nabla H(X_{\nu})}{\eta} dt + \sqrt{\frac{2k_{B}T(X_{\nu})}{\eta}} dB_{\nu},
\]
(25)

where the temperature \( T \) is a function of \( x \). The stochastic integral should be interpreted as an Ito integral. The justification for this choice is due to the convergence theorem from the underdamping case to the overdamping case because this issue does not rise for the original second-order Langevin equation \[42\]. When the frictional coefficient is not independent of the position, the temperature-dependent component remains in the Ito form, while the frictional coefficient is in the anti-Ito form \[43\], also because of the local fluctuation-dissipation relation.

It is worth mentioning that the more general form of the new thermodynamic relation can be reproduced in the overdamped Brownian dynamics (see appendix E), in which the entropy production is defined as the log ratio of forward and backward path probabilities in the framework of stochastic thermodynamics.

#### 3.2.1. One-dimensional case

In the one-dimensional case, we assume that near \( x_{A} \), \( x_{B} \), and \( x_{C} \) (figure 2),

\[
\begin{align*}
H(x) &\approx H(x_{A}) + \frac{1}{2}\lambda_{A}(x - x_{A})^2, & x &\approx x_{A}; \\
H(x) &\approx H(x_{B}) + \frac{1}{2}\lambda_{B}(x - x_{B})^2, & x &\approx x_{B}; \\
H(x) &\approx H(x_{C}) + \frac{1}{2}\lambda_{C}(x - x_{C})^2, & x &\approx x_{C},
\end{align*}
\]
(26)

where \( \lambda_{A}, \lambda_{B} > 0 \) and \( \lambda_{C} < 0 \).

When the thermal fluctuation is rather small, we use the following approximation (denoted as \( k_{1,AB}^{1} \)) for the transition rate from state A to state B (see appendix F):

\[
k_{1,AB}^{1} \approx \frac{\sqrt{-\lambda_{A}\lambda_{C}}}{2\pi\eta} \sqrt{T_{1}} \ e^{-\int_{t_{1}}^{t_{A}} \frac{H(x)}{k_{B}T_{x}} dx}.
\]
(27)

If the connecting region in figure 2 is narrow (see appendix F), equation (27) can be simplified to the following approximation (denoted as \( k_{1,AB}^{2} \)) (see appendix F):

\[
k_{1,AB}^{2} \approx \frac{\sqrt{-\lambda_{A}\lambda_{C}}}{2\pi\eta} \sqrt{T_{1}} \ e^{-\int_{t_{1}}^{t_{A}} \frac{H(x_{C})-H(x_{A})}{k_{B}T_{x}} dx},
\]
(28)

where \( T_{*} = T(x_{C}). \)

Compared with Kramers’ rate formula (denoted as \( k_{\text{Kramers}} \)) \[44\], we know

\[
k_{1,AB}^{2} = \sqrt{T_{1}/T_{*}} k_{\text{Kramers}}.
\]
(29)

The conditions under which the revised rate formulas equations (27) and (28) approximate the exact reaction rate are summarized in table 1, and numerical validation is presented in figures 4(a), (b). Each approximation has its own range of applicability, and the most appropriate approximation for each region is always better than Kramers’ approximation (figures 4(a), (b)).

Under isothermal conditions, the revised reaction rates in equations (27) and (28) are equivalent and the same as the established Kramer’s rate formula. Whether these rate formulas are thermodynamically consistent will be verified using the more general high-dimensional versions below.

#### 3.2.2. High-dimensional case

Without loss of generality, we denote the one-dimensional coordinate existing in the high-dimensional case as \( x \) and the other coordinates as \( y \). Note that \( x \in \Re^{1} \), and \( y \in \Re^{n-1} \). \( \{x, y : y \in \Re^{n-1}\} \) is a set of parallel planes
perpendicular to the x coordinate. We assume that, for fixed x, (x, 0) is the minimum of the potential energy \( H(x, y) \) on the plane \( \{(x, y) : y \in \mathbb{R}^{n-1}\} \). We further assume that, around the reactant region \( x = x_A \), \( H(x, y) \approx H(x_A, 0) + (x, y)^T A_n(x_A)(x, y)/2 \), and that around the transition state region \( x = x_C \), \( H(x, y) \approx H(x_C, 0) + (x, y)^T A_n(x_C)(x, y)/2 \), where \( A_n(x) \) is the n-dimensional Hessian matrix at \( x, 0 \). We denote \( A_n-1(x_C) \) as the \( (n-1) \)-dimensional Hessian matrix without the x dimension. Finally, we use the relationship \( \text{det} A_n(x_C) = \lambda_C \text{det} A_{n-1}(x_C) \), where \( \lambda_C < 0 \) is the eigenvalue along the x direction.

When the thermal fluctuation is rather small, we can use the following approximation for the transition rate from state A to state B (see appendix C):

\[
k_{AB}^{1-2} \approx \sqrt{-\frac{\lambda_C}{2\pi \eta}} \frac{1}{T^{\pi/2}} \left( \text{det} A_n(x_A) \right)^{-1/2} e^{-\int_{x_A}^{x_B} H'_2(x, 0) dx},
\]

which is the high-dimensional version of equation (27).

---

**Table 1.** Comparison of different reaction rate formulas in one dimension. The exact description of the ‘narrow connecting region’ can be found in appendix D.

| Reaction rate formula | Connecting region | Thermodynamically consistent |
|-----------------------|-------------------|-----------------------------|
| \( k_{1AB}(T^*) \)    | All               | Yes                         |
| \( k_{2AB}(T^*) \)    | Narrow            | Yes                         |

---

**Figure 4.** Validation of the revised rate formulas under non-isothermal conditions for the one-dimensional case (a), (b) and high-dimensional case (c), (d). The reaction rate is the reciprocal of the mean first passage time \( \langle \tau_{\text{trans}} \rangle \) from one well of the enthalpy surface to the other. In the connecting region, the temperature at each point is assigned according to the same heat reservoir \( T^* \). (a), (c) The connecting region is narrow: only 0.5% of the total region between the two local minima of the enthalpy surface. (b), (d) The connecting region is not narrow: 3% of the total region between the two local minima of the enthalpy surface. The best rate formulas for approximating the exact reaction rates are labeled with ". In (a) and (c), all the new rate formulas overlap with the exact reaction rates, while in (b) and (d), only the best one overlaps with the exact reaction rates. Kramers’ rate formula (green) does not provide good approximations in all cases. The exact reaction rate in the one-dimensional case is obtained via the analytical expression (i.e., equation (F.3) in the appendix D). For the high-dimensional case, it is obtained via numerical simulations. The enthalpy function used in the one-dimensional case is \( H(x, x) = 6000 \times x_1^4 - 12000 \times x_1^2 + x_2^2 + \Delta H = 20k_b T_1, T_1 = 300 K, T^* = T_1 + 0.5 \Delta T \), and that used in the high-dimensional case is \( H(x, x) = 6000 \times x_1^4 - 12000 \times x_2^2 + 2 \times x_3^2 + \Delta H = 20k_b T_1, T_1 = 300 K, T^* = T_1 + 0.5 \Delta T \).
Then, the entropy production after the completion of a counterclockwise cycle in figure 1 is (see appendix H)

\[ k_B \ln \left( \frac{k_{21} k_{31} k_{34} k_{41}}{k_{41} k_{43} k_{32} k_{21}} \right) = - \int \frac{H_d'(x)}{T(x)} \, dx + \frac{\mu_M}{T_1} - \frac{\mu_M}{T_2}, \]  

(31)

which is exactly the general form of the thermodynamic relationship (equation (21)), indicating that equation (30) is thermodynamically consistent.

If we assume that the connecting region around the transition state \( x_c \) is narrow and let \( T' = T(x_c) \), equation (30) can be simplified to

\[ k_{AB} \approx \frac{\sqrt{-\lambda_C}}{2 \pi \eta} \sqrt{\frac{T_1}{T'}} \left( \frac{\det A_n(x_c)}{\det A_{n-1}(x_c)} \right)^{1/2} e^{-\frac{H(x_c) - H(x_{0})}{k_B T}}. \]

(32)

which is the high-dimensional version of equation (28) and satisfies equation (29).

However, even under the local Gaussian approximation, the rate formula equation (32) is not thermodynamically consistent with equation (5) if the dimension is not one (see appendix H). Therefore, we need a new approximation for equation (30).

Under the local Gaussian approximation, we derive another approximation of equation (30) (see appendix G):

\[ k_{AB}^3 \approx \frac{\sqrt{-\lambda_C}}{2 \pi \eta} (T')^{3/2} \left( \frac{\det A_n(x_c)}{\det A_{n-1}(x_c)} \right)^{1/2} e^{-\frac{H(x_c) - H(x_{0})}{k_B T}}. \]

(33)

where

\[ H_A \approx H(x_{0}, 0) + n k_B T_1, \quad H_C \approx H(x_c, 0) + (n - 1) k_B T'. \]

(34)

Notice that in calculating \( H_C \), the reaction coordinate \( x \) is not used, and \( H_A \) involves one more coordinate than \( H_C \).

The entropy of states \( A \) and \( C \) under the local Gaussian approximation becomes [40]

\[ S_A(T) = (n - 1) k_B \ln \left( \frac{2 \pi e k_B T^* \sqrt{m}}{h} \right) - \frac{1}{2} k_B \ln(\det A_{n-1}(x_c)), \]

\[ S_C(T) = n k_B \ln \left( \frac{2 \pi e k_B \sqrt{m}}{h} \right) - \frac{1}{2} k_B \ln(\det A_n(x_c)). \]

(35)

We rewrite the revised transition rate formula equation (33) in terms of the thermodynamic quantities

\[ k_{AB}^3 = \kappa_{AB} \frac{k_B T_1^{3/2}}{h T'^{3/2}} e^{-\frac{H_C - H_A}{k_B T_1}}, \]

(36)

where \( \kappa_{AB} = \frac{-\lambda_C \eta}{\eta} \) is the transmission coefficient, and \( h \) is the Planck constant. We can also consider the transition rate from state \( B \) back to state \( A \). Then, the prefactors become \( \kappa_{BA} = \frac{-\lambda_C m}{\eta} \).

Applying equation (33), the entropy production in the counterclockwise cycle in figure 1 becomes (see appendix H)

\[ \epsilon_p = k_B \ln \left( \frac{k_{21} k_{31} k_{34} k_{41}}{k_{41} k_{43} k_{32} k_{21}} \right) = \frac{H_{A4} - H_{A1} + \mu_M}{T_1} + \frac{H_{B2} - H_{A1} + \mu_M}{T_2}. \]

(37)

which is exactly the new thermodynamic relation (equation (5)), showing that equation (33) is thermodynamically consistent.

The three approximations \( k_{AB}^3, k_{BA}^3, \) and \( k_{AB}^3 \) are equivalent under isothermal conditions, which is exactly Kramers’ rate formula. The first revised rate formula \( k_{AB}^3 \) (equation (30)) holds even when the connecting region is large and is consistent with the thermodynamic relation equation (21). The second revised rate formula \( k_{AB}^3 \) (equation (32)) is a modified version of Kramers’ rate formula (equation (29)) but is not consistent with the thermodynamic relation equation (21) or (5). When the connecting region is narrow, the third revised rate formula \( k_{AB}^3 \) (equation (33)) achieves a better approximation than the isothermal Kramers’ rate formula (figures 4(c), (d)) and is consistent with the new thermodynamic relationship (equation (5)). The conditions under which the three revised formulas hold and their thermodynamic consistency are summarized in table 2.

4. A more complicated co-transporter model

Figure 5 shows a six-state model for a co-transporter across the membrane [1, 2]. We assume that a small molecule \( M \) has a larger chemical potential inside the membrane than outside (i.e., \( \mu_M > \mu_M \)) and that another
small molecule $L$ has a larger chemical potential outside than inside (i.e., $\mu_L^i < \mu_L^o$). $M$ molecules would tend to move spontaneously from inside to outside, whereas $L$ molecules would tend to move in the opposite direction.

There are three cycles in this kinetic diagram (figure 5). The thermodynamic analyses of cycle $a$ (1-2-5-6-1) and cycle $b$ (2-3-4-5-2) are the same as the four-state model in figure 1. For cycle $a$ (1-2-5-6-1), the new thermodynamic relationship, which is similar to equation $(5)$, is

$$k_B \ln \gamma_a = (H_{16}^* + H_{56}^* - H_{23}^*)(\frac{1}{T_1} - \frac{1}{T_2}) + \frac{1}{T_1}(H_{56}^* - H_{5L}^*) - S_{M}(T_1) + S_{M}(T_2), \tag{38}$$

where $\gamma_a = \left(\frac{k_i k_j k_o k_s k_u k_v}{k_i k_s k_u k_v k_o k_s}ight)$, the thermal driving force $F_{\text{ thermo}}^a = (H_{16}^* + H_{56}^* - H_{23}^*)(\frac{1}{T_1} - \frac{1}{T_2})$, and the chemical driving force $F_{\text{ chem}}^a = \frac{1}{T_1}(H_{56}^* - H_{5L}^*) - S_{M}(T_1) + S_{M}(T_2)$.

For cycle $b$ (2-3-4-5-2), the new thermodynamic relationship, which is similar to equation $(5)$, is

$$k_B \ln \gamma_b = (H_{25}^* + H_{5L}^* - H_{34}^*)(\frac{1}{T_1} - \frac{1}{T_2}) + \frac{1}{T_2}(H_{5L}^* - H_{5L}^*) - S_{L}(T_1) + S_{L}(T_2), \tag{39}$$

where $\gamma_b = \left(\frac{k_i k_j k_o k_s k_u k_v}{k_j k_s k_v k_u k_o k_s}ight)$, the thermal driving force $F_{\text{ thermo}}^b = (H_{25}^* + H_{5L}^* - H_{34}^*)(\frac{1}{T_1} - \frac{1}{T_2})$, and the chemical driving force $F_{\text{ chem}}^b = \frac{1}{T_2}(H_{5L}^* - H_{5L}^*) - S_{L}(T_1) + S_{L}(T_2)$.

For cycle $c$ (1-2-3-4-5-6-1), in which the transmembrane fluxes of molecules $M$ and $L$ are closely coupled, the new thermodynamic relationship is simply the summation of the previous two; i.e.,

$$k_B \ln \gamma_c = F_{\text{ thermo}}^c + F_{\text{ chem}}^c, \tag{40}$$

where $\gamma_c = \gamma_a \gamma_b$, $F_{\text{ thermo}}^c = F_{\text{ thermo}}^a + F_{\text{ thermo}}^b$ and $F_{\text{ chem}}^c = F_{\text{ chem}}^a + F_{\text{ chem}}^b$.

The thermodynamic relationships for all three cycles are consistent with the revised reaction rate formulas equation (28) (in the one-dimensional case) and equation (33) (in the high-dimensional case). The more general thermodynamic relationship, which is similar to equation (21), for each cycle can also be derived and consistent with the rate formulas equations (27) and (30) (see appendix H).
Noting that \( \gamma_a = \frac{\gamma^a_1}{T_1} \), \( \gamma_b = \frac{\gamma^b_1}{T_1} \), and \( \gamma_c = \frac{\gamma^c_1}{T_1} \), where \( J^a_1, J^b_1 \) and \( J^c_1 \) are the averaged occurrences of forward and backward cycles \( a, b, \) and \( c \) per unit time (called cycle fluxes), respectively [1, 30], we know that in the absence of a chemical driving force (i.e., \( F^a_{\text{chem}} = F^b_{\text{chem}} = 0 \))

\[
\begin{align*}
\kappa_b \ln \frac{f^a}{f^b} &= (H^*_M + H_M - H^*_L) \left( \frac{1}{T_1} - \frac{1}{T_2} \right), \\
\kappa_b \ln \frac{f^b}{f^a} &= (H^*_L + H_L - H^*_M) \left( \frac{1}{T_1} - \frac{1}{T_2} \right), \\
\kappa_b \ln \frac{f^c}{f^c} &= (H^*_M - H^*_L) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \quad \text{(41)}
\end{align*}
\]

Therefore, the net fluxes \( J^a = f^a_+ - f^a_-, J^b = f^b_+ - f^b_- \) and \( J^c = f^c_+ - f^c_- \) satisfy

\[
\begin{align*}
J^a \cdot (H^*_M + H_M - H^*_L) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) &> 0, \\
J^b \cdot (H^*_L + H_L - H^*_M) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) &> 0, \\
J^c \cdot (H^*_M - H^*_L) \left( \frac{1}{T_1} - \frac{1}{T_2} \right) &> 0. \quad \text{(42)}
\end{align*}
\]

When \( H^*_M + H_M - H^*_L > 0 \) and \( H^*_L + H_L - H^*_M > 0 \), \( J^a, J^b, J^c \) all have the same sign as \( \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \), indicating that the net fluxes of all of these transported molecules go against the temperature gradient. This does not violate the Second Law of Thermodynamics.

The number of occurrences \( \nu(\tau) \) of counterclockwise cycle \( i (i = a, b, c) \) in figure 5 along the stochastic trajectory up to time \( \tau \) satisfies the detailed fluctuation theorem [4, 45]

\[
P(\nu(\tau) = k) = \gamma_1^k \quad \text{(43)}
\]

for any integer \( k, i = a, b, c. \)

It follows that [4, 45]

\[
\langle e^{-\lambda \nu(\tau)} \rangle = \langle e^{-(\log \gamma_a - \lambda) \nu(\tau)} \rangle \quad \text{(44)}
\]

for any real \( \lambda. \)

Therefore, for any physical quantity associated with cycle \( i \), where \( i = a, b, c, \) denoted as \( W(\tau) = C \cdot \nu(\tau) \) for any constant \( C \), we can write

\[
P(W(\tau) = w) = \gamma_1^w C \quad \text{(45)}
\]

for any \( w \) in which \( w/C \) is an integer, and

\[
\langle e^{-\lambda W(\tau)} \rangle = \langle e^{-\frac{\lambda}{C} (\log \gamma_a - \lambda) W(\tau)} \rangle \quad \text{(46)}
\]

5. General master equation model

Consider a general master equation model for \( N \) states \( \{1, 2, \cdots, N\} \),

\[
\frac{dp_i(t)}{dt} = \sum_{j \neq i} (p_i(t) k_{ji} - p_j(t) k_{ij}), \quad \text{(47)}
\]

where \( k_{ij} \) is the reaction rate from state \( i \) to state \( j \), and \( p_i(t) \) is the probability of state \( i \) at time \( t \).

Suppose that the temperature of state \( i \) is \( T_i \) and that the enthalpy of the transition state along reaction \( i \to j \) is \( H^*_M \). For cycle \( c = (i_1 \to i_2 \to i_3 \to \cdots \to i_n \to i_1) \), we assume that after the completion of this cycle, there are \( n_i \) molecules of chemical species \( S_i \) at temperature \( T_i \) being converted into \( m_j \) molecules of chemical species \( P_j \) at temperature \( T_j \). Then, the new thermodynamic relation for the cycle, which is similar to equation (5), should be

\[
k_b \ln \gamma_c = \sum_{k=1}^{n} \frac{H^*_M - H^*_L}{T_i} + \sum_{j} n_j \frac{\mu_{S_j}}{T_i} - \sum_{j} m_j \frac{\mu_{P_j}}{T_j} \quad \text{(48)}
\]
where state $i_0$ is the same as state $i_m$, state $i_{n+1}$ is the same as state $i_1$, and $\gamma^{(c)} = \frac{k_{f_1}k_{r_2} \cdots k_{f_n}k_{r_{n+1}}}{k_{r_n}k_{f_{n+1}} \cdots k_{r_1}k_{f_2}}$ is the cycle affinity. This is consistent with the revised rate formulas equations (28) and (33).

We can also obtain a more general form of the new thermodynamic relation similar to equation (21)

$$k_B \ln \gamma^{(c)} = -\int \frac{H'_f(x)}{T(x)} \, dx + \sum_i n_i \frac{\mu_i}{T_e} - \sum_j m_j \frac{\mu_j}{T_f},$$

(49)

which is consistent with the revised rate formula equation (30).

Under steady-state conditions, the dynamics of the master equation can be broken down into cycles. The ensemble-averaged entropy production rate is [9, 30]

$$\dot{W}_{\text{pr}} = \sum_{c, \text{cycles}} J^c \cdot k_B \ln \gamma^{(c)},$$

(50)

where $J^c$ is the net occurrence of cycle $c$ per unit time, and $J^c > 0$ if and only if $\gamma^{(c)} > 1$.

The number of occurrences $\nu^c(\tau)$ of the forward cycle $c = (i_1 \rightarrow i_2 \rightarrow i_3 \rightarrow \cdots \rightarrow i_n \rightarrow i_1)$ up to time $\tau$ satisfies the detailed fluctuation theorem [4, 45]

$$\frac{P(\nu^c(\tau) = k)}{P(\nu^c(\tau) = -k)} = (\gamma^{(c)})^k,$$

(51)

for any integer $k$. It follows that [4, 45]

$$\langle e^{-\lambda \nu^c(\tau)} \rangle = \langle e^{-\log \gamma^{(c)} \lambda \nu^c(\tau)} \rangle,$$

(52)

for any real $\lambda$.

Therefore, for any physical quantity associated with cycle $c$ denoted as $W(\tau) = C \cdot \nu^c(\tau)$ for any constant $C$, we can write

$$\frac{P(W(\tau) = w)}{P(W(\tau) = -w)} = (\gamma^{(c)})^{w/C},$$

(53)

for any $w$ in which $w/C$ is an integer, and

$$\langle e^{-\lambda W(\tau)} \rangle = \langle e^{-\frac{\log \gamma^{(c)}}{C} \lambda W(\tau)} \rangle,$$

(54)

### 6. Discussion and conclusion

In summary, we have introduced temperature differences as an additional driving force of the chemical potential difference in biochemical cycle kinetics. Under non-isothermal conditions, the thermodynamic relationship between the reaction rates and thermodynamic potentials should be modified. Our approach is based on the consistency of the macroscopic nonequilibrium thermodynamics and mesoscopic stochastic thermodynamics, and assumptions of the separation of time scales between the internal dynamics (e.g., the dynamics of the molecular transporter), the dynamics of its surrounding environment, and the separation of time scales among the dynamics within each subsystem and those across their boundaries. We have derived several revised rate formulas for a single chemical reaction under non-isothermal conditions, most of which are consistent with the new thermodynamic relationship and approximate the exact reaction rate better than the isothermal transition-state rate formula. The thermodynamic analysis presented here also suggests that the transmembrane flux of molecules in the cyclic transporter model can even go against the temperature gradient in the absence of a chemical driving force.

In [18, 28, 29, 46], they also consider mesoscopic systems in contact with multiple temperature baths. But we have very different local equilibrium assumptions: in their approach, the different temperatures is assigned to different reactions (i.e., parallel reaction paths with different temperatures for each chemical reaction) and local equilibrium (detailed balance) for each reaction is assumed; while in our approach, the different temperatures is assigned to different chemical states, and we assumed local Einstein relation along the continuous transition path. Their assumption is unrealistic if we describe the biochemical cycle kinetics inside a living cell using the master equation approach. The temperature in our master equation model defined for chemical states rather than reaction transitions forces us to consider more details about the reaction path, including the enthalpy and temperature of the transition state.

However, different parameter regions need different approximations, even within the same parameter region, different approximations are still possible. Typically, any of these approaches can be applied in the parameter region in which they are valid, but if we are also interested in the associated thermodynamics, certain existing approximations that are not consistent with thermodynamic laws are not suitable. For examples,
reaction-rate formulas with simple expressions are always approximations of the exact values of reaction rates. No matter how good the approximation is, its thermodynamic consistency should be considered, when applying the rate formulas to study nonequilibrium thermodynamics of a real biochemical system.

Lastly, the master equation is a mathematical model developed to describe stochastic biochemical dynamics. If a temperature gradient is present, the disappearance of the entropy production rate of the master equation is not equivalent to the thermodynamic equilibrium: both the chemical and thermal driving forces vanish. The inconsistency between the vanishing of the entropy production rate and thermodynamic equilibrium under the non-isothermal conditions can be attributed to the neglecting of kinetic energy relating to temperature in this model. In a description without kinetic energy, the thermal driving force can hardly be distinguished from other driving forces when applying the mathematical framework of stochastic thermodynamics [43, 47–49]. For this reason, we carefully studied the heat dissipation along the reaction coordinates of the chemical reactions in the present work.
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Appendix A. Entropy production during a single chemical reaction at chemostat under non-isothermal circumstances

We assume \( A \) is under heat bath \( T_1 \), and \( B \) is under heat bath \( T_2 \), when a single reaction \( A \rightarrow B \) is complete, the heat released to the two heat baths with temperature \( T_1 \) and \( T_2 \) are \( Q_{HA} = H_A - H_{A^*} \) and \( Q_{HB} = H_{A^*} - H_B \), in which \( H_A, H_B \) and \( H_{A^*} \) are the enthalpy of the reactant, product and transition-state. The resulted entropy change is just the entropy difference between the molecules \( B \) and \( A \), i.e. \( \Delta S = S_B(T_2) - S_A(T_1) \).

Thus

\[
e_p = \Delta S + \frac{Q_{HA}}{T_1} + \frac{Q_{HB}}{T_2} = (H_{A^*} - H_A) \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \frac{1}{T_2} (H_A - H_B) - S_A(T_1) + S_B(T_2). \tag{A.1}
\]

On the other hand, we may apply equation (32) in the main text for the forward and backward reactions:

\[
k_{AB} = \kappa_{AB} \left( \frac{k_B T_1^{3/2}}{h(T^*)^{3/2}} \right)^2 e^{\frac{H_{AB} - H_A}{k_B T_1} \frac{S_{AB}(T^*) - S_A(T_1)}{k_B}}.
\tag{A.2}
\]

\[
k_{BA} = \kappa_{BA} \left( \frac{k_B T_2^{3/2}}{h(T^*)^{3/2}} \right)^2 e^{\frac{H_{BA} - H_B}{k_B T_2} \frac{S_{BA}(T^*) - S_B(T_2)}{k_B}}.
\tag{A.3}
\]

Thus

\[
k_B \ln \frac{k_{AB}}{k_{BA}} = \frac{3}{2} k_B \ln \frac{T_1}{T_2} + (H_{AB} - H_A) \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \frac{1}{T_2} (H_A - H_B) - S_A(T_1) + S_B(T_2). \tag{A.4}
\]

Notice that the temperature difference is small, \( \Delta T / T \ll 1 \), so the term \( \frac{3}{2} k_B \ln \frac{T_1}{T_2} \) can be ignored, and equations (A.4) and (A.1) become same. Thus we get the thermodynamic relation in the single chemical reaction under non-isothermal condition:

\[
e_p = k_B \ln \frac{k_{AB}}{k_{BA}} \approx (H_{AB} - H_A) \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \frac{1}{T_2} (H_A - H_B) - S_A(T_1) + S_B(T_2). \tag{A.5}
\]

Appendix B. More general form of the new thermodynamic relation

If we consider the temperature as a function of reaction coordinate, we can derive a general thermodynamic relation.
For a single reaction in one dimension (see figure 2), we assume that around \(x_A\) and \(x_B\),
\[
\begin{align*}
H(x) &\approx H(x_A) + \frac{1}{2} \lambda_A (x - x_A)^2, \quad x \approx x_A; \\
H(x) &\approx H(x_B) + \frac{1}{2} \lambda_B (x - x_B)^2, \quad x \approx x_B;
\end{align*}
\]  
(B.1)
in which \(\lambda_A, \lambda_B > 0\).

For the trajectories \([x_t]_{0 \leq t \leq \tau}\) that starts at \(x_0\) (around \(x_A\)) and ends at \(x_\tau\) (around \(x_B\)), we divide \([x_0, x_\tau]\) into \(n + 1\) small intervals \([x_0, x_1], [x_1, x_2], \ldots, [x_n, x_{n+1}], \ldots, [x_n, x_\tau]\). Under the overdamped assumption, i.e. the vanishing of kinetic energy, from the time that the trajectory escapes from \([x_0, x_n]\) to the time escaping from \([x_0, x_{n+1}]\), the change of internal energy is \(H(x_{n+1}) - H(x_n)\), which is exactly the heat absorbed from the heat reservoir with temperature \(T(x_n)\). Therefore
\[
\Delta S_i(x_0, x_\tau) = \sum_{i=0}^n \frac{H(x_{i+1}) - H(x_i)}{T(x_i)} \rightarrow \int_{x_{n}}^x \frac{H'(x)}{T(x)} \, dx, \quad n \rightarrow \infty.
\]
Then, after taking ensemble average, we have
\[
\Delta S_i(A \to B) = \left\langle \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx \right\rangle_{x_0, x_\tau} \\
= \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx + \left\langle \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx \right\rangle_{x_0, x_\tau} \\
= \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx + \left\langle H(x) - H(x_0) \right\rangle_{x_0, x_\tau} + \left\langle H(x_\tau) - H(x_B) \right\rangle_{x_0, x_\tau} \\
= \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx.
\]  
(B.2)
The third equality use the fact that the temperature is \(T_1\) around \(x_A\) and is \(T_2\) around \(x_B\), the last equality use the fact \(\langle H(x) \rangle_{x_0} = H(x_A) + k_B T_1\) and \(\langle H(x) \rangle_{x_\tau} = H(x_B) + k_B T_2\). \(\langle \rangle_{x_0}\) means the ensemble average with respect to the local Gaussian distribution with mean \(x_A\) and variance \(k_B T_1\), and \(\langle \rangle_{x_\tau}\) means the ensemble average with respect to the local Gaussian distribution with mean \(x_B\) and variance \(k_B T_2\).

In the high dimensional case, under the local Gaussian approximation, we first let \(H(x)\) denotes the average enthalpy of \((x, 0)\) on the rest \((n - 1) dimensions that perpendicular to the \(x\) coordinate:
\[
H(x) \approx H(x, 0) + (n - 1)k_B T(x),
\]
(B.3)

\(n\) is the dimension of coordinates.

Then we can apply equation (B.2) in one dimension for \(H(x)\) in equation (B.3), and have
\[
\Delta S_i(A \to B) \approx \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} \, dx.
\]  
(B.4)

Once a counterclockwise cycle in figure 1 of the main text is completed, the balance equation of entropy in nonequilibrium thermodynamics tells that \(e_p = \Delta S - \Delta S_\alpha\) in which \(\Delta S = S_M(T_1) - S_M(T_2),\)
\[
\Delta S_i(1 \to 2) = \frac{H_2 - H_1 - H_{M}}{T_1} = \int_{x_1}^{x_2} \frac{H'(x_{12}(x))}{T(x)} \, dx - \frac{H_{M}}{T_1},
\]  
(B.5)
\[
\Delta S_i(2 \to 3) = \int_{x_2}^{x_3} \frac{H'(x_{23}(x))}{T(x)} \, dx,
\]  
(B.6)
\[
\Delta S_i(3 \to 4) = \frac{H_4 - H_3 + H_{M}}{T_2} = \int_{x_3}^{x_4} \frac{H'(x_{34}(x))}{T(x)} \, dx + \frac{H_{M}}{T_2},
\]  
(B.7)
\[
\Delta S_i(4 \to 1) = \int_{x_4}^{x_1} \frac{H'(x_{41}(x))}{T(x)} \, dx.
\]  
(B.8)
notice that \(1 \to 2, 3 \to 4\) are under isothermal condition.

Thus we finally have
\[
e_p = -\oint \frac{H'(x)}{T(x)} \, dx + \frac{H_{M}}{T_1} - \frac{H_{M}}{T_2},
\]  
(B.9)
Appendix C. Simply applying the isothermal transition-state rate formula is not thermodynamic consistent

Applying the isothermal transition-state rate formula \[39, 40\] for each reaction in terms of only the reactants’ temperature, e.g.

\[
\begin{align*}
{k_{12} &= \kappa_{12} \frac{k_B T_i}{h} e^{-\frac{H_0^{(2)} - H_0^{(1)} + S_{i}^{(1)}(T_i) - S_{i}^{(2)}(T_i) - S_{b}^{(2)}(T_i) - S_{b}^{(1)}(T_i)}{k_B T_i} e^{c(M_i)}}} \\
{k_{23} &= \kappa_{23} \frac{k_B T_i}{h} e^{-\frac{H_0^{(3)} - H_0^{(2)} + S_{j}^{(2)}(T_j) - S_{j}^{(3)}(T_j)}{k_B T_j} e^{c(M_j)}}} \\
{k_{34} &= \kappa_{34} \frac{k_B T_i}{h} e^{-\frac{H_0^{(4)} - H_0^{(3)} + S_{k}^{(3)}(T_k) - S_{k}^{(4)}(T_k)}{k_B T_k} e^{c(M_k)}}} \\
{k_{41} &= \kappa_{41} \frac{k_B T_i}{h} e^{-\frac{H_0^{(1)} - H_0^{(4)} + S_{l}^{(4)}(T_l) - S_{l}^{(1)}(T_l)}{k_B T_l} e^{c(M_l)}}}
\end{align*}
\]

Recall that \(\kappa_{ij} = \kappa_{ji}\) and

\[
\mu_{M_i} = \mu_{M_i}^0 + k_B T_i \ln(M_i), \quad \mu_{M_i} = \mu_{M_i}^0 + k_B T_i \ln(M_i).
\]

Then we have:

\[
\begin{align*}
\kappa_{ij} \ln \gamma &= \kappa_{ij} \ln \left(\frac{k_{ij} k_{j3} k_{34} k_{41}}{k_{i1} k_{32} k_{43} k_{44}}\right) \\
&= \frac{H_0^{(i)} - H_0^{(j)} + \mu_{M_i}}{T_i} + \frac{H_0^{(j)} - H_0^{(i)} + \mu_{M_i}}{T_j} + \Delta_i,
\end{align*}
\]

where \(\Delta = -S_{i}^{(1)}(T_i) + S_{i}^{(1)}(T_i) - S_{i}^{(2)}(T_i) + S_{i}^{(2)}(T_i)\).

If we assume the dimensions of coordinates for molecules \(E, E^*\) are \(n\), and those for molecules \(M_i, M_o\) are \(m\).

Thus the dimension of coordinates for the reaction \(E \leftrightarrow E^*\) is \(n\), while those for the reactions \(E + M_i \leftrightarrow EM, EM \leftrightarrow E^*M\) and \(E^*M \leftrightarrow E^* + M_o\) are \(n + m\).

Thus, under the local Gaussian approximation, we can actually calculate \(\Delta\):

\[
\Delta = -S_{i}^{(1)}(T_i) + S_{i}^{(1)}(T_i) - S_{i}^{(2)}(T_i) + S_{i}^{(2)}(T_i) \approx (n - 1) k_B \ln T_i + (n + m - 1) k_B \ln T_j
\]

\[
= m k_B \ln \frac{T_i}{T_j} \approx 0.
\]

Appendix D. Size of the connecting region

We denote the connecting region around the transition state as \(D\), and the region between the two local minima of the enthalpy surface as \(\Omega\), then the statement ‘narrow connecting region’ we said in the main text is equivalent to the inequality

\[
\int_D \frac{|H'(x)|}{k_B T(x)} dx / \int_\Omega \frac{|H'(x)|}{k_B T(x)} dx \ll 1.
\]
Appendix E. Derive the more general form of the new thermodynamic relation in the overdamped Brownian dynamics

Now we use the stochastic thermodynamics of overdamped Langevin dynamics to derive the more general form of the new thermodynamic relation.

For overdamped Langevin dynamics, the entropy production equals the log ratio of forward and backward path probabilities. Consider a single reaction in one dimension, for forward trajectory \( x = \{ X_i \}_{0 \leq i \leq \tau} \), the entropy change of medium is

\[
\Delta S_s(x) = k_b \log \frac{P_{[\beta \in \Omega]}(\hat{x})}{P_{[\beta \in \Omega]}(\hat{x}^b)} = \int_0^\tau \left[ -\frac{H'(x_t)}{T(x_t)} - k_b \frac{T'(x_t)}{T(x_t)} \right] dX_t,
\]

where \( \hat{x}^b \) is the backward trajectory \( \{ X_{\tau-i} \}_{0 \leq i \leq \tau} \). The stochastic integral should be interpreted as an Stratonovich integral.

For each trajectory \( \{ X_i \}_{0 \leq i \leq \tau} \) that starts at \( x_0 \) (around \( x_A \)) and ends at \( x_\tau \) (around \( x_B \)) (see figure 2), the chain rule implies

\[
\int_0^\tau H'(X_s) \frac{dX_s}{T(X_s)} = \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} dx,
\]

in which the right hand is Riemann integral on the interval \([x_0, x_\tau]\) in the \( x \) coordinate.

Notice that the temperature difference is small, \( \Delta T/T \ll 1 \), so the term

\[
\int_0^\tau k_b \frac{T'(X_s)}{T(X_s)} \frac{dX_s}{T(X_s)} = k_b \log \frac{T(x_\tau)}{T(x_0)},
\]

can be ignored.

Taking ensemble average on all the trajectories that start at \( x_0 \) and end at \( x_\tau \), we get

\[
\Delta S_s(x_0, x_\tau) = \langle \Delta S_s(x) \rangle \approx \int_{x_0}^{x_\tau} \frac{H'(x)}{T(x)} dx.
\]

Then following the logic in appendix B reproduces the more general form of the new thermodynamic relation.

Appendix F. Reaction-rate formulas under non-isothermal condition in one dimension

F.1. Barrier-crossing, Langevin dynamics and the mean first passage time

We choose enthalpy as the potential energy, which is typically used for chemical reactions. The enthalpy surface \( H(x) \) with two local minima \( A \) and \( B \). \( x \) is the reaction coordinate. Escape from \( A \) to \( B \) occurs via rate \( k_{AB} \). We assume that the temperature of the region belonging to the left-hand side of \( X_c \) is \( T_1 \), while on the right hand side of \( X_c \) is \( T_2 \). The temperature varies in a region around \( X_c \), which is called here as the connecting region. Transition state \( C \) lies at the saddle point of the potential energy surface along the reaction coordinate \( x \), while the reactant \( A \) and product \( B \) are around the two different local minima.

Consider the overdamped Langevin dynamics along the reaction coordinate in one dimension:

\[
dX_t = -\frac{H'(X_t)}{\eta} dt + \frac{2k_b T(X_t)}{\eta} dB_t,
\]

in which the temperature \( T \) is a function of \( x \), and the local Einstein relation holds.

\[
u(x) = E_x \tau_B
\]

is the mean first passage time to \( B \), start at \( x \). Then \( \nu(x) \) satisfied the following Dynkin equation

\[
-H'(x) \nu'(x) + k_b T(x) \nu''(x) = -\eta
\]

with boundary condition \( \nu(x_B) = 0 \).

Equation (F.2) is a first-order differential equation of \( \nu'(x) \). Let \( m'(x) = \frac{H'(x)}{T(x)} \), we can get the exact solution of the mean first passage time:

\[
u(x) = E_x \tau_x = \int_x^{x_B} e^{\frac{m(x)}{k_B T(x)}} \int_{-\infty}^\tau \frac{\eta}{k_B T(z)} e^{-\frac{m(z)}{k_B T(z)}} dz dy.
\]

where \( x \in (-\infty, x_C) \).

F.2. Reaction-rate formulas

Let us first introduce the Laplace’s method: assume that \( f(x) \) is a twice differentiable function on \([a, b]\) with \( x_0 \in [a, b] \) the unique point such that \( \max_{[a,b]} f(x) = f(x_0) \). Assume additionally that \( f''(x_0) < 0 \), then
\[
\lim_{n \to +\infty} \frac{\int_{\mu_n}^{b_n} e^{\text{af}(x)} \, dx}{\sqrt{n^{-2/\mu_n}}} = 1
\]

and if \(h(x)\) is a positive function, then
\[
\lim_{n \to +\infty} \frac{\int_{a_n}^{b_n} h(x) e^{\text{af}(x)} \, dx}{h(x_0) e^{\text{af}(x_0)}} = 1.
\]

Because the ratio between \(k_B T(x)\) and the barrier height along the enthalpy surface is rather small, we can get the following asymptotic behavior of the reaction rate:

We define
\[
\epsilon = \frac{k_B}{\min \{m(x_C) - m(x_A), m(x_C) - m(x_B)\}}.
\]

We assume that around \(x_A, x_B\) and \(x_C\),
\[
\begin{align*}
H(x) &\approx H(x_A) + \frac{1}{2} \lambda_A (x - x_A)^2, & x &\approx x_A; \\
H(x) &\approx H(x_B) + \frac{1}{2} \lambda_B (x - x_B)^2, & x &\approx x_B; \\
H(x) &\approx H(x_C) + \frac{1}{2} \lambda_C (x - x_C)^2, & x &\approx x_C,
\end{align*}
\]
in which \(\lambda_A, \lambda_B > 0\) and \(\lambda_C < 0\).

Recall that \(m'(x) = \frac{H'(x)}{H(x)}\), we have:
\[
\begin{align*}
m(x) &\approx m(x_A) + \frac{1}{2} \lambda_A (x - x_A)^2, & x &\approx x_A; \\
m(x) &\approx m(x_B) + \frac{1}{2} \lambda_B (x - x_B)^2, & x &\approx x_B; \\
m(x) &\approx m(x_C) + \frac{1}{2} \lambda_C (x - x_C)^2, & x &\approx x_C,
\end{align*}
\]
in which \(T^* = T(x_C)\).

Applying equation (F.5), recalling that \(x_A\) is the only local minimum in \(( -\infty, x_B)\), we have
\[
\lim_{\epsilon \to 0} \frac{\int_{x_A - \epsilon}^{x_B} e^{\frac{m(x)}{k_B T(x)}} \frac{m(x)}{k_B T(x)} \, dx}{k_B T(x) \frac{m(x)}{k_B T(x)}} = 1
\]
uniformly for \(y \in (x_A, x_B)\).

Applying equation (F.4), calling that \(x_C\) is the only local maximum in \((x_A, x_B)\), we have
\[
\lim_{\epsilon \to 0} \frac{\int_{x_A}^{x_B} e^{\frac{m(x)}{k_B T(x)}} \frac{m(x)}{k_B T(x)} \, dx}{k_B T(x) \frac{m(x)}{k_B T(x)}} = 1
\]
uniformly for \(x\) around \(x_A\).

Combine equations (F.9) and (F.10), we have:
\[
\lim_{\epsilon \to 0} \frac{\int_{x_A}^{x_B} e^{\frac{m(x)}{k_B T(x)}} \frac{m(x)}{k_B T(x)} \, dx}{2k_B T(x) \frac{m(x)}{k_B T(x)}} = 1
\]
uniformly for \(x\) around \(x_A\).

Thus equation (F.3) gives
\[
u(x) = E_A T_{x_A} \approx \frac{2\pi \eta}{\sqrt{-\lambda_A \lambda_C}} \sqrt{\frac{T^*}{T_i}} \frac{e^{\frac{m(x_C) - m(x_A)}{k_B}}}{k_B}
\]
for \(x\) around \(x_A\).

The reaction rate \(k_{AB}\) from reactant \(A\) to product \(B\), crossing the transition state \(C\), can be defined as the reciprocal of the mean first passage time from one local minimum \(x_A\) of the enthalpy surface to the other local minimum at \(x_B\).
Therefore

\[ k_{AB} = \frac{1}{\langle E_{x} \rangle_{x}} = \frac{1}{\langle E_{x} \rangle_{x}} \int_{-\infty}^{\infty} e^{\frac{E_{x}}{k_{B}T_{1}}} dx \]  

(F.13)

for \( x \) around \( x_{A} \). \( \langle \cdot \rangle_{x} \) means the ensemble average with respect to the local Gaussian distribution with mean \( x_{A} \) and variance \( k_{B}T_{1} \).

Applying equation (F.4) to \( \int_{-\infty}^{\infty} e^{\frac{E_{x}}{k_{B}T_{1}}} dx \) and combined with equation (F.12), we have:

\[ k_{AB} \approx \sqrt{-\frac{\lambda_{A} \lambda_{C}}{2\pi\eta}} \sqrt{\frac{T_{1}}{T_{*}}} e^{\frac{m(x_{A}) - m(x_{B})}{k_{B}}} \]  

(F.14)

Recalling the relationship between \( m(x) \) and \( H(x) \):

\[ m(x_{C}) - m(x_{A}) = \int_{x_{A}}^{x_{C}} \frac{H'(x)}{k_{B}T(x)} dx. \]  

(F.15)

Therefore, we can have the following approximation for the transition rate from state \( A \) to state \( B \) when the fluctuation is rather small,

\[ k_{AB}^{1} \approx \sqrt{-\frac{\lambda_{A} \lambda_{C}}{2\pi\eta}} \sqrt{\frac{T_{1}}{T_{*}}} e^{\int_{x_{A}}^{x_{C}} \frac{H'(x)}{k_{B}T(x)} dx}. \]  

(F.16)

If we assume that in most of the region on the left-hand side of \( x_{C} \), the temperature is always \( T_{1} \), while in most of the region on the right-hand side of \( x_{C} \), the temperature is \( T_{2} \), and the temperature varies slowly and slightly in a small region around \( x_{C} \), then we have:

\[ \int_{x_{A}}^{x_{C}} \frac{H'(x)}{k_{B}T(x)} = \frac{H(x_{C}) - H(x_{A})}{k_{B}T_{1}}. \]  

(F.17)

Equation (F.16) can be simplified to:

\[ k_{AB}^{2} \approx \sqrt{-\frac{\lambda_{A} \lambda_{C}}{2\pi\eta}} \sqrt{\frac{T_{1}}{T_{*}}} e^{\int_{x_{A}}^{x_{C}} \frac{H'(x)}{k_{B}T_{1}} dx}. \]  

(F.18)

**Appendix G. Reaction-rate formulas under non-isothermal condition in \( n \) dimensions \( (n > 1) \)**

As in the Barezhkovskii’s paper [38], we consider the potential of mean force along the reaction coordinate \( x \), the potential of mean force is defined as:

\[ \exp \left( -\frac{H_{MF}(x)}{k_{B}T(x)} \right) \frac{1}{L(x)} \int \exp \left( -\frac{H(x, y)}{k_{B}T(x)} \right) dy, \]  

where the length \( L \) is given by:

\[ L(x) = \exp \left( \frac{H(x, 0)}{k_{B}T(x)} \right) \int \exp \left( -\frac{H(x, y)}{k_{B}T(x)} \right) dy. \]  

(G.1)

(G.2)

thus \( H_{MF}(x_{C}) = H(x_{C}, 0) \).

Using the Laplace method, we have:

\[ \int \exp \left( -\frac{H(x, y)}{k_{B}T(x)} \right) dy = \exp \left( -\frac{H(x, 0)}{k_{B}T(x)} \right) (2\pi k_{B}T(x))^{(n-1)/2} \sqrt{\det A_{n-1}(x)}. \]  

(G.3)

Thus we have:

\[ \exp \left( -\frac{H_{MF}(x)}{k_{B}T(x)} \right) \approx \exp \left( -\frac{H(x, 0)}{k_{B}T(x)} \right) \sqrt{\det A_{n-1}(x_{C})} \sqrt{\det A_{n-1}(x)}. \]  

(G.4)

We use the revised reaction rate formula in one-dimensional case (equation (F.16)) for diffusion on \( H_{MF}(x) \):

\[ k_{AB} \approx \sqrt{-\frac{\lambda_{A} \lambda_{C}}{2\pi\eta}} \sqrt{\frac{T_{1}}{T_{*}}} e^{\int_{x_{A}}^{x_{C}} \frac{H_{MF}'(x)}{k_{B}T_{1}} dx}. \]  

(G.5)
Put equation (G.4) into (G.5), we have the revised reaction rate in high dimensions:

$$k_{AB}^R \approx \sqrt{-\frac{\lambda C}{2\pi\eta}} \left( \frac{T_1}{T^*} \right) \frac{1}{\eta} \left( \frac{\det A_n(x_A)}{\det A_{n-1}(x_C)} \right)^{1/2} e^{-\frac{H(x_C,0) - H(x_A,0)}{k_B T_i}}. \quad (G.6)$$

If we assume the connecting region around the transition state $x_C$ is narrow and let $T^* = T(x_C)$,

$$\int_{x_A}^{x_C} \frac{H_i^*(x,0)}{k_B T(x)} \, dx \approx \frac{H(x_C,0) - H(x_A,0)}{k_B T_i}, \quad (G.7)$$

then equation (G.6) becomes

$$k_{AB}^R \approx \sqrt{-\frac{\lambda C}{2\pi\eta}} \left( \frac{T_1}{T^*} \right) \frac{1}{\eta} \left( \frac{\det A_n(x_A)}{\det A_{n-1}(x_C)} \right)^{1/2} e^{-\frac{H(x_C,0) - H(x_A,0)}{k_B T_i}}. \quad (G.8)$$

Furthermore, under the local Gaussian approximation, we can use the average enthalpy $H_A$, $H_C$ instead of the minimum enthalpy $H(x_A,0)$, $H(x_C,0)$. We firstly let $H(x)$ denotes the average enthalpy of $(x,0)$ on the rest $(n-1)$ dimensions that perpendicular to the $x$ coordinate.

$$H(x) \approx H(x,0) + (n-1) k_B T(x). \quad (G.9)$$

Thus,

$$\int_{x_A}^{x_C} \frac{H_i^*(x,0)}{k_B T(x)} \, dx 
\approx \int_{x_A}^{x_C} \frac{H_i^*(x) - (n-1) k_B T'(x)}{k_B T(x)} \, dx 
= \int_{x_A}^{x_C} \frac{H_i^*(x)}{k_B T(x)} \, dx - (n-1) \ln(T^*) + (n-1) \ln(T_i) 
= \frac{H(x_C) - H(x_A)}{k_B T_i} - (n-1) \ln(T^*) + (n-1) \ln(T_i). \quad (G.10)$$

Recall that in calculating $H_C$, the reaction coordinate $x$ is left out, and $H_A$ involves one more coordinate than $H_C$ [40]. Thus $H_C = H(x_C), H_A = H(x_A) + k_B T_i$, and equation (G.6) becomes:

$$k_{AB}^R \approx \sqrt{-\frac{\lambda C}{2\pi\eta}} \left( \frac{T^*}{T_i} \right)^{n-3/2} \left( \frac{\det A_n(x_A)}{\det A_{n-1}(x_C)} \right)^{1/2} e^{-\frac{H_A - H_C}{k_B T_i}}. \quad (G.11)$$

Notice equation (G.11) reduced to (F.18) in one dimension.

Rewrite the revised reaction rate formula (equation (G.11) or (F.18)) in terms of thermodynamic quantities [40]:

$$k_{AB}^R = \kappa_{AB} \frac{k_B T_i^{1/2}}{h(T^*)^{1/2}} e^{-\frac{H_A - H_C}{k_B T_i}} \frac{S_1(T_i)}{k_B T_i}, \quad (G.12)$$

where $\kappa_{AB} = \sqrt{-\frac{\lambda C}{\eta}}, \ S_1(T_i) = nk_B \ln \left( \frac{2\pi k_B T_i^{3/2}}{h} \right) = \frac{1}{2} k_B \ln(\det A_n(x_A)), \ S_1(T^*) = (n-1) k_B \ln \left( \frac{2\pi k_B T^{3/2}}{h} \right) = \frac{1}{2} k_B \ln(\det A_{n-1}(x_C)).$

**Appendix H. Consistency between the new thermodynamic relation and revised rate formulas**

If we assume the dimensions of coordinates for molecules $E, E^*$ are $n$, and those for molecules $M_i, M_n$ are $m$.

Thus the dimension of coordinates for the reaction $E \leftrightarrow E^*$ is $n$, while those for the reactions $E + M_i \leftrightarrow EM, EM \leftrightarrow E^*M$ and $E^*M \leftrightarrow E^* + M_n$ are $n+m$.

If we apply the revised transition state theory (equations (F.16) and (G.6)) for the forward and backward reaction rates e.g.
due to the weak interaction of the complexes here in equation e.g. Thus equations Then we have:

\[
\begin{align*}
 k_{12} &= \kappa_{12} \left( \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\frac{H_{ij}^c-H_{ij}^c}{kT_{ij}}} c(M_i) \\
 k_{23} &= \kappa_{23} \left( \frac{T_{23}}{T_{23}} \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx} \\
 k_{34} &= \kappa_{34} \left( \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\frac{H_{ij}^c-H_{ij}^c}{kT_{ij}}} c(M_j) \\
 k_{41} &= \kappa_{41} \left( \frac{T_{41}}{T_{41}} \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx},
\end{align*}
\]

Under the local Gaussian approximation, we have:

\[
\begin{align*}
 k_{21} &= \kappa_{21} \left( \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\frac{H_{ij}^c-H_{ij}^c}{kT_{ij}}} \\
 k_{32} &= \kappa_{32} \left( \frac{T_{32}}{T_{32}} \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx} \\
 k_{43} &= \kappa_{43} \left( \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\frac{H_{ij}^c-H_{ij}^c}{kT_{ij}}} c(M_j) \\
 k_{14} &= \kappa_{14} \left( \frac{T_{14}}{T_{14}} \frac{\det A_{n+m}(x_{kl})}{\det A_{n+m-1}(x_{kl}^*)} \right)^{1/2} e^{-\int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx},
\end{align*}
\]

here \( \kappa_{ij} = \kappa_{ji} \), \( T_{ij}^* = T_{ji}^* \), \( x_{kl}^* = x_{kl}^* \), and recall

\[
\begin{align*}
 \mu_{M_j} &= \mu_{M_j}^0 + kT_{ij} \ln c(M_j), \\
 \mu_{M_i} &= \mu_{M_i}^0 + kT_{ij} \ln c(M_i), \\
 \mu_{M_j}^0 &= H_{ij} - T_i S_{ij}^0, \\
 \mu_{M_i}^0 &= H_{ij} - T_i S_{ij}^0.
\end{align*}
\]

Under the local Gaussian approximation, we have:

\[
\begin{align*}
 S_{ij}^0(T_i) &\approx mkT_i \ln \left( \frac{2\pi e kT_i \sqrt{m}}{h} \right) - \frac{1}{2} kT_i \ln(\det A_{n+m}(M_i)), \\
 S_{ij}^0(T_j) &\approx mkT_j \ln \left( \frac{2\pi e kT_j \sqrt{m}}{h} \right) - \frac{1}{2} kT_j \ln(\det A_{n+m}(M_j)).
\end{align*}
\]

Notice that

\[
\begin{align*}
 \frac{\det A_{n+m}(x_{kl})}{\det A_{n}(x_{kl})} &= \det A_{n+m}(M_i), \\
 \frac{\det A_{n+m}(x_{kl})}{\det A_{n}(x_{kl})} &= \det A_{n+m}(M_j),
\end{align*}
\]

due to the weak interaction of the complexes \((E + M_j)\) and \((E^* + M_j)\) when they just encounter each other, and in equation (G.10),

\[
\begin{align*}
 \int_{x_1}^{x_2} \frac{H_{ij}^c(x)}{kT(x)} dx &\approx \int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx + (n - 1) kT_i \ln \frac{T_j}{T_i}, \\
 \int_{x_1}^{x_2} \frac{H_{ij}^c(x)}{kT(x)} dx &\approx \int_{x_1}^{x_2} \frac{H_{ij}^c(x,0)}{kT(x)} dx + (n + m - 1) kT_j \ln \frac{T_2}{T_1}.
\end{align*}
\]

Then we have:

\[
\begin{align*}
 k_{ij} \ln \frac{k_{j1} k_{23} k_{34} k_{41}}{k_{21} k_{32} k_{43} k_{14}} &= - \int \frac{H_{ij}^c(x)}{kT(x)} dx + \frac{\mu_{M_i}}{T_i} - \frac{\mu_{M_j}}{T_j}.
\end{align*}
\]

Thus equations (F.16) and (G.6) is consistent with the thermodynamic relation equation (B.9). If we apply the revised reaction rate formula (equation (G.12)) for the forward and backward reaction rates, e.g.
Recall $\kappa_{ij} = \kappa_{ji}$, $T^*_{ij} = T^*_{ji}$ and
\[
\mu_{M_i} = \mu_{M_i}^0 + k_B T_i \ln c(M_i), \quad \mu_{M_j} = \mu_{M_j}^0 + k_B T_j \ln c(M_j).
\]
\[
\mu_{M_i}^0 = H_{M_i} - T_i S_{M_i}^0, \quad \mu_{M_j}^0 = H_{M_j} - T_j S_{M_j}^0.
\]
we have
\[
k_B \ln \gamma = k_B \ln \frac{k_{12} k_{23} k_{34} k_{41}}{k_{21} k_{32} k_{43} k_{14}} = \frac{H_{14}^* - H_{23}^* + H_{M_i}^0}{T_1} + \frac{H_{32}^* - H_{41}^* - H_{M_j}^0}{T_2}.
\]

Thus equation (G.12) is thermodynamically consistent to equation (4) in the main text.

Notice that, for the transition state, $H_{23}^* = H(x_{23}, 0) + (n + m - 1) k_B T_{34}^*$,
\[
\frac{H_{14}^* - H_{23}^*}{T_1} + \frac{H_{32}^* - H_{41}^*}{T_2} = \frac{H(x_{23}, 0) - H(x_{23}, 0)}{T_1} + \frac{H(x_{23}, 0) - H(x_{23}, 0)}{T_2},
\]
except when the dimension is one ($n = 1$). Thus equation (G.8) is not thermodynamic consistent.

Appendix I. The more general form of the new thermodynamic relation for each cycle in the six-state non-isothermal model

For cycle a (1-2-5-6-1):
\[
e_p = -\oint_{1-2-5-6-1} \frac{H'_o(x)}{T(x)} \text{d}x + \frac{\mu_{M_i} + \mu_{M_j}}{T_1} - \frac{\mu_{M_i} + \mu_{M_j}}{T_2}.
\]

For cycle b (2-3-4-5-2):
\[
e_p = -\oint_{2-3-4-5-2} \frac{H'_o(x)}{T(x)} \text{d}x + \frac{\mu_{L_i}}{T_1} - \frac{\mu_{L_i}}{T_2}.
\]

For cycle c (1-2-3-4-5-6-1):
\[
e_p = -\oint_{1-2-3-4-5-6-1} \frac{H'_o(x)}{T(x)} \text{d}x + \frac{\mu_{M_i} + \mu_{L_i}}{T_1} - \frac{\mu_{M_i} + \mu_{L_i}}{T_2}.
\]
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