Abstract: The synthetic control method (SCM) allows estimating the causal effect of an intervention in settings where panel data on a small number of treated and control units are available. We show that the existing SCM, as well as its extensions, can be easily modified to estimate how much of the "total" effect goes through observed causal channels. Our new mediation analysis synthetic control (MASC) method requires additional assumptions that are arguably mild in many settings. We illustrate the implementation of MASC in an empirical application estimating the direct and indirect effects of an anti-smoking intervention (California’s Proposition 99).
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1 Introduction

The Synthetic Control Method (SCM), introduced by Abadie and Gardeazabal (2003) and further developed in Abadie et al. (2010, 2015), is becoming very popular in program evaluation. SCM is attractive, as it allows estimating the causal effect of an intervention even when data on only one treated and a few control units are available. This is possible by using information on the pre-intervention period to construct a “synthetic control”, which mimics what would have happened to the treated unit in the post-intervention period in the absence of the intervention. Gobillon and Magnac (2016) compare SCM to other interactive fixed-effects models and find that it performs very well as soon as in post-intervention periods, the counterfactual outcome of the treated unit lies in the convex hull of the outcomes of the control units. In a recent paper, Xu (2017) further exploits the connection between SCM and interactive fixed-effect models and proposes a new method that combines both. Similarly, Arkhangelsky et al. (2021) combine the SCM with another panel data method, i.e., the differences-in-differences approach, introducing the Synthetic Difference In Differences (SDID). Doudchenko and Imbens (2016) propose a modification of SCM where the weights are not constrained to be positive and do not necessarily add up to one. Ben-Michael et al. (2021) further relax weight constraints and correct for possible covariates imbalances, demonstrating that the synthetic control method can be seen as an inverse propensity score-weighting estimator. Gunsilius (2021) proposes a modification of SCM that allows to estimate the entire counterfactual distribution. Amjad et al. (2018) introduce the Robust Synthetic Control (RSC), which allows to deal with missing data and de-noises the outcome under a different algorithm. Amjad et al. (2019) propose a modification of the RSC which allows for the presence of covariates. Finally, Athey et al. (2021) propose a new method that includes synthetic control and other panel data methods as a special case.

Although all of those methods are very well-suited for estimating the “total” effect of an intervention, they are mostly uninformative about the causal mechanisms that generated this effect. Often an intervention may first have an impact on an intermediate
outcome (hereafter also referred to as the “mediator”), which affects the final outcome. In the presence of a mediator, the total effect can generally be decomposed into a direct effect of the intervention and an indirect one generated through the mediator. Ignoring the presence of such intermediate outcomes might weaken the ability to draw a policy conclusion. For example, if the direct and indirect effects are both large and similar in magnitude but with opposite signs, merely looking at the total effect may fail to provide a complete picture of the consequences of the policy. Moreover, it is often important to quantify the direct and indirect effects to better target the intervention. Consider the huge decrease in tobacco consumption after the introduction of California’s anti-tobacco law, Proposition 99, estimated in Abadie et al. (2010). Proposition 99 not only increased the tobacco price but also introduced several anti-tobacco informational campaigns. It would be extremely relevant for a policy-maker to know how much of the decrease in tobacco consumption triggered by Proposition 99 is due to a price increase and investment in informational campaigns respectively.

Mediation analysis is a standard approach to dealing with these kind of issues. The main challenge in mediation analysis is that the identification of the direct and indirect effects requires knowledge about the potential outcome an individual would get if the potential mediator was set to the value it would have taken under the opposite treatment status than the one observed. This is never observed for any individual. A large part of the literature focuses on identification and estimation of direct and indirect effects under sequential conditional independence (see Pearl 2001; Robins 2003; Imai et al. 2010; Imai and Yamamoto 2013; Vansteelandt and VanderWeele 2012; Huber 2014; Vansteelandt and VanderWeele 2012; Huber et al. 2016, 2017). The idea behind this approach is that once we check for observed characteristics and the conditionally independent treatment, the potential outcomes are independent of the potential mediators. To the best of our knowledge, none of the existing methods are specifically designed for panel data and cannot directly be applied in settings with one or a few treated units and a few control units.\footnote{One exception is Deuchert et al. (2019). However, they consider a framework with a randomized intervention with non-perfect compliance.}
This motivates the introduction of our mediation analysis synthetic control (MASC) method, a generalization of the SCM that allows decomposing the total effect of an intervention into its direct and indirect components. Given that SCM already requires all unobserved confounders either to be time invariant or to affect treated units and control units identically, the only additional assumption required by MASC is that we are able to find control units with mediator values similar to those of the treated unit after treatment. This is an advantage with respect to the cross-sectional framework, where the additional assumptions required to identify the direct and indirect effects are usually much stronger than the one needed to identify the total effect. Moreover, the plausibility of the assumptions required for MASC can be judged by checking the overlap in pre-treatment outcomes and in covariate values similarly to a standard SCM.

MASC can be easily implemented by using existing SCM algorithms and any of the aforementioned new extensions (with the exception of Arkhangelsky et al. 2021). Indeed, as we will discuss in more detail below, to identify the direct and indirect effects, MASC re-weights control unit post-intervention outcomes by choosing weights that minimize the distance between treated and synthetic unit in pre-intervention observable characteristics (including pre-intervention values of the outcome and the mediator) as well as in post-intervention values of the mediator. Intuitively, this allows us to mimic what would have happened to the treated unit in absence of the intervention if the mediator value were set to the potential mediator under treatment. As we mentioned above, this is the main challenge of mediation analysis. Following Abadie et al. (2010), we illustrate MASC with a simple dynamic factor model with interactive fixed effects and show that both the direct and the indirect effect estimators are unbiased as the number of pre-intervention periods goes to infinity.

The rest of the paper is organized as follows: Section 2 introduces MASC; Section 2.3 proposes possible inference procedures; Section 3 includes an empirical application to the introduction of Proposition 99; and Section 4 concludes. All the technical proofs are relegated to the online appendix.
2 The Mediation Analysis Synthetic Control Method

2.1 Notation and theoretical framework

Let us assume that we are interested in the effect of an intervention, $D$, implemented at time $T$, on an outcome, $Y$. Suppose that part of the effect of $D$ on $Y$ goes through an observed intermediate outcome (mediator), $M$. The total effect of the intervention on the final outcome can be decomposed into an indirect effect, which goes through $M$, and a residual effect, commonly known as the “direct effect”, which could also go through other (possibly unobserved) causal pathways. Although often crucial for policy conclusions, identification of the direct and the indirect effects may be challenging. To see this, let $D_{it}$ be a binary indicator that is equal to one if unit $i$ is exposed to the intervention at time $t$. We will refer to units that are exposed to the intervention as “treated” and to those that are not exposed as “control”. Using the potential outcome framework (see, e.g., Rubin 1974) for each unit, $i$, we can define the potential mediator at time $t$ as follows:

$$M_{it}(d) \text{ for } d \in \{0, 1\}.$$  

$M_{it}(d)$ is the value that the mediator of unit $i$ would take, at time $t$, if $D_{it}$ is set to $d$. Assuming that there are no anticipation effects on the mediator in the pre-intervention period and that the standard stable unit treatment value assumption (SUTVA) holds, the observed and the potential mediators are related through the following observation rule:

$$M_{it} = M_{it}(0)(1 - D_{it}) + M_{it}(1)D_{it}.$$  

Note that $M_{it}$ is always equal to $M_{it}(0)$ for both treated unit and control units in the pre-intervention period, $t < T$, and that we can observe only one of the two potential mediators for each unit in the post-intervention period, $t \geq T$. 
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Similarly, for each unit $i$ at time $t$, we define the potential outcomes as

$$Y_{it}(d, M_{it}(d')) \equiv Y_{it}^{d,M_{it}'}$$

for $d, d' \in \{0, 1\}$. $Y_{it}^{d,M_{it}'}$ is the value that the outcome of unit $i$ would take at time $t$ if we set $D_{it} = d$ and $M_{it} = M_{it}(d')$. The potential outcome is a function of both the treatment and the potential mediator. We assume that the potential mediator is only a function of the treatment and unaffected by future values of the outcomes. Under SUTVA, and assuming no anticipation effects in the pre-intervention period, the observed and the potential outcomes are related by the following observation rule:

$$Y_{it} = Y_{it}^{0,M_0}(1 - D_{it}) + Y_{it}^{1,M_1}D_{it}.$$  

Differently from the standard setting, each unit has four instead of two potential outcomes. As usual, only one potential outcome between $Y_{it}^{0,M_0}$ and $Y_{it}^{1,M_1}$ can be observed per unit in each period, while $Y_{it}^{0,M_1}$ and $Y_{it}^{1,M_0}$ are never observed for any unit in any period. Assuming no anticipation effects, $Y_{it} = Y_{it}^{0,M_0}$ in the pre-intervention period for all units.

Following the synthetic control literature, we will define our parameters of interest with respect to a single treated unit. This contrasts with the standard mediation analysis literature, in which the total, direct, and indirect effects are defined as averages, either with respect to the whole sample (Pearl 2001; Robins 2003; Imai et al. 2010; Imai and Yamamoto 2013; Vansteelandt and VanderWeele 2012; Huber 2014) or with respect to the treated units (Vansteelandt and VanderWeele 2012; Huber et al. 2017). Nonetheless, if more than one unit is exposed to the intervention (see Gobillon and Magnac 2016; Adhikari 2020) our method can be easily used to decompose the average treatment effect on the treated.

We assume that we observe $J$ units ordered such that units 1 through $n$ are treated, while units $n+1$ through $J$ are controls. Without loss of generality, we will present our results for the first treated unit (unit 1) only. Since we have four potential outcomes instead
of two, we can now define more parameters than in the standard synthetic control framework, each measuring the effect implied by a different thought experiment. Indeed, each potential outcome represents a different state of the world, and one can in principle define effects by calculating the difference between a pair of potential outcomes. Intuitively, $Y_{1t}^{0,M_0}$ and $Y_{1t}^{1,M_1}$ measure the value that the outcome of the first treated unit would take with and without intervention. On the other hand, $Y_{1t}^{0,M_1}$ and $Y_{1t}^{1,M_0}$ measure the values that the outcome of the treated unit would take if the value of the mediator were pushed to the value it would take under the opposite treatment status. Intuitively, given that policy-makers typically cannot choose which value the mediator takes under treatment, $Y_{1t}^{0,M_1}$ is arguably a more interesting counterfactual than $Y_{1t}^{1,M_0}$. Indeed, it is often easier to push $M$ to $M(1)$ in the absence of the intervention, e.g., by implementing alternative policies that target the mediator directly, than $M$ to $M(0)$ with the intervention, as this would require “neutralizing” the effect of the intervention on the mediator and therefore implementing additional policies that have the opposite effects on the mediator. For this reason and since constructing a synthetic $Y_{1t}^{1,M_0}$ requires stronger assumptions, as well as the ability to observe more than one treated unit, we will only focus on parameters that require knowledge of $Y_{1t}^{0,M_1}$ and relegate to Appendix B our identification results for parameters that include $Y_{1t}^{1,M_0}$.

The effects of interest with regard to unit 1 are the total effect, $\alpha_{1t}$, which compares the outcomes the treated unit would get with and without the intervention; the direct effect, $\theta_{1t}(M_{1t}(1))$, which compares the treated unit potential outcome with the intervention and the outcome without intervention when the mediator is set to the value it would have taken with the intervention; and the indirect effect, $\delta_{1t}(0)$, which measures the effect of pushing the mediator to its level under the intervention but without implementing the intervention. All parameters are assumed to be zero in the pre-intervention period. In
the post-intervention period they are defined as

\[ \alpha_{1t} = Y_{1t}^{1,M_1} - Y_{1t}^{0,M_0}, \]
\[ \theta_{1t}(M_{1t}(1)) = Y_{1t}^{1,M_1} - Y_{1t}^{0,M_1}, \]
\[ \delta_{1t}(0) = Y_{1t}^{0,M_1} - Y_{1t}^{0,M_0}, \quad t \geq T. \]

It is easy to see that the total effect, \( \alpha_{1t} \), can be decomposed into\(^3\):

\[ \alpha_{1t} = Y_{1t}^{1,M_1} - Y_{1t}^{0,M_0}, \]
\[ = Y_{1t}^{1,M_1} - Y_{1t}^{0,M_1} + Y_{1t}^{0,M_1} - Y_{1t}^{0,M_0}, \]
\[ = \theta_{1t}(M_{1t}(1)) + \delta_{1t}(0). \]

The decomposition above shows that if \( \alpha_{1t} \) is identified, identifying \( \theta_{1t}(M_{1t}(1)) \) automatically implies identification of \( \delta_{1t}(0) = \alpha_{1t} - \theta_{1t}(M_{1t}(1)) \).

To identify the total effect, SCM takes advantage of the panel structure and uses the pretreatment period to create a “synthetic control” unit that is similar to the treated unit both in terms of observables and in terms of unobservables. The latter need to be somehow stable between the pre-and post-intervention period. For example, the factor model described in Abadie et al. (2010) implicitly assumes that all the unobserved founders are either time invariant or that they change in the same way for treated unit and control units. The synthetic control mimics what would have happened to the treated unit in the post-intervention period in the absence of the intervention. In other words, SCM creates a synthetic value of \( Y_{1t}^{0,M_0} \) in the post-intervention period. The synthetic

\(^3\)In the mediation literature the following alternative decomposition is often also considered:

\[ \alpha_{1t} = Y_{1t}^{1,M_1} - Y_{1t}^{0,M_0}, \]
\[ = Y_{1t}^{1,M_1} - Y_{1t}^{1,M_0} + Y_{1t}^{1,M_0} - Y_{1t}^{0,M_0}, \]
\[ = \delta_{1t}(1) + \theta_{1t}(M_{1t}(0)), \]

where \( \delta_{1t}(1) = Y_{1t}^{1,M_1} - Y_{1t}^{1,M_0} \) and \( \theta_{1t}(M_{1t}(0)) = Y_{1t}^{1,M_0} - Y_{1t}^{0,M_0} \). We decided not to focus on this decomposition for two reasons. First, as we argue above, a policy-maker would need to be able to neutralize the effect of the treatment on the mediator to reproduce \( Y_{1t}^{1,M_0} \). Second, identification of \( Y_{1t}^{1,M_0} \) requires additional assumptions and the ability to observe multiple treated units.
control is built by using a linear combination of the control units. Under the assumption that all unobservables are either time invariant or affect the outcome of treated unit and control units in the same way, the synthetic control can be built by a weighted average of the post-treatment outcomes of the control units using weights that are chosen to minimize the distance between the pre-intervention observable characteristics (including pre-intervention outcomes) of the treated unit and synthetic units (see Abadie et al. 2010). Notice that for the SCM to work $Y_{1t}^{0,M_0}$ has to lie in (be close to) the convex hull of the non-treated units post-intervention outcomes.

Most of the methods used in mediation analysis rely on the so called sequential conditional independence assumption (SCIA). Under this assumption, the total effect, direct, and indirect effects can be recovered using control units and controlling for observable characteristics. When there is a single treated unit, however, we cannot invoke the SCIA. To overcome this issue, our MASC uses the SCM idea to create a “synthetic” value of $Y_{1t}^{0,M_1}$ in the post-intervention period. To reconstruct $Y_{1t}^{0,M_1}$, we propose to use a linear combination of the control unit post-intervention outcomes, choosing weights that minimize the distance between treated unit and control units pre-intervention observable characteristics as well as post-intervention values of the mediator. The intuition is that choosing the weights that minimize the distance between the treated unit and synthetic control with respect to post-treatment values of the mediator as well will mimic what would have happened to the treated unit in the absence of the intervention but fixing the mediator value to its value in presence of the intervention. The additional assumption required by MASC is that $Y_{1t}^{0,M_1}$ has to lie in (be close to) the convex hull of the non-treated units post-intervention outcomes. This is in contrast to the cross-section mediation analysis literature, in which the additional assumptions required to decompose the total effect are far stronger than the one required to identify it.

To better illustrate our approach, in the spirit of Abadie et al. (2010), we will introduce a factor model and show that, under this model, the bias is bounded by a measure which goes to zero as the number of pre-intervention periods goes to infinity. In our factor
model, the potential mediators of unit $i$ are given by

$$M_{it}(d) = \gamma_t + \beta_t Z_i + \vartheta_t \varphi_i + \psi_t d + \nu_{it},$$

where $\gamma_t$ is an unknown common factor with constant factor loadings across units. $Z_i$ is a $(p \times 1)$ vector of observed covariates; $\beta_t$ is a $(1 \times p)$ vector of unknown parameters; $\vartheta_t$ is a $(1 \times v)$ vector of unobserved common factors; $\varphi_i$ is a $(v \times 1)$ vector of unknown factor loadings; $\psi_{it}$ is an unknown parameter describing the impact of the treatment on the mediator; and $\nu_{it}$ are unobserved transitory shocks. Notice that our model does not impose any extra restrictions on the unobservables that are only allowed to change over time in the same way for all units. It is easy to see that if this assumption is violated for the mediator, SCM would not be able to recover $Y_{1t}^{0, M_0}$, as $M$ would be a post-treatment time-varying confounder, i.e., the assumptions of a standard SCM would also be violated.

Similarly, we assume that the four potential outcomes are given by

$$Y_{d,M'}_{it} = \zeta_t + \eta_t X_i + \lambda_t \mu_i + \varphi_t(1)M_{it}(d') + \rho_t(M_{it}(d')) \cdot d + \epsilon_{it}$$

where $\zeta_t$ is an unknown common factor with constant factor loadings across units; $X_i$ is an $(r \times 1)$ vector of observed covariates that includes all the variables included in $Z_i$, but might also include other observable variables, which affects the treatment and the outcome but not the mediator; $\eta_t$ is a $(1 \times r)$ vector of unknown parameters; $\lambda_t$ is a $(1 \times F)$ vector of unobserved common factors; $\mu_i$ is an $(F \times 1)$ vector of unknown factor loadings; $\epsilon_{it}$ are unobserved transitory shocks; and $\varphi_{it}(d)$ and $\rho_t(M_{it}(d))$ capture the impact on the potential outcomes of the potential mediator and the treatment, respectively. In this model, the total, direct, and indirect effects of unit 1 are then given by

$$\alpha_{1t} = \varphi_t(1)M_{1t}(1) - \varphi_t(0)M_{1t}(0) + \rho_t(M_{1t}(1)),$$

$$\theta_{1t}(M_{1t}(1)) = \rho_t(M_{1t}(1)) + (\varphi_t(1) - \varphi_t(0))M_{1t}(1),$$

$$\delta_{1t}(0) = \varphi_t(0)(M_{1t}(1) - M_{1t}(0)).$$
Notice that the unobservables enter the potential outcomes equations in exactly the same way as in Abadie et al. (2010); thus, no extra restrictions are imposed on them.

Therefore, as also mentioned above, to estimate the total effect we can just use a standard SCM. In particular, we assume that there exists a \((1 \times (J - n))\) vector of weights \(L^* = (l^*_{n+1}, ..., l^*_J)\) that are positive, adding up to 1, and such that in the post-intervention period

\[
Y_{1t}^{0,M_0} = \sum_{i=n+1}^{J} l^*_i Y_{it}.
\]

As in Abadie et al. (2015), we assume that \(\forall t = 1, ..., T - 1, L^*\) also satisfies

\[
\sum_{j=n+1}^{J} l^*_j Y_{jt} = Y_{1t},
\]

\[
\sum_{j=n+1}^{J} l^*_j M_{jt} = M_{1t},
\]

\[
\sum_{j=n+1}^{J} l^*_j X_j = X_1.
\]

This justifies the choice of weights that minimize the distance between the observable characteristics of the treated unit and the control units in the pre-treatment period.

More formally, let \(\Omega^\alpha_1 = (X_1, Y_{11}, ..., Y_{1,T-1}, M_{11}, ..., M_{1,T-1})\) be a \(((2(T - 1) + r) \times 1)\) vector, \(\omega^\alpha_0 = (X_i, Y_{i1}, ..., Y_{i,T-1}, M_{i1}, ..., M_{i,T-1})\) be a \((1 \times (2(T - 1) + r))\) vector, and \(\Omega^\alpha_0 = (\omega^\alpha_{0,n+1}, ..., \omega^\alpha_{0,J})'\). Then

\[
L^* = \min_{l_{n+1}, ..., l_J} ||\Omega^\alpha_1 - L \Omega^\alpha_0||
\]

s.t. \(l_{n+1} \leq 0, ..., l_J \leq 0, \sum_{i=n+1}^{J} l_i = 1,\)

where \(||\Omega^\alpha_1 - L \Omega^\alpha_0|| = \sqrt{(\Omega^\alpha_1 - L \Omega^\alpha_0)' (\Omega^\alpha_1 - L \Omega^\alpha_0)}\). It is also possible to give more weight to specific observable characteristics by using the alternative distance \(||\Omega^\alpha_1 - L \Omega^\alpha_0||_V = \sqrt{(\Omega^\alpha_1 - L \Omega^\alpha_0)' V (\Omega^\alpha_1 - L \Omega^\alpha_0)}\) (see Abadie et al. 2010 for a data driven procedure to choose \(V\)).
Let \( \hat{Y}_{1t}^{0,M_0} = \sum_{i=n+1}^{J} l_i^* Y_{it} \). Abadie et al. (2010) show that if \( L^* \) exists, for \( t \geq T \)

\[
E(\hat{Y}_{1t}^{0,M_0}) = Y_{1t}^{0,M_0} + o(T)
\]

Consequently, estimating the total effect as \( \hat{\alpha}_t = Y_{1t} - \hat{Y}_{1t}^{0,M_0} \) is justified by the fact that

\[
\lim_{T \to \infty} E(\hat{\alpha}_1) = \alpha_1 \quad \forall \; t \geq T \quad (2.1)
\]

The estimation of \( Y_{1t}^{0,M_1} \), and thus the direct and indirect effects, requires additional constraints but no extra assumptions on the unobservable in the potential outcomes equations. Our goal is to construct a “synthetic” unit which is identical to the treated unit, not affected by the intervention, and, at the same time, has the same value of the mediator as the treated unit. Similar to standard SCM, we want to find a \((1 \times (J - n))\) vector weights \( W_t^* = (w_{n+1,t}^*, ..., w_J^*) \) that are positive, adding up to 1, and such that in the post-intervention period

\[
Y_{1t}^{0,M_1} = \sum_{i=n+1}^{J} w_{it}^* Y_{it}.
\]

Notice that, in our simple factor model, \( Y_{1t}^{0,M_1} \) depends on the value that \( M \) takes at time \( t \) only.\(^4\) Also notice that the weights need to be calculated in each post-intervention period in this model. Let \( t' \geq T \) be the time at which we want to estimate the direct effect.

Similar to Abadie et al. (2010) we assume that \( W_t^* \) exists and satisfies \( \forall \; t = 1, ..., T - 1 \): \( \sum_{j=n+1}^{J} w_{jt}^* Y_{jt} = Y_{1t} \), \( \sum_{j=n+1}^{J} w_{jt}^* X_j = X_1 \).

\(^4\)It is easy to let \( Y_{1t}^{0,M_1} \) depend on all the values that the mediator takes between \( T \) and \( t \). This is done by replacing \( \Omega_1^{\theta,(1)} \) and \( \omega_1^{\theta,(1)} \) defined below with \( \Omega_t^{\theta,(1)} = (X_1, Y_{11}, ..., Y_{1,t-1}, M_{11}, ..., M_{1,t-1}, M_{1T}, ..., M_{1,t'}) \) and \( \omega_t^{\theta,(1)} = (X_t, Y_{t1}, ..., Y_{t,T-1}, M_{t1}, ..., M_{t,T-1}, M_{tT}, ..., M_{t,t'}) \), respectively.
and $\forall t = 1, ..., T - 1, t'$,
\[
\sum_{j=n+1}^{J} w_{jt}^* M_{jt} = M_{1t}.
\]

The vector of weights, $W_{t'}^*$, is then estimated in a similar way as $L^*$. The only difference is that we now need to include the post-treatment mediator in the distance. More formally, if we let $\Omega_{1}^{\theta_{t'}(1)} = (X_1, Y_{11}, \ldots, Y_{1,T-1}, M_{11}, \ldots, M_{1,T-1}, M_{1,t'})$, $\omega_{0i}^{\theta_{t'}(1)} = (X_i, Y_{i1}, \ldots, Y_{i,T-1}, M_{i1}, \ldots, M_{i,T-1}, M_{i,t'})$, and $\Omega_{0i}^{\theta_{t'}(1)} = (\omega_{n+1}^{\theta_{t'}(1)}, \ldots, \omega_{J}^{\theta_{t'}(1)})'$, then
\[
W_{t'}^* = \min_{w_{n+1,t'}^*, \ldots, w_{Jt'}} \left\| \Omega_{1}^{\theta_{t'}(1)} - W_{t'} \Omega_{0}^{\theta_{t'}(1)} \right\|_V
\]
\[\text{s.t. } w_{n+1,t'}^* \leq 0, \ldots, w_{Jt'}^* \leq 0, \sum_{i=n+1}^{J} w_{it'} = 1,
\]
where $\left\| \Omega_{1}^{\theta_{t'}(1)} - W_{t'} \Omega_{0}^{\theta_{t'}(1)} \right\|_V = \sqrt{(\Omega_{1}^{\theta_{t'}(1)} - W_{t'} \Omega_{0}^{\theta_{t'}(1)} )' V (\Omega_{1}^{\theta_{t'}(1)} - W_{t'} \Omega_{0}^{\theta_{t'}(1)} )}$. Notice that we only have one mediator in the post-intervention period and several pre-intervention variables. Thus, we suggest to choose $V$ such that equal weights are given to pre- and post-intervention information.

Let $\hat{Y}_{1t'}^{0,M_1} = \sum_{i=n+1}^{J} w_{it'}^* Y_{it'}$, as we show in the appendix, if $W_{t'}^*$ exists, under standard regularity conditions:
\[
E(\hat{Y}_{1t'}^{0,M_1}) = Y_{1t'}^{0,M_1} + o(T).
\]

This allows us to estimate the direct effect as $\theta_{1t'}(M_{1t}(1))$ and the indirect effect as $\delta_{1t'}(0)$ since
\[
\hat{\theta}_{1t'}(M_{1t'}(1)) = Y_{1t'} - \hat{Y}_{1t'}^{0,M_1}, \quad \hat{\delta}_{1t'}(0) = \hat{\alpha}_{1t'} - \hat{\theta}_{1t'}(M_{1t'}(1)),
\]
respectively, as it implies
\[
\lim_{T \to \infty} E(\hat{\theta}_{1t'}(M_{1t}(1)_{1t})) = \theta_{1t'}(M_{1t}(1)_{1t}) \quad \forall \ t \geq T,
\]
\[
\lim_{T \to \infty} E(\hat{\delta}_{1t'}(0)) = \delta_{1t'}(0) \quad \forall \ t \geq T.
\]
2.2 Additional assumptions of MASC

Intuitively, $W^*_{t'}$ only exists if, in addition to the assumptions needed for a standard SCM, there is also an overlap in the post-intervention values of the mediator. This assumption basically requires that the post-intervention value of the mediator of the treated units is not an outlier in comparison to the one of the units in the donor pool. This assumption is, of course, not required to identify the total effect and in some applications might be violated, even though the standard SCM assumption are satisfied. However, similarly to the standard SCM, the plausibility of our additional assumption can be graphically assessed by looking at the overlap in the pre-intervention period between the observed outcome, $Y_{it}$, and the synthetic outcome $\hat{Y}_{it}^{0,M_1}$ together with the overlap in the post-intervention period between the mediator of the treated and those of the synthetic unit.

2.3 Inference

Inference can be carried over in a similar manner as for the standard synthetic control method. For example, one can run similar placebo tests as the one suggested in Abadie et al. (2010), Abadie et al. (2015) and Abadie (2021), estimating the effects (in our case also the direct and indirect effects) of the intervention either before its implementation or for units not exposed to it. Another possibility is to follow the approaches outlined in Chernozhukov et al. (2021) and Gobillon and Magnac (2016), to cite a few. We follow Abadie et al. (2010) and base our inference on the estimated placebo effect, excluding all the placebo units having a pre-treatment Root Mean Squared Prediction Error (RMSPE) which is more than $n$ times bigger than those of the treated units. For unit $i$ and synthetic outcome $\hat{Y}^{d,M_d'}$, the pre-intervention RMSPE can be defined as

$$RMSPE^d_{i,d,M_d',pre} = \frac{\sum_{t=1}^{T-1} (Y_{i,t} - \hat{Y}^{d,M_d'}_{i,t})^2}{T - 1}.$$  

The p-values can be calculated as the portion of selected placebo units whose total (direct or indirect) estimated effect is equal or bigger to those of the treated unit. As underlined
in Abadie et al. (2015), in absence of randomization, the p-values can only be interpreted as the probability to obtain an effect at least as large as those of the treated units.

3 A user-friendly empirical example

In this section we apply MASC to estimate how much of the effect of California’s Proposition 99 on cigarettes consumption found in Abadie et al. 2010 can be attributed to the increase in prices due to the excise tax. We take a user-friendly approach by describing step by step all the choices we need to make.

3.1 Institutional framework and data

Proposition 99 was a large-scale tobacco control program introduced in California in 1988 from a voter initiative. It introduced an excise tax of 25 cents per pack of cigarette. The revenues for the tax had to be split mainly between a tobacco prevention (80%) and a cessation program (20%) supporting the health system for tobacco-related issues and tobacco-related research (Balbach et al. 1997). Similarly to previous studies (Siegel 2002), using the SCM, Abadie et al. (2010) find strong negative effects on consumption. Although both the tax and the health education program sought to reduce smoking prevalence, they differ in many respects. The former generates revenues for the state, but might have smaller long-term effects, while the latter might be more successful in the long run, but generates expenses. Therefore, it is crucial to determine to what extent each of its components contributed to the success of Proposition 99. Hu et al. (1995b) used time-series monthly data to isolate the impact of the excise tax from those of the media campaign. They found that both had a negative effect on cigarette consumption, although with the excise tax having the largest. We apply MASC to provide further evidence on the role of the tax increase as a causal channel.

Following Abadie et al. (2010), we get data on per-capita cigarette consumption in packs (our outcome), on retail price per pack of cigarette and on the federal and state taxes from Orzechowski and Walker (2019) (the database is publicly available through
the Centers for Disease Control and Prevention). We use is cigarette price per pack, measured as the sum of retail price and federal and state taxes as our mediator. The annual state-level database over the period 1970-2000 includes also other relevant control variables (for additional details, see the next section and Abadie et al. (2010)).

3.2 MASC implementation

Selection of the donor pool. As in SCM, MASC implementation requires a valid donor pool. It cannot include any unit that was affected by the intervention. Moreover, neither units in the donor pool nor treated units can experience large idiosyncratic exogenous shocks, affecting the outcome during the period under study. Finally, it is strictly recommended to only include units in the donor pool that are similar to the treated units. Therefore, we exclude from the donor pool all states that adopted large-scale tobacco control program during our sample period and, following Abadie et al. (2010), the District of Columbia as it is unlikely to have characteristics similar to California. The states that implemented tobacco interventions are Massachusetts, Arizona, Oregon, and Florida. Moreover, following Abadie et al. (2010), when re-estimating the total effect of Proposition 99, we exclude all the states that increased tax excises by more than 50 cents. These are Alaska, Hawaii, Maryland, Michigan, New Jersey, New York and Washington. However, as those states did not complement the tax excise with a tobacco control program (Lynch and Bonnie 1994), not only we can safely include them when we estimate the direct effect; their inclusion can help us to better find a synthetic unit whose mediator is equal to the one of the treated unit under treatment, i.e., $M(1)$. Our final donor pools included 38 states for the total effect estimation and 45 states for the direct effect estimation (see Appendix E).

Selection of covariates. Our goal is to create a synthetic unit whose outcome resembles as close as possible the one the treated unit would have had in the absence of the intervention. Therefore, following Abadie et al. 2010, we select a set of variables that are predictors of the outcome of interest: real per capita GDP by state (chained at
1997 prices), the percentage of population aged 15-24 and beer consumption per capita. All these predictors were averaged over the period 1980-1988. In addition, as in Abadie et al. 2010, we included the pre-treatment values of the outcome in 1975 and all years between 1980 and 1988. For the same years we also include pre-treatment values of the mediator (as well as the post-treatment years values of the mediator when estimating the direct effect; see the next paragraph). One can include some predictors of the mediator, provided that their inclusion does not deteriorate the pre-treatment fits of the outcome. More details on the applied covariates are available in Appendix E.

**Mediator lag selection.** In Section 2, we have assumed that all the effects happen instantaneously. Nonetheless, in empirical applications the treatment may have a delayed impact on the mediator and/or the mediator may have a delayed effect on the outcome. The timing of the effects affects the choice of the post-intervention value of the mediator we need to include among the predictors. Suppose that mediator at time $t' - \phi$ affects the outcome at time $t'$, with $\phi \geq 0$. Consequently, if we want to estimate the effect at time $t'$, we cannot include mediator values at any time $t > t' - \phi$. The choice of $\phi$ depends on what economic theory suggests. In our application, it is reasonable to think that an increase in cigarette prices should immediately affect consumption (Lynch and Bonnie 1994); thus, we chose $\phi = 0$. To check the sensitivity of the results to this choice, we repeat the estimation with a one-year lag. The results (available from the authors upon request) do not change substantially.

Notice that we re-estimate the weights separately for each post-intervention period $t'$. Therefore, once we have chosen $\phi$, we can either impose post-treatment constraints on all time periods between $T$ and $t' - \phi$ or only in period $t' - \phi$. Including all periods allows to control for potential dynamic effects of the mediator but increases the complexity of the model and the chance of having a bad overlap in the post-treatment mediator. In our application we have chosen to impose constraints in the entire period (from $T$ to $t' - \phi$). Nevertheless, the overlap remains good for most of the post-intervention period (see Figure 3b in Appendix F). This means that the further we move from the starting
period $T$, the higher the number of post-intervention constraints included.

**Control variables weights.** We have to choose the weights that are assigned to each constraint (i.e., the matrix $V$). In the calculation of the total effect, we can select the matrix $V$ using a cross-validation method, as suggested in Abadie et al. (2015). Following this approach, the matrix is not uniquely identified (Klößner et al. 2018). Therefore, in the placebo tests and in the leave-one-out robustness check, we employ the matrix selected in the first step. In the calculation of the direct effect, we have to make one additional choice. There is only one (or few) constraint(s) on the mediator in post-intervention period and several constraints on covariates in the pre-intervention period. Given that it is particularly important to have a good overlap in the post-treatment period mediator of our treated and synthetic control units, we suggest choosing $V$ to ensure that a similar weight is given to the pre- and post-intervention constraints. In the application, we assign $3/4$ of the total weights to pre-treatment constraints using cross-validation as for the total effect and the remaining $1/4$ equally across the post-treatment constraints.

**Inference.** For inference, we follow Abadie et al. (2010); i.e., we estimate the placebo effects for all the units in the donor pool. Later on, to make inference for the direct and the total effects, we drop the results for all the placebo units whose pre-treatment RMSPE is more than five times those of the treated unit. For the indirect effect, instead, we drop the results for all the placebo units that have a big RMSPE in the estimation of either the direct or the total effect estimation. Finally, we derive the p-values from the placebo tests as proposed in Abadie et al. (2015) (see section 2.3 for details).

**Satisfaction of MASC assumptions.** First, we need to check that the overlaps in pre-treatment outcome between the treated unit and all synthetic units (the one used for estimating the total and the direct effects) are good enough. Figures 1a and 1b show that the overlaps for both the total and the direct effect are very good. To estimate the direct effect, it is important that there is a good overlap between the post-treatment values of
the mediator. Figure 3b in Appendix F shows a good overlap in the post-treatment value of the mediator using weights obtained in the last estimation period, which is the more demanding, as it includes the highest number of post-intervention constraints (see the discussion about the selection of mediator lags).

![Figure 1: Comparison of the outcome of the treated unit and those of the synthetic units. The solid line represents the treated unit outcome. The dashed line represents the synthetic unit outcome when $Y = Y^{0,M_0}$ (left) and when $Y = Y^{0,M_1}$ (right). The shaded area around the solid line corresponds to two standard deviations of the pre-treatment difference between the outcomes of the treated unit and those of the synthetic units. The vertical line corresponds to the first treatment period. In the direct effect estimation, different weights are used in each post-treatment period. For simplicity, we use those found in the last post-treatment period.](image)

Another requirement is that there are no anticipation effects of the intervention both on the outcome and on the mediator. As the policy was introduced in January 1989 after a ballot in November 1988, anticipation effects do not appear to be a major concern.

We cannot have any spillover effects on the units in the donor pool. Abadie et al. (2010) enumerates multiple ways in which this requirement maybe violated in our context. First, the tobacco industry may have diverted funds for campaigns or lobbying from other states to California. Nonetheless, if anything, such a phenomenon would downward bias the treatment effect estimation. Second, the anti-tobacco sentiment may have spread from California to neighboring states. Third, cross-border purchase from neighboring
jurisdictions may increase after the introduction of the policy. To check for the last two potential spillovers, we check the robustness of our results to the exclusion of neighboring states from the donor pool, i.e., we repeat the estimation excluding Nevada (the other two neighboring states, Oregon and Arizona, were not in the donor pool). As shown in figure 4a in the appendix, our results are fairly robust.

Finally, there has to be no reverse effect of the outcome on the mediator. This requirement is typically less of a concern when it is assumed that the impact of the mediator on the outcome is not instantaneous (i.e., when \( \phi > 0 \)) as in many applications it is reasonable to assume that the outcome at time \( t \) does not have an impact on the mediator at time \( t - \phi \). As we set \( \phi = 0 \), the satisfaction of this requirement is not as straightforward. We have to assume that cigarette prices do not instantaneously change to reflect the new consumption level. If there was perfect competition, the decrease in demand would immediately imply a decrease in cigarette prices. However, the empirical evidence suggests that the tobacco industry in the USA looks more like an oligopoly, and when Proposition 99 was implemented, prices did not seem to adjust quickly to the demand shock. The tax induced an increase in total cigarette prices amounting to 127% of the tax increase (Hu et al. 1995a). Nevertheless, as a further check, we re-estimated the direct effect using the state tax as a mediator finding qualitatively similar results, which are available upon request.

3.3 Results

Before discussing the results, we want to clarify how the direct and indirect effects should be interpreted. The direct effect captures the effect of the prevention and cessation program, those of the tobacco-related research activity (financed by the revenues of the taxes), and those of the stimulus that Proposition 99 gave to the development of local clean indoor air ordinance (Siegel 2002). The prevention and cessation program was present in state-wide media campaigns, community-based programs, and grants for the development of high school and community programs. In the first year, 82 million dollars was allocated to contribute to it Siegel (2002). The proposition passed in November 1988 and it came
into force in January 1989. Since the fiscal year in California goes from July to June, the funds for the campaign were already employed for half of 1989. Notice that as we estimate the direct effect $\theta_{1t}(M_{1t}(d))$ when $d = 1$, we calculate the effect of these programs when accompanied by an increase in cigarette price. This may differ from the effect these programs would have had in its absence.

Given that we estimate the indirect effect $\delta(d)$ when $d = 0$, this is the effect that only an increase in cigarette prices would have had in the absence of other programs (i.e., the prevention and control program, the research activity, the increase in indoor clean air ordinances). As shown in Figure 3a in Appendix F, Proposition 99 induced a strong increase in cigarette prices since 1989 and remained stable up to 1996. After this year, the two prices started to converge until 1999, when the difference between the two prices sharply diverged again.

In Table 1 and Figure 2, we report the estimates for the total, direct, and indirect effects.$^5$

---

$^5$The results are robust to leaving one state out from the donor pool (see Appendix G).
Table 1: Effects of Proposition 99

| Year | Total  | Direct | Indirect |
|------|--------|--------|----------|
| 1989 | -7.1   | -7.17  | 0.06     |
| P-value | (0.22) | (0.31) | (1)     |
| 1990 | -7.04  | -6.93  | -0.11    |
| P-value | (0.3)  | (0.19) | (1)     |
| 1991 | -13.47*| -12.35 | -1.12    |
| P-value | (0.07) | (0.13) | (0.75)  |
| 1992 | -15.05***| -10.49 | -4.56    |
| P-value | (0)    | (0.25) | (0.38)  |
| 1993 | -21.18**| -14.36***| -6.81    |
| P-value | (0.04) | (0)    | (0.19)  |
| 1994 | -24.92***| -16.72***| -8.2     |
| P-value | (0)    | (0)    | (0.13)  |
| 1995 | -28.23***| -16.77 | -11.46***|
| P-value | (0)    | (0.13) | (0)     |
| 1996 | -29.26***| -19.67***| -9.6*    |
| P-value | (0)    | (0)    | (0.06)  |
| 1997 | -31.38***| -18.65***| -12.73***|
| P-value | (0)    | (0)    | (0)     |
| 1998 | -29.72***| -18.72***| -10.99   |
| P-value | (0)    | (0)    | (0.13)  |
| 1999 | -33.12***| -19.98* | -13.13***|
| P-value | (0)    | (0.06) | (0)     |
| 2000 | -31.59**| -17.28 | -14.31***|
| P-value | (0.04) | (0.13) | (0)     |

Table 2: P-values are displayed in brackets. * Significant at 10%. ** Significant at 5%. *** Significant at 1%.
In line with those of Abadie et al. (2010), our results show that Proposition 99 reduced the cigarette per-capita consumption from a minimum of 7 to a maximum of 33 packs each year. The direct effect, which is visible from the very first year of treatment, seems to have contributed the most to this decrease, although the contribution of the indirect effect increases over time. Notice that the total effect is significantly different from zero since 1991, the direct effect since 1993, and the indirect effect only in the second half of the period. The direct effect decreased slightly in 1992. This is explained by the fact that in 1992, Governor Pete Wilson suspended the media campaign that was re-established the next year, following a lawsuit by the American Lung Association. The fact that the decrease in 1992 is only visible in the direct effect while the indirect effect in unaffected, increases our confidence that we are correctly decomposing the total effect.

Our results suggest that the contribution of the direct effect is higher than what was
found by Hu et al. (1995b) for the media campaign. However, we need to emphasize that our direct effect incorporates not only the effect of the media campaign but also the effects of the other programs (i.e., community-based programs, grants and research activity). Our estimates of the effects of the cigarette prices increase are also lower than in their estimation. Overall, our results suggest that the two policies combined were more successful in reducing cigarette consumption than only imposing a higher tax would have been.

4 Conclusions

We introduced MASC, a new method that combines the synthetic control method (Abadie and Gardeazabal 2003; Abadie et al. 2010, 2015) with the mediation analysis approach and allows us to identify direct and indirect effects in a panel data frameworks with a low number of treated and control units. MASC is intuitive and easy to implement (i.e., publicly available SCM algorithms can be employed). Even though we show how to implement our method based on the original SCM algorithm of Abadie et al. (2010, 2015), one can alternatively use many of the new SCM-based methods such as Athey et al. (2021); Xu (2017); Kreif et al. (2016); Ben-Michael et al. (2021); and Doudchenko and Imbens (2016). Finally, we provide an illustrative example where we decompose the “total” effect of Proposition 99 on cigarette consumption, and we show that an increase in cigarette prices alone would have had a lower impact than in combination with the other programs.

Appendix

A Derivation of “Synthetic” $Y_{1t}^{0M_1}$

To ease the notation, the subscript $t$ is dropped from the weights. Following Abadie et al. (2010), consider a generic vector of weights $W = (w_{n+1}, ..., w_J)'$ such that $w_j \geq 0$ for all
\( j = n + 1, \ldots, J \) and \( w_{n+1} \) + \ldots + \( w_J = 1 \). With these weights (and considering the factor model introduced in the text) the synthetic value of \( Y_{1t}^{0M_1} \) is given by

\[
\sum_{j=n+1}^{J} w_j Y_{jt} = \zeta_t + \eta_t \sum_{j=n+1}^{J} w_j X_j + \lambda_t \sum_{j=n+1}^{J} w_j \mu_j + \varphi_t(0) \sum_{j=n+1}^{J} w_j M_{jt}(0) + \sum_{j=n+1}^{J} w_j \epsilon_{jt}.
\]

The difference between the real potential outcome and the synthetic one is then

\[
Y_{1t}^{0,M_1} - \sum_{j=n+1}^{J} w_j Y_{jt} = \eta_t \left( X_1 - \sum_{j=n+1}^{J} w_j X_j \right) + \lambda_t \left( \mu_1 - \sum_{j=n+1}^{J} w_j \mu_j \right) + \varphi_t(0) \left( M_{1t}(I\{t \geq T\}) - \sum_{j=n+1}^{J} w_j M_{jt}(0) \right) + \sum_{j=n+1}^{J} w_j (\epsilon_{1t} - \epsilon_{jt}). \tag{A.1}
\]

Let \( Y_i^P \) be the \(((T-1) \times 1)\) vector with \( t \)th element equal to \( Y_{it} \), \( \epsilon_i^P \) the \(((T-1) \times r)\) matrix with \( t \)th element equal to \( \epsilon_{it} \), and \( \eta^P \) the \(((T-1) \times r)\) matrix with \( t \)th row equal to \( \eta_t \) and \( \lambda^P \) the \(((T-1) \times F)\) matrix with \( t \)th row equal to \( \lambda_t \). Moreover, let \( \varphi^P(0) \) be the \(((T-1) \times 1)\) vector with \( t \)th element equal to \( \varphi_t(0) \) and \( M_i^P(0) \) the \(((T-1) \times 1)\) vector with \( t \)th element equal to \( M_{it}(0) \). We can now write

\[
Y_i^P - \sum_{j=n+1}^{J} w_j Y_j^P = \eta^P \left( X_1 - \sum_{j=n+1}^{J} w_j X_j \right) + \lambda^P \left( \mu_1 - \sum_{j=n+1}^{J} w_j \mu_j \right) + \varphi^P(0) \left( M_{1t}^P(0) - \sum_{j=n+1}^{J} w_j M_{jt}^P(0) \right) + \left( \epsilon_1^P - \sum_{j=n+1}^{J} w_j \epsilon_j^P \right). \tag{A.2}
\]

Note that we have \( M_{1t}^P(0) \) as \( t < T \). It is easy to see that:

\[
\lambda^P \left( \mu_1 - \sum_{j=n+1}^{J} w_j \mu_j \right) = Y_i^P - \sum_{j=n+1}^{J} w_j Y_j^P - \eta^P \left( X_1 - \sum_{j=n+1}^{J} w_j X_j \right) - \varphi^P(0) \left( M_{1t}^P(0) - \sum_{j=n+1}^{J} w_j M_{jt}^P(0) \right) - \left( \epsilon_1^P - \sum_{j=n+1}^{J} w_j \epsilon_j^P \right) \tag{A.2}
\]
Similar to Abadie et al. (2010), assume that

**Assumption 1.** \( \sum_{t=1}^{T-1} \lambda_t' \lambda_t \) is non-singular.

Assumption 1 is equivalent to assuming no perfect-collinearity among unobserved common factors and implies that \((\lambda' P' \lambda P)^{-1}\) exists. We can then multiply both sides of A.2 by \((\lambda' P' \lambda P)^{-1} \lambda' P\) to get

\[
\mu_1 - \sum_{j=n+1}^{J} w_j \mu_j = (\lambda' P' \lambda P)^{-1} \lambda' P \left\{ Y_1 P - \sum_{j=n+1}^{J} w_j Y_j P - \eta P \left( X_1 - \sum_{j=n+1}^{J} w_j X_j \right) \right. \\
- \varphi P (0) \left( M_{1t}(0) - \sum_{j=n+1}^{J} w_j M_{jt}(0) \right) - \left( \epsilon_1 P - \sum_{j=n+1}^{J} w_j \epsilon_j P \right) \right\}.
\]

Substituting in A.1 and considering a generic post-intervention period \( t' \geq T \), we have

\[
Y_{1t'} - \sum_{j=n+1}^{J} w_j Y_{jt'} = \lambda' P (\lambda' P' \lambda P)^{-1} \lambda' P \left\{ Y_1 P - \sum_{j=n+1}^{J} w_j Y_j P \right. \\
+ \left( \eta P - \lambda' P (\lambda' P' \lambda P)^{-1} \eta P \right) \left( X_1 - \sum_{j=n+1}^{J} w_j X_j \right) \\
- \lambda' P (\lambda' P' \lambda P)^{-1} \lambda' P \left[ \varphi P (0) (M_{1t}(0) - \sum_{j=n+1}^{J} w_j M_{jt}(0)) \right] \\
+ \varphi P (0) \left( M_{1t'}(1) - \sum_{j=n+1}^{J} w_j M_{jt'}(0) \right) \\
- \lambda' P (\lambda' P' \lambda P)^{-1} \lambda' P \left( \epsilon_1 P - \sum_{j=n+1}^{J} w_j \epsilon_j P \right) + \sum_{j=n+1}^{J} w_j (\epsilon_{1t'} - \epsilon_{jt'}). \]

If we now assume, as we did in the main text, that there exists a set of positive and summing up to 1 weights \( W^* \) that satisfies, \( \forall t = 1, ..., T - 1 \)

\[
\sum_{j=n+1}^{J} w_j^* Y_{jt} = Y_{1t}, \quad \sum_{j=n+1}^{J} w_j^* X_j = X_1,
\]
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and $\forall t = 1, ..., T - 1, t'$, also satisfies
\[
\sum_{j=n+1}^{J} w_j^* M_{jt} = M_{1t},
\]
replacing in the post-intervention period, the generic weights with $W^*$, we get
\[
Y_{1t'}^{0,M_1} - \sum_{j=n+1}^{J} w_j^* Y_{jt'} = -\lambda_{t'}(\lambda^P \lambda^P)^{-1}\lambda^{P'} \left( \epsilon_{1'} - \sum_{j=n+1}^{J} w_j^* \epsilon_j^P \right) + \sum_{j=n+1}^{J} w_j^* (\epsilon_{1t'} - \epsilon_{jt'}).
\]

From here, the proof is identical to the one in Abadie et al. (2010). We can write
\[
Y_{1t'}^{0,M_1} - \sum_{j=n+1}^{J} w_j^* Y_{jt'} = R_{1t'} + R_{2t'} + R_{3t'}
\]
where
\[
R_{1t'} = \lambda_{t'}(\lambda^P \lambda^P)^{-1}\lambda^{P'} \sum_{j=n+1}^{J} w_j^* \epsilon_j^P \tag{A.3}
\]
\[
R_{2t'} = -\lambda_{t'}(\lambda^P \lambda^P)^{-1}\lambda^{P'} \epsilon_{1'} \tag{A.4}
\]
\[
R_{3t'} = \sum_{j=n+1}^{J} w_j^* (\epsilon_{jt'} - \epsilon_{1t'}) \tag{A.5}
\]

Following Abadie et al. (2010), we impose the following assumptions

**Assumption 2.** $\epsilon_{it} \perp \epsilon_{jt} \forall i \neq j$ with $i, j = 1, ..., J$.

**Assumption 3.** $\epsilon_{it} \perp \epsilon_{it''} \forall t \neq t''$ with $t, t'' = 1, ..., t'$.

**Assumption 4.** $E(\epsilon_{it}|X_i, \mu_i, M_{it}(I\{t \geq T\})) = E(\epsilon_{it}) = 0$ for $i \in \{1, n + 1, ..., J\}$ and for $t = 1, ..., t'$

Taking the expected value on both sides of A.4, we get
where the second equality follows from the fact that $-\lambda t(\lambda' \lambda)^{-1} \lambda' \epsilon_1$ is non-stochastic and the third equality follows from assumption 4. Taking the expectation on both sides of A.5

$$E(R_{3t'}) = E\left(\sum_{j=n+1}^{J} w_j^*(\epsilon_{jt'} - \epsilon_{1t'})\right) = \sum_{j=n+1}^{J} \left[ E(w_j^*\epsilon_{jt'}) - E(w_j^*\epsilon_{1t'})\right] = 0$$

where the third equality follows from the fact that weights $W^* = w_{n+1}^*, \ldots, w_J^*$ are determined using constraints on covariates, pre-treatment period outcomes and the mediator, which under assumptions 2, 3 and 4 are independent from the error terms at time $t' \geq T$.

The fourth equality follows from assumption 4. The remaining A.3 can be rewritten as:

$$R_{1t'} = \sum_{j=n+1}^{J} w_j^* \sum_{s=1}^{T-1} \lambda_{ts} \sum_{h=1}^{T-1} \lambda_h^* \lambda_h^{-1} \lambda_h^* \epsilon_{js} \quad (A.6)$$

As in Abadie et al. (2010), we further assume that

**Assumption 5.** Let $\varsigma(M)$ be the smallest eigenvalue of

$$1/M \sum_{t=T-M+1}^{T-1} \lambda_t' \lambda_t;$$

$\varsigma(M) \geq \varsigma > 0$ for each positive integer $M$.

**Assumption 6.**

$$\exists \lambda \text{ s.t. } |\lambda_{tf}| \leq \lambda \quad \forall t=1,\ldots,t' \text{ and } f=1,\ldots,F.$$
Assumption 5 guarantees that the matrix \( \sum_{t=1}^{T} \lambda_t' \lambda_t \) and, consequently, its inverse, are symmetric and positive definite. Thus, for the Cauchy-Schwarz inequality, we find that

\[
\left( \lambda_t \left( \sum_{h=1}^{T-1} \lambda_h' \lambda_h \right)^{-1} \lambda_s' \right)^2 = |\langle \lambda_t, A \lambda_s' \rangle|^2 \leq ||A \lambda_t||^2 ||A \lambda_s||^2
\]  

(A.7)

Where \( A = \left( \sum_{h=1}^{T-1} \lambda_h' \lambda_h \right)^{-1} \). Since \( A \) is a symmetric matrix \( B = (T-1)A \) is symmetric as well. Thus, it can be decomposed as \( B = GOG^{-1} \). Where \( G \) is orthogonal and \( G^{-1} = G' \) and \( O \) is a diagonal matrix with the eigenvalues of \( B \) as elements. Thus,

\[
\lambda_t \left( \sum_{h=1}^{T-1} \lambda_h' \lambda_h \right)^{-1} \lambda_t' \frac{1}{T-1} \left( \lambda_t B \lambda_t' \right) = \frac{1}{T-1} \left( \lambda_t GOG' \lambda_t' \right)
\]

Defining \( b_t = \lambda_t G \), we have

\[
\lambda_t \left( \sum_{h=1}^{T-1} \lambda_h' \lambda_h \right)^{-1} \lambda_t' = \frac{1}{T-1} \left( b_t O b_t' \right) = \frac{1}{T-1} \left( b_t^2 \frac{1}{\varsigma_1} + \ldots + b_t^2 \frac{1}{\varsigma_F} \right)
\]

where \( \varsigma_i \) are the eigenvalues of matrix \( B \). From assumption 5, imposing \( M = T - 1 \), we’ll have that \( \frac{1}{\varsigma_i} \leq \frac{1}{2} \) for \( i = 1, ..., F \). Indeed, the eigenvalues of the inverse of a matrix are given by the inverse of the matrix eigenvalues, and \( B \) is the inverse of the matrix in assumption 5. Consequently:

\[
\lambda_t \left( \sum_{h=1}^{T-1} \lambda_h' \lambda_h \right)^{-1} \lambda_t' = \frac{1}{T-1} \sum_{f=1}^{F} b_{tf}^2 \frac{1}{\varsigma_f} \leq \frac{1}{(T-1)\varsigma} \sum_{f=1}^{F} b_{tf}^2 = \frac{1}{(T-1)\varsigma} ||b_t||^2 = \frac{1}{(T-1)\varsigma} ||\lambda_t G||^2
\]

As we noticed before, \( G \) is an orthogonal and thus isometric matrix, hence \( ||\lambda_t G|| = ||\lambda_t|| \)
Consequently,

\[
\lambda_t \left( \sum_{h=1}^{T-1} \lambda'_h \lambda_h \right)^{-1} \lambda'_s \leq \frac{1}{(T-1)\xi} \|\lambda_t\|^2 = \frac{\sum_{f=1}^{F} \lambda'^2_{tf}}{(T-1)\xi} \leq \frac{\sum_{f=1}^{F} \lambda'^2_{tf}}{(T-1)\xi} = \frac{F\lambda'^2_s}{(T-1)\xi}
\]

where the last inequality follows from assumption 6. Applying the same idea to the second part of A.7, we get

\[
\left( \lambda_t \left( \sum_{h=1}^{T-1} \lambda'_h \lambda_h \right)^{-1} \lambda'_s \right)^2 \leq \left( \lambda_t \left( \sum_{h=1}^{T-1} \lambda'_h \lambda_h \right)^{-1} \lambda'_s \right) \left( \lambda_s \left( \sum_{h=1}^{T-1} \lambda'_h \lambda_h \right)^{-1} \lambda'_s \right) \leq \left( \frac{F\lambda'^2_s}{(T-1)\xi} \right)^2
\]

(A.8)

Following Abadie et al. (2010), we define

\[
\bar{\epsilon}_j^T = \sum_{s=1}^{T-1} \lambda_T \left( \sum_{h=1}^{T-1} \lambda'_h \lambda_h \right)^{-1} \lambda'_s \epsilon_{js}
\]

(A.9)

for \( j = n+1, ..., J \). Assume that

**Assumption 7.** The \( p^{th} \) moment of \(|\epsilon_{jt}|\) for some even \( p \) exists for \( j = 2, ..., J \) and \( t = 1, ..., T-1 \)

Using Hölder’s inequality and taking into account that \( 0 \leq w^*_j \leq 1 \) for \( j = n+1, ..., J \) we find that:

\[
\sum_{j=n+1}^{J} w^*_j |\epsilon^T_j| = \sum_{j=n+1}^{J} w^*_j |\bar{\epsilon}_j^T| \leq \left( \sum_{j=n+1}^{J} w^*_j |\bar{\epsilon}_j^T|^p \right)^{1/p} \left( \sum_{j=n+1}^{J} w^*_j |1|^q \right)^{1/q} = \left( \sum_{j=n+1}^{J} w^*_j |\bar{\epsilon}_j^T|^p \right)^{1/p} \left( \sum_{j=n+1}^{J} w^*_j |1|^q \right)^{1/q} \leq \left( \sum_{j=n+1}^{J} |\bar{\epsilon}_j^L|^p \right)^{(1/p)}
\]

where the last equality follows from \( w^*_{n+1} + ... + w^*_J = 1 \) and the last inequality follows from the condition that \( w^*_{n+1} \leq 1, ..., w^*_J \leq 1 \). Applying Hölder’s inequality again, we get

\[
E \left[ \sum_{j=n+1}^{J} w^*_j |\bar{\epsilon}_j^T| \right] \leq \left( E \left[ \sum_{j=n+1}^{J} |\bar{\epsilon}_j^T|^p \right] \right)^{1/p}
\]

(A.10)
Applying Rosenthal’s inequality, we have

\[
E \left[ |\epsilon_j^p| \right] = E \left[ \sum_{s=1}^{T-1} \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js} \right]
\leq C(p) \max \left( \sum_{s=1}^{T-1} E \left[ \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js} \right] \right)
\leq \sum_{s=1}^{T-1} E \left[ \frac{F \lambda^2}{(T-1) \zeta} \right] \sum_{s=1}^{T-1} \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2
\]

where \( C(p) \) is the \( p \)th moment of \(-1\) plus a Poisson random variable with mean 1 (see Abadie et al. (2010)). Consider the two elements of \( \max(.) \). For the first element, we have

\[
\sum_{s=1}^{T-1} E \left[ \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2 \right]^{p/2} = \sum_{s=1}^{T-1} E \left[ \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2 \right]^{2(p/2)}
\leq \sum_{s=1}^{T-1} E \left[ \frac{F \lambda^2}{(T-1) \zeta} \right] \sum_{s=1}^{T-1} \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2
\]

where the first equality follows from the distributivity of the power and the inequality follows from A.8. For the second element in \( \max(.) \), we have

\[
\left( \sum_{s=1}^{T-1} E \left[ \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2 \right] \right)^{p/2} \leq \sum_{s=1}^{T-1} E \left[ \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2 \right]^{p/2}
\leq \sum_{s=1}^{T-1} E \left[ \frac{F \lambda^2}{(T-1) \zeta} \right] \sum_{s=1}^{T-1} \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2
\]

where the first inequality follows from A.8. Putting all these results together, we have

\[
E \left[ |\epsilon_j^p| \right] \leq C(p) \left( \frac{F \lambda^2}{\zeta} \right) \max \left( \frac{1}{(T-1)^p} \sum_{s=1}^{T-1} E \left[ |\epsilon_{js}|^p \right], \frac{\sum_{s=1}^{T-1} \left( \sum_{h=1}^{T-1} \lambda_h \right)^{-1} \lambda_s^p \epsilon_{js}^2}{(T-1)^2} \right)^{p/2}
\]
As Abadie et al. (2010), we define $\sigma_j^2 = E|\epsilon_{js}|^2$, $\bar{\sigma}_j^2 = (1/(T-1) \sum_{s=1}^{T-1} \sigma_j^2)$, $\bar{\sigma} = max_{j=n+1,...,J} \sigma_j^2$ and $\bar{\tau} = \sqrt{\bar{\sigma}}$. Similarly, we define $\bar{\tau}_{p,j} = E|\epsilon_{jt}|^p$, $\tau_{p,j} = 1/(T-1) \sum_{t=1}^{T-1} \tau_{p,j}$, and $\bar{\tau}_p = max_{j=n+1,...,J} \tau_{p,j}$. We can write the first element of $\max(.)$ as

$$
\frac{1}{(T-1)^p} \sum_{s=1}^{T-1} E(|\epsilon_{js}|^p) = \frac{1}{(T-1)^{p-1}} \sum_{t=1}^{T-1} \bar{\tau}_{pjt} = \frac{1}{(T-1)^{p-1}} \bar{\tau}_{pj}
$$

Similarly, the second element can be written as

$$
\left[ \sum_{s=1}^{T-1} \frac{1}{(T-1)^2} E(\epsilon_{js}^2) \right]^{p/2} = \left( \frac{1}{T-1} \sum_{t=1}^{T-1} \bar{\tau}_{pjt} \right)^{p/2} = \left( \frac{1}{T-1} \bar{\tau}_j^2 \right)^{p/2}
$$

Thus, defining $\varpi = C(p)(\frac{E\tau_j}{2})^p$, we have

$$
E \left[ \epsilon_{Tj}^p \right] \leq \varpi \max \left( \frac{1}{(T-1)^{p-1}} \bar{\tau}_{pj}, \left( \frac{1}{T-1} \bar{\tau}_j^2 \right)^{p/2} \right)
$$

$$
\sum_{j=n+1}^{J} E \left[ \epsilon_{Tj}^p \right] = E \left[ \sum_{j=n+1}^{J} \epsilon_{Tj}^p \right] \leq \varpi \max \left( \frac{1}{(T-1)^{p-1}} \sum_{j=n+1}^{J} \bar{\tau}_{pj}, \sum_{j=n+1}^{J} \left( \frac{1}{T-1} \bar{\tau}_j^2 \right)^{p/2} \right)
$$

$$
= \varpi \max \left( \frac{J-n-1}{(T-1)^{p-1}} \frac{J-n-1}{(T-1)^{1/p}} \left( \sum_{j=n+1}^{J} \bar{\tau}_{pj} \right)^{1/p}, \left( \sum_{j=n+1}^{J} \bar{\tau}_j^{2p/p/2} \right)^{1/p} \right)
$$

$$
\left( E \left[ \sum_{j=n+1}^{J} \epsilon_{Tj}^p \right] \right)^{1/p} \leq \varpi^{1/p} \max \left( \frac{(J-n-1)^{1/p}}{(T-1)^{1/p}} \left( \sum_{j=n+1}^{J} \bar{\tau}_{pj} \right)^{1/p}, \frac{1}{(T-1)^{1/p}} \left( \sum_{j=n+1}^{J} \bar{\tau}_j^{2p/p/2} \right)^{1/p} \right)
$$

$$
= \varpi^{1/p} \left( \frac{J-n-1}{(T-1)^{1/p}} \right)^{1/p} \left( \sum_{j=n+1}^{J} \bar{\tau}_j^{2p/p/2} \right)^{1/p}
$$

where the last equality follows from $\frac{1}{J-n-1} \sum_{j=n+1}^{J} \bar{\tau}_{pj} = E(\bar{\tau}_{pj}) \leq max_{j}(\bar{\tau}_{pj}) = \bar{\tau}_p$. Thus,

$$
\left( E \left[ \sum_{j=n+1}^{J} \epsilon_{Tj}^p \right] \right)^{1/p} \leq \varpi^{1/p} \max \left( \frac{(J-n-1)^{1/p}}{(T-1)^{1/p}} \left( \frac{\bar{\tau}_1^{1/p}}{(T-1)^{1/p}} \right)^{1/p}, \frac{\sqrt{\bar{\tau}_p}}{(T-1)^{1/p}} \right)
$$

$$
= \varpi^{1/p} (J-n-1)^{1/p} \max \left( \frac{\bar{\tau}_1^{1/p}}{(T-1)^{1/p}}, \frac{\sqrt{\bar{\tau}_p}}{(T-1)^{1/p}} \right) (A.11)
$$
this implies

\[ E[|R_{1t'}|] = E\left[ \sum_{j=n+1}^{J} w_j^* L_j^* \right] \]

\[ \leq E\left[ \sum_{j=n+1}^{J} w_j^* \epsilon_j^* \right] \]

\[ \leq \left( E\left[ \sum_{j=n+1}^{J} \epsilon_j^* \right]^p \right)^{1/p} \]

\[ \leq \varpi^{1/p} (J - n - 1)^{1/p} \max \left\{ \frac{\tau_1^{1/p}}{(T - 1)^{1-p}}, \frac{\sigma}{(T - 1)^{1/2}} \right\} \]

where, in the second equation, the first equality follows from A.4 and A.9, the first inequality follows from the triangular inequality, the second follows from A.10 and the third from A.11. It follows that

\[ E[R_{1t'}] \leq C(p)^{1/p} \frac{\bar{X} F}{\bar{X}_2} (J - n - 1)^{1/p} \max \left\{ \frac{\tau_1^{1/p}}{(T - 1)^{1-p}}, \frac{\sigma}{(T - 1)^{1/2}} \right\}. \]

Thus, the difference between the expected value of \( Y_{1t}^{0,M_1} \) and its synthetic counterpart can be bound by something that goes to zero when the number of pre-intervention periods goes to infinity, namely

\[ E\left( Y_{1t'}^{0,M_1} - \sum_{j=n+1}^{J} w_j^* Y_{jt'} \right) = E(R_{1t'}) = o(T). \]

**B Identification of \( \delta_{1t'}(1) \)**

Finding a “synthetic” value of \( Y_{1t}^{0,M_1} \) is more challenging and requires more than 1 treated unit. First, we need to estimate what value the mediator of unit 1 would have taken in the absence of the intervention \( (M_{1t}(0)) \). This could be done with a standard SCM, using the mediator as an outcome. Second, we propose to treat the remaining treated units as control units in a SCM where we also use the distance between the first step estimate of \( M_{1t}(0) \) and the other treated units mediators, in computing the weights. If
the number of treated units is big enough, we can also create a “synthetic” \( Y_{1t'}^{1,M_0} \). This is done in two steps. In a first step, we estimate \( M_{1t'}(0) \) by \( \hat{M}_{1t'}(0) = \sum_{i=n+1}^{J} k_{it'} M_{it'} \) with \( K_{1t'} = (k_{n+1,t'}, \ldots, k_{J,t'}) \) chosen with a standard SCM. Note that also those weights need to be calculated for each \( t' \). In a second step, we need to find a vector of positive and adding up to 1 weights \( Q_{t'}^{*} = (q_{2,t'}, \ldots, q_{n,t'}) \), such that \( Y_{1t'}^{1,M_0} = \sum_{i=2}^{n} q_{it'}^{*} Y_{it'} \). \( Q_{t'}^{*} \) is estimated with a SCM but using only the other treated units. More specifically, let \( \Omega_{1}^{t'}(1) = (X_1, Y_{11}, \ldots, Y_{1,T-1}, M_{11}, \ldots, M_{1,T-1}, \hat{M}_{1t'}(0)) \), \( \omega_{0}^{t'}(1) = (X_i, Y_{i1}, \ldots, Y_{i,T-1}, M_{i1}, \ldots, M_{i,T-1}, M_{i,t'}) \), and \( \Omega_{0}^{t'}(1) = (\omega_{2}^{t'}(1), \ldots, \omega_{n}^{t'}(1))' \), then

\[
Q_{t'}^{*} = \min_{q_{n+1,t'}, \ldots, q_{JT'}} ||\Omega_{1}^{t'}(1) - Q_{t'}^{*} \Omega_{0}^{t'}(1)||_{V} \\
\text{s.t. } q_{n+1,t'} \leq 0, \ldots, q_{JT'} \leq 0, \sum_{i=n+1}^{J} q_{it'} = 1,
\]

where the distance and \( V \) are defined as above for \( Y_{1t'}^{0,M_1} \).

Let \( \hat{Y}_{1t'}^{1,M_0} = \sum_{i=2}^{n} q_{it'}^{*} Y_{it'} \), similar as before, we assume that \( Q_{t'}^{*} \) exists and satisfies \( \forall \ t = 1, \ldots, T - 1 \)

\[
\sum_{j=2}^{n} q_{j,t'}^{*} Y_{jt} = Y_{1t}, \\
\sum_{j=2}^{n} q_{j,t'}^{*} X_{j} = X_{1}, \\
\sum_{j=2}^{n} q_{j,t'}^{*} M_{jt} = M_{1t},
\]

\( \forall \ t = 1, \ldots, T - 1 \) and

\[
\sum_{j=2}^{n} q_{j,t'}^{*} M_{jt'} = \hat{M}_{1t'}(0).
\]

Under extra standard conditions and assuming that \( \rho_{t'}(\cdot) \) is a linear function

\[
E(\hat{Y}_{1t'}^{1,0}) = Y_{1t'}^{1,M_0} + o(T).
\]

The latter assumption can admittedly be restrictive in many applications. However, it
is substantially weaker than assuming a constant $\rho_{t'}$. Then, we can estimate the indirect effect $\delta_{it'}(1)$ and the direct effect as $\theta_{1t'}(M_t(0))$ as

$$\hat{\delta}_{1t'}(1) = Y_{1t'} - \hat{Y}_{1t'M_0}, \quad \hat{\theta}_{1t'}(M_t(0)) = \hat{\alpha}_{it'} - \hat{\delta}_{1t'}(1),$$

respectively. Intuitively, $Q_t^*$ exists under the similar assumptions as the one discussed in the main text. However, if the number of treated units is too small $\hat{Y}_{1t'M_0}$ will be a very poor approximation of $Y_{1t'M_0}$. In this setting, it is only possible to estimate $\delta_{it'}(0)$ and $\theta_{it'}(1)$.

**C Extra assumptions on the mediator needed for $Y_{1tM_0}^{1M_0}$**

To create a synthetic $Y_{1tM_0}^{1M_0}$, we need to impose the standard SCM assumptions on the mediator, which are:

**Assumption 8.** $\sum_{t=1}^{T-1} \vartheta_t' \vartheta_t$ is non-singular.

**Assumption 9.** $\nu_{it} \perp \nu_{jt}$ $\forall i \neq j$ with $i, j \in \{1, n + 1, ..., J\}$.

**Assumption 10.** $\nu_{it} \perp \nu_{it''}$ $\forall t \neq t''$ with $t, t'' = 1, ..., t'$.

**Assumption 11.** $E(\nu_{it}|\{Z_{i}, \varrho_{i}\}_{i\in\{1,n+1,...,J\}}) = E(\nu_{it}) = 0$ for $i \in \{1, n + 1, ..., J\}$ and for $t = 1, ..., t'$

**Assumption 12.** $\kappa(M) \geq \kappa > 0$ for each positive integer $M$, where $\kappa(M)$ is the smallest eigenvalue of

$$\frac{1}{M} \sum_{t=T-M+1}^{T-1} \vartheta_t' \vartheta_t.$$  \hspace{1cm} (C.1)

**Assumption 13.**

$$\exists \ \vartheta \ s.t. \ |\vartheta_{tv}| \leq \vartheta \ \forall \ t=1, ..., t' \ and \ v=1, ..., V.$$  \hspace{1cm} (C.2)

**Assumption 14.** $\exists$ a $p^{th}$ moment of $|\nu_{jt}|$ for some even $p$ and for $j = n + 1, ..., J$ and $t = 1, ..., t'$
D Derivation of “Synthetic” $Y_{1t}^{1M_0}$

As for $Y_{1t}^{0M_1}$, we drop the subscript $t$ from the weight and write

$$\sum_{j=2}^{n} q_j Y_{jt} = \zeta_t + \eta_t \sum_{j=2}^{n} q_j X_j + \lambda_t \sum_{j=2}^{n} q_j \mu_j + \varphi_t (I\{t \geq T\}) \sum_{j=2}^{n} q_j M_{jt} (I\{t \geq T\})$$

$$+ \sum_{j=2}^{n} q_j \rho_t (M_{jt} (I\{t \geq T\})) I\{t \geq T\} + \sum_{j=2}^{n} q_j \epsilon_{jt}.$$ 

Thus,

$$Y_{1t}^{1M_0} - \sum_{j=2}^{n} q_j Y_{jt} = \eta_t \left( X_1 - \sum_{j=2}^{n} q_j X_j \right) + \lambda_t \left( \mu_1 - \sum_{j=2}^{n} q_j \mu_j \right)$$

$$+ \varphi_t (I\{t \geq T\}) \left( M_{1t}(0) - \sum_{j=2}^{n} q_j M_{jt}(I\{t \geq T\}) \right)$$

$$+ \left( \rho_t (M_{1t}(0)) - \sum_{j=2}^{n} q_j \rho_t (M_{jt}(I\{t \geq T\})) \right) I\{t \geq T\}$$

$$+ \sum_{j=2}^{n} q_j (\epsilon_{1t} - \epsilon_{jt})$$

Using the same notation as before in the pre-intervention period, we have

$$Y_{1}^{P} - \sum_{j=2}^{n} q_j Y_{j}^{P} = \eta^{P} \left( X_1 - \sum_{j=2}^{n} q_j X_j \right) + \lambda^{P} \left( \mu_1 - \sum_{j=2}^{n} q_j \mu_j \right)$$

$$+ \varphi^{P} (0) \left( M_{1}^{P}(0) - \sum_{j=2}^{n} q_j M_{j}^{P}(0) \right) + \left( \epsilon_{1}^{P} - \sum_{j=2}^{n} q_j \epsilon_{j}^{P} \right)$$

Thus,

$$\lambda^{P} \left( \mu_1 - \sum_{j=2}^{n} q_j \mu_j \right) = Y_{1}^{P} - \sum_{j=2}^{n} q_j Y_{j}^{P} - \eta^{P} \left( X_1 - \sum_{j=2}^{n} q_j X_j \right)$$

$$- \varphi^{P} (0) \left( M_{1}^{P}(0) - \sum_{j=2}^{n} q_j M_{j}^{P}(0) \right) - \left( \epsilon_{1}^{P} - \sum_{j=2}^{n} q_j \epsilon_{j}^{P} \right)$$
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Multiplying both sides by $(\lambda^P \lambda^P)^{-1} \lambda^P$, we get

$$
\mu_1 - \sum_{j=2}^{n} q_j \mu_j = \left( \lambda^P \lambda^P \right)^{-1} \lambda^P \left[ \left( Y_1^P - \sum_{j=2}^{n} q_j Y_j^P \right) - \eta^P \left( X_1 - \sum_{j=2}^{n} q_j X_j \right) \right]
- \varphi^P(0) \left( M_1^P(0) - \sum_{j=2}^{n} q_j M_j^P(0) \right) - \left( \epsilon_1^P - \sum_{j=2}^{n} q_j \epsilon_j^P \right).
$$

Substituting in D.1 and considering a generic post-intervention period $t'$, we have

$$
Y_{t',M_0} - \sum_{j=2}^{n} q_j Y_j = \left( \lambda^P \lambda^P \right)^{-1} \lambda^P \left( Y_1^P - \sum_{j=2}^{n} q_j Y_j^P \right)
+ \left( \eta - \left( \lambda^P \lambda^P \right)^{-1} \lambda^P \eta^P \right) \left( X_1 - \sum_{j=2}^{n} q_j X_j \right)
- \left( \lambda^P \lambda^P \right)^{-1} \lambda^P \varphi^P(0) \left( M_1^P(0) - \sum_{j=2}^{n} q_j M_j^P(0) \right)
+ \varphi(1) \left( M_{1t}(0) - \sum_{j=2}^{n} q_j M_{jt}(1) \right)
+ \rho(0) \left( M_{1t'}(0) - \sum_{j=2}^{n} q_j \rho(0) \right) - \left( \lambda^P \lambda^P \right)^{-1} \lambda^P \left( \epsilon_1^P - \sum_{j=2}^{n} q_j \epsilon_j^P \right) + \sum_{j=2}^{n} q_j (\epsilon_{1t} - \epsilon_{jt'})
$$

Assume, as we did in the main text, that weights $q_2^*,...,q_n^*$ exists that satisfy $\forall t = 1,...,T - 1$

$$
\sum_{j=2}^{n} q_j^* Y_j = Y_{1t},
\sum_{j=2}^{n} q_j^* X_j = X_1,
\sum_{j=2}^{n} q_j^* M_j = M_{1t},
$$

and it also satisfies

$$
\sum_{j=2}^{n} q_j^* M_{jt'} = \hat{M}_{1t'}(0).
$$
Substituting the generic weights with $q_2^*, ..., q_n^*$ in the post-intervention period $t'$, we get

$$Y_{1t'}^{1,M_0} - \sum_{j=2}^{n} q_j^* Y_{jt'} = \left( \rho (M_{1t'} (0)) - \sum_{j=2}^{n} q_j^* \rho (M_{jt'} (1)) \right)$$

$$- \left( \lambda^{P'} \lambda^P \right)^{-1} \lambda^{P'} \left( \epsilon_1^P - \sum_{j=2}^{n} q_j^* \epsilon_j^P \right) + \sum_{j=2}^{n} q_j^* (\epsilon_{1t'} - \epsilon_{jt'})$$

Note that, as by assumption $\sum_{j=2}^{n} q_j^* M_{jt'} = \hat{M}_{1t'}(0)$, and $\hat{M}_{1t'}(0)$ is estimated using a standard SCM

$$E \left( \varphi (1) \left( M_{1t'}(0) - \sum_{j=2}^{n} q_j^* M_{jt'}(1) \right) \right) = o(T).$$

As mentioned earlier, for identification we have to impose an extra assumption, namely:

**Assumption 15.** $\rho_{t'}(.)$ is a linear function

Under assumption 15, we have

$$E \left[ \left( \rho (M_{1t'} (0)) - \sum_{j=2}^{n} q_j^* \rho (M_{jt'} (1)) \right) \right] = E \left[ \left( \rho (M_{1t'} (0)) - \rho \left( \sum_{j=2}^{n} q_j^* M_{jt'} (1) \right) \right) \right],$$

$$= \rho (M_{1t'} (0)) - \rho \left( E(\hat{M}_{1t'}(0)) \right) = o(T).$$

Thus,

$$Y_{1t'}^{1,M_0} - \sum_{j=2}^{n} q_j^* Y_{jt'} = - \left( \lambda^{P'} \lambda^P \right)^{-1} \lambda^{P'} \left( \epsilon_1^P - \sum_{j=2}^{n} q_j^* \epsilon_j^P \right) + \sum_{j=2}^{n} q_j^* (\epsilon_{1t'} - \epsilon_{jt'}).$$

This can be shown to imply

$$E(Y_{1t'}^{1,M_0} - \sum_{j=2}^{n} q_j^* Y_{jt'}) = o(T).$$
E Data Sources and Donor Pool

The variables employed stem from different sources. As mentioned in 3.1, data on the outcome and on the mediator stem from the Tax Burden on Tobacco compilation (Orzechowski and Walker 2019). We obtained the data on population from the US Census Bureau. We obtained the data on the real GDP per capita, chained at 1997 prices, from the Bureau of Economic Analysis of the US Department of Commerce. Finally, we obtained the data on beer consumption per capita from Kaplan (2018).

In Table 3, we present the donor pool for the total (first two columns) and for the direct (third and fourth columns) effect estimations with the corresponding weights. In the direct effect estimation, different weights are used in each post-treatment period. For simplicity, we report those found in the last post-treatment period.
### Table 3: Donor Pool

| Donor Pool      | Weights Total Effect | Weights Direct Effects |
|-----------------|----------------------|------------------------|
| Alaska          | -                    | 0.046                  |
| Alabama         | <0.001               | <0.001                 |
| Arkansas        | <0.001               | <0.001                 |
| Colorado        | <0.001               | <0.001                 |
| Connecticut     | 0.014                | <0.001                 |
| Delaware        | <0.001               | <0.001                 |
| Georgia         | <0.001               | <0.001                 |
| Hawaii          | -                    | 0.135                  |
| Iowa            | <0.001               | <0.001                 |
| Idaho           | 0.005                | <0.001                 |
| Illinois        | <0.001               | <0.001                 |
| Indiana         | <0.001               | <0.001                 |
| Kansas          | <0.001               | <0.001                 |
| Kentucky        | <0.001               | <0.001                 |
| Lousiana        | <0.001               | <0.001                 |
| Maryland        | -                    | 0.001                  |
| Maine           | <0.001               | <0.001                 |
| Michigan        | -                    | <0.001                 |
| Minnesota       | <0.001               | <0.001                 |
| Missouri        | <0.001               | <0.001                 |
| Mississippi     | <0.001               | <0.001                 |
| Montana         | 0.061                | <0.001                 |
| North Carolina  | 0.005                | <0.001                 |
| North Dakota    | <0.001               | <0.001                 |
| Nebraska        | <0.001               | <0.001                 |
| New Hampshire   | 0.107                | <0.001                 |
| New Jersey      | -                    | 0.001                  |
| New Mexico      | 0.349                | <0.001                 |
| Nevada          | 0.032                | 0.263                  |
| New York        | -                    | 0.249                  |
| Ohio            | <0.001               | <0.001                 |
| Oklahoma        | <0.001               | <0.001                 |
| Pennsylvania    | <0.001               | <0.001                 |
| Rhode Island    | 0.006                | <0.001                 |
| South Carolina  | <0.001               | <0.001                 |
| South Dakota    | <0.001               | <0.001                 |
| Tennessee       | <0.001               | <0.001                 |
| Texas           | 0.001                | <0.001                 |
| Utah            | 0.247                | 0.302                  |
| Virginia        | <0.001               | <0.001                 |
| Vermont         | <0.001               | <0.001                 |
| Washington      | -                    | <0.001                 |
| Wisconsin       | 0.001                | <0.001                 |
| West Virginia   | 0.169                | <0.001                 |
| Wyoming         | <0.001               | <0.001                 |
Figure 3: Constraints on the mediator for the estimation of the total (left) and those of the direct (right) effects. We are mostly interested in post-treatment overlaps in the right panel. The solid line represents the treated unit mediator. The dashed line represents the synthetic unit mediator. The vertical line corresponds to the first treatment period. In the direct effect estimation, different weights are used in each post-treatment period. For simplicity, we use those found in the last post-treatment period.
G Spillover Effects Testing and Leave-one-out Robustness Checks

(a) Sensitivity of the results to the exclusion, from the donor pool, of the state of Nevada. Total, direct, and indirect effects are represented, respectively, in red, blue and green. The diamond-line represents baseline estimation. The x-line represents the spillover-free estimation.

(b) Leave-one-out robustness checks for the total effect. The thick red line represents the baseline estimation.

Figure 4: Robustness checks
(a) Leave-one-out robustness checks for the direct effect. The thick red line represents the baseline estimation.

(b) Leave-one-out robustness checks for the indirect effect. The thick red line represents the baseline estimation.

Figure 5: Robustness checks

References

Abadie, A. (2021): “Using Synthetic Controls: Feasibility, Data Requirements, and Methological Aspects,” *Journal of Economic Literature*, 59, 391–425.

Abadie, A., A. Diamond, and J. Hainmueller (2010): “Synthetic Control Methods for Comparative Case Studies: Estimating the Effect of California’s Tobacco Control Program,” *Journal of the American Statistical Association*, 105, 493–505.

——— (2015): “Comparative Politics and the Synthetic Control Method,” *American Journal of Political Science*, 59, 495–510.

Abadie, A. and J. Gardeazabal (2003): “The Economic Costs of Conflict: A Case Study of the Basque Country,” *American Economic Review*, 93, 113–132.

Adhikari, B. (2020): “Does A Value-Added Tax Increase Economic Efficiency?” *Economic Inquiry*, 58, 496–517.

Amjad, M., V. Misra, D. Shah, and D. Shen (2019): “mRSC: Multi-dimensional Robust Synthetic Control,” *Proceedings of the ACM on Measurement and Analysis of Computing Systems*, 3, 1–27.

Amjad, M., D. Shah, and D. Shen (2018): “Robust Synthetic Control,” *Journal of Machine Learning Research*, 19, 1–51.

Arkhangelsky, D., S. Athey, D. A. Hirshberg, G. W. Imbens, and S. Wager (2021): “Synthetic Differences-in-Differences,” *American Economic Review*, 111, 4088–4118.
Athey, S., M. Bayati, N. Doudchenko, G. Imbens, and K. Khosravi (2021): “Matrix Completion Methods for Causal Panel Data Models,” *Journal of the American Statistical Association*, 116, 1716–1730.

Balbach, E. D., F. M. Monardi, B. Fox, and S. A. Glantz (1997): “Holding Government Accountable: Tobacco Policy Making in California, 1995-1997,” *UCSF IHPS*.

Ben-Michael, E., A. Feller, and J. Rothstein (2021): “The Augmented Synthetic Control Method,” *Journal of the American Statistical Association*, 116, 1789–1803.

Chernozhukov, V., K. Wüthrich, and Y. Zhu (2021): “An Exact and Robust Conformal Inference Method for Counterfactual and Synthetic Controls,” *Journal of the American Statistical Association*, 116, 1849–1864.

Deuchert, E., M. Huber, and M. Schelker (2019): “Direct and indirect effects based on difference-in-differences with an application to political preferences following the Vietnam draft lottery,” *Journal of Business & Economic Statistics*, 37, 710–720.

Doudchenko, N. and G. W. Imbens (2016): “Balancing, Regression, Difference-In-Differences and Synthetic Control Methods: A Synthesis,” *arXiv:1710.10251*.

Gobillon, L. and T. Magnac (2016): “Regional policy evaluation: interactive fixed effects and synthetic controls,” *Review of Economics and Statistics*, 98, 535–551.

Gunsilius, F. F. (2021): “Distributional synthetic controls,” *arXiv:2001.06118v4*.

Hu, T., T. E. Keeler, H. Sung, and P. G. Barnett (1995a): “The impact of California anti-smoking legislation on cigarette sales, consumption, and prices,” *Tobacco Control*, 4, S34–S38.

Hu, T., H. Y. Sung, and T. E. Keeler (1995b): “Reducing Cigarette Consumption in California: Tobacco Taxes vs an Anti-Smoking Media Campaign,” *American Journal of Public Health*, 85, 1218–1222.

Huber, M. (2014): “Identifying Causal Mechanisms (Primarily) Based On Inverse Probability Weighting,” *Journal of Applied Econometrics*, 29, 920–943.

Huber, M., M. Lechner, and G. Mellace (2016): “The Finite Sample Performance of Estimators for Mediation Analysis Under Sequential Conditional Independence,” *Journal of Business & Economic Statistics*, 34, 139–160.

——— (2017): “Why Do Tougher Caseworkers Increase Employment? The Role of Program Assignment as a Causal Mechanism,” *Review of Economics and Statistics*, 99, 180–183.

Imai, K., L. Keele, and T. Yamamoto (2010): “Identification, Inference and Sensitivity Analysis for Causal Mediation Effects,” *Statistical Science*, 25, 51–71.

Imai, K. and T. Yamamoto (2013): “Identification and Sensitivity Analysis for Multiple Causal Mechanisms: Revisiting Evidence from Framing Experiments,” *Political Analysis*, 141–171.
KAPLAN, J. (2018): “Apparent Per Capita Alcohol Consumption: National, State, and Regional Trends 1977-2016: alcohol_data.csv,” Ann Arbor, MI.

KLÖSSNER, S., A. KAUL, G. PFEIFER, AND M. SCHIELER (2018): “Comparative politics and the Synthetic Control Method revisited: a note on Abadie et al (2015),” Swiss Journal of Economics and Statistics, 154.

KREIF, N., R. GRIEVE, D. HANGARTNER, A. J. TURNER, S. NIKOLOVA, AND M. SUTTON (2016): “Examination of the synthetic control method for evaluating health policies with multiple treated units,” Health Economics, 25, 1514–1528.

LYNCH, B. AND R. BONNIE, eds. (1994): Growing up Tobacco Free: Preventing Nicotine Addiction in Children and Youths, Institute of Medicine (US) Committee on Preventing Nicotine Addiction in Children and Youths, Washington (DC): National Academies Press (US).

ORZECOWSKI AND WALKER (2019): “The Tax Burden on Tobacco-Historical Compilation,” Arlington, Virginia.

PEARL, J. (2001): “Direct and Indirect Effects,” Proceedings of the Seventeenth Conference on Uncertainty in Artificial Intelligence, San Francisco, CA: Morgan Kaufmann, 411–420.

ROBINS, J. M. (2003): “Semantics of causal DAG models and the identification of direct and indirect effects,” in Highly Structured Stochastic Systems, ed. by P. Green, N. Hjort, and S. Richardson, Oxford: Oxford University Press, 70–81.

RUBIN, D. B. (1974): “Estimating Causal Effects of Treatments in Randomized and Nonrandomized Studies,” Journal of Educational Psychology, 66, 688–701.

SIEGEL, M. (2002): “The Effectiveness of State-Level Tobacco Control Interventions: A Review of Program Implementation and Behavioral Outcomes,” Annual Review of Public Health, 23, 45–71.

VANSTEELANDT, S. AND T. J. VANDERWEELE (2012): “Natural Direct and Indirect Effects on the Exposed: Effect Decomposition under Weaker Assumptions,” Biometrics, 68, 1019–1027.

XU, Y. (2017): “Generalized Synthetic Control Method: Causal Inference with Interactive Fixed Effects Models,” Political Analysis, 25, 57–76.