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ABSTRACT
The ongoing growth in the volume of scientific literature available today precludes researchers from efficiently discerning the relevant from irrelevant content. Researchers are constantly interested in impactful papers, authors and venues in their respective fields. Moreover, they are interested in the so-called recent “rising stars” of these contexts which may lead to attractive directions for future work, collaborations or impactful publication venues. In this work, we address the problem of quantifying research impact in each of these contexts, in order to better direct attention of researchers and streamline the processes of comparison, ranking and evaluation of contribution. Specifically, we begin by outlining intuitive underlying assumptions that impact quantification methods should obey and evaluate when current state-of-the-art methods fail to satisfy these properties. To this end, we introduce the s-index metric which quantifies research impact through influence propagation over a heterogeneous citation network. s-index is tailored from these intuitive assumptions and offers a number of desirable qualities including robustness, natural temporality and straightforward extensibility from the paper impact to broader author and venue impact contexts. We evaluate its effectiveness on the publicly available Microsoft Academic Search citation graph with over 119 million papers and 1 billion citation edges with 103 million and 21 thousand associated authors and venues respectively.

1. INTRODUCTION
The publication and circulation of influential work has served as the cornerstone of research practices since the inception of scientific discovery itself. Both budding and veteran researchers are known for the quantity and quality of work they produce and moreover by the mark, or impact, that they leave on the scientific community. Furthermore, influential works inspire future endeavors by means of the results and ideas which they put forth – this phenomenon of incremental discovery is colloquially referred to by the phrase “standing on the shoulders of giants.” However, given the continued growth in the sheer amount of literature available today, researchers are deluged with more and more irrelevant information from which they seek only a small fraction. This makes the measurement of scientific impact of relevant papers, authors and venues an important problem.

Scientific impact is a central tenet in the evaluation of research success. While quantitative metrics are not a replacement for carefully reading an author’s works and evaluating peer regard, they are frequently used in practice to provide at-a-glance, summary information. For example, researchers, departments, institutions and venues are commonly evaluated using a number of numerical impact metrics including citation count [16], h-index [17] and journal impact factor [13]. These metrics are typically used for crucial decisions from management perspectives including appointing academic posts, assigning tenure, awarding prizes and electing candidates for prestigious academies. Similarly, from a researcher’s perspective, these metrics can play a major role in determining relevant previous work, future research directions, potential collaborations and strategic publication venues from a citation and recognition perspective.

However, impact quantification is not a trivial problem, particularly because the concept of impact is itself not precisely defined. Various impact metrics focus on different definitions of impact itself. For example, paper impact is frequently judged using simple citation count – thus, papers which have a large quantity of citations are considered to be the most impactful. Author impact has traditionally been measured using h-index, which incorporates (to some extent) both quantity of papers and the quantity of the citations they receive as a measure of quality. Venue impact is often defined using the impact factor, which considers the average number of citations received per paper over the last 2 years for each venue. These definitions all inherently capture distinct concepts of impact with inherently different assumptions. Hence, it is unsurprising that current state-of-the-art metrics are not without a number of inconsistencies and unexpected behaviors in practice. In fact, numerous works from different fields including social sciences, bibliometrics and physics establish notable problems with evaluation arising from the use of these metrics in practice [14,15,25,7]. We argue that given the career and livelihood ramifications of these metrics, it is important for impact metrics to be principled and in-line with human understanding. In this work, we focus exactly on this problem of developing improved, powerful and practical metrics for effectively quantifying research impact.

We begin by identifying a number of desiderata that good impact metrics should obey. These attributes have firm grounding in human intuition about how impact should be manifested by different entities (in this work, we consider impact of papers, authors and venues). We next identify relevant prior works and current state-of-the-art metrics used to quantify impact in practice and evaluate
search impact as follows:

2. PROPOSED DESIDERATA

In order to build an improved impact metric, it is important to identify how we expect impact to be defined in practice. The Economic and Social Research Council (ESRC) defines academic research impact as follows:

Academic impact is the demonstrable contribution that excellent social and economic research makes to scientific advances, across and within disciplines, including significant advances in understanding, method, theory and application. [12]

Beyond this broad definition, there are few real constraints on how research impact is constructed. In practice, impact is traditionally defined in some ways by using available information about citations, or references which publications (henceforth referred to as papers) make between one another to signify drawing from, or leveraging other works in their own. In their simplest form, citations are direct links which convey the number of “uses” of a paper. However, simply tallying the number of citations received by various papers, authors and venues makes for a very elementary impact metric, which can only be considered a first-order approximation of the notion of “contribution” referred to in the above definition. In reality, impact is both a direct and indirect phenomenon, and metrics which quantify impact should account for this property, amongst several others.

In this section, we pose the question: what makes a good impact metric? To answer it, we propose and define these desiderata which should be considered in designing and employing the use of an impact metric. They are (a) volume sensitivity, (b) prestige sensitivity, (c) robustness, (d) extensibility, (e) temporality, (f) interpretability and (g) computability. While we discuss the properties in the context of paper impact, the principles extend naturally to the broader author and venue contexts.

2.1 Volume Sensitivity

Volume sensitivity reflects the concept that the more a work is cited, the more impactful it is. This does not imply that direct citation count is the best impact metric, but rather that between two otherwise equivalent papers a and b, a is more impactful if it has an extra citation over b. Thus, more citations does not negatively affect impact and only helps it. This property is intuitive and is the fundamental tenet of citation counting for impact.

2.2 Prestige Sensitivity

Prestige sensitivity captures the idea that impact metrics should weigh citations from different papers differently. In other words, not all citations are considered equally. The intuition behind this property is that citations from “high-quality” papers should matter more than those from “low-quality” ones (for example, a widely-acclaimed seminal work in a famous journal versus an uncited and unpublished work posted online). Typically, the quality of citing papers is defined recursively in some fashion by their own citation count. Most traditionally used impact metrics offer no or very limited prestige sensitivity.

2.3 Extensibility

Extensibility refers to the idea that the principles by which an impact metric is defined should extend to the impact definitions for other entities. Specifically, the property of extensibility ensures that impact is defined in a unified and coherent way across papers, authors and venues rather than a segmented one which only applies to certain entities. It is both perplexing and unintuitive that currently used state-of-the-art impact metrics convey effectively different measures of impact for papers, authors and venues. We argue that papers are the fundamental building block of impact, and authors and venues are simple aggregates of associated papers. An author cannot have impact without the papers which he writes, nor can a venue have impact without the papers which it publishes to the scientific community at large.

2.4 Temporality

Impact can be viewed in two ways. Firstly, impact can be considered as a static, “lifetime achievement award” which quantifies
total influence from inception onwards. This could be considered as the total impact of a paper from publication or the total impact of an author or venue from its first publication. Secondly, impact can be examined as a dynamic, ever-changing property which quantifies influence recently. For example, a paper written in the 1600s may have a large static impact, but the dynamic impact may wane over time due to a variety of reasons, including declining interest in the specific work, the field or as a result of shift towards newer results. We argue that while impact metrics should be extensible across entity contexts, they should also be extensible over time and offer dynamic counterparts with similar principles – we refer to this idea of extensibility over time as temporality.

Impact metrics which offer temporality are particularly useful because they can measure (by definition) how influence changes over time, and thus offer means of measuring recent productivity and popularity. This is especially useful for comparison purposes between papers, authors and venues at different points in their respective careers. Furthermore, temporality is associated with predictability, as those with higher recent impact are intuitively expected to coincide with so-called “rising stars.”

2.5 Interpretability

Metrics can be arbitrarily simple or complex. Often, more complex models which rely on multiple data sources offer more expressiveness than simpler ones. In the impact metric context, one can consider the simplest metric to be citation count. However, a more complicated (though perhaps rich) metric might account for a variety of factors such as auxiliary author/institution/venue features, semantic similarity with previous works, or produce tuples instead of single numbers. However, one must keep in mind that impact metrics are meant to be used by humans – thus, they must offer interpretability. In practice, these metrics are used not only to rank, but also to compare and predict. It is of utmost importance that those who use them have some understanding of how the concept of impact is being ranked, and what they are comparing and predicting.

2.6 Robustness

When a metric is introduced as a quantifier, its value as a measure immediately begins to decline. This consequence was initially formulated in the economic context and is known as Goodhart’s Law, which states “when a measure becomes a target, it ceases to be a good measure,” in reference to the response of investors to act in ways which they seek to benefit from economic regulations. Analogously, as impact metrics are proposed, researchers will seek to adopt practices which enable them to capitalize from the metric and better their rankings. Thus, it is important that impact metrics are robust, or difficult to rig or game by means of disreputable practices (such as unwarranted self-citation, double publication and citation trading).

In practice, self-citation can be used both legitimately and illegitimately and it can be difficult to automatically discern between the two. Thus, we argue that impact metrics which explicitly penalize self-citation are ideal. Rather, it is more promising to measure impact in a way which diminishes the incentive to self-cite illegitimately – note that this is inherently impossible with metrics that prestige sensitivity and treat all citations equally.

2.7 Computability

Good impact metrics should be easily computable. Citation networks and their more complex, heterogeneous representations are constantly growing with the volume of available literature. Impact metrics which are impractically expensive or difficult to compute, no matter how expressive or even interpretable they are, are simply not practically usable. Online citation and ranking databases which are commonly used such as Microsoft Academic Search [23], Google Scholar [16], CiteSeerX [24] and ArnetMiner [31] deal with very large datasets and require frequent updates to impact metrics given the frequency with which they index new articles – thus, requiring several days or longer to compute metric scores is an unattractive option. Computability is an especially important consideration for complex metrics which incorporate costly operations such as semantic similarity and content-based approaches, centrality metrics and slow-converging graph algorithms. Furthermore, content-based approaches which use topic modeling or other randomized algorithms are approximate, meaning that impact metrics can be computed substantially differently even on the same dataset – this is, of course, undesirable.

3. PRIOR WORK & ANALYSIS

3.1 Prior Work

3.1.1 Impact Metrics

Citation count is perhaps the oldest and most commonly used metric for measuring research paper impact. [3] notes that Google Scholar considers citation count to be the highest weighted factor for paper ranking. Ranking by citation count is a common, but controversial practice in that it reinforces the rich-get-richer concept (Matthew effect). [32] proposes the CiteRank algorithm for paper ranking, which is similar to Google’s PageRank algorithm [18] but distributes random surfers exponentially with age, favoring more recent works. This assumption biases against older papers, which is an unintuitive assumption for overall impact calculation. [6] also uses PageRank to assess importance of papers published in Physical Review journals.

[17] proposes the h-index to quantify author’s research output. To compare researchers with different career lengths, the m quotient, derived from dividing h by the length of the author’s academic career, is also suggested. [11] proposes the g-index as an alternative to more heavily account for an author’s top contributions, which may have disproportionately more citations than his less popular papers. The a, r and ar-index defined in [19] and [20] use variants of mean citations of popular papers in the Hirsch core to capture the average impact of an author’s high-performing papers in order to less penalize authors with high h-index. Google Scholar recently introduced the i10-index [13], defined as the number of papers with 10 or more citations. [8] uses factor analysis to classify these indices into two main types which emphasize work quantity and quality. These groups represent the concepts of volume sensitivity and prestige sensitivity, respectively.

Venue impact of journals in the same field is usually computed using journal impact factor (JIF) [14]. However, JIF computes a mean over a heavy-tail distribution of citation counts and is thus of limited value as a statistical measure. [4] describes the EigenFactor metric for ranking journals based on PageRank on journal-journal citation graphs generated through network inference via paper citation.

3.1.2 Impact Prediction

A number of works utilizing regression and classification have been proposed in the past with the aim of predicting citation count or otherwise quantifying research success. Though our work does not directly focus on prediction, these works relate to the concept of temporality for impact metrics and are thus described. [22] proposes k nearest neighbors (KNN) regression on citation count
differences over previous years for the KDD Cup 2003 citation prediction task. \cite{33} identifies features distinguishing well and poorly cited papers on local reference networks of paper-paper citation graphs. \cite{21, 35} use various regression techniques including support-vector regression (SVR) and linear regression (LR) on numerous features to predict field-specific paper citation count several years ahead. \cite{9} uses multiple classification models to determine whether a given paper will increase the author’s h-index or not. \cite{33} identifies some important mechanisms that play a role in long-term paper citation count including aging and the Matthew effect.

### 3.2 Analysis

In this section, we qualitatively evaluate the performance of current state-of-the-art impact metrics which are commonly used today. Given the breadth of the previously described prior work, we select 4 representative approaches which sufficiently span the multitude of approaches. They are (a) citation count, (b) h-index, (c) JIF and (d) PageRank. Table \ref{tab:impact} gives a high-level summary of the strengths and weaknesses of each approach with respect to the desiderata identified in Section \ref{motivation}. For computability results, we assume a heterogeneous citation graph \( G \), defined as follows:

| Definition 1 (Citation graph \( G \)). \( G \) has \( |P| \) paper nodes, \( |A| \) author nodes, and \( |V| \) venue nodes, \( |E_{pp}| \) paper-paper edges, \( |E_{pa}| \) paper-author edges and \( |E_{pv}| \) paper-venue edges where edge \( p_1 \rightarrow p_2 \) denotes that paper \( p_1 \) is cited by paper \( p_2 \), \( p \rightarrow a \) denotes that paper \( p \) is authored by author \( a \) and \( p \rightarrow v \) denotes that paper \( p \) is published by venue \( v \). |

#### 3.2.1 Citation count

Citation counting involves tallying the number of citations received by a paper, author or venue. We will denote the number of citations of a paper \( p \) by \( C(p) \).

It is a purely volume sensitive metric, and offers no means of prestige sensitivity, since all citations are weighted equally in computing impact. In many cases, citation count does not correspond to the supposed impact of a paper – for example, \cite{33} shows substantial differences between “best papers” from computer science conferences versus the most cited ones. This can happen for numerous reasons: in the case of ubiquitously used results in which the original work is no longer cited, in the case of incremental works which are buried by new literature. Citation counting is extensible, as it can be applied to authors and papers quite easily. Furthermore, it is temporal given appropriate conditioning on input data. It offers straightforward interpretability as the number of citations of an entity. However, it is not robust given that it is highly susceptible to disreputable practices such as self-citation, double publication and citation trading – \cite{1} shows that self-citation makes up a significant part of general citation activity and its presence plays a substantial role in citation counts of papers and authors. Citation counting is easily computable and can be computed in \( O(|E_{pp}|) \) for all papers in the paper-paper citation graph \( G \).

#### 3.2.2 h-index

The h-index of an author \( a \) with published papers \( P^a \) is defined as

\[
H(a) = \max_{h \in \mathbb{N}^+} \left\{ h \mid \sum_{p \in P^a} (C(p) \geq h) \geq h \right\}
\]

where \([ \cdot ]\) serves as an indicator function. Informally, it is referred to as the maximal \( h \) for which the author has \( h \) papers with \( h \) or more citations each.

h-index is only somewhat volume sensitive and prestige sensitive despite considering some concept of both paper quantity and quality. To illustrate, let us consider two scientists \( a \) and \( b \) with varying publication records. Suppose that both \( a \) and \( b \) have published 10 papers with 10 citations each, but \( b \) has additionally published 90 papers which received 9 citations each. Counterintuitively, both scientists have an equivalent h-index of 10, despite scientist \( b \)'s much higher quantity of work. Alternatively, consider scientists \( c \) and \( d \) who have both published 5 papers. However, each of \( c \)'s papers has 5 citations each, whereas each of \( d \)'s papers has 500 citations each. Once again, both authors have an equivalent h-index of 5, despite scientist \( d \)'s much higher quality of work. h-index is defined only in the author context (though it is sometimes used for venue impact), but offers no extensions for paper impact and is thus not extensible. It is however temporal given appropriate conditioning on input data. It has an interpretable definition as well. \cite{7} and \cite{2} show that strategic self-citation can dramatically boost h-index over time due to the metric’s equivalent treatment of self-citations and citations from others, thus limiting robustness.

h-index is relatively computable and can be computed in roughly \( O(|E_{pp}| + |E_{pa}| + |A| w \log(w)) \) for \( |A| \) authors and \( w \) mean paper-author edges (papers per author).

#### 3.2.3 Journal Impact Factor

The JIF of a venue \( v \) with papers published in the previous 2 years \( P^v \) is defined as

\[
J(v) = \frac{\sum_{p \in P^v} C(p)}{|P^v|}
\]

Thus, it is computed as the mean number of citations received by papers published in that time frame. JIF shares similar properties to citation counting given its innate dependent on the citation count. It is volume sensitive but not prestige sensitive. It is extensible as citations can be agglomerated on a paper, author or venue context (though should not be used in practice outside of the venue context \cite{10}). It is additionally temporal given mean computation over the last \( t \) years (though \( t = 2 \) in practice, \( t \in \mathbb{N} \) could be used more generally). JIF is also interpretable. However, it is not robust both due to sole emphasis on citation quantity as well as due to coercive self-citation and impact factor boosting tricks mentioned in \cite{34} and \cite{25}. Furthermore, given that JIF computes a mean over a power-law distribution, it is

| Table 1: Qualitative comparison with modern research impact metrics. |
| --- |
| Volume Sensitive | Prestige Sensitive | Extensible | Temporal | Interpretable | Robust | Computable |
| Citation count | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| h-index | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| JIF | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| PageRank | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| s-index | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
highly susceptible to “black-swan” outliers – for example, the impact factor of the journal Acta Crystallographica rose from 2.05 to 49.93 in 2009, more than L

3.2.4 PageRank

The PageRank $PR(p)$ of paper $p$ in $G$ is defined as

$$PR(p) = \frac{1 - d}{|P|} + d \sum_{q \in L^{-1}(\{p\})} \frac{PR(q)}{L(\{q\})}$$

where $d$ is a damping factor in $(0, 1)$, $L^{-1}(\{p\})$ denotes $p$’s references and $L(\{p\})$ denotes those papers which $q$ is cited by. It can also be computed as the dominant eigenvector of the associated stochastic Google matrix described in [18].

PageRank is volume sensitive since the more citations a paper $p$ has, the higher its PageRank in otherwise equivalent contexts. However, PageRank has limited prestige sensitivity – although papers with many citations pass greater influence to their own references, PageRank has the property that a paper’s propagated influence is apportioned equally between its references. This means that a citation from a paper with many references is less important than one from a paper with fewer references. In the web-context in which PageRank was originally proposed, this assumption makes sense given that pages which have many external links are often link farms or low-quality web-indices. However, in the citation graph context, the length of a work’s reference list is not a measure of exclusivity but rather of relevance – it is certainly not obvious that the length of the reference list of a paper bears any influence on the quality of the work itself. In fact, some of the works with the highest reference counts are textbooks, surveys and tutorials which are highly impactful in making technical expertise accessible to many authors. Thus, we argue that this exclusivity property of PageRank is ill-suited to represent prestige in citation graphs. PageRank is extensible given appropriate network inference to construct author-author and journal-journal citation graphs. It is also temporal given appropriate conditioning on input data. Though PageRank in web contexts has the traditional “random surfer” interpretation, the model lacks interpretability as a metric in the research impact context given the exclusivity assumption. Furthermore, given numerous issues of computability, including the many iterations required for sufficient convergence in practice despite $O(|E_{pp}|)$ runtime per iteration and generally inadequate machine precision due to $|P|$, the resulting $[0, 1]$ scores from PageRank computation are difficult to interpret in the research impact context.

4. PROPOSED S-INDEX

In this section, we first build intuition towards, and next define the $s$-index for quantifying paper, author and venue impact. Lastly, we give a scalable algorithm for computing $s$-index efficiently.

4.1 Intuition

We begin by posing the following problem:

**Problem 1 (Paper Impact).** Given: the citation graph $G$, find: a metric by which to quantify the value of papers according to their research impact.

We start from the most fundamental idea: counting the number of citations of each paper in order to rank them is a straightforward first-order approximation of any volume sensitive impact metric. Citation count in some sense can be construed as the immediate usefulness of the paper to other researchers. If paper $p_1$ is cited by paper $p_2$, we take this to mean that $p_2$ has derived some useful information from $p_1$ – in other words, $p_1$ influenced $p_2$. However, we know that citation count focuses only the quantity of citations, but places no emphasis on the quality.

To incorporate prestige sensitivity, we can then examine the citations which paper $b$ received. For ease of explanation, we will now define a function $L(H)$ which, given a subset of papers $H \subseteq P$, will return the maximal subset of papers $T \subseteq P$ which cite some paper $h \in H$ – in other words, there exists an edge $e \in E_{pp}$ from $h \rightarrow t$ for some $h \in H$ and $t \in T$. These are referred to as the descendants of $H$. We additionally define $L^k(H)$ for $k \in \mathbb{N}$ which denotes $k$ compositions of $L$ – that is, $L^k(H) = L(H), L^2(H) = L(L(H))$ and so on. It will also be useful to define behavior for $k \leq 0$. $k = 0$ indicates 0-step neighbors – this means that $L^0(H) = H$. For $k < 0$, we consider the ancestors of the nodes in $H$ rather than the descendants, such that $L^{-1}(H)$ returns the maximal subset of papers $T \subseteq P$ which are cited by some paper $h \in H$ – in other words, there exists an edge $e \in E_{pp}$ from $t \rightarrow h$ for some $t \in T$ and $h \in H$. The compositional behavior of $L^k(H)$ for negative $k$ is defined similarly: $L^{-k}(H) = L^{-1}(L^{-1}(H))$ and so on. Note that we refer to proximal links as ancestors and descendants rather than in-links and out-links to clarify that the paper-paper graph is not just directed, but also effectively acyclic – reciprocal citation relationships are extremely rare given the temporal connotation of citation, and only possible with citation to a paper published in the future.

In our example so far, $L(\{p_1\}) = \{p_2\}$, and presuming that $p_2$ only cites $p_1$, $L^{-1}(\{p_2\}) = p_1$. If $p_2$ has received a large number of citations, then we can consider $p_2$’s citation to $p_1$ as more valuable than, for example, a citation from paper $p_3$ which also cites $p_1$ but itself has fewer citations. Intuitively, we use $p_2$’s quantity of citations as a measure of the quality of $p_2$’s citation to $p_1$. Thus, we examine $p_1$’s 2-step descendants $L^2(\{p_1\})$ instead of the 1-step descendants $L(\{p_1\})$ as for simple citation count. In fact, we can take yet another step and look at the 3-step descendants $L^3(\{p_1\})$ in order to gain further confidence in the quality of papers in $p_1$’s 1-step and 2-step descendants, and so on.

Moreover, just as $p_1$ influenced $p_2$ (more generally $L(\{p_1\})$), we can consider that $p_1$ also influences the papers which cite $p_2$ (more generally $L^2(\{p_1\})$). This is because those papers which cite $p_2$ have indirectly drawn some useful information from $p_1$ by means of $p_2$. One can imagine that the more steps away from $p_1$ a paper is in $G$, the less it draws from, or is influenced by $p_1$. Thus, the walk length and influence should be inversely correlated. Given the nature of the problem, we conjecture that a constant fraction of the influence will wane per each further step away from $p_1$ – thus, the influence should decay exponentially with respect to path length. This assumption is in line with the damping factor idea used in PageRank. Though we could consider arbitrary walk lengths from each node, spanning descendants as far as the full diameter of $G$, it is more intuitive to consider shorter lengths in practice given that the proportion of influence decays rapidly from $a$ to $b$ as the walk between the two becomes longer. Note that we do not weight influence by the inverse of the number of 1-step ancestors of $p_2$ $L^{-1}(\{p_2\})$, as this idea is characteristic of PageRank. We discuss in Section 3.2.4 the reasons for which this notion is ill-suited for the impact context.

Given that there are potentially arbitrarily many walks from $p_1$ to $p_2$, which should we choose? One option is to choose the shortest – this way, the shorter the shortest walk, the more $p_1$ influences $p_2$. Although this idea is reasonable, we can in fact leverage an even
Figure 2: A “feed-forward loop” in which paper \( p_1 \) is cited by both \( p_2 \) and \( p_3 \), but \( p_2 \) is also cited by \( p_3 \).

better option which is even more expressive. Figure 2 shows the case of a “feed-forward loop,” in which paper \( p_1 \) is cited by both \( p_2 \) and \( p_3 \), but \( p_2 \) is also cited by \( p_3 \), which makes the weakness of the shortest walk idea more apparent. Specifically, this notion conveys that \( p_1 \) influences \( p_2 \) and \( p_3 \) equally, given that the shortest walks to both papers are of length 1. However, given that in addition to \( p_1 \) directly, \( p_3 \) also cites \( p_2 \) which cites \( p_1 \), we can say that \( p_1 \) influences \( p_3 \) both directly and by proxy via \( p_2 \), but only influences \( p_2 \) directly. In practice, this interaction further substantiates the influence that \( p_1 \) has on \( p_3 \), suggesting that \( p_3 \) has been more influenced by \( p_1 \) than \( p_2 \). Thus, making use of multiple walks between papers and the interactions they represent is a promising approach for defining a more powerful measure of influence.

This concept of influence propagating between papers is characteristic of the phrase “standing on the shoulders of giants.” With this intuition, we express that if paper \( p \) is influenced by \( p \), paper \( p \) can enjoy exponential impactful in comparison to producing highly influential work which as self-citation and citation trading practices become far less important, as one can easily compare how impactful two authors have been in recent years. We define the \( s \)-index of a paper \( p \) as

\[
S(p) = \sum_{i=1}^{m} I(i) W(p, L^i(p))
\]

where \( I(i) = d^i \) gives an exponentially decaying influence weight varying with fraction \( d \) and walk length \( i = 1, \ldots, m \), and \( W(p, L^i(p)) \) denotes the number of walks from paper \( p \) to each of the nodes reachable in \( i \) steps (specifically, \( L^i(p) \)).

Having established the \( s \)-index for quantifying paper value according to impact, we can now pose the following (analogous) problems for authors and venues.

**Problem 2 (Author Impact).** Given: the citation graph \( G \), find: a metric by which to quantify the value of authors according to their research impact.

**Problem 3 (Venue Impact).** Given: the citation graph \( G \), find: a metric by which to quantify the value of venues according to their research impact.

We will treat these problems similarly using the derived \( s \)-index for papers in order to demonstrate extensibility to the broader author and venue contexts.

We argue that the impact of an author is simply defined by the total impact of the works he produces. Thus, we define the \( s \)-index of an author \( \alpha \) as

\[
S(\alpha) = \sum_{p \in P^\alpha} S(p)
= \sum_{p \in P^\alpha} \sum_{i=1}^{m} I(i) W(p, L^i(p))
\]

where \( P^\alpha \) is the set of papers written by author \( \alpha \).

In fact, venue impact can be defined in a similar way. Thus, we define the \( s \)-index of a venue \( v \) as

\[
S(v) = \sum_{p \in P^v} S(p)
= \sum_{p \in P^v} \sum_{i=1}^{m} I(i) W(p, L^i(p))
\]

where \( P^v \) is the set of papers published in venue \( v \). By this definition, the most impactful venues are those which have published the most impactful work. Note that we do not take the mean over the number of papers as in JIF for 2 reasons: (a) the mean is a statistically inappropriate measure for heavy-tail distributions due to outlier sensitivity and (b) JIF reflects the reputation of the journal rather than the impact (a venue which accepts very few articles with modest citation counts will often have a higher JIF than a journal which accepts more articles with a wider variety of citation counts).

We have now defined the \( s \)-index for quantifying impact of papers, authors and venues. \( s \)-index can be interpreted as a modified citation count which incorporates both direct and indirect impact. It is worth noting that \( s \)-index is meant to be construed as a “lifetime achievement award,” as it does not consider recency. However, it offers very clear temporal extensions which can be useful in several scenarios. We now present these.

In the paper ranking context, one can compute \( s \)-index over the last \( r \) years by using \( L_r(H) \) instead of \( L(H) \), where \( L_r(H) \) only considers citations from works published within the previous \( r \) years. It follows naturally that all further descendants \( L^k_r(H) \) for \( k > 1 \) were published in the last \( r \) years as well, given the temporal annotation of citation edges. This measure takes into account the recent impact of the paper in spurring new work in only the last \( r \) years – it does not consider change in influence over the previous \( r \) years from older citations, as incorporating this influence would unfairly bias the comparison towards older papers that had established many descendants. We define the \( s_r \)-index for papers as

\[
S_r(p) = \sum_{i=1}^{m} I(i) W(p, L^i_r(p))
\]

For the author ranking context, we define \( P^\alpha_r \) instead of \( P^\alpha \), which contains only papers published by the author which have received citations in the previous \( r \) years. Again, it follows that if for all \( p \in P^\alpha_r \), \( p \) was published in the last \( r \) years, papers in \( L^k_r(p) \) for \( k \geq 0 \) were also published in the last \( r \) years. This extension is especially useful, as one can easily compare how impactful two authors have been in recent years. We define the \( s_r \)-index for authors as

\[
S_r(\alpha) = \sum_{p \in P^\alpha_r} S(p)
= \sum_{p \in P^\alpha_r} \sum_{i=1}^{m} I(i) W(p, L^i_r(p))
\]

In the same way, we can define \( P^v_r \) instead of \( P^v \) in the venue ranking context, which contains only papers published at that venue which received citations in the previous \( r \) years. The same principle for recency of the descendants of \( p \in P^v_r \) holds as in the other contexts. We define the \( s_r \)-index for venues as

\[
S_r(v) = \sum_{p \in P^v_r} S(p)
= \sum_{p \in P^v_r} \sum_{i=1}^{m} I(i) W(p, L^i_r(p))
\]
Unlike the $s$-index, the $s_i$-index is not meant to be used for measuring overall impact. Rather, it is an adaptation which accounts for temporality. In many cases, it is more relevant to examine recent performance and impact information rather than the aggregate, including recurring performance evaluation, ranking for modern relevance and comparison purposes. Note that one could also additionally filter $s_i$-index results to only include papers published within rather than also receiving citations within the recent $r$ years, to compare impact of only new papers if desired. The former is a subset of the latter and can easily be computed post-hoc.

$s$-index and $s_i$-index values can be quite large, especially for very influential papers, authors and venues. For human parsing, we can scale the result into a comprehensible range by using $S = \log_2(S)$ and $S_r = \log_2(S_r)$ in practice. The logarithm function is monotonically increasing and will thus preserve ranking over the transformation. It further offers the attractive interpretable property of "doubled impact" for each additional point.

### 4.3 Algorithm

The last property which $s$-index must satisfy is to be efficiently computable. It is clear that the most expensive component of the proposed computation is calculating the total number of walks of varying length from each paper. While computing these values seems computationally daunting, it is not so in practice with careful design. In fact, there exist much better solutions than the naive approach of counting walks on a per node basis via local graph search, which quickly becomes exponentially costly depending on path length and connectedness of $G$.

One promising approach involves computing the number of walks in graph $G$ of varying length $i$ by taking powers of the adjacency matrix $A$ of $G$. It is well known that cell $(p_1, p_2)$ of $A^i$ gives the total number of walks of length $i$ from $p_1$ to $p_2$. We can next compute the row-sum for each $p_1$ to get the number of walks of length $i$ from $p_1$, and weight the result according to $I(i) = d^i$. Moreover, we can iteratively compute $A^i$ by keeping only $A^{i-1}$ and $A$ in memory. However, while sparse matrix multiplication is relatively efficient even for large matrices, memory constraints quickly become prohibitive given the increase in density of nonzeros for each additional exponentiation. In our experiments on a machine with 400GB RAM, $A^3$ cost roughly 110GB RAM to store. The computation for $A^4$ resulted in an out-of-memory error – we expect the memory cost would over 1TB.

Fortunately, a more clever solution exists: instead of computing $A^i$ and calculating the row-sum for each $p_1$, we can directly compute the total number of length $i$ walks by $A^{i}v$ where $v = 1^T$ is the column 1-vector. Thus, we avoid direct computation of $A^i$ by instead computing $A(A(\ldots A v))$ iteratively, in a manner similar to power iteration (though nonstochastic and unnormalized). In each iteration, we compute $v = Av$ and thus maintain sparsity of $A$. We can then use a separate 0-vector $s$ to accumulate $s$-index scores in a single pass. The time complexity for each sparse matrix dense vector multiplication will be $O(|E_p||P|)$, so with $m$ iterations we get $O(m|E_p||P|)$ time-complexity which is linear on the number of papers (nodes), citations (edges) and walk length $m$, with only additional $O(|E_p||A|)$ and $O(|E_v||V|)$ for authors and venues respectively. Furthermore, since we need to store only $A$, $v$ and $s$ for each iteration, we can computer $s$-index using a fixed space complexity of $O(|E_p| + 2|P|)$, with only additional $O(|E_p| + |A|)$ and $O(|E_p| + |V|)$ for author and venue $s$-index respectively. Algorithm 1 gives the concise algorithm. To compute $s_i$-index, we simply use the adjacency matrix $A_i$ associated with the induced subgraph $G_s$, containing only edges from papers published in the last $r$ years – complexity analysis is trivially similar.

### 5. EXPERIMENTS

In this section, we include qualitative and quantitative results from applying $s$-index and $s_i$-index on the Microsoft Academic Search (MAS) citation graph. The graph consists of over 119 million papers, 1 billion citation edges, 103 million authors and 21 thousand venues – for a more detailed description, we refer the reader to [29]. We begin by first exploring some properties of $s$-index in practice. Next, we evaluate ranking correlation with traditionally used metrics and report $s$-index and $s_i$-index ranking results on the Microsoft Academic Search dataset. Lastly, we discuss parameter selection and give results substantiating the scalability of our approach.

#### 5.1 Properties

##### 5.1.1 Distribution

Figures 3, 5, and 6 show the distributions of $s$-index scores across papers, authors and venues found in the MAS graph respectively. The distributions are heavy-tailed, according to expectation, and suggest lognormal behavior – few papers, authors and venues are extremely impactful, whereas the majority are less prolific. Though the original citation count distribution is much closer to a power-law, the $s$-index distribution becomes increasingly curved with greater walk-length $m$, as more and more low-cited papers are pushed to higher ranks due to indirect impact being accounted for.

##### 5.1.2 Growth

Although the growth over time of a paper, author or venue’s $s$-index depends entirely on how it impacts the scientific community, one might expect that the score for a popular paper would increase exponentially given the “fan-out” of the DAG rooted at a paper $p$, induced from $G$ by nodes in $\bigcup_{i=1}^{m} E_i(p)$ and the associated edges. We find that for moderately and highly popular papers, exponential growth is indeed enjoyed for a time – in fact, the full $s$-index over time curves generally exhibit clear sigmoidal growth characterized by a period of dormancy, rapid direct and indirect citation and eventual taper. The temporal length and rapidity of such growth are of course determined by innate popularity and contemporary relevance of the paper.

Conversely, in cases where papers receive very few or no citations which are themselves poorly cited, the growth is better characterized as a step function in which changes to the $s$-index happen sporadically over the years. This is characteristic of the famous “diffusion of innovations” theory proposed in [26] which describes
the process by which an innovation is communicated to participants in a social system over time. The same sigmoidal diffusion pattern cannot be well observed for citation count, presumably because it only accounts for direct impact through citation.

5.2 Ranking Performance

5.2.1 Similarity to Existing Metrics

Figures 4a, 4b, and 4c show the relationship between s-index and commonly used state-of-the-art metrics. Correspondence with PageRank is not shown given the invalidity of the results for most papers given machine-precision issues (the overwhelming majority of papers have 0 impact and no meaningful ranking).

It is evident (and expected) that in all cases there are positive correlations between the respective s-index and the metric scores. Given that the Pearson correlation coefficient is ill-suited for tasks involving non-linear relationships, we use Spearman ρ rank corre-
ships. We find that the number of samples, in order to measure the strength of the relation-

\[ \rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)} \]

where \( d_i = x_i - y_i \) is the difference between ranks and \( n \) is the number of samples, in order to measure the strength of the relationships. We find that \( \rho = 0.78 \) between s-index and citation count, and \( \rho = 0.49 \) between s-index and h-index and JIF respectively. Perfectly correlated or inversely correlated ranking is characteristic of \( \rho = 1 \) and \( \rho = -1 \) respectively. \([8]\) notes that \( \rho \geq 0.5 \) is considered to be a "large" positive correlation.

Interestingly, despite the generally strong numerical correlations substantiated by the results in Figure 4, it is apparent that there are many cases of poorly cited papers, low h-index authors and low JIF venues with s-index scores characteristically higher than the norm and vice versa. Further substantiating the value of measuring indirect impact via s-index versus traditional "direct" metrics, we find that 57 of the 62 past Turing award winners can be found in the top 5% of all authors ranked by s-index as opposed to 50 when ranked by h-index – a recall improvement of 11%.

5.2.2 Findings in Practice

Table 2 shows the top 20 papers, authors and venues ranked using s-index and sr-index (r = 5) on the MAS graph. For paper and author ranking, we use an induced subgraph of papers and authors which have "field of study" labels corresponding to web mining, data mining, social network analysis, databases and machine learning. For venue ranking, we use the entire graph containing all available data for papers. We rank in this distinctive fashion to keep the discussion relevant to the reader, keeping in line with likelihood of expert familiarity. We eliminate entries spuriously categorized into these fields as a result of the data collection process from the ranking for the same. Several of the top papers and authors in these rankings are well-known in the bioinformatics field, and appear because of association with the data mining "field of study."

Interestingly, several earlier foundational works ranked using s-index disappear from the sr-index list, in favor of more up-and-coming and modern topics including social network analysis, applied data mining and bioinformatics. Several of the authors also shift accordingly. However, almost all of the venues remain the same, likely due to increased attraction due to tradition and established reputation.

5.3 Parameter Selection

s-index is characteristic of two main parameters: the decay factor \( d \) and the walk length \( m \). We select these parameters in a principled fashion, which we describe here.

The decay factor \( d \) is used to weight the influence of walks which are \( i \) steps away. It is similar to the damping factor used in PageRank, which describes the "leakage probability" of web surfers upon page visits. Although PageRank uses a damping factor based on the observation that surfers typically follow on the order of 6 hyperlinks (\( d = \frac{1}{6} \approx 0.15 \)), \([6]\) notes \( d = 0.5 \) is a better choice on citation graphs based on the frequency of feed-forward loops (see Figure 2) in real data. Thus, we choose \( d = 0.5 \) to denote that 50% of the influence of a paper on descendants is lost over each step.

\( m \) denotes the maximum walk-length over which influence is computed. We choose a small \( m = 4 \) in practice for multiple reasons: (a) the exponential influence decay will already heavily discount walks to "far away" papers – \( m = 4 \) already produces a weight of only \( 1 \), and (b) we expect that the content of far-away papers will lose relevance to the starting paper. Moreover, we observe that the successive Spearman rank correlation \( \rho \) rapidly approaches 1 after just a few steps – between \( m = 3 \) and \( m = 4 \), \( \rho \) is already \( \geq 0.999 \) with exponentially diminishing returns.

5.4 Scalability

As described in Section 4.3, s-index computation for papers is characterized by \( O(m|E_{pp}|P') \) time-complexity, which is linear on the number of papers (nodes), citations (edges) and walk length \( m \). Computing s-index for authors and venues incurs small expenses of \( O(|E_{pa}|A|) \) and \( O(|E_{pv}|V|) \) operations respectively. Figures 5 and 6 show linear scaling with respect to walk length \( m \) and number of edges \( |E_{pp}| \) for computing paper s-index on the MAS graph using a MATLAB implementation. We have additionally developed a Microsoft COSMOS (more generally, MS-SQL) implementation which runs on the MAS graph in minutes and is currently deployed and used regularly at Microsoft.

6. CONCLUSION

In this work, we aim to improve upon the state-of-the-art in impact metrics used for quantifying scientific research productivity. While quantitative evaluation is by no means a functional replacement for carefully reading papers or qualitatively examining author contributions and evaluating peer-reviewed reputation, impact metrics are commonly used in managerial and strategic research decisions involving assigning tenure, awarding prizes, appointing academic posts, comparing researchers and deciding submission venues. It is therefore important that these metrics be principled and behave according to human intuition. In this work, we identify several desirable properties that impact metrics should obey in practice and analyze how currently used state-of-the-art metrics violate these properties. To this end, we next build towards the s-index metric which quantifies impact of papers, authors and venues based on influence propagated over a citation graph and propose a fast, scalable algorithm for its computation which is currently deployed and used at Microsoft. We evaluate s-index on a large citation graph...
Figure 5: Linear scaling with respect to (a) walk length \( m \) and (b) number of citation edges \( |E_{pp}| \).

from Microsoft Academic Search and show promising results.
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