ABSTRACT

Deep speaker embeddings have become the leading method for encoding speaker identity in speaker recognition tasks. The embedding space should ideally capture the variations between all possible speakers, encoding the multiple aspects that make up speaker identity. In this work, utilizing speaker age as an auxiliary variable in US Supreme Court recordings and speaker nationality with VoxCeleb, we show that by leveraging additional speaker attribute information in a multi-task learning setting, deep speaker embedding performance can be increased for verification and diarization tasks, achieving a relative improvement of 17.8% in DER and 8.9% in EER for Supreme Court audio compared to omitting the auxiliary task. Experimental code has been made publicly available.
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1. INTRODUCTION

Obtaining speaker discriminative features is an important step for many speaker recognition tasks, such as speaker verification and speaker diarization. In recent years, extracting speaker embeddings from the intermediate layer of a neural network has become the state-of-the-art method for both tasks [1, 2], outperforming the historically successful i-vector method [3].

The ideal speaker embedding space should discriminatively capture the variations in speakers, encoding the multiple contributing factors that make up speaker identity. For example, attributes such as gender and accent intuitively should contribute to where an utterance of a given speaker should be placed in the embedding space. Indeed, previous work has shown that both deep speaker embeddings and i-vectors encode a wide variety of information and meta-information about speakers and utterances, such as speaker emotion [4, 5], accent and language [6], or speaker gender, channel and transcription information [7].

For example, in the field of forensic phonetics and acoustics [8, 9], speaker classification is performed by human experts for suspects in criminal cases. These experts typically profile speakers according to a set of characteristics that allow their voices to be qualitatively compared, such as gender, age, dialect, accent, medical conditions and sociolect (education level, which affects things like lexicon, syntax and stylistics) [8]. This raises the question as to whether these attributes that contribute to speaker identity can be leveraged explicitly to improve the descriptiveness of a deep embedding space.

This work proposes using multi-task learning (MTL) [10] to leverage speaker attribute information when training deep speaker embeddings. Specifically, by web scraping nationality labels for VoxCeleb [11, 12] and age information of speakers in US Supreme Court recordings, we show that training on nationality and age classification tasks in conjunction with the standard speaker classification can improve deep speaker embedding performance on both verification and diarization tasks. Experimental and web scraping code has been made available.

The concept of MTL revolves around the idea that machine learning models that may be used to solve different problems using the same data can benefit from sharing a common representation. The work of [13] found improvement in increasing the robustness of a hybrid RNN/HMM ASR system by performing speech enhancement as an additional task to classification, with both tasks relying on the same hidden representation, while the work of [14] found that training to simultaneously predict both context-dependent and context-independent targets regularly improved performance in an ASR setting.

Previous works implementing MTL for speaker recognition specifically have explored using the word spoken in the utterance as an additional task in training deep speaker embeddings to increase verification performance [15]. Likewise, [16] found that learning to additionally classify the phonetic information also improved performance. Instead of utilizing transcription information, this work proposes utilizing information that is explicitly connected to the speaker identity to establish a more descriptive speaker embedding space.

There may be several explanations for why MTL may improve performance for speaker recognition. Ideally, the embedding space provided by the extractor should be able to de-
scribe multiple properties of the data. By additionally and explicitly training towards an embedding space that can describe these speaker attributes, it follows that this may lead to a more descriptive and discriminative embedding space.

2. MULTITASK LEARNING

The concept of multi-task learning (MTL) is that machine learning models may benefit from sharing the same representations when solving different tasks on the same data. In the context of deep learning, this typically means initial layers of a neural network are shared between tasks, after which task specific layers act upon these shared representation of the input data.

This concept can be applied to a speaker embedding extractor, such as the x-vector network [1], which takes in as input some acoustic features and performs speaker classification. The speaker embeddings are extracted from an intermediate layer in this network. If the layers up until the extracted embedding are considered to be the embedding extractor, one can consider the remaining layers to be a task specific ‘head’. The standard x-vector network has a single task specific head, a feed forward network performing speaker classification. Multi task learning can be applied by adding additional, separate task-specific heads with their own loss functions which also act on the embedding.

Starting from the assumption that a speaker classification loss will always be applied, for $M$ additional tasks, their losses $L_m$ can be combined in the following manner,

$$L_{\text{multi-task}} = L_{\text{speaker}} + \sum_{i=1}^{M} \lambda_m L_m$$

where each additional task loss $L_m$ is weighted by some chosen loss weighting $\lambda_m$, relative to the speaker loss $L_{\text{speaker}}$.

3. SPEAKER ATTRIBUTES

In order to explore leveraging speaker attributes for MTL, this requires the availability of data which has this meta-information. The following sections will detail the datasets and additional attributes to be explored: The Supreme Court of the United States corpus, for which we obtained information on speaker age, and VoxCeleb, which has obtainable information about speaker nationality.

3.1. Age: SCOTUS Corpus

The Supreme Court of the United States (SCOTUS) is the highest level court in the United States. Audio recordings and transcriptions of SCOTUS oral arguments have been made available via the Oyez project. This corpus is rare in that it features certain speakers across many years. These speakers are the justices (judges) of the Supreme Court, who serve indefinitely on the court until their retirement. The average length of a supreme court justice’s tenure at time of writing is approximately 17 years. The phenomenon of how a human voice can change due to the effects of age is fairly well known [17], with degradation in the vocal folds sometimes leading to changes in the fundamental frequency of the voice, and other qualities in vocal delivery, such as jitter, shimmer and volume. Severe cases can lead to diagnos of vocal disorders [18]. These effects on a speaker’s voice makes age a fascinating aspect to explore of what contributes to speaker identity.

For this work, 1022 digital recordings with 913 unique speakers across 1032 hours of audio were considered. The vast majority of speakers however are not the justices and thus do not have easily obtainable dates of birth. However, many of these speakers are law professionals and thus have publicly available dates for when they were registered to start practising law or graduated their final law degrees. The date of birth can then be inferred by subtracting 25, the usual time taken to complete these qualifications. The interested reader can refer to the code repository for more information. One can see the distribution of ages of utterances in Figure 1 with an average age of around 56.

3.2. Nationality: VoxCeleb

VoxCeleb 1 and 2 [11, 12] are speaker recognition datasets featuring celebrity speakers, meaning certain speaker attributes can be found in the public domain. Speaker nationality labels can be web scraped from sources such as Wikipedia and are a proxy for speaker accent, an attribute which is clearly informative of speaker identity.

4. EXPERIMENTAL SETUP

Experiments were performed using the SCOTUS and VoxCeleb datasets, evaluating them both on verification and diarization tasks for both SCOTUS and VoxCeleb.

For the SCOTUS experiments, to train the speaker embedding extractors, all utterances which belonged to a speaker with unknown age were discarded, and utterances longer than

![Fig. 1: The age distribution of utterances in the SCOTUS corpus, split into 10 bins.](https://www.oyez.org/about)
14 seconds were split up into non-overlapping 10 second utterances, with minimum length 4 seconds. 30 dimensional MFCCs were extracted from these utterances, also removing silence frames and determined by an energy based voice activity detection. The utterances were split into train and test by recording, at an approximate 80% train proportion, and ensuring that the train and test distributions for age using 10 uniformly spaced bins were approximately similar. In order to evaluate the SCOTUS data as a verification task, 15 positive and negative trials were selected for each speaker in the test recordings, excluding any speakers seen in the training set from these trials. Cosine similarity was used to score all embeddings.

The speaker embedding extractors for both VoxCeleb and SCOTUS followed the original x-vector architecture, up until the embedding layer which had 256 hidden units. For classification heads that utilized the standard cross entropy loss, these had a similar architecture to the x-vector network, having two hidden layers also of dimension 256 before being projected to the number of classes. The non-linearity used throughout was Leaky ReLU. For classification heads that used an angular penalty loss, these were simply a single affine matrix on top of the embedding layer that projected into the number of classes, using the CosFace [19] loss.

Embedding extractors were trained with different configurations of classification heads, along with different weightings for each loss, and then embedding performance was assessed based on verification and diarization performance. An adversarial recording classification head with a negative coefficient \( \lambda \) predicting the recording, using a gradient reversal layer was also employed [20][21]. Control experiments were performed by randomly shuffling the labels of the additional tasks, such as age, so that the distribution of these labels was maintained despite them being converted into noise.

For all embedding extractor training setups for SCOTUS, regardless of the number of classification heads, networks were trained for 50,000 iterations with batch size 500.

For diarization of the SCOTUS corpus, embeddings were extracted for every 1.5s with 0.75s overlap using reference speaker activity detection segmentation, using cosine similarity for scoring and using agglomerative hierarchical clustering to the oracle number of speakers. Due to the supreme court justices appearing in both train and test recordings, the diarization error rate was evaluated for two scenarios: The first evaluation scenario was standard in that all the speech segments were scored, including the speakers which appeared in the training set. The second evaluation scenario was to only score portions of the speech in which unseen speakers were talking.

Speaker embedding extractors for VoxCeleb were trained on the VoxCeleb 2 training set, with 5994 speakers, augmented in the standard Kaldi [22] fashion. Speakers who were the only members of their nationality in the training set were grouped into the same class as the speakers who could not have their nationality scraped. Networks were trained for 100,000 iterations with batch size 500.

5. RESULTS AND DISCUSSIONS

The results for adding a 10-class age classification task to speaker embedding extractors for the SCOTUS corpus can be seen in Table 1 separated into the models trained with cross entropy loss on the speaker classification head, and the models trained with CosFace loss on the speaker classification head. The Diarization Error Rate (DER) results are split into two scoring scenarios, ‘All’ indicates that all speech was scored and ‘Unseen’ indicates that only speech segments from unseen speakers was scored. Adding gender classification was not found to have any positive effect, and thus these results have been omitted for brevity.

As we can see for the standard cross entropy loss, for configurations of the age loss with \( \lambda \leq 0.5 \), the verification and diarization performance was improved over both the baseline and the adversarial recording task. In comparison, both the control experiment of randomly shuffled labels and the control experiment featuring completely random speaker labels yielded no improvement.

Table 1 also features an experiment in which the only classification head was the Age classification head, and this performs surprisingly well on the speaker verification and diarization tasks, despite only being trained to distinguish between 10 age categories. The age accuracy of the networks trained with both speaker and age outperformed that of training on age alone, suggesting that performing tasks in combination was able to improve both tasks. This is supported by previous MTL literature, which indicates training on multiple tasks may be helpful to each individually.

For SCOTUS utterances, it is clear from Table 1 that CosFace improves the speaker verification and diarization performance over the standard cross entropy loss, with the change in the scale of the weightings \( \lambda \) to account for the change in the relative scale of \( \hat{L}_{\text{speaker}} \). The addition of the age classification head similarly improves over the baseline, producing the best results for verification and diarization for all the configurations shown, making a relative improvement of 17.8% in DER and 8.9% in EER over the ‘Only Speaker’ CosFace baseline. However, the performance on VoxCeleb suggests the benefit of the CosFace loss does not carry over across domains, which is supported by the findings of [23] with regards to angular penalty losses.

The performance of VoxCeleb models can be seen in Table 2. For both the CosFace and standard models, adding a nationality classification task produced improvements in both EER and DER over their respective baselines, with the CosFace models showing a 3% relative improvement in EER and 12.9% in DER.

While both adding both age and nationality tasks improved SCOTUS and VoxCeleb models respectively, the
### Table 1: Verification and diarization performance for various models trained on SCOTUS utterances, with some models trained on additional age and recording classification tasks.

| Model | SCOTUS EER | SCOTUS Age Acc. | VoxCeleb EER | VoxCeleb DER |
|-------|------------|-----------------|--------------|--------------|
| Only Speaker (Baseline) | 3.14% | - | 15.51% | - |
| +Random labels (λ_{rand} = 0.2) | 3.78% | - | 17.02% | - |
| +Age (λ_{age} = 0.8) | 3.36% | 78.1% | 15.51% | - |
| +Age (λ_{age} = 0.5) | 2.89% | 78.1% | 15.30% | - |
| +Age (λ_{age} = 0.2) | 2.68% | 77.9% | 14.95% | - |
| +Age (λ_{age} = 0.1) | 2.99% | 77.2% | 14.93% | - |
| +Recording (λ_{rec} = -0.1) | 4.83% | - | 15.97% | - |
| Only Speaker (CosFace Baseline) | 2.71% | - | 16.52% | - |
| +Age (λ_{age} = 0.1) | 2.47% | 76.3% | 15.72% | - |
| +Age (λ_{age} = 0.05) | 2.52% | 75.4% | 15.94% | - |
| +Age (λ_{age} = 0.01) | 2.62% | 70.9% | 16.32% | - |
| +Age (λ_{age} = 0.0001) | 2.62% | 75.3% | 15.94% | - |
| +Recording (λ_{rec} = -0.01) | 3.67% | - | 15.97% | - |
| Only Nationality | 13.38% | 73.8% | 27.89% | - |

### Table 2: Verification and diarization performance of models trained on VoxCeleb 2. The EER is on VoxCeleb. The DER is evaluated on SCOTUS, as in Table 1 scoring all speech regions.

| Model | VoxCeleb EER | VoxCeleb Nat.Acc. | SCOTUS DER |
|-------|--------------|--------------------|------------|
| Only Speaker (Baseline) | 6.19% | - | 26.07% |
| +Random (λ_{rand} = 0.2) | 8.31% | - | 38.41% |
| +Nationality (λ_{nat} = 0.5) | 6.37% | 72.2% | 29.32% |
| +Nationality (λ_{nat} = 0.2) | 5.89% | 72.0% | 25.42% |
| +Nationality (λ_{nat} = 0.1) | 5.90% | 71.5% | 25.28% |
| Only Sp. (CosFace BL) | 3.04% | - | 28.39% |
| +Nationality (λ_{nat} = 0.1) | 2.99% | 71.5% | 26.28% |
| +Nationality (λ_{nat} = 0.05) | 2.95% | 72.3% | 24.73% |
| +Nationality (λ_{nat} = 0.01) | 3.00% | 72.9% | 26.61% |
| Only Nationality | 13.38% | 73.8% | 27.89% |

6. CONCLUSIONS

In this work we showed that training on additional tasks relating to speaker attributes, specifically age and nationality, alongside the standard speaker classification can improve the performance of deep speaker embeddings for both verification and diarization. Experimental results on SCOTUS and VoxCeleb showed that explicitly encouraging the embedding space to describe the auxiliary attributes improved performance, even across domain. This improvement was found even with potentially noisy web scraped labels about speakers.
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