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Abstract: Aims: In criminal investigations, it is necessary to determine the date and time of the death of a person. Different techniques are used. In this study, we try to analyze the necrobioma that characterizes all the bacteria that populate a corpse. It would be necessary to determine which bacteria first inhabit a dead organism? Which bodies are the first organs to be affected? Which microorganisms will tend to multiply post-mortem? How to establish a dynamics of bacterial diffusion and an occupation gradient according to the moment of death? Several factors are involved in this dynamic. Mathematical modeling becomes very complex. In this study, we propose an intelligent system to predict the exact date of death of the number and species found at time (t).

Materials and Methods: The purpose is to determine and enumerate the bacterial colonies in the study organ. Establish the bacterial dynamics as a function of time. In this study, an artificial neural network is established. The input variables are bacterial species, their growth rates, growth conditions (temperature, humidity, soil type, and bacterial species). The rate of bacterial species in specified organ is considered as output variable. The time taken for a bacterial species to reach this rate under defined conditions determines the date of death of the person.

Results: Since input variables are considered complex, uncertain, an artificial neural network demonstrates its ability to solve such complexity. After the learning phase of the network from the real data, this creates a function of correspondence between the space of inputs and output. The established system makes it possible to instantly read the time elapsed after death from the introduction of the random values at the input with the maximum precision. The proposed system remains extensible to enter variables that may have an effect on the output.
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1. Introduction

In order to evaluate the post mortem interval (PMI), different techniques are used in criminal investigations. The PMI estimation accuracy decreases with time since death [1]. Forensic entomology is often the most used. However, the evaluation error is significant. Several factors influence the process of decomposition of the corpse. In this context, microbiology can provide an alternative method in the estimation of the PMI [2]. Bacteria offer the opportunity to monitor their dynamics. For example, the bacteria that inhabit the skin and the mouth follow a consistent trend during the process of decomposition of the corpse [3]. Some eight million bacterial species per gram of soil are involved in the decomposition process and play the role of recyclers of human remains [4]. The ecological factors are then to be taken into account in order to improve the estimation of the PMI [5]. The microbial population of the soil has a great
influence in this dynamic [6]; [7]; [8]; [9]. To this is added the acceleration of decomposition in the soil by the arthropods [10-11].

In this study, we propose an intelligent system to predict the exact date of death of the number and species found at time (t). The purpose is to determine and enumerate the bacterial colonies in the study organ. Establish the bacterial dynamics as a function of time. An artificial neural network is established. The input variables are bacterial species, their growth rates, growth conditions (temperature, humidity, soil type, and bacterial species). The rate of bacterial species in specified organ is considered as output variable. The correspondence between this bacterial level and the time elapsed since the beginning of the process; define the duration of this growth which will define the time of death of the person. The proposed system combines the input variables with the output variable which expresses the time of death of the person.

2. Role of Microbes

Much of the literature focuses on microbial activity surveys in severe soils and has shown that bacteria are useful biomarkers for forensic pathology [12]; [13]; [14]; [15]; [16]; [17]; [18]. But in general, few studies are devoted to the role of bacteria in the decomposition of dead bodies, whatever their role [19]; [20]; [21]; [22]; [23]. The studies carried out in this field mainly concern the resulting decomposition of microorganisms and microenvironments [24]; [25]; [26]. By analyzing a number of bacteria involved in the first phase of swelling of the body, a transformation of aerobic bacteria (Staphylococcus and Enterobacteriaceae) into anaerobic bacteria (Clostridia and Bacteroides) was found [27]; [28]; [29]; [30]. But the soil taxa associated with the decomposition of the carcass have not been carefully examined. In addition to soil decomposers, the carcasses carry a commensally dense microbial community (Microbiome) which is likely to be introduced into the soil as progress decomposition. We know that commensally microorganisms mediate initial tissue decomposition days after death [31-32]. Despite our belief that bacteria play a major role in the recycling of organic matter resulting from carcasses, our knowledge of responsible bacterial communities is limited [33].

3. Factors Involved

The factors involved are complex. Some factors are biotic and other additional abiotics [34-37]. The evolution of all the factors involved in post mortem is very difficult to define. Various environmental factors have their effect. This is a biophysical process. After chemical or biochemical degradation, the accompanying energy exchange can generate new organisms. This whole system becomes very unstable [38]. In addition to this, it is necessary to associate soil ecology which is also poorly understood. If the effect of soil temperature and soil type is evident, other factors may be involved that require experimental research [39]. The example of an obese person keeps the body temperature longer than a thin person [40]. From this point on, the complexity of the phenomenon appears. Each soil has its properties. The proliferation of microbial communities differs from summer to winter. All this must be taken into account in forensic investigations [34]. A corpse decomposes more rapidly in contact with the ground, so that any separation between the body and the earth delays its decomposition [41]. According to the nature of the garments and their thickness, the decomposition varies. The effect of clothing role is to protect the larvae which accelerate decomposition [42]. Clothes made of natural materials are more degradable by microorganisms in contrast to those made of artificial materials [43]. Light also has its effect, from which it can be noted that the decomposition is slower when the tomb is deeper. By way of comparison, corpses buried at a depth of 30 to 60 cm can reach the bone stage after a few months, while those buried at a depth of 90 to 120 cm require a year to reach this stage [44]. The microbial population is also limited by the oxygen concentration [45]; [46]. Funeral conditions also have their effects. They can retain moisture released from decaying tissue [47]. The dispersion of the components which promote decomposition is increased by the tightness of the coffin for example [48].

In general, studies devoted to environmental factors such as temperature and humidity, which are parameters that make the study of decomposition very complex, are limited. The dynamics of microorganisms in soil is paramount in human decomposition [49]; [50]. Moreover, what makes the system even more complex and the task of forensic investigations more complicated is the conditions that precede death. A subject having an abnormality in its body temperature resulting from heat stroke, for example, or a fever or a stressed subject or having hyperthyroidism, neuroleptic drugs, sepsis, or brain injury or malignant hyperthermia, and also the presence in its body of drugs or toxins, all this disrupts the conditions of decomposition. A physical effort before death also influences his body temperature. The age of the person is also a parameter to be taken into account [51]; [52].

4. Techniques

Different techniques are used in the estimation of the PMI in crime investigations and re-enactment of the crime. These methods are categorized as quantitative or subjective, or if there are independent variables or assumptions [53]. If the estimate of (PMI) is a necessity in forensic investigations [54], then it is necessary to develop a standard technique. In this context, attempts to develop universal techniques applicable everywhere are trying to impose themselves nowadays. But the problems of geographic differences that are specific to each region make this impossible. So any method must be tested in each region before being applied in forensic investigations [55].

Developing a method is no small thing, because infinity
of variables influences the rate of decomposition of a corpse [56]. Since the search for intrinsic microbial factors related to pre-death diseases varies from one person to another, some models suggest the use of profiling techniques [57]. If in the United States algorithms have been developed, they remain not applicable to other regions of the world [58]. Some of these techniques use genomic analyzes because the microbial species that inhabit the soil and have a role to play in decomposition are about $10^3$ to $10^6$ species/g of soil [59].

5. Artificial Neural Networks

Biology has brought a lot of information about the functioning of the brain, neurons ...etc. Mathematicians then tried to reproduce the functioning of the brain by integrating this knowledge in biology into computer programs, and giving them the possibility of 'learn'. Artificial neural networks currently find a variety of applications in the field of science and technology [60]. However, artificial neural networks have the dynamics and the ability to read experimental data from the real environment and are therefore able to solve the complex systems of biophysical processes. Neural networks are systems learning to perform functions of mapping between two spaces, input space and output space.

As long as the parameters characterizing the effects of bacteria on the decomposition of the human body are characterized by imprecision and complexity, we found that the analysis of these factors by artificial neural networks is adequate [61].

About the parameters involved in the decomposition, we consider the inputs of the system [Temperature, humidity, soil type, and bacterial species]. The rate of bacterial species in specified organ is considered as output variable. It is then necessary to establish a correspondence between this bacterial level and the time elapsed since the beginning of the process. This goes back to the date of the person's death. Table 1.

- The bacterial species are coded in equivalent numbers (1; 2; 3). Where 1, 2 and 3 correspond to bacterial species studied.
- The growth rate of bacteria resulting in the organ is encoded in number equivalents (1; 2; 3). Where 1, 2 and 3 correspond to rates scaled in three levels.
- The number nature of soil is coded in equivalent numbers (1; 2; 3). Where 1, 2 and 3 correspond to three natures of soil in favor of bacterial growth, moderately favorable or unfavorable.

| Bacteriaspecies | T(°C) | Humidity(%) | NatureofSoil | Growthrate |
|-----------------|-------|-------------|--------------|------------|
| 1               | 0     | 30          | 1            | 1          |
| 1               | 5     | 40          | 1            | 1          |
| 1               | 10    | 50          | 1            | 1          |
| 2               | 15    | 60          | 2            | 2          |
| 2               | 20    | 70          | 2            | 2          |
| 2               | 25    | 75          | 2            | 2          |
| 3               | 30    | 80          | 3            | 3          |
| 3               | 35    | 85          | 3            | 3          |

Table 1. Input and output variables of the neural system.

Figure 1. Block diagram of the system.

Learning the neural network

By entering the values at the input corresponding to the result recorded at the output of the system, the network establishes a linking function between the two spaces. By varying the values at input and output, the system performs a readjustment of the function by modifying mathematical coefficients called weight. After a large number of combinations, by repeating the operation, the readjustment of the function continues until the system has the smallest possible error value.

Note: it is not necessary to change the system in each case, but just work on the weights [W]. Since these weights are for each neuron (the sum is weighted), it is possible to modify the network by modifying their values without changing the network itself. Figure 1.
6. Results

After assigning several values to the input and output of the system, and after learning the network, this one gets to an optimal readjustment after 40 iterations. With the learning rate 0.005 at 40 epoc, the performance of $10^{-7}$ is achieved with a gradient of $10^{-5}$ Figure 2, 3.

Figure 2. Optimum at 40 epochs.

Figure 3. Training results.
7. Conclusions

The process of decomposition of a human body after its death is subject to several factors. Some are intrinsic such as age, weight, pre-mortem conditions such as the presence of trauma, drugs or toxins. Other factors are extrinsic such as environmental factors, temperature and humidity, exposure to the open air, sunlight, types and layers of clothing, coffin quality, depth of burial, access to incest ... etc. In fact, the conditions of the corpse are often diverse, complex. Therefore, it is very difficult to compare studies and real cases because we have differences in climate, geographic location, subject or model used.

The analysis of like factors using artificial neural networks demonstrates its ability to resolve such variables. Each bacterial species has specific growth conditions. We have made the correspondence between the two input spaces (the factors that intervene in the growth of each species) and output that expresses the resulting growth rate of bacteria. After the learning phase of the network it became possible to read the growth rate of bacteria that informs us about the time taken by these bacteria to develop and thus the date of the death of the person.
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