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We discuss the theoretical foundations for testing non-linear vacuum electrodynamics with Michelson interferometry. Apart from some non-degeneracy conditions to be imposed, our discussion applies to all non-linear electrodynamical theories of the Plebański class, i.e., to all Lagrangians that depend only on the two Lorentz-invariant scalars quadratic in the field strength. The main idea of the experiment proposed here is to use the fact that, according to non-linear electrodynamics, the phase velocity of light should depend on the strength and on the direction of an electromagnetic background field. There are two possible experimental set-ups for testing this prediction with Michelson interferometry. The first possibility is to apply a strong electromagnetic field to the beam in one arm of the interferometer and to compare the situation where the field is switched on with the situation where it is switched off. The second possibility is to place the whole interferometer in a strong electromagnetic field and to rotate it. If an electromagnetic field is placed in one arm, the interferometer could have the size of a gravitational wave detector, i.e., an arm-length of several hundred meters. If the whole interferometer is placed in an electromagnetic field, one would have to do the experiment with a table-top interferometer. As an alternative to a traditional Michelson interferometer, one could use a pair of optical resonators that are not bigger than a few centimeters. Then the whole apparatus would be placed in the background field and one would either compare the situation where the field is switched on with the situation where it is switched off or one would rotate the apparatus with the field kept switched on. We derive the theoretical foundations for these types of experiments, in the context of an unspecified non-linear electrodynamics of the Plebański class, and we discuss their feasibility. A null result of the experiment would place bounds on the parameters of the theory. We specify the general results to some particular theories of the Plebański class; in particular, we give numerical estimates for Born, Born-Infeld and Heisenberg-Euler theories.

PACS numbers: 03.50kk, 11.10Lm

I. INTRODUCTION

Modifying an earlier idea by Born [1], in 1934 Born and Infeld [2] suggested a non-linear modification of vacuum electrodynamics in order to get rid of the infinite self-energies of point particles that occur in the standard Maxwell theory. Their theory can be derived from a Lorentz-invariant Lagrangian. A few years later, Heisenberg and Euler [3] derived an effective Lagrangian, again Lorentz-invariant, from quantum electrodynamics. These are the two best known examples within the class of all Lorentz-invariant non-linear electrodynamical theories. More generally, Plebański [4] studied the whole class of non-linear electrodynamical theories that can be derived from a Lagrangian depending only on the two Lorentz-invariant scalars that are quadratic in the field strength. This class is often referred to as Plebański non-linear electrodynamics.

The physical relevance of these non-linear vacuum electrodynamical theories is being widely discussed in the literature. It is believed that at a certain field strength the Heisenberg-Euler deviations from standard Maxwell theory should be observable, and the Born-Infeld theory has gained increasing attention since it was realized by Tseytlin [5] that the Born-Infeld Lagrangian can be derived as an effective Lagrangian from some versions of string theory. Up to now, the only effect predicted by non-linear modifications of the vacuum Maxwell equations that has already been observed is light-by-light scattering, see [6]; further experiments are under way, e.g. with the Large Hadron Collider at CERN [7]. There is also an ongoing experiment [8] aiming at verifying the birefringence in vacuo as predicted by the Heisenberg-Euler theory. Also, it might be possible to measure the influence of background fields on the propagation speed of light in the laboratory. For the case of the Born-Infeld theory, such experiments have been suggested with the help of wave-guides by Ferraro [9] and with homogeneous magnetic background fields by Dereli and Tucker [10].

In this paper we focus on another method for testing non-linear electrodynamics and discuss its theoretical foundations in detail. The basic idea is to measure the influence of a (strong) background field on the propagation speed of light with the help of an interferometer. Such an experiment has been suggested already in three earlier papers [11–13] but what is still missing is a
comprehensive derivation of the relevant equations that cover the whole Plebański class. The basic idea of the experiment is simple. In the standard Maxwell vacuum theory, which is linear, the superposition principle holds, so there is no influence of a background field on the propagation of light. In the non-linear theories, however, the phase velocity of light depends on the strength of the background field and on the propagation direction relative to the background field. This can be tested with a Michelson interferometer: If a strong background field is switched on and off in one interferometer arm, or if the whole interferometer is being rotated in a strong background field, the interference pattern should change. A null result would place bounds on the possible deviations from standard Maxwell vacuum theory.

It is the purpose of this paper to develop the theoretical foundations for this experimental test for an unspecified non-linear electrodynamical theory of the Plebański class. We will then specify to Born, Born-Infeld and Heisenberg-Euler theory.

Throughout this paper, we consider Minkowski space as the underlying space-time model. We work in inertial coordinates, so the Minkowski metric is \((\eta^{ik}) = \text{diag}(1,1,1,-1)\). We use Einstein’s summation convention for latin indices taking values 1,2,3,4 and for greek indices taking values 1,2,3. Indices are raised and lowered with the Minkowski metric. We will use Gaussian cgs units throughout, because they are most convenient for our theoretical investigations. In these units, \(E,B,D\) and \(H\) are all measured in the same units, \(\sqrt{E}/(\sqrt{cm}\,\text{s})\). The reader can easily convert the results into SI units with the help of the formulas \(E = \sqrt{4\pi}\epsilon_0 E_{\text{SI}}, B = \sqrt{4\pi}/\mu_0 B_{\text{SI}}, D = \sqrt{4\pi}/\epsilon_0 D_{\text{SI}} \) and \(H = \sqrt{4\pi}\mu_0 H_{\text{SI}}\) [14]. E.g., for a field \(X = 10^3 \sqrt{\pi}/(\sqrt{cm}\,\text{s})\) in Gaussian cgs units, where \(X = E, B, D\) or \(H\), one gets

\[
E_{\text{SI}} = 3 \times 10^{-7} \frac{\text{V}}{\text{m}}, \quad B_{\text{SI}} = 100 \text{mT},
\]

\[
D_{\text{SI}} = 3 \times 10^{-4} \frac{\text{C}}{\text{m}^2}, \quad H_{\text{SI}} = 8 \times 10^3 \frac{\text{A}}{\text{m}}.
\]

The paper is organized as follows. In Section II, we recall the basic equations for the propagation of light rays according to non-linear electrodynamics. Then in Section III the suggested interferometer experiment is described and in Section IV some particular applications are discussed.

II. LIGHT PROPAGATION IN NON-LINEAR ELECTRODYNAMICS

A. The Plebański class of non-linear electrodynamical theories

The non-linear electrodynamical theories which are at the center of our examination derive from an action

\[
S[A_m] = \int_M \left(\mathcal{L}(F_{mn}) + \frac{4\pi}{c} j^n A_m\right) dV_4.
\]

Here \(j^m\) is a given current density, \(A_m\) is the electromagnetic potential, \(F_{mn} = \partial_n A_m - \partial_m A_n\) is the electromagnetic field strength and \(\mathcal{L}\) is the Lagrangian for the electromagnetic field. Then the homogeneous group of Maxwell’s equations is automatically satisfied,

\[
\partial_{[a} F_{bc]} = 0.
\]

Variation of the action with respect to the potential \(A_m\) leads to the inhomogeneous group of Maxwell’s equations,

\[
\partial_b H^{ab} = \frac{4\pi}{c} j^a,
\]

where

\[
H^{ab} = - \frac{\partial \mathcal{L}}{\partial F_{ab}}
\]

is the electromagnetic excitation. It is the constitutive law that distinguishes different theories, while the Maxwell equations (3) and (4) are always the same.

Following Plebański [1], we require that the electromagnetic Lagrangian \(\mathcal{L}\) depends on the electromagnetic field strength only via the Lorentz invariants

\[
F = \frac{1}{2} F_{mn} F^{mn} \quad \text{and} \quad G = -\frac{1}{4} F_{mn} F^{mn}.
\]

Here and in the following, the tilde denotes the Hodge dual,

\[
\tilde{F}^{mn} = \frac{1}{2} \varepsilon^{mna} F_{ab}.
\]

As usual, \(\varepsilon^{abcd}\) is the totally antisymmetric Levi-Civita tensor with \(\varepsilon^{1234} = -1\). Strictly speaking, only \(F\) is invariant under all Lorentz transformations while \(G\) changes sign under a parity transformation. Some authors restrict to Lagrangians that satisfy the equation \(\mathcal{L}(F,G) = \mathcal{L}(F,-G)\) to assure invariance under parity transformations. However, for the purpose of this paper there is no need for this restriction.

The Plebański class contains, of course, the standard vacuum Maxwell theory which is given by the Lagrangian

\[
\mathcal{L}_M(F,G) = -\frac{1}{2} F.
\]

As this theory is well tested for weak fields, many authors restrict to theories where the Lagrangian satisfies \(\mathcal{L} + \mathcal{L} + F/2 \to 0\) for \(F_{mn} \to 0\). Again, for our mathematical considerations there is no need for this restriction.

For a theory of the Plebański class the constitutive law can be written, more specifically, as

\[
H^{ab} = -2 \mathcal{L}_F F^{ab} + \mathcal{L}_G \tilde{F}^{ab},
\]

where

\[
\mathcal{L}_F = \frac{\partial \mathcal{L}}{\partial F}, \quad \mathcal{L}_G = \frac{\partial \mathcal{L}}{\partial G}.
\]
Later we will also write
\[ \mathcal{L}_{FF} = \frac{\partial^2 \mathcal{L}}{\partial F^2}, \quad \mathcal{L}_{GG} = \frac{\partial^2 \mathcal{L}}{\partial G^2}, \quad \mathcal{L}_{FG} = \frac{\partial^2 \mathcal{L}}{\partial F \partial G}. \] (11)

Additionally we will use a Hamiltonian formulation of the Plebański electrodynamics. Whereas the Lagrangian depends on the field strength, the Hamiltonian depends on the excitation. Quite generally, for any theory based on a Lagrangian \( \mathcal{L}(F_{mn}) \), the passage to the Hamiltonian formalism can be performed whenever the constitutive law \([3]\) can be solved for \( F_{mn} \). The Hamiltonian is then given by a covariant Legendre transformation,
\[ \mathcal{H}(H^{ab}) = \frac{1}{2} H^{mn} F_{mn} - \mathcal{L}(F_{ab}) \] (12)
where, on the right-hand side, \( F_{ab} \) has to be expressed in terms of \( H^{mn} \) with the help of the constitutive law. For a theory of the Plebański class (i.e., if the Lagrangian depends only on \( F \) and \( G \)), the Hamiltonian is a function of the two invariants
\[ R = -\frac{1}{2} H^{ab} H_{ab} \quad \text{and} \quad S = \frac{1}{4} H_{ab} \tilde{H}^{ab}. \] (13)

The relevant equations for the passage from the Lagrangian to the Hamiltonian description are given in the Appendix. There we will also give a criterion that guarantees that the constitutive law \([9]\) can be solved for the field strength, at least locally.

### B. Three-dimensional notation of field-equations

In the following we will often use three-vector notation. The field strength has the three-dimensional representation
\[ E_\alpha = F_{a\alpha}, \quad B^\alpha = \frac{1}{2} \varepsilon^{\alpha\beta\gamma} F_{\beta\gamma} = - \tilde{F}^{a4}, \] (14)
where \( \varepsilon^{\alpha\beta\gamma} \) is the totally antisymmetric spatial Levi-Civita tensor, \( \varepsilon^{123} = 1 \). With \( E^2 = \delta^{\mu\nu} E_\mu E_\nu \), \( B^2 = \delta_{\mu\nu} B^\mu B^\nu \) and \( E \cdot B = E_\mu B^\mu \), the invariants \([6]\) read
\[ F = B^2 - E^2, \quad G = B \cdot E. \] (15)

Analogously we write for the excitation
\[ D^\alpha = -H^{a4}, \quad H_\alpha = \frac{1}{2} \varepsilon^{\alpha\beta\gamma} H_{\beta\gamma} = \tilde{H}_{a4}, \] (16)
which implies that the invariants \([13]\) are given by
\[ R = D^2 - H^2, \quad S = D \cdot H. \] (17)

Then the constitutive law \([9]\) reads
\[ D_\alpha = -2 \mathcal{L}_F E_\alpha + \mathcal{L}_G B_\alpha, \quad H_\alpha = -2 \mathcal{L}_F B_\alpha - \mathcal{L}_G E_\alpha. \] (18)

### C. Phase-velocity and characteristic differential equation for \( \mathcal{L}(F,G) \) theories

The characteristic surfaces determined by a set of partial differential equations can be defined as the hypersurfaces along which the solutions may have discontinuities. As an alternative, the characteristic surfaces can also be defined with the help of approximate plane waves; in this second approach, they come about as the high-frequency limit of the surfaces of constant phase. In view of applications to electrodynamics, the first approach is discussed, e.g., in the book by Hehl and Obukhov \([15]\). The characteristic surfaces are hypersurfaces \( \psi = \text{constant} \), where the gradient of \( \psi \) has to satisfy, at each point of space-time, a fourth-order equation which is known as the dispersion relation or as the Fresnel equation. If viewed as a partial differential equation for \( \psi \), this equation is usually called the characteristic equation or the eikonal equation. Using this approach, Obukhov and Rubilar \([16]\) have determined the Fresnel equation (i.e., the characteristic equation) for an arbitrary \( \mathcal{L}(F,G) \) theory.

Here we want to briefly sketch how the same result can be found with the help of an approximate-plane-wave ansatz. The general method goes back to Luneburg and is outlined, e.g., for electrodynamics in ordinary media, in the book by Kline and Kay \([17]\). For a discussion in a more general context, which includes the case to be considered here, we refer to Perlick \([18]\).

We consider a one-parameter family of electromagnetic fields of the form
\[ F^{ab}(x^m) = F^{ab}(x^m) + \Re \left\{ e^{-i \psi(x^m)/\lambda} \sum_{N=1}^{\infty} \left( \lambda^N F_{N}^{ab}(x^m) \right) \right\}. \] (19)
where \( F^{ab} \) is a given background field. \( \lambda \) is a real bookkeeping parameter that is introduced in a way such that the high-frequency limit corresponds to \( \lambda \to 0 \). The summation sign in \([19]\) is to be understood in the sense of an asymptotic series and not in the sense of a convergent series. While the amplitudes \( F_{N}^{ab} \) are in general complex, the eikonal function \( \psi \) is real. It gives the surfaces of constant phase, \( \psi(x^m) = \psi(x^m, t) = \text{constant} \). In 3-space, the normal to these surfaces is
\[ n_\alpha = \frac{\partial \psi}{\sqrt{(\partial^2 \psi)}}. \] (20)

The phase velocity \( v_\| \) can be introduced as the 3-vector that gives the traveling speed of such a surface in the direction of its normal,
\[ v_\| = -\frac{\partial^2 \psi}{(\partial^\beta \psi)(\partial^\gamma \psi)} \frac{\partial \psi}{\partial t}. \] (21)

Feeding the ansatz \([19]\) into Maxwell’s equations and comparing equal powers of \( \lambda \) gives a hierarchy of equations. In the lowest non-trivial order, which is known as
the geometric optics approximation, one gets a first-order partial differential equation for $\psi$ which is the desired characteristic equation.

If this programme is carried through for an $\mathcal{L}(F,G)$ theory, one finds the following result which is in agreement with Obukhov and Rubilar’s [10]. The characteristic equation reads

$$
\mathcal{L}_F \left\{ M \eta^{ij} \eta^{kl} + N \eta^{ij} F^{km} F^l_m + P F^{im} F^j_m F^{kn} F^l_n \right\} p_i p_j p_k p_l = 0
$$

where $p_i = \partial_i \psi$ and

$$
M = \mathcal{L}_F^2 + 2 \mathcal{L}_F \mathcal{L}_{FG} - \frac{1}{2} \mathcal{L}_F \mathcal{L}_{GG} F + \left( \mathcal{L}_{FG}^2 - \mathcal{L}_{FF} \mathcal{L}_{GG} \right) G^2,
$$

$$
N = 2 \mathcal{L}_F \mathcal{L}_{FF} + \frac{1}{2} \mathcal{L}_F \mathcal{L}_{GG} + \left( \mathcal{L}_{FG}^2 - \mathcal{L}_{FF} \mathcal{L}_{GG} \right) F,
$$

$$
P = \mathcal{L}_{FF} \mathcal{L}_{GG} - \mathcal{L}_{FG}^2.
$$

If $M$ has no zeros, (22) can be factorized as

$$
\mathcal{L}_F (a_1^{ij} p_i p_j) (a_2^{kl} p_k p_l) = 0
$$

where

$$
a_{ik}^A = \eta_{ik} + \sigma_A F^{im} F^k_m
$$

for $A = 1,2$ and

$$
\sigma_{1/2} = \frac{N}{2M} \pm \sqrt{\frac{N^2}{4M^2} - \frac{P}{M}}.
$$

In the following we restrict ourselves to Lagrangians such that $M$ and $\mathcal{L}_F$ have no zeros. This excludes some degenerate cases which are hardly of physical interest. Then the characteristic equation is equivalent to

$$
a_{ik}^A p_i p_k = 0, \quad A = 1,2.
$$

Generalizing a standard terminology from electrodynamics in media, $a_{ik}^k$ and $a_{jk}^k$ are called the optical metrics of the vacuum in the $\mathcal{L}(F,G)$ theory. If the two optical metrics do not coincide, i.e., if $\sigma_1 \neq \sigma_2$, there is birefringence in vacuum. If one considers the next order in the above-mentioned hierarchy of equations, one sees that the case $A = 1$ and the case $A = 2$ correspond to two different polarization directions. Note that $\sigma_1$ and $\sigma_2$ are always real, because

$$
N^2 - 4MP = \left( 2\mathcal{L}_F \mathcal{L}_{FF} - \frac{1}{2} \mathcal{L}_F \mathcal{L}_{GG} - PF \right)^2 + 4 \left( \mathcal{L}_F \mathcal{L}_{FG} - PG \right)^2
$$

is a sum of two squares, and that $\sigma_1$ and $\sigma_2$ depend only on the two field invariants $F$ and $G$. In the standard vacuum Maxwell theory we have $\sigma_1 = \sigma_2 = 0$, so these two functions characterize the deviation of our $\mathcal{L}(F,G)$ theory from the standard theory at the level of geometric optics.

If the Lagrangian is of the special form $\mathcal{L}(F,G) = \mathcal{L}(\alpha F + \beta G)$ with some constant factors $\alpha$ and $\beta$, one has $P = 0$ and therefore $\sigma_1 = 0$, i.e., one polarization mode behaves as in the standard Maxwell vacuum theory. This is true, in particular, if the Lagrangian is independent of $G$. (It is also true if the Lagrangian is independent of $F$, but this case was excluded by our assumption $\mathcal{L}_F \neq 0$.) Also, it is interesting to remark that two Lagrangians $\mathcal{L}$ and $\mathcal{L} + \beta G$ give the same characteristic equation, i.e. the two cases are not distinguishable at the level of geometrical optics. Of course, if one restricts to parity invariant Lagrangians adding a term of the form $\beta G$ is forbidden.

For some of our applications it will be desirable to write the optical metrics in terms of the excitation, rather than in terms of the field strength. It is then recommendable to start from a Hamiltonian formulation. It was mentioned already at the end of Section II A that the Plebański class of theories can be written in terms of a Hamiltonian $\mathcal{H}(R,S)$ rather than in terms of a Lagrangian $\mathcal{L}(F,G)$. In the Appendix we derive some replacement rules of how the relevant Hamiltonian expressions can be found from the Lagrangian expressions. By applying these replacement rules, we find that the optical metrics can be rewritten as

$$
a_{ik}^A = \eta_{ik} + \hat{\sigma}_A \hat{H}^{im} \hat{H}^k_m
$$

where

$$
\hat{\sigma}_A = \frac{\hat{N}}{2M} \pm \sqrt{\frac{N^2}{4M^2} - \frac{\hat{P}}{M}}
$$

with the abbreviations

$$
\hat{M} = \mathcal{H}_R^2 + 2 \mathcal{H}_R \mathcal{H}_{RS} S - \frac{1}{2} \mathcal{H}_R \mathcal{H}_{SS} R + \left( \mathcal{H}_{RS} - \mathcal{H}_{RR} \mathcal{H}_{SS} \right) S^2,
$$

$$
\hat{N} = 2 \mathcal{H}_R \mathcal{H}_{RR} + \frac{1}{2} \mathcal{H}_R \mathcal{H}_{SS} + \left( \mathcal{H}_{RS} - \mathcal{H}_{RR} \mathcal{H}_{SS} \right) R,
$$

$$
\hat{P} = \mathcal{H}_{RR} \mathcal{H}_{SS} - \mathcal{H}_{RS}^2.
$$

In the following it will be convenient to use the three-vector notation of (14) and (16). We decompose each of the 3-vectors $\mathbf{E}$, $\mathbf{B}$, $\mathbf{D}$ and $\mathbf{H}$ into amplitude and direction,

$$
\mathbf{B}(x^\mu, t) = B(x^\mu, t) \mathbf{v}(x^\mu, t),
$$

$$
\mathbf{E}(x^\mu, t) = E(x^\mu, t) \mathbf{w}(x^\mu, t),
$$

$$
\mathbf{H}(x^\mu, t) = H(x^\mu, t) \mathbf{r}(x^\mu, t),
$$

$$
\mathbf{D}(x^\mu, t) = D(x^\mu, t) \mathbf{s}(x^\mu, t),
$$

where $|\mathbf{v}| = |\mathbf{w}| = |\mathbf{r}| = |\mathbf{s}| = 1$. The spatial and temporal parts of $F^{im} F^k_m p_i p_k$, which enter into (24), can then
be written as
\[ F_{\alpha\beta} F_{\mu\nu} p^\alpha p^\beta = B^2 \left[ \mathbf{p} \cdot \mathbf{p} - (\mathbf{v} \cdot \mathbf{p})^2 \right] - E^2 (\mathbf{w} \cdot \mathbf{p})^2 \]
\[ F_{\alpha\beta} F_{\mu\nu} p^\alpha p^\beta = B E \mathbf{p} \cdot (\mathbf{w} \times \mathbf{v}) \]  
(33)

Similarly,
\[ \tilde{H}^{\alpha\beta} \tilde{H}_{\mu\nu} p^\alpha p^\beta = D^2 \left[ \mathbf{p} \cdot \mathbf{p} - (\mathbf{s} \cdot \mathbf{p})^2 \right] - H^2 (\mathbf{r} \cdot \mathbf{p})^2 \]
\[ \tilde{H}^{\alpha\beta} \tilde{H}_{\mu\nu} p^\alpha p^\beta = D H \mathbf{p} \cdot (\mathbf{s} \times \mathbf{r}) \]  
(34)
\[ \tilde{H}^{\alpha\beta} \tilde{H}_{\mu\nu} p^\alpha p^\beta = H^2 \]
which will be used later.

D. Ray-velocity and Hamilton equations for the rays

Interpreting \( Q_A = \alpha^k_\alpha p_k p_\alpha \) as a Hamiltonian, the characteristic partial differential equation \( \alpha^k_\alpha \partial_t \psi \partial_\psi = 0 \) can be viewed as a Hamilton-Jacobi equation. The corresponding set of Hamilton equations, or canonical equations, determines the corresponding set of Hamilton equations, or canonical equations. The phase velocity (21) can be rewritten in terms of the Hamiltonian as
\[ v_A^\alpha := \frac{dx^\alpha}{dt} = \frac{\partial H_A^+}{\partial \alpha \mu} \]  
(35)

The ray velocity can be read from (39),
\[ v_A^\alpha := \frac{dx^\alpha}{dt} = \frac{\partial H_A^+}{\partial \alpha \mu} \]  
(41)

The phase velocity (21) can be rewritten in terms of the Hamiltonian as
\[ v_A^\beta = \frac{c p^4}{p_\alpha p^\alpha} p^\beta = \frac{H_A^+}{p_\alpha p^\alpha} p^\beta \]  
(42)

Phase and ray velocity coincide if and only if
\[ \frac{H_A^+}{p_\alpha p^\alpha} p^\beta = \frac{\partial H_A^+}{\partial \beta \mu} \]  
(43)
which is true if and only if \( H_A^+ \) is of the form
\[ H_A^+ = f(x^\mu, c t) \sqrt{p_\alpha p^\alpha} \]  
(44)
where \( f \) is any function of the space-time coordinates. (44) is satisfied in the usual vacuum theory of Maxwell but not in general in other \( \mathcal{L}(F, G) \) theories. Note that (44) implies
\[ \frac{dx^\alpha}{dt} = \frac{\partial H_A^+}{\partial \alpha \mu} = \frac{f(x^\mu, c t) p^\alpha}{\sqrt{p_\alpha p^\alpha}} \]  
(45)
i.e., the condition \( v_A^\alpha = v_A^\beta \) can hold only if \( dx^\alpha/dt \) and \( p^\alpha \) are parallel.

E. Parallel electric and magnetic fields

We consider now the special case that \( E \) and \( B \) are parallel, i.e., that \( \mathbf{v} = \mathbf{w} \) in the notation of (32). This case covers, of course, in particular the situation that one of the two field strengths, \( E \) or \( B \), is zero. With the aid of the transformation (139), described in the Appendix,
we will then discuss, at the end of this section, the case that the excitations $\mathbf{D}$ and $\mathbf{H}$ are parallel.

If we specialize (33) to the case $v = w$ and insert the result into (25), the optical metrics read

$$a_{ik}^q p_i p_k = -(1 - \sigma_A E^2) p_i^2 + (1 + \sigma_A B^2) p^2 - \sigma_A (B^2 + E^2) (\mathbf{w} \cdot \mathbf{p})^2.$$  \hfill (46)

Hence, the Hamiltonian $H^+_{\mathbf{A}}$ from (37) simplifies to

$$H^+_{\mathbf{A}} = c \sqrt{\frac{(1 + \sigma_A B^2)}{(1 - \sigma_A E^2)} (p^2 - (\mathbf{w} \cdot \mathbf{p})^2) + (\mathbf{w} \cdot \mathbf{p})^2},$$  \hfill (47)

and the phase velocity (42) reads

$$v_p = c \sqrt{\frac{(1 + \sigma_A B^2)}{(1 - \sigma_A E^2)} \left(1 - \frac{(\mathbf{w} \cdot \mathbf{p})^2}{|\mathbf{p}|^2}\right) + \frac{(\mathbf{w} \cdot \mathbf{p})^2}{|\mathbf{p}|^2}}.$$  \hfill (48)

If we assume, in addition, that the unit vector of the background field is homogeneous, $\partial_\alpha w^\alpha = 0$, and that the amplitudes of the field strengths change only in the direction of $\mathbf{p}$, $\nabla \mathbf{B} \propto \mathbf{p}$ as well as $\nabla \mathbf{E} \propto \mathbf{p}$, the canonical equations (39) reduce to

$$\frac{dx^\alpha}{dt} = \frac{c}{H^+_{\mathbf{A}}} \left\{ \frac{(1 + \sigma_A B^2)}{(1 - \sigma_A E^2)} \left( p^\alpha - (\mathbf{w} \cdot \mathbf{p}) w^\alpha \right) + (\mathbf{w} \cdot \mathbf{p}) w^\alpha \right\} ; \quad \frac{dp_\alpha}{dt} \propto p_\alpha.$$  \hfill (49)

The last equation implies that the direction of $p_\alpha$ is preserved along the ray.

If additionally the background fields are static, $\partial \mathbf{E}/\partial t = 0$ and $\partial \mathbf{B}/\partial t = 0$, the second equation of (40) reduces to

$$\frac{dp_4}{dt} = 0$$  \hfill (50)

which means that, in this case, the background fields do not change the frequency of light.

We are now interested in the special case that (44) holds which guarantees that phase velocity and ray velocity are equal and that $dx^\alpha/\partial t$ is parallel to $p^\alpha$. As the direction of $p^\alpha$ is preserved, the ray must then be a straight line.

There are two main cases where the Hamiltonian takes the form of (44). Firstly, if $\mathbf{p} \parallel \mathbf{w}$, we find from (17), (48) and (49) that $H^+_{\mathbf{A}} = c |\mathbf{p}|$, $v_p = c$ and $dx^\alpha/\partial t = c p^\alpha/|\mathbf{p}|$, i.e., in this case the background fields have no effect.

Secondly, if $\mathbf{p} \cdot \mathbf{w} = 0$, one gets

$$H^+_{\mathbf{A}} = c |\mathbf{p}| \sqrt{\frac{1 + \sigma_A B^2}{1 - \sigma_A E^2}},$$  \hfill (51)

$$v_p = c \sqrt{\frac{1 + \sigma_A B^2}{1 - \sigma_A E^2}},$$  \hfill (52)

$$\frac{dx^\alpha}{dt} = c \sqrt{\frac{1 + \sigma_A B^2}{1 - \sigma_A E^2}} \frac{p^\alpha}{|\mathbf{p}|}.$$  \hfill (53)

This is the case which is most appropriate for the proposed experiment, because in this case one achieves two goals: The rays do not deviate from a straight line but the phase velocity does change in comparison to the Maxwell standard vacuum theory.

Now we go over to the case that $\mathbf{D}$ and $\mathbf{H}$ are parallel, i.e., that $\mathbf{r} = \mathbf{s}$. With the help of (139) from the Appendix we find that in this case (47) and (48) have to be replaced with

$$H^+_{\mathbf{A}} = c \sqrt{\frac{1 + \sigma_A D^2}{1 - \sigma_A H^2}} \left( |\mathbf{p}|^2 - (\mathbf{s} \cdot \mathbf{p})^2 \right) + (\mathbf{s} \cdot \mathbf{p})^2,$$  \hfill (54)

$$v_p = c \sqrt{\frac{1 + \sigma_A D^2}{1 - \sigma_A H^2}} \left(1 - \frac{(\mathbf{s} \cdot \mathbf{p})^2}{|\mathbf{p}|^2}\right) + \frac{(\mathbf{s} \cdot \mathbf{p})^2}{|\mathbf{p}|^2}.$$  \hfill (55)

As above one gets for homogeneous and time independent excitations

$$\frac{dx^\alpha}{dt} = \frac{c}{H^+_{\mathbf{A}}} \left\{ \frac{(1 + \sigma_A D^2)}{(1 - \sigma_A H^2)} \times \left( p^\alpha - (\mathbf{s} \cdot \mathbf{p}) s^\alpha \right) + (\mathbf{s} \cdot \mathbf{p}) s^\alpha \right\},$$  \hfill (56)

$$\frac{dp_\alpha}{dt} \propto p_\alpha, \quad \frac{dp_4}{dt} = 0.$$  \hfill (57)

Again, the case that $\mathbf{p}$ is parallel to $\mathbf{s}$ leads to $v_p = c$, so this case is of no interest for us. If, however, $\mathbf{p} \cdot \mathbf{s} = 0$, we get

$$H^+_{\mathbf{A}} = c |\mathbf{p}| \sqrt{\frac{1 + \sigma_A D^2}{1 - \sigma_A H^2}},$$  \hfill (58)

$$v_p = c \sqrt{\frac{1 + \sigma_A D^2}{1 - \sigma_A H^2}},$$  \hfill (59)

and there is no deviation of a light ray from a straight line.

III. AN INTERFEROMETRIC EXPERIMENT FOR TESTING NON-LINEAR ELEKTRODYNAMICS

There are two ways in which Michelson interferometry can be used for testing non-linear electrodynamics. Firstly, a strong background field could be applied to the light beam in one arm of the interferometer. One would compare the situation where the background field is switched on with the situation where it is switched off, cf. (11). Secondly, one could place the whole interferometer in a strong background field. One would then search for changes in the interference pattern if the interferometer is being rotated. The first possibility is reasonable if
one thinks of a large interferometer, with an arm-length of several meters at least. The second possibility is reasonable if one thinks of a table-top interferometer. As an alternative to using a traditional Michelson interferometer, one could also use a pair of optical resonators as they have been used for high-precision Michelson-Morley experiments in recent years. As these resonators have a typical size of only a few centimeters, one would do the experiment with the whole instrument placed in a background field. With the resonators oriented perpendicularly to each other, one would then compare the situation where the field is switched on with the situation where it is switched off, or one would rotate the whole instrument with keeping the field switched on.

In the following we first discuss the set-up of the experiment where a traditional Michelson interferometer is used and the field is placed in one arm. This is the variant which brings out the basic idea of the experiment most clearly. Later in this section we discuss the other variants.

Fig. [1] shows the interferometer with the background field in the region denoted $BF$. The ray leaves the source $S$ and is divided at the semipermeable mirror $SPM$. After reflection at the mirrors $M_1$ and $M_2$, respectively, both parts interfere at $D$. If the background field is switched off, both parts always travel with the standard vacuum phase velocity $c$. If the background field is switched on, the part which travels along $l_2$ crosses the region $BF$ with a different phase-velocity according to non-linear electrodynamics. This would lead to a change of the interference pattern.

We consider the background field to be static, with one of the four fields $E, B, D$ or $H$ vanishing. Each of these four cases is covered by the calculations of the preceding section. We assume that the background field is perpendicular to the propagation direction of the light. We have seen that in this situation the ray does not deviate from a straight line.

Obviously the travel times of the ray along the different sections are given by

$$ct_1 = l_1 , \quad ct'_2 = l'_2 , \quad c t''_2 = l''_2 , \quad v_P t_{BF} = l_{BF} .$$

(60)

Without background field the phase velocity is equal to $c$ everywhere, including the region $BF$. The time delay $\Delta t_I$ of the two arms is therefore given by

$$\Delta t_I = 2(t_1 - t'_2 - t''_2 - t_{BF}) = \frac{2}{c}(l_1 - l'_2 - l''_2 - l_{BF}) .$$

(61)

With background field the phase velocity in the region $BF$ is $v_P$ which is, in general, different from $c$. The time delay $\Delta t_{I I}$ of the two arms is therefore given by

$$\Delta t_{II} = 2(t_1 - t'_2 - t''_2 - t_{BF}) = \frac{2}{c}(l_1 - l'_2 - l''_2 - c \frac{1}{v_P} l_{BF}) .$$

(62)

The change of the interference pattern is given by the time difference

$$\Delta t = \Delta t_{II} - \Delta t_I = \frac{2l_{BF}}{c} \left(1 - \frac{c}{v_P}\right) .$$

(63)

This leads to a lineshift of

$$\Delta = \frac{\omega}{2 \pi} \Delta t = \frac{\omega l_{BF}}{\pi c} \left(1 - \frac{c}{v_P}\right) .$$

(64)

Here $\omega$ denotes the frequency of the light. Note that $\omega$ is a constant because the background field is assumed static.

We evaluate the general result for each of the four cases $E = 0, B = 0, D = 0$ and $H = 0$. Note that in general $E = 0$ is not equivalent to $D = 0$ and $B = 0$ is not equivalent to $H = 0$.

a) Magnetostatic field-strength ($E = 0$):

From (62) we find that

$$v_P = c \sqrt{1 + \sigma_{1/2} B^2}$$

$$= c \left(1 + \sigma_{1/2}(0) B^2 + \ldots \right)$$

(65)

and hence, by (64),

$$\Delta = \frac{\omega l_{BF}}{\pi c} \left(1 - \frac{1}{\sqrt{1 + \sigma_{1/2} B^2}}\right)$$

$$= \frac{\omega l_{BF} \sigma_{1/2}(0) B^2}{2 \pi c} + \ldots$$

(66)
b) Electrostatic field-strength \((B = 0)\):

From (52) we find that

\[
v_P = c \sqrt{1 - \sigma_{1/2} E^2}
\]

\[
= c \left( 1 + \sigma_{1/2}(0) \frac{E^2}{2} + \ldots \right)
\]

and hence, by (64),

\[
\Delta = \frac{\omega l_{BF}}{c \pi} \left( 1 - \sqrt{1 - \sigma_{1/2} E^2} \right)
\]

\[
= \frac{\omega l_{BF} \sigma_{1/2}(0) E^2}{2 \pi c} + \ldots
\]

and hence, by (64),

\[
\Delta = \frac{\omega l_{BF}}{c \pi} \left( 1 - \sqrt{1 - \sigma_{1/2} H^2} \right)
\]

\[
= \frac{\omega l_{BF} \sigma_{1/2}(0) H^2}{2 \pi c} + \ldots
\]

c) Magnetostatic excitation \((D = 0)\):

From (58) we find that

\[
v_P = c \sqrt{1 - \sigma_{1/2} D^2}
\]

\[
= c \left( 1 + \sigma_{1/2}(0) \frac{D^2}{2} + \ldots \right)
\]

and hence, by (64),

\[
\Delta = \frac{\omega l_{BF}}{c \pi} \left( 1 - \sqrt{1 - \sigma_{1/2} D^2} \right)
\]

\[
= \frac{\omega l_{BF} \sigma_{1/2}(0) D^2}{2 \pi c} + \ldots
\]

d) Electrostatic excitation \((H = 0)\):

From (58) we find that

\[
v_P = c \left( 1 + \sigma_{1/2}(0) \frac{E^2}{2} + \ldots \right)
\]

\[
= \frac{\omega l_{BF}}{c \pi} \left( 1 - \sqrt{1 - \sigma_{1/2} E^2} \right)
\]

\[
= \frac{\omega l_{BF} \sigma_{1/2}(0) E^2}{2 \pi c} + \ldots
\]

If one writes \(X\) for \(E, B, D\) or \(H\), one can combine all results up to first order in the form

\[
v_P = c \left( 1 + \sigma_{1/2}(0) \frac{X^2}{2} + \ldots \right)
\]

and

\[
\Delta = \frac{\omega l_{BF} \sigma_{1/2}(0) X^2}{2 \pi c} + \ldots
\]

Here \(\sigma_{1/2}(0)\) denotes either \(\sigma_{1/2}(0)\) or \(\sigma_{1/2}(0)\), depending on whether \(X\) is a field strength or an excitation. Note that \(2 \pi c / \omega\) is the wavelength in the case of a vanishing background field. According to non-linear electrodynamics, the wavelength changes when the ray travels through the background field \(BF\). This means that, if one substitutes the angular frequency \(\omega\) by the wavelength \(\lambda = 2 \pi c / \omega\),

\[
\Delta = \frac{l_{BF} \sigma_{1/2}(0) X^2}{\lambda} + \ldots ,
\]

one has to keep in mind that \(\lambda\) is not the wavelength of the light when passing through the background field but of the light when emitted by the source.

The results of this section can also be applied to the case where the whole interferometer is inside the background field. Here one does not switch on and off the background field but rotates the interferometer by \(90^\circ\) so that in the initial position the first arm is orthogonal to the field and the second arm is parallel to the field while in the end position it is vice versa. Then one gets instead of the preceding formulas the following ones:

\[
\Delta t = \frac{2 (l_1 + l_2)}{c} \left( 1 - \frac{c}{v_P} \right),
\]

\[
\Delta = \frac{\omega (l_1 + l_2) \sigma_{1/2}(0) X^2}{2 \pi c} + \ldots
\]

This means that one has to replace \(l_{BF}\) by \(l_1 + l_2\) in all formulas to go from the first set-up to the second one.

As an alternative to using a traditional Michelson interferometer with two arms, we will now discuss a set-up with optical resonators as it has been used frequently in recent years for high-precision Michelson interferometry, see e.g. [20] and the references therein. Here one uses a laser which is stabilized to the eigenfrequency \(\nu_{\text{eigen}} = N \nu_P / (2L)\) of an optical resonator, where \(N\) is the mode number, \(\nu_P\) is the phase velocity of light and \(L\) is the length of the resonator. The quality of a resonator is determined by its finesse \(F\), typically \(F = 100,000\). In a figurative way, a resonator may be viewed as equivalent to a traditional interferometer whose arm length is folded \(F\) times.

If \(v_P\) and \(L\) undergo a change, the eigenfrequency of the resonator and therefore the frequency of the stabilized laser changes as

\[
\frac{\delta \nu}{\nu} = \frac{\delta v_P}{v_P} - \frac{\delta L}{L}.
\]

If the resonator is put into a homogeneous and static \(E, B, D\), or \(H\) field, with its axis perpendicular to the field, the phase velocity of light changes according to

\[
\frac{\delta v_P}{v_P} \approx \frac{\sigma_{1/2}(0) X^2}{2}.
\]
if we use the approximations of $\delta\nu$. As a direct measurement of $\delta\nu$ is not possible, one superimposes to the first laser a second reference laser stabilized to the eigenfrequency $\nu_{\text{ref}}$ of a resonator with (ideally) the same physical characteristics as the first one. Then the difference of the frequencies $\Delta\nu := \nu_{\text{eigen}} - \nu_{\text{ref}}$ appears as the carrier frequency of the resulting beat. If the second resonator is oriented parallel to the background field and thus not influenced by it, this means that $\Delta\nu = \delta\nu$.

For a theoretical discussion of the effect we assume that $L$ is not changed if the background field is applied. (Of course, for a practical realization of the experiment one has to take into account that the material of the resonator is influenced, e.g., by magnetostriction, but we ignore this here.) Then

$$\frac{\delta\nu}{\nu} = \frac{\delta v_P}{v_P} \approx X \frac{X^2}{2}. \quad (80)$$

In [20], by averaging over many measurements it was possible to determine $\delta v_P/\nu$ with an accuracy of $10^{-17}$. If we assume that the same accuracy can be reached in the experiment proposed here, a measurable effect requires that $X$ satisfies

$$\frac{\delta v_P}{v_P} \approx X \frac{X^2}{2} \approx 10^{-17}. \quad (81)$$

In the next section we discuss the perspectives of performing such an experiment as a test of particular theories of the Plebański class. We compare the set-up with the background field placed in one arm of a big Michelson interferometer with the set-up using optical resonators. In the following, we refer to the first one as to the “large-scale experiment” and to the second one as to the “small-scale experiment”.

IV. APPLICATION TO SPECIAL THEORIES OF THE PLEBANSKI CLASS

A. Born-Infeld theory

In the case of the Born-Infeld theory, Lagrangian and Hamiltonian are given by [2]

$$\mathcal{L}(F,G) = -b_0^2 \sqrt{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}, \quad (82)$$

$$\mathcal{H}(R,S) = b_0^2 \sqrt{1 + \frac{R}{b_0^2} - \frac{S^2}{b_0^4} - b_0^2}, \quad (83)$$

where $b_0$ is a new constant of Nature with the dimension of a field strength. The constitutive law reads

$$H^{ab} = \frac{F^{ab} - \frac{G}{b_0} F^{ab}}{\sqrt{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}}, \quad (84)$$

which can be solved for the field strength,

$$F^{mn} = \frac{H^{mn} + \frac{G}{b_0^2} H^{mn}}{\sqrt{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}}. \quad (85)$$

The invariants $R$ and $S$ are given in terms of $F$ and $G$ by

$$R = \frac{-F + 4G^2}{b_0^2}, \quad (86)$$

$$S = -G, \quad (87)$$

which implies

$$\frac{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}{\sqrt{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}} = \frac{1 + \frac{S^2}{b_0^4}}{\sqrt{1 + \frac{F}{b_0^2} - \frac{G^2}{b_0^4}}}. \quad (88)$$

This leads to

$$\mathcal{L}_{FF} = -\frac{2\mathcal{L}_F^3}{b_0^2}, \quad \mathcal{L}_{FG} = \frac{4\mathcal{L}_F^2 G}{b_0^2}, \quad (89)$$

$$\mathcal{H}_{RR} = -\frac{2\mathcal{H}_R^3 S}{b_0^4}, \quad \mathcal{H}_{RS} = \frac{4\mathcal{H}_R^3 S}{b_0^4}, \quad (90)$$

Therefore one gets for the functions $\sigma_{1/2}$ and $\dot{\sigma}_{1/2}$, which give the deviation from the standard Maxwell vacuum theory,

$$\sigma_1 = \sigma_2 = -\frac{1}{b_0^2 + F} = -\frac{1}{b_0^2} + \cdots \quad (91)$$

$$\dot{\sigma}_1 = \dot{\sigma}_2 = -\frac{1}{b_0^2 + R} = -\frac{1}{b_0^2} + \cdots \quad (92)$$

It is worth noticing that $\sigma_1 = \sigma_2$ holds not only in the Born-Infeld theory and in the standard vacuum Maxwell theory but also in any other theory whose Lagrangian differs only by a term linear in $G$ from them. (Such theories, however, are often excluded because they are not invariant under parity transformations.)

Additionally one can calculate the phase-velocity and the lineshift for the four static cases:

**Cases a) with $E = 0$ and d) with $H = 0$:**

Here we discuss the case of a magnetostatic field-strength and the case of an electrostatic excitation together. If we use the abbreviation $Y = B, D$, we find

$$\frac{\gamma}{\sigma_1} = \frac{\gamma}{\sigma_2} = -\frac{1}{b_0^2 + Y^2}, \quad (92)$$

hence

$$\nu_S = \nu_P = \frac{c}{\sqrt{1 + \frac{Y^2}{b_0^2}}} = c\left(1 - \frac{Y^2}{2b_0^2} + \cdots\right). \quad (93)$$
The limit $Y \to 0$ yields $v_S = v_P \to c$ as it has to.
By contrast, the limit $Y \to \infty$ yields $v_S = v_P \to 0$, so one may say that the background field $Y$ slows down the light ray. There is no upper bound for $Y = B, D$.

The lineshift is given by

$$\Delta = \frac{2 l_{BF}}{\lambda} \left(1 - \sqrt{1 + \frac{Y^2}{\sigma_0^2}} \right)$$

$$= -\frac{l_{BF}}{\lambda} \frac{Y^2}{\sigma_0^2} + \ldots$$

(94)

**Cases b)** with $B = 0$ and **c)** with $D = 0$:
Here we discuss the case of an electrostatic field-strength and the case of a magnetostatic excitation together. If we use the abbreviation $Z = E, H$, we find

$$\frac{Z}{\sigma_1} = \frac{Z}{\sigma_2} = \frac{1}{Z^2 - b_0^2},$$

(95)

hence

$$v_S = v_P = c\sqrt{1 - \frac{Z^2}{b_0^2}} = c \left(1 - \frac{Z^2}{2b_0^2} + \ldots \right).$$

(96)

Again, the limit $Z \to 0$ yields $v_S = v_P \to c$.
In contrast to the case above this one leads to an upper bound for $Z$. This is obvious because for $Z \to b_0$ one gets $v_S = v_P \to 0$. In analogy to the other cases a background excitation slows down the light ray. For background fields $Z > b_0$ one gets an imaginary phase velocity, so one has to conclude that $Z \leq b_0$.

The lineshift is given by

$$\Delta = \frac{2 l_{BF}}{\lambda} \left(1 - \frac{1}{\sqrt{1 - \frac{Z^2}{b_0^2}}} \right)$$

$$= -\frac{l_{BF}}{\lambda} \frac{Z^2}{b_0^2} + \ldots$$

(97)

We may combine the first-order approximations of all preceding cases into two formulas, one for the velocity and one for the lineshift:

$$v_S = v_P \approx c \left(1 - \frac{X^2}{2b_0^2} \right) \quad \text{and} \quad \Delta \approx -\frac{l_{BF}}{\lambda} \frac{X^2}{b_0^2}.$$  

(98)

To give an example we calculate the lineshift for the large-scale experiment for some specific values. We assume an accuracy of about $10^{-6}$ lineshifts. For $l_{BF} = 5$ m and $\lambda = 500$ nm one gets:

$$\Delta = -\frac{l_{BF}}{\lambda} \frac{X^2}{b_0^2} \approx -10^7 \frac{X^2}{b_0^2}.$$  

(99)

With these values one sees an effect if

$$X \gtrsim 3 \times 10^{-8} b_0.$$  

(100)

Born and Infeld conjectured that

$$b_0 = \frac{e}{r_e} \approx 6 \times 10^{15} \frac{\sqrt{g}}{\text{cm s}}$$  

(101)

where $e$ is the electron charge and $r_e$ is the classical electron radius. Although this is only of historical interest, we remark that the corresponding lineshift would be

$$\Delta \approx -3 \times 10^{-25} \frac{X^2 \text{ cm s}^2}{g}.$$  

(102)

If this were true we would need a field-strength or an excitation of

$$X \gtrsim 2 \times 10^9 \frac{\sqrt{g}}{\text{cm s}}$$  

(103)

to see an effect. For a magnetic field strength, $X = B$, this would correspond to $B_{SI} \gtrsim 2 \times 10^4 T$ in SI units, see [1]. Clearly, this is not achievable in the foreseeable future.

It is more interesting to see what lower bound on $b_0$ one could get from an experiment. Let us assume that

$$X \approx 3 \times 10^3 \frac{\sqrt{g}}{\text{cm s}}$$  

(104)

which corresponds to $B_{SI} = 300 \text{ mT}$ according to [1]. This is not an unrealistic value for a magnetic field to be produced in a laboratory. Then a null result of our large-scale experiment would imply, according to (100), that

$$b_0 \gtrsim 1 \times 10^{10} \frac{\sqrt{g}}{\text{cm s}}.$$  

(105)

If the small-scale experiment gives a null result, with the same field [104], we find from [81] and [91] that

$$b_0 \gtrsim 7 \times 10^{11} \frac{\sqrt{g}}{\text{cm s}}$$  

(106)

which is almost two orders of magnitude better than the large-scale experiment.

**B. Born’s theory**

Born’s Langrangian [1] differs from the Born-Infeld Lagrangian by omitting the $G^2$ term,

$$\mathcal{L}(F) = -b_0^2 \sqrt{1 + \frac{F}{b_0^2} + b_0^2}.$$  

(107)

This leads to an electrodynamical theory with birefringence,

$$\sigma_1 = 0, \quad \sigma_2 = -\frac{1}{b_0^2 + F}.$$  

(108)
From the viewpoint of geometrical optics Born’s theory is a hybrid. One polarization mode behaves according to the standard vacuum Maxwell theory and the other one according to the Born-Infeld theory. This means that, if one filters the $\sigma_2$-rays out with a polarization filter, then one sees no difference to Maxwell, and if one filters the $\sigma_1$-rays out, then one sees no difference to Born-Infeld. As a consequence, the results of Section IV A are also valid for the $\sigma_2$-rays in Born’s theory.

C. Series expansions for electrodynamics with arbitrary Lagrangian

If we are interested only in first-order deviations from Maxwell’s theory, we may express the Lagrangian in terms of a series expansion with respect to $F/A$ and $G/A$ up to second order, where $A$ is a constant with the dimension of a field strength squared. Introducing $A$ is necessary because only for dimensionless terms is it meaningful to say that they are small without referring to a particular system of units. In the Born-Infeld theory, e.g., we choose $A = b_3^2$.

The series expansion of the Lagrangian reads

$$\mathcal{L} = \alpha + \beta \frac{F}{A} + \beta \frac{G}{A^2} + \frac{\gamma}{4} \left( \frac{F^2}{A^2} + \frac{G}{A} + \gamma \left( \frac{G}{A} \right)^2 \right) + \cdots$$

(109)

Note that $\beta$ and $\gamma$ are zero if the theory is invariant under parity transformations. One can assume the validity of the following book-keeping system for the smallness of terms, where $\sim$ means that terms are of the same order.

- $\alpha \sim \beta \sim \gamma \cdots$ as well as $F_{\alpha \beta} \sim \tilde{F}_{\alpha \beta}$, hence $F \sim G$.
- $F/A$ and $G/A$ are dimensionless with $F/A \sim G/A$.
- From the first order of $R = R(F,G)$ and $S = S(F,G)$ (cf. (140) to (146)) one gets $\beta F/A \sim AR/\beta$.

With the help of (140) to (146) one can now calculate $R$ and $S$ as series in $F$ and $G$. Additionally one can then calculate the inverted series, i.e. $F$ and $G$ as series in $R$ and $S$. This step allows us then to calculate the Hamiltonian as a function of $R$ and $S$. The result of this calculation is

$$\mathcal{H} = -\alpha + B \frac{R}{A} + B \frac{S}{A^2} + C \left( \frac{R}{A} \right)^2 + C \frac{RS}{A^2} + C \left( \frac{S}{A} \right)^2 + \cdots,$$

(110)

with the following coefficients:

$$\hat{A}^{-1} := \frac{A}{\beta^2 + 4\beta^2}; \quad B := -\beta; \quad B := \beta;$$

$$C_1 := \left( -\beta^4 \gamma + 2\beta^3 \beta \gamma - 4\beta^2 \beta^2 \gamma + 8\beta^2 \beta^2 \gamma - 8\beta^2 \beta^2 \gamma - 16\beta^2 \gamma \right) \left( \frac{\beta^2 + 4\beta^2}{1} \right)^2;$$

$$C_2 := \left( -\beta^4 \gamma + 4\beta^3 \beta \gamma - 16\beta^3 \beta \gamma + 24\beta^2 \beta^2 \gamma - 16\beta^3 \beta \gamma + 64\beta^3 \beta \gamma - 16\beta^4 \gamma + 32\beta^3 \gamma - 16\beta^4 \gamma \right) \left( \frac{\beta^2 + 4\beta^2}{1} \right)^2. \tag{111}$$

This leads to some additions to the book-keeping system:

- From $\beta F/A \sim AR/\beta$ one gets $F/A \sim R/\hat{A}$ as well as $G/A \sim S/\hat{A}$.
- It easy to see that $\alpha \sim \beta \sim \gamma \cdots \sim B \sim C \cdots$ holds.

As a result of this book-keeping system one sees that, if one can neglect in the Lagrangian terms of a certain order in $F/A$ and $G/A$, then one can neglect in the Hamiltonian terms of the same order in $R/\hat{A}$ and $S/\hat{A}$.

For the case of a parity-invariant Lagrangian, $\mathcal{L}(F,G) = \mathcal{L}(F,-G)$, the coefficients of the Hamiltonian become very simple:

$$B = -\beta; \quad B = -\beta = 0;$$

$$C_1 = -\gamma; \quad C_2 = -\gamma = 0; \quad C_3 = -\gamma, \quad \frac{4\beta^2}{A}.$$

(112)

If, in addition, the first-order approximation of the Lagrangian coincides with the standard Maxwell one (5) – which is true if $\beta = -A/2$ – one gets

$$\hat{A} = \frac{1}{A}. \tag{113}$$

This is, in particular, the case for the theories of Born, Born-Infeld and Heisenberg-Euler.

From the Lagrangian (or the Hamiltonian, respectively) one gets the “deviation coefficients” $\sigma_{1/2}$ in the zeroth order of approximation with respect to $F$ and $G$.
(or \( R \) and \( S \), respectively):

\[
\sigma_{1/2}(0) = \frac{2\gamma}{A\beta} + \frac{\gamma}{2A\beta} \\
\pm \frac{1}{2} \sqrt{16\gamma^2 + 4\gamma^2 - 8\gamma\gamma + \gamma^2} \frac{A\beta^2}{1} 
\]

\[\sigma_{1/2}(0) = \frac{2C}{AB} + \frac{C}{2AB} \\
\pm \frac{1}{2} \sqrt{16C^2 + 4C^2 - 8CC + C^2} \frac{A^2B^2}{1}. \quad (114)\]

Magnetostatic field-strength case (\( E = 0 \)):

\[
v_p = c + c \frac{B^2}{2} \left( \frac{2\gamma}{A\beta} + \frac{\gamma}{2A\beta} \right) \\
\pm \frac{1}{2} \sqrt{16\gamma^2 + 4\gamma^2 - 8\gamma\gamma + \gamma^2} \frac{A\beta^2}{1} + \ldots \quad (116)\]

\[
\Delta = \frac{l_{BF} B^2}{\lambda} \left( \frac{2\gamma}{A\beta} + \frac{\gamma}{2A\beta} \right) \\
\pm \frac{1}{2} \sqrt{16\gamma^2 + 4\gamma^2 - 8\gamma\gamma + \gamma^2} \frac{A\beta^2}{1} + \ldots \quad (117)\]

Electrostatic field-strength case (\( B = 0 \)):

\[
v_p = c + c \frac{E^2}{2} \left( \frac{2\gamma}{A\beta} + \frac{\gamma}{2A\beta} \right) \\
\pm \frac{1}{2} \sqrt{16\gamma^2 + 4\gamma^2 - 8\gamma\gamma + \gamma^2} \frac{A\beta^2}{1} + \ldots \quad (118)\]

\[
\Delta = \frac{l_{BF} E^2}{\lambda} \left( \frac{2\gamma}{A\beta} + \frac{\gamma}{2A\beta} \right) \\
\pm \frac{1}{2} \sqrt{16\gamma^2 + 4\gamma^2 - 8\gamma\gamma + \gamma^2} \frac{A\beta^2}{1} + \ldots \quad (119)\]

Magnetostatic excitation case (\( D = 0 \)):

\[
v_p = c + c \frac{H^2}{2} \left( \frac{2C}{AB} + \frac{C}{2AB} \right) \\
\pm \frac{1}{2} \sqrt{16C^2 + 4C^2 - 8CC + C^2} \frac{A^2B^2}{1} + \ldots \quad (120)\]

\[
\Delta = \frac{l_{BF} H^2}{\lambda} \left( \frac{2C}{AB} + \frac{C}{2AB} \right) \\
\pm \frac{1}{2} \sqrt{16C^2 + 4C^2 - 8CC + C^2} \frac{A^2B^2}{1} + \ldots \quad (121)\]

Electrostatic excitation case (\( H = 0 \)):

\[
v_p = c + c \frac{D^2}{2} \left( \frac{2C}{AB} + \frac{C}{2AB} \right) \\
\pm \frac{1}{2} \sqrt{16C^2 + 4C^2 - 8CC + C^2} \frac{A^2B^2}{1} + \ldots \quad (122)\]

\[
\Delta = \frac{l_{BF} D^2}{\lambda} \left( \frac{2C}{AB} + \frac{C}{2AB} \right) \\
\pm \frac{1}{2} \sqrt{16C^2 + 4C^2 - 8CC + C^2} \frac{A^2B^2}{1} + \ldots \quad (123)\]

In principle it is easy to obtain further orders of approximation, but the resulting terms are expected to be very small and will not be worked out here.

D. The Heisenberg-Euler theory

Here we give an example for the procedure described in the preceding section. For small values of the field strength the Heisenberg-Euler theory can be described...
by the following Lagrangian \([3, 21]\) which results from a series expansion with respect to \(F\) and \(G\):

\[
\mathcal{L} = E_0^2 \left\{ -\frac{1}{2} \frac{F}{E_0^2} + \Lambda \left( \frac{G^2}{E_0^2} + 7 \frac{G^4}{E_0^4} \right) \right\}
\]

(124)

where

\[
\Lambda = \frac{\hbar c}{90\pi e^2} = 0.7363
\]

(125)

\[
E_0 = \frac{m^2 c^4}{e} = 6.048 \times 10^{15} \frac{\sqrt{\mathcal{G}}}{\sqrt{\text{cm s}}}.
\]

(126)

Here \(e\) is the electron charge, \(m\) is the electron mass, \(c\) is the speed of light and \(\hbar\) is Planck’s constant.

So the coefficients in (109) are

\[
\alpha = 0, \quad \beta = -\frac{E_0^2}{2}, \quad \beta = 0,
\]

\[
\gamma_1 = -\frac{C}{2} = \Lambda E_0^2, \quad \gamma_2 = -\frac{C}{2} = 0,
\]

\[
\gamma_3 = -\frac{C}{3} = 7\Lambda E_0^2.
\]

(127)

and

\[
\hat{A} = A = E_0^2.
\]

(128)

Hence

\[
\sigma_1(0) = \hat{\sigma}_1(0) = \frac{-14\Lambda}{E_0^2},
\]

\[
\sigma_2(0) = \hat{\sigma}_2(0) = \frac{-8\Lambda}{E_0^2}.
\]

(129)

For the four possibilities for the background field described in Section III we get, using again the abbreviation \(X = E, D, B, H\),

\[
v_{\text{p}}(\sigma_1) = c \left( 1 - \frac{7\Lambda X^2}{E_0^2} \right) + \ldots
\]

\[
v_{\text{p}}(\sigma_2) = c \left( 1 - \frac{4\Lambda X^2}{E_0^2} \right) + \ldots
\]

\[
\Delta(\sigma_1) = \frac{-14\Lambda l_{BF} X^2}{\Lambda E_0^2} + \ldots
\]

\[
\Delta(\sigma_2) = \frac{-8\Lambda l_{BF} X^2}{\Lambda E_0^2} + \ldots
\]

(130)

Using the same set-up as before for the large-scale experiment, with \(l_{BF} = 5 \text{ m}\) and \(\lambda = 500 \text{ nm}\) one gets:

\[
\Delta(\sigma_1) \approx -3 \times 10^{-24} \frac{X^2 \text{ cm s}^2}{\text{ g}}
\]

\[
\Delta(\sigma_2) \approx -2 \times 10^{-24} \frac{X^2 \text{ cm s}^2}{\text{ g}}.
\]

(131)

Therefore one needs a field-strength or an excitation of

\[
X \gtrsim 6 \times 10^6 \frac{\sqrt{\mathcal{G}}}{\sqrt{\text{cm s}}} \text{ for } \Delta(\sigma_1)
\]

(132)

or

\[
X \gtrsim 8 \times 10^8 \frac{\sqrt{\mathcal{G}}}{\sqrt{\text{cm s}}} \text{ for } \Delta(\sigma_2)
\]

(133)

to see any effect.

A similar calculation shows that for the small-scale experiment a field about two orders of magnitude smaller would be sufficient. However, even in this case one would need a field of more than \(10^6 \frac{\sqrt{\mathcal{G}}}{\sqrt{\text{cm s}}}\) to see an effect. This is clearly not achievable with present or near-future instruments.

V. CONCLUSIONS

Since Born and Infeld created their “new field theory” of electromagnetism \([2]\), different non-linear modifications of vacuum electrodynamics on the basis of a Lagrangian \(\mathcal{L}(F, G)\) have been discussed, where usually one considers only those theories that reproduce the standard vacuum Maxwell theory in sufficiently weak fields. All these new electrodynamical theories have in common that they predict that light travels along the null-cones of two optical metrics, one for each polarization state, where at least one of them differs from the vacuum Maxwell light-cone. At the same time they introduce at least one new dimensionfull constant of Nature.

While in the standard vacuum Maxwell theory the superposition principle holds, this is no longer true in other \(\mathcal{L}(F, G)\) theories. As a consequence, an electromagnetic background field would have an effect on the propagation of electromagnetic waves and thus, in particular, on the phase velocity of light. This is reflected by the fact that the optical metrics depend on the background field. The best technique for measuring small changes in the phase velocity of light with high accuracy is interferometry. In this paper we worked out the mathematical details for using interferometry as a test of \(\mathcal{L}(F, G)\) theories.

In cases where the constants of Nature that enter into the theory are known, as e.g. in the Heisenberg-Euler theory, an interferometric experiment could be used for confirming the theory by verifying the prediction. Unfortunately, in the case of the Heisenberg-Euler theory our estimates show that such a confirmation is not possible with electromagnetic fields that can be achieved in present-day or near-future experiments.

In cases where the constants of Nature that enter into the theory are not known, as e.g. in the Born-Infeld theory, a null result of the experiment would give bounds on these constants. Our estimates demonstrate that, with realistic (magnetic) fields, an interferometric experiment could place significant bounds on the Born-Infeld constant \(b_0\).
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APPENDIX: HAMILTONIAN FORMALISM IN TERMS OF THE EXCITATION

First we give a necessary and sufficient condition for the constitutive law \([5]\) to be locally solvable for \(F^{ab}\). By the implicit function theorem, this is true if the Jacobian of the map from the field-strength 6-vector to the excita-tion 6-vector is non-zero. After dividing by the factor \((4L_F^2 + L_G^2)^2\), which is non-zero unless the Lagrangian is constant and thus trivial, we find that this condition reads

\[
4L_F^2 + L_G^2 - 4(F^2 + 4G^2)L_{FF}L_{GG} + 4(F^2 + 4G^2)L_{FG}^2 + 8F_LL_{FF} + 16GL_LL_{FG} + 4F_LL_{GG}L_G - 2F_LL_{FG}L_G - 8G_LL_{FG}L_G + 2G_LL_{GG}\neq 0. \tag{134}
\]

It is easy to see that this condition is satisfied, for all field configurations, in the Born theory and also in the Born-Infeld theory. For the Heisenberg-Euler Lagrangian \([12]\) it is true as well, where we have to observe that this second-order theory is valid only as long as the magnitude of the field strength is small in comparison to \(E_0\).

Whenever the constitutive law \([5]\) can be solved for \(F_{mn}\), we can pass to a Hamiltonian description by a Leg-ende-re transformation \([12]\). In this appendix we derive some relevant equations of the Hamiltonian formalism that will be used in the body of the paper, based on an analogue formalism that was developed already by Born and Infeld \([2]\) for their special theory.

From \([12]\) and \([5]\) we find

\[
\frac{\partial H}{\partial H^{ij}} = -F_{ij} \tag{135}
\]

which is the Hamiltonian version of the constitutive law. In the case of vanishing sources, \(j^m = 0\), the Maxwell equations read

\[
\partial_m H^{mn} = 0 \quad \text{and} \quad \partial_{[a} F_{bc]} = 0. \tag{136}
\]

These two equations can be equivalently rewritten as

\[
\partial_{[a} \tilde{H}_{bc]} = 0 \quad \text{and} \quad \partial_n F^{mn} = 0. \tag{137}
\]

Comparison of \([5]\) and \([136]\) on one side and \([135]\) and \([137]\) on the other side demonstrates that the source-free theory is invariant under a duality rotation

\[
F^{mn} \leftrightarrow \tilde{H}^{mn}, \quad \mathcal{L} \leftrightarrow \mathcal{H}. \tag{138}
\]

In 3-vector notation, \(F^{mn} \leftrightarrow H^{mn}\) means \(E_\alpha \leftrightarrow H_\alpha\) and \(B_\alpha \leftrightarrow -D_\alpha\). Clearly, \(F^{mn} \leftrightarrow H^{mn}\) implies

\[
\tilde{F}^{mn} \leftrightarrow -H^{mn}, \quad F \rightarrow R, \quad G \rightarrow S. \tag{139}
\]

If we start from the Lagrangian \(\mathcal{L}(F_{mn})\) and work out all relevant equations of the theory in terms of the field strength, we get the relevant equations in terms of the excitation simply by applying the replacements \([138]\) and \([139]\). Note that this method works only in the case of vanishing sources, \(j^m = 0\), but for any Lagrangian \(\mathcal{L}(F_{mn})\) for which the constitutive law \([5]\) can be solved for \(F_{mn}\).

We now specify to a Lagrangian of the Plebański class. We recall that in this case the constitutive law reads

\[
H^{ab} = -2L_F F^{ab} + L_G \tilde{F}^{ab}. \tag{140}
\]

Similarly, \([135]\) specifies to

\[
F_{ab} = 2\mathcal{H} R H_{ab} - \mathcal{H} S \tilde{H}_{ab}. \tag{141}
\]

Inserting \([140]\) into \([12]\) yields

\[
\mathcal{H}(R, S) = 2L_F F + 2L_G G - \mathcal{L}(F, G) \tag{142}
\]

while inserting \([141]\) into \([12]\) yields

\[
\mathcal{H}(R, S) = 2\mathcal{H} R R + 2\mathcal{H} S S - \mathcal{L}(F, G). \tag{143}
\]

From these two equations we read that

\[
L_F F + L_G G = \mathcal{H} R R + \mathcal{H} S S. \tag{144}
\]

Also, from \([140]\) we find immediately that

\[
R = (-4L_F^2 + L_G^2)^2 F - 8L_F L_G G, \tag{145}
\]

\[
S = (-4L_F^2 + L_G^2)^2 G + 2L_F L_G F.
\]

Similarly, from \([141]\) we find that

\[
F = (-4\mathcal{H} R^2 + \mathcal{H} S^2)^2 R - 8\mathcal{H} R \mathcal{H} S S, \tag{146}
\]

\[
G = (-4\mathcal{H} R^2 + \mathcal{H} S^2)^2 S + 2\mathcal{H} R \mathcal{H} S R.
\]

In Section IV C the equations \([140]\) to \([146]\) are used for calculating series expansions of the Lagrangian and the Hamiltonian theory up to second order in \(F\) and \(G\). This enables one to calculate the first post-Maxwellian results of the discussed experiment for an arbitrary Lagrangian of the Plebański class.
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