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Abstract

We study the minimal gap statistic for sequences of the form $(\alpha x_n)_{n=1}^{\infty}$ where $(x_n)_{n=1}^{\infty}$ is a sequence of real numbers, and its connection to the additive energy of $(x_n)_{n=1}^{\infty}$. Inspired by a recent paper of Aistleitner, El-Baz and Munsch we show conditionally on the Lindelöf Hypothesis that if the additive energy is of lowest possible order then for almost all $\alpha$, the minimal gap $\delta_{\alpha}^\text{min}(N) = \min\{\alpha x_m - \alpha x_n \mod 1 : 1 \leq m \neq n \leq N\}$ is close to that of a random sequence, a result Rudnick showed for integer-valued sequences. We also show unconditional results in this direction, as well as some converse theorems about sequences with large additive energy.

1 Introduction and Statement of Results

Given a sequence of real numbers $(x_n)_{n \geq 1}$, our goal is to understand the minimal gap

$$\delta_{\text{min}}((x_n)_{n \geq 1}, N) = \min (\|x_m - x_n\| : m, n \leq N, m \neq n)$$

Where $\|x\| = \min_{k \in \mathbb{Z}} |x - k|$ is the distance of $x$ to the nearest integer. In the random case, that is for $N$ independent uniformly distributed points in the unit interval, the minimal gap is almost surely of size about $\frac{1}{N^2}$. The minimal gap is always at most $\frac{1}{N}$, as that is the average size of the gap between two consecutive points.

Computing the minimal gap of a given sequence is difficult, and so we will mainly discuss the metric theory of minimal gaps. Fix a sequence $X = (x_n)_{n \geq 1}$. We will study the properties of the sequence $(\alpha x_n)_{n \geq 1}$ for $\alpha \in \mathbb{R}$. We want to understand under which conditions we can show that for almost all $\alpha$ the minimal gap

$$\delta_{\text{min}}^\alpha(N) = \delta_{\text{min}}((\alpha x_n)_{n \geq 1}, N)$$

is of size approximately $\frac{1}{N^{2+\varepsilon}}$ as in the random case. When $x_n$ are integers this problem was investigated by Rudnick [12] and by Aistleitner, El-Baz and Munsch [2]. As an example of their results, Rudnick [12] showed that if the additive energy of the sequence, a concept we define below, is $\ll N^{2+\varepsilon}$ for all $\varepsilon > 0$, then for almost all $\alpha$ we have

$$\delta_{\text{min}}^\alpha(N) \ll \frac{1}{N^{2-\varepsilon}}$$

for all $\varepsilon > 0$. In [2], Aistleitner, El-Baz and Munsch the minimal gap statistic is related to the size of the difference set, for example they show that for almost all $\alpha$, for infinitely many $N$ we have

$$\delta_{\text{min}}^\alpha(N) \ll \frac{1}{C_N}$$

where $C_N = \# \{x_n - x_m : 1 \leq m \neq n \leq N\}$ is the size of the difference set. The purpose of this paper is to develop the theory for real valued sequences, which poses several new issues.

It is relatively easy to show that under very mild spacing conditions on $x_n$ the minimal gap cannot be too small. More specifically, we have
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Theorem 1.1. Assume that there is some constant $c > 0$ such that $x_{n+1} - x_n \geq \frac{c \log(n)}{n}$. Then for almost all $\alpha$ we have

$$\delta_{\alpha}^{\min}(N) > \frac{1}{N^2 \log(N)^{1+o(1)}}$$

where the implied rate of decay $o(1)$ depends on $\alpha$.

To ensure that the minimal gap is small, we give the following criterion in terms of the number of solutions to a certain Diophantine inequality and a mild spacing condition on $x_n$. This follows the ideas of Rudnick and Technau [15], where an analogous condition is developed for the question of the metric pair correlation of the sequence $x_n$.

Theorem 1.2. Fix some $2 \geq \beta > 1$. Suppose that $x_{n+1} - x_n \geq c$ for some $c > 0$ and that for all $\varepsilon > 0$ we have

$$\sum_{1 \leq j_1, j_2 \leq N^{\beta-\varepsilon}} \sum_{1 \leq m_1, m_2, n_1, n_2 \leq N \atop m_1 \neq n_1, m_2 \neq n_2} 1(|j_1(x_{m_1} - x_{n_1}) - j_2(x_{m_2} - x_{n_2})| < 1) \leq C(\varepsilon)N^{4-\varepsilon}$$

for some constant $C(\varepsilon)$. Then for almost all $\alpha$,

$$\delta_{\alpha}^{\min}(N) \ll \frac{1}{N^{\beta-\varepsilon}}$$

for all $\varepsilon > 0$.

Our main goal in the rest of this paper is to bound this sum for various sequences. We follow the technique in [1] in order to give a criterion in terms of the “additive energy” of the sequence $X$, which we define by

$$E^*(X, N, \gamma) = \# \left\{ (n_1, n_2, n_3, n_4) \in [1, N]^4 : \left| x_{n_1} + x_{n_2} - x_{n_3} - x_{n_4} \right| < \gamma \right\}$$

and by convention when we do not write $\gamma$ we let it be equal to 1, that is

$$E^*(X, N) = E^*(X, N, 1)$$

We always have $E^*(X, N) \geq N^2$ and by our spacing conditions it is easy to see that $E^*(X, N) \ll N^3$ (as $n_1, n_2, n_3$ determine $n_4$ up to a finite number of options). The additive energy measures in a sense how much additive structure our sequence has. For example, an arithmetic progression has additive energy $\gg N^3$, of highest possible order, and the sequence $x_n = 2^n$ has additive energy $\ll N^2$, of lowest possible order. In [12] it is shown that if the additive energy of an integer-valued sequence is at most $N^{2+o(1)}$, then the minimal gap is for almost all $\alpha$ of size $\frac{1}{N^{2+o(1)}}$. We will, conditionally, show the corresponding result for real-valued sequences:

Theorem 1.3. Assume the Lindelöf Hypothesis. Take a sequence $X = (x_n)_{n \geq 1}$ of positive real numbers such that there exists a constant $c > 0$ such that $x_{n+1} - x_n \geq c$, and that $x_n$ is of polynomial growth, that is there exists some constant $C$ such that $x_n \ll n^C$. Assume furthermore that for some $\theta$, for all $\varepsilon > 0$

$$E^*(X, N) \ll N^{\theta+\varepsilon}$$

Then for almost all $\alpha$,

$$\delta_{\alpha}^{\min}(N) < \frac{1}{N^{4-\theta-o(1)}}$$

where the implied rate of decay $o(1)$ is dependent on $\alpha$.

In particular, if the conditions of [13] hold with $\theta = 2$, that is

$$E^*(X, N) \ll N^{2+\varepsilon}$$
for all $\varepsilon > 0$ then for almost all $\alpha$ we have

$$\delta_{\min}^{\alpha} (N) = \frac{1}{N^{2+o(1)}}$$

For example, if $x_n = n^{\theta}$, $\theta \geq 2$ then by Theorem 2 in [11], $E^* (X, N) = N^{2+o(1)}$ and so the theorem applies in this case.

We will show that this result is optimal, in the sense that for all $2 \leq \theta \leq 3$ there is a sequence $x_n$ such that $E^* (X, N) = N^{\theta+o(1)}$ and for almost all $\alpha$ we have $\delta_{\min}^{\alpha} (N) < \frac{1}{N^{(4-\theta)/2}+o(1)}$.

We have written this result mainly to illustrate the use of the technique. In fact, we shall prove a more general result:

**Theorem 1.4.** Take a sequence $X = (x_n)_{n \geq 1}$ of positive real numbers such that there exists a constant $c > 0$ such that $x_{n+1} - x_n \geq c$. Assume furthermore that for some $\theta \geq 2$ and for all $\varepsilon > 0$

$$E^* (X, N) \ll N^{\theta+\varepsilon}$$

Assume that for some $\kappa \geq 2$ we have the bound

$$\frac{1}{T} \int_0^T \left| \zeta \left( \frac{1}{2} + it \right) \right|^\kappa \, dt \ll T^{m(\kappa)+\varepsilon}$$

on the $\kappa$th moment of the Riemann zeta function. Then for almost all $\alpha$,

$$\delta_{\min}^{\alpha} (N) < \frac{1}{N^{\frac{(4-\theta)(\kappa-2)}{\kappa+4m(\kappa)}-o(1)}}$$

where the implied rate of decay $o(1)$ is dependent on $\alpha$.

For example, suppose we knew that $\zeta \left( \frac{1}{2} + it \right) = O(t^{\mu+\varepsilon})$ for all $\varepsilon > 0$. Then, $m(\kappa) \leq \mu \kappa$ and so taking $\kappa \to \infty$ we would have a minimal gap of size at most $\frac{1}{N^{4-\frac{1}{2}(2+\varepsilon)}}$. In particular, assuming the Lindelöf Hypothesis we have $\mu = 0$, and thus we get Theorem 1.4 as a corollary.

An important special case is when the additive energy is of smallest possible order, that is $\theta = 2$. In this case directly applying Theorem 1.4 we get

**Corollary 1.5.** Take a sequence $X = (x_n)_{n \geq 1}$ of positive real numbers such that there exists a constant $c > 0$ such that $x_{n+1} - x_n \geq c$. Assume furthermore that for all $\varepsilon > 0$

$$E^* (X, N) \ll N^{2+\varepsilon}$$

Assume that for some $\kappa \geq 2$ we have the bound

$$\frac{1}{T} \int_0^T \left| \zeta \left( \frac{1}{2} + it \right) \right|^\kappa \, dt \ll T^{m(\kappa)+\varepsilon}$$

on the $\kappa$th moment of the Riemann zeta function. Then for almost all $\alpha$,

$$\delta_{\min}^{\alpha} (N) < \frac{1}{N^{\frac{2}{\kappa+4m(\kappa)}-o(1)}}$$

where the implied rate of decay $o(1)$ is dependent on $\alpha$. 
It is interesting to note that the convexity bound \( \zeta \left( \frac{1}{2} + it \right) \ll t^{1/4 + \varepsilon} \) gives the trivial bound \( \frac{1}{N} \) on the minimal gap, and so any subconvexity bound on the zeta function gives a non-trivial result.

Using Heath-Brown’s bound on the 12-th moment of the Riemann zeta function in [10] which in our terms states that \( m(12) \leq 1 \) we see that under the assumptions of [3] the minimal gap is of size at most \( \frac{1}{N^{1/2} - \varepsilon} \). Applying Heath-Brown’s bound in Theorem 1.4 we get a non-trivial bound on the minimal gap for \( \theta < 2.4 \), that is if we know that \( E^*(X, N) \ll N^\theta \) for some \( \theta < 2.4 \), then for some constant \( \delta > 0 \) the minimal gap is almost always smaller than \( \frac{1}{N^{1/2} - \varepsilon} \).

Our arguments in Theorems 1.3 and 1.4 are in part an adaptation of those in Aistleitner, El-Baz and Munsch in [1], where these techniques are used in the setting of pair correlation.

We will also show using purely elementary arguments that certain sequences satisfy the metric property we want, specifically rapidly growing sequences and quadratic polynomials.

**Theorem 1.6.** Take a sequence \( X = (x_n)_{n \geq 1} \) of positive real numbers such that for every \( \varepsilon > 0 \), for all \( n \) large enough we have

\[
x_{n+1} > \left( 1 + \frac{1}{n^\varepsilon} \right) x_n
\]

Then for almost all \( \alpha \),

\[
\delta^\alpha_{\min}(N) < \frac{1}{N^{2 - o(1)}}
\]

where the implied rate of decay \( o(1) \) is dependent on \( \alpha \).

Clearly every lacunary sequence satisfies this growth condition and so the conclusion of the theorem applies in this case. However, this theorem applies also to some sequences which grow subexponentially such as \( x_n = e^{(log n)^\theta} \) for any \( \theta \in \mathbb{R} \).

We also show this property for quadratic polynomials:

**Theorem 1.7.** For any \( a, b, c \in \mathbb{R} \) such that \( a \neq 0 \), look at the sequence \( X = (an^2 + bn + c)_{n \geq 1} \). For almost all \( \alpha \),

\[
\delta^\alpha_{\min}(N) < \frac{1}{N^{2 - o(1)}}
\]

where the implied rate of decay \( o(1) \) is dependent on \( \alpha \).

In the case where \( a, b, c \) are integers (or rational numbers) this follows from [12], but the case where \( a, b, c \) are general real numbers is new.

The core idea in all the upper bounds we have given so far is that the random variables \( (x_n - x_m)\alpha \) for \( \alpha \in \mathbb{R} \), which are the gaps, are essentially independent and therefore should behave as in the random case. In [13] the additive energy is essentially a variance bound, in [10] we use the rapid growth of \( x_n \) to show the independence, and in [14] we use the fact that we are able to compute \( x_n - x_m \) fairly explicitly.

In contrast, we shall also discuss the sequence \( \sqrt{n} \), where we do not show a metric result but a result specifically about the gaps of the sequence \( \sqrt{n} \) itself. Properties of the gaps of \( \sqrt{n} \) have been studied in [8] where their gap distribution is computed and is surprisingly shown to not be Poissonian (as in the random case), and in [7] where in contrast their pair correlation is shown to be Poissonian. In the result on pair correlation, as in our case, we have to throw away the squares as they trivially cause the pair correlation to fail or the minimal gap to be \( 0 \). We will compute the minimal gap of the sequence:

**Theorem 1.8.** The minimal gap of the sequence \( \sqrt{n} \) is asymptotically equal to \( \frac{1}{2N^{1/2}} \), that is

\[
\delta_{\min} \left( \left( \sqrt{n} \right)_{k \neq n, \sqrt{n}} \right) \sim \min \left( \| \sqrt{m} - \sqrt{n} \| : m, n \leq N, m \neq n, \sqrt{m}, \sqrt{n} \notin \mathbb{Z} \right) \sim \frac{1}{2N^{1/2}}
\]

\( \frac{1}{2N^{1/2}} \)

A tiny improvement comes from using Ivić’s bound which is Theorem 8.3 in [9] where \( \kappa = 178/13 \) and \( m(\kappa) = 16/13 \), giving an exponent \( 1 + 31/121 = 1.2562... \), and a non-trivial bound on the minimal gap for \( \theta < 183/76 = 2.4079... \).
Notice that this is in stark contrast to the random case.

In the last section we discuss sequences with large additive energy. We will try to understand how true the converse to 1.4 is: given a sequence with large additive energy, what can we say about its minimal gap? It is easy to generate a sequence with large additive energy, but small metric minimal gap, simply by interlacing the terms of a sequence with large additive energy and a sequence with small metric minimal gap. Therefore, the best one can hope for given a sequence with large additive energy, is to find a relatively dense subsequence with large minimal gap. In the case where the sequence is integer-valued we establish the following:

**Theorem 1.9.** Let \( x_n \) be a monotone increasing sequence of positive integers such that for some \( r > 0 \)

\[
E_N := \# \{(a, b, c, d) \in [1, N]^4 \mid x_a + x_b = x_c + x_d\} \geq rN^3
\]

Then there exist increasing sequences of positive integers \( n_k, a_k \to \infty \) such that \( n_k \) is of density bounded from below in \( \{1, 2, \ldots, aN\} \) and for almost all \( \alpha \) we have

\[
\delta_{\min}^{\alpha}(x_{n_k}, aN) \gg \frac{1}{aN \log(aN)^{1+\varepsilon}}
\]

The key is the Balog-Szemerédi-Gowers theorem, which essentially says that a set with large additive energy contains a large subset with a relatively small difference set, and we shall show that an integer sequence with a small difference set has a large minimal gap. For the case of real-valued sequences, the answer is more subtle and depends on the covering number of the difference set with respect to different scales. Define the covering number of a set \( A \subset \mathbb{R} \) with respect to a scale \( \gamma \) to be

\[
\text{cov}(A, \gamma) = \inf_{B \subset \mathbb{R}} \{ |B| \mid \forall a \in A \exists b \in B : |a - b| < \gamma \}
\]

that is, the smallest number of balls with a radius of \( \gamma \) that are needed to cover \( A \). A natural question is what are the conditions on \( \gamma \) required in order to deduce that a sequence whose difference set has a small covering number on scale \( \gamma \) has a large minimal gap. In the case where \( \gamma \) is small we prove

**Theorem 1.10.** For any sequence of real numbers \( x_n \) such that \( x_{n+1} - x_n \geq \frac{c \log n}{n} \) for some constant \( c > 0 \), if for some \( \varepsilon_0 > 0 \) we have

\[
\text{cov}(X_N - X_N, \gamma) \ll N
\]

where \( \gamma = \frac{1}{N \log(N)^{1+\varepsilon_0}} \), we have that for every \( \varepsilon > 0 \) and for almost all \( \alpha \in \mathbb{R} \) that

\[
\delta_{\min}^\alpha(x_n) \gg \frac{1}{N \log(N)^{1+\varepsilon}}
\]

From this we will deduce the following corollary, which is an analogue of Theorem 1.9 in the real-valued case:

**Corollary 1.11.** Let \( x_n \) be a sequence of real numbers such that \( x_{n+1} - x_n \geq \frac{c \log n}{n} \) for some constant \( c > 0 \), and for some constant \( r > 0 \) we have

\[
E(X, N, \gamma) \geq rN^3
\]

Then there exist increasing sequences of positive integers \( n_k, a_k \to \infty \) such that \( n_k \) is of density bounded from below in \( \{1, \ldots, aN\} \) and for almost all \( \alpha \) we have

\[
\delta_{\min}^\alpha(x_{n_k}, aN) \gg \frac{1}{aN \log(aN)^{1+\varepsilon}}
\]

If \( \gamma \) is slightly larger, we show:
Theorem 1.12. There exists a sequence $\varepsilon_n \downarrow 0$ such that the sequence $x_n = n - \frac{1}{n+\varepsilon_n}$ satisfies for all $\varepsilon > 0$ and for almost all $\alpha \in \mathbb{R}$ that

$$\delta_{\min}^\alpha(N) \ll \frac{1}{N^{2-\varepsilon}}$$

where the implied constant depends on $\alpha$ and $\varepsilon$.

Notice that this sequence satisfies that

$$\text{cov}(X_N - X_N, \gamma) \ll N$$

for $\gamma = \frac{1}{N^{1-\varepsilon}}$.

As we will briefly discuss when we prove this theorem, this is a phenomenon that occurs only in the real valued case, and is not visible when dealing with integer valued sequences. For converse results on the absence of almost sure Poisson pair correlation if the additive energy is large, see [3, 5].

2 Preliminaries

We will use the notation $\mathbb{1}_{[-\frac{1}{M}, \frac{1}{M}]}$ for the indicator function of the interval $[-1/M, 1/M]$ extended with period 1. Let us look at the function

$$X_{N,M}(\alpha) = \sum_{1 \leq m \neq n \leq N} \mathbb{1}_{[-\frac{1}{M}, \frac{1}{M}]}(\alpha x_m - \alpha x_n)$$

By definition, $X_{N,M}(\alpha)$ is positive if and only if $\delta_{\min}^\alpha(x_n) \leq \frac{1}{M}$, and so our question is for what size of $M$ can we ensure that $X_{N,M}(\alpha)$ is almost always positive. The general idea is to find the expectation of $X_{N,M}$, bound its variance and then finish by a standard argument using Chebyshev’s inequality and Borel-Cantelli. The variance will turn out to be essentially the number of solutions to a certain Diophantine inequality. We will first bound this in the general case using the Riemann zeta function, and in two specific cases (quadratic polynomials and rapidly growing sequences) we will bound the sum directly in an elementary way.

In the integer-valued case, we can simply integrate with respect to the Lebesgue integral on the interval $[0,1]$, and use the fact that $(\alpha + 1)x_n = \alpha x_n$. In the real-valued case we cannot do this as the Lebesgue measure is not a probability measure on $\mathbb{R}$, and so we must integrate with respect to a different measure. A good choice is the measure $\mu$ which is defined by

$$d\mu(x) = a(x)dx := \frac{\sin^2(\pi x)}{(\pi x)^2}dx$$

Given a function $F$, our definition of the Fourier transform will be

$$\hat{F}(\xi) = \int_{\mathbb{R}} e^{-i\xi t}F(t)dt$$

The Fourier transform of the function $a(x) = \frac{\sin^2(\pi x)}{\pi^2 x^2}$ is

$$\hat{a}(y) = \text{max} \left( \frac{2\pi - |y|}{2\pi}, 0 \right)$$

which is compactly supported on the interval $(-2\pi, 2\pi)$, and uniformly bounded by 1. Notice that we have normalized $a$ so that

$$\int_{\mathbb{R}} a(x)dx = 1$$

To make the analysis cleaner it will be useful to replace $\mathbb{1}_{[-\frac{1}{M}, \frac{1}{M}]}$ with a smoother function. A nice choice are the Selberg polynomials $f^\pm_{M-1,1,M}$, which are trigonometric polynomials of degree at most $M - 1$ that satisfy

$$f^\pm_{M-1,1,M}(x) \leq \mathbb{1}_{[-\frac{1}{M}, \frac{1}{M}]}(x) \leq f^\pm_{M-1,1,M}(x)$$
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for all $x$, and also that
\[ f^\pm_{M-1,1,M}(x) = \sum_{|j| < M} c^\pm_j e^{2\pi i j x} \]
where
\[ |c^\pm_j| \leq \min\left(\frac{2}{M}, \frac{1}{\pi |j|}\right) + \frac{1}{M} \leq \frac{3}{M} \]
and also
\[ c_0^- = \int_0^1 f^-_{M-1,1,M}(x)dx = \frac{1}{M}, \quad c_0^+ = \int_0^1 f^+_{M-1,1,M}(x)dx = \frac{3}{M} \]
Now we can define
\[ X^\pm_{N,M}(\alpha) = \sum_{1 \leq m \neq n \leq N} f^\pm_{M-1,1,M}(\alpha x_m - \alpha x_n) \]
Notice that
\[ X^-_{N,M}(\alpha) \leq X_{N,M}(\alpha) \leq X^+_{N,M}(\alpha) \]
Therefore bounding $X^+_{N,M}$ from above corresponds to bounding the minimal gap from below, and bounding $X^-_{N,M}$ from below corresponds to bounding the minimal gap from above. For clarity, we will write $f^\pm := f^\pm_{M-1,1,M}$.

3 Minimal Gaps are not too Small

In this section we shall prove Theorem [1.1]. We shall do this by computing the expectation of $X^+_{N,M}$ and showing that it is small. Notice that
\[ \left| \mathbb{E}\left[X^+_{N,M}, \mu\right] - \frac{3N(N-1)}{M} \right| = \left| \sum_{1 \leq m \neq n \leq N} \int_{\mathbb{R}} \left( f^+(\alpha x_m - \alpha x_n) - \frac{3}{M} \right) a(\alpha)d\alpha \right| = \]
\[ = \left| \sum_{0 < |j| < M} c^+_j \sum_{1 \leq m \neq n \leq N} \int_{\mathbb{R}} e^{2\pi i j(\alpha x_m - \alpha x_n)} a(\alpha)d\alpha \right| \leq \]
\[ \leq \frac{3}{M} \sum_{0 < |j| < M} \sum_{1 \leq m \neq n \leq N} \delta(2\pi j(x_n - x_m)) \leq \]
\[ \leq \frac{3}{M} \sum_{1 \leq m \neq n \leq N} \sum_{0 < |j| < M} \mathbb{1}(|j(x_n - x_m)| < 1) \]
Assume without loss of generality that $n > m$. By our spacing conditions, for a pair $j, n, m$ to contribute to the sum we must have
\[ 1 > |j(x_n - x_m)| > \left| \frac{j(n-m)\log(n)}{n} \right| \]
and so we must have
\[ \frac{n}{\log(n)} > j(n-m) \]
Fixing $n$, the number on the right is the number of integer points under the hyperbola $xy = \frac{n}{\log(n)}$ and this is easily seen to be $\ll n$. Summing over $n$ from 1 to $N$ we get that the error term contributes $\ll \frac{N^2}{M}$ and so
\[ \mathbb{E}\left[X^+_{N,M}, \mu\right] \ll \frac{N^2}{M} \]
Fix some constant \(\varepsilon > 0\), and for every \(\gamma \in \mathbb{R}, N \in \mathbb{N}\) define

\[ A(N, \gamma) = \left\{ \alpha \in \mathbb{R} : a(\alpha) \geq \gamma, \delta_{\min}^\alpha(N) \leq \frac{1}{N^2 \log(N)^{1+\varepsilon}} \right\} \]

Using our bound on the expectation we get

\[ \gamma \cdot |A(N, \gamma)| \leq \mathbb{E} \left[ X_{N,N^2 \log(N)^{1+\varepsilon}}^+, \mu \right] = \frac{1}{\log(N)^{1+\varepsilon}} \]

and so

\[ |A(N, \gamma)| \ll \frac{1}{\gamma \log(N)^{1+\varepsilon}} \]

Using Borel-Cantelli and the fact that the series \(\sum_{n=1}^{\infty} \frac{1}{n^{1+\varepsilon}}\) converges, we see that the set of \(\alpha\) that are in \(A(2^N, \gamma)\) for infinitely many \(N\) is of measure 0. Take \(\alpha\) such that for all \(N\) large enough, \(\alpha \notin A(2^N, \gamma)\). For such an \(\alpha\), for any large enough \(n \in \mathbb{N}\), taking \(N\) to be the unique positive integer such that

\[ 2^{N-1} < n \leq 2^N \]

we see that

\[ \delta_{\min}^\alpha(n) \geq \delta_{\min}^\alpha(2^N) \geq \frac{1}{24N \log(2^N)^{1+\varepsilon}} \geq \frac{1}{5n^2 \log(n)^{1+\varepsilon}} \]

Therefore, for any \(\gamma > 0\), the set of \(\alpha\) that satisfy

\[ a(\alpha) \geq \gamma \]

and also do not satisfy

\[ \delta_{\min}^\alpha(n) \geq \frac{1}{5n^2 \log(n)^{1+\varepsilon}} \]

is of measure 0. As the set of zeroes of \(a(\alpha)\) is countable, and therefore of measure 0, we see that for almost every \(\alpha\), for all \(n\) large enough we have

\[ \delta_{\min}^\alpha(n) \geq \frac{1}{5n^2 \log(n)^{1+\varepsilon}} \]

for every \(\varepsilon > 0\), as required.

### 4 Minimal Gaps can be Small

In this section, we will show how the variance of \(X_{N,M}^\pm\) can be bounded in terms of the sum appearing in Theorem 1.2. From here on we assume that for some constant \(c > 0\) we have \(x_{n+1} - x_n \geq c\). In fact, rescaling \(x_n\) we can assume that \(x_{n+1} - x_n \geq 1\), as this obviously does not affect metric properties. In this case we have

\[ \mathbb{E} \left[ X_{N,M}^+, \mu \right] = \frac{3N(N-1)}{M} \]

\[ \mathbb{E} \left[ X_{N,M}^-, \mu \right] = \frac{N(N-1)}{M} \]

as looking at our computations in the previous section we see that \(\left| 2\pi j(x_n - x_m) \right| \geq 2\pi\), and so \(\hat{a}(2\pi j(x_n - x_m)) = 0\) which implies this result.

Now we will bound the variance of \(X_{N,M}^-\). By definition, we have

\[ \text{Var} \left( X_{N,M}^-, \mu \right) = \text{Var} \left( X_{N,M}^- - \frac{N(N-1)}{M}, \mu \right) = \mathbb{E} \left[ \left( X_{N,M}^- - \frac{N(N-1)}{M} \right)^2, \mu \right] = \]
\[
\begin{align*}
&= \sum_{0 < |j_1|, |j_2| < M} \sum_{m \neq m_1, m_2 \neq n_2} c_{j_1}^{-1} c_{j_2}^{-1} \int_{\mathbb{R}} e^{2\pi i \alpha (j_1(x_{m_1} - x_{n_1}) - j_2(x_{m_2} - x_{n_2}))} a(\alpha) d\alpha \\
&\ll \frac{1}{M^2} \sum_{0 < j_1, j_2 < M} \sum_{m_1 < m_2 \neq n_2} 1(|j_1 (x_{m_1} - x_{n_1}) - j_2 (x_{m_2} - x_{n_2})| < 1) \sum_{1 \leq m_1, m_2, n_2 \leq N} \sum_{1 \leq m_1, m_2, n_2 \leq N} 1(|j_1 (x_{m_1} - x_{n_1}) - j_2 (x_{m_2} - x_{n_2})| < 1)
\end{align*}
\]

For technical reasons, it will be more convenient to use the Cauchy-Schwarz inequality to separate \(j_1, j_2\) into dyadic intervals. Writing \(U = \lfloor \log_2(M) \rfloor\), so that \(2^U > M\) we get

\[
\begin{align*}
\operatorname{Var}(X_{N,M}, \mu) &\ll \int_{\mathbb{R}} \left( \sum_{u=1}^{U} \left( \sum_{2^{u-1} \leq |j| < 2^u} \sum_{1 \leq m_1, m_2, n_2 \leq N} |c_{j}^{-1} e^{2\pi i j \alpha (x_{m} - x_{n})}|^2 \right) a(\alpha) d\alpha \right) d\mu < \\
&\ll \frac{\log(N)}{M^2} \sum_{u=1}^{U} \sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{m_1 < m_2 \neq n_2} 1(|j_1 (x_{m_1} - x_{n_1}) - j_2 (x_{m_2} - x_{n_2})| < 1)
\end{align*}
\]

Recall that we have assumed that this sum is \(\ll N^{4-\varepsilon}\) if \(M = N^{\beta - \varepsilon}\), and therefore

\[
\operatorname{Var}(X_{N,M}, \mu) \ll \frac{N^{4-\varepsilon}}{M^2}
\]

In the next section we will show how a small variance implies a relatively small minimal gap which will complete the proof of Theorem 1.2 and then we shall bound the number of solutions to this Diophantine inequality in various cases.

## 5 Variance to Minimal Gap

This argument is standard but is included for the sake of completeness. In general, suppose we are given a sequence of random variables \(Z_n\) such that \(\mathbb{E}[Z_n] > 0\) and we wish to show that almost always, all but finitely many \(Z_n\) are positive. Notice that by Chebyshev’s inequality we have

\[
\mathbb{P}(Z_n \leq 0) \leq \mathbb{P}(|Z_n - \mathbb{E}[Z_n]| \geq \mathbb{E}[Z_n]) \leq \frac{\operatorname{Var}(Z_n)}{\mathbb{E}[Z_n]^2}
\]

and so by Borel-Cantelli it is enough that

\[
\sum_n \frac{\operatorname{Var}(Z_n)}{\mathbb{E}[Z_n]^2} < \infty
\]

In our case, taking \(M = N^{\beta - \varepsilon}\) and using what we know about the variance and the expectation we have

\[
\frac{\operatorname{Var}(X_{N,M}, \mu)}{\mathbb{E}[X_{N,M}, \mu]^2} \ll \frac{1}{N^{\varepsilon}}
\]

Now taking the random variables

\[
Z_n = X_{2^n, 2^n(\beta - \varepsilon)}
\]
we see that
\[ \sum_n \text{Var}(Z_n) \ll \sum_n \frac{1}{2^n} < \infty \]
and so for almost all \( \alpha \), for all \( n \) large enough we have
\[ \delta_{\min}^{\alpha}(2^n) < \frac{1}{2^{n(\beta-\epsilon)}} \]
Now, taking any \( N \) large enough, and choosing \( n \) to be the unique integer such that \( 2^n \leq N < 2^{n+1} \) we have
\[ \delta_{\min}^{\alpha}(N) \ll \frac{1}{N^{\beta-\epsilon}} \]
for almost all \( \alpha \). Now, taking \( \epsilon = \frac{1}{n} \) and taking a countable intersection of sets of full measure we see that for almost all \( \alpha \),
\[ \delta_{\min}^{\alpha}(N) < \frac{1}{N^{\beta-o(1)}} \]
as required.

6 Bounding the Riemann zeta function

In the following sections, we will prove Theorems 1.3 and 1.4, following the method in Aistleitner, El-Baz and Munsch [1]. This is slightly technical, so let us explain the general idea:

We are trying to bound the amount of pairs of numbers of the form \( j_1(x_{n_1} - x_{m_1}) \) and \( j_2(x_{n_2} - x_{m_2}) \) which are close. This is the same as asking when \( j_1(x_{n_1} - x_{m_1}) \) is close to 1. In general, given a sequence of numbers \( y_1, y_2, \ldots \), in order to find how many numbers are close to 1, we can look at the Dirichlet polynomial
\[ \sum j^it \]
and integrate this multiplied by a function \( \Phi \) whose Fourier transform is supported in a small interval around 0. In our case, the multiplicative structure of the sequence \( y_n \) allows us to factor the Dirichlet polynomial as
\[ \prod j^{i t} \sum (x_n - x_m)^{i t} \]
The first sum can be related to the Riemann zeta function, and then we can bound it using known bounds on the Riemann zeta function. As for the second sum, when we multiply it by \( \Phi \) and integrate it we get the number of pairs of numbers of the form \( x_{n_1} - x_{m_1} \) and \( x_{n_2} - x_{m_2} \) which are close to each other, which is essentially the additive energy.

In this section we will prove 1.3 as an introduction to the method, and leave 1.4 for the next section, as there are some extra technicalities.

To simplify notation, let \( \{z_1, \ldots, z_{N(N-1)}\} \) be the multiset (that is, multiplicity is allowed) of differences \( \{x_n - x_m : 1 \leq m < n \leq N\} \). Then, from the computation in the previous sections we see that it is enough to show that the sum
\[ \sum_{2^{n-1} \leq j_1, j_2 < 2^n} \sum_{1 \leq m, n \leq N} \mathbb{1}(|j_1 z_m - j_2 z_n| < 1) \]
is bounded by \( N^{4-\epsilon} \) for \( 2^n \leq N^{4-\beta-\epsilon} \). Notice that \( |j_1 z_m - j_2 z_n| < 1 \) is equivalent to \( |j_1 \frac{z_m}{j_2} - \frac{z_m}{z_n}| < \frac{1}{j_2 z_n} \) and so by the triangle inequality \( \frac{z_m}{j_2} < \frac{4 + 1}{2j_2} \leq 2 \). In the same way we get \( \frac{1}{j_2} < \frac{z_m}{j_2} \).

Since we assumed that \( x_n \) is of polynomial growth, we can divide the interval \([1, N^\beta]\) into approximately \( \log N \) dyadic intervals of the form \([2N^\beta, 4N^\beta]\) where \( \beta \in [0, C] \), and split the sum according to the dyadic
interval that \( z_n \) lies in. As we have just shown above, if \( z_n \in [2N^\beta, 4N^\beta] \) then \( z_m \in [N^\beta, 8N^\beta] \), and so we see that it is enough to show that the sum

\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \in [N^\beta, 8N^\beta]} 1(|j_1 z_m - j_2 z_n| < 1)
\]

is bounded by \( N^{4-\varepsilon} \) for \( \beta \in [0, C] \).

Let \( T = 2^{u-1} N^\beta \). The inequality \(|j_1 z_m - j_2 z_n| < 1\) implies

\[
\frac{|j_1 z_m - 1|}{j_2 z_n} < \frac{1}{2} \leq \frac{1}{2^{u-1} N^\beta} = \frac{1}{T}
\]

For \( x \) small enough we have \(|\log(1 + x)| \leq 2|x|\) and so we just need to bound the number of solutions to

\[
|\log \left( \frac{j_1 z_m}{j_2 z_n} \right) | < \frac{2}{T}
\]

Define the Dirichlet polynomials

\[
D(t) = \sum_{2^{u-1} \leq j_1, j_2 < 2^u} j_{it}
\]

\[
P(t) = \sum_{z_n \in [N^\beta, 8N^\beta]} z_{it}
\]

We see that

\[
|D(t)|^2 |P(t)|^2 = \sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \in [N^\beta, 8N^\beta]} \left( \frac{j_1 z_m}{j_2 z_n} \right)_{it}
\]

Take \( \Phi \) to be a Schwarz function whose Fourier transform \( \hat{\Phi} \) is non-negative, compactly supported in \([-4, 4]\) and bounded there by 2, and for \( x \in [-2, 2] \) we have \( \hat{\Phi}(x) \geq 1 \). Then, notice that

\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \in [N^\beta, 8N^\beta]} 1(|j_1 z_m - j_2 z_n| < 1) \leq \int |D(t)|^2 |P(t)|^2 \Phi(t) dt
\]

Notice that we have the pointwise bounds

\[
|D(t)|^2 \leq D(0)^2 \leq 2^{2u}
\]

\[
|P(t)|^2 \leq P(0)^2 = \left( \sum_{z_n \in [N^\beta, 8N^\beta]} 1 \right)^2
\]

Obviously we have

\[
\sum_{z_n \in [N^\beta, 8N^\beta]} 1 \leq N^2
\]

but by Cauchy-Schwarz we see that

\[
\sum_{z_n \in [N^\beta, 8N^\beta]} 1 \leq \sum_{k \in [N^\beta, 8N^\beta]} \left( \sum_{n} 1 \left( z_n \in [k, k+1) \right) \right) \ll \left( N^\beta E^+(X, N) \right)^{1/2}
\]

which gives a bound of

\[
|P(t)|^2 \ll \min \left( N^4, N^{\beta+\theta+\varepsilon} \right)
\]
Using this, we can bound the contribution of \(|t| \leq \frac{1}{T}\) by

\[
\frac{N^{\beta+\theta+\varepsilon} \cdot 2^{2u}}{T} \ll 2^u N^\theta \ll N^{4-\varepsilon}
\]

which is small enough. For \(|t| \geq \frac{1}{T}\) we will connect \(|D(t)|^2\) to the Riemann zeta function via a convolution formula. This lemma is a special case of Lemma 5.3 in [6].

**Lemma 6.1.** Let \(F\) be a holomorphic function in the strip \(y = \text{Im}(z) \in [-\frac{3}{2}, 0]\) such that

\[
\sup_{-\frac{3}{2} \leq y \leq 0} |F(x + iy)| \ll \frac{1}{x^2 + 1}
\]

Then for all \(s = \frac{1}{2} + it, t \neq 0\) we have

\[
\sum_{k,\ell \geq 1} \frac{\hat{F}(\log k\ell)}{k^n \ell^s} = \int_{\mathbb{R}} \zeta(s + iu)\overline{\zeta(s - iu)}F(u)du + 2\pi\zeta(1 - 2it)F(is - i) + 2\pi\zeta(1 + 2it)F(i\bar{s} - i)
\]

We will sketch the proof: Integrate the function \(w \mapsto \zeta(s + w)\zeta(\bar{s} + w)F(-iw)\) on the vertical line \(\text{Re}(w) = 0\). Shift the contour to \(\text{Re}(w) = \frac{3}{2}\), and the residues that are collected correspond to the terms \(2\pi\zeta(1 - 2it)F(is - i) + 2\pi\zeta(1 + 2it)F(i\bar{s} - i)\). On this line, the series for \(\zeta\) converges absolutely, and we can interchange the order of summation and integration. Then, shifting termwise each integral back to \(\text{Re}(w) = 0\) we get exactly our identity.

In our case, we will take \(F(x) = \frac{\sin^2(Kx)}{\pi^2 x^2}\) where \(K = (1 + \varepsilon) \log (2^u)\). Notice that \(\hat{F}(y) = \min \left(0, 1 - \left|\frac{y}{2\pi}\right|\right)\), and also that \(F(t \pm \frac{1}{2}) \ll \frac{2^u (1 + \varepsilon)}{t^2 + 1}\). Then Lemma 6.1 gives

\[
\sum_{j_1, j_2 \geq 1} \frac{\hat{F}(\log j_1 j_2)}{(j_1, j_2)^{\frac{1}{2}}} \left(\frac{j_1}{j_2}\right)^{it} = \int_{\mathbb{R}} \zeta \left(1 - it + iu\right) \zeta \left(1 - it + iu\right) F(u)du + 2\pi\zeta(1 - 2it)F \left(-t - \frac{i}{2}\right) + 2\pi\zeta(1 + 2it)F \left(t - \frac{i}{2}\right)
\]

Since \(\hat{\Phi}\) is non-negative, increasing the coefficients of \(|D(t)|^2\) can only increase our integral, and so we can replace \(|D(t)|^2\) with

\[
2^u \sum_{j_1, j_2 \geq 1} \frac{\hat{F}(\log j_1 j_2)}{(j_1, j_2)^{\frac{1}{2}}} \left(\frac{j_1}{j_2}\right)^{it}
\]

Now using the convolution identity we get

\[
\int_{|t| \geq \frac{1}{T}} |D(tT)|^2 |P(tT)|^2 \Phi(t)dt \ll 2^u (I_1) + I_2
\]

where

\[
I_1 = \int_{t \geq \frac{1}{T}} \int_{\mathbb{R}} \zeta \left(1 - itT + iu\right) \zeta \left(1 - itT + iu\right) F(u)du |P(tT)|^2 \Phi(t) dt
\]

\[
I_2 = \int_{t \geq \frac{1}{T}} \zeta \left(1 + 2itT\right) F \left(tT - \frac{i}{2}\right) |P(tT)|^2 \Phi(t) dt
\]

Using the easy bound \(\zeta(1 + it) \ll \log(t + 1)\) for \(t \geq 1\) we have

\[
I_2 \ll \frac{2^{2u(1+\varepsilon)} N^\beta}{T} \int_{t \geq 1} \log(t + 1) \Phi \left(\frac{t}{T}\right)dt \ll 2^u (1 + \varepsilon)
\]
Let us just mention that later we bound the integral of $|P(tT)|^2 \Phi(t)$ in a more efficient way and so we can get a much better bound on $I_2$, but this isn’t necessary for our purposes. Now we turn to bounding $I_1$. For simplicity, let us assume the Lindelöf Hypothesis, that is $| \zeta \left( \frac{1}{2} + it \right) | \ll t^\varepsilon$ for all $\varepsilon > 0$. Then,

$$
| \zeta \left( \frac{1}{2} + it + iu \right) \zeta \left( \frac{1}{2} - it + iu \right) | \ll \left( T^\varepsilon |t^\varepsilon| + u^\varepsilon \right)^2 \ll T^\varepsilon t^\varepsilon + u^\varepsilon \ll N^\varepsilon \left( t^\varepsilon + u^\varepsilon \right)
$$

and thus

$$I_1 \ll N^\varepsilon \left( \text{Int}_a + \text{Int}_b \right)
$$

where

$$\text{Int}_a = \int_{t \geq \frac{1}{2}} \int_{\mathbb{R}} u^\varepsilon F(u) \, du |P(tT)|^2 \Phi(t) \, dt$$

$$\text{Int}_b = \int_{t \geq \frac{1}{2}} \int_{\mathbb{R}} F(u) \, du \, t^\varepsilon |P(tT)|^2 \Phi(t) \, dt$$

As the integral of $u^\varepsilon F(u) \ll \frac{1}{u^{1+\varepsilon}}$ is bounded uniformly for $0 \leq \varepsilon \leq 1 - c < 1$, we just need to bound the integral over $t$ of $|P(tT)|^2 \Phi(t)$ and $t^\varepsilon |P(tT)|^2 \Phi(t)$. By the rapid decay of $\Phi$, the contribution of $t > N^\varepsilon$ is negligible, and thus both $\text{Int}_a$ and $\text{Int}_b$ are bounded by

$$N^\varepsilon \int_{\mathbb{R}} |P(tT)|^2 \Phi(t) \, dt \leq 2N^\varepsilon \sum_{z_m, z_n \in [N^\delta, 8N^\delta]} \mathbb{1} \left( \left| \frac{z_m}{z_n} - 1 \right| < \frac{8}{2^{n-1}N^\delta} \right) \leq N^\varepsilon \sum_{z_m, z_n \in [N^\delta, 8N^\delta]} \mathbb{1} \left( |z_m - z_n| < \frac{16}{2^n} \right) \ll N^\varepsilon E^*(X, N) \ll N^{\theta + \varepsilon}
$$

Over all we have bounded our sum by

$$2^u N^\theta + \varepsilon \ll N^{4-\varepsilon}
$$

for $2^u \leq N^{4-\theta-\varepsilon}$, as required.

## 7 Tightness of Bounds

Before we prove Theorem 1.4 let us show that the bounds we have just shown are optimal, assuming of course the truth of the Lindelöf Hypothesis. Take the sequence $x_n = [n^{1-\theta}]$ for some $2 \leq \theta \leq 3$, by Theorem 2 of [11] we have that the number of solutions to the Diophantine inequality

$$|m_1^{4-\theta} + m_2^{4-\theta} - m_3^{4-\theta} - m_4^{4-\theta}| < \delta N^{4-\theta}
$$

where $1 \leq m_1, m_2, m_3, m_4 \leq N$ is at most $N^{2+\varepsilon} + \frac{N^{4+\varepsilon}}{\delta}$. Choosing $\delta = \frac{1}{N^{\varepsilon+\varepsilon}}$ we see that in our case we have

$$E^*([n^{4-\theta}], N) \ll N^{\theta + \varepsilon}
$$

and so by Theorem 1.3 under the Lindelöf Hypothesis we have for almost $\alpha$

$$\delta_{\min}^\alpha(N) \ll \frac{1}{N^{4-\theta-\varepsilon}}
$$

On the other hand, clearly we have

$$\delta_{\min}^\alpha(N) \geq \min_{1 \leq n \leq N^{4-\theta}} \| an \|
$$

and it is well known that for almost all $\alpha$ we have $\min_{1 \leq n \leq M} \| an \| \gg \frac{1}{M^{1+\varepsilon}}$, therefore for almost all $\alpha$ we have

$$\delta_{\min}^\alpha(N) \gg \frac{1}{N^{4-\theta+\varepsilon}}
$$

which shows that we cannot improve the exponent.
8 Unconditional Results

In order to show that the minimal gap is \( \ll \frac{1}{N^\eta} \) for some \( \eta \), it is sufficient to show that for \( 2^u \ll N^{\eta-\varepsilon} \) we have

\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n} \mathbb{1}(|j_1 z_m - j_2 z_n|) \ll N^{4-\varepsilon}
\]

As in the previous section, we can split the sum over \( z_m, z_n \) into a sum over \( \beta \) of sums of the form

\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \in [N^\beta, 8N^\beta]} \mathbb{1}(|j_1 z_m - j_2 z_n|)
\]

However, since now we are no longer assuming that our sequence is of polynomial growth, there may be many intervals. To overcome this, let \( L \leq N^3 \) be some number we will choose later. We will split the range of \( z_m, z_n \) into log \( L \ll \log N \) intervals of the form \( z_m, z_n \in [N^\beta, 8N^\beta] \) where \( N^\beta \leq L \) and into \( z_m, z_n \geq L \), and we will show that the sum in each of these is \( \ll N^{4-\varepsilon} \).

For \( z_m, z_n \in [N^\beta, 8N^\beta] \) we can use the same setup as in the previous section. The argument follows through up to our bound on

\[
I_1 = \int_{t \geq 1 \over T} \int_{T} \zeta \left( \frac{1}{2} + it + iu \right) \zeta \left( \frac{1}{2} - it + iu \right) P(u) \frac{du|P(t)|^2 \Phi(t)}{dt} \ll \\
\ll \frac{1}{T} \int_{\mathbb{R}} \left| \zeta \left( \frac{1}{2} + it + iu \right) \right| \left| \zeta \left( \frac{1}{2} - it + iu \right) \right| \frac{dt}{\Phi \left( \frac{t}{T} \right)} \ll \\
\ll \left( \int_{\mathbb{R}} \left| \zeta \left( \frac{1}{2} + it + iu \right) \right|^\kappa \Phi \left( \frac{t}{T} \right) dt \right)^{\frac{\kappa}{\kappa}} \left( \int_{\mathbb{R}} \left| \zeta \left( \frac{1}{2} - it + iu \right) \right|^\kappa \Phi \left( \frac{t}{T} \right) dt \right)^{\frac{\kappa}{\kappa}} \times \\
\times \left( \int_{\mathbb{R}} \left| P(t) \right|^2 |P(t)|^2 \Phi \left( \frac{t}{T} \right) \right)^{\frac{\kappa}{\kappa}}
\]

By the convexity bound \( \zeta \left( \frac{1}{2} + it \right) \ll |t|^{1+\varepsilon} \) we see that the contribution of \( u \geq t \) is negligible. For the rest of the integral, using Hölder’s inequality with \( \frac{2}{\kappa} + \frac{1}{\Gamma} = 1 \) we get

\[
\left( \int_{\mathbb{R}} \left| \zeta \left( \frac{1}{2} + it + iu \right) \right|^\kappa \Phi \left( \frac{t}{T} \right) dt \right)^{\frac{\kappa}{\kappa}} \left( \int_{\mathbb{R}} \left| \zeta \left( \frac{1}{2} - it + iu \right) \right|^\kappa \Phi \left( \frac{t}{T} \right) dt \right)^{\frac{\kappa}{\kappa}} \ll T \frac{2^{2m(s)}}{\kappa}
\]

As for the third integral, we have

\[
\left( \int_{\mathbb{R}} \left| P(t) \right|^2 |P(t)|^2 \Phi \left( \frac{t}{T} \right) \frac{dt}{\Phi \left( \frac{t}{T} \right)} \right)^{\frac{\kappa}{\kappa}} \leq \left| P(0) \right|^{2(1-\frac{\kappa}{\kappa})} \left( \int_{\mathbb{R}} \left| P(t) \right|^2 \Phi \left( \frac{t}{T} \right) dt \right)^{\frac{\kappa}{\kappa}} \ll \\
\ll \left( N^\beta E^*(X, N) \right)^{1-\frac{1}{\kappa}} \left( TE^*(X, N) \right)^{\frac{1}{\kappa}} = N^{\frac{2\delta}{\kappa}} T^{1-\frac{2}{\kappa}} E^*(X, N)
\]

Therefore, we have shown

\[
I_1 \ll T \frac{2^{2m(s)}}{\kappa} N^{\frac{2\delta}{\kappa}} E^*(X, N) \leq 2^{\frac{2m(s)}{\kappa}} N^{\frac{2\delta + 2m(s)}{\kappa}} E^*(X, N) \ll 2^{\frac{2m(s)}{\kappa}} L^{\frac{2+2m(s)}{\kappa}} E^*(X, N)
\]

which shows that

\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \leq L} \mathbb{1}(|j_1 z_m - j_2 z_n| < 1) \ll 2^{u^{2+2m(s)}} L^{\frac{2+2m(s)}{\kappa}} E^*(X, N)
\]
Now we need to bound the contribution of \( z_m, z_n \geq L \). Let \( T = 2^{u-1} L \). For any integer \( k \geq 1 \), set \( b_k \) to be the number of \( z_m \)'s in the interval \([k, k+1)\), that is

\[
b_k = \sum_m \mathbb{1}(z_m \in [k, k+1))
\]

We have \( \sum_{k=1}^\infty b_k = \frac{N(N-1)}{2} \). Notice that

\[
\sum_{k=1}^\infty b_k^2 \ll \sum_{m,n} \mathbb{1}(|z_m - z_n| < 1) = E^*(X,N)
\]

Split the interval \([1, \infty)\) into disjoint intervals

\[
I_h = \left[ e^{\frac{h}{T}}, e^{\frac{h+1}{T}} \right)
\]

for each \( h \geq 0 \) and set

\[
a_h = \left( \sum_{k \in I_h} b_k^2 \right)^{\frac{1}{2}}
\]

Fix \( j_1, j_2 \) and assume without loss of generality that \( j_2 \geq j_1 \). Assume that \( |j_1 z_m - j_2 z_n| < 1 \) for some \( z_m \in I_{h_1}, z_n \in I_{h_2} \). This implies that

\[
|\frac{j_2}{j_1} - \frac{z_m}{z_n}| < \frac{1}{j_1 z_n} \leq \frac{1}{2^{u-1} L} \leq \frac{1}{T}
\]

As before, we have

\[
\frac{1}{2} \leq \frac{z_m}{z_n} \leq 2
\]

We also clearly have

\[
e^{(h_1-h_2-1)/T} \leq \frac{z_m}{z_n} \leq e^{(h_1-h_2+1)/T}
\]

Since \( \frac{z_m}{z_n} \leq 2 \), then \( e^{(h_1-h_2)/T} \leq 2 e^{\frac{h}{T}} \) and so

\[
|\frac{z_m}{z_n} - e^{(h_1-h_2)/T}| \leq e^{(h_1-h_2)/T} (e^{\frac{h}{T}} - 1) \leq 4
\]

By the triangle inequality we get

\[
|\frac{j_2}{j_1} - e^{(h_1-h_2)/T}| \leq \frac{5}{T}
\]

which gives us some condition that \( h_1, h_2 \) must satisfy in order to contribute to the sum. Now fix \( h_1, h_2 \), and take some \( z_n \in [k, k+1) \) where \( k \in I_{h_2} \). In order for \( |j_1 z_m - j_2 z_n| < 1 \) to hold we must have \( \left| \frac{2k}{j_1} - z_m \right| < 4 \), because \( 1 \leq \frac{2k}{j_1} < 2 \). As \( \frac{2k}{j_1} \geq 1 \), the mapping \( k \mapsto \lfloor \frac{2k}{j_1} \rfloor \) is injective, therefore

\[
\sum_{\substack{z_m \in I_{h_1}, z_n \in I_{h_2} \\| (|j_1 z_m - j_2 z_n| < 1) \}} \ll \sum_{k \in I_{h_2}} b_k \sum_{\substack{z_m \in I_{h_1} \\| (|\frac{2k}{j_1} - z_m| < 4) \}} 1 \ll \sum_{k \in I_{h_2}} b_k e^{\frac{h+1}{T}} \ll \left( \sum_{k \in I_{h_2}} b_k^2 \right)^{\frac{1}{2}} \left( \sum_{k \in I_{h_1}} b_k^2 \right)^{\frac{1}{2}} = a_{h_1} a_{h_2}
\]
by Cauchy-Schwarz. Combining what we know, we get that for fixed $j_1, j_2$ we have
\[
\sum_{z_m, z_n \geq L} 1 \left( |j_1 z_m - j_2 z_n| < 1 \right) \ll \sum_{h_1, h_2 \geq 0, \left| e^{(h_1-h_2)/T} - \frac{j_1}{j_2} \right| < \frac{1}{T}} a_{h_1} a_{h_2}
\]
and so summing over all $j_1, j_2 \in [2^{u-1}, 2^u)$ we have that
\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \geq L} 1 \left( |j_1 z_m - j_2 z_n| < 1 \right) \ll \sum_{2^{u-1} \leq j_1, j_2 < 2^u, h_1, h_2 \geq 0, \left| e^{(h_1-h_2)/T} - \frac{j_1}{j_2} \right| < \frac{1}{T}} a_{h_1} a_{h_2}
\]
Now we take as before
\[
D(t) = \sum_{2^{u-1} \leq j < 2^u} j^t
\]
but now
\[
P(t) = \sum_{h=0}^{\infty} a_h e^{iht/T}
\]
The key point here is that as before, the constant coefficient of $|P(t)|^2$ counts something very similar to the additive energy, but now all non-constant exponents have a phase of absolute value at least $\frac{1}{T}$ and so it is easier to precisely pick out the constant coefficient. By a similar reasoning to our argument above, letting $\Phi$ be a Schwarz function whose Fourier transform is non-negative, compactly supported on $[-7, 7]$ and bounded there by 2, and for all $x \in [-6, 6]$ we have $\hat{\Phi}(x) \geq 1$ we have
\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{h_1, h_2 \geq 0} a_{h_1} a_{h_2} = \int_{\mathbb{R}} |D(t)|^2 |P(t)|^2 \Phi(t) \, dt
\]
We can do the analysis exactly as above, except for two differences: the first difference is when we pointwise bound for $|t| \leq \frac{1}{T}$ we only have the trivial bound
\[
|P(t)|^2 \leq |P(0)|^2 \leq \left( \sum_{h=0}^{\infty} a_h \right)^2 \leq \left( \sum_{k=1}^{\infty} b_k \right)^2 \leq N^4
\]
and so the contribution of the integral for $|t| \leq \frac{1}{T}$ is bounded by
\[
\frac{2^{2u} N^4}{2^{u-1} L} \leq \frac{2^{2u} N^4}{2^{u-1} L}
\]
We see that in order for this to be $\ll N^{4-\varepsilon}$ we must have $L \gg 2^u N^\varepsilon$. The second difference is that there is an extra step when we compute the $L^2$ norm of $|P(t)|^2 \Phi \left( \frac{t}{T} \right)$:
\[
\int_{\mathbb{R}} |P(t)|^2 \Phi \left( \frac{t}{T} \right) \, dt \ll T \sum_{h_1, h_2, |h_1-h_2| \leq 7} a_{h_1} a_{h_2} \ll T \sum_{h_0} a_{h_0}^2 = T \sum_{k=1}^{\infty} b_k^2 \ll T E^*(X, N)
\]
Over all, we get that
\[
\sum_{2^{u-1} \leq j_1, j_2 < 2^u} \sum_{z_m, z_n \geq L} 1 \left( |j_1 z_m - j_2 z_n| < 1 \right) \ll 2^{2u} \frac{2^{m(\varepsilon)}}{2^u} L \frac{2^{m(\varepsilon)}}{2^u} N^\frac{4-\varepsilon}{2} E^*(X, N)^{1-\frac{2}{\varepsilon}}
\]
provided that $L \gg 2^u N^\varepsilon$. We see that our bounds are better the smaller $L$ is, and so choosing $L = 2^u N^\varepsilon$ we get

$$\sum_{2^{u-1} \leq j_1, j_2 < 2^u, m, n} \mathbb{1}(|j_1 z_m - j_2 z_n| < 1) \ll (2^u)^{1 + \frac{\alpha}{\max(\alpha, 1)}} N^\varepsilon \left(\frac{2 \kappa}{\kappa} E^*(X, N) + N^{\frac{\varepsilon}{2}} E^*(X, N)^{1 - \frac{\varepsilon}{2}}\right)$$

In the case where $E^*(X, N) \ll N^{\theta/2 + \varepsilon}$ an easy computation shows that this is $\ll N^{4-\varepsilon}$ if $2^u \ll N^{(4-\theta)(\varepsilon/2 - 1/2)}$, as required.

Let us just mention that in principle we could have done the whole argument with $\sum_{u=0}^\infty a_h e^{ih/t} T$ instead of $\sum_n z_n^u$, but we chose not to do so in order to make things more transparent.

9 Rapidly Growing Sequences

In this section we will prove Theorem 10. We assume that $x_{n+1} > x_n \left(1 + \frac{1}{\log n}\right)$. Fix $\delta > 0$. We will show that there is some small constant $\varepsilon > 0$ such that for every $u$ that satisfies $2^u < N^{2-\delta}$, we have

$$\sum_{2^{u-1} \leq j_1, j_2 < 2^u, m, n} \mathbb{1}(|j_1 z_m - j_2 z_n| < 1) \ll N^{4-\varepsilon}$$

which as we have shown is sufficient to deduce that for almost all $\alpha$ we have $\delta^{\text{min}}_\alpha(N) < \frac{1}{N^{2-\min}}$.

Call a pair $(m, n)$ admissible if there exist $2^{u-1} \leq j_1, j_2 < 2^u$ such that $|j_1 z_m - j_2 z_n| < 1$, or equivalently $\left|\frac{z_m}{z_n} - \frac{j_2}{j_1}\right| < \frac{1}{j_1 z_n}$. Recall that $j_2, j_1$ are in a dyadic interval, and so $\frac{j_2}{j_1} \in [\frac{1}{2}, 2]$, and in particular any admissible pair satisfies $\frac{z_m}{z_n} \in [\frac{1}{4}, 3]$.

By our growth conditions, for any constant $C > 0$ there are at most $N^{\frac{\delta}{2}}$ $n$’s such that $z_n < N^C$, and so there are at most $N^{\delta}$ admissible pairs $(m, n)$ such that $z_m < N^C$ or $z_n < N^C$. Each admissible pair contributes at most $2^u < N^{4-3\delta}$ to the sum (as that is the number of pairs $j_1, j_2$ in the allowed range), and so the contribution of $m, n$ such that $z_m < N^C$ or $z_n < N^C$ is at most $N^{4-\delta}$.

From here on we assume that $z_m, z_n > N^C$ for some arbitrarily large constant $C$. Take an admissible pair $(m, n)$, and take two pairs $(j_1, j_2), (j_1', j_2')$ which satisfy the relevant inequality, that is

$$\left|\frac{z_m}{z_n} - \frac{j_2}{j_1}\right| < \frac{1}{j_1 z_n}$$

$$\left|\frac{z_m}{z_n} - \frac{j_2'}{j_1'}\right| < \frac{1}{j_1 z_n}$$

By the triangle inequality,

$$\left|\frac{j_2}{j_1} - \frac{j_2'}{j_1'}\right| < \frac{1}{z_n}$$

However, the LHS is a fraction with denominator $< N^{4-2\delta}$, and as $z_n > N^C$ we must have

$$\frac{j_2}{j_1} = \frac{j_2'}{j_1'}$$

In particular, this implies that each admissible pair $(m, n)$ contributes at most $N^{2-\delta}$ to our sum, and so if we show that there are at most $N^{2+\frac{\delta}{2}}$ admissible pairs our sum will be of size at most $N^{4-\frac{\delta}{2}}$, which will prove our claim.
Fix \( z_n = x_{n_1} - x_{n_2} \). We will show that there are at most \( N^{\frac{2}{3}} \) \( m \)'s such that the pair \((m, n)\) is admissible, and as there are \( < N^2 \) options for \( n \), this will prove what we need. Take \( m \) such that \((m, n)\) is admissible, and write \( z_m = x_{m_1} - x_{m_2} \). By our growth conditions, for some arbitrarily small \( \varepsilon \) we have

\[
\frac{x_{n_1}}{n_1^\varepsilon} < z_n < x_{n_1}
\]

\[
\frac{x_{m_1}}{m_1^\varepsilon} < z_m < x_{m_1}
\]

And so remembering that

\[ 1 \gg \frac{z_m}{z_n} \gg 1 \]

we get that

\[
\frac{x_{n_1}}{n_1^\varepsilon} < x_{m_1} \ll n_1^\varepsilon \cdot x_{n_1}
\]

By the fact that \((1 + \frac{1}{m})^{n^\varepsilon \log(n)} \gg n > n^\varepsilon\) we see easily that \(|m_1 - n_1| \ll n_1^{\varepsilon} < N^{2\varepsilon}\), and so there are at most \( N^{2\varepsilon} \) options for \( m_1 \). Now fix \( m_1 \), and we shall show that there are at most \( N^{2\varepsilon} \) options for \( m_2 \). Assume by contradiction that this is not the case. Then there exist \( m_2 < m'_2 < m_1 - N^{2\varepsilon} \) such that \((m, n), (m', n)\) are both admissible pairs, where

\[
z_m = x_{m_1} - x_{m_2}, \quad z_{m'} = x_{m_1} - x_{m_2}'
\]

That is there exist \( 2^{a-1} \leq j_1, j_2, k_1, k_2 < 2^a \) such that

\[
\left| \frac{z_m}{z_n} - \frac{j_2}{j_1} \right| < \frac{1}{j_1 z_n}
\]

\[
\left| \frac{z_{m'}}{z_n} - \frac{k_2}{k_1} \right| < \frac{1}{k_1 z_n}
\]

By using the triangle inequality, we see that

\[
\left| \left( \frac{k_2}{k_1} - \frac{j_2}{j_1} \right) - \frac{z_{m'} - z_m}{z_n} \right| < \frac{1}{z_n}
\]

Now using the reverse triangle inequality \(|z - w| \geq |z| - |w|\) we get that

\[
\left| \frac{k_2}{k_1} - \frac{j_2}{j_1} \right| < \frac{x_{m_2} - x_{m_2}'}{z_n} + \frac{1}{z_n}
\]

As we have shown,

\[
x_{m_1} \ll m_1^{\varepsilon} \cdot z_n
\]

and so

\[
x_{m_2} \ll \frac{x_{m_1}}{(1 + \frac{1}{m_1^\varepsilon})^{N^{2\varepsilon}}} < \frac{z_n}{2N^4}
\]

Combining this information we get

\[
\left| \frac{k_2}{k_1} - \frac{j_2}{j_1} \right| < \frac{1}{N^4}
\]

However the LHS is a fraction with denominator smaller than \( N^4 \), which means that it is 0. Using our triangle inequality from the beginning again we get

\[
\left| \frac{x_{m'_2} - x_{m_2}}{z_n} \right| < \frac{1}{z_n}
\]

and so

\[
x_{m'_2} - x_{m_2} < 1
\]

a clear contradiction to our growth conditions. All in all, we have seen that for each \( n \) there are at most \( N^{3\varepsilon} \) \( m \)'s such that \((n, m)\) is an admissible pair. Choosing \( \varepsilon = \frac{\delta}{6} \) we get our desired bound. \( \blacksquare \)
10 Quadratic Polynomials

In this section we will prove Theorem 1.7. The gaps of quadratic polynomials are well studied, see for example [13, 14]. In the case where \( a, b, c \) are integers (or more generally, rationals) this follows from [12], and in fact Theorem 1.2 in [4] shows a stronger statement: for almost all \( \alpha \), not only do there exist \( 1 \leq m \neq n \leq N \) and some integer \( k \) such that \( |\alpha(m^2 - n^2) - k| < 1 \), but we can choose \( k = k_1k_2 \) where \( c(\alpha)N \leq k_1, k_2 \leq C(\alpha)N \). However, it appears that for general real numbers \( a, b, c \) this is a new result.

First of all, notice that we can assume without loss of generality that \( a = 1, c = 0 \) by rescaling and translating the sequence, and so we can work with the sequence \( n^2 + \beta n \) for some \( \beta \in \mathbb{R} \). The gaps of this sequence are of the form \( n^2 + \beta n - m^2 - \beta m = (n - m)(n + m + \beta) \) and so it is enough to bound

\[
\sum_{1 \leq j_1, j_2 < M} \sum_{z_m, z_n} 1 (|j_1 z_m - j_2 z_n| < 1) \ll \sum_{1 \leq j_1, j_2 < M} \sum_{1 \leq x < y, z < w \leq 2N} 1 (|j_1 x(y + \beta) - j_2 z(w + \beta)| < 1)
\]

We need to show that this sum is at most \( \frac{N^4}{\log(N)^{1+\varepsilon}} \). Notice that

\[
j_1 x(y + \beta) - j_2 z(w + \beta) = j_1 xy - j_2 zw + \beta(j_1 x - j_2 z)
\]

Fix \( k = j_1 x - j_2 z \). Then there are at most 2 options for \( j_1 xy - j_2 zw \), which we will denote by \( C \). Then we have

\[
j_1 xy - j_2 zw = j_2 z(y - w) + ky = C
\]

and so

\[
j_2 z(y - w) = C - ky
\]

Fixing \( y \), there are at most \( d(C - ky)^2 \) options for \( z, y - w, j_2 \), but using \( w = y - (y - w) \), \( j_1 x = j_2 z + k \) we see that we can find \( w, j_1 x \) as well. Now, there are \( d(j_2 z + k) \) options for \( j_1, j_2 x \) and so over all using the standard divisor bound \( d(n) \ll n^\varepsilon \) we have shown that fixing \( k, y \) there are \( \ll N^\varepsilon \) options for \( j_1, j_2, x, y, z, w \). As \( k \leq MN, y \leq 2N \), running over all pairs of \( k, y \), the sum is at most \( MN^{2+\varepsilon} \), and choosing \( M = N^{2-2\varepsilon} \) we get what we desire.

Of course, a slightly stronger result could be achieved by using a stronger divisor bound like

\[
d(n) \ll 2^{(1+\varepsilon)\log N / \log \log N}
\]

In the case where our sequence is a quadratic polynomial with integer (or rational) coefficients, we can divide the sum according to the value of \( ab \) and use the fact that \( \sum_{n \leq N^2} d(n)^2 \ll N^2 \log(N)^3 \) to get a minimal gap of size

\[
\frac{\log(N)^{4+\varepsilon}}{N^2}
\]

which is optimal up to a power of \( \log N \).

11 Minimal Gap in \( (\sqrt{n})_{n \geq 1} \)

In this section we will discuss the fractional parts of the sequence \( \sqrt{n} \) and prove Theorem 1.8. Of course, technically the minimal gap is 0 as \( \sqrt{4} - \sqrt{1} = 1 \), and so we throw away all of the integers in this sequence, that is square roots of perfect squares. Then, defining

\[
\delta^2_{\min}(N) = \min \{ ||\sqrt{m} - \sqrt{n}|| : m \neq n \leq N, \sqrt{m}, \sqrt{n} \notin \mathbb{Z} \}
\]

We shall show that

\[
\delta^2_{\min}(N) \sim \frac{1}{2N^2}
\]

This is in stark contrast to the random case where we expect \( \delta^2_{\min}(N) \) to be on order of \( \frac{1}{\sqrt{N}} \).
Take \( n > m \) achieving the minimum in \( \delta_N \). Then there exists \( k \in \mathbb{Z} \) and \( \varepsilon \in \mathbb{R} \) such that

\[
\|\sqrt{n} - \sqrt{m}\| = |\varepsilon|
\]

and

\[
\sqrt{n} - \sqrt{m} = k + \varepsilon
\]

Squaring both sides we get

\[
n + m - \sqrt{4mn} = k^2 + 2k\varepsilon + \varepsilon^2
\]

or equivalently

\[
\sqrt{4mn} - (m + n - k^2) = 2k\varepsilon + \varepsilon^2
\]

Notice that clearly the right hand side is non zero, as \( \varepsilon \neq 0, -2k \) and so the left hand side is non zero as well. Then, we have

\[
\left|\sqrt{4mn} - (m + n - k^2)\right| \geq \frac{1 + o(1)}{\sqrt{4mn} + \sqrt{4mn} + 1} = \frac{1}{2\sqrt{mn}}
\]

and so we have

\[
2k|\varepsilon| = (1 + o(1))|2k\varepsilon + \varepsilon^2| \geq \frac{1 + o(1)}{4\sqrt{m}\sqrt{n}}
\]

and therefore using the arithmetic mean-geometric mean inequality we get

\[
\delta^2_{\text{min}}(N) = |\varepsilon| \geq \frac{1 + o(1)}{8\sqrt{m}\sqrt{n}(\sqrt{n} - \sqrt{m})} \geq \frac{1 + o(1)}{2n^2} \geq \frac{1 + o(1)}{2N^2}
\]

which proves the lower bound.

On the other hand, choose \( d \) to be the unique positive integer such that

\[
4(d + 1)^2 > N \geq 4d^2
\]

and take

\[
n = \sqrt{4d^2 - 2}, m = \sqrt{d^2 - 1}
\]

We will use the Taylor series expansion of \( \sqrt{x} \) around 1 to the second order, which is

\[
\sqrt{1 + x} = 1 + \frac{1}{2}x - \frac{1}{8}x^2 + O(x^3)
\]

and get that

\[
\sqrt{m} = d\left(1 - \frac{1}{d}d^2\right) = d - \frac{1}{2d} - \frac{1}{8d^3} + O\left(d^{-5}\right)
\]

\[
\sqrt{n} = 2d\left(1 - \frac{1}{2}d^2\right) = 2d - \frac{1}{2d} - \frac{1}{16d^3} + O\left(d^{-5}\right)
\]

and so

\[
\sqrt{n} - \sqrt{m} = d + \frac{1}{16d^3} + O\left(d^{-5}\right)
\]

and therefore

\[
\delta^2_{\text{min}}(N) \leq \frac{1 + o(1)}{16d^3} = \frac{1 + o(1)}{2N^2}
\]

which is our required lower bound. Combining these, we have shown that

\[
\delta^2_{\text{min}}(N) \sim \frac{1 + o(1)}{2N^2}
\]
as requested.

Note that this exact argument shows in fact that if \( a, b, c \leq N \) then

\[
\min_{1 \leq a,b,c \leq N} \left( \left| \sqrt{a} - \sqrt{b} - \sqrt{c} \right| \right) \sim \frac{1}{2N^{\frac{3}{2}}}
\]

which is a strictly stronger statement (1.8 is this statement when we only let \( c \) range over squares).

One can also ask about the minimal gap in \( n^+ \) for \( 1 < k \in \mathbb{Z} \), that is looking at

\[
\delta_{\min}^k(N) = \min \left( \left\| \sqrt{n} - \sqrt{m} \right\| : m \neq n \leq N, \sqrt{m}, \sqrt{n} \not\in \mathbb{Z} \right)
\]

The case \( k = 2 \) is the case we have just considered. Our example easily generalizes via

\[
n = 2^k d^k - 2^{k-1}, m = d^k - 1
\]

to show that

\[
\delta_{\min}^k(N) \ll \frac{1}{N^{2-k}}
\]

However our method to achieve a lower bound generalizes as follows:

\[
1 \leq N \frac{Q(\sqrt{m}, \sqrt{n})}{Q'(-1, 1)} \left( \sqrt{m} - \sqrt{n} - \ell \right) \ll \left( \sqrt{m} - \sqrt{n} - \ell \right) N^{k-\frac{3}{2}}
\]

which gives just

\[
\delta_{\min}^k(N) \gg \frac{1}{N^{k-\frac{3}{2}}}
\]

which for \( k > 2 \) does not match our lower bound. It would be interesting to know the answer for general \( k \).

12 Sequences with large additive energy

In this section we will discuss sequences with large additive energy. For simplicity, we will assume that our sequences are integer-valued, though under some strong assumptions we can work with real-valued sequences as well. For a set \( A \) of integers we recall that its additive energy is defined by

\[
E(A) = \# \{ (a, b, c, d) \in A^4 \mid a + b = c + d \}
\]

In [12] it is shown that a sequence with additive energy of \( \ll N^{2+\varepsilon} \) (the lowest possible energy) has a metric minimal gap of size at most \( \frac{1}{N^{1/2}} \). One can ask the opposite question: does a large additive energy imply that the sequence has a large minimal gap? The answer to this is easily seen to be no. For example, take the sequence defined by

\[
x_{2k} = k^2, \quad x_{2k+1} = k
\]

Then this sequence has a small metric minimal gap, because \( k^2 \) has a small metric minimal gap, but its additive energy is of order \( N^3 \).

Let us look more carefully at our argument for Theorem 1.1. Denoting the set \( X_N = \{x_1, \ldots, x_N\} \) we used the random variable

\[
\sum_{m,n \in X_N, m \neq n} \mathbb{1}_{[-\frac{1}{N}, \frac{1}{N}]}(\alpha x_m - \alpha x_n)
\]

However, there may be multiplicities in the values of \( x_m - x_n \), and then we are summing over some indicators multiple times, and so it would be more economical to work with the random variable

\[
\sum_{0 \neq t \in X_N - X_N} \mathbb{1}_{[-\frac{1}{N}, \frac{1}{N}]}(at)
\]
Then we see that the expectation of this variable is
\[
\frac{2|X_N - X_N|}{M}
\]
and the same type of argument as in section 3 shows that in this case the minimal gap is at least of order
\[
\frac{1}{|X_N - X_N| \log(N)^{1+\varepsilon}}
\]
Therefore, if \(|X_N - X_N|\) is small then the minimal gap is large. By Cauchy-Schwarz one can see that \(E(X_N) \geq \frac{|X_N|^3}{|X_N - X_N|}\), and so \(|X_N - X_N|\) small implies that \(E(X_N)\) is large. We can use the following theorems from additive combinatorics to give a partial converse to this.

**Theorem 12.1.** *(Balas-Szemeredi-Gowers Theorem)*

Let \(A\) be a finite subset of an abelian group. If for some \(K\) we have \(E(A) \geq \frac{A^K}{K}\) (where \(E(A)\) is the additive energy) then there is a subset \(A' \subset A\) such that \(|A'| \geq K^{-O(1)}|A|\) and \(|A' + A'| \leq K^{O(1)}|A'|\).

**Theorem 12.2.** *(Plünnecke-Ruzsa inequality)*

If \(A, B\) are finite subsets of an abelian group and \(K\) is a constant such that \(|A + B| \leq K|A|\), then for all non-negative integers \(m, n\) we have \(|mB - nB| \leq K^{m+n}|A|\).

Using \(A = B = A', m = n = 1\) in Theorem 12.2 together with Theorem 12.1 we see that if \(E(A) \geq \frac{A^K}{K}\) there exists a subset \(A' \subset A\) such that \(|A'| \geq K^{-O(1)}|A|\) and \(|A' + A'| \leq K^{O(1)}|A'|\). With this, we can prove Theorem 1.9 which we restate here for convenience:

**Theorem 12.3.** Let \(x_n\) be a monotone increasing sequence of positive integers such that for some \(r > 0\)
\[
E_N := \# \{(a, b, c, d) \in [1, N]^4 \mid x_a + x_b = x_c + x_d \} \geq rN^3
\]
Then there exist increasing sequences of positive integers \(n_k, a_k \to \infty\) such that \(n_k\) is of density bounded from below in \(\{1, \ldots, a_N\}\) and for almost all \(\alpha\) we have
\[
\delta_{\min}(x_n, a_N) \gg \frac{1}{a_N \log(a_N)^{1+\varepsilon}}
\]
Using the Cantelli argument as above it is enough to show that for the aforementioned \(a_k, x_n\), we have a small difference set, that is
\[
\# \{x_n - x_n \mid 1 \leq n_a, n_b \leq a_N\} \leq C(r)a_N \log(a_N)^{\varepsilon}
\]
Let \(a_0 = 0, a_{n+1} = 2^{2^{2n}}\), and divide the positive integers into intervals \(I_h = (a_h, a_{h+1}]\) for \(h \geq 0\). As we have stated, there exists a subset \(J_h \subset I_h\) of density at least \(c(r) > 0\) such that \(A_h = \{x_k \mid k \in J_h\}\) satisfies \(|A_h - A_h| \leq C(r)I_h|\). The desired subsequence \(n_k\) be the union of all the \(J_h\).

Splitting the set of differences into differences where both elements are contained in \(I_{N-1}\) (which are the majority) and differences where this is not the case we get that
\[
\# \{x_n - x_n \mid 1 \leq n_a, n_b \leq a_N\} \leq \# \{x_n - x_n \mid a_{N-1} < n_a, n_b \leq a_N\} + 2a_{N-1}a_N \ll C(r)a_N + a_N \log \log(a_N) \ll a_N \log(a_N)^{\varepsilon}
\]
as required.

Of course, under weaker assumptions on the additive energy in Theorem 12.3 we can get a correspondingly weaker result regarding the subsequence, using exactly the same techniques.
A natural question is how to extend this result to real-valued sequences. Firstly, an important concept will be the covering number of a set. Given a set $A \subset \mathbb{R}$ and a scale $\gamma > 0$, define the covering number of a set to be

$$\text{cov}(A, \gamma) = \inf_{B \subset \mathbb{R}} \{ |B| \mid \forall a \in A \exists b \in B : |a - b| < \gamma \}$$

that is, the smallest number of balls with radius $\gamma$ that are needed to cover $A$. This number essentially measures the size of the set $|A|$ if we say that two numbers which are of difference $\ll \gamma$ are equivalent, so this is a "fuzzy" notion of size, and $\gamma$ is the scale of fuzziness which we permit. We can define the additive energy of a set with respect to a certain scale $\gamma$ by

$$E^*(A, \gamma) = \#\{(a, b, c, d) \in A^4 \mid |a + b - c - d| < \gamma\}$$

Replacing each element $a \in A$ with $\gamma \lfloor \frac{a}{\gamma} \rfloor$ and then using the above argument we see that given a set $A$ such that $E^*(A, \gamma) \gg N^3$ there is a subset $A' \subset A$ such that $\text{cov}(A' - A', 2\gamma) \leq K^{O(1)}|A|$. Using the same argument we did to prove Theorem 12.3 we see that as before given a sequence $x_n$ of real numbers with large additive energy of scale $\gamma$, there is a subsequence $x_{n_k}$ such that along a certain subsequence $N_k \to \infty$ the difference set has a small size of scale $2\gamma$.

Now, we can ask the following question: given a sequence $x_n$ whose difference set is of small size (that is, $\text{cov}(X_N - X_N, \gamma) \ll N$), can we say that the metric minimal gap of $x_n$ is large? This is exactly the content of Theorems 1.10 and 1.12 which we will now prove, and once again restate them for convenience:

**Theorem 12.4.** For any sequence of real numbers $x_n$ such that $x_{n+1} - x_n \geq \frac{c \log n}{n}$ for some constant $c > 0$, if for some $\varepsilon_0 > 0$ we have

$$\text{cov}(X_N - X_N, \gamma) \ll N$$

where $\gamma = \frac{1}{N \log(N)^{1+\varepsilon_0}}$, we have that for every $\varepsilon > 0$ and for almost all $\alpha \in \mathbb{R}$,

$$\delta_{\min}^{\alpha}(x_n) \gg \frac{1}{N \log(N)^{1+\varepsilon}}$$

**Theorem 12.5.** There exists a sequence $\varepsilon_n \downarrow 0$ such that the sequence $x_n = n - \frac{1}{m+1}$ satisfies for all $\varepsilon > 0$ and for almost all $\alpha \in \mathbb{R}$ that

$$\delta_{\min}^{\alpha}(N) \ll \frac{1}{N^{2-\varepsilon}}$$

where the implied constant depends on $\alpha$ and $\varepsilon$.

Before we prove these, let us briefly give some intuition. Imagine that our sequence was of the form $x_n = a_n + y_n$, where $a_n \in \mathbb{Z}$ and $y_n$ is very small. Then, as $x_n - x_m = a_n - a_m + (y_n - y_m)$, the difference set of $x_n$ would be like the difference set of $a_n$, but with some "fuzz" concentrated around each element of the form $a_n - a_m$, corresponding to the possible values of $y_n - y_m$ when we fix $a_n - a_m$. Theorem 12.4 says that if the $y_n$ are small enough, this "fuzz" is negligible and the answer is the same as in the case where our sequence is integer-valued. To prove Theorem 12.5, we take a sequence of the form $x_n = n + y_n$, such that the difference set is of the form $n - m + (y_n - y_m)$, and we choose $y_n$.

Theorem 12.4 follows from what we have said about integer-valued sequences: take a set $B_N$ of size $\ll N$ such that for every $m, n \leq N$ we have $|x_m - x_n - b| < \frac{1}{N \log(N)^{1+\varepsilon_0}}$ for some $b \in B$. Then, suppose that

$$\delta_{\min}^{\alpha}(x_n, N) < \frac{1}{N \log(N)^{1+\varepsilon}}$$

that is, there exist some $m \neq n \leq N$ such that $\|a(x_m - x_n)\| < \frac{1}{N \log(N)^{1+\varepsilon_0}}$, and so $\|ah\| < \frac{|\alpha|+1}{N \log(N)^{1+\varepsilon}}$. Now using the same arguments as in sections 2 and 5 shows that this happens for a set of $\alpha$ of measure 0.

Theorem 12.4 combined with our argument above immediately proves Corollary 1.11.
Now we will prove Theorem 12.5. Obviously for any such sequence where \( \varepsilon_n \to 0 \), the set of differences is \( \frac{1}{N-1} \) close to the set of differences of \( x_n = n \), which is of linear size, and so we just need to show that the minimal gap is sufficiently small. In our sequence we will let \( \varepsilon_n = \eta_k \) be constant on intervals of the form \( (4^{k-1}, 4^k) \) and \( \eta_k \) will decay slowly as \( k \to \infty \). Throughout, we will assume that \( \eta_k \) is small. We will show that \( \delta^\alpha_{\min}(N) \) is small for almost all \( \alpha \in [-C, C] \) for any \( C > 0 \), and therefore it is small for almost all \( \alpha \in \mathbb{R} \).

Notice that \( \delta^\alpha_{\min}(N) = \min \left\{ \| \alpha(x_n - x_m) \| \mid 1 \leq m \neq n \leq N \right\} \leq \frac{N}{4} < m \neq n \leq N \) for all \( N \) it is enough to look at the case where \( N = 4^k \). Clearly,

\[
\delta^\alpha_{\min}(N) = \min \left\{ \| \alpha(x_n - x_m) \| \mid 1 \leq m \neq n \leq N \right\} \leq \frac{N}{4} < m \neq n \leq N
\]

Next we will state a useful lemma:

**Lemma 12.6.** For all \( \eta > 0 \) small enough (say \( \eta < \frac{1}{10} \)), for any \( \alpha \) such that for some coprime integers \( a, q, 0 < q < \frac{N}{3} \) that satisfy

\[
\left| \alpha - \frac{a}{q} \right| \leq \frac{3}{qN}
\]

and

\[
\left| \alpha - \frac{a}{q} \right| \geq \frac{9}{2q^{1+\frac{1}{1-\eta}}}
\]

we have

\[
\min \left\{ \| \alpha \left( n - m - \frac{1}{n^1-\eta} + \frac{1}{m^1-\eta} \right) \| \mid \frac{N}{4} < m \neq n \leq N \right\} \leq \frac{8}{N^{2-\eta}}
\]

For now assume this lemma, and we will prove it later. By Dirichlet’s approximation theorem, for all \( \alpha \) there exist some coprime integers \( a, q, 0 < q < \frac{N}{3} \) such that

\[
\left| \alpha - \frac{a}{q} \right| \leq \frac{3}{qN}
\]

By Khinchin’s theorem, for almost all \( \alpha \), for all \( q \) large enough we have \( \left| \alpha - \frac{a}{q} \right| \geq \frac{9}{2q^2 \log(q)^2} \), and so if

\[
\left| \alpha - \frac{a}{q} \right| < \frac{9}{2q^{1+\frac{1}{1-\eta}}}
\]

we must have

\[
q^{\eta} \log(q)^2 < log(q)^2
\]

Taking logarithms this is equivalent to

\[
\log q \log \log q < \frac{2(1-\eta)}{\eta}
\]

and therefore

\[
\log q < \frac{4}{\eta} \log \left( \frac{2}{\eta} \right)
\]

which means that

\[
q < \left( \frac{2}{\eta} \right)^{\frac{1}{\eta}}
\]

However, notice that the set of \( \alpha \in [-C, C] \) such that \( \left| \alpha - \frac{a}{q} \right| \leq \frac{1}{N^4} \) for some \( q < \left( \frac{2}{\eta} \right)^{\frac{1}{\eta}} \) is of measure at most

\[
\frac{4C \left( \frac{2}{\eta} \right)^{\frac{1}{\eta}}}{N}
\]
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simply by bounding the measure independently for each \( q \). That is, for all \( \alpha \in [-C, C] \) up to a set of measure at most \( \frac{4C}{N^{\frac{1}{2}}} \) we have

\[
\min \left\{ \left\| \alpha \left( n - m - \frac{1}{n^{1-\eta}} + \frac{1}{m^{1-\eta}} \right) \right\| \mid \frac{N}{4} < m \neq n \leq N \right\} \leq \frac{8}{N^{2-\eta}}
\]

Now we return to our case, where \( \eta = \eta_k \). Applying Lemma 12.6 we see that for all \( \alpha \in [-C, C] \) up to a set of measure at most \( \frac{2C}{N^{\frac{1}{2}}} \) we have

\[
\delta_{\min}^\alpha (4^k) \leq \frac{8}{4^{k(2-\eta_k)}}
\]

If we let \( \eta_k \) tend to 0 sufficiently slowly so that

\[
\sum_{k=1}^{\infty} \left( \frac{2}{\eta_k} \right)^{\frac{1}{4}} 4^k < \infty
\]

then by Borel-Cantelli, for almost all \( \alpha \in [-C, C] \) we will have

\[
\delta_{\min}^\alpha (4^k) \ll \frac{1}{4^{k(2-o(1))}}
\]

and therefore for almost all \( \alpha \in [-C, C] \) we have

\[
\delta_{\min}^\alpha (N) \ll \frac{1}{N^{2-o(1)}}
\]

as \( N \to \infty \), exactly as required. \( \blacksquare \)

**Proof of Lemma 12.6**

Take some number \( \frac{N}{3} \leq k \leq \frac{2N}{3} \) and let us look at all pairs of \( \frac{N}{3} \leq m < n \leq N \) such that \( n - m = k \). If \( n, m \) is such a pair then obviously so is \( n + 1, m + 1 \). Notice that

\[
(x_n - x - m) - (x_{n+1} - x_{m+1}) = \left( \frac{1}{m^{1-\eta}} - \frac{1}{(m+1)^{1-\eta}} \right) - \left( \frac{1}{n^{1-\eta}} - \frac{1}{(n+1)^{1-\eta}} \right)
\]

This is a positive number which is at most

\[
\frac{1}{m^{1-\eta}} - \frac{1}{(m+1)^{1-\eta}} \leq \frac{1 - \eta}{m^{2-\eta}} < \frac{16}{N^{2-\eta}}
\]

Therefore, the points \( x_n - x_m \) for \( n - m = k \) fixed are contained in the interval

\[
\left[ k + \left( \frac{1}{N - k} \right)^{1-\eta} - \left( \frac{1}{N} \right)^{1-\eta}, k + \left( \frac{4}{N} \right)^{1-\eta} - \left( \frac{1}{k + \frac{\delta}{N}} \right)^{1-\eta} \right]
\]

Notice that for some \( t \) in this interval we have \( \alpha t \in \mathbb{Z} \), then there exist some \( m, n \) such that \( |x_n - x_m - t| < \frac{\delta}{N^{\frac{1}{2}}} \) and therefore \( \| \alpha (x_n - x_m) \| < \frac{\delta}{N^{\frac{1}{2}}} \), which is a small gap. Now we will find such a \( t \).

Notice that for \( \frac{\delta}{4} \leq k \leq \frac{\delta}{2} \) (and for \( \eta \) close enough to 0) the above interval contains the interval

\[
\left[ k + \left( \frac{\delta}{N^{1-\eta}} \right)^{1-\eta} - \left( \frac{1}{N} \right)^{1-\eta}, k + \frac{4^{1-\eta} - \left( \frac{\delta}{N^{1-\eta}} \right)^{1-\eta}}{N^{1-\eta}} \right]
\]
Notice that for \( \eta \) small enough this contains the interval

\[
\left[ k + \frac{1}{3N^{1-\eta}}, k + \frac{7}{3N^{1-\eta}} \right]
\]

We want \( \alpha t \) to be small for some \( t \) in one of these intervals, or equivalently \( \alpha k \in \left[ \frac{-\alpha c_1 + c_2}{N^{1-\eta}}, \frac{-7\alpha c_1}{3N^{1-\eta}} \right] \) for some \( k \), where this interval is taken mod 1. Writing \( k = \frac{N}{3} + \ell \) for some \( 0 \leq \ell \leq \frac{N}{3} \) then what we need is

\[
\alpha \ell \in \left[ \frac{-N}{3} - \frac{\alpha}{3N^{1-\eta}}, \frac{-N}{3} - \frac{7\alpha}{3N^{1-\eta}} \right]
\]

The exact structure of the right hand side does not matter, what matters is the fact that it is an interval of length \( \frac{2|\alpha|}{N^{1-\eta}} \) for some absolute constant \( c_2 \). To emphasize this, let us write that interval as

\[
[y, y + \frac{2}{N^{1-\eta}}]
\]

for some \( y \). Recall that we are given coprime integers \( a, q \) such that \( 0 < q < \frac{N}{3} \) and

\[
\left| \alpha - \frac{a}{q} \right| \leq \frac{3}{qN}
\]

For all \( \ell \leq \frac{N}{3} \) we have

\[
\left| \alpha \ell - \frac{a\ell}{q} \right| \leq \frac{3\ell}{qN} \leq \frac{1}{q}
\]

and so if for some \( 0 \leq \ell \leq \frac{N}{3} \) we have

\[
\frac{a\ell}{q} \in \left[ y + \frac{1}{q}, y + \frac{2}{N^{1-\eta}} - \frac{1}{q} \right]
\]

then we would finish. Because \( a, q \) are coprime, as \( \ell \) runs from 0 to \( \frac{N}{3} \), \( \frac{a\ell}{q} \) runs over all fractions with denominator \( q \). Therefore, if the interval \( \left[ y + \frac{1}{q}, y + \frac{2}{N^{1-\eta}} - \frac{1}{q} \right] \) is of length at least \( \frac{1}{q} \) it contains such a fraction which is what we need to prove. Therefore it is sufficient to show that

\[
q \geq \frac{3N^{1-\eta}}{2}
\]

or equivalently

\[
\left( \frac{2q}{3} \right)^{\frac{1}{1-\eta}} \geq \frac{2q}{3} \geq N
\]

Assume to the contrary that this is not the case. Then we have

\[
\left| \alpha - \frac{a}{q} \right| \leq \frac{3}{qN} < \frac{9}{2q^{1+\frac{\eta}{1-\eta}}}
\]

a contradiction to what we know about \( q \). \( \blacksquare \)

Notice that Theorem 1.10 is not quite a full converse to 1.11: in order to prove Corollary 1.11 we used the fact that every sequence with large additive energy has a relatively dense subsequence with a small difference set, and then that every sequence with a small difference set has a large minimal gap. In Theorem 1.10 we showed that the second part of this proof fails in the case where \( \gamma = \frac{1}{3N^{1-\eta}} \), as we showed that there exists a sequence with small difference set and large minimal gap. However, theoretically our sequence \( n - \frac{1}{n^{1+\eta}} \)
could have a subsequence such as described in 1.11, just we would have to choose the subsequence more carefully. We conjecture that this is not the case. Specifically,

**Conjecture:** Every subsequence of \( n - \frac{1}{n} \) with lower positive density has a metric minimal gap of size \( \frac{1}{N^{2-o(1)}} \).

**Funding:**
This research was supported by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (Grant agreement No. 786758).

**Acknowledgements:**
This work is part of my M.Sc. thesis. I would like to greatly thank my supervisor, Zeev Rudnick, who was incredibly helpful throughout the writing process. He was always available with useful advice, both mathematical and otherwise, and his many invaluable comments, corrections and suggestions elevated this from a typo-riddled collection of formulae to a hopefully intelligible paper. In short, he taught me how to write an academic paper.

**References**

[1] C. Aistleitner, D. El-Baz and M. Munsch, *A pair correlation problem, and counting lattice points with the zeta function*, Geom. Funct. Anal. (2021). [https://doi.org/10.1007/s00039-021-00564-6](https://doi.org/10.1007/s00039-021-00564-6)

[2] C. Aistleitner, D. El-Baz and M. Munsch, *Difference sets and the metric theory of small gaps*, 2021. Preprint, [arXiv:2108.02227](https://arxiv.org/abs/2108.02227) [math.NT]

[3] C. Aistleitner, T. Lachmann and N. Technau, *There is no Khintchine threshold for metric pair correlations*, Mathematika 65 (2019), no. 4, 929–949. [https://doi.org/10.1112/S002557931900024X](https://doi.org/10.1112/S002557931900024X)

[4] V. Blomer, J. Bourgain, M. Radziwill and Z. Rudnick, *Small gaps in the spectrum of the rectangular billiard*, Annales Scientifiques de l’Ecole Normale Superieure, 50, fascicule 5 (2017), p. 1283–1300. [https://doi.org/10.24033/asens.2645](https://doi.org/10.24033/asens.2645)

[5] T. F. Bloom, S. Chow, A. Gafni and A. Walker, *Additive energy and the metric Poissonian property*. (English summary), Mathematika 64 (2018), no. 3, 679–700. [https://doi.org/10.1112/S0025579318000207](https://doi.org/10.1112/S0025579318000207)

[6] R. de la Bretèche and G. Tenenbaum. *Sommes de Gál et applications*. Proc. Lond. Math. Soc. (3), 119(1):104–134, 2019. [https://doi.org/10.1112/plms.12224](https://doi.org/10.1112/plms.12224)

[7] D. El-Baz, J. Marklof and I. Vinogradov. *The two-point correlation function of the fractional parts of \( \sqrt{n} \) is Poisson*, Proc. Amer. Math. Soc. 143 (2015), no. 7, 2815–2828. [https://doi.org/10.1090/S0002-9939-2015-12489-6](https://doi.org/10.1090/S0002-9939-2015-12489-6)

[8] N. D. Elkies and C. T. McMullen, *Gaps in \( \sqrt{n} \) mod 1 and ergodic theory*, Duke Math. J. 123 (2004), no. 1, 95–139. [https://doi.org/10.1215/S0012-7094-04-12314-0](https://doi.org/10.1215/S0012-7094-04-12314-0)

[9] A. Ivić, *The Riemann zeta-function*, John Wiley and Sons, New York, 1985. ISBN 13: 9780471806349

[10] D. R. Heath-Brown, *The twelfth power moment of the Riemann-function*, The Quarterly Journal of Mathematics, Volume 29, Issue 4, December 1978, Pages 443-462. [https://doi.org/10.1093/qmath/29.4.443](https://doi.org/10.1093/qmath/29.4.443)

[11] O. Robert and P. Sargos. *Three-dimensional exponential sums with monomials*. J. Reine Angew. Math., 591 (2006) 1–20. [https://doi.org/10.1515/CRELLE.2006.012](https://doi.org/10.1515/CRELLE.2006.012)
[12] Z. Rudnick, *A metric theory of minimal gaps*, Mathematika 64 (2018) 628–636. [https://doi.org/10.1112/S0025579318000165](https://doi.org/10.1112/S0025579318000165)

[13] Z. Rudnick and P. Sarnak, *The pair correlation function of fractional parts of polynomials*, Comm. in Math. Physics. 194 (1998), 61–70. [https://doi.org/10.1007/s002200050348](https://doi.org/10.1007/s002200050348)

[14] Z. Rudnick, P. Sarnak and A. Zaharescu, *The distribution of spacings between the fractional parts of \(an^2\)*, Inventiones Math. 145 (2001), 37-57. [https://doi.org/10.1007/s002220100141](https://doi.org/10.1007/s002220100141)

[15] Z. Rudnick and N. Technau, *The metric theory of the pair correlation function of real-valued lacunary sequences*. Illinois Journal of Mathematics, Vol. 64, No. 4 (2020), 583–594. [https://doi.org/10.1215/00192082-8720506](https://doi.org/10.1215/00192082-8720506)