Abstract

Motivated by a search for Lie group structures on groups of Poisson diffeomorphisms, we investigate linearizability of Poisson structures of Poisson groupoids around the unit section. After extending the Lagrangian neighbourhood theorem to the setting of cosymplectic Lie algebroids, we establish that dual integrations of triangular bialgebroids are always linearizable. Additionally, we show that the (non-dual) integration of a triangular Lie bialgebroid is linearizable whenever the \( r \)-matrix is of so-called cosymplectic type. The proof relies on the integration of a triangular Lie bialgebroid to a symplectic LA-groupoid, and in the process we define interesting new examples of double Lie algebroids and LA-groupoids. We also show that the product Poisson groupoid can only be linearizable when the Poisson structure on the unit space is regular.
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Introduction

In this paper we study linearizability of a Poisson structure $\pi$ on a manifold $M$ around a Lagrangian submanifold $L \subset (M, \pi)$, with emphasis on the case that the ambient manifold is a Poisson groupoid, and the submanifold is the unit section. Because of its central role in this paper, we give the definition already here.

**Definition 0.1.** Let $(M, \pi)$ be a Poisson manifold. A submanifold $(M, \pi)$ is Lagrangian when

$$\pi^\sharp \circ (\tau L)^\circ = \tau L \cap \text{Im} \pi^\sharp.$$  

In particular, when $L = \{x\}$ consist of just a point, the Lagrangian condition guarantees that $\pi$ vanishes at $x$. In that case, linearization of $\pi$ around $x$ reduces to the classical linearization problem, as posed by Weinstein in [30]. We can not go on without mentioning Conn's linearization theorem, stating that a Poisson structure is always linearizable around a zero whenever the isotropy Lie algebra is compact and semi-simple [6]. We refer to [7], Appendix 2, for a historical account.

For a Poisson-Lie group $(G, \Pi)$, the identity $e \in G$ is automatically a fixed point of $\Pi$. Linearizability of $(G, \Pi)$ around the identity has been extensively studied, accumulating into several results. For example, the Ginzburg-Weinstein theorem [11] states that a simply connected dual integration $(G^*, \Pi)$ of a Lie bialgebra $(\mathfrak{g}, \mathfrak{g}^*)$ is globally Poisson diffeomorphic to $(\mathfrak{g}^*, \pi_{\text{lin}})$ whenever $\mathfrak{g}$ is compact and semi-simple. A more recent result is due to Alekseev and Meinrenken [1], who showed that dual integrations of coboundary Lie bialgebras are always linearizable.

Remarkably, apart from the case of Poisson-Lie groups, very little is known about the linearization of Poisson structures on Poisson groupoids. There could be several reasons for why this is the case. First of all, the linearization problem has mostly been studied for zeroes of Poisson structures, while for a Poisson groupoid $(G, \Pi) \Rightarrow M$ the Poisson tensor is only guaranteed to vanish on the unit space when $M$ has dimension zero.

Second, only in the recent years, Lagrangian submanifolds in the context of Poisson geometry have gained interest. Our paper shows that Lagrangian submanifolds are indeed fundamental to Poisson geometry, from both the perspective of Poisson diffeomorphisms [25] and linearization of Poisson structures. It seems that Weinstein’s creed “Everything is a Lagrangian submanifold” [29] also holds to some degree in Poisson geometry, at least for the problems considered in this paper and [25]. We refer to the PhD-thesis by Aldo Witte [32] for a recent survey on the linearization problem around Lagrangian submanifolds in Poisson geometry.

Interestingly, our methods are much different from the references above. We make heavy use of certain higher structures in differential geometry, such as double Lie algebroids and LA-groupoids, as well as the concept of an $\mathcal{A}$-Poisson structure $\pi_{\mathcal{A}} \in \Gamma(\wedge^2 \mathcal{A})$, interpreted as a lift of a Poisson bivector $\pi$ to a Lie algebroid $\mathcal{A} \Rightarrow M$. In many cases, the lift is (co)symplectic, and we are able to use symplectic techniques to prove our results. The lifting process of Poisson structures to Lie algebroids has been extensively studied by Klaasen in [15].
Another curious thing to note is that our motivation for studying linearizability of Poisson groupoids comes from the seemingly unrelated problem of finding Lie group structures on groups of Poisson diffeomorphisms. This will be investigated in a separate paper [25], but we will briefly get back to this at the end of this introduction.

**Linearization of Poisson structures.** Let \( E \to M \) be a vector bundle, with scalar multiplication \( m_\lambda : E \to E \), and \( \pi \) a Poisson structure on the total space of \( E \) for which the zero section \( M \) is coisotropic. Then the limit

\[
\pi_{\text{lin}} = \lim_{\lambda \to 0} \lambda m_\lambda^*(\pi),
\]

exists and is called the linearization of \( \pi \) around \( M \). If \( \pi_{\text{lin}} \) is a linear Poisson structure on a vector bundle \( E \to M \), meaning that \( \lambda m_\lambda^* \pi_{\text{lin}} = \pi_{\text{lin}} \) for all \( \lambda \in \mathbb{R} \setminus \{0\} \), then the zero section is a Lagrangian submanifold of \((E, \pi_{\text{lin}})\) [25], Proposition 2.2).

More generally, when \((M, \pi)\) is a Poisson manifold and \( L \subset (M, \pi) \) is a Lagrangian submanifold, one can use a tubular neighbourhood to transfer \( \pi \) to the normal bundle \( NL \). Its linearization \( \pi_{\text{lin}} \) is independent of the choice of tubular neighbourhood and is in fact corresponding to the Lie algebroid structure on the conormal bundle \( N^*L \). If there exists a local Poisson diffeomorphism \((NL, \pi_{\text{lin}}) \to (M, \pi)\) that restricts to the identity on \( L \), we call \((M, \pi)\) linearizable around \( L \).

**Remark 0.2.** The linearization \( \pi_{\text{lin}} \) of \((M, \pi)\) as above makes sense for any coisotropic submanifold \( C \subset (M, \pi) \). However, only for Lagrangian submanifolds, this is the right notion of linearization, as the zero section in a linear Poisson structure is Lagrangian. For instance, for symplectic leaves, which are also coisotropic, the first-order local model [8] [27] is not linear.

We pose the following question.

**Question 0.3.** Let \((M, \pi)\) be a Poisson manifold and \( L \subset (M, \pi) \) a Lagrangian submanifold. When is \((M, \pi)\) linearizable around \( L \)?

When \( L = \{x\} \) consists of only one point, the Poisson structure must be zero at \( x \), and we recover the classical linearization problem of Poisson structures around zeroes, as mentioned in the first paragraph of this introduction. In the case that \((M, \pi)\) is non-degenerate (that is, symplectic), linearizability is obtained by Weinstein’s famous Lagrangian neighbourhood theorem [23].

In this paper, we prove an extension of Weinstein’s result to the setting of coisotropic Lie algebroids. A coisymplectic structure on a Lie algebroid \( \mathcal{A} \to M \) consists of closed one-forms \( \alpha_1, \ldots, \alpha_k \) and a closed 2-form \( \omega \) of constant rank \( 2n \) for which \( \omega^n \wedge \alpha_1 \wedge \cdots \wedge \alpha_k \) is a nowhere vanishing top-form on \( \mathcal{A} \). Underlying a coisymplectic structure on \( \mathcal{A} \), one has an \( \mathcal{A} \)-Poisson structure \( \pi_{\mathcal{A}} \in \Gamma(\wedge^2 \mathcal{A}) \), which ultimately induces a Poisson structure \( \pi \) on the underlying manifold \( M \).

**Theorem 0.4 (Theorem 3.4).** Let \( \mathcal{A} \to M \) be a Lie algebroid with coisymplectic structure \((\alpha_1, \ldots, \alpha_k, \omega)\), inducing Poisson structures \( \pi_{\mathcal{A}} \) on \( \mathcal{A} \) and \( \pi \) on \( M \). Let \( i : L \subset M \) be a submanifold satisfying the following three conditions:

- the inclusion \( i \) is transverse to the anchor of \( \mathcal{A} \),
- the pullback algebroid \( i^* \mathcal{A} \) is a Lagrangian subbundle of \((\mathcal{A}, \pi_{\mathcal{A}})\),
- the forms \( i^* \alpha_1, \ldots, i^* \alpha_k \) are zero in \( \Omega^1(i^* \mathcal{A}) \).

Then \((M, \pi)\) is linearizable around \( L \).
The Lagrangian condition together with the vanishing of the pullback one-forms $i^* \alpha_1, \ldots, i^* \alpha_k$ ensure that $i^* \omega = 0 \in \Omega^2(i^* \mathcal{A})$.

When $\mathcal{A} = TM$, the transversality condition is automatically satisfied, and the other two conditions imply that $L$ is a Lagrangian submanifold tangent to the symplectic foliation. When both $\mathcal{A} = TM$ and $k = 0$, we recover Weinstein’s Lagrangian neighbourhood theorem from symplectic geometry. Other special cases include Lagrangian submanifolds of log-symplectic and $b^k$-symplectic manifolds [12, 24], elliptic Poisson manifolds [5] and symplectic foliations, and all of their cosymplectic extensions.

**Linearization of Poisson groupoids.** A Poisson groupoid [31] is a Lie groupoid $\mathcal{G} \rightrightarrows M$ with a multiplicative Poisson structure $\Pi$ on $\mathcal{G}$, meaning that the graph of the multiplication map is coisotropic in $(\mathcal{G} \times \mathcal{G} \times \mathcal{G}, \Pi \times \Pi \times (−\Pi))$. The unit section of a Poisson groupoid $(\mathcal{G}, \Pi) \rightrightarrows M$ is always coisotropic. Therefore, identifying the normal bundle $NM$ of $M$ in $\mathcal{G}$ with the Lie algebroid $\mathcal{A}$, the dual $\mathcal{A}^*$ is always coisotropic. Therefore, identifying the normal bundle $NM$ of $M$ in $\mathcal{G}$ with the Lie algebroid $\mathcal{A}$, the dual $\mathcal{A}^*$ is always coisotropic. Therefore, identifying the normal bundle $NM$ of $M$ in $\mathcal{G}$ with the Lie algebroid $\mathcal{A}$, the dual $\mathcal{A}^*$ is always coisotropic. Therefore, identifying the normal bundle $NM$ of $M$ in $\mathcal{G}$ with the Lie algebroid $\mathcal{A}$, the dual $\mathcal{A}^*$ is always coisotropic.

When $\mathcal{A} = TM$, the transversality condition is automatically satisfied, and the other two conditions imply that $L$ is a Lagrangian submanifold tangent to the symplectic foliation. When both $\mathcal{A} = TM$ and $k = 0$, we recover Weinstein’s Lagrangian neighbourhood theorem from symplectic geometry. Other special cases include Lagrangian submanifolds of log-symplectic and $b^k$-symplectic manifolds [12, 24], elliptic Poisson manifolds [5] and symplectic foliations, and all of their cosymplectic extensions.

The unit section $M \subset (\mathcal{G}, \Pi)$ of a Poisson groupoid is in fact always a Lagrangian submanifold, as is shown in [25], Proposition 2.2. Therefore, it is natural to ask the following question.

**Question 0.5.** Let $(\mathcal{G}, \Pi) \rightrightarrows (M, \pi)$ be a Poisson groupoid. Is $(\mathcal{G}, \Pi)$ linearizable around $M$?

When the answer is positive, we call the Poisson groupoid linearizable. Note that this only refers to the Poisson structure of the Poisson groupoid, and not to the groupoid itself. This paper is devoted to prove linearizability of two classes of Poisson groupoids. The first concerns dual integrations of triangular Lie bialgebroids.

**Theorem 0.6** (Theorem 3.16). Let $(\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})$ be a triangular Lie bialgebroid on $M$. Any Poisson groupoid $(\mathcal{G}^*, \Pi) \rightrightarrows M$ integrating $(\mathcal{A}^*, \mathcal{A})$ is linearizable around $M$.

In the case that $M$ is a point, the triple $(\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})$ becomes a Lie bialgebra, and linearizability of a dual integration $(\mathcal{G}^*, \Pi)$ was already known by the work of Alekseev and Meinrenken [11].

Our second linearization result is about normal (i.e. not dual) integrations of triangular Lie bialgebroids. When $(\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})$ is a triangular Lie bialgebroid, and $\mathcal{G} \rightrightarrows M$ a groupoid integrating $\mathcal{A} \Rightarrow M$, the Poisson structure $\pi_{\mathcal{A}} - \pi_{\mathcal{A}}$ makes $(\mathcal{G}, \pi_{\mathcal{A}} - \pi_{\mathcal{A}}) \rightrightarrows M$ into a Poisson groupoid integrating $(\mathcal{A}, \mathcal{A}^*)$ [18]. The $A$-Poisson structure (or $r$-matrix) $\pi_{\mathcal{A}}$ is of $A$-cosymplectic type when it underlies a $k$-cosymplectic structure on $\mathcal{A}$ (Definition 1.11).

**Theorem 0.7** (Theorem 3.23). Let $(\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})$ be a triangular Lie bialgebroid for which $\pi_{\mathcal{A}}$ is of $A$-cosymplectic type. If $\mathcal{G} \rightrightarrows M$ is an integration of $\mathcal{A}$, the Poisson groupoid $(\mathcal{G}, \pi_{\mathcal{A}} - \pi_{\mathcal{A}}) \rightrightarrows M$ is linearizable around $M$.

Note that Theorem 0.6 and Theorem 0.7 coincide when $\pi_{\mathcal{A}}$ is non-degenerate.

The proof of Theorem 0.6 relies, besides the Lagrangian neighbourhood theorem for symplectic Lie algebroids, on the notion of a symplectic LA-groupoid. More specifically, we show that every Poisson Lie algebroid $(\mathcal{A}, \pi_{\mathcal{A}}) \Rightarrow M$ (i.e. a triangular Lie bialgebroid) integrates to a (local) symplectic LA-groupoid, similar to the integration of a Poisson manifold $(M, \pi)$ to a (local) symplectic groupoid. Its construction consists of two steps already interesting on their own.
The first step requires some terminology. Let $\mathcal{A} \rightarrow M$ and $\mathcal{B} \rightarrow M$ be Lie algebroids. We say that $\mathcal{B}$ is anchored to $\mathcal{A}$ when there is an identity-covering Lie algebroid morphism $\rho_{\mathcal{B}}^\mathcal{A} : \mathcal{B} \rightarrow \mathcal{A}$. Next, letting $\mathcal{P}_B : \mathcal{B} \rightarrow M$ be the projection, we consider the pullback Lie algebroid $p_{\mathcal{B}}^\mathcal{A} : \mathcal{B} \rightarrow \mathcal{A}$ of $\mathcal{A}$ to $\mathcal{B}$, as well as, when $\mathcal{G} \rightarrow M$ is a Lie groupoid integrating $\mathcal{A}$, the pullback groupoid $p_{\mathcal{B}}^\mathcal{G} \mathcal{G} \rightarrow \mathcal{B}$. The canonical morphisms $p_{\mathcal{B}}^\mathcal{A} : \mathcal{A} \rightarrow \mathcal{A}$ and $p_{\mathcal{B}}^\mathcal{G} : \mathcal{A} \rightarrow \mathcal{G}$ are the projections of vector bundle structures. The presence of an anchor $\rho_{\mathcal{B}}^\mathcal{A} : \mathcal{B} \rightarrow \mathcal{A}$ makes it possible to prolong the Lie algebroid structure on $\mathcal{B}$ to these vector bundles.

**Theorem 0.8** (Theorems 2.16 and 2.17). Let $\rho_{\mathcal{A}} : \mathcal{A} \rightarrow M$ and $\rho_{\mathcal{B}} : \mathcal{B} \rightarrow M$ be Lie algebroids. Suppose that $\mathcal{B}$ is anchored to $\mathcal{A}$ by a Lie algebroid morphism. Then $p_{\mathcal{B}}^\mathcal{A} : \mathcal{B} \rightarrow \mathcal{A}$ and $p_{\mathcal{B}}^\mathcal{G} : \mathcal{B} \rightarrow \mathcal{G}$ are Lie algebroids. If $\mathcal{G} \rightarrow M$ is an integration of $\mathcal{A}$, then $(p_{\mathcal{B}}^\mathcal{G} \mathcal{G} ; \mathcal{B} ; \mathcal{G} ; M)$ is a LA-groupoid.

$$
\begin{array}{ccc}
p_{\mathcal{B}}^\mathcal{A} & \longrightarrow & \mathcal{A} \\
\downarrow & & \downarrow \\
\mathcal{B} & \longrightarrow & M
\end{array}

\begin{array}{ccc}
p_{\mathcal{B}}^\mathcal{G} & \longrightarrow & \mathcal{G} \\
\downarrow & & \downarrow \\
\mathcal{B} & \longrightarrow & M
\end{array}
$$

In both cases, the horizontal algebroid structure on $p_{\mathcal{B}}^\mathcal{A}$ or $p_{\mathcal{B}}^\mathcal{G}$ is called the prolongation algebroid structure.

**Remark 0.9.** In the case that $\mathcal{A} = TM$ is the tangent bundle, the pullback $(p_{\mathcal{B}}^\mathcal{A} \mathcal{B} ; \mathcal{B} ; \mathcal{A} ; M)$ reduces to the tangent bundle $(TB ; B ; TM ; M)$ as a double Lie algebroid. It is in fact very useful to think of $p_{\mathcal{B}}^\mathcal{A}$ as an $\mathcal{A}$-tangent version of the tangent bundle of $\mathcal{B}$.

Let $(\mathcal{A}, \mathcal{A}^*, \pi_\mathcal{A})$ be a triangular Lie bialgebroid, and let $p_* : \mathcal{A}^* \rightarrow M$ be the projection. The map $\pi_\mathcal{A}$ is a Lie algebroid morphism and thus anchors $\mathcal{A}^*$ to $\mathcal{A}$, so that $p_*^\mathcal{A} : \mathcal{A}^* \rightarrow \mathcal{A}^*$ becomes a double Lie algebroid by Theorem 0.8. Additionally, the Lie algebroid $p_*^\mathcal{A} : \mathcal{A}^* \rightarrow \mathcal{A}^*$ comes with canonical symplectic form $\omega_{\text{can}}$ that is infinitesimally multiplicative (IM) with respect to the prolongation Lie algebroid structure in $p_*^\mathcal{A}$ (Proposition 3.20). To proceed to the groupoid case, we integrate the closed IM canonical symplectic form to a closed multiplicative form on an integrating LA-groupoid. This is possible by the following result that is proved in the Appendix.

**Theorem 0.10** (Corollary A.9). Let $(\mathcal{V}; \mathcal{A}, \mathcal{G}; M)$ be a (local) source 1-connected LA-groupoid with double Lie algebroid $(\mathcal{A} \mathcal{V} ; \mathcal{A}, \mathcal{A} \mathcal{G} ; M)$. Then the one-to-one correspondence



$$
\begin{array}{c}
\{ \text{(Germs of multiplicative)} \\
\text{forms on } \mathcal{V} \Rightarrow \mathcal{G} \}
\end{array}
\quad \overset{1:1}{\leftrightarrow} \quad
\begin{array}{c}
\{ \text{Infinitesimally multiplicative)} \\
\text{forms on } \mathcal{A} \mathcal{V} \Rightarrow \mathcal{A} \mathcal{G} \}
\end{array}
$$

obtained by differentiation is an isomorphism of cochain complexes.

Let $(\mathcal{A}, \mathcal{A}^*, \pi_\mathcal{A})$ be a triangular Lie bialgebroid. By integrating the canonical symplectic form on $p_*^\mathcal{A} : \mathcal{A}^* \rightarrow \mathcal{A}^*$, it follows that an integration $\mathcal{G}^* \rightarrow M$ of $\mathcal{A}^*$ carries a (local) multiplicative Poisson structure integrating the bialgebroid $(\mathcal{A}^*, \mathcal{A})$ that comes from a (local) symplectic LA-groupoid $(\mathcal{V}, \Omega)$.

$$
\begin{array}{ccc}
(p_*^\mathcal{A}, \omega_{\text{can}}) & \longrightarrow & \mathcal{A} \\
\downarrow & & \downarrow \\
(\mathcal{A}^*, \pi_{\text{lin}}) & \longrightarrow & M
\end{array}

\begin{array}{ccc}
(\mathcal{V}, \Omega) & \longrightarrow & \mathcal{A} \\
\downarrow & & \downarrow \\
(\mathcal{G}^*, \Pi) & \longrightarrow & M
\end{array}
$$

The Lagrangian neighbourhood theorem for (co)symplectic Lie algebroids (Theorem 0.4) yields a linearization of $(\mathcal{G}^*, \Pi)$ around $M$, proving Theorem 0.6.
Remark 0.11 (Symplectic groupoids). In the case that $\mathcal{A} = TM$, we recover that every Poisson manifold integrates to a local symplectic groupoid, as we will briefly explain. A Poisson structure $\pi$ on $M$ makes $(TM, T^*M, \pi)$ into a triangular Lie bialgebroid. The pullback algebroid $p^*_M TM \to T^*M$ coincides with the tangent bundle $T(T^*M) \to T^*M$, which comes with the usual canonical symplectic form $\omega_{\text{can}}$. This form is *infinitesimally multiplicative* on the prolongation Lie algebroid $T(T^*M) \to TM$, and therefore integrates to a symplectic form $\Omega$ on the prolongation LA-groupoid $T\mathcal{G}^* \to TM$, whenever $\mathcal{G}^* \to M$ is a (local) source 1-connected integration of $T^*M \to M$. We recover that every Poisson manifold $(M, \pi)$ integrates to a (local) symplectic groupoid.

Relation with Poisson diffeomorphisms. The results in this paper are used in [25] to obtain (infinite-dimensional) Lie group structures on groups of Poisson diffeomorphisms. We will briefly explain the connection between these two seemingly unrelated topics.

Let $(M, \pi)$ be a Poisson manifold. It is well-known that a diffeomorphism $\varphi : M \to M$ is a Poisson map if and only if its graph $\text{gr}_\varphi$ is coisotropic in $(M \times M, \pi - \pi)$. Since a Poisson diffeomorphism must send each symplectic leaf symplectomorphically onto its image, its graph is not just coisotropic, but also Lagrangian. It is often useful to think of the product $(M \times M, \pi - \pi)$ as a Poisson groupoid over $(M, \pi)$. This way, one can reinterpret Poisson diffeomorphisms as coisotropic bisections.

More generally, if $(\mathcal{G}, \Pi) \to (M, \pi)$ is a Poisson groupoid, then its coisotropic bisections $\text{Bis}(\mathcal{G}, \Pi)$ form a subgroup of the full bisection group $\text{Bis}(\mathcal{G})$. The group of coisotropic bisections $\text{Bis}(\mathcal{G}, \Pi)$ always acts on the base manifold $(M, \pi)$ by Poisson diffeomorphisms. While $\text{Bis}(\mathcal{G})$ is always an infinite-dimensional Lie group, there is no known or obvious Lie group structure on $\text{Bis}(\mathcal{G}, \Pi)$.

In [25], we show the following theorem.

**Theorem 0.12** ([25], Theorem 2.11). Let $(\mathcal{G}, \Pi) \to M$ be a Poisson groupoid with Lie bialgebroid $(\mathcal{A}, \mathcal{A}^*)$. Assume that $(\mathcal{G}, \Pi)$ is linearizable around $M$. Then the group of coisotropic bisections is a regular embedded Lie subgroup of $\text{Bis}(\mathcal{G})$ with Lie algebra $\Gamma_c(\mathcal{A}, d_{\mathcal{A}^*}) = \{v \in \Gamma_c(\mathcal{A}) : d_{\mathcal{A}^*}v = 0\}$, where $d_{\mathcal{A}^*}$ is the differential of the Lie algebroid $\mathcal{A}^* \to M$.

From the perspective of Poisson diffeomorphisms, the pair Poisson groupoid is particularly relevant. However, its linearizability puts heavy restrictions on $(M, \pi)$, as we will show in the current paper.

**Theorem 0.13** (Theorem 3.26). Let $(M, \pi)$ be a Poisson manifold. If $(M \times M, \pi - \pi)$ is linearizable around the diagonal, then $\pi$ must be regular.

This shows that, in order to apply Theorem 0.12, one is forced to look for suitable Poisson groupoids which ‘compute’ (sub)groups of Poisson diffeomorphisms of the base, which hopefully turn out to be linearizable. We refer to [25], where this is further investigated.
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1 Lagrangian submanifolds in Poisson geometry

1.1 Poisson geometry and Lagrangian submanifolds. A Poisson structure on a manifold \(M\) is a bivector \(\pi \in \Gamma(\wedge^2 TM)\) satisfying \([\pi, \pi] = 0\). A Poisson map \(f : (M, \pi_M) \to (N, \pi_N)\) is a smooth map \(f : M \to N\) so that \(\pi_N = f^* \pi_M\) for all \(x \in M\).

When \((M, \pi)\) is a Poisson manifold, the bivector \(\pi\) induces a map \(\pi^\# : T^* M \to TM\), given by \(\beta(\pi^\#(\alpha)) = \pi(\alpha, \beta)\), for \(\alpha, \beta \in T^* M\). Together with a Lie bracket on \(\Omega^1(M)\) defined by the formula

\[\{\alpha, \beta\}_\pi = \mathcal{L}_{\pi^\#(\alpha)}(\beta) - \mathcal{L}_{\pi^\#(\beta)}(\alpha) - d(\pi(\alpha, \beta)),\]

the cotangent bundle \((T^* M, \pi^\#, [\cdot, \cdot]_\pi)\) becomes a Lie algebroid, called the cotangent algebroid associated to \((M, \pi)\).

The leaves of the cotangent algebroid \((T^* M, \pi^\# , [\cdot, \cdot]_\pi)\) are called the symplectic leaves of \((M, \pi)\), for the reason that every leaf \(S\) carries a symplectic structure induced by \(\pi\):

\[\omega_S(X,Y) = -\pi(\alpha, \beta),\]

with \(X,Y \in TS = \text{im} \pi^\#|_S\) and \(\alpha, \beta \in T^* M\) satisfying \(\pi^\#(\alpha) = X, \pi^\#(\beta) = Y\).

If \(C\) is a submanifold of \((M, \pi)\), the Poisson orthogonal of \(C\) is given by \((TC)^{\perp_{\pi^\#}} = \pi^\#((TC)^\circ))\), where \((TC)^\circ \subset T^* M\) is the annihilator of \(TC\).

**Definition 1.1.** A submanifold \(C\) of \((M, \pi)\) is coisotropic when \((TC)^{\perp_{\pi^\#}} \subset TC\). Equivalently, \(\pi(\alpha_1, \alpha_2) = 0\) for all \(\alpha_1, \alpha_2 \in (TC)^\circ\). ▲

**Definition 1.2 ([26], Remark 7.8).** Let \((M, \pi)\) be a Poisson manifold. A submanifold \(L \subset M\) is Lagrangian when

\[(TL)^{\perp_{\pi^\#}} = TL \cap \text{im} \pi^\#.\] ▲

1.2 \(\mathcal{A}\)-Poisson geometry and \(\mathcal{A}\)-Lagrangians. Recall that a Lie algebroid \(\mathcal{A} \Rightarrow M\) is a vector bundle \(\mathcal{A} \to M\) together with an anchor \(\rho_{\mathcal{A}} : \mathcal{A} \to TM\) and a Lie bracket on \(\Gamma(\mathcal{A})\) subject to the Leibniz rule. It induces a Schouten-Nijenhuis bracket on \(\Gamma(\wedge^* \mathcal{A})\) in the exact same way as for the tangent bundle. The bracket is natural in the sense that if \((\Phi, \varphi) : \mathcal{A} \to \mathcal{A}'\) is a morphism of Lie algebroids covering \(\varphi : M \to M'\), and if \(\delta_1, \delta_2 \in \Gamma(\wedge^* \mathcal{A})\) are \(\Phi\)-related to \(\delta_1', \delta_2' \in \Gamma(\wedge^* \mathcal{A}')\), then the bracket \([\delta_1, \delta_2]\) is \(\Phi\)-related to \([\delta_1', \delta_2']\).

**Definition 1.3.** Let \(\mathcal{A} \Rightarrow M\) be a Lie algebroid. An \(\mathcal{A}\)-Poisson structure is a section \(\pi_{\mathcal{A}} \in \Gamma(\wedge^2 \mathcal{A})\) such that \([\pi_{\mathcal{A}}, \pi_{\mathcal{A}}] = 0\). In this case, \((\mathcal{A}, \pi_{\mathcal{A}}) \Rightarrow M\) is referred to as a Poisson Lie algebroid (or just Poisson algebroid). ▲

**Remark 1.4.** Any section \(\pi_{\mathcal{A}} \in \Gamma(\wedge^2 \mathcal{A})\) induces a bracket on \(\Gamma(\mathcal{A}^*)\) by

\[\{\alpha, \beta\}_{\pi_{\mathcal{A}}} = \mathcal{L}_{\pi^\#_{\mathcal{A}}(\alpha)}(\beta) - \mathcal{L}_{\pi^\#_{\mathcal{A}}(\beta)}(\alpha) - d_{\mathcal{A}}\pi(\alpha, \beta).\]

It equips \(\mathcal{A}^*\) with the structure of a Lie algebroid with anchor \(\rho_{\mathcal{A}^*} := \rho_{\mathcal{A}} \circ \pi_{\mathcal{A}}^\#\) if and only if \([[[\pi_{\mathcal{A}}, \pi_{\mathcal{A}}], \theta]] = 2[\pi_{\mathcal{A}}, [\pi_{\mathcal{A}}, \theta]] = 0\) for all \(\theta \in \Gamma(\wedge^* \mathcal{A})\) [18], in which case \((\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})\) is called an exact Lie bialgebroid. It is a simultaneous generalization of coboundary Lie bialgebras and Poisson structures on \(TM\).

The map \(\pi_{\mathcal{A}}^\# : \mathcal{A}^* \to \mathcal{A}\) is bracket preserving if and only if \(\pi_{\mathcal{A}}\) is \(\mathcal{A}\)-Poisson. In this case, \((\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})\) is a triangular Lie bialgebroid, defined by Mackenzie and Xu in [22]. Therefore, triangular Lie bialgebroids and Poisson algebroids are the same objects.
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By naturality of the Schouten-Nijenhuis bracket, an $\mathcal{A}$-Poisson structure $\pi_{\mathcal{A}}$ induces a Poisson bivector $\pi := (\wedge^2 \rho) (\pi_{\mathcal{A}})$ on $M$. They are related by the following diagram.

$$
\begin{array}{ccc}
\mathcal{A}^* & \xrightarrow{\pi^\#_{\mathcal{A}}} & \mathcal{A} \\
\rho \uparrow & & \downarrow \rho \\
T^* M & \xrightarrow{\pi^\#} & TM
\end{array}
$$

Explicitly, $\pi$ is given by

$$\pi(\alpha, \beta) = \pi_{\mathcal{A}}(\rho_{\mathcal{A}}^* \alpha, \rho_{\mathcal{A}}^* \beta) \quad \text{for} \quad \alpha, \beta \in T^* M.$$ 

Accordingly, we refer to $\pi_{\mathcal{A}}$ as a lift of $\pi$ to $\mathcal{A}$.

**Definition 1.5.** Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. A symplectic structure on $\mathcal{A}$, or an $\mathcal{A}$-symplectic structure, is a closed, non-degenerate two form $\omega_{\mathcal{A}} \in \Omega^2(\mathcal{A})$. In this case, we call $(\mathcal{A}, \omega_{\mathcal{A}}) \Rightarrow M$ a symplectic Lie algebroid.

**Lemma 1.6.** Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. Then there is a one-to-one correspondence between non-degenerate $\mathcal{A}$-Poisson structures and symplectic structures on $\mathcal{A}$, given by inversion.

**1.2.1 Lie algebroid transversals.** We introduce the following class of submanifolds.

**Definition 1.7.** Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. A submanifold $L \subset M$ is called an $\mathcal{A}$-transversal when it is transverse to the anchor:

$$T_x L + \rho_{\mathcal{A}}(\mathcal{A}_x) = T_x M \quad \text{for all} \quad x \in L.$$ 

For an $\mathcal{A}$-transversal $i : L \hookrightarrow M$, the pullback $i^* \mathcal{A} \Rightarrow L$ always exists, and can be regarded as a subalgebroid of $\mathcal{A} \Rightarrow M$. As a vector bundle, it is given by $i^* \mathcal{A} = \rho^{-1}(TL)$.

We define the $\mathcal{A}$-normal bundle of $L$ to be the quotient $N_{\mathcal{A}} L = \mathcal{A}|_L / i^* \mathcal{A}$. It is canonically isomorphic to $NL$, the normal bundle of $L$ in $M$.

$$
\begin{array}{cccc}
0 & \rightarrow & i^* \mathcal{A} & \rightarrow & \mathcal{A}|_L & \rightarrow & N_{\mathcal{A}} L & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & TL & \rightarrow & TM|_L & \rightarrow & NL & \rightarrow & 0.
\end{array}
$$

More precisely, the anchors $i^* \mathcal{A} \rightarrow TL$ and $\mathcal{A} \rightarrow TM$ induce a map $N_{\mathcal{A}} L \rightarrow NL$ which is injective because $i^* \mathcal{A}$ is the pullback, and surjective because $L$ is transverse to $\mathcal{A}$.

**Definition 1.8.** Let $(\mathcal{A}, \pi_{\mathcal{A}}) \Rightarrow M$ be a Poisson Lie algebroid. An $\mathcal{A}$-transversal $i : L \hookrightarrow M$ is coisotropic for $(\mathcal{A}, \pi_{\mathcal{A}})$ when $i^* \mathcal{A}$ is a coisotropic subbundle of $\mathcal{A}$:

$$
(i^* \mathcal{A})^\perp_{\mathcal{A}} := \pi_{\mathcal{A}}^\# \left( i^* \mathcal{A} \right) \subset i^* \mathcal{A}.
$$

It is Lagrangian for $(\mathcal{A}, \pi_{\mathcal{A}})$ when $(i^* \mathcal{A})^\perp_{\mathcal{A}} = (i^* \mathcal{A}) \cap \im \pi_{\mathcal{A}}^\#.$

When $\mathcal{A} = TM$, every submanifold is automatically transverse, and coisotropic (Lagrangian) transversals of $(TM, \pi)$ are the same as coisotropic (Lagrangian) submanifolds of $(M, \pi)$. 

---
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Lemma 1.9. Let $(\mathcal{A}, \pi_{\mathcal{A}}) \Rightarrow M$ be a Poisson Lie algebroid with underlying Poisson manifold $(M, \pi)$. An $\mathcal{A}$-traversal $i : L \hookrightarrow M$ is coisotropic for $(\mathcal{A}, \pi_{\mathcal{A}})$ if and only if $L$ is a coisotropic submanifold of $(M, \pi)$.

When $L$ is $\mathcal{A}$-Lagrangian, then it is a Lagrangian submanifold of $(M, \pi)$.

Remark 1.10. The converse of the Lagrangian statement is false in general, even when $\pi_{\mathcal{A}}$ is non-degenerate. For a concrete counterexample, consider a transitive symplectic Lie algebroid $(\mathcal{A}, \omega)$ $\Rightarrow M$ inducing a Poisson structure $\pi$ on $M$. The diagonal $\Delta$ is Lagrangian in $(M \times M, \pi - \pi)$, but the Lie algebroid $\Lambda^1(\mathcal{A} \times \mathcal{A})$ can only be Lagrangian in $(\mathcal{A} \times \mathcal{A}, \omega - \omega)$ when $\text{rk} \mathcal{A} = \dim M$ for dimensional reasons.

Proof of Lemma 1.9 As discussed above, the anchor of $\mathcal{A}$ induces an isomorphism $\rho : N_{\mathcal{A}}L \to NL$, which in turn gives an isomorphism $\rho^* : (TL)^\circ \to (i^* \mathcal{A})^\circ$ between the annihilators. Note that $\pi^\# ((TL)^\circ) = \rho \circ \pi_{\mathcal{A}}^\# ((i^* \mathcal{A})^\circ)$, so $\pi_{\mathcal{A}}^\# \circ (i^* \mathcal{A})^\circ \subseteq \rho^{-1}(TL) = i^* \mathcal{A}$ if and only if $\pi^\# ((TL)^\circ) \subseteq TL$. The conclusion follows.

Suppose that $i^* \mathcal{A}$ is Lagrangian for $\pi_{\mathcal{A}}$. Then

$$\pi^\# ((TL)^\circ) = \rho \circ \pi_{\mathcal{A}}^\# ((i^* \mathcal{A})^\circ) = \rho \left( (i^* \mathcal{A}) \cap \text{im} \pi_{\mathcal{A}}^\# \right) = TL \cap \text{im} \pi^\#,$$

which means that $L$ is Lagrangian for $(M, \pi)$. In the last step, we used again explicitly that $\rho^{-1}(TL) = i^* \mathcal{A}$. □

1.3 Poisson Lie algebroids of cosymplectic type. We introduce cosymplectic structures on Lie algebroids for two reasons. First, they naturally show up in the proof of Theorem 3.23 (even in the case of $\mathcal{A} = TM$), and second, they provide interesting examples of Poisson manifolds.

Definition 1.11. A cosymplectic structure of type $k$, or $k$-cosymplectic structure, on a Lie algebroid $\mathcal{A} \Rightarrow M$ of rank $\mathcal{A} = 2n + k$ consists of closed one-forms $\alpha_1, \ldots, \alpha_k \in \Omega^1(\mathcal{A})$, called the defining one-forms, and a closed two-form $\omega \in \Omega^2(\mathcal{A})$ of constant rank $2n$ such that $\omega^n \wedge \alpha_1 \wedge \cdots \wedge \alpha_k$ is nowhere vanishing. ▲

The non-vanishing condition is equivalent to the cosymplectic flat map

$$b : \mathcal{A} \to \mathcal{A}^*, \quad v \mapsto t_v \omega + \sum_{i=1}^k \alpha_i(v) \alpha_i$$

begin an isomorphism.

Definition 1.12. Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid with cosymplectic structure $(\alpha_1, \ldots, \alpha_k, \omega)$. The $i$-th Reeb section $R_i \in \Gamma(\mathcal{A})$ is given by $R_i = b^{-1}(\alpha_i)$. ▲

A $k$-cosymplectic structure $(\alpha_1, \ldots, \alpha_k, \omega)$ on $\mathcal{A} \Rightarrow M$ induces a $(k - 1)$-cosymplectic structure $(\alpha_1, \ldots, \alpha_{k-1}, \omega)$ on the Lie algebroid $\ker \alpha_k$. In particular, $\omega$ restricts to a symplectic structure on the $\mathcal{A}$-foliation $\mathcal{F} = \cap_{i=1}^k \ker \alpha_i$. The underlying $\mathcal{A}$-Poisson structure $\pi_{\mathcal{A}}$ is determined by requiring that the following diagram commutes.

$$
\begin{array}{ccc}
\mathcal{F}^* & \xrightarrow{\omega^b} & \mathcal{F} \\
\uparrow & & \downarrow \\
\mathcal{A}^* & \xrightarrow{\pi_{\mathcal{A}}} & \mathcal{A}.
\end{array}
$$
Definition 1.13. Let \((\mathcal{A}, \pi_{\mathcal{A}}) \Rightarrow M\) be a Poisson algebroid. We call \(\pi_{\mathcal{A}}\) of \(\mathcal{A}\)-cosymplectic type if there exists a cosymplectic structure on \(\mathcal{A}\) inducing \(\pi_{\mathcal{A}}\).

We are interested in the following Lagrangian submanifolds of cosymplectic Lie algebroids.

Definition 1.14. Let \((\mathcal{A}, \mathcal{A}^{1}, \ldots, \mathcal{A}^{k}, \mathcal{A}^{k+1}) \Rightarrow \mathcal{A}\) be a cosymplectic Lie algebroid. An \(\mathcal{A}\)-Lagrangian \(\mathcal{L}: \mathcal{L} \rightarrow \mathcal{A}\) for \((\mathcal{A}, \mathcal{A}^{k})\) is called minimal if all the forms \(\mathcal{L}^{\ast} \mathcal{A}^{1}, \ldots, \mathcal{L}^{\ast} \mathcal{A}^{k}\) and \(\mathcal{L}^{\ast} \mathcal{A}^{k+1}\) vanish in \(\Omega^{\ast}(\iota^{\ast} \mathcal{A})\).

Remark 1.15. In the case of \(\mathcal{A} = TM\), minimal Lagrangian submanifolds correspond to Lagrangian submanifolds tangent to the symplectic leaves. In some sense, they are the Lagrangian submanifolds of minimal dimension, hence the name.

2 Pullback algebroids over vector bundles

Let \(p_{E}: E \rightarrow M\) be a vector bundle. The geometry of \(TE\) is already very interesting: it is a typical example of a double vector bundle, or even a VB-algebroid, and, varying \(E\), there are various canonical isomorphisms involved. This rich structure is used to prolong various geometric objects over vector bundles. For instance, when \(E\) is a Lie algebroid, \(TE\) can be made into a double Lie algebroid. A fairly complete account of this material can be found in [21], Chapter 9 and onwards.

In this section, we replace the tangent bundle \(TE \Rightarrow E\) of a vector bundle \(p_{E}: E \rightarrow M\) by the pullback \(p_{E}^{\ast} \mathcal{A} \Rightarrow E\) along \(p_{E}\) of any Lie algebroid \(\mathcal{A} \Rightarrow M\). It was already observed in [16] that this object carries a rich structure, analogous to the tangent bundle \(TE\). Specifically, in [16], the canonical symplectic form on \(p_{E}^{\ast} \mathcal{A}\), as well as a canonical involution on \(p_{E}^{\ast} \mathcal{A}\) are introduced and studied.

Our approach builds further upon [16]. First of all, our treatment is entirely coordinate-free. Secondly, we establish that \(p_{E}^{\ast} \mathcal{A}\) is a double Lie algebroid, whenever \(\mathcal{B} \Rightarrow M\) is a Lie algebroid anchored to \(\mathcal{A} \Rightarrow M\). This leads to interesting applications later in the paper.

We assume familiarity with several higher structures in differential geometry, such as double vector bundles, VB-groupoids and algebroids, and related objects (see for instance [2, 21]). The definitions are recalled in Appendix A.

2.1 The pullback algebroid over a vector bundle. Given a Lie algebroid \(\mathcal{A} \Rightarrow M\) and a vector bundle \(p_{E}: E \rightarrow M\), we consider the pullback Lie algebroid of \(\mathcal{A}\) along \(p_{E}\), whose fibre over a point \(e \in E\) can be defined explicitly as

\[
(p_{E}^{\ast} \mathcal{A})_{e} = \{(v, X) \in \mathcal{A}_{p_{E}(e)} \times T_{e}E : \rho_{\mathcal{A}}(v) = T_{e}p_{E}(X)\}.
\]

It fits into the square

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{T_{\mathcal{A}p_{E}}} & \mathcal{A} \\
\mathcal{A} \xrightarrow{\rho_{\mathcal{A}}} & \mathcal{A} & \xrightarrow{\rho_{\mathcal{A}}} \\
TE & \xrightarrow{T_{p_{E}}} & TM
\end{array}
\]
where \( T_Rp_E \) is the projection onto the first factor in the fibre description above, and the anchor is \( p_E \rho_A \) is the projection onto the second. It inherits a Lie algebroid structure uniquely determined by requiring that \( p_E \rho_A \) and \( T_Rp_E \) are morphisms of Lie algebroids. We discuss some functorial properties of this construction.

- If \( p_E : E \to M \) is a vector bundle and \( \varphi : \mathcal{A} \to \mathcal{B} \) a Lie algebroid morphism covering the identity on \( M \), then it induces a Lie algebroid morphism \( p_E^!\varphi : p_E^!\mathcal{A} \to p_E^!\mathcal{B} \) by \( p_E^!\varphi(v,X) = (\varphi(v),X) \). If \( \varphi = \rho_A : \mathcal{A} \to TM \) is the anchor, then the map \( p_E\rho_A \) coincides with the one above, after identifying \( TE \equiv p_E^!TM \).
- Given another vector bundle \( p_F : F \to M \) and a (not necessarily linear) map \( \varphi : F \to E \) satisfying \( p_F = p_E \circ \varphi \), there is an induced Lie algebroid morphism \( T_\mathcal{A}\varphi : p_F^!\mathcal{A} \to p_E^!\mathcal{A} \) covering \( \varphi : F \to E \). Explicitly, on an element \( (v,X) \in (p_F^!\mathcal{A})_f \) it is given by \((v,T_f\varphi(X)) \in (p_E^!\mathcal{A})_{\varphi(f)} \), with \( f \in F \).

A particular, but important case is when \( \varphi = m_\lambda : E \to E \) is the scalar multiplication by \( \lambda \in \mathbb{R} \). It induces a map \( T_\mathcal{A}m_\lambda : p_E^!\mathcal{A} \to p_E^!\mathcal{A} \) that preserves the fibres of \( T_\mathcal{A}p_E : p_E^!\mathcal{A} \to \mathcal{A} \), giving it the structure of a vector bundle. Observe that \( p_E^!\mathcal{A} \to \mathcal{A} \) is canonically isomorphic to \( \rho_A^*(T_\mathcal{A} \to TM) \) as a vector bundle over \( \mathcal{A} \).

**Proposition 2.1.** With the structures described above, the square

\[
P_E^!\mathcal{A} \xrightarrow{T_\mathcal{A}p_E} \mathcal{A} \\
\downarrow \quad \downarrow \\
E \longrightarrow M
\]

becomes a VB-algebroid, whose core is given by \( \ker T_\mathcal{A}p_E|_M \cong \ker Tp_E|_M \cong E \).

**Proof.** It is clear that the two scalar multiplications on \( p_E^!\mathcal{A} \) commute, so that it becomes a double vector bundle. Moreover, the structure maps \( T_\mathcal{A}p_E \) and \( T_\mathcal{A}m_\lambda \) are Lie algebroid morphisms for the given Lie algebroid structures, making it into a VB-algebroid. \( \square \)

**Notation.** We need to distinguish between the structure maps of the horizontal and vertical bundle structures on \( p_E^!\mathcal{A} \).

- Scalar multiplication on the vertical vector bundle \( p_E^!\mathcal{A} \to E \) is denoted by \( \lambda \cdot V \) for \( \lambda \in \mathbb{R} \) and \( V \in p_E^!\mathcal{A} \), and similarly, addition is indicated by the usual + symbol. By 0, we mean the zero in the fibre above \( e \in E \).
- The horizontal scalar multiplication is denoted by \( T_\mathcal{A}m_\lambda \), as introduced above. Addition is given by \( T_\mathcal{A}(+) : p_E^!\mathcal{A} \to p_E^!\mathcal{A} \). The zero above \( e \in \mathcal{A} \) is \( T_\mathcal{A}0(e) \).
- Finally, the inclusion into \( p_E^!\mathcal{A} \) of a core-element \( e \in \ker Tp_E|_M \) is denoted by \( \mathcal{T} \).

**Remark 2.2.** In the case that \( \mathcal{A} = TM \), the usual VB-algebroid structure on \( TE \) is recovered. It can be very useful to think of \( p_E^!\mathcal{A} \) as an \( \mathcal{A} \)-version of the tangent of a vector bundle. In fact, all the canonical isomorphism involving (duals of) \( TE \) described in Chapter 9 of [21] carry over to the pullback algebroids \( p_E^!\mathcal{A} \). However, for length reasons, we only consider those appearing in our applications.

### 2.2 Generators of sections.

There are two ways to obtain a section of \( T_\mathcal{A}p_E : p_E^!\mathcal{A} \to \mathcal{A} \) from a section \( e \in \Gamma(E) \).

- The (horizontal) core lift of \( e \) is the section

\[
\tilde{e}(v) = T_\mathcal{A}0(v) + e(p_\mathcal{A}(v)).
\] (2)
Explicitly, in terms of the fibre description in Equation (1) and the canonical splitting 
\( TE|_M = TM \oplus E \), we have \( \tilde{\varphi}(v) = (v, \rho_\mathcal{A}(v) + e(m)) \in \mathcal{A}_m \times T_{0_m}E \), with \( m = p_\mathcal{A}(v) \).

- The \( \mathcal{A} \)-tangent \( T_\mathcal{A}e \) of \( e \in \Gamma(E) \) is a section of \( T_\mathcal{A}P_E \), which is explicitly given by 
  \( T_\mathcal{A}e(v) = (v, T_{m}e(\rho_\mathcal{A}(v))) \), with \( v \in \mathcal{A}_m \).

**Lemma 2.3.** The space of sections of \( p^1_\mathcal{E}\mathcal{A} \to \mathcal{A} \) is generated, as a \( C^\infty(\mathcal{A}) \)-module, by sections of the form \( T_\mathcal{A}e \) and \( \tilde{\varphi} \) for \( e \in \Gamma(E) \).

Given \( e_1, e_2 \in \Gamma(E) \), and \( f \in C^\infty(M) \), one can show that the following identities hold:

\[
T_\mathcal{A}e_1 + T_\mathcal{A}e_2 = T_\mathcal{A}(e_1 + e_2), \quad T_\mathcal{A}(fe_1) = (p^*_E f) \cdot T_\mathcal{A}e_1 + \ell_{\mathcal{A}f} \cdot \tilde{\varphi},
\]

where \( \ell_{\mathcal{A}f} \) is the linear function on \( \mathcal{A} \) determined by \( \ell_{\mathcal{A}f}(v) = d_\mathcal{A}f(v) = L_0(f) \). The addition and multiplication by functions is induced from the structure functions on the bundle \( p^1_\mathcal{E}\mathcal{A} \to \mathcal{A} \).

In general, there is no canonical way to produce from an element \( v \in \Gamma(\mathcal{A}) \) a section of \( p^1_\mathcal{E}\mathcal{A} \to E \) (it would involve an \( \mathcal{A} \)-connection on \( E \)), but there are lifts of core sections.

- The vertical lift of \( e \in \Gamma(E) \) is defined by

\[
e^\dagger(x) = T_\mathcal{A}(\cdot)(0, e(m))
\]

with \( x \in E_m \). Explicitly, it can be expressed as \( e^\dagger(x) = (0, e^\dagger(x)) \), where \( e^\dagger(x) \) is the vertical lift of \( e \) to \( TE \).

### 2.2.1 Complete lifts.

In the case that the vector bundle \( E \) is either \( \mathcal{A} \) or \( \mathcal{A}^* \), there is a way to lift sections of \( \mathcal{A} \) to sections of \( p^1_\mathcal{E}\mathcal{A} \to E \), called the complete lifts. To simplify the notation, we set \( p : \mathcal{A} \to M \) and \( p_* : \mathcal{A}^* \to M \) to be the projections.

The flow of a Lie algebroid section \( v \in \Gamma(\mathcal{A}) \) is a path of Lie algebroid isomorphisms \( (\varphi_t, \tilde{\varphi}_t) : \mathcal{A} \to \mathcal{A} \) uniquely determined by the equations

\[
\frac{d}{dt}\varphi^*_t(w) = \varphi^*_t[v, w] \quad \text{for } w \in \Gamma(\mathcal{A}), \quad \varphi_0 = \text{Id}.
\]

It covers the flow \( \tilde{\varphi}_t \) of the vector field \( \rho_\mathcal{A}(v) \).

The path \( T\varphi_t : T\mathcal{A} \to T\mathcal{A} \) is the flow of some vector field \( X_0 \in \Gamma(T\mathcal{A}) \), called the complete lift of \( v \) to \( T\mathcal{A} \). It satisfies \( Tp \circ X_0 = \rho_\mathcal{A}(v) \circ p \). The complete lift \( \tilde{\varphi} \) of a section \( v \in \Gamma(\mathcal{A}) \) to \( p^1_\mathcal{A} \) is defined by

\[
\tilde{\varphi}(w) = (v(p)(w), X_0(w)) \in (p^1_\mathcal{A})_w, \quad \text{for } w \in \mathcal{A}.
\]

When \( v, w \in \Gamma(\mathcal{A}) \) and \( f \in C^\infty(M) \), one can verify that

\[
\tilde{\varphi} + \tilde{\varphi} = \tilde{\varphi} + \tilde{\varphi}, \quad \tilde{\varphi} = (p^*_E f) \cdot \tilde{\varphi} + \ell_{\mathcal{A}f} \cdot \tilde{\varphi}, \quad (f \cdot \tilde{\varphi})^\dagger = (p^*_E f) \cdot \tilde{\varphi}.
\]

**Lemma 2.4.** Let \( \mathcal{A} \Rightarrow M \) be a Lie algebroid. Then the complete lifts and vertical lifts generate the space of sections of \( p^1_\mathcal{A} \) as a \( C^\infty(\mathcal{A}) \)-module.

The story regarding \( p^1_\mathcal{E}\mathcal{A} \to \mathcal{A}^* \) is very similar. If \( (\varphi_t, \tilde{\varphi}_t) \) is the flow of \( v \in \Gamma(\mathcal{A}) \), then the dual \( (\varphi^*_t, \tilde{\varphi}^*_t) : \mathcal{A}^* \to \mathcal{A}^* \) is the flow of a vector field \( H_0 \in \Gamma(\mathcal{A}^*) \), called the Hamiltonian lift or complete lift satisfying \( Tp_* \circ H_0 = \rho_\mathcal{A}(v) \circ p_* \). It can be regarded as a section of \( p^1_\mathcal{A} \), also called the Hamiltonian lift, via

\[
H_0(\alpha) = (v, H_0(\alpha)) \in (p^1_\mathcal{A})_\alpha.
\]
**Lemma 2.5.** The space of sections of $p^!A \to A^*$ is generated, as a $C^\infty(A^*)$-module by the Hamiltonian lifts $H_v$ and vertical lifts $\alpha^\uparrow$ for $v \in \Gamma(A)$ and $\alpha \in \Gamma(A^*)$.

**Remark 2.6.** The Lie algebroid brackets on $p^!A \Rightarrow A$ and $p^*_A \Rightarrow A^*$ are uniquely determined by their values on the complete and vertical lifts, where they take the form (cf. [21], Example 3.4.8)

\[
\begin{align*}
[\tilde{v}, \tilde{w}] &= [v, w], \\
[H_v, H_w] &= H_{[v, w]}, \\
[H_v, \alpha^\uparrow] &= -\mathcal{L}_v(\alpha)^\uparrow, \\
\end{align*}
\]

for $v \in \Gamma(A)$ and $f, g \in C^\infty(M)$. This association defines a one-to-one correspondence between Lie algebroid structures on $A$ and linear Poisson structures on $A^*$ ([21], Section 10.3).

When $A = TM$, the linear Poisson structure on $T^*M$ is precisely the one induced by $\omega_{\text{can}}$. In fact, we will see that any linear Poisson structure is induced by a canonical symplectic form, that now lives on a Lie algebroid instead of the tangent bundle.

**Definition 2.7.** Let $A \Rightarrow M$ be a Lie algebroid. The canonical one-form $\lambda_{\text{can}} \in \Omega^1(p^*_A A)$ is given by

\[
(\lambda_{\text{can}})_V (V) = \alpha(T_A p_* (V))
\]

for $V \in (p^*_A A)_a$ and $\alpha \in A^*$. ▲

As a map, a section $\alpha : M \to A^*$ is always transverse to $p^*_A A$. The inclusion $\alpha^! p^! A \to p^*_A A$ corresponds to $T_A \alpha : A \to p^*_A A$.

**Proposition 2.8.** The canonical one-form $\lambda_{\text{can}} \in \Omega^1(p^*_A A)$ is uniquely characterized by the property that

\[
(T_A \alpha)^* \lambda_{\text{can}} = \alpha, \quad \text{for all } \alpha \in \Omega^1(A).
\]

We define the **canonical symplectic form** on $p^*_A A$ to be $\omega_{\text{can}} = -d\lambda_{\text{can}} \in \Omega^2(p^*_A A)$. The next theorem justifies the choice of sign.

**Theorem 2.9** ([16], Theorem 3.2 and Proposition 3.11). Let $A \Rightarrow M$ be a Lie algebroid. The two-form $\omega_{\text{can}} \in \Omega^2(p^*_A A)$ is symplectic. Furthermore, it induces the linear Poisson structure on $A^*$ dual to $A$ in the sense that the following commutes:

\[
\begin{array}{ccc}
(p^*_A A)^* & \leftrightarrow & p^*_A A \\
\uparrow & & \downarrow \\
T^* A^* & \xrightarrow{\pi^*} & TA^*.
\end{array}
\]

Equivalently, $\{f, g\} = -\omega_{\text{can}}(X_f, X_g)$ for all $f, g \in C^\infty(A^*)$, where $X_f = \left(\omega_{\text{can}}^b\right)^{-1} (d_A f)$ and $X_g = \left(\omega_{\text{can}}^a\right)^{-1} (d_A g)$ are the Hamiltonian sections of $A$ corresponding to $f, g$.  
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Proof. The two-form $\omega_{\text{can}}$ is certainly closed. For non-degeneracy, we must first compute the value of $\omega_{\text{can}}$ on a set of generators. Let $v, w \in \Gamma(\mathcal{A})$ and $\alpha, \beta \in \Gamma(\mathcal{A}^*)$ be given. Then
\[
\omega_{\text{can}}(H_0 + \alpha^\dagger, H_w + \beta^\dagger) = \lambda_{\text{can}}\left( [H_0 + \alpha^\dagger, H_w + \beta^\dagger] \right)
\]
\[
- \mathcal{L}_{H_0 + \alpha^\dagger}(\lambda_{\text{can}}(H_w)) + \mathcal{L}_{H_w + \beta^\dagger}(\lambda_{\text{can}}(H_0))
\]
\[
= \ell_{[v,w]} - \mathcal{L}_{\alpha^\dagger}(\ell_v) + \mathcal{L}_{\beta^\dagger}(\ell_w) - \mathcal{L}_{H_0}(\ell_v) + \mathcal{L}_{H_w}(\ell_w).
\]
One has
\[
\mathcal{L}_{\alpha^\dagger}(\ell_w) = p^*_\alpha(\ell_v, w), \quad \mathcal{L}_{H_0}(\ell_w) = \ell_{[v,w]}.
\]
It follows that
\[
\omega_{\text{can}}(H_0 + \alpha^\dagger, H_w + \beta^\dagger) = p^*_\alpha(\beta, v) - p^*_\alpha(\alpha, w) - \ell_{[v,w]}.
\]
Non-degeneracy of $\omega_{\text{can}}$ is now obvious.

To compute the Poisson structure induced by $\omega_{\text{can}}$, notice that
\[
\omega^b_{\text{can}}(H_v) = +d\ell_v, \quad \omega^b_{\text{can}}((df)^\dagger) = -d(p^*_v f).
\]
where $d$ is the differential for $\mathcal{A}$ on the LHS, and the differential for $p^*_v \mathcal{A}$ on the RHS. Therefore, the Poisson structure induced by $\omega_{\text{can}}$ satisfies
\[
\{\ell_v, \ell_w\} = -\omega_{\text{can}}(H_v, H_w) = \ell_{[v,w]},
\]
\[
\pi(\ell_v, p^*_v f) = -\omega_{\text{can}}(H_v, -(df)^\dagger) = p^*_v(\mathcal{L}_v(f)),
\]
\[
\pi(p^*_v f, p^*_v g) = -\omega_{\text{can}}(-(df)^\dagger, -(dg)^\dagger) = 0.
\]
It follows that $\pi$ coincides with the linear Poisson structure on $\mathcal{A}^*$. □

Corollary 2.10. Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. The image of a section $\alpha : M \to \mathcal{A}^*$ is coisotropic in $(\mathcal{A}^*, \pi_{\text{lin}})$ if and only if $\mathcal{L}_{\alpha}\alpha = 0$, in which case it is a $p^*_\alpha \mathcal{A}$-Lagrangian transversal, and therefore Lagrangian in $(\mathcal{A}^*, \pi_{\text{lin}})$.

Proof. A one-form $\alpha$ is, regarded as a map $\alpha : M \to \mathcal{A}^*$, always transverse to $p^*_\alpha \mathcal{A}$, $\mathcal{A}^*$, and $\alpha^\dagger p^*_\alpha \mathcal{A} = \mathcal{A}$ has half the rank of $p^*_\alpha \mathcal{A}$. Therefore, by Lemma 1.9 its image is coisotropic if and only if $\alpha^\dagger \omega_{\text{can}} = -d\mathcal{L}_{\alpha}\alpha = 0$, in which case it is Lagrangian for dimensional reasons. □

We end with a lemma that describes the interaction of the canonical symplectic form with the horizontal vector bundle structure, providing necessary identities for later calculations. Examples are postponed to Section 3.1.2

Lemma 2.11. Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. Then $\omega_{\text{can}}$ is linear with respect to the horizontal structure on $p^*_\alpha \mathcal{A}$. Moreover, the following identities hold.
\[
\omega_{\text{can}}(T_{\mathcal{A}}\alpha(v), T_{\mathcal{A}}\alpha(w)) = (d\alpha)(v, w),
\]
\[
\omega_{\text{can}}(T_{\mathcal{A}}0(v), \tilde{\alpha}(w)) = -\omega_{\text{can}}(\tilde{\alpha}(w), T_{\mathcal{A}}0(v)) = \langle \alpha, v \rangle
\]
for $\alpha \in \Omega^1(\mathcal{A})$ and $v, w \in \Gamma(\mathcal{A})$.

Proof. Linearity of $\omega_{\text{can}}$ follows from linearity of the canonical one-form:
\[
((T_{\mathcal{A}}m_v)^*\lambda_{\text{can}})_{\alpha}(V) = (\lambda_{\text{can}})_{\alpha}(T_{\mathcal{A}}p_\alpha \circ T_{\mathcal{A}}m_v(V))
\]
\[
= \langle \epsilon \alpha, T_{\mathcal{A}}p_\alpha(V) \rangle = \epsilon (\lambda_{\text{can}})_{\alpha}(V),
\]
for $\alpha \in \Omega^1(\mathcal{A})$ and $v, w \in \Gamma(\mathcal{A})$. □
To show the first equality, note that for $x \in M$, the expression $T_A \alpha (v(x)) - H_0(\alpha(x))$ defines an element in $\ker T_A p_*$, and is therefore vertical. To determine its value, we only have to evaluate it on linear functions. We claim that

$$(T_A \alpha)(v(x)) - H_0(\alpha(x)) = L_0(\alpha)^\dagger(\alpha(x)).$$

(4)

Indeed, for $w \in \Gamma(A)$, we have

$$(T_A \alpha)(v(x))(\ell_w) = L_\rho(v)(\alpha, w)(x), \quad H_0(\alpha)(\ell_w) = \ell_{[\rho, w]}(\alpha(x)),$$

so $(T_A \alpha(v(x)) - H_0(\alpha(x)))(\ell_w) = \langle L_0(\alpha), w \rangle(x)$. Now the first equality easily follows from Equation (3).

For the second, note that by Equation (3) we have $T_A 0(v) = H_0(0)$ for $v \in \Gamma(A)$. Thus, recalling that $\hat{\alpha}(v) = T_A 0(v) + \alpha(p(v))$, it follows that

$$\omega_{\text{can}}(T_A 0(v), \hat{\alpha}(w)) = \omega_{\text{can}}(H_0(0), H_0(0) + \alpha^\dagger(0)) = \langle \alpha, v \rangle,$$

finishing the proof. □

2.4 The canonical $A$-involution. The canonical involution $J : T(TM) \to T(TM)$ can be thought of as a flip of derivatives. An element $X \in T(TM)$ can be represented by a smooth map $h : \mathbb{R}^2 \to M$ such that $X = \frac{\partial}{\partial t} \circ h(0, 0)$. Then $J(X) = \frac{\partial}{\partial t} \circ h(0, 0)$.

Similarly, there is an involution $J_A : p^1 A \to p^1 A$ that is an isomorphism of double vector bundles between $p^1 A$ and its flip, which is defined by interchanging the $A$-derivatives.

Let $I$ be a small interval around 0 and let $H : TI \times TI \to A$ be a Lie algebroid map, covering $\gamma : I^2 \to M$. It can be decomposed as $H = h_1 dt + h_2 ds$, where $h_1, h_2 : I^2 \to A$ can be thought of replacements of the partial derivatives of $\gamma$. The map $H$ defines an element of $p^1 A$ via

$$\partial_t \partial_s H(0, 0) = \left( h_1(0, 0), \frac{\partial}{\partial t} h_2(0, 0) \right) \in (p^1 A)_{\gamma(0, 0)}.$$

This is well-defined because

$$\rho_A(h_1(0, 0)) = \frac{\partial}{\partial t} \gamma(0, 0) = \frac{\partial}{\partial t} p \circ h_2(0, 0) = Tp \left( \frac{\partial}{\partial t} h_2(0, 0) \right).$$

Definition 2.12. The map $J_A : p^1 A \to p^1 A$ is defined on $\partial_t \partial_s H(0, 0)$ as

$$J_A \left( h_1(0, 0), \frac{\partial}{\partial t} h_2(0, 0) \right) = \left( h_2(0, 0), \frac{\partial}{\partial s} h_1(0, 0) \right) = \partial_s \partial_t H(0, 0).$$

Theorem 2.13 ([16], Theorem 4.2). The map $J_A : p^1 A \to p^1 A$ is well-defined, an involution, and an isomorphism of double vector bundles between $p^1 A$ and its flip.

For future reference, we state how it acts on the generating sections of $p^1 A$.

Proposition 2.14 ([16], Theorem 4.4). The canonical involution $J_A : p^1 A \to p^1 A$ is uniquely determined by the identities

$$J_A(\widehat{v}) = T_A v, \quad J_A(v^\dagger) = \widehat{v}.$$
2.5 Prolongations over Lie algebroids. When \( \mathcal{B} \Rightarrow M \) is a Lie algebroid anchored to \( \mathcal{A} \) via a Lie algebroid morphism \( \rho_{\mathcal{A}}^\mathcal{B} : \mathcal{B} \rightarrow \mathcal{A} \), then the Lie algebroid structure on \( \mathcal{B} \) can be prolonged to a Lie algebroid structure on \( \rho_{\mathcal{A}}^\mathcal{B}\mathcal{A} \Rightarrow \mathcal{A} \), in exactly the same way as the Lie algebroid structure on \( \mathcal{T}B \Rightarrow TM \) arises ([21], Section 9.7).

The anchor. Set \( \rho_{\mathcal{T}\mathcal{A}} = \mathcal{J}_\mathcal{A} \circ \mathcal{T}_\mathcal{A}(\rho_{\mathcal{B}}^\mathcal{A}) : \rho_{\mathcal{B}}^\mathcal{A}\mathcal{A} \rightarrow \rho_{\mathcal{A}}\mathcal{A} \), and compose with the anchor \( \rho_{\mathcal{A}}\mathcal{A} \rightarrow \mathcal{T}\mathcal{A} \). The resulting map is denoted \( \varphi_B : \rho_{\mathcal{B}}^\mathcal{A}\mathcal{A} \rightarrow \mathcal{T}\mathcal{A} \), and will be the anchor of the prolonged structure. It is map of double vector bundles, that restricts to \( \rho_{\mathcal{B}}\mathcal{A} \) on the cores and \( \mathcal{B} \) and the identity on the side bundle \( \mathcal{A} \).

The bracket. Recall from Lemma 2.3 that \( \Gamma_{\mathcal{A}}(\rho_{\mathcal{B}}^\mathcal{A}\mathcal{A}) \) is generated by sections of the form \( T_{\mathcal{A}}b \) and \( \tilde{b} \) for \( b \in \Gamma(\mathcal{B}) \). On those generators, the Lie bracket is defined as

\[
[T_{\mathcal{A}}b_1, T_{\mathcal{A}}b_2] = T_{\mathcal{A}}[b_1, b_2], \quad [T_{\mathcal{A}}b_1, \tilde{b}_2] = [\tilde{b}_1, \tilde{b}_2] = 0,
\]

for \( b_1, b_2 \in \Gamma(\mathcal{B}) \). In exactly the same way as Theorem 9.7.1 in [21], we have the following.

**Proposition 2.15.** Let \( \mathcal{B} \Rightarrow M \) be an \( \mathcal{A} \)-anchored Lie algebroid. The anchor and Lie bracket described above make \( \rho_{\mathcal{B}}^\mathcal{A}\mathcal{A} \Rightarrow \mathcal{A} \) into a \( \rho_{\mathcal{A}}\mathcal{A} \)-anchored Lie algebroid.

**Theorem 2.16.** Let \( \mathcal{B} \Rightarrow M \) be an \( \mathcal{A} \)-anchored Lie algebroid. Then

\[
\begin{array}{ccc}
\rho_{\mathcal{B}}^\mathcal{A}\mathcal{A} & \longrightarrow & \mathcal{A} \\
\downarrow & & \downarrow \\
\mathcal{B} & \longrightarrow & M
\end{array}
\]

is a double Lie algebroid.

Due to the complicated definition of a double Lie algebroid, a direct proof of Theorem 2.16 would be quite involved, and significantly lengthen the paper. Instead, we will think of double Lie algebroids as the infinitesimal counterparts of LA-groupoids, as developed by Mackenzie in [19][20]. We will prove in the next section that the above square is the infinitesimal object associated to a LA-groupoid.

2.5.1 The pullback groupoid over a Lie algebroid. Let us return to the setting in which \( \mathcal{A} \Rightarrow M \) is a Lie algebroid, and \( \mathcal{B} \Rightarrow M \) is a Lie algebroid anchored to \( \mathcal{A} \). Suppose that \( \mathcal{G} \Rightarrow M \) is a (local) integration of \( \mathcal{A} \). Then \( \rho_{\mathcal{B}}^\mathcal{G} \Rightarrow \mathcal{B} \) is a (local) VB-groupoid integrating \( \rho_{\mathcal{A}}\mathcal{A} \Rightarrow \mathcal{B} \).

Explicitly, the pullback groupoid is given by

\[ p_{\mathcal{B}}^\mathcal{G} = \{(v, g, w) \in \mathcal{B} \times \mathcal{G} \times \mathcal{B} : p_{\mathcal{B}}(v) = t(g), p_{\mathcal{B}}(w) = s(g)\} \]

whose source and target maps \( \mathcal{s}, \mathcal{t} : p_{\mathcal{B}}^\mathcal{G} \rightarrow \mathcal{B} \) are the projections on the first and last \( \mathcal{B} \)-components, and multiplication is given by \( (v, g, w) \cdot (v', h, w') = (v, gh, w') \) whenever the tuples are composable. As a vector bundle, it is isomorphic go \( \mathcal{t}^*\mathcal{B} \oplus s^*\mathcal{B} \rightarrow \mathcal{G} \).

We now describe the Lie algebroid structure on \( p_{\mathcal{B}}^\mathcal{G} \Rightarrow \mathcal{G} \).

**The anchor.** For \( (v, g, w) \in p_{\mathcal{B}}^\mathcal{G} \), we set the anchor \( \varphi : p_{\mathcal{B}}^\mathcal{G} \rightarrow T\mathcal{G} \) to be

\[
\varphi(v, g, w) = T_{\mathcal{t}(g)}R_{\mathcal{G}}(\rho_{\mathcal{A}}^\mathcal{B}(v)) + T_{\mathcal{s}(g)}L_{\mathcal{G}}T_{\mathcal{s}(g)}(\rho_{\mathcal{A}}^\mathcal{B}(w)) \in T_{\mathcal{s}(g)}\mathcal{G},
\]

where we identified \( \mathcal{A} \cong \ker T_{\mathcal{G}}|_M \). It can be readily checked to be a morphism of VB-groupoids, covering the map \( \rho_{\mathcal{A}} \circ \rho_{\mathcal{B}} = \rho_{\mathcal{B}} : \mathcal{B} \rightarrow TM \) on the unit spaces and \( p_{\mathcal{B}}^\mathcal{A} : \mathcal{B} \rightarrow \mathcal{A} \) on the cores.
**The Lie bracket.** First, sections of the form $t^*v$ and $s^*v$, with $t^*v(g) = (v(t(g)), g, 0))$ and $s^*v(g) = (0,g,v(s(g)))$, generate $\Gamma(p^{\prime}_{2\mathcal{G}} \to \mathcal{G})$. We define a Lie bracket on those generators by

$$[t^*v, t^*w] = t^* [v, w], \quad [s^*v, s^*w] = s^* [v, w], \quad [t^*v, s^*w] = 0,$$

and extend it via the Leibniz rule. This is possible, because the equations are compatible: if $f \in C^\infty(M)$ and $v, w \in \Gamma(\mathcal{B})$, then

$$[t^*v, s^*(fw)] = [t^*v, s^*f s^*w] = L_{\rho(t^*v)}(s^*f)s^*w = 0,$$

$$[t^*v, t^*(fw)] = [t^*v, t^*f t^*w] = L_{\rho(t^*v)}(t^*f)t^*w + (t^*f)t^*[v, w] = t^*L_{\rho}(f)t^*w + t^*([v, w]) = t^*([v, fw]).$$

One readily verifies that the anchor $\rho$ preserves the brackets. The Jacobi identity can be proven from the following claim that can be verified by a straightforward computation. Let

$$\text{Jac}(U, V, W) = [[U, V], W] + [V, [W, U]] + [[W, U], V].$$

for $U, V, W \in \Gamma(p^{\prime}_{2\mathcal{G}} \to \mathcal{G})$. Then for all $f \in C^\infty(\mathcal{G})$ we have

$$\text{Jac}(U, V, fW) = f \text{Jac}(U, V, W) + L_{\rho([U, V])}(f) - L_{\rho([U], \rho(V))}(f).$$

Since the anchor $\rho$ is already bracket-preserving, it follows that $\text{Jac}$ is $C^\infty(\mathcal{G})$-multilinear, and so it vanishes on all sections whenever it is zero on a set of generators. It is readily checked that it vanishes on sections of the form $t^*u$ and $s^*u$, so the above construction gives a Lie algebroid over $\mathcal{G}$.

**Theorem 2.17.** Let $\mathcal{A}, \mathcal{B}$ be Lie algebroids over $M$, and let $\mathcal{G} \supset M$ be an integration of $\mathcal{A}$. Suppose that $\mathcal{B}$ is anchored to $\mathcal{A}$. Then, with the Lie algebroid structure described above, the square

$$\begin{array}{ccc}
p^{\prime}_{2\mathcal{G}} & \rightarrow & \mathcal{G} \\
\downarrow & & \downarrow \\
\mathcal{B} & \rightarrow & M
\end{array}$$

is an LA-groupoid that differentiates to the double Lie algebroid $(p^{\prime}_{2\mathcal{G}}\mathcal{A}; \mathcal{B}, \mathcal{A}; M)$.

**Proof.** Following the definition in [20], the only thing that is left to show is that the groupoid structure maps are Lie algebroid morphisms. The unit map is clearly a Lie algebroid morphism. For the others, we make use of the following lemma.

**Lemma 2.18** (Proposition 3.4.8 in [21]). If $(\varphi, f) : \mathcal{A} \rightarrow \mathcal{A}'$ is a vector bundle morphism such that

1. $\varphi$ is fibrewise surjective,
2. $\rho_{\mathcal{A}'} \circ \varphi = Tf \circ \rho_{\mathcal{A}},$
3. If $v, w \in \Gamma(\mathcal{A})$ are $\varphi$-related to $v', w' \in \Gamma(\mathcal{A}')$, then $[v, w]$ is $f$-related to $[v', w']$,

then $(\varphi, f)$ is a Lie algebroid morphism.

It follows immediately that the source and target maps are Lie algebroid morphisms. Inversion is also straightforward. Finally, for multiplication, notice that the vector bundle $(p^{\prime}_{2\mathcal{G}})_{(2)} \to \mathcal{G}^{(2)}$ is generated by sections of the form

$$(u, v, w) := pr^* u + pr^* v + pr^* w$$

for $u, v, w \in \Gamma(\mathcal{B})$, with bracket $[(u_1, v_1, w_2), (u_2, v_2, w_2)] = [(u_1, u_2), [v_1, v_2], [w_1, w_2]]$. It is now clear that the multiplication map, sending $(u, v, w)$ to $t^*u + s^*w$, is bracket preserving. □
Proof of Theorem 2.16 Let \( \mathcal{G} \Rightarrow M \) be a (local) integration of \( \mathcal{A} \). Then by [20], Definition 1.16, it is enough to show that the Lie algebroid structure on \( p_B^! \mathcal{G} \Rightarrow \mathcal{G} \) differentiates to the prolongation algebroid structure on \( p_B^! \mathcal{A} \Rightarrow \mathcal{A} \). The differentiation procedure in [20] is briefly summarized in Appendix A.2.

It is clear that the anchor of \( p_B^! \mathcal{G} \Rightarrow \mathcal{G} \) differentiates to the anchor of \( p_B^! \mathcal{A} \Rightarrow \mathcal{A} \). For the bracket, notice that the core sections of \( p_B^! \mathcal{G} \) are generated by \( t^*v \) for \( v \in \Gamma(\mathcal{B}) \). Moreover, for \( v \in \Gamma(\mathcal{B}) \) the pair \( (t^*v + s^*v, v) \) is a star section, and star sections of this form, together with the core sections already generate \( \Gamma(p_B^! \mathcal{G} \Rightarrow \mathcal{G}) \). Furthermore, in the notation of Section A.2 \( \mathcal{A}(t^*v + s^*v) = T_{\mathcal{A}v} \). The bracket obtained by differentiation corresponds with the Lie bracket of the prolongation in Theorem 2.16 because

\[
\mathcal{A}[t^*v + s^*v, t^*w + s^*w] = \mathcal{A}(t^*[v, w] + s^*[v, w]) = T_{\mathcal{A}[v, w]},
\]

\[
[t^*v + s^*v, t^*w]|_M = [v, w]
\]

and the bracket between core sections are zero for both. \( \square \)

3 Linearization of Poisson groupoids

In this section we investigate the linearizability of several classes of Poisson groupoids. Before we do so, we first prove a linearization result for Lagrangian transversals of (co)symplectic Lie algebroids.

3.1 Lagrangian neighbourhood theorem for cosymplectic Lie algebroids. We generalize Weinstein’s Lagrangian neighbourhood theorem [28] to the setting of cosymplectic Lie algebroids. The proof relies on a Moser argument, as well as a suitable homotopy operator for Lie algebroid cohomology along transversal submanifolds, which is made possible by means of the splitting theorem for Lie algebroids by Bursztyn, Lima and Meinrenken [3].

3.1.1 An \( \mathcal{A} \)-cosymplectic Moser lemma. The \( \mathcal{A} \)-symplectic version of the lemma below will also appear in [17].

Lemma 3.1 (Cosymplectic Moser lemma). Let \( \mathcal{A} \Rightarrow M \) be an algebroid with cosymplectic structures \( (\alpha_1, \ldots, \alpha_k, \omega) \) and \( (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_k, \tilde{\omega}) \) that agree along a transverse submanifold \( L \) in the sense that \( \alpha_j|_L = \tilde{\alpha}_j|_L \) and \( \omega|_L = \tilde{\omega}|_L \). Then there exists a Lie algebroid isomorphism \( (\tilde{\phi}, \varphi) : \mathcal{A}|_U \to \mathcal{A}|_{\tilde{U}} \) over open neighbourhoods \( U, \tilde{U} \) of \( L \) in \( M \) such that the following hold:

- \( \tilde{\phi}^*\tilde{\alpha}_j = \alpha_j \) for \( j = 1, \ldots, k \);
- \( \tilde{\phi}^*\tilde{\omega} = \omega + \sum_{j=1}^k d(f^j\alpha_j) \) for some functions \( f^j \);
- \( \tilde{\phi}|_{\mathcal{A}|_L} = \text{the identity} \).

In particular, \( (\tilde{\phi}, \varphi) \) is an \( \mathcal{A} \)-Poisson isomorphism for the underlying Poisson structures.

The proof requires a few ingredients.

Theorem 3.2 (Splitting theorem for Lie algebroid transversals, [3]). Let \( \mathcal{A} \Rightarrow M \) be a Lie algebroid, and \( i : L \hookrightarrow M \) a closed, embedded submanifold transverse to \( \mathcal{A} \). Then there exists a neighbourhood \( U \) of \( L \) in \( M \) and a Lie algebroid isomorphism

\[
p_{NL}^! i^! \mathcal{A} \to \mathcal{A}|_U
\]

covering a tubular neighbourhood \( NL \to U \).
The following result can be seen is a direct application of the splitting theorem (see [28], Equation 3.1, for a similar result for the tangent bundle only; the underlying principles are very much the same).

**Lemma 3.3** (Relative Poincaré lemma for Lie algebroid transversals). Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid, and $i : L \hookrightarrow M$ a submanifold transverse to $\mathcal{A}$. Let $\omega \in \Omega^{k+1}(\mathcal{A})$ be a closed $(k+1)$-form such that $0 = i^*\omega \in \Omega^{k+1}(i^*\mathcal{A})$. Then there is an open neighbourhood $U$ of $L$ in $M$ and a $k$-form $\varphi \in \Omega^k(\mathcal{A}|_U)$ such that $d\varphi = \omega|_U$ and $\varphi|_L = 0$. If moreover $\omega|_L = 0$, then all first $\mathcal{A}$-derivatives of $\varphi$ vanish along $L$.

**Proof.** Using the splitting theorem, we can pass on to a tubular neighbourhood, and assume that $M = E$ is the total space of a vector bundle $p : E \to M$ and $\mathcal{A} = p^1\iota^*\mathcal{A}$. For notational purposes, we set $\mathcal{B} = \iota^*\mathcal{A}$. Because ker $Tp$ sits naturally inside $p^1\mathcal{B}$, the Euler vector field $E$ on $E$, being vertical, can be regarded as a section of $p^1\mathcal{B}$. Its Lie algebroid flow $(\Phi, \varphi)$ is exactly $(T_Bm_\varphi, m_\varphi)$.

Start with the following:

$$
\frac{d}{dt}(T_Bm_t)^*\omega = \frac{d}{dt}(\Phi_{\log t})^*\omega = \frac{1}{t}(\Phi_{\log t})^*(L_E^t)(\omega)
$$

$$
= \frac{1}{t}(\Phi_{\log t})^*d(\iota_E^t\omega) = d\left(\frac{1}{t}(T_Bm_t)^*(\iota_E^t\omega)\right).
$$

The form $(1/t)(T_Bm_t)^*(\iota_E^t\omega)$ extends smoothly to $t = 0$, and for all $t \in [0, 1]$, it vanishes along $L$.

Because $T_Bm_0 = T_B(i \circ p) = T_Bi \circ T_Bp$ factors through the inclusion $T_Bi : \mathcal{B} \hookrightarrow p^1\mathcal{B}$, we can write

$$
\omega = (T_Bm_1)^*\omega - (T_Bm_0)^*\omega = \int_0^1 \frac{d}{dt}(T_Bm_t)^*\omega dt
$$

$$
= d\left(\int_0^1 \frac{1}{t}(T_Bm_t)^*(\iota_E^t\omega)dt\right) = d\varphi.
$$

Finally, assume that $\omega|_L = 0$. Then for all sections $X \in \Gamma(p^1\mathcal{A})$ we have $L^X(\iota_E^t\omega)|_L = 0$. Therefore, $L^X(\varphi)|_L = 0$, so all the first $\mathcal{A}$-derivatives of $\varphi$ vanish along $L$. \qed

**Proof of Lemma 3.3** The proof is a two step Moser argument. First, we adjust the cosymplectic structures so that we can assume that the one-forms agree in a neighbourhood of $L$. In the second step we make the two-forms agree up to the ‘gauge equivalence’ in the statement of the lemma.

**Step 1.** The one-forms $\alpha_j$ and $\tilde{\alpha}_j$ agree along $L$, so by the Poincaré Lemma there are functions $h_j$ such that $\tilde{\alpha}_j - \alpha_j = dh_j$ in a neighbourhood $U$ of $L$, where $h_j$ and its first $\mathcal{A}$-derivatives vanish along $L$.

Consider the one-forms $\alpha_{t,j} = \alpha_j + t(\tilde{\alpha}_j - \alpha_j) = \alpha_j + tdh_j$. Shrinking $U$ if necessary, we can assume that $\alpha_{t,j}$ are linearly independent on $U$ for each $t \in [0, 1]$.

We can find a time-dependent section $X_t \in \Gamma(\mathcal{A}|_U)$, vanishing together with its $\mathcal{A}$-derivatives along $L$ (meaning that $[X_t, Y]|_L = 0$ for all $Y \in \Gamma(\mathcal{A})$), that satisfies $\alpha_{t,j}(X_t) = -h_j$ for all $j$. Its flow $(\tilde{\varphi}_t, \varphi_t)$ is, after shrinking, defined on $U$ for $t \in [0, 1]$. Then

$$
\frac{d}{dt}(\tilde{\varphi}_t)^*(\alpha_{t,j}) = \tilde{\varphi}_t^*(d\alpha_{t,j}(X_t) + dh_j) = 0,
$$

for all $t \in [0, 1]$. \qed
so at $t = 1$ we have $\tilde{\phi}_t^* \alpha_j = \alpha_j$. Because $X_t$ and its first $\mathcal{A}$-derivatives vanish along $L$, the isomorphism $\tilde{\phi}_t$ restricts to the identity on $\mathcal{A}|_L$. Therefore, $\tilde{\phi}_t^* \omega|_L = \omega|_L$, so the two-forms still agree along $L$.

**Step 2.** By Step 1, we can assume that $\alpha_j = \tilde{\alpha}_j$ for all $j = 1, \ldots, k$. By the Poincaré lemma, there is a one-form $\varphi \in \Omega^1(\mathcal{A}|_U)$ with $d\varphi = \tilde{\omega} - \omega$ and $\varphi|_L = 0$.

As usual, let $\omega_t = \omega + t(\tilde{\omega} - \omega)$, which is non-degenerate on $\mathcal{F} = \ker \alpha_1 \cap \cdots \cap \ker \alpha_k$ in a neighbourhood of $L$. Because of this, we can find $Y_t \in \Gamma(\mathcal{F})$ with $i_{Y_t} \omega_t = -\varphi + \sum_{j=1}^k (f^j_t \alpha_j)$ for some functions $f^j_t \in C^\infty(U)$. The flow $(\tilde{\psi}_t, \psi_t)$ is defined for $t \in [0, 1]$ in a neighbourhood $U$ of $L$, and on this neighbourhood it satisfies

$$
\frac{d}{dt}(\tilde{\psi}_t)^* \omega_t = (\tilde{\psi}_t)^* (d(i_{Y_t} \omega_t) + d\varphi) = \sum_{j=1}^k \left( \tilde{\psi}_t^* (f^j_t) \left( \tilde{\psi}_t^* (\alpha_j) \right) \right) - \sum_{j=1}^k \left( \tilde{\psi}_t^* (f^j_t) \alpha_j \right),
$$

$$
\frac{d}{dt}(\tilde{\psi}_t)^* \alpha_j = (\tilde{\psi}_t)^* (d(i_{Y_t} \alpha_j)) = 0.
$$

Hence at time $t = 1$, we find

$$
\tilde{\psi}_1^* \alpha_j = \alpha_j, \quad \tilde{\psi}_1^* \omega = \omega + \sum_{j=1}^k \left( \int_0^1 \tilde{\psi}_t f^j_t dt \right) \alpha_j.
$$

The statement is proven by taking $\tilde{\varphi} = \tilde{\psi}_1 \circ \tilde{\varphi}_1$. □

3.1.2 An $\mathcal{A}$-cosymplectic Lagrangian neighbourhood theorem. The next result is a generalization of Weinstein’s Lagrangian neighbourhood theorem [28] to the setting of cosymplectic Lie algebroids.

**(Theorem 3.4) (Cosymplectic Lagrangian neighbourhood theorem).** Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid equipped with two $k$-cosymplectic structures $(\alpha_1, \ldots, \alpha_k, \omega)$ and $(\tilde{\alpha}_1, \ldots, \tilde{\alpha}_k, \tilde{\omega})$. Suppose that a transversal $i : L \rightarrow M$ for $\mathcal{A}$ is a minimal Lagrangian transversal for both $k$-cosymplectic structures. Then there exists a Lie algebroid isomorphism $(\tilde{\phi}, \varphi) : \mathcal{A}|_U \rightarrow \mathcal{A}|_\tilde{U}$ over open neighbourhoods $U, \tilde{U}$ of $M$ such that the following hold:

- $\tilde{\phi}^* \tilde{\alpha}_j = \alpha_j$ for $j = 1, \ldots, k$;
- $\tilde{\phi}^* \omega = \omega + \sum_{j=1}^k \left( f^j t \alpha_j \right)$ for some functions $f^j$.
- $\tilde{\phi}$ restricts to the identity on $i^* \mathcal{A} \rightarrow L$.

In particular, the Lie algebroid isomorphism $(\tilde{\phi}, \varphi)$ is an $\mathcal{A}$-Poisson isomorphism for the underlying Poisson structures.

We first look at some consequences of this theorem. In the following, the map $\rho_* : (i^* \mathcal{A})^* \rightarrow L$ is the bundle projection, not to be confused with the projection map of the normal bundle $\rho_{NL} : NL \rightarrow L$ (cf. Remark 3.8).

**(Definition 3.5).** Consider the Lie algebroid $p_1^* i^* \mathcal{A} \times T\mathbb{R}^k \Rightarrow (i^* \mathcal{A})^* \times \mathbb{R}^k$, equipped with the standard $k$-cosymplectic structure $(dt_1, \ldots, dt_k, \omega_{\text{can}})$, where $\omega_{\text{can}}$ is the canonical symplectic structure on $p_1^* i^* \mathcal{A}$ pulled back along the map $p_1^* i^* \mathcal{A} \times T\mathbb{R}^k \rightarrow p_1^* i^* \mathcal{A}$. This is the local model of the $k$-cosymplectic structure around the minimal Lagrangian transversal $L$. ▲

**(Remark 3.6).** The standard symplectic structure on the Lie algebroid $p_1^* i^* \mathcal{A} \times T\mathbb{R}^k \rightarrow (i^* \mathcal{A})^* \times \mathbb{R}^k$ induces the linear Poisson structure on $(i^* \mathcal{A})^* \times \mathbb{R}^k$ dual to the Lie algebroid $i^* \mathcal{A} \oplus \mathbb{R}^k$.  
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Corollary 3.7 (Linearization). Let $(\mathcal{A}, \alpha_1, \ldots, \alpha_k, \omega) \Rightarrow M$ be a $k$-cosymplectic Lie algebroid and $i : L \hookrightarrow M$ a transversal for $\mathcal{A}$ that is a minimal Lagrangian. Then there are neighbourhoods $U$ of $L$ in $M$ and $V$ of $L$ in $(i^! \mathcal{A})^* \times \mathbb{R}^k$ and a Lie algebroid isomorphism $(\tilde{\phi}, \phi) : \mathcal{A}|_U \rightarrow p^i_! i^! \mathcal{A} \times T\mathbb{R}^k|_V$ such that

1. $\tilde{\phi}^* dt_j = \alpha_j$ for $j = 1, \ldots, k$;
2. $\tilde{\phi}^* \omega_{\text{can}} = \omega + \sum_{j=1}^k d(f^j \alpha_j)$ for some functions $f^j$.
3. $\tilde{\phi}$ restricts to the identity on $i^! \mathcal{A} \rightarrow L$.

In particular, $(\tilde{\phi}, \phi)$ is an isomorphism between the underlying Poisson algebroids, so that $\phi$ is a Poisson linearization around $L$.

Remark 3.8. Implicitly, the cosymplectic structure is used to identify $N L \cong (i^! \mathcal{A})^* \times \mathbb{R}^k$, giving rise to an isomorphism $p^i_! i^! \mathcal{A} \times T\mathbb{R}^k \cong p^i_! i^! \mathcal{A}$.

In the case that $k = 0$, the theorem reduces to a Lagrangian neighbourhood theorem for symplectic Lie algebroids.

Corollary 3.9 (Symplectic Lie algebroids). Let $(\mathcal{A}, \omega) \Rightarrow M$ be a symplectic Lie algebroid and $i : L \hookrightarrow M$ a Lagrangian transversal. Then there is a local isomorphism of symplectic Lie algebroids

$$(\mathcal{A}, \omega) \xrightarrow{\cong} \text{local} (p^i_! i^! \mathcal{A}, \omega_{\text{can}})$$

that restricts to the identity on $i^! \mathcal{A} \Rightarrow L$.

Now follows a list of examples.

Example 3.10 (Cosymplectic manifolds). When $\mathcal{A} = TM$ is the usual tangent bundle, equipped with a $k$-cosymplectic structure, we find that the underlying Poisson structure around a Lagrangian submanifold $L \subset M$ contained in a single symplectic leaf is linearizable. The linearization is Poisson diffeomorphic to Poisson structure underlying the cosymplectic structure $(dt_1, \ldots, dt_k, \omega_{\text{can}})$ on $T^* L \times \mathbb{R}^k$, where the flat map associated to the $k$-cosymplectic structure is used to identify $T^* L \times \mathbb{R}^k$ with $NL$.

Example 3.11 (Log-symplectic manifolds). Let $(M, \pi)$ be a log-symplectic manifold [12] with degeneracy locus $Z$. If $L$ is a Lagrangian submanifold that is transverse to $Z$, then $\tilde{Z} = Z \cap L$ is hypersurface in $L$, and there is a local log-symplectomorphism

$$(T^*_L \tilde{Z}, \omega_{\text{can}}) \xrightarrow{\cong} \text{local} (M, \omega).$$

This appeared in the PhD-thesis of Kirchoff-Lukat [13].

Example 3.12 ($b^k$-symplectic manifolds). Likewise, Theorem 3.4 can be applied to the $b^k$-symplectic manifolds, introduced by Scott in [24]. A $b^k$-symplectic structure on a smooth log-manifold $(M, Z)$ is a Poisson structure $\pi$ for which $\wedge^{\text{top}} \pi$ vanishes to order $k$ over $Z$. The $(k - 1)$-jet of $\wedge^{\text{top}} \pi$ can be used to define a Lie algebroid, called the $b^k$-tangent bundle $b^k T_M Z$ to which $\pi$ lifts non-degenerately. The anchor of this Lie algebroid surjects onto $TZ$, and thus $\pi$ is linearizable around a Lagrangian submanifold transverse to $Z$.

Example 3.13 (Elliptic Poisson manifolds). A Poisson structure $\pi$ on $M$ is elliptic when $(\wedge^{\text{top}} \pi)^{-1}(0) = D$ is a codimension-2 submanifold and the Hessian of $\wedge^{\text{top}} \pi$ along $D$ is non-degenerate [5]. These type of Poisson structures appear naturally in the context of generalized complex structures that are almost everywhere symplectic. The elliptic Poisson structure lifts
to a symplectic structure on the elliptic tangent bundle $T_D M$. Since the anchor of this Lie algebroid surjects onto $TD$, the elliptic Poisson structure $\pi$ is linearizable around any Lagrangian submanifold transverse to $D$. This elliptic version of the Lagrangian neighbourhood theorem also appeared in [5].

Remark 3.14. The examples above all fit into the general class of Poisson structure of divisor type, studied by Klaasse in [14, 15]. The $\mathcal{A}$-Lagrangian neighbourhood theorem applies to many of the examples in [15].

Example 3.15 (Symplectic foliations). Let $(\mathcal{F}, \omega) \Rightarrow M$ be a symplectic foliation. A Lagrangian submanifold $i : L \hookrightarrow M$ transverse to $\mathcal{F}$ has a neighbourhood in $M$ that is isomorphic to a neighbourhood of the zero section in $(i^* \mathcal{F})^* = (\mathcal{F} \cap TL)^*$ equipped with the symplectic foliation $(\rho^i_{i* \mathcal{F}}, (i^* \mathcal{F}), \omega_{can})$. △

Proof of Theorem 3.4 The Moser Lemma 3.1 can not be applied directly, we first have to make the cosymplectic structures agree along $L$. To do so, we repeatedly apply the splitting theorem for Lie algebroids.

First, we decompose the cosymplectic information along $L$ in terms of subbundles. Let $\mathcal{F} = \ker (\alpha_1) \cap \cdots \cap \ker (\alpha_k)$. The Reeb sections $R_i \in \ker \omega^i$ span the subbundle $\ker \omega = \langle R_1, \ldots, R_k \rangle$ complementary to $\mathcal{F}$. Next, because $\omega$ is non-degenerate on $\mathcal{F}$, we can choose a Lagrangian complement $\mathcal{L}$ to $i^* \mathcal{A}$ in $\mathcal{F}|_L$. Put together, there is a decomposition

$$\mathcal{A}|_L = \mathcal{F}|_L \oplus \langle R_1, \ldots, R_k \rangle|_L = i^* \mathcal{A} \oplus \mathcal{L} \oplus \langle R_1, \ldots, R_k \rangle|_L.$$ 

The cosymplectic structure induces an isomorphism $\psi : (i^* \mathcal{A})^* \oplus \mathbb{R}^k \rightarrow \mathcal{L} \oplus \langle R_1, \ldots, R_k \rangle$ uniquely determined by

$$\omega(\psi(\eta, e_i), R_j) = \delta_{ij}, \quad \omega(\psi(\eta, e_i), v) = \eta(v) \text{ for } \eta \in (i^* \mathcal{A})^*, v \in i^* \mathcal{A},$$

where $e_1, \ldots, e_k$ is the standard basis of $\mathbb{R}^k$.

Similarly, from the cosymplectic structure $(\tilde{\alpha}_1, \ldots, \tilde{\alpha}_k, \tilde{\omega})$ we obtain a decomposition $\mathcal{A}|_L = i^* \mathcal{A} \oplus \mathcal{L} \oplus \langle \tilde{R}_1, \ldots, \tilde{R}_k \rangle$ and an isomorphism $\tilde{\psi} : (i^* \mathcal{A})^* \oplus \mathbb{R}^k \rightarrow \mathcal{L} \oplus \langle \tilde{R}_1, \ldots, \tilde{R}_k \rangle$. For notational purposes, we set $C = \mathcal{L} \oplus \langle R_1, \ldots, R_k \rangle$ and $\tilde{C} = \mathcal{L} \oplus \langle \tilde{R}_1, \ldots, \tilde{R}_k \rangle$. Let $\varphi = \psi \circ \tilde{\psi}^{-1}$, and define a bundle isomorphism

$$\Psi : \mathcal{A}|_L = i^* \mathcal{A} \oplus C \rightarrow i^* \mathcal{A} \oplus \tilde{C} = \mathcal{A}|_L$$

$$(\varphi, c) \mapsto (\varphi(c), c).$$

Clearly, $\Psi^*(\tilde{\omega}|_L) = \omega|_L$, $\Psi^*(\tilde{\alpha}|_L) = \alpha|_L$ and $\Psi|_{i^* \mathcal{A}} = \text{Id}|_{i^* \mathcal{A}}$. It remains to extend $\Psi$ to a Lie algebroid isomorphism in a neighbourhood of $L$. To do so, we descend on to the linearization of $\mathcal{A}$.

Let $p : NL \rightarrow L$, $q : C \rightarrow L$ and $\tilde{q} : \tilde{C} \rightarrow M$ be the bundle projections. Choose an isomorphism $(\tilde{\psi}, \psi) : \mathcal{A}|_U \cong p^* i^* \mathcal{A}$ from the Splitting Theorem 3.2. Then the identifications $NL \cong N_\mathcal{A} L \cong C$ and $NL \cong N_{\tilde{\mathcal{A}}} L \cong \tilde{C}$ (as in Section 1.2.1) together with the map $\varphi$ induce Lie algebroid isomorphisms as depicted by the following diagram.

$$\begin{array}{ccccccccc}
\mathcal{A}|_U & \xleftarrow{\tilde{\psi}} & p^* i^* \mathcal{A} & \xleftarrow{\cong} & q^* i^* \mathcal{A} & \xrightarrow{T_{i^* \mathcal{A}} p} & \tilde{q}^* i^* \mathcal{A} & \xrightarrow{\cong} & p^* i^* \mathcal{A} & \xrightarrow{\tilde{\psi}} & \mathcal{A}|_U \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
U & \xleftarrow{\psi} & NL & \xleftarrow{\cong} & C & \xrightarrow{\varphi} & \tilde{C} & \xrightarrow{\cong} & NL & \xrightarrow{\psi} & U
\end{array}$$
From the canonical identification
\[ q^! i^! {\mathcal A}_L \cong (i^! {\mathcal A}) \oplus \ker Tq|_L \cong (i^! {\mathcal A}) \oplus C, \]
and the fact that \( T_{i^! {\mathcal A}} q|_L : (i^! {\mathcal A}) \oplus C \to (i^! {\mathcal A}) \oplus \tilde{C} \) equals \( \Psi \), it follows that the composite, denoted \((\Phi, \tilde{\varphi}) : {\mathcal A}|_U \to {\mathcal A}|_U\), extends \( \Psi \).

To complete the proof, we apply the symplectic Moser lemma to the symplectic structures \( (\alpha_1, \ldots, \alpha_k, \omega) \) and \( (\Phi^\ast \alpha_1, \ldots, \Phi^\ast \alpha_k, \Phi^\ast \omega) \) on \( A|_U \), that we have made to agree along \( L \).

3.2 Dual integrations of triangular Lie bialgebroids. For ordinary Poisson manifolds, the cotangent algebroid integrates to a (local) symplectic groupoid, which is always linearizable by Weinstein’s Lagrangian neighbourhood theorem. On the other hand, if \((g, g^\ast)\) is a triangular Lie bialgebra, then a Poisson Lie group \((G^\ast, \Pi)\) integrating \((g^\ast, g)\) is linearizable by a result of Alekseev and Meinrenken [1] (in fact, their result holds for coboundary Lie bialgebras). The following theorem is a simultaneous generalization of the two.

**Theorem 3.16.** Let \((A, A^\ast, \pi_A)\) be a triangular Lie bialgebroid, and \((G^\ast, \Pi) \supseteq (M, \pi)\) a Poisson groupoid integrating \((A^\ast, A)\). Then \((G^\ast, \Pi)\) is linearizable around \( M \).

Let us first consider the case that \( A = TM \), in which case \( \pi_{TM} = \pi \) is a Poisson structure on \( M \). An integration \((G, \Pi) \supseteq (M, \pi)\) of the triangular Lie bialgebroid \((T^\ast M, TM)\) is actually a symplectic groupoid. The unit section of a symplectic groupoid is always Lagrangian, and thus Weinstein’s Lagrangian neighbourhood theorem provides a linearization.

The proof of the general case is surprisingly similar. We only have to replace the tangent bundles in the proof above by appropriate Lie algebroids. More specifically, an \( A \)-version of the symplectic groupoid of a Poisson Lie algebroid and an \( A \)-version of Weinstein’s Lagrangian neighbourhood theorem [3.4] are needed for the proof.

The algebroid version of a symplectic groupoid is a symplectic LA-groupoid, that we will introduce now.

3.2.1 Symplectic LA-groupoids. Let \((V; A, G; M)\) be an LA-groupoid. A \( V \)-form \( \Omega \in \Omega^k(V \Rightarrow G) \) is multiplicative when \( \tilde{m}^\ast \Omega = \tilde{pr}_1^\ast \Omega + \tilde{pr}_2^\ast \Omega \). A more elaborate discussion on multiplicative forms on LA-groupoids can be found in Appendix [3].

**Definition 3.17.** A symplectic LA-groupoid is an LA-groupoid \((V; A, G; M)\) with a multiplicative symplectic \( V \)-form \( \Omega \in \Omega^2(V \Rightarrow G) \).

A local symplectic LA-groupoid is a local LA-groupoid with a multiplicative symplectic germ. ▲

Because the symplectic form \( \Omega \) is multiplicative, it induces an isomorphism of VB-groupoids \((V; A, G; M) \to (V^\ast; C^\ast, G; M)\). The Poisson structure \( \Pi \) on \( G \) induced by \( \Omega \) is also multiplicative, by the diagram below. This makes \((G, \Pi)\) into a Poisson groupoid.
Here, $C$ is the core of $\mathcal{V}$. The restriction of $\Omega^\mathcal{V}$ to the unit space or the core gives rise to isomorphisms

$$\Omega^\mathcal{V}|_\mathcal{A} : \mathcal{A} \to C^*, \quad \Omega^\mathcal{V}|_C : C \to \mathcal{A}^*,$$

which are anti-dual by skew-symmetry of $\Omega$. By means of the core anchors $\rho^\mathcal{A}_C : C \to \mathcal{A}$ and $\rho^\mathcal{A}_{A^*} = (\rho^\mathcal{A}_C)^*$, we can define a bundle morphism

$$\pi^\mathcal{A} := \rho^\mathcal{A}_C \circ (\Omega^\mathcal{V}|_C)^{-1} = - (\Omega^\mathcal{V}|_\mathcal{A})^{-1} \circ \rho^\mathcal{A}_{A^*} : A^* \to \mathcal{A},$$

which inherits skew-symmetry from $\Omega$. When we equip $\mathcal{V}^*$ with the Lie algebroid structure inherited from $\Omega$ (Remark 1.4), it becomes an LA-groupoid whose core is the Lie algebroid structure $\mathcal{A}^* \Rightarrow M$ with bracket induced by $\pi^\mathcal{A}$. The map $\pi^\mathcal{A}$ is becomes a Lie algebroid morphism with respect to this structure, and therefore $\pi^\mathcal{A}$ is an $\mathcal{A}$-Poisson structure by Remark 1.4.

**Remark 3.18.** The triangular bialgebroid $(\mathcal{A}, \mathcal{A}^*, \pi^\mathcal{A})$ is anchored to the bialgebroid $(\mathcal{A}\mathcal{G}, \mathcal{A}^*\mathcal{G})$ of $(\mathcal{G}, \Pi)$ as follows:

$$\begin{array}{ccc}
\mathcal{A}^* & \xrightarrow{\pi^\mathcal{A}} & \mathcal{A} \\
\downarrow & & \uparrow \\
\mathcal{A}\mathcal{G} & \longrightarrow & \mathcal{A}^*\mathcal{G}
\end{array}$$

where $\mathcal{A}^* \to \mathcal{A}\mathcal{G}$ arises from restricting $\rho^\mathcal{V}$ to the core $\mathcal{A}^*$. This means that the core anchor $\mathcal{A}^* \to \mathcal{A}\mathcal{G}$ is a morphism of Lie bialgebroids $(\mathcal{A}^*, \mathcal{A}) \to (\mathcal{A}\mathcal{G}, \mathcal{A}^*\mathcal{G})$.

**Example 3.19.** Let $(\mathcal{A}, \omega) \Rightarrow M$ be a symplectic Lie algebroid, and $\mathcal{G} \Rightarrow M$ an integration of $\mathcal{A}$. Then the LA-groupoid

$$\begin{array}{ccc}
p^1\mathcal{G} & \longrightarrow & \mathcal{G} \\
\downarrow & & \downarrow \\
\mathcal{A} & \longrightarrow & M
\end{array}$$

carries a multiplicative symplectic form given by $\tilde{s}^\mathcal{G} \omega - \tilde{t}^\mathcal{G} \omega$. The underlying Poisson groupoid integrates the triangular bialgebroid $(\mathcal{A}, \mathcal{A}^*, \omega^{-1})$.

More generally, when $(\mathcal{B}, \omega) \Rightarrow M$ is a symplectic Lie algebroid that is anchored to $\mathcal{A}$, and when $\mathcal{G} \Rightarrow M$ is an integration of $\mathcal{A}$, then $p^1\mathcal{G} \Rightarrow \mathcal{G}$ carries a symplectic form given by $\tilde{s}^\mathcal{G} \omega - \tilde{t}^\mathcal{G} \omega$. \hfill \triangle

3.2.2 The symplectic LA-groupoid integrating an $\mathcal{A}$-Poisson structure. Let $(\mathcal{A}, \mathcal{A}^*, \pi^\mathcal{A})$ be a triangular Lie bialgebroid. Since $\pi^\mathcal{A}$ anchors $\mathcal{A}^*$ to $\mathcal{A}$, the pullback algebroid $p^1_\mathcal{A}\mathcal{A}$ becomes a double Lie algebroid. Moreover, it comes with a canonical symplectic form $\omega_{\text{can}}$ on the vertical side structure $p^1_\mathcal{A}\mathcal{A} \Rightarrow \mathcal{A}^*$. Let $\mathcal{V} \to \mathcal{G}^*$ be a (possibly local) source 1-connected VB-groupoid integrating the horizontal structure. We wish to integrate $\omega_{\text{can}}$ to $\mathcal{V}$.

**Proposition 3.20.** Let $(\mathcal{A}, \mathcal{A}^*, \pi^\mathcal{A})$ be a triangular Lie bialgebroid. Then $\omega_{\text{can}}$ is infinitesimally multiplicative with respect to the horizontal Lie algebroid structure $p^1_\mathcal{A}\mathcal{A} \Rightarrow \mathcal{A}$.

**Proof.** Linearity of $\omega_{\text{can}}$ was already part of Lemma 2.11. To prove that $\omega_{\text{can}}$ is an IM-form, we must show that the associated map $c_{\omega_{\text{can}}} : p^1_\mathcal{A}\mathcal{A} \oplus \mathcal{A}^* \to \mathbb{R}$ satisfies the cocycle condition

$$c_{\omega_{\text{can}}}([X, Y]) = \mathcal{L}_X(c_{\omega_{\text{can}}}(Y)) - \mathcal{L}_Y(c_{\omega_{\text{can}}}(X))$$
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for sections \(X, Y \in \Gamma(p^\ast_1 \mathcal{A} \oplus \mathcal{A}^\ast \to \mathcal{A} \oplus \mathcal{A})\). It is enough to verify this on the generators, which are of the form
\[
T^2_{\partial_\mathcal{A}} \alpha = (T_{\partial_\mathcal{A}} \alpha, T_{\partial_\mathcal{A}} \alpha), \quad \bar{\alpha}^{(1)} = (\bar{\alpha}, T_{\partial_\mathcal{A}} 0), \quad \bar{\alpha}^{(2)} = (T_{\partial_\mathcal{A}} 0, \bar{\alpha}),
\]
for \(\alpha \in \Gamma(\mathcal{A}^\ast)\), on which the Lie bracket is given by
\[
[T^2_{\partial_\mathcal{A}} \alpha, T^2_{\partial_\mathcal{A}} \beta] = T^2_{\partial_\mathcal{A}} [\alpha, \beta], \quad [T^2_{\partial_\mathcal{A}} \alpha, \tilde{\beta}^{(i)}] = \bar{\alpha}^{(i)}, \quad \tilde{\beta}^{(i)} = [\alpha, \beta]^{(i)}, \quad \tilde{\beta}^{(i)} = 0.
\]

Linear-linear. Let \(\alpha, \beta \in \Gamma(\mathcal{A}^\ast)\) and \(v, w \in \Gamma(\mathcal{A})\). By Lemma \ref{lemma2.11}, we have
\[
c_{v, w}(([T^2_{\partial_\mathcal{A}} \alpha, T^2_{\partial_\mathcal{A}} \beta]) (v, w) = d[\alpha, \beta](v, w).
\]
Using the definition of the bracket, we find that
\[
d[\alpha, \beta](v, w) = dL_{\pi^\ast_\mathcal{A}(\alpha)}(\beta)(v, w) - dL_{\pi^\ast_\mathcal{A}(\beta)}(\alpha)(v, w).
\]
On the other hand, note that the anchor \(\partial_\mathcal{A} \cdot \partial_{\mathcal{A}^\ast} : p^\ast_1 \mathcal{A} \oplus \mathcal{A}^\ast \to T(\mathcal{A} \oplus \mathcal{A})\), defined in Section \ref{section2.5} sends \(T_{\partial_\mathcal{A}} \alpha\) to the complete lifts \((\pi^\ast_{\partial_\mathcal{A}}(\alpha), \pi^\ast_{\partial_\mathcal{A}}(\alpha))\), whose flow is given by \(T(q_t \oplus \phi_t)\), with \((q_t, \phi_t) : \mathcal{A} \to \mathcal{A}\) the flow of \(\pi^\ast_{\partial_\mathcal{A}}(\alpha)\). Therefore, we find by Lemma \ref{lemma2.11}
\[
L_{T^2_{\partial_\mathcal{A}}}(c_{v, w}(T^2_{\partial_\mathcal{A}} \beta))(v, w) = \frac{d}{dt} \bigg|_{t=0} \left( c_{v, w}(T^2_{\partial_\mathcal{A}} \beta) \right)(q_t \circ v, \phi_t \circ w)
\]
\[
= \frac{d}{dt} \bigg|_{t=0} \phi_t \circ \pi^\ast_{\partial_\mathcal{A}}(\beta)(v, w)
\]
\[
= L_{\pi^\ast_{\partial_\mathcal{A}}(\alpha)}(d\beta)(v, w) = d(L_{\pi^\ast_{\partial_\mathcal{A}}(\beta)}(\alpha))(v, w).
\]
The cocycle condition now easily follows.

Linear-core. From Lemma \ref{lemma2.11} it directly follows that
\[
c_{v, w}(([T^2_{\partial_\mathcal{A}} \alpha, \tilde{\beta}^{(1)}]) (v, w) = - \langle [\alpha, \beta], w \rangle.
\]
On the other hand, Let \(\phi_t\) be the flow of \(\pi^\ast_{\partial_\mathcal{A}}(\alpha)\) as before. Then
\[
L_{T^2_{\partial_\mathcal{A}}}(c_{v, w}(\tilde{\beta}^{(1)}))(v, w) = \frac{d}{dt} \bigg|_{t=0} \left( c_{v, w}(\tilde{\beta}^{(1)}) \right)(q_t \circ v, \phi_t \circ w) = - \left\langle L_{\pi^\ast_{\partial_\mathcal{A}}(\alpha)}(\beta), w \right\rangle,
\]
and,
\[
L_{\beta^{(1)}}(c_{v, w}(T^2_{\partial_\mathcal{A}} \alpha))(v, w) = \frac{d}{dt} \bigg|_{t=0} \left( d\alpha \right)(v + t\pi^\ast_{\partial_\mathcal{A}}(\beta), w) = (d\alpha)(\pi^\ast_{\partial_\mathcal{A}}(\beta), w).
\]
because \(\mathcal{A}(\tilde{\beta}^{(1)}) = ((\pi^\ast_{\partial_\mathcal{A}}(\beta))^\top, 0) \in \mathcal{A}(\mathcal{A} \oplus \mathcal{A})\) (so its flow is just a translation by \(\pi^\ast_{\partial_\mathcal{A}}(\beta)\)). It follows that
\[
\left( L_{T^2_{\partial_\mathcal{A}}}(c_{v, w}(\tilde{\beta}^{(1)})) - L_{\beta^{(1)}}(c_{v, w}(T^2_{\partial_\mathcal{A}} \alpha)) \right)(v, w) = - \left\langle L_{\pi^\ast_{\partial_\mathcal{A}}(\beta)}(\alpha), w \right\rangle + \left\langle L_{\pi^\ast_{\partial_\mathcal{A}}(\beta)}d\alpha, w \right\rangle = - \langle [\alpha, \beta], w \rangle.
\]
For \(\tilde{\beta}^{(2)}\), the argument is similar.

Core-core. It is clear that
\[
c_{v, w}(\tilde{\alpha}^{(i)}(v), \tilde{\beta}^{(j)}(w)) = 0.
\]
Also, using a similar calculation from above
\[ L_{\beta^{(1)}} \left( c_{\omega_{\text{can}}} (\alpha^{(2)}) \right) (v, w) = \frac{d}{dt} \bigg|_{t=0} \langle \alpha, v + t \pi^{\sharp}_{\mathcal{A}} (\beta) \rangle = \langle \alpha, \pi^{\sharp}_{\mathcal{A}} (\beta) \rangle, \]
and similar equations for the other combinations. The cocycle condition for the core-core pairing is now equivalent to \( \pi_{\mathcal{A}} \) being skew-symmetric. \( \square \)

**Corollary 3.21.** Let \( (\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}}) \) be a triangular Lie bialgebroid, and \( \mathcal{G}^* \rightrightarrows M \) a source 1-connected (local) groupoid integrating \( \mathcal{A}^* \). Suppose that \( \mathcal{G}^* \) is a (local) LA-groupoid integrating \( p^{\sharp}_{\mathcal{A}} \mathcal{A} \). Then \( \mathcal{V} \) carries a unique \( \mathcal{V}^* \)-symplectic structure making it into a (local) symplectic LA-groupoid, and such that the underlying Poisson structure on \( \mathcal{G}^* \) integrates the bialgebroid \( (\mathcal{A}^*, \mathcal{A}) \).

**Proof.** Since \( \mathcal{G}^* \) is source 1-connected, so is \( \mathcal{V}^* \). By Proposition 3.20, the canonical form \( \omega_{\text{can}} \) on \( p^{\flat}_{\mathcal{A}} \mathcal{A} \) is IM and symplectic, and thus it integrates by Corollary A.9 to a unique \( \mathcal{V} \)-symplectic form \( \Omega \). Since \( \omega_{\text{can}} \) induces the Poisson structure on \( \mathcal{A}^* \) dual to \( \mathcal{A}, \Omega \) induces the Poisson structure \( \Pi \) on \( \mathcal{G}^* \) integrating the bialgebroid \( (\mathcal{A}^*, \mathcal{A}) \). \( \square \)

**Remark 3.22.** Integrability of the algebroid \( p^{\sharp}_{\mathcal{A}} \mathcal{A} \Rightarrow \mathcal{A} \) always implies integrability of \( \mathcal{A}^* \Rightarrow M \), but the converse is not immediate [4]. We haven’t investigated integrability of the prolongation Lie algebroid, which is the reason why we work with local LA-groupoids.

**Proof of Theorem 3.16.** We appeal to Corollary 3.21 and assume that (at least locally) the Poisson structure \( \Pi \) is induced by the symplectic LA-groupoid \( (\mathcal{V}, \Omega) \) integrating the symplectic double Lie algebroid \( (p^{\sharp}_{\mathcal{A}} \mathcal{A}, \omega_{\text{can}}) \). We show that \( M \subset \mathcal{G}^* \) is a Lagrangian transversal for \( (\mathcal{V}, \Omega) \).

*Transversality.* The anchor \( p^{\sharp}_{\mathcal{A}} \mathcal{A} \rightarrow T \mathcal{A}^* \) is certainly transverse to the zero section. In fact, it is the identity on the core. Therefore, the anchor of the integration \( \rho_{\mathcal{V}} : \mathcal{V} \rightarrow T \mathcal{G}^* \) is also the identity on the core. The core of \( T \mathcal{G}^* \) is transverse to \( TM \), hence \( M \) is a transversal for \( \mathcal{V} \).

*Lagrangian.* Let \( u : M \hookrightarrow \mathcal{G}^* \) be the inclusion. Since \( M \) is always coisotropic, we deduce from Lemma 1.9 that it is enough to show that \( \dim u^! \mathcal{V} = \frac{1}{2} \dim \mathcal{V} \). But this is clear because \( u^! \mathcal{V} = \rho_{u^!}^{-1} (TM) = \mathcal{A} \), as \( \rho_{u^!} \) is the identity on the cores.

Linearizability follows from Theorem 3.4. \( \square \)

### 3.3 Integrations of cosymplectic Lie algebroids.

Let \( (\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}}) \) be a triangular Lie bialgebroid, and \( \mathcal{G} \rightrightarrows M \) an integration of \( M \). Recall from [18] that \( \pi_{\mathcal{A}}^{-1} - \pi_{\mathcal{A}} \) defines a Poisson structure on \( \mathcal{G} \) integrating the Lie bialgebroid \( (\mathcal{A}, \mathcal{A}^*) \).

Suppose there exists an \( \mathcal{A} \)-cosymplectic structure \( (\alpha_1, \ldots, \alpha_k, \omega) \) inducing \( \pi_{\mathcal{A}} \). Then, on the Lie algebroid \( p^! \mathcal{G} \Rightarrow \mathcal{G} \), the cosymplectic structure
\[
(t^* \alpha_1, \ldots, t^* \alpha_k, s^* \alpha_1, \ldots, s^* \alpha_k, s^* \omega - t^* \omega)
\]
induces the Poisson structure \( \pi_{\mathcal{A}}^{-1} - \pi_{\mathcal{A}} \) on \( \mathcal{G} \). Note that \( u : M \hookrightarrow \mathcal{G} \) is *not* a minimal Lagrangian for this cosymplectic structure, because \( u^* t^* \alpha_j = \alpha_j \). To overcome this, define
\( \mathcal{F} = \bigcap_{i=1}^{k} \ker t^* \alpha_j; \) this is a wide subalgebroid of \( p^* \mathcal{G}. \) The cosymplectic structure on \( p^* \mathcal{G} \) descends to a cosymplectic structure

\[
\left( s^* \alpha_1 \big|_{\mathcal{F}}, \ldots, s^* \alpha_k \big|_{\mathcal{F}}, (s^* \omega - t^* \omega) \big|_{\mathcal{F}} \right)
\]

on \( \mathcal{F}. \) The unit space \( u : M \hookrightarrow \mathcal{G} \) is still transverse to \( \mathcal{F}, \) pulling it back to

\( u^* \mathcal{F} = \mathcal{F} = \bigcap_{i=1}^{k} \ker \alpha_j. \)

In this situation, \( M \) becomes a minimal Lagrangian transversal for the cosymplectic Lie algebroid \( \mathcal{F}! \) After an application of Theorem \[3.4\] we have proven the following result.

**Theorem 3.23.** Let \((\mathcal{A}, \mathcal{A}^*, \pi_{\mathcal{A}})\) be a triangular Lie bialgebroid of cosymplectic type. Let \((\mathcal{G}, \Pi) \Rightarrow M\) be a Poisson groupoid integrating \((\mathcal{A}, \mathcal{A}^*)\). Then \((\mathcal{G}, \Pi)\) is linearizable around \( M. \)

**Remark 3.24.** The fundamental difference between Theorem \[3.16\] and Theorem \[3.23\] is that the former considers integrations of \( \mathcal{A}^* \), while the latter concerns integrations of \( \mathcal{A}. \) They coincide when \( \pi_{\mathcal{A}} \) is non-degenerate.

**Remark 3.25** (On cosymplectic groupoids). There is no direct connection between the groupoids integrating Poisson algebroids of cosymplectic type and the cosymplectic groupoids as considered by Djiba and Wade in [9]. Both the one-form and two-form of a cosymplectic groupoid are multiplicative, which is not the case above, even after adjustments. It is interesting to note that cosymplectic groupoids are always linearizable as Poisson groupoids by the cosymplectic Lagrangian neighbourhood Theorem \[3.4\] because the unit section is automatically a minimal Lagrangian.

### 3.4 (Non)-linearizability of the pair Poisson groupoid

**Theorem 3.26.** Let \((\mathcal{M}, \pi)\) be a Poisson manifold. If \((\mathcal{M} \times \mathcal{M}, \pi \times (-\pi))\) is linearizable around the diagonal, then \( \pi \) must be regular.

At first sight the theorem can be quite unexpected, since it implies the following.

**Corollary 3.27.** Let \( \mathfrak{g} \) be a Lie algebra. Then \((\mathfrak{g}^* \times \mathfrak{g}^*, \pi_{\mathfrak{g}} \times (-\pi_{\mathfrak{g}}))\) is linearizable around the diagonal if and only if \( \mathfrak{g} \) is abelian.

**Remark 3.28.** When \( \pi \) is regular, and of \( k \)-cosymplectic type, then \((\mathcal{M} \times \mathcal{M}, \pi \times (-\pi))\) is linearizable around the diagonal according to Theorem \[3.23\]

Yet, our proof of Theorem \[3.26\] is very geometric and intuitive.

**Proof of theorem \[3.26\]** Suppose \( \pi \) is not regular. We have to show that any neighbourhood of the diagonal of \( (\mathcal{M} \times \mathcal{M}, \pi \times (-\pi)) \) cannot be Poisson diffeomorphic to a neighbourhood of the zero section in \((TM, \pi_{\text{lin}}). \) To this end, we define, for a Poisson manifold \((\mathcal{M}, \pi),\) the sets of regular and singular points of \( \mathcal{M}:

\[
\text{Reg}_{\pi}(\mathcal{M}) = \{ x \in \mathcal{M} : \pi \text{ is regular in a neighbourhood of } x \},
\]

\[
\text{Sing}_{\pi}(\mathcal{M}) = \mathcal{M} \setminus \text{Reg}_{\pi}(\mathcal{M}).
\]
Claim 1. The set $\text{Reg}_\pi(M)$ is an open and dense subset of $M$, while $\text{Sing}_\pi(M)$ is nowhere dense and closed.

Claim 2. Denote the Poisson structure $\pi \times (-\pi)$ on $M \times M$ by $\Pi$. We have

$$
\text{Sing}_\Pi(M \times M) = \text{Sing}_\pi(M) \times M \cup M \times \text{Sing}_\pi(M).
$$

$$
\text{Sing}_{\pi_{\text{lin}}}(TM) = (TM)|_{\text{Sing}_\pi(M)}.
$$

Proof of Claim 2. It is clear that $\text{Reg}_\Pi(M \times M) = \text{Reg}_\pi(M) \times \text{Reg}_\pi(M)$, so the first equality follows. The second follows from Weinstein’s splitting theorem for Poisson structures [30].

There are coordinates $(q^i, p_i, y^j)$ on $M$ for which $\pi$ is given by (using Einstein’s summation convention)

$$
\pi = \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_i} + \theta^{ij}(y) \frac{\partial}{\partial y^i} \wedge \frac{\partial}{\partial y^j},
$$

where $\theta^{ij}(0) = 0$. Denoting the linear functions $u^i, v_i, w^i$ on $TM$ dual to $dq^i, dp_i, dy^i$, respectively, the Poisson bracket on $TM$ is determined by

$$
\{u^i, p_j\} = \delta^i_j, \quad \{v_i, q^j\} = -\delta^i_j, \quad \{w^i, y^j\} = \theta^{ij}, \quad \{w^i, w^j\} = \frac{\partial \theta^{ij}}{\partial y^k} w^k,
$$

and all the other coordinate combinations vanish. It follows that the rank of $\pi_{\text{lin}}$ is given by

$$
\text{rk} \pi_{\text{lin}}(y) = 2 \text{rk} \pi|_{y=0} + \text{rk} \left( \begin{array}{cc} 0 & \theta^{ij}(y) \\ \frac{\partial \theta^{ij}}{\partial y^k}(y) w^k \end{array} \right),
$$

which jumps whenever $\text{rk} \left( \theta^{ij}_{ij} \right)$ does: around a singular point in $M$, and fixing coordinates $w^k$, the matrix $\left( \frac{\partial \theta^{ij}}{\partial y^k}(y) w^k \right)_{ij}$ does not decrease rank in a neighbourhood of $y = 0$, while $\left( \theta^{ij} \right)_{ij}$ jumps rank in every neighbourhood. The second equality follows.

Let $S \subset M$ be any subset. The formal tangent space of $S$ at a point $s \in S$ is defined to be

$$
\mathcal{T}_sS = \text{span} \left\{ \gamma(0) \Big| \gamma \in C^\infty(\mathbb{R}, M) \text{ s.t. } \gamma(0) = x \text{ and } \gamma(\mathbb{R}) \subset S \right\}.
$$

Note that if $\varphi : M \to M$ is a diffeomorphism with $\varphi(S) = S$, then $\mathcal{T}_s\varphi$ sends $\mathcal{T}_sS$ isomorphically to $\mathcal{T}_{\varphi(s)}S$.

Claim 3. Let $U \subset \mathbb{R}^n$ be an open subset with non-empty boundary. Then there exists an $x \in \partial U$ such that $\mathcal{T}_x(\partial U) \neq \mathcal{T}_x\mathbb{R}^n$. In fact, if $V \subset \mathbb{R}^n$ is any open such that $V \cap \partial U \neq \emptyset$, then $x$ can be chosen to be in $V$.

It can often happen that $\mathcal{T}_x(\partial U) = \mathcal{T}_x\mathbb{R}^n$ for some $x \in \partial U$. For instance, take $U$ to be the complement of the union of all coordinate axes in $\mathbb{R}^n$. Then $\mathcal{T}_0(\partial U) = \mathbb{R}^n$. Claim 3 ensures that this is not the case for a dense subset of the boundary.

Proof of Claim 3. Choose any $y \in U$, and let $r = d(y, \partial U) > 0$. There exists $x \in \partial U$ such that $r = d(y, x)$. Let $\gamma : \mathbb{R} \to \partial U$ be a curve with $\gamma(0) = x$. Then $d(\gamma(t), \gamma(t))$ attains its minimum at $t = 0$, from which follows that $\gamma(0)$ is tangent to the sphere centred around $y$ with radius $r$. For the last part, we pick $\tilde{x} \in V \cap \partial U$, pick $\epsilon > 0$ such that $B(\tilde{x}, 2\epsilon) \subset V$, and then pick $y \in B(\tilde{x}, \epsilon) \cap U$. This ensures that $x$ as above is in $V$. $\Box$
Claim 4. Let \( x \in \text{Sing}_{\pi}(M) \). Then
\[
\mathcal{T}_{(x,x)} \text{Sing}_{\pi}(M \times M) = T_{(x,x)}(M \times M)
\]
\[
\mathcal{T}_x \text{Sing}_{\pi_{lin}}(TM) = T_x \text{Sing}_{\pi}(M) \times T_x M,
\]
where we used the canonical identification \( T_x(TM) = T_x M \times \ker T_{p_{TM}}|_M = T_x M \times T_x M \) for \( x \in M \).

**Proof of Claim 4.** This easily follows from the description of the sets in question in Claim 2. \( \square \)

Now we are in a position to complete the argument. Suppose \((M, \pi)\) is not regular. Then, according to Claim 3, there exist an element \( x \in \text{Sing}_{\pi}(M) = \partial \text{Reg}_{\pi}(M) \) for which \( \mathcal{T}_x \text{Sing}_{\pi}(M) \neq T_x M \). But then the sets \( \mathcal{T}_x \text{Sing}_{\pi_{lin}}(TM) \) and \( \mathcal{T}_{(x,x)} \text{Sing}_{\pi}(M \times M) \) can not be isomorphic by Claim 4. Hence, there exists no (local) Poisson diffeomorphism \((TM, \pi_{lin}) \rightarrow (M \times M, \pi \times (-\pi))\) that extends the diagonal embedding. \( \square \)

### A Multiplicative forms on LA-groupoids

We recall the definitions of several combined structures encountered in this paper. For more details, we refer to [2, 19, 20, 21].

- **A Lie bialgebroid** \((\mathcal{A}, \mathcal{A}^\ast)\) is a Lie algebroid \(\mathcal{A} \Rightarrow M\) with a Lie algebroid structure on \(\mathcal{A}^\ast \Rightarrow M\) such that
  \[
  d_{\mathcal{A}^\ast} [v, w]_{\mathcal{A}^\ast} = [d_{\mathcal{A}^\ast} v, w]_{\mathcal{A}^\ast} + [v, d_{\mathcal{A}^\ast} w]_{\mathcal{A}^\ast},
  \]
  for all \(v, w \in \Gamma(\mathcal{A})\).

- A **double vector bundle** \((D; A, B; M)\) is a square
  \[
  \begin{array}{ccc}
  D & \longrightarrow & B \\
  \downarrow & & \downarrow \\
  A & \longrightarrow & M
  \end{array}
  \]
  with a vector bundle structure associated to each edge of the diagram for which the scalar multiplication of the vector bundle structure on \(D \rightarrow B\) and \(D \rightarrow A\) commute. The core \(C\) of \(D\) is the intersection of the kernels of the projections \(D \rightarrow A\) and \(D \rightarrow M\). It becomes a vector bundle \(C \rightarrow M\) by using the scalar multiplication induced by either \(D \rightarrow A\) or \(D \rightarrow B\).

- A **VB-algebroid** is a double vector bundle \((D; A, B; M)\) with Lie algebroid structures \(D \Rightarrow B\) and \(A \Rightarrow M\) for which the scalar multiplication on \(D \rightarrow A\) is a Lie algebroid morphism. In this case, we say that the VB-algebroid \((D; A, B; M)\) has a horizontal Lie algebroid structure. One can also consider a double vector bundle \((D; A, B; M)\) with Lie algebroid structures \(D \Rightarrow A\) and \(B \Rightarrow M\) for which the scalar multiplication on \(D \rightarrow B\) is a Lie algebroid morphism. This is also called a VB-algebroid, but now it has a vertical Lie algebroid structure.

- A **VB-groupoid** \((V; A, G; M)\) (with a vertical groupoid structure) is a square
  \[
  \begin{array}{ccc}
  V & \longrightarrow & G \\
  \downarrow & & \downarrow \\
  A & \longrightarrow & M
  \end{array}
  \]
for which the horizontal arrows are vector bundle structures, and the vertical arrows are groupoid structures, that are compatible in the sense that the scalar multiplication of the vector bundle $V \to \mathcal{G}$ is a groupoid morphism from $\mathcal{V} \to A$ to $\mathcal{V} \to A$. One can define a VB-groupoid with a horizontal groupoid structure in a similar way.

- An LA-groupoid is a VB-groupoid $(\mathcal{V}, \mathcal{A}, \mathcal{G}; M)$ with Lie algebroid structures $\mathcal{V} \to \mathcal{G}$ and $\mathcal{A} \to M$ for which the groupoid structure maps of $\mathcal{V} \to \mathcal{A}$ are Lie algebroid morphisms.

- A double Lie algebroid is a double vector bundle $(D, \mathcal{A}, B; M)$ with horizontal and vertical VB-algebroid structures

$$
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow & & \downarrow \\
\mathcal{A} & \longrightarrow & M,
\end{array}
$$

that are compatible in the following way. The anchors of the VB-algebroid structures must be Lie algebroid morphisms for the other, and that under the duality of double vector bundles, the pair $(D_A^*, D_B^*)$ is a Lie bialgebroid over the core dual $C^*$. Because this definition is quite lengthy, we think of double Lie algebroids in this paper as the infinitesimal counterpart of a (local) LA-groupoid, as explained in [20] (or [2] via the duality between Lie algebroids and linear Poisson structures). This makes some proofs shorter and more conceptual. The differentiation procedure is recalled in section A.2

Remark A.1. The notation $(D; A, B; M)$, whether a double vector bundle or an LA-groupoid, always refers to the following arrangement of the diagram

$$
\begin{array}{ccc}
D & \longrightarrow & B \\
\downarrow & & \downarrow \\
\mathcal{A} & \longrightarrow & M.
\end{array}
$$

Whether the groupoid/algebroid structure is vertical or horizontal will be clear from the context or otherwise explicitly mentioned.

A.1 Multiplicative tensors on VB-groupoids. We give a brief account on the differentiation and integration procedure of multiplicative tensors on VB-groupoids, as discussed in [10].

A.1.1 Multiplicative functions. Let $\mathcal{G}$ be a Lie groupoid, with Lie algebroid $\mathcal{A}\mathcal{G} = \ker Ts|_M$. Given $f \in C^\infty(\mathcal{G})$, one can differentiate $f$ to obtain

$$
\mathcal{A}f : \mathcal{A}\mathcal{G} \to \mathbb{R}, \quad v \mapsto \langle df|_M, v \rangle.
$$

Clearly, $\mathcal{A}f$ is linear and thus corresponds to a section of $\mathcal{A}^*\mathcal{G}$.

Definition A.2. A function $f : \mathcal{G} \to \mathbb{R}$ on a (local) Lie groupoid $\mathcal{G} \to M$ is multiplicative when $f(gh) = f(g) + f(h)$ for all $g, h \in \mathcal{G}$ composable.

Given a multiplicative function $f$ on $\mathcal{G}$, it differentiates to a Lie algebroid morphism $\mathcal{A}f : \mathcal{A}\mathcal{G} \to \mathbb{R}$, where $\mathbb{R} \to \{\ast\}$ is regarded as a Lie algebroid with trivial bracket.
Definition A.3. Let $\mathcal{A} \Rightarrow M$ be a Lie algebroid. A function $f: \mathcal{A} \rightarrow \mathbb{R}$ is called IM (infinitesimally multiplicative) when it is linear and a Lie algebroid morphism. Concretely, this means that $f$ is linear and satisfies the cocycle condition:

$$f([v, w]) = L_{\rho(v)}(f(w)) - L_{\rho(w)}(f(v))$$

for sections $v, w \in \mathcal{A}$. Equivalently, $d_{\mathcal{A}G}f = 0$, when the linear function $f$ is regarded as a section of $\mathcal{A}^*$. ▲

A.1.2 Multiplicative forms. By a $k$-form on a vector bundle $E \rightarrow M$ we mean an element of $\Gamma(\wedge^k E^*)$. Let $(V; \mathcal{A}, G; M)$ be a VB-groupoid (with vertical groupoid structure). A $k$-form $\tau \in \Gamma(\wedge^k V^*)$ induces a function $c_{\tau}: \oplus^k G V \rightarrow \mathbb{R}$ that is $k$-linear and skew-symmetric. The space $\oplus^k G V$ is naturally VB-groupoid over $\oplus^k \mathcal{A}$. In the following, the groupoid structure maps of a VB-groupoid are decorated with a tilde.

Proposition A.4. Let $(V; \mathcal{A}, G; M)$ be a VB-groupoid (with a vertical groupoid structure) and $\tau \in \Gamma(\wedge^k V^*)$. Then the following are equivalent:

- $\tau$ is multiplicative, i.e. $\tilde{m}^* \tau = \tilde{pr}_1^* \tau + \tilde{pr}_2^* \tau$;
- $c_{\tau}: \oplus^k G V \rightarrow \mathbb{R}$ is multiplicative;
- $\tau^b: \oplus^{k-1} V \rightarrow V^*$ is a groupoid morphism.

One can differentiate a multiplicative form $\tau \in \Gamma(\wedge^k V^*)$ by differentiating $c_{\tau}$ to a Lie algebroid morphism

$$\mathcal{A}c_{\tau}: \mathcal{A}\left(\oplus^k G V\right) \cong \oplus^k \mathcal{A}G \mathcal{A}V \rightarrow \mathbb{R},$$

which is $k$-linear, skew-symmetric. Therefore, it must be induced by some linear $k$-form $\mathcal{A}\tau \in \Gamma(\wedge^k (\mathcal{A}V)^*_{\mathcal{A}G})$.

Definition A.5. Let $(D; \mathcal{A}, B; M)$ be a VB-algebroid (with a vertical Lie algebroid structure). A form $\tau \in \Gamma(\wedge^k D^*)$ on the horizontal vector bundle $D \rightarrow B$ is IM (infinitesimally multiplicative) with respect to the vertical Lie algebroid structure when

$$c_{\tau}: \oplus^k B D \rightarrow \mathbb{R}$$

is an IM function on the Lie algebroid $\oplus^k B D \Rightarrow \oplus^k \mathcal{A}$. ▲

Theorem A.6 ([10], Theorem 2.35). If $(V; \mathcal{A}, G; M)$ is a source 1-connected (local) VB-groupoid integrating the VB-algebroid $(\mathcal{A}V; \mathcal{A}, \mathcal{A}G; M)$. The assignment $\tau \mapsto \mathcal{A}\tau$ gives rise to a one-to-one correspondence between (germs of) multiplicative forms on $V \rightarrow G$ and IM forms on $\mathcal{A}V \rightarrow \mathcal{A}G$.

Remark A.7. The definitions and results in this section are formulated for vertical VB-groupoids and VB-algebroids. By flipping all the diagrams, one do the exact same things with horizontal VB-groupoids and VB-algebroids. For example, an IM-form for a horizontal VB-algebroid $(D; \mathcal{A}, B; M)$ is a section $\tau \in \Gamma(\wedge^k D^*_B)$ (so a form on the vector bundle $D \rightarrow \mathcal{A}$) for which

$$c_{\tau}: \oplus^k B D \rightarrow \mathbb{R}$$

is an IM function on the Lie algebroid $\oplus^k B D \Rightarrow \oplus^k B$. 31
A.2 Multiplicative forms on LA-groupoids. Let \((V; \mathcal{A}, \mathcal{G}; M)\) be an LA-groupoid. What we are after is the interaction between the Lie algebroid structure on \(V \Rightarrow \mathcal{G}\), the Lie algebroid structure \(\mathcal{A}V \Rightarrow \mathcal{AG}\) and the differentiation process of the multiplicative forms.

The main result of this section is the following theorem.

**Theorem A.8.** Let \((V; \mathcal{A}, \mathcal{G}; M)\) be a (local) LA-groupoid differentiating to the double Lie algebroid \((\mathcal{A}V; \mathcal{A}, \mathcal{AG}; M)\). The map \(\tau \mapsto \mathcal{A} \tau\) intertwines the Lie algebroid differentials:

\[
d_{\mathcal{A}V} \circ \mathcal{A} = \mathcal{A} \circ d_{V}.
\]

Here, \(d_{V}\) is the Lie algebroid differential on \(\Omega^{*}(V \Rightarrow \mathcal{G})\) and \(d_{\mathcal{A}V}\) is the Lie algebroid differential on \(\Omega^{*}(\mathcal{A}V \Rightarrow \mathcal{AG})\).

For an LA-groupoid \((V; \mathcal{A}, \mathcal{G}; M)\), we denote by \(\Omega_{M}^{*}(V \Rightarrow \mathcal{G})\) the space of multiplicative forms. Likewise, the space of IM forms on \((D; \mathcal{A}, \mathcal{B}; M)\) is denoted by \(\Omega_{IM}^{*}(D \Rightarrow \mathcal{A})\).

**Corollary A.9.** If \((V; \mathcal{A}, \mathcal{G}; M)\) is a source 1-connected LA-groupoid, then the differentiation map gives an isomorphism of cochain complexes from \((\Omega_{M}^{*}(V \Rightarrow \mathcal{G}), d_{V})\) to \((\Omega_{IM}^{*}(\mathcal{A}V \Rightarrow \mathcal{AG}), d_{\mathcal{A}V})\).

Before we proceed to the proof, we must first describe the structure of the Lie algebroid \(\mathcal{A}V \Rightarrow \mathcal{AG}\), as was done in [20].

**Definition A.10.** Let \((V; \mathcal{A}, \mathcal{G}; M)\) be an LA-groupoid, that is possibly local. A **star section** is an element \(\xi \in \Gamma(V \Rightarrow \mathcal{G})\) for which there exists a section \(X \in \Gamma(\mathcal{A})\) satisfying \(\mathcal{A} \circ \xi = X \circ \mathcal{A}\) and \(\xi \circ u = \mathcal{A} \circ u\).

The Lie bracket of two star sections is again a star section, and any star section \((\xi, X)\) of \(V\) differentiates to a linear section \((\mathcal{A} \xi, X)\) of \(\mathcal{A}V \rightarrow \mathcal{AG}\). Additionally, every core section \(c \in \Gamma(C)\) lifts to a section \(\hat{\mathcal{A}} \circ \xi \in \Gamma(\mathcal{A}V \rightarrow \mathcal{AG})\) via (cf. equation (2))

\[
\hat{\mathcal{A}}(v) = \mathcal{A}(0)(v) + c(p_{\mathcal{AG}}(v)).
\]

**Proposition A.11** ([20], Proposition 1.11). The space of sections of \(\mathcal{A}V \rightarrow \mathcal{AG}\) is generated (as a \(C^{\infty}(\mathcal{AG})\)-module) by sections of the form \((\mathcal{A} \xi, X)\) for \((\xi, X)\) a star section and lifts of core sections \(\hat{c}\) for \(c \in \Gamma(C)\).

We now describe the Lie algebroid structure. First, recall that the canonical involution \(J_{\mathcal{G}} : T(T \mathcal{G}) \rightarrow T(T \mathcal{G})\) restricts to an isomorphism of double vector bundles \(J_{\mathcal{G}} : \mathcal{A}(T \mathcal{G}) \rightarrow T(\mathcal{AG})\).

**The anchor map.** The anchor of the prolonged Lie algebroid structure on \(\mathcal{A}V\) is given by \(\varrho = J_{\mathcal{G}}^{-1} \circ \mathcal{A}(\rho_{\mathcal{V}}) : \mathcal{A}V \rightarrow T(\mathcal{AG})\). It is double linear, and covers the Lie anchor map \(\rho_{\mathcal{A}} : \mathcal{A} \rightarrow TM\) on the side bundle, the identity on \(\mathcal{AG}\) on the other side bundle and the core morphism is the core anchor \(\rho_{c}^{\mathcal{AG}} : C \rightarrow \mathcal{AG}\). Also, notice that \(\varrho(c) = \rho_{c}^{\mathcal{AG}}(c)^{\uparrow}\) for sections \(c \in \Gamma(C)\).

**The Lie bracket.** The Lie bracket is specified on the derivatives of star sections \(\mathcal{A} \xi\) and lifts \(\hat{c}\) of core sections \(c \in \Gamma(C)\), and extended via the Leibniz rule. Let \(\xi_{1}, \xi_{2}\) be star sections and \(c_{1}, c_{2} \in \Gamma(C)\).

- (Star-star.) The Lie bracket of \(\mathcal{A} \xi_{1}\) and \(\mathcal{A} \xi_{2}\) is set to

\[
[\mathcal{A} \xi_{1}, \mathcal{A} \xi_{2}] = \mathcal{A}([\xi_{1}, \xi_{2}]).
\]
• (Star-core.) Since $\xi_1$ is $\tilde{s}$-related to $X_1$, and $\tilde{c}_1$ is $\tilde{s}$ related to 0, it follows that $\tilde{s}([\xi_1, \tilde{c}_1]) = 0$. Therefore, we can set

$$[A_{\xi_1}, \tilde{c}_1] = D_{\xi_1}(c_1).$$

with $D_{\xi_1}(c) = [\xi_1, \tilde{c}_1] \circ u \in \Gamma(C)$.

• (Core-core.) The bracket of $\tilde{c}_1$ and $\tilde{c}_2$ is simply set to zero.

One of the main results in [20] is that this Lie algebroid structure makes $(A\Gamma; A\mathcal{G}, A; M)$ into a double Lie algebroid.

**Proof of theorem** A.8 First we consider functions.

**Claim 1.** Let $f : \mathcal{G} \to \mathbb{R}$, be a function, $(\xi, X)$ a star section and $c \in \Gamma(C)$. Then

$$\mathcal{L}_{A\xi}(A f) = A(L_{\xi}(f)), \quad L_{\xi}(A f) = p_{\mathcal{A}\mathcal{G}}^* u^*(L_{\gamma}(f)),
$$

$$\mathcal{L}_{A\xi}(p_{\mathcal{A}\mathcal{G}}^* u^* f) = p_{\mathcal{A}\mathcal{G}}^* u^*(L_{\xi}(f)), \quad L_{\xi}(p_{\mathcal{A}\mathcal{G}}^* u^* f) = 0.$$

**Proof of claim.** For the first part, let $\varphi_\xi$ be the flow of $\rho_\gamma(\xi)$ covering the flow of $\rho_\mathcal{A}(X)$. Then $A(\varphi_\xi)$ is the flow of $\varphi(A(\xi))$ [23]. Therefore, given $v \in A\mathcal{G}$ with $v = \dot{y}_0$, we have

$$A(L_{\xi}(f))(v) = \frac{d}{d\lambda}|_{\lambda=0} L_{\xi}(f)(y_\lambda) = \frac{d}{d\lambda}|_{\lambda=0} \frac{d}{d\epsilon}|_{\epsilon=0} f \circ \varphi_\xi \circ \gamma_\lambda = \frac{d}{d\epsilon}|_{\epsilon=0} (A(f), A \varphi_\xi(v)) = L_{A\xi}(A f)(v).$$

Next, the flow $\dot{\varphi}_\xi$ of $\rho_\mathcal{A}(X)$ is covered both by $A\varphi_\xi$ and $\varphi_\xi$. Therefore

$$L_{A\xi}(p_{\mathcal{A}\mathcal{G}}^* u^* f) = p_{\mathcal{A}\mathcal{G}}^* u^* (L_{\xi}(f)).$$

Recalling that $\varphi(\tilde{c}) = (\rho_{\mathcal{C}}^\mathcal{G}(c))^1$, we have

$$L_{\xi}(A f) = p_{\mathcal{A}\mathcal{G}}^* \left(A f, \rho_{\mathcal{C}}^\mathcal{G}(c)\right) = p_{\mathcal{A}\mathcal{G}}^* u^* (L_{\gamma}(f)).$$

The last identity is obvious because $\varphi(\tilde{c})$ is vertical. □

**Claim 2.** Let $\tau \in \Omega^k(\mathcal{V} \Rightarrow \mathcal{G})$ be multiplicative, $(\xi_1, X_1), \ldots, (\xi_k, X_k)$ star sections, and $c_1, c_2 \in \Gamma(C)$. Then

$$(A\tau)(A\xi_1, \ldots, A\xi_k) = A(\tau(\xi_1, \ldots, \xi_k)),
$$

$$(A\tau)(A\xi_1, \ldots, A\xi_{k-1}, \tilde{c}_1) = p_{\mathcal{A}\mathcal{G}}^* u^* \left(\tau(\xi_1, \ldots, \xi_{k-1}, \tilde{c}_1)\right),
$$

$$\iota_{\xi_1, \xi_k}(A\tau) = 0.$$

where $u : M \hookrightarrow \mathcal{G}$ is the unit map.

**Proof of claim.** The first holds via the identification $A(\varphi_{e}^{k} \mathcal{V}) = \varphi_{e}^{k} A\mathcal{V}$: if $v = \dot{y}_0 \in A\mathcal{G}$, then

$$A(\xi_1, \ldots, \xi_k)(v) = \frac{d}{d\epsilon}|_{\epsilon=0} (\xi_1, \ldots, \xi_k)(y_\epsilon),$$

so it follows that

$$A e_{\tau}(A\xi_1, \ldots, A\xi_k)(v) = \frac{d}{d\epsilon}|_{\epsilon=0} e_{\tau}(\xi_1(y_\epsilon), \ldots, \xi_k(y_\epsilon)) = A(\tau(\xi_1, \ldots, \xi_k))(v).$$
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For the second and third identities, let \( c \in \Gamma(c) \). Note that, given \( v = y_0 \) with \( s(y_\epsilon) = y_0 \), the map \( (\lambda, \epsilon) \mapsto 0_{y_\epsilon} \cdot \lambda c(y_0) \) is well-defined for all \( \lambda, \epsilon \). Therefore,

\[
\frac{d}{d\epsilon}|_{\epsilon = 0} 0_{y_\epsilon} \cdot \lambda c(y_0) = \frac{d}{d\epsilon}|_{\epsilon = 0} 0_{y_\epsilon} \cdot c(y_0) = A(0)(v) + c(q A G(v))
\]

where we used that \( 0_{u(m)} = \hat{u}(0_m) \). It follows that

\[
\hat{c}(v) = \frac{d}{d\epsilon}|_{\epsilon = 0} 0_{y_\epsilon} \cdot c(y_0) = \frac{d}{d\epsilon}|_{\epsilon = 0} (0_{y_\epsilon} \cdot c(y_0)).
\]

Now the second and third identity follow from \( k \)-linearity of \( \tau \).

Finally, we check that \( d(\mathscr{A} \tau) = \mathcal{A}(d_{V^*} \tau) \) on the generators, making use of the previous claims.

(Star-star.) Let \( \xi_0, \ldots, \xi_k \) be star sections. Then

\[
d_{\mathcal{A} \mathcal{V}}(\mathcal{A} \tau)(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_k) = \sum_{i=0}^{k} (-1)^i L_{\mathcal{A} \xi}(\mathcal{A} \tau(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_k))
\]

\[+ \sum_{i<j} (-1)^{i+j} \mathcal{A} \tau([\mathcal{A} \xi_i, \mathcal{A} \xi_j], \mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{i-1}, \mathcal{A} \xi_{j+1}, \ldots, \mathcal{A} \xi_k)\]

\[= \mathcal{A}(d_{V^*} \tau(\xi_0, \ldots, \xi_k)) = \mathcal{A}(d_{V^*} \tau)(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_k).
\]

(Star-core.) Let \( \xi_0, \ldots, \xi_{k-1} \) be star sections and \( c \in \Gamma(C) \). Then

\[
d_{\mathcal{A} \mathcal{V}}(\mathcal{A} \tau)(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{k-1}, \hat{c}) = \sum_{i=0}^{k-1} (-1)^i L_{\mathcal{A} \xi}(\mathcal{A} \tau(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{k-1}, \hat{c}))
\]

\[+ (-1)^k L_{\xi}(\mathcal{A} \tau(\mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{k-1}))\]

\[+ \sum_{i<j} (-1)^{i+j} \mathcal{A} \tau([\mathcal{A} \xi_i, \mathcal{A} \xi_j], \mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{i-1}, \mathcal{A} \xi_{j+1}, \ldots, \mathcal{A} \xi_{k-1}, \hat{c})\]

\[+ \sum_{i} (-1)^{i+k} \mathcal{A} \tau(\mathcal{A} D_{\xi_i}(c), \mathcal{A} \xi_0, \ldots, \mathcal{A} \xi_{k-1}).
\]

We inspect this term by term.

1. Using claim 2 and then claim 1, the first term evaluates to

\[
\sum_{i=0}^{k-1} (-1)^i p_{\mathcal{A} G}^* u^* \left( L_{\mathcal{A} \xi}(\tau(\xi_0, \ldots, \xi_{k-1}, \hat{c})) \right).
\]

2. For the second one, we get

\[
(-1)^k p_{\mathcal{A} G}^* u^* \left( L_{\hat{c}}(\tau(\xi_0, \ldots, \xi_{k-1})) \right).
\]

3. The third term equals

\[
\sum_{i<j} (-1)^{i+j} p_{\mathcal{A} G}^* u^* \left( \tau([\xi_i, \xi_j], \xi_0, \ldots, \xi_{i-1}, \xi_{j+1}, \ldots, \xi_{k-1}, \hat{c}) \right)
\]
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4. Similarly, we have for the fourth term
\[
\sum_i (-1)^{i+k} p^*_A g u^* \left( \tau([\xi_i, \xi_j], \xi_0, \xi_{j-1}) \right).
\]
It follows that
\[
d_{\mathcal{A}V}(A\tau)(A\xi_0, \ldots, A\xi_{k-1}, \xi_j) = p^*_A g u^* \left( (d\tau)(\xi_0, \ldots, \xi_{k-1}, \xi_j) \right)
= A(d\tau)(A\xi_0, \ldots, A\xi_{k-1}, \xi_j).
\]
(Core-core). If \(c_1, c_2 \in \Gamma(C)\), then it can be checked by the Koszul formula and the claims that
\[
i_{\xi_1} i_{\xi_2} d_{\mathcal{A}V}(A\tau) = 0.
\]
Since \(i_{\xi_1} i_{\xi_2} A(d\tau)\) also vanishes, the result follows. \(\square\)
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