Abstract

We investigate the classical stability of supersymmetric, asymptotically flat, microstate geometries with five non-compact dimensions. Such geometries admit an "evanescent ergosurface": a timelike hypersurface of infinite redshift. On such a surface, there are null geodesics with zero energy relative to infinity. These geodesics are stably trapped in the potential well near the ergosurface. We present a heuristic argument indicating that this feature is likely to lead to a nonlinear instability of these solutions. We argue that the precursor of such an instability can be seen in the behaviour of linear perturbations: nonlinear stability would require that all linear perturbations decay sufficiently rapidly but the stable trapping implies that some linear perturbation decay very slowly. We study this in detail for the most symmetric microstate geometries. By constructing quasinormal modes of these geometries we show that generic linear perturbations decay slower than any inverse power of time.

1 Introduction

Type IIB supergravity admits supersymmetric "microstate geometry" solutions [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. These are asymptotically flat, geodesically complete, stationary solutions without horizons. Near infinity, they approach the product of 5 dimensional flat spacetime with 5 compact dimensions. Some of these solutions can be dimensionally reduced to give smooth solutions of 5d supergravity. In 5d, the stationary Killing vector field $V$ is timelike everywhere except on a certain timelike hypersurface, where is it is null. This surface has infinite redshift relative to infinity, and has been called an "evanescent ergosurface" [11].

A natural question is whether these spacetimes are classically stable. This has been investigated for non-supersymmetric microstate geometries, which can have a genuine ergoregion, where $V$ becomes spacelike [12]. Such geometries have been shown to be unstable [13]: linear perturbations localized in the ergoregion can have negative energy and there exist modes which grow exponentially in time. In the supersymmetric case, linear perturbations have non-negative energy, which excludes exponential growth so one might expect stability.

A simple argument suggests that supersymmetric microstate geometries actually have a nonlinear instability. The argument is based on the existence of the evanescent ergosurface.
As we shall explain, on an evanescent ergosurface, $V$ is tangent to affinely parameterized null geodesics with zero energy. These geodesics are at rest relative to infinity so they are resisting the frame-dragging effect caused by the rotation of the geometry. Hence they can be regarded as carrying angular momentum opposed to that of the background spacetime. These geodesics are "trapped" in the sense that they remain in a finite region of space, i.e., they do not disperse. Trapping occurs in other situations, e.g., at the photon sphere of a Schwarzschild black hole. However, in the Schwarzschild case, the trapping is unstable: if one perturbs the geodesic then it will escape to infinity or fall into the black hole. At an evanescent ergosurface the trapping is stable because the geodesics sit at the bottom of a gravitational potential well.

Now consider perturbing the spacetime by adding an uncharged massive particle (or a tiny black hole) near to the evanescent ergosurface. If we neglect backreaction then the particle moves on a geodesic. However, if we couple it to supergravity fields then it will gradually radiate energy and angular momentum through its coupling to gravitational radiation (and other massless fields). Hence it will gradually lose energy and its trajectory will approach a geodesic which minimizes the energy. But these trajectories are precisely the zero-energy null geodesics tangent to $V$ on the evanescent ergosurface. Hence the trajectory of our particle will approach one of these trapped null geodesics. It will have very small energy as measured at infinity. However, since the massive particle is now following an almost null trajectory, the energy measured by a local observer will be enormous. Hence its backreaction on the geometry will be large. This strongly suggests an instability.

What would be the endpoint of such an instability? The instability involves removing angular momentum from the microstate geometry via radiation. This will tend to shrink the evanescent ergosurface. An obvious candidate endpoint is an almost supersymmetric black hole with the same conserved charges as the microstate geometry, but different angular momenta. This could be a near-extremal BMPV black hole [14] or black ring [15].

This heuristic argument for instability involves a massive particle. Is there also an instability involving only massless supergravity fields? Our argument relied on the fact that the particle can radiate, i.e., interactions are important. This suggests that a corresponding instability in supergravity will be a nonlinear effect, which makes demonstrating its existence difficult. But it is easy to see why the presence of an evanescent ergosurface makes nonlinear stability unlikely, as we will now explain.

Proofs of nonlinear stability, e.g., the stability of Minkowski spacetime [16], involve first establishing that solutions of the linearized problem decay sufficiently rapidly. This decay occurs via dispersion to infinity (or across a black hole horizon). Without sufficiently fast decay in the linearized problem there is no reason to expect stability in the nonlinear problem. For example, in anti-de Sitter spacetime (AdS), linear perturbations do not decay. This led to the conjecture that AdS suffers from a nonlinear instability [17]. Such an instability was subsequently discovered numerically [18].

Supersymmetric microstate geometries are asymptotically flat, so it is possible for linear perturbations to disperse to infinity. However, the presence of the evanescent ergosurface implies that generic linear perturbations decay very slowly because of the stable trapping. To discuss this in more detail, we note first that there exist decoupled linear perturbations that behave like a massless scalar in these geometries [19]. Therefore we will consider the behaviour of a massless scalar field, i.e., the wave equation. Using geometric optics, one can construct low energy, spatially localized, solutions of the wave equation describing wavepackets propagating...
along the zero energy null geodesics \cite{20}. These can decay by dispersion to infinity but, because of the stable trapping, this involves tunnelling through a potential barrier and so the decay will be very slow. This has been studied in detail for other examples of spacetimes with stable trapping, namely anti-de Sitter black holes \cite{21} and ”ultracompact” neutron stars (stars with a photon sphere) \cite{22}. In both cases, it has been shown that the stable trapping implies that the late time decay is generically as an inverse power of $\log t$ where $t$ labels a foliation by spacelike surfaces such that $\partial/\partial t$ is Killing. (This can be contrasted with the power-law decay of waves in asymptotically flat black hole spacetimes.)

This slow decay presents a serious problem for attempts to prove stability for a *nonlinear* equation. Even $t^{-1}$ decay, (as for the linear wave equation in 4d Minkowski space) is problematic, and will generically lead to solutions which blow up in finite time \cite{23}, unless certain conditions are placed on the nonlinearities. An example of such a condition is the ”null condition” \cite{24}. Physically, this condition prohibits interactions between wave packets which are travelling in the same null direction, so, although these waves may remain close to each other for a long time, they cannot interact in order to produce a singularity. It is sometimes possible to replace this condition with a weaker one (the “weak null condition” \cite{25}) and still obtain global solutions \cite{26}. Indeed one can prove the nonlinear stability of Minkowski spacetime this way \cite{25}.

Given the difficulties already encountered when linear waves decay at a rate $t^{-1}$, slower rates appear particularly troubling. In the case where these rates are related to the phenomenon of stable trapping, the physical mechanism underlying the null condition also appears to be absent: waves can be localised along *different* null directions, but still interact for a long time. This appears particularly dangerous in the case where the stable trapping is “local”, i.e., confined to a finite region of space, as in microstate geometries and ultracompact stars.\footnote{It is conceivable that the stable trapping may be less of a problem for the example of AdS black holes because there the trapping occurs at infinity. Ref. \cite{27} argues that such spacetimes will be nonlinearly stable.}

For supersymmetric microstate geometries, the stable trapping appears worse than the other two examples just discussed because the associated null geodesics have zero energy. For the wave equation, the corresponding statement is that the energy degenerates on the evanescent ergosurface, so that smallness of the energy does not imply smallness of the gradient of the field there. This means that standard methods for establishing boundedness of solutions of the wave equation do not work. So even proving *linear* stability of the wave equation in these geometries is non-trivial. Even if linear stability can be established, we expect the decay of linear perturbations will be at least as slow as the examples of stable trapping just mentioned, which is far too slow for establishing nonlinear stability.

In the discussion so far we have concentrated on microstate geometries from the 5d perspective. However, such geometries are often best viewed as solutions in 6 dimensions, with a compact Kaluza-Klein circle (indeed some geometries are smooth in 6d but not in 5d). We explain below how to define the evanescent ergosurface from the 6d perspective. We will also investigate the trapping in 6d. Surprisingly, we find that for any supersymmetric microstate geometry, there is a stably trapped null geodesic passing through *every* point of the 6d spacetime, i.e., not just points on the evanescent ergosurface. Away from the ergosurface, these correspond to BPS charged particle trajectories in 5d. In this paper, we will focus mainly on the stable trapping on the evanescent ergosurface.

To gain some understanding of the behaviour of geodesics and linear perturbations of mi-
crostate geometries, we will study in detail two classes of solutions. In section 3 we study the 3-charge microstate geometries of Ref. [6]. In Appendix A we study the maximally rotating 2-charge microstate geometries of Ref. [2]. These solutions are special because they have extra symmetries which enable the geodesic equation or wave equation to be separated and reduced to ODEs. We will show that there are families of quasinormal modes which are localized around the stably trapped zero energy null geodesics on $S$, and which decay very slowly. We construct these modes using a matched asymptotic expansion valid for large "total angular momentum" quantum number $\ell \gg 1$, with the result that these modes have frequency

$$\omega \approx \omega_R - i\beta e^{-2\ell \log \ell}$$

where $\omega_R$ and $\beta > 0$ are constants that are independent of $\ell$ to leading order. There are also quasinormal modes localized around the stably trapped null geodesics away from $S$, with $\text{Im} \omega \sim -\exp(-\ell \log \ell)$. These results are for $\ell \gg 1$ but we have also constructed such quasinormal modes numerically, and find that they decay very slowly even at small $\ell$.

We can compare this result with the behaviour of quasinormal modes for AdS black holes [28, 29] or ultracompact stars [30]. There are two important differences. First, in these examples $\omega_R$ is proportional to $\ell$ at large $\ell$ whereas in our case, $\omega_R$ does not scale with $\ell$. This is closely related to the fact that the associated null geodesics have zero energy. Second, for AdS black holes or ultracompact stars, the imaginary part of the frequency of the most slowly decaying quasinormal modes is of the form $\exp(-\gamma \ell)$ (for some $\gamma > 0$) whereas we have $e^{-2\ell \log \ell}$. Hence, in our case, the decay of quasinormal modes is slower than in these other examples of stable trapping. We will explain below why this behaviour of the quasinormal modes implies that generic perturbations decay slower than for AdS black holes or ultracompact stars, and therefore cannot exhibit power law decay. A rigorous result proving this slow decay will appear in a companion paper [31].

Our construction of the quasinormal modes exploits the special properties of these particular microstate geometries. However, since these modes are localized around the zero energy null geodesics, we expect that the slow decay of these quasinormal modes is a generic feature of spacetimes with an evanescent ergosurface, and hence our conclusion on the slow decay of generic perturbations should apply to any such spacetime.

Note that the slowest decaying modes are those with the largest angular frequency. This suggests that the nonlinear instability of such geometries will be a short-distance effect, perhaps involving the formation of tiny (uncharged) black holes, as in the AdS instability. Such black holes would then behave as massive particles, accelerate to the speed of light and cause a large backreaction, perhaps triggering collapse of the evanescent ergosurface, with the solution finally settling down to an almost BPS black hole solution with the same conserved charges as the microstate geometry, but different angular momenta.

The "fuzzball proposal" conjectures that supersymmetric microstate geometries provide a geometrical description of certain quantum microstates of supersymmetric black holes [32]. It is therefore interesting to compare whether the decay of linear waves in a microstate geometry resembles the decay for a supersymmetric black hole. For a supersymmetric black hole, waves are expected to decay as an inverse power law of time at late time outside the horizon. This has been proved for the extremal Reissner-Nordstrom spacetime [33, 34]. The slowest decaying modes are those with the lowest angular frequency. However, for a microstate geometry, the stable
trapping implies that the decay is slower than any inverse power law, and the slowest decaying modes are those with the highest angular frequency. Hence there is a qualitative differences between the behaviour of linear waves in microstate geometries and in supersymmetric black hole geometries.

Another family of spacetimes with an evanescent ergosurface are supersymmetric ”black lens” solutions \[35, 36\]. A black lens is a black hole with an event horizon of lens space topology. These solutions have an evanescent ergosurface outside the event horizon. Other examples of solutions with this property are obtained by superposing black holes with microstate geometries \[37\]. Our heuristic particle argument for instability may not apply to these solutions because the particle can fall across the horizon. However, the presence of the evanescent ergosurface implies that it is likely that all of these solutions will exhibit slow decay of linear perturbations and a corresponding nonlinear instability.

To define the evanescent ergosurface we need a Kaluza-Klein symmetry in 6d. It has been argued that there exist microstate geometries without such a symmetry \[38\]. (See also Ref. \[39\] and references therein.) In such geometries one cannot define an evanescent ergosurface. Nevertheless, as we will explain, we expect such geometries to admit stably trapped null geodesics through every point of the spacetime. Hence we expect that such geometries will suffer from slow decay of linear perturbations and a corresponding nonlinear instability.

This paper is organized as follows. In section 2 we review the notion of an evanescent ergosurface in 5d and 6d and show that such a surface is ruled by zero energy null geodesics. For supersymmetric microstate geometries we prove that these geodesics exhibit stable trapping. We also show that a 6d microstate geometry has a stably trapped null geodesic through every point of the spacetime. We elaborate on our heuristic argument for why these geometries are unstable. We then explain why the evanescent ergosurface presents a problem for proving linear stability of these geometries. Even if this problem can be overcome, we argue that the methods required will not extend to the nonlinear problem. In section 3 we discuss in detail the 3-charge microstate geometries of Ref. \[6\]. In section 4 we determine quasinormal modes of these geometries in two ways: first using a matched asymptotic expansion (valid for large \(\ell\)), and then using numerical methods (for general \(\ell\)). We then explain why the properties of these quasinormal modes imply that generic linear perturbations must decay very slowly, in particular they cannot exhibit power-law decay. Appendix A performs quasinormal mode calculations for the 2-charge microstate geometries of Ref. \[2\].

2 Geodesics and stable trapping

2.1 Zero energy null geodesics

Supersymmetric solutions of 5d supergravity admit a non-spacelike Killing vector field \(V\) which approaches a standard time translation at infinity. In a 5d microstate geometry spacetime, \(V\) is timelike everywhere except on the evanescent ergosurface: a timelike hypersurface \(S\), on which \(V\) is null. In fact supersymmetry implies that there exists a scalar \(f\) such that \[40\]

\[
V^2 = - f^2
\]  

(2)
and $S$ is given by $f = 0$. Since $V$ is Killing, it preserves $S$, i.e., $V$ is tangent to $S$. It is easy to see that $V$ is tangent to affinely parameterized null geodesics on $S$ \[3\]:

$$V^b \nabla_b V_a = -V^b \nabla_a V_b = -(1/2) \nabla_a (V^2)$$

and the RHS vanishes on $S$ because $V^2$ has a second order zero on $S$. Hence $V$ is tangent to affinely parameterized null geodesics on $S$\[3\]. The conserved energy of a timelike or null geodesic with momentum $P^a$ is

$$E = -V \cdot P \geq 0$$

where the inequality follows because $V$ is non-spacelike and $V, P$ are both future-directed.

Since $V$ is null on $S$, it follows that $V$ is tangent to zero energy null geodesics on $S$. Furthermore, these are the only causal curves with zero energy: away from $S$, $V$ is timelike so $E = 0$ would imply that $P$ is spacelike whereas on $S$, $E = 0$ implies that $P$ is tangent to $V$.

Microstate geometries carry non-zero angular momentum. Since $V$ approaches a standard time translation at infinity, a particle following an orbit of $V$ does not rotate w.r.t. to infinity, i.e., it has zero angular velocity. This means that the particle is resisting the frame-dragging effect arising from the rotation of the spacetime geometry. In this sense, the zero energy null geodesics can be regarded as having angular momentum opposite in sign to the angular momentum of the background geometry. If the microstate geometry has appropriate rotational symmetries then one can use these to define conserved angular momenta for geodesics; we will see below that at least one of the angular momenta of the zero energy null geodesics has opposite sign to that of the background.

2.2 The 6d perspective

Sometimes it is more convenient to discuss microstate geometries in 6d rather than 5d. In particular, this is the case for 2-charge microstate geometries, and the 3-charge geometries of Ref. [6], which are regular in 6d but not in 5d. Therefore we will need to discuss how $S$ is defined in 6d.

The 5d Killing field $V$ is the Kaluza-Klein reduction of a 6d Killing field, which we will also call $V$. Supersymmetry implies that $V$ is globally null w.r.t. the 6d metric [42]. It can be written as $V = T + Z$ where $T$ and $Z$ are commuting Killing vector fields, $Z$ is the spacelike "Kaluza-Klein" Killing vector field (i.e. the 5d metric is obtained from the 6d metric by projecting orthogonally to $Z$ and rescaling) and, near infinity, $T$ is timelike and canonically normalized.

$V$ is null in 5d if, and only if, it is orthogonal to $Z$ in 6d. Hence, in 6d, $S$ can be defined as the locus where $V$ is orthogonal to $Z$. On $S$ we therefore have (using the fact that $V$ is null)

$$T^2 = Z^2 = -T \cdot Z$$

For 2-charge microstate geometries, which do not correspond to regular 5d solutions, $S$ is a 2d timelike submanifold on which $Z$ vanishes (and hence $T$ is null). For 3-charge microstate geometries, $S$ is a timelike hypersurface in 6d (i.e. codimension 1). In the 3-charge case, $Z$ is non-vanishing on $S$ so the above equations imply that $T$ is spacelike on $S$. Since $T$ generates

\[2\]Note that this is not true for a general ergosurface (e.g. in the Kerr spacetime), when $V^2$ has only a first order zero and so the RHS is non-zero and orthogonal to $S$ hence $V$ is non-geodesic in that case.
time translations in 6d, it follows that there is a genuine ergoregion present in 6d (this has been noticed before \cite{12}).

In 6d, since $V$ is globally null, it is everywhere tangent to affinely parameterized null geodesics. We use $T$ to define the energy of geodesics in 6d: $E_6 = -T \cdot P$ where $P$ is the momentum of the geodesic. We define the Kaluza-Klein momentum as $p = Z \cdot P$. We can use $-V \cdot P \geq 0$ to obtain \cite{7} $E_6 \geq p$. Hence the 6d energy is bounded below despite the presence of the ergoregion. Since $V \cdot Z = 0$ on $S$ it follows that the null geodesics on $S$ with tangent $V$ have zero Kaluza-Klein momentum $p = 0$ as well as zero 6d energy $E_6 = 0$.

\section{2.3 Stable trapping}

A geodesic is trapped if it "remains within a bounded region of space". Clearly this is true for the zero energy null geodesics on $S$ discussed above. We will now show that the null geodesics on $S$ tangent to $V$ are stably trapped in the sense that initially nearby null geodesics remain nearby. This is intuitively obvious since these geodesics minimize the energy; we will now see it explicitly using the geodesic deviation equation (i.e. Jacobi fields). We will also show that all null geodesics with tangent $V$ are stably trapped in a 6d supersymmetric microstate geometry, hence there exists a stably trapped null geodesic through every point of the spacetime.

We will first consider a more general situation of $d$-dimensional spacetime admitting a Killing vector field $V$. We define $T$ to be the locus where $V^2$ is extremized, i.e., where $\nabla_a (V^2) = 0$. Using Killing’s equation as in \cite{3} we then have $V^b \nabla_b V^a = 0$ on $T$. Since $V$ must be tangent to $T$, we have a family of affinely parameterized geodesics on $T$ with tangent $V$.

Let $\gamma$ denote one of the geodesics on $T$ with tangent $V$. Consider a 1-parameter family of affinely parameterized geodesics which contains $\gamma$ \cite{13}. Let $X^a$ denote the tangent vector to these geodesics, and $Y^a$ a deviation vector within this family, i.e., $\mathcal{L}_X Y = 0$. On $\gamma$ we have $X^a = V^a$. We want to determine how $Y^a$ behaves along $\gamma$. The geodesic deviation equation gives

$$ (\nabla_V \nabla_V Y^a) |_{\gamma} = (\nabla_X \nabla_X) Y^a |_{\gamma} = R^a_{\ bcd} X^b X^c Y^d |_{\gamma} = R^a_{\ bcd} V^b V^c Y^d |_{\gamma} $$

To evaluate the RHS we used the Killing vector identity

$$ \nabla_c \nabla_a V_b = R_{ba cd} V^d $$

This implies

$$ R_{ba cd} V^a V^d = \nabla_c (V^a \nabla_a V_b) - (\nabla_c V^a \nabla_a V_b) = H_{bc} + \omega^a_{\ c} \omega_{ab} $$

where

$$ H_{ab} = H_{ba} = \nabla_a \nabla_b (-V^2/2) $$

and

$$ \omega_{ab} = -\omega_{ba} = \nabla_b V_a $$

The geodesic deviation equation is therefore

$$ [\nabla_V \nabla_V Y^a + (H^a_{\ b} + \omega^a_{\ c} \omega_{cb}) Y^b ] |_{\gamma} = 0 $$

\footnote{In the 2-charge microstate geometries, $V' = T - Z$ is also a globally null Killing vector field, which implies $E_a \geq |p|$.}
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It will be convenient to rewrite this in terms of the Lie derivative w.r.t. $V$ as follows:

$$\mathcal{L}_V \mathcal{L}_V Y^a = \nabla_V \nabla_V Y^a - (\nabla_V Y^b) \nabla_b V^a - Y^b V^c \nabla_c \nabla_b V^a - (\mathcal{L}_V Y^b) \nabla_b V^a$$  \hspace{1cm} (12)$$

The identity (7) implies that the 3rd term on the RHS of (12) is zero. The first term is given by (11). Using this, (12) becomes

$$\left( \mathcal{L}_V \mathcal{L}_V Y^a + 2 \omega_{ab} \mathcal{L}_V Y^b + H_{ab} Y^b \right) \gamma = 0$$  \hspace{1cm} (13)$$

This is a second order ODE governing the evolution of $Y^a$ along $\gamma$. Note that $\mathcal{L}_V \omega_{ab} = \mathcal{L}_V H_{ab} = 0$ (14) which implies that (12) admits the first integral

$$\left( \mathcal{L}_V Y_a \right) \left( \mathcal{L}_V Y^a \right) + H_{ab} Y^a Y^b = C$$  \hspace{1cm} (15)$$

where $C$ is constant along the geodesic.

Now we assume that $\gamma$ is a null geodesic and that $Y^a$ is a deviation vector pointing to a nearby causal geodesic. To do this we consider a 1-parameter family of causal geodesics, so $X^2 \leq 0$. Since $X^2 = 0$ on $\gamma$, we see that $X^2$ is maximized on $\gamma$ within our 1-parameter family. Hence on $\gamma$ we have

$$0 = \nabla_a (X^2) = 2 X^b Y^a \nabla_b X_a = 2 X^b X^a \nabla_b Y_a = 2 X^a \nabla_a (X \cdot Y)$$  \hspace{1cm} (16)$$

where we used $\mathcal{L}_X Y = 0$ and the geodesic equation for $X$. It follows that $X \cdot Y$ is constant along $\gamma$, therefore $V \cdot Y$ is constant along $\gamma$ so $V_a \mathcal{L}_V Y^a = 0$. Hence $\mathcal{L}_V Y^a$ must be spacelike or null so the first term in (15) is non-negative.

Note that $H_{ab}$ is the Hessian of $-V^2/2$, which is extremized on $\mathcal{T}$. Therefore $H_{ab}$ has components only in directions normal to $\mathcal{T}$. If assume that $\mathcal{T}$ is a timelike submanifold then these normal directions are all spacelike. If $-V^2/2$ is minimized on $\mathcal{T}$ (as for a microstate geometry) then $H_{ab}$ will be positive semi-definite, so we deduce that $C \geq 0$. Generically, $H_{ab}$ will be positive definite when restricted to the space of vectors normal to $\mathcal{T}$. In this case, $H_{ab}$ is a Riemannian metric on the space of vectors normal to $\mathcal{T}$. But we know that $H_{ab} Y^a Y^b \leq C$ hence the components of $Y^a$ normal to $\mathcal{T}$ remain bounded. In other words, at the (infinitesimal) level of geodesic deviation, causal geodesics near to $\gamma$ cannot move away from $\mathcal{T}$.

For a 5d supersymmetric microstate geometry, $\mathcal{T}$ coincides with the evanescent ergosurface $\mathcal{S}$, which is a hypersurface (i.e. a 4d submanifold). Furthermore, $V^2$ has a second order zero on $\mathcal{S}$. This implies that the Hessian can be written $H_{ab} = \alpha n_a n_b$ where $\alpha > 0$ is constant along $\gamma$ and $n_a$ is a unit spacelike normal to $\mathcal{S}$. The argument of the previous paragraph then gives $(n \cdot Y)^2 \leq C/\alpha$ hence the component of $Y$ normal to $\mathcal{S}$ remains bounded so we have stable trapping in the direction normal to $\mathcal{S}$. Hence causal geodesics that are initially close to $\gamma$ will remain close to $\mathcal{S}$.

Now consider the case in which $V$ is globally null, e.g. a supersymmetric microstate geometry in 6d. In this case $\mathcal{T}$ is the entire spacetime and $H_{ab}$ vanishes. However, we can see stable
trapping as follows. From (17) we see that $\nabla_V \omega_{ab} = 0$ so the geodesic deviation equation (11) admits a first integral\footnote{Note that we cannot do this when $H_{ab} \neq 0$ because $\nabla_V H_{ab} \neq 0$ in general. The constants $C'$ and $C''$ differ by a multiple of $\omega_{ab} Y^a \nabla_Y Y^b$ which can be shown to be constant along $\gamma$ using (11).}

$$\left(\nabla_V Y_a\right)\left(\nabla_V Y^a\right) + \omega_{ac}\omega_b Y^a Y^b = C'$$

(17)

where $C'$ is constant along the geodesic. As above, $V \cdot Y$ is constant along a geodesic $\gamma$ with tangent $V$ so $V_a \nabla_Y Y^a = 0$. Hence $\nabla_V Y^a$ is spacelike or null so the first term above is non-negative. Hence we have

$$\omega_{ac}\omega_b Y^a Y^b \leq C''$$

(18)

for some new constant $C''$. Note that the LHS is non-negative because $\omega_{ab}$ is orthogonal to $V$ hence $\omega_{ab} Y^b$ is non-timelike.

Note that $\omega_{ab}$ is the rotation of the null geodesic congruence with tangent $V$. As is usual when dealing with such a congruence, we can pick a null basis $\{e_\mu^a\}$ where $e_0 = V$ and $e_1$ is null with $e_0 \cdot e_1 = -1$ and $e_i$ ($i = 2, 3, \ldots, d - 1$) are orthonormal spacelike vectors orthogonal to $e_0$ and $e_1$. Furthermore, we can choose our basis to be parallelly transported along the geodesics of the congruence. In such a basis, the components $\omega_{\mu\nu}$ are constants along $\gamma$ and $\omega_{0\mu} = 0$. Equation (18) becomes

$$(\omega_{i1} Y^1 + \omega_{ij} Y^j) \left(\omega_{i1} Y^1 + \omega_{ij} Y^j\right) \leq C''$$

(19)

Next note that $Y^1 = -e_0 \cdot Y = -V \cdot Y$, which we showed above is constant along $\gamma$. Hence $\omega_{i1} Y^1$ is constant along $\gamma$ so it follows from this equation that $\omega_{ij} Y^j$ is bounded (w.r.t. the norm $\delta_{ij}$).

Now assume that our spacetime contains an evanescent ergosurface $\mathcal{S}$, i.e., a timelike surface with equation $Z \cdot V = 0$. Any covector normal to $\mathcal{S}$ is parallel to

$$n_a = \nabla_a (Z \cdot V) = Z^b \nabla_a V_b + V^b \nabla_a Z_b = -Z^b \nabla_b V_a - V^b \nabla_b Z_a = -2Z^b \nabla_b V_a = -2\omega_{ab} Z^b$$

(20)

with $n_a$ spacelike (because $\mathcal{S}$ is timelike). Note that

$$n \cdot Y = 2\omega_{ab} Z^a Y^b = 2\omega_{ij} Z^i Y^j$$

(21)

where we used $Z^1 = Z \cdot V = 0$. We have just shown that $\omega_{ij} Y^j$ is bounded along $\gamma$, hence $n \cdot Y$ is also bounded. It follows that $\mathcal{S}$ exhibits stable trapping: deviation vectors cannot become large in the direction orthogonal to an evanescent ergosurface $\mathcal{S}$.

We can deduce a little more from the above analysis. We no longer assume that $\gamma$ is on $\mathcal{S}$, we showed above that, along $\gamma$, $Y^1$ is constant and $\omega_{ij} Y^j$ is bounded. Now assume that $\omega_{ij}$ is non-degenerate. It follows that $Y^j$ must be bounded along $\gamma$. In fact, it is easy to solve explicitly the geodesic deviation equation (11) to see that $Y^i$ oscillates along $\gamma$, such that the mean value of $\omega_{ij} Y^j$ is $-\omega_{i1} Y^1$. One can then solve for $Y^0$, finding an oscillating term plus a term that grows linearly. The latter is "pure gauge": it can be eliminated by a change of affine parameter along the geodesics of the 1-parameter family. Having done this, all components of $Y^a$ are bounded along $\gamma$. This is stable trapping. Hence if the congruence of null geodesics with tangent $V$ has non-degenerate rotation matrix $\omega_{ij}$ then any geodesic in this congruence exhibits...
stable trapping. The constant $Y^1$ represents a shift from a geodesic $\gamma$ in this congruence to a nearby geodesic $\gamma'$ also within this congruence and the deviation vector describes oscillations about $\gamma'$.

We can apply this argument to supersymmetric microstate geometries in 6d. We will show later that $\omega_{ij}$ is indeed everywhere non-degenerate for the 3-charge microstate geometries of \([6, 7, 8]\), and also the 2-charge geometries of \([2, 3]\). It seems very unlikely that more complicated microstate geometries would have degenerate $\omega_{ij}$ so we expect $\omega_{ij}$ to be non-degenerate for general supersymmetric microstate geometries (including those lacking the Kaluza-Klein Killing vector field $Z$ as in \([38]\)). So we expect that the null geodesics with tangent $V$ are all stably trapped in any supersymmetric microstate geometry. Hence there is a stably trapped null geodesic through every point of the 6d spacetime. Of course, these include the zero energy null geodesics on $\mathcal{S}$, which are singled out by the additional condition of having zero Kaluza-Klein momentum.

Away from $\mathcal{S}$ the stably trapped null geodesics have non-zero Kaluza-Klein charge $p$. From the 5d perspective, these null geodesics look like "BPS" charged particles, i.e., with mass equal to charge, which are at rest relative to infinity. It is familiar that such particles can remain at rest because they experience a cancellation of forces. But often this corresponds to neutral equilibrium (degenerate $\omega_{ij}$, which allows linear growth of deviation vectors), whereas we have stable equilibrium. It would be interesting to investigate how this stability arises from the interaction of the particle with the various 5d fields.

In arguing for instability, we will focus on the consequences of the stable trapping on $\mathcal{S}$ because in this case we have stable trapping of null geodesics in 5d as well as in 6d. The consequences of the stable trapping away from $\mathcal{S}$ in 6d would be interesting to explore further.

### 2.4 Heuristic argument for instability

In the Introduction, we presented a heuristic argument that supersymmetric microstate geometries experience an instability because a massive uncharged 5d particle will accelerate to the speed of light on $\mathcal{S}$, and cause a large backreaction. We will now discuss this in more detail.

Let $\Sigma_0$ be a spacelike Cauchy surface for a 5d microstate geometry. Choose coordinates $x^i$ on $\Sigma_0$ and let $t$ be the parameter distance from $\Sigma_0$ along the integral curves of $V$. Carry the coordinates $x^i$ along these integral curves to define coordinates $(t, x^i)$. The metric can then be written in ADM form

$$ds^2 = -N^2 dt^2 + h_{ij} \left( dx^i - \Omega^i dt \right) \left( dx^j - \Omega^j dt \right)$$

where

$$N^2 = f^2 + h_{ij} \Omega^i \Omega^j,$$

$V = \partial / \partial t$ is the stationary Killing vector field, and $f = 0$ on $\mathcal{S}$. In general there is freedom to shift $t$ by a function of the other coordinates.

For the 3-charge microstate geometries that we will study later\(^7\) we can split the coordinates as $x^i = (x^I, x^a)$ such that $\partial / \partial x^I$ ($I = 1, 2$) are Killing vectors associated to rotational

---

\(^6\) In 10d, $\omega_{ij}$ is degenerate in directions associated with the internal $T^4$. However, the compactness of this space prevents the geodesics from dispersing in these directions.

\(^7\) These have a pair of orbifold singularities when reduced to 5d but that is not relevant to this argument.
symmetries, and \( \Omega^a = 0 \), and it is natural to chose \( \Sigma_0 \) so that \( \partial/\partial x^I \) are tangent to it, which eliminates the freedom to shift \( t \).

We will consider a family of local observers whose velocity is orthogonal to surfaces of constant \( t \). The velocity of such an observer is

\[ u^a = -N(dt)^a = \frac{1}{N} \left( \frac{\partial}{\partial t} + \Omega^i \frac{\partial}{\partial x^i} \right) \]  

(24)

For a microstate geometry with rotational symmetries, the velocity of these observers is orthogonal to \( \partial/\partial x^I \) and so they have zero angular momentum. Hence they are referred to as "zero angular momentum observers" (ZAMOs). Note that they rotate with angular velocities \( \Omega^I \) w.r.t. a stationary observer at infinity. This is because of the frame-dragging caused by the rotation of the spacetime. For a general microstate geometry we don’t expected any rotational symmetries but we will still refer to these observers as ZAMOs. In general there is the freedom to shift \( t \) by a function of \( x^i \) so there are many different families of ZAMOs.

Now consider a particle with mass \( \mu \). Its momentum \( P_a \) obeys

\[ -\mu^2 = g^{ab} P_a P_b \]  

(25)

which can be rearranged to give

\[ E^2 - 2EJ - \frac{f^2}{h_{ik} \Omega^i \Omega^k} J^2 = N^2 \left( \mu^2 + H^{kl} P_k P_l \right) \equiv \Delta^2 \]  

(26)

Here \( E = -P_t \geq 0 \) is the energy of the particle (conserved if it follows a geodesic) and

\[ J = \Omega^i P_i \]  

(27)

We have decomposed \( P^i \) so that the component of \( P_i \) along \( \Omega^i \) appears on the LHS of (26) and the orthogonal component appears on the RHS where we have defined \( H^{ij} \) to be the projection of \( h^{ij} \) orthogonal to \( \Omega^i \):

\[ H^{ij} = h^{ij} - \frac{\Omega^i \Omega^j}{h_{ik} \Omega^k \Omega^l} \]  

(28)

For a microstate geometry with rotational symmetries, we have \( J = \Omega^i P_i \) and \( P_t \) are the angular momenta of the particle, which are conserved if the particle follows a geodesic.

Note that the energy of the particle according to a ZAMO is

\[ E_{ZAMO} = -u \cdot P = \frac{1}{N} (E - J) \]  

(29)

To formulate our argument for instability, it is useful to consider equation (26). At a generic point of a microstate geometry spacetime we have \( f \neq 0 \) and Figure 1 (left) shows \( E \) as a function of \( J \) for fixed \( \Delta \). The minimum value of \( E \) is positive and occurs at some finite value of \( J \). However, at an evanescent ergosurface, we have \( f = 0 \) and the corresponding figure is shown on the right of Fig. 1. If \( \Delta > 0 \) then \( E \) is minimized at \( J = -\infty \).

First consider a massive particle \( \mu > 0 \). If the particle is free then it will move on a geodesic, so \( E \) is conserved. However, when interactions are included, the particle couples to gravitational
radiation (and other massless field), and therefore gradually loses energy through radiation. If \( E < \mu \) then the particle cannot escape to infinity. Its energy \( E \) will decrease over time and approach its minimum value. From the plots, it is clear that the energy is minimized on the evanescent ergosurface, and this minimum occurs at \( J = -\infty \) for a massive particle (as \( \Delta > 0 \)). Hence the particle must "roll down the hill" to \( J = -\infty \). This implies that \( E_{\text{ZAMO}} \) will diverge, i.e., the local observer will measure infinite energy. This strongly suggests that the spacetime will be unstable.

Now consider a massless particle, \( \mu = 0 \). If the particle starts on a stably trapped geodesic then it cannot escape to infinity. As for the massive particle, \( E \) will gradually decrease so we can apply the above argument when \( \Delta > 0 \). However, it is possible that the particle will radiate in such a way that it approaches a final state with \( \Delta = 0 \), in which case it can eventually reach \( E = 0 \) at finite negative \( J \). This corresponds to to one of the null geodesics tangent to \( V \) on \( S \). However, there is nothing preventing this endpoint from having arbitrarily large \( J \), so one might expect generically that this will be the case simply because there is more phase space available at large \( J \). This again suggests instability.

### 2.5 The energy functional

We will now discuss the consequences of the existence of an evanescent ergosurface for linear perturbations of microstate geometries. We will explain how establishing even linear stability in such backgrounds is problematic, and then discuss the consequences for nonlinear stability.

Known microstate geometry solutions can be obtained as solutions of 6d supergravity. For these solutions, Ref. [19] showed that one can identify certain decoupled sectors of linear perturbations for which the 6d equation of motion is simply that of a massless, uncharged, scalar field, i.e., the wave equation. If this field does not vary around the Kaluza-Klein circle then it will also satisfy the wave equation in 5d.

The usual method for establishing that solutions of the wave equation remain bounded in time is based on the existence of a conserved energy functional. Consider a globally hyperbolic spacetime with a causal Killing vector field \( V \). A field \( \Phi \) satisfying the wave equation has a

---

Figure 1: Plots of \( E \) against \( J \). Dashed blue curves: \( \Delta > 0 \), solid orange lines: \( \Delta = 0 \). Left: a generic point of spacetime. Right: on an evanescent ergosurface.
conserved energy momentum tensor

\[
T_{ab} = \partial_a \Phi \partial_b \Phi - \frac{1}{2} g_{ab} (\partial \Phi)^2
\]  

We can define a conserved energy-momentum current for \( \Phi \):

\[
j^a = -T^a_b V^b
\]

Let \( \Sigma_0 \) be a spacelike Cauchy surface and let \( \Sigma_t \) be the image of \( \Sigma_0 \) by moving parameter distance \( t \) along the integral curves of \( V \). The energy of \( \Phi \) on \( \Sigma_t \) is then

\[
E_t[\Phi] = -\int_{\Sigma_t} \sqrt{h} \, n \cdot j
\]

where \( h \) is the determinant of the induced metric on \( \Sigma_t \) and \( n \) is the future-directed unit normal to \( \Sigma_t \).

Since \( T_{ab} \) satisfies the dominant energy condition, \( j^a \) must be causal and future-directed, or zero. This implies that \( E_t \geq 0 \). Since \( j \) is conserved, it follows that if \( t' > t \) then we have \( E_{t'} \leq E_t \). (Here we allow for the possibility of the surfaces extending to future null infinity, in which case energy can be lost by radiation through null infinity.) Hence if \( E_0 \) is small then \( E_t \) remains small for all \( t > 0 \).

Consider the integrand of \( E_t \). The dominant energy condition implies that \(-n \cdot j \geq 0 \) with equality if, and only if, \( j = 0 \). But \( j = 0 \) implies (by contracting with \( d \Phi \)) that \( V \cdot \partial \Phi = 0 \) and \((\partial \Phi)^2 = 0 \). If \( V \) is timelike then this implies \( d \Phi = 0 \). However, if \( V \) is null then it implies only that \( d \Phi \) parallel to \( V \).

If \( V \) is timelike everywhere then \( E \) is a positive-definite functional of \( d \Phi \), i.e., \( E \) defines a norm for \( d \Phi \). If there exist additional Killing vector fields \( K^I \) that span the tangent space of \( \Sigma_t \) then one can commute the wave equation several times with these vector fields to obtain bounds on \( E[K^I_1 \ldots K^I_N \Phi] \) and hence control the norm of higher derivatives of \( \Phi \). The Sobolev embedding theorem can then be used to bound \( \Phi \). This process may be adapted in several ways: the commuting vector fields need not be exactly Killing, they may only span a submanifold of \( \Sigma_t \) (e.g. \[14\]), or the commutation may be with higher order, tensorial operators rather than vector fields (e.g. \[15\]).

Now consider a \( 5d \) supersymmetric microstate geometry. In this case, \( V \) is null on \( S \). Hence on \( S \), \( E \) fails to control the component of \( d \Phi \) in the direction of \( V \) so \( E \) is not positive definite and the above argument for demonstrating boundedness of \( \Phi \) does not work. Conservation of energy does not prevent \( d \Phi \) from becoming large on \( S \).

This problem arises also for stationary black hole geometries, where \( V \) becomes null at the horizon. For a non-extremal black hole, this problem is overcome by exploiting the "horizon redshift effect". This arises from the fact that affinely parameterized horizon generators have tangent \( e^{-\kappa d} V \) where \( \kappa \) is the surface gravity and \( t \) is a parameter along the integral curves of \( V \).

\[9\] From the 6d perspective, the functional \( E \) gives the difference \( E_6 - p \) where \( E_6 \) is the 6d energy (defined using the Killing field \( T \)) and \( p \) the Kaluza-Klein momentum (defined using the Killing field \( Z \)). If we restrict attention to fields \( \Phi \) invariant around the KK circle, i.e., \( Z \cdot \partial \Phi = 0 \), then we have \( p = 0 \) so \( E_6 = E \geq 0 \). Since \( V \) is globally null, \( E \) fails everywhere to control the component of \( d \Phi \) along \( V \). But we have imposed the additional condition \( Z \cdot \partial \Phi = 0 \), so \( d \Phi \) can be proportional to \( V \) only when \( V \) is orthogonal to \( Z \), i.e., on \( S \).
Hence a photon travelling along a horizon generator suffers a redshift $e^{-\kappa t}$. The wave analogue of this effect enables one to control the behaviour of the problematic component of $d\Phi$ at the horizon \cite{40,47}. However, this effect is absent for an extremal black hole. In the extremal case, it turns out that the problematic component of $d\Phi$ remains bounded but higher derivatives blow up along the horizon, i.e., there is an instability\cite{33,34,48,49}.

For a supersymmetric microstate geometry, $V$ is tangent to affinely parameterized geodesics on $S$ so there is no analogue of the horizon redshift effect that can be used to control the behaviour of $d\Phi$ on $S$. To control the problematic component of $d\Phi$ on $S$ one might attempt to proceed as follows. First introduce an everywhere timelike vector field $W$ which agrees with $V$ everywhere except near $S$. Now use $W$ to define an energy functional. This new energy functional will be non-degenerate (i.e. it defines a norm on $d\Phi$) but non-conserved. The idea is that we can control the problematic component of $d\Phi$ by commuting the wave equation with Killing vector fields or higher order operators. In particular, if the microstate geometry admits angular momentum operators which commute with the wave operator, then we can first commute with these operators, in order to obtain a bound on the associated higher order energy. We could then integrate this bound in time to show that the non-degenerate energy can grow at most linearly in time. But of course this does not exclude an instability. Alternatively, if a version of Hardy’s inequality (see e.g. \cite{50}) can be proved on these backgrounds, then a similar argument could be employed in order to show that the non-degenerate energy is bounded for all time.

These arguments will only work when the background has appropriate symmetries, which will not be the case for a general microstate geometry. Furthermore, even when the background has such symmetries, these arguments are unlikely to extend to the nonlinear problem. In the nonlinear problem we would no longer have an exactly conserved energy so if we were to try to bound the energy of a perturbation by its initial value then we would encounter various error terms. In order to prove stability, we need to bound these error terms in a suitable way in terms of the initial data. This is often done in the context of a bootstrap argument: the error terms are assumed to satisfy certain bounds, which allows the energy to be bounded, and this in turn allows the initial assumptions on the error terms to be verified and improved. However, if we take the approach suggested above for the linear problem, and first commute the equation with (approximate) angular momentum operators, then the error terms will involve higher derivatives of the field, so we will need to assume bounds on higher-order energies in order to be able to bound lower-order energies. However, this scheme can never “close” – in order to bound these higher-order energies, we would need to assume bounds on even higher order energies, and so on.

In summary, the existence of an evanescent ergosurface implies that standard methods for establishing boundedness of solutions of the linear wave equation do not work in supersymmetric microstate geometries. It is conceivable that this problem could be overcome for microstate geometries admitting suitable rotational symmetries. But such geometries are not typical and furthermore, the methods required are not robust enough to extend to the nonlinear problem.
3 3-charge microstate geometries

3.1 Metric and charges

In this section we will study in detail the 3-charge microstate geometries of Refs. [6, 7, 8]. These are supersymmetric solutions of type IIB supergravity compactified on $T^4$. The resulting 6d geometry asymptotically approaches the product of 5d Minkowski spacetime with a Kaluza-Klein circle of radius $R_z$. We will focus on the case for which the 6d geometries are smooth with no conical or orbifold singularities. These geometries can be reduced to 5d however the 5d metric has a pair of orbifold singularities so it is more convenient to work in 6d.

These solutions admit 4 Killing vector fields and a "hidden" symmetry (associated to a Killing tensor field) which enables one to separate the wave equation (and Hamilton-Jacobi equation for geodesics) into ODEs.

The 3 charges of these solutions arise from $n_1$ D1-branes wrapped around the Kaluza-Klein $S^1$, $n_2$ D5-branes wrapped around $S^1 \times T^4$, and $n_p$ units of momentum around the $S^1$ where

$$n_p = n(n + 1)n_1n_2 \quad n \in \mathbb{Z}$$  (33)

The solution is written in terms of dimensionful charges

$$Q_1 = \frac{(2\pi)^4 g_\alpha^3 V}{\sqrt{g}} n_1 \quad Q_2 = g_\alpha' n_2 \quad Q_p = a^2 n(n + 1) = \frac{4G^{(5)}}{\pi R_z} n_p$$  (34)

where $g$ is the string coupling constant, $V$ is the volume of the $T^4$, $G^{(5)}$ is the 5d Newton constant and the length scale $a$ is defined by

$$a = \frac{\sqrt{Q_1 Q_2} R_z}{H_1}$$  (35)

The 10d string frame metric is:

$$ds^2 = -\frac{1}{h} (dt^2 - dz^2) + \frac{Q_p}{hf} (dt - dz)^2 + hf \left( \frac{dr^2}{r^2 + (\tilde{\gamma}_1 + \tilde{\gamma}_2)^2} + d\theta^2 \right)$$

$$+ h \left( r^2 + \tilde{\gamma}_1 (\tilde{\gamma}_1 + \tilde{\gamma}_2) \eta - \frac{\left( \tilde{\gamma}_1^2 - \tilde{\gamma}_2^2 \right) \eta Q_1 Q_2 \cos^2 \theta}{h^2 f^2} \right) \cos^2 \theta d\psi^2$$

$$+ h \left( r^2 + \tilde{\gamma}_2 (\tilde{\gamma}_1 + \tilde{\gamma}_2) \eta + \frac{\left( \tilde{\gamma}_1^2 - \tilde{\gamma}_2^2 \right) \eta Q_1 Q_2 \sin^2 \theta}{h^2 f^2} \right) \sin^2 \theta d\phi^2$$

$$+ \frac{Q_p (\tilde{\gamma}_1 + \tilde{\gamma}_2)^2 \eta^2}{hf} (\cos^2 \theta d\psi + \sin^2 \theta d\phi)^2$$

$$- 2 \frac{\sqrt{Q_1 Q_2}}{hf} \left( \tilde{\gamma}_1 \cos^2 \theta d\psi + \tilde{\gamma}_2 \sin^2 \theta d\phi \right) (dt - dz)$$

$$- 2 \frac{\left( \tilde{\gamma}_1 + \tilde{\gamma}_2 \right) \eta \sqrt{Q_1 Q_2}}{hf} \left( \cos^2 \theta d\psi + \sin^2 \theta d\phi \right) dz + \sqrt{H_1 \Sigma_{i=1}^4 dx_i^2}$$

$$= ds_6^2 + \sqrt{H_1 \Sigma_{i=1}^4 dx_i^2}$$
where
\[
\eta = \frac{Q_1 Q_2}{Q_1 Q_2 + Q_1 Q_p + Q_2 Q_p},
\]
\[
\tilde{\gamma}_1 = -an, \quad \tilde{\gamma}_2 = a(n + 1),
\]
\[
f = r^2 + (\tilde{\gamma}_1 + \tilde{\gamma}_2)\eta(\tilde{\gamma}_1 \sin^2 \theta + \tilde{\gamma}_2 \cos^2 \theta)
= r^2 + a^2 \eta(-n \sin^2 \theta + (n + 1) \cos^2 \theta),
\]
\[
H_1 = 1 + \frac{Q_1}{f}, \quad H_2 = 1 + \frac{Q_2}{f} \quad \text{and} \quad h = \sqrt{H_1 H_2},
\]
where \(\theta \in [0, \pi/2]\), \(r > 0\) and \(0 \leq \phi, \psi \leq 2\pi\).

The angular momenta of these geometries are
\[
J_\psi = -n n_1 n_5 \quad J_\phi = (n + 1)n_1 n_5,
\]
It is worth noting that we will need to work in the Einstein frame in 6d but that when we reduce from 10 to 6 dimensions and then go to the Einstein frame, the factors involved cancel so the 6d Einstein metric is exactly the same as \(ds^2_6\), the 6d part of the 10d string frame metric in (36).

### 3.2 Evanescent ergosurface and zero energy null geodesics

The above solution is supersymmetric and therefore admits a globally defined null Killing vector field:
\[
V = T + Z
\]
where
\[
T = \frac{\partial}{\partial t} \quad Z = \frac{\partial}{\partial z}.
\]
As discussed in section 2.2, the evanescent ergosurface \(S\) is defined as the surface where the Kaluza-Klein Killing vector field \(Z\) is orthogonal to \(V\). We have \(V \cdot Z = 1/h\) and hence \(S\) is the surface where \(h\) diverges, i.e., where \(f = 0\). Solving the equation \(f = 0\) for \(0 < r < \infty\) gives the following ranges of \(\theta\) on \(S\) [7]:

- \(n > 0\): \(\theta \in I_{n>0} = [\tilde{\theta}, \pi/2]\) where \(\tan \tilde{\theta} = \sqrt{\frac{n+1}{n}}\);
- \(n < 0\): \(\theta \in I_{n<0} = [0, \tilde{\theta}]\).

It was shown in [8] that the 6d metric is regular on \(S\) and that \(S\) has topology \(S^1 \times S^3\).

Due to the symmetries of the spacetime, if \(U\) is the tangent vector to an affinely parameterized geodesic then the quantities \(p_I = (\partial / \partial x^I) \cdot U\) are conserved along the geodesic, where \(x^I \in \{t, z, \phi, \psi\}\). As discussed in section 2.2, \(V\) is everywhere tangent to null geodesics. The conserved quantities associated to these geodesics are
\[
p_t = -h^{-1} \quad p_z = h^{-1} \quad p_\psi = -\frac{\sqrt{Q_1Q_2}}{h f} an \cos^2 \theta \quad p_\phi = -\frac{\sqrt{Q_1Q_2}}{h f} an \sin^2 \theta.
\]
On $S$, these become
\[ p_t = 0, \quad p_z = 0, \quad p_\phi = -a\eta \cos^2 \theta, \quad p_\psi = -a\eta \sin^2 \theta. \] (45)
so the energy ($-p_t$) and Kaluza-Klein charge ($p_\psi$) both vanish on $S$, as expected from section 2.2.
Note that $p_\phi + p_\psi$ has opposite sign to $J_\phi + J_\psi$; in this sense, the geodesics have angular momenta opposed to those of the background geometry. If we define $J_L = J_\phi - J_\psi$ and $J_R = J_\phi + J_\psi$ then the background geometry has $J_L = (2n + 1)n_1n_5$, $J_R = n_1n_5$ so if $n_1, n_5 \gg 1$ then $J_L \gg J_R \gg 1$. The backreaction of particles following geodesics on $S$ will tend to reduce $J_R$ so it is plausible that the final state of the instability will be a near-extremal BMPV black hole \[14\], which has $J_R \approx 0$.

The energy of these geodesics as measured by a local observer is not small. For example, consider a zero angular momentum observer (ZAMO) (as in section 2.4) with velocity $u^a$ given by
\[ u^a = -\frac{(dt)^a}{\sqrt{-g}}. \] (46)

On $S$, a ZAMO measures the energy of a null geodesic with momentum $V$ to be
\[ E_{ZAMO} = -u \cdot V = \sqrt{q_1q_2} \left( q_1 + q_2 + q_\rho + \frac{q_1q_2 + q_1q_\rho + q_2q_\rho}{a^2\eta((n + 1)\sin^2 \theta - n \cos^2 \theta)} \right)^{-\frac{1}{2}}. \] (47)

As discussed in section 2.3, the condition for the null geodesics with tangent $V$ to be stably trapped everywhere is for the rotation matrix $\omega_{ij}$ of the null geodesic congruence with tangent $V$ to be non-degenerate. One can define the rotation as follows \[43\]. At any point, consider the space of vectors orthogonal to $V$ quotiented by the subspace of vectors proportional to $V$. This defines a 4d vector space $V$, and $\omega = -(1/2)dV$ can be regarded as a 2-form acting on vectors in this space. We want to ask whether this 2-form is non-degenerate. So we need to calculate $dV$. We start from
\[ V = h^{-1}(dt - dz) + C(hf)^{-1}(\cos^2 \theta d\psi + \sin^2 \theta d\phi) \] (48)
where $C$ is a constant and hence
\[ dV = \frac{1}{2} [(q_1 + q_2)f + 2q_1q_2](hf)^{-3} \left[ r(dt - dz) \wedge dr - a^2\eta(2n + 1)\sin \theta \cos \theta (dt - dz) \wedge d\theta \right] + \frac{C}{2} (2f + q_1 + q_2)(hf)^{-3} r \left[ \cos^2 \theta d\psi \wedge dr + \sin^2 \theta d\phi \wedge dr \right] + \frac{C}{2} \sin \theta \cos \theta (hf)^{-3} \left[ 2(hf)^2 (d\psi \wedge d\theta - d\phi \wedge d\theta) - a^2\eta(2n + 1)(2f + q_1 + q_2) \left( \cos^2 \theta d\psi \wedge d\theta + \sin^2 \theta d\phi \wedge d\theta \right) \right]. \] (49)

Now we want to show that this is non-degenerate by acting on an arbitrary vector $X \in V$. Since $X \sim X + cV$ we can choose $X$ so that $X^t = 0$. The condition $X \cdot V = 0$ then fixes $X^z$. We now consider $(dV)_{ab}X^b$ as a covector acting on $V$ so we neglect terms proportional to $V_a$ in $(dV)_{ab}X^b$. The result is that this covector vanishes if, and only if, $X^r = X^\theta = X^\phi = X^\psi = 0$ and hence $X^z = 0$. Therefore $dV$ is non-degenerate, viewed as a quadratic form on $V$. Hence the rotation matrix is non-degenerate. By setting $Q_\rho = 0$ one sees that this result applies also to the 2-charge microstate geometries discussed in the Appendix.
4 Quasinormal modes

4.1 Relation to null geodesics

We will now consider the wave equation

\[ \Box \Phi = 0 \quad (50) \]

in the geometry (36). The geometric optics approximation tells us that we can expect to find rapidly varying solutions of this equation which are localized around null geodesics for an arbitrarily long time. Therefore we expect there to exist solutions of the wave equation that are localized around a null geodesic with tangent \( V \). Of course, such solutions will eventually decay by dispersion to infinity.

In this section, we will show that such solutions can be constructed as quasinormal modes, i.e., modes with definite frequency \( \omega \). For black hole solutions, it is known that quasinormal mode frequencies can be related to properties of trapped null geodesics in the geometric optics limit [52, 53]. For example, consider a Kerr black hole. One can look for mode solutions of the form

\[ e^{-i\omega t + i m \phi} \Phi_r(r) \Phi_\theta(\theta) \quad (51) \]

The angular equation gives spheroidal harmonics labelled by an integer \( \ell \) with \( |m| \leq \ell \). If \( \ell \gg 1 \) then one can construct families of quasinormal modes with frequency

\[ \omega = \omega_R + i \omega_I \quad (52) \]

where \( \omega_R \) and \( \omega_I \) are determined by properties of unstably trapped null geodesics [53]. For example, \( \omega_R/m_\phi \approx -p_t/p_\phi \) where \( p_t, p_\phi \) are the conserved momenta of a trapped null geodesic, while \( \omega_I \) is determined by the rate at which nearby null geodesics move away from this trapped geodesic. \( \omega_R \) is \( \mathcal{O}(\ell) \) while \( \omega_I \) is \( O(1) \).

We will do something similar for the wave equation in the spacetime (36). It has been shown that the wave equation separates in this geometry [7] so we will look for solutions of the form

\[ \Phi(t, z, r, \theta, \phi, \psi) = e^{-i\omega t + i \lambda z + i m \phi \psi + i m \phi \phi} \Phi_r(r) \Phi_\theta(\theta) \quad (53) \]

where the angular harmonics \( \Phi_\theta \) are labelled by an integer \( \ell \).

By analogy with the Kerr case just discussed, for large \( \ell \) we expect there to exist quasinormal modes which are closely related to the trapped null geodesics. There are several important differences to the Kerr case. First, in the geometry (36), the trapping is stable so we expect \( \omega_I \) to be much smaller than in the Kerr case. Second, on \( S \), the trapped null geodesics have zero energy and KK momentum. Hence we expect to find quasinormal modes with \( \lambda = 0 \) such that \( \omega_R/\ell \approx 0 \), i.e., \( \omega_R \) does not scale with \( \ell \).

We can also consider a null geodesic with tangent \( V \) that does not lie on \( S \). Such geodesics have \( -p_t = p_z \) so we would expect there to exist corresponding quasinormal modes with \( \lambda \neq 0 \) and \( \omega \approx \lambda \). We will look for these modes by taking \( \lambda = \mathcal{O}(\ell) \) and \( \omega - \lambda = \mathcal{O}(1) \).

Furthermore, the results of Ref. [20] prove that the energy of the solution is close to the energy of the corresponding null geodesic.
We will determine quasinormal modes in two ways. For large $\ell$ we will use a matched asymptotic expansion inspired by a similar calculation in [51]. For general $\ell$ we will determine quasinormal modes numerically. For both methods we will need to use the ODEs resulting from separation of variables, which are [7]

\[
\begin{aligned}
\frac{1}{\sin 2\theta} \frac{d}{d\theta} \left( \sin 2\theta \frac{d\Phi_{\theta}(\theta)}{d\theta} \right) + & A - \frac{m_{\theta}^2}{\cos^2 \theta} - \frac{m_{\phi}^2}{\sin^2 \theta} + (\tilde{\omega}^2 - \tilde{\lambda}^2) \frac{a^2 \eta}{R_z^2} (\cos^2 \theta + \cos 2\theta) \right] \Phi_{\theta}(\theta) = 0 \\
\frac{1}{r} \frac{d}{dr} \left[ r^2 \left( \frac{d\Phi_{r}(r)}{dr} \right) \right] + & \left( \hat{\kappa}^2 r^2 + 1 - \nu^2 + \frac{\xi^2 s^2}{r^2 + \alpha^2} - \frac{\tilde{\omega}^2}{r^2} \right) \Phi_{r}(r) = 0,
\end{aligned}
\]

(54a)

where $A$ is a constant arising from the separation of variables and

\[
\tilde{\omega} = \omega R_z, \quad \tilde{\lambda} = \lambda R_z, \quad s = \sqrt{Q_1 Q_2 R_z^2}, \quad \alpha = s \sqrt{\eta}, \quad \tilde{\kappa} = \sqrt{\tilde{\omega}^2 - \tilde{\lambda}^2}
\]

(55)

\[
\begin{aligned}
\hat{\nu} &= \sqrt{1 + A - \tilde{\kappa}^2 \frac{Q_1 + Q_2}{R_z^2} - (\tilde{\omega} - \tilde{\lambda})^2 \frac{Q_2}{R_z}}, \\
\xi &= \sqrt{\eta} \left[ \frac{\tilde{\omega}}{\eta} - \frac{\tilde{\lambda} Q_\phi (Q_1 + Q_2)}{Q_1 Q_2} + n m_{\psi} - m_{\phi} (n + 1) \right], \\
\zeta &= \sqrt{\eta} \left[ \frac{\tilde{\lambda} + m_{\psi} (n + 1) - n m_{\phi}}{} \right].
\end{aligned}
\]

(56)

\[
\begin{aligned}
\frac{1}{\sin 2\theta} \frac{d}{d\theta} \left( \sin 2\theta \frac{d\Phi_{\theta}(\theta)}{d\theta} \right) + & A - \frac{m_{\theta}^2}{\cos^2 \theta} - \frac{m_{\phi}^2}{\sin^2 \theta} + (\tilde{\omega}^2 - \tilde{\lambda}^2) \frac{a^2 \eta}{R_z^2} (\cos^2 \theta + \cos 2\theta) \right] \Phi_{\theta}(\theta) = 0 \\
\frac{1}{r} \frac{d}{dr} \left[ r^2 \left( \frac{d\Phi_{r}(r)}{dr} \right) \right] + & \left( \hat{\kappa}^2 r^2 + 1 - \nu^2 + \frac{\xi^2 s^2}{r^2 + \alpha^2} - \frac{\tilde{\omega}^2}{r^2} \right) \Phi_{r}(r) = 0,
\end{aligned}
\]

(54b)

\[4.2 \text{ Matched asymptotic expansion}\]

We will look first for quasinormal modes corresponding to the null geodesics with tangent $V$ that are on, or near to, $S$. On $S$ these have $p_t = p_z = 0$ and non-zero $p_\theta, p_\psi$ in general. Therefore we look for quasinormal modes with $|m_\psi|, |m_\phi| \gg 1$ while keeping $\{\tilde{\omega}, \tilde{\lambda}\} = O(1)$ in [53]. Our aim is to solve the coupled system of equations (54) for the eigenvalue pair $\{A, \tilde{\omega}\}$. It turns out that if either $|m_\psi|$ or $|m_\phi|$ are large, the two eigenvalues essentially decouple. That is to say, one can first determine $A$ and a posteriori determine $\tilde{\omega}$.

To see how this works in more detail, we start by looking at the angular equation (54a). In the $|m_\psi|, |m_\phi| \to \infty$ limit, while keeping $\{\tilde{\omega}, \tilde{\lambda}\}$ fixed, we can introduce the effect of $\tilde{\omega}$ and $\tilde{\lambda}$ perturbatively. At leading order, we can ignore the term proportional to $\tilde{\omega}^2 - \tilde{\lambda}^2$ in (54a), so that it becomes the equation for spherical harmonics on $S^3$ with known eigenvalues $A = \ell(\ell + 2) \equiv \mu_\ell^2$ where

\[
\ell \geq |m_\psi| + |m_\phi|, \quad \ell \in \mathbb{Z}.
\]

(59)

From (59), $|m_\psi|, |m_\phi| \to \infty$ is equivalent to taking $\ell \to \infty$ and $|m_\psi|, |m_\phi| = O(\ell)$; we will work in this limit for simplicity in keeping track of the orders of various terms. The next order term in the large $\ell$ expansion will only affect the $\ell$ independent piece of $A$, that is to say, at large $\ell$

\[
A \approx \mu_\ell^2 + O(1).
\]

(11) This correction can be easily computed, but will not be needed in what follows. For the interested reader, when $\ell = |m_\psi| + |m_\phi|$,

\[
A \approx \mu_\ell^2 + \left( n \frac{m_\psi^2}{\ell} - (n + 1) \frac{m_\phi^2}{\ell} \right) (\tilde{\omega}^2 - \tilde{\lambda}^2) \frac{a^2 \eta}{R_z^2} + O(\ell^{-1}).
\]
It turns out that we only need to know $A$ up to this order in $\ell$ to know the leading behaviour of the imaginary part of the quasinormal modes in this sector of perturbations.

We now turn our attention to the radial equation. Unlike the angular equation, we cannot use standard perturbation theory to determine $\tilde{\omega}$. Instead, we have to resort to a matched asymptotic expansion.

The radial equation (54b) can be written as

$$ -y(y^2 + s^2 \eta)\frac{d}{dy} \left[ y(y^2 + s^2 \eta)\frac{d\Phi_r}{dy} \right] + V(y)\Phi_r(y) = 0 \quad (60) $$

where we introduce the dimensionless variable $y = r/R_z$ and define

$$ V(y) = -\tilde{\kappa}^2 y^6 + ay^4 - by^2 + c $$

where $a = \ell^2 a_0 + \ell a_1 + O(1)$, $b = \ell^2 b_0 + \ell b_1 + O(1)$ and $c = \ell^2 c_0 + \ell c_1 + O(1)$,

$$ a_0 = 1, \quad a_1 = 2 $$

$$ b_0 = -s^2 \eta + \frac{m_\phi^2}{\ell^2} (2n + 1)(1 - j^2)s^2 \eta, $$

$$ b_1 = -2s^2 \eta + 2\eta s^2 \frac{m_\phi}{\ell} \left( \frac{\tilde{\omega}}{\eta} - \tilde{\lambda} \frac{Q_1(Q_1 + Q_2)}{Q_1 Q_2} \right) (nj - (n + 1)) - 2\tilde{\lambda} s^2 \eta \frac{m_\phi}{\ell} (j(n + 1) - n) \quad (62) $$

$$ c_0 = s^4 \eta^2 \frac{m_\phi^2}{\ell^2} (j(n + 1) - n)^2 \quad \text{and} \quad c_1 = 2s^4 \eta^2 \tilde{\lambda} \frac{m_\phi}{\ell} (j(n + 1) - n). $$

For later use, we also define

$$ j \equiv \frac{m_\psi}{m_\phi}, \quad m \equiv \frac{m_\phi}{\ell} \Rightarrow |m| \leq \frac{1}{1 + |j|} \quad (63) $$

The wave equation is invariant under complex conjugation and so we have an overall choice of sign in the exponent in (53). Geodesics with tangent vector $V$ on $S$ have $p_\phi < 0$ so we will fix the sign by assuming $m < 0$.

To calculate the frequencies of quasinormal modes we find solutions of (60) obeying the necessary boundary conditions in the limit $\ell \to \infty$. We use an asymptotic matching procedure with $\ell \to \infty$ a large parameter, similar to that used in ref. [51] for the decoupling limit of non-supersymmetric 3-charge microstate geometries.

Note that $\{a, b, c\} = O(\ell^2)$ but $\tilde{\kappa} = O(1)$ so that we can split the $y$–axis into 3 regions, approximate the potential $V(y)$ and then solve the remaining equation exactly in each region. The regions and approximations of the potential are as follows:

1) $y \ll \sqrt{\ell}: V(y) \approx ay^4 - by^2 + c$

2) $1 \ll y \ll \ell: V(y) \approx ay^4$

3) $y \gg \sqrt{\ell}: V(y) \approx -\tilde{\kappa}^2 y^6 + ay^4$.

Since region 2 overlaps with both regions 1 and 3 we can find solutions in each of the regions then match them where they overlap. We will label the solution of $\Phi_r$ in each of the regions by $\Phi_i$, where $i$ indexes the region in question.
4.2.1 Region 1: \( y \ll \sqrt{\ell} \)

We approximate the equation by

\[
y(y^2 + s^2\eta) \frac{d}{dy} \left[ y(y^2 + s^2\eta) \frac{d\Phi_1}{dy} \right] - (ay^4 - by^2 + c)\Phi_1(y) = 0. \tag{64}
\]

To make the expressions more compact, we define

\[
\alpha \equiv s\sqrt{\eta}, \quad \beta \equiv \sqrt{a + \frac{c}{\alpha^4} + \frac{b}{\alpha^2}}, \quad \nu \equiv \sqrt{1 + a} = \ell + 1 + O(\ell^{-1}). \tag{65}
\]

Eq. (64) can be brought to a more familiar form by a suitable change of variable. We define

\[
\Phi_1(y) = y^{\frac{2\beta}{\alpha^2}}(y^2 + \alpha^2)^{\frac{\beta}{2}}Q\left(-\frac{y^2}{\alpha^2}\right),
\]

where we implicitly have changed to a new coordinate \( \tilde{z} = -y^2/\alpha^2 \). The resulting equation for \( Q(\tilde{z}) \) is that of a Gaussian hypergeometric function of the second kind, \( _2F_1(\tilde{a}, \tilde{b}, \tilde{c}, \tilde{z}) \) with

\[
\tilde{a} = \frac{1}{2} \left( 1 - \nu + \beta + \frac{\sqrt{c}}{\alpha^2} \right), \quad \tilde{b} = \frac{1}{2} \left( 1 + \nu + \beta + \frac{\sqrt{c}}{\alpha^2} \right) \quad \text{and} \quad \tilde{c} = 1 + \frac{\sqrt{c}}{\alpha^2}.
\]

Our boundary conditions demand that we choose the regular Gaussian hypergeometric function at \( \tilde{z} = y = 0 \). Our final solution, in this region of the potential, can simply be written as

\[
\Phi_1(y) = A_1 y^{\frac{2\beta}{\alpha^2}}(y^2 + \alpha^2)^{\frac{\beta}{2}}_2F_1\left(\tilde{a}, \tilde{b}, \tilde{c}, -\frac{y^2}{\alpha^2}\right). \tag{66}
\]

where \( A_1 \) is a constant.

To match to region 2 take the limit \( y \to \infty \) (\( \ell \to \infty \) and the overlap region is \( 1 \ll y \ll \sqrt{\ell} \), so we can have for example \( y \approx O(\ell^{\frac{1}{2}}) \):}

\[
\Phi_1(y) \approx A_1 \Gamma(1 + \frac{\sqrt{c}}{\alpha^2}) \alpha^{\frac{\beta}{\alpha^2} + \frac{1}{2}} y^{-\nu-1} \frac{\Gamma(-\nu)}{\Gamma(-\nu-b)\Gamma(a)} + \alpha^{-\frac{\beta}{2}} y^{\nu-1} \frac{\Gamma(\nu)}{\Gamma(\tilde{c} - \tilde{a})\Gamma(b)}. \tag{67}
\]

4.2.2 Region 2: \( 1 \ll y \ll \ell \)

In this region the equation is approximated by

\[
y^3 \frac{d}{dy} \left( y^3 \frac{d\Phi_2}{dy} \right) - ay^4 \Phi_2(y) = 0 \tag{68}
\]

since \( s^2\eta \ll y^2 \). This has solution

\[
\Phi_2(y) = B_1 y^{-\nu-1} + B_2 y^{\nu-1} \tag{69}
\]

where \( B_1, B_2 \) are constants.

Matching (67) to (69) in the overlapping region gives the condition:

\[
\frac{B_1}{B_2} = \alpha^{\nu} \frac{\Gamma(-\nu)\Gamma(\tilde{c} - \tilde{a})\Gamma(\tilde{b})}{\Gamma(\nu)\Gamma(\tilde{c} - \tilde{b})\Gamma(\tilde{a})}. \tag{70}
\]
4.2.3 Region 3: \( y \gg \sqrt{\ell} \)

In this region at highest order in \( \ell \),

\[
y^3 \frac{d}{dy} \left( y^3 \frac{d\Phi_3}{dy} \right) - (-\kappa^2 y^6 + ay^4) \Phi_3 = 0
\]

(71)

with solution

\[
\Phi_3(y) = \frac{1}{y} \left( C_1 J_\nu(\kappa y) + C_2 Y_\nu(\kappa y) \right)
\]

(72)

where \( C_1, C_2 \) are constants and \( J_\nu(x) \), \( Y_\nu(x) \) are Bessel functions of the first and second kind respectively.

In the asymptotic region as \( y \to \infty \),

\[
\Phi_3(y) = \frac{1}{y^3} \frac{1}{\sqrt{2\kappa\pi}} \left[ e^{i\kappa y} e^{-i\frac{\nu}{2}} \left( \frac{1}{2} - \frac{i}{2} \right) (C_1 - iC_2) + e^{-i\kappa y} e^{i\frac{\nu}{2}} \left( \frac{1}{2} + \frac{i}{2} \right) (C_1 + iC_2) \right] + O(y^{-\frac{3}{2}}).
\]

(73)

Imposing the boundary condition that there are only outgoing waves at infinity gives

\[
C_1 + iC_2 = 0.
\]

(74)

To match to Region 2 in the overlap region \( \sqrt{\ell} \ll y \ll \ell \) we take \( \kappa y \ll \ell \) while \( \nu \to \infty \). Using the formulae for the asymptotic form of the Bessel functions at large orders [54] gives:

\[
\Phi_3 = \left[ C_1 y^{\nu-1} \left( \frac{\kappa}{2} \right)^\nu \frac{1}{\sqrt{2\pi\nu}} e^{\nu} - C_2 y^{-\nu-1} \left( \frac{\kappa}{2} \right)^{-\nu} \sqrt{\frac{2\pi\nu}{e^{\nu}}} \right] [1 + O(\ell^{-1})]
\]

(75)

and so we find

\[
\frac{C_1}{C_2} = -2 \left( \frac{\kappa}{2} \right)^{-2\nu} e^{2\nu}\frac{e^{-2\nu}B_2}{B_1}.
\]

(76)

4.2.4 Real part of the frequency

The conditions (70), (74) and (76) all together imply that the quasinormal mode frequencies \( \tilde{\omega} \) are solutions of the equation

\[
\alpha^{-\nu} \frac{\Gamma(\tilde{c} - \tilde{b})\Gamma(\tilde{a})}{\Gamma(\tilde{c} - \tilde{a})\Gamma(\tilde{b})} = 2i \left( \frac{\kappa}{2} \right)^{2\nu} \frac{\Gamma(\nu)}{\Gamma(\nu)} e^{2\nu\nu}.
\]

(77)

We have that \( \nu = \sqrt{1 + a} = O(\ell) \gg 1 \) so the RHS is extremely small; the only way to solve (77) is to have a pole in one of the \( \Gamma \)-functions in the denominator of the LHS i.e.

\[
(\tilde{c} - \tilde{a} = -N \vee \tilde{b} = -N) \Rightarrow \frac{1}{2} \left( 1 + \nu \pm \beta + \frac{\sqrt{c}}{\alpha^2} \right) = -N.
\]

(78)

The leading order dependence on \( \tilde{\omega} \) in (78) comes from

\[
\beta = \ell |m(jn - (n + 1))| + \frac{|m(nj - (n + 1))|}{m(nj - (n + 1))} \left( \frac{\tilde{\omega}}{\eta} - \tilde{\lambda} \frac{Q_1 + Q_2}{Q_1 Q_2} \right) + O(\ell^{-1}).
\]

(79)
From the condition that $|\tilde{\omega}|, |\tilde{\lambda}| \ll \ell$, all the terms that are proportional to $\ell$ in (78) must cancel:

$$1 + |m(j(n + 1) - n)| \pm |m(jn - (n + 1))| = 0. \quad (80)$$

Clearly, this condition does not hold for general values of $m$ and $j$, and so we will use (80) to find possible values for $m$ in terms of $j$ for which there are quasinormal modes with $|\tilde{\omega}|, |\tilde{\lambda}| \ll \ell$. By examining (80) we see that it can only be solved if we choose the minus sign (otherwise all terms on the left hand side are positive). The equation remains non-trivial. We will use geometric optics to help us find a solution.

In geometric optics, $j = p_\psi/p_\phi$ to leading order in $\ell$. In section 3.2 we found that the zero energy geodesics with tangent vector $V$ have:

$$0 \leq p_\psi/p_\phi \leq \frac{n}{n + 1} \quad \text{for} \quad n > 0, \quad \frac{p_\psi}{p_\phi} \geq \frac{n}{n + 1} \quad \text{for} \quad n < 0 \quad (81)$$

This suggests that we look for a solution of (80) with

$$0 \leq j \leq \frac{n}{n + 1} \quad \text{for} \quad n > 0, \quad j \geq \frac{n}{n + 1} \quad \text{for} \quad n < 0 \quad (82)$$

In both cases we have $j \geq 0$ and $(n + 1)j - n \leq 0$, and these imply $nj - (n + 1) < 0$. Using these, along with $m < 0$, equation (80) reduces to

$$m = -\frac{1}{1 + j} \quad (83)$$

which is equivalent to

$$\ell = -m_\phi - m_\psi \quad (84)$$

So in summary, we have found values of $\ell$, $m_\phi$, $m_\psi$ that are consistent with our assumptions by taking $m_\phi, m_\psi < 0$ and $j = m_\psi/m_\phi$ in the range (82), with $\ell$ given by (84). Substituting these values into (78), the real part of $\tilde{\omega}$ at leading order is

$$\tilde{\omega}_R = 2\eta(N + 1) + \tilde{\lambda}. \quad (85)$$

The expression (85) for $\tilde{\omega}_R$ is remarkably simple. As a check on this formula we can take the decoupling limit $Q_p \ll \sqrt{Q_1 Q_2} \ll R_2^2$, which gives $\eta \to 1$, in (85). In this limit the geometry reduces to AdS$_3 \times S^3$ and our expression for $\tilde{\omega}_R$ reduces to the formula for certain normal modes in AdS$_3 \times S^3$, see e.g. Eq. (6.12) of [55].

4.2.5 Imaginary part of the frequency

To find the imaginary part of the frequency we look at the next order terms in (77) by substituting $\tilde{\omega} = \tilde{\omega}_R + \delta\tilde{\omega}$. Then $\beta = \beta(\tilde{\omega}_R) + \delta\beta$ where $\delta\beta = \frac{\delta \tilde{\omega}}{\eta}$ and we substitute

$$\Gamma(-N - \frac{\delta\beta}{2}) = \frac{(-1)^{N+1}}{N!} \frac{2}{\delta\beta} (1 + O(\delta\beta)) \quad (86)$$

A similarly simple expression was found for the real part of the frequencies of unstable modes in the non-supersymmetric 3-charge geometries in the decoupling limit in [51], although in that case the real part of the frequency scales as $\ell$ in general.
in the left hand side of (77), which is the only term that depends on \( \delta \beta \) at highest order. We also use the well known identities

\[
\Gamma(-\nu) = -\frac{\pi}{\nu \sin \pi \nu} \frac{1}{\Gamma(\nu)}, \quad \text{and} \quad \Gamma(-N - \nu) = \frac{(-1)^{N+1} \pi}{(N + \nu) \sin \pi \nu} \frac{1}{\Gamma(N + \nu)}.
\]

Substituting these into (77) and rearranging:

\[
\delta \beta = -i \left( \frac{\kappa}{2} \right)^{2\nu} \alpha^\nu \frac{4(N + \nu) \Gamma(N + 1 + \nu + \frac{\sqrt{c}}{\alpha}) \Gamma(N + \nu)}{N! \nu \Gamma(N + 1 + \frac{\sqrt{c}}{\alpha}) \Gamma(\nu)^2} e^{-2\nu \log \nu + 2\nu}.
\]

The size of the corrections to the real part of the frequency \( \tilde{\omega}_R \) from Eq. (78) are of order \( O(\ell^{-1}) \) and are thus much larger than the corrections to \( \tilde{\omega} \) here. However, the corrections to \( \tilde{\omega} \) in (78) will all be real (all the coefficients are real apart from dependence on \( \tilde{\omega} \)) and so the imaginary part of the frequency does not have any terms that are proportional to inverse powers of \( \omega \).

We therefore use (87) to find the imaginary part of \( \tilde{\omega} \) at leading order and we in fact have \( \delta \tilde{\omega} = \delta \tilde{\omega}_R + i \tilde{\omega}_I \). Substituting this in to (87), we find

\[
\tilde{\omega}_I = -\eta \left( \frac{\kappa}{2} \right)^{2\nu} \alpha^\nu \frac{4(N + \nu) \Gamma(N + 1 + \nu + \frac{\sqrt{c}}{\alpha}) \Gamma(N + \nu)}{N! \nu \Gamma(N + 1 + \frac{\sqrt{c}}{\alpha}) \Gamma(\nu)^2} e^{-2\nu \log \nu + 2\nu}.
\]

Define \( \mu = -\frac{j(n+1)-n}{1+j} > 0 \), then use \( \ell \gg 1 \) in (88) gives

\[
\tilde{\omega}_I = -D \eta \alpha \kappa_0^2 e^{-2\ell \log \ell + \ell \left[ -\mu \log \mu + (1+\mu) \log(\mu+1) + 2 \log \frac{\sqrt{c}}{\alpha} \right]} + (N - \frac{1}{2}) \log \ell + O(1)
\]

where \( \kappa_0 = \sqrt{\omega_{R,0}^2 - \lambda^2} \), \( \omega_{R,0} \) is the real part of \( \omega \) calculated to leading order only (i.e. \( \tilde{\omega}_R \) in (85)). \( D \) is a positive constant that is independent of \( \ell \) at leading order but depends on the higher order corrections to the real part of \( \omega \) from the term \( \kappa_0^{2(\ell+1)} \) in (88).

Equation (89) is one of our main results. We see that \( \tilde{\omega}_I < 0 \) so the waves decay as expected. However, the rate of decay is very slow, since at leading order the term that controls it is \( e^{-2\ell \log \ell} \) which is very small for large \( \ell \).

As discussed above, in the decoupling limit we expect our quasinormal modes to reduce to normal modes in \( \text{AdS}_3 \times S^3 \) so \( \tilde{\omega}_I \) should vanish in this limit. This is indeed the case because \( \alpha \to 0 \) in the decoupling limit.

The calculation above assumes \( n \neq 0 \), i.e., \( Q_p \neq 0 \) so it does not apply to 2-charge microstate geometries. When \( n = 0 \), \( S \) becomes the 2-dimensional submanifold \( r = 0, \theta = \pi/2 \). In Appendix A we show that it is straightforward to modify the above calculation to cover this case too. The result is the same, i.e., \( \tilde{\omega}_I \) is \( O(e^{-2\ell \log \ell}) \) at large \( \ell \). Hence the dimension of \( S \) does not seem to affect the slow decay, which is to be expected since the slowly decaying quasinormal modes are associated to individual null geodesics on \( S \) rather than to global properties of \( S \).

### 4.3 Kaluza-Klein momentum scaling with \( \ell \)

In section 3.2 we saw that at every point in the six-dimensional spacetime there is a stably trapped geodesic with tangent \( V \). We have found quasinormal modes that correspond to the
zero energy null geodesics that are trapped near $S$ but we also expect to be able to find slowly decaying modes that are localised near geodesics that are trapped elsewhere in the spacetime. These geodesics have tangent $V$ and conserved quantities $p_z = -p_t$. Under the geometric optics approximation we expect that the corresponding solutions of the wave equation will have $\tilde{\omega} \approx \lambda$. We will now consider $\tilde{\omega} = O(\ell)$ but keep the difference $|\tilde{\omega} - \lambda| = O(1)$ in the limit $|m_\psi|, |m_\phi| \to \infty$. In this case, $\tilde{k}^2 = (\tilde{\omega} - \lambda)(\tilde{\omega} + \lambda) = O(|m_\psi|, |m_\phi|)$.

Since $\tilde{k}^2 \ll m_\phi^2, m_\psi^2$, we can ignore the $\tilde{k}^2$ in the angular equation (54a) at leading order in $m_\phi, m_\psi$. This means that we have

$$A \approx \ell^2 + A_1 \ell + O(1)$$

with $\ell$ defined previously in (59). If we set $\ell = |m_\phi| + |m_\psi|$, i.e. $m = -1/(1+j)$, we can find $A_1$ using standard perturbation theory. It turns out that

$$A_1 = 2 - 2\frac{\tilde{\lambda} \alpha^2}{\ell} (\tilde{\omega} - \lambda) \left( \frac{n - (n+1)j}{1+j} \right)$$

(90)

We will find later that we must have $m = -1/(1+j)$ to have modes $|\tilde{\omega} - \lambda| = O(1)$ so this assumption is consistent.

The expressions for $a, b, c$ in (60) at the various orders change: we now have

$$a = \tilde{\nu}^2 - 1 - \tilde{k}^2 \alpha^2$$

$$b = \alpha^2 (1 - \tilde{\nu}^2) + s^2 (\xi^2 - \zeta^2)$$

$$c = \alpha^2 s^2 \zeta^2$$

(91)

where $\tilde{\nu}, \xi, \zeta$ are defined in (58).

### 4.3.1 Asymptotic matching

The asymptotic matching procedure in 4.2 only needs to be slightly modified to find solutions with frequencies with $\tilde{k}^2 = O(\ell)$. Regions 1, 2 and 3 must be changed so that the potentials can be approximated in the same way as before in each region.

We define the new regions as:

1') $y \ll \ell^{1/2}$: $V(y) \approx ay^4 - by^2 + c$

2') $1 \ll y \ll \sqrt{\ell}$: $V(y) \approx ay^4$;

3') $y \gg \ell^{1/2}$: $V(y) \approx -\tilde{k}^2 y^6 + ay^4$.

Note that the regions still overlap so we can match the solutions in different regions.

Exactly the same matching procedure as in section 4.2 then follows through to give that the real part of the frequency is defined by the condition

$$\frac{1}{2} (1 + \nu \pm \beta + \sqrt{\frac{\tilde{c}}{\alpha^2}}) = -N.$$

(92)
We expect $\tilde{\omega} - \tilde{\lambda}$ to be small so we must take the minus sign for the same reasons as in section 4.2.4. However, the leading order behaviour of $\beta$ and $\nu$ differs to the previous case; we find that now

$$\beta = \tilde{\lambda} + m\ell[jn - (n + 1)] + (\tilde{\omega} - \tilde{\lambda}) \left( \frac{1}{\eta} - \frac{\tilde{\lambda} \alpha^2}{\tilde{\lambda} + m\ell[jn - (n + 1)]} \right) + O(\ell^{-1})$$

$$\frac{\sqrt{c}}{\alpha^2} = \tilde{\lambda} + m\ell[j(n + 1) - n],$$

$$\nu = \ell + \frac{A_1}{2} - (\tilde{\omega} - \tilde{\lambda}) \frac{\tilde{\lambda}}{\ell} \left( \frac{Q_1 + Q_2}{R_2^2} + \alpha^2 \right) + O(\ell^{-1}) = \ell + \nu_1 + O(\ell^{-1}).$$

We assume as before that $m < 0$, $jn - (n + 1) < 0$, $j > 0$ and $\tilde{\lambda} \geq 0$. Substituting this into equation (92) and imposing the condition $|\tilde{\omega} - \tilde{\lambda}| = O(1)$, we find that we must take $m = -1/(1 + j)$ so that the higher order terms cancel. Then the real part of the frequency is given by (92):

$$\tilde{\omega}_R = \tilde{\lambda} + \frac{2\eta}{P}(N + 1) + O(\ell^{-1})$$

where we use the definitions of $a$, $b$, $c$ and $\tilde{\omega} = \tilde{\lambda} + O(1)$ to find

$$P = 1 + \frac{\tilde{\lambda} \alpha^2 \eta}{\ell} \left( 1 - \frac{\ell}{\tilde{\lambda} + m\ell[jn - (n + 1)]} \right) + \frac{\tilde{\lambda}}{\ell \eta} \frac{Q_1 + Q_2}{R_2^2} + \frac{\tilde{\lambda} \alpha^2 \eta}{\ell} \left( \frac{n - j(n + 1)}{1 + j} \right) > 0. \quad (95)$$

If we take $\tilde{\lambda} \ll \ell$ in (94) we recover the real part of the frequency for $\tilde{\lambda} = O(1)$ as given in eq. (85).

The calculation for the imaginary part is also very similar to that of section 4.2.5; we simply have to replace $\delta \beta$ with $P\delta \tilde{\omega}$ in (88). Then let

$$\mu' = \frac{\tilde{\lambda}}{\ell} - \frac{j(n + 1) - n}{1 + j} > 0.$$

In the limit $\ell \to \infty$, the imaginary part of the frequency at leading order is

$$\tilde{\omega}_I = -D' e^{-\ell \log \ell + \ell \left[ -2 - \mu' \log \mu' + (1 + \mu') \log(\mu' + 1) + 2 \log \frac{\mu' \eta}{\alpha^2} \right] + (N + \frac{1}{2} - \nu_1) \log \ell} + O(\ell^{-1})$$

(96)

for some positive constant $D'$ that is independent of $\ell$ and where $\tilde{\omega}_R$ evaluated using (94) and $\nu_1$ is given in (93) with the terms $\tilde{\omega} - \tilde{\lambda}$ also evaluated at leading order using (94). $D'$ is proportional to $a^\nu_1$; in the decoupling limit $\nu_1 \to 1$ and $\alpha \to 0$ so we see that the imaginary part vanishes in this limit, as expected. The real part reduces to the expression for certain normal modes in $\text{AdS}_3 \times S^3$, as given in (55).

We have constructed quasinormal modes with $\tilde{\omega}_I \sim -e^{-\ell \log \ell}$ at leading order for $\ell \gg 1$. We expect that such a mode will be localised near a stably trapped geodesics with tangent $V$, whose location is determined by the matching the ratios $p_\psi/p_\phi$, $p_z/p_\phi$ to $m_\psi/m_\phi$ and $\lambda/m_\phi$. Note that there is no longer a factor of 2 multiplying $-\ell \log \ell$ in the exponent so these modes decay faster than the modes localized near $S$ that we found in the previous section. However, the decay is still very slow and therefore likely to be problematic for nonlinear stability.

The above calculation assumes $n \neq 0$, i.e., $Q_\rho \neq 0$ but in Appendix A we show that it is straightforward to modify the calculation to cover the 2-charge case. The result is $\tilde{\omega}_I = \mathcal{O}(e^{-\ell \log \ell})$ as for the 3-charge case.
4.4 Numerical determination of quasinormal modes

4.4.1 Method

In the previous sections we have determined certain quasinormal modes in the limit of large quantum number $\ell$, we now aim to determine the behaviour of the corresponding modes at finite $\ell$ numerically. In doing so, we can also understand the regime of validity of the approximation scheme detailed in our previous sections. For the sake of presentation, we will restrict ourselves to the case with $\tilde{\lambda} = 0$, i.e. modes that do not depend on the Kaluza-Klein momentum.

Our separation ansatz reads

$$\Phi(r, \theta) = X(\cos \theta) W\left(\frac{rR_z}{\sqrt{Q_1Q_2}}\right),$$

which yields the following pair of ordinary differential equations for $X(x)$ and $W(w)$ to be solved numerically:

$$\frac{1}{x} \frac{d}{dx} \left[ x(1-x^2) \frac{d}{dx} X(x) \right] + \left\{ A + \alpha_1 \alpha_2 \eta \tilde{\omega}^2 \left[ -n(1-x^2) + x^2(1+n) \right] - \frac{m_\psi^2}{x^2} - \frac{m_\phi^2}{1-x^2} \right\} X(x) = 0 \quad (97a)$$

$$\frac{1}{w} \frac{d}{dw} \left[ w(w^2 + \eta) \frac{d}{dw} W(w) \right] + \left\{ \tilde{\omega}^2 \left[ \alpha_1 + \alpha_2 + \alpha_1 \alpha_2 n(1+n) + \alpha_1 \alpha_2 \psi_w^2 \right] - A - \frac{\eta [nm_\phi - (1+n)m_\psi]^2}{w^2} + \frac{\eta \left[ (\alpha_1 + \alpha_2) n(1+n) \tilde{\omega} + \tilde{\omega} + nm_\psi - (1+n)m_\psi \right]^2}{w^2 + \eta} \right\} W(w) = 0, \quad (97b)$$

where we have changed variables to $x \equiv \cos \theta$ and $w \equiv rR_z/\sqrt{Q_1Q_2}$ and defined $Q_i = \alpha_i R_z^2$. Here, as in previous sections, $A$ is a separation constant to be determined in what follows.

Before detailing our numerical method, we need to investigate the boundary conditions at the edges of our integration domain. Our equations have five real singular points (three for the angular equation, and two for the radial equation). For the angular equation these are $x = 0, x = 1$ and $x = \infty$. For the radial equation these are $w = 0$ and $w = \infty$.

Let us start with the angular equation. Since our integration domain is $x \in (0, 1)$, we only need to understand what happens at these singular points. A Frobenius expansion at $x = 0$, yields the following behaviour

$$X \sim x^{\pm|m_\psi|} \left[ 1 + \mathcal{O}(x) \right],$$

while at $x = 1$ we find

$$X \sim (1-x)^{\pm|m_\phi|} \left[ 1 + \mathcal{O}(1-x) \right].$$

In order to have a regular solution, we must choose the $+$ signs at both integration edges. To solve the problem numerically, we change to a new variable that relates to $X$ in the following manner:

$$X = x^{m_\psi}\left(1-x^2\right)^{m_\phi} \tilde{X},$$
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and impose Robin boundary conditions for $\tilde{X}$ at $x = 0$ and $x = 1$. These can be found by solving the equations for $\tilde{X}$ in a Taylor expansion around the two singular points.

Next we address the radial equation. The singular point at $w = 0$ is a regular singular point, and its behaviour can be extracted via a Frobenius expansion (similar to the angular equation):

$$W(w) \sim w^{\pm|n(m_\phi - m_\psi)|} [1 + \mathcal{O}(w)] ,$$

again regularity demands keeping the $+$ sign only. Finally, at $w = +\infty$, there is an essential singularity, which is to be expected since we want to impose outgoing boundary conditions there. The singular behaviour can be easily extracted, and takes the following form

$$W(w) \sim e^{\pm i\sqrt{\alpha_1 \sqrt{\alpha_2} \omega w^2}} [1 + \mathcal{O}(w^{-1})] .$$

Demanding outgoing boundary conditions yields demands choosing the $+$ sign. As we have done for the angular equation, we now change to a new variable that is more adequate for the numerical procedure. We chose the following:

$$W(w) = \frac{e^{i\sqrt{\alpha_1 \sqrt{\alpha_2} \omega w^2}} w^{n(m_\phi - m_\psi) - m_\psi} |\tilde{w}(w)|}{w^{\frac{n}{2} + |n(m_\phi - m_\psi) - m_\psi|}} .$$

Finally, since $w$ is a non-compact coordinate, we do a further change of coordinates of the form

$$w = \frac{\tilde{w}\sqrt{2 - \tilde{w}^2}}{1 - \tilde{w}^2} ,$$

which maps $w = 0$ to $\tilde{w} = 0$ and $w = +\infty$ to $\tilde{w} = 1$. Robin boundary conditions at $\tilde{w} = 0$ and $\tilde{w} = 1$ can now be found by solving the respective equation for $\tilde{W}(\tilde{w})$.

Our original system of equations (97) has been mapped to two equations for $\tilde{X}(x)$ and $\tilde{W}(\tilde{w})$, with two coupled eigenvalues ($\tilde{\omega}, A$). In order to solve these, we use a Newton-Raphson routine which has been outlined in [56] for a similar problem. Regarding the implementation of the algorithm, the only nuance that is worth emphasising is that we had to work with arbitrary-precision arithmetic, since the magnitude of the imaginary part of our quasinormal modes can be as small as $10^{-170}$ (for an order of magnitude, this is more than the number of decimal places captured by octuple precision - $10^{-71}$).

### 4.4.2 Results

We have varied parameters in our search, i.e. different values of $n, \alpha_i$, but the results look qualitatively similar. We divide the types of quasinormal modes we find into two types: i) those for which $\omega_R$ does not scale with $\ell$ and ii) those for which $\omega_R$ does scale with $\ell$. In this paper we will focus on type i) modes, which is the sector that is responsible for the slow decay of generic perturbations. As we have seen in section 4.2.4 (see discussion around Eq. (83)), the slow decay will only hold for modes satisfying $\ell = |m_\phi| + |m_\psi|$, which are the modes we are going to focus on.

For the sake of presentation, we will keep $\alpha_1 = \alpha_2 = 1 = n = 1$. Changing $\alpha_1$ or $\alpha_2$ will just change the regime at which the matched asymptotic expansion analysis settles in. The larger
or $\alpha_2$, the larger the value of $\ell$ we need to reach in order to see matching with the matched asymptotic expansion analysis of the previous sections.

In Fig. 2 we show a linear plot (left panel) of the real part of $\tilde{\omega}$ as a function of $m_\phi < 0$ for $m_\psi = -1$. We see that as $|m_\phi|$ increases, $\tilde{\omega}_R$ approaches the value predicted in Eq. (85). The approach to this value (solid red curve) can also be determined via the explicit construction of ”quasimodes”, which we detail in Appendix B. On the right panel of the same figure, we show a log-log plot of the imaginary part of $\tilde{\omega}$ as a function of $|m_\phi|$: the blue dots are the numerical data, whereas the red dashed curve is a one parameter fit to (89), with $D$, the overall scale, being the fitting parameter.

The agreement of the fit with the numerical data is very reassuring. In fact, the agreement is much better than one might have expected: our analytical result (89) works well down to small values of $\ell$ whereas this result was only expected to hold for $\ell \gg 1$. Note that the imaginary part of $\tilde{\omega}$ is very small even for small values of $\ell$. So there exist very slowly decaying quasinormal modes even at small $\ell$. The decay becomes even slower at high $\ell$, in agreement with our analytical result.

![Figure 2: Left panel: real part of $\tilde{\omega}$ as a function of $m_\phi < 0$. Right panel: imaginary part of $\tilde{\omega}$ as a function of $m_\phi$. In both panels, the blue points are the numerical data, the solid red line is the analytic prediction for Re($\tilde{\omega}$) based on a quasimode construction (see Appendix B), the dashed red line is the fit to (89), and both plots were generated with $\alpha_1 = \alpha_2 = n = -m_\psi = 1$.](image)

Quasinormal modes grow exponentially at spatial infinity but they are well behaved at future null infinity. We can consider the behaviour of quasinormal modes on a surface of constant retarded time $u = t - r$, which extends to future null infinity. In Fig. 3 we plot the absolute value of the quasinormal mode as a function of $w$ and $x$ on such a surface for the smallest and largest value of $m_\phi$ we studied. The idea is to see if the quasinormal mode is localized near the corresponding null geodesic on $S$, i.e., the geodesic with $p_\psi/p_\phi = m_\psi/m_\phi$ (represented in Fig. 3 by a black dot). We see that as $m_\phi$ increases, the maximum moves towards $x = 0$, as a consequence of the fact that $m_\phi$ is increasing, while $m_\psi$ is kept constant, so the ratio $m_\psi/m_\phi$ decreases. Furthermore, the quasinormal mode localises more sharply around the geodesic...
prediction, as expected from geometric optics because $\ell = |m_\phi| + |m_\psi|$ is increasing.

![Contour plot](image)

Figure 3: Contour plot for $|\Phi|$ as a function of $w$ and $x$ on a surface extending to future null infinity. The red curve is the evanescent ergosurface $S$. On the left panel we have $m_\phi = -4$ and on the right panel we have $m_\phi = -25$. Both panels were generated with $\alpha_1 = \alpha_2 = n = -m_\psi = 1$ and the normalization is $\max |\Phi| = 1$.

We have also considered a case in which both $m_\phi$ and $m_\psi$ are simultaneously increasing with $\ell$, while their ratio is kept fixed. In Fig. 4 we use $m_\phi = 4m_\psi$, and increase $m_\phi$, with $\ell = |m_\phi| + |m_\psi|$. Since both $m_\phi$ and $m_\psi$ are increasing, we expect the matched asymptotic expansion analysis to give a better approximation. We indeed see that this is the case: for $m_\psi = -1$ and $m_\phi = -4$, the matched asymptotic expansion result is barely discernible from the numerical data. Note that the colour coding in Fig. 4 is the same as in Fig. 2.

In Fig. 5 we plot the normalised quasinormal mode as a function of $w$ and $x$, for the case $m_\phi = 4m_\psi$. As before, its peak is located exactly at the point predicted in section 2. Furthermore, the peak gets more and more sharp as we increase $\ell = |m_\phi| + |m_\psi|$.

One can go further, and determine the width of quasinormal mode around its maximum. It turns out to scale as $\sqrt{\ell}$, as expected from geometrical optics. This is best observed in Fig. 6 where we plot the contour lines of $|\Phi| = 1/5$, for several values of $m_\phi$. The arrow in the plot indicates the direction of increasing ($-m_\phi$), and the point in the middle indicates the geometric optics prediction for the location of the maximum of $|\Phi|$.

### 4.5 Lower bound on decay rate

Proofs of nonlinear stability usually require first establishing uniform decay for linear perturbation. The first step is to establish decay of some non-degenerate energy. We consider some spacelike Cauchy surface $\Sigma_0$ and let $\Sigma_t$ denote the surface obtained by translation $\Sigma_0$ through parameter distance $t$ w.r.t. the Killing field $V$. A non-degenerate energy $E_1(t)$ is an integral over $\Sigma_t$ of some quantity quadratic in $\partial \Phi$, such that $E_1(t)$ is positive definite. Note that the conserved energy does not have this property because it degenerates on the evanescent ergosurface.
Ideally one would like to establish a quantitative uniform energy decay result of the form

\[ E_1(t) \leq g(t)E_1(0) \tag{98} \]

for some function \( g(t) \), independent of \( \Phi \), with \( g(t) \to 0 \) as \( t \to \infty \). This is uniform because it applies to any perturbation \( \Phi \) with \( g \) independent of the perturbation. If \( g(t) \) decays fast enough (e.g. \( t^{-p} \) for large enough \( p \)) then one can hope to establish non-linear stability. However, when trapping is present, it is known that a decay result of this form does not exist \cite{20}. Instead the best one can hope for is energy decay with "loss of a derivative", which means that one has

\[ E_1(t) \leq g(t)E_2(0) \tag{99} \]

where \( E_2(t) \) is a second order energy, i.e., a positive functional of \( \partial \Phi \) and \( \partial^2 \Phi \) defined as an integral over \( \Sigma_t \). For example, the Schwarzschild solution, which exhibits unstable trapping at the photon sphere, admits a result of the above form with \( g(t) \propto t^{-2} \) \cite{47}.

Energy-decay results of the above form have also been obtained for spacetimes with stable trapping, but the function \( g(t) \) decays very slowly. For AdS black holes \cite{21}, and also for ultracompact neutron stars \cite{22}, results of the form \( (99) \) have been proved with \( g(t) = (\log(2 + t))^{-2} \). Moreover, in both of these examples, this result is sharp in the sense that if one picks \( g(t) \) decaying faster than this then one can construct solutions which violate \( (99) \). In both cases, one can also obtain pointwise decay results for the field \( \Phi \).

We can now use our quasinormal modes to show that the decay is even slower for the supersymmetric microstate geometries studied above. Quasinormal modes do not have finite energy when defined on a surface of constant \( t \) in the coordinates of \( (36) \). This is because such modes diverge at spatial infinity. However, it is well known that quasinormal modes are finite at future null infinity. Therefore we will pick our Cauchy surfaces \( \Sigma_0 \) to extend to future null infinity.
Figure 5: Contour plot for $|\Phi|$ as a function of $w$ and $x$: on the left panel we have $m_\phi = -4$ and on the right panel we have $m_\phi = -32$. Both panels were generated with $\alpha_1 = \alpha_2 = n = 1$ and $m_\phi = 4m_\psi$.

Now consider a quasinormal mode with large $\ell$. Since $E_2$ is quadratic in second derivatives of $\Phi$, we expect $E_2(0) < C\ell^4$ for some $C > 0$ independent of $\ell$. Hence if (99) holds we must have $E_1(t) < C\ell^4 g(t)$. On the LHS we have

$$E_1(t) \sim \ell^2 e^{2\omega_I t}$$

where $\omega = \omega_R + i\omega_I$. The factor of $\ell^2$ comes from the fact that $E_1$ is quadratic in first derivatives of $\Phi$. More precisely, we can find some constant $D > 0$, independent of $\ell$, such that

$$E_1(t) > D\ell^2 e^{2\omega_I t}$$

hence if (99) holds then we must have

$$De^{2\omega_I t} < C\ell^2 g(t)$$

For example, consider $g(t) = (\log(2 + t))^{-2}$ as for the examples discussed above. Set $t = e^{\alpha\ell}$ for some $\alpha > 0$. Then we need (using our result for $\omega_I$)

$$D \exp(-2\beta e^{-2\ell \log \ell e^{\alpha \ell}}) \lesssim \frac{C}{\alpha^2}$$

where $\beta > 0$ is the coefficient in our large $\ell$ expression for $\omega_I$ derived above. Now taking the limit $\ell \to \infty$ gives $D \lesssim C/\alpha^2$, which we can violate by taking $\alpha$ large enough. This proves that a uniform decay result of the form (99) cannot exist with $g(t) = (\log(2 + t))^{-2}$, so the decay in a supersymmetric microstate geometry is slower than for an AdS black hole or an ultracompact neutron star.

An example of a function $g(t)$ for which our quasinormal modes are consistent with (99) is given by

$$g(t) = \ell^{-2} \quad \text{where} \quad 2\ell \log \ell = \log(2 + t) \quad \text{for} \quad \ell \gg 1$$
Figure 6: Contour lines for $|\Phi| = 1/4$ at fixed $u = t - r$, as a function of $w$ and $x$. All curves were generated with $\alpha_1 = \alpha_2 = n = 1$ and $m_\phi = 4 m_\psi$.

Of course, we are not claiming that a result of the form (99) exists, merely that it is not ruled out by the behaviour of quasinormal modes. Such decay is much too slow to be of any use in establishing nonlinear stability.

The above analysis can be made rigorous by replacing quasinormal modes with quasimodes. These are approximate solutions of the wave equation which are compactly supported. In particular, they vanish in a neighbourhood at spatial infinity so one can work with a foliation of constant coordinate time $t$ in the coordinates of (36) so the surfaces $\Sigma_t$ extend to spatial infinity. Using quasimodes one can prove the following [31]

**Theorem 4.1** Let $k_1, k_2 > 0$. Let $\ell$ satisfy the following equation:

$$\ell \log \ell = \log(2 + t)$$

Then there exists a universal positive constant $C_{k_1, k_2} > 0$ such that the following holds: for solutions $\Phi$ to the linear wave equation $\Box_g \Phi = 0$,

$$\limsup_{t \to \infty} \sup_{\Phi \in H^{k_1+k_2}(\Sigma_0)} \frac{||\Phi||^2_{H^{k_1}(\Sigma_t)}}{||\Phi||^2_{H^{k_1+k_2}(\Sigma_0)}} \ell^{2k_2} \geq C_{k_1, k_2}$$

In particular, for any $k_1, k_2$ this gives sub-polynomial decay.

Here $||\Phi||^2_{H^{k_1}(\Sigma_0)}$ is the $k$th Sobolev norm associated to $\Sigma_t$, i.e., the norm involving an integral over $\Sigma_t$ of the sum of squares of the first $k$ derivatives of $\Phi$. Our heuristic argument above corresponds to the case $k_1 = k_2 = 1$ of this theorem. In general, the theorem allows for a loss of $k_2$ derivatives.
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A Appendix: 2-charge microstate geometries

A.1 The metric

We consider the 2-charge supersymmetric microstate geometries constructed in [2]. These are obtained by setting $Q_p = 0$ in the solution described in section 3. Ref. [4] describes a whole family of such solutions, but we will only consider the maximally rotating solution with a circular profile. The metric for this 2-charge $D1 - D5$ microstate geometry (in the form given in [57]) is

$$ ds^2 = -\frac{1}{h}(dt^2 - dz^2) + hf\left( d\theta^2 + \frac{dr^2}{r^2 + a^2} \right) - \frac{2a\sqrt{Q_1 Q_2}}{hf} (\cos^2 \theta dzd\psi + \sin^2 \theta dt d\phi) $$

$$ + h\left[ \left( r^2 + \frac{a^2 Q_1 Q_2 \cos^2 \theta}{h^2 f^2} \right) \cos^2 \theta d\psi^2 + \left( r^2 + a^2 - \frac{a^2 Q_1 Q_2 \sin^2 \theta}{h^2 f^2} \right) \sin^2 \theta d\phi^2 \right] $$

where

$$ f = r^2 + a^2 \cos^2 \theta, \quad h = \left[ \left( 1 + \frac{Q_1}{f} \right) \left( 1 + \frac{Q_2}{f} \right) \right]^{1/2} $$

and $a$ is defined in [35].

A.2 Evanescent ergosurface

As in the 3-charge microstate geometry, the globally null Killing vector field is

$$ V = \frac{\partial}{\partial t} + \frac{\partial}{\partial z} $$

and the evanescent ergosurface $S_2$ defined by $V \cdot Z = 0$ is at $f = 0$; this is defined by $r = 0$ and $\theta = \pi/2$.

In the 2-charge geometry the Kaluza-Klein circle pinches off smoothly at $f = 0$ [4]. The $\psi$-direction also shrinks to zero size at $f = 0$ (in the same way as at the origin of polar coordinates) so that at constant $t$, $S_2$ has topology $S^1$ where the coordinate around this circle is $\phi$. There are several differences between the evanescent ergosurface in the 2- and 3-charge geometries. First of all they have different dimensions: the 3-charge $S$ is 5 dimensional whilst the 2-charge $S_2$ is only 2 dimensional. In the 2-charge case the Killing vector field $T = \partial/\partial t$ is timelike everywhere except on $S_2$ where it is null ($V$ is null everywhere and $Z = \partial/\partial z$ vanishes on $S_2$) and so in this case there is no ergoregion, in contrast with the 3-charge case where $T$ is spacelike on $S$.

There are zero energy null geodesics with tangent vector $V$ which are stably trapped on $S_2$ and thus stay at constant $r = 0, \theta = \pi/2$. In the same way as for the 3-charge geometry this follows from the discussion in section 2.

A.3 2-charge quasinormal modes

The wave equation separates in the 2-charge microstate geometries in the coordinates of (107) (see ref. [57]) in the same way as for the 3-charge geometry but with $n = 0$. In the wave equation we will therefore again use the ansatz

$$ \Phi(t, z, r, \theta, \psi) = e^{-i\omega t + i\lambda z + im \psi + im \phi} \Phi_r(r) \Phi_{\theta}(\theta). $$

(110)
However, if we are looking for modes that correspond, via the geometric optics approximation, to null geodesics with tangent vector $V$ that are stably trapped on $S_2$ we must set $m_\psi = 0$ because the corresponding geodesics are localized at $\theta = \pi/2$ so they have $p_\psi = 0$.

Ref. [57] discusses scattering solutions of the wave equation with low frequencies. Here we will find quasinormal modes with $|m_\phi| \gg 1$. As for the 3-charge case, we look specifically for solutions where $\tilde{\omega}, \tilde{\lambda} = O(1) \ll |m_\phi|$, motivated by the geometric optics approximation since the geodesics with tangent $V$ on $S_2$ have zero energy and Kaluza-Klein momentum.

### A.3.1 2-charge matched asymptotic expansion

After separating variables, the equation for $\Phi_\theta(\theta)$ is exactly the same as (54a) with $m_\psi = 0, n = 0$ and $\eta = 1$. Note that $m_\psi = 0$ implies that $j = 0$ and that if we write (54a) in the form of a Schrödinger equation the potential is not strictly positive at $\theta = \pi/2$ on $S_2$ so we have an 'allowed' region there.

Exactly as in section 4.2, from eq. (54a) the separation constant is $A = \ell(\ell + 2) + O(1)$ where

$$\ell \geq |m_\phi|, \ell \in \mathbb{Z}. \quad (111)$$

We will construct quasinormal modes satisfying $\ell \gg 1$ and $|m_\phi| = O(\ell)$.

The differences to the calculation for the 3-charge case arise in the radial equation. We still have equation (60) for $\Psi_r(y)$ but there are important differences in the coefficients $b$ and $c$:

$$b_0 = s^2(m^2 - 1), b_1 = -2s^2(1 + m\tilde{\omega})$$

$$c_0 = 0 = c_1 \Rightarrow c = c_2 = \alpha^4\tilde{\lambda}^2. \quad (112)$$

From the calculation for the 3-charge case we expect that we will have to set $m = -1$; in this case $b_0 = 0$ and $b = O(\ell)$. When we define each region we will allow either $b_0 = 0$ or $b_0 \neq 0$ and use (assuming $\tilde{\kappa} = O(1)$):

1) $y \ll \ell^\frac{1}{2}$: $\tilde{\kappa}^2y^6 \ll V(y) \approx ay^4 - by^2 + c$

2) $1 \ll y \ll \ell$: $V(y) \approx ay^4$;

3) $y \gg \sqrt{\ell}$: $\ell^2(y^2 + C) \ll \tilde{\kappa}^2y^6$ and $V(y) \approx -\tilde{\kappa}^2y^6 + ay^4$.

Although the regions themselves are slightly different to those used in the 3-charge case, region 2 still overlaps both regions 1 and 3 and we approximate the equation in the same way as before in each region.

Therefore the analysis of section 3 follows through in exactly the same way as before; the fact that $c = O(1)$ doesn’t change anything in the method or matching and we reach the same conditions as in the 3-charge case.

First of all, substituting $j = 0$ and $n = 0$ into equation (80), the requirement that the frequencies do not scale with $\ell$, implies that

$$m = -1 \quad (113)$$

as we anticipated so that we do indeed have $b = O(\ell)$.  
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For the real part of the frequency we substitute $\eta = 1$ into (85) (or substitute $c_2$ and the other necessary values into (78)) to find that at leading order

$$\tilde{\omega}_R = 2(N + 1) + \tilde{\lambda}. \quad (114)$$

For the imaginary part of the frequency given in (89) we set $\mu = 0$ to find

$$\tilde{\omega}_I = -D_2 \tilde{\kappa}_0^2 e^{-2\ell \log \ell + \ell \left(2 + 2 \log \frac{\tilde{\kappa}_0 \sqrt{\alpha}}{2} \right) + (N - \frac{3}{2}) \log \ell + O(1)} \quad \text{(115)}$$

for some positive constant $D_2$ and $\tilde{\kappa}_0 = \sqrt{\tilde{\omega}_{R,0}^2 - \tilde{\lambda}^2}$ where $\tilde{\omega}_{R,0}$ is the real part of $\tilde{\omega}$ calculated to leading order only in (114).

In both the 2- and 3-charge geometries the imaginary part of $\omega$ is negative and $O(e^{-2\ell \log \ell})$ as $\ell \to \infty$ when $\tilde{\kappa} = O(1)$. Hence the dimension of the evanescent ergosurface does not seem to make a difference to the rate at which the modes decay.

### A.3.2 2-charge quasinormal mode frequencies scaling with $\ell$

The angular equation for the 2-charge case is exactly the same as in the 3-charge case, but we had to modify the calculation of section 4.2 because some of the coefficients in the potential for the radial equation were zero at leading order. However, if we now assume that $|\tilde{\omega} - \tilde{\lambda}| = O(1)$ but $\tilde{\lambda} = O(\ell)$ so that the frequency scales with $\ell$, the coefficients in the potential are non-zero at leading order and the calculation for the quasinormal frequencies that scale with $\ell$ is exactly the same as in section 4.3.1.

To obtain the quasinormal modes for the 2-charge case from the 3-charge calculation we set $n = 0$. Previously we also had to set $j = 0$ because we were looking for quasinormal modes localised near null geodesics stably trapped on $S_2$. Now we want to find solutions of the wave equation localised near null geodesics that are stably trapped away from $S_2$; these do not necessarily have $j = 0$. However, in the calculation of section 4.3.1 we assume that we still have $n - (n + 1)j \geq 0$; for ease of calculation we will therefore still assume that $j = 0$ here so we are looking for solutions localised near $\theta = \pi/2$ but not on $S_2$.

In this case we can simply substitute $n = 0$ and $j = 0$ into the results of section 4.3.1. We find the real and imaginary parts of the quasinormal frequencies from equations (94) and (96) respectively: at leading order

$$\tilde{\omega}_R = \tilde{\lambda} + \frac{2\eta}{P'}(N + 1) + O(\ell^{-1}) \quad \text{(116)}$$

where

$$P' = 1 + \frac{\tilde{\lambda} \alpha^2}{\ell} \left(1 - \frac{\ell}{\tilde{\lambda} + \ell}\right) + \frac{\tilde{\lambda} Q_1 + Q_2}{R_z^2}. \quad \text{(117)}$$

If we define

$$\mu'' = \frac{\tilde{\lambda}}{\ell} > 0$$

we find that the imaginary part in the limit $\ell \to \infty$ is

$$\tilde{\omega}_I = -D'_2 e^{-\ell \log \ell + \ell \left[2 - \mu'' \log \mu'' + (1 + \mu'') \log (\mu'' + 1) + 2 \log \frac{\tilde{\kappa}_0 \sqrt{\alpha}}{2} \right] + (N + \frac{1}{2} - \nu_1) \log \ell + O(\ell^{-1})} \quad \text{(118)}$$
where \( \nu_1 \) is independent of \( \ell \) and defined in (93) with \( n = 0 \) and \( j = 0 \), \( D'_2 \) is a constant proportional to \( s^{\nu_1} \) that vanishes in the decoupling limit and \( \tilde{\kappa}_0 = \sqrt{\omega_R^2 - \tilde{\lambda}^2} \) with \( \tilde{\omega}_R \) defined in (116).

B Appendix: Quasimode construction

Quasimodes are approximate solutions of the wave equation, with exponentially small error [21, 22]. Quasimodes can be used to study local features of potentials, and establish rigorous lower bounds on the uniform decay of fields. Even though one can envisage such a construction for generic backgrounds, it has only been firmly established for backgrounds that admit separable solutions [21, 22]. In such cases, the equations of motion governing how certain perturbations propagate on such backgrounds, become a set of coupled ordinary differential equations, for which potentials can be defined. Our geometries fall into that class.

Quasimodes are constructed as follows. One first restricts to a finite domain and impose boundary conditions at the edges of this domain. We choose our boundary conditions to be such that at the centre, \( w = 0 \), the quasimode is regular, and at a given radius, say \( w = w_c \) we impose a Dirichlet boundary condition \( \Phi = 0 \). The choice of \( w_c \) is largely irrelevant, except we want to make it sufficiently large that any interesting feature in our potential lies in the interval \( w \in (0, w_c) \). We solve this Dirichlet problem for \( w < w_c \), which gives a set of normal mode frequencies, and then set \( \Phi = 0 \) for \( w > w_c \). The resulting solutions are not smooth at \( w = w_c \); one defines quasimodes by applying a smoothing procedure near \( w = w_c \), which means that one no longer has an exact solution to the wave equation: there is a small error near \( w_c \).

We will perform the first part of this construction, i.e., solution of the Dirichlet problem. It turns out that the associated normal mode frequencies give an excellent fit to the real part of the frequencies of our quasinormal modes. For the sake of presentation, we will only describe below the case in which we kept \( m_\psi \) fixed, but allow \( m_\phi \) to become arbitrarily large. In addition, we will set \( \ell = |m_\phi| + |m_\psi| \).

The idea is simple, we start with a consistent ansatz for the angular and radial eigenfunctions and eigenvalues. These take the following form:

\[
X(x) = x^{|m_\psi|}(1 - x^2)^{|m_\psi|/2} \sum_{k=0}^{+\infty} \frac{\bar{X}_k(x)}{|m_\phi|^k}, \quad W(w) = e^{-|m_\psi|\bar{\delta}(w)}W_0(w) \left[ 1 + \sum_{k=1}^{+\infty} \frac{\bar{W}_k(w)}{|m_\phi|^k} \right],
\]

\[
A = (|m_\phi| + |m_\psi|)(|m_\phi| + |m_\psi| + 2) + \sum_{k=0}^{+\infty} \frac{\bar{A}_k}{|m_\phi|^k}, \quad \text{and} \quad \bar{\omega} = \sum_{k=0}^{+\infty} \frac{\bar{\omega}_k}{|m_\phi|^k}.
\]

Inputting these into the equations of motion, allows us to determine the coefficients \( \{\bar{X}_k(x), \bar{W}_k(w), \bar{A}_k, \bar{\omega}_k\} \) to any order in the expansion. For instance, keeping all parameters in the 3-charge microstate geometries gives

\[
\bar{A}_0 = \alpha_1 \alpha_2 \eta n \bar{\omega}_0^2, \quad \bar{A}_1 = -\alpha_1 \alpha_2 \eta \bar{\omega}_0 \left[ (2n + 1)\bar{\omega}_0 (|m_\psi| + 1) - 2n \bar{\omega}_1 \right],
\]

\[
\bar{\omega}_0 = 2 \eta, \quad \bar{\omega}_1 = -\frac{2 (\alpha_1 + \alpha_2 + \alpha_1 \alpha_2 n^2 + \alpha_1 \alpha_2 n)}{[(\alpha_1 + \alpha_2) n^2 + (\alpha_1 + \alpha_2) n + 1]^3}.
\]
It is possible to go to higher orders in $k$, but the expressions become increasingly complicated. Progress can be made by choosing specific values for $\alpha_1$, $\alpha_2$, $n$ and $m_\psi$. For instance, for $\alpha_1 = \alpha_2 = n = -m_\psi = 1$ (the parameters of Fig. (2)), we find

$$\tilde{\omega} = \frac{2}{5} - \frac{8}{125|m_\phi|^2} - \frac{424}{3125|m_\phi|^3} - \frac{21284}{78125|m_\phi|^4} - \frac{96864}{1953125|m_\phi|^5} - \frac{34114268}{48828125|m_\phi|^6} + O(|m_\phi|^{-6})$$
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