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Abstract

We find the exponential exact two-terms non-asymptotic expression for the maximum and minimum distribution of a non-Gaussian, in general case, random vector.
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1 Statement of problem. Notations. Foreword.

Let \((\Omega = \{\omega\}, \mathcal{B}, P)\) be certain (sufficiently rich) probability space and let \(D = \{1, 2, \ldots, d\}\) be a positive integer numerical set, \(\xi = \xi = \{\xi_1, \xi_2, \ldots, \xi_d\}, d = \ldots\)
2, 3, . . . be a random vector. Define the following important notion of the tail of maximum distribution

\[ Q[S](u) \overset{def}{=} P\left[ \max_{i \in S} \xi_i > u \right], \]  

so that

\[ Q(u) = Q[D](u) \overset{def}{=} P\left[ \max_{i=1,2,...,d} \xi_i > u \right] \]

for the sufficiently great values \( u \), say for \( u \geq 1 \).

In particular,

\[ Q_i(u) := P(\xi_i > u), \quad Q_{i,j}(u) := P(\xi_i > u, \xi_j > u), \quad i, j \in D, \ i \neq j. \]

The case of the minimum distribution

\[ S[\xi](u) \overset{def}{=} P(\min_{i \in D} \xi_i > u), \ u \geq 1. \]

will be considered further.

Our purpose in this report is to deduce the exact exponential tail estimations for these tail probabilities.

We do not suppose the Gaussian distribution of the source vector \( \xi \).

There are a huge numbers of works devoted to this problem, see e.g. [2], [3], [5], [8], [11], [23], [24], [25], [29], [33] etc. The applications of these estimates in the Law of Iterated Logarithm (LIL) and following in statistics are investigated in particular in [16], [33], [34], [35].

Note that as a rule in the mentioned works is considered the case when \( d \rightarrow \infty \).

Preliminary estimations.

We will use the classical Bonferroni’s inequality

\[ \sum Q_i(u) - \sum \sum Q_{i,j}(u) \leq Q[D](u) \leq \sum Q_i(u), \ u \geq 1. \]

where by definition

\[ \sum \overset{def}{=} \sum_{i \in D}, \quad \sum \sum \overset{def}{=} \sum_{i,j \in D; i \neq j}. \]
We present here for beginning some known facts from the theory of one-dimensional random variables with exponential decreasing tails of distributions, see [5], [6], [7], [8], [12], [13], [18], [20], [21], [22], [24], [25], [26].

Let \( \phi = \phi(\lambda), \lambda \in (-\lambda_0, \lambda_0), \) \( \exists \lambda_0 = \text{const} \in (0, \infty) \) be certain even strong convex which takes positive values for positive arguments twice continuous differentiable function, briefly: Young-Orlicz function, such that

\[
\phi(0) = 0, \quad \phi'(0) = 0, \quad \phi''(0) \in (0, \infty).
\]

For instance:

\[
\phi(\lambda) = 0.5 \lambda^2, \lambda \in \mathbb{R}; \quad \text{the so-called subgaussian case.}
\]

We denote the set of all these Young-Orlicz function as \( \Phi : \Phi = \{ \phi(\cdot) \} \). We say by definition that the centered random variable (r.v) \( \xi \) belongs to the space \( B(\phi) \), if there exists certain non-negative constant \( \tau \in [0, \infty) \), such that

\[
\forall \lambda \in (-\lambda_0, \lambda_0) \Rightarrow E \exp(\pm \lambda \xi) \leq \exp(\phi(\lambda \tau)).
\]

(5)

**Definition 2.1.** The minimal non-negative value \( \tau \) satisfying the last relation (5) for all the values \( \lambda \in (-\lambda_0, \lambda_0) \), is named as a \( B(\phi) \) norm of the variable \( \xi \), write \( ||\xi||_{B(\phi)} \equiv \inf \{ \tau, \tau \geq 0, \forall \lambda \in (-\lambda_0, \lambda_0) \Rightarrow E \exp(\pm \lambda \xi) \leq \exp(\phi(\lambda \tau)) \} \). \( (6) \)

For instance: \( \phi(\lambda) = 0.5 \lambda^2, \lambda \in \mathbb{R}; \quad \text{the so-called subgaussian case, write } \xi \in \text{Sub}. \)

We will denote as ordinary the norm in this very popular space by \( || \cdot ||_{\text{Sub}} \):

\[
||\xi||_{\text{Sub}} \equiv ||\xi||_{B(\phi_2)}.
\]

(7)

It is known that if the r.v. \( \xi_i \) are independent and subgaussian, then

\[
|| \sum_{i=1}^{n} \xi_i ||_{\text{Sub}} \leq \sqrt{\sum_{i=1}^{n} ||\xi_i||^2_{\text{Sub}}.}
\]

**Definition 2.2.** The centered r.v. \( \eta \) with finite non-zero variance \( \sigma^2 := \text{Var}(\eta) \in (0, \infty) \) is said to be strictly subgaussian, write: \( \eta \in \text{StSub} \), iff

\[
E \exp(\pm \lambda \eta) \leq \exp(0.5 \sigma^2 \lambda^2), \lambda \in \mathbb{R}.
\]

(7)

For instance, every centered non-zero Gaussian r.v. belongs to the space \( \text{StSub}. \) The Rademacher’s r.v. \( \eta : P(\eta = 1) = P(\eta = -1) = 1/2 \) is also strictly subgaussian. Many other strictly subgaussian r.v. are represented in [5], [24].
It is known that the set \( B(\phi), \phi \in \Phi \) relative the norm (2.3) and ordinary algebraic operations forms a Banach functional rearrangement invariant space, which are equivalent the so - called Grand Lebesgue ones as well as Orlicz exponential spaces. These spaces are very convenient for the investigation of the r.v. having an exponential decreasing tail of distribution, for instance, for investigation of the limit theorem, the exponential bounds of distribution for sums of random variables, non-asymptotical properties, problem of continuous and weak compactness of random fields, study of Central Limit Theorem in the Banach space etc.

Denote by \( \nu(\cdot) \) the Young - Fenchel, or Legendre transform for the function \( \phi : \)

\[
\nu(x) = \nu[\phi](x) \overset{def}{=} \sup_{\lambda:|\lambda| \leq \lambda_0} (\lambda x - \phi(\lambda)) = \phi^*(x).
\] (8)

It is important for us in this preprint to note that if the non - zero r.v. \( \xi \) belongs to the space \( B(\phi) \) then

\[
P(\xi > x) \leq \exp \left( -\nu(x/||\xi||_{B(\phi)}) \right).
\] (9)

The inverse conclusion is also true up to multiplicative constant under suitable conditions.

Further, assume that the centered r.v. \( \xi \) has a finite in some non - trivial neighborhood of origin finite moment generation function

\[
\phi[\xi](\lambda) \overset{def}{=} \max_{\pm} \ln E \exp( \pm \lambda \xi ) < \infty, \; \lambda \in (-\lambda_0, \lambda_0)
\]

for some \( \lambda_0 = \text{const} \in (0, \infty] \). Obviously, the last condition is quite equivalent to the well - known Cramer’s one.

We can and will agree \( \phi[\xi](\lambda) := \infty \) for all the values \( \lambda \) for which

\[
E \exp( |\lambda| \xi ) = \infty.
\]

The introduced in (2.6) function \( \phi[\xi](\lambda) \) is named as natural function for the r.v. \( \xi \); herewith \( \xi \in B(\phi[\xi]) \) and moreover

\[
||\xi||_{B(\phi[\xi])} = 1.
\]

3 Main result. Upper maximum tail estimate.

Let us return to the formulated above problem, \( Q[\xi](u) \) estimation. We suppose that there exists certain function \( \phi \in \Phi \) such that

\[
\forall i \in D \Rightarrow \beta_i := ||\xi_i||_{B(\phi)} \in (0, \infty).
\] (10)
Set also
\[
\beta := \max_{i \in D} \beta_i, \quad r := \text{card}\{ \beta_i : \beta_i = \beta \},
\]
where as ordinary \( \text{card}(M) \) denotes the amount of elements of the set \( M \);
\[
R = R[\beta] \overset{\text{def}}{=} \{ i; \ i \in D, \ \beta_i < \beta \},
\]
\[
\underline{\beta} \overset{\text{def}}{=} \max\{\beta_i, \beta_i < \beta\} = \max\{\beta_i, \ i \in R[\beta]\}.
\]

**Proposition 3.1.** We conclude by means of the Bonferroni’s inequality (4)
\[
Q[\xi](u) \leq r \exp\left( -\nu[\phi](u/\beta) \right) + \sum_{i \in R} \exp\left( -\nu[\phi](u/\beta_i) \right),
\]
and following
\[
Q[\xi](u) \leq r \exp\left( -\nu[\phi](u/\beta) \right) + (d - r) \exp\left( -\nu[\phi](u/\underline{\beta}) \right).
\]

**4 Main result: lower maximum tail estimates.**

We intent to apply here the left-hand side of the relation of Bonferroni (4) and we retain the restrictions (10). Moreover, let us suppose
\[
\exists \delta_i \in (0, \beta_i] \Rightarrow Q_i(u) \geq \exp\left\{ -\nu[\phi](u/\delta_i) \right\}, \ u \geq 1.
\]

Further, we deduce applying the triangle inequality for the \( B(\phi) \) norm
\[
||\xi_i + \xi_j||B\phi \leq \beta_i + \beta_j, \ i \neq j,
\]
that
\[
Q_{i,j}(u) \leq P(\xi_i + \xi_j \geq 2u) \leq \exp\left\{ -\nu[\phi](2u/(\beta_i + \beta_j)) \right\}.
\]

To summarize,

**Proposition 4.1.**
\[
Q[\xi](u) \geq \sum \exp\left\{ -\nu[\phi](u/\delta_i) \right\} - \sum \sum \exp\left\{ -\nu[\phi](2u/(\beta_i + \beta_j)) \right\}, \ u \geq 1.
\]
5 A note about the minimum distribution.

Let us take into account the tail of the minimum distribution for the source random vector (we recall)

$$S[\xi](u) \stackrel{def}{=} \mathbf{P}(\min_{i \in D} \xi_i > u), \ u \geq 1.$$  \hspace{1cm} (18)

We assume that the r.v. $\xi = \vec{\xi}$ is non-negative: $\xi_i \geq 0$ and define the so-called multivariate moment generation function (cf. with a characteristic function)

$$g[\xi](\lambda) = g(\lambda) \stackrel{def}{=} \mathbf{E}\exp(\lambda, \xi),$$  \hspace{1cm} (19)

where $\lambda = \vec{\lambda} \in R^d$, $(\lambda, \xi) = \sum \lambda_i \xi_i$; and as ordinary $(\lambda, \xi) = \sum \lambda_i \xi_i$, $|\lambda| := \sqrt{(\lambda, \lambda)}$.

It will be presumed that this function is finite at last in some neighborhood of origin:

$$\exists \epsilon \in (0, \infty) \ \forall \lambda : |\lambda| < \epsilon \Rightarrow g(\lambda) < \infty.$$  \hspace{1cm} (20)

Of course, if the random vectors $\xi, \eta$ are independent, then $g[\xi + \eta](\lambda) = g[\xi](\lambda) \cdot g[\eta](\lambda)$.

Let now $q_i, i \in D$ be arbitrary numerical vector such that

$$q_i \geq 1, \ \sum_{i} \frac{1}{q_i} = 1.$$  

The Hölder’s inequality give us

$$g[\xi](\lambda) \leq \prod_{i \in D} [\mathbf{E}\exp(\ q_i \ \lambda_i \ \xi_i) ]^{1/q_i} = \prod_{i \in D} \{g[\xi_i](\lambda_i \ q_i) \}^{1/q_i}.$$  

In particular,

$$g[\xi](\lambda) \leq \left\{ \prod_{i \in D} g[\xi_i](\lambda_i \ d) \right\}^{1/d}.$$  

If in addition the r.v. $\{\xi_i\}$ are identical distributed and $\lambda_i = \mu = \text{const} > 0$, then

$$g[\xi](\lambda) \leq g[\xi_1](\mu \ d).$$  

Further, define as usually the so-called Young-Fenchel, or Legendre transform in the multivariate case $x = \vec{x} = \{x_i\} \in R^d$

$$g^*(\vec{x}) = g^*(x) \stackrel{def}{=} \sup_{\lambda \in R^d} [ (\lambda, x) - g(\lambda)].$$  \hspace{1cm} (21)
It is known, see [5], [27] that under formulated restrictions
\[ P(\forall i \in D \Rightarrow \xi_i \geq x_i) = P[ \cap_{i \in D} \{ \xi_i \geq x_i \} ] \leq \]
\[ \exp(-g[\xi]^*(\bar{x})), \ x_i \geq 0. \] (23)

As a consequence:
**Proposition 5.1.**
\[ S[\xi](u) \leq \exp \{ -g^*[\xi](u, u, \ldots, u) \}, \ u \geq 1. \] (24)

### 6 Examples.

**Definition 6.1.** The centered two-dimensional random vector \( \xi = \xi = (\xi_1, \xi_2) \) is said to be subgaussian, if
\[ E \exp(\lambda_1 \xi_1 + \lambda_2 \xi_2) \leq \exp \left\{ 0.5(\sigma_1^2 \lambda_1^2 + 2\rho \sigma_1 \sigma_2 \lambda_1 \lambda_2 + \sigma_2^2 \lambda_2^2) \right\} \] (25)
for arbitrary real numbers \( \lambda_1, \lambda_2 \in R \). Here \( \sigma_1, \sigma_2 = \text{const} > 0, \ \rho = \text{const}, \ |\rho| < 1. \)

For instance, the relation (25) is satisfied for arbitrary non-degenerate, i.e. having strictly positive definite (symmetrical) covariation matrix, centered two-dimensional Gaussian distributed random vector, as well as for the independent subgaussian centered random variables \( (\xi_1, \xi_2) \). The value \( \rho \) may be named as a subgaussian correlation between r.v. \( \xi_1, \xi_2 \).

We conclude by virtue of Proposition 5.1 after simple calculations for the values in particular \( u \geq 1 \)
\[ P(\min(\xi_1, \xi_2) > u) \leq \zeta[\sigma_1, \sigma_2, \rho](u), \] (26)
where
\[ \zeta[\sigma_1, \sigma_2, \rho](u) \defeq \exp \left\{ -\frac{u^2}{2(1-\rho^2)} \frac{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2}{\sigma_1^2 \sigma_2^2} \right\}. \] (27)

Of course,
\[ P(\min(\xi_1, \xi_2) > u) \leq \min\{ \zeta[\sigma_1, \sigma_2, \rho](u), \ \exp \{ -g^*[\xi_1, \xi_2](u, u) \} \}. \] (28)

**Remark 5.1.** The last estimate (28) is exponential asymptotically as \( u \to \infty \) exact for instance for the centered gaussian distributed two-dimensional random vector.
Remark 5.2. This estimate is also asymptotically as \( u \to \infty \) exponential exact for the subgaussian r.v. in both the extremal cases \( \rho = 0 \) and \( \rho = 1 - \rho \). Indeed, let \( \xi_1, \xi_2 \) be independent and standard subgaussian:

\[
\mathbb{E}\xi_{1,2} = 0, \quad ||\xi_1||_{\text{Sub}} = ||\xi_2||_{\text{Sub}} = 1.
\]

The relation (28) give us the following exponential exact estimate

\[
P(\min(\xi_1, \xi_2) > u) \leq \exp\left(-u^2\right), \quad u \geq 1.
\]

Further, let now \( \xi_1 = \xi_2 = \xi \) be a standard subgaussian variable; then

\[
\min(\xi_1, \xi_2) = \xi, \quad \rho = +1.
\]

The relation (28) give us the following exponential exact estimate yet in this limiting case \( \rho = 1 - \rho \)

\[
P(\min(\xi_1, \xi_2) > u) \leq \exp\left(-u^2/2\right), \quad u \geq 1.
\]

Sub - remark 5.2. Notice in addition to the foregoing remark 5.2 that in these conditions, aside from one that \( \rho = +1 \) we assume instead \( \rho = -1 \); i.e. that \( \xi_1 = -\xi_2 \). This case is trivial for us, as long as under these restrictions

\[
P(\min(\xi_1, \xi_2) > u ) = 0, \quad u > 0.
\]

7 Concluding remarks.

It is interest in our opinion to find the exact exponential lower tail estimations for the minimum of random variables.
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