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Abstract—This paper presents the development of machine learning-enabled data-driven models for effective capacity predictions for lithium-ion batteries under different cyclic conditions. To achieve this, a model structure is first proposed with the considerations of battery ageing tendency and the corresponding operational temperature and depth-of-discharge. Then based on a systematic understanding of covariance functions within the Gaussian process regression, two related data-driven models are developed. Specifically, by modifying the isotropic squared exponential kernel with an automatic relevance determination structure, ‘Model A’ could extract the highly relevant input features for capacity predictions. Through coupling the Arrhenius law and a polynomial equation into a compositional kernel, ‘Model B’ is capable of considering the electrochemical and empirical knowledge of battery degradation. The developed models are validated and compared on the Nickel Manganese Cobalt Oxide (NMC) lithium-ion batteries with various cycling patterns. Experimental results demonstrate that the modified Gaussian process regression model considering the battery electrochemical and empirical ageing signature outperforms other counterparts and is able to achieve satisfactory results for both one-step and multi-step predictions. The proposed technique is promising for battery capacity predictions under various cycling cases.
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I. INTRODUCTION

Lithium-ion (Li-ion) batteries have become the primary power sources in electric vehicles (EVs), owing to their advantages such as high energy capability and low self-discharge [1]. However, the lifetime of Li-ion batteries is not unlimited, and their performance deteriorates along with time and operations [2]. In real applications, a Li-ion battery is generally operated with cyclic charging and discharging operations, further leading its capacity to gradually degrade to the end-of-life (EOL). Without suitable monitor or prognostic solutions for cyclic capacity, both the power and energy of a battery will drop fast [3,4]. Besides, the operational impairment and even catastrophic events are also easy to occur during battery service period [5]. Therefore, to ensure the reliability and safety of a Li-ion battery, reliable and accurate prediction of capacity decay in real-time is critical.

Unfortunately, the battery degradation process is highly nonlinear and influenced by multiple factors, including both manufacturing aspects and operating conditions, which complicate the battery capacity prognostics [6]. Over the last decade, extensive efforts have been carried out to achieve reasonable cyclic capacity predictions, resulting in a myriad of online prognostic approaches. These cyclic capacity prediction techniques can be roughly classified into two categories, namely the model-based and data-driven methods.

For the model-based methods, a proper model with some prior information of a battery, such as the electrochemical models (EMs) [7,8], equivalent circuit models (ECMs) [9,10], together with some recursive observers such as the Kalman filter [11,12] and particle filter [13], are applied to capture and update the battery capacity related parameters based on the data obtained during charging/discharging conditions. Although these model-observer based approaches are able to estimate the cyclic capacity under certain conditions, the model parameters directly determining the estimation performances are still difficult to be accurately identified especially taking into account various cycling conditions. Besides, the involved partial differential equations and large matrix manipulations inevitably increase the computational effort, further restraining their applications in real-time embedded systems for long-term predictions. In addition to the EM/ECM-based approaches, cyclic capacity prediction models based on the semi-empirical models have also been developed. By means of suitable nonlinear functions (i.e., exponential forms [14,15,16] or polynomial forms [17,18]) with various data fitting technologies to portray the relation among battery cyclic capacity ageing and stress factors, these referred works seem much easier to be implemented in real-time applications. However, semi-empirical models are inherently open-loop approaches, compromising their generalization and adaptability particularly in long-term predictions.

Data-driven methods, which generally rely on advanced machine learning techniques to capture the underlying mapping among predefined input-output pairs, have also gained...
increasing attention in the field of battery cyclic capacity prediction. In the literature, various intelligent techniques were successfully devised for cyclic capacity prediction, such as support vector machine (SVM) \cite{19,20} and artificial neural network (ANN) \cite{21,22}. For these state-of-the-art applications, despite the good performance of SVM and ANN on battery capacity prediction, they can only provide deterministic point prediction and failed to provide the corresponding uncertainty quantification. Note that the uncertainties of predicted values could be also helpful for the users to make informed decisions \cite{23}. Therefore, a powerful capacity prediction method calls for not only the prediction of future expectations but also the expression of associated quantified uncertainties.

Deriving from the Bayesian framework, Gaussian process regression (GPR) models have been widely applied to prognostic problems due to their advantages of being nonparametric and probabilistic \cite{24}. The expression of a nonparametric model is naturally adapted to the complexity of data. Therefore, this type of model has the advantage of being more flexible than the parametric ones. The Bayesian approach allows GPR to directly incorporate estimates of uncertainty into predictions, enabling a model to acknowledge the varying probabilities of a range of possible future health values, rather than just giving a single predicted value \cite{25}. Additionally, the structure of GPR is quite simple, as its performance is decided by a mean function and a covariance function. Till now, through constructing specific input features, a limited number of GPR applications exist in the domain of battery management. For instance, in \cite{26}, a mixture of GPR model is first presented to study the statistical properties of battery degradation process, followed by using a particle filtering to estimate battery capacities. Through combining the wavelet de-noising approach and GPR, Peng et al. \cite{27} derives a hybrid data-driven approach to predict battery capacities. Based upon the Galvanostatic voltage curve and historical capacity data, Richardson et al. \cite{28,29} propose the conventional covariance function-based GPR models to predict battery cyclic capacities and remaining useful life, respectively. Via constructing four input features from the constant-current constant voltage charging curves, Yang et al. \cite{30} applies the GPR technique to estimate the battery SOH. These publications strongly support the effectiveness of GPR techniques in battery cyclic capacity predictions. However, most studies fit the GPR-based models to the ageing data obtained under similar cyclic conditions, ignoring different cases of stress factors such as temperature and depth-of-discharge (DOD) levels. Such GPR models may not be enough for battery capacity predictions under various cyclic conditions.

Additionally, the existing GPR-based models still fail to exploit many potentials of GPR. For all of the aforementioned GPR technologies, just the conventional kernel functions were studied in battery cyclic capacity predictions. The assumptions of a simple isotropic kernel for the underlying battery degradation behaviours are overly simplified, especially for various cycling cases. To the best of our knowledge, there is still a lack of investigations on combining the capacity-ageing electrochemical or empirical elements with the GPR-based data-driven model to further enhance the accuracy and generalization ability for battery capacity prediction. Hence, benefits of modified covariance functions are insufficiently harnessed in the field of battery cyclic capacity prediction. It should be a promising way by incorporating the battery ageing electrochemical or empirical knowledge into the covariance function to improve the prediction performance of GPR when considering various cyclic conditions.

Considering the foregoing research gap, for the first time, we are strongly incentivized to devise improved GPR-based data-driven methods for Li-ion battery capacity prediction by considering different cyclic conditions (dissimilar temperature and DOD levels). The main contributions of this paper can be summarized as follows. First, to involve the input features of cyclic temperature and DOD, a novel GPR model structure is proposed for predicting battery capacities under various cyclic conditions, where the information of capacity ageing tendency can be also leveraged. Second, two innovative types of GPR-based models are developed based on a systematic understanding of covariance functions: 1) by modifying the basic squared exponential (SE) kernel with the automatic relevance determination (ARD) structure, ‘Model A’ is capable of removing the irrelevant inputs of GPR; 2) through coupling the Arrhenius law and a polynomial equation with the compositional kernel, ‘Model B’ is able to integrate the electrochemical and empirical elements of battery ageing into GPR. Finally, the proposed GPR-based techniques are evaluated and compared regarding the prediction accuracy. Obviously, with the coupled electrochemical and empirical elements of battery degradation, ‘Model B’ outperforms other counterparts in terms of training, one-step, and multi-step prediction results. This is the first known GPR application by constructing its covariance function with the battery ageing electrochemical and empirical knowledge for cyclic capacity prognostics.

The remainder of this article is organized as follows. Section II specifies the cyclic ageing dataset and the proposed GPR model structure. Then the fundamentals behind GPR, two powerful GPR models with improved covariance functions, and the corresponding performance indicators are elaborated in Section III. Section IV provides in-depth analyses of the performance of the proposed GPR-based models for cyclic capacity prediction via two case studies, followed by several comparative studies in Section V. Finally, Section VI concludes this work.
II. CYCLIC AGEING DATASET AND GPR MODEL STRUCTURE

A. Cyclic ageing dataset

In real applications, the cyclic ageing behaviours of Li-ion batteries are affected by many operational stress factors. In our study, three elements including the operating temperature (°C), DOD (%), and the number of full equivalent cycles (FECs) are considered as the studied stress factors in GPR models to predict capacity degradation dynamics. The cyclic ageing dataset from commercial Nickel-Manganese-Cobalt (NMC)/graphite pouch batteries with a rated nominal capacity of 21Ah is adopted for the purpose of model training and testing. Specifically, eighteen cells were subjected to six different cycling conditions and were grouped as Case 1 to 6. All the cells were cycled with the same middle-SOC of 50%, but under the different cycling DODs (50%, 80% and 100%) and temperatures (35°C and 45°C). In this manner, all DODs are conducted with an average SOC value of 50%. Detailed cyclic ageing test matrix regarding the cyclic DOD, temperature, charging/discharging current rates are summarized in Table I. Here the capacity degradations were determined by averaging the measured capacities of three cells. The corresponding error bars represent the standard deviations of all three cells in each set, which are within 2% tolerance window and acceptable [14]. It should be known that the effectiveness of this dataset has been proven in [31]. More detailed experimental information can be found in [31], which are not repeated here due to space limitations.

| Cyclic DOD [%] | Temperature [°C] | Charge current rate | Discharge current rate |
|----------------|-----------------|-------------------|-----------------------|
| Case 1         | 100             | 35                | C/3                   |
| Case 2         | 50              | 45                | C/3                   |
| Case 3         | 50              | 55                | C/3                   |
| Case 4         | 80              | 35                | C/3                   |
| Case 5         | 80              | 45                | C/3                   |
| Case 6         | 80              | 45                | C/3                   |

On the basis of the above mentioned test matrix, the capacity dataset under six cyclic conditions with different DOD levels (50%, 80% and 100%) and operational temperatures (35°C and 45°C) is obtained. All these capacity degradation curves, along with the corresponding standard error bars versus cycle number, are shown in Fig. 1. It can be observed that different cyclic conditions would lead to various battery capacity degradation rates. Specifically, for the cyclic conditions of deep cycling DOD levels and high operational temperatures such as Case 4 and Case 6, cells generally present faster degradation trends. In contrast, for the cyclic operations with shallow DOD levels and low temperature such as Case 3 and Case 5, the corresponding capacity degradation rates seem to be relatively slower. According to the comparisons of the capacity degradation curves, battery cyclic capacity degradation process would be accelerated through increasing the operational DOD and temperature levels. For the purpose of exploring ageing information and evaluating the extrapolation performance of the proposed data-driven models, four cases (Case 1, Case 2, Case 3, and Case 4), which are operated under different DOD and temperature levels, are applied as the training dataset to help the model learn the underlying mapping mechanism. The other two cases (Case 5 and Case 6) are used to verify the effectiveness of this dataset has been proven in [31]. More detailed experimental information can be found in [31], which are not repeated here due to space limitations.

B. GPR model structure

After collecting the cyclic capacity dataset for Li-ion batteries, GPR technologies could be developed to capture the battery capacity dynamics under different cyclic conditions. In order to achieve a reliable and efficient prediction for Li-ion battery capacity degradation, suitable input features require to be extracted in the process of designing the model.

On the one hand, an unsuitable cyclic temperature is detrimental to the battery performance. At high temperature cases, the side-reactions such as transition metal dissolution are accelerated, and the cyclable lithium loss is augmented, further inducing the available capacity loss. Under the low temperature conditions, the dominant capacity degradation mechanism becomes lithium plating, further resulting in the cyclable lithium loss [32]. In light of these, the cyclic temperature is considered as one key input feature of our model.

On the other hand, for many Li-ion battery types, cycling operation would damage the reversibility of electrode active materials, especially at the high DOD level. This could be explained in terms of the mechanical stress induced by the variations occurring in the electrode active materials during battery cyclic operations [33]. Therefore, the cyclic DOD level is also considered as another key input feature.
takes both cyclic temperature and DOD into account, is proposed for both one-step and multi-step predictions of cyclic capacity degradation, as shown in Fig. 2.

In the training process, after recombination of training dataset (here includes four cases), the corresponding input and output vectors of model are constructed as \[ C_{bat}(t-1), ..., C_{bat}(t), T_{cyclic}, DOD_{cyclic} \] and \[ C_{bat}(t+1), \] respectively. Here \( t \) denotes the length of previous capacity. Both \( T_{cyclic} \) and \( DOD_{cyclic} \) are constant for each specific cyclic case. Then the GPR is employed to study the underlying mapping among this inputs-output pair offline without adding new data. After training, both one-step \( C_{bat}(t+1) \) and multi-step \( C_{bat}(t+k) \) predictions are carried out for the testing dataset (here includes two cases). For the multi-step cyclic capacity prediction, a recursive process is carried out using the previously predicted capacity value as the next input point to further predict a new capacity point under the same conditions of \( T_{cyclic} \) and \( DOD_{cyclic} \). This process will be iteratively conducted until the predefined \( k \) th step is reached. Then all the further capacity values during this \( k \)-step predictions could be also attained. It is evident that in the model structure, previous and current capacity points would be also involved, bringing the benefits that the information of battery capacity degradation tendencies under various \( T_{cyclic} \) and \( DOD_{cyclic} \) can be simultaneously extracted. Then the GPR-based model would study the potential mechanism among them, giving raising to the fact that the proposed model is able to consider the tendency information under various cyclic conditions.

### III. TECHNOLOGIES

This section first gives a description of the fundamentals behind the GPR technique. Then, two powerful covariance functions are designed within the GPR model for predicting battery capacities under various cyclic conditions. Additionally, the corresponding performance indicators are also elaborated.

#### A. Gaussian Process Regression

Deriving from the Bayesian theory, GPR can be seen as a random process to undertake the nonparametric regression with the Gaussian processes [34]. That is, for any inputs, the corresponding probability distribution over function \( f(x) \) follows the Gaussian distribution as:

\[
f(x) \sim GP\{m(x), k(x, x')\}
\]

where \( m(x) \) and \( k(x, x') \) denote the mean and covariance functions respectively, and expressed by:

\[
m(x) = E(f(x))
\]

\[
k(x, x') = E((m(x) - f(x))(m(x) - f(x')))
\]  

Here \( E() \) represents the expectation value. It is worth noting that in practice, \( m(x) \) is generally set to be zero for simplifying calculation process [34]. \( k(x, x') \) is also named as the kernel function to explain the relevance degree between a target observation of the training data set and the predicted output based on the similarity of the respective inputs.

In a regression issue, the prior distribution of outputs \( y \) can be expressed by:

\[
y \sim N(0, \sigma^2_n I_n)
\]

\( N() \) indicates a normal distribution. \( \sigma_n \) is the noise term. Supposing there exists a same Gaussian distribution between the testing set \( x' \) and training set \( x \), the predicted outputs \( y' \) would follow a joint prior distribution with the training output \( y \) as [30]:

\[
\begin{bmatrix} y' \\ y \end{bmatrix} \sim N\left(0, \begin{bmatrix} k(x, x') + \sigma_n^2 I_n & k(x, x')^T \\ k(x', x') & k(x', x')^T \end{bmatrix} \right)
\]

(4)

where \( k(x, x'), k(x', x'), \) and \( k(x, x') \) represent the covariance matrices among inputs from training set, testing set, as well as training and testing sets, respectively.

In order to guarantee the performance of GPR, some hyperparameters \( \theta \) existing in the covariance function require to be optimized by the \( n \) points in the training process. One efficient optimization solution is to minimize the negative log marginal likelihood \( L(\theta) \) [35] as:

\[
L(\theta) = \frac{1}{2} \log(\det(\lambda(\theta))) + \frac{1}{2} y^T \lambda^{-1}(\theta)y + \frac{1}{2} \log(2\pi)\lambda(\theta) + \sigma_n^2 I_n
\]

(5)

After optimizing the hyperparameters of GPR, the predicted output \( y' \) can be obtained at dataset \( x' \) through calculating the corresponding conditional distribution \( p(y'|x', x, y) \) as [30]:

\[
p(y'|x', x, y) \sim N(y'|\bar{y'}, cov(y'))
\]

(6)

with

\[
\bar{y}' = k(x, x')^T[k(x, x) + \sigma_n^2 I_n]^{-1}y
\]

\[
cov(y') = k(x', x') - k(x, x')^T[k(x, x) + \sigma_n^2 I_n]^{-1}k(x, x')
\]

where \( \bar{y}' \) stands for the corresponding mean values of prediction. \( cov(y') \) denotes a variance matrix to reflect the uncertainty range of these predictions. More details on these equations of GPR can be found in [34].

#### B. Model A with ARD-SE kernel

Noted that the covariance function has to be selected or designed carefully as it plays a vital role in determining the performance of GPR. In fact, there are several common covariance functions in the GPR, but the selection of a suitable one is a case-by-case issue.

One efficient common covariance function is the squared exponential (SE) kernel with a radial basis form [34] as:

\[
k_{SE}(x, x') = \sigma_e^2 \exp\left(-\frac{||x-x'||^2}{2\sigma_i^2}\right)
\]

(7)

where \( \sigma_e \) is a hyperparameter to control the amplitude of covariance for all kernel case. \( \sigma_i \) is another hyperparameter to reflect the spread.

In practice, although SE kernel is smooth with simple structure, the basic SE kernel is still lack of ability to provide reliable results especially for the highly nonlinear mapping that involves multi-dimensional input terms. This is mainly caused by the limited expressiveness of the single isotropic SE function. In our cyclic ageing prediction domain, input variables are not only composed of the time-series battery capacity values, but also involving the corresponding operational temperatures and DODs. To extract different features and improve the prediction performance, one efficient way is to modify the basic SE kernel with the automatic relevance determination (ARD) structure [36], as expressed by:
\[
    k_{\text{ARD-SE}}(x,x') = \sigma_f^2 \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \frac{\|x_d-x_d'\|^2}{\sigma_d^2} \right) 
\]

where \( D \) denotes the number of input terms. It is evident that each input term \( x_d \) has an hyperparameter \( \sigma_d \) corresponding to that input term. Generally, \( \sigma_d \) is capable of determining the relevancies of input term to the regression results. A small \( \sigma_d \) results in a high relevancy.

Due to the in-built benefits of determining the relevancies for multi-dimensional input variables, ARD-SE kernel has become a competitive covariance function. Therefore, for battery cyclic ageing prediction, ARD-SE kernel may be a good candidate to extract features and capture ageing dynamics under various cyclic conditions.

In light of this, an attempt has been made first in this study to establish a GPR-based model by using the ARD-SE kernel for battery cyclic capacity prediction as:

\[
    k_{\text{ARD-SE}}(x,x') = \sigma_f^2 \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \frac{\|x_d-x_d'\|^2}{\sigma_d^2} \right) + \sum_{i=1}^{i+1} \frac{|x_i-x_i'|^2}{\sigma_i^2} 
\]

where \( \sigma_f, \sigma_r, \sigma_{pD} \) and \( \sigma_c \) denote the corresponding hyperparameters. \( i+1 \) stands for the number of input capacity terms with the same form as that in Fig. 2. Here we name this type of GPR model as ‘Model A’. Theoretically, through using ‘Model A’ in cyclic capacity prediction domain, irrelevant features among battery capacity, operational temperature and DOD could be restrained by setting large lengthscales for them, resulting in a relatively sparse and explanatory subset of features. Additionally, the prediction accuracy and generalization of ‘Model A’ can be improved to some extent because different predictors with various lengthscales are generated by using ARD structure.

C. 'Model B' with modified kernel

As described in Subsection III.B, we formulate a competitive GPR model (Model A) by using the ARD-SE kernel. However, for most literature, the kernel functions in GPR were usually selected through using the trial and error approaches, without considering any battery physical or chemical mechanisms of the related applications. Following this way, it is difficult to guarantee the applicability of the selected kernel in the general context of Li-ion battery cyclic capacity prediction. To improve the performance of GPR-based model in cyclic capacity prediction domain, a suitable modified kernel considering the electrochemical and empirical information of Li-ion battery degradation is necessary and encouraged.

On the basis of our proposed model structure in Subsection II.B, apart from time series capacities \([C_{\text{bat}}(t-i), \ldots, C_{\text{bat}}(t)]\) as the inputs to tell model the information of degradation trend, there also exists other two input terms including the \( T_{\text{cyclic}} \) and the \( DOD_{\text{cyclic}} \) to contain the information of operational temperature and DOD. These two stress factors are essential in determining the battery cyclic capacity dynamics. Therefore, the effects of both these factors are required to be carefully considered. It should be known that the electrochemical or empirical knowledge corresponding to these input terms is able to benefit the constructions of suitable kernel function within the GPR model. To this end, an attempt has been made in this study to modify the kernel function within GPR to derive an innovative model (labelled as ‘Model B’) that considers the electrochemical or empirical elements of Li-ion battery ageing. Specifically, the related components within a kernel function are modified separately to reflect all input terms including the temperature, DOD, and battery capacities.

Temperature dependency: during cycling process, temperature is a key factor to affect battery dynamics. To effectively consider this dependency, the Arrhenius law \( f_a(T) \), which illustrates that the side reactions within battery would exponentially reduce with decreasing temperature, has been reported in a myriad of literatures such as [14,17] to describe the effects of temperature as:

\[
    f_a(T) = a \cdot \exp(-E_A/RT) 
\]

where \( a \) is a pre-exponential factor. \( R \) stands for the ideal gas constant. \( E_A \) denotes the activation energy of an electrochemical reaction. \( T \) is the operational temperature condition.

On the basis of this Arrhenius equation, the component \( k_{T_{\text{cyclic}}} (x_T, x_T') \) related to \( T_{\text{cyclic}} \) in the kernel function would be modified with the same exponential form as:

\[
    k_{T_{\text{cyclic}}} (x_T, x_T') = l_T \cdot \exp \left( -\frac{1}{2} \frac{1}{l_T} - \frac{1}{l_T} \right) 
\]

where \( l_T \) and \( \sigma_T \) are corresponding hyperparameters. It is worth noting that this component of temperature dependency is expressed with an isotropic form to explain the relevance degree between outputs based on the difference between their respective cyclic temperature conditions \( x_T \) and \( x_T' \). Both these cyclic temperatures are first transferred to the reciprocal forms before introducing to a common Laplacian kernel. In the light of this, the Arrhenius law has been successfully coupled within the GPR model.

DOD dependency: next, we try to construct a suitable component within GPR to take DOD dependency into account. DOD is another essential point to battery cyclic ageing. For most battery types, a large DOD would result in a disproportional stronger ageing in comparison with the small DOD. According to many existing reports [14,37], the effect of DOD on battery cyclic ageing generally presents a polynomial or linear tendency. That is, the empirical knowledge of operational DOD dependency can be well described by using a polynomial equation. Therefore, to consider the DOD dependency in the covariance function of GPR, a polynomial kernel is applied in our study. Then a specific component \( k_{DOD}(x_{DOD}, x_{DOD}') \) related to \( DOD_{\text{cyclic}} \) is modified with the polynomial form as:

\[
    k_{DOD}(x_{DOD}, x_{DOD}') = (l_D \cdot x_{DOD}^c + c_D)^{d_D} \]

where the slope \( l_D \), the constant term \( c_D \) and the polynomial degree \( d_D \) are the hyperparameters of this component. It should be known that this component belongs to a non-stationary kernel, bringing the benefits that the computation effort can be reduced because small quantity of training data is required for non-stationary kernel [38].

Capacity dependency: For our proposed model structure,
one key benefit by using previous and current capacities as input terms is that the corresponding ageing trend information can be studied by GPR model in the training stage. In order to reflect this correlation, the components within covariance function for these capacity terms \( x_c \) and \( x'_c \) are all described by the SE kernel with hyperparameters \( l_c, \sigma_c \) as:

\[
k_{\text{chat}}(x_c, x'_c) = \sigma_c^2 \exp \left( -\frac{\|x_c - x'_c\|^2}{2l_c^2} \right)
\]  

At this point, the component of kernel function within GPR model for each input term has been formulated through the electrochemical or empirical knowledge of Li-ion battery degradation. After that, it is vital to combine these components to derive a suitable kernel function. According to the guidance in [38], the kernel function of GPR has to be positive semi-definite. Adding or multiplying the basic kernels is an effective way to result in a positive semi-definite compositional kernel. On the one hand, adding basic kernels could be seen as an ‘Or’ operation, which means that these summed basic kernels are independent with each other. On the other hand, multiplying basic kernels is similar as the ‘And’ operation, bringing the benefits that the correlations among each input terms can be simultaneously taken into account.

In battery cycling ageing prediction, it is obvious that there exists the strong underlying correlations among cyclic temperature, DOD and battery capacities. In the light of this, multiplying each component to generate a compositional kernel is suggested in this study to consider the interactions among these input terms. Then a novel compositional kernel for ‘Model B’ is formulated with the specific form as:

\[
k_{\text{modified}}(\mathbf{x}, \mathbf{x}') = k_{\text{chat}}(x_c, x'_c) \cdot k_{\text{TCyc}}(x_T, x'_T) \cdot k_{\text{DOD}}(x_{\text{DOD}}, x'_{\text{DOD}})
\]

\[
= l^2 \cdot \exp \left( -\left( \frac{1}{\sigma_T} \left| x_T - x'_T \right| + \frac{1}{\sigma_{\text{DOD}}} \left| x_{\text{DOD}} - x'_{\text{DOD}} \right| + c_d \right)^2 \right) \cdot \exp \left( -\sum_{t=1}^{T+1} \left| x_{c_t} - x'_{c_t} \right|^2 \right)
\]  

(14)

where \( \mathbf{x} \) and \( \mathbf{x}' \) denote the input vectors with the same terms as \( \mathbf{x} = (x_c, x_T, x_{\text{DOD}}) \). Under the proposed model structure as shown in Fig. 2, \( x_c \) is \( \{C_{\text{bat}}(t - 1), ..., C_{\text{bat}}(t)\} \), \( x_T = T_{\text{cyclic}} \), and \( x_{\text{DOD}} = DOD_{\text{cyclic}} \), respectively. \( l, \sigma_T, c_d, d_d \) and \( \sigma_c \) are the corresponding hyperparameters. Obviously, ‘Model B’ can be used to predict battery cyclic capacity with the considerations of Li-ion battery electrochemical or empirical ageing elements in our study.

**D. Performance indicators**

In order to evaluate the results of our proposed GPR models, the predicted capacity values should be compared with the corresponding real data from the experiment. In this regard, three different performance metrics are applied in this study for the evaluation purpose [31].

1) Mean absolute error (MAE): by defining as (15), the MAE indicator is generally used to reflect the actual situations of predicted errors. The larger the MAE, the less accurate the predicted results.

\[
\text{MAE} = \frac{1}{M} \sum_{i=1}^{M} |y_i - \hat{y}_i| 
\]

where \( M \) denotes the total number of predictions. \( y_i \) stands for the actual test values, and \( \hat{y}_i \) represents the predicted values from GPR model. These definitions are also suitable for the following indicators.

2) Maximum absolute error (ME): by defining as (16), ME is used to reflect the maximum difference between predicted values and real values. The larger the ME, the bigger difference occurs during prediction.

\[
\text{ME} = \max_{1 \leq i \leq M} |y_i - \hat{y}_i| 
\]

(16)

3) Root mean square error (RMSE): by defining as (17), RMSE is another popular indicator to reflect the deviation between the predicted values and real values. In comparison with MAE, larger absolute values would be penalized through giving more weight by using RMSE.

\[
\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (y_i - \hat{y}_i)^2}
\]

(17)

IV. PREDICTION RESULTS AND ANALYSIS

As discussed in the previous section, the GPR model with the common kernel is more or less restricted, thus may not be the most proper solutions for capacity predictions of Li-ion battery under different cyclic conditions. In contrast, the GPR model through using the improved kernel is significantly appealing due to the ability to consider the electrochemical or empirical knowledge of battery cyclic ageing. This section in-depth investigates the performance of GPR-based model for cyclic capacity prediction via two case studies, with the special focuses on the model’s accuracy.

**A. Case study 1 - Model A**

![Fig. 3. Model structure for battery cyclic capacity prediction.](image)

**TABLE II**

| Training cases | Case 1 | Case 2 | Case 3 | Case 4 |
|----------------|--------|--------|--------|--------|
| ME [Ah]        | 0.2847 | 0.2265 | 0.0808 | 0.3053 |
| MAE [Ah]       | 0.0870 | 0.0928 | 0.0357 | 0.0966 |
| RMSE [Ah]      | 0.1270 | 0.0966 | 0.0420 | 0.1409 |

The first case study aims to evaluate the performance of GPR-based ‘Model A’ that is constructed with the ARD-SE kernel. Through using the ARD structure, ‘Model A’ owns a strong feature extraction ability in theory. Fig. 3 and Table II show the training results and performance indicators of ‘Model
A’ for different cyclic temperature and DOD cases. Through using the ARD-SE kernel, ‘Model A’ is capable of capturing the overall capacity ageing trends. Here the maximum difference between the upper and lower confidence bounds almost reaches 1 Ah for all these cases. The uncertainty boundaries of training cases are mainly related to the ‘scope compliance’ uncertainty, which is used to quantify “how confident” the GPR model felt when performing predictions [23]. According to the corresponding performance indicators in Table II, Case 3 achieves the best training results. In contrast, Case 4 owns the largest ME of 0.3053Ah, which is obtained around the 400th cycle. The MAE and RMSE values for Case 4 also reach the maximum ones with 0.0966Ah and 0.1409Ah respectively, which are almost 11.2% and 10.9% larger than those from Case 1. However, due to the different lengthscale is assigned to each component within the ARD structure, all the RMSE values for such training cases are still less than 0.15 Ah (0.71% of total capacity), indicating a reliable overall training result with reasonable accuracy. Therefore, the ‘Model A’ with ARD-SE kernel is effective for battery cyclic capacity training. 

After training process, ‘Model A’ is applied to predict the future capacities for testing dataset. To investigate the extrapolation performance of ARD-SE kernel, both the one-step and multi-step predictions are carried out with the detailed analyses of their prediction results for two specific cases including Case 5 and Case 6. Table III illustrates the performance indicators for both one-step and multi-step predictions of ‘Model A’. The one-step prediction results for this testing dataset by using the well-trained ‘Model A’ are illustrated in Fig. 4. In this study, battery capacity values for all cyclic cases are between 15 Ah and 21Ah without significant difference. Besides, five-fold cross-validation is adopted to avoid training over-fitting. Therefore, there exists no significant uncertainty interval difference between the training and one-step prediction cases. It is observed that the cyclic capacity degradation trend for testing dataset can be well tracked by ARD-SE kernel. Specifically, ME values in one-step predictions for Case 5 and Case 6 are 0.2410Ah and 0.1689Ah, respectively. In addition, the RMSes for these two cases are both less than 0.1Ah (0.5% of total capacity), indicating that the one-step predictions by using the proposed ‘Model A’ is reliable.

Next, we investigate the effectiveness of ‘Model A’ for multi-step capacity predictions. For the iterative multi-step prediction, the new estimation will be utilized for the next step prediction. Thus such uncertainty is accumulated in each step. Considering this covariance propagation behaviour would result in the uncertainty bounds become larger as the prediction horizon increases. In this test, after putting two capacity terms along with the corresponding $T_{cyclic}$ and $DOD_{cyclic}$ into the well-trained GPR model, the predictions will be conducted iteratively to obtain all future battery cyclic capacities. In order to verify model’s performance based on the real collected dataset, final step numbers of Case 5 and Case 6 in multi-step predictions are set as 14 and 9, respectively. It should be known that with the same iterative way as many related publications [21], this algorithm can actually continue to predict the lifetime of a battery for a specific application. Besides, to consider the covariance propagation behaviour in iterative multi-step predictions, an effective method in [39] through adding a propagation term which depends on the derivatives of covariance function is adopted, thus the uncertainty could be propagated and continuously accumulated. More information and detailed analysis of the uncertainty propagation can be found in the Eq. (11) of Section IV and the Appendix of our group’s work [39]. Readers who have interests could check [39] and the references therein. Fig. 5 presents the multi-step prediction results for ‘Case 5’ and ‘Case 6’. It is clear that for Case 5, ‘Model A’ with the ARD-SE kernel cannot well capture the true capacity points all the time. Specifically, the prediction results are acceptable before 1100 cycles but after that, large mismatches occur. Quantitatively, the ME, MAE and RMSE are 193.5%, 349.2% and 271.5% larger than those from one-step prediction case. From Fig. 5(b), although the global capacity degradation trend of Case 6 is captured by ‘Model A’, there still exists large mismatch points. Here the ME, MAE and RMSE are 0.3919Ah, 0.2115Ah and 0.2350Ah, which are still 132.0%, 166.4% and 151.1% larger than the one-step prediction. Accordingly, ‘Model A’ with the ARD-SE kernel fails to capture the prior information of global degradation trend, further decreasing its performance for multi-step predictions.

| Table III |
|-----------|
| Performance indicators for one-step and multi-step prediction results by using ‘Model A’ |
| Testing cases | Case 5 | Case 6 |
| Prediction types | One-step | Multi-step | One-step | Multi-step |
| ME [Ah] | 0.2410 | 0.7073 | 0.1689 | 0.3919 |
| MAE [Ah] | 0.0667 | 0.2996 | 0.0794 | 0.2115 |
| RMSE [Ah] | 0.0974 | 0.3618 | 0.0936 | 0.2350 |

Fig. 4. One-step prediction results by using ‘Model A’ for testing dataset.

Fig. 5. Multi-step prediction results by using ‘Model A’ for testing dataset.
predictions.

B. Case study 2 - Model B

The performance of ‘Model B’ is also evaluated for the same training and testing dataset. Fig. 6 and Table IV illustrate its training results and the corresponding performance indicators. In general, through using the improved kernel to consider the electrochemical and empirical knowledge of battery cyclic ageing, ‘Model B’ is able to describe the capacity fading dynamics better than ‘Model A’. Such superiority is apparent with more accurate fitting results. Quantitatively, the maximum ME, MAE and RMSE of all training cases by using ‘Model B’ are obtained for Case 1 with just 0.1689Ah, 0.0557Ah and 0.0790Ah, which are 40.7%, 36.0% and 37.8% less than those from ‘Model A’.

After training, the similar one-step and multi-step prediction tests are conducted to investigate the extrapolation performance of ‘Model B’. Fig. 7 shows the results by using ‘Model B’ for one-step cyclic capacity prediction. It is evident that for both Case 5 and Case 6, the trained ‘Model B’ is able to well capture the evolution of cyclic capacity ageing trends, as indicated by the effective match between the predicted capacity points and the real data. The corresponding performance indicators of both one-step and multi-step predictions are presented in Table V. Not surprisingly, the ME, MAE and RMSE for all one-step prediction cases are within 0.15Ah, 0.05Ah and 0.06Ah, respectively, which are 11.2%, 25.0% and 28.4% less than those from ‘Model A’ case. Therefore, ‘Model B’ is highly accurate for the one-step cyclic capacity prediction.

![Fig. 7. One-step prediction results by using 'Model B' for testing dataset.](image)

![Fig. 8. Multi-step prediction results by using 'Model B' for testing dataset.](image)

Next, we focus on the evaluation of multi-step prediction performance for ‘Model B’. For this test, the same multi-step prediction process that mentioned in the above subsection is iteratively conducted by using the improved kernel. As illustrated in Fig. 8, the predicted capacities become highly similar to the real data for both Case 5 and Case 6, indicating the satisfactory multi-prediction accuracy is obtained by using our proposed ‘Model B’. From Fig. 8(a), apart from some small mismatches occur at the large local fluctuations, the global prediction performance is highly improved in comparison with that from ‘Model A’. Here the MAE and RMSE for Case 5 are 0.0680Ah and 0.0873Ah, which are 77.3% and 75.9% less than those from multi-step prediction case of ‘Model A’. Similarly, more effective multi-step prediction results are also observed in Case 6. Quantitatively, ‘Model B’ achieves the ME, MAE and RMSE values of 0.2004Ah, 0.0512Ah and 0.0771Ah for the Case 6 test. In comparison with the results of ‘Model A’ using the ARD-SE kernel, ‘Model B’ offers at least 46.9% increase in accuracy.

V. COMPARISON ANALYSIS AND DISCUSSION

In this section, to quantify the effects and determine the suitable number of input capacity terms, a comparative study among different number of input terms is first conducted. Then, to further illustrate the effectiveness of modified GPR-based models for battery cyclic capacity predictions, a conventional GPR model with the single SE kernel is also adopted and compared under the same dataset.

### A. Comparative study with different number of input capacity terms

For our proposed model structure as illustrated in Fig. 2, the number of previous and current capacity terms (here equates to
the value of $i + 1$ in Fig. 2.) plays a vital role in determining the capacity prediction performance. Generally, on the one hand, increasing the number of input capacity terms would bring more information regarding the capacity degradation tendency in the learning process, further enhancing the accuracy of predicted results. On the other hand, a data-driven model with lots of input terms would increase the model complexity and computational effort. Besides, too much input terms may also result in the overfitting problem, further reducing the model’s performance. In the light of this, it is vital to select a suitable number of input capacity terms for our proposed model.

To evaluate the effects of the different number of input terms and further prevent model from overfitting, five values of input capacity terms starting from one ($i = 0$) to five ($i = 4$) are selected. Here we take the multi-step prediction results of ‘Model B’ as illustration because the prediction performance of this electrochemical mechanism-involved GPR model is of the utmost concern in this study. After training ‘Model B’ based on the constructed inputs-output pairs, a multi-step prediction process similar to that described in Subsection IV.B is conducted for each case of input number.

![Fig. 9. Indicators of using ‘Model B’ with different input capacity terms for multi-step predictions.](image)

All three indicators (ME, MAE and RMSE) for the prediction results by using ‘Model B’ with various input capacity terms are plotted in Fig. 9. Interestingly, it can be observed that using two capacity input terms would significantly decrease the values of all indicators in comparison with using only one capacity term. After that, further adding capacity terms as inputs would not cause large variations of these indicators. Conversely, all these indicators, more or less, present slight increase tendencies. That is, involving more than two capacity input terms may cause overfitting problem, further decreasing the prediction performance of our proposed model. Therefore, the number of input capacity terms is set as two in this study to not only guarantee the predicted accuracy but also restrain overfitting.

### B. Comparison with SE-based GPR model

In order to further evaluate the performance of improved GPR models, a conventional single SE-based GPR model (SEGM) with two hyperparameters ($\sigma_f$ and $\sigma_l$) in the form of (18) is also applied based on the same dataset. The comparisons in terms of both training and prediction results would be conducted among the SEGM, ‘Model A’ and ‘Model B’ in this study. Table VI illustrates the corresponding hyperparameters within the kernels of these GPR-based models.

$$k_{SE}(x, x') = \sigma_f^2 \exp \left(-\sum_{c=1}^{i+1} \frac{\|x_c - x_c'\|^2 + \|x_{DOD} - x_{DOD}'\|^2}{2\sigma_l^2} \right)$$

(18)

![Table VI: Hyperparameters of GPR-based models](image)

| Model types | Hyper-parameters |
|-------------|------------------|
| SEGM        | $\sigma_f = 0.894, \sigma_l = 2.036$ |
| Model A     | $\sigma_f = 0.826, \sigma_l = 1.813, \sigma_{DOD} = 2.391, \sigma_f = 2.489, \sigma_l = 1.430$ |
| Model B     | $\sigma_f = 0.516, \sigma_l = 3.964, \sigma_{DOD} = 4.520, d_f = 1.323, \sigma_f = 5.282, \sigma_l = 3.351$ |

1) Comparison with the Training Results: To evaluate and compare the training performance of each model type, the indicators (ME, MAE and RMSE) for SEGM, ‘Model A’ and ‘Model B’ in terms of the training results of total dataset are shown in Fig. 10. Obviously, through using the improved GPR technique to learn the underlying mapping among capacity, DOD and temperature, the training results of ‘Model A’ and ‘Model B’ are both better than those from SEGM. Quantitatively, the ME, MAE and RMSE for total training dataset by using SEGM are 0.6481Ah, 0.2290Ah and 0.2712Ah, respectively. Through using GPR models with the improved kernels, it turns out that the corresponding training results improve nearly twice as good as the SEGM. Furthermore, in comparison with the ME, MAE and RMSE values of 0.4053Ah, 0.1061Ah and 0.1313Ah for the ‘Model A’, ‘Model B’ has the ME, MAE and RMSE values of 0.1689Ah (58.3% decrease), 0.0428Ah (59.7% decrease) and 0.0589Ah (55.1% decrease) for the total training dataset. The two modified GPR models hence validate themselves with higher training capability.

![Fig. 10. Indicators of using different model types for all training dataset.](image)

2) Comparison with the Prediction Results: For the sake of intuitively evaluating the multi-step prediction performance of each model type, the corresponding performance indicators for total testing dataset are compared and shown in Fig. 11. Due to the participation of predicted data in multi-step prediction cases, it is well expected that the ME, MAE and RMSE are all larger than those from training results. By using the improved kernels, the multi-step prediction performances of both ‘Model A’ and ‘Model B’ are enhanced as desired. From Fig. 11, the ME and RMSE for these two GPR models are within 0.71Ah and 0.31Ah, which are 32.6% and 13.6% less than those from...
SEGM. Moreover, comparing to the ‘Model A’ with ARD-SE kernel, ‘Model B’ also achieves the significant improvements for multi-step cyclic capacity prediction cases. In this case, the ME, MAE and RMSE values become 0.2576Ah (63.6% decrease), 0.0652Ah (74.7% decrease) and 0.0835Ah (72.3% decrease) respectively, which validates the superiority of coupling the electrochemical or empirical elements into the covariance function of GPR.

On the basis of above discussions, both ‘Model A’ and ‘Model B’ outperform SEGM for the same training and testing datasets. This suggests that the GPR model with the modified kernel is promising for battery capacity predictions under various cyclic cases.

C. Further Discussions

This article focuses on the development of modified kernel functions of GPR to achieve reliable battery cyclic capacity predictions under various temperature and DOD conditions. For the first time, electrochemical and empirical elements of battery ageing are effectively coupled into the covariance functions of GPR. Through using the suitable GPR solvers such as the Matlab GPR toolbox with a 2.40 GHz Intel Pentium 4 CPU, all components can be effectively integrated into the compositional kernel and the GPR models can be well trained within 15s. Noting that the obvious battery cyclic ageing generally takes several days or months, while the computational effort of GPR-based model is only about a few seconds. In this case, the proposed GPR-based capacity estimator can be conveniently implemented in real time application. In this study, due to the limited experimental resources, we mainly focus on the stress factors of DOD and relatively higher temperature. This makes our proposed models do not have a specific requirement on the battery charge/discharge currents. Besides, none of the modifications can be seen as a one-size-fits-all solution for GPRs. How to effectively improve GPR performance is still an open research question for battery capacity prognostics.

Further interesting areas for the GPR-based battery capacity predictions can be summarized as: 1) Even though testing the battery ageing performance with more stress factor cases is time-consuming, extensive ageing tests are also recommended to generate more well-rounded database especially for real EV applications. 2) After collecting valuable ageing data of EV applications, more useful input features such as the absolute elapsed time during certain EV conditions, charge throughput, mileage or cycle number etc. could be extracted for battery capacity prognostics. 3) As mean function is able to dominate the predictions in regions far from the training data, developing suitable $m(x)$ for GPR can be considered especially in long-term battery ageing prediction domain. Based on the above solutions, our future work includes the improvement of GPRs to consider more stress factors such as charging/discharging current rate, lower temperatures and even factors changing cases. Besides, inspired by the process in [39], an in-depth systematic analysis on the uncertainty propagation of iterative multi-step battery capacity predictions would be conducted in the future.

VI. CONCLUDING REMARKS

In this article, the novel data-driven approaches are presented for predicting the cyclic capacity of the NMC-based Li-ion batteries under various operational temperature and DOD conditions. The modified GPR models are employed to study the underlying relationship among degraded battery capacity, cyclic temperatures and DODs. In particular, on the basis of electrochemical and empirical knowledge of battery degradation, an attempt has been made to construct a mechanism-conscious GPR model in cyclic capacity prediction domain. Through coupling the Arrhenius law and polynomial equation into a compositional kernel within GPR, ‘Model B’ allows to make satisfactory predictions and reliable uncertainty quantification of capacity degradation for the Li-ion batteries subjected to various cyclic conditions. Illustrative results show that the proposed data-driven models are effective and robust. It is also confirmed that the modified covariance function considering the battery mechanism knowledge outperforms the ARD-SE based covariance function in both training and testing phases. Here the ME, MAE, RMSE of ‘Model B’ are less than 0.26Ah (1.2%), 0.07Ah (0.3%) and 0.09Ah (0.4%) for all multi-step prediction cases. This is the first known application by directly coupling the battery electrochemical and empirical cycling ageing information into the GPR. After collecting suitable battery ageing data, battery manufacturers are able to use our proposed GPR models to their operational conditions and achieve satisfactory predictions as well as reliable uncertainty management regarding the future cyclic capacities and battery SOH.
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