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Abstract

For many learning problems one may not have access to fine grained label information; e.g., an image can be labeled as husky, dog, or even animal depending on the expertise of the annotator. In this work, we formalize these settings and study the problem of learning from such coarse data. Instead of observing the actual labels from a set $\mathcal{Z}$, we observe coarse labels corresponding to a partition of $\mathcal{Z}$ (or a mixture of partitions).

Our main algorithmic result is that essentially any problem learnable from fine grained labels can also be learned efficiently when the coarse data are sufficiently informative. We obtain our result through a generic reduction for answering Statistical Queries (SQ) over fine grained labels given only coarse labels. The number of coarse labels required depends polynomially on the information distortion due to coarsening and the number of fine labels $|\mathcal{Z}|$.

We also investigate the case of (infinitely many) real valued labels focusing on a central problem in censored and truncated statistics: Gaussian mean estimation from coarse data. We provide an efficient algorithm when the sets in the partition are convex and establish that the problem is NP-hard even for very simple non-convex sets.
1 Introduction

Supervised learning from labeled examples is a classical problem in machine learning and statistics: given labeled examples, the goal is to train some model to achieve low classification error. In most modern applications, where we train complicated models such as neural nets, large amounts of labeled examples are required. Large datasets such as Imagenet, [RDS+15], often contain thousands of different categories such as animals, vehicles, etc., each one of those containing many fine grained subcategories: animals may contain dogs and cats and dogs may be further split into different breeds etc. In the last few years, there have been many works that focus on fine grained recognition, [GLB+18, CDCM18, TSD+20, QCJ+20, LGW17, JLYW19, JLL+20, BSS+20, TKD+19]. Collecting a sufficient amount of accurately labeled training examples is a hard and expensive task that often requires hiring experts to annotate the examples. This has motivated the problem of learning from coarsely labeled datasets, where a dataset is not fully annotated with fine grained labels but a combination of fine, e.g., cat, and coarse labels, e.g., animal, is given, [DKFF13, RGGV15].

Inference from coarse data naturally arises also in unsupervised, i.e., distribution learning settings: instead of directly observing samples from the target distribution, we observe “representative” points that correspond to larger sets of samples. For example, instead of observing samples from a real valued random variable, we round them to the closest integer. An important unsupervised problem that fits in the coarse data framework is censored statistics, [Coh16, Wol79, B+96, Sch86]. Interval censoring, that arises in insurance adjustment applications, corresponds to observing points in some interval and point masses at the endpoints of the interval instead of observing fine grained data from the whole real line. Moreover, the problem of learning the distribution of the output of neural networks with non-smooth activations (e.g., ReLU networks, [WDS19]) also fits in our model of distribution learning with coarse data, see Figure 1(c).

Even though the problem of learning from coarsely labeled data has attracted significant attention from the applied community, from a theoretical perspective little is known. In this work, we provide efficient algorithms that work in both the supervised and the unsupervised coarse data settings.

1.1 Our Model and Results

We start by describing the generative model of coarsely labeled data in the supervised setting. We model coarse labels as subsets of the domain of all possible fine labels. For example, assume that we hire an expert on dog breeds and an expert on cat breeds to annotate a dataset containing images of dogs and cats. With probability 1/2, we get samples labeled by the dog expert, i.e., labeled according to the partition

\[
\{\text{cat} = \{\text{persian cat, bengal cat, \ldots}\}, \{\text{maltese dog}\}, \{\text{husky dog}\}, \ldots\}.
\]

On the other hand, the cat expert will provide a fine grained partition over cat breeds and will group together all dog breeds. Our coarse data model captures exactly this mixture of different label partitions.
**Definition 1** (Generative Process of Coarse Data with Context). Let $\mathcal{X}$ be an arbitrary domain, and let $\mathcal{Z} = \{1, \ldots, k\}$ be the discrete domain of all possible fine labels. We generate coarsely labeled examples as follows:

1. Draw a finely labeled example $(x, z)$ from a distribution $\mathcal{D}$ on $\mathcal{X} \times \mathcal{Z}$.

2. Draw a coarsening partition $\mathcal{S}$ (of $\mathcal{Z}$) from a distribution $\pi$.

3. Find the unique set $S \in \mathcal{S}$ that contains the fine label $z$.

4. Observe the coarsely labeled example $(x, S)$.

We denote $\mathcal{D}_\pi$ the distribution of the coarsely labeled example $(x, S)$.

In the supervised setting, our main focus is to answer the following question.

**Question 1.** Can we train a model, using coarsely labeled examples $(x, S) \sim \mathcal{D}_\pi$, that classifies finely labeled examples $(x, z) \sim \mathcal{D}$ with accuracy comparable to that of a classifier that was trained on examples with fine grained labels?

Definition 1 does not impose any restrictions on the distribution over partitions $\pi$. It is clear that if partitions are very rough, e.g., we split $\mathcal{Z}$ into two large disjoint subsets, we lose information about the fine labels and we cannot hope to train a classifier that performs well over finely labeled examples. In order for Question 1 to be information theoretically possible, we need to assume that the partition distribution $\pi$ preserves fine-label information. The following definition quantifies this by stating that reasonable partition distributions $\pi$ are those that preserve the total variation distance between different distributions supported on the domain of the fine labels $\mathcal{Z}$. We remark that the following definition does not require $\mathcal{D}$ to be supported on pairs $(x, z)$ but is a general statement for the unsupervised version of the problem, see also Definition 6.

**Definition 2** (Information Preserving Partition Distribution). Let $\mathcal{Z}$ be any domain and let $\alpha \in (0, 1]$. We say that $\pi$ is an $\alpha$-information preserving partition distribution if for every two distributions $\mathcal{D}_1, \mathcal{D}_2$ supported on $\mathcal{Z}$, it holds that $\text{TV}(\mathcal{D}_1, \mathcal{D}_2) \geq \alpha \cdot \text{TV}(\mathcal{D}_1, \mathcal{D}_2)$, where $\text{TV}(\mathcal{D}_1, \mathcal{D}_2)$ is the total variation distance of $\mathcal{D}_1$ and $\mathcal{D}_2$.

For example, the partition distribution defined in the dog/cat dataset scenario, discussed before Definition 1, is $1/2$-information preserving, since we observe fine labels with probability $1/2$. In this case, it is easy, at the expense of losing the statistical power of the coarse labels, to combine the finely labeled examples from both experts in order to obtain a dataset consisting only of fine labels. However, our model allows the partitions to have arbitrarily complex combinatorial structure that makes the process of “inverting” the partition transformation computationally challenging. For example, specific fine labels may be complicated functions of coarse labels: “medium sized” and “pointy ears” and “blue eyes” may be mapped to the “husky dog” fine label.

Our first result is a positive answer to Question 1 in essentially full generality: we show that concept classes that are efficiently learnable in the Statistical Query (SQ) model, [Kea98],
are also learnable from coarsely labeled examples. Our result is similar in spirit with the result of [Kea98], where it is proved that SQ learnability implies learnability under random classification noise.

**Informal Theorem 1** (SQ Learnability implies Learnability from Coarse Examples). Any concept class \( \mathcal{C} \) that is efficiently learnable with \( M \) statistical queries from finely labeled examples \((x, z) \sim \mathcal{D}\), can be efficiently learned from \( O(\text{poly}(k/\alpha)) \cdot M \) coarsely labeled examples \((x, S) \sim \mathcal{D}_\pi\) under any \( \alpha \)-information preserving partition distribution \( \pi \).

Statistical Queries are queries of the form \( E_{(x,z) \sim \mathcal{D}}[q(x, z)] \) for some query function \( q(x, z) \). It is known that almost all known machine learning algorithms [AD98, BFKV98, BDMN05, DV08, BF15, FGR+17] can be implemented in the SQ model. In particular, in [FGV17], it is shown that (Stochastic) Gradient Descent can be simulated by statistical queries. This implies that our result can be applied, even in cases where it is not possible to obtain formal optimality guarantees, e.g., training deep neural nets. We can train such models using coarsely labeled data and guarantee the same performance as if we had direct access to fine labels (see also Appendix A).\(^1\) As another application, we consider the problem of multiclass logistic regression with coarse labels. It is known, see e.g., [FHT+01], that given finely labeled examples \((x, z) \sim \mathcal{D}\), the likelihood objective for multiclass logistic regression is concave with respect to the weight matrix. Even though the likelihood objective is no-longer concave when we consider coarsely labeled examples \((x, S) \sim \mathcal{D}_\pi\), our theorem bypasses this difficulty and allows us to efficiently perform multiclass logistic regression with coarse labels.

Formally, we design an algorithm (Algorithm 1) that, given coarsely labeled examples \((x, S)\), efficiently simulates statistical queries over finely labeled examples \((x, z)\). Surprisingly, the runtime and sample complexity of our algorithm do not depend on the combinatorial structure of the partitions, but only on the number of fine labels \(k\) and the information preserving parameter \(\alpha\) of the partition distribution \(\pi\).

**Theorem 3** (SQ from Coarsely Labeled Examples). Consider a distribution \( \mathcal{D}_\pi \) over coarsely labeled examples in \( \mathbb{R}^d \times [k] \), (see Definition 1) with \(\alpha\)-information preserving partition distribution \(\pi\). Let \( q : \mathbb{R}^d \times [k] \to [-1, 1] \) be a query function, that can be evaluated on any input in time \(T\), and \(\tau, \delta \in (0, 1)\). There exists an algorithm (Algorithm 1), that draws \( N = \tilde{O}(k^4/\tau^3 \alpha^2) \log(1/\delta) \) coarsely labeled examples from \(\mathcal{D}_\pi\) and, in \(\text{poly}(N, T)\) time, computes an estimate \(\hat{r}\) such that, with probability at least \(1 - \delta\), it holds \( \| E_{(x,z) \sim \mathcal{D}}[q(x, z)] - \hat{r} \| \leq \tau \).

**Learning Parametric Distributions from Coarse Samples.** In many important applications, instead of a discrete distribution over fine labels, a continuous parametric model is used. A popular example is when the domain \(\mathcal{Z}\) of Definition 1 is the entire Euclidean space \(\mathbb{R}^d\), and the distribution of finely labeled examples is a Gaussian distribution whose parameters

\(^1\)Given any objective of the form \( L(v) = E_{(x,y) \sim \mathcal{D}}[\ell(v; x, y)] \), its gradients correspond to \( \nabla_v L(v) = E_{(x,y) \sim \mathcal{D}}[\nabla_v \ell(v; x, y)] \). Having Statistical Query access to the distribution of \((x, y)\), we can directly obtain estimates of the above gradients using the query functions \( q_i(x, y) = (\nabla_v \ell(v; x, y))_i \). In [FGV17], the precise accuracy required for specific SQ implementations of first order methods depends on the complexity of the underlying distribution and the particular objective function \(\ell(\cdot)\).
possibly depend on the context $x$. Such censored regression settings are known as Tobit models [Tob58, Mad86, Gou00]. Lately, significant progress has been made from a computational point of view in such censored/truncated settings in the distribution specific setting, e.g., when the underlying distribution is Gaussian [DGTZ18, KTZ19], mixtures of Gaussians [NP19], linear regression [DGTZ19, IZD20, DRZ20]. In this distribution specific setting, we consider the most fundamental problem of learning the mean of a Gaussian distribution given coarse data.

**Definition 4 (Coarse Gaussian Data).** Consider the Gaussian distribution $\mathcal{N}(\mu^*)$, with mean $\mu^* \in \mathbb{R}^d$ and identity covariance matrix. We generate a sample as follows:

1. Draw $z$ from $\mathcal{N}(\mu^*)$.
2. Draw a partition $\mathcal{S}$ (of $\mathbb{R}^d$) from $\pi$.
3. Observe the set $S \in \mathcal{S}$ that contains $z$.

We denote the distribution of $S$ as $\mathcal{N}_\pi(\mu^*)$.

**Remark 1.** We remark that we only require membership oracle access to the subsets of the partition $\mathcal{S}$. A set $S \subseteq \mathbb{R}^d$ corresponds to a membership oracle $\mathcal{O}_S : \mathbb{R}^d \rightarrow \{0, 1\}$ that given $x \in \mathbb{R}^d$ outputs whether the point lies inside the set $S$ or not.

We first study the above problem, from a computational viewpoint. For the corresponding problems in censored and truncated statistics no geometric assumptions are required for the sets: in [DGTZ18] it was shown that an efficient algorithm exists for arbitrarily complex truncation sets. In contrast in our more general model of coarse data we show that having sets with geometric structure is necessary. In particular we require that every set of the partition is convex, see Figure 1(b,c). We show that when the convexity assumption is dropped, learning from coarse data is a computationally hard problem even under a mixture of very simple sets.

**Theorem 5 (Hardness of Matching the Observed Distribution with General Partitions).** Let $\pi$ be a general partition distribution. Unless $\text{RP} = \text{NP}$, no algorithm with sample access to $\mathcal{N}_\pi(\mu^*)$, can compute, in $\text{poly}(d)$ time, a $\tilde{\mu} \in \mathbb{R}^d$ such that $\text{TV}(\mathcal{N}_\pi(\tilde{\mu}), \mathcal{N}_\pi(\mu^*)) < 1/d^c$ for some absolute constant $c > 1$.

We prove our hardness result using a reduction from the well known Max-Cut problem, which is known to be NP-hard, even to approximate [Hås01]. In our reduction, we use partitions that consist of simple sets: fat hyperplanes, ellipsoids and their complements: the computational hardness of this problem is rather inherent and not due to overly complicated sets.

On the positive side, we identify a geometric property that enables us to design a computationally efficient algorithm for this problem: namely we require all the sets of the partitions to be convex, e.g., Figure 1(b,c). We remark that having finite or countable subsets, is not a requirement of our model. For example, we can handle convex partitions of the form (c) that correspond to the output distribution of a ReLU neural network, see [WDS19]. We continue with our theorem for learning Gaussians from coarse data.
Informal Theorem 2 (Gaussian Mean Estimation with Convex Partitions). Let $\epsilon \in (0, 1)$. Consider the generative process of coarse $d$-dimensional Gaussian data $\mathcal{N}_\pi(\mu^*)$. Assume that the partition distribution $\pi$ is $\alpha$-information preserving and is supported on convex partitions of $\mathbb{R}^d$. Then, the empirical log-likelihood objective

$$
\mathcal{L}_N(\mu) = \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\mu; S_i)
$$

is concave with respect to $\mu$ for $S_i \sim \mathcal{N}_\pi(\mu^*)$. Moreover, it suffices to draw $N = \tilde{O}(d/(\epsilon^2 \alpha^2))$ samples from $\mathcal{N}_\pi(\mu^*)$ so that the maximizer $\tilde{\mu}$ of the empirical log-likelihood satisfies

$$
\text{TV}(\mathcal{N}(\tilde{\mu}), \mathcal{N}(\mu^*)) \leq \epsilon,
$$

with probability at least 99%.

Our algorithm for mean estimation of a Gaussian distribution relies on the log-likelihood being concave when the partitions are convex. We remark that, similar to our approach, one can use the concavity of likelihood to get efficient algorithms for regression settings, e.g., Tobit models, where the mean of the Gaussian is given by a linear function of the context $Ax$ for some unknown matrix $A$.

1.2 Related Work

Our work is closely related to the literature of learning from censored-truncated data and learning with noise. There has been a large number of recent works dealing inference with
truncated data from a Gaussian distribution \[\text{DGTZ18, KTZ19}\], mixtures of Gaussians \[\text{NP19}\], linear regression \[\text{DGTZ19, IZD20, DRZ20}\], sparse Graphical models \[\text{BDNP21}\] or Boolean product distributions \[\text{FKT20}\], and non-parametric estimation \[\text{DKTZ21}\]. A significant feature of our work is that it can capture the closely related field of censored statistics \[\text{Coh16, B+96, Wol79}\].

The area of robust statistics \[\text{Hub04}\] is also very related to our work as it also deals with biased data-sets and aims to identify the distribution that generated the data. Recently, there has been a large volume of theoretical work for computationally-efficient robust estimation of high-dimensional distributions \[\text{DKK+16, CSV17, LRV16, DKK+17, DKK+18, KKM18, HL19, DKK+19, CDGS20, BDH+20}\] in the presence of arbitrary corruptions to a small \(\epsilon\) fraction of the samples.

The line of research dealing with statistical queries \[\text{Kea98, BFKV98, FPV15, FGV17, Fel17, FGR+17, DKS17, DKKZ20}\] is closely related to one of our main results (Theorem 3). It is generally believed that SQ algorithms capture all reasonable machine learning algorithms \[\text{AD98, BFKV98, BDMN05, DV08, FGR+17, BF15, FGV17}\] and there is a rich line of research indicating SQ lower-bounds for these classes of algorithms \[\text{FGR+17, DKS17, Sha18, VW19, DKKZ20, DZ20, GGJ+20, GGK20}\].

Learning from coarse labels is also referred in the ML literature as Partial Label Learning \[\text{CST11a, CPCP14, YZ16a}\] (a weakly supervised learning problem where each training exam-
ple is associated with a set of candidate labels among which only one is true). We refer to \[\text{CST11a, CPCP14, YZ16a}\] for an extensive discussion.

## 2 Notation and Preliminaries

We let \([n] = \{1, \ldots, n\}\) and \([0..n] = \{0, \ldots, n\}\). We use lowercase bold letters \(\mathbf{x}\) to denote vectors and capital bold letters \(\mathbf{X}\) for matrices. We let \(x_i\) be the \(i\)-th coordinate of \(\mathbf{x}\). We let \(\|\mathbf{x}\|_p\) denote the \(L_p\) norm of \(\mathbf{x}\). We denote the indicator function \(\mathbf{1}_S(\mathbf{x}) = \mathbf{1}\{\mathbf{x} \in S\}\) for some set \(S \subseteq \mathbb{R}^d\). We let \(\text{sgn}(\cdot)\) denote the sign function and we slightly overload the notation as follows: \(\text{sgn} : \mathbb{R}^d \to \{-1, +1\}^d\) stands for the sign function applied to each coordinate of a vector \(\mathbf{x} \in \mathbb{R}^d\).

For a graph \(G\), we usually let \(\mathbf{L}_G\) denote its Laplacian matrix. We denote \(\mathcal{B}(\mathbf{x}, \rho)\) the Euclidean ball of radius \(\rho\) centered at \(\mathbf{x}\); we simply refer to \(\mathcal{B}\) if the radius and the center are clear from the context and we denote the associated sphere \(\partial \mathcal{B}\), i.e., its boundary. The probability simplex is denoted by \(\Delta^n\) and discrete distributions \(\mathcal{D}\) supported on \([n]\) will usually be represented by their associated probability vectors \(\mathbf{p} \in \Delta^n\). For any distribution \(\mathcal{D}\), we overload the notation and we use the same notation for the corresponding density and denote \(\mathcal{D}(S) = \sum_{x \in S} \mathcal{D}(x)\) for any \(S \subseteq [n]\). We denote the support of the probability distribution \(\mathcal{D}\) by \(\text{supp}(\mathcal{D})\).

The \(d\)-dimensional Gaussian distribution will be denoted by \(\mathcal{N}(\mu, \Sigma)\). When the covariance matrix is known, we simplify to \(\mathcal{N}(\mu)\). For a set \(S \subseteq \mathbb{R}^d\), we let \(\mathcal{N}_S(\mu, \Sigma; x) = \mathbf{1}\{x \in S\}\mathcal{N}(\mu, \Sigma; x)\). We denote \(\Phi\) (resp. \(\phi\)) the cdf (resp. pdf) of the standard Normal distribution.

The total variation distance of \(\mathbf{p}, \mathbf{q} \in \Delta^n\) is \(\text{TV}(\mathbf{p}, \mathbf{q}) = \max_{S \subseteq [n]} \mathcal{D}(S) - \mathcal{Q}(S) = \|\mathbf{p} - \mathbf{q}\|_1/2\). For a random variable \(x\), we let \(\mathcal{E}(x), \mathcal{V}(x), \mathcal{Cov}(x)\) be the expected value, the variance and the covariance of \(x\). For a joint
distribution $\mathcal{D}$ of two random variables $x$ and $z$ over the space $\mathcal{X} \times \mathcal{Z}$, we let $\mathcal{D}_x$ (resp. $\mathcal{D}_z$) be the marginal distribution of $x$ (resp. $z$). Let $\mathcal{D}$ be a joint distribution over labeled examples $\mathcal{X} \times \mathcal{Z}$, with $\mathcal{X}$ be the input space and $\mathcal{Z}$ the label space. A statistical query (SQ) oracle $\text{STAT}(\mathcal{D}, \tau)$ with tolerance parameter $\tau \in [0, 1]$ takes as input a statistical query defined by a real-valued function $q : \mathcal{X} \times \mathcal{Z} \to [-1, 1]$ and outputs an estimate of $E_{(x,z) \sim \mathcal{D}}[q(x,z)]$ that is accurate to within an additive $\pm \tau$.

3 Supervised Learning from Coarse Data

In this section, we consider the problem of supervised learning from coarse data. In this setting, there exists some underlying distribution over finely labeled examples, $\mathcal{D}$. However, we have sample access only to the distribution associated with coarsely labeled examples $\mathcal{D}_\pi$, see Definition 1. As discussed in Section 1, under this setting, even problems that are naturally convex when we have access to examples with fine labels, become non-convex when we introduce coarse labels (e.g., multiclass logistic regression). The main result of this section is Theorem 3, which allows us to compute statistical queries over finely labeled examples.

3.1 Overview of the Proof of Theorem 3

In order to simulate a statistical query we take a two step approach. Our first building block considers the unsupervised version of the problem, see Definition 6, i.e., we marginalize the context $x$ and try to learn the distribution of the fine labels $z$ given coarse samples $S$. This can be viewed as learning a general discrete distribution supported on $\mathcal{Z} = \{1, \ldots, k\}$ given coarse samples, i.e., subsets of $\mathcal{Z}$. We show that, when the partition distribution $\pi$ is $\alpha$-information preserving, this can be done efficiently, see Proposition 7. Our algorithm (Algorithm 1) exploits the fact that even though in general having coarse data results in non-concave likelihood objectives, when we consider parametric models (see, for example, the case of logistic regression in Appendix B), this is not true when we maximize over all discrete distributions. In Proposition 7, we show that $O(k/(\epsilon \alpha)^2)$ samples are sufficient for this step. For the details of this step, see Section 3.2.

Using the above algorithm, one could try to separately learn the marginal distribution over $x$, $\mathcal{D}_x$ and the distribution of the fine labels $z$ conditional on some fixed $x$; let us denote this distribution as $\mathcal{D}_x^z$. Then one could generate finely labeled examples $(x, z)$ and use them to estimate the query $E_{(x,z) \sim \mathcal{D}}[q(x,z)]$. The reason that this naive approach fails is that it requires many coarse examples $(x, S)$ with exactly the same value of $x$. Unless the domain $\mathcal{X}$ is very small, the probability that we observe samples with the same value of $x$ is going to be tiny. In order to overcome this obstacle, at a high level, our approach is to split the domain $\mathcal{X}$ into larger sets and then, learn the conditional distribution of the labels, not on a fixed point $x$, but on these larger sets of non-trivial mass.

Intuitively, in order to have an effective partition of the domain $\mathcal{X}$, we want to group together points $x$ whose values $q(x, z)$ are close. Since $z$ belongs in a discrete domain $\mathcal{Z} = [k]$, we can decompose the query $q(x, z)$ as $q(x, z) = \sum_{i=1}^{k} q(x, i) 1\{z = i\}$. We estimate the value of $E_{(x,z) \sim \mathcal{D}}[q(x,i)1\{z = i\}]$ separately. To find a suitable reweighting of the domain $\mathcal{X}$, we
perform rejection sampling, accepting a pair \((x, S) \sim \mathcal{D}\) with probability \(q(x, i)\) \(^2\): points \(x\) that have small value \(q(x, i)\) contribute less in the expectation and are less likely to be sampled. After performing this rejection sampling process based on \(x\), we have pairs \((x, S)\), conditional that \(x\) was accepted. Now, using our previous maximum likelihood learner of Proposition 7 we learn the marginal distribution over fine labels and use it to answer the query. We provide the details of this rejection sampling step in the full proof of Theorem 3, see Section 3.3.

For a description of the corresponding algorithm that simulates statistical queries, see Algorithm 1. To keep the presentation simple we state the algorithm for the case where the query function \(q(x, z)\) is positive. It is straightforward to generalize it for general queries, see Section 3.3.

**Algorithm 1** Statistical Queries from Coarse Labels.

1: **Input:** Query \(q : \mathcal{X} \times \mathcal{Z} \mapsto (0, 1]\), tolerance \(\tau \in [0, 1]\), confidence \(\delta \in [0, 1]\).
2: **Oracle:** Access to coarsely labeled samples \((x, S) \sim \mathcal{D}_\pi\), \(\pi\) is \(\alpha\)-information preserving.
3: **Output:** Estimate \(\hat{r}\) such that \(\|E_{(x,z) \sim \mathcal{D}[q(x, z)]} - \hat{r}\| \leq \tau\) with probability at least \(1 - \delta\).
4: **procedure** \(\text{StatQuery}(q, \tau, \delta)\)
5: Compute \(\hat{r}_i \leftarrow \text{SQ}(q, i, O(\tau/k), \delta/k)\) for any \(i \in \mathcal{Z}\).
6: Output \(\hat{r} \leftarrow \sum_{i=1}^{k} \hat{r}_i\).
7: **procedure** \(\text{SQ}(q, i, \rho, \delta)\)
8: Draw \(N_1 = \widetilde{\Theta}(\frac{k \log(1/\delta)}{\rho^2})\) samples \((x_j, S_j)\) from \(\mathcal{D}_\pi\).
9: Compute \(\hat{\mu}_i \leftarrow \frac{1}{N_1} \sum_{j=1}^{N_1} q(x_j, i)\).
10: if \(\hat{\mu}_i \leq \rho\) do
11: Output \(\hat{r}_i \leftarrow 0\).
12: end
13: Draw \(N_2 = \widetilde{\Theta}(\frac{k^4 \log(1/\delta)}{\rho^4 \alpha^2})\) samples \((x_j, S_j)\) from \(\mathcal{D}_\pi\). \(\triangleright \widetilde{\Theta}(\frac{k^4 \log(1/\delta)}{\rho^4 \alpha^2})\) examples overall.
14: \(T_{\text{accept}} \leftarrow \emptyset\). \(\triangleright \text{Training set of accepted samples.}\)
15: Add \(S_j\) in \(T_{\text{accept}}\) with probability \(q(x_j, i), \forall j \in [N_2]\). \(\triangleright \text{Rejection Sampling Process.}\)
16: Compute \(\widetilde{\mathcal{D}}\) using Proposition 7 with input \((T_{\text{accept}}, \rho, \delta)\).
17: Output \(\hat{r}_i \leftarrow \hat{\mu}_i \cdot \widetilde{\mathcal{D}}(i)\).

**Remark 2** (Empirical Likelihood Approach). One could try to use the empirical likelihood directly over the coarsely labeled data (as defined in \([\text{Owe01}]\)). However, in general, these empirical likelihood objectives are non-convex when the data are coarse and therefore it is computationally hard to optimize them directly. Our approach for simulating statistical queries consists of two ingredients: reweighting the feature space via rejection sampling in order to group together points and learning discrete distributions from coarse data. To learn the discrete distributions (Section 3.2), we use a (direct) empirical likelihood approach similar to that of \([\text{Owe88}, \text{O}^+90, \text{Owe01}]\). However, our main contribution is the use of rejection sampling to reduce the initial non-convex problem to the special case of learning a discrete distribution (with small support) from coarse data which, as we prove, is a tractable (convex) problem. For \(^2\)It is easy to handle the case where this function takes negative values, see the proof of Theorem 3.
more connections with censored statistics techniques, we refer the reader to [TG75, Owe88, GVDLR97, Owe01].

3.2 Learning Marginals Over Fine Labels

In this subsection, we deal with unsupervised learning from coarse data in discrete domains. Although this is an ingredient of our main result for simulating statistical queries in a supervised setting where labeled data \((x, S)\) are given, the result of this section does not depend on the points \(x\) and concerns the unsupervised version of the problem. To keep the notation simple, we will use \(\mathcal{D}\) to denote a distribution over finite labels \(\mathcal{Z}\).

**Definition 6** (Generative Process of Coarse Data). Let \(\mathcal{Z}\) be a discrete domain and \(\mathcal{D}\) be a distribution supported on \(\mathcal{Z}\). Moreover, let \(\pi\) be a distribution supported on partitions of \(\mathcal{Z}\). We consider the following generative process:

1. Draw \(z\) from \(\mathcal{D}\).
2. Draw a partition \(\mathcal{S}\) from the distribution over all partitions \(\pi\).
3. Observe the set \(S \in \mathcal{S}\) that contains \(z\).

We denote the distribution of \(S\) as \(\mathcal{D}_\pi\).

The assumption that we require is that the partition distribution \(\pi\) is \(\alpha\)-information preserving, see Definition 2. At this point we give some examples of information preserving partition distributions. We first observe that \(\alpha = 0\) if and only if the problem is not identifiable. For instance, if \(\pi\) is supported only on the partition \(\mathcal{S} = \{\{1, 2\}, \{3, \ldots, k\}\}\), the problem is not identifiable, since, for example, the fine label 1 is indistinguishable from the fine label 2. The value \(\alpha = 1\) is attained when the partition totally preserves the distribution distance. Intuitively, the value \(1 - \alpha\) corresponds to the distortion that the coarse labeling introduces to a finely labeled dataset.

In many cases most fine labels may be missing. Consider two data providers that use different methods to round their samples. The rounding’s uncertainty can be viewed as a coarse labeling of the data. Assume that we add discrete (balanced Bernoulli) noise \(\xi\) to some true value \(x \in [0..k]\). Consider two partitions \(\{\mathcal{S}_1, \mathcal{S}_2\}\) with \(\mathcal{S}_1 = \{\{0, 1\}, \{2, 3\}, \ldots, \{k - 1, k\}, \{k + 1\}\}\) and \(\mathcal{S}_2 = \{\{0\}, \{1, 2\}, \ldots, \{k - 1, k\}\}\). Observe that, when \(x + \xi\) is odd, we can think of the rounded sample, as a draw from \(\mathcal{S}_1\) and when \(x + \xi\) is even, as a draw from \(\mathcal{S}_2\). This example shows that we can capture the problem of deconvolution of two distributions \(\mathcal{D}_1, \mathcal{D}_2\), where one of them is known and we observe samples \(x_1 + x_2, x_1 \sim \mathcal{D}_1\).

The following proposition establishes the sample complexity of unsupervised learning of discrete distributions with coarse data. Our goal is to compute an estimate of the discrete distribution \(\mathcal{D}^*\) with probability vector \(p^* \in \Delta^k\) from \(N\) coarse samples \(S_1, \ldots, S_N\) drawn from the distribution \(\mathcal{D}^*_\pi\). Our algorithm maximizes the empirical likelihood. Analyzing the empirical log-likelihood objective \(\mathcal{L}_N(p) = \frac{1}{N} \sum_{n=1}^{N} \log \left( \sum_{i \in S_n} p_i \right)\), where \(p \in \Delta^k\) is a guess probability vector, we observe that the problem is concave and, therefore, can be efficiently optimized (e.g., by gradient descent).
Proposition 7. Let \( Z \) be a discrete domain of cardinality \( k \) and let \( \mathcal{D} \) be a distribution supported on \( Z \). Moreover, let \( \pi \) be an \( \alpha \)-information preserving partition distribution for some \( \alpha \in (0, 1] \). Then, with \( N = O(k/(\epsilon^2\alpha^2)\log(1/\delta)) \) samples from \( \mathcal{D}_\pi \) and in time polynomial in the number of samples \( N \), we can compute a distribution \( \bar{\mathcal{D}} \) supported on \( Z \) such that \( \text{TV}(\bar{\mathcal{D}}, \mathcal{D}) \leq \epsilon \).

Proof. Let \( \mathcal{D}^* \) be the target discrete distribution, supported on a discrete domain of size \( k \), and let \( p^* \in \Delta^k \) be the corresponding probability vector. For some distribution \( \mathcal{D} \) supported on a discrete domain of size \( k \), we define the following population log-likelihood objective.

\[
L(\mathcal{D}) = \mathbb{E}_{S \sim \mathcal{D}_\pi} \left[ \log \mathcal{D}(S) \right] = \mathbb{E}_{S \sim \mathcal{D}_\pi} \left[ \log \left( \sum_{i \in S} \mathcal{D}(i) \right) \right].
\]  

(3.1)

Since \( \mathcal{D} \) is a discrete distribution for simplicity we may identify with its probability vector \( p \), where \( p_i = \mathcal{D}(i) \). Therefore, for any \( p \) in the probability simplex \( \Delta^k \), we define

\[
L(p) = \mathbb{E}_{S \sim \mathcal{D}_\pi} \left[ \log \sum_{i \in S} p_i \right].
\]  

(3.2)

The corresponding empirical log-likelihood objective after drawing \( N \) independent samples \( S_1, \ldots, S_N \) from \( \mathcal{D}_\pi^* \) is given by

\[
L_N(p) = \frac{1}{N} \sum_{n=1}^{N} \log \left( \sum_{i \in S_n} p_i \right).
\]  

(3.3)

We first observe that the log-likelihood (both the population and the empirical) is a concave function and therefore can be efficiently optimized (e.g., by gradient descent). Thus, our main focus in this proof is to bound its sample complexity. We first observe that when the guess \( p \in \Delta^k \) has some very biased coordinates, i.e., for some subset \( S \) the corresponding \( p_i \)'s are close to 0, the probability of a set \( S, \sum_{i \in S} p_i \) will be close to zero and therefore \( \log \left( \sum_{i \in S} p_i \right) \) will be large. Thus, we have to restrict our search to a subset of the probability simplex, i.e., have \( p_i \geq \epsilon/k \). We set \( \bar{\Delta}^k = \{ p \in \Delta^k, p_i \geq \epsilon/k \text{ for all } i = 1, \ldots, k \} \). We now prove that, given roughly \( k/(\epsilon^2\alpha^2) \) samples, we can guarantee that probability vectors that are far from the optimal vector \( p^* \) will also be significantly sub-optimal in the sense that they are far from being maximizers of the empirical log-likelihood.

Claim 1. Let \( N \geq \Omega(k/(\epsilon^2\alpha^2)\log(1/\delta)) \). With probability at least \( 1 - \delta \), we have that, for every \( p \in \bar{\Delta}^k \) such that \( \|p - p^*\|_1 \geq \epsilon \), it holds

\[
\max_{q \in \bar{\Delta}^k} L_N(q) - L_N(p) \geq \Omega((\epsilon\alpha)^2).
\]

Proof. We first construct a cover of the probability simplex \( \bar{\Delta}^k \) by discretizing each coordinate \( p_i \) to integer multiples of \( O((\epsilon^2\alpha/k)^2) \). The resulting cover \( \mathcal{C} \) contains \( O((k/(\epsilon^2\alpha))^2k) \) elements. We first observe that we can replace any element \( p \in \Delta^k \) with an element \( p' \) inside our cover \( \mathcal{C} \) without affecting the value of the objective \( L_N(p) \) by a lot. In particular, using
the fact that \( x \mapsto \log(x) \) is \( 1/r \)-Lipschitz in the interval \([r, +\infty)\), we have that for any set \( S \subseteq \{1, \ldots, k\} \) it holds

\[
\left| \log\left( \sum_{i \in S} p_i \right) - \log\left( \sum_{i \in S} q_i \right) \right| \leq \frac{1}{\sum_{i \in S} p_i} \left| \sum_{i \in S} (p_i - q_i) \right| \leq \frac{k}{\epsilon} \| p - q \|_1 ,
\]

where we used the fact that, since \( p \in \tilde{\Delta}^k \), it holds \( p_i \geq \epsilon/k \). Therefore, when we round each coordinate of a vector \( p \) to the closest integer multiple of \( O((\epsilon^3/2\alpha/k)^2) \) we get a vector \( p' \in \mathcal{C} \) such that for any set \( S \) it holds \( \left| \log(\sum_{i \in S} p_i) - \log(\sum_{i \in S} q_i) \right| \leq \epsilon^2 \alpha^2/6 \) which implies that the empirical log-likelihood satisfies \( |\mathcal{L}_N(p) - \mathcal{L}_N(p')| \leq \epsilon^2 \alpha^2/6 \). We will now show that, with high probability, any element \( p \) of the cover \( \mathcal{C} \) such that \( \| p - p^* \|_1 \geq \epsilon \), satisfies \( \mathcal{L}_N(p^*) - \mathcal{L}_N(p) \geq \epsilon^2 \alpha^2/2 \). We will use the following concentration result on likelihood ratios.

**Lemma 8** (Proposition 7.27 of [Mas07]). Let \( \mathcal{D}_1, \mathcal{D}_2 \) be two distributions (on any domain) with positive density functions \( f, g \) respectively. For any \( x \in \mathbb{R} \), it holds

\[
\Pr_{x_1, \ldots, x_N \sim \mathcal{D}_1} \left[ \frac{1}{N} \sum_{n=1}^N \log \frac{f(x_n)}{g(x_n)} \leq (TV(\mathcal{D}_1, \mathcal{D}_2))^2 - 2x/N \right] \leq e^{-x} .
\]

Using the above lemma with \( x = O(\log(|\mathcal{C}|/\delta)) = O(k \log(k/(\epsilon \delta))) \) and

\[
N = \Theta(k \log(k/(\epsilon \delta))/(\alpha^2 \epsilon^2)) ,
\]

we obtain that, with probability at least \( 1 - \delta/|\mathcal{C}| \), it holds \( \mathcal{L}_N(p^*) - \mathcal{L}_N(p) \geq TV(D_\pi, D_{\pi^*})^2 - \alpha^2 \epsilon^2/2 \). From the union bound, we obtain that the same is true for all vectors \( p \in \mathcal{C} \) with probability at least \( 1 - \delta \). We are now ready to finish the proof of the claim. Let \( p \in \tilde{\Delta}^k \) be any probability vector such that \( \| p - p^* \|_1 \geq \epsilon \). Let \( \bar{p} \in \tilde{\Delta}^k \) be the maximizer of the empirical likelihood constrained on \( \tilde{\Delta}^k \), i.e., \( \bar{p} = \arg \max_{q \in \tilde{\Delta}^k} \mathcal{L}_N(q) \) and let \( \bar{p}^* \) be the closest vector of the cover \( \mathcal{C} \) to \( p^* \). We have

\[
\mathcal{L}_N(\bar{p}) - \mathcal{L}_N(p) \geq \mathcal{L}_N(\bar{p}^*) - \mathcal{L}_N(\bar{p}) \geq \mathcal{L}_N(p^*) - \epsilon^2 \alpha^2/6 - \mathcal{L}_N(p) .
\]

The first inequality holds since both \( \bar{p} \) and \( \bar{p}^* \) lie in \( \tilde{\Delta}^k \). The second inequality holds since we can replace the point of the cover \( \bar{p}^* \in \mathcal{C} \), with each closest point in the simplex \( p^* \) without affecting the likelihood value by a lot. Finally, since \( p \) lies in \( \tilde{\Delta}^k \), we can replace it with a point \( p' \) in the cover with \( \| p' - p^* \|_1 \geq \epsilon \), and get that

\[
\mathcal{L}_N(\bar{p}) - \mathcal{L}_N(p) \geq \mathcal{L}_N(p^*) - \epsilon^2 \alpha^2/6 - \mathcal{L}_N(p') - \epsilon^2 \alpha^2/6 ,
\]

and, since \( \mathcal{L}_N(p^*) - \mathcal{L}_N(p') \geq \epsilon^2 \alpha^2/2 \), we have that \( \mathcal{L}_N(\bar{p}) - \mathcal{L}_N(p) = \Omega(\epsilon^2 \alpha^2) \).

This concludes the proof of **Proposition 7**.
3.3 The Proof of Theorem 3

In this subsection, we prove Theorem 3. Our goal is to simulate a statistical query oracle which takes as input a query function \( q \) with domain \( \mathcal{X} \times \mathcal{Z} \) and outputs an estimate of its expectation with respect to finely labeled examples \( E_{(x,z) \sim D}[q(x,z)] \), using coarsely labeled examples. Recall that since we have sample access only to coarsely labeled examples \( (x,S) \sim D_\pi \), we cannot directly estimate this expectation. The key idea is to perform rejection sampling on each coarse sample \((x,S)\) with acceptance probability \( q(x,j) \) for any fine label \( j \in \mathcal{Z} \). Because of the rejection sampling process, this marginal distribution is not the marginal of \( D \) on the fine labels \( \mathcal{Z} \), but the marginal of \( D \) on the fine labels, conditional on the accepted samples. However, the task of estimating from this marginal distribution can be still reduced to the unsupervised problem (see Proposition 7) of the previous section. Consider an arbitrary query function \( q : \mathcal{X} \times \mathcal{Z} \to [-1,1] \) and, without loss of generality, let \( \mathcal{Z} = [k] \). Recall that \( D \) is the joint probability distribution on the finely labeled examples \((x,z)\). We have that

\[
E_{(x,z) \sim D}[q(x,z)] = \sum_{j=1}^{k} E_{(x,z) \sim D}[q(x,j)1\{z = j\}] = \sum_{j=1}^{k} E_{(x,z) \sim D}[q_j(x)1\{z = j\}].
\]  

(3.4)

Since we would like to estimate the expectation of the query \( q(x,z) \) with tolerance \( \tau \), it suffices to estimate the expectation of each query \( q_j(x)1\{z = j\} \) with tolerance \( \tau/k \) for any \( j \in [k] \). Hence, it suffices to estimate expectations of the form \( E_{(x,z) \sim D}[f(x)1\{z = j\}] \) for arbitrary functions \( f : \mathcal{X} \to [0,1] \) and \( j \in [k] \).

Let \( D_x \) denote the marginal distribution of the examples \( x \in \mathcal{X} \). The algorithm performs rejection sampling. Each coarsely labeled example \((x,S) \sim D_\pi \) is accepted with probability \( f(x) \), that does not depend on the coarse label \( S \). Hence, the rejection sampling process induces a distribution \( D^f \) over finely labeled examples \((x,z) \in \mathcal{X} \times \mathcal{Z} \) with density

\[
D^f(x,z) = \frac{f(x)}{E_{x \sim D_x}[f(x)]} D(x,z).
\]

We remark that, we do not have sample access to \( D^f \) because we do not have sample access to the distribution \( D \) of the fine examples; we introduced the above notation for the purposes of the proof. Similarly, to \( D_x \), we define \( D^f_x \) to be the marginal distribution of \( x \) conditional on its acceptance, i.e.,

\[
D^f_x(x) = \frac{f(x)}{E_{x \sim D_x}[f(x)]} D_x(x).
\]  

(3.5)

Let \( D_z \) denote the marginal distribution of the fine labels \([k] \) and let \( D_z(\cdot|x) \) be the marginal distribution conditional on the example \( x \). We have that

\[
E_{(x,z) \sim D}[f(x)1\{z = j\}] = \int_{\mathcal{X}} f(x)D(x,j)dx = \int_{\mathcal{X}} f(x)D_x(x)D_z(j|x)dx.
\]

The above expectation can be equivalently written, by multiplying and dividing by \( D^f_x \),

\[
E_{(x,z) \sim D}[f(x)1\{z = j\}] = \int_{\mathcal{X}} \left( \frac{f(x)D_x(x)}{D^f_x(x)} \right) \left( D^f_x(x)D_z(j|x) \right) dx.
\]

Any function \( f : \mathcal{X} \to [-1,1] \) can be decomposed into \( f = f^+ - f^- \) with \( f^+, f^- \geq 0 \) and, by linearity of expectation, it suffices to work with functions \( f \) with image in \([0,1] \).
The first term in the integral is equal to $E_{x \sim D_x}[f(x)]$, by substituting Equation (3.5) and, hence, is constant. The second term corresponds to the probability of observing the fine label $j$, given an example $x$, that has been accepted from the rejection sampling process. Similarly, to the marginal $D_z$, we define $D^k_z$ to be the marginal distribution of the fine labels $z$ conditionally on acceptance. Hence, we can write

$$E_{(x,z) \sim D}[f(x)1\{z = j\}] = E_{x \sim D_x}[f(x)] \cdot \Pr_{z \sim D^k_z}[z = j].$$

(3.6)

The decomposition of the expectation of Equation (3.6) is a key step: we now only need to learn the marginal distribution of fine labels conditional on acceptance $D^k_z$.

Recall that our goal is to estimate the left hand side expectation of Equation (3.6) with tolerance $\tau/k$. We claim that it suffices to estimate each term of the right hand side product of Equation (3.6) with tolerance $\tau/(2k)$. This is implied from the following: consider an estimate $\tilde{\mu}$ of the value $E_{x \sim D_x}[f(x)]$ and an estimate $\tilde{p}$ of the value $\Pr_{z \sim D^k_z}[z = j]$. Then, using Equation (3.6), we have that

$$|\tilde{\mu} \cdot \tilde{p} - E_{(x,z) \sim D}[f(x)1\{z = j\}]| = |\tilde{\mu} \cdot \tilde{p} - E_{x \sim D_x}[f(x)] \cdot \Pr_{z \sim D^k_z}[z = j]|,$$

and, hence, by adding and subtracting the term $\tilde{\mu} \Pr_{z \sim D^k_z}[z = j]$, using the triangle inequality and, since both $E_{x \sim D_x}[f(x)]$ and $\Pr_{z \sim D^k_z}[z = j]$ are at most 1, we get that

$$|\tilde{\mu} \cdot \tilde{p} - E_{(x,z) \sim D}[f(x)1\{z = j\}]| \leq |\tilde{\mu} - E_{x \sim D_x}[f(x)]| + |\tilde{p} - \Pr_{z \sim D^k_z}[z = j]|.$$

We will show that $O(k^4/(\tau^3 \alpha^2) \log(1/\delta))$ samples are sufficient to bound each term of the right hand side by $\tau/(2k)$, with high probability. In order to estimate the expectation $E_{(x,z) \sim D}[q(x, z)]$, the algorithm applies (in parallel) the above process $k$ times with $f = q_j$ for any $j \in [k]$ (using Equation (3.4)) using a single training set of size $N = O(k^4/(\tau^3 \alpha^2) \log(1/\delta))$ drawn from the distribution $D_x$ of coarsely labeled examples. Moreover, the running time is polynomial in the number of samples $N$. To conclude the proof, it suffices to show the following claims.

Claim 2. There exists an algorithm that, uses $N = \tilde{O}(k^4/(\tau^3 \alpha^2) \log(1/\delta))$ samples from $D_x$ and computes an estimate $\tilde{p}$, that satisfies $|\tilde{p} - \Pr_{z \sim D^k_z}[z = j]| \leq \tau/(2k)$, with probability at least $1 - \delta$.

Proof. Recall that the distribution $D^k_z$ is the marginal distribution of the fine labels $z \in Z = [k]$, conditional that the example $x \sim D^k_x$, i.e., that the example $x \in X$ has been accepted by the rejection sampling process. Hence, the distribution $D^k_z$ is supported on $Z$. We can then directly apply Proposition 7, using as training set the set of accepted coarsely labeled samples $(x, S)$ and can compute an estimate $\tilde{D}$, that is $\epsilon$-close in total variation distance to $D^k_z$. By setting $\epsilon = \tau/(2k)$, the algorithm uses $\tilde{O}(k^3/(\tau^2 \alpha^2) \log(1/\delta))$ samples from the set of accepted samples and outputs the estimate $\tilde{p} = \tilde{D}(j)$. For the example $x \in X$, the acceptance probability $f(x)$ can be considered $O(\tau/k)$. Otherwise, we can set the desired expectation equal to 0. Hence, the
algorithm needs to draw in total $\tilde{O}(k^4/(\tau^4 \alpha^2) \log(1/\delta))$ samples from $\mathcal{D}_\pi$ in order to compute an estimate $\tilde{p}$ that satisfies
\[ |\tilde{p} - \Pr_{z \sim \mathcal{D}_\pi}[z = j]| \leq \tau/(2k), \]
with probability at least $1 - \delta$. \hfill \Box

**Claim 3.** There exists an algorithm that, uses $N = O((k^2/\tau^2) \log(1/\delta))$ samples from $\mathcal{D}_\pi$ and computes an estimate $\tilde{\mu}$, that satisfies $|\tilde{\mu} - \mathbb{E}_{x \sim \mathcal{D}_x}[f(x)]| \leq \tau/(2k)$, with probability at least $1 - \delta$.

**Proof.** The algorithms draws $N$ coarsely labeled examples from $\mathcal{D}_\pi$ and computes the estimate $\tilde{\mu} = \frac{1}{N} \sum_{i=1}^{N} f(x_i)$. From the Hoeffding bound, since the estimate is a sum of independent bounded random variables, we get
\[ \Pr \left[ \left| \tilde{\mu} - \mathbb{E}_{x \sim \mathcal{D}_x}[f(x)] \right| \geq \tau/(2k) \right] \leq 2 \exp\left(-N\tau^2/(2k^2)\right). \]

Using $N = O((k^2/\tau^2) \log(1/\delta))$ samples, the algorithm estimates the desired expectation with error $\tau/(2k)$, with probability at least $1 - \delta$. Note that, if $\tilde{\mu} < \tau/(2k)$, the algorithm can output 0, since the estimated value will lie in the desired tolerance interval. \hfill \Box

### 4 Learning Gaussians from Coarse Data

In this section, we focus on an unsupervised learning problem with coarse data. Recall that we have already solved such a problem in the discrete setting as an ingredient of our supervised learning result, see Section 3.2. In this section, we study the fundamental problem of learning a Gaussian distribution given coarse data. In Section 4.1, we show that, under general partitions, this problem is NP-hard. In Section 4.2, we show that we can efficiently estimate the Gaussian mean under convex partitions of the space.

#### 4.1 Computational Hardness under General Partitions

In this section, we consider general partitions of the $d$-dimensional Euclidean space, that may contain non-convex subsets. For instance, a compact convex body and its complement define a non-convex partition of $\mathbb{R}^d$. In order to get this computational hardness result, we reduce from Max-Cut and make use of its hardness of approximation (see [Hås01]). Recall that Max-Cut can be viewed as a maximization problem, where the objective function corresponds to a particular quadratic function (associated with the Laplacian matrix of the given graph instance) and the constraints restrict the solution to lie in the Boolean hypercube (the constraints can be seen geometrically as the intersection of bands, see Figure 2).

We first define Max-Cut and a variant of Max-Cut where the optimal cut score is given as part of the input. Let $G = (V, E)$ be a graph\(^4\) with $d$ vertices. A cut is a partition of $V$ into two subsets $S$ and $S' = V \setminus S$ and the value of the cut $(S, S')$ is $c(S, S') = \sum_{u,v \in E} 1\{u \in S, v \in S'\}$.

\(^4\)We are going to work with graphs with unit weights.
The goal of the problem is to find the maximum value cut in $G$, i.e., to partition the vertices into two sets so that the number of edges crossing the cut is maximized. We can define Max-Cut as the following maximization problem for the graph $G = (V, E)$ with $|V| = d$:

$$\max \sum_{(i,j) \in E} (x_i - x_j)^2, \quad \text{subj. to } x_i \in \{-1, +1\} \ \forall i \in [d].$$

The objective function is the quadratic form $x^T L_G x$, where $L_G$ is the Laplacian matrix of the graph $G$. We may also assume that the value of the optimal cut is known and is equal to $\text{opt.}^5$

Before proceeding with the overview of the proof, we state a key result of [Hås01] about the inapproximability of Max-Cut.

**Lemma 9** (Inapproximability of Maximum Cut Problem [Hås01]). It is NP-hard to approximate Max-Cut to any factor higher than $16/17$.

![Figure 2: The geometry of the Max-Cut instance. The left figure corresponds to the fat hyperplanes, i.e., the constraints of Max-Cut and the right figure (the ellipsoid) corresponds to the objective function of Max-Cut. The green points lie in the Boolean hypercube.](image)

### 4.1.1 Sketch of the Proof of Theorem 5

The first step of the proof is to construct the distribution over partitions of $\mathbb{R}^d$. The Max-Cut problem can be viewed as a collection of $d + 1$ non-convex partitions of the $d$-dimensional Euclidean space. Consider an instance of Max-Cut with $|V| = d$ and optimal cut value $\text{opt.}$.

Consider the collection of $d + 1$ partitions $B = \{S_1, \ldots, S_d, T\}$. We define the partitions as follows: for any $i = 1, \ldots, d$, we let $S_i = \{x : -1 \leq x_i \leq 1\}$ be the sets that correspond to fat hyperplanes of Figure 2(a) and the partitions $S_i = \{S_i, S_i^c\}$, i.e., pairs of fat hyperplanes and their complements (see Figure 3(a,b)). These $d$ partitions will simulate the Max-Cut constraints, i.e., that the solution vector lies in the hypercube $\{-1, 1\}^d$. It remains to construct $T$, which intuitively corresponds to the quadratic objective of Max-Cut.

---

5Observe that this problem is still hard, since the maximum value of a cut is bounded by $d^2$ and, hence, if this problem could be solved efficiently, one would be able to solve Max-Cut by trying all possible values of opt.
Figure 3: The mixture of partitions that corresponds to the Max-Cut problem. In figures (a) and (b), we partition the Euclidean space using fat hyperplanes (the blue set $S_1$ and the red set $S_2$ respectively) and their complements $S_1^c = \mathbb{R}^d \setminus S_1$ and $S_2^c = \mathbb{R}^d \setminus S_2$. The third figure (c) partitions $\mathbb{R}^d$ using the ellipsoid $T = \{ x : x^T \Sigma^{-1} x \leq q \}$ and its complement $T^c = \mathbb{R}^d \setminus T$ (for some $d \times d$ covariance matrix $\Sigma$ and positive real $q$).

Fix the covariance matrix $\Sigma = L_G^{-1} \text{opt}$, i.e., $\Sigma$ is the inverse of the Laplacian normalized by $\text{opt}$. We let $T = \{ x : x^T \Sigma^{-1} x \leq q \}$ for some positive value $q$ to be defined later (see Figure 2(b) and Figure 3(c)). Then, we let $\mathcal{T} = \{ T, T^c \}$. We construct a mixture $\pi$ of these partitions by picking each one uniformly at random, i.e., with probability $1/(d+1)$.

Let us assume that there exists an algorithm that, given access to samples from $\mathcal{N}_\pi(\mu^*, \Sigma)$, with known covariance $\Sigma$, computes, in time poly($d$), a mean vector $\mu$ so that the output distributions are matched, i.e., $\text{TV}(\mathcal{N}_\pi(\mu, \Sigma), \mathcal{N}_\pi(\mu^*, \Sigma))$ is upper bounded by $1/d^c$ for some absolute constant $c > 1$. Equivalently this means that the mass that $\mathcal{N}(\mu, \Sigma)$ assigns to each set $S_i$ and $T$ is within poly($1/d$) of the corresponding mass that $\mathcal{N}(\mu^*, \Sigma)$ assigns to the same set.

There are two main challenges in order to prove the reduction:

1. How can we generate coarse samples from $\mathcal{N}_\pi(\mu^*, \Sigma)$ since $\mu^*$ is the solution of the Max-Cut problem and therefore is unknown?

2. Given opt, is it possible to pick the threshold $q$ of the ellipsoid $T = \{ x : x^T \Sigma^{-1} x \leq q \}$ so that any vector $\mu$ (rounded to belong in $\{-1, 1\}^d$), that achieves $\mathcal{N}(\mu, \Sigma; T) \approx \mathcal{N}(\mu^*, \Sigma; T)$ and $\mathcal{N}(\mu, \Sigma; S_i) \approx \mathcal{N}(\mu^*, \Sigma; S_i)$, also achieves an approximation ratio better than $16/17$ for the Max-Cut objective?

The key observation to answer the first question is that, by the rotation invariance of the Gaussian distribution, the probability $\mathcal{N}(\mu^*, \Sigma; T) = \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} [ x^T \Sigma^{-1} x \leq q ]$ is a constant $p$ that only depends on the value opt of the Max-Cut problem. Therefore, having this value $p$, we can flip a coin with this probability and give the coarse sample $T$ if we get heads and $T^c$ otherwise. Similarly, the value of $\mathcal{N}(\mu^*, \Sigma; S_i)$ is an absolute constant that does not depend on $\mu^* \in \{-1, 1\}^d$ and therefore we can again simulate coarse samples by flipping a coin with probability equal to $\mathcal{N}(\mu^*, \Sigma; S_i)$.

\[ \text{In fact, } L_G \text{ has zero eigenvalue with eigenvector } (1, \ldots, 1): \text{ we have to project the Laplacian to the subspace orthogonal to } (1, \ldots, 1) \text{ to avoid this. We ignore this technicality here for simplicity.} \]
To resolve the second question, we first show that any vector $\mu$ that approximately matches the probabilities of the $d$ fat halfspaces, lies very close to a corner of the hypercube, see Lemma 12. Therefore, by rounding this guess $\mu$, we obtain exactly a corner of the hypercube without affecting the probability assigned to the ellipsoid constraint by a lot. We then show that any vector of the hypercube that almost matches the probability of the ellipsoid achieves large cut value. In particular, we prove that there exists a value for the threshold $q$ of the ellipsoid $x^T\Sigma^{-1}x \leq q$ that makes the probability $\mathcal{N}(\mu, \Sigma; T)$ very sensitive to changes of $\mu$. Therefore, the only way for the algorithm to match the observed probability is to find a $\mu$ that achieves large cut value. We show the following lemma.

**Lemma 10** (Sensitivity of Gaussian Probability of Ellipsoids). Let $\mathcal{N}(\mu^*, \Sigma)$, $\mathcal{N}(\mu, \Sigma)$ be $d$-dimensional Gaussian distributions. Let $v^* = \Sigma^{-1/2}\mu^*$, $v = \Sigma^{-1/2}\mu$ and assume that $\|v\|_2 \leq \|v^*\|_2 = 1$. Denote $q = d + \|v^*\|_2^2 + \sqrt{2d + 4}\|v^*\|_2^2$. Then, assuming $d$ is larger than some sufficiently large absolute constant, it holds that

$$\left| \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)}[x^T\Sigma^{-1}x \leq q] - \Pr_{x \sim \mathcal{N}(\mu, \Sigma)}[x^T\Sigma^{-1}x \leq q] \right| \geq \frac{\|v^*\|_2^2 - \|v\|_2^2}{6\sqrt{2d + 4}} - o(1/\sqrt{d}).$$

Notice that with $\Sigma = L_G^2$ opt, in the above lemma, we have $\|v^*\|_2^2 = 1$, since $\mu^*$ achieves cut value opt. By assumption, we know that the learning algorithm can find a guess $\mu$ that makes the left hand side of the inequality of Lemma 10 smaller than poly$(1/d)$. Thus, we obtain that, for $d$ large enough, it must be that $\|v\|_2^2 = \mu^T L_G \mu / \text{opt} \geq 16/17$. Therefore, $\mu$ achieves value greater than $(16/17)\text{opt}$.

**Remark 3.** The transformation $\pi$ used in the above hardness result is not information preserving. In Theorem 5, we prove that it is computationally hard to find a vector $\mu \in \mathbb{R}^d$ that matches in total variation the observed distribution over coarse labels. In contrast, as we will see in the upcoming Section 4.2, when the sets of the partitions are convex, we show that there is an efficient algorithm that can solve the same problem and compute some $\mu \in \mathbb{R}^d$ such that $\text{TV}(\mathcal{N}_\pi(\mu^*), \mathcal{N}_\pi(\mu))$ is small regardless of whether the transformation $\pi$ is information preserving. When the transformation is information preserving, we can further show that the vector $\mu$ that we compute will be close to $\mu^*$.

### 4.1.2 Sensitivity of Gaussian Probabilities

We now prove Lemma 10, namely that the probability of an ellipsoid with respect to the Gaussian distribution is sensitive to small changes of its mean.

**Proof of Lemma 10.** We first observe that

$$\Pr_{x \sim \mathcal{N}(\mu, \Sigma)}[x^T\Sigma^{-1}x \leq q] = \Pr_{x \sim \mathcal{N}(0, I)}[x^T x + 2\mu^T \Sigma^{-1/2} x \leq q - \mu^T \Sigma^{-1/2} \mu]$$

$$= \Pr_{x \sim \mathcal{N}(0, I)}[x^T x + 2v^T x \leq q - \|v^*\|_2^2],$$

where $v = \Sigma^{-1/2}\mu$. Similarly, we have $\Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)}[x^T\Sigma^{-1}x \leq q] = \Pr_{x \sim \mathcal{N}(0, I)}[x^T x + 2(v^*)^T x \leq q - \|v^*\|_2^2]$, where $v^* = \Sigma^{-1/2}\mu^*$. From the rotation invariance of the Gaussian
distribution, we may assume, without loss of generality, that \( v = \|v\|e_1 \) and \( v^* = \|v^*\|e_1 \).
Notice that \( (\|v\|_2 + x_1)^2 + \sum_{i=2}^{d} x_i^2 \) is a sum of independent random variables. To estimate these probabilities we are going to use the central limit theorem.

**Lemma 11** (CLT, Theorem 1, Chapter XVI in [Fel57]). Let \( X_1, \ldots, X_n \) be independent random variables with \( E[|X_i|^3] < +\infty \) for all \( i \). Let \( m_1 = E[\sum_{i=1}^{n} X_i] \) and \( m_j = \sum_{i=1}^{n} E[(X_i - E[X_i])^j] \). Then,

\[
\Pr \left[ \frac{(\sum_{i=1}^{n} X_i) - m_1}{\sqrt{m_2}} \leq x \right] - \Phi(x) = m_3 \frac{(1 - x^2)\phi(x)}{6m_2^{3/2}} + o \left( \frac{n}{m_2^{3/2}} \right),
\]

where \( \Phi(\cdot) \), resp., \( \phi(\cdot) \) is the CDF resp., PDF of the standard normal distribution and the convergence is uniform for all \( x \in \mathbb{R} \).

Using the above central limit theorem we obtain

\[
\Pr_{x \sim N(0, I)} \left[ (\|v^*\|_2 + x_1)^2 + \sum_{i=2}^{d} x_i^2 \leq q \right] = \Phi(\bar{q}_1) + O \left( \frac{1}{\sqrt{d}} \right) (1 - \bar{q}_1^2)\phi(\bar{q}_1) + o \left( \frac{1}{\sqrt{d}} \right),
\]

where \( \bar{q}_1 = \frac{q - (d + \|v^*\|_2^2)}{\sqrt{2d + 4\|v^*\|_2^2}} \). Since \( q = d + \|v^*\|_2^2 + \sqrt{2d + 4\|v^*\|_2^2} \) we obtain \( \bar{q}_1 = 1 \) and therefore

\[
\Pr_{x \sim N(0, I)} \left[ x^T x + 2(v^*)^T x \leq q - \|v^*\|_2^2 \right] = \Phi(1) + o \left( \frac{1}{\sqrt{d}} \right).
\]

Similarly, from the central limit theorem, we obtain

\[
\Pr_{x \sim N(0, I)} \left[ (\|v\|_2 + x_1)^2 + \sum_{i=2}^{d} x_i^2 \leq q \right] = \Phi(\bar{q}_2) + O \left( \frac{1}{\sqrt{d}} \right) (1 - \bar{q}_2^2)\phi(\bar{q}_2) + o \left( \frac{1}{\sqrt{d}} \right),
\]

where \( \bar{q}_2 = \frac{q - (d + \|v\|_2^2)}{\sqrt{2d + 4\|v\|_2^2}} = 1 + O(1/\sqrt{d}) \). Therefore, we have

\[
\Pr_{x \sim N(0, I)} \left[ x^T x + 2v^T x \leq q - \|v\|_2^2 \right] = \Phi(\bar{q}_2) + o \left( \frac{1}{\sqrt{d}} \right).
\]

Moreover, we have that \( \bar{q}_2 \geq 1 + (\|v^*\|_2^2 - \|v\|_2^2)/(\sqrt{2d + 4\|v^*\|_2^2}) \). Using the fact that \( d \) is sufficiently large and standard approximation results on the Gaussian CDF, we obtain

\[
\Phi \left( 1 + \frac{\|v^*\|_2^2 - \|v\|_2^2}{\sqrt{2d + 4\|v^*\|_2^2}} \right) - \Phi(1) \geq (\|v^*\|_2^2 - \|v\|_2^2)/ \left( 6\sqrt{2d + 4\|v^*\|_2^2} \right),
\]

and, since \( \|v\|_2 \leq 1 \), we conclude that the left-hand side satisfies

\[
\Phi \left( 1 + \frac{\|v^*\|_2^2 - \|v\|_2^2}{\sqrt{2d + 4\|v^*\|_2^2}} \right) - \Phi(1) \geq (\|v^*\|_2^2 - \|v\|_2^2)/ \left( 6\sqrt{2d + 4} \right).
\]

The result follows. \( \square \)
We will also require the following sensitivity lemma about the Gaussian probability of bands, i.e., sets of the form \( \{ x : |x_i| \leq 1 \} \). We show that the probabilities of such regions are also sensitive under perturbations of the mean of the Gaussian. This means that any vector \( \mu \) that has \( \Pr_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] \) close to \( \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] \) must be very close to a corner of the hypercube.

**Lemma 12** (Sensitivity of Gaussian Probability of Bands). Let \( \mathcal{N}(\mu^*, \Sigma), \mathcal{N}(\mu, \Sigma) \) be two \( d \)-dimensional Gaussian distributions with \( e_i^T \Sigma e_i \leq Q \), and \( |\mu_i^*| = 1 \) for all \( i \in [d] \). Then, for any \( i \in [d] \), it holds that

\[
\left| \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] - \Pr_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] \right| \geq c \cdot \frac{\min(1, (1 - |\mu_i|)^2)}{Q^4},
\]

for some absolute constant \( c \in (0, 1] \).

**Proof.** Let us fix \( i \in [d] \), define \( \mu^* \) (resp. \( \mu \)) for \( \mu_i^* \) (resp. \( \mu_i \)), and \( \sigma^2 = \Sigma_{ii} \). Without loss of generality since both Gaussians have the same variance \( \sigma \) by symmetry we may assume that \( \mu^* = 1 \) and \( \mu \in [0, +\infty) \). We first deal with the case \( \mu > 1 \). We have

\[
\Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] - \Pr_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] = \frac{\mathbb{E}}{t \sim \mathcal{N}(1, \sigma^2)} \left[ 1 \{|t| \leq 1\} \left( 1 - \frac{\mathcal{N}(\mu, \sigma^2; t)}{\mathcal{N}(1, \sigma^2; t)} \right) \right].
\]

We have that since \( \mu > 1 \) the ratio \( \frac{\mathcal{N}(\mu, \sigma^2; t)}{\mathcal{N}(1, \sigma^2; t)} = e^{\frac{(\mu - 1)(\mu + 2t - 1)}{2\sigma^2}} \) is maximized for \( t = 1 \) and has maximum value \( e^{-\frac{(\mu - 1)^2}{2\sigma^2}} \). By taking the derivative with respect to \( \sigma \) we observe that the probability that \( \mathcal{N}(1, \sigma) \) assigns to \([ -1, 1] \) is decreasing with respect to \( \sigma \) and therefore it is minimized for \( \sigma = 1 \). We have that \( \Pr_{t \sim \mathcal{N}(1, \sigma)}[-1 < t < 1] = \Omega(1/\sigma) \) and therefore \( \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] - \Pr_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ -1 \leq x_i \leq 1 \right] \geq C \cdot \left( 1 - e^{-\frac{(\mu - 1)^2}{2\sigma^2}} \right) \). We can obtain the significantly weaker lower bound of \( c \min(1, (1 - |\mu|)^2) \) for some absolute constant \( c \in (0, 1] \) by using the inequality \( 1 - e^{-x} \geq 1/2 \min(1, x) \) that holds for all \( x \in [0, +\infty) \).

We now deal with the case \( \mu \in [0, 1) \). In that case the expression of their ratio of the densities of \( \mathcal{N}(1, \sigma) \) and \( \mathcal{N}(\mu, \sigma) \) derived above shows us that they cross at \( t = (1 + \mu)/2 \). Therefore, they completely cancel out in the interval \([ \mu, 1] \). We have \( \Pr_{x \sim \mathcal{N}(\mu, \Sigma)}[-1 \leq x_i \leq 1] - \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)}[-1 \leq x_i \leq 1] = \Pr_{t \sim \mathcal{N}(\mu, \sigma)}[-1 \leq t \leq \mu] - \Pr_{t \sim \mathcal{N}(1, \sigma)}[-1 \leq t \leq \mu] = \Omega((1 - \mu)/(1 + \sigma^4)) \), where to obtain the last inequality we use standard approximations of Gaussian integrals. Combining the above two cases we obtain the claimed lower bound.

\[\square\]

### 4.1.3 The Proof of Theorem 5

We are now ready to provide the complete proof of Theorem 5. Consider an instance of MAX-CUT with \( |V| = d \) and optimal value \( \text{opt} = O(d^2) \). Let \( L_G \) be the Laplacian matrix of the (connected) graph \( G \). Since the minimum eigenvalue of \( L_G \) is 0, we project the matrix onto the
subspace $V$ that is orthogonal to $1 = (1, \ldots, 1)$. We introduce a $(d-1) \times d$ partial isometry $R$, that satisfies $RR^T = I$ and $R1 = 0$, i.e., $R$ projects vectors to the subspace $V$. We consider $L'_G = RL_G R^T$. It suffices to find a solution $x \in V$ and then project back to $\mathbb{R}^d$: $y = R^T x$. We note that the matrix $L'_G$ is positive definite (the smallest eigenvalue of $L'_G$ is equal to the second smallest eigenvalue of $L_G$) and preserves the optimal score value, in the sense that

$$\text{opt} = \max_{y \in \mathbb{R}^d} y^T L_G y = \max_{x \in \mathbb{R}^d} (R^T x)^T L_G (R^T x) = \max_{x \in V} x^T L'_G x.$$ 

Assume that there exists an efficient black-box algorithm $A$, that, given sample access to a generative process of coarse Gaussian data $\mathcal{N}_\pi(\mu^*, \Sigma)$ with known covariance \footnote{We remark that our hardness result is stated for identity covariance matrix (and not for an arbitrary known covariance matrix). In order to handle this case, we provide a detailed discussion after the end of the proof of Theorem 5.} matrix $\Sigma$, computes an estimate $\hat{\mu}$ in $\text{poly}(d)$ time, that satisfies

$$\text{TV}(\mathcal{N}_\pi(\hat{\mu}, \Sigma), \mathcal{N}_\pi(\mu^*, \Sigma)) < 1/d^c.$$ 

We choose the known covariance matrix to be equal to $\Sigma = (L'_G)^{-1}\text{opt}$, where $\text{opt}$ is the given optimal Max-Cut value and let $\mu^* \in \{-1, 1\}^{d-1}$ be the unknown mean vector. Recall that, not only the black-box algorithm $A$, but also the generative process that we design is agnostic to the true mean. However, as we will see the knowledge of the optimal value $\text{opt}$ and the fact that the true mean lies in the hypercube $\{-1, 1\}^{d-1}$ suffice to generate samples from the true coarse generative process $\mathcal{N}_\pi(\mu^*, \Sigma)$.

In what follows, we will construct such a coarse generative process using the objective function and the constraints of the Max-Cut problem. Specifically, we will design a collection $\mathcal{B} = \{S_1, \ldots, S_{d-1}, T\}$ of $d$ partitions of the $d$-dimensional Euclidean space and let the partition distribution $\pi$ be the uniform probability measure over $\mathcal{B}$.

We define the partitions as follows: for any $i = 1, \ldots, d-1$, let $S_i = \{x : -1 \leq x_i \leq 1\}$ and $S_i = \{S_i, S_i^c\}$. These $d-1$ partitions simulate the integrality constraints of Max-Cut, i.e., the solution vector should lie in the hypercube $\{-1, 1\}^{d-1}$. It remains to construct $T$, which corresponds to the quadratic objective of Max-Cut. We let $T = \{x \in \mathbb{R}^d : x^T \Sigma^{-1} x \leq q\}$, for $q > 0$ to be decided. Then, we let $\mathcal{T} = \{T, T^c\}$. Recall that the known covariance matrix $\Sigma = (L'_G)^{-1}\text{opt}$ lies in $\mathbb{R}^{(d-1) \times (d-1)}$ and, so, we will use $d-1$ bands (i.e., fat hyperplanes).

The main question to resolve is how to generate efficiently samples from the designed general partition, i.e., the distribution $\mathcal{N}_\pi(\mu^*, \Sigma)$, without knowing the value of $\mu^*$. The key observation is that, by the rotation invariance of the Gaussian distribution, the probability $\mathcal{N}(\mu^*, \Sigma; T) = \Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} [x^T \Sigma^{-1} x \leq q]$ is a constant $p$ that only depends on the value opt of the maximum cut (see the proof of Lemma 10). Therefore, having this value $p$, we can flip a coin with this probability and give the coarse sample $T$ if we get heads and $T^c$ otherwise. At the same time, the value of $\mathcal{N}(\mu^*, \Sigma; S_i)$ is an absolute constant that does not depend on $\mu^* \in \{-1, 1\}^{d-1}$ and, therefore, we can again simulate coarse samples by flipping a coin with probability equal to $\mathcal{N}(\mu^*, \Sigma; S_i)$. More precisely, since $S_i$ is a symmetric interval around 0, we have that

$$\Pr_{x \sim \mathcal{N}(\mu^*, \Sigma)} [-1 \leq x_i \leq 1] = \Pr_{t \sim \mathcal{N}(1, \Sigma_{ii})} [-1 \leq t \leq 1].$$
Notice that the above constant only depends on the known constant $\Sigma_{ii}$ and can be computed to very high accuracy using well known approximations of the Gaussian integral or rejection sampling. Moreover, all the probabilities $\mathcal{N}(\mu^*, \Sigma; S_i), \mathcal{N}(\mu^*, \Sigma; T)$ are at least polynomially small in $1/d$. In particular, $\mathcal{N}(\mu^*, \Sigma; S_i)$, is always larger than $\Omega(1/\sigma) \geq \text{poly}(1/d)$ and smaller than $1/2$ and $\mathcal{N}(\mu^*, \Sigma; T) = \Phi(1) + o(1/\sqrt{d})$ \(^8\), see the proof of Lemma 10. Having these values we can generate samples from $\mathcal{N}_\pi$ as follows:

1. Pick one of the $d$ sets $S_1, \ldots, S_{d-1}, T$ uniformly at random.

2. Flip a coin with success probability equal to the probability of the corresponding sets and return either the set or its complement.

Giving sample access to the designed oracle with $B = \{S_1, \ldots, S_{d-1}, T\}$, the black-box algorithm $\mathcal{A}$ computes efficiently and returns an estimate $\hat{\mu} \in \mathbb{R}^{d-1}$, that satisfies

$$TV(\mathcal{N}_\pi(\hat{\mu}, \Sigma), \mathcal{N}_\pi(\mu^*, \Sigma)) < o(1/d^c).$$

We proceed with two claims: ($i$) the algorithm’s output $\hat{\mu}$ should lie in a ball of radius $\text{poly}(1/d)$, centered at one of the vertices of the hypercube $\{-1, 1\}^{d-1}$ and ($ii$) it will hold that the rounded vector $\hat{\mu} = (\text{sgn}(\hat{\mu}_i))_{1 \leq i \leq d-1} \in \{-1, 1\}^{d-1}$ will attain a cut score, that approximates the MAX-CUT within a factor larger than $16/17$. By the algorithm’s guarantee, since $\pi$ is the uniform distribution, we get that

$$|\mathcal{N}(\mu, \Sigma; T) - \mathcal{N}(\mu^*, \Sigma; T)| + \sum_{i=1}^{d-1} |\mathcal{N}(\mu, \Sigma; S_i) - \mathcal{N}(\mu^*, \Sigma; S_i)| = o(1/d^{c-1}).$$

Hence, we get that each of the above $d$ summands is at most $o(1/d^{c-1})$.

**Claim 4.** It holds that $\|\hat{\mu} - \mu\|_{\infty} < \epsilon$, where $\hat{\mu}$ is the black-box algorithm’s estimate and $\mu$ its rounding to $\{-1, 1\}^{d-1}$.

**Proof.** For any coordinate $i \in [d-1]$, we will apply Lemma 12 in order to bound the distance between the estimated guess and the true, based on the Gaussian mass gap in each one of the $d-1$ bands.

Note that $|\mu^*_i| = 1$ for all $i \in [d-1]$. Also, note that the $(d-1) \times (d-1)$ matrix $L'_G$ is positive definite and the minimum eigenvalue $\lambda(L'_G)$ is equal to the second smallest eigenvalue of the $d \times d$ Laplacian matrix $L_G$. It holds that $\lambda(L'_G) > 0$. Hence, the maximum entry of the covariance matrix $\Sigma = (L'_G)^{-1}$ is upper bounded by $1/(\lambda(L'_G)) < Q = \text{poly}(d)$ for some value $Q$. Using Lemma 12 and the algorithm’s guarantee, we have that

$$(|\hat{\mu}_i| - 1)^2/Q^4 \leq |\mathcal{N}(\hat{\mu}, \Sigma; S_i) - \mathcal{N}(\mu^*, \Sigma; S_i)| = o(1/d^{c-1}).$$

For sufficiently large $c$, we get that each coordinate of the estimated vector $\hat{\mu}$ lies in an interval, centered at either 1 or $-1$ of length $o(1/d^{c-1})$. This implies that $\|\hat{\mu} - w\|_\infty < \epsilon$ for some $\epsilon = o(1/d^{c-1})$ and some vertex $w$ of the hypercube $\{-1, 1\}^{d-1}$. Hence, we have that $\hat{\mu}$ should lie in a ball, with respect to the $L_\infty$ norm, centered at one of the vertices of the $(d-1)$-hypercube with radius of order $\epsilon$ and note that this vertex corresponds to the rounded vector $\hat{\mu}$ of the estimated vector. \(\square\)

\(^8\Phi(\cdot)\) is the CDF of the standard Normal distribution.
We continue by claiming that the rounded vector $\hat{\mu}$ attains a MAX-CUT value, that approximates the optimal value $\text{opt}$ withing a factor strictly larger than $16/17$.

**Claim 5.** The MAX-CUT value of the rounded vector $\hat{\mu} \in \{-1, 1\}^{d-1}$ satisfies

$$\hat{\mu}^T L_G' \hat{\mu} > (16/17) \cdot \text{opt}.$$  

**Proof.** We will make use of Lemma 10, in order to get the desired result via the Gaussian mass gap between the two means on the designed ellipsoid. In order to apply this Lemma, note that, for the true mean $\mu^*$, we have that $\|v^*\|_2^2 = \|((\Sigma^*)^{-1/2}) \mu^*\|_2^2 = ((\mu^*)^T L_G' \mu^*)/\text{opt} = 1$, since the true mean attains the optimal MAX-CUT score. Similarly, for the rounded estimated mean $\hat{\mu}$, the associated vector $\hat{v}$ satisfies $\|\hat{v}\|_2 \leq 1$, since its cut value is at most $\text{opt}$. So, we can apply Lemma 10 with $v^* = \Sigma^{-1/2} \mu^*$ and $v = \Sigma^{-1/2} \hat{\mu}$ and get that

$$\frac{1 - (\hat{\mu}^T L_G' \hat{\mu})/\text{opt}}{6\sqrt{2d + 4}} - o\left(\frac{1}{\sqrt{d}}\right) < o\left(\frac{1}{d^{c-1}}\right),$$

which implies that, for some small constant $c'$, the value of the estimated mean satisfies $\hat{\mu}_{G'}^T \hat{\mu} > (1 - c' - 1/d^{c-1}) \cdot \text{opt}$. This implies that the algorithm $\mathcal{A}$ can approximate the MAX-CUT value within a factor higher than $16/17$. \hfill $\square$

**Known Covariance vs. Identity Covariance.** Recall that our hardness result (Theorem 5) states that there is no algorithm with sample access to $\mathcal{N}_\pi(\mu^*) = \mathcal{N}_\pi(\mu^*, I)$, that can compute a mean $\tilde{\mu} \in \mathbb{R}^d$ in poly($d$) time such that $\text{TV}(\mathcal{N}_\pi(\tilde{\mu}), \mathcal{N}_\pi(\mu^*)) < 1/d^c$ for some absolute constant $c > 1$. In order to prove our hardness result, we assume that there exists such a black-box algorithm $\mathcal{A}$. Hence, to make use of $\mathcal{A}$, one should provide samples generated by a coarse Gaussian with identity covariance matrix. However, in our reduction, we show that we can generate samples from a coarse Gaussian (which is associated with the MAX-CUT instance) that has known covariance matrix $\Sigma$. Let us consider a sample $S \sim \mathcal{N}_\pi(\mu^*, \Sigma)$. Since $\Sigma$ is known, we can rotate the sets and give as input to the algorithm $\mathcal{A}$ the set

$$\Sigma^{-1/2} \cdot S := \left\{ \Sigma^{-1/2} x : x \in S \right\},$$

i.e., we can implement the membership oracle $O_{\Sigma^{-1/2}, S}()$, assuming oracle access to $O_S()$. We have that $O_{\Sigma^{-1/2}, S}(x) = O_S(\Sigma^{1/2} x)$. We continue with a couple of observations.

1. We first observe that, for any partition $S$ of the $d$-dimensional Euclidean space, there exists another partition $\Sigma^{-1/2} \cdot S$ consisting of the sets $\Sigma^{-1/2} \cdot S$, where $S \in S$. Note that since $\Sigma^{-1/2}$ is full rank, the mapping $x \mapsto \Sigma^{-1/2} x$ is a bijection and so $\Sigma^{-1/2} \cdot S$ is a partition of the space with $\pi(\Sigma^{-1/2} \cdot S) = \pi(S)$.

2. We have that $x \in S$ if and only if $\Sigma^{-1/2} x \in \Sigma^{-1/2} \cdot S$ and so

$$\mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)}[1\{x \in S\}] = \mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)}[1\{\Sigma^{-1/2} x \in \Sigma^{-1/2} \cdot S\}].$$
distribution and consider a pair of Gaussians \( \mathcal{N}(\mu, \Sigma) \).

**Definition 13** (Information Preserving Partition Distribution for Gaussians). Let \( \alpha \in [0, 1] \) and consider a \( d \)-dimensional Gaussian distribution \( \mathcal{N}(\mu^*) \). We say that \( \pi \) is an \( \alpha \)-information preserving partition distribution with respect to the true Gaussian \( \mathcal{N}(\mu^*) \) if for any Gaussian distribution \( \mathcal{N}(\mu) \), it holds that \( TV(\mathcal{N}_\pi(\mu), \mathcal{N}_\pi(\mu^*)) \geq \alpha \cdot TV(\mathcal{N}(\mu), \mathcal{N}(\mu^*)) \).

We refer to Appendix C for a geometric condition, under which a partition is \( \alpha \)-information preserving. In particular, we prove that a partition is \( \alpha \)-information preserving if, for any hyperplane, it holds that the mass of the cells of the partition that do not intersect with the
hyperplane is at least $\alpha$. This is true for most natural partitions, see e.g., the Voronoi diagram of Figure 1.

We continue with a formal statement of Informal Theorem 2.

**Theorem 14** (Gaussian Mean Estimation with Convex Partitions). Let $\epsilon, \delta \in (0, 1)$. Consider the generative process of coarse $d$-dimensional Gaussian data $\mathcal{N}_\pi(\mu^*)$, as in Definition 4. Assume that the partition distribution $\pi$ is $\alpha$-information preserving and is supported on convex partitions of $\mathbb{R}^d$. The following hold.

1. The empirical log-likelihood objective

   $$\mathcal{L}_N(\mu) = \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\mu; S_i)$$

   is concave with respect to $\mu$ where the sets $S_i$ for $i \in [N]$ are i.i.d. samples from $\mathcal{N}_\pi(\mu^*)$.

2. There exists an algorithm, that draws $N = \tilde{O}(d/(\epsilon^2 \alpha^2) \log(1/\delta))$ samples from $\mathcal{N}_\pi(\mu^*)$ and computes an estimate $\tilde{\mu}$ that satisfies $\text{TV}(\mathcal{N}(\tilde{\mu}), \mathcal{N}(\mu^*)) \leq \epsilon$, with probability at least $1 - \delta$.

In this section, we discuss and establish the two structural lemmata required in order to prove Theorem 14. Our goal is to maximize the empirical log-likelihood objective

$$\mathcal{L}_N(\mu) = \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\mu; S_i), \quad (4.1)$$

where the $N$ (convex) sets $S_1, \ldots, S_N$ are drawn from the coarse Gaussian generative process $\mathcal{N}_\pi(\mu^*)$. We first show that the above empirical likelihood is a concave objective with respect to $\mu \in \mathbb{R}^d$. In the following lemma, we show that the log-probability of a convex set $S$, i.e., the function $\log \mathcal{N}(\mu; S)$ is a concave function of the mean $\mu$.

**Lemma 15** (Concavity of Log-Likelihood). Let $S \subseteq \mathbb{R}^d$ be a convex set. The function $\log \mathcal{N}(\mu; S)$ is concave with respect to the mean vector $\mu \in \mathbb{R}^d$.

In order to prove that the Hessian matrix of this objective is negative semi-definite, we use a variant of the Brascamp-Lieb inequality. Having established the concavity of the empirical log-likelihood, we next have to bound the sample complexity of the empirical log-likelihood. We prove the following lemma.

**Lemma 16** (Sample Complexity of Empirical Log-Likelihood). Let $\epsilon, \delta \in (0, 1)$ and consider a generative process for coarse $d$-dimensional Gaussian data $\mathcal{N}_\pi(\mu^*)$ (see Definition 4). Also, assume that every $S \in \text{supp}(\pi)$ is a convex partition of the Euclidean space. Let $N = \tilde{\Omega}(d/(\epsilon^2 \alpha^2) \log(1/\delta))$. Consider the empirical log-likelihood objective

$$\mathcal{L}_N(\mu) = \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\mu; S_i).$$

Then, with probability at least $1 - \delta$, we have that, for any Gaussian distribution $\mathcal{N}(\mu)$ that satisfies $\text{TV}(\mathcal{N}(\mu), \mathcal{N}(\mu^*)) \geq \epsilon$, it holds that $\max_{\tilde{\mu} \in \mathbb{R}^d} \mathcal{L}_N(\tilde{\mu}) - \mathcal{L}_N(\mu) \geq \Omega(\epsilon^2 \alpha^2)$. 
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The above lemma states that, given roughly \(\bar{O}(d/(\epsilon^2\alpha^2))\) samples from \(\mathcal{N}_\pi(\mu^*)\), we can guarantee that the maximizer \(\tilde{\mu}\) of the empirical log-likelihood achieves a total variation gap at most \(\epsilon\) against the true mean vector \(\mu^*\), i.e., \(\text{TV}(\mathcal{N}(\tilde{\mu}), \mathcal{N}(\mu^*)) \leq \epsilon\). In fact, thanks to the concavity of the empirical log-likelihood objective, it suffices to show that Gaussian distributions \(\mathcal{N}(\mu)\), that satisfy \(\text{TV}(\mathcal{N}(\mu), \mathcal{N}(\mu^*)) > \epsilon\), will also be significantly sub-optimal solutions of the empirical log-likelihood maximization. The key idea in order to attain the desired sample complexity, is that it suffices to focus on guess vectors \(\mu\) that lie in a sphere of radius \(\Omega(\epsilon)\). Technically, the proof of Lemma 16 relies on a concentration result of likelihood ratios and in the observation that, while the empirical log-likelihood objective \(\mathcal{L}\) is convex. The Hessian of the log-likelihood is concave when the underlying partitions are restricted to a direction \(v \in \mathbb{R}^d\), the quadratic \(v^T(\nabla^2 \mathcal{L})v\) quantifies the variance reduction, observed between the distributions \(\mathcal{N}_S\) (Gaussian conditioned on \(S\)) and \(\mathcal{N}\) (unrestricted Gaussian, i.e., \(S = \mathbb{R}^d\). When the set \(S\) is convex (and, hence the indicator function \(1_S\) is log-concave), the variance of the unrestricted Gaussian is always larger than the conditional one. This intriguing result is an application of a variation of the Brascamp-Lieb inequality, due to Hargé (see Lemma 17 for the inequality that we utilize). Recall that, both the empirical and the population log-likelihood objectives are convex combinations of the function \(f(\mu, \Sigma; S) = \log \mathcal{N}(\mu, \Sigma; S)\) and, hence, it suffices to show that \(f\) is concave with respect to \(\mu \in \mathbb{R}^d\), when the set \(S\) is convex.

**Proof of Lemma 15.** Without loss of generality, we can take \(\Sigma = I \in \mathbb{R}^{d \times d}\). Let \(f(\mu; S) = \log \mathcal{N}(\mu; I; S)\) for an arbitrary convex set \(S \subseteq \mathbb{R}^d\). The gradient \(\nabla_\mu f(\mu)\) of \(f\) with respect to \(\mu\) is equal to

\[
\nabla_\mu \left( \log \int_S \frac{1}{\sqrt{(2\pi)^d}} \exp \left( -\frac{(x - \mu)^T(x - \mu)}{2} \right) dx \right) = \frac{\int_S x \exp(-(x - \mu)^T(x - \mu)/2) dx}{\int_S \exp(-(x - \mu)^T(x - \mu)/2) dx} - \mu.
\]

Hence, we get that

\[
\nabla_\mu f(\mu) = \mathbb{E}_{x \sim \mathcal{N}_S(\mu, I)} [x] - \mu.
\]

We continue with the computation of the Hessian of the function \(f\) with respect to \(\mu\)

\[
\nabla^2_\mu f(\mu) = -I + \frac{\int_S x(x - \mu)^T \mathcal{N}(\mu, I; x) dx}{\mathcal{N}(\mu, I; S)} - \frac{\left( \int_S x \mathcal{N}(\mu, I; x) dx \right) \left( \int_S (x - \mu)^T \mathcal{N}(\mu, I; x) dx \right)}{\mathcal{N}(\mu, I; S)^2},
\]

and, so, we have that

\[
\nabla^2_\mu f(\mu) = -I + \left( \mathbb{E}_{x \sim \mathcal{N}_S(\mu, I)} [xx^T] - \mathbb{E}_{x \sim \mathcal{N}_S(\mu, I)} [x] \mathbb{E}_{x \sim \mathcal{N}_S(\mu, I)} [x^T] \right) = \text{Cov}_{x \sim \mathcal{N}_S(\mu, I)} [x] - I.
\]
Observe that, when $S = \mathbb{R}^d$, we get that both the gradient and the Hessian vanish. In order to show the concavity of $f$ with respect to the mean vector $\mu$, consider an arbitrary vector $v \in \mathbb{R}^d$ in the ball $\|v\|_2 = 1$. We have the quadratic form

$$v^T \nabla^2_{\mu} f(\mu)v = v^T \text{Cov}_{x \sim N_S(\mu, I)}[x]v - 1 = \mathbb{E}_{x \sim N_S(\mu, I)} \left[ (v^T x)^2 \right] - \left( \mathbb{E}_{x \sim N_S(\mu, I)} [v^T x] \right)^2 - 1.$$ 

In order to show the desired inequality, we will apply the following variant of the Brascamp-Lieb inequality.

**Lemma 17** (Brascamp-Lieb Inequality, Hargé (see [Gui09])). Let $g$ be convex function on $\mathbb{R}^d$ and let $S$ be a convex set on $\mathbb{R}^d$. Let $N(\mu, \Sigma)$ be the Gaussian distribution on $\mathbb{R}^d$. It holds that

$$\mathbb{E}_{x \sim N_S} \left[ g \left( x + \mu - \mathbb{E}_{x \sim N_S}[x] \right) \right] \leq \mathbb{E}_{x \sim N}[g(x)]. \tag{4.2}$$

We apply the above Lemma with $g(x) = (v^T x)^2$. We get that

$$\int_{\mathbb{R}^d} (v^T (x + \mu - \mathbb{E}_{y \sim N_S(\mu, I)} y))^2 \cdot \frac{1_S(x) N(\mu, I; x)}{\int_{\mathbb{R}^d} 1_S(x) N(\mu, I; x) dx} \leq \int_{\mathbb{R}^d} (v^T x)^2 N(\mu, I; x) dx.$$ 

Hence, we get the desired variance reduction in the direction $v$

$$\mathbf{V}_{x \sim N_S(\mu, I)} [v^T x] \leq \mathbf{V}_{x \sim N(\mu, I)}[v^T x],$$

that implies the concavity of the function $\log N(\mu, \Sigma; S)$ for convex sets $S$ with respect to the mean vector $\mu \in \mathbb{R}^d$.

### 4.2.2 Sample Complexity of Empirical Log-Likelihood: Proof of Lemma 16

In this section, we provide the proof of Lemma 16. This lemma analyzes the sample complexity of the empirical log-likelihood maximization $\mathcal{L}_N$, whose concavity (in convex partitions) was established in Lemma 15. We show that, given roughly $N = \tilde{O}(d/(\epsilon^2 \alpha^2))$ samples from $N_\pi(\mu^*)$, we can guarantee that Gaussian distributions $N(\mu)$ with mean vectors $\mu$, that are far from the true Gaussian $N(\mu^*)$ in total variation distance, will also be sub-optimal solutions of the empirical maximization of the log-likelihood objective, i.e., they are far from being maximizers of the empirical log-likelihood objective. We first give an overview of the proof of Lemma 16. In Proposition 7 we provided a similar sample complexity bound for an empirical log-likelihood objective. However, in contrast to the analysis of Proposition 7, the parameter space is now unbounded – $\mu$ can be any vector of $\mathbb{R}^d$ – and we cannot construct a cover of the whole space with finite size. However, thanks to the concavity of the empirical log-likelihood objective $\mathcal{L}_N$, we can show that it suffices to focus on guess vectors $\mu$ that lie in a sphere $\partial B$ (i.e., the boundary of a ball $B$) of radius $\Omega(\epsilon)$. This argument heavily relies on the claim that the maximizer of the empirical log-likelihood $\mathcal{L}_N$ lies inside $B$, which can be verified by monotonicity properties of the log-likelihood. Afterwards, we consider a discretization $\mathcal{C}$ of the sphere and, for any vector $\mu \in \mathcal{C}$, we can prove that $\mathcal{L}_N(\mu^*) - \mathcal{L}_N(\mu) \geq \Omega(\alpha^2 \epsilon^2)$. The main technical tool for this claim is a concentration result on likelihood ratios and the fact
that the partition distribution is $\alpha$-information preserving. In order to extend this property to the whole sphere, we exploit the convexity (with respect to $\mu$) of a regularized version of the empirical log-likelihood objective $\mathcal{L}_N(\mu) + \|\mu\|^2_2$. The complete proof follows.

**Proof of Lemma 16.** Let $\tilde{\mu}$ be the maximizer of the empirical log-likelihood objective

$$\tilde{\mu} = \arg \max_{\mu \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\mu; S_i).$$

Since $\tilde{\mu}$ is the maximizer of the empirical objective, it is sufficient to prove that for any Gaussian $\mathcal{N}(\mu)$ whose total variation distance with $\mathcal{N}(\mu^*)$ is greater than $\epsilon$, it holds that $\mathcal{L}_N(\mu^*) - \mathcal{L}_N(\mu) \geq \Omega(\alpha^2 \epsilon^2)$.

Moreover, we know that when $\|\mu_1 - \mu_2\|_2$ is smaller than some sufficiently small absolute constant, it holds $\text{TV}(\mathcal{N}(\mu_1), \mathcal{N}(\mu_2)) \geq \Omega(\|\mu_1 - \mu_2\|_2)$. Therefore, any Gaussian whose mean $\mu$ is far from $\mu^*$, i.e., $\|\mu - \mu^*\|_2 \geq \Omega(\epsilon)$ will be in total variation distance at least $\epsilon$ from $\mathcal{N}(\mu^*)$.

To prove the lemma, it suffices to prove it for Gaussians whose means lie outside of a ball $\mathcal{B}$ of radius $\rho := \Omega(\epsilon)$ around $\mu^*$.

Since all observed sets $S_i$ are convex, the empirical log-likelihood objective $\mathcal{L}_N(\mu)$ is concave with respect to $\mu$, see Lemma 15. Since $\mathcal{L}_N$ is concave, it suffices to prove that for any $\mu$ that lies exactly on the sphere of radius $\rho$, i.e., the surface of the ball $\mathcal{B}$ it holds $\mathcal{L}_N(\mu^*) - \mathcal{L}_N(\mu) \geq \Omega(\alpha^2 \epsilon^2)$. To prove this we first show that the maximizer of the empirical objective $\tilde{\mu}$ has to lie inside the ball $\mathcal{B}$. Assuming that $\tilde{\mu}$ lies outside of $\mathcal{B}$, let $r_1$ and $r_2$ be the antipodal points on the sphere $\partial \mathcal{B}$ that belong to the line $\tilde{\mu}$ connecting $\mu$ and $\mu^*$ and assume that $r_2$ lies between $\mu^*$ and $\tilde{\mu}$. In that case the restriction of $\mathcal{L}_N$ on that line cannot be concave, since it has to be increasing from $r_1$ to $\mu^*$, decreasing from $\mu^*$ to $r_2$ and then increase again from $r_2$ to $\tilde{\mu}$. Thus, $\tilde{\mu}$ lies inside $\mathcal{B}$. Now, by concavity of $\mathcal{L}_N$, we obtain that, by projecting any point $\mu$ that lies outside of the ball $\mathcal{B}$ onto $\mathcal{B}$, we can only increase its empirical likelihood. Therefore, it suffices to consider only points that lie on the sphere $\partial \mathcal{B}$.

We will now show that the claim is true for any $\mu \in \partial \mathcal{B}$. We can create a cover of the sphere of radius $\sqrt{1 + c\alpha^2}$, centered at $\mu^*$ for some sufficiently small absolute constant $c > 0$, whose convex hull contains $\mathcal{B}$. The following lemma shows that such a cover can be constructed with $(1/(\alpha \epsilon))\Omega(d)$ points.

**Lemma 18** (see, e.g., Corollary 4.2.13 of [Ver18]). For any $\epsilon > 0$, there exists an $\epsilon$-cover $\mathcal{C}$ of the unit sphere in $\mathbb{R}^k$, with respect to the $\ell_2$-norm, of size $O((1/\epsilon)^k)$. Moreover, the convex hull of the cover $\mathcal{C}$ contains the sphere of radius $1 - \epsilon$.

Since the partition distribution $\pi$ is $\alpha$-information preserving we obtain that for any $\mu \in \mathcal{C}$, it holds $\text{TV}(\mathcal{N}_\pi(\mu), \mathcal{N}_\pi(\mu^*)) \geq \Omega(\alpha \epsilon)$. Applying Lemma 8 with $x = O(\log(|\mathcal{C}|/\delta)) = O(d \log(1/(\epsilon \delta)))$, we get that, with $N = \tilde{O}(d/\alpha^2 \epsilon^2 \log(1/\delta))$, with probability at least $1 - \delta$, it holds that, for any $\mu$ in the cover $\mathcal{C}$, we have

$$\mathcal{L}_N(\mu^*) - \mathcal{L}_N(\mu) \geq \text{TV}(\mathcal{N}_\pi(\mu^*), \mathcal{N}_\pi(\mu))^2 - \alpha^2 \epsilon^2/2 \geq \Omega(\alpha^2 \epsilon^2). \quad (4.3)$$
Next, we need to extend this bound from the elements of the cover \( \mathcal{C} \) to all elements of the sphere \( \partial \mathcal{B} \). In what follows, in order to simplify notation, we may assume without loss of generality that \( \bm{\mu}^* = \bm{0} \). We are going to use the fact that \( \log(\mathcal{N}(\bm{\mu}; S_i)) + \|\bm{\mu}\|_2^2/2 \) is convex. To see that, write

\[
\log(\mathcal{N}(\bm{\mu}; S_i)) + \|\bm{\mu}\|_2^2/2 = \log \left( e^{\|\bm{\mu}\|_2^2/2} \int_{\mathcal{S}} e^{-\|x - \bm{\mu}\|_2^2/2} d\mathbf{x} \right) = \log \left( \int_{\mathcal{S}} e^{-\|x\|_2^2/2 + x^T \bm{\mu} d\mathbf{x}} \right),
\]

which is a log-sum-exp function and thus convex (this can also be verified by directly computing the Hessian with respect to \( \bm{\mu} \)). This means that \( \mathcal{L}_N(\bm{\mu}) + \|\bm{\mu}\|_2^2 \) is also convex with respect to \( \bm{\mu} \). Let \( \bm{\mu} \in \partial \mathcal{B} \). From the construction of the cover \( \mathcal{C} \), we have that its convex hull contains the sphere \( \partial \mathcal{B} \). Therefore, \( \bm{\mu} \) can be written as a convex combination of points of the cover, i.e., \( \bm{\mu} = \sum_{i=1}^{\lfloor \mathcal{C} \rfloor} \alpha_i \bm{\mu}_i \), where \( \bm{\mu}_i \in \mathcal{C} \). The convexity of \( \mathcal{L}_N(\bm{\mu}) + \|\bm{\mu}\|_2^2 \) implies that

\[
\mathcal{L}_N(\bm{\mu}) + \|\bm{\mu}\|_2^2 \leq \sum_{i=1}^{\lfloor \mathcal{C} \rfloor} \alpha_i \mathcal{L}_N(\bm{\mu}_i) + \|\bm{\mu}_i\|_2^2 \leq \max_i \mathcal{L}_N(\bm{\mu}_i) + \rho^2(1 + c\alpha^2),
\]

where to get the last inequality we used the fact that all points of our cover \( \mathcal{C} \) belong to the sphere of radius \( \rho \sqrt{1 + c\alpha^2} \). Since \( \|\bm{\mu}\|_2^2 = \rho^2 \) the above inequality implies that \( \mathcal{L}_N(\bm{\mu}) \leq \max_i \mathcal{L}_N(\bm{\mu}_i) + c\alpha^2 \rho^2 \). Combining this inequality with Equation (4.3), we obtain that, since \( c \) is sufficiently small and \( \rho = \Theta(\varepsilon) \), it holds \( \mathcal{L}_N(\bm{\mu}) \leq \mathcal{L}_N(\bm{\mu}^*) - \Omega(\varepsilon^2\alpha^2) \). \( \square \)

**4.2.3 The Proof of Theorem 14**

We conclude this section with the proof of Theorem 14. Since the likelihood function is concave (and therefore can be efficiently optimized) we focus mainly on bounding the sample complexity of our algorithm.

**Proof of Theorem 14.** Let us assume that the partition distribution \( \pi \) is \( \alpha \)-information preserving and that is supported on convex partitions of \( \mathbb{R}^d \). Our goal is to show that there exists an algorithm, that draws \( \tilde{O}(d/(\epsilon^2\alpha^2) \log(1/\delta)) \) samples from \( \mathcal{N}_\pi(\bm{\mu}^*) \) and computes an estimate \( \tilde{\bm{\mu}} \in \mathbb{R}^d \) so that \( \text{TV}(\mathcal{N}(\tilde{\bm{\mu}}), \mathcal{N}(\bm{\mu}^*)) \leq \varepsilon \) with probability at least \( 1 - \delta \). The algorithm works as follows: it optimizes the empirical log-likelihood objective

\[
\mathcal{L}_N(\bm{\mu}) = \frac{1}{N} \sum_{i=1}^{N} \log \mathcal{N}(\bm{\mu}; S_i),
\]

where the samples are i.i.d. and \( S_i \sim \mathcal{N}_\pi(\bm{\mu}^*) \) for any \( i \in [N] \). Using Lemma 15, we establish that the function \( \mathcal{L}_N \) is concave with respect to the mean \( \bm{\mu} \in \mathbb{R}^d \). This follows from the fact that convex combinations of concave functions remain concave. From Lemma 16, we obtain that it suffices to compute a point \( \bm{\mu} \) such that \( \mathcal{L}_N(\bm{\mu}) \geq \max_{\bm{\mu}'} \mathcal{L}_N(\bm{\mu}') - O(\alpha^2 \epsilon^2) \). Specifically, given roughly \( \tilde{O}(d/(\epsilon^2\alpha^2)) \) samples from \( \mathcal{N}_\pi(\bm{\mu}^*) \), we can guarantee, with high probability, that the maximizer \( \tilde{\bm{\mu}} \) of the empirical log-likelihood achieves a total variation gap at most \( \epsilon \) against the true mean vector \( \bm{\mu}^* \), i.e., \( \text{TV}(\mathcal{N}(\tilde{\bm{\mu}}), \mathcal{N}(\bm{\mu}^*)) \leq \epsilon \). \( \square \)
We proceed with a discussion about the running time of the above algorithm. Since $\mathcal{L}_N(\mu)$ is a concave function with respect to $\mu$, this can be done efficiently. For example, we may perform gradient-ascent: for a fixed convex set $S \subseteq \mathbb{R}^d$ the gradient of the function $f(\mu) = \log \mathcal{N}(\mu; S) = \log \mathbb{E}_{x \sim \mathcal{N}(\mu)}[1\{x \in S\}]$ (see Lemma 15) is equal to

$$\nabla_{\mu} f(\mu) = \mathbb{E}_{x \sim \mathcal{N}(\mu)}[x] - \mu.$$ 

In order to compute the gradient of $f$, it suffices to approximately compute $\mathbb{E}_{x \sim \mathcal{N}(\mu)}[x] = \mathbb{E}_{x \sim \mathcal{N}(\mu)}[x 1\{x \in S\}] / \mathcal{N}(\mu; S)$. Both terms of this ratio can be estimated using independent samples from the distribution $\mathcal{N}(\mu)$ and access to the oracle $\mathcal{O}_S(\cdot)$, since the mean $\mu$ is known (the current guess of the learning algorithm). Hence, the running time will be polynomial in the number of samples using, e.g., the ellipsoid algorithm.

**Remark 4.** We remark that a precise calculation of the runtime would also depend on the regularity of the concave objective (Lipschitz or smoothness assumptions etc.) which in turn depend on the geometric properties of the sets. We opt not to track such dependencies since our main result is that, in this setting, the likelihood objective is concave and therefore can be efficiently optimized using standard black-box optimization techniques.
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A Training Models from Coarse Data

Consider a parameterized family of functions $x \to f(x; w)$, where the parameters $w$ lie in some parameter space $\mathcal{W} \subseteq \mathbb{R}^p$. For instance, the family may correspond to a feed-forward neural network with $L$ layers. Given a finely labeled training sample $(x_1, y_1), \ldots, (x_N, y_N) \in \mathcal{X} \times \mathcal{Y}$, the parameters $w$ are chosen using a gradient method in order to minimize the empirical risk,

$$
\mathcal{L}_N(w) = \frac{1}{N} \sum_{i=1}^N \ell(f(x_i; w), y_i),
$$

for some loss function $\ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ and the goal of this optimization task is to minimize the population risk function $\mathcal{L}(w) = \mathbb{E}_{(x,y) \sim \mathcal{D}(w^*)}[\ell(f(x; w), y)]$ (where the distribution $\mathcal{D}(w^*)$ is unknown). For simplicity, let us focus on differentiable loss functions. Performing the SGD algorithm, we can circumvent the lack of knowledge of the population risk function $\mathcal{L}$. Specifically, instead of computing the gradient of $\mathcal{L}(w)$, the algorithm steps towards a random direction $v$ with the constraint that the expected value of $v$ is equal to the negative of the true gradient, i.e., it is an unbiased estimate of $-\nabla \mathcal{L}(w)$. Such a random vector $v$ can be computed without knowing $\mathcal{D}(w^*)$ using the interchangeability between the expectation and the gradient operators. Assume that the algorithm is at iteration $t \geq 1$. Let $(x, y) \sim \mathcal{D}(w^*)$
be a fresh sample and define \( v_t \) be the gradient of the loss function with respect to \( w \), at the point \( w_t \), i.e.,

\[
E[v_t|w_t] = \mathbb{E}_{(x,y) \sim D(w^*)} [\nabla \ell(f(x;w_t),y)] = \nabla \mathbb{E}_{(x,y) \sim D(w^*)} [\ell(f(x;w_t),y)] = \nabla L_t(\cdot).
\]

Hence, an algorithm that has query access to a SQ oracle can implement a noisy version of the above iterative process (with inexact gradients, see e.g., [d’A08, DGN14, FGV17]) using the query functions \( q_i(x,y) = (\nabla \ell(f(x;w_t),y))_i \) for any \( i \in [p] \). Note that the algorithm knows the loss function \( \ell \), the parameterized functions’ family \( \{f(\cdot;w) : w \in W\} \) and the current guess \( w_t \). Specifically, the algorithm performs \( p \) queries (one for each coordinate of the parameter vector) and the oracle returns to the algorithm a noisy gradient vector \( r_t \) that satisfies \( \|r_t - \nabla L_t(w_t)\|_\infty \leq \tau \).

In our setting, we do not have access to the SQ oracle with finely labeled examples. Our main result of this section (Theorem 3) is a mechanism that enables us to obtain access to such an oracle using a few coarsely labeled examples (with high probability). Hence, we can still perform the noisy gradient descent of the previous paragraph with an additional overhead on the sample complexity, due to the reduction.

### B Multiclass Logistic Regression with Coarsely Labeled Data

A first application for the above generic reduction from coarse data to statistical queries is the case of coarse multiclass logistic regression. In the standard (finely labeled) multiclass logistic regression problem, there are \( k \) fine labels (that correspond to classes), each one associated with a weight vector \( w_z \in \mathbb{R}^n \) with \( z \in [k] \). We can consider the weight matrix \( W \in \mathbb{R}^{k \times n} \). Given an example \( x \in \mathbb{R}^n \), the vector \( x \) is filtered via the softmax function \( \sigma(W; x) \), which is a probability distribution over \( \Delta^k \) with \( \sigma(W; x; z) = \exp(w_z^T x) / \sum_{y \in [k]} \exp(w_y^T x) \), \( z \in [k] \) and the output is the finely labeled example \((x, z) \in \mathbb{R}^n \times [k] \). The goal is to estimate the weight matrix \( W \), given finely labeled examples. Let us denote by \( D(W) \) the joint distribution over the finely labeled examples for simplicity. When we have access to finely labeled examples \((x, z) \sim D(W^*), \) the population log-likelihood objective \( L \) of the multiclass logistic regression problem

\[
L(W) = \mathbb{E}_{(x,z) \sim D(W^*)} \left[ w_z^T x - \log \left( \sum_{j \in Z} \exp(w_j^T x) \right) \right],
\]

is concave (see [FHT+01]) with respect to the weight matrix \( W \in \mathbb{R}^{k \times n} \) and is solved using gradient methods. On the other hand, if we have sample access only to coarsely labeled examples \((x, S) \sim D_\pi(W^*), \) the population log-likelihood objective \( L_\pi \) of the coarse multiclass logistic regression problem

\[
L_\pi(W) = \mathbb{E}_{(x,S) \sim D_\pi(W^*)} \left[ \log \left( \sum_{z \in S} \exp(w_z^T x) \right) - \log \left( \sum_{j \in Z} \exp(w_j^T x) \right) \right],
\]

which is no more concave. However, as an application of our main result (Theorem 3), we can still solve it. In fact, since we can implement statistical queries using the sample access to the
coarse data generative process $D_{\pi}(W^*)$, we can compute the gradients of the log-likelihood objective that corresponds to the \textit{finely labeled examples}. Hence, the total sample complexity of optimizing this non-convex objective is equal to the sample complexity of solving the convex problem with an additional overhead at each iteration of computing the gradients, that is given by Theorem 3.

\section{Geometric Information Preservation}

In this section, we aim to provide some intuition behind the notion of information preserving partitions. The following result provides a geometric property for the partition distribution $\pi$. We show that if the partition distribution satisfies this particular geometric property, then it is also information preserving. We underline that the geometric property is quite important for our better understanding and it has the advantage that it is easy to verify. Hence, while the notion of information preserving distributions may be less intuitive, we believe that the geometric preservation property that we state in Lemma 19 can fulfill this lack of intuition. The property informally states that, for any hyperplane, the sets in the partition that are not cut by this hyperplane have non trivial probability mass with respect to the true Gaussian. In the case of mixtures of convex partitions, we would like the same property to hold in expectation.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{(a) is a very rough partition that makes learning the mean impossible: Gaussians $\mathcal{N}((0, z))$ centered along the same vertical line $(0, z)$ assign exactly the same probability to all cells of the partitions and therefore, $\text{TV}(\mathcal{N}_{\pi}((0, z_1)), \mathcal{N}_{\pi}((0, z_2))) = 0$: it is impossible to learn the second coordinate of the mean. (b) is a convex partition of $\mathbb{R}^2$, that makes recovering the Gaussian possible.}
\end{figure}

Before stating Lemma 19, let us return to Figure 4. Observe that, in the first example with the four halfspaces, the geometric property does not hold, since there exists a line (i.e., a hyperplane) that intersects with all the sets. On the other hand, if we consider the second example with the Voronoi partition and assume that the true mean lies in the middle of the picture, we can see that any hyperplane does not intersect with a sufficient number of sets and, hence, the union of the uncut sets has non trivial probability mass for any hyperplane.

For a hyperplane $H_{w, c} = \{x \in \mathbb{R}^d : w^T x = c\}$ with normal vector $w \in \mathbb{R}^d$ and threshold $c \in \mathbb{R}$, we denote the two associated halfspaces by $H_{w, c}^+ = \{x \in \mathbb{R}^d : w^T x > c\}$ and $H_{w, c}^- = \{x \in \mathbb{R}^d : w^T x < c\}$. Before stating the next Lemma, we shortly describe what means
for a hyperplane to cut a set with respect to a Gaussian $\mathcal{N}$. The set $S$ is not cut by the hyperplane $\mathcal{H}$, if it totally lies in a halfspace induced by the hyperplane, say $\mathcal{H}^+$, i.e., it holds that $\mathcal{N}(S) = \mathcal{N}(S \cap \mathcal{H}^+)$. 

**Lemma 19 (Geometric Information Preservation).** Consider the generative process of coarse $d$-dimensional Gaussian data $\mathcal{N}_\pi(\mu^*)$, (see Definition 4). Consider an arbitrary hyperplane $\mathcal{H}_{w,c}$ with normal vector $w \in \mathbb{R}^d$ and threshold $c \in \mathbb{R}$. For a partition $\mathcal{S} \in \text{supp}(\pi)$ of $\mathbb{R}^d$, consider the collection that contains all the sets that are not cut by the hyperplane $\mathcal{H}_{w,c}$, i.e.,

$$U_{w,c,S} = \bigcup \left\{ S \in \mathcal{S} : \mathcal{N}^*(S \cap \mathcal{H}^+_w) = \mathcal{N}^*(S) \lor \mathcal{N}^*(S \cap \mathcal{H}^-_w) = \mathcal{N}^*(S) \right\}.$$ 

Assume that $\pi$ satisfies

$$E_{\mathcal{S} \sim \pi} \left[ \mathcal{N}(\mu^*; U_{w,c,S}) \right] \geq \alpha,$$

for some $\alpha \in (0, 1]$. Then, for any Gaussian distribution $\mathcal{N}(\mu)$, it holds that

$$\text{TV}(\mathcal{N}_\pi(\mu), \mathcal{N}_\pi(\mu^*)) \geq C_{\alpha} \cdot \text{TV}(\mathcal{N}(\mu), \mathcal{N}(\mu^*)),$$

for some $C_{\alpha}$ that depends only on $\alpha$ and satisfies $C_{\alpha} = \text{poly}(\alpha)$, i.e., the partition distribution is $C_{\alpha}$-information preserving.

Hence, the above geometric property is sufficient for information preservation. If we assume that the total variation distance between the true Gaussian distribution $\mathcal{N}(\mu^*)$ and a possible guess $\mathcal{N}(\mu)$ is at least $\epsilon$ and the partition distribution satisfies the geometric property of Equation (C.1), we get that the coarse generative process preserves a sufficiently large gap, in the sense that $\text{TV}(\mathcal{N}_\pi(\mu^*), \mathcal{N}_\pi(\mu)) \geq \text{poly}(\alpha) \epsilon$. The proof of the above lemma, which relies on high-dimensional anti-concentration results on Gaussian distributions, follows.

**Proof of Lemma 19.** Let us denote the true distribution by $\mathcal{N}^* = \mathcal{N}(\mu^*, I)$ for short. Consider an arbitrary hyperplane $\mathcal{H}_{w,c}$ with normal vector $w \in \mathbb{R}^d$ and threshold $c \in \mathbb{R}$. Since the partition distribution (supported on a family of partitions $\mathcal{B}$) satisfies Equation (C.1), we have that, for the random variable $\mathcal{N}^*(U_{w,c,S})$, that takes values in $[0, 1]$, there exists $\alpha$ such that

$$E_{\mathcal{S} \sim \pi} \left[ \mathcal{N}^*(U_{w,c,S}) \right] = \alpha.$$ 

We will use the following simple Markov-type inequality for bounded random variables.

**Fact 1 (Lemma B.1 from [SSBD14]).** Let $Z$ be a random variable that takes values in $[0, 1]$. Then, for any $\alpha \in (0, 1)$, it holds that

$$\Pr[Z > \alpha] \geq \frac{E[Z] - \alpha}{1 - \alpha} \geq E[Z] - \alpha.$$ 

By the Fact 1, it holds that

$$\Pr_{\mathcal{S} \sim \pi} \left[ \mathcal{N}^*(U_{w,c,S}) \geq \alpha/2 \right] \geq \alpha/2.$$ 
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Hence, the mass of the “good” partitions is at least $\alpha/2$. Fix such a partition $S \in \mathcal{B}$ (in the support of the partition distribution) and consider the true $\mathcal{N}^* = \mathcal{N}(\mu^*)$ and the guess $\mathcal{N} = \mathcal{N}(\mu)$ distributions. For this pair of distributions, consider the set

$$\mathcal{H} = \left\{ x \in \mathbb{R}^d : x^T(\mu - \mu^*) = \left(\|\mu\|^2_2 - \|\mu^*\|^2_2\right)/2 \right\}.$$ 

Observe that this set is a hyperplane with normal vector $\mu^* - \mu$, that contains the midpoint $\frac{1}{2}(\mu + \mu^*)$ (see Figure 5).

Figure 5: Illustration of the worst-case set in testing the hypotheses $h_1 = \{\mu_1 = \mu^*\}$ and $h_2 = \{\mu_2 = \mu^*\}$.

Our main focus is to lower bound the total variation distance of the coarse distributions $\mathcal{N}_\pi^*$ and $\mathcal{N}_\pi$. We claim that this lower bound can be described as a fractional knapsack problem and, hence, is attained by a worst-case set, that (intuitively) places points as close as possible to the hyperplane $\mathcal{H}$, until its mass with respect to the true Gaussian $\mathcal{N}^*$ is at least $\alpha/2$. Recall that the total variation distance between the two coarse distributions is

$$\text{TV}(\mathcal{N}_\pi, \mathcal{N}_\pi^*) = \sum_{S \in \mathcal{B}} \pi(S) \sum_{S \in \mathcal{S}} \left| \mathcal{N}(S) - \mathcal{N}^*(S) \right|.$$ 

So, the LHS is at least $\Theta(\alpha)$ times the absolute gap of the masses assigned by $\mathcal{N}$ and $\mathcal{N}^*$ over a worst-case set that lies in a good partition (one with $\mathcal{N}^*(U_{\mu,c,S}) \geq \alpha/2$). This holds since the probability to draw a good partition is at least $\alpha/2$. The following optimization problem gives a lower bound on the mass gap of a worst-case set in a good partition and, consequently, a lower bound on the total variation distance between $\mathcal{N}_\pi^*$ and $\mathcal{N}_\pi$.

$$\min_S \left| \int (\mathcal{N}(\mu^*; x) - \mathcal{N}(\mu; x))1_S(x)dx \right|,$$

subj. to $\int \mathcal{N}(\mu^*; x)1_S(x)dx \geq \alpha/2$. 

We begin with a claim about the shape of the worst case set. Let $t = (\|\mu\|^2_2 - \|\mu^*\|^2_2)/2$ be the hyperplane threshold.
Claim 6. Let $\mathcal{H}^+ = \{ x : x^T (\mu - \mu^\ast) < t \}$ and $\mathcal{H}^- = \{ x : x^T (\mu - \mu^\ast) > t \}$. The mass of the solution of the fractional knapsack is totally contained in either $\mathcal{H}^+$ or $\mathcal{H}^-$.

Since the partition distribution satisfies Equation (C.1) with respect to the true Gaussian $\mathcal{N}(\mu^\ast)$ and since the set $\mathcal{H}$ is a hyperplane, the probability mass that is not cut by $\mathcal{H}$ is at least $\alpha$. Hence, there exists a halfspace (either $\mathcal{H}^+$ or $\mathcal{H}^-$) with mass at least $\alpha/2$. Also, observe that the hyperplane $\mathcal{H}$ is the zero locus of the polynomial $q(x) = \| x - \mu \|^2_2 - \| x - \mu^\ast \|^2_2$ and, hence, it is the set of points where the two spherical Gaussians $\mathcal{N}(\mu)$ and $\mathcal{N}(\mu^\ast)$ assign equal mass. We have that

$$\mathcal{H}^+ = \left\{ x : \mathcal{N}(\mu^\ast) > \mathcal{N}(\mu) \right\}. $$

Hence, we can assume that the worst-case set lies totally in $\mathcal{H}^+$ and, then, the optimization problem can be written as

$$\min_S \int \left( 1 - \frac{\mathcal{N}(\mu; x)}{\mathcal{N}(0; x)} \right) \mathcal{N}(0; x) 1_S(x) dx,$$

$$\text{subj. to } \int \mathcal{N}(0; x) 1_S(x) dx \geq \alpha/2, \ S \in \mathcal{H}^+.$$

Without loss of generality, we assume that $\mathcal{N}^\ast = \mathcal{N}(0, I)$ and $\mathcal{N} = \mathcal{N}(\mu, I)$. In order to design the worst-case set, since the optimization has the structure of the fractional knapsack problem, we can think of each point $x \in \mathcal{H}^+$ as having weight equal to its contribution to the mass gap $(\mathcal{N}(0; x) - \mathcal{N}(\mu; x))$ and value equal to its density with respect to the true Gaussian $\mathcal{N}(0; x)$. Hence, in order to design the worst-case set, the points $x \in \mathcal{H}^+$ should be included in the set in order of increasing ratio of weight over value, until reaching a threshold $T$. So, we can define the worst-case set to be

$$S = \left\{ x \in \mathcal{H}^+ : 1 - \frac{\mathcal{N}(\mu; x)}{\mathcal{N}(0; x)} \leq T \right\} = \left\{ x \in \mathcal{H}^+ : 1 - \exp(p(x)) \leq T \right\},$$

where $p(x) = -\frac{1}{2} (\mu - x)^T (\mu - x) + \frac{1}{2} x^T x = -\frac{1}{2} \mu^T \mu + \mu^T x$ and note that $p(x) \leq 0$ for any $x \in \mathcal{H}^+$. We will use the following anti-concentration result about the Gaussian mass of sets, defined by polynomials.

Lemma 20 (Theorem 8 of [CW01]). Let $q, \gamma \in \mathbb{R}_+, \mu \in \mathbb{R}^d$ and $\Sigma$ in the positive semidefinite cone $\mathbb{S}^d_+$. Consider $p : \mathbb{R}^d \rightarrow \mathbb{R}$ a multivariate polynomial of degree at most $\ell$ and let

$$Q = \left\{ x \in \mathbb{R}^d : |p(x)| \leq \gamma \right\}.$$

Then, there exists an absolute constant $C$ such that

$$\mathcal{N}(\mu, \Sigma; Q) \leq \frac{C q^{1/\ell}}{(E_{z \sim \mathcal{N}(\mu, \Sigma)} |p(z)|^{q/\ell})^{1/q}}.$$  

We can apply Lemma 20 for the quadratic polynomial $p(x)$ by setting $\gamma = \frac{\alpha^2}{256 \pi^2} \sqrt{E_{x \sim \mathcal{N}^\ast} [p^2(x)]]}$ with $q = 4$, where $C$ is the absolute Carbery-Wright constant. Hence, we get that the Gaussian mass of the set $Q = \{ x : |p(x)| \leq \gamma \}$ is equal to

$$\mathcal{N}^\ast(Q) \leq \alpha/4.$$
So, for any point \( x \) in the remaining \( \alpha/4 \) mass of the set \( S \), it holds that \( |p(x)| \geq \gamma \). We first observe that \( \gamma \) can lower bounded by the total variation distance of \( \mathcal{N}^* \) and \( \mathcal{N} \). It suffices to lower bound the expectation \( \mathbf{E}_{x \sim \mathcal{N}^*}[p^2(x)] \). We have that

\[
\mathbf{E}_{x \sim \mathcal{N}^*}[p^2(x)] \geq \mathbf{V}_{x \sim \mathcal{N}^*}[p(x)] = \mathbf{V}_{x \sim \mathcal{N}^*}[-\frac{1}{2} \mu^T \mu + \mu^T x] = \| \mu \|^2,
\]

and, hence

\[
\gamma \geq \frac{\alpha^2}{256C^2} \cdot \| \mu \|^2.
\]

We will use the following lemma for the total variation distance of two Normal distributions.

**Lemma 21** (see Corollaries 2.13 and 2.14 of [DKK+16]). Let \( N_1 = \mathcal{N}(\mu_1, \Sigma_1), N_2 = \mathcal{N}(\mu_2, \Sigma_2) \) be two Normal distributions. Then, it holds

\[
\text{TV}(N_1, N_2) \leq \frac{1}{2} \| \Sigma_1^{-1/2}(\mu_1 - \mu_2) \|_2^2 + \sqrt{2} \| I - \Sigma_1^{-1/2} \Sigma_2 \Sigma_1^{-1/2} \|_F.
\]

Applying Lemma 21 to the above inequality, we get

\[
\gamma \geq \frac{\alpha^2}{256C^2} \cdot \text{TV}(\mathcal{N}(\mu), \mathcal{N}(\mu^*)).
\]

To conclude, we have to lower bound the \( L_1 \) gap between \( \mathcal{N}(0, I; x)1_S(x) \) and \( \mathcal{N}(\mu, I; x)1_S(x) \) and since \( S \) lies totally in \( \mathcal{H}^+ \)

\[
\int_S (\mathcal{N}(0; x) - \mathcal{N}(\mu; x))dx = \mathbf{E}_{x \sim \mathcal{N}^*} \left[ 1 - \exp(p(x)) \right] 1_S(x).
\]

To proceed, we distinguish two cases: First, assume that \( \gamma \leq 1 \) and recall that \( Q = \{ x : |p(x)| \leq \gamma \} \). Note that for \( y \in [-1, 0] \), it holds that \( 1 - \exp(y) \geq |y|/2 \) and, hence, we have that:

\[
\int_S (\mathcal{N}(0; x) - \mathcal{N}(\mu; x))dx \geq \mathbf{E}_{x \sim \mathcal{N}^*} \left[ \frac{p(x)}{2} 1_{S \setminus Q}(x) \right] \geq \gamma \mathbf{E}_{x \sim \mathcal{N}^*} \left[ 1_{S \setminus Q}(x) \right] \geq \frac{\alpha \gamma}{4},
\]

and, by the lower bound for \( \gamma \), we get

\[
\int_S (\mathcal{N}(0, I; x) - \mathcal{N}(\mu, I; x))dx \geq C_\alpha \cdot \text{TV}(\mathcal{N}(\mu), \mathcal{N}(\mu^*)),
\]

for some \( C_\alpha = \Omega(\alpha^3) \). Otherwise, let \( \gamma > 1 \). Note that for \( y < -1 \), it holds that \( 1 - \exp(y) \geq 1/2 \). Hence, we get that

\[
\int_S (\mathcal{N}(0; x) - \mathcal{N}(\mu; x))dx \geq \mathbf{E}_{x \sim \mathcal{N}^*} \left[ \frac{1}{2} 1_{S \setminus Q}(x) \right] \geq \alpha/8.
\]

In conclusion, we get that

\[
\text{TV}(\mathcal{N}^*_\pi, \mathcal{N}_\pi) \geq C_\alpha \cdot \text{TV}(\mathcal{N}^*, \mathcal{N}),
\]

where \( C_\alpha = \text{poly}(\alpha) \) and depends only on \( \alpha \). \( \square \)
The problem of learning from coarse labels falls in the regime of semi-supervised learning [CSZ06] and it appears in various literature threads termed as (i) partial label learning [CST11b], (ii) ambiguous label learning [CSJT09, HB06], (iii) superset label learning [HC15] and (iv) soft label learning [CODA08]. Closely related to these tasks are the problems of learning from complementary labels [INHS17] and, more generally, learning from noisy and corrupted examples [AL88, SBH13, BS14, VRW17, LBMK20].

We stick with the term partial label learning for now since this is the most widely used. Many real-world learning tasks were solved under the framework of partial label learning such as multimedia content analysis [CSJT09, CST11b] and semantic image segmentation [PCMY15].

We refer to [JG02, NC08] and the references therein for some seminal papers in the area. Through the years, various approaches have been proposed to solve this challenging problem by utilizing major machine learning techniques, such as maximum likelihood estimation and Expectation-Maximization [JG02], convex optimization [CST11b], \(k\)-nearest neighbors [HB06] and error-correcting output codes [Zha14, ZYT17]. For an overview of the practical treatment on the problem, we refer the interested reader to [YZ16b, XQGZ21, WCH+21] (and the references therein) and more broadly to [TGH15, VEH20].

Despite extensive studies on partial label learning from an industrial perspective (applied ML), our theoretical level of understanding is still limited. A fundamental line of research deals with the statistical consistency (see e.g., [CST11b, CSGGSR14, FLH+20, CRB20, LXF+20, WCH+21]) and the learnability [LD14] of partial label learning algorithms. Moreover, [CGAD22] present a methodology between partial supervision and validation.

Closer to our learning from coarse labels approach are the works of [CS12] and [VRW17]. In the former, the goal is to estimate the posterior class probabilities from partially labelled data while, in the latter, the authors study a more general problem of learning from corrupted labels and aim to “invert” the corruption. This technique is inspired by the work of [NDRT13], where the authors proposed the method of unbiased estimators (which is close to the connection between random classification noise and the SQ framework of [Kea98]). This backward correction procedure of [NDRT13, CS12, VRW17] recovers the information lost from the corrupted labels (under some structural assumptions) and results in an unbiased estimate of the risk with respect to true distribution. Crucially, these works have to assume that the corruption process (i.e., the coarsening mechanism) is known. This is also commented in [CRB20]. Our SQ reduction does not require to know the mechanism; in some sense, the algorithm uses rejection sampling and learning coarse discrete distributions (which is an unsupervised learning problem) in order to invert the coarsening in the sense of [VRW17] and obtain statistical queries with respect to the distribution over the finely-labeled examples.