Spin-wave spectra in periodically surface-modulated ferromagnetic thin films
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This article presents theoretical results for the dynamic response of periodically surface-modulated ferromagnetic thin films. For such system, the role of the periodic dipolar field induced by the modulation is addressed by using the plane-wave method. By controlling the geometry of the modulated volumes within the film, the frequency modes and spatial profiles of spin waves can be manipulated. The angular dependence of the frequency band-gaps unveils the influence of both dynamic and static magnetic charges, which reside in the edges of the etching periodic zones, and it is established that band-gap widths created by static magnetic charges are broader than the one created by dynamic magnetic charges. To corroborate the validity of the model, the theoretical results are compared with ferromagnetic resonance simulations, where a very good agreement is achieved between both methods. The theoretical model allows for a detailed understanding of the physics underlying these kind of systems, thereby providing an outlook to potential applications associated with magnonic crystals-based devices.

I. INTRODUCTION

Spin waves (SWs) at microwave frequencies are of current potential interest for wireless communications technologies, since they can carry and handle information in a unique way.\(^1,2\) Such waves are able to carry pure spin currents (currents without charge transport which can be then properly converted into measurable charge currents), even in magnetic insulators.\(^3\) This relevant property of magnon based technologies has the key advantage of substantially reducing the energy waste due to Joule heating, one of the main drawbacks inherent of conventional electronics. In this way, spin waves provide a new way to exploit the collective behavior of the electrons in a solid. SWs have further been proposed as building blocks for computational architectures allowing to perform logic operations.\(^4-6\) One of the potential aspects of spin-wave based technologies is that both the amplitude and the phase of spin waves may encode information.\(^7,8\) Besides, the non-linearity of the spin waves permits the realization of a magnon transistor, whose basic principle relies on four-magnon scattering processes.\(^9\)

Manipulating spin-wave propagation by means of periodic modulation of the magnetic properties within thin films nowadays can be regarded as an important research field in magnetism.\(^10-36\) Such research area is currently named magnonics or magnon-spintronics, and it is based on the control of spin waves in periodic magnetic structures called magnonic crystals (MCs).\(^1,2,9\) The possibility of such system to act as a spin wave filter with a pronounced discretization of the SWs frequency turns out key for applications in signal processing and storage-recovery mechanisms.\(^21,31\) In this context, MCs have been extensively studied, since they exhibit adjustable frequency band gaps (BGs), which can be optimized by modulating the magnetic parameters or changing the geometry and arrangement of periodic scatterings.\(^8,10-33,36\) The design of the MCs can be realized by artificial modulation of the magnetic properties, either in the form of dipolarly coupled nanowires\(^14\), bicomponent magnonic crystals,\(^20,24,30\) width-modulated waveguides,\(^17,18,21,27,37\) antidot lattices,\(^16,25,28,38,39\) step-modulated thickness nanowires,\(^40\) or by means of ion-implantation.\(^35,41-43\) Furthermore, dynamic magnonic crystals have also been investigated, where the periodic magnetic field, for instance, originates from a meander-like current-carrying wire\(^44,45\) or even by locally heating the magnetic material.\(^46,47\)

A large variety of studies based on Brillouin light scattering (BLS) have been carried out on magnonic crystals, where the presence of frequency band gaps has been confirmed and accomplished with theoretical results.\(^14,17,20,24,25,27-30\) Moreover, bi-component MCs have been studied,\(^15,20,48-50\) where periodic properties originate from a different saturation magnetization \(M_s\), anisotropy \(K\) or exchange constant \(A\). Thus, modification of these parameters allows for controlling the BG position and the localization of SWs. For instance, increasing the difference of \(M_s\) of a bi-component MC can lead to a broadening of the BG frequency range and enable the concentration of a spin-wave excitation within the zone of lower or higher saturation magnetization. However, experimentally defining material parameters such as magnetization or exchange length with laterally well-defined periodicities often is not straightforward and suffering from limitations of the range in which variations are possible for a given material. Therefore, a periodic geometrical modulation is an interesting alternative to create a kind of magnonic crystal, where the role of the contrast between material can be replaced by the size of the periodic modulation of the surface.

In this paper, a periodically surface modulated ferromagnetic thin film is studied theoretically, as described in Sec. II, and corroborated with results obtained by...
micromagnetic simulations. The theory is based on the plane-wave method (PWM) (see e.g. Refs. 15 and 49) and the small wave vector limit is directly compared with the numerical simulations. The discussion of the results is presented in Sec. III, while the final conclusions are highlighted in IV.

II. THEORETICAL DESCRIPTION

In bi-component magnonic crystals,20,24,30 the periodic properties originate from the contrast between different ferromagnetic materials with different magnetic parameters, for instance the saturation magnetization $M_s$ or the micromagnetic exchange constant $A$. Nevertheless in surface-modulated magnonic crystals the periodic properties arise from the magnetic charges created at the edges of the etched zones, as shown Fig. 1(b) for a one-dimensional surface-modulated thin film.
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**FIG. 1.** In (a) the top view is shown, where two reference systems are depicted. The coordinates $(x,y,z)$ are defined by the periodic structure, while $(X,Y,Z)$ is defined according to the equilibrium orientation of the magnetization, which points along $Z$. Because the magnetization lies in the film’s plane, $y$ and $Y$ are matching. In (b) the cross section is depicted, where the main geometrical parameters are defined. Figure (c) shows the periodic dipolar field [see Eq. (11)] created by the static magnetic charges at the edges of the etched zone for $\delta = 2$ nm. Additional parameters are given in section III.

The temporal evolution of the system can be described using the Landau-Lifshitz (LL) equation $\dot{M}(r;t) = -\gamma M(r;t) \times H^e(r;t)$. Here, $\gamma$ is the absolute value of the gyromagnetic ratio, $M(r;t)$ is the magnetization and $H^e(r;t)$ is the effective field. For small deviations around the equilibrium, both the magnetization and the effective field are written as $M(r;t) = M_s \hat{Z} + m(r;t)$ and $H^e(r;t) = H^{0e}(r) + h^e(r;t)$, respectively. Note that $\hat{Z}$ points along the equilibrium orientation of the magnetization, which lies in-plane and $h^e(r;t)$ is proportional to the dynamic magnetization $m(r;t)$. Thus, in the linear regime, the LL equation reads

$$
i \Omega m_X(r) = -m_Y(r)H^{0e}_X(r) + M_s h^e_Y(r) \tag{1a}$$

$$
i \Omega m_Y(r) = m_X(r)H^{0e}_Y(r) - M_s h^e_X(r) \tag{1b}$$

wherein it has been assumed $h^e(r;t) = h^e(r)e^{i\omega t}$, and then $m(r;t) = m(r)e^{i\omega t}$, and we have also defined $\Omega = \omega/\gamma$. Moreover, note that $H^{0e}_q (h^e_q)$ is the $q$-component of the static (dynamic) effective magnetic field. The effective field is defined as $H^e(r) = H + H^{ex}(r) + H^{dy}(r) + H^{dy}(r)$, where $H$ is the external field, $H^{ex}(r) = (D_{ex}/M_s)\nabla^2 M(r)$ is the exchange field with $D_{ex}(r) = 2A/\mu_0 M_s$, wherein $A$ is the exchange stiffness constant. Furthermore, $H^{dy}(r)$ is the dipolar field of the flat film and $H^{dy}(r)$ is the dipolar field induced by the periodic magnetic charges, which reside at the edges of the etched zones. According to Fig. 1, the periodic distribution of the etched regions of thickness $\delta$ over the surface of the ferromagnetic film induces a periodic stray field that interacts with the magnetization of the nominal film of thickness $d$. In this way, according to Bloch’s theorem, the dynamic components of the magnetization can be expanded into Fourier series as $m(r) = \sum_G m(G)e^{i(G+k) \cdot r}$, where $G = G_\parallel \hat{x} + G_\perp \hat{z}$ denotes a reciprocal lattice vector, with $G_\parallel = (2\pi/\alpha_x)g$, $G_\perp = (2\pi/\alpha_y)n$ and both $n$ and $q$ are integer numbers. The above picture considers a general two-dimensional periodic modulation of the etched zones, which can be easily adapted to one-dimensional periodic structures by setting $G_\parallel = 0$, as depicted in Fig. 1. Thus, the dynamic components of the dipolar field averaged over the film’s thickness are

$$h^d_Y(r) = -4\pi \sum_G m_Y(G)\zeta(G)e^{i(G+k) \cdot r} \tag{2}$$

and

$$h^d_X(r) = 4\pi \sum_G m_X(G)\zeta(G,k)\frac{2\zeta(G) - 1}{|G+k|^2}e^{i(G+k) \cdot r} \tag{3}$$

where

$$\zeta(G) = \frac{2\sinh[|G+k|d/2]}{|G+k|d}e^{-|G+k|d/2} \tag{4}$$

and

$$\xi(G,k) = (G_\parallel + k_\parallel)\sin \varphi - (G_\perp + k_\perp)\cos \varphi. \tag{5}$$

In previous works, the dynamic dipolar fields (2) and (3) are evaluated at the middle of the film thickness ($y = d/2$).38,39,49 where $\zeta(G)$ reduces to $e^{-|G+k|d/2}$. Nevertheless, under this simplifying assumption, systematic deviations from the simulation cannot be removed. Likewise, the exchange dynamic field components are

$$h^e_{X,Y}(r) = -\frac{D_{ex}}{M_s} \sum_G (G+k)^2 m_{X,Y}(G)e^{i(G+k) \cdot r}. \tag{6}$$
In order to obtain the periodic static field \( \mathbf{H}^{l0}(\mathbf{r}) \), it is noted that the static magnetization components in the range \( d + \delta > y > d \), can be written as

\[
M_z = M_s \cos \varphi \sum_G C_G(y) \exp \left[ i \mathbf{G} \cdot \mathbf{r} \right]
\]

and

\[
M_x = M_s \sin \varphi \sum_G C_G(y) \exp \left[ i \mathbf{G} \cdot \mathbf{r} \right].
\]

Then, following Ref. 35, the magnetostatic potential is given by

\[
\phi(\mathbf{r}) = -i M_s \sum_G \chi(G) \int C_G(y') e^{i \mathbf{G} \cdot \mathbf{r}} \frac{1}{|r - r'|} d^3r', \quad (9)
\]

where \( \chi(G) = G_n \cos \varphi + G_q \sin \varphi \). Besides, note that \( C_G(y') = 0 \) for \( y' > d + \delta \) and \( y' < d \). Therefore, an analytical expression can be derived for the magnetostatic potential, which is

\[
\phi(\mathbf{r}) = i 2 \pi M_s \sum_G C_G \chi(G) \left( e^{i \mathbf{G} \cdot \mathbf{r}} \frac{1}{|G|^2} \right) e^{i \mathbf{G} \cdot \mathbf{r}}. \quad (10)
\]

Now, the components of the static field are

\[
H_{X}^{l0}(\mathbf{r}) = -2 \pi M_s \sum_G C_G \chi(G) \xi(G, 0) \eta(G) e^{i \mathbf{G} \cdot \mathbf{r}}, \quad (10a)
\]

\[
H_{Z}^{l0}(\mathbf{r}) = -2 \pi M_s \sum_G C_G \chi(G) \eta(G) e^{i \mathbf{G} \cdot \mathbf{r}}, \quad (10b)
\]

and

\[
H_{Y}^{l0}(\mathbf{r}) = i 2 \pi M_s \sum_G C_G \chi(G) \eta(G) |G| e^{i \mathbf{G} \cdot \mathbf{r}}. \quad (10c)
\]

Here, the following definition was used

\[
\eta(G) = e^{-|G|(d+\delta)}/|G|^d \left( e^{-|G|d} - 1 \right). \quad (13)
\]

In expressions \((10)–(12)\), an average over the nominal FM film thickness \( d \) has been performed, in such a way that at \( d = 0 \), the magnetostatic potential \( \phi(\mathbf{r}) = 0 \). On the other hand, the dynamic magnetization components in the etched part can be written as

\[
m_{X,Y}(\mathbf{r}) = \sum_{G,G'} m_{X,Y}(G) C_{G'} e^{i (G + G' + k) \cdot \mathbf{r}}, \quad (14)
\]

where it is assumed that the dynamic magnetization is uniform along the thickness. This approximation is valid for small values of depth \( \delta \), nevertheless, when \( \delta \) increases the boundary conditions may produce a modulation of spin waves along the thickness and therefore Eq. \((14)\) is not valid anymore. By using the same procedure to derive Eqs. \((10)–(12)\), the components of the dynamic dipolar field \( \mathbf{h}^l(\mathbf{r}) \) derived from \((14)\) and averaged over the nominal film are

\[
h_H^l(\mathbf{r}) = 2 \pi \sum_{G,G'} C_G e^{i (G + G' + k) \cdot \mathbf{r}} \left\{ m_Y(G) \eta(G + G' + k) \right\}, \quad (15)
\]

and

\[
h_H^I(\mathbf{r}) = -2 \pi \sum_{G,G'} C_G e^{i (G + G' + k) \cdot \mathbf{r}} \times \left\{ m_X(G) \xi(G + G', k) \frac{\eta(G + G' + k)}{|G + G' + k|} \right\}. \quad (16)
\]

The coefficients \( C_G \) accounts the geometry of the periodic structure, which may be in the form of stripes, circular dots, squares, etc. In general, the static field component \( H_{X}^{l0}(\mathbf{r}) \) and \( H_{Y}^{l0}(\mathbf{r}) \) enter directly in the dynamics of the system through Eq. \((1)\), while the \( H_{Z}^{l0}(\mathbf{r}) \) and \( H_{Y}^{l0}(\mathbf{r}) \) components affect the static properties of the system, as will be discussed in Sec. III.

Now, inserting all field contributions into Eq. \((1)\), the following eigenvalue problem is obtained:

\[
\mathbf{A} \mathbf{m}^T_G = i \omega \mathbf{m}^T_G \quad (17)
\]

where \( \mathbf{m}^T_G = [m_X(G_1), ..., m_X(G_N), m_Y(G_1), ..., m_Y(G_N)] \) is the eigenvector and \( \mathbf{A} \) is given by

\[
\mathbf{A} = \left( \begin{array}{cc}
\mathbf{A}_{XX} & \mathbf{A}_{XY} \\
\mathbf{A}_{YX} & \mathbf{A}_{YY}
\end{array} \right). \quad (18)
\]

After a calculation the submatrices in Eq. \((18)\) are given by

\[
\mathbf{A}_{XX} = -\mathbf{A}_{YY} = -i 2 \pi M_s C_{G,G'} \xi(G, k) \eta(G + k) / |G + k|.
\]

\[
\mathbf{A}_{XY} = \left[ D_{xx}(G + k)^2 + 4 \pi M_s \xi(G) + H \cos \varphi \right] \delta_{G,G'} + F^l_{XY},
\]

\[
\mathbf{A}_{YX} = \left[ D_{ex}(G + k)^2 + 4 \pi M_s \xi(G, k) \right] \frac{1 - \xi(G)}{|G + k|^2} + H \cos \varphi \delta_{G,G'} + F^l_{YX}.
\]
Here, the functions $F_{XY}^f$ and $F_{YX}^f$ come from the dipolar interaction between the etched zone and the thick part and are given by:

$$F_{XY}^f = 2\pi M_s C_{\mathbf{G}-\mathbf{c}'} \left[ \chi (\mathbf{G} - \mathbf{G}')^2 \eta (\mathbf{G} - \mathbf{G}') + \eta (\mathbf{G} + \mathbf{k}) \right],$$

and

$$F_{YX}^f = 2\pi M_s C_{\mathbf{G}-\mathbf{c}'} \left[ -\chi (\mathbf{G} - \mathbf{G}')^2 \eta (\mathbf{G} - \mathbf{G}') + \eta (\mathbf{G} + \mathbf{k}) \right].$$

Then, by using standard numerical methods and a convergence test to check the reliability of the results, the eigenvalues and eigenvectors of Eq. (17) can be obtained.

III. RESULTS AND DISCUSSION

The theoretical model will be applied now to thin films with one-dimensional stripe-like modulations, as shown in Fig. 1. For such geometry, the Fourier coefficient is given by $C_{\mathbf{G}} = (w/a) \text{sinc}((w/a)\pi n)$, where $w$ and $a$ are previously defined in Fig. 1(b). Also, at $N = 50$, a convergence of the numerical solutions is reached. Typical permalloy parameters are used, namely a saturation magnetization $M_s = 797$ kA/m, stiffness constant $D_{ex} = 24.67$ T nm$^2$ and the gyromagnetic ratio $\gamma = 184.764$ GHz/T. Moreover, the geometrical parameters of the etched zones are $d = 27$ nm, $a = 299$ nm and $w = 163$ nm, which are chosen for a comparison with micromagnetic simulations.

In Fig. 2(a)–(c), dispersion relations in backward volume (BV) geometry ($\phi = 0$) for $\mu_0 H = 15$ mT and $\delta = 0$, 0.5 and 1 nm are shown, respectively. The circles indicate the dispersion of the perfect film without periodic modulation. Here, it is clearly visible that the periodic stray field $H^0(r)$, created by the static magnetic charges, opens frequency band gaps, whose strength can be controlled through the depth $\delta$ of the surface modulation. Note that the widths of the first three frequency band gaps are given by $BG1 = f^{(1)}(\pi/a) - f^{(1)}(0)$, $BG2 = f^{(2)}(2\pi/a) - f^{(1)}(2\pi/a)$, and $BG3 = f^{(3)}(3\pi/a) - f^{(2)}(3\pi/a)$, as shown Fig. 2(b)–(c). The first band gap $BG1$ is an indirect gap, where the lower frequency mode [solid lines in Fig. 2(b)–(c)] keeps a finite group velocity at $k = 0$. The spatial profiles of spin waves for the case $\delta = 1$ nm are shown in Fig. 2(d)–(f), where the wave vectors $k = 0$, $\pi/(2a)$ and $\pi/a$ were selected. One can see that in the first Brillouin zone ($k = \pi/a$), the three lower modes 1, 2 and 3 are standing modes, namely the group velocity for all of them is zero, as shown Figs. 2(c) and 2(f). In Fig. 2(c), the group velocity is non zero and therefore spin-wave propagation is present, either with positive or negative group velocities. At $k = 0$, the lower mode presents a non-zero group velocity, while the group velocity of the two upper...
Interestingly, at intermediate angles between the static and dynamic dipole fields created by the static and dynamic magnetizations, respectively, the gaps in backward volume configuration are considerable larger than the gaps for surface waves, which is clearly visible for any modulation depth.

According to Eq. (19), it is possible to show that if the SW profile along the thickness is uniform (dynamic magnetization components are independent of $y$-axis), the frequency of spin waves only depends on the square of $\xi(G,k)$ and, hence, two counterpropagating spin waves are present, which exhibit a full reciprocity, namely $f(k) = f(-k)$. This can be demonstrated from the diagonal elements $A_{XX}$ and $A'_{YY}$ defined in Eq. (5). Nevertheless, if the so-called first perpendicular standing spin-wave mode, which has an antisymmetric profile across the film thickness, is taken into account the SW frequency becomes dependent of the wave vector orientation and non-reciprocal features appear, i.e. $f(k) \neq f(-k)$. This effect has been observed in Refs. 55 and 54 for FM films with different top and bottom surfaces. Note that in the one-dimensional case $\xi(G,k) = (G_x + k_y) \sin \varphi$ and therefore the non-reciprocal properties are enhanced in the Damon-Eshbach geometry ($\varphi = 90^\circ$). Such non-reciprocal features of spin waves are important since they allow for performing logic operations that may be useful for insulators and circulators.47 and such non-reciprocity has recently been observed in thin films with Dzyaloshinskii–Moriya interaction.55–61

Additionally, to get insight about both the frequency-dependence of the modes and the SW profiles in the long wavelength limit, micromagnetic simulations have been carried out using the *MuMax* code.52 Here, a
magnetic film was built up in the \((x; y; z)\) dimensions \((100 \text{ nm}; 27 \text{ nm}; 299 \text{ nm})\) with a mesh size of \((4.5 \text{ nm}; 4.672 \text{ nm}; 6.25 \text{ nm})\). Next, a \(163 \text{ nm}\) wide wire of \(4.5 \text{ nm}\) thickness was centrally put on top of the film forming the intact film part. To consider the reality of an extended surface modulated film, periodic boundary conditions were chosen along the \(x\) and \(z\)-directions. The external field was applied in the \(z\)-direction whereas the excitation field was chosen in \(x\)-direction. The simulation of the FMR response was carried out according to the approach presented in Ref. 63 with a continuous wave excitation for a swept external field at a given frequency. The dynamic magnetization component \(m_x\) can be employed to obtain both, the FMR response \(m_x(H)\) for a given frequency as well as the respective spin-wave profile \(m_x(z)\). The magnetic parameters are the same used in the analytical approach, with a damping constant \(\alpha = 6.5 \times 10^{-3}\). Fig. 4(a) shows a comparison between theory and numerical simulations, where the mode frequency is shown depending on the external field \(\mu_0H\), demonstrating the reliability of the developed theory based on the plane-wave method. Such behavior was previously obtained using linear response theory and two-magnon scattering in the limit of perturbative modulation depths. It is worth mentioning that in Fig. 4(a) no fitting parameters were used, since all geometrical and magnetic parameters have been used accordingly to the simulation input. Noticeably, there is a good agreement between both approaches. The mode-profiles extracted from numerical simulations can be directly compared to the ones obtained from the theoretical model as shown Figs. 4(b)–(e). In Figs. 4(b) and (c), the spin-wave amplitudes \(m_x\) for the modes A1, A2 and A3 are shown, where both theory and simulations manifest a good agreement. Notice that the three modes are symmetric, since the excitation of antisymmetric modes requires an inhomogeneous excitation. Here, modes A1 and A2 are mainly localized in the thicker part of the periodic structure, while the third one is localized in the thinner part. This behavior can be explained by the periodic modulation of the stray field shown in Fig. 1(c), acting as demagnetizing (magnetizing) field for the local magnetization in the thicker (thinner) part. Therefore, at a fixed applied field the internal field in the thick (thin) part decreases (increases) the effective field, such that the mode is shifted to lower (higher) frequencies.

It is worth highlighting that the good agreement between the FMR numerical simulations and the results from the theoretical plane-wave method regarding the frequency-dependence as well as the spin-wave profiles allows for further interpretations. The theoretical model provides access to the \(k \neq 0\) spin waves of the system and thus, for estimating the position and width of band gaps. The benefit would be to circumvent complicated BLS measurements, which is one of the main techniques that provides access to such kind of information.

**IV. Conclusions**

Spin waves in surface-modulated ferromagnetic thin films were theoretically studied using a model based on the plane-wave method and micromagnetic simulations. The theory shows that the dipolar interaction produced by surface geometrical modulation is capable to open magnonic band gaps either in the backward volume or Damon–Eshbach configurations, whose magnitude can be controlled by the etching height. Band-gap widths created by static magnetic charges is found to be broader than the one created by dynamic magnetic charges. The approach agrees very well with FMR numerical simulations in the long wavelength limit, which allows to validate the theoretical model. A comparison with numerical simulations of the frequency versus field dependence as well as the spin-wave profiles was conducted showing a good agreement. Consequently, the model applied to periodically etched thin films provides further key-information about band gaps modulation, spatial localization of the modes and the dispersion of the spin waves. Therefore, the results obtained in this work.
offer a better understanding of such systems paving the
way for further developments of magnonic crystal based
devices.
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