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Abstract—Facial video presentation is a topic of interest in many security systems due to its non-intrusive nature. However, such systems are vulnerable to spoof attacks made by fake face videos and thereby gaining unauthorized access in the system. For a robust biometric system anti spoofing approaches like liveness detection ought to be implemented in order to counter the aforesaid print and replay attacks. This article proposes a novel approach of anti spoofing using Multivariate histogram of oriented gradients descriptor in the auto detected micro expression ($\mu E$) regions of human facial videos. Facial $\mu E$ are very brief, spontaneous facial expressions that highlight the face of humans when they either unconsciously or deliberately conceal an emotion. The work emphasizes the variations in $\mu E$ in fake and original video representation by a considerable amount and claims such a variance is a tool to combat against presentation attacks. In particular, the method automatically extracts the ROI of major changes in $\mu E$ using the Multivariate orientation gradients parameter and thus proposes this descriptor as one of the most suitable tools to characterize the liveness. The entire implementation is carried out on the self-created Database for replay attacks. The result obtained is satisfactory and tested statistically significant.
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1. INTRODUCTION

Biometric systems are becoming integral part of human society with the increasing need of security at various levels. The primary task of a security system is the verification of an individual’s identity in order to prevent impostors from intruding and accessing protected resources. General approaches to authenticate a personnel are password matching or ID card verification. However, such mechanism of identity detection can easily be lost, hampered or stolen and thereby undermine the intended security. Incorporating physical and biological traits of human beings in the system has been the trend in modern biometric security. Liveness detection [1] is an active research area among the field of fingerprint and iris recognition [2, 3] in recent years. Some of the other familiar biometrics like gait, hand geometry, retinal texture have also gained interest in spoof detection. The extraction and fusion of different features in multimodal scenario [4] has gradually been popularized in anti-spoofing paradigm. Liu et al. [5] presented the challenges in replay attack detection based on a multimodal face anti-spoofing dataset CASIA-SURF. However, in facial biometric domain anti spoofing approaches are limited to some extent. Different head positions or low facial resolution [6] increases the challenge in recognizing faces. The Liveness may informally be viewed as an act of differentiating the feature space into living and non-living spaces. Here by fake facial representation attempt we mean placement of a personnel’s captured video in front of a sensor instead of his live presence in person. The fake video is assumed to be captured and supplied without any further modification (zero effort). It is a challenging issue to determine the trustworthiness of a biometric system security against spoofing [7, 8]. Facial recognition community has been on a constant search for a proper tool to differentiate fake and live faces. The facial $\mu E$ is a subtle, short, quick (1/3–1/25 s) and involuntary expression shown on the face of humans when they are trying to conceal their actual emotions, specially in high stake situations. They consists of the seven universal emotions: anger, fear, sadness, disgust, happiness, surprise, and contempt. Here, we present a novel approach to recognize the live faces by the help of comparison of multivariate orientation gradient parameters in the facial ROI where variation in $\mu E$ is observed.

The paper consists of seven sections enlisted below. Section 2 describes the previous related works based on 3D HOG [9], facial $\mu E$ [10] detection and different
anti spoofing techniques. It is worth mentioning that the tools like $\mu E$ and 3D HOG are used in conjunction with anti spoofing method in the proposed approach. Section 3 illustrates the proposed algorithm in detail. Section 4 demonstrates the self created database used in the experiment and the way training of data is accomplished. Section 5 consists of experimental results and its analysis. Section 6, the concluding section, deals with the limitation and future scope of the proposed method.

2. STATE OF THE ART

Facial spoof attack is a process in which an attacker can subvert a biometric authentication or recognition system by fake facial video presentation. Face recognition systems based on 2D and 3D images could be exposed to spoofing attacks. These attacks are analyzed in terms of its descriptors and classifiers. Here, anti spoofing is primarily a liveness detection mechanism that aims at detecting physiological signs of human beings such as eye blinking, facial expression changes, mouth movements, etc. Spoofing detection approaches have been categorized into various groups by the researchers. Analysis based on Frequency and Texture is one among them. The texture information taken as 2D images tend to suffer from the loss of texture information compared to the 3D images. In many of the feature extraction schemes, frequency and texture-based fusion are observed in order to form the feature vector. For instance [11] applies 2D DFT to segregate facial image into several groups of concentric rings representing corresponding region in the frequency band. Thereafter the feature vector is acquired by combining the average energy values of all the concentric rings. The Variable Focusing approach [12] suffers from the constraint of relying on Depth of Field (DoF), range between the nearest and farthest objects in a given focus. To increase the liveness detection performance, the authors have increased out focusing effect for which the DoF should be contracted.

Analysis based on Eye Blinking and Eye Movement have also been gaining researchers’ interest. An interesting Lie detection algorithm [13] drew its conclusion by observing the changes in pupil dilated using circular Hough transform and increments in the number of eye blinking through frame difference method. The blinking-based approach for liveness detection using Conditional Random Fields (CRFs) [14] to model blinking activities, is current trend for accommodating long-range dependencies on the observation sequence. Often a comparison of CRF model with a discriminating model like AdaBoost and a generative model like HMM is observed in articles. Blinking activity is an action represented by the image sequence consisting of images with close and non-close state. Based on this feature, Pedone and Heikkila [15] illustrate eye region probing method to identify liveness of face. To decrease the effect of illumination experiment is carried out in Self-Quotient Images (SQI). The 3D Face Shape based analysis [16] in a biometric system differentiates real face from a photograph. It can be implemented as an anti-spoofing tool, coupled with 2D face recognition systems and/or be integrated with a 3D face recognition system for an early detection of spoofing attacks. Image Distortion Analysis (IDA) proposed by Jain et al. [17] seems to be an effective tool in anti-spoofing mechanisms. Bharadwaj et al. [18] proposed a novel approach of using Euclerian motion magnification for the enhancement of facial features in face video spoofing detection. Kollreider et al. [19] have presented a face detection technique which includes mouth localization using motion analysis to confirm liveness. The wavelet decomposition-based face liveness recognition system [20] possesses good discrimination capability between live and fake faces. The voting-based liveness detection system [21] showed promising results compared to existing systems by discriminating image patches of regions that are salient, instrumental, and class-specific.

The $\mu E$ are more difficult to analyse since they last only $1/3–1/25$ s and involve spatial variations that can hardly be detected with naked eyes. Facial feature extraction plays an important role to recognize the facial $\mu E$. The facial features can be classified into couple of major types, geometric and appearance based. Geometric features measure the displacement of facial components such as eyes while appearance based features determine the texture changes on a face when an action such as smiling is performed. Shreva et al. [22, 23] computed the strain magnitude of optical flow to spot $\mu E$ from macro-expressions by observing the interval flow in a given threshold. Polikovsky et al. [24] extracted 3D-gradient descriptors from the widely used face region (FACS), using their own 200 fps high-speed camera-recorded database. Park and Kim [25] proposed the detection of subtle facial expression using motion magnification. An interesting approach of combining Local Gradient Pattern with 2D subspace in order to recognize faces can be found in [26]. Chan et al. [27] proposed a face liveness detection method for 2D spoofing attack using flash technique. It reduces the influence of environmental factors with low installation cost and less user collaboration. Surinta et al. [28] claimed that, in gender recognition domain, the Histogram of Oriented Gradient (HOG) descriptor outperforms the scale-invariant feature transform (SIFT) descriptor when combined with the support vector machine (SVM). A face recognition system is designed based on the entropy of each face region in HOG descriptor [29].

Our work emphasizes the selection of multivariate HOG descriptors on human face regions where variations in $\mu E$ is observed. The multivariate histogram representing gradient descriptor feature from now onward will be abbreviated as MVH.
3. PROPOSED APPROACH

3.1. Method Outline

Below we summarize a brief outline of the entire procedure proposed through a self-explanatory flow graph in Fig. 1. The detailed algorithm is discussed in the next section. Now onward the yellow marker stick to each diagram of Fig. 1 will be termed as St. (Stands for sticker).

Readers are advised not to get confused about the three terms T-face, T-grid, and T-blocks used extensively in this algorithm. The first one signifies the auto-scissored T-like portion of frontal face containing the major control points. The second one specifies the grid like structure of varying number of grids imposed over the T-face image and the third one denotes a cluster of rectangular grids in the T-grids where majority of variations in $\mu E$ is observed.

At first the facial video representation is separated into frames and fed into the system (St.a). In (St.b) exit mode (state of removal of face from camera focus) or entry mode frames are detected and deleted. Next the major feature points of frontal face is detected (St.c) and consequently a T-shaped feature-rich portion of face containing those control points is cropped automatically (St.d) and passed into the next phase (St.e). The pre-processing phase ends at this juncture.

To identify the region of our interest (ROI) where the major changes in $\mu E$ are occurring, the T-face is divided into a grid like structure (St.e). Number of such grids are not fixed and is subject to increase to pinpoint the ROI more accurately. Each of the rectangular region within the T-face grid is termed as T-block.

In (St.f) we visualize MVH for a particular T-block. Note that the histogram shown in (St.f) is merely for understanding the procedural abstraction and is not at all intended to reflect our experimental outcome as MVH is virtually impossible to visualize due to its higher number of dimensions.

MVH used as a feature is applied for each T-block to identify the ROI of major $\mu E$ (see the details of MVH in step 3.2.4 of the algorithm). So identified variations in $\mu E$ is depicted in (St.g) for already trained fake and real presentations. In (St.i) $\theta$ difference (difference of angular orientation between same ROI of two different T-frames exhibiting maximum variance) is computed and estimated with a threshold value. Finally, (St.j) based on this $\theta$ difference the ultimate conclusion, namely whether its a spoofed or live presentation is drawn.

3.2. Proposed Algorithm

3.2.1. Video acquisition. In the beginning of our method a facial video of duration not more than 7 s is captured. The video is assumed to be a frontal human face and the rest of this algorithm is designed based on this assumption. Note that recognizing or authenticating a personnel is not the motto of the procedure, rather to detect the malicious intent of posing a frontal face video instead of originally standing in front of the capturing camera. The approach may be considered as an essential measure prior authenticating a personnel. The experiment is carried out for thirty different individuals (as described in the database section). When an individual $P$ places his face in front of the camera, as per our assumption, his original video $v(P)$ is captured. In some later stages, his captured video $v(P)$ as a fake facial presentation is placed in front of the camera and the video $v(v(P))$ is captured and stored in the database. The objective of this algorithm is to conclude that $P$ is real by analyzing the input $v(P)$ and that $v(P)$ is fake by validating the input $v(v(P))$. In the overall process illumination condition is assumed to be normal and invariable for each person.

3.2.2. Video normalization. The captured video is divided into $k$ frames in different time instances like $t_1, t_2, \ldots, t_i, t_{i+1}, \ldots, t_j, t_{j+1}, \ldots, t_k$. It is trivial that during the entry mode (time difference, $t_q - t_p$ between placing the frontal face within camera focus, say $t_q$ and entering into capturing zone of the camera, say $t_p$, where $t_q > t_p$) and exit mode (time difference, say $t_q - t_p$, between withdrawing frontal pose from the camera
focus, say at time $t_e$ and exiting from the capturing zone, say at time $t_i$, where $t_i > t_e > t_q > t_p$ frontal face view won’t be taken into consideration. We assume $t_1$, $t_2$, ..., $t_n$ signifies the entry time and $t_1$, $t_2$, ..., $t_k$ the exit time and thereby omit those frames retaining $t_1$, $t_2$, ..., $t_j$ as the normalized frames. These normalized frames are re-mapped as $t_1$, $t_2$, ..., $t_n$ assuming $n = j - i + 1$.

### 3.2.3. Formation of T-face

This portion of the algorithm is entirely based on the article [30] which concludes that the major variance region of a frontal human face is situated in the T shaped zone covering two eyes, nose, and mouth as shown in the Fig. 1. (St.D) Incidentally, it has been proven that the region of interest covering the major human facial region is situated within the T-face. We may term the process “auto-scissor” as it geometrically detects the major control points of a frontal face frame and automatically crops the so called T-region. The auto-scissor is applied on the frames $t_1$, $t_2$, ..., $t_n$ to obtain the T-faces $T_1$, $T_2$, ..., $T_n$, respectively. Here $t_1$ signifies frame obtained in the $t_1$th time stamp. Since the major region of interests for $\mu E$ fall in the T-region, our further experimental steps are confined and carried out on those $T$s.

#### 3.2.4. Formation of multivariate gradient histogram descriptor

This step is applied for each of the $T$s. Each pixel in the $R$–$G$–$B$ plane is viewed as a 3D point and the so formed cube can be viewed as three matrices viz. $R$, $G$, and $B$ holding red, green and blue intensity values respectively. Now a $8 \times 8$ sliding window is rotated all over $R$ to obtain magnitude and orientation gradient as

$$\theta = \cos^{-1}\left(\frac{y_i - x_i}{r \sin \theta_1 \sin \theta_2 \sin \theta_n}\right) \quad (1, i\in N)$$

A pseudo code to generate $\theta$ is depicted below.

1. $r \leftarrow \sqrt{\sum_{i=1}^{n} (y_i - x_i)^2}$
2. for $i \leftarrow 1$ to $n$ do
3. \hspace{1em} $\text{prod} \leftarrow 1$
4. \hspace{1em} for $j \leftarrow i - 1$ to $1$ by $-1$ do
5. \hspace{2em} $\text{prod} \leftarrow \text{prod} \times \sin \theta_j$
6. \hspace{1em} end for
7. \hspace{1em} $\theta_i \leftarrow \cos^{-1}\left(\frac{y_i - x_i}{r \times \text{prod}}\right)$
8. end for

#### 3.2.6. Real or fake facial video verdict

A threshold $\epsilon$ is estimated by calculating $\theta$s for all the real face posing in the training phase. In the test phase of our experiment $\theta$ is again calculated for an undetected test video and if $\theta$ is found to be more than threshold $\epsilon$ it is considered as a real face and otherwise a spoofed frontal face video.

### 3.3. Mathematical Intuition

The big question trivially arises into reader’s mind is “Why is the $\theta$ greater in live faces”? Here, $\theta$ depicts difference in the change of orientation in terms of angle between two frames of facial presentation. These two frames are responsible for maximum changes in $\mu E$. More specifically, let frame $i$ and $j$ be the T-faces auto-scissored respectively from frame $f_i$ and $f_j$, where maximum variance in gradient orientation is observed in frame $f_i$ and $f_j$. Let $L$, $F$ and $U$ represents live, fake and unknown facial presentation type of $i$th T-face respectively. Let also, $\theta_{ij}$ signifies changes in gradient angles owing to the changes in $\mu E$ in $i$ and $j$ for $X$-type facial presentation, where $X$ can be $L$, $F$ or $U$. Now let, $\theta_{ij} = |L_i - L_j|$, $\theta_{ij} = |F_i - F_j|$, $\theta_{ij} = |U_i - U_j|$.

It is found that $\theta_{ij} \gg \theta_{ij}$ and therefore for a certain angular threshold value $T$, if $\theta_{ij} > T$ then $U$ is considered real otherwise fake presentation.

Readers may naturally wonder about such a difference in the $\theta$ value of fake video and live pose. Why is the $\theta$ difference more in live faces? The query is trivial and the answer is twofold. Firstly, it has been a proven fact that live faces have higher reflectance and illumination than fake videos and hence possesses a greater $\theta$ value.

Secondly, prominence of change in $\mu E$ is more vividly observed in real face due to the following reason.
Let, Figs. 2a—2d respectively represents a μE in a particular T-block t for live face, change in μE for the same live face in the same T-block t in some later instance of time, μE in fake video for t and μE changes for fake video in subsequent frames for t. Now, any video, even with top quality of clarity must not be free of grains (denoted by X in Fig. 2). Now θ change in Figs. 2a, 2b is definitely more significant than that of Figs. 2c, 2d due to the following reason. Let the dots (D) denote original μE edges and cross (X) the grains present in the video. Let dots and crosses in Figs. 2a–2d respectively represents a μE in a particular T-block t for live face. A change in μE is measured by the difference in angle between with and without noiseμE. For real faces and μE change is implicit in nature and need not be explicitly expressed.

Selection procedure of global threshold in our algorithm is quiet straightforward. During the training phase a minimum local threshold t_i is adjusted by fine tuning and is applied to each class i for a proper identification of spoofing. The aforementioned threshold \( T = \text{max}(t_i) \), \( \forall i \) is applied globally during the testing phase. By the term fine tuning we mean, during the train period same frames undergo experimentation with different threshold values unless the optimum result is obtained and henceforth the local threshold is fixed. However, in the testing period, different frames undergo experimentation with same threshold (global) value T.

4. DATABASE DESCRIPTION AND TECHNICALITIES

For this particular experiment we have created our own video database of facial presentation. Facial video of thirty number of individuals are captured in different indoor environment in three different sessions. Each video duration is approximately of six to nine seconds including the entry and exit mode, as mentioned in the algorithm in section 3.2.1. Distance of face object from camera is kept 70 to 90 cm on average. The camera has an image resolution of 4616 × 3464 pixels with optical image stabilization. It has 20 MP resolution along with LED flash and high dynamic range mode (HDR). It is equipped by a physical aperture of F2.0 with exposure compensation and supports video recording of 1920 × 1080 at 30 fps (frame per second).

Some of the frames extracted from a specific video presentation, as an instance, is shown in Fig. 3. The database thus constructed and stored is considered as live or real facial presentation. To construct the fake video database all the so stored videos are again placed in front of the camera and the videos are captured. Thereby thirty different classes for real and fake video representation representing each personnel are created. During the experiment, videos are considered to be illumination invariant. It is also worth mentioning that the movement of eyes or head within a video, if any, comes out naturally and is not at all instructed to perform, as μE changes is implicit in nature and need not be explicitly expressed.

5. RESULTS AND EXPERIMENTAL ANALYSIS

As mentioned earlier, 3 sets of presentation videos for an individual is maintained for each of the 30 different classes. Trivially, including the so formed fake videos size of the database get doubled containing a total of 2 × 3 × 30 facial presentations.

For the purpose of validation, the so formed T-regions is divided into number of variable blocks as shown in Fig. 4. A block-wise variance of subsequent T-frames are computed to identify the blocks responsible for maximum variance and hence the μE changes.

The result obtained is shown in Table 1. As shown in Fig. 4 the T-face based on different ROI is being divided into 8 × 3 grid. We assume these 24 grids are represented as (0, 0) to (7, 0) in matrix notation form.
Readers are requested to do a one to one mapping based on grid numbers with Fig. 4 and Table 1.

The Table 1 depicts the changes in gradient orientation with the changes in μE in each of the grids. Since in Fig. 4 the two different frames Figs. 4a, 4b having maximum variance in orientation produces maximum changes in the eye region (especially, eye brow and eye lids) the major percentage changes in matrix (Table 1) encompassing the eye region accordingly. Figures 4b, 4e show the vastly affected areas producing the aforesaid changes. for the purpose of maintaining higher accuracy in result and pinpoint the zone of μE changes, the number of grids in the frames are subsequently increased. As shown in Figs. 4c, 4d number of grids are increased to 5 × 5 and the grids producing maximum changes in orientation could be observed in Figs. 4g, 4h, accordingly.

In Fig. 5 readers may visualize the difference in various gradient parameters with respect to a specific T-block. The figure consists of three rows and five columns. The first column indicates the different T-block chosen in this case viz. the difference in μE while eye movement. The 2nd, 3rd, 4th, and 5th column respectively represents horizontal gradients, vertical gradients, magnitude of gradient and angle of gradient corresponding to the T-blocks.

The MVH responsible for θ change due to the change in μE in a T-block is difficult to visualize for its higher dimension order. Although, we have made an attempt of visualization through scatter plots and stem plots. Number of bins in MVH is chosen to be 9, each capable of holding 20° angles. The x, y, and z axis in Figs. 6 and 7 represent angular orientations in the bins responsible for containing the angular orientation of Red, Green, and Blue components of a T-block. A point $P = (r, g, b)$ in Fig. 4 indicates the existence of a point $P$ in the T-block having angular orientation value of $r^\circ, g^\circ,$ and $b^\circ$ in the $r_0, g_0,$ and $b_0$ plane respectively.
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The magnitude of this point is not possible to depict in the figure as the number of dimensions exceeds three.

In Fig. 7 stem plots of MVH is designed. Figures 7a, 7b represent the MVH of the same T-block in different frames. The higher and lower value of magnitude are represented by blue and red stems respectively. In Fig. 7c only the higher magnitude values indicating the difference in frame Figs. 7a, 7b is plotted. We are interested in the corresponding angular values in different dimensions of these higher magnitude values. Imposing threshold on these angles is necessary in order to conclude any decision regarding liveness.

The experiment is carried out n number of times changing the count of training and test set as well as combination of classes. Two ROC curves obtained by the experiment respectively for the closed set (training and test class ranges from 1 to 20) and open set (training class 10 to 30 and test class 1 to 10) are depicted in Fig. 8 ROC1 and Fig. 8 ROC2.

Among the entire sets of three presentations, two are used for training purpose and remaining one for testing in all the available 30 classes. The global threshold computed in the training phase is applied in testing. Table 2, with a global threshold $T = 3.50$ depicts arbitrarily 5 instances of live and fake presentations each.

Here columns 1 to 6, respectively, signifies the class (out of 30) in which the person belongs to, the specific set within a class, whether originally its a real or fake presentation, experimental outcome of the measured changes in angular orientation (in terms of degree) of $\mu E$, the final decision made by the proposed method and lastly whether the decision taken is correct or wrong. For example a tuple (25, 3, Y, 3.97, Y, Y) in Table 2 indicates the 3rd set presentation belonging to 25th class yields a change of 3.97° in $\mu E$ and the experiment correctly identifies it as a real video. An instance of false acceptance is shown in the penultimate row of Table 2.

6. CONCLUSIONS: LIMITATIONS AND FUTURE CHALLENGES

The novel approach depicted here analyses the presence of live features in facial videos using multivariate orientation gradients parameter in the $\mu E$ regions of auto scissored T-faces. The efficacy of the so used feature descriptor has been proven empirically. Here, we intend to use motion magnification in order to accentuate the magnitude of the facial movement

Table 2. Decision made by the proposed method on a random sample of database

| Class | Set | Real? | $\mu E$ change | Verdict real? | Correct? |
|-------|-----|-------|----------------|---------------|---------|
| 10    | 3   | Y     | 5.73           | Y             | Y       |
| 15    | 3   | Y     | 5.78           | Y             | Y       |
| 20    | 3   | Y     | 4.92           | Y             | Y       |
| 25    | 3   | Y     | 3.97           | Y             | Y       |
| 30    | 3   | Y     | 3.94           | Y             | Y       |
| 10    | 3   | N     | 2.75           | N             | Y       |
| 15    | 3   | N     | 2.43           | N             | Y       |
| 20    | 3   | N     | 8.47           | N (Spike)     | Y       |
| 25    | 3   | N     | 3.93           | Y             | N (FA)  |
| 30    | 3   | N     | 2.71           | N             | Y       |
during a micro-expression change. The video database is constructed in highly controlled environments. Artificial lighting condition is used and the subjects are restrained to free movement of heads in order to keep a near-frontal pose etc. The algorithm may be modified to detect μE regions of face even from non frontal angles. The 3D facial structure may be taken into account or synthetically generated for this modified setting. The method described here is strongly threshold dependent and result may drastically vary for a wrong selection of threshold. Any threshold independent approach may be used in conjunction with the proposed approach to verify its stability and robustness.

It is worth mentioning that the area (different grids in Fig. 4) where major changes in μE is observed, though certainly fall within the T-regions, never guarantee any specific or constant cluster location of grids.

![Fig. 7. Live and fake presentation stem plot.](image)

![Fig. 8. ROC.](image)
That is from time to time interested location of grid may vary. Therefore, to detect variations in μE within some specific ROI, for example, in the eye-corner, the algorithms need to be alleviated to concentrate on particular grids. We have used the well-known t-test method and concludes that the result obtained is statistically significant. The algorithm, in case of fake video detection assumes no further processing (zero effort) or addition of artefacts in the fake facial video once it is captured. However a stronger attacker may challenge the system by further processing of fake presentation.

The proposed liveness detection algorithm, in future, may be integrated into a complete μE analysis framework which not only detects the fake videos but also capable of recognizing the type of μE occurring in the human face. In COVID-19 pandemic scenario masked faces are required to be authenticated. The algorithm, due to its capability of detecting μE in the eye region (not covered by a mask) may be experimented as a facial anti spoofing mechanism in such circumstances.
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