Medicine-by-wire: Practical considerations on formal techniques for dependable medical systems
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A B S T R A C T

We see the future of medicine as highly automated. Improvement in care-provision will be achieved by both increased clinician efficiency, as well as new computing assisted treatments and diagnoses. In other safety-critical industries, such as avionics and automotive, certification is dependability-driven. In contrast, medical certification is clinical-trial driven, which we argue will become increasingly problematic with increasing medical device and software complexity. By dependability, we mean the dictionary notion: reliable and trustworthy. Thus, failures are either avoided by design, or are accountable to a measured extent. This touches upon the verification (intent) versus validation (outcome) problem. Even though correctness does not imply safety, we do believe from our experiences that, the process of striving for correctness (verification) done right does shed light on safety; on whether the requirements/assumptions were addressed as intended (validation).

Medical device trials can lead to adequate assurances of safety, as defined by the local regulatory burden. Nevertheless, the nature of such complex systems means that certain errors may not be detected by trials and so additional efforts to reduce errors is needed. Our intent is, at least for software, to explore the contrast between approaches: correctness-by-construction versus correct-by-trial. Additionally, these levels of safety and effectiveness of systems vary across regulatory domains in different countries. A key challenge is how to achieve a successful interaction between verification tasks using formal methods and system development tasks within engineering teams without prior knowledge of formal techniques.

This paper describes a pragmatic process for the application of formal techniques, which is illustrated for three medical devices during pre-clinical development prior to certification. That means, the techniques are not only applied to realistic systems, but are also taken up by development teams themselves (i.e. cannot be entirely formal expert driven). We demonstrate differences in applying formalisms at the start, midpoint and final development stages. In particular, we describe the underlying socio-technical challenges and how we developed mitigation methods for each exemplar case. This paper is not about a general technique for medical automation, as we do not believe this is practical/possible given the varied/dynamic nature of medical problems.

© 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

As highlighted by the recent Health Education England commissioned Topol report [1], as much as 75% of expert clinician-time is taken up addressing mundane repetitive tasks and analyses. This cognitive drain on a limited resource is creating healthcare delivery bottlenecks at the same time as the clinical burden increases with our ageing society. Furthermore, there are many clinical outcomes than can be improved through constant monitoring and adjustment of treatment. Achieving both of these scenarios would improve healthcare efficiency. Successful implementation of medical devices will require clinical outcomes with highly reliable and effective software. In this paper, we describe efforts to create, adapt and deploy formal methods to address these problems across several medical scenarios. This will not entail complete automation of medical device development, yet we hope it will help increase dependable medical device development in future.

Thus, in similarity to other safety critical industries, the healthcare industry is in demand of highly automated solutions to deliver tailored treatments. Already, control mechanisms in planes, trains and cars are not simply “analogue”. Built in electronic control, such as fly-by-wire, has been available for many decades.

In the healthcare domain, there is a similar “medicine-by-wire” direction. In this case, the objective is to simplify the intervention required by clinicians (improved outcomes), while allowing for much more finely tuned intervention (improved outcomes). It therefore has to adhere to precisely specified clinical-management and decision-making protocols, as well as triggering alarm states when healthcare status deteriorates in a dependable fashion. Increasingly, sophisticated control methods are being performed by software within medical devices, rather than via user manual control or intervention.

An important issue for all clinical systems is error reduction. With relevance to this paper, there are two considerations: user interface errors and run-time errors in the system software. Such safety breaches can cause both considerable patient and commercial harm [2]. According to a prominent advocate of better medical software safety: "If errors due to medical devices used in hospitals were considered a disease, they would be the third biggest killer after heart disease and cancer".¹

In the first case (for user interfaces), a large proportion of errors are related to user-mistakes for a number of reasons: training inexperience, fatigue, user interface confusion, as well as basic human error [3]. A 2008 study estimated the systemic cost of such errors to be in excess of $17.1 billion dollars in the US alone [4]. Considerable effort is therefore taking place to reduce the rate of user-based errors in clinical practice [3,5–11]. Still, there is a significant need for software to simplify the clinician’s user interface and attempt, where possible, to reduce errors (i.e. reliability needs to shift from the user to the system).

In the second case (for run-time errors), as systems become more complex, errors embedded by the development team during the design phase sometimes only become apparent during patient use. Healthcare systems are demanding ever more complicated software moving from simple automated systems, such as a syringe-pump delivering continuous doses of pharmaceutical therapeutics; towards complex devices delivering more elaborate sets of automated activities (e.g. lung function monitoring device collaborating with a respirator and heart bypass machines).

Such systems and devices are increasingly being relied on to perform complex tasks, including monitoring and actively intervening on therapeutic outcomes and closing the loop on the intervention. For example, closed-loop stimulus on advanced neuromodulation systems, such as brain pacemakers and neuroprosthetics, would like to modify their response based on patient circumstances. Existing high-end systems already perform cloud-based monitoring of patient status, adjusting treatment according to detailed medical protocols. This allows companies and clinicians to optimise stimulus programming. Future systems will allow for fully closed-loop control. To achieve these goals, a change to how algorithms and systems are developed and certified must be considered in order to avoid errors from occurring and to assure both patient and clinician confidence beyond trials, through a correctness-by-construction approach.

More surprisingly, a considerable amount of both morbidity and mortality may be preventable, if errors are rooted out during the development process. Nevertheless, the medical application space is perhaps a little distinct from other safety-critical applications. Medical devices try to treat one or more medical conditions and prevent both morbidity and mortality. However, if the patient deteriorates or even dies despite the best efforts of the device, that is an acceptable outcome. On the other hand, for other safety-critical applications this is clearly not the case (e.g. dying is not an acceptable outcome for flying). Medical devices have been applied to relatively simple tasks that are monitored on a regular basis. This is done by teams of doctors/nurses to ensure that their function is adequate.

Medical protocols and clinical guidelines are analogous to concurrent hybrid computer programs, with the patient’s state evolving as a function of time; and occasional shifts occurring due to unknown and known variables. For instance, considerations over (continuous) real-time and stochastic reasoning, in order to integrate, interpret and communicate adequate summaries to guide decisions on patient’s health. As medical automation develops to address more technically challenging tasks and manages mundane decision-making and patient care within these complex tasks, ensuring algorithms must adhere to medical protocols and clinical guidelines, becomes paramount to avoid errors that may cause harm. Typically, these errors only manifest under specific and unusual circumstances and as such may go undetected during clinical trials. In our approach, we perform both formal analysis of designs (i.e. formal specification and verification of intent), as well as specification-based testing of designs and code (i.e. provides degree of testing coverage).

¹ http://www.harold.thimbleby.net/mystery.html.
While medical systems are clearly safety-critical, methods from other safety-critical domains are not routinely applied to medical applications and processes. We will need to adapt and develop theories to handle these complex demands, while ensuring patient safety. Furthermore, we must ensure that when health-status shifts occur, that clinicians are alerted in an appropriate manner, while avoiding “alarm fatigue”. As such, clinical teams can continuously monitor and address the patient’s wellbeing. Our ambition is to raise awareness to these theoretical challenges and to establish a framework to solve current and future problems in healthcare automation: what we are calling “medicine-by-wire”, as the substitution or improvement of medical processes and treatments by computer systems and software.

In this paper, we present experiences in choosing and adapting formal techniques, as well as creating new tools, tailored for industrial medical application, development, and certification. A key motivation was to focus on which techniques could be effectively used by non formal-methods experts on realistic medical-problem scenarios. We highlight how to address socio-technical issues involved in three case studies, where involvement with formalisms took place at different stages of development/certification.

We focused beyond simply finding errors and creating specifications. As part of a cross-disciplinary socio-technical experiment, we also wanted to identify common ground between suitable techniques, which are accessible to stakeholders within their development environments with the least amount of disruption, and a “usual” development team. Decisions are tailored at aiding engineers who have little/no prior knowledge/training in formal techniques, and in positively influencing the gnarling medical device certification process by rooting out errors by design (i.e. applying correct-by-construction techniques in the development process) as much as possible.

Unsurprisingly, formal methods should be applied as early as possible in development to avoid wasteful replication of regulatory testing upon identification of errors. Based on our experience, there is substantial opportunity to improve the safety, dependability, and cost-effectiveness of life-critical medical devices through the adaptation and practical use of sound formal techniques to contribute directly to risk analyses and regulatory approval.

We aim to advocate the application of formal methods in medicine, influence future legislation, produce better quality medical devices, and create a methodology capable of achieving market standards. Our goal is to highlight the overlapping theoretical opportunities with real-world needs within the healthcare industry, enabling automation of mission-critical tasks and providing a framework to address a number of open problems likely to impact on the global healthcare needs for the coming years as advocated by Topol [1]. For instance, “to free specialist-personnel from mundane clinical activities and providing the gift of time” (i.e. new technologies increasing clinicians time for care and improved patient safety) to address the challenge of growing UK National Health Service (NHS) healthcare demands. That is, medical devices addressing such needs ought to dependably increase automation in medicine in our view. Even though this is a UK government report, we believe what it highlights is true of wider health care system demands.

In the next Section, we describe the background and related work in the area, particularly relating to the need for automated solutions to healthcare problems. Next, Section 3 frames and summarises three case studies we have worked/are working on, all of which are commercial and at different stages of development. Some details about each case is presented later in Appendix A. Section 4 discusses practical considerations of applying formal methods to real medical applications. Finally, Section 5 presents some insights, conclusions, and discussion on what we consider “medicine-by-wire” to be.

2. Background

In the decade following the 2008 financial crisis, the market for medical devices experienced significant growth driven by both social and technological developments. Now with the global COVID19 pandemic, the market is expected to expand further. According to a recent financial report [12]: “The global medical device market is expected to reach an estimated 410 billion dollars by 2023, and it is forecasted to grow at a compound annual growth rate of 4.5% from 2018 to 2023”. The major drivers for the growth of this market are healthcare expenditure, technological development, ageing population, and chronic diseases.

The UK represents 11% of the European market, has an excellent track record in introducing novel medical devices. It also hosts more small medical device companies than any country in Europe. At the time of writing, UK companies fall under the European Medical Device Directive and are about to switch over to the EU Medical Device Regulations (whose introduction has been slightly delayed due to the COVID19 pandemic). However, UK regulations may diverge in the coming years, as the UK leaves the European Union.

Medical automation

Medicine has traditionally relied on person-based interpretation and delivery of care. This has been managed via a hierarchical structure, where experts spend many years of training to understand nuanced data interpretations involved in care delivery. While high-level expert knowledge is required for complex and aberrant cases, large amounts of time is wasted managing routine cases. Predictable and repetitive cases could perhaps be better managed through automation of both diagnostic and therapeutic service delivery. Thus, a common vernacular is necessary to ensure that both the computer scientist and medical stakeholders can effectively co-create automated care-delivery systems.

As highlighted by Topol [1], up to 75% of clinical personnel time is consumed by “run-of-the-mill” diagnostic and therapeutic scenarios. This is due to the complexity of the data sets being considered, which require skilled interpretation.
Presently, monitoring is often performed by trainee doctors and reported back to senior consultants. This can lead to missing subtle data shifts, impacting patient care in cases where time is of the essence. Mistakes can also occur via errors in judgement, inexperience, bias or fatigue. Mitigation is currently performed via training and senior-clinician review. Yet, if such cases can be automated, it would unlock the potential for senior-clinician time to focus on complex cases. With improved efficiency, the quality of care will also improve within a given medical resource limit.

Technical challenges include: i) how to identify and characterise aberrant states precisely; ii) how to manage the flow of information presented in alarm-states; iii) how to make formal techniques relevant to certification; iv) how to prevent errors from user interface design issues; etc. These will ensure that adequate information percolates to care-providers without providing so much information to overload clinician’s time. Even worse, to generate a state of alarm-fatigue meaning that aberrant states requiring attention are missed completely.2

Regulatory environment

Regulatory standards fall into two essential requirements: validation of efficacy and safety, and development under quality management systems. The specific requirements vary between countries: e.g. the European MDR (Medical Device Regulations) and the FDA (Food and Drug Administration) regulations in the US. In the latter case, the FDA provides General Principles of Software Validation [13], with a detailed description of the processes available in [5]. Nevertheless, there are common international standards set by the IEC (International Electrotechnical Commission) and ISO (International Organisation for Standardisation). Specifically, IEC 60601, IEC 62366 and ISO 14971 deal with the functionality and safety from a risk management perspective. ISO 13485 and IEC 62304 relate to how the software is created and maintained within a quality management system. These are often non-prescriptive and open to interpretation. This approach is deliberate, given the full range of medical devices these standards regulate. Thus it is up to the submission team to present safety in terms of their risk management and quality management processes. Despite this, current EU regulation for medical software is open-ended, in comparison to FDA regulatory environment in the US. Nevertheless, there are processes in place to port certification (via IEC62304) for FDA approval, which further complicates scenarios.

In our experience of the process in the UK, risk assessment is typically done based initially on team experience and subsequently documenting further risks into the assessment. Development of the hazard analysis often follows “in house” rules (i.e. there is no prescriptively defined set of rules), many of which are derived from hardware design principles. Teams typically include physicists and/or electronic engineers, but seldom any computer scientist. As systems become more complex in nature and perform greater degrees of “independent” provision of care, such process may not be sufficient for software risk mitigation. As such, there is a need for formal documentation and analyses, all the way to code-level verification, for life-critical software.

Medical devices are comprising of increasingly complex embedded systems. Yet, in our view, software regulation in the UK [14] is not as strict as other safety-critical areas like avionics [15]. Part of this is due to the presence of many small-to-medium businesses with limited budgets generating innovation and an ethical imperative to ensure that healthcare innovations reach the market for the “greater good” as soon as possible. Nevertheless, as embedded systems become more complex and play a more prominent role in patient care, the likelihood of unanticipated and hidden errors to manifest will increase in probability. Similarly, as systems become increasingly closed-loop, the clinical consequences also increase [3, 7]. For instance, the FDA issues numerous recalls for manufactured devices, due to severe errors being identified posthoc [2, 16].

In the medical device domain, problems related to systems and software safety are often challenging to predict [3]. The multidisciplinary nature of the area, requiring knowledge of electronics, physics, clinical medicine, embedded software design etc. makes this challenging. The social and health benefits of safer health care are obvious. Nevertheless, adding yet another set of requirements from formal approaches can, if inconvenient, act as a significant barrier to teams trying to get devices through trials. As such, it is important that the implementation has minimal overhead on the R&D process of the medical system.

Cost-effective formal methods for medicine

The application of formal methods can reduce the possibility that software errors manifest in such medical systems; de-risking these complex systems. Specifically, formal modelling can decrease (or eliminate) certain classes of (run-time) errors, as well as help mitigate/control how errors could entail risk. Of course, this is the best-case scenario: it is possible to introduce errors by the misuse of formalisms too. Setting stakeholders expectations right about what formalisms can and cannot do is crucial to building trust and increasing uptake. For instance, even if a system’s software is automatically generated through full refinement chains, errors might still exist given that the formal interpretations of requirements might be incorrect/incomplete. To address this, accessible tools will need to be developed and brought to market to ensure patient-safety and ensure public confidence are maintained.

We have identified common ground between applications and the need for curating accumulated expertise across problem classes to avoid time-consuming and costly rework. To ensure active engagement with the medical community, we must

---

2 www.nytimes.com/2019/07/09/science/alarm-fatigue-hospitals.html.
consider which fields of medicine will most likely be early adopters of formal techniques. From canvassing experts within multiple disciplines (i.e. medicine, computing, physics, and electronic and biomedical engineering), we have identified areas with substantial automation requirements (i.e. the need to introduce devices to support clinicians or reduce their workload). These are associated with high-impact in medical treatment.

Focus on documented cost-effective safety and assurance is already part of other formal development processes: a US National Security Agency study has shown that formal automation techniques are both reliable and cost-effective at scale [17]. Other significant examples of successful industrial-scale application of formalisms exist [18,19,17]. Given the high-priority assigned to documenting quality and presence of limitations requiring automation, embedded medical devices are promising candidates for the development and application of formal methods to govern medical processes automation. Furthermore, to ensure engagement and integration, it is important to address a variety of socio-technical barriers including: cross-disciplinary vocabularies, patient view-points, and regulatory considerations across countries (e.g. UK MHRA, US FDA regulatory agencies).

Areas of medicine, most-suitable as potential early-adopters, include those with specific and burdensome regulatory requirements for quality and consistency. For example: life-critical (UK MHRA class III) medical devices. Other areas beyond devices, such as cell-gene therapy production, rely on “Good Manufacturing Practice” (GMP) [20] and require close adherence to detailed “Standard Operating Procedures” and protocols in version-controlled quality systems. To ensure adherence to such protocols, specific manual batch records are meticulously kept, which lay out and record all manufacturing steps performed by trained and validated operators; with key steps observed alongside for further validation by other expert staff. In certain safety-critical procedures, further validation by specialist qualified persons’ is required before a manufactured product can be released for clinical use.

Fields with such requirements include pharmaceutical production and some (GMP) transplantation procedures, such as Pancreas Islet Isolation. These regulatory requirements, while necessary to ensure safety during healthcare delivery, have dramatic costs and logistical impacts. For instance, problems from a single batch can impact on thousands of patients. Some cases, particularly commercial scale-ups, present challenges ripe for automation with both physical and resource-dependent limitations on personnel impacting real-world applications. This is a potential area to focus on in future. Here, we discuss the formal methods applied to medical devices only.

Related work

An excellent description of how regulatory bodies are influenced by evidence-based methods, as well as a survey of appropriate (informal verification and validation techniques, is in [5]. Application of formal reasoning to medical devices does exist; an excellent recent literature review covering both quantitative and qualitative use of formal methods to medical software is given in [21]. Some are quite successful, technically sound and relevant to industrial problems. For instance, Phillips Medical and Verum created a combination of BSDM and CSP for a number of complex devices [6,22,23]. This is highly commendable, yet necessitates adoption at the early stages of development, because various assumptions are needed on the structure of finite state machine (FSM) control and layout of various components. These are sensible assumptions, yet require specific development-team configuration (i.e. a trained software engineer/formalism expert) and demands significant upfront financial investment (i.e. tools are not free to use in commercial or R&D, which for SME is a serious limitation).

At the other end of the spectrum, high-quality open-source tool chains exist. These enable the application of formalisms from the capturing of requirements and risks, all the way to the source code with data refinement and proof support. An example is the application to a rather sanitised and simplistic dialysis machine, with abstractions to how such machines work in practice [24,25]. In fairness, these were papers associated with a case-study challenge-description prepared for the ABZ conference (e.g. it was not an exercise for a real dialysrer). The Event-B tool chain demands considerable investment to learn a number of alien languages to the non-expert. Moreover, these brilliant combinations of tools face an uphill struggle over regulatory processes, which presently may/do not recognise efforts. An interesting example of the application of another tool chain for ASM to dialysis is in [25].

An ambitious and successful attempt at applying formalisms that inspired our earlier efforts was the formal analysis of the Boston Scientific cardiac pacemaker [26]. To our knowledge, this was the first attempt to tackle the combination of applying formal techniques realistically for industrial-scale certified medical applications. A crucial difference to our efforts, however, is that the pacemaker work was a post-hoc exercise: modelling and verification were performed after certification had taken place, rather than during actual development. A tricky (yet shared in our experience) socio-technical issue happens if an error is found in such post-hoc analysis, given medical device recalls are complicated, and serious perception/financial/legal damage could follow. This example served as inspiration for our approach described in the brain pacemaker case study (see Appendix A.2).

The logic behind our style of presentation for the case studies in Section 3 and Appendix A is inspired by recent successful large-scale applications of formalism in industry. In [27,28], experiences of how and why certain formal approaches failed/worked is presented for the application of formalism in Facebook and Amazon, respectively. These examples considered formal technique choices and their adaptation according to actual practice within their corresponding development environments and teams in mind, while keeping stakeholders engaged. The socio-technical discussion for each case study was inspired by the US NSA agency study hints and warnings of how formalism can influence stakeholder successfully (or not) [17].
3. Case studies summary

The aim of our work to date with medical devices is to research and identify formal methodologies that could: be used directly, be integrated/adjusted in a realistic medical device development team or needed to be created from scratch. The process was as follows:

1. Identify industry-specific useful high-integrity development methods;
2. Experiment with chosen solutions within realistic scenarios;
3. Give stakeholders convincing evidence on adequacy and applicability;
4. Embed our results within the regulatory processes.

Our risk analyses were designed to satisfy regulatory requirements by presenting evidence for the technical file compiled as required by regulatory authorities (e.g. UK MHRA). Guidelines assessed the hazards associated with a medical device [5,14]. These hazards included potential hardware and software failures as assessed by design-teams and their regulatory experience. The developed risk assessment uses a combination of: requirements engineering, aligned with risk assessments; model based design, with model checking and theorem proving analysis techniques; data refinement, from model-based design choices (in VDM) to concrete implementations (in C); and source-code analysis in low-level programs and device drivers, for freedom of run-time errors, as well as functional (total/partial) correctness of low-level programs that use pointers and shared memory.

Our approach is language and tool agnostic: choices are based on team experience, adequacy of technique to the problem, learning curve requirements, and other practical considerations. The bottom line is to choose the “right” method acceptable to stakeholders that is adequate to the problem “warts and all”.

The case studies details are given in Appendix A on page 12. Here, we focus on the key issues and lessons learned. The case studies are on:

1. Neonatal (0.8...8 kg) dialysis machine for the UK NHS;
2. Combined gene therapy and optoelectronic brain implant to treat epilepsy;
3. Preservation control system for organ transplantation.

Their exposition is divided into four subsections:

1. Context: a description of clinical need and work environment;
2. System: a technical description of the actual system;
3. Verification setup: how the verification is organised, what needs and limitations this entails, and rationale for choices;
4. Results: summary of key results, both technical and socio-technical (i.e. how each controller solves the clinical problem, how the formalisation catches and prevents errors, etc.; development challenges, how teams perceive the process and how much expertise/time is required).

Our aim is to aid the reality of stakeholders, whom have no/little prior knowledge/training in formalisms, and to be of help (rather than hinder) the gruelling medical certification process. Each case illustrates the application of formal techniques at the end (Appendix A.1), the middle (Appendix A.2), and the beginning of the design process (Appendix A.3), respectively; and how that can affect potential outcomes or design decisions. We see this as important because it is rarely possible to start participation at the beginning of development given the nature of the industry (e.g. small businesses, commercial sensitivity, lack of expertise in formalism, formalism as a burden within regulatory process, etc.), and to demonstrate that the ideas we chose apply to any stage of development.

The work involved the identification, adaptation, and application of stable and cost-effective industry-standard formal techniques with acceptable learning requirements. We also create engineering solutions with formalisms in mind through auxiliary tools that are paramount to uptake of these techniques by practitioners given the size of problems. Some results exist as Newcastle MSc and undergraduate projects [29–35], yet their publication is delicate/restricted given NDAs, pending patent applications and the commercial nature of designs. Other results have been published [7].

The work focused on the formal modelling and analysis of key design documents, controller-components, and their software implementations. These controllers drive the medical activities (e.g. dialysis cycle, brain signals, organ preservation). They also deal with error and alarm management, both critical to deliver treatment and to ensure adequate user experience in intensive care units or surgery theatres (e.g. low alarm fatigue, fast and accurate/accountable summaries of current clinical conditions).

Table 1 (on page 7) presents a detailed summary of what we saw as key metrics associated with developments of each case study (i.e. NIDUS infant dialyser, CANDO brain pacemaker and POLAR organ preservation). The FSM (finite state machine) structure column gives the number of explicit states and events, which corresponds to explicit functionality versus hardware/software interrupts associated with each functionality. The FSM properties column tells the number of properties verified either through model checking or theorem proving (see also Isabelle/HOL columns on Table 3 on page 8). The C/C++ columns list the thousands of lines of code (KLOC) associated with each project. These C/C++ columns were: LIB-
KLOC refers to library dependencies and automatically generated hardware-related code; KLOC refers to the code base we verified; AKLOC refers to the formally verified annotated codebase (i.e. modified code with formal annotations); VCs refers to the number of verification conditions discharged by the C code verifier [36] and associated with the corresponding AKLOC. The VDM columns refer to the VDM models representing the abstractions from the C/C++ code in KLOC. The corresponding VDM proof obligations (POs) refer to the POs discharged using the Isabelle/HOL in the adjacent columns. The Isabelle/HOL columns refer to either ad-hoc proofs from specifically chosen eC VCs (Dialyser) or VDM POs of interest (POLAR) and translated VDM POs (CANDO). Finally, the interactions columns detail the number of versions in the development and the number of associated student projects.

The versions column in Table 1 (on page 7) refers to an interesting socio-technical aspect of the work. Each student project follow the style advocated in [37]: each formal design decision throughout the development that leads to a major version are carefully documented and explained. These versions, and their explanation/rationale, provides unique insight into the direction verification is taking, what lessons could be/were learned in the process, and why decisions were taken. These correlate to some of the lessons in Table 4. Each version details are described in student projects [29–35]. There are ongoing MSc and undergraduate projects to publish in the near future once IP restrictions are lifted.

Next, Table 2 (on page 8) presents an overview of the overall effort involved in each project, as well as how the verification teams were set up. For each of the case studies, the person-years and real-years numbers are based on our observations confirmed by each team. This at best gives an impression (rather than a predictor) to what efforts were. The verification person-years show that verification efforts were quite reasonable and limited in cost/time. The team configurations/split column shows who was involved. In all cases, it was mostly students and one verification expert over the period.

This information on team setup is at times incomplete (or even misrepresented). For instance, in the CANDO project, multiple institutions and disciplines are involved; some that have nothing to do with software, yet all of which are influenced by software problems. Having said that, from a human or even commercial perspective, the scale of the effort itself is far less important than the impact of the consequences. For example, if a baby dies from a preventable error manifesting in a dialyser, all certification effort is irrelevant. If software failure(s) lead to such consequences, it can sink the overall development programme including the efforts of the extended (formalisation) team. Such incidents erode confidence and can effectively kill a development programme, which can last for 10–15 years in the case of medical devices. Thus, the case to apply formalisms is greatly strengthen, both technically and commercially, in our view.

An interesting observation is that medical device developers/engineers largely resisted the use formalisms, whereas clinicians/patients welcomed it. We think this difference comes from the realities associated with medical device regulations. Developers are under tight schedules given clinical-trial conditions (i.e. device lock-down mid-way through development) and any effort that at first seems unrelated to regulatory approval, such as formal developments, are perceived as an unnecessary burden. On the other hand, clinicians/patients want the best device as an result come what may. This tension highlights a key challenge associated with medical devices regulatory processes.

Table 3 (on page 8) presents a summary of language and tools used. This includes techniques involved and what was their application to each case study. The list is not exhaustive, given numerous small-scale tools, models and experiments were attempted. For instance, some of the dialyser’s FSM properties were checked using PVS instead of Isabelle for technical reasons relating to MAL and its encoding of LTL. Moreover, the use on Spin in CANDO was rather limited and could be extended.

Finally, in Table 4 (on page 8), we summarise the lessons learned in general and in specific to each case study detailed in Appendix A. The general lessons apply to all three case studies and we think they are highly likely to apply to other cases too. Some lessons apply to multiple cases, depending on when formalisms were adopted. For each row, we qualified each lesson according to whether it related to model based design (MBD), medical device certification (Cert.), or tool support (Tools) issues and solutions. In POLAR table, the * indicates aspects we cannot yet discuss due to intellectual property protection issues.

4. Considerations in formalising medical devices

Next, we present a roadmap to what we consider to be a viable set of general principles and considerations for applying formal methods to medical devices and processes. Having said that, we do not believe the specific choices and details will be generally applicable, given the dynamic and highly complex nature of medical problems.
Table 2
Work x real time effort and team splits in each case study.

| Project | Clinical use      | Development team | Verification team | Verification expertise split |
|---------|-------------------|------------------|-------------------|-----------------------------|
|         | Person/years      | Real time        | Person/years      | Real time                   |
| NIDUS   | Neonatal dialysis | 4                | 0.25              | 2 years                     | 5                |
|         | 4 years           |                  |                   |                             | 1 senior + 1 expert |
| CANDO   | Brain pacemaker   | 25               | 0.25              | 2 years                     | 3                |
|         | 7 years           |                  |                   |                             | 1 expert         |
| POLAR   | Organ preservation| 2                | 0.5               | 2 years                     | 5                |
|         | 2 years           |                  |                   |                             | 1 expert         |

Table 3
Formal language and tool applied with related technique and context of use per case study.

1. NIDUS, neonatal dialyser (Late Adoption)

| Language | Tool | Technique                  | Application                                                                 |
|----------|------|----------------------------|-----------------------------------------------------------------------------|
| BDSM     | Verum| Requirements analysis/elicitiation | Formal specification of requirements to dialysis controller                |
| CSP      | FDR  | Refinement model checking   |                                |                               |
| MAP      | NuSMV| LTL symbolic model checking |                                |                               |
| VDM      | VMJ  | Symbolic simulation, code coverage |                                |                               |
| C++      | eCv  | MISRA compliance, resolution proof |                                |                               |
| HOL      | Isabelle | LCF\(^{\text{a}}\) theorem proving | Specific VDM proofs and eCv VCs                              |
| Java     | ANTLR| Parsing, translation, code generation |                                |                               |

2. CANDO brain pacemaker (Midpoint Adoption)

| Language | Tool | Technique                  | Application                                                                 |
|----------|------|----------------------------|-----------------------------------------------------------------------------|
| VDM      | VMJ  | Symbolic simulation, code coverage | Eliciting formal specification of CMOS instruction set [29]                |
| HOL      | Isabelle | LCF theorem proving | CMOS VDM model proof obligations [29,30]                                    |
| Promela  | Spin | Model checking             | CMOS main loop proof of termination [30]                                    |
| C        | eCv  | MISRA compliance, resolution proof | CMOS device driver static analysis and functional correctness [29]          |
| Java     | Overture | Parsing, translation, code generation | From VDM to Isabelle, Spin and C [30,35]                                  |

3. POLAR organ preservation (Early Adoption)

| Language | Tool | Technique                  | Application                                                                 |
|----------|------|----------------------------|-----------------------------------------------------------------------------|
| VDM      | VMJ  | Symbolic simulation, code coverage | Eliciting formal specification of organ preservation controller [31]       |
| HOL      | Isabelle | LCF theorem proving | Specific VDM proof obligations                                              |
| C        | eCv  | MISRA compliance, resolution proof | Organ preservation controller device driver static analysis and functional correctness |
| Java     | Overture | Parsing, translation, code generation | From VDM to Isabelle and C [35]                                           |
| Python   | Python | PID-control simulation and calibration |                                |                               |

\(^{\text{a}}\)Logic of computable functions.

Table 4
Important lessons learned in general and per case study, by category (i.e. model based design, certification or tools).

| Category | Lessons                                                                                     |
|----------|--------------------------------------------------------------------------------------------|
| General  | 1. MBD Changes percolated through models                                                   |
|          | 2. Cert. MISRA compliance simplified/reduced C/C++ VCs numbers and complexity              |
|          | 3. MBD Dependencies handling (e.g. libraries, auto. gen. code) was crucial/complex        |
|          | 4. Tools Bespoke (yet reusable across projects) tools required to enable development team engagement |
| NIDUS (Late Adoption) | 1. MBD Error detection and prevention linked to risk analysis profile (i.e. from Word file to Isabelle proofs via VDM) |
|          | 2. Cert. Verification directly linked with regulatory process activities                    |
|          | 3. Tools Late adoption entailed stricter/smaller set of options (e.g. start from the code) |
| CANDO (Midpoint Adoption) | 1. Tools Simulation and test coverage were important for hardware debugging |
|          | 2. MBD Verification setup was compatible with future project stages (i.e. 1 out of 3 control stages: optrode, optrode array, chest unit) |
|          | 3. Tools VHDL hardware-description library dependencies management was useful across scenarios |
| POLAR (Early Adoption) | 1. MBD Early adoption enabled clearer abstractions and simpler proofs associated with models |
|          | 2. Cert. Traceability was possible from requirements/patents to models, to design, through to the controller code |
|          | 3. Tools Simulation and test coverage was important for hardware debugging                   |
|          | 4. Cert. Training and exploration of unpredictable/unknown preservation scenarios           |
Practical considerations

As with other embedded safety-critical systems, access to the real-world rig conditions is costly (life/financially), has limited access, and is difficult (e.g. machine test during time-sensitive clinical-trials demanding limited extra hospital space/time). On the other hand, medical device certification requires a specific number of adequate usage within (real/ill) target patients. Testing is often difficult because the device is interacting with a complex physiological system under unknown and often unpredictable circumstances, where the cases the device use could fail may be rare.

This makes testing very difficult indeed. Nevertheless, it is clear that developing a risk analysis is essential when dealing with life-critical medical systems. Conventionally, risk analyses are submitted to the regulatory bodies prior to clinical-trials to generate evidence that requirements have been satisfied; and the device is safe for more widespread patient use. Trials then need to show efficacy at later stages. These are onerous tasks requiring substantial amounts of costly pre-clinical and clinical test data under special clinical-trial permissions. Emergence of failure late in development can be disastrous. Any significant redesigns/updates may require re-certification; delaying the process and adding cost. If failure emerges during a trial it may expose companies to financial and reputation liability, which may not be survivable for a company/product line depending on the size of the company and severity of failure.

Regulatory process

Medical device standards require a prescribed documentation of risks and associated mitigating measures to be taken against use of devices. That is, to keep such risks as low as reasonably practicable, or at the very least to demonstrate awareness and potential mitigation strategies are in place. Unfortunately, when dealing with software, however, risks may not be obvious even to the most experienced development team. We believe that formal verification of control software is a necessary requirement for (UK MHRA) class II or III medical devices (i.e. those with highest-level of risk to life).

Another key aim is to push regulators and thus regulations towards allowing evidence provided through formal reasoning to be accepted alongside clinical-trial data for software validation. Even if there has been a misunderstanding in the formal modelling choices with serious consequences in practice, formalisation enables the traceability of such situations when/if they happen with traceable consequences. Moreover, it would be greatly beneficial if safe language subset restrictions like MISRA were common practice, if not mandatory. This is inline with other safety-critical industries, such as the use of formal methods in DO-178C [15] for avionics or MISRA-C [38] for automotive software compliance. We are holding ongoing discussions with the several notified bodies and the UK regulatory body responsible for medical device compliance (MHRA).

We hope that by generating a deeper understanding of the benefits formalisms offer, that these methods can be adopted into the certification pathway as has happened in other safety-critical industries. Ultimately, the hypothesis is that this would motivate adoption by commercial medical device companies and improve medical safety and patients’ health outcomes.

We see the use of formal verification for the absence of certain erroneous states, as opposed to documenting safety (designed to meet regulatory demands) for any software automating a task, which may expose patients to imminent harm. The key point here is to highlight the existing standards inadequacy to promise this in a rapidly evolving world, where software is being relied upon to do increasingly more complicated tasks for both patients and clinicians.

Clinical realities

Our work is enabling us to understand how to mathematically document the realities of data processing and management in medicine, in particular where a general audit capability can be leveraged across multiple applications. For instance, a dialysing or an organ preservation machine are fundamentally similar control systems: they keep a particular curve of flow and pressure within specific windows; they provide summaries to where the “patient” is in the treatment process or the cumulative effect on any adverse event over periods of time. For instance, in dialysis overpressure could collapse a patient’s vein because of blood being drawn too fast, or in organ preservation excessive pressure could damage organs.

These known-unknown and unknown-unknown conditions present an interesting (and novel) challenge to the application of formal techniques. Where documented safety is of paramount importance, further measures to document the absence of potential classes of risks through application of formal techniques ought to be considered.

A difficult issue is timing. Late discovery of issues can lead to potential re-trials, which do create a socio-technical conundrum: if applied post-hoc, formalisms can lead to complex practicalities. If errors are found in embedded software close to certification, how can you avoid re-trial/starting over? Costs and certification burdens aside, is delaying the process the right thing to do (i.e. holding a new treatment from the market could be more damaging than rolling it out as patients not receiving treatment may die)? Our experience is that, eventually once in the real-world, any such potential risk will manifest in practice given enough opportunity, making this an even more difficult task. This is not new: other safety-critical systems suffer the same problems; yet the medical device domain is a very different reality.

In [39], the authors argue whether the Boeing 737 MAX was really a completely different plane made to look like a 737 for training and regulatory purposes to disastrous consequences. In the design of a new system for trains (e.g. London or Paris driverless trains) or cars (e.g. Bosch’s new start-stop or cruise control systems), delays can be costly and damage reputation, yet are preferred to recalls or actual fatal accidents. For medical devices, on the other hand, delays because of the application of somewhat “alien” (formal) techniques to engineers, delay development preventing saving lives earlier,
Despite medical devices being similarly safety-critical, given their highly unpredictable working environments affecting a large number of people.

Such catastrophic error scenarios are rare. Thus, the balance seems in favour of pushing development through as quickly as possible in order to save lives, despite the potential for software errors causing harm in such rare situations. In fairness, we think this oblivion to certain kinds of risks of software is already present in various medical certification processes worldwide, and that has to do with the culture of clinical trials as the gate keeper of safety and efficacy in medicine. Unfortunately, in our view, clinical trials alone are not good enough for preventing errors in complex software. This view is shared by the notified bodies we have had discussions with.

Another complex reality of this industry is that commercial development of many devices is done through small/medium enterprises, where the financial incentive for years of design and development is in recouping costs through disposable kits (e.g. the syringe and fluid lines in the dialyser). That means budgets are already strained and that further “unnecessary” activities, such as formal design or code-level verification, are simply prohibitive, particularly given they are not taken into account in the certification process.

We faced these difficult realities in all case studies discussed in Appendix A. This led us to think that, despite many medical devices clearly being safety-critical in nature, directly applying formal techniques would require considerable development both in engineering (e.g. easier tools and languages) and theoretical (e.g. reusable summaries accounting for real-time, concurrent, stochastic and probabilistic features) terms.

Development teams

Nevertheless, if formalisms are applied as early as possible, and there is plenty of evidence for it being beneficial and cost-effective in other industries [19,17,18], outcomes can be greatly improved. A key proviso though is the team “expertise-splitt” [17]: required expertise must entail realistic teams of experts (and junior, entry-level) engineers. In our case, we had the chance to experiment in practice with late, midpoint, and early development stage adoption; with teams including senior engineers, trainees, students and some formal methods experts (see Table 2 on page 8).

Development teams for medical devices often comprise a combination of clinicians, biomedical and electronic engineers and physicists. Given limited budgets and long time-frames with diminishing returns, investment in software engineers (never mind formal methods) is often neglected. This is particularly true in Europe, where medical standards for software do not focus on correctness or dependability. Having said that, examples of good software engineering practice for realistic devices, as well as the application of formal methods for medical devices exist [6,22,23].

As part of our socio-technical experiments, we varied team configurations to understand what would and would not work. Evidence so far shows that a formal methods expert has to be intensely involved at first in order to ascertain what needs to be done where. Researchers and students with software engineering and/or formal methods backgrounds are capable of handling guided verification tasks independently to great results, cost effectively. This is demonstrated by the case studies’ results show in Appendix A. This is inline with experiences of applying formal methods in other safety-critical areas [17–19].

Applying formal methods to medical problems

To succeed, the choice of formalism(s) to be applied is a crucial decision. Ideally, the same collection of formal tools and techniques could/should be used across examples. In practice, however, this is unrealistic given the varied nature of teams’ expertise, time-frames and cost-limitations involved.

Crucially, whatever methods are chosen, they ought to be taken up by the engineering teams themselves. Otherwise, all the effort will be an academic exercise. Therefore, our approach in each case was to choose the most suitable method that would cater for the underlying needs and that would be within the team’s expertise with limited training.

For instance, for the dialysers case study (see Appendix A.1), we used a combination of: BSDM as an attempt to formally capture requirements; CSP/FDR and MAL/LTL/nuSMV, to encode the system’s FSM design, where each identified hazard profile risk was encoded as a property to be model checked; VDM to discover and encode rich data-type invariants and functional properties (pre/post conditions), and to enable symbolic simulation and code generation to C++; and eCv for code-level functional correctness verification [7]. The use of BSDM and CSP failed [32], as it imposed a more component-based approach not suitable for where the dialysers’s design was, hence we changed to MAL/LTL [32]. This was important given the complex nature of the FSM and the properties being checked. The use of VDM was important to discover specification and help with the low-level C++ verification with eCv.

For the brain pacemaker (CANDO) case study (see Appendix A.2), the FSM architecture was much simpler than the dialysers and with simpler properties. This meant we could afford to take a theorem proving route and actually prove that properties of interest held under the now identified missing assumptions. We used a combination of VDM, Isabelle/HOL and eCv. VDM enabled discovering and documenting FSM invariants, performing symbolic simulations and code/specification coverage [29]. We translated this to Isabelle/HOL tools and proved properties of interest [30]. Finally, the verification of the C code ensured that the FSM control code was correctly implemented according to the VDM specifications, and that low-level bit-vector expressions were simpler and correct [29].
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For the organ preservation machine case study (see Appendix A.3), we followed the same approach of identifying the right technique for the task within capabilities of teams involved. For IP-protection reasons, we cannot disclose more details at this point (see details in [31,35]), but we hope to do so in future publications.

Obviously, any formal models and analysis are an approximation of reality, as much as possible. Thus, they do not entail freedom from errors altogether. They do entail, however, a controlled and dependable development process, where design decisions can be mathematically documented and hazards/risks/properties of interest can be checked against these mathematical documents. We see these applications of formalism as a step further, building on the use of hazard/risk analyses alone: they mathematically encode design decisions as much as possible. Moreover, as the system evolves, formal modelling has also proved invaluable in accounting for the consequences of change. Therefore, even though the complete eradication of error is not usually possible, we see formalising medical systems as invaluable. We highlight various examples of such situations in our case studies in the Appendix below.

5. Conclusions

In this paper, we have detailed our experience to date on applying formal methods to medical devices and the tangible real-world impact that such application may have on medical device development. These efforts cover only a tiny fraction of the potential for this area, both theoretically and in other application areas involving automation of medical tasks (i.e. medicine-by-wire).

Our efforts have demonstrated the need for the application of formal methods in device development to avoid dangerous hidden errors from manifesting in a clinical setting after certification. We have shown (see Tables 2–4 and Appendix A) that this should be done ideally as early in the development process as possible to avoid wasted resources during testing or design modification impossibilities because of the regulatory process. Still, later or post-hoc application can produce positive impact.

We have also presented real-world considerations to the application of formal methods to medicine, including its socio-technical considerations, and demonstrated how existing theories may be modified and developed to suit complex medical devices.

In our experience, the overall answer is that a well-balanced team, with adequately chosen/adapted formalism can (and has) delivered real benefit. This is both in terms of: life-critical error discovery, prevention of future errors developing or being hidden in the designs; and link with the certification processes, by embedding formal results in the ongoing certification efforts for the case studies we have been working on [7,30,29,35]. Ultimately, we would hope to influence certification processes to take these results into account: this would improve dependability of medical devices, as well as alleviate some of the activities associated with certification.

Our aim with the work presented in this paper is to highlight this need to the formal methods community, and hopefully create enough momentum and enthusiasm to use, adapt and invent formal techniques to improve the quality and safety of healthcare, like formal reasoning has done to so many other safety-critical industries [18]. Some formal methods work for medical devices does exist [22,26,40,41], yet that is far from common practice, and is not taken into account in certification processes.

This is a realistic aim, with good supporting evidence. In [18], earlier applications of formal methods to different industries is discussed. More recently, examples like Tokeneer [17] and sel4 [19] demonstrate how formalism can be cost-effectively applied to the extent of beating any other approach in terms of error discovery and correction capabilities for both safety and security concerns, all within cost predictions in terms of time and money. We took inspiration from these projects to: spread your team according to “realistic” arrangements, time log activities, provide traceability capability between requirements, designs, implementation, etc. We focused on the correctness-by-construction argument with efficacy and safety (as well as security) in mind. This was alongside the (socio-technical) difficulties of applying formal methods during ongoing projects, whilst having to handle certification that did not recognised such (rather extraneous for the involved teams) efforts.

Future work Further work will be required to effectively extract nuanced data interpretation from clinicians. Development of new theories is needed to handle the real-time data interpretation required by the field, to safely automate clinical management. This theory of summaries is under development and is being applied to commercial medical applications.
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Appendix A. Case studies details

In this appendix, we detail the application of principles and practices discussed in the paper across three different medical device applications at three different stages of adoption during the development process.

A.1. NIDUS (Late development-stage adoption)

The “Newcastle Infant Dialysis and Ultrafiltration System” (NIDUS) is the first medical device capable of dialysing premature babies fast (i.e. 50 ml/hr) [42]. Dialysing small (0.8...8 kg) babies is challenging for many reasons: vascular access for haemodialysis in existing machines is problematic, as the size of the central venous line required for adequate blood flow is disproportionately large for the size of the baby. Moreover, existing dialysis machines are not accurate enough at managing critical parameters, such as low-volume ultrafiltration (water removal), and usual dialysis kits require too much blood volume to be viable for a premature baby. Thus, there was a clear need for a specialist device without risky off-label adaptations, such as blood priming. To our knowledge, prior to NIDUS, there was no dialysis machine approved for use in such infants.

In this case study, we started working at the end of development, close to certification, which limited what could be done. For instance, [32] showed how a modular approach to the handling of the three syringes in the original design (see Fig. A.1) could greatly simplify model checking of its finite state machine (FSM). Nevertheless, such redesign was not a viable option given the late-stage in development when we were brought into the project.

We modelled the control and information flow within the control software and between the software and various physical apparatus within the device (e.g. valves, syringes, filters, pumps, etc.), and the relation of software variables with the external environment (e.g. a baby, transfusion setup, medication, etc.). This includes the communication protocols between the software and the hardware devices, and between the already developed software and the user interface. The work involved formal modelling and analysis of the requirements into a design compliant with certification procedures [14], verification of implementation strategies and resulting products and deployment [33].

Our work identified serious potential flaws not detected through risk-analysis or clinical trials [7]. That is despite the system having run for a sufficient number of hours/patients, without incidents relating to safety or efficiency issues, hence they had evidence for certification. This included a very detailed hazard profile and multiple safety considerations. Despite that, the identified errors would have happened in practice, had the circumstances occurred.

Critical embedded software is often written in C or C++. From the point of view of verification and safety (i.e. code satisfies a given specification), C is a language not designed for verification, with many constructs that can give rise to undefined, unspecified or architecture-dependent behaviours. These could lead to the same code handled by multiple compilers for different target architectures potentially having different behaviours (i.e. concretely for the dialyser, negative numbers involved in bit vector logic and arithmetic). To mitigate these and other characteristics of C and C++, language subsets are widely used in developing high-integrity software, such as MISRA-C [38,43] or JSF [44].

For instance, several static-checking tools are available to enforce compliance to a greater or lesser extent. Well established high-integrity C/C++ subsets exist [38,43,44]. They are based on sets of rules that prohibit the use of various features and impose certain programming styles. We verified all the C/C++ code contracts defined for the dialyser controller using the Escher C/C++ verifier (eCv) [45], as well as achieved MISRA compliance, where technical details are described in [7]. MISRA compliance is used within various safety-critical industries, and it enforces a number of safety rules for C/C++ programs.

System

NIDUS consists of three syringe drivers, valves, a bubble detector, filters, and so forth as depicted in Fig. A.1 (top-right). The dialysis process has four stages: start, reset, wash and dialyse. The start stage differentiates which operational mode the machine will start in, which is either: “cold-start”, with a new dialysis kit; or “warm-start”, where the machine proceeds directly to the dialysis stage (bypassing the wash stage), if dialysis has to be restarted for the same patient on the same kit. The reset stage makes sure that all mechanical apparatus are in their expected positions and powered up. The wash stage runs saline solution through the device in order to prime/clean the dialysis kit. Finally, the (main) dialyse stage performs a
three-step control on blood flow that withdraws blood from the baby, filters it according to given parameters, and returns it back to the baby. Various components communicate via a serial bus, which in turn interact with the device’s controller representing the overall behaviour of the machine.

The dialyser is composed of hardware devices controlled by embedded firmware software written in C. A controller written in C++ drives the machine, and communicates with the graphical user interface written in C#, which displays current parameters, informs the controller of user key-presses, and animates the physical processes taking place with the involved hardware components. The control software also detects and warns of error conditions that require attention, as well as issues hardware interrupts that prevent the machine from behaving in a dangerous manner according to its risk profile (e.g. a power cut happens immediately if a bubble is detected, independent of software). The controller’s code verified is about 4.5KLOC of sequential C and C++ code, whereas the 7KLOC of C# for the user interface code was not considered.

**Verification setup**

The dialyser’s design was defined by a consultant nephrologist, physicists and biomedical engineers using a finite state machine (FSM) encoded as a CSV file. This described the instructions to the control software in order to perform the various message exchanges between hardware and software components.

Inspired by [23,46] and its successful application of formal methods for medical devices, we used BSDM/CSP within the (commercial) Verum tools to encode the state machine for analysis of various safety properties, as well as to explore how the underlying CSP could be extended and analysed with the FDR model checker directly [32]. These safety properties were derived from the risk assessment document that features in the certification process (i.e. a spreadsheet of risks and mitigation measures categorised by various criteria). Unfortunately, given the component-driven requirement of the CSP encoding of BSDM within Verum’s tools, it was counter-intuitive to model (as in the original FSM) three separate syringes’ interaction, rather than a single syringe used three times. This highlighted the “flat” nature of the original FSM, which was also state-rich, something that can limit the use of FDR. The resulting models were interesting [32], yet very different from the dialyser. This is why discoveries could not be taken into account, as we effectively ended up with a different FSM.

Next, given this flat design and its somewhat state-rich features (i.e. each state embedded 9 different bit-vector encoding of various hardware and software commands and parameters), we tried a different approach using modal action logic (MAL) [8] with properties from the risk profile encoded as linear temporal logic (LTL). We used symbolic (rather than explicit state) model checker NuSMV\(^3\) in order to tackle the state explosion and to enable temporal-logic model checking.

---

\(^3\) [http://nusmv.fbk.eu](http://nusmv.fbk.eu).
rather than FDR’s refinement checks. This was important because such characterisation of properties fitted better with the existent risk assessment within the regulatory process. Together with colleagues working within the CHI-MED project, which applied formal methods to numerous medical devices looking for human interface and safety issues, we built tools to streamline the encoding process. These tools enabled the encoding of the FSM in various target formats and its maintenance as it evolved given its size (e.g. 120 states, 32 events, and 7 and 5 hardware/software signals per state, see Table 1 on page 7) and properties to be checked (e.g., 25 safety properties from the regulatory documentation risk assessment related to the control software).

From the FSM CSV-file source, we built translators to NuSMV, VDM, and C++ [34], each of which embedded a particular strategy to capture the various invariants implicitly expected from the FSM and the C++ code, but that had never been explicitly stated anywhere. The NuSMV model of the FSM is used to model check whether risk assessment safety properties encoded in LTL were true of the FSM encoding; details can be found in [7]. The VDM model of the FSM [34] was used to symbolically simulate dialysis sessions and calculate test coverage (e.g. was the FSM completely traversable). The use of VDM was also crucial to help understand what type-invariants and pre/post conditions existed for the various FSM commands encoded in the C++ device driver, given that eliciting such invariants directly from C++ is error prone (e.g. C++ details and libraries are mixed within key abstractions that we were hunting for).

Another important aspect of the code verification setup was the identification and separation of features not directly representative of the dialysis or the FSM, but that were crucial “glue code” (e.g. OS-dependent libraries, C++ stdlib, IO communication, etc.). Inferring the minimal necessary contracts for these libraries, as well as shielding the dialysis-related code from such interactions interference, is an important part of the verification setup: these minimal contracts axiomatise assumptions about these dependencies. This approach can be repeated across projects, where such language and OS dependencies may overlap. Finally, the C++ code of the FSM provided boilerplate specifications (taken from the VDM experimentation) and automatically generated code (e.g. FSM representation through structs and classes, and bit vector manipulation libraries for various event handling and hardware signalling mechanisms) used in our code-level verification.

For the code analysis to be feasible, given its combination of C (for firmware device drivers), C++ (for FSM control loop), and C# (for user interface link with FSM), we first made the code MISRA compliant, without modifying its structure. This was important to help the chosen code verifier. Given the machine was already undergoing (CE-marking) certification and having had a significant number of hours of use with sick patients and without failure, structural changes without concrete evidence of errors were unrealistic.

We tried a number of tools: Microsoft’s, VCC5 Frama-C6 and Verifast.7 These tools focused on either concurrent C and/or memory safety with respect to pointer usage. Given we had a mix between C/C++, that the embedded code makes little use of dynamic memory, and that the dialyser was sequential, we judged that these tools were not suitable at the time (2014/15). Moreover, these tools did not check for MISRA compliance, a strengthening argument that we are pushing to become part of the certification process with regulatory authorities in the UK, given that it’s mostly automatic and requires no code contracts or formal methods expertise.

Although language subsetting for C and C++ makes for easier verification and avoids some common sources of error, it does not lead to correctness: we needed code contracts. These contracts are ultimately an interpretation of the informal requirements, hence we get to the verification x validation problem: we can build the system right, yet we might not build the right system. This can only be mitigated by involving users and through clinical testing.

We have used the Escher C++ verifier (eCv) [45]. It combines design-by-contract formal verification with MISRA compliance checking and encompassing memory safety and functional correctness of given specifications. It copes with C++ features including classes, templates and varied casting operators. Functional correctness can be verified using pre/post conditions, as well as type invariants given to classes, types, and functions. These contracts are written in an extended C++ language, including quantified expressions and mathematical data types, “ghost” (i.e. specification-only) code, and refinement relations. The tool ensures that the code for the chosen compiler and target architecture delivers the given contracts. Verification conditions (VCs) are proved using a combination of term-rewriting and a resolution/para-modulation automated theorem proving. eCv provides a detailed and structured-audit proof-trace, which is again useful for the purposes of certification. That is because eCv is already used for the certification process of safety-critical systems in other areas, such as military avionics systems. More importantly, from the point of view of non-expert user interaction, invaluable features include detailed contract suggestions upon verification condition check failures (i.e. counter-examples were already described in terms of suitable contracts). Some simple (yet common) contracts are also automatically suggested. These are important for non-expert users.

Results
For the resulting FSM design, model checking of the risk assessment properties revealed interesting issues, some of which were serious [7]. There are two starting modes: cold and warm, where the former imposes priming/washing the tubing

---

5 http://research.microsoft.com/en-us/projects/vcc.
6 http://frama-c.com.
7 http://www.cs.kuleuven.be/~bartj/verifast.
8 https://www.eschertech.com/products/ecv.php.
circuit, whereas the latter can start dialysis directly. It is possible to have a cold start (e.g. kit washing prior to) dialysis, followed by a (warm) restart (e.g. tubing or syringe readjustment for the same patient). If such complicated setup was the case (i.e., “cold” followed by “warm” start for the same patient), then there were conditions when unexpected states were reachable.

This could lead to debris being sucked-into the blood line after cold-start circuit-washing, but before dialysis, to be aspirated into the blood stream, if such warm re-start situation occurred and if the user did not perform a specific task. Ultimately, this unsafe situation ought to be ruled out by design. We did test the situation and the machine (mis-) behaved as expected when the scenario occurred. It is also relevant to say that this had never happened in practice before (and has since been fixed in the design), despite going through the necessary clinical safety trials with premature-baby patients prior to the identification of this error state. In our view, this highlights how software can cause unexpected outcomes that current regulatory practice might miss. Technically, we made the design satisfy the property that certain states could only be reached if combinations of states have happened in the past, hence ruling out this (mis-)behaviour by design.

More importantly, once the verification setup was in place, it was possible to easily iterate (and percolate) through various design documents. For example, an FSM change would trigger a NuSMV or VDM change, which we could model check or simulate. Then, when risk assessment properties changed, that entailed an extra/modified property check in NuSMV or VDM simulation runs. Finally, the C++ data structures representing the changed FSM state/events could be immediately regenerated and recompiled (e.g. they were type correct and MISRA-compliant by design).

The resulting controller code, automatically generated directly from the FSM design, is MISRA-compliant with respect to the rules implemented in eCv (v.6.10.6). Various coding issues were found; in particular those related to signed bitwise operators that, if compiled to different target architectures, could create serious problems with bit-vector interpretation of signed values [33]. These issues could potentially allow for dangerous behaviours, or inaccurate handling of error situations. Key findings included eight potential bugs in the C++ controller code, two of which could lead to serious outcomes for every dialysis-related function, for some target architectures. These bugs were not manifest in the target architecture chosen for the pre-commercial prototype, yet would manifest for other target architectures, as experiments have shown [33]. The contracts for these dialysis-related functions highlight the potential issue of signed integer overflow under certain bitwise and arithmetic operators, and improved the robustness of the code over time. We also revealed 50 MISRA-related issues in the code, such as stricter use of integer type-signage, as well as 20 minor issues like naming conventions.

The annotated and slightly modified code totalled 7.5KLOC, a not unusual increase from the original (4.5KLOC). eCv generated 782 VCs, of which 721 (92%) were discharged automatically and relatively quickly (e.g. under a couple of minutes). Of the remaining 61 (8%) unproved VCs, 38 (62% of unproved) the eCv theorem prover was initially not strong enough to discharge and an audit proof-trace failure was given. These were mostly related to bitwise expression patterns that eCv had never seem before. Another similar case was related to floating-point numbers. Some of these difficulties led to improvements in the eCv prover itself, which decreased this number of unprovable VCs from previous attempts at the problem. This does happen in practice, and helps improve tools, as they venture into new domains. The final 23 (38% of unproved) VCs were characterised as “too hard”, which means that given the right parameters for the prover heuristics and the various timeouts chosen by the eCv user, they might be dischargeable. Of the remaining 12 unproved VCs after heuristics tweaking (52% of “too hard” VCs), we categorised them into three families and used the Isabelle/HOL theorem prover to discharge them, whenever the designers thought they represented something crucial. The link to Isabelle was not too difficult because the residual VCs were C-independent and libraries for handling bit vector arithmetic exist for Isabelle.

**Socio-technical.** As a complementary (socio-technical) experiment, after isolating one key function that represented the main issue of signed bitwise operations in the codebase, we setup an undergraduate student project tasked with finding if there was any problems with the code by using code-level verification [33]. This was interesting as the student had neither seem nor used formal reasoning or code-level verification before. With only a few meetings (e.g. 30 to 45 minutes every other week) over the course of 3 to 4 months, findings were the same as in the original work done by the formal methods expert.

The development team, mostly experienced industry physicists, were friendly skeptics: once they understood the idea that we could mathematically represent the FSM and the assessed risks, they quickly realised what we could do to check whether the design and its changes were okay with respect to expected encoding of risk assessment issues from the regulatory documentation. This realisation was only possible when we could “empirically demonstrate” outcomes: no amount of explaining about the techniques was convincing enough, until they “saw” the results relating to what they cared about. An engineer anecdotally observed on the process and its demands: “the proof of the pudding is in the eating”. This reminded us of J Moore’s observation in one of his talks about formal verification: “we have to eat our own dog food”, if we are to have a chance of having industry take up our methods!

Many of these results featured in the final (UK MHRA CE-marked) certified dialyser (mid 2018), and some of the results technical details have been published [7]. A number of results and tools, however, are yet to be written due to time and IP protection limitations. Certified intellectual property (IP) has been bought, and the machine is now in production and in use within the UK.9

---

9 [https://allmedgroup.com](https://allmedgroup.com).
A.2. **CANDO (mid development-stage adoption)**

The “Controlling Abnormal Network Dynamics using Optogenetics” project\(^{10}\) is a clinically orientated project to develop a new form of brain implant. Its aim is to utilise a combination of gene-therapy and optoelectronics to provide closed-loop therapies to aberrant neurological conditions. The first target condition is being developed for focal epilepsy, which affects millions of people worldwide [47]. It is a multidisciplinary project involving electronic, chemical and material engineering, computer science, medicine and microbiology [48].

Their approach is radically different to current neuromodulation therapies, which act as either open-loop pacemakers or attempt to provide a single burst of electrical stimulus at the onset of a seizure. Instead, the objective is to continuously control the brain state of the location of brain tissue where the seizures begin (seizure focus), to prevent it from operating outside a safe domain. To address this, CANDO utilises a gene-therapy technique called optogenetics, which makes brain cells sensitive to light.

This derives from a discovery in 2003 of a protein called channelrhodopsin [49], which can be genetically inserted into cells to make them light sensitive. The great advantage of this technique is that it can be possible for different types of nerve cells to be sensitive to different wavelengths of light. Furthermore, as the stimulus and recording modalities are different, brain function and focal epilepsy prevention can be achieved without crosstalk, allowing for real-time closed-loop control. Crosstalk is the unwanted coupling between signal paths, such as electrical coupling between transmission media or capacitance imbalance between wire pairs, non-linear performance, voltage and/or capacitance coupling, and so on [50]. At the time of writing, there are two trials underway ([ClinicafTrials.gov](https://www.clinicaftrials.gov) Identifier: NCT02556736) for the restoration of vision in a subset of the blind, but they are yet unpublished.

All new techniques, of course, create challenges. In this case, optical pulses have to be generated in the brain. That requires local circuitry, which is to put all electronics inside a relatively large hermetic can. This local circuitry has to operate with minimal power to ensure that there is no heating of brain tissue, and that the stimulus needs to be optimised to ensure that photochemical damage is minimised. Exceeding safe-limits may lead to increased inflammation, reduced efficacy, and potentially permanent damage to the target brain tissue. It, therefore, is vitally important that commands to the brain unit are interpreted correctly and that its operation does not exceed safe operation.

In this case study, fast-paced milestones across multiple sites (e.g. Imperial College London and Newcastle University) involving multiple disciplines (e.g. physicists, electronic and biomedical engineers, material scientists, etc.) meant complex electronics being manufactured from scratch were difficult to formalise, given limited documentation. We started participation just before the middle of the project development (2016). There is still considerable work to be done for embedded control systems within the optrode array and chest unit (see Fig. A.2). Both rodent (rat, mouse) and non-human primate trials took place in 2019 – 20. Human trials are expected in 2021.

**System**

The part of CANDO for our attention consists of four optoelectronic arrays of optrodes that are implanted into the brain, and an external chest module connected via wires to the implant that controls the overall system behaviour [51–53] (see Fig. A.2). Each optrode contains multiple electrodes and light emitting diodes (LEDs), all of which are controlled by a specially designed complementary metal-oxide semiconductor (CMOS) chip with a 32-bit word bus and 34 explicit control commands (e.g. specific commands for switching LEDs on/off, electrode recording sites switching on/off, diagnostics, etc.). The array, in turn, controls each of its optrodes (e.g. synchronicity between multiple electrode recording sites and LED response sites), where the chest module control each of the arrays (e.g. specific focal epilepsy treatment algorithms).

Treatment is delivered through algorithms in the chest unit, which distill down to specific commands for the individual optrode sites (e.g. switch specific LEDs on for specified amounts of time and intensity; monitor/diagnose intended behaviour to ensure expected treatment is delivered, etc.), hence delivering the countermeasure to the focal seizure electric spike. For each optrode LED site, a crucial safety property is that LEDs cannot stay on for long, as this would cause intolerable temperature differentials, and consequently brain function impairments. Specifically, the regulatory rules state that the temperature rise should not exceed 20°C above body temperature. Other properties exist within optrodes, within the optrodes in the array, and within the array and the chest unit. The first optrode-specific CMOS chip (CANDO v3) we worked on and describe below were used for mice trials (2016). The current (CANDO v4) chip is being designed for use in primate trials (early 2020).

**Verification setup**

Once CANDO v3 was concluded, design documents, hardware design description files and device drivers existed. These were our starting point: the CMOS hardware architecture and instruction set (i.e. hardware commands and data layouts) and embedded device driver control software is written in C. The chip is fabricated in house, and the process automatically generates 115KLOC of constants, types, and other hardware-related structures. The user-written part of the device driver (3.1KLOC) is the actual C controller code we verified [29,30]. It comprises of three entities:

\(^{10}\) [http://www.cando.ac.uk](http://www.cando.ac.uk).
1. CMOS instruction set finite state machine (FSM);
2. Control system APIs, which assemble binary packets containing instructions and data for each optrode;
3. Control system main loop, which exercises the FSM and glues it together with serial communication.

As with the dialyser, it was not possible to start from design documents, so we had no choice but to start from the C code directly. We took the lessons learned from the dialyser and used VDM again as an intermediate language to help hunt for adequate formal specification before doing C verification using eCv.

The CMOS instruction set FSM model in VDM is simple (1KLOC) and captured a number of implicit invariants/assumptions not clearly stated anywhere else. It was written with (symbolic) executability in mind. That is, we can simulate the FSM behaviours and play with variations of test scenarios, otherwise possible only through error prone hardware/software debugging setups (e.g. debug device driver software controlling the CMOS hardware, which leads to unexpected outcomes if lag/delays are introduced due to debugging interrupting or interfering with execution within the hardware). Details of this work are in [29,30,35].

We specified types (e.g. 32-bit payloads, optrode struct, etc.), operations (e.g. switching LEDs on/off, diagnostics, etc.), and invariants over the FSM. In C, the optrode FSM controller is represented as a matrix of integers as bit vectors, from initial state and specific events to corresponding transitioned states. We represent the FSM as a series of partial maps (i.e. a map from Event to a map from State to State) with the following key invariants:

- VDM maps are total on known events and states; in C this is obvious because arrays are dense (i.e. allocated areas of an array entail all indexes are mapped to value);
- State to State (S) map (i.e. matrix columns) invariants were:
  - no state maps to the start (state);
  - start state can only be mapped to states {get_cmd, error};
  - error can only be mapped to states {get_cmd, error, chip_rst};
  - cmd_finish state can only be mapped to error;
  - get_cmd cannot map to any transmission state;
  - transmission states are the union of send and receive states;
  - send states are the states in set send_packet_x;
  - receive states are the states in set receive_packet_x;
- More involved invariants were encoded for the map of Event to map of State to State (E) map [29,30].

The overall (E) map has invariants, such as send states only communicate with receive states; any kind of chip reset must cause an error; all errors can only be recovered by restarting or resetting; only certain states can send, receive or create packets; and so on.

For the C code verification, we used the eCv tool (v.7.0.1) again. Because the CANDO device driver was in pure C, we chose eCv mostly because of MISRA-compliance checks, previous experience, its proof-audit traces, specification-suggestions for end-users and the fact that it participates in other certification processes for safety-critical systems. Other C verifiers would also work here, such as Microsoft’s SLAM or HAVOC.11

Results
The main outcomes from our analyses were:

1. VDM simulator of CANDO v3 CMOS instruction set FSM [29];

11 https://www.rise4fun.com.
2. Isabelle/HOL proof of correctness of the VDM specifications [30];
3. MISRA-C compliant device driver controller code [29];
4. Functional correctness verification of controller code [29].

After corrections in understanding, three serious scenarios were uncovered in the CMOS (CANDO v3) design. First, a key state related to programming the optrode memory was unreachable due to an earlier copy-paste error in the hardware design file, hence, all of its corresponding states were also unreachable. Second, packet data were being sent to a mistaken state due to a wiring problem. Finally, the chip reset command led to an unrecoverable state (i.e. FSM dead end). The first case was a coding mistake not observed during hardware testing, despite its potentially serious consequences in practice. The second case was a misunderstanding by the CMOS engineers and device driver programmers, which would entail the potential loss of a diagnostic signal, where consequences are unknown. The final case was known and simply an incomplete part of the design on what to happen under the specific reset conditions identified.

CMOS engineers valued the possibility of simulating the CMOS without all the complicated and error-prone instrumentation and low-level C details, as well as the precise documentation of their underlying assumptions. Device driver engineers appreciated the outcomes in terms of helping them identify issues, as well as ensuring that potential (error-prone) device driver encoding mistakes were caught as early as possible. Regulatory approval and trial administrators appreciated the emphasis on safety through mathematically precise documentation that enforced design decisions as they evolved and before critical primate and human trials started.

The VDM model has become a valuable resource for constructing future FSMs (CANDO v4), as well as maintaining the current one. Details about the VDM model are being adjusted/updated for CANDO v4, and the CANDO v3 model is part of the documentation used for certification.

The process of transforming the 1KLOC from VDM to Isabelle was manual at first, but we then created a tool in collaboration with the VDM developers from Aarhus, Denmark to automate the process [35]. The transformation of the VDM model to C was also novel: data refinement between VDM type representations (e.g. partial maps) and their corresponding C (e.g. bit vectors) have been proved using Isabelle/HOL. The C code templates corresponding to VDM were verified with eCv, as part of Newcastle computing projects [29,30].

The annotated and slightly modified code totalled 4.6KLOC, a not unusual increase from the original (3.1KLOC). The encoding process went through 8 different attempts, where the transformation to VDM was at the fourth attempt to encode contracts. After the first three attempts, we realised that too many low-level C details were hindering the finding of useful specifications. Arguably, VDM should have been used at first, yet it was not. This was due to the student involved being an experienced C programmer with an electronic engineering background, and being a bit reluctant to learn a new formal language, a common situation within engineering teams anyhow. Yet, the VCs started to get larger in number, repeated and difficult to discharge. For example, the packet to switch an LED on was written in C like this:

```c
(((Optrode0.Optrode_addr & BITS_6) << 18) | ((LED_ON & BITS_6) << 12) | (Optrode0.LED_addr & BITS_5)) &
BITS_24)
```

The number of masking (bitwise and $\&$) and casting (bitwise shift-left $\ll$) operations entailed various implicit type (bit size) widening and narrowing by the verifier, which entailed unnecessarily complex VCs (i.e. `Optrode_addr` is an unsigned `int` of 8 bits, of which only 6 are used, as per the mask; once shifted left by 18 bits, it becomes an unsigned `long` address/value). The final representation reduced the total VC number from 723 to 552 (a 24% reduction). There were 32 of such packet construction functions, where our approach to simplifying the way they were constructed and discharged considerably improved verification times. VCs were discharged in less than a minute, instead of 6–8 minutes.

Most of the VDM invariants discovered were upheld during the eCv verification for their C matrix representations, where some failed. Those that failed, we checked with stakeholders to ensure they were either typos, incomplete work, or anomalies/errors described above, rather than misunderstandings. This enabled us to fix errors and to influence how the next generation chip (CANDO v4) is designed in use for primate trials.

We demonstrated that the code is MISRA compliant and that all contracts for both packet assembly and control-interface commands are correct with respect to their specifications. We encode the VDM map as a matrix in C with column-view (e.g. first index on columns), which entails simpler embedding of most of the invariants. With the dialyser, we isolated hardware dependent libraries with minimal code contract axioms, so that we could use these (115KLOC) dependencies, yet did not verify them explicitly. Finally, following strategies in [54,55] that translates VDM to Isabelle, we used Isabelle/HOL to prove that the elicited contracts for the FSM are satisfied with respect to the overall FSM invariants. Thus, demonstrating that specifications are consistent: all operations are feasible (i.e. pre conditions implies post conditions), all invariants are sound (i.e. they are not empty/false), functions are applied within their domains, and so forth.

We are currently modelling the CANDO v4 CMOS chip instruction set architecture, as well as verifying the C device driver controlling the optrodes. These include the communication protocols between the software and the hardware devices. The work involves formal modelling and analysis, verification of implementation strategies and resulting products and deployment. It helps identify important potential flaws that were not detected during mice trials.

Socio-technical. The development team (mostly researchers/PhD students in electronic engineering) point blank refused any extra work/learning, given the intense milestone delivery timelines. It was through convincing the team leader about
the research potential (i.e. represent the FSM and the assessed risks mathematically in order to enable multiple kinds of analyses) that any work became possible at all. Eventually, some of the device driver programmers became curious, and in conjunction with their patience to explain various unclear/undocumented decisions, we managed to have them engage with the process. Once that happened, we could see a direct improvement in how the next stages of the device driver code got implemented: MISRA-compliance was easier to achieve, and the C code verification process was so much easier. Eventually the CMOS engineers also got onboard, and like our earlier friendly skeptics in the dialyser team, once they “saw” how mistakes could be prevented, engagement increased.

The CANDO v3 VDM model, Isabelle/HOL proofs and C device driver results are now part of the certification submission, as well as being used to inform the CANDO v4 design under way.

A.3. POLAR (early development-stage adoption)

Chronic disease can lead to end-stage organ failure, with transplantation as the only viable therapeutic option. Access to suitable donors is limited and despite best efforts, patients are placed onto wait-lists, where they may become too sick or even die before receiving an opportunity for life-saving transplant. This process frequently involves surgical procurement of donor organs from deceased donors at geographically disparate hospitals and rapid transport to implantation centres at odd hours. Organs are typically cooled down by flushing with specialised organ preservation solutions in an effort to reduce metabolism and facilitate transport. Unfortunately, organs have a limited tolerance to these periods without blood-flow (termed ischaemia), hence introducing logistical concerns and necessitating a rushed process.

These challenges have led to the investigation of a variety of organ preservation technologies aimed at preserving organs’ function following removal from a donor [56]. A key challenge limiting implementation of such technologies is the necessity for costly specialist personnel monitoring of devices within an already financially stretched system. Here, we describe efforts to safely automate such a device, towards eliminating this requirement and facilitating clinical application.

System

The POLAR system consists of a closed-loop control maintaining organ function. The system control algorithm is responsible for keeping the organ alive, as well as keeping an audit trail of what happened when. A series of alarms and their target users (i.e. maintenance engineers, retrieval team, recipient team, transport team, etc.) are triggered under specific physiological conditions.

Initial human research organ testing has successfully taken place (August 2019), where expected machine behaviours were maintained on a live human organ for over 24 hours, exceeding our stated target goal of 24 hours. The next step will be to assess the device’s functional and clinical efficacy in preserving organs as it moves into clinical trials. Due to commercial sensitivity and pending patent applications, we cannot give further details.

Verification setup

The verification setup for POLAR is still being investigated. So far, requirements have been described using problem frames [31], the control algorithm has been defined in VDM, and the circuit design itself has just been tested on live human organs.

We started work on eCv for to the verification of the embedded device driver and circuit board controller C and C# code, respectively. We are also investigating the use of a new theory of summaries being developed to enable simplification and interpretation of logged data accurately and timely (i.e. accurate with respect what instruments’ readings were, yet timely so that a correct summary can be given to the transplant surgeon). The device driver code is 5.1KLOC of C and 500LOC of assembler.

Results

Different from the previous two examples, where formal verification interventions occurred at the end and in the middle of development, formal verification is part of development from the beginning in the organ preservation control system example (since 2018). This enabled an understanding of the challenges presented, influenced the requirements [31] for such a device and facilitated the creation of bespoke algorithms building on existing theories in formal methods.

These efforts are resulting in improved functionalities for the underlying control software and impacted the physical design process. This device is still under development, has commercial interests and will have to be certified. Due to this and ongoing IP considerations for algorithms and initial formal control-system designs, further details on implementation will appear in future publications.

Socio-technical. Given the early application of formalisms during initial designs, no post-hoc verification took place. This was possible thanks to the POLAR engineering team-lead’s belief that the application of formalism can and will deliver better outcomes. Interestingly, the team lead is a biomedical engineer with a background in medicine; a stakeholder with different background to the other two examples above.

Device design and software development teams typically sit detached from the regulatory and clinical environments that their devices and programs operate from. Our experience to date has been that the closer the project leads sit to the highly
regulated medical environment, the faster they have been to “buy in” to the potential benefits that formal methods present to their devices.

To address this socio-technical issue, and pave the way for adoption on a larger scale, it will be important to reach out to the medical community and explain the benefits that formal methods offer to clinicians and their patient groups. Once these formal processes are understood, we anticipate that patients and clinicians will demand the application of such principles as novel devices are developed, ruling out certain classes of errors by design, hopefully ultimately influencing how certification takes place in future.
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