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Functional of particles’ paths have diverse applications in physics, mathematics, hydrology, economics, and other fields. Under the framework of continuous time random walk (CTRW), the governing equations for the probability density functions (PDFs) of the functionals, including the ones of the paths of stochastic processes of normal diffusion, anomalous diffusion, and even the diffusion with reaction, have been derived. Sometimes, the stochastic processes in physics and chemistry are naturally described by Langevin equations. The Langevin picture has the advantages in studying the dynamics with an external force field and analyzing the effect of noise resulting from a fluctuating environment. We derive the governing equations of the PDFs of the functionals of paths of Langevin system with both space and time dependent force field and arbitrary multiplicative noise; and the backward version is proposed for the system with arbitrary additive noise or multiplicative Gaussian white noise together with a force field. For the newly built equations, their applications of solving the PDFs of the occupation time and area under the trajectory curve are provided, and the results are confirmed by simulations.

I. INTRODUCTION

Stochastic processes are the basic mathematical tools to describe natural phenomena. For satisfying the demand of practical applications or understanding the microscopic mechanism, extracting statistical information of the stochastic process is one of the most important strategies. Functional is the path integral of the stochastic process, being a random variable. It has diverse applications across multi-disciplinary, ranging from probability theory [1], mathematical finance [2], mesoscopic physics [3], computer science [4], and in understanding the cooling and the heating degree days relevant to weather derivatives [5]. This paper focuses on deriving the governing equations of the probability density functions (PDFs) of functionals of the paths of Langevin dynamics.

The popular microscopic models of describing stochastic dynamics in the natural world include continuous time random walks (CTRWs) and Langevin equations [6]. The Langevin picture is more convenient to apply if the effect of external field and/or noises generated from a fluctuating environment [7] is considered; it builds a relation between physically transparent and mathematically tractable description for complex stochastic dynamics. The dynamical behaviors of the system depend fundamentally on the specific form of noise. The most common one is Lévy noise, generating Lévy process [8], which is a stochastic process with stationary and independent increments and zero initial state. For Lévy noise, the solutions of Langevin equation belong to the class of Markov processes [9–12]. As for the governing equations of the PDFs of the displacement and/or velocity of particles described by Langevin equation, there have been well developments. Specially, the Langevin equation with Gaussian white noise corresponds to the ordinary Fokker-Planck equation [10–12] and heavy-tailed stable noise to the spatial fractional Fokker-Planck equation [13–21]. Besides that, the temporal fractional Fokker-Planck equation is obtained by the time-changed Langevin equations with inverse α-stable subordinator [22]. There are also some progresses in deriving the governing equations of the PDFs of functional: \( A = \int_0^1 U(x(t'))dt' \), where \( x(t) \) is a path of stochastic process and \( U(x) \) is some prescribed function. Influenced by Feynman’s thesis about Schrödinger’s equation, Kac derives the classical Feynman-Kac equation in 1949 for normal diffusion [1]. In recent years, Majumdar discusses the applications of Brownian functionals in [4] by the path integral method. Then more and more Feynman-Kac equations for non-Brownian functionals are established within the framework of CTRW models [23–29], in particular the ones in [27] are for the functionals of reaction diffusion process. In some cases, by using the method of subordination [15], a one-to-one correspondence of the Langevin picture and CTRW model can be achieved, but there are still a lot of cases that Langevin picture is a more natural choice or that can not be conveniently characterized by CTRW model, e.g., the Langevin equation with multiplicative noise, being effectively used to describe the motion of amoebae [30]. Not great progresses have been made for obtaining the Feynman-Kac equations governing the PDF of the functionals of the paths of Langevin dynamics. Using the Itô formula, Cairoli and Baule [31, 32] provide the derivation of the forward Feynman-Kac equation from Langevin system with Gaussian white noise and arbitrary waiting time distribution. Along this direction, by adopting some different ideas, this paper pushes forward the research of deriving the Feynman-Kac equations for more general Langevin pictures, for example, the dynamical system with a fluctuating environment described by the overdamped Langevin equation:

\[
x(t) = f(x(t), t) + g(x(t), t)\xi(t),
\]

where \( x(t) \) is the particle coordinate, \( f(x, t) \) is the force field, \( \xi(t) \) is the noise resulting from a fluctuating environment, and \( g(x, t) \) is the multiplicative noise term.
This paper extends the ideas in [14], which focus on the derivation of the generalized Fokker-Planck equation, to derive the generalized Feynman-Kac equation for over-damped Langevin equation driven by an arbitrary Lévy noise together with a multiplicative noise term, then investigates applications for specific functionals of interest.

To our knowledge, all the existing backward Feynman-Kac equations are obtained from CTRW models, not Langevin system, even with Gaussian white noise together with a multiplicative Gaussian white noise or additive arbitrary Lévy noise. The paper is organized as follows. In Section II, we derive the forward and backward Feynman-Kac equations associated with the overdamped Langevin equation (1). In Section III, we use the derived equations to study two examples: the occupation time and fraction of a particle moving in a box with reflection boundary conditions, and the area under the curve of particle trajectory; and some numerical simulations are performed to verify the correctness of the theoretical results. Finally, the summaries are made in Section IV.

II. DERIVATION OF THE EQUATIONS

A. Forward equation

Here we use the Lévy noise $\xi(t)$, which is the formal time derivative of its corresponding Lévy process $\eta(t)$. That is to say, the increment $\delta \eta(t) = \eta(t + \tau) - \eta(t)$ of $\eta(t)$ could be defined as the time integral of $\xi(t)$, $\delta \eta(t) = \int_{t}^{t+\tau} \xi(t')dt'$. Similarly, the increment $\delta x(t) = x(t + \tau) - x(t)$ of the particle trajectory undergoing the Langevin system (1) during a time interval $\tau$ ($\tau \rightarrow 0$) satisfies

$$\delta x(t) = f(x(t), t)\tau + g(x(t), t)\delta \eta(t), \quad (2)$$

which defines the meaning of equation (1) in the Itô interpretation [12, 33]. The particle location $x(t)$ only depends on the previous increments of $\eta(t)$ and thus it is independent on the increment $\delta \eta(t)$ since the increments of Lévy process is independent on non-overlapping intervals. Because of the stationarity increment of the Lévy process, we know that $\delta \eta(t)$ has the same distribution as $\eta(\tau)$ with characteristic function denoted by [8]:

$$e^{-i k \eta(\tau)} = e^{i \phi_0(k)}, \quad (3)$$

where the Fourier symbol $\phi_0(k)$ characterizes the jump structure of the Lévy noise $\xi(t)$. In the subsequent part, for a specific Lévy noise, it has the specific form that $\phi_0(k) = -k^2$ for Gaussian white noise and $\phi_0(k) = -|k|^\beta$ for non-Gaussian $\beta$-stable Lévy noise.

Define the functional $A = \int_{t}^{t+\tau} U[x(t')]dt'$ and $G(x, A, t)$ as the joint PDF of position $x$ and functional $A$ at time $t$. In order to obtain the joint PDF $G(x, A, t)$, we define its Fourier transform $x \rightarrow k$, $A \rightarrow p$ as:

$$G(k, p, t) = \int_{-\infty}^{\infty} e^{-ixk - ipA} G(x, A, t) dx dA,$$

and write it in the usual way

$$G(k, p, t) = \langle e^{-ikx(t)} e^{-ipA(t)} \rangle. \quad (4)$$

Through this work, we use the convention that the variables in parentheses to say what space we are working. Being similar to the increment $\delta x(t)$ in (2), one has the increment $\delta A(t) = A(t + \tau) - A(t) = U(x(t))\tau$ during the time interval $\tau$ ($\tau \rightarrow 0$). Then we consider the increment of $G(x, A, t)$ in Fourier space, $\delta G(k, p, t) := G(k, p + \tau) - G(k, p)$, which can be written as

$$\delta G(k, p, t) = \langle e^{-ikx(t+\tau)} e^{-ipA(t+\tau)} \rangle - \langle e^{-ikx(t)} e^{-ipA(t)} \rangle. \quad (5)$$

Substituting the increment $\delta x(t)$, $\delta A(t)$ into (5) and taking $\tau \rightarrow 0$, we obtain

$$\delta G(k, p, t) = \langle e^{-ikx(t)} e^{-ipA(t)} (e^{-ikg(x(t), t)\delta \eta(t)} - 1) \rangle$$

$$- ik\tau \langle e^{-ikx(t)} e^{-ipA(t)} f(x(t), t) \rangle$$

$$- ip\tau \langle e^{-ikx(t)} e^{-ipA(t)} U(x(t)) \rangle. \quad (6)$$

Note that the angle bracket in the first term in (6) denotes the average with the joint PDF $G(x, A, t)$ and the PDF of the noise increment $\delta \eta(t)$ since $\delta \eta(t)$ is independent of particle trajectory $x(t)$. The characteristic function of the noise increment $\delta \eta(t)$ in (3) gives

$$\lim_{\tau \rightarrow 0} \frac{1}{\tau} \langle (e^{-ikg(x(t), t)\delta \eta(t)} - 1) \rangle = \phi_0(k g(x(t), t)). \quad (7)$$

The second and third terms in (6) are just the Fourier transform of a compound function on $G(x, A, t)$, i.e.,

$$ik \langle e^{-ikx(t)} e^{-ipA(t)} f(x(t), t) \rangle = \mathcal{F}_x \mathcal{F}_A \left\{ \frac{\partial}{\partial x} f(x, t) G(x, A, t) \right\}, \quad (8)$$

and

$$ip \langle e^{-ikx(t)} e^{-ipA(t)} U(x(t)) \rangle = i\mathcal{F}_x \mathcal{F}_A \left\{ U(x) G(x, A, t) \right\}. \quad (9)$$

Basing on (7), (8) and (9), dividing (6) by $\tau$ and taking the limit $\tau \rightarrow 0$, we obtain the forward Feynman-Kac equation in Fourier space:

$$\frac{\partial G(k, p, t)}{\partial t} = \mathcal{F}_x \left\{ \phi_0(k g(x, t)) G(x, p, t) \right\}$$

$$- \mathcal{F}_x \left\{ \frac{\partial}{\partial x} f(x, t) G(x, p, t) + iP U(x) G(x, p, t) \right\}. \quad (10)$$

Once the form of $\phi_0(k g(x, t))$ is given for a specific noise, the forward Feynman-Kac equation in $x$ space is obtained.

If the deterministic time variable in Langevin equation (1) is replaced by a positive non-decreasing one-dimensional Lévy process, called subordinator [8], then
the subordinated stochastic process could be described by the following coupled Langevin equation
\[
\dot{x}(s) = f(x(s), T(s)) + g(x(s), T(s)) \xi(s),
\]
\[
\dot{T}(s) = \theta(s).
\]
Here we adopt the fully skewed α-stable Lévy noise \(\theta(s)\) with \(0 < \alpha < 1\), which is independent of the arbitrary Lévy noise \(\xi(s)\). Then the combined process is defined as \(y(t) = x(S(t))\) with the inverse α-stable subordinator \(S(t)\), which is the first-passage time of the α-stable subordinator \(\{T(s), s \geq 0\}\) and defined \([34, 35]\) as \(S(t) = \inf_{s \geq 0}\{s : T(s) > t\}\). Note that the time-dependent force \(f\) and multiplicative noise term \(g\) should depend on the physical time \(T(s)\), rather than the operation time \(s\), due to a physical interpretation \([36, 37]\).

Denote the corresponding functional of process \(y(t)\) as \(W(t) = \int_0^t U(y(t'))dt'\). Then the forward Feynman-Kac equation of the joint PDF \(G(y, W, t)\) in Fourier space \((y \rightarrow k, W \rightarrow p)\) is
\[
\frac{\partial G(k, p, t)}{\partial t} = \mathcal{F}_y \{ \phi_0(kg(y(t)))D_1^{1-\alpha}G(y, p, t) \}
- \mathcal{F}_y \left\{ \frac{\partial}{\partial y} f(y, t)D_1^{1-\alpha}G(y, p, t) + ipU(y)G(y, p, t) \right\},
\]

which recovers \(10\) when \(\alpha = 1\); the detailed derivation is presented in Appendix A. The symbol \(D_1^{1-\alpha}\) is the fractional substantial derivative operator introduced in \([38, 39]\) with
\[
D_1^{1-\alpha}G(y, p, t) = \frac{1}{\Gamma(\alpha)} \left[ \frac{\partial}{\partial t} + ipU(y) \right] \int_0^t e^{-(t-t')}ipU(y) G(y, p, t') dt'.
\]

B. Special/particular cases

This subsection provides some special/particular cases of the derived equations in above subsection.

1. Generalized Fokker-Planck equation. Let \(p = 0\) in \(10\). In this case, \(G(x, p, t) = \int_0^\infty G(x, A, t) dA\) reduces to \(G(x, t)\), the marginal PDF of finding the particle at position \(x\) at time \(t\). Correspondingly, the forward Feynman-Kac equation \(10\) reduces to the generalized Fokker-Planck equation \([14]\), where three kinds of noises (Gaussian white noise, Poisson white noise and Lévy stable noise) are considered for the specific forms of this equation.

2. Gaussian white noise. If the noise \(\xi(t)\) is the Gaussian white noise in \(12\), for arbitrary \(f(x, t)\) and \(g(x, t)\), we get the forward Feynman-Kac equation:
\[
\frac{\partial G(y, p, t)}{\partial t} = \left[ \frac{\partial}{\partial y} f(y, t) + \frac{\partial^2}{\partial y^2} g^2(y, t) \right]
\cdot D_1^{1-\alpha}G(y, p, t) - ipU(y)G(y, p, t).
\]

This equation is consistent with the forward Feynman-Kac equation with inverse α-stable subordinator proposed in \([32]\) by Langevin-type approach. Especially when \(g(x, t) \equiv 1\), it recovers the equation in \([24]\) by CTRW models.

3. Non-Gaussian β-stable noise. If the noise \(\xi(t)\) is the non-Gaussian β-stable noise in \(12\), for arbitrary \(f(x, t)\) and \(g(x, t)\), the forward Feynman-Kac equation becomes
\[
\frac{\partial G(y, p, t)}{\partial t} = \left[ \frac{\partial}{\partial y} f(y, t) + \nabla_y^\beta |g(y, t)|^\beta \right]
\cdot D_1^{1-\alpha}G(y, p, t) - ipU(y)G(y, p, t),
\]

where \(\nabla_y^\beta\) is the Riesz space fractional derivative operator with Fourier symbol \(-|k|^\beta [25, 26]\); and in \(y\) space,
\[
\nabla_y^\beta h(y) = -\frac{\infty D_1^{\beta} h(y) + y D_2^{\beta} h(y)}{2 \cos(\beta \pi / 2)},
\]

where for \(-1 < \beta < n, -\infty D_1^{\beta} h(y) = \frac{1}{\Gamma(n - \beta)} \frac{d^n}{dy^n} \int_{-\infty}^y h(y') (y - y')^{\beta + 1 - n} dy',

\(y D_2^{\beta} h(y) = \frac{(-1)^n}{\Gamma(n - \beta)} \frac{d^n}{dy^n} \int_y^\infty h(y') (y' - y)^{\beta + 1 - n} dy',\)

This equation extends \(13\) to Lévy stable noise, denoting the heavy-tailed jump length in CTRW models, which will be further studied by an application in the next section.

4. A positive functional. If the functional \(A\) is positive at any time \(t\), the Fourier transform \(A \rightarrow p\) will be replaced by the Laplace transform \(G(x, p, t) = \int_0^\infty e^{-pA} G(x, A, t) dA\). Eventually, the forward Feynman-Kac equation corresponding to \(12\) is obtained by replacing \(ip\) with \(p\).

C. Backward equation

The forward Feynman-Kac equation \(12\) describes the joint PDF \(G(x, A, t)\) of position \(x\) and functional \(A\). But sometimes, especially in practical applications \([3, 24, 25]\), what we are interested in may be only the distribution of functional \(A\), which prompts us to develop the backward Feynman-Kac equation governing \(G_{x_0}(A, t)\)—the PDF of functional \(A\) at time \(t\), given that the process has started at \(x_0\). In this subsection, the stochastic process we consider is
\[
\dot{x}(t) = f(x(t)) + g(x(t)) \xi(t),
\]

where \(\xi(t)\) again is a Lévy noise.
Noting that $x_0$ here is a deterministic variable instead of a random one, we should dig out how functional $A$ depends on initial position $x_0$. Different from the increment $\delta A$ considered in the forward Feynman-Kac equation, here we should build the relation between $A$ and $x_0$ as, during the time interval $\tau$ ($\tau \rightarrow 0$),

$$A(t + \tau)|_{x_0} = \int_0^\tau U(x(t'))dt' + \int_\tau^{t+\tau} U(x(t'))dt' = U(x_0)\tau + A(t)|_{x(\tau)},$$

where $A(t + \tau)|_{x_0}$ denotes the functional $A$ at time $t + \tau$ with the initial position $x_0$. Letting $t = 0$ in (2) gives the expression of $x(\tau)$:

$$x(\tau) = x_0 + f(x_0)\tau + g(x_0)\eta(\tau).$$

Expressing $G_{x_0}(A,t)$ in the Fourier space as

$$G_{x_0}(p,t) = \langle e^{-ipA(t)|_{x_0}} \rangle,$$

we could get the form of $G_{x_0}(p,t+\tau)$ from (16) as:

$$G_{x_0}(p,t+\tau) = \langle (e^{-ipA(t)|_{x(\tau)}}) \rangle e^{-ipU(x_0)\tau}.$$

Since $A(t)|_{x(\tau)}$ denotes the functional $A$ at time $t$ with the initial position $x(\tau)$, it is independent of the event before $x(\tau)$, e.g., $\eta(\tau)$. So the internal angle bracket in (18) denotes the average of $A(t)|_{x(\tau)}$ while the external one the average of $\eta(\tau)$. Then the increment $\delta G_{x_0}(p,t)$ can be expressed as

$$\delta G_{x_0}(p,t) := G_{x_0}(p,t+\tau) - G_{x_0}(p,t) = \langle (e^{-ipA(t)|_{x(\tau)}}) \rangle e^{-ipU(x_0)\tau} - \langle e^{-ipA(t)|_{x_0}} \rangle.$$

Taking $\tau \rightarrow 0$, omitting the higher order term of $\tau$, we get

$$\delta G_{x_0}(p,t) = \langle (e^{-ipA(t)|_{x(\tau)}}) \rangle - \langle e^{-ipA(t)|_{x_0}} \rangle - ipU(x_0)\tau \langle e^{-ipA(t)|_{x_0}} \rangle,$$

where the last term equals to $-ipU(x_0)\tau G_{x_0}(p,t)$. Next, we will deal with the first two terms in the right hand side of (19) carefully by keeping the terms containing $O(\tau)$ but removing the terms $o(\tau)$.

Taking Fourier transform $x_0 \rightarrow k_0$ in (19), then $\langle e^{ik_0A(t)|_{x(\tau)}} \rangle$ becomes $G_{k_0}(p,t)$. But for $\langle (e^{-ipA(t)|_{x(\tau)}}) \rangle$, it is not easy to get the form in Fourier space. In this part, we take $g(x) \equiv 1$, i.e., the noise in this system is additive noise. The case that function $g(x)$ depends on position $x$ will be considered in Appendix B.

For convenient, we denote $T_\eta = \langle e^{-ipA(t)|_{x(\tau)}} \rangle$. Since $g(x) \equiv 1$, (17) becomes $x(\tau) = x_0 + f(x_0)\tau + \eta(\tau)$, where $f(x_0)$ depends on the initial position $x_0$. Therefore, $x(\tau)$ is not a simple shift of $x_0$ and we write the Fourier transform $(x_0 \rightarrow k_0)$ of $\langle T_\eta \rangle$ as

$$\mathcal{F}_{x_0}\{\langle T_\eta \rangle \} = \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta e^{ik_0(f(x_0)\tau + \eta(\tau))}dx_0 \right\rangle.$$

Then we turn $dx_0$ into $dx(\tau)$ and get

$$\mathcal{F}_{x_0}\{\langle T_\eta \rangle \} = \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta e^{ik_0(f(x_0)\tau + \eta(\tau))}dx(\tau) \right\rangle$$

$$- \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta e^{ik_0(f(x_0)\tau + \eta(\tau))} \frac{df(x_0)}{dx_0} \frac{d\tau}{x_0} \right\rangle.$$

Since all $x_0$ and $f(x_0)$ are multiplied by $\tau$ in (20), replacing all $x_0$ by $x(\tau)$ in (20) yields higher-order terms of $\tau$, which can be omitted. Then writing $e^{ik_0(f(x_0)\tau)} \simeq 1 + ik_0(f(x_0)\tau)$, the first term on the right hand side of (20) reduces to

$$\left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta e^{ik_0\eta(\tau)}dx(\tau) \right\rangle$$

$$+ ik_0\tau \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta f(x(\tau)) dx(\tau) \right\rangle,$$

where the latter term of above equals to

$$\tau \mathcal{F}_{x_0}\left\{ \frac{\partial}{\partial x_0} f(x_0)G_{x_0}(p,t) \right\}.$$

The second term on the right hand side of (20) gives

$$-\tau \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_\eta \frac{df(x_0)}{dx(\tau)} dx(\tau) \right\rangle$$

$$= -\tau \mathcal{F}_{x_0}\left\{ \frac{df(x_0)}{dx_0}G_{x_0}(p,t) \right\}.$$

Therefore, the Fourier transform of $\langle (e^{-ipA(t)|_{x(\tau)}}) \rangle - \langle e^{-ipA(t)|_{x_0}} \rangle$ in (19), replacing $x(\tau)$ by $y$, reduces to

$$\left\langle \int_{-\infty}^{\infty} e^{-ik_0y}T_\eta e^{ik_0}\eta(\tau) - 1)dy \right\rangle + \tau \mathcal{F}\left\{ f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\},$$

i.e.,

$$\tau \phi_0(-k_0)G_{k_0}(p,t) + \tau \mathcal{F}_{x_0}\left\{ f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\}$$

on account of (7). Dividing (19) by $\tau$ and taking the limit $\tau \rightarrow 0$, we obtain the backward Feynman-Kac equation in Fourier space:

$$\frac{\partial G_{k_0}(p,t)}{\partial t} = \phi_0(-k_0)G_{k_0}(p,t)$$

$$+ \mathcal{F}_{x_0}\left\{ f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} - ipU(x_0)G_{x_0}(p,t) \right\}.$$ (22)

If the noise $\xi(t)$ is Gaussian white noise, then $\phi_0(-k_0) = -k_0^2$ and we get the backward Feynman-Kac equation:

$$\frac{\partial G_{x_0}(p,t)}{\partial t} = \frac{\partial^2}{\partial x_0^2} G_{x_0}(p,t)$$

$$+ f(x_0) \frac{\partial}{\partial x_0} G_{x_0}(p,t) - ipU(x_0)G_{x_0}(p,t).$$ (23)
which is the same as the backward Feynman-Kac equation with $\alpha = 1$ proposed in [24] from CTRW models, $\alpha$ being the exponent characterizing the waiting time PDF in CTRW models or the subordinator PDF in Langevin system.

If the noise $\xi(t)$ is non-Gaussian $\beta$-stable noise, i.e., $\phi_0(-k_0) = -|k_0|^\beta$, then the backward Feynman-Kac equation becomes

$$\frac{\partial G_{x_0}(p, t)}{\partial t} = \nabla^\beta G_{x_0}(p, t)
+ f(x_0) \frac{\partial}{\partial x_0} G_{x_0}(p, t) - ipU(x_0)G_{x_0}(p, t),$$

(24)

which is an extension for the backward Feynman-Kac equation in [25] based on CTRW models, in which jump length obeys heavy-tailed distribution but without a force field $f(x)$. In the case that $g(x)$ is not a constant, we assume $\xi(t)$ to be Gaussian white noise and derive the backward Feynman-Kac equation as

$$\frac{\partial G_{x_0}(p, t)}{\partial t} = g^2(x_0) \frac{\partial^2}{\partial x^2} G_{x_0}(p, t)
+ f(x_0) \frac{\partial}{\partial x_0} G_{x_0}(p, t) - ipU(x_0)G_{x_0}(p, t),$$

(25)

which goes back to (23) when $g(x_0) \equiv 1$. See the detailed derivation in Appendix B.

III. APPLICATIONS

For the stochastic dynamics driven by additive white noise (or Gaussian jump length in CTRW models), there are a great quantity of applications for their corresponding Feynman-Kac equations [24, 25]. Here we provide the applications for Feynman-Kac equations of more general stochastic processes discussed above. More concretely, two applications of the generalized Feynman-Kac equations are given, including the occupation time in the positive half of a particle moving in a box with multiplicative Gaussian white noise and the area under the curve of trajectory of the stochastic process with a quadratic potential driven by additive Lévy noise.

A. Occupation time in the positive half of a box

We first discuss the occupation time in $x > 0$ for a particle moving freely but with a multiplicative Gaussian white noise in a box $[-L, L]$, $L > 0$, then give its direct application—the first-passage time.

1. Distribution of occupation time

We take $U(x_0)$ in (25) to be $\Theta(x_0)$ ($\Theta(x) = 1$ for $x \geq 0$ and $\Theta(x) = 0$ otherwise), and then get occupation time of a particle in the positive half-space as $T_+(t) = \int_0^t \Theta[x(t')]dt'$. In this case, $T_+(t)$ is always positive. We replace the Fourier transform by Laplace transform in (25) and remove $i$ in it. To find the distribution of $T_+(t)$, we take the Laplace transform of the backward Feynman-Kac equation (25) ($t \to s$):

$$sG_{x_0}(p, s) - 1 = g^2(x_0) \frac{\partial^2}{\partial x^2} G_{x_0}(p, s)
+ f(x_0) \frac{\partial}{\partial x_0} G_{x_0}(p, s) - pU(x_0)G_{x_0}(p, s).$$

(26)

Here we pay attention to the effect of multiplicative noise, so the special choice of $f(x_0) = 0$ and $g(x_0) = AL - x_0$ with $A > 1$ is considered; and we also take $g(x_0) = AL + x_0$ to examine the effect of different sign of multiplicative noise. Interestingly/surprisingly, the theoretical results are quite close, just replacing $A + 1$ by $A - 1$ in (32) and (34). The simulation results for the cases $g(x_0) = AL \pm x_0$ are shown together in Figs. 1 and 2.

For the case of $g(x_0) = AL - x_0$, (26) becomes

$$(AL - x_0)^2 \frac{\partial^2 G_{x_0}(p, s)}{\partial x^2} - (s + pU_0(x_0)) G_{x_0}(p, s) = -1.$$  

By a variable substitution $y = AL - x_0 > 0$, the celebrated Euler equation is obtained:

$$y^2 \frac{\partial^2 \tilde{G}_y(p, s)}{\partial y^2} - (s + p\tilde{U}(y)) \tilde{G}_y(p, s) = -1.$$  

It can be solved by a new variable substitution $y = e^t$.

Finally, we get the solutions of (26) in two half-spaces, respectively,

$$G_{x_0}(p, s) = \left\{ \begin{array}{ll}
C_1(1 \pm 1 + 4(s + p))^{\lambda_1} + C_2(AL - x_0)^{\lambda_2} + \frac{1}{1 + p} & x_0 > 0 \\
C_3(1 \pm 1 + 4(s + p))^{\lambda_3} + C_4(AL - x_0)^{\lambda_4} + \frac{1}{1 + p} & x_0 < 0.
\end{array} \right.$$  

(27)

where

$$\lambda_{1,2} = \frac{1 \mp \sqrt{1 + 4(s + p)}}{2}, \quad \lambda_{3,4} = \frac{1 \mp \sqrt{1 + 4s}}{2}.$$  

(28)

Specify the reflecting boundary condition to (27), i.e.,

$$\frac{\partial G_{x_0}(p, s)}{\partial x} \bigg|_{x_0 = \pm L} = 0.$$  

(29)

The two conditions of (29) together with another two conditions ($G_{x_0}(p, s)$ and its derivative are continuous at $x_0 = 0$) can solve the four coefficients $C_{1-4}$ in (27). Then we get the final solution $G_{x_0}(p, s)$ at $x_0 = 0$:

$$G_0(p, s) = \frac{p}{s(p + s)} \cdot \frac{F_1 F_2}{F_3 F_4 - F_1 F_2} + \frac{1}{s}. \quad (30)$$
where

\[ F_1 = A^{\lambda_1} - \frac{\lambda_4}{\lambda_3}(A + 1)^{\lambda_4 - \lambda_3} A^{\lambda_3}, \]

\[ F_2 = \lambda_2 [A^{\lambda_2} - (A - 1)^{\lambda_2 - \lambda_1} A^{\lambda_1}], \]

\[ F_3 = \lambda_4 [A^{\lambda_4} - (A + 1)^{\lambda_4 - \lambda_3} A^{\lambda_3}], \]

\[ F_4 = A^{\lambda_4} - \frac{\lambda_2}{\lambda_1}(A - 1)^{\lambda_2 - \lambda_1} A^{\lambda_1}. \]

Equation (30) is the PDF of \( T_+ \) in Laplace space, but it cannot be inverted easily. As usual, if one is concerned about the first moment of the occupation time \( T_+(t) \), it can be computed by taking an inverse Laplace transform of

\[ \langle T_+(s) \rangle = -\frac{\partial G_0(p, s)}{\partial p} \bigg|_{p=0}. \]

By this formula, from (30) one can get

\[ \langle T_+(s) \rangle = \frac{1}{s^2} \cdot \frac{F_1 F_2}{F_3 F_4 - F_1 F_2} \bigg|_{p=0}. \]

For long times, i.e., \( s \ll 1 \), \( \lambda_1 = \lambda_3 \sim -s, \lambda_2 = \lambda_4 \sim 1 \),

\[ \langle T_+(s) \rangle \approx A + 1 \frac{t}{2A}. \]

While for short times, i.e., \( s \gg 1 \), \( \lambda_1 = \lambda_3 \sim -\sqrt{s}, \lambda_2 = \lambda_4 \sim \sqrt{s} \),

\[ \langle T_+(s) \rangle \approx \frac{1}{2} t. \]

It can be seen that for both long times and short times, \( \langle T_+(t) \rangle \) scales asymptotically as \( t \), which is also verified in Fig. 1. Four curves begin as \( t/2 \) and finally turn to \( \frac{A+1}{2A^2} \) for the case \( g(x) = AL - x \) or \( \frac{A+1}{2A} t \) for the case \( g(x) = AL + x \). Therefore, it is natural to consider the PDF of the occupation fraction \( T_f \equiv T_f/t \).

For long times, i.e., \( s \ll 1 \), together with \( p \ll 1 \) due to the scale of \( T_+(t) \), we have \( \lambda_1 \sim -(s + p), \lambda_2 \sim 1, \lambda_3 \sim -s, \lambda_4 \sim 1 \) from (28) and \( F_1 \sim (A + 1)/s, F_2 \sim 1, F_3 \sim -1, F_4 \sim (A - 1)/(s + p) \), which gives the asymptotic expression of (30):

\[ G_0(p, s) \simeq \frac{2A}{2As + (A + 1)p}. \]

By the inversion of the scaling form of a double Laplace transform in [41], after some calculations, using the nascent delta function:

\[ \lim_{\epsilon \rightarrow 0} \frac{\epsilon}{\pi(2x^2 + \epsilon^2)} = \delta(x), \]

we obtain the PDF of \( T_f \):

\[ G(T_f) \simeq \frac{p}{T_f} \cdot \delta(T_f - r) \frac{d}{d} \delta(T_f - r), \]

where \( r = \frac{A+1}{2A^2} \) and \( \frac{d}{d} \) denotes identical distribution. Note that the PDF of \( T_f \) in (34) is normalized. Especially, \( T_f \) reduces to a deterministic event for large \( l \), occurring at \( r \) with probability 1. But the value \( r \) depends on \( A \). When \( A \) is sufficiently large, this value will approach \( \frac{1}{2} \) (see the curve for \( A = 20 \) which has a peak at \( \frac{1}{2} \) in Fig. 2). This phenomenon has an intuitive explanation that in this case the multiplicative noise term approximates an additive noise term \( AL \) and thus it is consistent with the case of \( \alpha = 1 \) in [24]. On the other hand, when \( A \) is small and close to 1, the value \( r \) is near 1, which means that the particle stays in positive half-plane all the time. This phenomenon results from the multiplicative noise term. We simulate \( G(T_f) \) with \( A = 2 \) and it has a peak at \( \frac{A+1}{2A} \) for \( g(x) = AL - x \) (see \( g_1-LT \) in Fig. 2) and a peak at \( \frac{A+1}{2A} \) for \( g(x) = AL + x \) (see \( g_2-LT \) in Fig. 2).

For short times, i.e., \( s \gg 1 \), we have \( \lambda_1 \sim -\sqrt{s + p}, \lambda_2 \sim \sqrt{s + p}, \lambda_3 \sim -\sqrt{s}, \lambda_4 \sim \sqrt{s} \) from (28) and \( F_1 \sim (A + 1)^2\sqrt{s} A^{-\sqrt{s}}, F_2 \sim \sqrt{s + p} A^{\sqrt{s + p}}, F_3 \sim -\sqrt{s} (A + 1)^2 \sqrt{\sqrt{s} A^{-\sqrt{s}}, F_4 \sim A^{\sqrt{s + p}}, \) which result in the asymptotic expression of (30):

\[ G_0(p, s) \simeq -\frac{p}{s(p + s)} \cdot \frac{\sqrt{s + p}}{\sqrt{s + \sqrt{s} + p} + \frac{1}{s}}. \]

Then we obtain the PDF of \( T_f \):

\[ G(T_f) \simeq \frac{1}{\pi} \cdot \frac{1}{\sqrt{x} \sqrt{1 - x}}, \]

which is consistent with the classical Brownian functional [4]. This result is as expected since for short times the particle does not interact with the boundaries and behaves like a free particle. Furthermore, if the time \( t \) is
sufficiently small, such that $x \ll AL$, then the multiplicative noise term approximates an additive noise term $AL$, so the PDFs of occupation fractions $T_f$ in cases $g(x) = AL \pm x$ all become the Lamperti PDF and present a symmetric curve with two peaks at $T_f = 0$ and $T_f = 1$ (see $g_2 -$ ST and $g_1 -$ ST in Fig. 2). Though $x \ll AL$, there is still a slight difference between two kinds of the multiplicative noises $g(x) = AL \pm x$. Therefore, the two curves in Fig. 2 look a little skew to one side (0 or 1).

For both long times and short times, in another perspective, the particle driven by the multiplicative noise term $g(x) = AL - x$ is more likely to move to the positive half-space since the distribution of $T_f$ has a larger proportion on the right side of 0.5 in Fig. 2. On the contrary, for $g(x) = AL + x$, the distribution of $T_f$ concentrates on the left side of 0.5. This phenomenon can be explained by the corresponding Fokker-Plank equation of (13). Taking $\alpha = 1$, $p = 0$, $f(x, t) = 0$ in (13) and using the notation $g'(x) = dg(x)/dx$ give

$$\frac{\partial G(x, t)}{\partial t} = \frac{\partial^2}{\partial x^2} g^2(x)G(x, t)$$
$$= g^2(x) \frac{\partial^2 G(x, t)}{\partial x^2} + 4g(x)g'(x) \frac{\partial G(x, t)}{\partial x}$$
$$+ 2 \left( g'(x)^2 + g(x)g''(x) \right) G(x, t),$$

where the coefficient $E := 4g(x)g'(x)$ in front of the first derivative of $G(x, t)$ is called noise induced drift [7]. The cases of $g(x) = AL - x$ and $g(x) = AL + x$ lead to $E = 4(x-AL) < 0$ and $E = 4(x+AL) > 0$, respectively, which means that the multiplicative noise term $g(x) = AL - x$ induces a positive drift while $g(x) = AL + x$ a negative drift.

2. Distribution of first-passage time

The application of occupation time in the previous part is a good beginning to consider a problem of the first-passage time $t_f$. Still assuming a particle moves freely in the box $[-L, L]$, $t_f$ denotes the time it takes a particle starting at $x_0 = -bL$, $0 < b < 1$ to reach $x = 0$ for the first time [42]. The distribution of $t_f$ can be obtained from the occupation time functional by using an identity due to Kac [43]:

$$P(t_f > t) = P(\max_{0 \leq \tau \leq t} x(\tau) < 0) = \lim_{p \to \infty} G_{x_0}(p, t),$$

where $G_{x_0}(p, t)$ is the Laplace transform of the PDF of functional $T_+$ in the previous subsection. If the particle has crossed $x = 0$ at time $t$, we have $T_+ > 0$ and $e^{-pT_+} = 0$ for $p \to \infty$. Then two sides of the last equation equal to 0. Otherwise $T_+ = 0$ and $e^{-pT_+} = 1$ lead two sides equal 1. So now, taking $x_0 = -bL$ in (27) in the previous subsection, we get

$$G_{-bL}(p, s) = \frac{p}{s(p + s)} \cdot \frac{F_{1b}F_2}{F_3F_4 - F_1F_2} + \frac{1}{s},$$

(37)

where $F_{1-4}$ are the same as the ones in (30) and

$$F_{1b} = (A + b)\lambda_1 - \frac{\lambda_2}{\lambda_3}(A + 1)\lambda_1 - \lambda_3(A + b)^{\lambda_3}.$$
FIG. 3. PDF of the first passage time of a particle in the box $[-1,1]$ starting at $-b$ and reaching $x = 0$ for the first time. We simulate it with 1000 trajectories and the total time $T = 10$. The parameters are $b = 1/2$, $A = 2$, and then $C_{Ab} = 0.0565$, which is consistent with the curve that has a peak near 0.0565 in the figure.

B. Area under the random walk curve

Now we turn to an application of the Langevin system containing a force field and non-Gaussian $\beta$-stable noise. In this case, we take $U(x) = x$ and get the functional $A_x = \int_0^t x(t')dt'$, denoting the total area under the curve of trajectory $x(t)$ [44, 45]. This functional $A_x$ is also related to the phase accumulated by spins in an NMR experiment [45]. Since the analytical solutions of $G_{x_0}(p, t)$ in (24) cannot be easily obtained due to the Riesz space fractional derivative operator $\nabla_x^\beta$, we resort to the forward Feynman-Kac equation (14) by integrating the solution $G(x, p, t)$ over $x$ with initial position $x_0$ to get the marginal PDF of $G_{x_0}(p, t)$.

In the case of a quadratic potential, where $V(x, t) = bx^2/2 (b > 0)$, $(f, x, t) = -\partial V(x, t)/\partial x = -bx$ and $g(x, t) \equiv 1$, $U(x) = x$, $\alpha = 1$, the forward Feynman-Kac equation (10) takes the form

$$\frac{\partial G(k, p, t)}{\partial t} + (bk - p)\frac{\partial}{\partial k}G(k, p, t) = \phi_0(k)G(k, p, t).$$

Its general solution is given by the following [46]:

$$G(k, p, t) = \exp \left[ \int_0^k \frac{\phi_0(z)}{bz - p} dz + c_1 \right] \cdot \Psi \left[ \frac{1}{b} \ln |bk - p| - t + c_2 \right],$$

where $c_1, c_2$ are constants and $\Psi(x)$ is an arbitrary function. Using the initial condition $G(k, p, 0) = 1$ (the particle starts at $x_0 = 0$), we get

$$\Psi \left[ \frac{1}{b} \ln |bk - p| + c_2 \right] = \exp \left[ -\int_0^k \frac{\phi_0(z)}{bz - p} dz - c_1 \right],$$

Then replacing $k$ by $l(k) := \frac{bk - p}{bt} + \frac{c_2}{c_1}$ in (39) yields

$$\Psi \left[ \frac{1}{b} \ln |b(k - p) - t + c_2 \right] = \exp \left[ -\int_0^{l(k)} \frac{\phi_0(z)}{bz - p} dz - c_1 \right].$$

Substituting this result into (38), we obtain

$$G(k, p, t) = \exp \int_0^{l(k)} \frac{\phi_0(z)}{bz - p} dz.$$  

Letting $k = 0$, we get the PDF of functional $A_x$ in Fourier space $(A_x \rightarrow p)$:

$$G(p, t) := G(k, p, t)|_{k=0} = \exp \int_0^{l(0)} \frac{\phi_0(z)}{bz - p} dz.$$  

Now we discuss the specific dynamical behaviour of functional $A_x$ with Lévy $\beta$-stable noise ($\phi_0(k) = -|k|^\beta$). Considering a variable substitution $z = \frac{1}{b}(1 - e^{-l(0)})y$ in (40), we obtain

$$\ln G(p, t) = -C_b(t) \left( \frac{1 - e^{-bt}}{b} \right)^{\beta + 1} |p|^\beta,$$

where $C_b(t)$ is independent of $p$ [47]:

$$C_b(t) = \int_0^1 \frac{y^\beta}{1 - (1 - e^{-bt})y} dy = B(\beta + 1, 1) \cdot 2\Gamma(1, \beta + 1; \beta + 2; 1 - e^{-bt}).$$

It can be seen from (41) that the functional $A_x$ also obeys Lévy $\beta$-stable distribution. Next what we need to pay attention to is the coefficient in front of $|p|^\beta$ in (41).

For long times $t \to \infty$, we find that

$$C_b(t) = \int_0^1 \frac{y^\beta}{1 - (1 - e^{-bt})y} dy \simeq bt,$$

since this integral scales as $bt$ in both two extreme cases ($\beta = 0$ and $\beta = 2$). Substituting it into (41), we get

$$G(p, t) \simeq \exp(-b^{-\beta}t|p|^\beta) \quad \text{as} \quad t \to \infty.$$  

For short times $t \to 0$, $2\Gamma(1, \beta + 1; \beta + 2; 1 - e^{-bt}) \sim 1$, and thus

$$G(p, t) \simeq \exp \left( -\frac{t^{\beta + 1}}{\beta + 1} |p|^\beta \right) \quad \text{as} \quad t \to 0.$$  

For the special case $\beta = 2$, i.e., Gaussian white noise, by the formula

$$\langle A_x^2 \rangle = \left. \frac{\partial^2}{\partial p^2} G(p, t) \right|_{p=0},$$

we get

$$\langle A_x^2 \rangle \simeq 2b^{-2}t, \quad \text{as} \quad t \to \infty.$$  


show a crossover of scaling regimes from $t^3$ to $t$.

which are verified by numerical simulations. In Fig. 4, the functional $A_x$ exhibits a crossover between different scaling regimes (from $t^3$ to $t$). When the particle begins its movement from the origin, i.e., $x \ll 1$, the effect of force ($f = -bx$) can be omitted. As time goes on, this effect is getting bigger and bigger, and eventually produces the multi-scale phenomenon. On the contrary, for the case without the force field $f$, i.e., $b = 0$, it is equivalent to that $b \to 0$ for any $t$ from (41). Then only the single-scale phenomenon $\langle A_x^2 \rangle \simeq \frac{2}{3}t^3$ can be observed, which is consistent with [25] by taking $\alpha = 1$.

As for the general case $0 < \beta < 2$, the mean squared displacement of $A_x$ diverges [48]: $\langle A_x^2 \rangle \to \infty$. But for a particle with non-diverging mass, a finite velocity of propagation exists, making long instantaneous jumps impossible. Their fractional moments can be written as

$$\langle |A_x|^\delta \rangle \propto t^{\delta/\beta},$$

where $0 < \delta < \beta < 2$. From (42) and (43), one can get that in (46) $t$ should be $t^{\beta+1}$ for short times and $t$ for long times. So we rescale the fractional moments and get the pseudo second moment $\langle A_x^2 \rangle \propto t^{2/\beta}$. An alternative method is to consider the $(A_x - t)$ scaling relations, or to measure the width of the PDF $G(A_x, t)$ rather than its variance [48]. More precisely, enclose the particle in an imaginary growing box [19] and define

$$\langle A_x^2 \rangle_L := \int_{L_2t^{1/\beta}} L_1t^{1/\beta} A_x^2 G(A_x, t) dA_x \simeq \tilde{t}^{2/\beta},$$

where $L_1$ and $L_2$ are chosen to adapt the scaling regimes in (42) and (43), i.e., for long time $-L_1 = L_2 = \sqrt{2b^{-\beta}}$.

while for short time $-L_1 = L_2 = \sqrt{2/\beta}$. This has been implemented numerically and can be seen in Fig. 5.

We take $\beta$ to be 1.4 or 0.7 and $b = 2$. The markers denote simulation results while the solid lines are the theoretical ones

$$\langle A_x^2 \rangle \simeq 2b^{-\beta}t^{2/\beta}, \quad \text{as } t \to \infty,$$

and

$$\langle A_x^2 \rangle \simeq \frac{2}{\beta + 1} t^{2(\beta+1)/\beta}, \quad \text{as } t \to 0,$$

which go back to (44) and (45), respectively, when $\beta = 2$.

IV. SUMMARY AND DISCUSSION

The Feynman-Kac equations have striking advantages in characterizing the PDFs of various general statistical quantities. Under the CTRW framework, there have been a systematic derivations of the equations. But the CTRW models can not well describe the multiplicative noise and the arbitrary additive noise together with force field, being more conveniently modeled by the Langevin system.

The contributions of the paper are twofold: deriving the forward Feynman-Kac equation from the overdamped Langevin equation driven by an arbitrary Lévy noise together with a time-dependent multiplicative noise term and an arbitrary time-dependent external force field; and deriving the backward Feynman-Kac equation with an arbitrary additive Lévy noise or a multiplicative Gaussian white noise, together with an arbitrary force field.
For some special noises and force fields, the obtained equations are consistent with the existing works. Two applications of the derived equations to solve PDFs of the occupation time $T_x$ and the total area $A_x$ under the curve of the particle trajectory are carefully provided. In the first application, we take a multiplicative Gaussian white noise and restrict the particle in a box $[-L, L]$ with reflecting boundary conditions. Then we find a new phenomenon that for long times the PDF of occupation fraction is a $\delta$-function. In the second application, we take an additive Lévy $\beta$-stable noise and find that the $A_x$ also obeys Lévy stable distribution but experiences a crossover between different scaling regimes.

Using the techniques of subordinator in deriving Feynman-Kac equations presented in [32], we also derive the forward Feynman-Kac equations from the coupled Langevin equation with $\alpha$-stable subordinator and arbitrary Lévy noise based on the Langevin framework.
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**Appendix A: Forward Feynman-Kac equation with subordinator**

Since the forward Feynman-Kac equation in the case of Gaussian white noise $\xi(s)$ has been derived in [32], we can make the best of some techniques of subordinator in that paper and extend its result to arbitrary Lévy noise $\xi(s)$ in the Langevin framework. Some of the calculations about subordinator may be omitted for simplicity; see [32] for the details.

Since $\dot{y}(t) = x(S(t))$, we can build the Langevin equation of $y(t)$ from model (11) as:

$$
\dot{y}(t) = f(y(t), t) \dot{S}(t) + g(y(t), t) \xi(S(t)) \dot{S}(t).
$$

Being similar to (2), with the Itô interpretation, the increment of $y(t)$ reads

$$
\delta y(t) = f(y(t), t) \delta S(t) + g(y(t), t) \delta \eta(S(t)),
$$

where $\delta S(t) = S(t + \tau) - S(t)$ and $\delta \eta(S(t)) = \eta(S(t + \tau)) - \eta(S(t))$. Next, similar to (6), we obtain the increment of $G(y, W, t)$ in Fourier space ($y \rightarrow k$, $W \rightarrow p$):

$$
\delta G(k, p, t) = \left\langle e^{-iky(t) - ipW(t)} \phi_0(\theta) \right\rangle \delta S(t) + \left\langle e^{-iky(t) - ipW(t)} \phi_0(\theta) \right\rangle \delta \eta(S(t)) - 1
$$

$$
- ik \left\langle e^{-iky(t) - ipW(t)} f(y(t), t) \right\rangle \delta S(t)
$$

$$
- ip \tau \left\langle e^{-iky(t) - ipW(t)} U(y(t)) \right\rangle,
$$

(A2)

where the first term on the right hand side can be reduced to

$$
\left\langle e^{-iky(t) - ipW(t)} \phi_0(\theta) \right\rangle (kg(y(t), t)) \delta S(t)
$$

as usual by the characteristic function of $\delta \eta(t)$ in (3). So dividing (A2) by $\tau$ and taking the limit $\tau \rightarrow 0$, we obtain

$$
\frac{\partial}{\partial t} G(k, p, t) = \left\langle e^{-iky(t) - ipW(t)} \phi_0(\theta) \right\rangle (kg(y(t), t)) \dot{S}(t)
$$

$$
- ik \left\langle e^{-iky(t) - ipW(t)} f(y(t), t) \right\rangle \dot{S}(t)
$$

$$
- ip \left\langle e^{-iky(t) - ipW(t)} U(y(t)) \right\rangle,
$$

(A3)

It is obvious that the inverse Fourier transform $(k \rightarrow y)$ of $Q_3$ is $-ipU(y)G(y, p, t)$. But for $Q_1$ and $Q_2$, they look a little bit difficult due to the new term $\dot{S}(t)$ compared with (6). Note that the angle bracket in $Q_1$ denotes the average of two kinds of independent stochastic processes with the joint PDF $G(y(t), W(t), t)$ and Lévy $\alpha$-stable noise $\theta(t)$ on which $S(t)$ depends. To deal with the term $Q_1$, we first add a technical delta function $\delta(y - y(t))$ in it and get

$$
Q_1 = \int_{-\infty}^{\infty} e^{-iky} \phi_0(\theta) \left( e^{-ipW(t)} \delta(y - y(t)) \dot{S}(t) \right) dy.
$$

Then applying the technique in [32] of rewriting the functional $W(t)$ as a subordinated process:

$$
W(t) = V(S(t)), \quad V(s) = \int_0^s U(x(s')) \theta(s') ds'.
$$

Substituting $y(t) = x(S(t))$ and $W(t) = V(S(t))$ into $Q_1$ gives the middle term of $Q_1$ as

$$
\left\langle e^{-ipV(S(t))} \delta(y - x(S(t))) \dot{S}(t) \right\rangle = \int_0^\infty \left\langle e^{-ipV(s)} \delta(y - x(s)) \delta(t - T(s)) \right\rangle ds.
$$

(A4)

Taking Laplace transform $(t \rightarrow u)$ of (A4), we obtain

$$
Q_1(u) = \int_{-\infty}^{\infty} \left\langle e^{-iky} \phi_0(\theta) \right\rangle (kg(y, t)) e^{-ipu} \theta(s) ds dy.
$$

(A5)

On the other hand, $G(y, p, t)$ can be rewritten as:

$$
G(y, p, t) = \left\langle e^{-ipV(S(t))} \delta(y - x(S(t))) \right\rangle
$$

$$
= \int_0^\infty \left\langle e^{-ipV(s)} \delta(s - T(s)) \delta(y - x(s)) \right\rangle ds.
$$

(A6)
The characteristic function of the Lévy process $T(s)$ in (11) is
$$
\langle e^{-uT(s)} \rangle = e^{-su^\alpha},
$$
which yields an important equality in [32] from (A6):
$$
G(y, p, u) = |u + ipU(y)|^{\alpha - 1} \cdot \int_0^\infty \langle e^{-ipV(s) - uT(s)} \delta(y - x(s)) \rangle ds. \tag{A7}
$$
Comparing (A5) with (A7), we find that
$$
Q_1(u) = \int_{-\infty}^\infty e^{-iky} \phi_0(\tau) |u + ipU(y)|^{1 - \alpha} G(y, p, u) dy.
$$
Taking the inverse Laplace transform $(u \to t)$, we obtain
$$
Q_1 = \int_{-\infty}^\infty e^{-iky} \phi_0(\tau) D_t^{1 - \alpha} G(y, p, t) dy. \tag{A8}
$$
As for $Q_2$, it can be obtained by the procedure similar to $Q_1$, i.e.,
$$
Q_2 = -ik \int_{-\infty}^\infty e^{-iky} f(y, t) D_t^{1 - \alpha} G(y, p, t) dy. \tag{A9}
$$
Finally, substituting (A8) and (A9) into (A3), we obtain the forward Feynman-Kac equation in Fourier space:
$$
\partial G(k, p, t) \quad \partial t = \mathcal{F}_y \left\{ \phi_0 (k) G(y, p, t) \right\} - \mathcal{F}_y \left\{ \frac{\partial}{\partial y} \left( f(y, t) D_t^{1 - \alpha} G(y, p, t) + ipU(y) G(y, p, t) \right) \right\}.
$$

**Appendix B: Backward Feynman-Kac equation with multiplicative noise**

If $g(x)$ is not a constant in (15), then the Fourier transform of $\langle T_\eta \rangle$ becomes
$$
\mathcal{F}_y \{ \langle T_\eta \rangle \} = \left\langle \int_{-\infty}^\infty e^{-ik_0 x (\tau)} T_\eta e^{ik_0 (f(x_0) \tau + g(x_0) \eta (\tau))} dx_0 \right\rangle.
$$
We turn $dx_0$ into $dx(\tau)$ and get
\begin{align*}
\mathcal{F}_x \{ \langle T_\eta \rangle \} &= \left\langle \int_{-\infty}^\infty e^{-ik_0 x (\tau)} T_\eta e^{ik_0 (f(x_0) \tau + g(x_0) \eta (\tau))} \frac{df(x_0)}{dx_0} \right\rangle \\
&= \left\langle \int_{-\infty}^\infty e^{-ik_0 x (\tau)} T_\eta e^{ik_0 (f(x_0) \tau + g(x_0) \eta (\tau))} \frac{dg(x_0)}{dx_0} \eta (\tau) dx_0 \right\rangle.
\end{align*}
\tag{B1}

the case of Gaussian white noise: $M_0 = e^{-\tau k^2}$, by some calculations, we have, as $\tau \to 0$,
\begin{align*}
M_1 &\sim -2i k \tau, \\
M_2 &\sim 2 \tau, \\
M_n &\sim \tau^2 n, \quad \forall \ n \geq 3; \tag{B3}
\end{align*}
since $M_n (n \geq 3)$ are all higher order terms of $\tau$, it can be omitted. But for Lévy $\beta$-stable noise, $M_0 = e^{-\tau |k|^\beta}$ and all $M_n (n \geq 1)$ contain the first order term of $\tau$. Here we focus on the case that $\eta(\tau)$ is Gaussian white noise, and use the property (B3) to deal with the first and third terms in (B1).

Denoting the first term as $T_1$ for convenient and using $e^{ik_0 f(x_0) \tau} \simeq 1 + ik_0 f(x_0) \tau$ as before, we get
\begin{align*}
T_1 &= \left\langle \int_{-\infty}^\infty e^{-ik_0 x (\tau)} T_\eta e^{ik_0 g(x_0) \eta (\tau)} dx(\tau) \right\rangle + ik_0 \tau \left\langle \int_{-\infty}^\infty e^{-ik_0 x (\tau)} T_\eta f(x(\tau)) dx(\tau) \right\rangle, \tag{B4}
\end{align*}
where the latter term equals to
$$
\tau \mathcal{F}_x \left\{ \frac{\partial}{\partial x_0} f(x_0) G_{x_0}(p, t) \right\}.
$$
Turn \( g(x_0) \) into \( g(x(\tau)) \) in (B4) by Taylor expansion \( g(x_0) = g(x(\tau)) + R_g \), where

\[
R_g = -(f(x_0)\tau + g(x_0)\eta(\tau))g'(x(\tau)) + \frac{1}{2}(f(x_0)\tau + g(x_0)\eta(\tau))^2g''(x(\tau)) + \cdots ,
\]

and here for convenient, we use the notation \( ' \) to denote the first order derivative. Then the former term of (B4), denoted as \( T_{11} \), becomes

\[
T_{11} = \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_{\eta}e^{ik_0g(x(\tau))\eta(\tau)} e^{ik_0R_g(\cdot)}dx(\tau) \right\rangle , \tag{B5}
\]

where \( e^{ik_0R_g(\cdot)} = 1 + ik_0R_\eta(\cdot) + \cdots \). Considering \( M_n \sim 0 (n \geq 3) \) in (B3), the second term of \( R_g \) and all the latter terms can be omitted since these terms contribute to \( \eta^2(\tau) \) and then yields \( M_n \sim 0 \) (\( n \geq 3 \)) when substituted into (B5). Therefore, we have

\[
T_{11} = \left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_{\eta}e^{ik_0g(x(\tau))\eta(\tau)} e^{-ik_0g(x_0)g'(x(\tau))\eta^2(\tau)}dx(\tau) \right\rangle - ik_0\left\langle \int_{-\infty}^{\infty} e^{-ik_0x(\tau)}T_{\eta}e^{ik_0g(x(\tau))\eta(\tau)} g(x_0)g'(x(\tau))\eta^2(\tau)dx(\tau) \right\rangle
\]

\[
= F_{x_0}\{\langle e^{ik_0g(x_0)\eta(\tau)} \rangle G_{x_0}(p,t) \} - ik_0F_{x_0}\{\langle e^{ik_0g(x_0)\eta(\tau)} \eta^2(\tau) \rangle g(x_0)g'(x_0)G_{x_0}(p,t) \},
\]

where we replace \( g(x_0) \) by \( g(x(\tau)) \) in the latter term and omit the high order term \( M_3 \). Substituting \( M_2 \) in (B3) and \( T_{11} \) into (B4) gives

\[
T_1 = F_{x_0}\{\langle e^{ik_0g(x_0)\eta(\tau)} \rangle G_{x_0}(p,t) \} - 2ik_0\tau F_{x_0}\{g(x_0)g'(x_0)G_{x_0}(p,t) \} + \tau F_{x_0}\left\{ \frac{\partial}{\partial x_0} f(x_0)G_{x_0}(p,t) \right\}. \tag{B6}
\]

Similarly, still using the property \( M_n \sim 0, n \geq 3 \), we get the third term in (B1),

\[
T_3 = -2\tau F_{x_0}\left\{ g(x_0)g'(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\}. \tag{B7}
\]

Combining (B6), (B7) and (B2), we finally get

\[
F_{x_0}\{\langle T_\eta \rangle \} = F_{x_0}\{\langle e^{ik_0g(x_0)\eta(\tau)} \rangle G_{x_0}(p,t) \} - 2\tau F_{x_0}\left\{ \frac{\partial}{\partial x_0} g(x_0)g'(x_0)G_{x_0}(p,t) \right\}
\]

\[
+ \tau F_{x_0}\left\{ f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\} - 2\tau F_{x_0}\left\{ g(x_0)g'(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\}, \tag{B8}
\]

Using the characteristic function of Lévy noise (3) leads to

\[
\langle e^{ik_0g(x_0)\eta(\tau)} \rangle - 1 \approx \tau \phi_\eta(-k_0g(x_0)) = -\tau k_0^2g^2(x_0) \quad \text{as} \quad \tau \to 0. \tag{B9}
\]

Combining (B8) and (B9), by some calculations, we obtain

\[
F_{x_0}\{\langle T_\eta \rangle \} - F_{x_0}\{G_{x_0}(p,t) \} = \tau F_{x_0}\left\{ g^2(x_0) \frac{\partial^2 G_{x_0}(p,t)}{\partial x_0^2} \right\} + \tau F_{x_0}\left\{ f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} \right\}.
\]

Substituting this formula into (19), dividing (19) by \( \tau \), taking the limit \( \tau \to 0 \) and making the inverse Fourier transform \( (k_0 \to x_0) \), we obtain the backward Feynman-Kac equation:

\[
\frac{\partial G_{x_0}(p,t)}{\partial t} = g^2(x_0) \frac{\partial^2 G_{x_0}(p,t)}{\partial x_0^2} + f(x_0) \frac{\partial G_{x_0}(p,t)}{\partial x_0} - ipU(x_0)G_{x_0}(p,t). \tag{B10}
\]
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