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Abstract—We propose a new tournament structure that combines the popular knockout tournaments and the round-robin tournaments. As opposed to the extremes of divisive elimination and no elimination, our tournament aims to eliminate the participants as linearly as possible as a form of subtractive elimination. Our design is flexible in the sense that it can be adapted to any number of players $N$ and any number of matches $M$. Our design satisfies many properties that are desirable for a tournament to select a winner and can be adapted to rank all the participating players.

I. INTRODUCTION

We study the design of tournaments, which is scheduling the pairwise comparisons between participating competitors (players) [1]. There are varying formulations for such designs. While, in the literatures of sports, economics and management sciences, the formulation includes the distribution of some effort (intensity) for the sake of achieving some goal [2]–[13]; we consider the effort to be constant across the competition [11]. This formulation assumes that the competitors perform at their peak in all matches, which manifests itself in a lot of situations such as high stakes competitions, e.g., elections [30], musical competitions [11], contests for crowdsourcing [12], sports tournaments [13], innovation contests [14]–[16].

There exist two traditional tournament formats: knockout tournaments and group tournaments.

- In the knockout tournaments, the most fundamental one is the single elimination tournament. Here, after a round of match-ups between the contestants, the losers are eliminated while the winners continue to compete. This tournament style has been extensively studied, especially in the fields of economics and statistics [17]–[37].

- In the group tournaments, the most fundamental one is the round-robin tournament. Here, all players compete against all other players and they are ranked based on their cumulative match results according to some rules [38], [41].

There also exist multi stage tournaments which are combinations of knockout and group tournaments. The tournament design problem is in a way a sequential learning problem [40], [41], where sequential matches determine the rankings. When choosing a tournament format, various factors come into play. The most prominent ones are:

1) fairness [42]–[50]
2) promoting competitiveness [51]
3) incentive compatibility [52]–[58],
4) maximizing attendance [59],
5) minimizing rest mismatches [60],
6) revenue allocation [61], [62].

The tournament design problem has a very complex structure with multitude of factors in consideration. Nonetheless, most of these factors have a common denominator, which is the fair ranking of the players. Strong contending players should continue to play and weak inconsequential players should not. For example, in multi stage tournaments, the players should be allocated (set partition [63]–[65]) to groups in a fair manner. Moreover, a tournament’s efficiency, i.e., how well it can rank the participating players according to their strength, is very important (if not the most). Note that the player strengths are hidden and the tournament needs to create this ranking based on the pair-wise match results as well as possible. Therefore, one can formulate tournaments as online learning problems [40], [41], since sequential matches decide the relevant rankings. The match results are noisy in the sense that the stronger player may not always be the winner (the underdog can win). However, the winning probability of the stronger player monotonically increases [45], [57] with the strength difference between the matched-up players. Henceforth, the question becomes how to design the relevant loss functions [63], [69]. Such a loss function will probably have a very convoluted structure and potentially non-convex (hard to solve) [70], [71]. Since it has a very convoluted structure, nonparametric analysis [72], [73] is desirable. Because of these complexities, tournament design is a relatively hard problem.

If we approach this problem from a probabilistic perspective, it is possible to derive the probabilities of each player finishing in each rank for a small set of players based on some match result heuristics [74]–[76]. However, this becomes increasingly more difficult as the number of players and the number of matches increase. If the tournament also has a convoluted structure, this method becomes intractable [11].

For this reason, the standard approach is using Monte Carlo simulations. The work in [77] determines the likelihood of the best player winning the tournament in a variety of competitions. The work in [78] shows the efficiencies in ranking for traditional tournaments for eight players in a variety of initial conditions. The work in [79] study varying ranking techniques for round-robin tournaments in their efficiency to create rankings equivalent to the strength of the players. The work in [80] calculates the likelihood of a player in the top seed winning in standard and random knockout tournaments and determines that, unexpectedly, their outcomes are not much different from each other. The authors in [81] proclaim that the efficiency of determining the strongest player in the knockout and round-robin tournaments is non-monotonic with the number of players for heavy-tailed strength distributions among the players. In [82], the author studies alternative measures of selection efficiency.
Sometimes, we may not need the whole ranking and what is most important is who becomes the champion. Here, the tournament efficiency is determined by how likely the strongest player wins the tournament, which is especially true for sports tournaments. However, even such a simple efficiency metric requires extensive assumptions to simulate and analyze. The work in [83] gives a numerical study of the sports tournament designs, including a comprehensive list of formats in practice, a simulation framework and their evaluation metrics. The work in [84] continues this numerical analysis and studies the influence of the seeding policy on the tournament outcomes for the World Cup Finals. The work in [85] compares different league formats considered by the Belgian Football Association with respect to the match importance. The work in [86] compares potential playoff systems for NCAA IA football, where the systems differ in their number of playoff teams, their selection and seeding. The work in [87] studies the efficiency of league formats in their ability to rank teams in European association football competitions. The work in [88] compares different tournament designs for the World Men’s Handball Championships.

We may also have some past performances as an initial estimate for the rankings and the tournament can adopt this as a seeding rule. A better seeding of the players in the tournament may improve its efficiency, however, it is not easy to do so. After all, if we have a really good estimate for the power rankings, we may not even need a tournament in the first place. Interestingly, real data suggests that the performance in tournaments can be very different from any existing past performance; which makes seeding a somewhat marginal component in improving the efficiency of the tournaments [1]. This claim is supported by the study in the UEFA Europa League and the UEFA Champions League [89], which shows that the seeding by itself is insufficient in its contribution to the success of better teams.

Nevertheless, in all analyses, more matches result in better estimations of the power rankings [87], [88], which is statistically intuitive. However, it becomes a concern especially if the number of participating players are too large. Furthermore, more general, flexible tournament designs are needed since the number of participants may substantially differ across competitions. The works in [77], [78] have studied tournament designs with 8 or 16 players. The works in [1], [83] studies the tournaments with 32 competitors. Although they study various tournament structures, the limitations on the number of participants is problematic.

All in all, we tackle the tournament design problem from the perspective of how to best design a tournament given a limited number of matches. In this perspective, the knockout tournaments and round-robin tournaments are the two ends of the spectrum. It seems redundant to match up the same players against each other, hence, it is better to design different, more informative, match ups as much as possible [1]. However, we also cannot rank the players without at least $\log_2 N$ matches since the match results are binary and the rank can be represented as an at least $\log_2 N$ length binary sequence. To this end, we aim to naturally combine the knockout and group settings to create a flexible near linear elimination tournament.

II. LINEAR ELIMINATION TOURNAMENT DESIGN

In a seeded tournament let $n \in \{1, 2, \ldots, N\}$, where $N$ is number of participants, be the indices of different players (or teams).

**Assumption 1.** The player identified by $n$ is ranked $r_n = n$ at the beginning. The players are seeded such that the highest ranked player is $n = 1$ and the lowest ranked player is $n = N$ based on some metric (such as the past performance).

In each round of the tournament, we have the following successive stages:

1) Determination of match-ups
   - At start of every round, match-ups between players are decided.

**Assumption 2.** $N$ is even to ensure every player participates in a match, i.e., to minimize rest mismatches.

**Assumption 3.** We disregard any unfair bias such as home court advantage.

   - After the matches, we have the results of which player won and lost.

**Assumption 4.** We do not consider ties in the matches, i.e., there should always be a winner and a loser.

2) Re-ranking of the players
   - Using these results, the players are re-ranked accordingly.

3) Elimination of players
   - After the new rankings, some players are eliminated from the tournament.

**Assumption 5.** Even number of players are eliminated to ensure that every player can be matched-up in the successive rounds.

**Remark 1.** In both knockout and round-robin tournaments a similar fashion is followed in general. After the last round the last standing player or the first ranked player is crowned the champion.

If all players that lose each round are eliminated, the tournament can end at best in $\log_2 N$ rounds. The question is how the tournament should be designed given the number of contestants $N$ and the number of matches $M$.

While designing such a tournament, we have to take note of few important factors as described in the introduction.

- We need to ensure that both the re-ranking and the elimination stages are fair.
- For incentive compatibility and to promote competitiveness, we need to reward the winners and penalize the losers.
- To maximize attendance, we need to create high stakes matches as much as possible. Moreover, the tournament should gradually match up stronger players with each other.
- For tournament efficiency, weaker players need to be eliminated and stronger players should continue the tournament.
A. Determination of Match-ups

For the determination of the match-ups, we have the following notion.

**Notion 1.** Stronger players should have higher chances of winning the tournament.

This notion is traditionally followed in all kinds of tournament or competition designs, where the goal is to maximize the chances of the strongest player winning the tournament. To this end, in our design, the tournament follows a snake matching system in the sense that the first ranked plays the last ranked and the second ranked plays the second to last ranked etc., i.e., if players $i$ and $j$ match up, we have

$$r_i + r_j = N + 1. \quad (1)$$

Since the rankings and the total number of remaining players change over time, we represent them as time dependent, i.e., after any $t^{th}$ match-ups, we have

$$N_t, \quad \forall t, \quad (2)$$

$$r_{t,n}, \quad \forall n, t, \quad (3)$$

and if $i$ and $j$ match-up at $t^{th}$ round, we have

$$r_{t-1,i} + r_{t-1,j} = N_{t-1} + 1. \quad (4)$$

Note that, before any match-up, i.e., $t = 0$, we have $N_0 = N$ and $r_{0,n} = n$.

The tournament ends when $N_{\tau} = 2$ for some $\tau$ and the winner is crowned the champion.

B. Fair Re-ranking

Note that, at each round $t$, the given rankings are our best estimates so far. To determine the re-ranking rules, we first make the following notion.

**Notion 2.** The ranking of a loser and a winner after a match-up should be nonincreasing and nondecreasing respectively.

This notion is observed in all kinds of tournament designs, where the winners are rewarded and the losers are penalized. Moreover, our only observations in each round are the results of the determined matches. To this end, we make the following notion.

**Notion 3.** The ranks of losers and winners after a match-up round should be ordered as before the match-up round individually.

Moreover, the change in rankings, i.e., rank increase for the winners and the rank decrease for the losers should not be biased, hence, fair. To ensure this, we make the following notion.

**Notion 4.** If two consecutively ranked players both won (or lost), their increase (or decrease) in the rankings should be equal.

C. Formulating Re-ranking as an Optimization Problem

We can think of the re-ranking as an optimization problem, where we want to re-rank the players as much as possible whilst conforming to the notions. To construct the optimization problem, we need to define a gain or loss function.

Let us have a binary vector of results $b = \{b_n\}_{n=1}^N$, where $b_n = 1$ if $n^{th}$ player won or $b_n = 0$ if that player lost. Observe that we have $b_n \in \{0,1\}, \forall n$ and $b_n + b_{N+1-n} = 1$ because of the match-ups.

**Remark 2.** Note that if the players were perfectly ranked and the matches resulted according to the expectations, we would have $b_n = 1,n \in \{1,2,\ldots,N/2\}$ and $b_n = 0,n \in \{N/2+1,N/2+2,\ldots,N\}$.

Let $r = \{r_n\}_{n=1}^N$ be the new ranks of $n$-ranked players. Since we want to re-rank them as much as possible with the new information (the match results), we can define the objective as

$$\max_r \sum_{n=1}^N |r_n - n|, \quad (5)$$
given $b$. However, this optimization problem as itself exploits the results of the matches, which can be observed in the following.

**Proposition 1.** The global maximizer of the objective function in (5) (that conforms to the notions given $b$) is given by the new ranks $r_n$, which are the highest ranked winner to the lowest ranked winner, then the highest ranked loser to the lowest ranked loser.

**Proof.** First of all, this solution conforms to the notions. Moreover, the new ranks for the winners and the losers are upper and lower bounds respectively from Notion 3 Hence, this ranking is a global maximizer from Notion 2 which concludes the proof.

However, such a ranking mostly disregards the initial ranking. Since the initial rankings give us some form of estimate for the true power rankings, we should not disregard it. We observe that the same global maximizer solution is a global minimizer for the following optimization problem. We can consider the number of changes in the vector $b$ as a loss (a measure of how well we predicted the rankings), i.e.,

$$\min_r \sum_{n=1}^{N+1} |\hat{b}_n - \tilde{b}_{n-1}|, \quad (6)$$

where $\hat{b}_n = b_n$ for a given $b$; $\tilde{b}_0 = 1$, $\tilde{b}_{N+1} = 0$ are dummy results. The global maximizer of (5) is a global minimizer of (6), where the minimum value is 1. We observe that to increase the objective in (5), while abiding by the notions, we need to simultaneously decrease the objective in (6). To guarantee exploration whilst utilizing the match results (exploitation), we can put a constrained on the decrease on (6). To this end, to limit the change in the rankings between our old and new estimates, we regularize the reranking objective function such that we want to maximize one of them whilst constrained by the other.
Although limiting the number of changes in the new ranks and minimizing the path change of $b$ can also be considered, putting a constraint on the path change of $b$ and maximizing the new rank changes is more natural since it is the initial objective. Moreover, we observe that while abiding by the notions, the value of the objective in (6) can only be odd. Thus, one such constraint is limiting the path change of $b$ less than the original path change of $b$.

Hence, unless the path change of $b$ is 1, the optimization function is:

$$\max_{r} \sum_{n=1}^{N} |r_{n} - n| : \sum_{n=1}^{N+1} |\tilde{b}_{n} - \tilde{b}_{n-1}| = \sum_{n=1}^{N+1} |b_{n} - b_{n-1}| - 2.$$  

(7)

where $\tilde{b}_{n+1} = b_{n}$ and $\tilde{b}_{0} = 1, \tilde{b}_{N+1} = 0, b_{0} = 1, b_{N+1} = 0$ are dummy results.

**Theorem 1.** After a match-up, switching the places of consecutive losers with winners is a solution to the optimization function.

**Proof.** To satisfy Notion 4 we observe that the consecutive ranked teams with same match results cannot be separated. Hence, we can only move them together in the rankings. To satisfy Notion 2 winners either stay in the same ranks or move up (the converse for the losers). Thus, our only move is swapping the places of consecutive winners with immediate higher ranked losers. Just one swap between any such groups will decrease the path change by 2. However, this may not be the optimal solution. We observe that simultaneous swapping of all such groups also decreases the path change by 2. Thus, we swap all such groups with each other to maximize the total number of rank changes, which concludes the proof.

This re-ranking is intuitive in the sense that each player rises or falls in the rankings by utilizing exclusively the limited information about the match results.

**Remark 3.** After a match up between players $i$ and $j$, the winner climbs up the rankings as much as the loser climbs down. Hence, each match-up satisfies a zero-sum game in the sense that they are equally rewarded or penalized in their cumulative rank changes.

**Example 1.** For example, let the players be ranked $r^{\text{old}} = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14\}$ at some round $t$ for $N = 14$. Let these players have the match-up results:

$$W, L, L, W, W, W, L, N, L, L, W, W, L,$$

where the binary values 1 and 0 is changed with W (win) and L (lose) for ease of understanding. Note that this sequence is odd symmetric around its middle because of the match-up rule. Our re-ranking results in the following new rankings:

$$r^{\text{new}} = \{1, 4, 5, 6, 2, 3, 8, 7, 12, 13, 9, 10, 11, 14\}.$$

**Remark 4.** For higher exploitation, the re-ranking can be considered in a modular manner and applied multiple times, where we decrease the value of the objective in (6) by 2 at each time.

### D. Elimination of Players

For the player eliminations, to avoid resting periods for players, we have the following notion.

**Notion 5.** Every player should match-up every round.

To this end, to preserve valid match-ups for all players, the eliminated players should be even numbered, i.e.,

$$N_{t-1} - N_{t} = 0 \pmod{2}. \quad (8)$$

Moreover, we make the following notion to keep the match-ups and the tournament meaningful.

**Notion 6.** Every player still in the running should have a chance to win it all.

For this reason, we first postulate that the eliminated players can only be from the set of players who lost in their last round. For the elimination part, we eliminate the lowest ranking set of players that lost their last match.

Given $N$ players and $M$ competition rounds, we determine the eliminated number of players as follows. Since we somehow combine knockout and round-robin tournaments, we distribute the eliminations approximately linearly. In knockout tournaments, the players are eliminated in a multiplicative fashion, while in the round-robin no players are eliminated. Therefore, the linear elimination is somewhere in between. Since we only eliminate the losers, we need to satisfy

$$N_{t} \leq 2N_{t+1}, \quad \forall t. \quad (9)$$

Thus, we linearly distribute the eliminated players across different rounds as much as possible whilst satisfying the constraints. Hence, we formulate the following objective

$$\min_{N} \sum_{t} |(N_{t} - N_{t+1}) - (N_{t-1} - N_{t})| : N_{t} \leq 2N_{t+1}, \forall t. \quad (10)$$

**Lemma 1.** The resulting sequence $N^{*}$ has nonincreasing change, i.e.,

$$N_{t} - N_{t+1} \leq N_{t-1} - N_{t}, \quad \forall t. \quad (11)$$

**Proof.** Let us assume it is not nonincreasing. In such a scenario, if we move the excess elimination that does not satisfy nonincreasing behavior to the first round for all such places, we will have a smaller path change in the number of eliminated players. Hence, in the optimal solution, we need to have a nonincreasing elimination sequence.

To solve the optimization problem in (10), we propose the following construction for $N$:

1) Input $N, M$.
2) Let $N_{M-1} = 2, N_{0} = N, m = M - 1$.
3) If $m = 1$, STOP; else continue.
4) $2[(N_{0} - N_{m})/(2m)] = \delta$.
5) If $\delta \geq N_{m}^{*}, N_{m+1}^{*} = 2N_{m}^{*}$, else $N_{m+1}^{*} = N_{m}^{*} + \delta$.
6) $m \rightarrow m - 1$, return to Step 3.

For our construction of the remaining number of players $N^{*}$, we have the following result.
Theorem 2. The resulting $N^* = \{N_m^*\}
\left\lfloor \frac{M-1}{2} \right\rfloor m=0$ is a minimizer for the objective function \((10)\).

Proof. From Lemma 1, we observe that the total amount of path change in the number of eliminated players is equal to the difference between the first number of eliminations and the last. Since at least 2 players need to be eliminated and we have $N_{M-1} = 2$, the last number of eliminated people is 2. Thus, the problem is equivalent to minimizing the first number of eliminations. We can only achieve this by equally distributing the number of eliminations across rounds as much as possible, which concludes the proof.

Example 2. The elimination numbers are found as follows. For example, given $N = 134$ and $M = 15$, we have

$N_0 = 134, N_1 = 122, N_2 = 110, N_3 = 98, N_4 = 86, \quad (12)$

$N_5 = 76, N_6 = 66, N_7 = 56, N_8 = 46, N_9 = 36, \quad (13)$

$N_{10} = 26, N_{11} = 16, N_{12} = 8, N_{13} = 4, N_{14} = 2 \quad (14)$

III. DISCUSSIONS

Remark 5. Since at least two players are eliminated at each round, the same match never happens in consecutive rounds.

Our design is build upon a seeded tournament setting. If we lack such a seed ranking there are a number of things that can be done.

- One such example is a preliminary tournament with $\log_2(N)$ rounds to determine an initial ranking.
- Or we can consider a random initial seed, which will not be any worse than other tournament designs.
- Or we can modify the elimination and re-ranking rule accordingly for initial random seeds. In such scenarios, instead of decreasing the initial path change of $b$ by 2, we can consider a nonincreasing decrease where in the beginning stages, we can fully rank them. In such a scenario, eliminating fewer players at the beginning may be more meaningful.

Remark 6. Moreover, the eliminated players can continue to play against each other in a separate league similar to our initial design to determine the full ranking instead of just the champion.

Remark 7. Furthermore, our tournament can be implemented in a connected manner by creating a losers bracket. We can design a promotion and relegation structure. Our near linear number of player elimination design will concern the net change in the players, i.e., the relegated players minus the promoted players.

Remark 8. Since the eliminations are only from the set of players that lost that round, most of the players face an elimination risk, which increases the stakes.

Remark 9. Our design is flexible in the sense that it can be adapted to any number of players $N$ as long as it is even and any number of matches $M$ as long as $\log_2 N \leq M \leq N/2$. If $N$ is odd, we can eliminate an odd number of players at the first round. If $M < \log_2 N$, the winner can be decided from the top-ranked remaining players. If $M > N/2$, the extra matches can be used for initial seeding.
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