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Abstract

Federated learning has attracted attention in recent years for collaboratively training data on distributed devices with privacy-preservation. The limited network capacity of mobile and IoT devices has been seen as one of the major challenges for cross-device federated learning. Recent solutions have been focusing on threshold-based client selection schemes to guarantee the communication efficiency. However, we find this approach can cause biased client selection and results in deteriorated performance. Moreover, we find that the challenge of network limit may be overstated in some cases and the packet loss is not always harmful.

In this paper, we explore the loss tolerant federated learning (LT-FL) in terms of aggregation, fairness, and personalization. We use ThrowRightAway (TRA) to accelerate the data uploading for low-bandwidth-devices by intentionally ignoring some packet losses. The results suggest that, with proper integration, TRA and other algorithms can together guarantee the personalization and fairness performance in the face of packet loss below a certain fraction (10\%–30\%).

1 Introduction

With the popularization of the mobile and wearable devices, smart activity learning applications have been prominently used by consumers and in turn generate more user data. Despite the potential to act as effective data sources for machine learning tasks, the training of machine learning models for mobile and wearable applications usually demands data far more than each individual device collects. Currently, aggregating user data in the cloud for big data analysis is the de facto solution. However, privacy concerns have spawned a series of policies that limit data collection and storage only to consumer-consented and absolutely necessary usage [Lim \textit{et al.}, 2020]. For example, most data collected from mobiles and wearables are subject to data protection regulations such as European Commission’s General Data Protection Regulation (GDPR) [Custers \textit{et al.}, 2019] and Consumer Privacy Act (CCPA) in USA [CCPA, 2021]. Such regulations make it harder to aggregate user data for large scale data analysis.

In face of the above challenge, federated learning rises as a new distributed paradigm where multiple clients collaboratively train a model without revealing private data. Based on whether the clients are different organization or a large number of mobile IoT devices, federated learning is divided into cross-silo and cross-device. Mobile and wearable devices as the major participants, cross-device federated learning faces challenges from stateless and unreliable clients. Moreover, communication seems to be another bottleneck as the operations of cross-device federated learning systems largely rely on Wi-fi [Bonawitz \textit{et al.}, 2019] or slower communication networks.

With the concern on improving the communication efficiency, most of the recent works propose or assume a threshold to select clients with sufficient network capacities. However, such proposals inevitably cause data shifts during client selection. Although very recently researchers have proposed fairness schemes specifically for federated learning aggregation, data shift occurring at the beginning of client selection has been overlooked. Consequently, the performance of federated learning is impacted.

In this paper, we reexamine the network limit challenge and the threshold-based approach to answer the following questions: 1. Is the challenge overstated? 2. What is the drawback of threshold-based client selection approach? 3. Are there better alternative solutions? Concretely, we make the following contributions in this work:

1. \textit{Bottlenecks.} We conduct a trace-driven analysis and learn that the network limit challenge may be overstated in some aspects. Meanwhile, we identify an overlooked bias potentially caused by threshold-based client selection. We further analyze its impact on the performances of the state-of-the-art algorithms in the fields of aggregation, fairness and personalization (§3).

2. \textit{Loss tolerance.} We explore the loss tolerant federated learning (LT-FL) by using ThrowRightAway (TRA) to ignore some of the lost packets on purpose. As its name indicates, TRA “throws” away lost packets to accelerate the uploading of low-bandwidth-devices thus enable fully fair selection to all the clients, while avoiding straggling impact caused by retransmissions. For specific algorithms, TRA tweaks the aggregation algorithm to compensate for the lost information (§4).
3. Applicability. We apply TRA to aggregation, personalization, and fairness, by respectively integrating it with the state-of-the-art algorithms in each subfield. The empirical evaluation results show that TRA improves the performance of the paired algorithms in threshold-based client selection settings. We implement the combinatorial algorithms based on the state-of-the-art codebases and open source here.

2 Background and Motivation

In this section, we describe the background and drawback of threshold-based client selection scheme and state the motivations of this work.

2.1 Fair Client Selection

As noted by Bonawitz et al. [Bonawitz et al., 2019], the FedAvg [McMahan et al., 2017] model aggregation protocol’s assumption about equitable participation of all devices is not the case in practice. Consequently, fairness [Barocas et al., 2017; Fang et al., Lyu et al., 2020] is impacted and results in bias. For instance, to avoid packet error and client drop (Fig. 1), cross-device federated learning systems commonly use transmission speed and battery status as criteria for mobile client selection. In such cases, the clients with more packet errors and drops are unlikely be taken into model aggregation. Even worse, users consistently having worse networking conditions may never be represented in training which leads to a biased model. The aggregation approaches with only model weights taken into account have been proved unable to tackle such challenges [Karimireddy et al., 2020; Lin et al., 2020].

Here we summarize common factors for bias in federated learning as: (1) over-represented, (2) under-represented, (3) never-represented. (1) and (2) have been partly solved with approaches targeting training procedure bias such as AFL [Mohri et al., 2019] and q-FedAvg [Li et al., 2019]. AFL minimizes the maximum loss incurred on the worst-performing devices as a classical minimax problem. q-FedAvg generalizes AFL by allowing for a flexible trade-off between fairness and accuracy. Although these approaches promote accuracy equity among participated devices through the mitigation of training procedure bias, still they can not solve bias caused by unfair client selection in (3), as also noted by the authors of AFL.

2.2 Inspirations

There have been recent works focusing on different techniques suggesting intentionally “losing” some information to avoid latency for better communication efficiency, and ease the gap between demanded and actual network capacities. For instance, some related works have proposed to use lossy compression to reduce the transferred data volume. The authors in [Konečný et al., 2016; Dong et al., 2020] perform lossy compression on the model updates using both structured and sketched updates. The main idea is to learn from a restricted space or upload a compressed model. Authors in [Caldas et al., 2018] focus on the server-to-client communication and

Note: The network threshold for selection can be bandwidth, transmission speed, or packet loss, or their hybrids. In this work we use TRA to convey different network constraints to general packet loss. Specifically, TRA intentionally drops lost packets in avoidance of re-transmission to allow a client with slower network to upload local models within a jointly-decided period with other clients.

3 Problem Study

In this section, we analyze the problems mentioned in §2 in detail. First we learn the disparate networking conditions by analyzing a real-world dataset and discover its biased impact on client selection. Then we show how the state-of-the-art approaches regarding fairness and personalization for federated learning suffer from the data shift due to the biased selection.

3.1 Mobile Network Conditions

We use a mobile broadband dataset provide by FCC [Commission, 2020] to study the mobile network conditions of users. We select data from the “Download speed and upload speed” category in 2019 Q1 & Q2 collection. The data is measured via Android and iOS applications installed in the user phones. It contains uploading traces from thousands of volunteered participants, recording the average received packets, lost packets and throughput. Note that the throughput was collected as the sum of speeds during saturated streams, hence it can represent the max speed. We calculate the packet loss by dividing the lost packets by the sum of received and lost packets. After processing the
trace according to unique identifiers, the cumulative distributions of the average packet loss ratio and upload speed are shown in Fig. 2. It shows that 90% of the users have packet loss ratio < 0.1 and 76% of the users have upload speed > 2 Mbps. Therefore, the majority of the users have sufficient network capacities required by common federated learning systems. However, the upload speeds vary tremendously across users. For instance, 24% of the users have upload speed < 2 Mbps while 51% of the users have upload speed > 8 Mbps. Transmission speed is an important metric during client selection and has been adopted by both industrial and academic works [Nishio and Yonetani, 2019; Openmined, 2021]. For instance, Openmined sets 2 Mbps as the default upload speed threshold for client selection. As we found out from the data analysis, a considerable part of users may fail to meet the network threshold thus would be never-represented in the model aggregation and thus being excluded by the system.

Takeaway: The trace-driven analysis shows that the network conditions of most mobile clients are not so “limited” and “challenging” as most related works assumed. However, the tremendously varied upload speeds may indeed cause biased client selection in threshold-based settings.

3.2 Impacts

Following the takeaway in §3.1, we investigate the impact of biased selection led by threshold-based settings. We define the essential terms in our investigated problem as follows.

Definition 1 (Eligible client). An eligible client is one that meets the required network threshold to participate in federated learning aggregation.

Definition 2 (Eligible ratio). Eligible ratio is the proportion of the eligible clients out of all the clients.

In threshold-based settings, only the eligible clients within the eligible ratio may be selected for aggregation. As some users have lower network capacities than the threshold (Fig. 2), the system only can choose eligible clients for aggregation and generate bias and result in models with discrimination. For the completeness of the work, we adjust the eligible ratios between 100%, 90%, 80%, and 70% in the evaluation of the paper. More specifically, we investigate the impacts on aggregation, fairness, and personalization, respectively. In the rest of the evaluation, we use the synthetic datasets generated following the process described in the experiment detail of q-FedAvg, where α and β allow the percentage manipulation of the degree of heterogeneity. Increasing the values of α and β result in higher statistical heterogeneity. We use the same datasets for both bottleneck analysis and evaluation for consistency.

Aggregation First we examine the impact of biased selection on aggregation. We target at the prevailing and common FedAvg, which evenly averages the selected clients’ models. As Fig. 3 shows, smaller eligible ratios have higher impacts on the model performance. The final model accuracy of FedAvg with eligible ratios of 100%, 90%, 80%, and 70%, are 83.52%, 75.60%, 64.10%, and 62.60%. For the users in Fig. 2, the model accuracy would decrease around 10% if using 2 Mbps as the selection threshold.

Fairness As noted in §2.1, existing schemes improve fairness for over-represented and under-represented clients, but fail to serve the never-represented clients. To validate this argument, we reproduce the evaluations of q-FedAvg using the code and default hyperparameters provided by the authors of q-FedAvg. We use a 70% eligible ratio to get the bottleneck performance. We adjust the distribution of training sample data on each device (from i.i.d data to non-i.i.d data) to comprehensively test the degradation of both accuracy and fairness performance caused by biased client selection. Table 1 shows that the performances of q-FedAvg are impacted due to biased selection with both i.i.d and non-i.i.d data distributions. Non.i.i.d data presents larger performance degradation than i.i.d data in terms of both accuracy and fairness.

Personalization Existing approaches either train a new deep neural network (transfer learning) [Chen et al., 2020], with loss function measuring the heterogeneity for local and global models, other than the one for the task. In resource-intensive cases, transfer learning reduces the model size so that a device can simultaneously hold two transferable mod-

Table 1: Impact of biased client selection on fairness (q-FedAvg).

| Dataset   | TH | Average Best/Worst 10% | Variance |
|-----------|----|------------------------|----------|
| Synthetic (i.i.d) | ✓  | 72.47% 91.35% / 43.19% | 179      |
| Synthetic (0.5,0.5) | ✓  | 68.21% 94.25% / 36.30% | 245      |
| Synthetic (1,1) | ✓  | 64.17% 100% / 7.67%  | 937      |

Figure 2: Network conditions analysis.

Figure 3: Impact of biased selection on aggregation (FedAvg). The dataset is Synthetic(0.5,0.5).
els, but its advantage over a single larger model requires further explorations. Per-FedAvg [Fallah et al., 2020] looks for an initial shared model that clients can easily adapt via a few gradient descents with respect to their own data. pFedMe [Dinh et al., 2020] adds constraints into the loss function of global training and shows outperformance of Per-FedAvg. Therefore, we use pFedMe as the target to examine the impact of biased selection on personalized performance.

As shown in Fig. 4, pFedMe shows resilient performance in its personalized model. However, the performance of the global model presents considerable degradation in lower eligible ratios. We note that pFedMe achieves robustness on personalized model performance via more computation and power cost. Unlike most approaches selecting clients before local training, pFedMe let all clients do local training and then select some to upload. As such, its performance of personalized model is less depending on the convergence of the global model, while costing more computation and power of the client devices as a trade-off. For example, applying an eligible ratio to Per-FedAvg gets degraded performance as shown in Fig. 5.

Takeaway: The biased client selection caused by threshold-based selection can severely deteriorate the performance of aggregation, personalization, and fairness in the context of federated learning. Therefore, an alternative loss-tolerant selection scheme allowing fair participation is demanded.

4 ThrowRightAway

In this section, we propose an alternative scheme to threshold-based schemes, to tackle the performance degradation caused by biased selection. The authors in [Xia et al., 2019] have recently demonstrated that in contrary to common sense, data loss to an extent is not necessarily harmful in distributed learning systems. Through empirical evaluations, they discover that machine learning algorithms tolerate bounded data loss (10%–35% in their tests). Inspired by the work, we propose to explore the loss tolerance in cross-device federated learning systems.

We propose ThrowRightAway (TRA) scheme, i.e., the server accepts all clients as eligible participants even if some selected clients may have worse network capacities than requirement and undesired packet loss ratio during updates uploading (Fig. 6). TRA is super lightweight and easy to implement. It can be integrated into different kinds of federated learning algorithms to augment their performances. Algorithm 1 shows the skeleton of the integration of TRA and general federated learning algorithms.

At the beginning of selection, each client compares its network condition with preset standards and sends a sufficiency investigation report to the server. The report contains only critical information, e.g., 0 or 1 to indicate insufficient or sufficient, thus adds negligible network load. After collecting the sufficiency reports of all willing-to-participate clients, the server classified the candidate clients into sufficient and insufficient based on the reports. Then the server randomly selects a number of clients regardless of the belonging groups and sends the global model. The clients send back updates after local training. Upon detecting loss, the server sends retransmission notification if the client belongs to the sufficient group, or sets the lost data to zero directly otherwise. The rest of the processes follow the common federated learning flow.

We base the logic behind different loss operations on estimating whether retransmission would take long. For clients with sufficient network capacities, most likely the retransmission would only take very few times without affecting the aggregation pace. However for the “insufficient” clients, the retransmission is more likely to struggle and impact the system flow. Therefore instead of retransferring the lost packets to guarantee data integrity, TRA discards such delayed/lost packets, resets the lost data as 0, and records the data loss. After uploading finished, TRA uses the loss record to recalcu-
late the sample space to achieve an adaptive aggregation. As such, TRA prevents the biased selection in threshold-based settings by safely ignoring some packet losses. The recalculation can be summarized as follows:

\[
W_{agg} = \frac{1}{n} \sum_{i=1}^{n} W_i + \frac{1}{m(1-r)} \sum_{i=1}^{m} \hat{W}_j
\]

Weighting the respective model weights in \( n \) users with sufficient and \( m \) users with insufficient network capacities. \( r \) indicates the package drop rate. Hence each weight \( w \) in \( \hat{W} \) has probability \( r \) to be dropped and set zero. We denote \( E(W) = \mu \), then \( E(\hat{W}) = (1-r)E(W) = (1-r)\mu \). When the clients’ model have the same distributions, it is clear that \( E(W_{agg}) = \mu \) and is equal to \( E(\frac{1}{n+m} \sum_{i=1}^{n+m} W_i) \), which is the expectation of the aggregated model without packet loss. Generally, \( r \) ensures that, after the clients’ model with packet loss being taken in, the aggregated model’s weights would not be smaller than those without packet loss.

To validate the easy-to-integrate feature and performance of TRA, we integrate TRA with several state-of-the-art algorithms in different aspects of federated learning. §5 shows the performance of the integrated algorithms.

5 Evaluation

To verify the performance of TRA, we redo the evaluations conducted in §3.2. We compare the performance of the algorithms limited by the threshold-based selection with the integrated algorithms. For realistic concern, we only consider nonconvex settings. Similarly with §3.2, we consider three eligible ratios, i.e., 70%, 80%, and 90% which cause different degrees of biased client selection in threshold-based settings. For each eligible ratio, we consider a variety of packet loss ratios, i.e., 10%, 30%, and 50%, for the insufficient clients.

Aggregation Via numerous tests, we find that the combination of TRA and q-FedAvg presents the best aggregation performance in the face of packet loss. As shown in Fig. 7, TRA-q-FedAvg outperforms biased-FedAvg and biased-q-FedAvg in all scenarios. With slightly longer convergence periods, TRA-q-FedAvg (10% loss ratio) improves the model accuracy on Synthetic(1,1) by 10.35%/6.69%, 8.44%/3.48%, and 9.31%/0.79%, compared to biased-FedAvg and biased-q-FedAvg in 70%, 80%, and 90% eligible ratio scenarios, respectively. On Synthetic(2,2), the corresponding improvements are 9.88%/7.39%, 3.62%/1.62%, and 2.75%/1.44%. In a word, when more than 10% clients have worse network

Algorithm 1: The skeleton of integrating TRA into general federated learning algorithms.

```
thread Server:
1. collect(sufficiencyReport)
2. categorize(sufficiencyGroup)
3. Randomly selects a subset \( S \) of the clients
4. for \( r = 1 \) to \( T - 1 \) do
5. for each client \( k \) in \( S \) do
6. \( X_k^{t+1} \leftarrow \text{Client}(k, w^t) \)
7. if loss then
8. retransfer(loss)
9. else
10. setzero(loss)
11. Update model \( w^{t+1} \) via aggregation algorithm
12. Return\( (w^t) \)

thread Client:
13. send(sufficiencyReport)
14. \( w_{k}^{t+1} \leftarrow E \) epochs of gradients \( \leftarrow w^t \)
15. Return\( (x_{k}^{t+1}), \theta \) is algorithm specific value
```

Figure 7: Sample based aggregations performance of biased FedAvg, q-FedAvg, and TRA-q-FedAvg on Synthetic(1,1) and Synthetic(2,2) datasets with 70%, 80%, and 90% eligible ratios. TRA-a-FedAvg-X% indicates the packet loss ratios (10%, 30%, 50%).
Figure 8: Fairness performance of biased q-FedAvg and TRA-q-FedAvg on Synthetic(1,1) and Synthetic(2,2) datasets with 70%, 80%, and 90% eligible ratios. TRA-a-FedAvg-X% indicates the packet loss ratios (10%, 30%, 50%).

Figure 9: Personalization performance of biased pFedMe and TRA-pFedMe with 70%, 80%, and 90% eligible ratios. TRA-pFedMe-X% indicates the packet loss ratios (10%, 20%, 30%). We adapted the tested loss ratios according to the observed performance boundary.

Table 2: Client based fairness performance of q-FedAvg with biased selection VS TRA-q-FedAvg with different packet loss ratios. The gray color highlights the best performance algorithms.

| Synthetic(1,1)/70% | Average | Best/Worst 10% | Variance |
|-------------------|---------|----------------|----------|
| q-FedAvg-biased   | 55.00%  | 100% / 0       | 1439     |
| TRA-q-FedAvg-10%  | 61.63%  | 100% / 6.01%   | 1031     |
| TRA-q-FedAvg-30%  | 59.44%  | 100% / 4.11%   | 1021     |
| TRA-q-FedAvg-50%  | 50.99%  | 99.97% / 0     | 1220     |

| Synthetic(2,2)/70% | Average | Best/Worst 10% | Variance |
|-------------------|---------|----------------|----------|
| q-FedAvg-biased   | 62.34%  | 100% / 0       | 1584     |
| TRA-q-FedAvg-10%  | 69.72%  | 100% / 9.81%   | 870      |
| TRA-q-FedAvg-30%  | 55.38%  | 99.69% / 0     | 1109     |
| TRA-q-FedAvg-50%  | 55.00%  | 99.98% / 2.81% | 1125     |

client fairness. Thus two presented accuracies are different.

**Personalization** We integrate TRA with pFedMe to tackle the personalization performance degradation caused by biased client selection as shown in Fig. 4. As Fig. 9 depicts, TRA-pFedMe has accuracy of the personal model 1% lower than pFedMe on average, however outperforms pFedMe in global model accuracy by 20% at the most.

**Takeaway:** Integrating TRA with q-FedAvg enables learning from the entire sample space while mitigating the effect of packet loss by adaptively reweighting. As a result, it improves both convergence and fairness performances. TRA considerably improves the global performance of pFedMe compared to in threshold-based settings with a small cost of personalized model accuracy.

6 Discussion

**Limitation.** While TRA-q-FedAvg performs fairly well, we do notice via empirical evaluations that TRA itself does not improve the performance of FedAvg in the face of packet loss. We reason this is because the lightweight recalculation (Eq. (1)) is not as efficient as q-FedAvg in terms of reweighting. We also note that the performance of TRA can be sensitive to the hyperparameters when combining with some algorithms, e.g., pFedMe. Although we have not uncovered the detailed reasons, we infer it is also due to the limited efficiency of the recalculation.

**Future directions.** Through empirical evaluations, we find that the lightweight TRA works well in lots of scenarios. However we also note that its performance is sensitive to the hyperparameters some times. Besides TRA needs further improvement to guarantee personalized model accuracy while keeping the advantage of global model performance when integrating with personalization algorithms. Therefore next we plan to conduct theoretical analysis of the algorithm and explore its potential with comprehensive optimization problem formulation and solution for bad network tolerance.

7 Conclusion

In this work, we investigate loss-tolerant federated learning (LT-FL). Through trace-driven analysis, we find that the commonly assumed limit network challenge is overstated but indeed can cause biased client selection in threshold-based selection settings. We show the bias has severe impacts on different aspects of federated learning. We propose TRA as a complementary solution which allows all clients to participate while tolerating the potential losses of the bad-network clients, who would be filtered out in threshold-based settings.
As such TRA balances the model performance and fairness. Integrating TRA with state-of-the-art algorithms shows outperforming performances on aggregation, fairness, and personalization in most scenarios.
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