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Abstract

Recent improvements in convolutional neural network (CNN)-based single image super-resolution (SISR) methods rely heavily on fabricating network architectures, rather than finding a suitable training algorithm other than simply minimizing the regression loss. Adapting knowledge distillation (KD) can open a way for bringing further improvement for SISR, and it is also beneficial in terms of model efficiency. KD is a model compression method that improves the performance of Deep Neural Networks (DNNs) without using additional parameters for testing. It is getting the limelight recently for its competence at providing a better capacity-performance tradeoff. In this paper, we propose a novel feature distillation (FD) method which is suitable for SISR. We show the limitations of the existing FitNet-based FD method that it suffers in the SISR task, and propose to modify the existing FD algorithm to focus on local feature information. In addition, we propose a teacher-student-difference-based soft feature attention method that selectively focuses on specific pixel locations to extract feature information. We call our method local-selective feature distillation (LSFD) and verify that our method outperforms conventional FD methods in SISR problems.

1. Introduction

Single image super-resolution (SISR) [9] is an important task in computer vision and image processing, which aims to generate high-resolution images, $I_{SR}$, from degraded low-resolution images, $I_{LR}$, using the ground truth high-resolution images, $I_{HR}$, as the training dataset. Among the prior works, SRCNN [7] is the first to propose to use convolutional neural networks (CNNs) in SISR problems. It outperformed the other prior works by using only three convolution layers. Afterward, numerous CNN-based super-resolution (SR) methods [44] that contributed to the progress of super-resolution have been proposed so far.

EDSR [28] reported that networks with larger capacity and longer training iterations are directly related to high performance because deeper super-resolution networks attain larger receptive fields, which enable the network to learn the complicated mapping between $I_{LR}$ and $I_{HR}$. Through residual scaling, EDSR succeeded in stably training the network with deeply stacked residual blocks [14] without using any batch normalization layer, and this brought significant performance improvement. After the success of EDSR, networks with a larger number of parameters or computations were preferred for performance improvement.

However, since the super-resolution techniques are usually used as a preprocessing for a bigger task, it is also very important whether the trained network is practical concerning the model size and the computational complexity. Especially for resource-limited environments such as mobile chips and embedded systems, lightweight networks are generally preferred. In the field of super-resolution, many studies built lightweight networks to improve model efficiency [5, 8, 22, 49]. The studies are generally divided into four categories: 1) efficient network design, 2) model pruning, 3) quantization, and 4) knowledge distillation.
Among the four methods, we focus on knowledge distillation (KD) [18], especially feature-map level knowledge distillation (FD). Adapting KD for super-resolution is advantageous in two points: 1) Super-resolution generally requires more computations for performance improvements which always have to negotiate with the model efficiency, 2) Introducing additional loss terms that can improve the performance of SISR other than the vanilla $L_1$ loss term has not been well studied.

KD was firstly proposed for the classification problem, and contemporary studies in the field of KD mainly focus on the task of abstraction, such as classification, object detection, and semantic segmentation. To distill knowledge in the tasks other than the classification, feature-map-level knowledge distillation methods are used broadly in order to deliver rich information learned by a stronger teacher network to a student network. As we will show later in our ablation studies, the conventional distance-based FD method combined with the regressor, which is composed of $1 \times 1$ convolution layer with ReLU activation [34], suffers in the task of super-resolution.

As a solution, in this paper, we propose a FD method for a super-resolution model called LSFD, which is an abbreviation of Local-Selective Feature Distillation. Existing methods propose mimicking the information at each feature location through a distance loss or distilling information about the relation between every other pixel location for the student network. On the other hand, our feature distillation method proposes that information at each pixel location in the feature map only affects the distillation of several neighboring pixels, so that the student network can utilize its receptive fields effectively, which is called local feature distillation (LFD). Also, we added an attention function named selective feature distillation (SFD) based on the teacher-student error to further enhance our feature distillation performance. By binding them, we propose a novel feature distillation method designed for SISR, called local-selective feature distillation (LSFD). An example of visualizing our method is in Figure 1, using the method of LAM [11], showing that our method allows the student model to well-utilize its receptive fields. We will discuss more and show more examples in supplementary materials. The main contributions of our paper are:

- We propose local feature distillation (LFD), which is a straightforward method that expands the receptive field of feature distillation locally to alleviate the problems of the conventional distance-based feature distillation methods in super-resolution.
- We also propose selective feature distillation (SFD) that uses an attention mechanism for the feature maps in the knowledge distillation, which grants further improvements to LFD, called local-selective feature distillation (LSFD).
- We demonstrate the effectiveness of our LSFD on several well-known benchmark models and datasets, and achieve performance improvements at single image super-resolution on most benchmarks having different resolutions.

2. Related Work

2.1. CNN-based Super-resolution

CNN-based models learn the mapping from $I_{LR}$ to $I_{HR}$ directly. After SRCNN [7] which used a simple CNN model for SR, many deep-learning-based algorithms outperformed traditional methods [19, 43, 47] by far, and many CNN-based algorithms [5, 13, 21, 22, 28, 39, 49, 51] contributed to performance improvement in the field of SISR. Though SRCNN expected that stacking more layers would lead to performance improvement, this has not been easily achieved due to the vanishing gradient problem. Later, this problem was solved due to the advent of residual blocks [14]. Using residual blocks, VDSR [21], and DRCN [22] developed networks with deeply stacked residual blocks to improve performance. Furthermore, EDSR [28] largely improved the performance of SISR by eliminating the batch normalization [20], claiming that the batch normalization regularizes the representation power of the model. However, it was difficult to stably train a deep model without batch normalization. For a solution, EDSR suggested using residual scaling, and succeed in stably training a deep and wide network with 32 residual blocks and 256 channels.

Relatively recently, methods adopting various attention mechanisms [1, 42] are thriving in the field of single image super-resolution. RCAN [49] used residual channel attention blocks and showed impressive performance enhancement. Though few years have passed, RCAN still serves as a strong baseline method that frequently takes the second-best place in many state-of-the-art benchmarks [5, 35]. RAM [24] used intra-channel attention as well as inter-channel attention and recorded comparable performance. Algorithms using spatial attention have also been proposed. SAN [5] proposed second-order channel attention (SOCA) and non-locally enhanced residual group (NLRG) to refine features using feature statistics. HAN [35] proposed the layer attention module (LAM) and the channel-spatial attention module (CSAM) that collaboratively consider multi-scale layers, and improved the SISR results. However, spatial attentions or non-local operations come with many shortcomings: they occupy huge memory and slow down the inference speed in GPUs at test time, which limit their usage in practice.
2.2. Efficient Single Image Super-resolution

Given a low-resolution image $I_{LR}$, a SISR network outputs a super-resolution image $I_{SR}$ that aims to reconstruct the high-resolution image $I_{HR}$. In the training of a network for SISR, it is common to use cropped patches of the original images as $I_{LR}$ and $I_{HR}$, and for testing, the network uses the whole original image as $I_{LR}$. Since the SISR network only learns with the cropped small patches, there is a large discrepancy between the training and testing. A common phenomenon is that the network fails to reconstruct the local patterns at the test phase, even though it can be inferred from the neighboring pixels in a human sense. Thus, many recent works in SISR [5, 29, 33, 35] proposed using non-local operations to enhance the performance. However, non-local operations involve extra operations that often require huge computations at test time since the complexity of a non-local operation may increase at least asymptotically linear [33] or quadratic [5] to the input size, i.e. $O(NC)$ or $O(N^2C^2)$, where $N = H \times W$ when the height of the input image is $H$, and the width is $W$, and $C$ is the channel size of the SISR network. Although the non-local operation may not largely increase the parameter of the network, forwarding large test images occupies huge memory and requires lots of time consumption. Thus, networks with good computation-to-performance tradeoffs are preferred in most situations but will be particularly preferred in resource-limited embedded systems, and many lightweight networks are recently proposed [3, 12, 30, 31] that focus on designing a good network for efficient super-resolution.

2.3. Feature-map-level Knowledge Distillation

KD [18] proposed training a student network to learn soft-labels extracted from a larger teacher network, and achieved meaningful improvements. One shortcoming of this label-based approach is that the original KL-divergence-based loss is not applicable to tasks other than image classification, so that feature-map-level distillation would be preferred for researchers who want to apply knowledge distillation to other forms of tasks. In the early studies, AT [45] proposed to distill simple attention map, which is made by simply summing up the channel activations in the channel direction, and achieved comparable results to KD. FitNet [37] proposed using both label information and feature information. For feature information, they proposed to use a regressor, which is made of a $1 \times 1$ convolution layer, claiming that it can cope with the channel difference between the teacher network and the student network. This simple transformation using $1 \times 1$ convolution became the key element in future feature distillation researches [4, 16, 17, 23, 36]. This regressor is also used in other studies that adapted feature distillation, such as object detection [2, 6, 41, 46].

For super-resolution, Zhang et al. [48] proposed distilling knowledge in super-resolution with training data. Lee et al. [26] enhanced FSRCNN [8] using an autoencoder [32] that is trained by reconstructing the $I_{HR}$, and trained the FSRCNN to mimic the intermediate feature of the autoencoder. The most related study to our work is FAKD [15], which proposed distilling the feature-affinity matrix of the teacher network to the student network, which improved the performance of SAN and RCAN.

3. Proposed Method

In this work, we focus on a promising solution that has not been spotlighted much in SISR: knowledge distillation which makes the trained network more efficient, and operates in the level of the loss function. To the best of our knowledge, only a few studies [15, 26] exist that adopt knowledge distillation for super-resolution.

3.1. Knowledge distillation for SISR

Adapting knowledge distillation in the field of single image super-resolution is promising in two aspects. First, whereas finding an efficient network architecture for SISR has been extensively studied, researches that seek for finding improved training methodologies other than a simple $L_1$ regression loss are lacking. Since knowledge distillation generally grants performance improvements with additional loss terms to the conventional loss term, adopting knowledge distillation can bring further improvements in the field of single image super-resolution. Second, using knowledge distillation for SISR is meaningful for the model in the view of efficiency. As explained in Section 2.1, recent developments in SISR mostly depend on non-local operations for their performance improvements [5, 24, 29, 33, 35]. Although non-local operations are parameter-efficient because non-local operations do not use additional parameters, they occupy huge GPU memory at test time, which will be shown in Section 4.1.

To adapt knowledge distillation, a straightforward approach is using the output super-resolution image of the teacher $I_{SR}^T$ as the learning target. Thus the loss function for the student $I_{SR}^S$ is:

$$L_{SR} = \frac{1}{2N} \left( \sum_{n=1}^{N} ||I_{SRn}^T - I_{SRn}^S||_1 + \sum_{n=1}^{N} ||I_{HRn} - I_{SRn}^S||_1 \right),$$

where $N$ refers to the number of training samples in a mini-batch. It is also worth considering using rich feature information, called feature distillation. One plausible and straightforward option to consider when adapting feature distillation is to use the regressor [37] which was mentioned in Section 2.3, because it has shown its effectiveness on the tasks other than image classification [2, 6, 41, 46]. However, it has shown to be ineffective in the experiment in FAKD [15]. We also report this problem later in our experiment.
3.2. Local Feature Distillation

We conjecture that the reason FitNet [37], which worked well in the classification tasks and became the basis of many feature distillation papers [2, 4, 6, 16, 17, 23, 36, 41, 46], suffers in super-resolution is owing to the limited receptive field. From the receptive field point of view, classification has two major differences from super-resolution.

First, networks that record high performance in classification tasks are deep enough that the receptive field does not have to be considered. On the other hand, in super-resolution, the batch-normalization layer, a form of a regularizer, is not used due to the performance issue. Henceforth, it is difficult to stably train a very deep network. However, relatively shallow networks incur the problem of a limited receptive field.

Second, in image classification, the test image is resized to the same size as the learned image, wherever in single image super-resolution, an $I_{LR}$ typically cropped by $48 \times 48$ is used for the network training, and a large full $I_{LR}$ is used for testing. In conventional single image super-resolution, this discrepancy between training and testing has been tolerated for the reason that CNNs are translation invariant. However, it is problematic from the receptive field point of view.

In the network training of SISR, the network is not forced to effectively utilize the receptive fields because only small-sized $I_{LR}$ are used for training, while effectively utilizing larger receptive fields will be essential for large test images. Furthermore, if we want to distill knowledge for model compression, the student network is more likely to be a shallower network, exacerbating this receptive field problem.

To alleviate this receptive field problem, we propose a simple modification to the regressor of the FitNet: we use a deeper regressor for the training of the student network. Since the student features at each feature map location are involved in mimicking larger feature map area of the teacher network, they are forced to utilize their limited receptive fields effectively. Our method is inspired by the work of Gu et al. [11], which visualized that compared to the traditional deep super-resolution models such as SRCNN and EDSR, recent non-local super-resolution networks such as RNAN [50] and SAN utilize a much wider range of information. For each particular position in the feature map of the student network, more comprehensive feature map positions surrounding the corresponding pixel position in the feature map of the teacher network are engaged in the feature distillation. We call this method Local Feature Distillation (LFD), and its distillation loss function becomes:

$$D = \frac{F_T}{\|F_T\|_2} - \frac{DR(F_S)}{\|DR(F_S)\|_2}$$

$$L_{LFD} = \alpha_1 \|D\|_1$$

where the $F_T$ and $F_S$ refer to the feature map of the teacher and student network, respectively, and $DR(\cdot)$ refers to the deeper regressor which consists of five $3 \times 3$ convolution layers, each having a Leaky-ReLU activation with the slope of 0.1. The feature maps are normalized for better distillation as proposed in AT [45]. $\alpha_1$ is a hyper-parameter for scaling the loss term. It is called LFD because consecutive $3 \times 3$ convolutions gather local information of the student network. The illustration of our overall training is shown in Figure 2.

Distilling local features is also very intuitive in the human sense. When $I_{LR}$ whose local repetitive pattern has been blurred is to be restored to $I_{SR}$, the information about the erased pattern could be inferred using the information
in the surrounding pattern, especially when there exists a specific pattern that repeats within an image.

### 3.3. Selective Feature Distillation

To further improve LFD, we propose **selective feature distillation** (SFD) which calculates an attention map for the feature distillation location. Merging LFD and SFD together, we call our method **local-selective feature distillation** (LSFD). Because FD adds an auxiliary loss to the conventional $L_{SR}$ loss, it is natural for FD to attend more to the feature map positions where the student and the teacher disagree much and let the $L_{SR}$ loss take care of the other positions. This motivates us to pay more attention to the positions where the difference between $I_{SR}^T$ and $I_{SR}^S$ is large. For SFD, the detailed process for obtaining the attention map is depicted in Figure 3, and it is formulated as:

$$SFD = B(P(\sum_{n=1}^{3} \|I_{SRn}^T - I_{SRn}^S\|_1, S), C), \quad (3)$$

where $P(\cdot, S)$ is spatial average pooling over the tensor with a kernel size of $S$, and $S$ refers to the scale ratio of the model training, and $B(\cdot, C)$ represents the broadcasting operation over the channel dimension with $C$ being the channel size of the feature map in the SISR network. Since SISR networks do not increase the spatial dimension of the intermediate features and only adapt the pixelshuffle operation at the end of the network, the pooled and broadcasted tensor has the same size as the intermediate feature maps.

This is a big difference compared to FAKD [15], which proposed to learn the feature correlation of different feature map positions by distilling a correlation matrix with $HW \times HW$ size. In FAKD, calculating correlation matrix is a non-local operation, so that the student network is forced to learn feature relations from every feature position pair, even though there may exist unnecessary pairs that are less related, i.e. features on different positions that are distant, or features that are not lying on the same object. We thought that it would be more helpful to focus on the more informative pixels. To this end, we use SFD as an attention operator to LFD presented in Sec. 3.2.

### Experiments

In this section, we first explain the details of our network training, and analyze the experimental results both quantitatively and qualitatively.

#### 4.1. Experiment Settings

Following the previous literature [5, 7, 21, 28, 49], we use 800 images from DIV2K [40] dataset for the network training, and use Set5, Set14, BSD100 and Urban100 dataset for testing the trained network, each having different characteristics. We conducted experiments on three SISR networks, RCAN [49], EDSR [28], and SAN [5]. All the student networks are trained using ADAM [25] optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.99$, and $\epsilon = 10^{-8}$. The initial learning rate is 0.0001, and is halved at 150 epochs. The main comparator in our experiments was FAKD [15]. FAKD trained the student network for 200 epochs, but empirically, this was far from the point of saturation. Therefore, we trained all the student networks for 300 epochs. All the networks use mini-batches containing 16 low-resolution patches whose size is $48 \times 48$ for input, and only horizontal flip was applied for data augmentation. Random rotation was not applied to exclude possible interactions with feature distillation, which is different from the training of the original SAN. For LFD, $\alpha_2$ is set to 2,000, and $\alpha_3$ is set to 10 in Eq. (2) and Eq. (4).

For the network architecture, the teacher network of the RCAN has 20 residual channel attention blocks (RCAB) in every 10 residual groups (RG) and 64 feature map channels. For the student network of RCAN, the number of RCABs...
in each RG is changed to 6; thus, the student network has about 1/3 parameters compared to the teacher network. In contrast, for SAN, we maintain the residual blocks in each local-source residual attention group (LSRAGs) as 10 but reduce the number of LSRAGs from 20 for the teacher network to 6 for the student network. For both types of networks, we maintain the number of channels for the student networks. For EDSR, we reduce the number of residual blocks and the number of channels from 32 and 256 to 16 and 64.

Some measures for the models which we experimented with are provided in Table 1, together with the model configurations explained above. The ‘Memory’ refers to the amount of GPU memory consumption at the test phase, and the runtime is the average time taken for processing an input image. The runtime and memory usage are measured using 100 images in the B100 benchmark dataset with the upscale ratio of 2 and batch size of 1, using a single Geforce Titan RTX GPU. The MultiAdds is calculated using single $3 \times 640 \times 480$ sized input, and the GPU memory consumption in the table is the ceiling value required to measure the entire data set. Since EDSR only has resblocks, numbers on the ResGroups row are omitted. For SAN, the SOCA block of SAN has intractable calculations because it handles heavy operations, which includes $HWC \times HWC$ sized covariance matrix, so the MultiAdds row is omitted.

4.2. Quantitative Results

The quantitative results are in Table 2, 3, 4. In this subsection, we analyze the results on these tables based on several different criteria.

Impact of deeper regressor: From Table 2, we can compare the result of FitNet and LFD. When FitNet is used directly on SISR, a slight increase in the PSNR scores occurs. By making the regressor much deeper, each pixel learns from more spacious features from the teacher network so that the student network learns to focus on local regions that may help reconstruct local patterns. Thus, LFD is much more suitable for SISR, leading to the success of feature distillation in super-resolution.

Impact of LFD and LSFD: In Table 2 and 3, the test PSNR estimated using our LSFD outperforms the previous methods in most of the experiments. Our LFD and LSFD especially perform better in Urban100 dataset, where reconstructing repetitive local patterns is essential, as we intended. However, this effect diminishes in a high scale ratio ($\times 4$). We conjecture that the information loss is so significant that the local patterns are no longer helpful in reconstructing the original. For all training methods, the increases in PSNR in EDSR are poorer on average compared to RCAN, but LSFD performed better than others in most settings. We conjecture that the reason for the inferior feature distillation performances in EDSR is using a long skip connection instead of several short skip connections. The LFD seems to be inferior compared to FAKD in EDSR models, but by introducing SFD, LSFD overtakes FAKD.

Adding Frequency-domain loss: We also tried using the frequency domain loss and reported the results in Table 2 and 3. There were a few papers that proposed using frequency domain information. Li et al. [27] proposed using frequency domain inputs for super-resolution, and some other papers [10, 38] suggested frequency component of the $I_{SR}$ for perceptual loss in perceptual super-resolution. In our experiments, we simply use Fourier transformation for our loss:

$$\mathcal{L}_{FFT} = \|\text{FFT}(I_{SR}^T) - \text{FFT}(I_{SR}^T)\|_1,$$  \hspace{1cm} (6)

where $\text{FFT}(\cdot)$ is fast Fourier transformation. Using $\mathcal{L}_{FFT}$ was not much help for the RCAN models but was effective for EDSR models. The usage of $\mathcal{L}_{FFT}$ had desirable synergy with both LSFD and FAKD.
Table 3. PSNR scores measured on EDSR networks. The meaning of the asterisk, blue, red, bold texts are the same as Table 2.

Table 4. PSNR scores measured on SAN networks. The numbers with † means it was tested in four-crops, and the FAKD* is our reproduced result.

Results on SAN: For the results in Table 4, there exist limits for a fair comparison because some results contain 4-crop testing, which means we divide each test image in quarter size to generate four of small \( I_{SR} \)s, and attached them together later. This drops PSNR because the network cannot get full advantage of non-local operation. However, it was inevitable in order to measure the PSNR because SAN networks require a huge number of operations with \( O(N^2C^2) \) complexity, and test images often have a high spatial dimension. For the numbers with * marks, PSNR was measured by dividing \( I_{LR} \) into quadrants and stitching four small SRs since it was impossible to forward full \( I_{LR} \) image using a minibatch of size 1 with RTX A6000 GPU which has 48GB memory.

4.3. Qualitative Results

Detailed visualizations of the difficult Urban100 examples for different RCAN networks are provided in Figure 4, 5 and 6, with each different images and upscale ratios. The images chosen are frequently used samples in other SISR papers. The ‘LR bicubic’ image is attained by simply applying bicubic upsampling to the \( I_{LR} \). To compare the reconstruction power of the model with the PSNR scores directly, PSNR scores are calculated only using the cropped region for detailed comparison. As can be seen in the low-resolution images, the aliasing problem arises that distorts the original patterns, which mainly causes the performance degradation. For such images, the performance of the network is determined by how well it recovers the pattern of the HR using information from the surrounding patterns [11]. We can clearly see that distilled models produce better results. Especially, for Fig. 4, LSFD reconstructs better than...
the teacher network, which is consistent with the quantitative PSNR results that models trained by our method especially perform well on the Urban100 dataset.

5. Discussion

Effective usage of receptive fields: Various feature distillation methods exist that can be adapted to SISR, but many of them are shown to be ineffective in the paper of FAKD [15]. Since our method enables more expansive feature map areas to be involved for each distilled feature position, the student network is forced to focus on several surrounding positions in the feature map, which results in the effective usage of receptive fields, and this effect is visualized through the gradient map of the LAM. In Figure 1, we can infer that in the ‘Area of Contribution’ of LSFD, our LSFD model tries to use successfully generated area of itself as a reference for generating the interested area.

Limitations: Although our model improves the performance of the student network a lot, its limitation is that features at different spatial locations that are far away cannot affect each other, even though they may have relations. For this property, although LSFD notably outperforms on anti-aliasing, as we verified on Urban100 experiments, they perform not as well on other datasets. We think that it would be beneficial if the model could simultaneously attend to the more important feature map areas and simultaneously distill features based on the non-local operation. We tried some experiments that use attention to the input feature map of FAKD using the SFD matrix, but it led to performance degradation.

6. Conclusion

This paper described the importance of adapting KD to single image super-resolution (SISR) and proposed Local-Selective Feature Distillation (LSFD) that successfully applies the regressor-based feature distillation on the area of SISR. Our LFD showed the importance of utilizing a wider feature range in the receptive field point of view, and by additionally applying SFD, LSFD demonstrates the impact of our selective attention to more important feature areas both quantitatively and qualitatively. Our method suggests a promising viewpoint for future works adapting feature distillation to the task of super-resolution.
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