Non-classicality of temporal correlations
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The results of space-like separated measurements are independent of distant measurement settings, a property one might call two-way no-signalling. In contrast, time-like separated measurements are only one-way no-signalling since the past is independent of the future but not vice-versa. For this reason some temporal correlations that are formally identical to non-classical spatial correlations can still be modelled classically. We propose a new formulation of Bell’s theorem for temporal correlations, namely we define non-classical temporal correlations as the ones which cannot be simulated by propagating in time the classical information content of a quantum system given by the Holevo bound. We first show that temporal correlations between results of any projective quantum measurements on a qubit can be simulated classically. Then we present a sequence of measurements on a single m-level quantum system that cannot be explained by propagating in time an m-level classical system and using classical computers with unlimited memory.

Introduction. The violation of a Bell inequality [1–3] demonstrates that the outcomes of an experiment have contradicted a set of well defined classical intuitions. Quantum mechanics allows correlations between space-like separated particles that have no explanation in terms of a hidden variable model, i.e. they cannot be reproduced with the help of classical computers running pre-agreed algorithms. However, when correlations are generated in a temporal scenario, by a sequence of time-like separated measurements, it is more difficult to demonstrate their non-classical nature. The causal structure of physics implies only one-way no-signalling, namely the impossibility of sending communication backwards in time. The only bound on forward signalling is the information capacity of the physical system.

Here we analyse a single quantum system measured at n points in time and consider to what extent one can prove that the temporal correlations between these measurement outcomes could not be generated by a classical system. We assume an idealization, in which the m-level physical system carries no hidden degrees of freedom. In this case the classical information capacity of the system is log2 m; known as the Holevo bound [4].

The previous approach to demonstrate non-classicality of temporal quantum correlations are so called “temporal Bell inequalities” [5–12]. One of the problems with this approach, stated in [11], is that the classical assumptions behind the temporal inequalities, which are realism and non-invasiveness, were originally chosen to test the quantumness of a temporal evolution of macroscopic quantum systems [5]. As such, they do not provide a convincing test of quantumness in the case of a single evolving system. Moreover the operational meaning of the assumptions themselves is still a subject of debate [13].

The fact that in the sequential scenario the evolving system carries information has significant consequences. Let us first consider the simplest possible case: a single two-level system which undergoes a sequence of two black-box operations at time instances t1 and t2 (see Fig. 1). Each black box has an input describing which black-box operation is to be performed. The only bound on forward signalling is the information capacity of the physical system. In quantum physics, the inputs have the form of unit vectors ̂a(t1) and ̂a(t2), and we choose the outputs as α(t1) = ±1 and α(t2) = ±1, respectively. After many experiments we verify, that the temporal correlation function ⟨α(t1)α(t2)⟩ equals ̂a(t1) · ̂a(t2). This

FIG. 1. The simplest temporal experiment. A single system undergoes a sequence of two non-demolishing black-box operations. The boxes are governed by inputs ̂a(t1) and ̂a(t2), and output binary outcomes α(t1) and α(t2) equal ±1. The observed quantum correlation function of outcomes is given by the dot product of the input vectors. Although the correlation function is formally the same as the one of a maximally entangled state, and maximally violates the temporal CHSH inequality we cannot conclude that there is something quantum in this experiment. As shown in the main text the correlations can as well arise from a classical simulation protocol which uses classical one-bit communication channel.
is (up to the sign) the correlation function that would be generated by two separated parties that share the singlet state. Moreover, it leads to a maximal violation of the temporal CHSH inequality [8]. Can we conclude from these two facts that our system gives rise to non-classical temporal correlations? The answer is negative — instead of a single qubit one can communicate one classical bit which together with black boxes equipped with classically correlated real vectors \( \hat{\lambda} \) implement the Toner-Bacon 1-bit protocol for simulating the singlet state \([14][15]\). Furthermore, beginning the evolution with an arbitrary qubit state any sequence of singlet state \([14]\). Thus the temporal correlations of projective measurements leads to correlations that factor into pairs of dot products of the consecutive input vectors \([8]\). Thus the temporal correlations of projective measurements on a qubit admit a classical simulation essentially using a sequence of Toner-Bacon protocols.

A similar situation can arise in the case of multipoint correlations. For example, consider a sequence of three black boxes with two-setting inputs \( \phi(t_k) = \{0, \pi/2\} \) for \( k = 1, 2, 3 \) and binary outputs \( \alpha(t_k) = \pm 1 \). In this case the inputs fulfill the additional constraint \( \sum_k \phi(t_k) = \{0, \pi\} \). Let us assume, that the correlation function of outputs \( \alpha(t_1)\alpha(t_2)\alpha(t_3) \) equals \( \cos(\phi(t_1) + \phi(t_2) + \phi(t_3)) \). This is the correlation function of a Greenberger-Horne-Zeilinger (GHZ) state, and in the spatial scenario leads to the GHZ paradox \([10]\). However, as we prove later in the paper, the entire setup can be simulated by a classical protocol with exactly 1 bit of classical communication. Again, we cannot verify that truly non-classical correlations have appeared.

**New definition of a non-classicality of temporal correlations.** The above examples show that identifying a violation of temporal Bell inequalities with so called ‘entanglement in time’ \([8]\) is not always accurate. Indeed, forward signalling of classical information in the sequential scenario leaves a kind of communication loophole: correlation functions which would be considered non-classical in the spatial setting can be simulated by classical protocols that use a classical communication channel with capacity given by the Holevo bound of the corresponding quantum particle. This distinction motivates our definition (see Fig. 2):

**Definition 1.** The temporal correlation function \( E(Y_1, \ldots, Y_m | X_1, \ldots, X_N) \) of the \( m \) level quantum system is genuinely non-classical if all classical algorithms that simulate the function require more than \( \log_2 m \) bits of classical communication at some step of the simulation.

The idea of quantifying the degree of a non-classicality of a physical process by the amount of classical resources needed to simulate it has already appeared in many contexts: communication complexity of simulating spatial quantum correlations \([14][17][24]\), memory complexity of simulating contextual effects \([25]\), and memory complexity of simulating unitary evolution \([11][26][27]\). However, to the best of our knowledge we are the first to utilize it in the context of a general temporal scenario, without any restrictions on the sequential black-box operations.

We demonstrate the utility of our definition by presenting a sequence of quantum measurements that give non-classical temporal correlations provided the number of measurements is sufficiently large. The quantum system and measurements we propose have the appealing property that they are within the reach of current experimental techniques. In the simplest case, we find non-classical temporal correlations for a sequence of 34 POVM measurements on a qubit system.

**Non-classicality of temporal GHZ correlations.** We show that the temporal GHZ correlations, that is temporal correlations which have the same form as spatial correlations of an \( n \)-qunit GHZ state:

\[
|GHZ\rangle = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} |i\rangle^\otimes n,
\]

are non-classical on condition that the number of measurement steps and the number of settings per each observer in a sequence is sufficiently large. To prove this fact we utilize the so called modulo-\( (m, d) \) games \([28]\). In the spatial scenario, these games are distributed computing tasks, with the property, that they can be solved with certainty with the help of shared GHZ-state \([1]\) but cannot be solved with certainty using classical randomized algorithms, i.e. if the parties are equipped with classically correlated random variables. We translate these

![FIG. 2. Temporal correlation functions. a) A sequence of \( n \) consecutive measurements on a single quantum system with settings provided by inputs \( X_k \) and outcomes given by numbers \( Y_k \). We say that temporal correlations are non-classical if there is no classical simulation depicted in panel b). At the \( i \)-th step of the simulation, the \( i \)-th black box can perform local computations and send classical communication to the next box. The correlation function obtained in the scenario a) is non-classical if every classical simulation b) requires more communication than the classical information capacity of the quantum particle in at least one stage of the simulation.](image-url)
games into the sequential scenario and prove that they can be always solved exactly by a sequence of POVM measurements on a single qubit giving rise to temporal GHZ correlations. We show that for some sets of parameters \(n, m, d\) they cannot be simulated by a protocol, which at each stage communicates at most the number of classical bits given by the Holevo bound.

**Definition 2** (sequential \(n\)-point modulo-(\(m, d\)) problem). A sequential \(n\)-point modulo-(\(m, d\)) problem is a communication complexity task, in which \(n\) separate ordered parties are given \((\log d)\)-bit inputs \(X_k\), with the promise that \(\sum_{k=1}^{n} X_k \mod d = 0\). The task of the parties is to output values \(Y_k \in \{0, 1, \ldots, m-1\}\) fulfilling \(d \sum_{k=1}^{n} Y_k \equiv \sum_{k=1}^{n} X_k \mod (md)\) in a sequential protocol, which at \(k\)-th stage allows \(k\)-th party to produce her local output \(Y_k\) and communicate a \(ck\)-bit message \(M_k\) to the \((k+1)\)-st party.

First we prove, that the above problem can be solved with certainty by a sequence of appropriate generalized quantum measurements on a single qubit. To solve the modulo-(\(m, d\)) problem in a spatial domain \([28]\), the \(n\) parties share state \(|1\rangle\) and apply local unitary operations \(F_{m}^{1}(S_{dm})^{X_k}\) to their particles, where \(F_{m}^{1}\) is the state maximally entangled GHZ state is \(m\), which implies that the state can be constructed by a sequential cascade of two qubit gates \(U_{30,31}\). This property means that one can map arbitrary local projective measurements in the sequential scenario into a sequence of POVM measurements on a single system with dimension \(m\) whilst keeping the correlation function fixed \([32]\). Following the construction presented in Ref. \([32]\) one finds the measurement operators \(K_{Y_k}\) corresponding to different outcomes \(Y_k\) by solving the system of equations:

\[
S(U(|\psi\rangle \otimes |0\rangle)) = \sum_{Y_k=1}^{m} (K_{Y_k} |\psi\rangle) \otimes F_{m}^{1}(S_{dm})^{X_k} |Y_k\rangle ,
\]

where \(S\) is a swap operator, and \(|\psi\rangle\) is an arbitrary state. For odd dimensions \(m\), measurement operators \(K_{Y_k}\) obtained in this way are diagonal matrices \(M\) with \(j\)-th diagonal element equal to \(|M(d)|_{jj} = \frac{1}{\sqrt{m}} \exp \left(\frac{iX_j \pi (2^j - 2)}{d}\right)\).

For even \(m\), measurement operators corresponding to outputs \(Y_k\) are \(K_{Y_k} = A_{Y_k} M\), where \(A_{Y_k}\) is a diagonal matrix with elements \(\pm 1\) and \(\pm i\). In particular for \(m = 2\), \(A_0 = \text{diag}(1,1), A_1 = \text{diag}(1,-1)\); for \(m = 4\), \(A_0 = \text{diag}(1,1,1,1), A_1 = \text{diag}(1,-i,-1,i)\), \(A_2 = \text{diag}(1,-1,-1,1)\); for \(m = 6\), \(A_0 = A_2 = A_4 = \text{diag}(1,1,1,1,1,1), A_1 = A_3 = A_5 = \text{diag}(1,-1,-1,-1,1)\).

We now consider classical simulations of modulo-(\(m, d\)) games that use at most log \(m\) bits of classical communication at each step. Before presenting the main result, we first discuss the simplest case \(m = d = 2\). It turns out, that this problem can be simulated with a single bit of communication at each stage. Recall that in the sequential modulo-(2, 2) problem, the parties are given bit inputs \(X_k \in \{0, 1\}\) with the promise \(\sum_{i} X_i \equiv 0 \mod 2\) and output \(Y_k \in \{0, 1\}\) so that the outputs fulfill \(\sum_{i} 2Y_i - \sum_{i} X_i \equiv 0 \mod 4\). Let us consider the following deterministic protocol:

- The message is initialised to \(M_0 = 0\),
- if \(X_i = M_{i-1} = 1\), then the \(i\)-th party returns \(Y_i = 1\), and otherwise it returns \(Y_i = 0\),
- the \(i\)-th party sends \(M_i = (X_i + M_{i-1}) \mod 2\) to the \((i+1)\)-st party.

The protocol works due to the property: \(\sum_{i \leq j} X_i = M_j + \sum_{i < j} 2Y_i\), which can be shown by induction on \(j\). Since \(M_j = \sum_{i < j} X_i \mod 2\), by the promise on the input for \(j = N\) we have \(M_N = 0\). Hence, \(\sum_{i < N} X_i = \sum_{i < N} 2Y_i\), and the claim follows.

The protocol is valid because the expectation value of \(\sum_{k=1}^n Y_k\) for settings that satisfy the promise (assuming \(X_k\) corresponds to \(\hat{x}\) and \(\hat{y}\) directions on the Bloch sphere) is either equal to 0 (for even number of pairs of settings equal to 1) or 1 (for odd number of the pairs). It is therefore sufficient to keep track of the parity of the number of settings equal to 1. This is exactly accomplished by the protocol. Note that the "local" (single-point) expectation values are not modelled by this protocol.

Since the modulo-(2, 2) problem for \(n = 3\) is equivalent to the scenario of the original GHZ paradox \([33]\), discussed in the introduction, it follows that the two-setting GHZ qubit correlations, which in the spatial domain reveal strong non-classicality, do not fulfil the definition of non-classical temporal correlations.

We now provide a general lower bound on the amount of communication which is needed to classically solve these problems, which will imply the main result of our work.

**Theorem 1.** Every classical protocol which solves the sequential modulo-(\(m, d\)) problem with certainty uses more than \(c_k = \log(d/m) - 1\) bits of communication in all stages of the protocol except at most \(md - 1\) (not necessarily consecutive) stages, when \(d\) is an integer power of 2 and \(m\) is even.

The proof comes by a minor modification of the argument used in \([26]\). We provide a stand-alone proof for completeness, since the original proof applies an iterated argument in a slightly informal way, leading to incorrect constants in the analysis. To perform a proof by contradiction, fix any classical protocol which claims to solve the modulo-(\(m, d\)) problem with certainty, while using at most \(c_k\) bits of communication in some \(n_0 = md\) stages. We will act as an adversary, constructing two valid inputs
of the modulo-\((m,d)\) problem, \(\{X_k\}_{k=1}^n\) and \(\{X'_k\}_{k=1}^n\) such that \(\sum_{k=1}^n X_k \not\equiv \sum_{k=1}^n X'_k \mod md\). The inputs will be defined so that the corresponding outputs \(\{Y_k\}_{k=1}^n\) and \(\{Y'_k\}_{k=1}^n\) will be indistinguishable, i.e., \(Y_k = Y'_k\) for all \(1 \leq k \leq n\). Hence, the modulo-\((m,d)\) problem will be solved incorrectly for at least one of the inputs \(\{X_k\}_{k=1}^n\), \(\{X'_k\}_{k=1}^n\), leading to a contradiction.

The construction proceeds as follows. Let \(K_0 = \{k_1,k_2,\ldots,k_{n_0}\}\) be the set of indices of the stages for which the protocol sends messages of size less than \(c_k\). We proceed with the construction of inputs \(X_k, X'_k\) sequentially, for \(k = 1,2,\ldots,n\), so that the following predicates are fulfilled at any step \(k\):

- For all \(j \leq k\), \(Y_j = Y'_j\).
- For all \(j \leq k\), \(M_j = M'_j\), where \(M_j\) is the message.

The construction of inputs \(X_k, X'_k\) proceeds as follows:

- For any stage \(k \notin K_0, k \neq n\), we set \(X_k\) arbitrarily, and put \(X'_k = X_k\). Clearly, since \(M_{k-1} = M'_{k-1}\) by the inductive assumption and \(X'_k = X_k\), the protocol will act identically in the \(k\)-th step in both cases, thus we have \(M_k = M'_k\) and \(Y_k = Y'_k\).

- For any stage \(k \in K_0, \) given message \(M_{k-1} = M'_{k-1}\) we consider the set of outcome pairs \(p(x) = (M_k(x), Y_k(x))\) of the execution \(k\)-th step of the protocol, taken over all possible inputs \(x \in \{0,1,\ldots,d-1\}\). Since \(|M_k| \leq 2^s\) for \(k \in K_0\) and \(Y_k \in \{0,1,\ldots,m-1\}\), the set of possible output pairs \(p(x)\) has at most \(2^{ckm}\) elements. Since \(2^s \leq 2^{\log(d/m)}\), there exists a pair of values \(x < x', x,x' \in \{0,1,\ldots,d-1\}\), such that \(p(x) = p(x')\). We denote \(x' = x + \Delta_k\), with \(\Delta_k \in \{1,2,\ldots,d-1\}\). We now put \(X_k = x\), and choose \(X'_k \in \{X_k, X_k + \Delta_k\}\), according to a rule which will be described later. Regardless of this choice, we have \(M_k = M'_k\) and \(Y_k = Y'_k\).

- Finally, in stage \(k = n\), we set \(X_n\) so that the input \(\{X_k\}_{k=1}^n\) satisfies the modulo-\(d\) promise, and also put \(X'_n = X_n\).

It remains to show that it is possible to fix \(X'_k\) from among each pair of considered values \(\{x,x + \Delta\}\) for \(k \in K_0\), so that \(\sum_{k \in K_0} X_k \not\equiv \sum_{k \in K_0} X'_k \mod md\). This is possible by the following lemma, whose proof is presented in Section B of the Appendix.

**Lemma 1.** Let \(\{\Delta_k\}_{k \in K_0}\) be any sequence of integers, with \(\Delta_k \in \{1,2,\ldots,md-1\}\), where \(m\) is even and \(d = 2^s\) for some integer \(s > 0\). Then, there exists a subset of indices \(K'_0 \subseteq K_0\) such that \(\sum_{k \in K'_0} \Delta_k \equiv 0 \mod d\) and \(\sum_{k \in K'_0} \Delta_k \not\equiv 0 \mod md\).

Using Lemma 1, we then pick \(X'_k = X_k + \Delta_k\) for all steps \(k \in K'_0\), and put \(X'_k = X_k\) for all steps \(k \in K_0 \setminus K'_0\). This completes our construction.

The above theorem can be treated as a temporal version of Bell inequalities with auxiliary communication in the spatial scenario \([24,33]\), and directly leads to the main result of our work:

**Proposition 1.** The temporal GHZ correlations arising from a sequential measurements on a single qubit are non-classical for \(n \geq 4m^3 + m\).

**Proof.** It suffices to show that there exists a modulo-\((m,d)\) game for some \(d, n\), for which classical simulation uses in at least one stage of the protocol more than \(\log m\) bits of communication. Using Theorem 1, we need to choose parameters so that the following two conditions are fulfilled:

- \(\log(d/m) - 1 > \log m\), which means that the classical communication needed is greater than the Holevo bound for the system,
- \(md - 1 < n\), which guarantees that the amount of communication equal to \(\log(d/m) - 1 > \log m\) bits is needed in at least one stage.

It is easy to see that taking \(n \geq 4m^3 + m\) guarantees that there exists \(d = 2^s\), such that numbers \(m, n, d\) fulfill both of the above conditions.

The above proposition shows that temporal GHZ correlations of any quoit reveal temporal non-classicality, if \(n\) is sufficiently large, which implies that any simulating protocol uses more bits of communication than the Holevo bound in at least one stage of the protocol. As a matter of fact, our theorem shows that this actually happens in almost all stages of the protocol (for detailed analysis see Section A in the Appendix).

**Conclusions.** In general terms, correlations between physical systems can be considered in two distinct scenarios: spatial and temporal. In the spatial scenario local measurements are performed by space-like separated parties who may share a source of joint randomness but who are unable to communicate. Temporal correlations, on the other hand arise from a sequence of measurements on a single physical system at different time instances. Communication is now allowed from one time instance to the next but is limited by the information capacity of the system.

We showed that in the temporal measurement scenario one can define a notion of non-classical \(n\)-point correlations with a clear operational interpretation. Namely, such correlations cannot be simulated by any classical protocol whose communication is limited by the Holevo capacity of the evolving quantum system. In addition, we demonstrated that the temporal analogue of generalised GHZ correlations arising from sequential measurements on a single qubit, reveal non-classicality in the temporal scenario provided the number of measurements is large enough. Apart from these foundational issues, we provided the first general lower bound on the communication complexity of simulating multi-point quantum correlations in a sequential measurement scenario (see Ref. \([23]\) for results on the classical communication cost of simulating spatial GHZ correlations).
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Appendix A: Communication complexity properties of sequential protocols simulating GHZ correlations

Proposition 2. Any classical protocol simulating temporal GHZ correlations of a single qubit on n parties must:

1. Send $\Omega(\varepsilon \log n)$ bits of communication to the next party for each of at least $n - O(n^{\varepsilon})$ parties, for any $\varepsilon > 0$.

2. Contain a sequence of $\Omega(n^{1-\varepsilon})$ consecutive parties, each of which needs to send $\Omega(\varepsilon \log n)$ bits of communication to the next party, for any $\varepsilon > 0$.

Proof. It suffices to take $d = \Theta(n^\varepsilon)$ in Theorem 1.

Note that in order to obtain a violation of the Holevo bound for almost all parties, we need to choose an appropriate value of $n = n^{\Theta(1/\varepsilon)}$, so that the required amount of communication of $\Omega(\varepsilon \log n)$, which follows from the above proposition, exceeds $\log m$.

Appendix B: Proof of Lemma 1

W.l.o.g. let $K = \{1, \ldots, n\}$ within the proof of this claim. Define $S_i$ be the set of all modulo-$md$ remainders which can be obtained using subset sums of the first $i$ elements,

$$S_i = \left\{ \left( \sum_{j \in I} \Delta_j \right) \mod(md) : I \subseteq \{1, \ldots, i\} \right\}.
$$

Consider the sequence of sets, $S_1, S_2, \ldots, S_n$. Since $S_i \subseteq S_{i+1} \subseteq \{1, \ldots, md - 1\}$ for $i = 1 \ldots n$ and $n \geq md$, we must have that $S_a = S_{a+1}$ for some $a$. The element $\Delta_{a+1} \in S_a$ and the set $S_a$ is invariant with respect to a modulo-$md$ shift by $\Delta_{a+1}$.

$$S_a = \Delta_{a+1} + S_a \mod md. \quad (B1)$$

Let $p$ be the unique odd integer such that $\Delta_{a+1} = p \cdot 2^r$, for some integer $r \geq 0$. Equation (B1) implies that all multiples of $\Delta_{a+1}$ are also in $S_a(\mod md)$ and in particular, $2^{-r} \Delta_{a+1} = pd \mod md \in S_a$. Since $p$ is odd and $m$ even, $2^{-r} \Delta_{a+1} \neq 0 \mod md$ and $2^{-r} \Delta_{a+1} = 0 \mod d$, as required.
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