Preliminary Tests on the Sensitivity of the FORAIR_IT Air Quality Forecasting System to Different Meteorological Drivers
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Abstract: Since 2017, the operational high-resolution air quality forecasting system FORAIR_IT, developed and maintained by the Italian National Agency for New Technologies, Energy and Sustainable Economic Development, has been providing three-day forecasts of concentrations of atmospheric pollutants over Europe and Italy, on a daily basis, with high spatial resolution (20 km on Europe, 4 km on Italy). The system is based on the Atmospheric Modelling System of the National Integrated Assessment Model for Italy (AMS-MINNI), which is a national modelling system evaluated in several studies across Italy and Europe. AMS-MINNI, in its forecasting setup, is presently a candidate model for the Copernicus Atmosphere Monitoring Service’s regional production, dedicated to European-scale ensemble model forecasts of air quality. In order to improve the quality of the meteorological input into the chemical transport model component of FORAIR_IT, several tests were carried out on daily forecasts of NO\textsubscript{2} and O\textsubscript{3} concentrations for January and August 2019 (representative of the meteorological seasons of winter and summer, respectively). The aim was to evaluate the sensitivity to the meteorological input in NO\textsubscript{2} and O\textsubscript{3} concentration forecasting. More specifically, the Weather Research and Forecasting model (WRF) was tested to potentially improve the meteorological driver with respect to the Regional Atmospheric Modelling System (RAMS), which is currently embedded in FORAIR_IT. In this work, the WRF chain is run in several setups, changing the parameterization of several micrometeorological variables (snow, mixing height, albedo, roughness length, soil heat flux + friction velocity, Monin–Obukhov length), with the main objective being to take advantage of WRF’s consistent physics in the calculation of both mesoscale variables and micrometeorological parameters for air quality simulations. Daily forecast concentrations produced by the different meteorological model configurations are compared to the available measured concentrations, showing the general good performance of WRF-driven results, even if performance skills are different according to the single meteorological configuration and to the pollutant type. WRF-driven forecasts clearly improve the model reproduction of the temporal variability of concentrations, while the bias of O\textsubscript{3} is higher than in the RAMS-driven configuration. The results suggest that we should keep testing WRF configurations, with the objective of obtaining a robust improvement in forecast concentrations with respect to RAMS-driven forecasts.
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1. Introduction

Real-time air quality forecasting systems are widely used to assess short-term (1 to 5 days ahead) atmospheric concentrations of pollutants [1,2]. This information can support air quality managers in adopting decisions aimed at a reduction in either emissions (e.g., limitations to road traffic and residential heating) or human exposure to pollution (e.g., limitations on outdoor sport activities, discouraging vulnerable individuals like children and the elderly from leaving home in the most polluted hours of the day) [3,4].

FORAIR_IT [5,6] is a real-time air quality forecasting system for Italy, developed and maintained by the Italian National Agency for New Technologies, Energy and Sustainable Economic Development (ENEA), Division Models and Technologies for Risks Reduction, Laboratory of Atmospheric Pollution (SSPT-MET-INAT [7]), which reproduces regulated air pollutants on a three-dimensional Eulerian grid. The system, fully described and validated in [6], has been running since 2017 and it is currently being upgraded towards full operation, on behalf of the Italian Ministry for the Environment, Land and Sea. FORAIR_IT is based on the national Atmospheric Modelling System of the National Integrated Assessment Model for Italy (AMS-MINNI) to support the international negotiation on atmospheric pollution [8,9], evaluated in several studies across Italy [10–14] and Europe [15–17]. AMS-MINNI is presently a candidate model for the regional production of the Copernicus Atmosphere Monitoring Service (CAMS) [18], dedicated to European-scale ensemble model forecasts of air quality.

The modelling systems AMS-MINNI and FORAIR_IT have a chemical transport model (CTM) core, fed by emission data and meteorological variables. Currently, in both systems, the meteorological driver is the prognostic model Regional Atmospheric Modelling System (RAMS) [19–21] coupled with a diagnostic processor for micrometeorology, SURFace–atmosphere interface PROcessor (SURFPRO) [22,23].

The Weather Research and Forecasting system (WRF) [24,25], a widely used state-of-the-art weather model, has been recently tested as meteorological driver of FORAIR_IT. The main reasons for testing WRF are (i) the user-friendly interface for extracting the derived micrometeorological quantities, which gives the possibility to directly force the CTM, giving physical consistency to the simulations, and (ii) the wide community of developers and users who keep the model constantly updated. In Europe, the use of WRF to drive CTMs with national/regional coverage is widespread (France [26], Germany [27], Poland [28], Spain [29,30], Switzerland [31], the United Kingdom [32]), with several countries running CMAQ (Community Multiscale Air Quality modeling system [33]). The aim of our study is to start to identify an optimal configuration for real-time air quality forecasting, using WRF as the meteorological driver for FORAIR_IT. In particular, we want to investigate how to increase the physical consistency of the simulations, in terms of coupling between meteorological conditions and pollutant concentrations, by using, as much as possible, both the mesoscale variables and the turbulent/micrometeorological variables produced by WRF. From this perspective, FORAIR_IT air quality forecasts produced by WRF are evaluated by using seven different combinations of micrometeorological variable setups. Forecasts produced by RAMS forcing are also shown and compared to WRF-driven results.

Predicted concentrations have been compared to available measurements at surface background stations in Italy in January and August 2019, two months generally taken into consideration for the seasonal meteorology of winter and summer in the Northern Hemisphere, respectively (e.g., see [34,35]).

Section 2 illustrates the FORAIR_IT model chain setup and the implementation of WRF, together with the observations used for the evaluation of the daily forecasts. Section 3 presents the results of the two analysed pollutants together with model performances, evaluated in terms of three skill scores (Root Mean Square Error, Correlation Index and Modified Mean Bias), as well some analyses of RAMS and WRF results. In conclusion, Section 4 draws some conclusions and illustrates the future directions of WRF implementation in FORAIR_IT.
2. Materials and Methods

2.1. FORAIR_IT Current Setup

FORAIR_IT is a real-time air quality forecasting system, entirely based on the national modelling system AMS-MINNI, funded since 2002 by the Italian Ministry for the Environment, Land and Sea. Since 2017, FORAIR_IT has been providing three-day forecasts of concentrations of atmospheric pollutants over Europe and Italy, on a daily basis, with high horizontal spatial resolution (20 km over Europe, 4 km over Italy). The system runs on the Computational RESearch Centre on COmplex systems (CRESCO), the high-performance computing infrastructure of ENEA [36].

Here, we outline the main characteristics of FORAIR_IT, which are highlighted in the flowchart scheme of Figure 1 and can be found in detail in [6].

The core of the modelling system is the chemical transport model Flexible Air Quality Regional Model (FARM) [37–41]. It is a three-dimensional offline Eulerian model that accounts for the transport, chemistry and removal of atmospheric pollutants. FARM’s major features include the handling of emission of pollutants from area and point sources, with plume rise calculation and mass assignment to vertical grid cells, three-dimensional transport by advection and turbulent diffusion, transformation of chemical species by gas-phase chemistry (SAPRC-99 [42]) and aerosol modules (AERO3 [43]), and the dry and wet removal of pollutants, depending on meteorology and land use.

Anthropogenic emissions come from the TNO-MACCIII emission inventory (Toegepast Natuurwetenschappelijk Onderzoek-Monitoring Atmospheric Composition and Climate III [44,45]) for the European domain. For the Italian domain, emissions are provided by the National Emission Inventories of Italy and neighbouring countries. Furthermore, particulate matter emissions from resuspension induced by road traffic and agricultural activities are calculated and included. Natural emissions are computed by the biogenic emission module MEGAN (Model of Emissions of Gases and Aerosols from Nature [46]) v2.04, integrated in SURFPRO (the diagnostic processor for micrometeorology); natural emissions include biogenic non-methane volatile organic compounds (NMVOCs), sea salt and crustal dust. Further details on emissions are available in [14].

The FORAIR_IT forecasting system is currently running with the non-hydrostatic prognostic model RAMS as meteorological driver. RAMS has been widely used since the 1990s for meteorological assessment and forecasting for CTMs in the USA [47–50], where it was developed, and outside the USA [51–57]. In FORAIR-IT, RAMS is run in a multiple-grid two-way nesting scheme. The horizontal
resolution is the same as in the chemical transport model, while the vertical resolution is made of 35 levels. Convection is explicitly solved on the fine grid and parametrised on the coarse grid [58].

Together with meteorological variables, the CTM also needs, as inputs, micrometeorological and prognostic parameters like total and net solar radiation, snow, mixing height, albedo, roughness length, latent and sensible heat, wind stress, Monin–Obukhov length and turbulent diffusion coefficients. In FORAIR_IT, RAMS is coupled with FARM by means of the diagnostic processor for micrometeorology SURFPRO, which was originally developed to directly feed FARM, with the flexible ingestion of different types of measured or modelled meteorological data [22,59]. SURFPRO processes land use data, providing season-based information on surface physical features such as albedo, soil moisture, surface roughness, leaf area index and Bowen ratio. From the topography, season, latitude, cloud cover and solar constant, the incoming solar radiation $Q$ (W m$^{-2}$) is computed as a gridded 2D field, taking into account the presence of water bodies, terrain slopes and solar shading effects. In particular, net radiation and heat flux are computed according to the method in [60], as well as wind stress and Monin–Obukov length for unstable conditions. The latter two, for stable conditions, are computed according to [61]. Different formulations are available for the calculation of horizontal and vertical diffusion coefficients, the latter based on various boundary layer scaling regimes. The setup used in the standard configuration of FORAIR_IT uses a combination of local stability class/wind speed and stress tensor formulation from [62] for horizontal diffusion coefficients and the boundary layer parametrization regimes for vertical diffusion coefficients (mixing due to convection is not explicitly taken into account [63]). The schemes to compute Planetary Boundary Layer (PBL) scaling parameters are different for daytime (encroachment method, as in [64,65]) and night time (minimum value between [66] and [67]).

The work from [6] proved that the FORAIR_IT forecasting system produces results comparable with CAMS [18] across the European domain (daily mean PM10 and PM2.5 and daily maximum NO$_2$ and O$_3$). In particular, [6] outlined two crucial aspects: (i) by increasing the spatial model resolution in an area of interest, which, in the study, was Italy, lower values of Root Mean Square Error Difference (RMSED) can be obtained and (ii) the meteorological forcing may represent a key factor in explaining air pollutant concentration exceedances, in terms of both timing and intensities (in the study, PM10 was analysed).

2.2. WRF as Alternative Meteorological Driver

WRF is a mesoscale numerical weather prediction model. It was implemented in “Lambert Conformal” geographic projection at a horizontal resolution of 20 km over Europe and 4 km over Italy, in two-way nesting mode, and it was run non-hydrostatically on both grids with 34 unevenly distributed vertical levels reaching 5000 Pa. The first level is located at 25 m height and the first ten levels below are 1500 m height.

Boundary conditions came from the Global Forecast System (GFS) meteorological forecast of the National Centers for Environmental Prediction of the United States National Weather Service (NCEP), with a spatial resolution of 0.1°. The GFS fields at 18:00 UTC (Universal Time Coordinated) were used for initialising WRF. The first 6 hours were considered as a spin-up period for adjusting meteorological fields. The temporal output was obtained at hourly intervals.

The following combination of physical parameterisations (whose details can be found in references reported in the WRF documentation and user guide [25]), derived from the configuration adopted by the Developmental Testbed Center [68] and from literature studies focused on Italy [69–74], was tested as follows:

- Single-Moment 6 class scheme (WSM6) for microphysics;
- Rapid Radiative Transfer Model (RRTMG) for short- and long-wave radiation;
- MM5 (Fifth Generation NCAR/Penn State Mesoscale Model) scheme for surface layer;
- Noah Land Surface Model for land surface;
Yonsei University scheme for Planetary Boundary Layer;

• Kain–Fritsch scheme for cumulus parameterization at 20 km resolution (turned off at 4 km resolution).

WRF could represent a potential improvement in the meteorological driving of our real-time air quality forecast system, given that it is fit for operational forecasting applications, with a higher computational efficiency compared to RAMS. This is partly due to the use of both shared and distributed memory parallel computing paradigms and partly to the possibility of using less accurate but more efficient parameterizations. For example, RAMS uses bin-emulating microphysics, while, in our configuration, WRF uses the WSM6 bulk parameterization scheme. This computational efficiency potentially represents a major upgrade for a daily operational forecast chain, given the limited time (a few hours) available for the simulation (download and preparation of input data, computation of 24–120 hourly multi-pollutant concentration fields, publication of results). Moreover, WRF has gained a leading position in the scientific community of air quality modellers, based on a pervasive use by U.S. scientists, including researchers of the national Environmental Protection Agency, and worldwide [75]. Such a wide user community provides, together with leading developers, continuous updates and support to users.

Lastly, while testing the effects of WRF implementation in FORAIR_IT, the feasibility of moving to a direct forcing of the CTM was tested as well; moreover, some micrometeorological quantities produced by the meteorological model were used directly in order to add physical consistency to the simulations. Indeed, SURFPRO was originally developed as micrometeorological pre-processor for FARM, regardless of the source of mesoscale meteorological variables (measured [22] or predicted by different weather models [59]). This is in line with many state-of-the-art air quality models, relying on standard meteorological observations and diagnostically estimated turbulence, atmospheric stability, mixing height, and dispersion coefficients. Off-line interfaces can limit the possibility of air quality models to access and exploit all the information provided by new-generation mesoscale meteorological models, while, at the same time, they can improve boundary layer description. A COST Action (COST728 [76]) explored, in detail, relevant European practices and advantages/shortcomings of using offline calculations for transport [77].

The abovementioned advantages in using WRF suggest that it should be tested to update the whole meteorological chain of prognosis and micrometeorology in FORAIR_IT.

2.3. FORAIR_IT Evaluation

FORAIR_IT forecasts were verified by considering the months of January and August 2019 as representative of winter and summer weather conditions, respectively.

2.3.1. Weather Conditions during the Selected Periods

In order to describe the average weather regime across Italy for the selected months, we looked at the NCEP/NCAR (National Centers for Environmental Prediction/National Center for Atmospheric Research) reanalysis fields at 2.5° resolution [78]. On average, January 2019 across Italy was characterised by low mean sea level pressure (mslp) at central and southern parts of the peninsula and cold air mass advection from northern and northeast Europe, driven by a high pressure ridge over the Atlantic up to the British Islands and western Scandinavia. This is clearly visible from the average fields depicted in Figure 2. Looking at anomaly fields computed across the 1981–2010 period (not shown here), in general, January 2019 for Italy was characterised by negative anomalies of temperature between 2 and 3 K as well as negative pressure and 500 hPa geopotential height (GPH) anomalies, denoting a period with the persistence of low pressure systems affecting mainly southern Italy, while this configuration the north of the country presented dry and cold conditions. On the contrary, August 2019 across Italy was dominated by moderately high pressure in the north, with the advection of hot air mass from Africa and high geopotential height values at 500 hPa. In this case, anomaly fields computed across the 1981–2010 period (not shown here) are characterised by above-average mslp and 500 hPa
GPH, while temperature anomalies at 850 hPa reach values between 2 and 2.5 K all over the country, indicating hot and dry conditions affecting the area in August.
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Figure 2. Average fields of Mean Sea Level Pressure (hpa) (upper panel), 850 hPa temperature (midle panel) and 500 hPa (lower panel) geopotential height, respectively, for January (left) and August (right) 2019 derived from United States National Weather Service (NCEP)/NCAR Reanalysis. Image from [79].
2.3.2. Evaluation of Forecast Concentrations

Forecast concentrations of air pollutants regulated by the European Ambient Air Quality Directive [80] of major concern for human health in Italy [81] were evaluated in the present study, i.e., NO\textsubscript{2} and O\textsubscript{3}. Observed concentrations at background monitoring stations for January and August 2019 were retrieved from near-real-time (NRT) data reported on an hourly basis to the European Environmental Agency (EEA, [82]) from Italy. PM10 and PM2.5 concentrations, despite being of major interest due to their high impact on human health in Italy [81], could not be evaluated because Italy only reported observed hourly values to the EEA on a few monitoring stations, which were not sufficient for a statistically significant model evaluation. NRT data cannot undergo full validation as they are reported to EEA immediately after measurement; therefore they can show anomalies and outliers.

For each station, the statistical consistency of hourly observed time series was checked, discarding stations with less than 75% of valid data on single days and with less than 75% of valid days in the month. Only the stations that satisfied the criteria for both months were considered valid in order to assure statistical consistency. The resulting number of NO\textsubscript{2} monitoring stations was 136, with a total number of observations of 85,714 for January and 93,626 for August. The number of O\textsubscript{3} monitoring stations was 102, with a total number of observations of 63,270 for January and 71,484 for August.

In Table 1, the number of valid stations per pollutant and per type of area is shown, whereas the location of stations is visible in the Results section and in the complete list of stations reported in the Supplementary Materials.

| Name   | NO\textsubscript{2} | O\textsubscript{3} |
|--------|----------------|----------------|
| Urban  | 73            | 47             |
| Suburban | 36         | 28             |
| Rural  | 27            | 27             |

Model concentrations evaluated in the study were referred to the first day of forecast concentrations. The model’s skill in reproducing NO\textsubscript{2} and O\textsubscript{3} observed concentrations, calculated separately for January and August 2019, was quantified by means of three statistical scores:

- Root Mean Square Error (RMSE), referring to hourly concentrations throughout the day and to the daily maximum of hourly concentrations. The value, expressed in \(\mu g/m^3\), is higher than or equal to zero by definition and the target value is zero (the lower the RMSE, the better the model performs);
- Correlation Coefficient (R), referring to hourly concentrations throughout the day. The non-dimensional value is between \(-1\) and one by definition and the target value is one (the higher the R, the better the model performs);
- Modified Mean Bias (MMB), referring to hourly concentrations throughout the day. The non-dimensional value is between \(-2\) and two and the target value is zero (the lower the absolute value of MMB, the better the model performs). Values lower than zero mean model underestimation, values higher than zero mean model overestimation. This indicator is often preferred to bias alone in evaluating model-based pollutant concentrations, because atmospheric species can vary greatly over time, space and evaluation metrics; therefore, a relative indicator ensures comparability between the performance of different species, and because it is symmetric, it therefore represents both underestimations and overestimations [83].

See Appendix A for details on the formulation of skill scores and Section 3 for a detailed explanation of the spatial and temporal reference of the sill scores.
2.4. WRF and RAMS Configuration Tests

For all WRF-driven tested configurations, basic meteorological variables produced by WRF were used: two-dimensional fields such as total cloud cover, sea surface temperature, total precipitation, snow depth, and three-dimensional fields such as meridional and zonal wind speed, vertical velocity, temperature, pressure, relative humidity and geopotential. Then, a scheme for sensitivity analysis was set up, starting with a baseline configuration (named S), with all micrometeorological variables (albedo, roughness length, soil heat flux, total and net radiation, sensible and latent heat flux, wind stress, Monin–Obukhov Length, PBL height and turbulent diffusion terms) calculated by SURFPRO. An additional configuration was used, i.e., the current FORAIR_IT set-up, with RAMS producing prognostic variables and SURFPRO in the S configuration. A total number of eight meteorological configurations were produced and are listed in Table 2.

In the experiment, for the configuration Snow, following the experience acquired during CAMS [18] where a simplified version of the snow cover computation proposed by [84] was tested, a snow mask was created, considering that all grid cells with a physical snow depth (SNOWH, variable in WRF, expressed in meters) higher than 1 mm were covered by snow, changing albedo, roughness length and Bowen ratio accordingly. All the other configurations were produced by changing, one by one, with the respective value calculated by WRF, a set of micrometeorological variables produced by SURFPRO: mixing height, albedo, roughness length, heat flux + friction velocity and Monin–Obukhov length. In the experiment, all includes the combination of all abovementioned variables computed by WRF at once.

The inclusion of the variables directly computed from WRF is coded by changing a simple “namelist” in the operational chain. The clear advantage is the simplicity of changing from one configuration to another. However, in terms of computational effort, even if each of the six WRF-based alternative configurations require a number of numerically solved operations lower than the Base configuration, the calculation time needed for one day of forecast is not sensitive to the different configurations, since it is mostly used by the two main models (WRF prognosis of mesoscale variables and FARM).

| Name | Micrometeorology |
|------|------------------|
| Base | S                |
| Snow | S + snow         |
| Hmix | S + mixing height|
| Alb  | S + albedo       |
| Z0   | S + roughness length|
| HF+U*| S + heat flux + friction velocity |
| All  | S + Snow + Hmix + Alb + Z0 + HF+U* + L |

3. Results and Discussion

All model results presented below were extracted from the child domain at 4 km resolution. A first qualitative evaluation of model performance is provided by looking at the average daily cycle of hourly concentrations and the average daily maximum of hourly concentrations, produced in the Base configuration. The times all refer to UTC. Here, observations and simulated values were compared at the locations of monitoring stations (simulated values were extracted by means of nearest neighbour
interpolation). Figures 3 and 4 show a comparison for NO\(_2\) and O\(_3\), respectively, for January and August 2019.

**Figure 3.** NO\(_2\)—observed (violet) and modelled (light blue) average daily cycle of hourly concentrations (upper panel) and average daily maximum of hourly concentrations (lower panel), for January (left) and August (right). The dotted line is the average on all stations, the coloured strip is in the range of the 25th–75th percentiles of the values at stations. The x-axis reports UTC times.

Figures 3 and 4 highlight the average value and the range between the 25th and 75th percentile values, calculated at all stations. For NO\(_2\), the daily cycle of average hourly concentrations is in better agreement with the observations in August than in January. In general, the lack of spatial resolution leads to underestimated model values (see comments to Figure 5). For the all-station average, in January, the model gives an underestimation in daytime and a slight overestimation at night. In August, the model gives good results in daytime and an overestimation at night. Thus, there could be a systematic underestimation of night time mixing height, which is more pronounced in August. This would compensate underestimations in concentrations in January and lead to August overestimation during the night. As for daytime bias, which is present in January and absent in August, this is probably partly due to the underestimation of emissions (see description of Figure 5), which is more significant in January when emissions are higher.
Figure 4. O₃—observed (violet) and modelled (light blue) average daily cycle of hourly concentrations (upper panel) and average daily maximum of hourly concentrations (lower panel), for January (left) and August (right). The dotted line is the average on all stations, coloured strip is in the range of the 25th–75th percentiles of the values at stations. The x-axis reports UTC times.

Ozone is generally overestimated (slightly in January, more significantly in August). For both the pollutants, daily maxima concentrations are quite well reproduced in January (except for the underestimation of NO₂ during the first half of the month), while in August a general overestimation of simulated values is present, which is more significant for O₃. The spatial variability (represented by the width of the range of the 25th–75th percentiles) of O₃ is well captured by the model, both on a daily and an hourly basis, while for NO₂ it is, in general, overestimated, especially in August during night time.

In the following Section 3.1 (NO₂) and Section 3.2 (O₃), the results are shown and commented on, for each pollutant, following this order:

1. RMSE, R and MMB, synthesizing all valid monitoring stations and all the hours of the whole month;
2. RMSE of the daily maximum of hourly concentrations, synthesizing all valid monitoring stations for each day of the month, and RMSE of hourly concentrations, synthesizing all valid monitoring stations and all days of the month for each hour of the daily cycle;
3. R and MMB of hourly concentrations, synthesizing all valid monitoring stations and all days of the month for each hour of the daily cycle;
4. Maps of the monthly average field of model concentrations, overlaid by monthly model skills on single monitoring stations.
3.1. NO$_2$

Table 3 shows that the RMSE of January is similar for all configurations, between 22.3 µg/m$^3$ (for Heat Flux and Wind Stress (HF+U*), slightly improving the Base simulation) and 24.7 µg/m$^3$ (for Snow). R is substantially the same for all configurations (around 0.56). The MMB is between −0.29 and 0.4, with all configurations being better or equal to the Base, except for HF+U*, scoring 0.4. August outcomes confirm the stability of RMSE among the different configurations, around 13.7 µg/m$^3$, with HF+U* showing the best skill (12.2 µg/m$^3$, the only improving the Base simulation) and Mixing Height (Hmix) the worst (15.3 µg/m$^3$). R is around 0.42 for all configurations apart from Hmix and HF+U*, slightly higher than the Base case. The MMB is close to zero in all cases. Apart from slight differences on single scores, HF+U* and Hmix register the most uniform improvements with respect to Base.

Table 3. NO$_2$—monthly Root Mean Square Error (RMSE) (µg/m$^3$), Correlation Coefficient (R) and Modified Mean Bias (MMB). Values in bold indicate that performance improved (lower RMSE and MMB, higher R) with respect to the Base configuration.

|          | January |          | August |
|----------|---------|----------|--------|
|          | RMSE    | R        | MMB    | RMSE   | R    | MMB    |
| Base     | 23.5    | 0.56     | −0.35  | 13.7   | 0.42 | −0.02  |
| Snow     | 24.7    | 0.56     | −0.29  | 13.7   | 0.42 | −0.02  |
| Hmix     | 23.4    | 0.57     | −0.29  | 15.3   | 0.45 | 0.07   |
| Alb      | 23.4    | 0.56     | −0.29  | 13.7   | 0.42 | −0.02  |
| Z0       | 23.4    | 0.55     | −0.33  | 13.8   | 0.42 | −0.02  |
| HF+U*    | 22.3    | 0.57     | −0.4   | 12.2   | 0.45 | −0.08  |
| L        | 23.1    | 0.56     | −0.35  | 13.7   | 0.41 | −0.02  |
| All      | 23.4    | 0.57     | −0.30  | 13.7   | 0.47 | −0.02  |
| RAMS     | 22.8    | 0.48     | −0.30  | 13.3   | 0.36 | −0.2   |

The All configuration shows the best performance of the other configurations (even with a slight increase in R in August), improving Base as well.

RAMS has significantly lower correlations, indicating an inferior capability in reproducing the variability of monthly concentrations and a lower MMB (indicating higher underestimation) in August. The remaining scores are comparable to WRF-driven values.

The simulation system in all configurations gives a higher R in January and MMB values closer to zero in August, suggesting that in winter, when concentrations are higher, the absolute values are underestimated, but the variability of concentrations is better reproduced than in summer. The negative bias in both months suggests a systematic underestimation of NO$_x$ in the emission inventory, while the larger bias in January may be related to an inaccurate monthly emissions profile. The RMSE has higher values in January rather than in August, because a score like RMSE, which is not normalised, is proportional to concentration values. Therefore, the model chain behaves better in January than in August, which is a desirable outcome, given that the overall aim is to reproduce, at best, the high concentrations recorded in wintertime (when emissions and atmospheric stability are higher and the PBL height is generally lower), represented here by the month of January.

In the plot of the RMSE of the daily maximum of hourly concentrations, in both months (Figure 5, upper panel), all configurations show a large variability. Values range in January from 22 to 36 µg/m$^3$, with the maximum value being reached on the 13th, before and after the sharpest variations in the month. This instability is also visible in absolute concentrations in Figure 3 (lower right panel): here, on the 6th and the 13th of January, observed and model values show the largest bias in the month, but the 6th shows a local minimum for the series, while from the 12th to 14th the series display different patterns. Excluding an inaccurate simulation of meteorology for the 13th (as the lower panel in Figure 4 shows, for the same day, a good agreement with O$_3$ observations), a possible explanation is an outlier
in the observed values at one or more stations. In August, the variability is from 15 to 36 μg/m³. From 1st to 14th January, all configurations show similar values, around 24–28 μg/m³, apart from Z0 on the 2nd and the 3rd, then HF+U* tends to decrease and Hmix tends to increase, with respect to the other configurations, which maintain quite similar values and trends. In August, HF+U* confirms to be the best configuration, while the other ones do not show significant differences, apart a slight worsening of Hmix.

Figure 5. NO₂—RMSE of the daily maximum of hourly concentrations (upper panel) and of hourly concentrations (lower panel), for January (left) and August (right). The x-axis reports UTC times.
Regarding the RMSE of hourly concentrations (Figure 5, lower panel), values are significantly higher in January (17–26 µg/m³), than in August (4–13 µg/m³), due to the larger value of wintertime concentrations. In January, values are proportional to hourly concentrations, with peaks in early morning and late afternoon and minimums at night and around midday. A first explanation could be the underestimation of road traffic emissions during rush hours, known to be an issue affecting emission inventories, both for underestimations of real-world emission factors used in the calculations and for approximations in the hourly allocation of aggregate yearly emissions [85]. A second reason is probably the lack of spatial resolution in the CTM, which is a well-known problem in regional-scale simulations, affecting NO₂ more than other pollutants due to the high sub-grid spatial variability of emissions, which is lost during spatialization on model grids with kilometric-scale spacing [86–88]. H_{mix}+U^* is, again, the best configuration from 1.00 to 10.00 and from 19.00 to 24.00, but H_{mix} has the lowest values from 11.00 to 17.00. During August, all configurations have very similar values, with clear U-shaped curve from 7.00 to 21.00, with H_{mix}+U^* performing best and H_{mix} performing worst. The overall hourly pattern is not really different between January and August, even if August has lower daily variability.

R (Figure 6, upper panel) has low values on average, ranging from 0.25 to 0.5 in January and from 0.15 to 0.45 in August. In January, Z₀ performs worst, H_{mix}+U^* has the highest values from 1.00 to 10.00 and from 19.00 to 24.00, H_{mix} is the best configuration from 11.00 to 18.00. In August, very similar values are obtained among the configurations, with H_{mix}+U^* and H_{mix} slightly better particularly from 13.00 to 20.00. The overall daily pattern shows increasing values in the first 13 hours and decreasing values afterwards in both months, with some exceptions such as the local minimum at 7.00 and the local maximum at 17.00 in January.

The MMB (Figure 6, lower panel) shows a systematic underestimation in January, apart from hours 1.00 to 2.00 and 22.00 to 24.00, with the highest absolute errors at 7.00 and 16.00. All configurations give similar results, with H_{mix} showing slightly lower underestimation from 11.00 to 16.00. In August, both overestimation (night time, from 1.00 to 5.00 and from 20.00 to 24.00) and underestimation (from 10.00 to 19.00) are recorded for almost all configurations. Again, H_{mix} and H_{mix}+U^* can be clearly distinguished by the others. The former is the worst from 1.00 to 10.00 and from 20.00 to 24.00, and the best from 11.00 to 19.00. The latter shows the highest underestimation from 10.00 to 19.00, but the lowest overestimation from 21.00 to 24.00.

All plots of Figures 5 and 6 indicate that, unsurprisingly, the All configuration shows values which are either similar to one configuration or intermediate between configurations, depending on which is the prevalent effect of single micrometeorological parameters in the All simulation. Over several days (first half of August for RMSE of daily maximum) and hours (night and midday for January RMSE, afternoon and evening for R), All “follows” either H_{mix}+U^* or H_{mix} in giving better performances.

As for RAMS, the RMSE of daily maximum and of hourly concentrations is hardly distinguishable from WRF configurations, except for the hours from 11.00 to 18.00 in January, when it is visibly the highest. Correlations are always significantly lower than WRF. The MMB of January and of the second half of a typical day in August is similar to WRF, while the values are visibly lower in August from 1.00 to 4.00 (improving WRF bias) and from 5.00 to 11.00 (worsening WRF underestimation).

The overall picture emerging from the analysed skill scores of January is clearly a better performance of H_{mix}+U^* during night time and of H_{mix} during daytime. August partially confirms the better results of H_{mix}+U^*, on RMSE and R, while the MMB quality is strongly dependent on the hour of the day. August H_{mix} has variable rankings, being the worst for RMSE and night time MMB, and the best for R and daytime MMB.

The model’s performance for single monitoring stations is presented in Figure 7 for the two relative scores (R and MMB) in the Base configuration, superimposed with the monthly average of model concentrations. R and MMB were chosen because the RMSE is dominated by large values due to the squaring operation in the calculation formula. Having used NRT observations, which are not quality-controlled, outliers could alter the RMSE in some stations, while it is less probable that
the all-station averages presented above are significantly modified by observation anomalies on single stations.

**January**

![Nitrogen Dioxide: Correlation](image1)

![Nitrogen Dioxide: Modified Mean Bias](image2)

**August**
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**Figure 6.** NO$_2$—R of hourly concentrations (upper panel), MMB of hourly concentrations (lower panel), for January (left) and August (right). The x-axis reports UTC times.
Valley and Central Italy, and performances over the Apulia region (southeastern area) are generally – (e.g., [14]), showing a large NO\textsubscript{2} variability of modelled concentrations. Moreover, factors in the weather fields such as initial conditions, parameterizations choice can positively affect the meteorological and concentration field patterns may lead to a completely different systems in capturing the time variability observed at measuring stations, since a shift of few kilometers spatial gradients, typical of NO\textsubscript{2} in August, values are lower with respect to O\textsubscript{3}, lower. R is generally higher in August, without a clear geographical distribution. Both in January and in August, which is indicative of summertime, higher values are obtained in urban areas of the Po cities and along the main roads. The MMB calculated at the measuring stations is generally good for January and overlaid with monthly values of MMB (upper panel) and R (lower panel) at monitoring stations. Model concentrations have a horizontal colour bar (\(\mu g/m^3\)), skill scores have a vertical colour bar (non-dimensional).

**Figure 7.** NO\textsubscript{2}—Monthly average of model concentrations of January (left) and August (right) for the WRF Base configuration, overlaid with monthly values of MMB (upper panel) and R (lower panel) at monitoring stations. Model concentrations have a horizontal colour bar (\(\mu g/m^3\)), skill scores have a vertical colour bar (non-dimensional).

The spatial distribution of pollutant concentrations is consistent with previous studies on Italy (e.g., [14]), showing a large NO\textsubscript{2}-polluted area in the north (Po Valley) with clear hotspots over cities and along the main roads. The MMB calculated at the measuring stations is generally good (between –0.7 and 0.5); in January, there was no clear dependency on the location of the stations, while, in August, which is indicative of summertime, higher values are obtained in urban areas of the Po Valley and Central Italy, and performances over the Apulia region (southeastern area) are generally lower. R is generally higher in August, without a clear geographical distribution. Both in January and in August, values are lower with respect to O\textsubscript{3} (presented in the next sub-section); however, the sharp spatial gradients, typical of NO\textsubscript{2} concentrations, pose a challenge to regional air quality modelling systems in capturing the time variability observed at measuring stations, since a shift of few kilometers in the meteorological and concentration field patterns may lead to a completely different temporal variability of modelled concentrations. Moreover, factors in the weather fields such as initial/boundary conditions, parameterizations choice can positively affect the meteorological simulations and possibly
the air quality fields. In this respect, sensitivity tests would be needed, which are not the focus of the current work.

The exact values of monthly R and MMB, as well as those of monthly RMSE, at each monitoring station are reported in the Supplementary Materials.

3.2. \( O_3 \)

Table 4 shows that in January, on average, all configurations have similar values of RMSE, around 30–32 \( \mu \)g/m\(^3\), and of R, about 0.45, while the MMB ranges from 0.05 (Hmix) to 0.18 (Snow), with Hmix, HF+U*, Alb and All performing better than the Base configuration. In August, the RMSE is around 35.5 \( \mu \)g/m\(^3\) for most configurations, except for Hmix (33.1 \( \mu \)g/m\(^3\)), HF+U* (33.5 \( \mu \)g/m\(^3\)) and This shows the lowest value for WRF (31.5), both improving the Base simulation. R is around 0.64 for all configurations except for All that shows the best score (0.67), while MMB is between 0.28 and 0.35, with Hmix, HF+U*, L and All performing better than the Base configuration.

|       | January       | August        |
|-------|---------------|---------------|
|       | RMSE | R   | MMB | RMSE | R   | MMB |
| Base  | 31.1 | 0.45 | 0.14 | 35.4 | 0.64 | 0.35 |
| Snow  | 32.5 | 0.44 | 0.18 | 35.4 | 0.64 | 0.35 |
| Hmix  | 30.5 | 0.45 | 0.05 | 33.1 | 0.65 | 0.30 |
| Alb   | 31.0 | 0.45 | 0.11 | 35.4 | 0.64 | 0.35 |
| Z0    | 31.2 | 0.45 | 0.17 | 35.7 | 0.64 | 0.35 |
| HF+U* | 30.7 | 0.44 | 0.11 | 33.5 | 0.65 | 0.32 |
| L     | 31.4 | 0.45 | 0.14 | 35.6 | 0.63 | 0.34 |
| All   | 31.1 | 0.43 | 0.08 | 31.5 | 0.67 | 0.28 |
| RAMS  | 30.1 | 0.38 | 0.01 | 29.6 | 0.54 | 0.18 |

The All configuration shows the best performance out of the other configurations, with several improvements (January MMB, all scores in August), resulting therefore the best WRF-driven set-up.

RAMS, though improving WRF-based RMSE and MMB, has significantly lower correlations for NO\(_2\). The results of the two pollutants are probably covariant, i.e., the misrepresentation of the variability of NO\(_2\) monthly concentrations is reflected in \( O_3 \).

The simulations show contrasting seasonal skills for R (higher in summer) and MMB (closer to zero in winter). Therefore, a consideration can be derived that is similar to NO\(_2\), i.e., that in the months of higher concentrations, the model has biased absolute values (overestimated in summer for \( O_3 \), while they are underestimated in winter for NO\(_2\)), but a better capacity to capture the variability of concentrations compared to the months of lower concentrations.

In the end, All, Hmix and HF+U* are the best performing configurations, improving five out of six monthly skill scores. Regarding HF+U*, its good monthly performance in detecting NO\(_2\) is confirmed for \( O_3 \), therefore suggesting that the updated and detailed physics in WRF (MM5 surface layer scheme for U* and Noah land surface model for HF) are more precise than SURFPRO parameterisations [60] in describing surface fluxes in the different seasons. As for Hmix, with respect to the other configurations, \( O_3 \) performs better than NO\(_2\), therefore it is more sensitive to the change of mixing height from SURFPRO to WRF. A possible reason is the different vertical distribution of the two pollutants: while NO\(_2\) largely comes from primary emissions of NO\(_x\), therefore being more concentrated at ground level, \( O_3 \) is secondarily produced in the atmosphere at different heights and can be more concentrated at higher altitudes [89]. This would confirm that WRF reproduces its results better the vertical transport inside the boundary layer.
In the plot of the RMSE of the daily maximum of hourly concentrations (Figure 8, upper panel), reasonable values are obtained in January from the 1st to the 13th, ranging from 15 to 27 µg/m³, and from the 22nd to the 30th, ranging from 19 to 40 µg/m³, with a local maximum on the 28th. Then, higher values (around 62 µg/m³) are recorded on the 31st, possibly due to an increase in concentrations started the day before, but the observation anomaly is not excluded. Instead, no straightforward quality assessment of observed values is possible from the 14th to the 21st, due to the sharp variations in RMSE in the first four days and to the substantial persistence of very high values, around 60 µg/m³, in the last four days. This could be a high concentration episode, starting on the 15th (which could be an outlier) or even on the 14th (which could be a valid value) and ending on the 21st, or conversely a period of multiple observation anomalies. This hypothesis is supported by the much higher variability in observations recorded exactly on the mentioned days (14th, 16th, 18th–21st, 31st, Figure 4, lower panel). Despite the general good agreement between the spatial variability of observations and the simulation in January, as shown by the 25th–75th percentile ranges in Figure 4, in the period of the 14th–21st the variability is higher in the observations than in the model, suggesting that, even if a high concentration episode had occurred, it would have been quite localised. All configurations have very similar values.

In August, no clear outliers are visible and the variability is from 23 to 47 µg/m³, with significant yet reasonable inter-day variations. HF[U] performs slightly better than the other configurations. The RMSE of hourly concentrations (Figure 8, lower panel) ranges from 19 to 34 µg/m³ in January and from 22 to 40 µg/m³ in August, indicating that model performances have similar hourly variability in the two months, despite the higher concentration values in August. In January, RMSE values are in counterphase compared to hourly concentrations of Figure 4 (upper panel), with peaks at 7.00 and in early afternoon and a minimum plateau around midday, like for NO₂. This seems to indicate that, regardless the pollutant, in January the model performs better in the central hours of the day and of the night, with a degradation in its skill in the transition hours. This could be due to the hypothesised underestimation of NOₓ emissions during peak traffic hours, leading to lower concentrations of NO₂ and lower titration of O₃. Hmix performs slightly better from 10.00 to 20.00, like NO₂, but for a longer time interval, while Snow has higher errors in most hours of the day, again confirming the NO₂ results. In August, the peak values in early morning cover the interval between 5.00 and 7.00 (one hour before NO₂ morning peak values), then most models show a U-shaped pattern like for NO₂, but with a lower rate of increase after the minimum value around 15.00. Hmix and HF[U] can be distinguished from the other configurations: HF[U] follows the general daily cycle (apart from slight differences from 19.00 to 24.00), but shows lower values in most hours of the day, while Hmix shows the absolute minimum value of all plotted hourly RMSE at 9.00, then an increase in the morning is observed followed by a decrease in the afternoon, and finally an ascending ramp in the last hours of the day, like most of the other configurations. Values are lower in daytime from 10.00 to 18.00.

Values of R (Figure 9, upper panel) are between 0.24 and 0.44 in January and between 0.23 and 0.52 in August. In January, the average pattern is a W-shape, it shows descending values at night, with the absolute minimum between 7.00 and 8.00, then a sharp rise until 11.00, followed by a decrease towards a relative minimum value at 21.00, then, again, a rapid increase, until 23.00. HF[U] is the best configuration during night time, Hmix has the highest values from 10.00 to 20.00, Z0 gives the best results at 21.00 and 22.00. August values show a different pattern, with lower values at night (with Hmix slightly better) and higher values during the day (Hmix is the best from 7.00 to 8.00, together with HF[U], and from 17.00 to 20.00).
January

August

Figure 8. $O_3$—RMSE of the daily maximum of hourly concentrations (upper panel) and of hourly concentrations (lower panel), for January (left) and August (right). The $x$-axis reports UTC times.
The MMB values Figure 9, lower panel) indicate good performances in January, between −0.2 and 0.2 in most hours of the day, while from 5.00 to 8.00 and from 16.00 to 17.00 the overestimation is higher. While the RMSE only indicates that the model performs better in the central hours of the day and of the night, the MMB reveals that NO\textsubscript{2} is underestimated and O\textsubscript{3} is overestimated, with higher absolute MMB values in the transition hours. This suggests that one of the possible interpretations given above for NO\textsubscript{2} and RMSE of O\textsubscript{3}, i.e., a likely underestimation of NO\textsubscript{x} emissions during peak
traffic hours, could be confirmed, thus leading to lower concentrations of NO\textsubscript{2} and lower titration of O\textsubscript{3}. Hmix configuration is better from midday to 20.00. Later in the day, it gives larger underestimation at 21.00 and 22.00. In August, the absolute maximum is recorded at 6.00 or 7.00 depending on the configuration. Afterwards, the score quickly declines and remains quite stable between 10.00 and midnight. There is not a clear ranking of performances among the different configurations.

Like for NO\textsubscript{2}, Figures 8 and 9 show that the All configuration tends to follow either one configuration (when the influence of the relevant parameter is higher) or intermediate values between configurations. Nevertheless, there are exceptions, with All clearly scoring the best values. This is the case for the August night time hours, probably due to a synergistic effect of HF+U* and Hmix in producing a less diffusive PBL, thus limiting the overestimation and slightly increasing the correlations.

As for RAMS, the RMSE of daily maximum is not distinguishable from WRF configurations. The RMSE of hourly concentrations is lower than WRF in early morning in January and in the night and midday hours of August. Correlations are almost always significantly lower than WRF, as with NO\textsubscript{2}. The MMB indicates a smaller overestimation than WRF in January from 1.00 to 9.00 and from 19.00 to 24.00, while, in August, a reduced overestimation can be found for the whole day. It is therefore clear that WRF has added more consistency in describing the variability, while RAMS--SURFPRO is still better in representing the mass of generated pollutant, probably due to a better calculation in RAMS of variables input to SURFPRO, such as solar radiation (during the day) and PBL (at night). Therefore, further work will be needed to evaluate other WRF micrometeorological parameters, namely solar radiation and the eddy turbulent diffusion coefficients.

In general, in January, all configurations show better performances during daytime. In August, similar features are obtained, with most daytime hours showing better scores, apart from early morning, when performances are worse. All, Hmix and HF+U* present the best overall results.

As for NO\textsubscript{2}, the model performances for O\textsubscript{3} on single monitoring stations are presented in Figure 10, superimposed with the monthly average of model concentrations for the two months and the two skill scores, as explained in Section 3.1.
In January, over-land concentrations are clearly inversely related to NO$_2$ concentrations, with minimums in the largest urban areas and regional areas of maxima in Southern Italy, while offshore concentrations are generally higher than those over land and are driven by southern boundary contributions. High levels of O$_3$ in August are more uniformly recorded over the peninsula, particularly along the coastlines, where the contribution of transport from the sea is important. In contrast to January, the maximum values (over 130 µg/m$^3$) are in the violet “stain” visible on the Ligurian sea, likely due to transport from the Eastern Mediterranean sea (the maximum level along the borders of the modelling domain is reached, between 120 and 125 µg/m$^3$, about 100 km southwest of the Ligurian sea). Both skill indicators show a better model performance in the Po Valley and (in August) in Central Italy, whereas the pre-alpine region, Southern Italy and (in January) Central Italy score higher MMB and lower R values.

The exact values of monthly R and MMB, as well as those of monthly RMSE, at each monitoring station are reported in the Supplementary Materials.

4. Conclusions

In the process of the implementation of the full operational mode of the FORAIR_IT real-time air quality forecasting system over Italy on a daily basis, the WRF model was initially tested as meteorological driver for the chemical transport model (CTM) core (FARM) of the system, as an alternative to RAMS, currently embedded in the system. WRF was used for the production of the meteorological variables at the regional scale and then tested in seven different configurations for the simulation of the micrometeorological variables input to FARM. In each configuration, all micrometeorological variables were produced by SURFPRO, apart from one produced by WRF: snow, mixing height, albedo, roughness length, soil heat flux + friction velocity and Monin–Obukhov length. Results produced by RAMS with SURFPRO were also included in the study. One-day forecast concentrations from January and August 2019 were compared to near-real-time observations to assess the model performance by means of three skill scores (Root Mean Square Error (RMSE), Correlation Coefficient (R), Modified Mean Bias (MMB)).

The working hypothesis that drove the present work, by strengthening the coupling between meteorological conditions and the pollutant concentrations, was to increase the physical consistency

Figure 10. O$_3$—Monthly average of model concentrations of January (left) and August right) for the Base configuration, overlaid with monthly values of MMB (upper panel) and R (lower panel) at monitoring stations. Model concentrations have a horizontal colour bar (µg/m$^3$), skill scores have a vertical colour bar (non-dimensional).
between mesoscale and micro-meteorological variables, in order to capture the high-concentration events mainly driven by the meteorological conditions. With that in mind, the use of WRF variables to directly feed FARM simulations would be preferable, if the results do not show excessive degradation when compared to the Base configuration, i.e., using SURFPRO as a different micrometeorology processor.

We highlight the following key findings:

- WRF significantly improves RAMS-driven results on $R$, indicating its higher capability in reproducing the spatial and temporal variability of concentrations. This is the first confirmation of the potential for improvement by using WRF in FORAIR_IT;

- The results of the Base WRF-driven simulation compared to the observed values show that the model performs better in January with respect to August for $\text{NO}_2$, while the opposite is true for $\text{O}_3$. The daily cycle of average hourly concentrations of $\text{NO}_2$ in January is underestimated in daytime and well reproduced during night time, and it is generally well reproduced in August. The daily cycle of $\text{O}_3$ is generally overestimated in both months. Daily maxima concentrations of both pollutants are quite well reproduced in January, apart from some underestimation of $\text{NO}_2$ in the first half of the month, and overestimation in August. The picture (underestimation of $\text{NO}_2$, overestimation of $\text{O}_3$) seems to confirm a common finding in regional-scale CTM simulations, with several explanations (underestimation of road traffic emissions, lack of spatial resolution);

- Monthly scores showed that a general improvement is obtained by directly using the Heat Flux and Wind Stress ($\text{HF}+U^*$) and the Mixing Height ($\text{Hmix}$) estimated by WRF, for both the analysed pollutants. The All configuration shows the best performance out of the other configurations, with several improvements on $\text{O}_3$. $\text{HF}+U^*$ is improved by physics in WRF (MM5 surface layer scheme for $U^*$ and Noah land surface model for HF), while $\text{Hmix}$ gives a larger improvement to $\text{O}_3$, likely due to the better representation of PBL vertical mixing in WRF. RAMS has significantly lower correlations, indicating an inferior capability in reproducing the spatial variability in monthly concentrations, and lower MMB on $\text{O}_3$, probably due to more accurate solar radiation enhancing the photochemical generation of the pollutant;

- Concerning the time variability of the statistical scores, in terms of both intra-day variability and daily cycle variability, all the experiments show similar features, suggesting that the introduction of new meteorological variables into the CTM do not significantly change the time variability of the concentrations for both pollutants and months. For $\text{NO}_2$, both in January and in August, $\text{HF}+U^*$ and $\text{Hmix}$ score the best results in most (but not all) hours of the day. For $\text{O}_3$, both in January and in August, all configurations show better performances in daytime (apart early morning in August), with $\text{Hmix}$ and $\text{HF}+U^*$ presenting the best overall results. As with the monthly scores, the All configuration shows the best performance out of the two mentioned configurations and shows further improvements in August night time hours, probably due to better PBL stability. RAMS has, again, significantly lower correlations and hence worse skills in following the variability; however, it has lower $\text{O}_3$ MMB values, namely in January night time (due to better PBL stability) and all hours during a typical August day (confirming the better solar radiation and indicating that this will be a key parameter to be taken from WRF and tested in future analyses);

- The spatial distribution of performance skill scores (MMB and $R$) calculated at monitoring stations for the Base configuration did not show a clear variability with the location. For $\text{NO}_2$ in August, both MMB and $R$ are slightly higher in urban areas of the Po Valley and Central Italy, suggesting that, for these stations, a better description of time variability and a lower quality of local emission input, with respect to the remaining stations. Conversely, for $\text{O}_3$, both performance skill scores indicate better results in the Po Valley and (in August) in Central Italy, whereas the pre-alpine region, Southern Italy and (in January) Central Italy score higher MMB and lower $R$ values.
While the statistical significance of the hourly analysis on a typical day of each studied month is quite robust, the limited number of months in the analysed year prevents us from reaching statistical significance on monthly and annual performance. This is a limitation of the present work. Moreover, as the verification of meteorological fields produced by RAMS and WRF has not yet been conducted, we could not quantify the influence of potential differential bias in the two models, which may have an impact on the air quality model.

In future analyses, more meteorological components from WRF will be introduced, i.e., the total and net radiance and the eddy turbulent diffusion coefficients, and a fine tuning of the roughness length will be performed. This will provide further insights into the role of WRF mesoscale variables in driving the interface with the CTM. Having reached, by introducing WRF, the goal of improving how FORAIR_IT describes the time variability of concentrations, our next efforts will be focused on reducing the bias between observed and modelled values. Furthermore, the sensitivity analysis on WRF options will be extended to longer simulation periods and multi-year time series in order to add statistical significance to our conclusions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/11/6/574/s1, File S1.ods: tables of values on single stations (see legend in the file).
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Appendix A

The mathematical formulation of the three skill scores used in the present study is reported as:

\[ \text{RMSE} = \sqrt{\frac{\sum_{t=1}^{N} (M_t - O_t)^2}{N}} \]

\[ R = \frac{\sum_{t=1}^{N} (M_t - M)(O_t - \overline{O})}{\sqrt{\sum_{t=1}^{N} (M_t - M)^2} \sqrt{\sum_{t=1}^{N} (O_t - \overline{O})^2}} \]

\[ \text{MMB} = \frac{2}{N} \sum_{t=1}^{N} \left( \frac{M_t - O_t}{M_t + O_t} \right) \]

where: \( M = \) model; \( O = \) observation; \( N = \) number of observations in time; \( T = \) time;
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