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Abstract—Wide area networks for surveying applications, such as seismic acquisition, have been witnessing a significant increase in node density and area, where large amounts of data have to be transferred in real-time. While cables can meet these requirements, they account for a majority of the equipment weight, maintenance, and labor costs. A novel wireless network architecture, compliant with the IEEE 802.11ad standard, is proposed for establishing scalable, energy-efficient, and gigabit-rate backhaul across very large areas. Statistical path-loss and line-of-sight models are derived using real-world topographic data in well-known seismic regions. Additionally, a cross-layer analytical model is derived for 802.11 systems that can characterize the overall latency and power consumption under the impact of co-channel interference. On the basis of these models, a Frame Aggregation Power-Saving Backhaul (FA-PSB) scheme is proposed for near-optimal power conservation under a latency constraint, through a duty-cycled approach. A performance evaluation with respect to the survey size and data generation rate reveals that the proposed architecture and the FA-PSB scheme can support real-time acquisition in large-scale high-density scenarios while operating with minimal power consumption, thereby enhancing the lifetime of wireless seismic surveys. The FA-PSB scheme can be applied to cellular backhaul and sensor networks as well.
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I. INTRODUCTION

Wide area data acquisition systems for surveying applications continue to grow in area, node density, and data traffic. In particular, one such challenging application is the operation of seismic surveys for imaging the subsurface layers of the Earth to determine the location and size of oil, gas, and other mineral deposits. Seismic waves are generated by an energy source that are reflected by the subsurface layers, and in turn recorded by devices called geophones which are deployed across the survey area. The data is then accumulated at a Data Collection Center (DCC) and processed to generate a visual image of the Earth’s subsurface.

The subject of 2-D and 3-D seismic survey design has been well studied in [1], [2]. A typical survey can deploy 10,000–60,000 geophones over an area of 50–300 km². Given the sheer size of a seismic survey, the use of cable to connect all the geophones accounts for a majority of the equipment weight and cost. Although cable can offer high data rates in a reliable manner, a significant amount of time is spent in troubleshooting problems pertaining to the cables and connectors. Deploying cable in undulated terrain is a challenging task and can pose safety hazards to the crew. Cables can also directly impact the ecosystem of the region. For instance, it has been reported that some length of the cables is chewed upon by animals overnight [3] leading to unmonitored ecological effects in addition to maintenance setbacks in the surveying process.

While wireless systems offer an excellent alternative to cable, they come with the challenging task of achieving high data rates and relaying time-sensitive information over several nodes deployed across a widespread area. Real-time acquisition at the DCC is of vital importance as it enables field engineers to adaptively modify the acquisition parameters and minimize logistical costs. Given a seismic wavefield sampling time of 0.5 ms, a three-component (3-C) geophone with a 24-bit analog-to-digital converter would generate data at a rate of 144 Kbps. For a mid-sized survey comprising (3-C) 14,400 geophones, the data rate requirement at the DCC can reach up to 1 Gbps. Larger surveys with higher sampling rates at the geophones would mandate a requirement of nearly 5 Gbps at the DCC [4], [5]. In this regard, geophone networks vary vastly from typical sensor networks where the peak data rate is on the order of a few Kbps. Additionally, power saving schemes must be incorporated since seismic acquisition can be conducted for durations lasting up to thirty days.

A. Related Work

Several works have investigated the use of wireless systems for seismic data acquisition, where the common approach has been to deploy gateway nodes across the survey area, with each gateway node acquiring data from the geophones in its vicinity and subsequently relaying it towards the DCC. In [4], Savazzi et al. overviewed the viability of using Bluetooth, Ultra-Wideband (UWB), WiFi, and WiMAX. The UWB-based architecture is elaborated in [5], wherein data is transferred from geophones to nearby cluster heads, from where it is relayed to a gateway node and subsequently to the DCC. Power saving schemes have also been proposed via the use of low-power UWB radios in addition to some concepts derived from the IEEE 802.15.4 and ECMA-368 standards.
Naturally, the architecture in [5] warrants tailor-made hardware with significant modifications to the ECMA framing structure. In [6], seismic data is relayed serially along a chain of geophones using frequency division multiplexing in the 2.4 GHz unlicensed ISM bands. The same frequency bands are considered in [7], where relay nodes acquire data from a cluster of geophones using TDMA, which is subsequently transferred to the DCC across a mesh network of the relay nodes using full-duplex radios. However, the acquisition time may be high for data-intensive geophone networks and the aspect of power conservation has not been studied in [6], [7]. In [8], a cross-layer design involving the routing policy, data compression, and resource allocation via time division multiple access (TDMA) in interference-limited regions is analyzed for a multi-hop network. A convex optimization problem is set up with the objective of minimizing the energy consumption. Although a rigorous analysis is conducted, it is done so for low data rate requirements along with the need for custom-made hardware, wherein physical (PHY) layer parameters such as the interleaving factor are also modified. An experimental study using Long Range (LoRa) technology was carried out in [9]. An energy-efficient solution is provided for low-rate seismic quality control, but is not directed towards data-intensive seismic acquisition. A scalable architecture based on the IEEE 802.11af standard is described in [10], [11] that can achieve power conservation in a uniform manner with the use of a minimal number of gateway nodes. Power saving techniques have also been considered in [12], in which a self-organizing ad hoc network based on the IEEE 802.11ad standard is employed. The performance with respect to the latency to the DCC is evaluated in [13], for a variety of several communication technologies.

Several additional approaches, outside the domain of wireless geophone networks, are of considerable interest as well. For instance, 4G and 5G networks are attractive options but their licensed nature and lack of available channel bandwidth limit their use in seismic acquisition. Low power wide area networks and MulteFire [14], a standalone unlicensed version of LTE, offer promising solutions in terms of the power consumption and range, but cannot support data rates on the order of several gigabits per second. Some additional works have considered the use of unlicensed mm-Wave 60 GHz bands for supporting gigabit-rate energy-efficient backhaul between the 5G core network and small cells. In [15], a TDMA-based scheduling scheme is proposed for the IEEE 802.15.3c standard. An energy-efficient user association scheme is proposed in [16] for a multi-hop backhaul network. Link scheduling schemes based on spatial TDMA have been considered in [17]. A performance comparison in terms of the energy-efficiency has been analyzed in [18] between mm-wave and optical fiber backhaul systems.

IEEE 802.11ad is a popular standard that operates over the mm-wave 60 GHz bands, and can achieve PHY rates of up to 6 Gbps, over a channel bandwidth of 2.16 GHz, through the use of a beamforming protocol for optimizing the link budget [19]. A total of 12 modulation and coding scheme (MCS) indices are available as part of the orthogonal frequency division multiplexing (OFDM) PHY, ranging from MCS 13 (700 Mbps) to MCS 24 (6.7 Gbps). Several works have shown that 802.11ad-based gigabit-rate links can be established over distances of up to a kilometer [20]–[22]. Various 802.11ad chipsets have also been proposed for such backhaul applications [22]–[24]. Furthermore, high antenna gains of up to 46 dB were achieved in [24] by exploiting the small form factor that can be realized in the 60 GHz bands.

Overall, existing studies pertaining to wireless geophone networks [4]–[12] have investigated data acquisition and power conservation schemes only for the links between the geophones and gateway nodes. Some of the schemes may also be licensed in nature, rendering them inaccessible and expensive. A few works [4]–[7] have suggested the use of the IEEE 802.11n/ac standards for transferring data from the gateway nodes to the DCC, but have not extensively investigated such an approach. Although a latency analysis of the links between the gateway nodes and the DCC was conducted in [13] with the use of Unmanned Aerial Vehicles (UAVs) and Free Space Optical (FSO) systems, power conservation schemes were not considered. While UAVs can provide excellent coverage in areas with undulating terrain, they may introduce significant latency due to flight time across several kilometers. FSO systems can serve as high-rate backhauls but require precise and manual beam alignment, as opposed to beamforming-based protocols for mm-wave links that can auto-align the beams to optimize the link budget. Meanwhile, the approaches described in [15]–[18] have been designed to operate over 5G networks, that differ vastly from geophone networks with respect to the propagation environment, network topology, and traffic pattern.

B. Contributions

A novel wireless geophone network architecture is proposed in this paper for high-rate energy-efficient data transfer between the gateway nodes and the DCC, which is a crucial aspect that has not been studied in previous works. The IEEE 802.11ad standard is a suitable choice that can sustain data rates of up to 6 Gbps in the 60 GHz unlicensed bands and achieve real-time acquisition at the DCC even for large-scale surveys that impose an acquisition rate requirement of up to 5 Gbps [4], [5]. In our previous work [25], a duty-cycling scheme was proposed for power-saving only at the geophones that were deployed in the central region of the survey area. However, in this work, a complete latency and power consumption analysis is conducted for gateway nodes that are spread across the entire survey area. Furthermore, the analytical model presented in [25] is extended in this paper to include the impact of the transmit power and MCS index at the PHY layer, frame aggregation (FA) at the medium access control (MAC) layer, and the use of transmission control protocol (TCP) at the transport layer. Multiple source nodes are considered, as opposed to a single source in [25]. A Frame-Aggregation Power-Saving Backhaul (FA-PSB) scheme is proposed for near-optimal power conservation across a large-scale mesh network of gateway nodes while ensuring real-time data delivery at the sink node. A duty-cycled approach is taken wherein the aforementioned analytical models are applied in...
determining near-optimal values for the sleep duration and data transmission parameters across the entire network.

Although this work is primarily focused on the use of IEEE 802.11ad in seismic acquisition, the underlying concepts of this paper can be extended to various other applications, such as 5G small-cell mm-wave backhaul, wireless backhaul in heterogeneous networks (HetNets), and sensor networks based on IEEE 802.11 systems for agricultural, environmental, and industrial monitoring purposes.

In summary, the primary contributions of this paper are as follows.

- Design of a wireless network architecture for real-time, scalable, standards-compliant, and energy-efficient backhauling across large areas. The architecture is augmented with the proposed FA-PSB scheme that relies on a duty-cycled approach for near-optimal power conservation.
- Design of statistical path loss and line-of-sight (LoS) models for seismic survey areas based on ray-tracing techniques using real-world topographic data.
- Derivation of a cross-layer analytical model, based on semi-Markov processes and queuing theory, that characterizes the data transfer time and power consumption as a function of the transmit power, MCS index, frame aggregation parameters in 802.11, along with the use of TCP.
- Derivation of an optimization framework that yields the parameters for operation under the FA-PSB scheme. A convex mixed-integer non-linear program (MINLP) is formulated and solved to achieve minimum power consumption across the network under the impact of co-channel interference and a latency constraint.

The remainder of this paper is organized as follows. The proposed network architecture and topology are described in Section II. The statistical path loss and LoS models are discussed in Section III, followed by a detailed analysis of the FA-PSB scheme in Section IV. A performance evaluation is conducted in Section V in terms of the latency and power consumption, as a function of the survey topography, survey area size, the number of geophones, and the data generation rate at each of the geophones. The findings are then summarized in the conclusion in Section VI.

II. PROPOSED NETWORK ARCHITECTURE

Following a brief discussion of the seismic surveying methodology in Section II-A, a description of the proposed geophone network architecture and topology is provided in Section II-B.

A. Seismic Surveying Methodology

An understanding of the seismic survey process is essential to determining the geophone network topology, with denser topologies resulting in superior image quality [1]. The geophones are positioned 5-30 meters apart, along a straight line to form a Receiver Line (RL). Vibroseis trucks move along the Source Line (SL) and generate seismic waves, called a sweep, for a duration of 8-12 s, known as the sweep length. Following the sweep length, data is recorded by all the geophones for a duration of 6-8 s, known as the listen interval. During a move-up interval of 8-10 s, the vibroseis trucks shift to the next point where a sweep will be conducted. The three operations are repeated periodically across the survey area [2]. Flip-flop operation is considered in this study [11] wherein two vibroseis trucks that are sufficiently separated in distance can conduct overlapping sweeps to improve the overall productivity. Typically, there is no rigid latency requirement at the DCC. However, a good benchmark would be to acquire all the data from the previous sweep prior to the start of the listen interval of the current sweep, thereby enabling the field engineers to adaptively modify the recording parameters at the geophones. Hence, the latency threshold at the DCC can be set to the duration of the sweep length.

B. A Hierarchical Architecture

An orthogonal geometry is a commonly employed topology in seismic acquisition, wherein the RLs and SLs are perpendicular to one another [1]. Fig. 1 provides an illustration of the proposed network architecture that specifies an inter-geophone distance of 25 m along the RL, and an inter-RL distance of 200 m. The bottommost layer of the architecture, \( L_1 \), consists of the links between wireless gateway nodes (WGNs) and the geophones. As shown in Fig. 1, the WGNs are laid out in a hexagonal tessellating pattern to minimize co-channel interference, where \( R \) is the WGN cell radius defined as the distance from the center to the corner of the hexagon. As discussed in Section I-A, a variety of communication schemes have been proposed for operation at the \( L_1 \) layer [4]–[12].

The upper \( L_2 \) and \( L_3 \) layers are the primary subject of interest in this paper, which are organized as a mesh network of WGNs with the DCC being the final sink node. Although both upper layers are part of the same mesh network, the notations \( L_2 \) and \( L_3 \) serve to demarcate the overall mesh into smaller subnets having either a vertical (\( L_2 \)) or a horizontal (\( L_3 \)) orientation. Note that the peak data transfer rates at the \( L_2 \) and \( L_3 \) layers are significantly higher (0.15–2.5 Gbps) as compared to the \( L_1 \) layer (1.5–150 Mbps). Hence, the IEEE 802.11ad standard can be employed at the \( L_2 \) and \( L_3 \) layers in order to provide a real-time acquisition capability. To improve the robustness of the architecture, additional relay nodes (RNs) can be deployed uniformly between adjacent WGNs, so as to counter large path losses in the 60 GHz bands or non-line-of-sight (NLoS) conditions.

At the \( L_2 \) layer, obstructions to diagonal communication links between the WGNs are inevitably created by the vibroseis trucks, thus inhibiting direct data transfer along the shortest path from the WGNs to the DCC. Tall antennas could be deployed to counter this problem, albeit requiring several such setups across the entire survey area that are robust enough to tackle high wind speeds. Hence, a more tractable solution would be to employ a directional radiation pattern at the \( L_2 \) layer, so as to relay data in a direction parallel to the SLs as shown in Fig. 1. The topmost \( L_3 \) layer, comprising the DCC, forms the bottleneck of the entire network. Since the entire network topology is fixed for long durations of time, single-hop static routing can be applied. Considering a maximum
antenna height of 1 m at the WGNs and RNs, it is shown in the subsequent sections of this paper that co-channel interference (CCI) between neighboring cells is effectively subdued by a larger path loss and a lower LoS probability at longer distances, implying that concurrent transmissions can occur between pairwise nodes.

A few terminologies are defined for ease of analysis in the subsequent sections of this paper. As illustrated in Fig. 1, a path is defined as a set of WGNs and RNs, beginning from any outer WGN at the $L_2$ layer and leading up to the DCC. Each path comprises various links between adjacent WGNs. Each link is further divided into sub-links between adjacent RNs.

### III. A Statistical Path Loss Model for Seismic Survey Areas

Modelling the propagation characteristics in seismic survey areas is vital to determining the required number of WGNs and RNs for ensuring reliable communication. In this section, statistical path loss and LoS models are derived using real-world topographic data that is available via the Open Street Maps project [26].

Let the path loss at a distance $d$ be denoted by $PL(d)$. The value of $PL(d)$ is averaged over 10,000 Monte Carlo trials, wherein two sets of geographic coordinates are randomly chosen (as per a uniform distribution) within a designated seismic survey area in each trial, such that the link distance is equal to $d$. By invoking the central limit theorem [27], the effective path loss (in dB) can be treated as a log-normal random variable, $PL(d) ∼ N(\mu(d), \sigma^2(d))$. In each trial, the total path loss is computed using a ray-tracing technique [28], where the impact of ground reflection, surface elevation, antenna height, and atmospheric absorption loss (17 dB/km) [12] are taken into account. The LoS probability is also computed over the various Monte Carlo trials.

Considering the $l^{th}$ sub-link, let the distance, transmit power (in dB), MCS index, and the corresponding minimum required signal-to-interference-plus-noise ratio (in dB) be denoted by $d_l$, $\Upsilon_l$, $\eta_l$, and $\text{SINR}_{\text{min}}(\eta_l)$ respectively. The outage probability is given by the expression in (1), where the notation (dB) has been dropped to avoid overemphasis.

$$p_{l,\text{out}}(\Upsilon_l, \eta_l, d_l) = Q\left(\frac{\Upsilon_l + G_{tx} + G_{rx} - \mu(d_l) - \mu_I - \text{SINR}_{\text{min}}(\eta_l)}{\sqrt{\sigma^2(d_l) + \sigma^2_I}}\right)$$  

where $G_{tx}$ and $G_{rx}$ are the realized antenna gains at the transmit and receive sides respectively, and $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{y^2}{2}\right) dy$ is the Gaussian Q-function [27]. The terms $\mu_I$ and $\sigma^2_I$ are the mean and variance of the interference-plus-noise power associated with the first-tier co-channel cells respectively. In the case of multiple interferers, $\mu_I$ and $\sigma^2_I$ can be found using a variety of techniques such as the Fenton-Wilkinson or Schwartz and Yeh methods [27].

In this work, statistical models have been generated for two well-known seismic survey projects – the Ghawar oil field in Saudi Arabia (SA) [29] and the Permian basin in Texas (TX), USA [30]. The values for $\mu(d)$ and $\sigma^2(d)$ (under LoS conditions) are plotted as a function of $d$ in Fig. 2a-2b. It is seen that $\mu(d)$ is nearly identical for both survey areas. However, a higher value of $\sigma^2(d)$ and a lower LoS probability in the case of the TX survey suggests that it has
more undulating terrain as compared to the SA survey.

IV. FRAME AGGREGATION POWER-SAVING BACKHAUL (FA-PSB) SCHEME

In addition to achieving real-time acquisition, power conservation is of vital importance as well. In the case of IEEE 802.11ad, the payload transmission time is significantly lesser as compared to the overhead time associated with the PHY header, inter-frame spaces, and MAC-layer backoff. For each data packet transmission, the overhead inadvertently leads to an increase in the power consumption. In order to counter the impact of this overhead, frame aggregation (FA) techniques can be employed [31]. Multiple data packets can be aggregated into a single frame for transmission, thereby eliminating the recurrence of the overhead. The degree up to which FA is applied, i.e., the number of individual data packets that are aggregated, can be termed as the aggregation length. At the MAC layer, data is encapsulated into separate MAC Service Data Units (MSDUs), which can be aggregated to form an Aggregate MSDU (A-MSDU) frame. As shown in Fig. 3, the incoming MSDUs may be sequentially aggregated until a maximum size threshold is attained. An A-MSDU is then appended with a header and a frame check sequence (FCS) to form a MAC Protocol Data Unit (MPDU). As per the chosen aggregation length, the requisite number of MPDUs are in turn aggregated into an Aggregate MAC Protocol Data Unit (A-MPDU) frame. The A-MPDU frame is then passed in the egress direction to the PHY layer to form the final payload frame for transmission. A combination of both A-MSDU and A-MPDU frames has been shown to perform best [31].

The performance of FA can be further improved with block acknowledgements (BAs) [31], where the acknowledgements for each of the MPDUs can be combined into a single frame. A block acknowledgement request (BAR) is sent by the transmitter after the A-MPDU frame, following which a BA is sent back by the receiver, which contains a bitmap corresponding to the MPDUs that have failed reception. Since each MPDU is associated with its own unique FCS for error detection, only those MPDUs that were not delivered successfully are required to be retransmitted. The overall effect is a substantial reduction...
in the amount of overhead that would otherwise be amplified in the case of individual data-acknowledgement exchanges.

Previous studies have analyzed the use of FA for improving the channel utilization and conservation of power. In [32], it is inferred that a dynamic assignment of the aggregation length is required as per the operating conditions of the network. An analytical model is provided in [33] for birectional FA using TCP. In [34], an FA-based scheduler is designed to improve the throughput in infrastructure-mode 802.11ad networks. However, the aspect of power conservation has not been considered in the above studies. FA is employed in [35], [36] to conserve power by reducing the period of idle listening, albeit only for stations that receive frames which are not intended for them. Analytical expressions for the latency and energy consumption have been derived in [37] for a sensor network employing the S-MAC protocol with frame aggregation. However, techniques for reducing the energy consumption were not investigated in [37].

The key features and operation of the proposed FA-PSB scheme are described below, following which an analytical model is developed to characterize the latency and the power consumption in Sections IV-C and IV-D.

A. Key Features

1) Effective Power Conservation: In addition to reducing the overhead with respect to time, FA can be exploited to achieve phenomenal power saving. For instance, a geophone can abstain from transmitting data for a duration of sleep in order to buffer a requisite number of packets while conserving power, after which real-time acquisition can still be perceived through a burst transmission of the buffered data using FA. The FA-PSB scheme relies on a cross-layer analytical model and optimization framework to determine the sleep duration and other parameters for data transmission, such as the transmit power, MCS index, and the aggregation length. Overall, highly effective power conservation is achieved across the backhaul network while adhering to any latency constraints at the DCC.

IEEE 802.11 devices typically require a minimum duration (denoted by $t_{sl}^{min}$) of 250 $\mu$s [38] to ‘wake-up’ from sleep mode operation. Additionally, time synchronization would have to be maintained only between adjacent nodes, where the standard-prescribed timing synchronization function can provide an accuracy of 4 $\mu$s [39], which is negligible in comparison to the value of $t_{sl}^{min}$. Hence, $t_{sl}^{min}$ can implicitly serve as a guard time for countering the possible effects of incorrect synchronization.

2) Robustness against CCI: Co-channel interference can lead to a decrease in the SINR at the receiver, which in turn can lead to a higher packet error rate. In general, the impact of CCI in the proposed network is not severe, owing to a lower LoS probability and a higher path loss (due to atmospheric absorption) at larger distances. However, the FA-PSB scheme can operate in the presence of CCI as well. Given that the arrival rate of data at a node is deterministic, the resultant durations for operating in sleep mode and data transfer can be computed, following which the duty cycle for the corresponding sub-link can be found. As shown in Fig. 4, interference would occur between two co-channel cells when the data transmission periods (represented by the ‘on’ state of the duty cycles) overlap. Since the occurrence of such overlapping transmissions can be found in a deterministic manner [40], the robustness of the sub-links can be ensured by altering the operating parameters such as the transmit power or the MCS index. These parameters can be obtained a-priori through a heuristic algorithm based on a combination of power and rate control that maintains a low outage probability. Hence, the deterministic nature of traffic in geophone networks can be exploited to compute the time instances when CCI would be present, following which the operating parameters are preemptively modified to ensure robustness against CCI.

3) TCP over Mesh Networks with Large Hop-Count: It is known that TCP is not well-suited for mesh networks with a large number of hops [41], since an acknowledgement from the receiver that is delayed extensively would be interpreted as packet loss by the transmitter. This problem can be circumvented by maintaining single-hop TCP links between adjacent RNs (and WGNs), rather than having a dedicated TCP connection between each of the WGNs and the DCC.

4) Standards-Compliance: The proposed FA-PSB scheme is designed to be compliant with the TCP/IP protocol suite at the transport and network layers, along with the IEEE 802.11 protocol at the MAC and PHY layers. The functionality of the proposed FA-PSB scheme can be implemented by making appropriate changes to the device drivers or firmware, without
requiring any modifications to the specifications dictated by the relevant standards.

B. Operation

The operation of the FA-PSB scheme is described as follows.

1) For each sub-link, near-optimal values of the transmit power, MCS index, and the aggregation length are computed as a function of the latency requirement at the DCC, and the data generation rate at the trailing WGN associated with the sub-link.

2) A duty-cycled approach is employed wherein both the transmit and receive nodes operate in sleep mode for a predetermined duration, following which the buffered data is transferred using a combination of FA and BA.

3) Transmissions can occur concurrently between adjacent sub-links over unique channels. However, in the presence of CCI, the aforementioned parameters in step 1 may be preemptively altered to ensure reliable communication.

C. Acquisition time and Power Consumption Analysis

For any given sub-link, the enhanced distributed channel access (EDCA) scheme is employed to dictate channel access, which is based on carrier sense multiple access with collision avoidance and binary exponential backoff. The traffic category is considered to be best-effort, since there is no quality-of-service (QoS) differentiation between any two traffic categories. For each transmission, a backoff counter is introduced, which is based on carrier sense multiple access with the EDCA scheme employed to dictate channel access. The 802.11 EDCA with frame aggregation at the MAC layer.

For any given sub-link, the enhanced distributed channel access (EDCA) scheme is employed to dictate channel access, which is based on carrier sense multiple access with collision avoidance and binary exponential backoff. The traffic category is considered to be best-effort, since there is no quality-of-service (QoS) differentiation between any two traffic categories. For each transmission, a backoff counter is introduced, which is based on carrier sense multiple access with the EDCA scheme employed to dictate channel access. The 802.11 EDCA with frame aggregation at the MAC layer.

As shown in Fig. 5, a semi-Markov process is used to represent the transmission of a TCP payload segment (denoted by $P$) and up to $M$ 802.11 retransmissions (denoted by $P - R_m$, $1 \leq m \leq M$) along with the subsequent 802.11 acknowledgements (denoted by $P - A$ and $P - R_m - A$). This is followed by the TCP acknowledgement (denoted by $ACK$) and its associated 802.11 retransmissions and acknowledgements. The packet error probability $p_s$ is a function of the packet size corresponding to state $S$ and the SINR. In this analysis, the TCP congestion window is configured to match the value of the aggregation length, implying that packet collisions would not occur (since the TCP payload segment and acknowledgement would be sequentially transmitted back and forth). Hence, by assuming that there are no TCP timeouts and delayed TCP acknowledgements, the nature of $p_s$ is determined by the perceived SINR alone since there are no collisions that are introduced as part of the contention process between any two adjacent nodes.

Considering the states related to the TCP payload segment, the value of $p_P$ can be found by calculating the probability that all the A-MSDUs (within the A-MPDU) and the BAR are transmitted successfully.

$$p_P = 1 - \left(1 - BER\right)^{\bar{S}_{BAR}} \times \prod_{i=1}^{N_{AMS}} \left(1 - BER\right)^{S_i,A,MS}$$

$$p_A = 1 - \left(1 - BER\right)^{\bar{S}_{BA}}$$

where the various notations are listed in Table I and BER denotes the bit error rate. The value of $p_{ACK}$ can be found along similar lines. Given that $T_S$ denotes the time duration of state $S$, equations (4)-(8) are formulated for the $t_{th}$ sub-link operating with an aggregation length of $K_t$ and MCS index $\eta_t$. For ease of notation, define $\phi_i \triangleq [\eta_t, K_t]$.

$$T_P(\phi_i) = AIFS + (CW_{min} - 1)t_{slot}/2 + t_p(\phi_i)$$

$$T_{P-R_m}(\phi_i) = AIFS + (2^nCW_{min} - 1)t_{slot}/2 + t_p(\phi_i)$$

$$T_{ACK}(\phi_i) = AIFS + (CW_{min} - 1)t_{slot}/2 + t_{ack}(\phi_i)$$

$$T_{ACK-R_m}(\phi_i) = AIFS + (2^nCW_{min} - 1)t_{slot}/2 + t_{ack}(\phi_i)$$

$$T_{P-A}(\phi_i) = T_{ACK-A}(\phi_i) = T_{P-R_m-A}(\phi_i) = SIFS + t_{BA}(\phi_i)$$

Table: Definition of FA-specific parameters.

| Notation      | Description                          | Notation      | Description                          |
|---------------|--------------------------------------|---------------|--------------------------------------|
| $N_{AMS}$     | Number of A-MSDUs in an A-MPDU       | $N_{MS}$      | Number of MSDUs in the $i^{th}$ A-MSDU |
| $\bar{S}_{AMS}$ | Number of bits in the $i^{th}$ A-MSDU | $t_{BAR}$     | Duration of a BAR frame               |
| $\bar{S}_{BAR}$ | Number of bits in a BAR frame         | $t_{BA}$      | Duration of a BA frame                |
| $AIFS$        | Arbitration inter-frame space         | $t_{slot}$    | Slot duration                         |
| $S_{i,A,MS}$  | Number of A-MSDUs in an A-MPDU       | $\phi^i$      | Bit error rate                        |
Let the steady state probability of state $S$ be denoted by $\kappa_S$. The steady state probability values pertaining to the TCP payload segment are expressed in (10)-(13). The corresponding values pertaining to the TCP acknowledgement can be obtained by swapping the subscript $P$ with $ACK$ in (10)-(13).

$$\kappa_P = \frac{(1 - p_{ACK})}{(4 - 3p_{ACK} - 3p_P + 2p_{ACK} \cdot p_P) \sum_{m=0} \left( p_P + p_A - p_P \cdot p_A \right)^m}$$ (10)

$$\kappa_{P-R_m} = \kappa_P \cdot (p_P + p_A - p_P \cdot p_A)^n$$ (11)

$$\kappa_{P-A} = \kappa_P \cdot (1 - p_P)$$ (12)

$$\kappa_{P-R_m-A} = \kappa_P \cdot (1 - p_P) \cdot (p_P + p_A - p_P \cdot p_A)^m$$ (13)

Let $\pi_S$ denote the proportion of time that the semi-Markov process spends in state $S$. The value of $\pi_S$ can be expressed as the weighted average of the steady-state probabilities, where the weights are given by the duration spent in each state [42]. Define the set of states pertaining to the TCP payload segment as $S_P = \{ P, P - R_m, P - A, P - R_m - A \}$ where $m = 1, 2, \ldots, M$. Then, $\pi_S = \kappa_S T_s / \sum_{s \in S_P} \kappa_S T_s$, $s \in S_P$.

Similar expressions can be obtained for the states pertaining to the TCP acknowledgement, by swapping the subscript $P$ with $ACK$.

A formulation can now be made for $t_{l,d}(\phi_i)$, which denotes the time required for a single successful exchange of a TCP payload segment and its acknowledgement over the $l^{th}$ sub-link, by accounting for those instances where the TCP payload segment or TCP acknowledgement would have to be resent after $M$ retransmissions at the MAC layer.

$$t_{l,d}(\phi_i) = t_{l,d}^{P}(\phi_i) + t_{l,d}^{ACK}(\phi_i)$$ (14)

$$t_{l,d}^{P}(\phi_i) = \left( \frac{\pi_P}{T_P(\phi_i)} + \frac{\pi_{P-R_m}}{T_{P-R_m}(\phi_i)} + \frac{\pi_{P-R_m-A}}{T_{P-R_m-A}(\phi_i)} \right)^{-1}$$ (15)

$$t_{l,d}^{ACK}(\phi_i) = \left( \frac{\pi_{ACK}}{T_{ACK}(\phi_i)} + \frac{\pi_{ACK-R_m}}{T_{ACK-R_m}(\phi_i)} + \frac{\pi_{ACK-R_m-A}}{T_{ACK-R_m-A}(\phi_i)} \right)^{-1}$$ (16)

where the scaling factors $1/(1 - p_{P,AMS})$ and $1/(1 - p_{ACK,AMS})$ account for the mean number of A-MSDUs that are successfully received within an A-MPDU$^1$.

A similar analysis is undertaken for the power consumption. The energy consumption associated with each of the states in Fig. 5 can be expressed as follows, where $tx/rx$ denotes either the transmission or reception modes respectively. The notation $\phi_i$ is dropped in (17)-(23) to avoid over-emphasis.

$$E_{P,tx/rx} = (AIFS + (CW_{min} - 1) \cdot t_{slot}/2) I_{idle} V_s + t_{tx/rx} I_{tx/rx}$$ (17)

$$E_{P-R_m,tx/rx} = (AIFS + (2^m CW_{min} - 1) \cdot t_{slot}/2) I_{idle} V_s + t_{tx/rx} I_{tx/rx}$$ (18)

$$E_{ACK,tx/rx} = (AIFS + (CW_{min} - 1) \cdot t_{slot}/2) I_{idle} V_s + t_{ack} I_{tx/rx} V_s$$ (19)

$$E_{ACK-R_m,tx/rx} = (AIFS + (2^m CW_{min} - 1) \cdot t_{slot}/2) I_{idle} V_s + t_{ack} I_{tx/rx} V_s$$ (20)

$$E_{P-A,tx/rx} = E_{ACK-A,tx/rx} = E_{P-R_m-A,tx/rx} = E_{ACK-R_m-A,tx/rx} = SIFS \cdot I_{idle} V_s + t_{BA} \cdot I_{tx/rx} V_s$$ (21)

where $V_s$ is the supply voltage and $I_{tx/rx}, I_{idle}, I_{sl}$ denote the value of the current in the transmit, receive, idle, and sleep modes respectively. Note that the value of the transmit current $I_{tx}$ is dependent on the transmit power. Define the set of states $S_P = \{ P, P - R_1, \ldots, P - R_M \}$ and $S_{P-A} = \{ P - A, P - R_1 - A, \ldots, P - R_M - A \}$. The sets $S_{ACK}$ and $S_{ACK-A}$ can be obtained in a similar manner by replacing the subscript $P$ with $ACK$. Expressions for the power consumption in transmit and receive modes are provided in (22) and (23) respectively.

For ease of notation, define $\theta_l = [T_l, \eta_l, K_l]$ where $T_l$ denotes the transmit power. In the presence of CCI, the corresponding parameters are written with a superscript ‘c’. An expression for the total power consumption of the $l^{th}$ link, comprising $r_l$ relays, is then given by

$$P_l = \sum_{b=1}^{r_l+1} \left[ (1 - p_{b,c}) \cdot P_{0,c,c}^{b,c} + p_{b,c} \cdot P_{0,c,c}^{b} \right]$$ (24)

$$P_{0,c,c}^{b,c} = 2\gamma_{sl} (t_{v,s,l} - t_{min}^{sl}) + 2\gamma_{idle} t_{min}^{sl} + \gamma_d (\theta_{b,c}) t_{v,d,c}(\phi_{b,c})$$ (25)

$$P_{0,c}^{b,c} = 2\gamma_{sl} (t_{v,s,l} - t_{min}^{sl}) + 2\gamma_{idle} t_{min}^{sl} + \gamma_d (\theta_{b,c}) t_{v,d,c}(\phi_{b,c})$$ (26)

As derived in Appendix A, $p_{b,c}^{c,c}$ denotes the probability of the occurrence of CCI in the $l^{th}$ sub-link, from which the average power is expressed in (24). The parameter $t_{v,s,l}$ denotes the sleep duration which has a minimum required value of $t_{min}^{sl}$. Additionally, $\gamma_{sl} = I_{sl} V_s$, $\gamma_{idle} = I_{idle} V_s$, and $\gamma_d (\theta_{b,c}) = P_{tx}(\theta_{b,c}) + P_{rx}(\theta_{b,c})$.

D. Frame Aggregation Analysis

In addition to the analytical model provided in the preceding subsection, the impact of the data generation rate at the WGNs and its relation to the data transfer rate are yet to be modelled. Borrowing from queueing theory literature, the terms job and service would translate to a frame and its successful reception

\[ \text{(9)} \]

\[ t_p(\phi_1) = t_{BAR}(\phi_1) + t_{pre} + \sum_{i=1}^{N_{AMS}} t_{delim} + t_{A,MS} + \sum_{i=1}^{N_{AMS}} \left\{ t_{h,MS} + t_{p,MS}(\eta_i) \right\} + t_{FCS} \]

\[ \text{Duration of entire A-MPDU} \]

\[ \text{Duration of } i^{th} \text{ A-MSDU} \]
respectively, in the context of this work. The arrival and service rate of packets over the \( i \)-th link is denoted by \( \lambda_i \) and \( \mu_i \) respectively. Note that for a given link, the arrival rate remains constant across the sub-links since the RNs do not generate any new data.

In the proposed FA-PSB scheme, an A-MPDU is transmitted only once \( K' \) packets have been buffered. Hence, the minimum batch size of the queue is equal to \( K' \), in addition to the jobs being serviced in batches of size \( K' \) as well. Overall, the transmission queue at a node in the \( i \)-th link can be represented by a D/D/\([K']/1\) batch service model \([42]\), wherein multiple packets are transmitted in a single A-MPDU, i.e., multiple jobs are serviced simultaneously. The domain of \( K' \) is defined as the set \( K = \{ 1, 2, 3, \ldots, K_{\text{max}} \} \), where \( K_{\text{max}} \) serves as an upper bound on the aggregation length. The value of \( K_{\text{max}} \) is determined by either the maximum advertised TCP receiver window size, the coherence time of the channel, or the maximum size of an A-MPDU as indicated by the standard \([19]\). With the help of TCP window scaling \([43]\), the TCP receiver window size can be increased up to 10\(^9\) bytes. Geophone networks exhibit a static multipath environment, implying that the coherence time is sufficiently longer than the A-MPDU duration. Hence, \( K_{\text{max}} \) would typically be limited by the maximum size of an A-MPDU.

Consider an expression for the service rate \( \mu_i \) in (27), where \( \mu_i \) must be greater than \( \lambda_i \) to maintain queue stability.

\[
\mu_i = \frac{K'}{t'_{\text{sl},i} + t'_{\text{sl}}(\Phi_i)} > \lambda_i \quad (27)
\]

For any given \( \theta_i \), the value of \( P_{i,\text{no-cci}}^{\text{no-cci}} \) as given by (25) monotonically decreases with an increase in \( t'_{\text{sl},i} \). Hence, minimum power consumption is achieved when the sleep duration is set to the maximum possible value while ensuring queue stability.

\[
t'_{\text{sl}}(\theta_i) = \frac{K'}{\lambda_i} - t'_{\text{sl}}(\Phi_i) - \delta \quad (28)
\]

where \( \delta \) is an arbitrarily small constant that is introduced in order to satisfy the condition stated in (27). In the case of 802.11 systems, \( \delta \) can be set to the value of \( t_{\text{slot}} \), which represents the smallest granularity in time that is allowed by the standard. For instance, \( t_{\text{slot}} \) is equal to 5 \( \mu \)s and 9 \( \mu \)s in the case of 802.11ad and 802.11ac respectively \([19]\).

An expression for the latency can be now be formulated.

\[
P_{\text{tx}} = \frac{t'_{\text{d}}}{t'_{\text{d}} + \sum_{s' \in S_{\text{p}}} \frac{\pi_s' \cdot E_s'_{\text{d},s} + \sum_{s' \in S_{\text{p},-A}} \pi_s' \cdot E_s'_{\text{d},s,A}}{T_s'}} + \frac{t_{\text{ACK}}}{t_{\text{d},i}} \left( \frac{\pi_s' \cdot E_s'_{\text{d},s} + \sum_{s' \in S_{\text{ACK}}} \pi_s' \cdot E_s'_{\text{d},s,A}}{T_s'} \right) \quad (22)
\]

\[
P_{\text{rx}} = \frac{t'_{\text{d}}}{t'_{\text{d}} + \sum_{s' \in S_{\text{p}}} \frac{\pi_s' \cdot E_s'_{\text{d},s} + \sum_{s' \in S_{\text{p},-A}} \pi_s' \cdot E_s'_{\text{d},s,A}}{T_s'}} + \frac{t_{\text{ACK}}}{t_{\text{d},i}} \left( \frac{\pi_s' \cdot E_s'_{\text{d},s} + \sum_{s' \in S_{\text{ACK}}} \pi_s' \cdot E_s'_{\text{d},s,A}}{T_s'} \right) \quad (23)
\]

Since a D/D/\([K']/1\) queue is being analyzed with \( \mu_i > \lambda_i \), there is no queuing delay introduced by any of the sub-links along a path. However, a finite latency exists as a result of the end-to-end transmission delay. For a given path denoted by \( P \), the maximum latency \( L_P \) at the DCC is given by

\[
L_P = \sum_{t_P} \left( \frac{K'_i}{\lambda_i} - \delta \right) \quad (29)
\]

In the presence of CCI, the maximum latency \( L_P' \) is given by

\[
L_P' = \sum_{t_P} \left( \frac{K'_i}{\lambda_i} - \delta \right) \quad (30)
\]

E. An Optimization Framework

With the aforementioned formulations for the latency and the power consumption, an optimization problem can now be constructed with the objective of minimizing the total power consumption at the \( L_2 \) and \( L_3 \) layers.

\[
\begin{align*}
\text{minimize} & \quad \sum_{t_P} \sum_{t_{\text{min}}} \left( (1 - p_{\text{CCI}}) \cdot P_{i,\text{no-cci}}^{\text{no-cci}} + p_{\text{CCI}} \cdot P_{i,\text{CCI}}^{\text{CCI}} \right) \\
\text{subject to} & \quad \sum_{t_P} \sum_{t_{\text{min}}} \left( (1 - p_{\text{CCI}}) \cdot P_{i,\text{no-cci}}^{\text{no-cci}} + p_{\text{CCI}} \cdot P_{i,\text{CCI}}^{\text{CCI}} \right) \\
& \quad t_{\text{sl}}(\theta_i), t_{\text{sl}}(\theta_i)^c \geq t_{\text{min}}^{\text{no-cci}}(\theta_i) \quad (34)
\end{align*}
\]

where \( L \) is the total number of links in the network and the expressions in (32)-(33) have been obtained by substituting for the sleep duration, as given by (28), into (25)-(26). Constraint (34) ensures a stable queue model and a minimum sleep duration of \( t_{\text{sl}}^{\text{no-cci}} \). Constraint (35) enforces a maximum outage probability of \( p_{\text{th,out}} \). The time threshold for real-time acquisition is denoted by \( L_{\text{max}} \), implying that (36)
represents the latency constraint at the DCC. Constraints (37)-(38) provide an operating constraint for the transmit power and the MCS index, wherein the bounds are dependent on the standard being employed. Constraint (39) imposes a minimum required number of relays \( r_l^{\min} \), whose analytical expression has been derived in Appendix B. Lastly, constraint (40) imposes integer values on all the decision variables, where \( \hat{\gamma}_l \) and \( \hat{T}_l \) are varied in integral steps of 1 dBm.

Solving the above problem is a challenging task in the presence of CCI, primarily due to the interdependency between various sub-links in (1) which in turn renders constraint (35) to be non-differentiable. In order to yield a more tractable problem, an important assumption is made wherein the presence of CCI is ignored (\( \hat{\beta}_l = 0 \)). After solving the relaxed version of the problem, a heuristic algorithm is applied that incorporates the impact of CCI. In the subsequent sections of this paper, it is shown that such an assumption is indeed valid since the overall impact of CCI on the power consumption is not significant.

The above problem is now evaluated for the following two scenarios. The latency constraint in (36) is relaxed in the first scenario, which offers a twofold benefit. Firstly, an analytical advantage is obtained by removing all interdependencies between the various sub-links. Secondly, the upper bound on the latency may be less than \( L_{\text{max}} \), in which case the relaxed version of the problem offers a simpler formulation while retaining its validity. Contrarily, the second scenario deals with the case when the upper bound on the latency exceeds the value of \( L_{\text{max}} \), mandating constraint (36) to be reinstated into the optimization problem in (31).

**Scenario 1 - No constraint on the latency:** A relaxation of the above problem in terms of both the CCI and latency eliminates any interdependencies between the sub-links. Hence, the overall problem can be decomposed into L unique subproblems, with each subproblem pertaining to each of the links. Furthermore, a common value for \( \theta_l \) can be applied to all the sub-links within the \( l^{th} \) link, since \( \lambda_l \) remains constant across all the sub-links.

For the sake of analysis, a digression is made to define an approximation function \( \Phi(\theta_l) \) for the third term in (32), which can be interpreted as the total amount of energy consumed by the successful transfer of \( K_l \) packets.

\[
\Phi(\theta_l) = \frac{\gamma(d(\theta_l) - 2\gamma_{sl}) t_{s,l}(\theta_l)}{K_l - \lambda_l \delta} \approx \frac{1}{\alpha_1 e^{\beta_1 K_l} - \alpha_2 e^{-\beta_2 K_l}} \quad \alpha_1, \beta_1, \alpha_2, \beta_2 \in \mathbb{R}^+ \tag{41}
\]

For a given value of \( \psi_{l} \triangleq [\hat{T}_l, \hat{\eta}_l] \), \( \Phi(\theta_l) \) can be expressed as the reciprocal of the difference of two exponential functions, which is a commonly employed numerical approximation technique [44]. The proposed approximation does not introduce any loss of accuracy in the computation of \( P_l \), and primarily serves to analytically isolate and capture the effect of \( K_l \) on the power consumption for a given value of \( \psi_{l} \). The validity of both the aforementioned relaxation of the problem

\[3\]The upper bound on the latency is obtained by setting the aggregation length to \( K_{\text{max}} \) in (29) and (30) for all sub-links.

### Algorithm 1: Iterative Co-Channel Interference Mitigation

1. Define \( \Omega = \{i\} \). \( \forall i \) s.t. \( p_{i,\text{out}} > p_{\text{th},\text{out}} \)
2. for \( l \in \Omega \) do
3. \( \text{while } p_{i,\text{out}} > p_{\text{th},\text{out}} \) do
4. \( \tau_m \leftarrow \tau_m - \epsilon \) \( \triangleright m \) denotes the dominant interferer w.r.t. \( l \)
5. \( \text{if } p_{m,\text{out}} > p_{\text{th},\text{out}} \) then
6. \( \eta_m \leftarrow \max\{\eta_m - 1, \eta_{\text{min}}\} \)
7. end if
8. end while
9. \( \Omega \leftarrow \Omega \cup \{m\} \) \( \triangleright \) Include \( m \) in the set \( \Omega \), if not present already
10. end for

### Constraints (37)-(40) apply to the above subproblem as well.

It can be seen that the sample space is relatively small, and a simple brute force search can be performed to find the globally optimal solution. For instance, in the case of 802.11ad (\( \Upsilon_{\text{min}} = -10 \text{ dB}, \ U_{\text{max}} = 5 \text{ dB}, \ \eta_{\text{min}} = 13, \ \eta_{\text{max}} = 24 \)), a mere total of up to 2000 combinations is possible. In the case of 802.11ac (\( \Upsilon_{\text{min}} = -10 \text{ dB}, \ U_{\text{max}} = 13 \text{ dB}, \ \eta_{\text{min}} = 0, \ \eta_{\text{max}} = 9 \)), there can be up to 3000 combinations.

The impact of CCI is now taken into account via Algorithm 1 which is heuristic in nature. Considering the solution obtained by solving (43), the sub-links that are severely affected by CCI are grouped into a set denoted by \( \Omega \). For each of these affected sub-links, the transmit power for the dominantly-interfering sub-link can be iteratively reduced until the impact of CCI is nullified. In the event that the interfering sub-link can no longer operate at the originally desired MCS index, the MCS index is decremented as well. This procedure is repeated iteratively for all the remaining co-channel cells. Hence, the proposed heuristic algorithm can be interpreted as a combination of power and rate control, which rapidly converges to a feasible solution (owing to a small sample space). The motivation for performing power control prior to rate control arises from the fact that the power consumption is
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with regards to the CCI) and the use of \( \Phi(\theta_l) \) is justified through a performance evaluation in Section V.

Returning to the scenario under consideration, the first derivative test reveals that \( \partial \Phi(\theta_l)/\partial K_l < 0, \forall K_l \in \mathbb{R} \). \( P_l \) monotonically decreases with increasing values for \( K_l \). This can be interpreted in a qualitative sense that an increase of the aggregation length would promote power conservation by reducing the impact of the overhead and boosting the overall data rate. Therefore, for any given \( \psi_{l} \), \( P_l \) attains the minimum value at \( K_l = K_{\text{max}} \). Hence, the subproblem corresponding to the \( l^{th} \) link can be formulated as follows.

\[
\begin{align*}
案件 \hat{\gamma}_l, \hat{\psi}_{l} & = \arg\min_{\psi_{l}, \psi_{l}} \left\{ (r_i + 1) \left[ 2\gamma_{sl} + 2(\gamma_{idle} - \gamma_{sl})t_{s,l}(\eta_l, K_{\text{max}}) \right] + \frac{(\gamma_{sl}(\eta_l, K_{\text{max}}) - 2\gamma_{sl}) t_{s,l}(\eta_l, K_{\text{max}})}{K_{\text{max}} - \lambda_l \delta} \right\} \tag{43}
\end{align*}
\]

Constraints (37)-(40) apply to the above subproblem as well. It can be seen that the sample space is relatively small, and a simple brute force search can be performed to find the globally optimal solution. For instance, in the case of 802.11ad (\( \Upsilon_{\text{min}} = -10 \text{ dB}, \ U_{\text{max}} = 5 \text{ dB}, \ \eta_{\text{min}} = 13, \ \eta_{\text{max}} = 24 \)), a mere total of up to 2000 combinations is possible. In the case of 802.11ac (\( \Upsilon_{\text{min}} = -10 \text{ dB}, \ U_{\text{max}} = 13 \text{ dB}, \ \eta_{\text{min}} = 0, \ \eta_{\text{max}} = 9 \)), there can be up to 3000 combinations.

The impact of CCI is now taken into account via Algorithm 1 which is heuristic in nature. Considering the solution obtained by solving (43), the sub-links that are severely affected by CCI are grouped into a set denoted by \( \Omega \). For each of these affected sub-links, the transmit power for the dominantly-interfering sub-link can be iteratively reduced until the impact of CCI is nullified. In the event that the interfering sub-link can no longer operate at the originally desired MCS index, the MCS index is decremented as well. This procedure is repeated iteratively for all the remaining co-channel cells. Hence, the proposed heuristic algorithm can be interpreted as a combination of power and rate control, which rapidly converges to a feasible solution (owing to a small sample space). The motivation for performing power control prior to rate control arises from the fact that the power consumption is
more susceptible to a decrease in the MCS index as compared to an increase in the transmit power [23].

**Scenario 2 - A constraint on the latency:** During a seismic survey, the latency requirement at the DCC may be periodically altered by the field engineers. Furthermore, in the case of a low arrival rate of data (such as in earthquake detection or quality control) the upper bound on the latency would exceed $L_{\text{max}}$, and it would be necessary to impose a latency constraint at the DCC. An important point to consider is that for the $l^{\text{th}}$ link, adaptively modifying $\theta_{l}$ for each of the sub-links within the link is a feasible option, whereas an adaptive change in the number of relays is practically infeasible. Introducing or moving existing RNs during the acquisition process over the entire survey area, can drastically reduce the overall productivity and may even be inconceivable.

Hence, a more tractable approach would be to retain the values obtained for $\hat{r}_{l}$ and $\hat{\psi}_{l}$ in the preceding scenario, and instead adaptively modify only the value of the aggregation length so as to meet the latency constraint at the DCC. The latency in the worst-case scenario is considered by treating the presence of CCI as two distinct optimization problems. The following problem is formulated in the absence of CCI.

$$[\hat{K}_{1}, \hat{K}_{2}, \ldots, \hat{K}_{L}] = \arg \min_{K_{1}, K_{2}, \ldots, K_{L}} \sum_{l=1}^{L} \sum_{s=1}^{S_{l}} 2\gamma_{sl} + \frac{2(\gamma_{sl} - \gamma_{sl}^*)t_{\text{min}}^l}{K_{l} - \lambda_{l} \delta} + \lambda_{l} \Phi(K_{l}, \hat{\psi}_{l})$$

$$L_{P} \leq L_{\text{max}}$$

$$t_{\text{sl}}^l(\hat{\psi}_{l}, K_{l}) \geq t_{\text{sl}}^l$$

A latency constraint is imposed by (47) for all possible paths in the network. The lower bound for $K_{l}$ can be found using (48). Furthermore, it is proven in Appendix C that $\Phi(\theta_{l})$ is convex $\forall K_{l} \in \mathbb{R}$. The overall objective function as given in (46) is also convex, since a linear composition of convex functions is convex [45]. Hence, the above convex MINLP can be solved using standard techniques [45], [46]. Note that the equivalent problem in the presence of CCI can be formulated by introducing the superscript notation $c$ for all the relevant parameters. The resultant total power consumption is then found using the expression in (31).

### V. Performance Evaluation

Considering a 4-cell reuse pattern and a sweep length of 8 s, the performance with respect to the latency and power consumption (at the $L_{2}$ and $L_{3}$ layers) is evaluated for the SA and TX survey terrain. In the following performance evaluation, the SA survey represents a mid-sized survey comprising 14,400 geophones over an area of 72 km$^{2}$, while the TX survey represents a large survey comprising 57,600 geophones over an area of 288 km$^{2}$. The resultant values are averaged over 1000 Monte Carlo trials, wherein the geophone network is deployed over a random section (as per a uniform distribution) of the seismic survey region in each trial. Simulations are conducted using ns-3 for the IEEE 802.11ad standard [47]. The simulation parameters have been listed in Tables II and under Appendix D. Standards-compliant values of $CW_{\text{min}} = 16$ and $CW_{\text{max}} = 1024$ are considered, such that $M = 6$.

The parameters in Tables I-II are derived from [19], [48]. Experimental values for the power consumption parameters of IEEE 802.11ad and IEEE 802.11ac chips have been reported in [24] and [49] respectively.

The latency and the total power consumption for the SA and TX surveys operating under the FA-PSB scheme is shown in Fig. 6 as a function of the WGN cell radius $R$, for a geophone data generation rate of 144 Kbps. While the latency ranges between 0.5 – 2.2 s, which is well within the value of $L_{\text{max}}$ (the sweep length), the power saving performance is phenomenal, with a 78 – 87% drop in the total power consumption under the FA-PSB scheme as compared to the classical scenario (there is no sleep duration imposed on the sub-links). The number of WGNs decreases with increasing values of $R$ [11], which explains the descending trend in the latency and power consumption. However, certain non-linearities are introduced in the trend since the total number of RNs does not monotonically decrease with $R$. For instance, an abrupt increase in the latency and the power consumption is seen in both surveys around $R = 570$ m. This is due to the fact that the outage probability threshold in (35) can only be met by the introduction of additional RNs. Hence, although it may seem counter-intuitive that the power consumption would increase despite a drop in the number of WGNs, it is important to consider the number of RNs that are required to sustain reliable and real-time acquisition for larger values of $R$.

It can also be inferred from Fig. 6c-6d that the overall latency and power consumption in the TX survey is larger as compared to the SA survey, which arises due to two factors. Firstly, the TX survey area mandates a larger number of WGNs and RNs as it is four times larger in size. Secondly, the TX survey terrain is characterized by a lower LoS probability (as shown in Fig. 2c) which in turn would require a larger number of RNs to be deployed. Furthermore, the effectiveness of the proposed analytical technique can be seen in Fig. 6. A small but finite margin of error exists between the analysis and simulation results, due to the assumption of perfectly saturated traffic (which in turn leads to an overestimation in the computation of the packet error probability) and the statistical

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| Operating Frequency | 57-64 GHz | Maximum size of an A-MSDU frame | 1024 bytes |
| Channel Bandwidth | 2.16 GHz | Maximum size of an A-MPDU frame | 7935 bytes |
| Antenna Height | 1 m | Supply Voltage ($V_{o}$) | 3 V |
| Maximum EIRP | 51 dBm | Current in transmit mode ($I_{tx}$) | 2776 mA |
| Noise Figure | 6 dB | Current in receive mode ($I_{rx}$) | 2198 mA |
| Outage probability threshold ($\gamma_{th,\text{out}}$) | 10–6 | Current in idle mode ($I_{idle}$) | 420 mA |
| TCP Maximum Segment Size | 2200 bytes | Current in sleep mode ($I_{sl}$) | 5 mA |

TABLE II: Simulation parameters.
characterization of the probability of the occurrence of CCI. However, the overall trend is captured well by the proposed analytical model.

The efficacy of the proposed heuristic algorithm in Section IV-E is validated in Fig. 7. The additional impact of NLoS links due to the presence of obstacles is also considered, wherein $p_{obs}$ denotes the fraction of the total number of links that are obstructed. Consequently, each of these links would require an additional RN to be deployed. The proposed heuristic algorithm provides a solution in the presence of CCI (denoted by dashed lines) that is very close to the globally optimal solution in the absence of CCI (denoted by solid lines), implying that the overall impact of CCI is minimal. This arises from the fact that the co-channel cells are mostly distant from one another wherein the CCI is effectively subdued. The overall power consumption increases with $p_{obs}$ owing to an increase in the number of RNs. This in turn marginally worsens the impact of CCI wherein the co-channel cells are now located closer to one another. Additionally, the validity of the approximation function $\Phi$ is justified in Fig. 8, where the circles represent the actual value as given by (41) and the solid and dashed lines represent the approximate value as given by (42). A maximum relative RMSE value of just 1% is noted for the various combinations of the MCS index for a transmit power of 5 dBm in the case of both 802.11ac and 802.11ad.

In Fig. 9, the impact of the data generation rate at each of the geophones (multiples of 48 Kbps) is studied for $R = 400$ m. As seen in Fig. 9a-9b, a maximum rate of 768 Kbps can be sustained by the proposed 802.11ad-based architecture for the SA survey. A higher data generation rate at the geophones would cause (27) and (34) to not be satisfied for the bottleneck links at the $L_3$ layer, which in turn would lead to queue instability and consequently an exponential latency at the DCC. The latency observes a decreasing trend in Fig. 9a and Fig. 9c, since the sleep duration is reduced in order to maintain queue stability at higher values of the packet arrival rate. A corresponding increase is seen in the power consumption, where the WGNs and RNs are required to operate in transmit and receive modes for a greater fraction of time. In the case of the TX survey, a maximum data generation rate of 192 Kbps...
Fig. 7: A comparison between the solutions obtained via the proposed heuristic algorithm (in the presence of CCI) and the optimal solution (in the absence of CCI) for various values of $p_{obs}$.

(a) Total power consumption (SA survey).

(b) Total power consumption (TX survey).

Fig. 8: Validity of the convex approximation function $\Phi(\bullet)$.

Seismic acquisition at the data collection center, the final sink node for the entire geophone network, mandates data transfer rates on the order of several gigabits per second in order to have real-time data delivery, in addition to the acquisition process being energy-efficient. A wireless geophone network architecture based on the IEEE 802.11ad standard has been evaluated under the impact of co-channel interference for a combination of the seismic survey size, number of geophones, data generation rate, and survey terrain in Saudi Arabia and Texas, USA.

VI. CONCLUSION

Seismic acquisition at the data collection center, the final sink node for the entire geophone network, mandates data transfer rates on the order of several gigabits per second in order to have real-time data delivery, in addition to the acquisition process being energy-efficient. A wireless geophone network architecture based on the IEEE 802.11ad standard has been evaluated under the impact of co-channel interference for a combination of the seismic survey size, number of geophones, data generation rate, and survey terrain in Saudi Arabia and Texas, USA.

On the basis of statistical models for the path loss and LoS probability, and a cross-layer analytical model for the latency and power consumption, an optimization framework is developed to achieve near-optimal power conservation...
performance through the FA-PSB scheme. A performance evaluation at a data generation rate of 144 Kbps reveals that the power consumption can be reduced by up to 87% with a maximum latency of around 2 s at the DCC, as compared to classical operation prescribed by the 802.11ad standard. Although previously proposed approaches based on the IEEE 802.11ac standard are feasible for low-rate applications such as earthquake detection and seismic quality control, the proposed use of the IEEE 802.11ad standard is far more suitable for data-intensive real-time seismic acquisition.

The power conservation performance of the FA-PSB scheme can be further enhanced by utilizing a higher value for $K_{max}$, which could be tweaked in vendor-specific implementations to support larger A-MPDU frame sizes. Additionally, data compression techniques can be incorporated to reduce the overall packet arrival rate at the WGNs, which in turn would enable the FA-PSB scheme to conserve more power. A reduction in the power consumption translates to a reduced cost in terms of the equipment weight, transportation, and manpower. The proposed architecture also offers a low-cost alternative to current seismic data acquisition systems by eliminating cable and reducing the overall power consumption. Furthermore, the FA-PSB scheme can find application in cellular backhaul and large-scale sensor networks for effective power conservation.

**APPENDIX A**

For a pair of co-channel cells, the probability of the occurrence of CCI is affected by both the LoS probability and the probability of overlap in the data transmission periods. Considering the $l^{th}$ sub-link, let $m'$ and $n'$ denote the sub-links that are the first-tier co-channel cells.

$$p_{cci}^{l'} = 1 - \left( 1 - p_{LoS}^{l',m'} \cdot p_{ov}^{l',m'} \right) \left( 1 - p_{LoS}^{l,n'} \cdot p_{ov}^{l,n'} \right)$$

where $p_{LoS}^{l,m'}$ and $p_{ov}^{l,m'}$ denote the LoS and overlap probability respectively, between the $l^{th}$ and $m^{th}$ sub-links. The value for $p_{LoS}^{l,m'}$ can be determined using the model in Section III.
Following the analysis technique used in [40], an expression for $p_{L,m'}^{\text{off}}$ is obtained in (50).

$$
p_{L,m'}^{\text{on}} = \frac{(t_{m,d} + t_{l,d})/(K_m/\lambda_m - \delta)}{1 + (t_{m,d} + t_{l,d})/(K_m/\lambda_m - \delta)} / 2, \quad t_{m,sl} > t_{l,d}
$$  \(50\)

**APPENDIX B**

Let $p_{\text{los}}(d)$ denote the LoS probability for a link distance $d$. Additionally, let $\mathcal{R}$ denote a random variable that represents the number of relays that are present in the link under consideration. The mean number of relays is then given by

$$
\mathbb{E}(\mathcal{R}) = \sum_{r=0}^{\infty} r \cdot p_r
$$  \(51\)

where $p_r = \Pr(\mathcal{R} = r)$. Define $q_r = p_{\text{los}}(d/r)$. When $r = 0$, it is intuitive that $p_0 = q_0$. When $r = 1$, it is implied that there is no LoS for the entire link distance $d$, and that LoS conditions exist for both the sub-links. Hence, $p_1 = q_1^2(1 - q_0)$. The following generalisation can be made for $p_r$.

$$
p_r = \begin{cases} q_0 & r = 0 \\ q_r^{-1} \prod_{r'=0}^{r-1} (1 - q_{r'}) & r \geq 1 \end{cases}
$$  \(52\)

Note that (51) represents a convergent series since $q_r < 1$ for some finite $r$ i.e., LoS conditions exist for some arbitrarily small value of the sub-link distance. Hence, the minimum required number of relays in (39) can be expressed as $\lceil \mathbb{E}(\mathcal{R}) \rceil$, where $\lceil \cdot \rceil$ denotes the ceiling function.

**APPENDIX C**

Taking the second derivative of $\Phi$ with respect to $K_l$, where $K_l \in \mathbb{R}$,

$$
\frac{\partial^2 \Phi}{\partial K_l^2} = \frac{\partial^2}{\partial K_l^2} \left( \frac{1}{\alpha_1 e^{\beta_1 K_l} - \alpha_2 e^{\beta_2 K_l}} \right)
$$  \(53\)

$$
= \frac{e^{K_l(\beta_1 - \beta_2)} - \alpha_2 e^{\beta_2 K_l}}{\alpha_1 e^{\beta_1 K_l} - \alpha_2 e^{\beta_2 K_l}}
$$

**APPENDIX D**

As listed in Table III, the minimum receiver sensitivity ($R_{\text{min}}$) and signal-to-interference-plus-noise ratio (SINR$_{\text{min}}$) values for each of the MCS indices are derived from [19], [50].

**TABLE III**

| MCS Index | $R_{\text{min}}$ (dBm) | SINR$_{\text{min}}$ (dB) |
|-----------|-------------------------|--------------------------|
| 12        | 18.55                   | 17.85                    |
| 13        | 19.5                    | 18.8                    |
| 14        | 20.5                    | 19.8                    |
| 15        | 21.5                    | 20.8                    |
| 16        | 22.5                    | 21.8                    |
| 17        | 23.5                    | 22.8                    |
| 18        | 24.5                    | 23.8                    |

$$
\alpha_1 \alpha_2 (\beta_1^2 + 4 \beta_1 \beta_2 + \beta_2^2)
$$  \(54\)

$$
= \frac{e^{K_l(\beta_1 - \beta_2)}}{\Phi} \left\{ \left(\alpha_1 \beta_1 e^{K_l(\beta_1 + \beta_2)}/2 + \alpha_2 \beta_2 e^{-K_l(\beta_1 + \beta_2)/2} \right)^2 + \alpha_1 \alpha_2 (\beta_1 + \beta_2)^2 \right\}
$$  \(55\)

$$
\geq 0 \quad \forall \alpha_1, \beta_1, \alpha_2, \beta_2 \in \mathbb{R}^+
$$  \(56\)

Since $\partial^2 \Phi/\partial K_l^2$ is non-negative $\forall K_l \in \mathbb{R}$, $\Phi$ is convex over $\mathbb{R}$ [45].
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