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Abstract

The recently commercialized fifth-generation (5G) wireless communication networks achieved many improvements, including air interface enhancement, spectrum expansion, and network intensification by several key technologies, such as massive multiple-input multiple-output (MIMO), millimeter-wave communications, and ultra-dense networking. Despite the deployment of 5G commercial systems, wireless communications is still facing many challenges to enable connected intelligence and a myriad of applications such as industrial Internet-of-things, autonomous systems, brain-computer interfaces, digital twin, tactile Internet, etc. Therefore, it is urgent to start research on the sixth-generation (6G) wireless communication systems. Among the candidate technologies for such systems, cell-free massive MIMO which combines the advantages of distributed systems and massive MIMO, is considered as a key solution to enhance the wireless transmission efficiency and becomes the international frontier. In this paper, we present a comprehensive study on cell-free massive MIMO for 6G wireless communication networks, especially from the signal processing perspective. We focus on enabling physical layer technologies for cell-free massive MIMO, such as user association, pilot assignment, transmitter and receiver design, as well as power control and allocation. Furthermore, some current and future research problems are highlighted.
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I. INTRODUCTION

The fifth-generation (5G) wireless communication networks have been deployed worldwide since 2019 to achieve massive connectivity, ultra-reliability, and low latency. Among the several enabling technologies in 5G, massive multiple-input multiple-output (MIMO) [1], which deploys a large number of antennas at the base station (BS) in a centralized manner, can provide very high beamforming and spatially multiplexing gain, thus achieving the high spectral efficiency (SE), energy efficiency, and link reliability. However, with the explosive demand for higher data rates and traffic volume, wireless communication networks are required to provide better coverage, and uniform user performance over a wide coverage area [2]–[4] which 5G cannot satisfy [5]. This is because the performance of massive MIMO systems, for instance, is restricted by the inter-cell interference in the cellular network and the cell-edge users suffer significant performance degradation.

To improve the performance of cell-edge users, distributed antenna systems (DAS) have been proposed to cover the dead spots and offer macro diversity in MIMO systems [6]. It can provide better coverage and reduce the system power overhead. On the other hand, Network MIMO and coordinated multi-point (CoMP) were proposed to reduce the inter-cell interference by adding cooperation between the neighboring access points (APs) [7]–[9]. They divide the APs into disjoint cooperation clusters to reduce the data sharing. However, interference between clusters is a critical issue because inter-cell interference cannot be removed within the cellular structure. This is because the inter-cell interference cannot be removed as long as the cellular paradigm is considered.

By combing the advantages of massive MIMO, DAS, and Network MIMO technologies, cell-free massive MIMO was proposed [10] where no cell and cell boundaries exists. Due to its natural advantages, cell-free massive MIMO has been regarded as a crucial and core technology for the upcoming sixth-generation (6G) networks. It is expected to bring important benefits, including huge data throughput, ultra-low latency, ultra-high reliability, high energy efficiency, and ubiquitous and uniform coverage [3], [11]. The fundamental idea of cell-free massive MIMO is to deploy a large number of distributed APs that are connected to a central processing unit (CPU) to serve all users in a wide area. In particular, each AP serves all users via a time-division duplex (TDD) or frequency-division duplex (FDD) mode. Compared to conventional co-located massive MIMO, cell-free networks offer more uniform connectivity for
all users thanks to the macro diversity gain obtained from the distributed antennas. However, the assumption that each AP serves all users makes the system not scalable [15] and incurs the huge power and computational resource consumption for decoding, especially for the users with low signal-to-interference-noise-ratios (SINR). To tackle the scalability issue, a user-centric dynamic cooperation clustering (DCC) scheme [14] was introduced [15], where each user is only served by a subset of APs. Therefore, the computational complexity and signaling overhead at each AP is finite even when the number of users goes to infinity [15]. Interesting research results have been obtained for cell-free massive MIMO, researchers made some initial attempts on analyzing the spectral and energy efficiency [10], where single-antenna APs, single-antenna users, and Rayleigh fading channels are considered. The analysis has been extended to multi-antenna APs.
TABLE I. Overview of different signal processing algorithms for cell-free massive MIMO systems

with Rayleigh fading, Rician fading, and correlated channels [16]–[18]. The general conclusion is that cell-free massive MIMO works can achieve great performance in a variety of scenarios. Then, the energy efficiency of cell-free massive MIMO systems was investigated [19], [20]. It was shown that the cell-free can improve the energy efficiency by approximately ten times compared to cellular massive MIMO. Therefore, cell-free massive MIMO has become one of the most promising technologies in 6G wireless networks and has been attracted extensive research interests from both academia and industry. Although cell-free massive MIMO has shown a huge potential for 6G wireless networks, how to design effective algorithms for a low-cost and scalable system is significantly important. In this aspect, extensive algorithms have been proposed
| Symbols   | Meanings                                          |
|----------|--------------------------------------------------|
| $L, N, K$| Number of APs, antennas in each AP, users        |
| $h_{kl}$ | The channel vector between $k$-th user and $l$-th AP |
| $\beta_{kl}$ | Large-scale fading                               |
| $R_{kl}$ | Spatial correlation matrix                       |
| $\varphi_t$ | Pilot vector                                    |
| $\tau_p$ | The length of the pilot                          |
| $\tau_c$ | Coherence time                                   |
| $S_k$    | The subset of users sharing the same pilot as the $k$-th user is denoted as |
| $t_k$    | The index of the pilot for $k$-th user           |
| $Y_p^l$  | Received signal corresponding to the pilot signal at the $l$-th AP |
| $N_p^l$  | Additive noise at the $l$-th AP                  |
| $p_k$    | Additive noise at the $l$-th AP                  |
| $\sigma^2$ | Noise power                                     |
| $s_k$    | Transmitted signal of $k$-th user                |
| $\hat{s}_k$ | Estimated signal of $k$-th user                 |
| $y_{d}^l$ | Received signal corresponding to the data at the $l$-th AP |
| $v_k$    | Combining vector for $k$-th user                 |
| $D_{kl}$ | Diagonal matrix to determine the connection between $l$-th AP and $k$-th user |
| $w_{kl}$ | Precoding vector between $l$-th AP and $k$-th user |
| $n$      | Additive noise vector                            |
| $\alpha_p$ | The complex gain of the $p$-th path             |
| $\phi_p$ | The AoA of the $p$-th path                       |
| $a(\phi_p)$ | The steering vector                             |
| $\hat{h}_{kl}$ | The channel estimate for the channel $k$-th user and $l$-th AP |
| $\hat{h}_{kl}$ | The channel estimation error for the channel $k$-th user and $l$-th AP |
| $\hat{R}_{kl}$ | The spatial covariance matrix for the channel estimate $\hat{h}_{kl}$ |
| $\hat{R}_{kl}$ | The spatial covariance matrix for the channel estimation error $\hat{h}_{kl}$ |
| $D_l$    | The set of the user served by $l$-th AP          |

**TABLE II.** Definition of the main mathematical symbols

for solving specific problems in system design. In this paper, we provide a comprehensive overview on enabling physical layer technologies for cell-free massive MIMO, especially from the signal processing perspective. Different from other survey papers [21]–[23] providing all research directions about cell-free massive MIMO in state-of-the-art literature, we pay attention to the existing signal processing algorithms for user association, pilot assignment, transmitter and receiver design, as well as power control and allocation. Furthermore, some future research
directions, including machine learning (ML) and reconfigurable intelligent surfaces (RIS) for cell-free massive MIMO, are highlighted. The paper organization and main research directions are illustrated in Fig. 1.

The remaining part of this paper is organized as follows. Section II first introduces the system model of cell-free massive MIMO. Section III reviews existing signal processing algorithms in cell-free massive MIMO physical layer. Section IV discusses some open directions in this area and our conclusions are given in Section V. The key topics and associated references are summarized in Table I and the definition of the main mathematical symbols is presented in Table II.

II. SYSTEM MODEL

In this section, we introduce the system model of the cell-free massive MIMO, including conventional TDD-based cell-free massive MIMO, FDD-based cell-free massive MIMO, and scalable cell-free massive MIMO.

A. Conventional TDD-based Cell-Free Massive MIMO

As illustrated in Fig. 2, a conventional cell-free massive MIMO systems consists of a large number of APs that serve a much smaller number of users on the same time-frequency resource. We consider a cell-free massive MIMO network consisting of $L$ distributed APs, each equipped with $N$ antennas to serve $K$ single-antenna users. All the APs are connected to a CPU. The network operates in the TDD or FDD mode and each AP acquires CSI between itself and all users via uplink channel estimation. The channel between the $l$-th AP and the $k$-th user is denoted by $h_{kl} \in \mathbb{C}^{N}$ and is assumed to be constant in each coherence time $\tau_c$. The channel $h_{kl}$ is assumed to be a correlated Rayleigh fading distribution, i.e.,

$$h_{kl} \sim \mathcal{N}_\mathbb{C}(0, R_{kl}),$$

where $R_{kl} \in \mathbb{C}^{N \times N}$ denotes the spatial correlation matrix, which is composed of the small-scale fading and large-scale fading. As such, the large-scale fading between the $k$-th user and the $l$-th AP is given by $\beta_{kl} \triangleq \text{tr}(R_{kl})/N$, where $\text{tr}(R_{kl})$ denotes the trace of $R_{kl}$.

We assume that $\tau_p$ mutually orthogonal pilot $\varphi_1, \ldots, \varphi_{\tau_p}$ with $\|\varphi_t\|_2^2 = \tau_p, t = 1, \ldots, \tau_p$, are used for channel estimation, where $\tau_p$ is the length of the pilot. In general, the number of users $K > \tau_p$ and therefore each pilot is shared by more than one users. The index of the pilot
assigned to the \( k \)-th user is denoted as \( t_k \in \{1, \ldots, \tau_p\} \). Furthermore, the subset of users sharing the same pilot as the \( k \)-th user is denoted as \( S_k \subset \{1, \ldots, K\} \). Therefore, the uplink received signal corresponding to the pilot signal at the \( l \)-th AP is

\[
Y^p_l = \sum_{i=1}^{K} \sqrt{p_k} h_{kl} \varphi^T t_k + N^p_l,
\]

where \( p_k \geq 0 \) represents the transmit power of the \( k \)-th user, \( N^p_l \in \mathbb{C}^{N \times \tau_p} \) denotes the additive noise and each element is independent and identically distributed (i.i.d.) and drawn from \( \mathcal{N}_\mathbb{C}(0, \sigma^2) \) with noise power \( \sigma^2 \). Based on estimation theory, the minimum mean-square error (MMSE) estimation for \( h_{kl} \) is given by

\[
\hat{h}_{kl} = \sqrt{p_k \tau_p} R_{kl} \Psi_{t_k l}^{-1} Y^p_{t_k l},
\]

where

\[
\Psi_{t_k l} = \sum_{i \in R_{kl}} \tau_p p_i R_{kl} + I_N,
\]

and

\[
Y^p_{t_k l} = Y^p_l \varphi^* t_k \sqrt{\tau_p} = \sum_{i \in S_k} \sqrt{p_k \tau_p} h_{il} + n_{t_k l}.
\]

After channel estimation, the received signal \( y^d_l \in \mathbb{C}^N \) at the \( l \)-th AP in uplink data transmission stage is

\[
y^d_l = \sum_{k=1}^{K} \sqrt{p_k} h_{kl} s_k + n^d_l,
\]
where $s_k \in \mathbb{C}$ is the transmitted signal from the $k$-th user with power $p_k$ and $n_i^d \sim \mathcal{N}_C(0, \sigma^2 I_N)$. If the conventional cell-free massive MIMO considers the centralized decoding, the $l$-th AP first selects a receive combining vector $v_{kl} \in \mathbb{C}^N$ for the $k$-th user and locally computes $v_{kl}^H y_i^d$. Then, the CPU combines $s_k$ by following summation

\[
\hat{s}_k = \sum_{l=1}^{L} v_{kl}^H y_i^d
\]

\[
= \left( \sum_{l=1}^{L} v_{kl}^H h_{kl}s_k \right) + \sum_{i=1, i \neq k}^{K} \left( \sum_{l=1}^{L} v_{kl}^H h_{kl}s_i \right) s_i + \sum_{l=1}^{L} v_{kl}^H n_l
\]

\[
= v_k^H h_k s_k + \sum_{i=1, i \neq k}^{K} v_k^H h_i s_k + v_k^H n,
\]

where $v_k = [v_{k1}^T, \ldots, v_{kL}^T]^T \in \mathbb{C}^M$ denotes the all combining vectors for of all APs and $n = [n_1^T, \ldots, n_L^T]^T \in \mathbb{C}^M$ collects all the noise vectors, where $M = LN$. The received signal model (7) is similar to a uplink cellular massive MIMO system model. Therefore, the achievable uplink spectral efficiency (SE) easily follow related literature [10]. The key difference between cell-free and cellular massive MIMO is the combining vectors $\{v_{kl}\}$ as each AP only have own CSI that estimated locally in the channel estimation stage. Furthermore, several combining methods have been proposed such as maximum ratio combining (MRC) and local MMSE combining [10].

**B. FDD-based Cell-Free Massive MIMO**

In addition to TDD systems, we consider an FDD cell-free massive MIMO system consisting of $L$ distributed APs, each equipped with $N$ antennas to serve $K$ single-antenna users, where the uplink and downlink transmissions are operated in different frequency bands. Owing to angle reciprocity\(^1\) in FDD systems, the uplink angle of arrival (AoA) and downlink angle of departure (AoD) are similar, and thus the uplink and downlink large-scale fading coefficients are similar [12]. On the contrary, the uplink and downlink small-scale fading coefficients are different because they are frequency-dependent. Specially, the channel between the $k$-th user and $l$-th AP is given by

\[
h_{kl} = \sqrt{\frac{1}{P}} \sum_{p=1}^{P} \sqrt{\beta_p^{kl} \alpha_p a(\phi_p)},
\]

\(^1\)Angle reciprocity means that the uplink and downlink channels have similar angles and complex gains.
where $\alpha_p \sim \mathcal{N}_C(0, 1)$ is the complex gain of the $p$-th path, and $\beta_{kl}^{\text{nl}}$ is the large-scale fading coefficient for the path-loss and shadowing effects. The AoA of the $p$-th path is $\phi_p \in [0, 2\pi]$ and the steering vector $\mathbf{a}(\phi_p)$ is given by

$$
\mathbf{a}(\phi_p) = \frac{1}{\sqrt{N}} [1, e^{jdsin(\phi_p)}, \ldots, e^{j(N-1)dsin(\phi_p)}],
$$

(11)

where $d = \frac{2\pi u}{\lambda}$, $u$ is the antenna spacing, and $\lambda$ is the channel wavelength.

One of the challenges in FDD cell-free massive MIMO is the downlink CSI feedback. Because each AP receives the downlink CSI feedback from all users in conventional cell-free massive MIMO systems for designing the precoder, the CSI acquisition and feedback overhead will be huge. Fortunately, the angle reciprocity can be exploited if the uplink and downlink carrier frequencies are close to each other. In [12], an FDD cell-free massive MIMO system without any feedback from the user was proposed, where the multipath components in the uplink stage can be extracted by a computationally efficient estimation algorithm based on the gradient descent. The simulation results there showed that FDD-based cell-free massive MIMO systems can reduce the transmission power when compared with conventional cellular systems.

C. Scalable Cell-Free Massive MIMO

Although the centralized processing in conventional cell-free massive MIMO can achieve great performance, it is impractical when the number of users is large. According to [15], a cell-free massive MIMO is considered to be scalable if the signal processing tasks for channel estimation, precoder and combiner design, fronthaul overhead, and power optimization per AP can be kept within finite complexity as the number of served users goes to infinity. Unfortunately, the conventional cell-free massive MIMO is not scalable with respect to all of the four tasks as shown below:

1) Precoder and combiner design: The $l$-th AP computes precoding and combining vectors for all $K$ users. The computational complexity increases to infinity as $K \rightarrow \infty$.

2) Channel estimation: As the $l$-th AP performs channel estimation for all $K$ users, the computational complexity increases to infinity as $K \rightarrow \infty$.

3) Fronthaul overhead: As the $l$-th AP needs to recover $K$ downlink data signals and forward $K$ received signals $\mathbf{v}_{kl}^H \mathbf{y}_l^p$ to the CPU. The Fronthaul overhead increases to infinity as $K \rightarrow \infty$.

4) Power optimization: If centralized power optimization is considered, the computational complexity increases to infinity as $K \rightarrow \infty$. 
The aforementioned scalability issues can be solved by constructing scalable cell-free massive MIMO network with the DCC framework \[15\]. We utilize a set of diagonal matrices $D_{kl} \in \mathbb{C}^{N \times N}$, for $k = 1, \ldots, K$ and $l = 1, \ldots, L$, to determine the connection between antennas and users. Specifically, $D_{kl}$ is an identity matrix if it is allowed to serve the $k$-th user. The DCC framework changes the received uplink signals $y_i^d$. Specifically, only a subset of the APs need to participate the signal detection, and the estimate of data can be expressed as

$$
\hat{s}_k = \sum_{l=1}^{L} v_{kl}^H D_{kl} y_i^d
$$

$$
= v_k^H D_k h_k s_k + \sum_{i=1, i \neq k}^{K} v_k^H D_k h_i s_i + v_k^H D_k n_k,
$$

where $D_k = \text{diag}(D_{k1}, \ldots, D_{kL}) \in \mathbb{C}^{M \times M}$ is a block-diagonal matrix. Similarly, the received downlink signal at $k$-th user is given by

$$
y_k^d = \sum_{l=1}^{L} h_{kl}^H \sum_{k=1}^{K} D_{kl} w_{kl} q_k + n_k.
$$

where $w_{kl}$ is the precoding vector, $q_k$ is the transmitted signal, and $n_k \sim \mathcal{N}_C(0, \sigma^2)$ is the additive Gaussian noise. If $D_{kl} = 0$, the $k$-th user is not served by $l$-th AP. Thus, the APs with $D_{kl} \neq 0$ transmit to the $k$-th user in the downlink and apply receive combining in the uplink. Note that the conventional cell-free massive MIMO can be treated as the special case with $D_{kl} = I_N$ for $i = 1, \ldots, K$ and $l = 1, \ldots, L$, where all antennas in each AP serve all users.

### III. Enabling Physical Layer Technologies for Cell-Free Massive MIMO

In this section, we discuss and present key enabling physical layer technologies for cell-free massive MIMO. Specially, we focus on state-of-the-art signal processing algorithms for several challenging problems, including user association, pilot assignment, channel estimation, uplink combining, downlink precoding, and power control and allocation.

#### A. User Association and Pilot Assignment

If a user is required to be served in the network, the system should assign a pilot first and construct a set $D_l$ for each pilot. The conventional cell-free massive MIMO architecture assumes that each AP serves all users in the network simultaneously, which is impractical in real systems. With scalable cell-free systems, each AP only serves several users owing to the pilot shortage and
avoids strong pilot contamination. Therefore, each user is served by a subset of APs. Therefore, user association and pilot assignment are of great importance in scalable cell-free massive MIMO systems.

In [15], a three-step association procedure was proposed for joint initial association, pilot assignment, and cluster formation. Assume that the \( k \)-th user is required to be served, it first measures the large-scale fading factor \( \beta_{kl} = \text{tr}(R_{kl})/N \) for all near APs. Then, the \( k \)-th user appoints AP with

\[
\ell = \arg\max_l \beta_{kl},
\]

as its master AP. Subsequently, the appointed master AP assigns the \( \tau \)-th pilot to the user, where

\[
\tau = \arg\min_t \text{tr}(\Psi_{tl}),
\]

with \( \Psi_{tl} \) is shown in (4). Above-mentioned process operates among the existing \((k-1)\) users and assign the pilot \( \tau \) to the \( k \)-th user. Then, the master AP informs several neighboring about the pilot information. Afterwards, each neighboring AP decides whether to serve the \( k \)-th user based on some rules. If a user moves around or other users leave or connect to the network, the association procedure is required to be operated again.

Furthermore, by maximizing the lower bound for the uplink SE within the subset of the APs, the association problem is formulated as a matching problem as follows,

\[
\max_{z_{k,j}} K \sum_{k=1}^{K} J \sum_{j=1}^{J} z_{k,j} \log_2(1 + \text{SINR}^{(j)}_k)
\]

\[
\text{s.t. } K \sum_{k=1}^{K} z_{k,j} = 1, \quad \forall j = 1, ..., J 
\]

\[
z_{k,j} \in \{0, 1\}, \quad \forall k, j,
\]

where \( \text{SINR}^{(j)}_k \) is the SNR expression for the \( k \)-th user connected with \( j \)-th virtual cluster. \( z_{k,j} \) indicates whether the \( k \)-th user is served by the \( j \)-th virtual cluster. Specifically, \( z_{k,j} = 1 \) if the \( k \)-th user is assigned to the \( j \)-th virtual cluster. The matching problem illustrated in [17] can be addressed by the Hungarian algorithm in polynomial time, which is known as an efficient combinatorial algorithms for solving weighted matching problem [55]. Furthermore, only the knowledge of the position of the APs are needed for the Hungarian algorithm. Although numerical results show that the Hungarian algorithm is not always better than other algorithms,
it can achieve a lower backhaul overhead and scalable system with a marginal performance loss compared to conventional cell-free massive MIMO.

CSI acquisition is significantly important for cell-free massive MIMO to achieve the potential performance. Owing to the large number of users served by the system and limited length of the orthogonal pilot, pilot reuse is inevitable. However, pilot contamination will deteriorate the system performance. In [10], the random pilot assignment scheme was considered to allow each user randomly choose a pilot sequence which causes the severe pilot contamination. Then, a pilot assignment scheme based on greedy algorithm was proposed in [10] to update the lowest uplink achievable rate of all users iteratively. However, it only improves the worst user’s performance instead of the total system performance. Subsequently, to maximize the minimum distance among users with the reused pilots, a structured pilot assignment scheme was proposed.

The location information has been utilized into pilot assignment before using the greedy pilot assignment algorithm [25]. However, it can only promote limited throughput performance. In [26], a graph coloring-based pilot assignment scheme was proposed to significantly reduce the pilot contamination. Note that a common intention in [25], [26] is to formulate appropriate policies to avoid pilot reuse among nearby users. However, it is not sufficiently accurate to measure pilot contamination only by geographical proximity between users. Then, the Hungarian algorithm was used to for pilot assignment [27] and provides more performance improvement when the number of orthogonal pilot is significantly smaller than the number of users. Furthermore, a novel pilot assignment scheme based on a weighted graphic framework was proposed to alleviate the pilot contamination problem and reinforce the quality of service (QoS) in cell-free massive MIMO systems [28].

The above pilot assignment based on the assumption that the pilot training and data transmission are performed separately in each coherence time. On the contrary, the superimposed pilots, which achieve the simultaneous transmission of the pilot and data symbols in each coherence time, can be utilized in cell-free massive MIMO systems. In [56], the achievable SE analysis of an uplink cell-free massive MIMO system with superimposed pilots-aided channel estimation was investigated. It outperforms the conventional pilot training and data transmission approaches in terms of the channel estimation performance and achievable rate.
B. Channel Estimation

To achieve the potential performance of cell-free massive MIMO, accurate CSI should be obtained at the CPU or APs. For TDD system, channel reciprocity can be exploited to obtain the downlink CSI. The uplink received signal corresponding to pilot signal at the \( l \)-th AP is

\[
Y_p^l = \sum_{i=1}^{K} \sqrt{p_i} h_i \varphi_{t_i}^T + N_p^l, \tag{19}
\]

where \( p_i \geq 0 \) is the transmit power of the \( i \)-th user, \( N_p^l \in \mathbb{C}^{N \times T_p} \) is the additive noise and each element is drawn from \( \mathcal{N}_C(0, \sigma^2) \) with noise power \( \sigma^2 \). Based on estimation theory, the MMSE estimate of \( h_{kl} \) is

\[
\hat{h}_{kl} = \sqrt{p_k \tau_p} R_{kl} \Psi_{t_k l}^{-1} y_{t_k l}^p, \tag{20}
\]

where

\[
y_{t_k l}^p = y_{t_k l}^p \varphi_{t_k}^T = \sum_{i \in S_k} \sqrt{p_k \tau_p} h_i + n_{t_k l}, \tag{21}
\]

\( y_{t_k l}^p \) and \( \Psi_{t_k l} \) are the received signal and its covariance matrix, respectively. \( n_{t_k l} \triangleq N_t \varphi_{t_k}^T / \sqrt{\tau_p} \sim \mathcal{N}_C(0, \sigma^2 I_N) \) is the equivalent noise. An important characteristic of MMSE estimation is that the estimate \( h_{kl} \sim \mathcal{N}_C(0, \hat{R}_{kl}) \) and the estimation error \( \tilde{h}_{kl} = h_{kl} - \hat{h}_{kl} \sim \mathcal{N}_C(0, \tilde{R}_{kl}) \) is statistical independent. The covariance matrix are

\[
\hat{R}_{kl} = \mathbb{E}\left\{ (\hat{h}_{kl} - \mathbb{E}\{\hat{h}_{kl}\})(\hat{h}_{kl} - \mathbb{E}\{\hat{h}_{kl}\})^H \right\}, \tag{22}
\]

\[
= p_k \tau_p R_{kl} \Psi_{t_k l}^{-1} \hat{R}_{kl}, \tag{23}
\]

\[
\tilde{R}_{kl} = \mathbb{E}\left\{ (h_{kl} - \mathbb{E}\{h_{kl}\})(\hat{h}_{kl} - \mathbb{E}\{\hat{h}_{kl}\})^H \right\}, \tag{24}
\]

\[
= p_k \tau_p \tilde{R}_{kl} \Psi_{t_k l}^{-1} \tilde{R}_{kl}, \tag{25}
\]

respectively.

Channel estimation can be divided according to different levels of centralization. For fully centralized channel estimation, the pilot signals received by the APs are transmitted to the CPU, then the CPU performs channel estimation. Another way is to perform channel estimation at the AP locally to estimate the channels of its associated users. If Rayleigh fading channel is considered, MMSE estimator is often applied in the channel estimation stage \cite{29}. Furthermore, the mmWave channel has been considered in cell-free massive MIMO, and compressed sensing (CS) or DL-based channel estimator has been proposed accordingly \cite{30}. The fast and flexible
Denoising convolutional neural network proposed in [30] extracts the mmWave channel to achieve excellent channel estimation performance, and outperforms several CS-based channel estimator. Different from co-located massive MIMO where the users do not need to estimate the downlink channel by virtue of channel hardening, the cell-free networks provide a low degree of channel hardening. Therefore, the downlink beamforming was investigated to improve the achievable downlink rate, although pilot overhead and additional pilot contamination are introduced.

When centralized channel estimation is considered, users’ location information should be known at the CPU, which causes the leakage of the user’s privacy. To avoid disclosing the users’ location and privacy, differential privacy (DP)-based channel estimation algorithms were proposed for cell-free hybrid massive MIMO system [57]. Two privacy-preserving channel estimators based on Frank-Wolfe iteration and singular value decomposition were investigated, respectively, and the estimation error bounds for the two algorithms were analyzed.

FDD-based cell-free massive MIMO was also investigated in [12]. The key idea is to exploit the angle-reciprocity of the multi-path channel and the CSI acquisition overhead is reduced accordingly. Downlink CSI estimation can further benefit from angle reciprocity by uplink-aided downlink channel estimation when the uplink and downlink carrier frequencies are relatively close to each other. A new feedback reduction technique that exploits angle reciprocity was proposed for cell-free massive MIMO. Only the information of a few selected dominant paths is feedback to BS and the angle information is obtained by uplink pilot signal.

C. Uplink Combining

Efficient data detection algorithms are highly desired in large-scale and complex networks, such as cell-free massive MIMO systems. For uplink detection, the transmitted data $x$ is estimated based on the received signals $y_l (l = 1, 2, \ldots, L)$, channel matrix $H$, and noise power $\sigma^2$. In this aspect, some early attempts were made on centralized algorithms where the detection is performed at the CPU with the received pilots and data signals reported from all APs [10], [58]. However, the computational overhead of such a centralized detection scheme is prohibitively high when the network size becomes large. In [29], one centralized and three distributed receivers with different levels of cooperation among APs were compared in terms of SE. These levels are defined as follows:

- Level 4 is a fully centralized receiver where the pilot and data signals received at all APs are sent to the CPU for channel estimation and data detection. In this case, the MMSE
estimator for each user is given by
\[
v_k = p_k \left( \sum_{i=1}^{K} p_i (\hat{h}_i \hat{h}_i^H + \hat{R}_i) + \sigma^2 I_{LN} \right)^{-1} \hat{h}_k
\] (26)

- Level 3 involves two stages. First, each AP estimates the channels and uses the linear MMSE detector to detect the received signals. Then, the detected signals are collected at the CPU for joint detection for all UEs by utilizing the large-scale fading decoding (LSFD) method. Compared to Level 4, only the channel statistics are utilized at the CPU but the pilot signals are not required to be sent to the CPU. The MMSE combining vector is given by,
\[
v_{kl} = p_k \left( \sum_{i=1}^{K} p_i (\hat{h}_{kl} \hat{h}_{kl}^H + \hat{R}_{kl}) + \sigma^2 I_{LN} \right)^{-1} \hat{h}_k
\] (27)
and the local estimate is given by \( \hat{s}_{kl} = v_{kl}^H y_l \). The local estimate \( \hat{s}_{kl} (l = 1, 2, \ldots, L) \) is then sent to the CPU where combined by using the weights \( a_{kl} (l = 1, 2, \ldots, L) \) to obtain \( \hat{s} = \sum_{l=1}^{L} a_{kl} \hat{s}_{kl} \). The optimal vector \( a_k \) to maximize the SINR for each user is given by,
\[
a_k = \left( \sum_{i=1}^{K} p_i E \{ g_{ki} g_{ki}^H \} + \sigma^2 E_k \right)^{-1} E \{ g_{kk} \}
\] (28)
where \( a_k = [a_{k1}, \ldots, a_{kL}]^T \in \mathbb{C}^L \) is the weighting coefficient vector, \( g_{ki} = [v_{k1}^H h_{i1}, \ldots, v_{kL}^H h_{iL}] \) is the vector with respect to the receive-combined channels between the \( k \)-th user and each AP, and \( E_k = \text{diag}(E\{\|v_{k1}\|^2\}, \ldots, E\{\|v_{kL}\|^2\}) \in \mathbb{C}^{L \times L} \), respectively.

- Level 2 is a special case of Level 3. The CPU performs joint detection for all UEs by simply taking the average of the local estimates. Thus, no channel statistics is required to be transmitted to CPU via the fronthaul and the estimated signal in CPU is given by,
\[
\hat{s}_k = \frac{1}{L} \sum_{l=1}^{L} \hat{s}_{kl},
\] (29)
where \( \hat{s}_{kl} = v_{kl}^H y_l \). When \( a_k = [1/L \ldots 1/L]^T \), Level 3 is reduced to Level 2.

- Level 1 is a fully distributed approach where the data detection is performed at the APs based on the local channel estimates. No information is required to be transferred to the CPU.

Although the centralized processing is more attractive in terms of SE and fronthaul overhead, the system is not scalable if the number of APs and users is large. Furthermore, the aforementioned distributed receiver require large fronthaul capacity between the APs and the CPU,
which is difficult for practical systems. To solve the problem, the radio stripes were incorporated into cell-free massive MIMO in [29]. The APs are sequentially connected and share the same fronthaul link in a radio stripe network, which reduces the cabling substantially. Based on the structure, a novel uplink sequential processing algorithm was developed which can achieve the optimal performance in terms of both SE and MSE. It can achieve the same performance as the centralized MMSE processing, but requires much lower fronthaul overhead and makes full use of the computational resource at the APs.

An alternative way is to consider the non-linear detector for cell-free massive MIMO. As linear detection performed at the AP or CPU is highly suboptimal and could even be ill-conditioned, a potential solution is to design a distributed non-linear detector for cell-free network. In [59], a partial marginalization (PM)-based soft detection was proposed [32], where each AP locally implements the non-linear detection and shares the so-obtained per-bit log-likelihood ratios on the fronthaul link. The data decoding is performed at the CPU by collecting soft bits from the APs for each user and each AP only decodes a subset of users.

Joint channel estimation and data detection (JCD), which exploits the channel sparsity and finite-alphabet constellation, have been investigated for cell-free massive MIMO [34]. It first formulates the JCD as a biconvex optimization problem given by,

\[
\{\hat{H}, \hat{S}_D\} = \arg \min_{H, S_D} \frac{1}{2} \| Y - H[S_T, S_D]\|_F^2 + \mu\|H\|_1,
\]

where \(S_T\) and \(S_D\) are the pilot and data signal, respectively. The forward-backward splitting algorithm is adopted to solve the problem. The proposed JCD algorithm can support cell-free systems where the number of users is comparable to the number of AP, and utilizes the non-orthogonal training sequence to reduce the training overhead.

From Bayes’ theorem, the Bayesian MMSE data detector is an optimal detector in MMSE sense, where the posterior probability density function is given by

\[
P(x|y, H) = \frac{P(y|x, H)P(x)}{P(y|H)} = \frac{P(y|x, H)P(x)}{\int P(y|x, H)P(x)dx}.
\]

Given the posterior probability density function \(P(x|y, H)\), the Bayesian MMSE estimate is obtained by

\[
\hat{x} = \int xP(x|y, H)dx.
\]

However, the Bayesian MMSE estimator is not computationally tractable because the marginal posterior probability in (32) involves a high-dimensional integral. The expectation propagation
Fig. 3. BER performance comparisons of different detectors in conventional cell-free massive MIMO systems.

TABLE III. Complexity of different detectors

| Detectors | Level 1 | Level 4 | deEP |
|-----------|---------|---------|------|
| CPU       | 0       | $O(LN)^3$ | $O(|\mathcal{D}_i|^2)$ |
| AP        | $O(|\mathcal{D}_i|N^2)$ | 0       | $O(|\mathcal{D}_i|N^2)$ |

(EP) algorithm, proposed in [60], provides an iterative method to recover the transmitted $x$ from the received signal $y$ and has been recently attracting extensive research interests [33], [60]–[65]. It is derived from the factor graph with the messages updated and passed between different pairs of nodes assumed to follow Gaussian distributions. Its distributed variants can be applied into cell-free massive MIMO systems and was shown to be able to achieve excellent performance [33].

Fig. 3 compares the achievable BER of the proposed distributed EP detector with other detectors investigated in [29]. In this case, the simulation parameters are $L = 16$, $N = 8$, and $K = 16$. The SNR is defined as $\text{SNR} = 1/\sigma^2$. The results are obtained using Monte Carlo simulation with 10,000 independent channel realizations. We denote “deEP” as the distributed EP detector. It can be observed that the performance of the proposed distributed EP detector is
Fig. 4. BER performance comparisons of different detectors in scalable cell-free massive MIMO systems.

| Detectors | Statistical parameters | Coherence block |
|-----------|------------------------|-----------------|
| Level 1   | 0                      | 0               |
| Level 4   | $KLN^2/2$              | $\tau_cNL$     |
| deEP      | 0                      | $\sum_{l=1}^{L}(\tau_c - \tau_p)2T(|D_l| + 1)$ |

comparable with that of the Level 1 detector with only one EP iteration and outperforms the centralized Level 4 detector with $T = 5$ iterations.

We also compare the performance of the distributed EP detector with other receivers in scalable cell-free massive MIMO systems. Fig. 4 shows that the distributed EP detector outperforms both the centralized and distributed MMSE detectors. The simulation parameters are the same as those in Fig. 3. The performance loss is acceptable when compared to conventional cell-free massive MIMO and the computational complexity is significantly decreased from $O(KN^2)$ to $O(|D_l|N^2)$. Furthermore, we compare the complexity and fronthaul overhead of distributed EP detector with other receivers for cell-free massive MIMO systems in Tables III and IV, respectively, where $T$ is the number of iterations in distributed EP detector.
D. Downlink Precoding

The downlink precoding for cell-free massive MIMO can be classified into centralized and distributed manner, respectively. Consider a downlink cell-free massive MIMO network with single-antenna users. The downlink data transmitted by the $l$-th AP to all users is given by

$$x_l = \sum_{k=1}^{K} \sqrt{\rho_{l,k}} w_{l,k} q_k + n,$$

(33)

where $w_{l,k}$ is the precoding vector between the $l$-th AP and the $k$-th user with $E\{\|w_{l,k}\|^2\} = 1$, and $\rho_{l,k}$ is the normalized transmit power satisfying the per-AP power constraint. We assume that the data symbol $q_k$ has unit power, zero mean, and is uncorrelated. The goal of downlink precoding is to design precoder $w_{l,k}$ for each user to achieve a some performance objective.

Early works investigated the maximum ratio transmission (MRT) beamforming to maintain system scalability and cope with single-antenna APs [10]. Then, a modified MRT precoding was proposed to eliminate the self-interference without action required at the receivers [66], but it requires CSI exchange among the APs which is not scalable when the numbers of users and APs is large. In contrast, the enhanced MRT precoding scheme was proposed in [35], in which each AP only needs its own channel estimates to construct the precoding vectors. The enhanced MRT precoding can greatly boost the channel hardening, enabling the users to reliably decode data based on statistical CSI.

Subsequently, centralized zero-forcing (ZF) processing was proposed without pilot contamination effect [10]. However, the centralized ZF precoding requires the CPU to obtain the instantaneous CSI from all APs to design the precoding vectors and is not scalable when the number of APs are users is large. A local full-pilot ZF scheme was then proposed, where each AP uses its own local channel estimates to design a ZF precoder. It suppress own interference while the centralized ZF suppresses the interference from other APs. Afterward, two fully distributed precoding approaches, named the local partial ZF and local protective partial ZF, were proposed. The advantage is that they can provide interference cancelation gain without additional fronthaul overhead and can be implemented with very few number of antenna. Based on the two aforementioned precoding approaches, closed-form expressions for achievable downlink SE were derived which takes channel estimation errors and pilot contamination effect into consideration.

In [38], a novel distributed precoding design, which generalizes the classical centralized MMSE precoding to distributed processing in cell-free massive MIMO, was proposed. Based on the theory of teams, a set of necessary and sufficient conditions for optimal TMMSE precoding was
derived. The proposed team MMSE precoding can improve upon previous local precoding based on local CSI only. Furthermore, it can also be efficiently implemented in a sequential fashion, which is an idea that has been explored already in [31].

The above-aforementioned works investigate the precoder design for single-antenna user. For multi-antenna user, a distributed processing for cooperative precoding was proposed [39]. It adopts a over-the-air (OTA) signal mechanism to allow each AP to exchange CSI, which enjoys desirable flexibility and scalability properties because OTA signaling does not scale with the number of APs or users.

E. Power Control and Allocation

For cell-free massive MIMO systems, one of the significant challenges is power control and allocation. In general, the procedure of controlling the uplink transmit powers is power control while the procedure of allocating the downlink transmit power is power allocation. The power control/allocation coefficients should be selected to maximize a given performance objective and the objective. The objective may be the max-min rate, sum rate, and energy efficiency. Based on these objectives, several power control approaches have been developed such as Max-Min fairness power control, power control with user prioritization, and power control with AP selection.

- Optimization-based methods: The max-min-based power control method was proposed in [10], where it is shown that a max-min solution for the user transmit power yields a highly equalized performance across the network and the channel conditions will determine the service quality. The max-min fairness problem is regarded as convex or quasi-convex problem and the optimal solution is obtained by utilizing bisection search and convex optimization, geometric programming, or second-order cone program algorithms [10], [67]. Furthermore, some papers considered the max-min fairness problem as non-convex and decomposed the non-convex problem into several subproblems [68], thereby some convex optimization algorithms can be applied. However, the overall system performance may be reduced by the users with bad channel conditions if max-min fairness is considered. Therefore, the maximization of the sum SE which represents the overall SE performance of the network was investigated [40], [41]. However, these aforementioned optimization-based algorithms do not represent a convenient option because they must be found in an iterative and centralized fashion, meaning that they are not distributed and is not scalable. Therefore,
many researchers considered alternative schemes such as deep learning (DL) and Heuristic algorithms.

- **DL-based methods:** Recently, DL has been shown an effective tool for solving power control problems in wireless communications [69]–[71]. Therefore, some works exploit DL for power control in cell-free massive MIMO systems. In [43], a max sum SE problem in an uplink cell-free massive MIMO system was studied by using artificial neural networks (ANNs), in which the UE positions were taken as input and the power control policy as output. Then, a deep convolutional neural network (DCNN) was considered in an uplink cell-free mMIMO system with limited-fronthaul, where the large-scale fading information was exploited to predict the max sum SE power control policy [44].

- **Heuristic algorithms:** Fractional power control is a classical heuristic algorithm in cellular networks [72]. The principle of fractional power control is controlling the user transmit power to compensate for a fraction of the path-loss among. It can minimize the variance of the large-scale SINR distribution and the final solution is $p_k \propto \sqrt{\beta_k}$ where $\beta_k$ is the large-scale gain. In the cell-free massive MIMO, the fractional power control is generalized as

$$p_k \propto \frac{1}{(\sum_l \beta_{kl})^v}.$$  

(34)

where $v = [0, 1]$.

IV. ONGOING AND FUTURE RESEARCH PROBLEMS

Although cell-free massive MIMO has been investigated for several years, some challenges are still required to be solved. Furthermore, several new technologies have been proposed as enabling technologies for wireless communications. Therefore, many researchers aim to incorporate these technologies into cell-free massive MIMO. In this section, we will elaborate on several opportunities and issues for cell-free massive MIMO, including several emerging technologies and practical issues.

A. **Cell-Free Massive MIMO with Reconfigurable Intelligent Surfaces**

RIS is capable of significantly increasing the SE to meeting the demanding requirements for 6G wireless communication networks. A RIS with many reflective elements is designed to adjust the reflected beam in different directions [73]–[76]. Recently, the uplink performance of a RIS-aided cell-free massive MIMO system was analyzed [46]. An alternative optimization algorithm
was then applied to decouple the max-min rate optimization problem into phase shift design and power allocation problems. The power allocation problem was solved by using a standard geometric programming algorithm while semidefinite programming was utilized to design the phase shifts. Analytical and simulation results showed the performance of the cell-free massive MIMO systems can be improved by RIS [46]. Subsequently, an aggregated channel estimation approach was proposed to reduce the overhead required for channel estimation by utilizing sufficient information for data processing in [47]. It was shown that using RISs in cell-free massive MIMO systems bring performance benefits, especially if the direct links between the APs and the users are of insufficient quality with a high probability.

B. Machine Learning for Cell-Free Massive MIMO

Recently, machine learning (ML) has been applied to physical layer communications [77], such as CSI feedback [78], channel estimation [79], MIMO detection [80], and power control [70], [71]. Therefore, some researchers considered using the ML tool for improving the system performance of cell-free massive MIMO. In [48], a cascade of two deep neural networks was proposed to calibrate the TDD reciprocity in cell-free massive MIMO systems. It is scalable and avoids the need of antenna cooperation for reciprocity calibration. For DL-based power control, a deep convolutional neural network (DCNN) combined with large-scale-fading (LSF) was employed to determine a mapping between the LSF coefficients and the optimal power and achieved great performance [43].

C. Cell-Free Massive MIMO with Federated Learning

DL has developed dramatically thanks to the availability of the large number of data. In general, the data samples are often acquired on edge equipments, such as smart phones, vehicles, and sensors. Owing to the privacy considerations, data cannot be shared, which has aroused wide investigation on distributed learning with centralized aggregations. Thus, an emerging paradigm for enabling learning at the edge, named federated learning, was proposed. In [49], a scheme for cell-free massive MIMO networks to support the FL framework was proposed where the APs were considered as relays to transmit the training updates between the CPU and users. Then, a mixed-timescale stochastic nonconvex optimization problem was formulated to minimize the time of one FL process. Simulation results have shown that the proposed algorithms can reduce the training time significantly.
D. Supporting IoT with Cell-Free Massive MIMO

IoT is an emerging paradigm for future communication systems, where a large number of machine type devices transmit small data packets to a base station occasionally. It has been investigated for co-located massive MIMO systems [81], [82] as massive MIMO can support massive connectivity due to its high capacity, reliability, and energy efficiency. Recently, cell-free massive MIMO was investigated as a way to support IoT systems. By leveraging the macro-diversity gain and better coverage resulting from distributed antennas, cell-free massive MIMO can outperform the IoT network supported by co-located massive MIMO systems. Therefore, it is interesting to consider and further study the use of cell-free massive MIMO to support IoT.

E. Advanced Distributed Signal Processing

As mentioned in Section I, it is critically important to design a low cost and scalable algorithm to achieve the potential performance. Although several distributed signal processing algorithms have been investigated for the receiver and precoder design [29], [39], the performance is far from the centralized algorithms. Therefore, we need to design cell-free systems with advanced distributed signal processing to improve the system performance, scalability, and robustness, especially in transmitter design and power control.

F. Fronthaul-Limited

In cell-free massive MIMO system, additional overhead is required for exchanging information between the APs and CPU. However, the fronthaul is limited in practical systems. In order to reduce the fronthaul load, quantizing the transmitted signals and structured lattice codes were utilized [50]–[54]. How to design the signal processing algorithm with fronthaul-limited capacity should be investigated in the future.

G. Practical Issues

To achieve ubiquitous cell-free massive MIMO, a low-cost and low-complexity deployment scheme is required. Therefore, the network architecture based on a novel hardware platform should be considered. Recently, an appropriate and cost-effective architecture, named radio strip system, was proposed [31]. It can reduce the fronthaul and deployment cost. Therefore, it is promising to design the signal processing algorithms based on the radio strip system to achieve ubiquitous cell-free massive MIMO.
V. CONCLUSION

This article presented a comprehensive study and review of the signal processing algorithms in cell-free massive MIMO systems. Several recent contributions were highlighted, including user association and pilot assignment, channel estimation, uplink combining and downlink precoding, as well as power control and allocation. Furthermore, some emerging technologies such as machine learning, RIS and federated learning, which can improve the cell-free massive MIMO, were introduced. Given its impressive performance and uniform connectivity for all users, cell-free massive MIMO inherits the superiority of distributed antennas and massive MIMO systems and is thus a very promising enabling technology for 6G wireless communication networks.
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