Data-Driven Sparse Sampling for Reconstruction of Acoustic-Wave Characteristics Used in Aeroacoustic Beamforming
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Abstract: In this study, the propagation time and attenuation rate distributions of each sound source grid point (200 × 200) to a microphone of an arbitrary position across the shear layer, which are required for beamforming, were reconstructed by the reduced-order model with sparse sampling for acceleration of the computation. First, the propagation time and attenuation rate distributions, including the refraction of sound by the shear layer were calculated over 100 patterns of combinations of the wind speed and the microphone position, as training data. The dominant modes and optimum sampling points were discovered from the training data. Subsequently, data-driven sparse sampling for reconstruction was applied and the propagation time and the attenuation rate from each grid point (200 × 200) to a microphone were quickly calculated for the given microphone position and wind speed. The error of the obtained calculation result is 1% or less, and the approximation by data-driven sparse sampling is concluded to be effective.
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1. Introduction

Aerodynamic noise that is generated from aircrafts and automobiles may lead to environmental problems. Therefore, it is important to understand the characteristics of the noise source and reduce the level of noise around those vehicles. The position of the sound source is one of the most important characteristics and it, therefore, has been investigated by aeroacoustic wind tunnel tests using a microphone array consisting of multiple microphones [1–4]. In general aeroacoustic wind-tunnel testing, a model is installed in an open-jet wind tunnel or a Kevlar-walled wind tunnel, and a microphone array is installed outside of the wind tunnel airflow. Subsequently, the beamforming technique [5–11] is applied to the acoustic data for the localization of the sound source. In beamforming experiments, a two-dimensional grid corresponding to the sound source localization area is defined in the wind tunnel. Subsequently, the propagation time and the attenuation rate of the acoustic waves from each grid point to a microphone are calculated, and they are used as the steering vector for the sound source localization [5], based on cross-correlation. Here, the acoustic waves that are generated from the sound source in the wind tunnel are refracted by the shear layer, so that the propagation time and the attenuation rate will change, depending on even small change in the wind tunnel test condition or microphone positions. Amiet [12] has analytically derived a formula that accounts the effect of the refraction, but there is a problem with this method. The Amiet method [5,12] requires an iterative calculation for estimating the correction value, and
it takes a long time to conduct the exhaustive calculation of steering vectors for the area of the sound source localization. In the onsite quick check of the experimental data, the acceleration of the calculation of the Amiet model is required according to the small change in the wind tunnel test condition or microphone positions. Therefore, the data-driven sparse sampling, which is one of the data-driven approximation, of the Amiet model is proposed in the present study for this purpose.

Data-driven sparse sampling [13,14] is a method that can reconstruct the entire field of large-scale data while using only a small number of sampling points placed at appropriate positions. This method is grounded on the sparseness that the high-dimensional large-scale data can be expressed with only a few numbers of variables, based on the discrete-empirical-interpolation method (DEIM) and QR-DEIM [15,16]. Saito et al. [17] applied this method to the NOAA-SST and reconstructed the entire distribution of the sea-surface temperature with high accuracy while using just 10 sparse sensors. Those ideas have recently been applied to unsteady fluid dynamic simulations [18] and experiments [19,20]. In the case of beamforming, the parameters of the positions, the freestream velocity, and the temperature change the relationship between the microphones and sound sources, but the changes in the relationship seem to have some patterns. This suggests that the relationship between the sound sources and microphone array can be expressed by the low-dimensional model, and it may be possible to estimate all of the steering vectors between microphones and sound source locations by just calculating them at appropriate sparse sampling points. This method requires training data calculation, but it can be conducted before the experiments. Therefore, it accelerates the calculation of steering vectors at the onsite quick check of the experimental data, once the training data are prepared. The calculation at appropriate sparse sampling points significantly saves the computational costs and time onsite.

In this study, the data-driven sparse sampling [13] for reconstruction is applied to the reconstruction of all of the steering vectors, which consists of the propagation time and the attenuation rate, between microphones and possible sound sources, and the acceleration of the calculation of the steering vector is proposed with the minimized error. In this paper, the problem setting is first introduced. Second, the Amiet model is simply extended to outside the plane perpendicular to the shear layer and the proposed method is explained. The proposed method is applied to the actual experimental condition. Finally, the acceleration of the computational time and the estimation accuracy of the proposed method are evaluated.

2. Problem Setting

In this study, the training data were constructed assuming the condition of the low-speed wind tunnel and the anechoic cart in Japan Aerospace Exploration Agency (JAXA), as shown in Figure 1. Figure 2a shows a schematic diagram of the problem setting. A single monopole sound source is assumed to be placed in the center of an open-jet wind tunnel with a cross-sectional area of 2 m × 2 m. The size of the sound source localization area is 1 m × 1 m on the $X_n - Z_n$ plane with the origin located at the sound source position, and the 200 × 200 points source grid is defined in the sound source localization area. The wind tunnel flow only has the $X_n$ direction component, and the velocity components in the $Y_n$ and $Z_n$ directions are zero. The shear layer is assumed to be located at $Y_n = \pm 1$ m and it develops uniformly in the $X_n - Z_n$ plane with a thickness of zero. Here, one microphone is installed at a given position within the 4 m × 0.8 m × 4 m area that is shown by the gray box in Figure 2a. In the source localization, the steering vector that consists of the propagation time and attenuation rate from the source to the microphone are required at each grid point in the source grid. In other words, the propagation time and attenuation rate at 40,000 points should be calculated for each flow velocity in the wind tunnel and a microphone position. The exhaustive calculation of all those grid points is time-consuming and, therefore, the acceleration is required, as discussed in Section 1. Table 1 shows the parameters and the range of their values that we considered.
(a) Overall structure

(b) Inside of the wind tunnel

(c) Inside of the anechoic room

Figure 1. JAXA’s 2 m × 2 m low-speed wind tunnel and an anechoic cart.

Table 1. The flow velocity and the microphone placement area to be analyzed.

| Parameter             | Range                      |
|-----------------------|----------------------------|
| Flow velocity (Mach number) | 0–0.2                     |
| Microphone placement  | $X_n$-axis: −2.0–2.0 m     |
|                       | $Y_n$-axis: 1.2–2.0 m      |
|                       | $Z_n$-axis: −2.0–2.0 m     |
3. Calculation of Propagation Time and Attenuation Rate Using the Amiet Method

This section explains the calculation method of the propagation time and the attenuation rate considering the effect of the refraction at the shear layer. Here, the Amiet method [5,12], which is a de facto standard method calculating the refraction in geometric acoustics, is employed, and the effects of the refraction on the acoustic waves are considered.

As mentioned in the problem setting of the present study, we consider the propagation time and attenuation rate from one microphone to grid points in the sound source localization area. The propagation path from the microphone to the source grid is equivalent, even if the sound source and microphone are exchanged in their places. Thus, the propagation time and attenuation rate can be calculated by considering those of the acoustic wave that is generated from a virtual sound source located at a given grid point. Figure 2a–c show a schematic image of the propagation path when considering the acoustic wave generated from one point on the sound source grid and its refraction. The acoustic propagation actually occurs in a three-dimensional space, but the refraction can be considered to be two-dimensional because the flow velocity in the Y_n and Z_n axes inside the wind tunnel is...
zero and the air density does not change through the shear layer. Therefore, the refraction occurs in the \( X_n - Y_n \) plane, but not in the \( Y_n - Z_n \) plane. The propagation, including refraction, can be assumed to only occur in the \( X_n' - Y_n' \) plane, as shown in Figure 2a.

While Amiet derived the refraction correction formulas in the plane perpendicular to the shear layer [5, 12], the present study simply extends this Amiet formula to outside the plane perpendicular to the shear layer with the assumption of the same sound speed inside and outside the test section as each other. An additional assumption simplifies the calculation. The deviation of the extended formula is presented, as follows.

### 3.1. Effect of the Refraction on the Propagation Path

Figure 2d shows a schematic image of the acoustic propagation in the \( X_n' - Y_n' \) plane. When the flow velocity in the wind tunnel is zero, acoustic waves travel along the dashed line with the propagation angle of \( \theta' \). However, there is actually a flow in the wind tunnel and the sound wave propagation path changes, as shown by the red solid line at the propagation angle \( \theta \).

The geometric relationship can be derived, as shown in Figure 2d,

\[
R_m \cos \theta_m = R_t \cot \theta + (R_m \sin \theta_m - R_t) \cot \theta_0
\]

where \( R_m, R_t, \theta_m, \) and \( \theta_0 \) are the distance from the sound source to the microphone, the distance between the sound source to the shear layer, the angle to source-microphone vector, and the angle to shear layer-microphone vector, respectively.

The relationship between \( \theta \) and \( \theta' \) can be obtained from the convection of the acoustic wave,

\[
\tan \theta = \frac{\sin \theta'}{\cos \theta' - M'}
\]

where \( M \) is the Mach number of the flow.

Snell’s law gives the relationship, as follows:

\[
M = \frac{1}{\cos \theta'} - \frac{1}{\cos \theta_0}
\]

where \( R_m, R_t, \theta_m, \) and \( M \) are the known values. Equations (1) to (3) are iteratively solved, and \( \theta, \theta_0, \) and \( \theta' \) are obtained.

### 3.2. Propagation Time

The propagation time from the sound source to the shear layer does not change, regardless of the flow velocity. This is because the \( Y_n \) and \( Z_n \) components of the flow velocity are zero, and the sound speed towards the shear layer does not change. This is based on the assumption that sound wave propagates through air as a medium and, therefore, the effective sound speed changes according to the speed of the medium. In other words, the propagated point in the shear layer is changed by the convection due to the freestream velocity under the same propagation time as that without convection.

Therefore, the propagation time inside the wind tunnel \( T_{\text{inside}} \) is derived, as follows:

\[
T_{\text{inside}} = \frac{\sqrt{(x'_s - x_0)^2 + (y'_s - y_0)^2 + (z'_s - z_0)^2}}{c}
\]

where \( (x'_s, y'_s, z'_s) \), \( (x_0, y_0, z_0) \), and \( c \) are the positions that the sound wave reaches the shear layer without the flow velocity, the sound source position, and the sound speed, respectively. Because the sound wave is only advected in the flow direction by \( McT_{\text{inside}} \) before reaching the shear layer, \( x_s \) is given by Equation (5).

\[
x_s = x'_s + McT_{\text{inside}}
\]
where \((x_s, y_s, z_s)\) is the position of the refraction in the local coordinate system. Subsequently, the propagation time inside the wind tunnel is derived from Equations (4) and (5), as follows.

\[
T_{\text{inside}} = \frac{M c (x_s - x_0) - \sqrt{M^2 c^2 (x_s - x_0)^2 - c^2 (M^2 - 1) \{(x_s - x_0)^2 + (y_s - y_0)^2 + (z_s - z_0)^2\}}}{(M^2 - 1) c^2}.
\] (6)

The propagation time outside the wind tunnel \(T_{\text{outside}}\) is given by the following equation:

\[
T_{\text{outside}} = \frac{\sqrt{(x - x_s)^2 + (y - y_s)^2 + (z - z_s)^2}}{c},
\] (7)

where \((x, y, z)\) is the position of the microphone in the local coordinate system. Therefore, the propagation time from the sound source to the microphone is given by

\[
T = T_{\text{inside}} + T_{\text{outside}}.
\] (8)

### 3.3. Attenuation Rate

Figure 3 shows the schematic image of the acoustic rays that are emitted from the sound source with a small angle \(d\theta'\).

The acoustic energies that perpendicularly pass through the integration areas of \(dA'_{\theta'}\) and \(dA_0\) are equated, as follows:

\[
dA'_{\theta'} I'_{\theta'} = dA_0 I_0,
\] (9)

where \(I'_{\theta'}\) and \(I_0\) are the acoustic intensities at the inside and outside wind tunnel, respectively.

#### 3.3.1. Derivation of \(dA'_{\theta'}\)

The distance \(R'\) from the sound source to the shear layer without the flow velocity is given by the geometric relationship shown in Figure 3:

\[
R' = \frac{R_t}{\sin \theta'},
\] (10)

Here, \(dA'_{\theta'}\) can be derived when considering Equation (10).
\[ dA'_0 = 2\pi \sin \theta' R'^2 \, d\theta'. \] (11)

3.3.2. Derivation of \( dA_0 \)

The distance \( R_0 \) from the points \( d \) to \( b \) is given by the geometric relationship, as shown in Figure 3:

\[ R_0 = R_m \frac{\sin \theta_m}{\sin \theta_{0}}. \] (12)

Equation (13) can be derived from the sine formula:

\[ \frac{l_{ae}}{\sin \theta_{0}} = \frac{d}{db_0} \left( -\frac{R_t}{\tan \theta} \right). \] (13)

where \( l_{ae} \) is the distance from the points \( a \) to \( e \) as shown in Figure 3. Equation (13) can be recast into Equation (14) by substituting Equation (2) into Equation (13), as follows:

\[ \frac{l_{ae}}{\sin \theta_{0}} = R_t \cdot \frac{1 - M \cos \theta'}{\sin^2 \theta'} \cdot \frac{d\theta'}{db_0}. \] (14)

Equation (3) is transformed, as follows:

\[ \cos \theta' \cos \theta_{0} = 1 - M \cos \theta'. \] (15)

Equation (16) is obtained by taking the derivative of both sides in Equation (3):

\[ \frac{d\theta'}{d\theta_{0}} = \frac{\sin \theta_{0} \cos^2 \theta'}{\sin \theta' \cos^2 \theta_{0}}. \] (16)

The substitution of Equation (16) into Equation (15) leads to Equation (17):

\[ \frac{d\theta'}{d\theta_{0}} = \sin \theta_{0} \cdot (1 - M \cos \theta')^2. \] (17)

Equations (18) and (19) are obtained by substituting Equation (17) into Equation (14):

\[ l_{ae} = R_t \left( 1 - M \cos \theta' \right)^3 \cdot \frac{\sin^3 \theta_{0}}{\sin^3 \theta'}, \] (18)

\[ l_{ad} = l_{ae} - \frac{R_t}{\sin \theta_{0}} \left\{ \left( 1 - M \cos \theta' \right)^3 \cdot \frac{\sin^3 \theta_{0}}{\sin^3 \theta'} - 1 \right\}. \] (19)

Here, \( l_{ad} \) is the distance from the points \( a \) to \( d \). Subsequently, \( R_a \) is given by \( R_a = R_0 + l_{ad} \), as follows.

\[ R_a = R_0 + \frac{R_t}{\sin \theta_{0}} \left\{ \left( 1 - M \cos \theta' \right)^3 \cdot \frac{\sin^3 \theta_{0}}{\sin^3 \theta'} - 1 \right\}. \] (20)

d\( A_0 \) can be derived by considering Equations (12) and (20).

\[ dA_0 = 2\pi \sin \theta_0 R_0 R_a \, d\theta_0 \] (21)

3.3.3. Derivation of \( I'_\theta \) and \( I_0 \)

The acoustic intensity \( I'_\theta \) inside the wind tunnel is defined, as follows:

\[ I'_\theta = \frac{P^2}{\rho c} \cdot (1 - M \cos \theta')^2. \] (22)

On the other hand, the acoustic intensity \( I_0 \) outside the wind tunnel is defined as follows:
where $P_b$, $P_e$, and $\rho$ are the acoustic pressure at the point $b$, the acoustic pressure at the point $e$, and the density, respectively.

### 3.3.4. Derivation of $P_b$ and $P_e$

Equation (24) can be obtained by substituting Equations (11), (21)–(23) into Equation (9):

$$P_b^2 = P_e^2 \cdot (1 - M \cos \theta')^2 \cdot \sin \theta' \cdot \frac{R^2}{R_0 R_a} \cdot \frac{d\theta'}{d\theta_0}.$$  \hspace{1cm} (24)

The relationship of $P_b$ and $P_e$ is given by substituting Equation (17) into Equation (24).

$$P_b^2 = P_e^2 \cdot (1 - M \cos \theta')^2 \cdot \frac{R^2}{R_0 R_a} \cdot \cos \theta' \cos \theta_0^2.$$  \hspace{1cm} (25)

Here, $P_e$ is given, as follows.

$$P_e = \frac{1}{4\pi \sqrt{(1 - M^2)(x_s - x_0)^2 + (y_s - y_0)^2 + (z_s - z_0)^2}} - M^2(x_s - x_0)^2 + (y_s - y_0)^2 + (z_s - z_0)^2 - M^2(x_s - x_0)^2.$$  \hspace{1cm} (26)

$P_b$ can also be derived by substituting Equation (26) into Equation (25).

### 3.4. Distribution of Propagation Time and Attenuation Rate

Figure 4 shows the distributions of the propagation time and the attenuation rate in the $X_n - Y_n$ plane ($Z_n = 0$) calculated using the derived equations. The position of the sound source $(x_0, y_0, z_0)$ was set to be $(0, 0, 0)$, and the Mach number inside the wind tunnel $M = 0.3$ and sound speed $c = 340$ m/s.

The distributions of both propagation time and attenuation rate extend downstream by the convection in the wind tunnel. In addition, the attenuation rate of upstream drops significantly outside the wind tunnel by the effect of refraction at the shear layer. Therefore, the equations of the propagation time and attenuation rate are reasonable.

### 4. Reduction of Computational Costs with Data-Driven Sparse Sampling

The sound source localization using beamforming requires the exhaustive calculation of the propagation time and attenuation rate at each point of the sound source localization.
area, as described in Section 3. However, this requires high calculation costs if the number of the grid points in the source area is large, such as 200 × 200 points, as in the present study. Because the Amiet method [5] involves iterative calculations, the calculation takes approximately eight minutes for 40,000 source points of one microphone. Hundreds of microphones are sometimes used in the experiments and, therefore, the exhaustive calculation of the propagation time and the attenuation rate seems to be difficult in the online quick check of experiments. Therefore, this study proposes a reduction in the calculation cost using data-driven sparse sampling.

The data-driven sparse sampling [13] is a method for reconstructing the entire field of the high-dimensional data using a few dominant modes that are based on the modal decomposition, such as SVD.

\[
\hat{P} = \tilde{U} \hat{X},
\]

where \( \hat{P} \in \mathbb{R}^{40,000} \), \( \tilde{U} \in \mathbb{R}^{40,000 \times r} \), and \( \hat{X} \in \mathbb{R}^{r} \) are the estimated propagation time or attenuation rate distributions of 40,000 grid point, the spatial-mode matrix, and the latent-state vector (the mode coefficient), respectively. Here, \( r \) is the number of mode and \( p \) is the number of sampling points. If the spatial mode shape in \( \tilde{U} \) is appropriately selected, then the distributions of 40,000 grid points can be expressed by a small number of latent variable. If this approximation works well, the latent variable can be determined by the observations at suboptimized sparse sampling points:

\[
Y = H \tilde{U} \hat{X},
\]

where \( Y \in \mathbb{R}^{p} \) and \( H \in \mathbb{R}^{p \times 40,000} \) are the observation vector and sparse-sampling point matrix indicating the positions of \( p \) sampling points that were highly sensitive to the latent state variables. Here, \( H \) is determined by the problem choosing \( p \) sampling points out of 40,000 grid points for the better estimation of the latent state variables that express the mode coefficients. The estimated mode coefficients \( \hat{X} \) can be obtained by multiplying the pseudo inverse matrix of \( H \tilde{U} \), as follows.

\[
\hat{X} = (H \tilde{U})^+ Y
\]

Finally, \( \hat{P} \in \mathbb{R}^{40,000} \), corresponding to the overall propagation time or attenuation rate distributions of 40,000 grid points, can be reconstructed by substituting \( \hat{X} \) into Equation (27).

SVD constructs the spatial mode matrix \( U \) in the present study. The training data matrix \( P \) that consists of the propagation time or the attenuation rate of 40,000 grid points at randomly selected 100 conditions in the range of Table 1 is constructed. Subsequently, SVD is applied to the training data matrix \( P \), of which the size is 40,000 × 100, and Equation (30)

\[
P = U \Sigma V^* \approx \tilde{U} \tilde{\Sigma} \tilde{V}^*,
\]

where the columns of \( U \) and \( V \) are orthogonal and called left and right singular vectors, respectively. The matrix \( \Sigma \) contains decreasing nonnegative diagonal entries, called singular values. Here, \( \tilde{U} \tilde{\Sigma} \tilde{V}^* \) is a low-dimensional description of the original data approximated with a low-rank matrix. If the \( r \) mode reconstruction is considered, then \( \tilde{U} \) and \( \tilde{V} \) contain the first \( r \ll n \) columns of \( U \) and \( V \), respectively, and \( \tilde{\Sigma} \) contains the first \( r \times r \) block of \( \Sigma \). Subsequently, the sampling point candidate matrix becomes the spatial POD modes \( \tilde{U} \), and the latent state vector becomes the mode coefficients \( \tilde{\Sigma} \tilde{V}^* \) of the data matrix, respectively. In addition, \( H \) is obtained using the greedy method [17], so that the determinant of the Fisher information matrix is maximized by considering \( H \tilde{U} \) as a sampling-point candidate matrix. See ref. [17] for the detailed explanation and refs. [14,21–28] for relevant techniques. Thus, the dominant modes and optimum \( p \) sampling points are determined based on the training data.
Once $H$ and $\tilde{U}$ are constructed, a test condition of microphone position and wind velocity from the range that is shown in Table 1 is chosen. Here, the test conditions are not included in the training data. The observation vector $Y$ is constructed by calculating the propagation time or the attenuation rate of $p$ sampling points under the test condition. Subsequently, $\hat{X}$ and $\hat{P}$ are quickly obtained by using Equations (27) and (29). For evaluation of the proposed method, the estimated data matrix $\hat{P}$ is compared with the reference matrix, in which all of the points are exhaustively calculated by the Amiet method [5]. The reproducibility is verified by taking the relative error and calculating the average of each row.

5. Results and Discussion

Figures 5 and 6 show the distributions of the propagation time and the attenuation rate under a certain test condition as an example of the sparse sampling. The test condition is randomly selected within the range of Table 1. Here, the microphone position and Mach number were set to be $(x, y, z) = (1.2589, 1.9246, -1.4921)$ and $M = 0.1827$, respectively. The theoretical distributions are calculated as distributions of 40,000 points using the relationship between the sound source and microphone position using the Amiet method [5]. Figures 5b and 6b show the estimated distributions when the numbers of the modes $r$ and the sampling points $p$ are 10. Circles in those figures show the positions of the selected sampling points. The sampling points that are determined by the sensor selection method [17] are uniformly distributed throughout, and the estimated distributions are close to the original distributions well. Therefore, the proposed method was found to effectively reproduce the distribution with a limited number of sampling points. Table 2 shows the computational environment.

The numbers of the modes $r$ and the sampling points $p$ for constructing a reduced-order model are significant parameters of the present method, because these values control the degree of freedom for expressing the original large-scale data. In this study, $\hat{P}$ was estimated both when the number of sampling points was equal to the number of modes ($p = r$) and when it was twice the number of modes ($p = 2r$).

**Figure 5.** Distributions of propagation time in the sound source grid.
The proposed method estimates the amplitude of the modes using the spatial modes and the sampling points that were obtained from the training data, and it reconstructs the distributions. On the other hand, as a more conventional reconstructing method, there is a method of linearly interpolating the values between the sampling points. Therefore, the values of each sampling point selected by the sensor selection method [17] were linearly interpolated and reconstructed, and the distributions of 40,000 points are compared with the proposed method. The inverse distance weighted (IDW) interpolation [29] and triangulated irregular network (TIN) interpolation methods [30] are used for the spatial linear interpolation method. The IDW interpolation method calculates the interpolated values by a linear combination of each sampling point and its weight that reflects the shortest distance between the interpolated point and the sampling point [29]. In addition, the TIN interpolation method divides the space into multiple triangles that are based on the sampling points and calculates the interpolated values using three sampling points at the vertices of each triangle [30].

The estimation accuracy of the proposed method was evaluated using test cases, in which 50 patterns were randomly selected from the range shown in Table 1. The spatial average of relative error in each mode is defined for the quantitative evaluation, as follows:

\[
E = \sqrt{\frac{\|\hat{P} - \hat{P}_{\text{ref}}\|^2 \_2}{\|\hat{P}_{\text{ref}}\|^2 \_2}} \times 100.
\]  

(31)

Here, \(\hat{P}\) is a vector of reconstructed results that correspond to the propagation time or the attenuation rate of 40,000 grid points in the source grid. In addition, \(\hat{P}_{\text{ref}}\) is a vector of reference values for those at each test condition. The reference values can be obtained by the exhaustive calculation of the Amiet method [5] without using sparse sampling. Figure 7 shows a comparison of the estimation accuracy of the four methods. The solid line shown in Figure 7 depicts the average of 50 test cases, and the shaded region shows the error bar defined by the minimum and maximum values of them. The calculations of the TIN interpolation methods for one to four modes are not conducted because the number of sampling points that can divide into triangles is five or more in the TIN interpolation method [30].
Figure 7 shows that the error of the proposed method is significantly smaller than that of the conventional linear interpolation methods (IDW and TIN interpolation methods). The error for the case with a doubled number of sampling points \( (p = 2r) \) in the present method was found to be slightly smaller than that of \( p = r \) in the present method. Although the estimation accuracy is improved by increasing the number of sampling points, its improvement is limited in the present problem setting. The error in the propagation time monotonically decreases with increasing the number of modes from one to 100. Although the error in the attenuation rate also decreases with increasing the number of modes from 1 to 100, it does not significantly decreases after 50 modes.

The relationship between the calculation time and estimation error is discussed, and the practicality of this method for the onsite quick check in the aeroacoustic wind tunnel test is evaluated. Although the required calculation time and permissible errors are dependent on the test conditions and test campaign, a quantitative permissible error is defined based on the experience of the present authors. If the error of the propagation time exceeds one corresponding to five degrees in the phase of the target frequency, the error of sound source position that is estimated by beamforming is considered to become large in the present problem setting. These permissible errors are \( 1.39 \times 10^{-5} \) s, \( 1.39 \times 10^{-6} \) s, and \( 1.39 \times 10^{-7} \) s.
for the target frequencies of 1000 Hz, 10,000 Hz, and 100,000 Hz, respectively. Figure 8 shows plots of the spatial average of the absolute error and the calculation time for each number of modes for the reconstruction when the number of sampling points is the same as the number of modes. The solid line shown in Figure 8 depicts the average of 50 test cases, and the shaded region shows the error bar that is defined by the minimum and maximum values of them, similar to those in Figure 7. The spatial average of the absolute error in each mode for the reconstruction is defined, as follows:

\[
\bar{E}_{\text{abs}} = \sqrt{\frac{1}{N} \| \hat{\rho} - \hat{\rho}_{\text{ref}} \|^2},
\]  

(32)

where \( N \) is the number of dimensions for the reconstructed fields and \( N = 40,000 \) in this study. Figure 8 illustrates that 10 modes are considered to be an appropriate number of modes. Therefore, the condition with 10 modes is adopted, and the acceleration of the calculation time, which is one of the crucial objectives of the present study, is evaluated. The calculation time for the cases with 10 modes is 0.5936 and 0.5836 s for the propagation time and attenuation rate, respectively. On the other hand, the times for the exhaustive calculation of all 40,000 grid points by the Amiet method \([5]\) are 376.804 and 381.793 s for the propagation time and the attenuation rate, respectively. Thus, the calculation time was greatly reduced by the proposed method as compared with the exhaustive calculation of the steering vector by the Amiet method, as we expected. Table 3 presents the summarized results.

Finally, Figures 9–11 show the spatial distribution of the relative error of the proposed method, the IDW interpolation method, and the TIN interpolation method, respectively. Note that all of the results are reconstructed using 10 modes, and the calculation times of those methods are almost the same as the data-driven sparse sampling method, because the calculation time of the Amiet method is dominant. The microphone position and Mach number of this test condition were set to be \((x, y, z) = (1.2589, 1.9246, -1.4921)\) and \(M = 0.1827\). Although the relative error of the proposed method tends to be locally high in the regions where the sampling points are not located, the spatial averaged error is \(6.000 \times 10^{-3}\%\) for the propagation time, and \(6.650 \times 10^{-2}\%\) for the attenuation rate, respectively. In addition, the maximum error is suppressed to \(2.280 \times 10^{-2}\%\) for the propagation time and \(1.977 \times 10^{-1}\%\) for the attenuation rate, respectively. Table 4 presents the averaged error of those methods. These errors of the proposed method are much smaller than those of the IDW and TIN interpolation methods. Thus, the proposed method can be concluded to reduce the calculation cost while minimizing the estimation error when compared with conventional interpolation methods. It should be noted that the error cannot be perfectly removed, even in the proposed method, and the steering vector might be exhaustively calculated by the Amiet method for more accurate process of the experimental data after the experiments.

### Table 3. Comparison of calculation time.

| Method                      | Sparse Sampling Method | Exhaustive Calculation |
|-----------------------------|------------------------|------------------------|
| Propagation time            | 0.5936 s               | 376.804 s              |
| Attenuation rate            | 0.5836 s               | 381.793 s              |

### Table 4. A comparison of estimation error compared with the reference values.

| Method                      | Data Driven Method   | IDW Interpolation | TIN Interpolation |
|-----------------------------|----------------------|-------------------|-------------------|
| Propagation time            | \(6.000 \times 10^{-3}\%) | 3.361%            | 4.754 \times 10^{-1}\% |
| Attenuation rate            | \(6.650 \times 10^{-2}\%) | 2.815%            | 2.264 \times 10^{-1}\% |
Figure 8. Spatial average of absolute error and calculation time ($p = r$). Here, the shaded regions of spatial averaged absolute error shows the range from the minimum to maximum values obtained for 50 runs with different random seeds. Shaded regions of calculation time shows the standard deviation obtained for 50 runs.

Figure 9. Distributions of error in the sound source grid estimated by sparse sampling ($p = r$, 10 sampling points).
6. Conclusions

This study proposed a high-speed algorithm for the calculation of the propagation time and attenuation rate distributions of the acoustic waves, which is applicable to onsite quick check of the aeroacoustic measurement in wind tunnel testing. Firstly, the propagation time and attenuation rate distributions, including the refraction of sound by the shear layer, were calculated over 100 patterns of combinations of the wind speed and the microphone position as training data. Subsequently, the data-driven sparse sampling was applied to these training data, and dominant modes and optimum sampling points were discovered. The reconstructed propagation time and attenuation rate distributions can be quickly calculated at sparse points of the sound source localization area. The error of the reconstructed result is 1% or less and significantly smaller than that of the conventional interpolation methods, and the calculation time is 1 s or less. In other words, the proposed method can significantly reduce the computational time of the steering vector in the onsite quick check of the experiment with minimizing the error. Therefore, the proposed method is concluded to be an onsite powerful tool for the aeroacoustic measurement in wind tunnel testing.

In the future, we will focus on the training data dependency of the data-driven sparse sampling, and we would like to enable more accurate calculations with low computational cost.
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