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Abstract

Coronagraphs allow for faint off-axis exoplanets to be observed, but are limited to angular separations greater than a few beam widths. Accessing closer-in separations would greatly increase the expected number of detectable planets, which scales inversely with the inner working angle. The vortex fiber nuller (VFN) is an instrument concept designed to characterize exoplanets within a single beam width. It requires few optical elements and is compatible with many coronagraph designs as a complementary characterization tool. However, the peak throughput for planet light is limited to about 20%, and the measurement places poor constraints on the planet location and flux ratio. We propose to augment the VFN design by replacing its single-mode fiber with a six-port mode-selective photonic lantern, retaining the original functionality while providing several additional ports that reject starlight but couple planet light. We show that the photonic lantern can also be used as a nuller without a vortex. We present monochromatic simulations characterizing the response of the photonic lantern nuller (PLN) to astrophysical signals and wavefront errors, and show that combining exoplanet flux from the nulled ports significantly increases the overall throughput of the instrument. We show using synthetically generated data that the PLN detects exoplanets more effectively than the VFN. Furthermore, with the PLN, the exoplanet can be partially localized, and its flux ratio constrained. The PLN has the potential to be a powerful characterization tool complementary to traditional coronagraphs in future high-contrast instruments.

Unified Astronomy Thesaurus concepts: Coronagraphic imaging (313); Exoplanet astronomy (486); Direct imaging (387)

1. Introduction

Exoplanet exploration was identified by the Decadal Survey on Astronomy and Astrophysics 2020 as one of the top scientific priorities; in particular, the identification and characterization of Earth-like planets will play a key role in the search for biochemical signatures of life in the universe (National Research Council 2021). The survey identified high-contrast imaging and spectroscopy as cornerstones for the future of exoplanet science, and prioritized a coronagraphic instrument on a flagship space mission, along with development of the US Extremely Large Telescope program. It recommended that a large (~6 m diameter) Infrared/Optical/Ultraviolet space telescope with capabilities for coronagraphic spectroscopy be the first mission to enter the Great Observatories Mission and Technology Maturation Program (National Research Council 2021). Meanwhile, telescopes on the ground can characterize young giant planets, and have the potential to reach reflected light planets around M stars for the first time (Ruane et al. 2019).

While conventional coronagraphs dramatically reduce the photon noise from the star, they are practically limited to angular separations greater than a few λ/D (the size of a resolution element, where λ is the wavelength and D the telescope diameter). The ability to access closer-in exoplanets would greatly increase the expected yield of detectable planets, since yield scales approximately inversely with the inner working angle (IWA), with yield ∝ IWA−0.98 (Stark et al. 2015). Additionally, planets observable with coronagraphy in the visible and near-infrared regime may fall within the inaccessible inner working angle at longer wavelengths, where features of key biosignatures such as carbon monoxide and methane exist. Gaining access to closer separations at those longer wavelengths will thus enable better characterization of planets detected.

Meanwhile, techniques such as nonredundant masking interferometry (Tuthill et al. 2000) or cross-aperture nulling interferometry (Bracewell 1978; Serabyn et al. 2019) can access very small angular separations. However, these approaches result in lower efficiency than coronagraphy since only a small portion of the aperture is used. The vertex fiber nuller (VFN) is an instrument concept that straddles the space between the two approaches, with a smaller IWA than coronagraphs but more efficient at routing the planet light to a diffraction-limited spectrograph than single-baseline cross-aperture interferometry (Ruane et al. 2018). This technique is capable of characterizing exoplanets within 1 λ/D, requires few optical elements, and is compatible with many coronagraph designs as a complementary characterization tool.
Figure 1. (a) Schematic of a focal-plane VFN with a single-mode fiber. The beam is focused onto a vortex mask, which imparts a different phase pattern on the star and planet PSFs. The beam is then collimated and refocused onto a single-mode fiber. The on-axis starlight is rejected while the planet light gets partially coupled. (b) Coupling efficiency, $\eta$, or throughput, of a planet as a function of its angular separation from the star.

2. Concept

2.1. VFN

The VFN is an instrument concept that enables spectroscopy of exoplanets within $1 \lambda/D$, using a vortex mask to generate a vortex phase pattern on the incoming beam (Ruane et al. 2018). Figure 1(a) shows that when the beam is on-axis (such as light from a star), the resulting pattern is orthogonal to the fundamental mode of a single-mode fiber (SMF) and does not couple to it. This result can be demonstrated by calculating the coupling efficiency of a field $f(r, \theta)$ with the SMF mode $\psi_{0l}(r)$:

$$\int \psi_{0l}(r)f(r, \theta)dA.$$  \hspace{1cm} (1)

For the field created by a vortex, the integral is separable, and the polar term is given by

$$\int_0^{2\pi} \exp(il\theta)d\theta,$$  \hspace{1cm} (2)

where $l$ is an integer that denotes the vortex charge. This integral evaluates to 0 for $l = 0$, reflecting that the vortex field is orthogonal to the SMF mode.

However, as shown in Figure 1(b), off-axis planet light from $\sim 0.5\lambda/D$ to $\sim 1.3\lambda/D$ can couple in, with a peak throughput of 19% at $0.9 \lambda/D$. The coupled planet light can thus be directed to a spectrograph for immediate characterization, while the starlight is rejected. A focal-plane VFN is explored in this work, but Ruane et al. (2019) showed that the vortex can also be placed in the pupil plane, resulting in a pupil-plane VFN that operates on the same principle of rejecting on-axis starlight with an imprinted vortex.

The range of angular separations probed by the VFN is smaller than the inner working angle of all classical coronagraphs, and is a region known to harbor potentially habitable exoplanets detected via radial velocity (RV) and transit methods. Additional advantages of the VFN compared to classical coronagraphs include its relative insensitivity to telescope aperture shape, polarization aberrations, and many wavefront aberration modes (Ruane et al. 2018). Since its conceptual development, the VFN concept has been tested in the lab, achieving azimuthally averaged peak coupling of 16% (close to the theoretical limit) and starlight suppression of $6 \times 10^{-3}$, which can be attributed to the minor wavefront errors in the system (monochromatic, broadband; Echeverri et al. 2019a, 2019b).

While the original VFN design is already compelling, it has several drawbacks. The planet throughput is relatively low, with a theoretical limit of $\sim 20\%$, depending on the configuration. The measurement from a VFN also lacks spatial information since the coupling map is circularly symmetric, there is no way to determine from the data the position angle of the planet, information that is (in the absence of other measurements) necessary for constraining the orbital parameters of the planet. Since there is only one flux measurement and the coupling into the SMF varies with the radial separation of the planet, there is also a degeneracy between the planet flux and its separation. Here, we present an augmentation to the VFN that enhances throughput and provides additional constraints on the orbit and flux of the planet, while retaining the functionality of the VFN concept. This new design relies on a device called the mode-selective photonic lantern (MSPL).

2.2. MSPL

A photonic lantern is a photonic mode converter that adiabatically interfaces between a multimode port and several single-mode ports, where the distribution of flux in the single-mode outputs is related to the power in each mode at the multimode input (Leon-Saval et al. 2013). Photonic lanterns have been proposed for use in astrophysics for spectrometer coupling (Lin et al. 2021) and for focal-plane wavefront sensing, allowing for the measurement of the input wavefront while maintaining single-mode fiber outputs suited for injection into spectrographs for spectral characterization (Jovanovic et al. 2016; Corrigan et al. 2018; Norris et al. 2020). Each mode at the few-mode fiber (FMF) face of the lantern is mapped to a SMF output, such that light coupling to a given mode at the FMF side will result in flux in the corresponding SMF core. The device is bidirectional, so light injected into one of the SMF ports will propagate into the mode corresponding to that port at the FMF face.

While standard photonic lanterns have similar cores and are not designed with a particular mode structure in mind, MSPLs (Leon-Saval et al. 2014) utilize dissimilar cores that enable ports to be mapped into LP modes, defined in Paschotta (2022a) as “the set of linearly polarized propagation modes of optical fibers with radially symmetric index profiles in the approximation of weak guidance.” A partially MSPL has one port corresponding to the $LP_{01}$ mode, while the rest of the ports exhibit an unspecified structure. In a fully MSPL, all ports correspond to LP modes. Figure 2 shows a schematic of a six-port MSPL based on the design from Leon-Saval et al. (2014), where each port corresponds to one of the first six LP modes.
To synergize the action of the VFN with the symmetry properties of the LP modes, we propose to replace the single-mode fiber of the original VFN with an MSPL, resulting in a PLN instrument concept that improves upon the original design.

2.3. PLN

The PLN replaces the single-mode fiber of the VFN with an MSPL as described in Section 2.2. Specifically, the light after the vortex mask is focused onto the FMF face of the MSPL and propagates through to the single-mode outputs. Each output port can then be coupled into individual SMFs and routed to photodetectors or spectrographs. The port corresponding to the LP01 mode provides the same response as the VFN, where on-axis light is nulled while off-axis light can couple. Additionally, if we label the LP mode azimuthal order by \( m' \), analogously to the Zernike polynomials, i.e., positive \( m' \) indicating an azimuthal component of \( \cos(m'\theta) \) and negative \( m' \) indicating \( \sin(m'\theta) \), then, a photonic lantern port combined with an optical vortex with azimuthal charge \( l \), will result in an on-axis null except when \( l \pm m' = 0 \). This result can be derived by extending Equation (1) to an arbitrary fiber mode \( \psi_{m'm'} \), and separating the polar integral:

\[
\int_{0}^{2\pi} \exp(il\theta)\cos(m'\theta)\,d\theta, \quad m' > 0, \quad \text{or} \quad \int_{0}^{2\pi} \exp(il\theta)\sin(m'\theta)\,d\theta, \quad m' < 0. \tag{3}
\]

Recalling the exponential trigonometric identities \( \cos(x) = (e^{ix} + e^{-ix})/2 \) and \( \sin(x) = (e^{ix} - e^{-ix})/(2i) \), we find that these overlap integrals evaluate to 0 for \( l \pm m' = 0 \). Thus, on-axis nulls are created in multiple ports, from which planet spectra can be extracted. Additionally, the existence of ports with \( m' \neq 0 \) allows for a nuller configuration with no vortex at all, as the overlap integrals for the LP_{11a} and LP_{21b} ports evaluate to zero when \( l = 0 \). This means that the photonic lantern can be used by itself as a nuller, as contemporaneously presented in Tuthill (2022).

To demonstrate these properties, we simulate the PLN configurations using HCIPy (Por et al. 2018). Our optical propagation model propagates the desired input wavefront through a circular pupil (with \( \lambda/D \) chosen to equal 1), and then into a focal plane. For the configuration without a vortex, this becomes the final focal-plane electric field. For the configurations with a vortex, either a charge 1 or 2 vortex is applied in the focal plane. As with the VFN, a vortex with a charge higher than 2 results in lower peak throughput and larger IWA, so we do not focus on them in this work.

The square of the overlap integral of the focal-plane electric field distribution with each LP mode gives the relative intensity coupled to the corresponding port. We explore using an MSPL with six LP modes and a \( V \) number, “the normalized frequency parameter that determines the number of modes” (Paschotta 2022b), equal to 4.71. Our simulations assume perfect mode shapes as well as perfect transitions, free from cross coupling and losses. Characterizing the impact of these real-world imperfections, from realistic designs as well as from fabrication errors, is left for future work.

Given wavelength, the optimal coupling into the lantern depends on the mode field diameter (MFD) of the lantern modes and the focal ratio \( F\# \) (Ruane et al. 2019). While the real MFDs of photonic lanterns are tunable within a small range (D. Leon-Saval 2022, private communication), in practice, the coupling in a real system will be optimized by changing the focal ratio. However, since our simulations already set \( \lambda/D = 1 \) and \( F\# = 1 \), we optimize coupling by tuning the MFD (expressed in units of \( \lambda/D \)). Specifically, for each configuration (no vortex, \( l = 1, l = 2 \)), we simulate a range of MFDs and find the value that maximizes the peak of the x-axis cross section of the summed throughput of the nulled ports. Although Section 4.2 shows that summed throughput does not fully predict instrument performance, it is still a useful proxy for choosing the MFD, as optimizing directly for detection capability would require knowledge of the level and distribution of on-sky wavefront error, which is not predictable a priori.

From our simulations, we find that the optimal MFD is 2.8 \( \lambda/D \) for the no vortex and charge 1 cases, and 3.2 \( \lambda/D \) for the charge 2 case. We present the results of our simulations using these diameters. Figure 3 shows the ideal spatial coupling efficiency for a point source as a function of angular separation from the optical axis, or coupling map, for every port (top panels) along with the line profile along the horizontal axis.
We also plot the total flux collected across all ports (dashed pink lines) as well as the total flux collected from only the nulled ports satisfying $l \pm m' = 0$ (solid black lines). The total nulled throughput curves demonstrate that the additional ports increase both the peak throughput as well as the field of view for which planet light couples.

While MSPLs with more than six ports can in theory be fabricated, manufacturing MSPLs with large numbers of modes remains a practical challenge because the adiabaticity of the lantern transition becomes more difficult to achieve as the number of modes increases (Velázquez-Benítez et al. 2018).

While larger port numbers may become available with the advancement of photonics technology, Figure 4 shows that increasing the total number of ports brings diminishing returns, especially at angular separations $< \lambda / D$. In addition, using fewer ports has the advantage of requiring fewer detector pixels, which are always at a cost premium. Considering these factors, and that MSPLs with more than six ports are not readily manufacturable with current photonics technology, we choose to focus our investigations on a PLN design with a six-port MSPL.

3. Sensitivity to Aberrations

3.1. Zernike Aberrations

One benefit of the original VFN was its insensitivity to many low-order Zernike wavefront error modes. If the charge of the vortex is denoted by $l$, and the Zernike aberrations are denoted by $Z_n^m(r, \theta)$, where $n$ is the radial order and $m$ indicating the azimuthal structure, i.e., $\cos(m\theta)$ for positive $m$ and $\sin(m\theta)$ for negative $m$, then only aberrations that cancel out the vortex charge $l \pm m = 0$ will couple. This can be demonstrated analogously to the case of LP modes, replacing the $m'$ of a given port in Equation (3) with the $m$ of a given Zernike mode.
The additional photonic lantern ports obey a similar principle, but the structure of the LP mode and the Zernike mode will interact, and the polar overlap integral is now given by
\[
\int_{0}^{2\pi} \exp(i\ell\theta) \cos\left(m'\theta\right) \cos\left(m\theta\right) d\theta, \quad m', m \geq 0, \quad \text{or}
\int_{0}^{2\pi} \exp(i\ell\theta) \cos\left(m'\theta\right) \sin\left(m\theta\right) d\theta, \quad m' \geq 0, m < 0, \quad \text{or}
\int_{0}^{2\pi} \exp(i\ell\theta) \sin\left(m'\theta\right) \cos\left(m\theta\right) d\theta, \quad m' < 0, m \geq 0, \quad \text{or}
\int_{0}^{2\pi} \exp(i\ell\theta) \sin\left(m'\theta\right) \sin\left(m\theta\right) d\theta, \quad m', m < 0.
\]

Thus, for each port, only aberrations satisfying \( l \pm (m' + m) = 0 \) will couple (to first order). Figure 5 shows the simulated stellar coupling, \( \eta_0 \), as a function of the input amplitude of the first 10 Zernike aberrations. In this work, we compute coupling normalized to the summed intensity of the beam, such that the stellar coupling is equivalent to the null depth. The fact that the LP01 port is sensitive primarily to tip, tilt, and coma (for charge 1) and astigmatism followed by second-order responses to tip and tilt (for charge 2) is consistent with theoretical predictions as well as the numerical simulations presented in Ruane et al. (2019). The results for the other ports show that, as predicted by the azimuthal order conditions, each port is only sensitive to a few specific lower-order aberrations satisfying \( l \pm (m' + m) = 0 \). For example, the LP21ab ports with a charge 1 vortex and the LP11ab ports with a charge 2 vortex are all insensitive to defocus \( (m = 0) \) and astigmatism \( (m = \pm 2) \). The LP02 ports have the same azimuthal order as the corresponding LP01 ports, and thus reject the same low-order aberrations.

3.2. Tip-tilt Jitter

Ruane et al. (2019) predicted that for ground-based observatories, tip-tilt jitter (evolving much faster than the typical exposure times) will likely be a significant contribution to the degradation of the VFN’s null depth. We thus present simulations of average null depth achieved \( \langle \eta_i \rangle \) as a function of the standard deviation of tip-tilt jitter \( \sigma_{\theta} \). For each data point, 100 independent realizations of tip-tilt are generated, with amplitude drawn from a normal distribution with standard deviation \( \sigma_{\theta} \) and position angle drawn uniformly between 0 and \( 2\pi \). The 100 frames are then averaged to calculate an averaged \( \eta_0 \). The results are presented in Figure 6. For example, to achieve a null depth of \( 10^{-3} \) in the LP11ab ports of the no vortex PLN, the standard deviation of tip-tilt jitter must be smaller than \( \sim 0.1\lambda/D \). To achieve a null depth of \( 10^{-3} \) in the LP01 port of the charge 1 and charge 2 configurations, the standard deviation of tip-tilt jitter must be smaller than \( \sim 0.3\lambda/D \) and \( \sim 0.5\lambda/D \), respectively. For context, the Keck Planet Imager and Characterizer (KPIC) instrument at the Keck II telescope, a fiber injection unit for high-resolution spectroscopy that currently has a VFN mode as well as the capability to test a future PLN on-sky, typically achieves on-sky jitter standard deviations of 6–7 mas, corresponding to 0.14 waves at 2.2 \( \mu \)m (Delorme et al. 2021).

3.3. KPIC Atmospheric Residuals

We also simulate the performance of the PLN under WFE conditions measured by the pyramid wavefront sensor (PyWFS) of KPIC. The atmospheric seeing the night the data was taken was 0\"6, and the wavefront sensor achieved residuals of 150 nm RMS. It should be noted that the PyWFS does not see all of the errors in the optical system, as recent on-sky demonstrations of the VFN on KPIC (Echeverri et al. 2022) do not achieve the level of starlight suppression predicted by these residuals alone. Specifically, in the real KPIC instrument, there is an additional tip-tilt error downstream of the PyWFS that is not captured in these simulations. Thus, these simulations should be interpreted as an optimistic limit, while the real performance will be impacted by additional errors invisible to the PyWFS.

For our simulation, we take 590 frames of measured wavefront error, expressed in the form of reconstructed Zernike coefficients. From each frame of coefficients, we generate a pupil-plane WFE map. As an intermediate diagnostic, we calculate the focal-plane image point-spread-function (PSF) averaged over these frames, and compared it to an ideal PSF with no WFE in Figure 7.

For our simulation, we propagate an on-axis beam with that WFE through our PLN models to calculate the output null depths. We also propagate off-axis beams with each frame of WFE (at 0.84\( \lambda / D \) for no vortex and charge 1 configurations and 1.3\( \lambda / D \) for charge 2 configuration). The instantaneous coupling over time with these residuals may be found in the Appendix. Meanwhile, Figure 8 shows the mean coupling over all the frames. In the nulled ports of the PLN, the mean off-axis planet coupling over these frames (where it is expected based on the coupling maps) remains significantly higher than the stellar coupling in the presence of this WFE.

4. Simulation of Exoplanet Characterization

In this section, we demonstrate the exoplanet detection and characterization capabilities of a PLN and compare them to those of the VFN.

4.1. Synthetic Data Generation

We consider the outputs of the instrument to be the intensity at the single simulated wavelength in each port. In reality, the light in each port can be fed into a spectrograph, and spectral analysis can be used to increase detectability by orders of magnitude (Wang et al. 2017). However, we neglect spectral information in this preliminary demonstration of the PLN performance relative to the VFN, and leave exploring the combination of a broadband PLN and spectral analysis to future work.

We assume that the integration time of an observation is significantly longer than the coherence time of atmospheric residuals, such that fluctuations in wavefront error will average out to the null depth. Consequently, we assume that the primary contribution to non-static noise is photon noise.

The following process was used to generate the synthetic data. We first average the 590 intensity frames from the simulation of KPIC PyWFS residuals in Section 3 to obtain the average null depth. To generate realizations of photon noise, we calculate the stellar photon rate (PR) entering the instrument:

\[
PR = f_0 \times 10^{-m/2.5} \times A \times \Delta \lambda \times \eta_t,
\]

where \( f_0 = 9.56 \times 10^9 \) photons m\(^{-2}\) s\(^{-1}\) \( \mu m^{-1} \) is the zero-point number corresponding to the photon flux per unit wavelength of a magnitude zero star in the \( H \) band, \( m \) is the stellar
Figure 5. Stellar coupling rate as a function of individual Zernike polynomial amplitude, with no vortex (top), a charge 1 vortex (middle), and a charge 2 vortex (bottom). For the nulled ports, solid lines indicate modes predicted to couple (those satisfying $l + m = 0$), while dashed lines indicate modes that are not predicted to couple (to first order, though higher-order coupling effects can be seen). Values of $\eta_\nu$ falling below $10^{-6}$ are likely numerical noise, and are not shown. Lines that fall entirely below $10^{-6}$ are light gray in the legend.
magnitude, $A$ the telescope area, $\Delta \lambda$ the bandwidth, and $\eta_\text{t}$ the throughput of the telescope before reaching the PLN instrument. We choose the stellar magnitude to be $m = 5$ and use the Keck telescope area ($A = 76 \text{ m}^2$). We assume a bandwidth of $\Delta \lambda = 0.15 \mu \text{m}$ and upstream telescope throughput of $\eta_\text{t} = 0.06$, a typical value for Keck.

For each port of the PLN, we multiply PR by its null depth to calculate the PR per port. We then multiply that PR by the assumed exposure time of 60 s to obtain the counts per exposure. We add normally distributed noise with a variance equal to the number of counts, an approximation for Poisson-distributed photon noise that is valid at our high photon count rates. We assume that each data set corresponds to 5 hr of integration time, and thus generate 300 exposures per data set. We generate a total of 1000 such data sets for analysis.

We also generate off-axis PSFs that can be injected as an astrophysical signal. The off-axis PSFs do not include WFE, since the simulations show that, at the WFE amplitudes of interest in our work, the planet coupling at separations of interest is not significantly impacted. In order to create data with an injected companion, the off-axis PSF at the desired separation is scaled appropriately based on the desired flux ratio (FR), then added to each exposure of the simulated intensity of the on-axis source.

![Figure 6](image_url) Figure 6. Left: stellar coupling rates as a function of tip-tilt jitter, random-uniformly distributed in position angle, with no vortex (left), a charge 1 vortex (middle), and a charge 2 vortex (right). The standard deviation of the per-frame tip-tilt amplitude is given by $\sigma_{tt}$, with the position angle drawn uniformly between 0 and $2\pi$.

![Figure 7](image_url) Figure 7. Left: mean focal-plane PSF in the presence of WFE as measured by the KPIC PyWFS. Middle: unaberrated focal-plane PSF. Right: difference between the aberrated and ideal PSFs. A reminder that these are not simulations of the Keck PSF, but of the measured wavefront error residuals propagated through a system with an ideal circular aperture.

![Figure 8](image_url) Figure 8. Mean coupling calculated over 590 frames of WFE residuals from the KPIC PyWFS, for the no vortex (left), charge 1 (middle), and charge 2 (right) configurations. The ports on the bottom axis are (from left to right): LP_{01}, LP_{11a}, LP_{11b}, LP_{21a}, LP_{21b}, and LP_{02}. Coupling values for ports that are not considered nulled are depicted in light gray. Off-axis planet coupling (where it is expected based on the coupling maps) remains higher than the stellar coupling in the presence of these WFE realizations.
4.2. Detection

In this section, we characterize the detectability of planets, comparing the performance of the VFN and the PLN. For each data set generated in Section 4.1, we first take the mean of the 300 exposures and subtract the nominal on-axis signal with no WFE. We then perform detection testing on the resulting data, using a total energy test statistic:

\[ \epsilon = \sum y_i^2, \]

where \( i \) is the port index of the PLN and \( y_i \) is the signal in the port. The test statistic \( \epsilon \) is calculated from the data and compared to a threshold \( \xi \), which is chosen to provide a desired false-alarm rate. A detection is claimed if \( \epsilon \geq \xi \), and a lack of detection is claimed otherwise.

There are four possible outcomes when comparing the test statistic calculated from a data set to the value of the test statistic set as the detection threshold. The first is a true positive, in that a real companion in the data is detected; the fraction of real companions detected is the true positive rate (TPR). A second possible outcome is that a real companion is not detected, occurring at a rate of \((1-\text{TPR})\). A third outcome is that there is no companion in the data, but the detection test incorrectly claims a detection. The rate at which this occurs is the false positive rate (FPR). The fourth and last outcome is that there is no companion, and a detection is correctly not claimed, occurring at a rate of \((1-\text{FPR})\).

Choosing a threshold for the test statistic is a balancing act between the TPR and FPR: as the threshold is decreased, detecting real companions becomes more likely, but false detections also become more likely. This dependency can be characterized by examining the possible values of the test statistic and calculating the TPR and FPR if that value were the detection threshold. Plotting the TPR as a function of the FPR results in a receiver operating characteristic (ROC) curve, which characterizes the performance of a detection scheme and can be used in the determination of FR detection limits.

Figure 9 shows ROC curves from the distribution of \( \epsilon \) over the 1000 data sets. The VFN corresponds to the case where only the LP01 port is used, while with the PLN, all four nulled ports are used. The simulations show that for both charges, the inclusion of the other nulled ports of the PLN provides detection gains relative to the VFN. For a given rate of false positives, the PLN can achieve a higher TPR than the VFN. At close-in separations \( \leq 1\lambda/D \), the charge 1 PLN achieves the best performance. At separations greater than \( \approx 1.25\lambda/D \), the charge 2 PLN starts to perform better. Despite having higher throughput, the photonic lantern without a vortex does not...

![Figure 9. Example ROC curves at different separations in the presence of photon noise, assuming wavefront error averages to a baseline null depth. For both vortex charges, the inclusion of other ports of the PLN provides detection gains relative to the VFN. The gray areas indicate FPRs which are not well sampled as they involve fewer than three data sets with false detections.](image-url)
outperform both the charge 1 and the charge 2 PLNs at any separation, emphasizing that the distribution of flux relative to the achievable null depths matters more than sheer throughput. However, the no vortex PLN has the advantage of not requiring an additional optic in a pupil or focal plane, and can thus be realized with a simpler optical system. Additionally, the relative performance of the different configurations will ultimately depend on the distribution of WFE, as the ports in each configuration are sensitive to different subsets of modes.

4.3. Model Fitting

Data from the VFN consists of only one measurement that contains no information on position angle and cannot discriminate between the effects of FR and separation. Unlike the VFN, the spatial structures of the PLN modes allow for the retrieval of the planet’s location, albeit with degeneracy in the position angle as a result of their symmetry.

To illustrate this capability, we attempt to fit models to one of the simulated data sets of the charge 2 VFN from Section 4.1, where a planet with a FR of $2 \times 10^{-6}$ is injected at $(X = 1.25 \lambda/D, Y = 0 \lambda/D)$. We believe that a configuration that slightly breaks the symmetry would be a better strategy for localization than any of the configurations presented here. Determining how to do this effectively would be part of future work. For this work, our primary aim was to show that this localization capability exists in this architecture, so we choose to focus on just one configuration.

First, we assume that the average null depth can be estimated, such as by observing a reference star. This assumes telescope conditions are reasonably stable between observations of the reference and target stars, as the accuracy of the null-depth estimation will be impacted by quasi-static aberrations as well as differential alignment onto the vortex or lantern centers, which would lead to differences between the reference and target observations.

The estimated null depth is subtracted from the average of the measurement frames. This step is necessary to debias the data, since if only the nominal on-axis signal (without any wavefront error) is subtracted, the WFE that sets the null depth will contribute to the apparent flux of the planet. We then fit a model to the data through Chi-squared ($\chi^2$) minimization, using only data from the LP$_{01}$ port for the VFN, and data from all six ports for the PLN.

The three model parameters for a planet are its location coordinates $(X, Y)$ and its FR. We first generate a grid of parameter values, choosing $X$ to span from $0 \lambda/D$ to $3 \lambda/D$ and $Y$ to span from $-3 \lambda/D$ to $3 \lambda/D$. This spans the spatial half-plane, which is enough for our purposes, as the symmetry of the modes means the position angle can at best be localized with a 180 degeneracy. The FRs are chosen to range logarithmically from $10^{-7}$ to $10^{-5}$.

A planet corresponding to each set of parameters from the grid is simulated with the instrument model. The $\chi^2$ of the difference between the model and the data is calculated using $\chi^2 = \sum_i (y_i - x_i)^2 / \sigma_i^2$, where $y_i$ is the measured data in port $i$, $x_i$ is the model, and $\sigma_i$ is the standard deviation of the noise across the 300 frames. The probability distribution is then calculated by taking $P(X, Y, FR) \propto \exp(-\chi^2/2)$, and normalizing such that the total probability over the entire explored parameter space is 1.

Figure 10 depicts the three spatial cross sections of the resulting probability distributions for the charge 2 VFN and PLN, corresponding to the FR values from the grid closest to the injected value of $2 \times 10^{-6}$. The parameter set in the grid closest to that of the injected planet is marked with an orange star. Also shown is the probability distribution of the FR, marginalized over the spatial dimensions. As expected, it is largely unconstrained by the VFN, which cannot distinguish between the competing effects of FR and separation. However, with the spatial information provided by the PLN, the retrieved probability distribution of the FR peaks at the correct value of $2 \times 10^{-6}$. Given the best-fit FR using PLN, fitting a Gaussian curve to the y-axis cross section of the spatial probability distribution reveals that the position angle can be localized to $\sim 1 \lambda/D$ with the PLN, while it is completely unconstrained by the VFN. These simulation results show that compared to the VFN, the PLN can provide better constraints on the planet’s location and FR.

The response of the PLN to the off-axis signal is not rotationally symmetric. We thus explore injecting and recovering a planet signal at varying position angles. Figure 11 shows that, given the correct FR, the localization response varies as a function of position angle. At position angles other than 0 and $\pi/2$, additional solutions exist beyond the two guaranteed by the instrumental symmetry. However, an observing strategy that involves taking data with multiple rotations of the instrument relative to the sky will reduce the number of best-fit position angle solutions to the fundamental two. Finding the most efficient observational strategy to best constrain the position angle given an unknown random initial orientation, and exploring the possibility of introducing slight asymmetries to break this degeneracy, are topics left for future work.
5. Conclusions

This work presents a proof-of-concept study of the Photonic Lantern Vortex Fiber Nuller. The advantage the MSPL offers over the SMF is twofold. First, a photonic lantern, regardless of modal selectivity, accepts more input modes than the SMF, increasing the overall amount of light that can couple in. This improves the overall field of view and total planet coupling provided by the VFN. Second, the symmetries resulting from modal selectivity interact with the vortex field to create not just on-axis nulls, but also ports insensitive to low-order aberrations that do not meet a specific azimuthal order condition. Together, these properties of the PLN result in an instrument that rejects starlight while maintaining a substantial amount of planet light in the regions of interest. Additionally, while the PLN is meant for integration with spectrographs, motivated by the science that can be done in the spectral domain, the ports with different modal structures capture some spatial information, enabling planet localization that is not possible with the VFN. However, the instrumental symmetries that provide starlight and wavefront error rejection currently also cause degeneracies in the spatial information captured. Future work will explore whether introducing slight asymmetries into the instrument can lift the spatial degeneracies with minimal impact on the achievable null depth.

This work simulates the PLN’s ideal behavior at a single wavelength. However, the modes of a realistic MSPL will deviate from the ideal LP modes. Furthermore, its modes will actually vary with wavelength. Finite-difference beam propagation simulations are needed to simulate the behavior of a realistic photonic lantern design across different wavelengths, since its modes will no longer correspond to perfect LP modes, and there will be modal cross coupling due to imperfections in the design as well as the fabrication process. Additional performance simulations will be conducted to characterize the impact of this nonideal, wavelength-dependent behavior on science results. This work includes simulating the PLN with synthetic planetary spectra and investigating methods to analyze the data, building upon current practices in exoplanet spectral analysis (Wang et al. 2021). We will identify best practices to account for the wavelength-dependent mode structure and throughput and the optimal method for combining data from the different ports, including the possibility of obtaining concurrent stellar spectra in the non-nulled ports to be used for calibration and analysis. We will investigate if multiple sets of spectroscopic data can be used to cross calibrate systematic errors. The single-mode outputs are ideal for downstream spectroscopy using photonic spectrographs (Gatkine et al. 2019). We will thus investigate strategies for optimal integration of PLN with an on-chip photonic spectrograph on each of the single-mode outputs (nulled or otherwise) to measure the spectra of the planet/companion and star, as well as for cross calibration.

Future work also includes verifying the behavior of a PLN in the lab—both the characterization of the photonic lantern device itself, and after integration with a vortex. We intend to characterize the PLN with different levels of wavefront error, as well as investigate the possibility of performing wavefront control to achieve better nulls, potentially compensating for defects such as residual optical surface error or even nonideal photonic lantern modes. If the laboratory characterization validates the performance of the PLN, an on-sky demonstration will be attempted.

This work on the PLN also naturally ties into several related topics, such as the development of wavefront sensing algorithms through photonic lanterns (Norris et al. 2020; Lin et al. 2022), or the leveraging of the photonic lantern design paradigm to push toward the theoretical limits of optical signal separation.
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Software: This research made use of Astropy (Astropy Collaboration et al. 2013; Price-Whelan et al. 2018); NumPy (Harris et al. 2020); SciPy (Virtanen et al. 2020); and Matplotlib (Hunter 2007).

Appendix

Time Series of Instantaneous Coupling with KPIC Residuals

Figure 12 shows the instantaneous coupling calculated over 590 frames of WFE residuals from the KPIC PyWFS.
Figure 12. Coupling calculated over 590 frames of WFE residuals from the KPIC PyWFS, with no vortex (top), a charge 1 vortex (middle), and a charge 2 vortex (bottom). Off-axis planet coupling (where it is expected based on coupling maps) remains higher than the stellar coupling in the presence of these WFE realizations.
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