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Abstract

Motivated by the experimental findings of some new exotic states decaying into channels like $J/\psi \phi$, we investigate the formation of resonances/bound states in the $D^*_s \bar{D}^*_s$ system using QCD sum rules. To do this we start with a current of the type vector times vector and use spin projectors to separate the spin 0, 1 and 2 contributions to the correlation function. We find three states with isospin 0, nearly spin degenerate, with a mass around 4.1 GeV. We have also investigated the decay of these states to $J/\psi \phi$ and provide the corresponding partial widths. Such information should be useful for experimental studies in future.

PACS numbers: 14.40.Rt, 12.40.Yx, 13.75.Lb
I. INTRODUCTION

In the last 13 years, a new flora of charmonium and botomonium like states have emerged from the $B$-factories: they are the so called $X$, $Y$ and $Z$ states. Having $X(3872)$ as the precursor, many more states came after it, as, for example, $X(4160)$, $X(4350)$, $Y(3940)$, $Y(4260)$, $Y(4660)$, $Z_{c}^{+}(3900)$, $Z_{c}^{+}(4020)$, $Z^{+}(4430)$. Some of these states are experimentally well established, as the case of $X(3872)$, and others not. All these states decay to a set of open charm-anticharm mesons or a light and a hidden charm meson. All of them share the common feature of being good candidates for exotic mesons, with properties which do not match the conventional quark-antiquark structure. Among all, the case of $Z$ states is even clearer since, in addition to bearing the decay property mentioned above, they are electrically charged, which forces an internal structure of at least four quarks. This and other unconventional properties have originated the peculiar $XYZ$ nomenclature.

These states are being widely studied and there are several experimental and theoretical reviews [1–7]. The theoretical models employed to explain such states cover several color singlet configurations allowed by Quantum Chromodynamics (QCD) and are based on quark models [8–14], effective field theories [15–25] and QCD sum rules calculations [26–32].

In this manuscript we are going to study the possibility of forming states as a consequence of the dynamics involved in the $D^{*}_{s}\bar{D}^{*}_{s}$ system near its threshold, that is, around 4224 MeV. There exist two known $X$ states in this region: $X(4140)$ and $X(4160)$. In spite of the proximity of their masses, it seemed, until recently, that the two states are different since their widths were different. However, with a recent determination of the width of $X(4140)$, the two widths have now become compatible within the error bars, as we discuss below.

$X(4160)$ was found by the Belle Collaboration [33] in the $D^{*}D^{*}$ invariant mass of the process $e^{+}e^{-} \rightarrow J/\psi D^{*}\bar{D}^{*}$. The mass and width obtained for this state are $4156 \pm 29$ MeV and $139^{+113}_{-65}$ MeV, respectively. Its quantum numbers (spin, isospin, parity) are not yet known. The decay of $X(4160)$ to $D^{*}\bar{D}^{*}$, in a $D^{*}_{s}\bar{D}^{*}_{s}$ bound state picture, could be understood in terms of triangular loop diagrams involving a strange meson. Thus, $X(4160)$ could be a possible $D^{*}_{s}\bar{D}^{*}_{s}$ moleculelike state. In fact, several coupled channel studies of open charm meson systems find a dynamically generated state and relate it to $X(4160)$ [19, 24, 34]. Alternate interpretation of $X(4160)$ have also been presented, in terms of different excited states in the $c \bar{c}$ spectra [35–38], for instance, $\chi_{0}(3^{3}P_{0})$ ($J^{PC} = 0^{++}$), $\chi_{1}(3^{3}P_{1})$ ($1^{++}$) or
The other state, $X(4140)$, was initially found by the CDF, CMS, and D0 Collaborations in the $J/\psi\phi$ invariant mass of the reactions $B^+ \to J/\psi\phi K^+$, $p\bar{p} \to J/\psi\phi+$ anything, with a mass around 4143 MeV and width $\sim 15^{+6}_{-5}$ MeV [39–41]. This state has recently been confirmed by the LHCb Collaboration too [42]. Although the mass value of $X(4140)$ determined in Ref. [42] is in agreement with those found by the other Collaborations, the width obtained in Ref. [42] is substantially larger: $\Gamma = 83 \pm 21^{+21}_{-14}$ MeV. Further, a Breit-Wigner fit analysis of the $J/\psi\phi$ mass spectrum made in Ref. [42] seems to indicate the most preferred spin-parity of this state to be $1^{++}$. However, the same study does not exclude an influence of the $D_s^\pm D_s^{*-}$ cusp effect in this energy region. Actually some other works suggest that the peak related to $X(4140)$ in the experimental data is not a real state but a kinematic effect [43, 44]. It is also worth mentioning that several other model calculations (quark models, effective field theories, QCD sum rules exploring different color singlet configurations allowed by QCD such as an excited $c\bar{c}$ state, $c\bar{c}s\bar{s}$ tetraquarks, $D_s^*\bar{D}_s^*$ molecule, etc. [26, 45–48]) predict the existence of a narrow state with mass around 4140 MeV with different quantum numbers: $J^{PC} = 0^{++}$ or $1^{++}$ or $2^{++}$. To summarize: at present it is not clear if $X(4140)$ and $X(4160)$ are distinct states or not, and if the $X(4140)$ signal found in Ref. [42] is affected by a nearby cusp or not.

With the aim of contributing to this unconcluded discussion, we perform a study of the $D_s^*\bar{D}_s^*$ system using QCD sum rules to explore the possible existence of the above mentioned states and their properties. To proceed with our study we use the most straightforward current for such a system, which is of the type vector current times vector current, and then use spin projectors to separate the several spin contributions to the two-point correlation function, as done in Refs. [30, 31]. In this way the mass of the states is determined. Considering a three point correlation function and the spin projectors, a calculation of the decay width of the states found in our work, to the $J/\psi\phi$ channel, is performed. Our results can be useful for future experimental investigations.
II. DETERMINING THE MASSES

We start the calculations by writing the simplest interpolating current which can couple to the $D_s^* D_s^{**}$ system (which is directly in isospin $I = 0$)

$$j_{\mu\nu}(x) = [\bar{c}_a(x)\gamma_{\mu}s_a(x)] [\bar{s}_b(x)\gamma_{\nu}c_b(x)],$$  \hspace{1cm} (1)

with $a, b$ denoting color indices. Using this current we determine the two-point correlation function

$$\Pi_{\mu\nu\alpha\beta}(q^2) = i \int d^4xe^{iqx} \langle 0 | T \left[j_{\mu\nu}(x)j_{\alpha\beta}^\dagger(0) \right] | 0 \rangle,$$  \hspace{1cm} (2)

where $q$ is the four momentum at which the correlation function is evaluated and $T[...]$ denotes $T$-ordered product. Following Refs. [30, 31], we define the projectors

$$P^{(0)} = \frac{1}{3} \Delta^{\mu\nu} \Delta^{\alpha\beta},$$

$$P^{(1)} = \frac{1}{2} \left( \Delta^{\mu\alpha} \Delta^{\nu\beta} - \Delta^{\mu\beta} \Delta^{\nu\alpha} \right),$$

$$P^{(2)} = \frac{1}{2} \left( \Delta^{\mu\alpha} \Delta^{\nu\beta} + \Delta^{\mu\beta} \Delta^{\nu\alpha} \right) - \frac{1}{3} \Delta^{\mu\nu} \Delta^{\alpha\beta},$$  \hspace{1cm} (3)

with

$$\Delta^{\mu\nu} = -g^{\mu\nu} + \frac{q_\mu q_\nu}{q^2} \quad (g^{\mu\nu} \text{ is the metric tensor}),$$

which separate the spin 0, 1 and 2 contributions of the correlation function when the two hadrons forming the system interact in $S$-wave (angular momentum $L = 0$). Thus, the projectors written in Eq. (3) separate the $J^P = 0^+, 1^+, 2^+$ contributions to the correlation function. If a state of isospin $I$, and spin $S$ is formed as a consequence of the interaction between a $D_s^*$ and a $D_s^{**}$ meson in angular momentum $L$, the parity $P$, C-parity and G-parity associated with the state found can be determined through $P = (-1)^L$, $C = (-1)^{L+S}$, and $G = (-1)^{L+S+I}$. In our case, since $I = 0$ and $L = 0$, the possible states must have positive parity and $C = G = (-1)^S$. This means states with quantum numbers $I^G(J^{PC}) = 0^+(0^{++}), 0^-(1^{+-}), 0^+(2^{++})$.

Once the correlation function is projected on spin, we need to rely on the dual nature of the correlation function from Eq. (2) to extract information from it: at short distances, the expression in Eq. (2) can be interpreted as quark-antiquark fluctuations, which is usually referred to as the QCD side, while at large distances it can be related to hadrons, which is
TABLE I. Input quark masses and condensates for the OPE calculation of the correlation function.

| Parameters         | Values                                      |
|--------------------|---------------------------------------------|
| $m_s$              | $(0.13 \pm 0.03)$ GeV                       |
| $m_c$              | $(1.23 \pm 0.05)$ GeV                       |
| $\langle q\bar{q} \rangle$ | $-(0.23 \pm 0.03)^3$ GeV$^3$            |
| $\langle s\bar{s} \rangle$ | $(0.8 \pm 0.2)\langle q\bar{q} \rangle$ |
| $\langle s\bar{g}\sigma \cdot Gs \rangle$ | $0.8\langle s\bar{s} \rangle$ GeV$^2$ |
| $\langle g^2G^2 \rangle$ | $(0.88 \pm 0.25)$ GeV$^4$ |
| $\langle g^3G^3 \rangle$ | $(0.58 \pm 0.18)$ GeV$^6$ |

referred to as the phenomenological side. This is the key idea of the sum rule method, in which the correlation function is determined with both prescriptions and there should exist a range of $q^2$ where both results can be equated [49–51].

When calculating the correlation function from the QCD side we have to deal with quark propagators and their expressions can be written using the operator product expansion (OPE), with the coefficients of the series calculated perturbatively [49–51]. In practice, one calculates the spectral density which is associated with the correlation function through the dispersion relation

$$\Pi_{\text{OPE}}(q^2) = \int_{s_{\text{min}}}^{\infty} ds \frac{\rho_{\text{OPE}}(s)}{s - q^2} + \text{subtraction terms.} \quad (4)$$

In the present case, we obtain the spectral density corresponding to the spin-projected correlation function by going in the OPE series up to terms with dimension eight

$$\rho_{\text{OPE}}^S = \rho_{\text{pert}}^S + \rho_{m_s}^S + \rho_{(ss)}^S + \rho_{m_s,(ss)}^S + \rho_{(g^2G^2)}^S + \rho_{(\bar{g}\sigma Gs)}^S + \rho_{m_s,(\bar{g}\sigma Gs)}^S + \rho_{(\bar{s}s)}^S + \rho_{m_s,(\bar{s}s)}^S + \rho_{(\bar{g}\sigma Gs)}^S + \rho_{m_s,(\bar{g}\sigma Gs)}^S. \quad (5)$$

The spin-projected OPE results are given in the appendix A of the paper. The numerical values used for the quark masses and condensates are given in Table [4, 52].

To determine the correlation function from the phenomenological side we adopt the standard procedure of considering that the spectral density can be written as the contribution of a “sharp” state (the one we are looking for), and the rest of possible excited states with
same quantum numbers (the continuum):

$$\rho_{\text{phenom}}^S(s) = \lambda_S^2 \delta(s - m_S^2) + \rho_{\text{cont}}^S(s). \quad (6)$$

In Eq. (6), $S$ denotes the spin, $s = q^2$, $\lambda_S$ is the coupling of the current to the state we are interested in and $m_S$ denotes its mass. The density related to the continuum of states is assumed to vanish below a certain value of $s$, $s_0$, which is called continuum threshold. Above $s_0$ one usually considers the ansatz \[49–51\]

$$\rho_{\text{cont}}^S(s) = \rho_{\text{OPE}}^S(s) \Theta(s - s_0). \quad (7)$$

Using this parametrization of the spectral density, the correlation function from the phenomenological side can be written as

$$\Pi_{\text{phenom}}^S(q^2) = \frac{\lambda_S^2}{m_S^2 - q^2} + \int_{s_0}^{\infty} ds \frac{\rho_{\text{OPE}}^S(s)}{s - q^2}. \quad (8)$$

To improve the matching between the two ways of calculating the correlation function, a Borel transformation is applied to Eqs. (4) and (8). In this way, the contribution of the continuum on the phenomenological side and divergent contributions arising due to long range interactions on the OPE side are both suppressed. Equating the Borel transformed results, we get the following expression for the mass

$$m_S^2 = \frac{\int_{4m_B^2}^{s_0} ds s \rho_{\text{OPE}}^S(s) e^{-s/M_B^2}}{\int_{4m_B^2}^{s_0} ds \rho_{\text{OPE}}^S(s) e^{-s/M_B^2}}, \quad (9)$$

and for the coupling $\lambda_S$

$$\lambda_S^2 = \frac{\int_{4m_B^2}^{s_0} ds \rho_{\text{OPE}}^S(s) e^{-s/M_B^2}}{e^{m_S^2/M_B^2}}, \quad (10)$$

where $M_B$ is the Borel mass. The values of $s_0$ and $M_B$ are parameters of the theory and they are chosen to obtain a converging OPE series and a dominance of the “sharp” state or pole term in the spectral density.

In Fig. 1 we show, respectively, the results found for the convergence of the OPE series and those for the dominance of the pole term for the case of spin $S = 0, 1$ and $2$ and $\sqrt{s_0} = 4.3$ GeV as a function of the Borel mass squared $M_B^2$. To obtain the results shown in Fig. 1 we have considered the central values associated with the quark masses and condensates shown in Table I. As can be seen in the left panels, for instance, in case of $J^P = 0^+$, for Borel mass
FIG. 1. (Left panels) Convergence of the OPE series as a function of the Borel mass squared $M_B^2$ for different $J^P$ values. Each line represents the relative contribution of the specified term to the correlation function. (Right panels) Dominance of the pole term over the continuum as a function of the Borel mass squared $M_B^2$ for different $J^P$ values. Each line represents the relative contribution of the specified term to the correlation function. The shaded areas represent the Borel windows within which the conditions of the convergence of the OPE series as well as the dominance of the pole term are satisfied.

of $M_B^2 \sim 2.15$ GeV$^2$, the difference between the contribution of the terms of dimension 6
and those of dimension 8 to the OPE series is around 25%. This difference reduces further for higher values of $M_B$. Thus, we can consider this value of the Borel mass as the lowest one, beyond which a good convergence of the OPE series is ensured. From the right panel of the figure, we can see that there is a dominance of the pole over the continuum contribution for Borel masses smaller than $M_B^2 \sim 2.45$ GeV$^2$. It is then in the window of squared Borel masses $[2.15, 2.45]$ GeV$^2$ where we can guarantee a good convergence of the OPE series as well as the dominance of the pole term and only there it is meaningful to determine a mass and coupling from the expressions of Eqs. (9) and (10).

In Fig. 2 we show the result for the mass found for the case of spin 0, for different values of $\sqrt{s_0}$, as a function of $M_B^2$. The shaded area shown in the figure represents the Borel window obtained in each case following the criteria mentioned above. The values of the continuum threshold have been varied from the minimum value for which we have a valid Borel window, $\sqrt{s_0} = 4.3$ GeV, up to 4.7 GeV. In principle, one can take higher values for $\sqrt{s_0}$, but, as argued in Ref. [53], this would imply a spectrum (on the phenomenological side) where the separation between the narrow ground state and the continuum grows larger and larger. For example, a separation of $\sim 1$ GeV between the ground state and the continuum certainly is a poor approximation. We, thus, consider $4.3$ GeV $\leq \sqrt{s_0} \leq 4.7$ GeV as a reasonable range of values. As can be seen from Fig. 2, there is a good stability of the mass in the respective Borel windows and the mean value found is $M_0 = (4.117 \pm 0.084)$ GeV. Similarly, for the coupling, we get $\lambda_0 = (2.158 \pm 0.486) \times 10^{-2}$ GeV$^5$. The estimated errors here, and throughout the present manuscript, correspond to two standard deviations from the mean value.

To estimate the errors, we must also consider other sources of uncertainties in the calculations, such as those associated to the quark masses and condensates listed in Table I. Taking all sources of errors into account, we get

$$M_0 = (4.114 \pm 0.130) \text{ GeV}, \quad \lambda_0 = (2.215 \pm 0.564) \times 10^{-2} \text{ GeV}^5.$$  \hspace{1cm} (11)

Thus, the sum rule for the $\bar{D}^*_s D^*_s$ system in spin 0 suggests the formation of a state with quantum number $I^G(J^{PC}) = 0^+(0^{++})$ and mass given by the value in Eq. (11).

Similarly, for the spin 1 and 2 cases, we also find a Borel window (as shown in Fig. 1) in which there is dominance of the pole term and good OPE convergence. The results for the central values of the parameters given in Table I are shown in Fig. 3 for several $\sqrt{s_0}$ as a
FIG. 2. Mass found for the spin 0 case for different values of the continuum threshold $\sqrt{s_0}$. The shaded area in the figure represents the allowed Borel region.

FIG. 3. Mass found for the spin 1 (left panel) and spin 2 (right panel) cases for different values of the continuum threshold $\sqrt{s_0}$. The shaded region in the figures has the same meaning as in Fig. 2.

As can be seen from Fig. 3, there is a stability for the masses in both spin 1 and spin 2 cases. Considering the uncertainties involved in the values of the parameters of Table 1, we
get the mean values for the masses of the states with spin 0 and 2 as

\[
M_1 = (4.120 \pm 0.127) \text{ GeV}, \quad \lambda_1 = (3.852 \pm 0.958) \times 10^{-2} \text{ GeV}^5 (12)
\]
\[
M_2 = (4.117 \pm 0.123) \text{ GeV}, \quad \lambda_2 = (4.963 \pm 1.243) \times 10^{-2} \text{ GeV}^5, (13)
\]
suggesting the presence of a \(I^G(J^{PC}) = 0^{-}(1^{-+})\) and a \(0^{+}(2^{++})\) states with masses given by the values in Eq. (12) and (13), respectively.

It is worth mentioning that we have earlier studied the \(\bar{D}^*D^*\) system \[31\] within the same formalism as presented here. Our study \[31\] revealed the possibility of having spin 0, 1, and 2 states around \(3950 \pm 100\) MeV with isospin 0 and 1. Comparing the masses obtained in the study of the \(\bar{D}^*D^*\) (isoscalar) current \[31\] with Eqs. (11), (12), (13), we see that, within the error bars, the two results are compatible.

This result may appear surprising: the spin degeneracy found in each system for the mass of the state (within errors) could be understood on basis of the larger mass of the \(c\) quark as compared to the one of the \(u, d, s\) quarks, leading to an approximate heavy quark spin symmetry. Also, although the central mass values of the states arising from a current having strange quarks (as is the case of the \(\bar{D}^*_sD^*_s\) current) are larger when compared with those with light quarks (the \(\bar{D}^*D^*\) current), the difference (\(\sim 150\) MeV) is smaller than expected (\(\sim 300\) MeV). From the point of view of a standard mass sum rule, as the one used here, the difference in studying the \(\bar{D}^*D^*\) or the \(\bar{D}^*_sD^*_s\) system arises from the fact that the latter one involves diagrams with strange quarks rather than the light ones. In the former case, the mass of the light quarks (\(u\) and \(d\)) is taken to be negligible, thus, the corrections to the free propagator are related to condensates involving light quarks and gluons, while in the latter we have corrections associated with strange quark condensates, gluon condensates and the mass of the quark \(s\). However, as can be seen from Table \[1\] the value for the light quark condensate is not very different from the one of the strange quark. Also, the \(m_s\) corrections for the case of the \(\bar{D}^*_sD^*_s\) system are not found to be large, as we have verified.

However, this raises the following intriguing question: are the states found in the present work the same as the ones found in \(\bar{D}^*D^*\) system \[31\] or do we have information on any new states? In principle, the bound states/resonances found in either case can couple to both \(\bar{D}^*D^*\) and \(\bar{D}^*_sD^*_s\) currents. One possible interpretation is that the states found with both currents are the same, which would lead to a conclusion that three states exist in the mass region 3.8-4.2 GeV, each with quantum numbers \(0^{++}, 1^{+-}, 2^{++}\). These states can be
interpreted as resonances/bound states coupling to both $D^*D^*$ and $D_s^*D_s^*$.

Another possible interpretation is that the states found with $\bar{D}^*D^*$ and $\bar{D}_s^*D_s^*$ currents are independent, and consequently our studies would imply the existence of 6 isoscalar states in the mass region $3.8 - 4.2$ GeV. In fact, recent experimental findings of several isoscalar states in the $3.8 - 4.2$ GeV mass region ($X(3900), X(3940), X(4140), X(4160)$ and $X(4230)$, etc.) may even indicate that the interpretation of the states found in the $\bar{D}^*D^*$ and $\bar{D}_s^*D_s^*$ as being independent is compatible with Nature. However, as mentioned earlier, we must remember that the states found in the $\bar{D}^*D^*$ system can couple to $\bar{D}_s^*D_s^*$, and vice versa. Thus, the states found in the spin projected currents of $\bar{D}^*D^*$ could also be found in a study of $\bar{D}_s^*D_s^*$ current and vice versa. In summary, the mass calculations alone do not seem to provide enough information to associate the states found in the present work with known states.

It is worth emphasizing at this point that the situation here is different when compared, for example, with the mass difference of $\rho/\omega - \phi$ mesons [54]. In the case of the $\rho/\omega$ and $\phi$ mesons, we can write the current for the $\phi$-meson by replacing two light quarks in the $\rho/\omega$ current by two strange quarks. Although the strange quarks are definitely heavier than the light quarks, when comparing with $D^*\bar{D}^*$ and $D_s^*\bar{D}_s^*$, we are dealing with two charm quarks in both systems and the fact that charm quarks are much heavier than both the strange and the light quarks makes that the presence of the charm quarks overshadows the mass difference between light and strange quarks. This can be compared to the consideration of heavy quark symmetry in the calculations based on effective field theories where $D^*\bar{D}^*$ and $D_s^*\bar{D}_s^*$ are considered as coupled channels and, indeed, the results obtained in such calculations [48] seem to be very similar to ours.

We must also mention that there exist other calculations which show that the heavy quark symmetry may not always hold and it may be important to consider mixing of interactions in the s- and d- partial waves [55, 56], like in nucleon-nucleon interactions. It might be useful to investigate the effect of s-d partial wave mixing in QCD-sum rules in future calculations (such effects have been considered in QCD sum rules, for example, in Ref. [57]).

In view of the current situation, though, we need more information than just the masses of the states. It should, thus, be useful to study the partial decay widths of the states found in our work to those channels which can be studied experimentally. A comparison between the results and data might then be helpful in identifying which state(s) can be interpreted
as a resonance/bound state of the open charm vector mesons. Since the states found in the present work are of hidden charm and, hidden strange nature, it should be ideal to study their decay to a channel like $J/\psi \phi$. The decay of the $D^*\bar{D}^*$ states to such a channel is OZI suppressed and expected to be small. Such analysis should be helpful in distinguishing the states coupling to $D^*\bar{D}^*$ and $D^*_s\bar{D}^*_s$.

III. Determining the Decay Widths to $J/\psi \phi$

The starting point in the width calculation within the QCD sum rules approach is the determination of the coupling constant for the $XJ/\psi\phi$ vertex, where $X$ represents the spin 0 or spin 2 state (our $1^{+-}$ state cannot decay to $J/\psi\phi$). Once we get the coupling constant value, it is possible to estimate the decay width of our states to $J/\psi\phi$.

The procedure begins with the determination of the three-point correlation function

$$\Pi_{\mu\nu\alpha\beta}(p^2) = \int d^4x d^4y e^{i\mathbf{p}' \cdot \mathbf{x}} e^{i\mathbf{q} \cdot \mathbf{y}} \Pi_{\mu\nu\alpha\beta}(x, y),$$

where $p = p' + q$ is the four momenta of the incoming particle, $p'$ and $q$ are, respectively, four momenta related to $J/\psi$ and $\phi$, and $\Pi_{\mu\nu\alpha\beta}(x, y)$ is given by

$$\Pi_{\mu\nu\alpha\beta}(x, y) = \langle 0| T\{j_\psi^\mu(x) j_\phi^\nu(y) j_\alpha^X(0)\}|0\rangle.$$  

In Eq. (15), $j_\phi^\nu$ and $j_\psi^\mu$ correspond to the interpolating currents for the $\phi$ and $J/\psi$ mesons and they are defined as

$$j_\psi^\mu = \bar{c}_a(x) \gamma_\mu c_a(x),$$

$$j_\phi^\nu = \bar{s}_b(y) \gamma_\nu s_b(y),$$

with $a$ and $b$ representing color indices. The interpolating current associated with the $X$ meson, $j_\alpha^X$, can be found in Eq. (1).

As in the case of the correlation function for the mass, the quark-hadron duality is used to evaluate Eq. (14). The phenomenological side is calculated considering that the interpolating currents present in Eq. (15) create/annihilate the corresponding hadrons, while the OPE side is evaluated in terms of quark condensates, gluon condensates, etc. Once again, a Borel transformation is done to improve the matching between the two descriptions.

We start our discussion with the determination of the decay width of the spin 0 state found in our work.
To determine the phenomenological side of Eq. (14), we start by inserting in it a complete set of intermediate states for the $X$, $J/\psi$ and $\phi$ mesons and use the following definitions\cite{27,30}

\[
\langle 0 | j_\mu^\psi | \psi(p') \rangle = m_\psi f_\psi \epsilon_\mu(p'),
\]

\[
\langle 0 | j_\nu^\phi | \phi(q) \rangle = m_\phi f_\phi \epsilon_\nu(q),
\]

\[
\langle 0 | j_{\alpha\beta} | X(p) \rangle = \lambda_0 \left( g_{\alpha\beta} + \frac{p_\alpha p_\beta}{p^2} \right),
\]

The coupling $\lambda_0$ in Eq. (17) is precisely the coupling constant found for the spin 0 state, Eq. (11). Using the spin 0 projector of Eq. (3) and the fact that now the four momentum at which the correlation function of Eq. (14) is evaluated corresponds to $p^2$, we get the following expression for the correlation function in spin 0

\[
\Pi_{\text{phenom}}^0 = \frac{f_\psi f_\phi \lambda_0 m_\psi m_\phi g_{X\psi\phi}(q^2)}{p^2(p^2 - m_\psi^2)(p^2 - m_X^2)(q^2 - m_\phi^2)} \left\{ (p \cdot p') (p \cdot q) + 2p^2(p' \cdot q) \right\} + \ldots,
\]

with $m_\psi$, $m_\phi$ and $f_\psi$, $f_\phi$ being, respectively, the masses and decay constants of the $J/\psi$ and $\phi$ mesons. In Eq. (18), the dots represent the contribution from the excited states (which includes pole-continuum and continuum-continuum contributions) and $g_{X\psi\phi}(q^2)$ is a form factor for the vertex $XJ/\psi\phi$. This form factor is defined by the generalization of the on-mass-shell matrix element, $\mathcal{M}$, for $X \rightarrow J\psi\phi$ to a case in which the $\phi$ meson is off-shell with four momenta $q$, with

\[
\mathcal{M}_{XJ\psi\phi} = g_{X\psi\phi}(q^2) \left\{ [p' \cdot \epsilon^*(q)] [q \cdot \epsilon^*(p')] - [p' \cdot q] [\epsilon^*(p') \cdot \epsilon^*(q)] \right\},
\]

and it can be obtained from an effective Lagrangian describing the $XJ/\psi\phi$ vertex. Since in this case the hadron $X$ is a scalar, a Lagrangian for the $XJ/\psi\phi$ vertex is given by\cite{27}

\[
\mathcal{L} = \frac{1}{2} G_{X\psi\phi} V_{\alpha\beta} \psi^{\alpha\beta} X,
\]

where $V_{\alpha\beta} = \partial_\alpha \phi_\beta - \partial_\beta \phi_\alpha$ and $\psi^{\alpha\beta} = \partial^\alpha \psi^\beta - \partial^\beta \psi^\alpha$ are tensor fields associated with the $\phi$ and $J/\psi$ mesons, respectively, $X$ in Eq. (20) represents the scalar field for the spin 0 state and $G_{X\psi\phi}$ the coupling constant for the vertex, which is related to the form factor $g_{X\psi\phi}(q^2)$.

On the OPE side, we calculate Eq. (14) at leading order in $\alpha_s$ and consider condensates up to dimension 5. Then, using the spin 0 projector of Eq. (3) we extract the spin 0 part of the correlation function. After this, a Borel transformation is performed in the OPE side.
as well as in the phenomenological side and a matching between the two results is done. As a result, we find the following relation 58, 59

\[ g_{X\psi}(Q^2) A(M_B^2, Q^2) + B e^{-u_0/M_B^2} = \int_{4m_c^2}^{s_0} ds \frac{e^{-s/M_B^2}}{4m_c^2} \rho_{OPE}^0(s, Q^2). \] (21)

To obtain Eq. (21), since \( X \) and \( J/\psi \) are much heavier than \( \phi \), we consider the approximation \( p^2 \simeq p'^2 \) 27, 60. A brief discussion in order is here. The approximation \( p^2 \simeq p'^2 \) may lead to a misinterpretation that the uncertainty implied by such an approximation can be of the order of the mass difference between \( J/\psi \) and \( X \). It is important to recall that, although the approximation is motivated by the proximity of the mass values of \( X \) and \( J/\psi \) (as compared to \( \phi \)), both \( p \) and \( p' \) are off-shell variables in the three-point correlation function and, thus, the uncertainty in the results is not as large as the mass difference of \( J/\psi \) and \( X \). The approximation \( p^2 \simeq p'^2 \) is a very common one, used when calculating three-point correlation functions where two of the particles involved have masses of similar order (see, for example, Ref. 58). An alternative procedure would consist of, for instance, applying a double Borel transformation to the correlation function (see the review 60 for more detailed discussions), which would result in the introduction of two parameters in the form of Borel masses. In such a case, one would have to impose some kind of relation between the two Borel masses to avoid two free parameters. There is no way, a priori, of knowing which method is better, and to avoid such additional uncertainties, we choose to stick to the \( p^2 \simeq p'^2 \) approximation and have one Borel mass parameter.

Proceeding further, the Borel transformation is performed for the Euclidean variable \( P^2 = -p^2 \), which introduces a Borel mass \( M_B \) (as in case of the sum rule for the mass). In Eq. (21), \( Q^2 \) corresponds to the Euclidean variable related to \( q^2 \) \( (Q^2 = -q^2) \), \( B \) represents contributions from pole-continuum and continuum-continuum transitions 59, \( u_0 \) and \( s_0 \) are the continuum threshold parameters for \( X \) and \( J/\psi \), respectively, and

\[ \rho_{OPE}^0(s, Q^2) = \rho_{pert}^0(s, Q^2) + \rho_{\phi}(s, Q^2) + \rho_{\phi G}\langle \bar{s}g\sigma.Gs \rangle^0(s, Q^2) \] (22)

is the spectral density found on the OPE side after doing the above mentioned approximations and the projection on spin 0. The density in Eq. (22) considers perturbative, quark and mixed condensates contributions in the OPE side and the corresponding expressions
can be found in the Appendix B. Next, $A(M_B^2, Q^2)$ in Eq. (21) is given by

$$A(M_B^2, Q^2) = \frac{f_\psi f_\phi \lambda \eta m_\phi Q^2 e^{-m_\psi^2/M_B^2} e^{m_\phi^2/M_B^2}}{4 m_\psi m_\phi^2 (m_\phi^2 - m_\psi^2) (m_\phi^2 + Q^2)} \left\{ m_\phi^2 e^{m_\phi^2/M_B^2} (Q^2 - 2m_\psi^2) + e^{m_\psi^2/M_B^2} \right\} \times [Q^2 e^{m_\phi^2/M_B^2} (m_\phi^2 - m_\psi^2) + m_\psi^2 (2m_\phi^2 - Q^2)] + m_\psi^2 (2m_\phi^2 - Q^2)] \right\}.$$  (23)

Using Eq. (21) and its derivative with respect $1/M_B^2$, we can eliminate the unknown $B$ and obtain in this way an expression for the form factor $g_{X\psi\phi}(Q^2)$ which can be calculated numerically. The calculations are done for a range of $Q^2$ and $M_B^2$ and a test of the reliability of the results is made by analyzing the Borel stability of the form factor calculated using Eq. (21) as a function of $Q^2$ and $M_B^2$.

In Fig. 4 we show such a stable region of the form factor $g_{X\psi\phi}$, which is associated with

![FIG. 4. Numerical solution of Eq. (21), which provides the form factor $G_{X\psi\phi}(Q^2)$, for the spin 0 case, as a function of $M_B^2$ as well as $Q^2$.](image)

the vertex $XJ/\psi\phi$ (with $X$ having spin 0). It can be seen that $g_{X\psi\phi}$ exhibits a plateau for values of $M_B^2$ between 0.3-0.5 GeV$^2$.

Similarly, as shown in Fig. 5, the form factor $F_{X\psi\phi}$, which is related to the vertex $XJ/\psi\phi$ (with $X$ being a spin 2 hadron), manifests a plateau in the interval $0.1 \text{ GeV}^2 \leq M_B^2 \leq 0.6 \text{ GeV}^2$.

The finding of a plateau is an indication of the weak dependence of the sum rule with the Borel mass parameter. Thus, to calculate the coupling constants needed for the evaluation of the decay widths, we can fix the value of $M_B^2$ to one of the values in the plateau region.
FIG. 5. Numerical solution of Eq. (34), which provides the form factor $F_X\psi\phi(Q^2)$, for spin 2 case, as a function of $M_B^2$ as well as $Q^2$.

and perform the extrapolation of the form factor from $Q^2$ in the space-like region (where the sum rule is evaluated) to $Q^2 = -m_\phi^2$ in the time-like region (where the coupling constant is determined) [60].

We show such an extrapolation for the form factor $g_X\psi\phi$ in Fig. 6, for a fixed value of $M_B^2$ which lies in the stable plateau region shown in Fig. 4. The filled circles and boxes correspond to the sum rule results for two different values of $s_0$, which give an idea of the uncertainties in the results related to the value of the continuum threshold. To determine the coupling constant, which corresponds to the form factor at the meson pole, we extrapolate the sum rule results, by fitting them with the following form factors [60]:

$$g_X\psi\phi(Q^2) = g_1 e^{-\frac{(g_2+Q^2)}{g_3}},$$

(24)

$$g_X\psi\phi(Q^2) = g_1' e^{-g_2'Q^2}.$$  

(25)

In this way, we can estimate the uncertainties related to the extrapolation procedure as well. The results of the fits are shown as solid and dashed lines in Fig. 6, which corresponds to the values: $g_1 = 1.1$ GeV$^{-1}$, $g_2 = 1.1$ GeV$^2$, $g_3 = 1.7$ GeV$^2$ and $g_1' = 0.75$ GeV$^{-1}$ and $g_2' = 0.5$ GeV$^{-2}$. The resulting coupling constant is

$$G_{X\psi\phi} \equiv g_X\psi\phi(-m_\phi^2) \simeq 1.115 \pm 0.085 \text{ GeV}^{-1}.$$  

(26)

Using this value, we can now evaluate the decay width for the spin 0 state to $J/\psi\phi$. This
FIG. 6. The filled circles and boxes in the $Q^2 > 0$ region represent the results of the QCD sum rule calculation of $g_{X\psi\phi}$ for the state with spin 0 as a function of $Q^2$ for two different values of the continuum threshold, $s_0$. These results correspond to a value of $M_B^2$ which belongs to the stable region shown in Fig. 4. The solid and dashed lines correspond to the results obtained with the form factor given in Eqs. (24)-(25). The shaded region near the vertical axis represents the range of the values for the coupling constant $G_{X\psi\phi}$ obtained by the extrapolation procedure explained in the text.

The decay width is given by,

$$\Gamma = \frac{1}{8\pi} \frac{p(m_X^2, m_\psi^2, m_\phi^2)}{m_X^2} \frac{1}{2S_X + 1} \sum_{\text{pol}} |\mathcal{M}|^2,$$

where $p(m_X^2, m_\psi^2, m_\phi^2)$ is the center of mass momentum, $S_X$ is the spin of $X$ and $\mathcal{M}$ the reduced matrix element. Using the Lagrangian of Eq. (20) to calculate the reduced matrix element, we get

$$\Gamma = \frac{G_{X\psi\phi}^2}{8\pi m_X^2} p(m_X^2, m_\psi^2, m_\phi^2) \left[ m_\psi^2 m_\phi^2 + \frac{1}{2} (m_X^2 - m_\psi^2 - m_\phi^2)^2 \right].$$

Considering the mass of the scalar $X$ as $\sim 4150$ MeV [which is near the central value given in Eq. (11)], we get the following value for the decay width to $J/\psi\phi$

$$\Gamma = (21 \pm 3) \text{MeV}. \quad (29)$$

This result, together with the one for the mass sum rule obtained in the previous section [Eq. (11)], suggests that the interaction between a $D^*_s$ and a $\bar{D}^*_s$ produces a $I^G(J^{PC}) = \ldots$
$0^+(0^{++})$ state with mass around 4.15 GeV and a decay width into $J/\psi\phi$ of $(21 \pm 3)$ MeV. If instead of using $M_X \sim 4150$ MeV, we take into account the error associated with the mass found within QCD sum rules for the spin 0 state [Eq. (11)], we find $\Gamma \sim (34 \pm 14)$ MeV.

Next, we consider the state with spin 2 and determine its decay width to $J/\psi\phi$. In this case, the phenomenological side of the correlation function, after projecting on spin 2, is given by

$$\Pi^2_{\text{phenom}} = -\frac{f_\psi f_\phi \lambda_2 F_{X\psi\phi}(q^2)}{6m_\psi m_\phi p^4(p'^2 - m_\psi^2)(p^2 - m_X^2)(q^2 - m_\phi^2)} \{ p^4[10m_\psi^2(3m_\phi^2 - q^2) + p'^2(3q^2 - 10m_\phi^2)] + (p' \cdot q)^2 \} + p^2[(p \cdot q)^2(10m_\psi^2 - 3p^2) + (p \cdot p')^2(10m_\phi^2 - 3q^2) - 2(p \cdot p')(p \cdot q)(p' \cdot q)] + 4(p \cdot p')(p \cdot q)^2.$$  

(30)

The procedure to arrive to this expression is analogous to the one followed for the spin 0 case, with the difference that now, when inserting complete sets in Eq. (14), the current associated with a $X$ state of spin 2, i.e., a tensor, satisfies [30, 61, 62]

$$\langle 0| j_{\alpha\beta}| X(p) \rangle = \lambda_2 \epsilon_{\alpha\beta}(p).$$  

(31)

In Eq. (31) $\epsilon_{\alpha\beta}(p)$ is the polarization vector of the tensor field [61, 63]. The value for the coupling $\lambda_2$ is given in Eq. (13). The form factor present in Eq. (30), $F_{X\psi\phi}(q^2)$, is a consequence of the fact that now the matrix element $X \rightarrow J/\psi$ is given by [61, 62]

$$\mathcal{M}_{XJ\psi\phi} = F_{X\psi\phi}(q^2)\epsilon_{\rho\sigma}(p)\epsilon^\rho(p')(q).$$  

(32)

This form factor is related to the following Lagrangian for the $XJ/\psi\phi$ vertex [64]

$$\mathcal{L} = iF_{X\psi\phi}X_{\mu\nu}\psi^\mu\phi^\nu,$$  

(33)

which describes the coupling between a tensor state ($X$) and two vector mesons ($J/\psi$ and $\phi$) with a coupling constant $F_{X\psi\phi}$, which is given in terms of $F_{X\psi\phi}$. Notice that in Eq. (33) we describe the vector mesons by vector fields while in Eq. (20) we consider tensor fields. Certainly, there can be more than one way to describe a scalar/tensor meson decay. Our choice is motivated by the current used in the QCD side and by the method of projecting it to different spins. We must treat both the QCD and the phenomenological side equally, in other words, use the same spin projectors on both sides. Equation (20) corresponds to the decay of a scalar to two vectors and Eq. (33) describes the decay of a tensor state to two...
vectors. The tensor field description for \( J/\psi \) and \( \phi \) in Eq. (20) and vector field description for \( J/\psi \) and \( \phi \) in Eq. (33) are suitable for the application of the projectors of Eq. (3) to select the desired spin (0 or 2) configuration for the final state.

Analogously to the spin 0 case, the OPE side of Eq. (14) for spin 2 is determined at leading order in \( \alpha_s \) and considering contributions from condensates up to dimension 5 in the expansion. We also use the approximation \( p^2 \simeq p'^2 = -P^2 \) and perform a Borel transformation on \( P^2 \to M_B^2 \). The result found is given by

\[
F_{X\psi\phi}(Q^2)C(M_B^2, Q^2) + D e^{-u_0/M_B^2} = \int_{4m^2_\psi}^{s_0} ds e^{-s/M_B^2} \rho_{\text{OPE}}(s, Q^2). \tag{34}
\]

In Eq. (34), \( u_0 \) and \( s_0 \) have the same meaning as in the spin 0 case, \( D \) represents pole-continuum and continuum-continuum contributions and

\[
C(M_B^2, Q^2) = \frac{f_{\psi\phi\Lambda_X}^X}{24m^5_\psi m^4_\phi (m^2_X - m^2_\psi) M_B^2(Q^2 + m^2_\phi)} \left\{ M_B^2 m^4_X e^{-m^2_\psi/M_B^2} [(4m^2_\psi Q^2 + Q^4)(10m^4_\psi + 4m^2_\psi Q^2 + Q^4) + 10m^2_\psi m^2_\phi (12m^4_\psi + 4m^2_\psi Q^2 + Q^4)] - Q^4(m^2_X - m^2_\psi)[M_B^2(8m^2_X m^2_\psi - Q^2 + 10m^2_\psi (m^2_\phi + m^2_\psi) m^2_X + Q^2 m^2_X + m^2_\psi Q^4) - m^2_\psi m^2_X (5m^2_\psi Q^2 + 2Q^4 + 15m^2_\psi m^2_\phi + 5m^2_\phi Q^2) + Q^4)] \right\}. \tag{35}
\]

The result for each of the contributions to \( \rho_{\text{OPE}}^2(s, Q^2) \) can be found in the Appendix B.

Using Eq. (34) and its derivative with respect to \( 1/M_B^2 \), we can eliminate \( D \) and find an expression for \( F_{X\psi\phi}(Q^2) \) which can be calculated numerically. We show the result found (as filled circles and boxes) in Fig. 7 as a function of \( Q^2 \) for a Borel mass value belonging to the stable sum rule region (shown in Fig 5). As in the spin 0 case, to extract the coupling constant for the vertex \( X J/\psi \phi \), we need to extrapolate the results obtained for the form factor within the QCD sum rule approach to a value of \( Q^2 = -m^2_\phi \). In this case, too, we consider different parameterizations,

\[
F_{X\psi\phi}(Q^2) = f_1 e^{-Q^2/f_2}, \tag{36}
\]

\[
F_{X\psi\phi}(Q^2) = \frac{f_1'}{(f_2' + Q^2)}, \tag{37}
\]

\[
F_{X\psi\phi}(Q^2) = \frac{f_1''}{(f_2'' + Q^2)^2}, \tag{38}
\]

19
The filled circles and boxes in the $Q^2 > 0$ region represent the QCD sum rule calculation for $F_{X\psi}$ as a function of $Q^2$ for two different values of the continuum threshold $s_0$. The value of the Borel mass $M_B^2$ is fixed and lies in the region of stability of the sum rules (as shown in Fig. 5). The dotted, dashed and solid lines, for each value of $s_0$, correspond to the results obtained using the form factor given in Eq. (36)-(38). The shaded region near the vertical axis indicates the range of the values for the coupling constant $F_{X\psi}$.

![Graph showing $F_{X\psi}(Q^2)$ vs. $Q^2$](image)

**TABLE II.** Values of the parameters appearing in Eqs. (36)-(38) for the different values of the continuum threshold $s_0$.

| Parameter | $s_0 = (4.617\text{GeV})^2$ | $s_0 = (4.717\text{GeV})^2$ |
|-----------|----------------|----------------|
| $f_1$     | 3.64 GeV | 4.06 GeV |
| $f_2$     | 0.18 GeV$^2$ | 0.18 GeV$^2$ |
| $f_1'$    | 15.5 GeV$^3$ | 16.9 GeV$^3$ |
| $f_2'$    | 3.98 GeV$^2$ | 3.97 GeV$^2$ |
| $f_1''$   | 334.7 GeV$^5$ | 371.5 GeV$^5$ |
| $f_2''$   | 9.5 GeV$^2$ | 9.5 GeV$^2$ |

to fit the results found within the sum rule. The values of the parameters in Eqs. (36)-(38) which fit well the sum rule results are given in Table II. As can be seen in Fig. 7 all the different expressions of Eqs. (36)-(38) well represent the QCD sum rule results.

Taking the result obtained from all three extrapolations, for both values of $s_0$, we find
that the coupling constant, $F_{X\psi\phi}$, for the $XJ/\psi\phi$ vertex is 

$$F_{X\psi\phi} \equiv F_{X\psi\phi}(-m_\phi^2) \simeq 5.0 \pm 0.6 \text{ GeV}, \quad (39)$$

which corresponds to the projection on the vertical axis, indicated by the shaded region in Fig. 7.

From the Lagrangian of Eq. (33), we can determine the reduced matrix element present in Eq. (27), and calculate in this way the decay width of the state with spin 2 to $J/\psi\phi$. We get

$$\sum_{\text{pol}} |M|^2 = \frac{(F_{X\psi\phi})^2}{24m_X^2 m_\psi^2 m_\phi^2} \left\{ m_X^8 + 6m_X^6(m_\psi^2 + m_\phi^2) - 14m_X^4(m_\psi^4 + m_\phi^4 - 6m_\psi^2 m_\phi^2) \right. $$

$$+ \left. 6m_X^2(m_\psi^2 - m_\phi^2)^2(m_\psi^2 + m_\phi^2) + (m_\psi^2 - m_\phi^2)^4 \right\}, \quad (40)$$

and considering $m_X \simeq 4150$ MeV, which is a value close to the central one given in Eq. (13), we obtain

$$\Gamma = (13 \pm 2) \text{ MeV}. \quad (41)$$

Thus, we find that the interaction between a $D_s^*$ and a $\bar{D}_s^*$ in spin 2 produces a $I^G(J^{PC}) = 0^+(2^{++})$ state with mass around 4.15 GeV and a decay width to $J/\psi\phi$ of $(13 \pm 2)$ MeV. We can also estimate the change in the width due to the error associated with the mass of the spin 2 state found within QCD sum rules [Eq. (13)], finding that $\Gamma = (20 \pm 7)$ MeV.

From our study, both $J^{PC} = 0^{++}$ and $2^{++}$ are attributable to $X(4160)$. At present, there is no experimental data on the decay width of $X(4160)$ to the channel $J/\psi\phi$, but we can compare our results with those evaluated using the findings of Ref. [34]. In Ref. [34], the authors study the $D_s^*\bar{D}_s^*$ system using effective field theories and they arrive to the conclusion that the interaction between these two particles in spin 2 generates a state with a mass 4170 MeV and full width of 130 MeV. Since the full width found is compatible with the one found for $X(4160)$, the authors of Ref. [34] associate their $I^G(J^{PC}) = 0^+(2^{++})$ state with $X(4160)$. Although the partial decay widths to the different channels are not given in Ref. [34], the coupling of the state to different channels is provided (which corresponds to the residues of the scattering matrix at the pole position). Since $J/\psi\phi$ is one of these channels, it is possible to calculate the partial decay width to $J/\psi\phi$ considering the coupling given by the authors and assuming a Breit-Wigner form for the scattering matrix near the
pole position as done in Ref. [65]. Following Ref. [65] and using the coupling of the state to $J/\psi\phi$ of Ref. [34], we have calculated the partial decay width of the $0^+(2^{++})$ state of Ref. [34] to $J/\psi\phi$, obtaining the result $\sim 20 - 30$ MeV. Thus, our result for the decay width of the $0^+(2^{++})$ found using QCD sum rules is compatible with the one obtained from the model of Ref. [34].

The comparison made above hints a possible $D_s^*\bar{D}_s^*$ molecule-like nature with quantum numbers $J^{PC} = 2^{++}$ for $X(4160)$. However, our work also implies the existence of a $J^{PC} = 0^{++}$ state with a similar mass and partial decay width to $J/\psi\phi$. Interestingly, although the analysis of the recent $J/\psi\phi$ mass distribution made in Ref. [42] concludes the presence of one resonance around 4140 MeV with preferred $J^{PC} = 1^{++}$, fits made with quantum numbers $0^{++}, 2^{++}$ also have good statistical significance. A fit to the data of Ref. [42] with more than one resonance present around 4100 MeV has not been studied. Our findings hint that more than one resonance may contribute around 4100 MeV in the data of Ref. [42]. It would be interesting to test this information in future investigations.

**IV. SUMMARY AND CONCLUSIONS**

We can conclude the present work by stating that a study of the $\bar{D}_s^*D_s^*$ system has been made using QCD sum rules and three states with $I^G = 0^+, J^{PC} = 0^{++}, 1^{-+}, 2^{++}$ and mass around 4.12 GeV have been found, with an error bar for the mass of $\simeq \pm 0.1$ GeV. In spite of having now currents with strange quarks, these results, considering the error bars, are compatible with those found in our previous study of the $\bar{D}^*D^*$ system, where states with mass around 3.9 ± 0.1 GeV were found with $J^{PC} = 0^{++}, 1^{-+}, 2^{++}$. This raises the question if the states found with $D^*\bar{D}^*$ and $\bar{D}_s^*D_s^*$ current are same or not. A way to disentangle these states is the calculation of their decay width into the $J/\psi\phi$ channel, since decay of the $D^*\bar{D}^*$ states to such a channel is OZI suppressed and expected to be small. As a result we have found that the $0^{++}$ and $2^{++}$ states obtained using the $D_s^*\bar{D}_s^*$ current have similar partial decay width to $J/\psi\phi$. We find that our results are compatible with the findings of other theoretical works. For example, in Ref. [34] the $D^*\bar{D}^*$, $\bar{D}_s^*D_s^*$ systems were studied using a coupled channel formalism within effective field theories and the authors found three states with a mass around 3900 MeV with quantum numbers $I^G(J^{PC}) = 0^+(0^{++}), 0^-(1^{-+}), 0^+(2^{++})$ and one state with mass around 4.1 GeV with $J^{PC} = 2^{++}$. Yet another study
within an effective field theory approach based on heavy quark symmetry \cite{48} finds three states with a mass around 3900 MeV with quantum numbers \( I^G(J^{PC}) = 0^+(0^{++}), 0^-(1^{+-}), 0^+(2^{++}) \) and two states with mass around 4.1 GeV and \( J^{PC} = 0^{++} \) and 1\(^{+-}\).
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Appendix A

We present here the results for the spectral density in the OPE series corresponding to the two point correlation function. We define the following functions

\[
F \equiv m_c^2 (\alpha + \beta) - q^2 \alpha \beta, \quad \tilde{g} \equiv 1 - \alpha - \beta, \\
h \equiv q^2 \alpha \beta, \quad \mathcal{F} \equiv \frac{m_c^2 (\eta + \xi)}{\eta \xi}, \\
\mathcal{G} \equiv 1 - \eta - \xi,
\]

where \( \alpha, \beta, \eta, \xi \) are variables of integration, \( m_c \) is the constituent mass of the charm quark, and \( q \) is the running momentum in the correlation function.

\[
\rho_0^{\text{pert}} = \frac{1}{2^{12} \pi^6} \int_{\alpha_{\min}}^{\alpha_{\max}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\min}}^{\beta_{\max}} \frac{d\beta}{\beta^3} F^2 \tilde{g} \left[ F^2 (\tilde{g}^2 - 2\tilde{g} + 6) - 16F(\tilde{g} - 1)h + 16\tilde{g}^2 h^2 \right]
\]

\[
\rho_1^{\text{pert}} = \frac{3}{2^{11} \pi^6} \int_{\alpha_{\min}}^{\alpha_{\max}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\min}}^{\beta_{\max}} \frac{d\beta}{\beta^3} F^3 \tilde{g} \left[ F(1 - \tilde{g}) + 8\tilde{g}h \right]
\]

\[
\rho_2^{\text{pert}} = \frac{1}{2^{11} \pi^6} \int_{\alpha_{\min}}^{\alpha_{\max}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\min}}^{\beta_{\max}} \frac{d\beta}{\beta^3} F^2 \tilde{g} \left[ F^2 (\tilde{g}^2 + \tilde{g} + 3) - 8F(2\tilde{g} + 1)h + 16\tilde{g}^2 h^2 \right]
\]

\[
\rho_{m_s}^0 = -\frac{m_c m_s}{2^{10} \pi^6} \int_{\alpha_{\min}}^{\alpha_{\max}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\min}}^{\beta_{\max}} \frac{d\beta}{\beta^3} F^2 \tilde{g}(\alpha + \beta) \left[ F(\tilde{g} + 2) - 6\tilde{g}h \right]
\]

\[
\rho_{m_s}^1 = -3\rho_{m_s}^0, \quad \rho_{m_s}^2 = 5\rho_{m_s}^0
\]
\[
\rho_0^{(ss)} = -\frac{m_s^2 \langle ss \rangle}{2^7 \pi^4} \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha^2} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta^2} F [\alpha + \beta] [\tilde{g} (F - 4h) + F]
\]

\[
\rho_1^{(ss)} = -3 \rho_0^{(ss)} + \rho_2^{(ss)} = 5 \rho_0^{(ss)}
\]

\[
\rho_0^{m_s(s\bar{s})} = -3 \frac{m_s^2 \langle s\bar{s} \rangle}{2^7 \pi^4} \left\{ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} F (F - 4h + 6m_c^2) + \int_{\alpha_{\text{min}}}^{\alpha_{\text{min}}} \frac{d\alpha}{\alpha} \frac{[m_c^2 + \alpha(\alpha - 1)q^2]^2}{\alpha(\alpha - 1)} \right\}
\]

\[
\rho_1^{m_s(s\bar{s})} = -3 \frac{m_s^2 \langle s\bar{s} \rangle}{2^7 \pi^4} \left\{ 2 \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} F (F - 4h + 6m_c^2) + \int_{\alpha_{\text{min}}}^{\alpha_{\text{min}}} \frac{d\alpha}{\alpha} \frac{[m_c^2 + \alpha(\alpha - 1)q^2]^2}{\alpha(\alpha - 1)} \right\}
\]

\[
\rho_2^{m_s(s\bar{s})} = \frac{m_s^2 \langle s\bar{s} \rangle}{2^7 \pi^4} \left\{ 2 \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} F (F - 4h + 6m_c^2) + \int_{\alpha_{\text{min}}}^{\alpha_{\text{min}}} \frac{d\alpha}{\alpha} \frac{[m_c^2 + \alpha(\alpha - 1)q^2]^2}{\alpha(\alpha - 1)} \right\}
\]

\[
\rho_0^{(g^2G^2)} = \langle g^2G^2 \rangle \left\{ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta^3} (\alpha + \beta) \left[ 2m_c^2 \tilde{g} (\alpha^2 - \alpha \beta + \beta^2) \left( F \left\{ \tilde{g}^2 + 6 \right\} + 2\tilde{g}h(3 - 2\tilde{g}) \right) - 4\tilde{g}^2 (\alpha^3 + \beta^3) m_c^4 + \alpha \beta \left( F^2 \left\{ 3\tilde{g}^2 - 8\tilde{g} + 2 \right\} - 8\tilde{g}\tilde{g}(3\tilde{g} - 4)h + 8\tilde{g}^2h^2 \right) \right] 
\]

\[
+ \frac{8m_c^6}{3} \int_{\eta_{\text{min}}}^{1} \frac{d\eta}{\eta^4} \int_{\xi_{\text{min}}}^{1 - \eta} \frac{d\xi}{\xi^3} \left( \eta^2 - \eta \xi + \xi^2 \right) \delta(s - \mathcal{F}) \right\}
\]

\[
\rho_1^{(g^2G^2)} = \frac{\langle g^2G^2 \rangle}{2^{12} \pi^6} \left\{ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta^3} \left( 1 - \tilde{g} \right) \left[ 2\tilde{g}m_c^2 (\alpha^2 - \alpha \beta + \beta^2) (F + 3\tilde{g}h) - 2\tilde{g}^2 m_c^4 (\alpha^3 + \beta^3) + 3\alpha \beta F^2 \right] 
\]

\[
\rho_2^{(g^2G^2)} = \frac{\langle g^2G^2 \rangle}{3 \cdot 2^{12} \pi^6} \left\{ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha^3} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta^3} (\alpha + \beta) \left[ 2\tilde{g}m_c^2 (\alpha^2 - \alpha \beta + \beta^2) \left\{ F(\tilde{g}^2 + 3) - \tilde{g}(4\tilde{g} + 3)h \right\} + 2\tilde{g}^2 (\alpha^3 + \beta^3) m_c^4 + \alpha \beta \left\{ F^2(3\tilde{g}^2 - 8\tilde{g} - 7) - 8\tilde{g}\tilde{g}(3\tilde{g} - 4)h + 8\tilde{g}^2h^2 \right\} \right] \right\}
\]
\[
\rho^0(\bar{s}g\sigma Gs) = -\frac{m_c\langle \bar{s}g\sigma \cdot Gs \rangle}{2^{8/4}} \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \left\{ \frac{m_c^2 - q^2\alpha (1 - \alpha)}{1 - \alpha} + \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} \left[ m_c^2 (1 - \bar{g}) - 3h \right] (1 - \bar{g}) \right\} \\
\rho^1(\bar{s}g\sigma Gs) = -3\rho^0(\bar{s}g\sigma Gs), \quad \rho^2(\bar{s}g\sigma Gs) = 5\rho^0(\bar{s}g\sigma Gs), \\
\rho_{m_s}^0(\bar{s}g\sigma Gs) = \frac{m_s\langle \bar{s}g\sigma \cdot Gs \rangle}{3 \cdot 2^{8/4}} \left\{ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} \left[ 4m_c^2(\alpha + \beta)^2 - 3(F\{\bar{g}(\alpha + \beta) - 2\alpha\beta\} \right. \\
 \left. + 4h\{2\alpha\beta + \alpha + \beta - 2\alpha\bar{g} - 2\beta\bar{g}\}) \right] \\
+ 4m_c^2 \left\{ \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \int_{\xi_{\text{min}}}^{\xi_{\text{max}}} \frac{d\eta}{\eta^2} \frac{d\xi}{\xi^2} [2\eta \xi - G(\eta + \xi)] \delta(s - F) \right\} \right\} \\
\rho_{m_s}^1(\bar{s}g\sigma Gs) = -\frac{3m_s\langle \bar{s}g\sigma \cdot Gs \rangle}{2^{8/4}} \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \frac{m_c^2(6\alpha^2 - 6\alpha - 1) + (2\alpha^3 - 4\alpha^2 + \alpha + 1)\alpha q^2}{(\alpha - 1)\alpha} \\
\rho_{m_s}^2(\bar{s}g\sigma Gs) = \frac{m_s\langle \bar{s}g\sigma \cdot Gs \rangle}{3 \cdot 2^{8/4}} \left\{ 2 \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \int_{\beta_{\text{min}}}^{\beta_{\text{max}}} \frac{d\beta}{\beta} \left[ 4m_c^2(\alpha + \beta)^2 \\
- 3(F\{\bar{g}(\alpha + \beta) - 2\alpha\beta\} + 4h\{2\alpha\beta + \alpha + \beta - 2\alpha\bar{g} - 2\beta\bar{g}\}) \right] \right. \\
+ \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \frac{d\alpha}{\alpha} \frac{m_c^2(106\alpha^2 - 106\alpha - 7) + (30\alpha^3 - 60\alpha^2 + 23\alpha + 7)\alpha q^2}{(\alpha - 1)\alpha} \\
\left. - 8m_c^4 \int_{\eta_{\text{min}}}^{1} \int_{\xi_{\text{min}}}^{1} \frac{d\eta}{\eta^2} \frac{d\xi}{\xi^2} [2\eta \xi - G(\eta + \xi)] \delta(s - F) \right\} \right\}
\[
\rho_{(\ddot{s}s)}^0 = \frac{\alpha_{\max}}{\alpha_{\min}} \int d\alpha \frac{m_c^2 (\ddot{s}s)^2}{2^4 \pi^2}, \quad \rho_{(\ddot{s}s)}^1 = -3\rho_{(\ddot{s}s)}^0, \quad \rho_{(\ddot{s}s)}^2 = 5\rho_{(\ddot{s}s)}^0
\]

\[
\rho_{m(\ddot{s}s)}^0 = \frac{-m_c m_s (\ddot{s}s)}{2^5 \pi^2} \left\{ \int_{\alpha_{\min}}^{\alpha_{\max}} d\alpha \frac{1}{\eta(\eta - 1)} \delta \left[ s - \frac{m_c^2}{\eta(1 - \eta)} \right] \right\}
\]

\[
\rho_{m(\ddot{s}s)}^1 = -3\rho_{m(\ddot{s}s)}^0, \quad \rho_{m(\ddot{s}s)}^2 = 5\rho_{m(\ddot{s}s)}^0
\]

\[
\rho_{(g^2G)^0}^0 = \frac{\langle g^3G \rangle}{3 \cdot 2^11 \cdot \pi^6} \left\{ \int_{\alpha_{\min}}^{\alpha_{\max}} d\alpha \int_{\beta_{\min}}^{\beta_{\max}} d\beta \frac{1}{\eta^5} \int d\xi G^2 (\eta + \xi) \left[ \mathcal{G} \{ \eta M_B^2 \xi (\eta^2 + \eta \xi + \xi^2)(\eta - \xi)^2 \right] \right. \\
\left. + 2m_c^2 (\eta^5 + \eta^4 \xi + \eta^4 \xi + \xi^5) \right\} - 6\eta M_B^2 \xi (\eta^4 + \xi^4) \delta (s - \mathcal{F})
\]

\[
\rho_{(g^2G)^1}^1 = \frac{\langle g^3G \rangle}{2^13 \cdot \pi^6} \left\{ \int_{\alpha_{\min}}^{\alpha_{\max}} d\alpha \int_{\beta_{\min}}^{\beta_{\max}} d\beta \frac{1}{\eta^4} \int d\xi G^2 (\eta + \xi) (\eta^4 + \xi^4) \delta (s - \mathcal{F}) \right\}
\]

\[
\rho_{(g^2G)^2}^2 = \frac{\langle g^3G \rangle}{9 \cdot 2^13 \cdot \pi^6} \left\{ 3 \int_{\alpha_{\min}}^{\alpha_{\max}} d\alpha \int_{\beta_{\min}}^{\beta_{\max}} d\beta \frac{1}{\eta^3} \int d\xi G^2 (\eta + \xi) \left[ m_c^2 (\alpha^4 (2\bar{g}^2 + 3\bar{g} + 6) + \bar{g}^4 (3\bar{g} + 3\bar{g} + 6) + \alpha^3 \bar{g} + \alpha \bar{g} \cdot \bar{g} \right] \right. \\
\left. + (\alpha^3 + \bar{g}^3) (F \{ \bar{g}^2 + 3 \} - \bar{g} \{ 4\bar{g} + 3 \} h) \right\} \\
\left. + 4m_c^4 \frac{1}{\eta^5} \int d\xi G^2 (\eta + \xi) \left[ \mathcal{G} \{ \eta M_B^2 \xi (\eta^2 + \eta \xi + \xi^2)(\eta - \xi)^2 \right] \right. \\
\left. + 2m_c^2 (\eta^5 + \eta^4 \xi + \eta^4 \xi + \xi^5) \right\} + 3\eta M_B^2 \xi (\eta^4 + \xi^4) \delta (s - \mathcal{F})
\]
Spin 0 case:

\[ \rho_{0}^{0}(\bar{s}s|\bar{s}g\sigma Gs) = \frac{m_{c}^{2}Q_{B}}{32\pi^{2}M_{B}^{2}} \int_{0}^{1} d\eta \frac{[m_{c}^{2} - \eta(\eta - 1)M_{B}^{2}]}{\eta} \delta \left[ s - \frac{m_{c}^{2}}{\eta(1 - \eta)} \right] \]

\[ \rho_{0}^{1}(\bar{s}s|\bar{s}g\sigma Gs) = -3\rho_{0}^{0}(\bar{s}s|\bar{s}g\sigma Gs), \quad \rho_{0}^{2}(\bar{s}s|\bar{s}g\sigma Gs) = 5\rho_{0}^{0}(\bar{s}s|\bar{s}g\sigma Gs) \]

\[ \rho_{m_{s}}^{0}(\bar{s}s|\bar{s}g\sigma Gs) = \frac{m_{c}m_{s}Q_{B}}{3 \cdot 2^{7}\pi^{2}M_{B}^{4}} \left( \int_{0}^{1} d\eta \frac{[5m_{c}^{4} - 9(\eta - 1)\eta m_{c}^{2}M_{B}^{2} + 8(\eta - 1)^{2}\eta^{2}M_{B}^{4}]}{\eta^{2}(\eta - 1)^{2}} \right) \]

\[ \delta \left[ s - \frac{m_{c}^{2}}{\eta(1 - \eta)} \right] \]

\[ \rho_{m_{s}}^{1}(\bar{s}s|\bar{s}g\sigma Gs) = -3\rho_{m_{s}}^{0}(\bar{s}s|\bar{s}g\sigma Gs), \quad \rho_{m_{s}}^{2}(\bar{s}s|\bar{s}g\sigma Gs) = 5\rho_{m_{s}}^{0}(\bar{s}s|\bar{s}g\sigma Gs) \]

The limits of integration in the above expressions are

\[ \alpha_{\text{min}} = 1 - \frac{\sqrt{1 - 4m_{c}^{2}/q^{2}}}{2}, \quad \alpha_{\text{max}} = 1 + \frac{\sqrt{1 - 4m_{c}^{2}/q^{2}}}{2}, \quad \beta_{\text{min}} = \frac{m_{c}^{2}\alpha}{(\alpha q^{2} - m_{c}^{2})}, \quad \beta_{\text{max}} = 1 - \alpha, \]

and \( M_{B} \) represents the Borel mass.

**Appendix B**

In what follows we present the spectral densities obtained for the three-point function for spin 0 and 2 cases.

Spin 0 case:

\[ \rho_{\text{pert}}^{0}\left(s, Q^{2}\right) = \frac{1}{36s^{3}} \sqrt{1 - \frac{4m_{c}^{2}}{s} (2m_{c}^{2} + s)} \left\{ - \frac{1}{8}Q^{4}s(2s + Q^{2}) - \frac{1}{4}(2s + Q^{2})^{2}(Q^{2}s + \frac{Q^{4}}{2}) \right. \]

\[ + s \left[ \frac{Q^{4}s}{4} + s \left( \frac{Q^{4}}{4} - Q^{2}s \right) \right] \right\} \log \left( \frac{Q^{2}}{\Lambda_{QCD}^{2}} \right). \]

\[ \rho_{\text{pert}}^{0}(s, Q^{2}) = -\frac{\pi^{2}m_{c}Q_{B}}{6s} \sqrt{1 - \frac{4m_{c}^{2}}{s} (14s + 5Q^{2})}, \]

\[ \rho_{(s)g\sigma Gs}^{0}(s, Q^{2}) = \frac{\pi^{2}m_{c}(\bar{s}g\sigma Gs)}{18Q^{2}s} \sqrt{1 - \frac{4m_{c}^{2}}{s} (14s + 5Q^{2})}, \]

Spin 2 case:

\[ \rho_{\text{pert}}^{2}\left(s, Q^{2}\right) = -\frac{1}{36s^{3}} \sqrt{1 - \frac{4m_{c}^{2}}{s} (2m_{c}^{2} + s)} \left\{ \frac{Q^{4}s}{4} (2s + Q^{2}) + \frac{1}{4}(2s + Q^{2})^{2}(Q^{4} - 7Q^{2}s) \right. \]

\[ + s \left[ \frac{7Q^{4}s}{4} + s \left( \frac{Q^{4}}{4} - 13Q^{2}s \right) \right] \right\} \log \left( \frac{Q^{2}}{\Lambda_{QCD}^{2}} \right), \]
\[
\rho_{\theta}^2(s, Q^2) = -\frac{10\pi^2m_c\beta}{3s}\sqrt{1 - \frac{4m_c^2}{s}(3s + Q^2)},
\]

\[
\rho_{(g\sigma.Gs)}^2(s, Q^2) = -\frac{10\pi^2m_c\langle g\sigma.Gs \rangle}{9Q^2s}\sqrt{1 - \frac{4m_c^2}{s}(s + Q^2)},
\]

with \(\Lambda_{\text{QCD}} \sim 0.1 - 0.25\) GeV.
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