ENUMERATING TREES

ROBERT A. KUCHARCZYK

ABSTRACT. In this note we discuss trees similar to the Calkin-Wilf tree, a binary tree that enumerates all positive rational numbers in a simple way. The original construction of Calkin and Wilf is reformulated in a more algebraic language, and an elementary application of methods from analytic number theory gives restrictions on possible analogues.
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1. The Calkin-Wilf Tree

In [6], Neil Calkin and Herbert Wilf introduced a remarkably beautiful way to enumerate the positive rational numbers, drawing together several observations by Stern [16] and Reznick [12]. The enumeration is along a binary tree in the sense of computer science, i.e. an infinite rooted tree in which each node has two children, one of which is called “left” and the other “right”. This naming should be considered not just as a device for drawing the tree, but rather as part of the mathematical structure.

Here comes its construction. The nodes of the tree are labelled by positive rational numbers. For ease of notation, we write each such number in the form $\frac{p}{q}$ with $p, q \in \mathbb{N} \setminus \{0\}$ coprime. The rule for labelling is recursive: the tree’s root is labelled by $\frac{1}{1}$. If a node is labelled $\frac{p}{q}$, then its left child bears the label $\frac{p}{p+q}$ and its right child bears the label $\frac{p+q}{q}$. By induction we directly see that these are reduced fractions as written.

Before proving and stating the basic properties of this tree, we encourage the reader to contemplate Table I where the first few layers are shown.

---
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1It was considered worthy by the authors of [1] to be included into their BOOK.

2By the recursive procedure for constructing the tree, it seems natural to use the family metaphor in this direction. Since this is the usual terminology, we stick to it. The reverse direction would be somewhat more fitting, though, since (at least by the current state of art in reproductive medicine) everybody has precisely two parents, one of which is “male” and one of which is “female”. But to produce children, you need a partner, and their number is generally not fixed to two. In either direction, an infinite chain appears problematic, although there can be little doubt that Thomas Aquinas would have preferred an infinite sequence of children.
Table 1. The first five layers of the Calkin-Wilf tree

Proposition 1.1 (Calkin-Wilf). In the Calkin-Wilf tree, every positive rational appears exactly once.

Proof. For ease of parlance, we confuse nodes with their labels.

Writing a positive rational as \( p/q \) with \( p, q \) coprime positive integers, we proceed by induction on \( m = \max(p, q) \). For \( m = 1 \) there is only \( p = q = 1 \) to consider. The rational number \( 1/1 = 1 \) does appear in the tree, namely at its root; it cannot occur anywhere else, since each left child \( p/(p+q) \) is smaller than 1 and each right child \( (p+q)/q \) is bigger than 1.

Assume now that the statement is proved for all \( m < m_0 \), and let \( x = p/q \) with \( \max(p, q) = m_0 \). Then either \( x < 1 \) or \( x > 1 \). In the first case, we have \( m_0 = q > p \), hence \( x \) is the left child of the (by assumption) unique node labelled \( p/(p-q) \), and since it cannot be a right child (else \( x > 1 \)), it cannot occur at any other place. Similarly, if \( x > 1 \), it must be a right child, and it must be the right child of \( (p-q)/q \) which, by assumption, does occur exactly once.

The attentive reader will long have noticed that the denominator of each term is equal to the numerator of its successor. This can easily be proved by induction. Hence there must be a function \( f : \mathbb{N}_0 \to \mathbb{N} \) such that \( f(n) \) and \( f(n+1) \) are coprime, and the \( n \)-th element of the sequence \([1, 2, 1, 3, 2, 3, 1, 4, 3, 5, 2, 5, 3, 4, 1, 5, 4, 7, 3, 8, 5, 7, 2, 7, 5, 8, 3, 7, 4, 5, 1, \ldots] \) begins with

\[
(1) \quad 1, 1, 2, 1, 3, 2, 3, 1, 4, 3, 5, 2, 5, 3, 4, 1, 5, 4, 7, 3, 8, 5, 7, 2, 7, 5, 8, 3, 7, 4, 5, 1, \ldots
\]

The attentive reader will long have noticed that the denominator of each term is equal to the numerator of its successor. This can easily be proved by induction. Hence there must be a function \( f : \mathbb{N}_0 \to \mathbb{N} \) such that \( f(n) \) and \( f(n+1) \) are coprime, and the \( n \)-th element of the sequence \([1, 2, 1, 3, 2, 3, 1, 4, 3, 5, 2, 5, 3, 4, 1, 5, 4, 7, 3, 8, 5, 7, 2, 7, 5, 8, 3, 7, 4, 5, 1, \ldots] \) is equal to \( f(n)/f(n+1) \). It is proved in [6] that \( f(n) \) is the number of ways to partition \( n \) into powers of two, each power occurring at most twice.
Moshe Newman also has found a simple recursive construction of the sequence (1) that does not make reference to the tree anymore: it is the sequence \((a_n)\) with \(a_0 = 1\) and

\[ a_{n+1} = \frac{1}{1 + [a_n] - \{a_n\}}. \]

Here, \([a_n]\) is the largest integer \(\leq a_n\) and \(\{a_n\} = a_n - [a_n]\) is the “fractional part” of \(a_n\). This was a solution to a problem raised by Donald Knuth in the American Mathematical Monthly, see [9].

For more details, and further interesting developments in directions not touched upon in this paper, see [4], [5], and [13].

We wish to look upon the Calkin-Wilf tree from another point of view: that of Möbius transformations. Recall that the group of Möbius transformations over a field \(K\) is the group \(\text{PGL}_2(K) = \text{GL}_2(K)/K^\times\). We introduce the following notation:

\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\]

is the element of \(\text{PGL}_2(K)\) represented by

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} \in \text{GL}_2(K).
\]

These Möbius transformations operate upon \(\mathbb{P}^1(K) = K \cup \{\infty\}\) in the well-known way

\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix} \cdot z = \frac{az + b}{cz + d}.
\]

The subgroup \(\text{PSL}_2(\mathbb{Z}) = \text{SL}_2(\mathbb{Z})/\{\pm 1\}\) of \(\text{PGL}_2(\mathbb{Q})\) has been much investigated, and it operates transitively on \(\mathbb{P}^1(\mathbb{Q})\). A closer look at the rules generating the Calkin-Wilf tree shows that if a node is labelled by \(x \in \mathbb{Q}_{>0} \subset \mathbb{P}^1(\mathbb{Q})\), then its left child is labelled by \(L(x)\) and its right child by \(R(x)\), where

\[
L = \begin{bmatrix}
1 & 0 \\
1 & 1
\end{bmatrix} \quad \text{and} \quad R = \begin{bmatrix}
1 & 1 \\
0 & 1
\end{bmatrix}.
\]

These choices may at first glance look arbitrary, but we shall argue in the next section that they are not.

2. THE MONOID \(\text{SL}_2(\mathbb{N}_0)\)

Most of the literature on Möbius transformations deals with groups of them, but here we shall be concerned with monoids. Since this term is somewhat ambiguous, let us fix a definition:

**Definition 2.1.** A monoid is a set \(M\) together with a binary operation \(\cdot : M \times M \to M\) with the following properties:

(i) it is associative, i.e. \(x(yz) = (xy)z\) for any \(x, y, z \in S\), and

(ii) there exists an identity element, i.e. an element \(e \in M\) such that \(ex = x = xe\) for all \(x \in M\).
Such an identity element is necessarily unique.

As usual in algebra, one can now introduce free monoids. If $A$ is a set (considered as an “alphabet”), then the free monoid $\mathcal{F}(A)$ generated by $A$ consists of all formal words of finite length in the alphabet $A$. Multiplication is given by concatenation. The empty word $\emptyset$ is allowed and serves as the identity element in $\mathcal{F}(A)$.

If $M$ is a monoid and $A \subseteq M$ a subset, we say that $M$ is free on $A$ or freely generated by $A$ if the obvious map $\mathcal{F}(A) \to M$ is an isomorphism of monoids; in other words, if each element of $M$ can be written in a unique way as a product of elements of $A$.

What do free monoids look like? Certainly the free monoid on one element is isomorphic to $\mathbb{N}_0$ with addition. The free monoid on two generators is much richer in structure. It is tempting to think of it as similar to the free group on two generators; but it is in fact much more rigid. Namely:

**Lemma 2.2.** Let $X = \{x_1, \ldots, x_n\}$ be a finite set with $n$ elements, and set $\mathcal{F}_n = \mathcal{F}(X)$. Then any automorphism of $\mathcal{F}_n$ is obtained from a permutation of the $x_i$.

**Proof.** Consider $X$ as a subset of $\mathcal{F}_n$. Then an element $\gamma \in \mathcal{F}_n$ is in $X$ if and only if $\gamma \neq 1$ and whenever $\gamma = \delta \varepsilon$, then at least one of $\delta, \varepsilon$ is equal to 1. Hence any automorphism of $\mathcal{F}_n$ takes $X$ to itself.

In particular, $\mathcal{F}_n \simeq \mathcal{F}_m$ if and only $m = n$. \qed

An automorphism of $\mathcal{F}_n$ is of course determined by what it does on $X$, and so we get an automorphism $\text{Aut} \mathcal{F}_n \simeq S_n$, the symmetric group. By contrast, if $F_n$ denotes the free group on $n$ letters, the automorphism group $\text{Aut} F_n$ is huge. But the picture becomes clearer when one notices that the analogue of $\text{Aut} F_n$ should not be the group $\text{Aut} \mathcal{F}_n$, but the monoid $\text{End} \mathcal{F}_n$, which is much larger.

But now enough abstract algebra; we finally introduce the object announced in the section title. As one would expect from the notation, the monoid $\text{SL}_2(\mathbb{N}_0)$ consists of all $(2 \times 2)$-matrices with entries in $\mathbb{N}_0$ having determinant one, with matrix multiplication as the monoid operation. In other words, $\text{SL}_2(\mathbb{N}_0)$ is the sub-monoid of $\text{SL}_2(\mathbb{Z})$ consisting of all matrices with nonnegative entries. Note that the composition

\[ \text{SL}_2(\mathbb{N}_0) \to \text{SL}_2(\mathbb{Z}) \to \text{PSL}_2(\mathbb{Z}) \]

is injective, so that we can and will view $\text{SL}_2(\mathbb{N}_0)$ as a submonoid of $\text{PSL}_2(\mathbb{Z})$. Hence the Möbius transformations $L$ and $R$ introduced above can be viewed as elements of $\text{SL}_2(\mathbb{N}_0)$.

**Proposition 2.3** (Folklore). The monoid $\text{SL}_2(\mathbb{N}_0)$ is freely generated by the elements

\[ L = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \] and \[ R = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}. \]

**Proof.** We first show that $\text{SL}_2(\mathbb{N}_0)$ is generated by $L$ and $R$. So let

\[ \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{N}_0). \]

\footnote{Friends of abstract nonsense will immediately recognize that this is equivalent to the definition in terms of an adjoint functor to the forgetful functor to sets that they sure would have proposed.}
We set $\Sigma(\gamma) = a + b + c + d$ and proceed by induction on $\Sigma(\gamma)$. It is clear that $\Sigma(\gamma) \geq 2$, with equality if and only if $\gamma = 1$. Hence we may assume that $\Sigma(\gamma) \geq 3$ and $\gamma \neq 1$. Consider the two products in $\text{SL}_2(\mathbb{Z})$:

$$L^{-1}\gamma = \begin{pmatrix} a & b \\ c - a & d - b \end{pmatrix} \quad \text{and} \quad R^{-1}\gamma = \begin{pmatrix} a - c & b - d \\ c & d \end{pmatrix}.$$

By Lemma 2.4 below, $(a-c)(b-d) \geq 0$, so at least one of these is in $\text{SL}_2(\mathbb{N}_0)$. For sake of simplicity, assume that $L^{-1}\gamma \in \text{SL}_2(\mathbb{N}_0)$, the other cases is treated analogously. Then $\Sigma(L^{-1}\gamma) < \Sigma(\gamma)$, so by induction hypothesis $L^{-1}\gamma$ is a product of $L$ and $R$. Hence so is $\gamma$.

Now we have proved that $L$ and $R$ generate $\text{SL}_2(\mathbb{N}_0)$. As to freedom, we show that $\text{SL}_2(\mathbb{N}_0)$ is the disjoint union of the sets $\{1\}$, $L \cdot \text{SL}_2(\mathbb{N}_0)$ and $R \cdot \text{SL}_2(\mathbb{N}_0)$. That it is their union follows from the fact already proved (that $L$ and $R$ generate $\text{SL}_2(\mathbb{N}_0)$), and the disjointness follows by contemplating the equations

$$L \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a & b \\ a + c & b + d \end{pmatrix} \quad \text{and} \quad R \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a + c & b + d \\ c & d \end{pmatrix}.$$

(Just consider the possible order relations between entries.) But this observation gives an induction proof on word length for the uniqueness of a word defining an element. \qed

We should remark that $L$ and $R$ do not generate a free group of matrices, nor of Möbius transformations. To be more specific, the subgroup of $\text{GL}_2(\mathbb{Q})$ they generate is $\text{SL}_2(\mathbb{Z})$, and correspondingly the subgroup of $\text{PGL}_2(\mathbb{Q})$ they generate is $\text{PSL}_2(\mathbb{Z})$. Both groups are well-known to contain nontrivial torsion elements. For instance, we have the equations $(RL^{-1}R)^2 = 1$ in $\text{PSL}_2(\mathbb{Z})$ and $(RL^{-1}R)^4 = 1$ in $\text{SL}_2(\mathbb{Z})$.

**Lemma 2.4.** Let \[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{N}_0)
\]
be different from the identity matrix. Then $(a-c)(b-d) \geq 0$.

**Proof.** Assume that $(a-c)(b-d) < 0$, i.e. that $a-c$ and $b-d$ are both nonzero and have opposite signs. There are two cases.

The first case is that $a > c$ and $d > b$. Then $a \geq c + 1$ and $d \geq b + 1$, whence

$$1 = ad - bc \geq (c + 1)(b + 1) - bc = b + c + 1 \geq 1,$$

so equality has to hold everywhere, and $b = c = 0$. From $ad - bc = 1$ we get that $a = d = 1$, hence the matrix in question is the identity matrix.

The second case is that $c > a$ and $b > d$. Then $c \geq a + 1$ and $b \geq d + 1$, so that

$$-1 = bc - ad \geq (a + 1)(d + 1) - ad = a + d + 1 \geq 1,$$

contradiction. \qed

We can now reinterpret the Calkin-Wilf tree in a new light: it is the directed Cayley graph of $\text{SL}_2(\mathbb{N}_0)$. Let us make this precise.

**Definition 2.5.** A directed graph is a quadruple $(V, E, s, t)$, where $V$ and $E$ are sets (of "vertices" and "edges", respectively) and $s$ and $t$ are maps $E \rightarrow V$ (designating "source" and "target").
When we draw (or imagine) a directed graph, we draw a node for each \( v \in V \), and for each \( e \in E \) an arrow originating in \( s(e) \) and ending in \( t(e) \). Forgetting the orientations of the arrows gives a graph in the usual sense, and we say that a directed graph is a (directed) tree if this underlying undirected graph is a tree.

**Definition 2.6.** Let \( M \) be a monoid and \( A \subseteq M \) a generating set. The directed Cayley graph \( C(M,A) \) is the directed graph \( (V,E,s,t) \) with \( V = M \) and \( E = M \times A \), such that \( s(\mu,\alpha) = \mu \) and \( t(\mu,\alpha) = \alpha \mu \).

In less formal terms, the vertices are in bijection with \( M \), and for each \( \mu \in M \) and each \( \alpha \in A \) we draw an arrow from \( \mu \) to \( \alpha \mu \).

Note that if \( A \) freely generates \( M \), then \( C(M,A) \) is a directed tree where every arrow points away from the “root” \( e \in M \).

When treating Cayley graphs of groups, there is often a nasty ambiguity involved in choosing a set of generators. As a consequence, one is mainly interested in properties of the Cayley graph that do not depend on the choice of a particular set of generators. Here, however, we are in a much nicer situation. Proposition 2.3 gives us an explicit isomorphism between \( \mathbb{F}_2 \) and \( \text{SL}_2(\mathbb{N}_0) \), and from Lemma 2.2 we learn that \( \{L,R\} \) is the only subset that freely generates \( \text{SL}_2(\mathbb{N}_0) \). In other words, if we want a tree, we have no other choice for our generators.

**Proposition 2.7.** Consider \( \text{SL}_2(\mathbb{N}_0) \) as a submonoid of the group \( \text{PSL}_2(\mathbb{Z}) \), acting on \( \mathbb{P}^1(\mathbb{Q}) \) by M"obius transformations. The orbit map \( \gamma \mapsto \gamma(1) \) defines a bijection \( \Omega : \text{SL}_2(\mathbb{N}_0) \to \mathbb{Q}_{>0} \).

Furthermore, \( \Omega \) defines an isomorphism of directed graphs between the directed Cayley tree \( C(\text{SL}_2(\mathbb{N}_0),\{L,R\}) \) and the Calkin-Wilf tree. Here we identify the vertex set of the Calkin-Wilf tree with \( \mathbb{Q}_{>0} \), and we orient each of its edges as pointing away from 1.

This has an amusing simple consequence in terms of Diophantine equations:

**Corollary 2.8.** Let \( p,q \) be coprime positive integers. Then there exist unique \( a,b,c,d \in \mathbb{N}_0 \) with \( a + b = p \), \( c + d = q \) and \( ad - bc = 1 \).

**Proof.** Set \( x = p/q \). The system of equations given above can be translated into \( \gamma(1) = x \) for \( \gamma \in \text{SL}_2(\mathbb{N}_0) \).

\[ \square \]

3. **Injective Families**

We are looking for generalisations of the Calkin-Wilf tree; we first generalise the original construction in four different respects and then ask ourselves if we get any new examples with comparably nice properties.

(i) Replace 2 by any positive integer \( n \): consider directed trees in which every node has \( n \) (ordered) children.

(ii) Replace \( \mathbb{Q} \) by any number field.

(iii) Replace the initial value 1 \( \in \mathbb{P}^1(\mathbb{Q}) \) by any \( x_0 \in \mathbb{P}^1(K) \).

(iv) Replace the two M"obius transformations \( L \) and \( R \) by \( n \) rational maps \( f_1,\ldots,f_r \in K(t) \).

These data (i) — (iv) should fit together in the following way: if we label the tree in (i) in such a way that the root is labelled \( x_0 \), and that if a node is labelled by \( x \in \mathbb{P}^1(K) \), then its \( n \) children are labelled \( f_1(x),\ldots,f_n(x) \), in this order. Then every element \( x \in \mathbb{P}^1(K) \) should
appear at most once in the tree, and the set of those that do occur should be some “simple” subset of $\mathbb{P}^1(K)$ (in the Calkin-Wilf tree, it would be $\mathbb{Q}_{>0}$ which is arguably quite simple). Of course, what we mean by “simple” has to become clear in the course of the discussion.

Let us first consider the tree. The description can be made more conceptual by saying that it should be the Cayley tree $C(\mathcal{F}(X), X)$, where $X = \{x_1, \ldots, x_n\}$ with the $x_i$ pairwise distinct. As above, we set $\mathcal{F}_n = \mathcal{F}(X)$, and in addition $C(\mathcal{F}_n)$ short for $C(\mathcal{F}(X), X)$.

Our rational maps should, of course, be nonconstant; hence they should live in the monoid $\mathcal{R}(K)$ which consists of all nonconstant rational maps $f \in K(t)$, with composition $f \circ g$ as multiplication. This may be viewed as a sub-monoid of the monoid of endomorphisms $\operatorname{End}_K = \operatorname{Hom}_K(\mathbb{P}_K^1, \mathbb{P}_K^1)$. Here $\mathbb{P}_K^1$ is considered as a $K$-variety. The invertible elements in this monoid are precisely the Möbius transformations, so that we get a canonical identification $\mathcal{R}(K) \times = \operatorname{PGL}_2(K)$. Note that, since $K$ is infinite, we need not distinguish between a rational function as a formal expression and the map $\mathbb{P}^1(K) \to \mathbb{P}^1(K)$ it induces.

**Proposition 3.1.** For every number field $K$, the monoid $\mathcal{R}(K)$ is infinitely generated.

**Proof.** First we show that certain groups are not finitely generated. To begin with, an abelian 2-torsion group is the same as an $\mathbb{F}_2$-vector space; hence such an abelian group is finitely generated if and only if it is finite. For any number field, the group $K^\times/(K^\times)^2$ is infinite. Hence it is infinitely generated, and therefore also the group $\operatorname{PGL}_2(K)$, which surjects onto it, must be infinitely generated.

But from this it follows that $\mathcal{R}(K)$ cannot be finitely generated. Suppose it were, say generated by $f_1, \ldots, f_r, g_1, \ldots, g_s$ with $\deg f_i = 1$ and $\deg g_i > 1$. Since $\deg(f \circ \psi) = \deg f \cdot \deg \psi$, we see that any composition containing at least one $g_i$ must have degree $> 1$. So the monoid (and hence also the group) $\operatorname{PGL}_2(K)$ must be generated by $f_1, \ldots, f_r$, which we have just seen to be impossible. □

It is all the more astonishing that we can express all $f \in \mathcal{R}(K)$ as compositions of just two admittedly strange maps $\mathbb{P}^1(K) \to \mathbb{P}^1(K)$.

**Theorem 3.2** (Sierpiński). Let $A$ be an infinite set, and let $\mathcal{M}(A)$ be the monoid of all maps $A \to A$, with composition of maps as monoid composition. Let $X \subset \mathcal{M}(A)$ be any countable subset. Then there exist elements $\varphi, \psi \in \mathcal{M}(A)$ such that $X$ is contained in the submonoid of $\mathcal{M}(A)$ generated by $\varphi$ and $\psi$. □

This Theorem was first proved in [14]; shortly afterwards, Banach gave a very elegant proof, see [3].

**Corollary 3.3.** For any countable field $K$, there exist two maps $\varphi, \psi$ from $\mathbb{P}^1(K) = K \cup \{\infty\}$ to itself such that every nonconstant rational map $\mathbb{P}^1(K) \to \mathbb{P}^1(K)$ can be written as a finite composition involving only $\varphi$ and $\psi$.

**Proof.** Apply Theorem 3.2 to $A = \mathbb{P}^1(K)$ and $X = \mathcal{R}(K)$. □
So having chosen rational maps \( f_1, \ldots, f_n \), we consider the unique morphism of monoids \( h : \mathcal{F}_n \to \mathcal{R}(K) \) with \( h(x_i) = f_i \); then our tree is the Cayley tree \( C(\mathcal{F}_n) \), where the node corresponding to \( \gamma \in \mathcal{F}_n \) is labelled by \( h(\gamma)(x_0) \). This defines an “evaluation” map
\[
\Omega : \mathcal{F}_n \to \mathbb{P}^1(K), \quad \gamma \mapsto h(\gamma)(x_0).
\]

**Definition 3.4.** Let \( K \) be a number field, let \( x_0 \in \mathbb{P}^1(K) \) and let \( f_1, \ldots, f_n \in \mathcal{R}(K) \). The family \( (f_1, \ldots, f_n) \in \mathcal{R}(K)^n \) is called injective at \( x_0 \) if the map \( \Omega \) as in (5) is injective.

Clearly, a family \( (f_1, \ldots, f_n) \in \mathcal{R}(K)^n \) is injective at \( x_0 \) if and only if the \( f_i \) generate a free submonoid \( \Gamma \subset \mathcal{R}(K) \) and the orbit map \( \Gamma \to \mathbb{P}^1(K) \) sending \( \gamma \) to \( \gamma(x_0) \) is injective. By conjugating with a suitable M"obius transformation, we can always assume that \( x_0 = 1 \).

Some interesting injective families over \( \mathbb{Q} \), all of whose members are M"obius transformations, have been found by S.H. Chan, see \[7\]. These give rather forests with a finite number of components, instead of isolated trees. For the reader’s convenience, we describe them in our terms.

For every integer \( k \geq 2 \), a family \( \mathcal{H}_k \) is defined by consisting of these \( 2k \) M"obius transformations:
\[
\begin{bmatrix}
1 & 0 \\
2 & 1
\end{bmatrix}, \begin{bmatrix}
2 & 1 \\
3 & 2
\end{bmatrix}, \ldots, \begin{bmatrix}
k - 1 & k - 2 \\
k & k - 1
\end{bmatrix}, \begin{bmatrix}
k & k - 1 \\
k & k
\end{bmatrix}, \begin{bmatrix}
k - 1 & k \\
k - 2 & k - 1
\end{bmatrix}, \ldots, \begin{bmatrix}
2 & 3 \\
1 & 2
\end{bmatrix}, \begin{bmatrix}
1 & 2 \\
0 & 1
\end{bmatrix}.
\]

It is injective on each of the initial values \( x_1, \ldots, x_{2k-1} \) given by
\[
\begin{bmatrix}
1 & 2 & k - 1 & k & 3 & 2 \\
2 & 3 & \ddots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}.
\]
Furthermore, the orbits \( \Gamma(x_1), \ldots, \Gamma(x_{2k-1}) \) are disjoint and their union is \( \mathbb{Q}_{>0} \). All this is proved in \[7\], Theorem 4).

There is a similar infinite family of injective families; they enumerate the slightly more complicated set \( \mathbb{Q}_{>0}^{\text{even}} \) of all positive rational numbers \( \frac{p}{q} \) with \( p, q \) coprime and \( pq \) even. For every integer \( k \geq 1 \), let \( \mathcal{H}'_k \) be the family of \( 2k + 1 \) M"obius transformations:
\[
\begin{bmatrix}
1 & 0 \\
2 & 1
\end{bmatrix}, \begin{bmatrix}
2 & 1 \\
3 & 2
\end{bmatrix}, \ldots, \begin{bmatrix}
k & k - 1 \\
k + 1 & k
\end{bmatrix}, \begin{bmatrix}
k + 1 & k \\
k & k + 1
\end{bmatrix}, \begin{bmatrix}
k & k - 1 \\
k + 1 & k
\end{bmatrix}, \begin{bmatrix}
k & k \\
1 & 2
\end{bmatrix}, \begin{bmatrix}
1 & 2 \\
0 & 1
\end{bmatrix}.
\]

It is injective on each of the initial values \( y_1, \ldots, y_{2k} \) given as
\[
\begin{bmatrix}
1 & 2 & k & k + 1 & 3 & 2 \\
2 & 3 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}.
\]
The orbits \( \Gamma(y_1), \ldots, \Gamma(y_{2k}) \) are disjoint and their union is \( \mathbb{Q}_{>0}^{\text{even}} \). This can be found in \[7\], Theorems 2 and 5]. Theorem 2 in op. cit. is followed by a detailed discussion of the simplest case \( k = 1 \).

Similar to the interpretation of the denominators and numerators of the Calkin-Wilf sequence as a combinatorial function, there are further combinatorial interpretations of these forests in \[7\].
4. Heights on \( \mathbb{P}^1 \) and the Distribution of Points

Let \( K \) be a number field. A place of \( K \) is an equivalence class of valuations; denote the set of all places of \( K \) by \( \mathcal{V}(K) \). If \( p \) is a place of \( K \), write \( K_p \) for the corresponding completion. For every place \( p \) we choose a representing valuation \(| \cdot |_p : K \to [0, \infty)\) in the following way:

(i) If \( p \) is real, there is a unique isomorphism of fields \( K_p \cong \mathbb{R} \), and we pull back along this isomorphism the usual absolute value \( |x| = \max(x, -x) \) on the reals.

(ii) If \( p \) is complex, there are two isomorphisms \( \tau, \overline{\tau} : K_p \cong \mathbb{C} \) of topological fields, and we set \( |x|_p = \tau(x)\overline{\tau}(x) \).

(iii) If \( p \) is non-archimedean, let \( q \) be the cardinality of the corresponding residue class field. Let \( \pi \in K \) be a uniformising element; we normalise \(| \cdot |_p\) in such a way that \(|\pi|_p = \frac{1}{q} \).

With these normalisations, we have the famous product formula, see [10, Chapter III, Proposition 1.3]: for any \( x \in K^\times \), all but a finite number of the \(|x|_p\) are equal to 1, and

\[
\prod_{p \in \mathcal{V}(K)} |x|_p = 1.
\]

As a consequence, the following construction gives a well-defined function on \( \mathbb{P}^n(K) \) which can be thought of as measuring the arithmetic complexity of a point.

**Definition 4.1.** Let \( K \) be a number field of degree \( d \) and let \( x \in \mathbb{P}^n(K) \). Choose \( x_0, \ldots, x_n \in K \) such that \( x = (x_0 : \cdots : x_n) \); the (absolute) height of \( x \) is the real number

\[
H(x) = \sqrt[\dim]{\prod_{p \in \mathcal{V}(K)} \max(|x_0|_p, \ldots, |x_n|_p)}.
\]

The (absolute) logarithmic height of \( x \) is the real number

\[
h(x) = \log H(x).
\]

We always have \( H(x) \geq 1 \) and therefore \( h(x) \geq 0 \), with equality if and only if \( x \) is a root of unity, see [15, Theorem 3.8]. The absolute height is defined in such a way that the functions \( H : \mathbb{P}^1(K) \to [1, \infty) \) for varying \( K \) glue together to \( H : \mathbb{P}^n(\overline{\mathbb{Q}}) \to [1, \infty) \), similarly for \( h \).

For \( K = \mathbb{Q} \), there is a description of the height which is much more intuitive and makes computations much easier: if \( x \in \mathbb{P}^n(\mathbb{Q}) \), we can write it as \( x = (x_0 : \cdots : x_n) \) with \( x_0, \ldots, x_n \in \mathbb{Z} \) coprime. Then

\[
H(x) = \max(|x_0|_{\infty}, \ldots, |x_n|_{\infty}).
\]

Here, of course, \(| \cdot |_{\infty}\) is the usual absolute value on \( \mathbb{Z} \subset \mathbb{R} \), i.e. \(|a|_{\infty} = \max(a, -a)\).

We now examine how \( H(f(x)) \) relates to \( H(x) \), where \( f \) is a rational function. First we consider the case of Möbius transforms. By identifying the matrix entries with coordinates, we can view \( \text{GL}_2(K) \) as a subset of \( K^4 \). This is compatible with the action of \( K^\times \), on the matrix group by multiplication with scalar matrices, and on the linear space by multiplication with scalars. So we can view \( \text{PGL}_2(K) = \text{GL}_2(K)/K^\times \) as a subset of \( \mathbb{P}^3(K) \) and define the height of an element of \( \text{PGL}_2(K) \) as the height of the corresponding point in \( \mathbb{P}^3(K) \). By the simple description of heights for \( K = \mathbb{Q} \), we get an equally simple description of the height of
an element $\gamma \in \text{PGL}_2(\mathbb{Q})$: represent $\gamma$ by a matrix
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{Q})
\]
with $a, b, c, d \in \mathbb{Z}$ having greatest common divisor 1. Then
\[
H(\gamma) = H((a : b : c : d)) = \max(|a|_\infty, |b|_\infty, |c|_\infty, |d|_\infty).
\]

**Lemma 4.2.** Let $K$ be a number field of degree $d$ and $\gamma, \delta \in \text{PGL}_2(K)$. Then $H(\gamma) = H(\gamma^{-1})$.

**Proof.** If $\gamma \in \text{PGL}_2(K)$ is represented by the matrix $A$, then $\gamma^{-1}$ is represented by the matrix $A^{-1} = (\det A)^{-1} A^\sharp$, where the matrix $A^\sharp$ is obtained by permuting the entries of $A$ in a well-known fashion and multiplying two of them with $-1$. But by the definition of $\text{PGL}_2$, we see that $\gamma^{-1}$ is also represented by $A^\sharp$, whence $H(\gamma) = H(\gamma^{-1})$. $\square$

**Proposition 4.3.** Let $K$ be a number field of degree $d$, let $x \in \mathbb{P}^1(K)$ and $\gamma \in \text{PGL}_2(K)$. Then
\[
\frac{1}{2H(\gamma)} H(x) \leq H(\gamma(x)) \leq 2H(\gamma)H(x).
\]

**Proof.** We only need to show the second inequality; the first will follow by replacing $\gamma$ by $\gamma^{-1}$ and using Lemma 4.2. So choose a representative matrix
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K)
\]
for $\gamma$. Write $x = (x_0 : x_1)$. Then for any place $p$ of $K$ we get
\[
\max(|ax_0 + bx_1|_p, |cx_0 + dx_1|_p) \leq t_p \cdot \max(|a|_p, |b|_p, |c|_p, |d|_p) \cdot \max(|x_0|_p, |x_1|_p)
\]
by the triangle inequality; here $t_p$ is 1 if $p$ is non-archimedean, 2 if $p$ is real and 4 if $p$ is complex. Taking the product over all $p$ and then taking $d$-th roots yields the desired result. $\square$

Thus Möbius transformations can only change the height by a multiplicative factor. With some more effort, one obtains the following special case of [15, Theorem 3.11]:

**Theorem 4.4.** Let $K$ be a number field and $f \in \mathcal{R}(K)$ a rational map of degree $d$. Then there exist constants $c_1, c_2 > 0$ such that for all $x \in \mathbb{P}^1(K)$,
\[
c_1 \cdot H(x)^d \leq H(f(x)) \leq c_2 \cdot H(x)^d.
\]

We now turn to estimating points in a fixed field of bounded height.

**Theorem 4.5.** We have the following asymptotics as $N \to \infty$:
\[
\text{card}\{x \in \mathbb{P}^1(\mathbb{Q}) \mid H(x) \leq N\} = \frac{12}{\pi^2} N^2 + O(N \log N).
\]

**Proof.** This is classical and can, up to reformulation into more elementary language, be found in [2], in the proof of Theorem 3.9. $\square$

For other number fields, there is a similar estimate:
Theorem 4.6 (Schanuel). Let $K$ be a number field of degree $d_K > 1$. Then for $N \to \infty$ we have
\[
\text{card}\{x \in \mathbb{P}^1(K) \mid H(x) \leq N\} = c_K \cdot N^{2d_K} + O(N^{2d_K-1}),
\]
with the constant
\[
c_K = \frac{2^{2r_1+r_2-1}(2\pi)^{r_2}}{\sqrt{|\Delta_K|}} \cdot \frac{\text{Res}_{s=1} \zeta_K(s)}{\zeta_K(2)} = \frac{h_K \cdot R_K \cdot 2^{3r_1+r_2-1} \cdot (2\pi)^{2r_2}}{w_K \cdot |\Delta_K| \cdot \zeta_K(2)}.
\]
Here, as usual, $r_1$ is the number of real places, $r_2$ the number of complex places, $\Delta_K$ the discriminant, $\zeta_K$ the Dedekind zeta function, $h_K$ the class number, $R_K$ the regulator and $w_K$ the number of roots of unity in $K$.

**Proof.** This is a special case of the main result in [13]: the equality of the two expressions for $c_K$ follows from the class number formula. Note that Schanuel uses a different normalisation for the height, whence the different exponent. \(\square\)

Note that for $K = \mathbb{Q}$, the formula for $c_K$ gives $12/\pi^2$, as above; the only reason that we have to treat this case separately is that the error term has a different shape. And, of course, Theorem 4.5 is much more elementary than Theorem 4.6.

The notion of height helps us to measure the “size” of a subset $A \subseteq \mathbb{P}^1(K)$.

**Definition 4.7.** Let $K$ be a number field and $A \subseteq \mathbb{P}^1(K)$. Its lower height density is the number
\[
\delta^-(A) = \liminf_{N \to \infty} \frac{\text{card}\{x \in A \mid H(x) \leq N\}}{\text{card}\{x \in \mathbb{P}^1(K) \mid H(x) \leq N\}} \in [0, 1];
\]
its upper height density is the number
\[
\delta^+(A) = \limsup_{N \to \infty} \frac{\text{card}\{x \in A \mid H(x) \leq N\}}{\text{card}\{x \in \mathbb{P}^1(K) \mid H(x) \leq N\}} \in [0, 1].
\]
If these two are equal, we say that “$A$ has a height density” and call the quantity $\delta_h(A) = \delta^-(A) = \delta^+(A)$ the height density of $A$.

By Theorems 4.5 and 4.6, we see that $A$ has a height density if and only if the limit
\[
\lim_{N \to \infty} \frac{\text{card}\{x \in A \mid H(x) \leq N\}}{N^2}
\]
exists, and the height density is then this limit divided by the constant $c_K$.

We now give some examples for height density.

(i) If $K$ is given as a subfield of $\mathbb{R}$, then the set of all positive $x \in K$ has height density $\frac{1}{2}$. This is because $H(x) = H(-x)$.

(ii) If $K$ is a number field of degree $d$, $\gamma \in \text{PGL}_2(K)$ is a Möbius transformation and $A \subseteq \mathbb{P}^1(K)$ is any subset, then
\[
\delta_h^-(\gamma(A)) \geq \frac{\delta_h^-(A)}{(2H(\gamma))^{2d}} \quad \text{and} \quad \delta_h^+(\gamma(A)) \leq (2H(\gamma))^{2d} \delta_h^+(A).
\]
This follows from Proposition 4.3 together with the observation that the number of points of height below $N$ grows like $N^{2d}$. In particular if $A$ has nonzero lower height density, then so has $\gamma(A)$.
(iii) Combining the two previous examples, we see: if $K \subset \mathbb{R}$ is a number field and $a < b$, then the subset $K \cap [a, b] \subset \mathbb{P}^1(K)$ has positive lower height density, since there exists a Möbius transformation in $\text{PGL}_2(K)$ which maps $[0, \infty)$ into $[a, b]$.

(iv) The set $\mathbb{Q}^\text{even}_{>0}$ introduced before has positive height density in $\mathbb{P}^1(\mathbb{Q})$. This can be seen as follows. Let us estimate the number of pairs $(p, q) \in \mathbb{N}^2$ with $p, q$ coprime, $q \leq p \leq N$ and $p$ even. If we can show that this number is bounded below by some positive constant times $N^2$, we are done.

Now this number is equal to

$$\sum_{1 < p \leq N} \varphi(p) = \sum_{1 < p \leq N} \varphi \left( \frac{p}{2} \right) = \sum_{n=1}^{\lfloor N/2 \rfloor} \varphi(n) = \frac{3}{\pi^2} \cdot \left( \frac{N}{2} \right)^2 + O(N \log N).$$

The first inequality is derived from the elementary inequality $\varphi(2n) \geq \varphi(n)$, and the final equality follows from [2, Theorem 3.7].

5. Constraints on Injective Families

In this final section we shall show that if an injective family consists only of maps of degree at least two, then its image in $\mathbb{P}^1(K)$ must have height density zero. So to get started, assume that $K$ is a number field and $(f_1, \ldots, f_n) \in R(K)^n$ is an injective family for some initial value $x_0 \in \mathbb{P}^1(K)$, where $\deg f_i \geq 2$ for all $i$. Denote by $\Gamma$ the free monoid generated by the $f_i$ in $\mathcal{R}(K)$, and let $\|\gamma\|$ be the word norm on $\Gamma$. That is, for $\gamma = f_{i_1} f_{i_2} \cdots f_{i_r}$ set $\|\gamma\| = r$.

We prefer to work with logarithmic heights in this section. By Theorem 4.4, we find a constant $c > 0$ such that for all $1 \leq i \leq n$ and all $x \in \mathbb{P}^1(K)$, the inequality

$$h(f_i(x)) \geq 2h(x) - c$$

holds. By replacing $c$ with a larger constant if necessary, we may also assume that

$$c \geq 1.$$

Hence $\Gamma$ “explodes” heights outside the exceptional set

$$S = \{x \in \mathbb{P}^1(K) \mid h(x) \leq 2c\}.$$

By Theorem 4.5 or 4.6, depending on whether $K = \mathbb{Q}$ or not, this is a finite set.

Lemma 5.1. Under these assumptions, every element of $\Gamma$ takes the complement of $S$ to itself. In formulæ:

$$\Gamma(\mathbb{P}^1(K) \setminus S) \subseteq \mathbb{P}^1(K) \setminus S.$$

Furthermore, for any $x \in \mathbb{P}^1(K) \setminus S$ and $\gamma \in \Gamma$ we have the inequality

$$h(\gamma(x)) \geq \left( \frac{3}{2} \right)^{\|\gamma\|} \cdot h(x).$$

Proof. Let $x$ be in the complement of $S$, i.e. $h(x) > 2c$. Then from (10), we obtain

$$h(f_i(x)) \geq 2h(x) - c > 4c - c > 2c.$$

In particular, $f_i(x) \notin S$. Since the $f_i$ generate $\Gamma$, this shows the first part.
The second inequality also needs only to be checked for \( \gamma = f_i \) or, equivalently, \( \|\gamma\| = 1 \). But using that \( c < \frac{1}{2} h(x) \), we find that 
\[
h(f_i(x)) \geq 2h(x) - c > 2h(x) - \frac{1}{2}h(x) = \frac{3}{2}h(x),
\]
which is just what is to be proved for \( \|\gamma\| = 1 \).

If one enlarges \( S \) suitably, the estimate can of course be sharpened in such a way that the constant \( \frac{3}{2} \) can be replaced by any \( 2 - \varepsilon \) with \( \varepsilon > 0 \).

Because the orbit map \( \gamma \mapsto \gamma(x_0) \) is injective, it can hit \( S \) only up to a finite word length. So there exists some \( n_0 \in \mathbb{N} \) with the property that whenever \( \|\gamma\| \geq n_0 \), then \( \gamma(x_0) \not\in S \) (and consequently \( h(\gamma(x_0)) > 2c \)).

**Lemma 5.2.** Let \( \gamma \in \Gamma \) with \( \|\gamma\| > n_0 \). Then 
\[
h(\gamma(x_0)) > \left( \frac{3}{2} \right)^{\|\gamma\|-n_0}.
\]

**Proof.** Set \( N = \|\gamma\| - n_0 \). Write \( \gamma = \gamma_1\gamma_2 \) with \( \|\gamma_1\| = N \) and \( \|\gamma_2\| = n_0 \). Then 
\[
h(\gamma(x_0)) = h(\gamma_1(\gamma_2(x_0))) \geq \left( \frac{3}{2} \right)^{\|\gamma_1\|} \cdot h(\gamma_2(x_0)) > \left( \frac{3}{2} \right)^{N} \cdot 2c > \left( \frac{3}{2} \right)^{N}.
\]
The “\( \geq \)” sign is obtained from Lemma 5.1 setting \( x = \gamma_2(x_0) \not\in S \) (by assumption on \( \gamma_2 \)). The first “\( > \)” is justified again by the observation that \( \gamma_2(x_0) \not\in S \) and the definition of \( S \). The second “\( > \)” sign finally is justified by \( c \geq 1 \) (remember we made it that way).

**Proposition 5.3.** Under the above assumptions, there exist constants \( c' > 0 \) and \( k \in \mathbb{N} \) such that for all sufficiently big positive reals \( B \) one has 
\[
(13) \quad \text{card}\{ \gamma \in \Gamma \mid h(\gamma(x_0)) \leq B \} \leq c' \cdot B^k.
\]

**Proof.** Since \( \Gamma \) is free on \( r \) generators, we get that 
\[
\text{card}\{ \gamma \in \Gamma \mid \|\gamma\| \leq C \} = \sum_{\nu=0}^{\lfloor C \rfloor} r^\nu \leq r^{C+1}
\]
if \( r \geq 2 \); for \( r = 1 \) we get the even simpler estimate \( \lfloor C \rfloor + 1 \) that will also do the job. We assume from now on that \( r \geq 2 \) since the calculation for \( r = 1 \) is even easier.

By Lemma 5.2, we find 
\[
\text{card}\{ \gamma \in \Gamma \mid h(\gamma(x_0)) \leq B \} \leq \text{card}\{ \gamma \in \Gamma \mid \left( \frac{3}{2} \right)^{\|\gamma\|-n_0} \leq B \}
\]
\[
= \text{card}\{ \gamma \in \Gamma \mid (\|\gamma\| - n_0) \log \frac{3}{2} \leq \log B \}
\]
\[
= \text{card}\{ \gamma \in \Gamma \mid \|\gamma\| \leq n_0 + \frac{\log B}{\log \frac{3}{2}} \}
\]
\[
\leq r^{n_0 + \log B / \log \frac{3}{2}} = r^{n_0 + 1} \cdot B^{\log r / \log \frac{3}{2}}.
\]
so that setting $c' = r^{n_0 + 1}$ and $k = \lceil \log r / \log 2 \rceil$ will yield the desired estimate. □

**Theorem 5.4.** Let $K$ be a number field and $(f_1, \ldots, f_n) \in \mathcal{R}(K)^n$ an injective family for the initial value $x_0 \in \mathbb{P}^1(K)$. Assume that $\deg f_i \geq 2$ for all $1 \leq i \leq n$. Let $\Gamma \subset \mathcal{R}(K)$ be the submonoid generated by the $f_i$. Then the image $\Gamma(x_0) \subseteq \mathbb{P}^1(K)$ has height density zero.

**Proof.** We translate the previous considerations back from statements about logarithmic heights into statements about heights. Since $H(x) \leq N$ if and only if $h(x) \leq \log N$, we see from Proposition 5.3 that there exists a positive integer $k$ with

$$\text{card}\{x \in \Gamma(x_0) \mid H(x) \leq N\} = O((\log N)^k).$$

Comparing this with Theorems 4.3 and 4.6, we see that $\Gamma(x_0)$ must have height density zero. □

We have seen before that in the case $K = \mathbb{Q}$, for every $n \geq 2$ there exists an injective family whose orbit has positive height density and which consists of $n$ Möbius transformations. It is easy to see that we cannot get positive height density for a family consisting of just one Möbius transformation. Note, however, that Newman’s map

$$x \mapsto \frac{1}{1 + \lfloor x \rfloor - \{x\}},$$

being not terribly far apart from a Möbius transformation, gives an “injective family” with just one element, whose orbit $\mathbb{Q}_{>0}$ has height density $\frac{1}{2}$.

The last theorem tells us that we cannot get positive height density if we only work with maps of higher degree. So there remain two open questions: what about the mixed case, i.e. injective families consisting of both Möbius transformations and higher degree maps, and what about Möbius transformations in general number fields?

We conjecture that the condition “$\deg f_i \geq 2$ for all $i$” in Theorem 5.4 can be relaxed to the weaker condition “$\deg f_i \geq 2$ for at least one $i$”. In other words, that if the orbit of an injective family has positive upper height density, then the family must consist entirely of Möbius transformations. Note that then the injectivity of the family would be a crucial condition since otherwise we could just add some higher degree maps to the Calkin-Wilf family. As to the second question, there might be interesting trees similar to the Calkin-Wilf tree already over quadratic number fields.

**References**

[1] Aigner, Martin; Ziegler, Günter M.: *Proofs from the BOOK*, 4th edition, Springer-Verlag, Berlin 2009
[2] Apostol, Tom M.: *Introduction to Analytic Number Theory*, Springer-Verlag, New York 1976
[3] Banach, Stefan: *Sur un théorème de M. Sierpiński*, Fund. Math. 25 (1935), pp. 5–6
[4] Bates, Bruce; Mansour, Toufik: *The $q$-Calkin-Wilf tree*, Journal Combin. Theory, Ser. A 118 (2011), pp. 1143–1151
[5] Bergstra, Jan A.; Tucker, John V.: *The rational numbers as an abstract data type*, Journal of the ACM 54 (2007) no. 2, Art. 7, 25 pp. (electronic)
[6] Calkin, Neil; Wilf, Herbert: *Recounting the rationals*, Amer. Math. Monthly 107 no. 4 (2000), pp. 360–363
[7] Chan, Song Heng: *Analogs of the Stern Sequence*, Integers 11 (2011), pp. 1–10
[8] Harju, Tero: *Lecture Notes on Semigroups*, 1996, available at the author’s web page: http://users.utu.fi/harju/semigroups/semigroups.pdf
[9] Knuth, Donald E.: Problem 10906, Amer. Math. Monthly; solution by Moshe Newman, Amer. Math. Monthly 110 (2003), pp. 109—117
[10] Neukirch, Jürgen: Algebraic Number Theory, Springer-Verlag, Berlin, Heidelberg 1999
[11] Northshield, Sam: Stern’s diatomic sequence 0, 1, 1, 2, 1, 3, 2, 3, 1, 4, . . ., Amer. Math. Monthly 117 (2010) no. 7, pp. 581—598
[12] Reznick, Bruce: Some binary partition functions, in: Analytic Number Theory, Proceedings of a conference in honor of Paul T. Bateman, Birkhäuser, Boston 1990, pp. 451—477
[13] Schanuel, Stephen H.: Heights in number fields, Bulletin S.M.F. 107 (1979), pp. 433—449
[14] Sierpiński, Wacław: Sur les suites infinies de fonctions définies dans les ensembles quelconques, Fund. Math. 24 (1935), pp. 209—212
[15] Silverman, Joseph H.: The Arithmetic of Dynamical Systems, Springer-Verlag, New York 2007
[16] Stern, Moritz A.: Über eine zahlentheoretische Funktion, Journal reine angew. Math. 55 (1858), pp. 193—220

Universität Bonn, Mathematisches Institut, Endenicher Allee 60, D-53115 Bonn, Germany
E-mail address: rak@math.uni-bonn.de