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Abstract

We construct a class of supersymmetric vacua of type IIB string theory describing systems of three- and seven-branes non-perturbatively completed by brane instantons. The vacua are specified by a set of holomorphic functions defined over a complex plane up to non-trivial U-duality monodromies around the brane locations. In the simplest setting, the solutions can be seen as a generalization of F-theory elliptic fibrations, where the torus fiber is replaced by a genus two Riemann surface with periods encoding the information on the axio-dilaton, the warp factor and the NS-NS and R-R fluxes.
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1 Introduction and Summary

F-theory [1] provides an elegant framework where fully non-perturbative solutions of type IIB supergravity are described in purely geometric terms. Solutions are characterized by a non-trivial profile of the axio-dilaton field $\tau$. In the simplest set up, one can think of the field $\tau$ as the complex structure of an auxiliary torus fibered over a complex plane with punctures at the points where the torus fiber degenerates. Moving around a puncture, $\tau$ undergoes a non-trivial monodromy in the U-duality group $\text{SL}(2,\mathbb{Z})$ indicating the presence of a 7-brane charge. The resulting vacua are non-perturbative in nature but in appropriate limits they describe systems of D7-branes and O7-planes non-perturbatively completed by D-instantons [2,3]. In particular, an O7-plane is described in this framework as a composite object, a pair of $(p,q)$ 7-branes colliding at weak coupling. In this paper we study an extension of this picture which includes 3-branes as well.

The general philosophy is the same as the one adopted in F-theory, with the difference that now we start from type IIB theory on K3 and consider solutions with non-trivial profiles on a complex plane for a set of scalar fields in the six-dimensional effective theory. The effective six-dimensional supergravity includes 105 scalars, which are rotated by an $\text{O}(5,21;\mathbb{Z})$ U-duality group. By allowing a subset of these scalars to vary over a complex plane with non-trivial U-duality monodromies, we will construct supersymmetric solutions of the six-dimensional supergravity, $U$-folds, that incorporate within the same framework 3- and 7-branes [3]. The solutions generically describe (from the ten-dimensional perspective) non-geometric string vacua which patch together mutually non-local systems of 3- and 7-branes. In analogy with the F-theory case, the $U$-folds we consider here can be interpreted, in some appropriate limits, in terms of systems of D3,D7-branes and O3,O7-planes complemented by D(-1) and ED3 instantons.

We focus on solutions preserving $\mathcal{N} = 2$ four-dimensional supersymmetry. This allows us to make contact with field-theoretic results based on the Seiberg-Witten analysis [11] and their M-theory engineering [12]. In [13], the supergravity vacuum associated with a system of fractional D3-branes at a $\mathbb{C}^2/\mathbb{Z}_2$ singularity was obtained by reduction of the M5 brane solution along a two-dimensional curve. More recently, in [14], this solution was derived directly from string amplitudes computing the rate of emission of twisted fields from fractional D3-branes and D-instanton sources at the singularity. In particular, the profile for the twisted field on the plane orthogonal to the singularity was related to

---

See for instance [4–10] for previous work discussing similar extensions of F-theory.
certain chiral correlators in the dual gauge theory (see also [15]-[17] for similar results in the elliptic F-theory context). To understand, the gravity counterpart of these results was one of the initial motivations of this work. Here we develop a unifying framework for supergravity solutions describing general systems (geometric or not) of 3- and 7-branes, in which brane instanton corrections are codified in simple geometrical terms. Although we confine ourselves to $\mathcal{N} = 2$ supersymmetric vacua, we believe our techniques can be adapted to less supersymmetric and phenomenologically motivated settings, as for instance those of [18],[19].

Let us now briefly discuss our approach and the structure of the paper. In section 2, we review the construction of ten-dimensional holomorphic vacua of type IIB supergravity. We show that after reduction on K3, the conditions of ten-dimensional supersymmetry translate into the requirement of holomorphicity for a set of six-dimensional fields $(\tau, \sigma, \beta^a)$. $\tau$ is the axio-dilaton field, $\sigma$ characterizes the warp factor and the R-R four-form and $\beta^a$ correspond to the reduction of the NS-NS/R-R two-form $C_2 + \tau B$ along a set of $n$ vanishing exceptional cycles $C_a$ at a singularity of K3. These fields transform under an $O(2,2+n;\mathbb{Z})$ subgroup of the complete U-duality group. The six-dimensional viewpoint is developed in section 3 where the ten-dimensional equations (integrated over K3) are reproduced directly from the six-dimensional effective theory, along the lines of [20]. This provides a framework in which the global properties of the vacua, characterized by non-trivial monodromies in the U-duality group, can be addressed.

In section 4, we provide some explicit realizations of our general results. The case with no three-form fluxes ($n = 0$) is described by a double elliptic fibration over a complex plane, a double copy of the well understood F-theory elliptic geometries. Already for $n = 1$ (associated with a $\mathbb{C}^2/\mathbb{Z}_2$ singularity) one obtains a much richer situation. The U-duality group in this case is $O(2,3;\mathbb{Z}) \simeq \text{Sp}(4,\mathbb{Z})$ which is nothing but the modular group of a genus two Riemann surface. Moreover, one can see that $\tau, \sigma, \beta$ transform under this group as the three entries of the period matrix $\Omega$ of a genus two surface. This suggests that the general solution in this case is described by the fibration of a genus two surface over $\mathbb{C}$ such that $\Omega(z)$ varies holomorphically on $z$. Locations of branes are associated with points in the $z$-plane where the fiber degenerates. Circling these points, the matrix $\Omega(z)$ undergoes non-trivial U-duality monodromies specifying the type of brane at the puncture. We discuss some simple examples and their brane interpretation. A more systematic analysis, and extensions to cases with $n > 1$, is left to future investigation. Finally, this paper contains extensive appendices including technical details and background material.
2 Holomorphic solutions of type IIB supergravity

We are interested in describing type IIB vacua preserving \( \mathcal{N} = 2 \) four-dimensional supersymmetry and characterized by the presence of D3 and D7-branes. We start with a ten-dimensional background of the form \( \mathbb{R}^{1,3} \times \mathbb{C} \times X \), where \( X \) is a (four-dimensional Ricci-flat) K3 space. We consider D-branes with world-volumes sharing the four-dimensional flat space \( \mathbb{R}^{1,3} \) and sitting at certain points in \( \mathbb{C} \). Hence, D7’s wrap the entire internal \( X \) while D3’s sit at points in \( X \). Furthermore D3-branes can be either regular or fractional in the case K3 is singular.

These configurations preserve \( \mathcal{N} = 2 \) four-dimensional supersymmetry and locally admit a specific ten-dimensional supergravity description. Indeed, they can be seen as special sub-cases of the warped Calabi-Yau/F-theory backgrounds discussed in [21], which considers warped flux vacua on space-times of the form \( \mathbb{R}^{1,3} \times Y \), where \( Y \) is either a Calabi-Yau or a F-theory Kähler space. In our case we locally have \( Y = \mathbb{C} \times X \). The general backgrounds of [21] preserve \( \mathcal{N} = 1 \) four-dimensional supersymmetry, which is enhanced to \( \mathcal{N} = 2 \) for this choice. These kinds of configurations have been previously considered in the literature, as for instance in [22].

2.1 Supersymmetric vacua

In this section we review the construction in [22] of holomorphic vacua of type IIB supergravity on a singular K3 describing the local geometry generated by a systems of D3 and D7 branes. In Appendix A we present a self-contained re-derivation of these solutions by using the generalized complex geometry formalism. Here we just quote the results. The ten-dimensional metric in the Einstein frame is given by

\[
\text{ds}_E^2 = e^{2A} dx^\mu dx_\mu + e^{-2A} \text{ds}_Y^2
\]  \hspace{1cm} (2.1)

with

\[
\text{ds}_Y^2 = e^{-\phi}|h(z)|^2 dz d\bar{z} + \text{ds}_X^2
\]  \hspace{1cm} (2.2)

Here \( \text{ds}_X^2 \) is the Ricci flat K3 metric, \( h(z) \) is a holomorphic function and the dilaton \( \phi \) is constant along \( X \). In addition, two-form potentials are taken to be self-dual with respect to the K3 metric defined by hyperkähler structure associated with the triplet of anti-self dual two-forms (Re\( \omega \), Im\( \omega \), \( j \)), where \( j \) is the Kähler form and \( \omega \) the holomorphic (2,0) form on \( X \). By introducing a set \( \chi_a \in H^2(X;\mathbb{Z}) \) of integer self-dual two-forms on \( X \), with positive definite non-degenerate pairing

\[
\Delta_{ab} = \int_X \chi_a \wedge \chi_b
\]  \hspace{1cm} (2.3)
we set
\[ C_2 + \tau B = \beta^a \chi_a \] (2.4)

We remark that self-duality of \( \chi_a \) implies \( j \wedge \chi_a = \omega \wedge \chi_a = \bar{\omega} \wedge \chi_a = 0 \) and therefore the two-cycles \( C_a \) Poincaré dual to the forms \( \chi_a = [C_a] \) should have vanishing volume\(^5\).

Indeed, as we will more precisely discuss in section 2.2 non-trivial two-form fluxes \( \beta^a \) are allowed only for a singular K3 and signal for D5 branes wrapping the vanishing exceptional cycles \( C_a \) or equivalently fractional D3-branes. The functions \( \beta^a \) are taken to be constant on \( X \) and varying over the \( z \)-plane.

Under these assumptions, the background supersymmetry conditions reduce drastically and can be written in the compact form (see Appendix A for details)
\[ \bar{\partial} T + \partial \bar{T} = 0 \] (2.5)

with \( \bar{\partial} = \bar{\partial}_C + \bar{\partial}_X = d\bar{u}^\alpha \frac{\partial}{\partial \bar{u}^\alpha} \) (where \( u^a = (z, u^1, u^2) \), are local complex coordinates on \( Y \)) and \( T \) a polyform
\[ T = e^B \wedge \left[ C + ie^{-\phi} \cos(e^{\phi-2A}J) \right] \] (2.6)

packing the RR potentials \( C = C_0 + C_2 + C_4 \) and the NS-NS data. In particular
\[ J = j - \frac{i}{2} e^{-\phi} |h(z)|^2 dz \wedge d\bar{z} \] (2.7)
is just the Kähler form associated with the metric (2.2). Writing \( T \) in components
\[ T_0 = \tau \equiv C_0 + i e^{-\phi} \]
\[ T_2 = C_2 + \tau B = \beta^a \chi_a \]
\[ T_4 = C_4 - \frac{i}{2} e^{-4A} J \wedge J + C_2 \wedge B + \frac{1}{3} \tau B \wedge B \] (2.8)
one can immediately see that the first two conditions encoded in (2.5) just require that we must take \( \tau \) and \( \beta^a \) to be holomorphic: \( \tau = \tau(z) \) and \( \beta^a = \beta^a(z) \).

The last equation in (2.5) requires more care. This can be seen from the integrability condition \( \partial \bar{\partial} \text{Re} T_4 = \partial \bar{\partial} \text{Im} T_4 = 0 \). For instance the second equation implies
\[ \partial \bar{\partial} (e^{-4A} J \wedge J) = \frac{G_3 \wedge \bar{G}_3}{2 \text{Im} \tau} \] (2.9)

with
\[ G_3 = dC_2 + \tau dB = \left( \partial \beta^a - \frac{\text{Im} \beta^a}{\text{Im} \tau} \partial \tau \right) \wedge \chi_a \] (2.10)

\(^5\)We use the following definition of Poincaré duality: a two-form \([C_a]\) is Poincaré dual to a two-cycle \( C_a \) if \( \int_{C_a} \alpha = -\int_X \alpha \wedge [C_a] \), for any two-form \( \alpha \). We have \( \int_X [C_a] \wedge [C_b] = -C_a \cdot C_b \), with \( C_a \cdot C_b \) being the ordinary intersection number of cycles.
Equation (2.9) determines the warp factor $e^{-4A}$ in terms of the three form flux $G_3$. Notice that the right hand side of this equation is localized at the singularity, which implies that $e^{-4A}$ should depend on $X$ in order to match this behavior. A similar equation and conclusion can be drawn for $C_4$. Still, one can define a holomorphic field on $\mathbb{C}$ out of $T_4$. Indeed, by integrating (2.5) over $X$ one gets

$$\text{Re}(\bar{\partial}_C \sigma) = 0 \quad \text{with} \quad \sigma \equiv \int_X T_4$$  

(2.11)

which implies that $\sigma(z)$ is holomorphic on $\mathbb{C}$.

We can summarize these results by saying that the effective six-dimensional fields which are obtained by integrating $\mathcal{T}$ along the internal 0-, 4- and 2-cycles

$$\tau = T_0 \equiv C_0 + i e^{-\phi}$$

$$\sigma = \int_X T_1 = \int_X \left( C_4 - \frac{i}{2} e^{-4A} J \wedge J + B \wedge C_2 + \frac{1}{2} \tau B \wedge B \right)$$

$$\beta_a = \int_{C_a} T_2 = \int_{C_a} (C_2 + \tau B) \equiv -\Delta_{ab} \beta^b$$

(2.12)

depend holomorphically on $z$, i.e.

$$\bar{\partial} \tau = 0 \quad , \quad \bar{\partial} \sigma = 0 \quad , \quad \bar{\partial} \beta^a = 0$$

(2.13)

This result will be confirmed by purely effective six-dimensional arguments in section 3.

2.2 D-branes and monodromies

In presence of D-branes, the equations (2.13) are modified by delta-like functions centered at the brane positions. Let us consider $D_p$-branes, $p = 3, 5, 7$, filling $\mathbb{R}^{1,3}$, sitting at a point $0 \in \mathbb{C}$ and wrapping a $(p - 3)$-cycle $\Sigma_{p-3}$ in $X$. The elementary brane couples to the R-R fields via the CS term $\int_{R^{1,3} \times \Sigma_{p-3}} C_{p+1}$. This coupling generates a source term of the internal R-R field strength

$$d(e^B \wedge F) = \delta^2_{\mathbb{C}}(0) \wedge \alpha_{7-p}$$

(2.14)

where $F = F_1 + F_3 + F_5$, with $F_k$ the R-R field strengths and $\alpha_{7-p}$ stands for the delta-like form which is Poincare dual in $X$ to $\Sigma_{p-3}$. Integrating this equation over $D_2 \times [\alpha_{7-p}]$, where $D_2$ is a disk surrounding $0 \in \mathbb{C}$, we get

$$1 = \oint_{\gamma} \int_{[\alpha_{7-p}]} e^B \wedge F = \int_{[\alpha_{7-p}]} (e^B \wedge C) z e^{2\pi i}$$

(2.15)

where $\gamma = \partial D_2$ is a curve surrounding $0 \in \mathbb{C}$. In deriving the last equality we have used the R-R Bianchi identity $d_H F = 0$ to write locally $e^B \wedge F = d(e^B \wedge C)$. Specifying
to \( p = 3, 5, 7 \), we notice that the quantities in the right hand side of (2.15) are nothing but the real parts of \( \sigma, \beta^a \) and \( \tau \) respectively as defined in (2.12). Then, equation (2.12) implies that the presence of D\( p \)-branes induces the monodromies

\[
\begin{align*}
D3 : & \quad \sigma \rightarrow \sigma + 1 \\
D5_a : & \quad \beta^b \rightarrow \beta^b + \delta^b_a \\
D7 : & \quad \tau \rightarrow \tau + 1
\end{align*}
\]  

(2.16)

A similar analysis can be done for the holonomies associated with O-planes. Still, from the experience of F-theory it is known that O-planes are not elementary objects and at the non-perturbative level they are resolved into more elementary ones. Therefore the solutions will be characterized entirely in terms of the D-branes discussed above and their U-duals, which provide the elementary constituents of our background.

Finally, let us observe that \( \tau, \sigma \) and \( \beta^a \) can be also interpreted as the tree level complexified gauge couplings \( \tau_{YM} = \theta_{YM} \frac{\theta_{YM}}{2\pi} + \frac{4\pi i}{\kappa_{YM}} \) appearing in the the four-dimensional effective theories supported by the different branes probing these backgrounds. Indeed, by dimensionally reducing the DBI+CS action, one gets the identifications \( \tau_{YM}^{D3} = \tau, \tau_{YM}^{D7-D3} = \sigma, \tau_{YM}^{D5_a} = \beta^a \equiv -\Delta_{ab} \beta^b \). The non-trivial profiles in the \( \mathbb{C} \)-plane for \((\sigma, \beta^a, \tau)\) in the gravity solutions we will construct describe then the running of these gauge couplings in the dual gauge theories.

### 2.3 U-dualities

So far, we have only considered elementary D-branes but one could consider other branes which are related to the above ones by duality transformations. We are interested in duality transformations whose action closes on fields \( \tau, \sigma, \beta^a \) which characterize our vacua.

Already at the level of ten-dimensional supergravity, one has the perturbative dualities which correspond to integral shifts of the R-R and NS-NS gauge potentials, as well as the non-perturbative type IIB S-duality. In addition, in the compactified theory one has an additional duality, the so called Fourier-Mukai transform that we denote by \( R \). This action does not has a counterpart in ten-dimensional supergravity. In our context, it can be seen as a sort of ‘T-duality’ (along all four directions of the K3 space \( X \)) which exchanges regular D3 and D7-branes, leaving fractional D3-branes untouched. More precisely, the \( R \)-duality exchanges \( \tau \leftrightarrow \sigma \).

\(^6\) Curvature corrections for D7-brane wrapping a K3 surface induces a -1 unit of D3-brane charge \(^23\). What we refer here as a D7-brane is better thought as a D3D7 bound state wrapping K3 with zero net D3-brane charge \(^24\).

\(^7\) We recall that the shift monodromy in \( \tau \) is associated to a D3-D7 bound state wrapping K3 with zero net D3 brane charge, see footnote\(^6\). The fact that the bound state is dual to a D3-brane on K3 is supported by the analysis in \(^24\), where the two moduli spaces were matched.
trianform $R$ with S-duality and shift dualities obtaining the following minimal set of
duality tranformations acting on the fields $\tau, \sigma, \beta^a$ as follows:

| generator | non-trivial action |
|-----------|--------------------|
| $S$       | $\tau \to -\frac{1}{\tau}$ $\sigma \to \sigma - \frac{1}{2\tau} \Delta_{ab} \beta^a \beta^b$ $\beta^a \to \frac{1}{\tau} \beta^a$ |
| $T$       | $\tau \to \tau + 1$ |
| $W_a$     | $\beta^b \to \beta^b + \delta_a^b$ |
| $R$       | $\tau \leftrightarrow \sigma$ |

(2.17)

The elements $S$ and $T$ generate the $\text{SL}(2, \mathbb{Z})_\tau$ S-duality group of type IIB theory, $R$ is
the Fourier-Mukai transform and $W_a$ corresponds to the axionic shift $C_2 \to C_2 + \chi_a^S$.

The transformations (2.17) generate the U-duality group of our system which will be
denoted by $O(\Gamma_{2,2+n})$ and is isomorphic to $O(2, 2 + n; \mathbb{Z})$. Here $\Gamma_{2,2+n} \simeq \Gamma_{2,2} \oplus \Gamma_n$ with
$\Gamma_{2,2}$ the unique four-dimensional self-dual even lattice of signature $(2, 2)$ while $\Gamma_n$ is a
sub-lattice of $H^2(X; \mathbb{Z})$ generated by $n$ integer self-dual forms $\chi_a \equiv [C_a]$ equipped with
the positive definite pairing $\Delta_{ab}$ defined in (2.3).

3 U-folds: the six-dimensional perspective

The six-dimensional effective theory describing the dynamics of type IIB supergravity on
K3 can be obtained by dimensional reduction. First, we split the ten-dimensional space in $M_6 \times X$ and we parametrize the ten-dimensional Einstein frame metric as

$$ds_E^2 = e^{2A} ds_6^2 + e^{-2A} ds_X^2$$

(3.1)

The warp factor $A$ is taken approximately constant along $X$. After reduction to six-
dimensions, the ten-dimensional Einstein-Hilbert term reduces to

$$\int d^{10}x \sqrt{-g_{(10)}} R_{(10)} = M_P^4 \int d^6x \sqrt{-g_6} R_6 + \ldots$$

(3.2)

with

$$M_P^4 \equiv -\frac{1}{2} \int_X j \wedge j$$

(3.3)

the K3 volume computed by the metric $ds_X^2$. We use units where $2\pi \sqrt{\alpha'} = 1$ and denote
by $M_P$ the six-dimensional Planck mass. On the other hand, the effective dynamical
volume of the internal space $X$ is given by

$$V = -\frac{1}{2} \int_X e^{-4A-\phi} j \wedge j = \text{Im} \tau \text{Im} \sigma - \frac{1}{2} \text{Im} \beta \cdot \text{Im} \beta$$

(3.4)

Alternatively, instead of $W_a$, one can use as generators the conjugates $\tilde{W}_a = S^3 W_a S$, acting as
shifts of the $B$-field: $\tau \to \tau$, $\sigma \to \sigma + \Delta_{ab} \beta^b + \frac{1}{2} \tau \Delta_{aa}$, $\beta^b \to \beta^b + \tau \delta^b_a$. 
where \(\text{Im} \beta \cdot \text{Im} \beta \equiv \Delta_{ab} \text{Im} \beta^a \text{Im} \beta^b\). In addition to \(\mathcal{V}\), the moduli space of metrics on K3 contains other 57 moduli that specify a hyperkähler structure, i.e. a choice of a triplet of anti-self-dual two-forms (\(\text{Re} \omega, \text{Im} \omega, j\)) inside the space \(\mathbb{R}^{3,19}\) of two forms on K3. The remaining moduli come from the dilaton \(\phi\), the axion \(C_0\), one scalar associated with \(C_4 \in H^4(X; \mathbb{R})\) and 44 scalars coming from \(B, C_2 \in H^2(X; \mathbb{R})\), since \(\text{dim} \ H^2(X; \mathbb{R}) = 22\). Altogether, these fields parametrize the moduli space

\[
\mathcal{M}_{\text{IIB on K3}} = O(\Gamma_{5,21}) \backslash \frac{O(5,21; \mathbb{R})}{O(5; \mathbb{R}) \times O(21; \mathbb{R})}
\]

The discrete group \(O(\Gamma_{5,21}) \equiv O(5,21; \mathbb{Z})\) is the U-duality group of the effective six-dimensional theory. A more detailed description of this moduli space is presented in Appendix B.

### 3.1 The reduced moduli space

The fields \(\tau, \sigma, \beta^a\) characterizing the supersymmetric vacua under study here parametrize the reduced moduli space

\[
\mathcal{M} = O(\Gamma_{2,2+n}) \backslash \frac{O(2, 2+n; \mathbb{R})}{O(2; \mathbb{R}) \times O(2+n; \mathbb{R})}
\]

In Appendix B we show that the reduction to (3.6) defines a consistent truncation of the moduli space (3.5) of type IIB supergravity on K3. Acting with the U-duality group \(O(\Gamma_{2,2+n})\) on the elementary branes discussed in section 2 one can generate the monodromies associated with a general system of \((p,q)\) 3-, 5- and 7- branes. We will be interested in describing systems in which different branes are contemporarily present. These are characterized by solutions where the holomorphic fields \(\tau, \sigma, \beta^a\) are allowed to jump under the U-duality group of the effective six-dimensional theory. This is the six-dimensional analogue of the more familiar F-theory elliptic backgrounds, in which the U-duality group is just \(\text{SL}(2, \mathbb{Z})\).

The space (3.6) has the important property of being a Kählerian coset manifold. The fact that it is complex is already evident from its parametrization provided by the fields introduced in (2.12). It is then possible to show that the standard coset metric can be written as a Kähler metric, with Kähler potential (see Appendix B)

\[
K = -\log \mathcal{V}
\]

with

\[
\mathcal{V} = \text{Im} \tau \text{Im} \sigma - \frac{1}{2} \text{Im} \beta \cdot \text{Im} \beta
\]
It is important to notice that the fields $\tau, \sigma, \beta^a$ parametrizing (3.6) must satisfy the conditions

$$\text{Im}\tau, \text{Im}\sigma, V > 0 \quad (3.9)$$

and therefore $K$ is real as expected. $K$ defines a well defined metric on the orbifolded coset space $\mathcal{M}$ as well. Moreover, one can easily check that $V$ is invariant under $T, W_a$ and $R$ in (2.17), while it transforms as $V \to V/|\tau|^2$ under $S$. Correspondingly,

$$S : \quad K \to K - \log \tau - \log \bar{\tau} \quad (3.10)$$

which is a Kähler transformation. Since this happens for the generators (2.17), the same is true for any element of $O(\Gamma_{2,2+n})$.

### 3.2 Six-dimensional equations

We are interested on solutions of this six-dimensional supergravity involving non-trivial backgrounds for the metric and the scalar fields $\varphi^I = (\tau, \sigma, \beta^a)$ spanning the Kählerian coset submanifold (3.6). The setting is completely analogous to the one considered in [20].

The relevant terms of the effective action are:

$$S_{\text{eff}} = \frac{M_p^4}{2} \int d^6x \sqrt{-g} \left[ R - 2K_{IJ}(\varphi)\nabla_M \varphi^I \nabla_M \bar{\varphi}^J \right] \quad (3.11)$$

where $K_{IJ} \equiv \frac{\partial^2 K}{\partial \varphi^I \partial \varphi^J}$ is the Kähler metric associated with the Kähler potential (3.7). In general, assuming that the complex scalars $\varphi^I$ depend just on one complex coordinate $(z, \bar{z})$, for any Kählerian target space the scalars equations of motion reduce to

$$\partial_z \partial_{\bar{z}} \varphi^I + \Gamma^I_{JL} \partial_z \varphi^J \partial_{\bar{z}} \varphi^L = 0 \quad (3.12)$$

where $\Gamma^I_{JL}$ are the Christoffel symbols of the Kähler metric, which have crucially only purely holomorphic or anti-holomorphic indices.

The equations (3.12) are easily solved by choosing the scalar fields to be holomorphic, namely

$$\partial \tau = 0 , \quad \partial \sigma = 0 , \quad \partial \beta^a = 0 \quad (3.13)$$

We see that this purely six-dimensional description reproduces the conditions (2.13) obtained by direct integration of the ten-dimensional supersymmetry equations.

On the other hand, one can take an ansatz for the six-dimensional metric of the form $ds^2 = dx^\mu dx_\mu + e^{\rho(z, \bar{z})} dz d\bar{z}$. By using once again the Kähler structure defining the effective action (3.11), the Einstein equations reduce to $\partial \bar{\partial}(\rho + K) = 0$, where $K$ is the Kähler potential (3.7). Hence, the Einstein equations are solved by the 6-dimensional metric

$$ds_6^2 = dx^\mu dx_\mu + M_p^{-4} V |h(z)|^2 dz d\bar{z} \quad (3.14)$$
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where $V$ is defined in (3.8) and the constant factor $M_P^{-4}$ is included for matching the 10-dimensional metric (2.1).

We notice that the invariance of the metric (3.14) under the U-duality group implies that the function $h(z)$ should transform under $S$ in such a way to keep $V|h(z)|^2$ invariant. This requirement is satisfied if we choose

$$h(z) = \left( \frac{\chi_D(\tau(z), \sigma(z), \beta^a(z)))}{\prod_i(z - z_i)} \right)^{\frac{1}{D}}$$ (3.15)

where $\chi_D$ is a generalized $O(2, 2 + n, Z)$ modular form of weight $D$, i.e. a function of $\varphi^I = (\tau, \sigma, \beta^a)$ which is invariant under the generators $T, W_a, R$ in (2.17) and transforms under $S$ as

$$\chi_D(S \cdot \varphi^I) = \tau^D \chi_D(\varphi^I)$$ (3.16)

Finally $z_i$ are simple zeros of $\chi_D(\tau(z), \sigma(z), \beta^a(z))$, with the denominator $\prod_i(z - z_i)$ in (3.15) included in order to cancel the zeroes of $\chi_D(\varphi^I(z))$ in $\mathbb{C}$, leaving a no-where vanishing function $h(z)$. We will see that the choice (3.15) is compatible with supersymmetry requirements too.

### 3.3 Supersymmetry and topological conditions

In order to show that the six-dimensional backgrounds described in this section are supersymmetric, one has to show the existence of Killing spinors under which the supersymmetric variations of the six-dimensional gravitino and matter fermions vanish. The supersymmetry conditions follow from those of $\mathcal{N} = (2, 0)$ supergravity [25] after reduction to the truncated moduli space (3.6). This problem is somewhat technical and for this reason its discussion is detailed in Appendix B.5. Here we quote the main results.

As discussed in Appendix B.5, one can in fact write down an ansatz for eight independent Killing spinors (hence providing four-dimensional $\mathcal{N}=2$ supersymmetry) written just in terms of a single two-dimensional chiral spinor $\eta$ defined on the $z$-plane. The supersymmetry variations of the matter fermions are vanishing once the fields $\varphi^I = (\tau, \sigma, \beta^a)$ are holomorphic, as in (3.13). On the other hand, the vanishing of the gravitino variation reduces to the following two-dimensional equations

$$D_m \eta \equiv (\nabla_m - \frac{i}{2} Q_m) \eta = 0$$ (3.17)

where the index $m = 1, 2$ runs over coordinates of the complex plane. $\nabla_m$ is the covariant derivative associated with the ordinary spin connection, which must be computed by using the two-dimensional metric $V|h(z)|^2 dz d\bar{z}$ appearing in (3.14). $Q_m$ are the components of the $SO(2) \sim U(1)$-connection:

$$Q = Q_z dz + Q_\bar{z} d\bar{z} = \text{Im} \left( \frac{\partial K(\varphi(z), \bar{\varphi}(\bar{z}))}{\partial z} dz \right)$$ (3.18)
It is easy to see that the $\mathcal{V}$-dependent contribution to the spin connection in (3.17) cancels against $Q_m$ leading to the Killing spinor solution

$$
\eta = \left( \frac{h(z)}{\bar{h}(\bar{z})} \right)^{\frac{i}{4}} \eta_0
$$

with constant $\eta_0$ which satisfies the appropriate projection conditions – see appendix B.5.

It is well known that codimension-two configurations generically produce deficit angles at large distances [26] and this puts severe consistency constraints. If we assume to have a configuration in which the holomorphic fields $\varphi^I(z)$ are asymptotically constant for $|z| \to \infty$, the deficit angle at infinity is given by $\Delta \theta = \int R_{(2)}$, where $R_{(2)}$ is the two-dimensional $\text{SO}(2) \simeq \text{U}(1)$ curvature. On the other hand, the integrability of (3.17) requires that $[D_m, D_n] \eta = 0$ and then $R_{(2)} = F_Q$, where $F_Q = dQ$ is the curvature associated with the $\text{U}(1)$ connection $Q$. Hence, supersymmetry requires the deficit angle to be given by $\Delta \theta = \int R_{(2)} = \int F_Q$, consistently with the results of section 5 of [20].

In particular, the transverse space closes up to a sphere $\mathbb{P}^1$ when $\Delta \theta = 4\pi$. In this case the holomorphic tangent bundle $\mathcal{T}_{\mathbb{P}^1}$ is isomorphic to $\mathcal{O}_{\mathbb{P}^1}(2)$, which is the line bundle whose sections are homogeneous polynomials of degree-two in the projective coordinates $[z_0 : z_1]$. Indeed, from $R_{(2)} = 2\pi c_1(\mathcal{T}_{\mathbb{P}^1})$ one gets $\Delta \theta = 2\pi \int_{\mathbb{P}^1} c_1(\mathcal{O}_{\mathbb{P}^1}(2)) = 4\pi$ as required. On the other hand, the integrability condition $R_{(2)} = F_Q$ implies that the holomorphic line bundle $\mathcal{L}_Q$ associated with the connection $Q$ is isomorphic to $\mathcal{O}_{\mathbb{P}^1}(2)$. Noticing that the pull-back of a modular form $\chi_D(\varphi^I)$ of weight $D$ can be regarded as a section of $\mathcal{L}_Q^D$, we see that $\chi_D(\varphi(z)^I)$ must be given by a homogeneous polynomial of degree $2D$ in the projective coordinates $[z_0 : z_1]$.

This implies in particular that if $\chi_D(\varphi^I(z))$ appearing in (3.15) has $2D$ zeros in the $z$-plane, the plane compactifies to a $\mathbb{P}^1$. Consistently the metric (3.14) at large $z$ is regular as can be seen from the asymptotic behaviour

$$
\mathcal{V}|h(z)|^2 d\bar{z}d\bar{z} \simeq \mathcal{V}_0 |z|^{-4} d\bar{z}d\bar{z} = \mathcal{V}_0 dw \bar{d}w
$$

with $w = 1/z$ the coordinate on the second chart of $\mathbb{P}^1$.

4 U-fold solutions without 3-form fluxes

In this and the next section we present some simple examples of U-folds. We start by considering the case $n = 0$, in which the K3 space is smooth and there are no three-form fluxes. The restricted moduli space becomes

$$
\mathcal{M}_{n=0} = O(\Gamma_{2,2}) \backslash \left( \frac{O(2,2; \mathbb{R})}{O(2; \mathbb{R}) \times O(2; \mathbb{R})} \right) \simeq \mathbb{Z}_2 \backslash \left( \frac{O(\Gamma_{1,1})}{\text{SL}(2; \mathbb{R})} \right)^2
$$

(4.1)
where $\mathbb{Z}_2$ refers to the $R$-duality. Being the moduli space factorized, this case can be considered as a doubled elliptic fibration, a double copy of the well known F-theory elliptic geometries [1], where the torus fiber is replaced by a factorized product of two tori with complex structures $\tau$ and $\sigma$ respectively. In analogy with the standard F-theory elliptic geometry [2], the solution describes now a system of regular D7 and D3 branes with O7 and O3 planes non-perturbatively resolved in terms of $(p, q)$-branes. The interpretation in our setting is completely analogous to the ordinary F-theory case. For this reason we will be rather sketchy.

Consider first a non-trival $\tau(z)$. The details of the geometry are encoded in an elliptic curve which can be generally written into the form

$$y^2 = \prod_{i=1}^{3} (x - e_i(z)) = x^3 + f_2(z)x + f_3(z) \quad (4.2)$$

This solution describes systems of $(p, q)$ 7-branes, related to the elementary D7 branes via $SL(2, \mathbb{Z})$-duality. In particular for a choice of $f_2$, $f_3$ where (4.2) matches the Seiberg-Witten curve of a $\mathcal{N} = 2$ SU(2) gauge theory with four fundamentals the solution describes the non-perturbative resolution of a system of four D7-branes and one O7-plane [2] probed by an elementary D3-brane [27].

The axio-dilaton profile can be extracted from the standard elliptic formula

$$\frac{e_{12}}{e_{13}} = \frac{\theta_4^4}{\theta_3^4}(\tau) \quad (4.3)$$

relating the harmonic ratio of the roots to the complex structure $\tau$ of the torus. Here $\theta_s$ are the genus one even theta constants (see (C.42) and (C.43) for the definition). The positions of D7-branes correspond to points in the $z$-plane where $e_1 \to e_2$, i.e. $\tau \to i\infty$. Going around this point the axio-dilaton field undergoes the monodromy $\tau \to \tau + 1$. Finally the O7 plane corresponds to a pair of degeneration points with overall monodromy $\tau \to \tau - 4$. The effects of instantons resolve this plane into a pairs of $(p, q)$-branes which locally look like D7-branes (in a given $SL(2, \mathbb{Z})$ frame). Encircling the two $(p, q)$ 7-branes one finds the monodromy reproducing the O7-plane charge [2].

The story for the $\sigma(z)$ field follows mutatis mutandis that of $\tau$. Again the details of the geometry are encoded in the elliptic data

$$\frac{\tilde{e}_{12}}{\tilde{e}_{13}} = \frac{\theta_4^4}{\theta_3^4}(\sigma) \quad (4.4)$$

with $\tilde{e}_i$ the roots of an elliptic curve of type (4.2). The fibration describes now the background of $(p, q)$ 3-branes, related to elementary D3-branes via $SL(2; \mathbb{Z})$ duality. The elliptic fibration now corresponds to the Seiberg-Witten curve describing the dynamics
of the gauge theories in D7 brane probes of the D3 brane geometry after reduction to four-dimensions.

Summarizing, the U-fold solution with no three-form fluxes is specified by the choice of two elliptic curves fibered over \( \mathbb{C} \) with punctures signaling the presence of 3 and 7-branes. Notice that in this case there is a natural candidate for the holomorphic function \( h(z) \) entering the metric of the solution, which follows from the doubling of the solution of \(^{20}\). This is given by

\[
h(z) = \frac{\eta(\tau(z))^2 \eta(\sigma(z))^2}{\prod_i (z - u_i)^{1/12} \prod_j (z - v_j)^{1/12}}
\]

where \( u_i \) and \( v_j \) are the points where the elliptic fibrations defining \( \tau \) and \( \sigma \) respectively degenerate. These are the points at which the discriminant \( \Delta(z) = 4f_2(z) + 27f_3(z) \) of one of the two elliptic curves vanishes and they signal in general the presence of \((p, q)\)-branes. This is consistent with the general form of \( h(z) \) given in \(^{3.15}\) with \( D = 12 \) and \( \chi_{12}(\tau, \sigma) = \eta(\tau)^{24}\eta(\sigma)^{24} \). As explained in section 3.3, for fibrations chosen such that there are 24 degeneration points in total, the complex plane compactifies to the sphere \( \mathbb{P}^1 \).

5  U-folds from hyperelliptic fibrations

In this section we discuss in some more details the case \( n = 1 \), i.e. the case in which the K3 develops a local \( \mathbb{C}^2/\mathbb{Z}_2 \) singularity with a single exceptional cycle \( C_1 \equiv C \). An analogous discussion for the case with \( n > 1 \) exceptional cycles is left to the future.

The solutions in the case \( n = 1 \) involve three active scalar fields \((\tau, \sigma, \beta)\), where \( \beta \equiv \beta^1 \) according to the general notation used in the previous sections. These scalars follow from the reduction of the axio-dilaton field, the warp factor, the RR four-form and the NSNS and RR two-form potentials along \( C \). The three complex scalars span the coset

\[
\mathcal{M} = \frac{O(\Gamma_{2,3})}{O(2, 3; \mathbb{R}) \times O(2; \mathbb{R}) \times O(3; \mathbb{R})}
\]

The exceptional cycle \( C \) sitting at the singularity is a two-sphere with self-intersection \( C \cdot C = -2 \) and then \( \Delta_{11} = 2 \). Hence, in this case, the generators of the U-duality group \(^{2.17}\) reduce to

\[
T : \quad \tau \to \tau + 1 \quad R : \quad \tau \leftrightarrow \sigma \quad W : \quad \beta \to \beta + 1
\]

\[
S : \quad \tau \to -\frac{1}{\tau} \quad \sigma \to \sigma - \frac{1}{\tau} \beta^2 \quad \beta \to \frac{1}{\tau} \beta
\]

We observe that the U-duality group \( O(\Gamma_{2,3}) \) generated by \(^{5.2}\) is isomorphic to the modular group \( \text{Sp}(4, \mathbb{Z}) \) of a genus two hyperelliptic Riemann surface. Moreover, if we
organize the three complex scalars into a $2 \times 2$ matrix

$$\Omega = \begin{pmatrix} \tau & \beta \\ \beta & \sigma \end{pmatrix}$$ \hspace{1cm} (5.3)

one can see that $\Omega$ transforms under the U-duality transformations (5.2) as the period matrix of a genus two Riemann surface (see appendix C)

$$\Omega \to (A\Omega + B)(C\Omega + D)^{-1}$$ \hspace{1cm} (5.4)

with $A, B, C, D$ $2 \times 2$ matrices defining a matrix of $\text{Sp}(4, \mathbb{Z})$ via

$$M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad M \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}$$ \hspace{1cm} (5.5)

Furthermore, the quantity $\mathcal{V}$ defined in (3.8) reduces in this case to

$$\mathcal{V} = \text{Im}\tau\text{Im}\sigma - (\text{Im}\beta)^2 \equiv \det \text{Im}\Omega$$ \hspace{1cm} (5.6)

Hence, the consistency condition $\mathcal{V} > 0$ translates into the condition that $\text{Im}\Omega$ is a positive definite matrix, as required for $\Omega$ being the period matrix of a Riemann surface.

The identification of $\Omega$ with the period matrix of a genus two Riemann surface suggests that the U-fold solution can be viewed as a holomorphic fibration of a genus two Riemann surface over the complex plane $\mathbb{C}$. The period matrix $\Omega(z)$ describes the variations of scalar fields over the complex plane $\mathbb{C}$. U-duality holonomies around brane locations are encoded in the non-trivial modular group transformations that the cycles of the Riemann surface undergo around a point where the fiber degenerates.

The geometry of genus two fibrations over a complex plane has been extensively studied in the mathematical literature and one can resort to this powerful apparatus to explore the physics of U-folds in this sector. Here we will not attempt an analysis of the general case but rather we focus on some explicit choices of fibrations illustrating few relevant features of the general solution. We start by describing the geometry of the genus two curve, the period matrix $\Omega(z)$, its degenerations, holonomies and brane interpretation.

### 5.1 The genus two fibration

We start by describing the geometry of the hyperelliptic fibration. We refer the reader to Appendix C for further details. A Riemann surface of genus two can be always described

\[ S = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad R = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad W = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \]
by a hyperelliptic curve (a sextic or a quintic)

\[ y^2 = \prod_{i=1}^{6} (x - e_i(z)) = x^6 + f_2(z)x^4 + f_3(z)x^3 + \ldots + f_6(z) \]  

(5.7)

At each point z equation \(5.7\) specifies a genus two curve. The period matrix \(\Omega(z)\) of the genus two fiber at \(z\) is computed by integrals around the non-trivial cycles in the complex \(x\)-plane with three cuts pairing the six roots \(e_i\) (see Appendix C.1 for details).

Alternatively, the hyperelliptic curve can be written directly in terms of the theta functions of the genus two Riemann surface \(\theta[^a_b](0|\Omega)\) with half-characteristics \([a,b]\).

Indeed after using \(SL(2,\mathbb{R})\) invariance to map, let us say, points \(e_1, e_3, e_5\) to \(0, 1, \infty\) the curve can be brought to the quintic form

\[ y^2 = x(x-1)(x-\xi_2)(x-\xi_4)(x-\xi_6) \]  

(5.8)

with

\[
\begin{align*}
\xi_2(\Omega) &= \frac{e_{21}e_{35}}{e_{25}e_{31}} = \frac{\theta[^{11}_1]^2(\Omega) \theta[^{10}_0]^2(\Omega)}{\theta[^{01}_0]^2(\Omega) \theta[^{00}_1]^2(\Omega)}, \\
\xi_4(\Omega) &= \frac{e_{41}e_{35}}{e_{45}e_{31}} = \frac{\theta[^{00}_1]^2(\Omega) \theta[^{10}_0]^2(\Omega)}{\theta[^{11}_1]^2(\Omega) \theta[^{00}_1]^2(\Omega)}, \\
\xi_6(\Omega) &= \frac{e_{61}e_{35}}{e_{65}e_{31}} = \frac{\theta[^{00}_1]^2(\Omega) \theta[^{10}_0]^2(\Omega)}{\theta[^{01}_0]^2(\Omega) \theta[^{01}_0]^2(\Omega)}
\end{align*}
\]

(5.9)

The genus two surface degenerates whenever two roots \(e_i\) collide signaling for the presence of a brane. In general, a degeneration shows up in the vanishing of the discriminant of the curve, that we denoted by \(I_{10}\) and which is defined by

\[ I_{10} = \prod_{1 \leq i < j \leq 6} e_{ij}^2 \]  

(5.10)

For \(I_{10} \neq 0\) the Riemann surface is smooth. At a point \(z = z_0\) where the discriminant vanishes the genus two curve degenerates. Going around \(z_0\), the period matrix \(\Omega(z)\) undergoes non-trivial monodromies. Given a hyperelliptic fibration, the brane content of the system is specified by these monodromies and the full non-perturbative dynamics is coded in the details of the fibration.

There are various basic ways in which a genus two Riemann surface can degenerate, see figure 1. First, when one of the two handles is pinched, the Riemann surface degenerates to a torus with a double point. This happens if \(\tau \to i\infty\) or \(\sigma \to i\infty\), signaling the presence of 7- and 3-branes respectively. A genus two surface can also degenerate into two genus one surfaces when \(\beta \to 0\). This degeneration will show up, for example, in the solution representing flux-dissolved fractional 3-branes in section 5.2. On the other hand, a localized D5 brane charge would be signalled by a degeneration \(\beta \to \infty\) which,
however, can never come alone since $\text{Im} \tau \text{Im} \sigma - (\text{Im} \beta)^2 > 0$ for a genus two Riemann surface.

Finally, let us recall that in order to completely specify the background, one has to specify the modular form $\chi_D(\Omega)$ entering in the metric. In analogy to F-theory elliptic solutions we expect $\chi_D(\Omega)$ to vanish at the positions of 3- and 7-branes. This suggests that $\chi_D(\Omega)$ is not only a modular form but a cusp form. The ring of cusps forms is generated by the three functions $\chi_{10}(\Omega), \chi_{12}(\Omega)$ and $\chi_{35}(\Omega)$ whose definition is provided in Appendix C. It is not clear to us whether any choice of the cusp form defines an admissible solution or if there is a privileged one. We postpone this interesting question to future investigations.

### 5.2 Fractional D3-branes

In this section we describe the solution associated to a system of fractional D3 branes at a $\mathbb{C}^2/\mathbb{Z}_2$ singularity. This corresponds to the limit of large volume $\sigma \to i\infty$ and weak coupling $\tau \to i\infty$ of the hyperelliptic fibration. We will first show how the solution can be entirely reconstructed from the knowledge of its monodromies (the brane content). The results will be then matched with those coming from the hyperelliptic description.

A system of fractional D3 branes at $\mathbb{C}^2/\mathbb{Z}_2$ is characterized by two integers $N_0, N_1$ counting the number of fractional branes of each type. The brane system realizes a $\mathcal{N} = 2$ quiver gauge theory with gauge group $U(N_0) \times U(N_1)$ and bifundamental matter. On the other hand fractional branes are source for the twisted field $\beta$ describing the NS-NS/R-R two-form fluxes along the exceptional cycle $\mathcal{C}$ of the singularity. Since fractional

Figure 1: The basic degenerations of the genus two fiber.
D3-branes can be thought as D5-branes wrapping the exceptional cycle $C$ with opposite orientation, one expects a monodromy $\beta \to \beta + N_0 - N_1$ for a turn around the location of the brane system in the $\mathbb{C}$-plane. One would then be tempted to locally describe them by $\beta \approx \pm \frac{1}{2\pi i} \log(z - z_{D5})$. However, this creates a problem. Around the D5-brane, $\tau$ and $\sigma$ are expected to be approximatively constant and therefore at some point the condition $\mathcal{V} = \text{Im}\tau \text{Im}\sigma - (\text{Im}\beta)^2 > 0$ would be violated, which would be inconsistent with the formulation based on the hyperelliptic fibration.

In order to address this problem, let us consider a local description of the system of fractional D3-branes. Practically, this can be obtained by taking a very large K3 volume. According to (3.3), this corresponds to the limit of large Planck mass $M_P \gg 1$, where then the six dimensional gravity effectively decouples. Furthermore, we take $\text{Im}\sigma$, $\text{Im}\tau$ large in order to keep the coupling of the string small and the combination $M_P^{-4} \mathcal{V}$ appearing in the six-dimensional metric (3.14) finite. Under these conditions, the only allowed U-duality transformations are those leaving $\tau$ and $\sigma$ invariant. These transformations are generated by the two elements

$$ W : \quad \beta \to \beta + 1 \quad \quad S^2 : \quad \beta \to -\beta \quad (5.11) $$

A holomorphic function $\beta(z)$ with holonomies only of this kind can be written as

$$ \beta(z) = \frac{1}{4\pi i} \ln \left[ \frac{P_0(z) + \sqrt{P_0^2(z) - P_1^2(z)}}{P_0(z) - \sqrt{P_0^2(z) - P_1^2(z)}} \right] \quad (5.12) $$

with $P_0(z), P_1(z)$ polynomials in $z$ of order $N_0$ and $N_1$ respectively. The function $\beta(z)$ displays indeed the following monodromies

$$ z_0 = \infty : \quad \beta \to \beta + N_0 - N_1 $$

$$ \{z_0 ; P_1(z_0) = 0\} : \quad \beta \to \beta - 1 $$

$$ \{z_0 ; P_0(z)^2 = P_1(z_0)^2\} : \quad \beta \to -\beta \quad (5.13) $$

We stress that the solution (5.12) is valid in the patch of $\mathbb{C}$ where $(\text{Im}\beta)^2 < \text{Im}\sigma \text{Im}\tau$. Hence, for $z$ large enough or near the zeros of $P_1(z)$, the local approximation breaks down and one should resort to the complete hyperelliptic description. In particular for $N_1 = 0$ (the pure gauge theory) $\beta(z)$ given in (5.12) is locally completely finite, with no logarithmic singularities at finite $z$, but is rather characterized by $2N$ points with monodromy $\beta \to -\beta$. In particular, there are no localized D5-brane sources in this case but a purely flux solution.\footnote{Notice that, in our hyperelliptic formulation, the zeroes of $\beta$ correspond to the points where the fiber degenerates into to two genus one surfaces.}
Formula (5.12) agrees with that one proposed in [13], motivated by the M-theory lift of the D-brane system, and recently derived in [14] from a direct string computation. We refer to these references for a more detailed discussion on the physics and holographic interpretation of this solution.

5.2.1 The hyperelliptic description

Let us now show how the previous results fit (and generalize) into the general hyperelliptic description of U-folds. We consider a hyperelliptic fibration in the limit $\text{Im} \sigma \to \infty$, while keeping $\tau$ approximately constant but finite. This case covers a class of backgrounds which are dual to one of the M-theory ‘elliptic models’ of [12], see also [28, 29]. These models can be used to extract $\beta(z)$ from the dual M5 geometry, as in [13].

Using the parametrization (5.8), the genus two curve is specified by the three harmonic ratios $\xi_2, \xi_4, \xi_6$. Their dependence on the period matrix $\Omega$ can be expressed in terms of the theta functions by means of the relations (5.9). One finds that in the degenerate limit $\sigma \to i \infty$ the three harmonic ratios become (see Appendix C.5.1)

$$\xi_2 = -\frac{\theta_2^2(\tau)}{\theta_4^2(\tau)} \frac{\theta_2^2(\frac{\tau}{2})}{\theta_4^2(\frac{\tau}{2})}, \quad \xi_4 = 1, \quad \xi_6 = -\frac{\theta_2^2(\tau)}{\theta_4^2(\tau)} \frac{\theta_2^2(\frac{\beta}{2})}{\theta_4^2(\frac{\beta}{2})}$$

(for $\sigma \to i \infty$) (5.14)

with the genus one theta functions given by (C.43). The fact that $\xi_4 = 1$ means that the genus two curve has degenerated to a two-torus, as already mentioned. The requirement that $\tau$ remains constant over the complex plane translates into the condition that the ratio $\xi_2(z)/\xi_6(z)$ is constant over $\mathbb{C}$. Inverting the last relation in (5.14) one can then find $\beta(z)$ in terms of the harmonic ratio $\xi_6(z)$.

If we also perform the limit $\tau \to i \infty$ the three harmonic ratios further degenerate (see Appendix C.5.2 for details)

$$\xi_2 = 0, \quad \xi_4 = 1, \quad \xi_6 = -\sin^2\left(\frac{\pi \beta}{2}\right)$$

(for $\sigma, \tau \to i \infty$) (5.15)

This implies that the combination

$$f(z) = \cos 2\pi \beta(z) = 2(2\xi_6(z) + 1)^2 - 1$$

is a well defined function on the $\mathbb{C}$-plane (invariant under $\beta \to -\beta$ or $\beta \to \beta + 1$). Inverting (5.16) one finds

$$\beta_+(z) = -\beta_-(z) = \frac{1}{4\pi i} \ln \left[\frac{f(z) + \sqrt{f(z)^2 - 1}}{f(z) - \sqrt{f(z)^2 - 1}}\right]$$

(5.17)

\(^{11}\) Our field $\beta$ is related to the fields $\gamma$ and $t$ in [13, 14] via the identifications $\gamma = \frac{1}{2} t = \beta_1 = -\Delta_{11} \beta^1 = -2\beta$.
We immediately see that the result (5.12) is obtained by setting \( \beta(z) = \beta_+(z) \) and \( f(z) = P_0(z)/P_1(z) \).

### 5.3 An example with fractional and regular branes

Now we consider a case with both regular and fractional D-branes. A strategy for providing a concrete example, followed for instance in [2] for the case of F-theory, is to exploit the experience coming from Seiberg-Witten (SW) theory. Hence, we are led to consider the hyperelliptic curve describing the \( \mathcal{N} = 2 \) gauge theory with gauge group \( SU(3) \) and six fundamental hypermultiplets. For simplicity we take the \( SU(3) \) theory in the so called special vacua [30], parametrized by three parameters, the cubic gauge invariant \( z = \text{tr} \Phi^3 \), a mass \( m \) and the gauge coupling \( g \). For this choice the hyperelliptic curve takes the simple form

\[
y^2 = \prod_{i=1}^{6} (x - e_i(z)) = (x^3 - z)^2 - g^2(x^3 - m^3)^2
\]  

(5.18)

The six branch points are given by

\[
e_{2k}(z) = w^{k-1} \left( \frac{z + g m^3}{1 + g} \right)^{\frac{1}{3}} \quad e_{2k-1}(z) = w^{k-1} \left( \frac{z - g m^3}{1 - g} \right)^{\frac{1}{3}}
\]

(5.19)

with \( w = e^{\frac{2\pi i}{3}} \) and \( k = 1, 2, 3 \). Let us consider first the asymptotic geometry. At \( z \) infinity one finds

\[
e_{2k} = \frac{w^{k-1} z^{\frac{1}{3}}}{(1 + g)^{1/3}} \quad e_{2k-1} = \frac{w^{k-1} z^{\frac{1}{3}}}{(1 - g)^{1/3}} \quad \text{(for } z \to \infty \text{)}
\]

(5.20)

Plugging this into (5.9), one finds that the harmonic ratios \( \xi_{2,4,6}(z) \), and therefore \( \Omega(z) \) go to a constant and finite value for \( z \to \infty \). Furthermore, in the limit \( g \to 0 \), \( e_{12}, e_{56} \sim g^{1/3} \), and all others \( e_{ij} \) go like \( z^{1/3} \). For the harmonic ratios \( \xi_{2,4,6}(z) \) we have

\[
\xi_2 \sim g \quad \xi_4 \sim 1 \quad \xi_6 \sim g^{-1} \quad \text{(for } z, g^{-1} \to \infty \text{)}
\]

(5.21)

To see what this implies for \( \Omega \), we consider the expansion for very large \( \text{Im} \tau, \text{Im} \sigma \) of the theta functions in the right hand side of (5.9). By using \( \text{(C.30)} \) and \( \text{(C.31)} \), one finds

\[
\xi_2 \sim e^{\pi i (\tau - \beta)} \quad \xi_4 \sim e^{\pi i (\tau - \sigma)} \quad \xi_6 \sim e^{-\pi i \beta} \quad \text{(for } \text{Im} \tau, \text{Im} \sigma \gg 1 \text{)}
\]

(5.22)

Comparing with (5.21) we conclude that asymptotically for \( z \gg 1 \) and in the limit \( g \ll 1 \) we have the following limiting values of \( \tau, \sigma, \beta \):

\[
\tau_0 \simeq \sigma_0 \simeq \frac{1}{2} \beta_0 \simeq \frac{1}{2\pi i} \log g^4
\]

(5.23)
In other words the weak coupling of the auxiliary gauge theory corresponds to the limit where the imaginary parts of all entries of the period matrix are very large, which indeed defines the weak coupling of the string theory description.

Now let us consider the points where the genus two fiber degenerates. From the point of view of the auxiliary gauge theory they correspond to points in the Coulomb branch of the moduli space where BPS (in general dyonic) states become massless. The discriminant of the curve is given by

\[ I_{10} = \prod_{i<j} e_{ij}^2 = \frac{(6g)^6}{(1-g^2)^8} (z - m^3)^6(z^2 - g^2 m^6)^2 \]  

(5.24)

The zeros of \( I_{10} \) signal the collision of some of the branch points. For the present case, there are three degeneration points (punctures) in the \( z \)-plane

\[
\begin{align*}
    z &= m^3 & e_{2k} = e_{2k-1} &= w^{k-1} m \\
    z &= g m^3 & e_1 = e_3 = e_5 &= 0 \\
    z &= -g m^3 & e_2 = e_4 = e_6 &= 0
\end{align*}
\]

(5.25)

for \( k = 1, 2, 3 \). Going around these points the period matrix \( \Omega(z) \) undergoes non-trivial monodromies which characterize the brane content. To compute them, we use again the representation (5.9) to compute the period matrix \( \Omega(z) \) in the nearby of the singularities.

Let us first consider the geometry near the degeneration point \( z = m^3 \). For \( z \approx m^3 \),

\[ e_{2k-1,2k} \sim (z - m^3) \]

implying

\[ \xi_2 \sim (z - m^3), \quad \xi_4 \sim 1, \quad \xi_6 \sim (z - m^3)^{-1} \]  

(5.26)

Following the same arguments as before we conclude that close to \( z = m^3 \) we have

\[ \tau, \sigma \sim \frac{1}{2\pi i} \log(z - m^3)^4, \quad \beta \sim \frac{1}{2\pi i} \log(z - m^3)^2 \]  

(for \( z \approx m^3 \))  

(5.27)

We conclude that all the three entries of the period matrix behave logarithmically as \( z \approx m^3 \), leading to the monodromies

\[ \tau \rightarrow \tau + 4, \quad \sigma \rightarrow \sigma + 4, \quad \beta \rightarrow \beta + 2 \]  

(around \( z = m^3 \))  

(5.28)

This indicates the presence of 4 D7 branes, 4 D3 branes and 2 fractional D3 branes at \( z = m^3 \). Notice that in this case the fractional D3-branes are superimposed on D7-branes and D3-branes. This allows, in contrast with the solution discussed in section 5.2, for the presence of a fractional brane at a finite distance since \( \text{Im} \beta \) can diverge without violating the consistency condition \( \mathcal{V} > 0 \).
The monodromies around \( z = \pm gm^3 \) can be studied in a similar way. Since at infinity there is no net monodromy, the total monodromy around these two points should be such that it compensates for those coming from the D-branes at \( z = m^3 \), i.e.

\[
\tau \rightarrow \tau - 4 \quad \sigma \rightarrow \sigma - 4 \quad \beta \rightarrow \beta - 2
\]  

(5.29)

We notice that in the perturbative limit \( g \ll 1 \) the two degeneration points \( z = \pm gm^3 \) become very close and separated by a distance \( \Delta z \sim m^3 e^{-\frac{\pi}{2} \text{Im} \tau_0} \sim m^3 e^{-\frac{\pi}{2} \text{Im} \sigma_0} \), which is exponentially suppressed in this weak coupling limit. Hence, by analogy with the F-theory case discussed in [2, 3], it is natural to regard the solution around the degeneration points \( z = \pm gm^3 \) as a system of mutually non-local branes which provide the non-perturbative resolution of a system of O-planes, with total charges given by the monodromies (5.29). This is the analogue of the resolution of O7 planes into a pair of \((p, q)\) 7-branes [2], which has been explicitly shown to derive from ED(-1) non-perturbative corrections in [16]. In the present case we expect that not only ED(-1), but also fractional ED(-1) and ED3 instantons conspire to resolve the composite O-planes at \( z = 0 \).

In Appendix C.6 we present an alternative derivation of the monodromies from a direct evaluation of \( \Omega(z) \) from the period integrals.
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A  Ten-dimensional supersymmetric solutions

In this Appendix we re-derive the supersymmetry conditions presented in [21,22], which describe general flux F-theory vacua, hence characterized by seven-branes, regular or fractional D3-branes as well as compatible bulk fluxes. These conditions apply to the local ten-dimensional description of our vacua configurations, which admit a global description only at the level of the effective six-dimensional theory after non-trivial U-duality holonomies are allowed. Our aim is to make the paper self-consistent, to clarify the relation between the six- and ten-dimensional description, and facilitate the potential application of our results and their comparison with others. Here we use the generalized geometry framework, in which the supersymmetry conditions can be expressed in a compact geometrical form [31] and acquire a clear interpretation from the viewpoint of D-brane physics [32,33].

Take a general type II background preserving four-dimensional Poincaré invariance. The ten-dimensional space-time splits as $\mathbb{R}^{1,3} \times Y$ and the string-frame metric can be written as

$$ds^2_{st} = e^{2D} dx^\mu dx_\mu + ds^2_6$$  \hspace{1cm} (A.1)

Four-dimensional $\mathcal{N} = 1$ supersymmetry requires the existence of type II Killing Weyl spinor $\epsilon = \epsilon_1 + i \epsilon_2$, which in our case takes the form $\epsilon = \zeta \otimes \eta$, where $\zeta$ is a constant chiral spinor on $\mathbb{R}^{1,3}$ and $\eta$ is a chiral spinor on $Y$. We can use the internal spinor $\eta$ to construct the following forms on $Y$:

$$\Omega_{st} = \frac{1}{3!|a|^2} \eta^T \gamma_{mnp} \eta dy^m \wedge dy^n \wedge dy^p, \quad J_{st} = \frac{i}{2|a|^2} \eta^T \gamma_{mn} \eta dy^m \wedge dy^n$$  \hspace{1cm} (A.2)

where $|a|^2 \equiv \eta^\dagger \eta$ and $y^m$ are some coordinates on $Y$. The normalization is taken such that

$$\frac{1}{2!} J_{st} \wedge J_{st} \wedge J_{st} = -\frac{i}{8} \Omega_{st} \wedge \bar{\Omega}_{st} = d\text{vol}_6$$  \hspace{1cm} (A.3)

In turn, the information in $J_{st}$ is equivalently encoded in the polyform (alias pure spinor, in generalized geometry language)

$$\Psi \equiv e^{i J_{st}}$$  \hspace{1cm} (A.4)

In [31] it is was proved that the ordinary Killing spinor conditions are equivalent to imposing the following equations on $Y$\footnote{In an oriented vielbein $e^a$, the Hodge star is defined by $*d\omega_p = \frac{1}{p!(d-p)!} \epsilon_{a_1...a_p} \omega^{a_{d+1-p}...a_d} e^{a_1} \wedge ... \wedge e^{a_{d-p}}$, where $\epsilon_{12...d} = 1$.}:

$$d_H(e^{3D-\phi} \Omega_{st}) = 0$$  \hspace{1cm} (A.5a)
$$d_H(e^{2D-\phi} \text{Im} \Psi) = 0$$  \hspace{1cm} (A.5b)
$$d_H(e^{4D-\phi} \text{Re} \Psi) = e^{4D} *_6 \lambda(F)$$  \hspace{1cm} (A.5c)
where $H$ and $F = F_1 + F_3 + F_5$ are the field strengths along $Y$ and
\[ d_H = d + H \wedge \quad \lambda(F) = F_1 - F_3 + F_5 \] (A.6)

Away from localized sources, the fields $H$ and $F$ satisfy the Bianchi identities $dH = 0$ and $d_H F = 0$ which can be locally solved by setting $H = dB$ and $F = d_HC$ with $C = C_0 + C_2 + C_4$.

By defining
\[ \Omega \equiv e^{3D-\phi}\Omega_{st}, \quad J \equiv e^{2D-\phi}J_{st} \] (A.7)
the first two supersymmetry equations (A.5a, A.5b) can be written as
\[ 0 = d\Omega = dJ = \Omega \wedge H = H \wedge J \] (A.8)
which are equivalent to requiring that the $(\Omega, J)$ define integrable complex and Kähler structures respectively. Furthermore, the condition $J \wedge H = 0$ imply that $H$ is primitive. A solution to (A.8) is given by taking
\[ \Omega = h(z)dz \wedge \omega, \quad J = j - \frac{1}{2} e^{-\phi}|h(z)|^2dz \wedge d\bar{z} \] (A.9)
where $\omega$ and $j$ are the anti-self dual\footnote{In a local oriented vielbein $e^a$, we can write $\omega = (e^1 + ie^3) \wedge (e^2 + ie^4)$ and $j = e^1 \wedge e^3 + e^2 \wedge e^4$. In these conventions $vol_4 = -\frac{1}{2} j \wedge j = -\frac{1}{4} \omega \wedge \bar{\omega}$, $*_X j = -j$ and $*_X \omega = -\omega$.} closed two-forms on $X$ for $Y = \mathbb{C} \times X$. In addition $B$ is taken self-dual to ensure $H \wedge J = 0$. The forms $J$ and $\Omega$ define the Kahler and complex structures of the six-dimensional metric
\[ ds_Y^2 = e^{2D-\phi}ds_6^2 = (ds_X^2 + e^{-\phi}|h(z)|^2dz \wedge d\bar{z}) \] (A.10)
Finally let us consider the remaining equation (A.5c) and specialize to the backgrounds we are interested in. Then $Y = \mathbb{C} \times X$, where $X$ is a K3-space. We use complex coordinates $u^a = (u^1, u^2, z)$ on $Y$ and write the differentials as
\[ d = \partial + \bar{\partial} \quad \partial = du^a \wedge \partial_a \]
\[ d^c = -i(\partial - \bar{\partial}) \quad \bar{\partial} = d\bar{u}^a \wedge \partial_a \] (A.11)

The six-dimensional Hodge dual can be computed with the help of the formulas
\[ *_6 df = \frac{1}{2} J_{st} \wedge J_{st} \wedge d^c f \quad *_6 \left( \frac{1}{2} J_{st} \wedge J_{st} \wedge df \right) = d^c f \quad *_6 \chi_a \wedge df = -\chi_a \wedge d^c f \]
valid for any function $f$ and any self-dual two-form $\chi_a$ on $X$. Two form will be always expanded in the basis of self-dual two forms $\chi_a = [C_a]$ associated to a set of exceptional cycles $C_a$ at a singularity of K3.
Using these equations (A.5c) can be written as

\[
F_1 = \frac{1}{2} e^{-4D} *_6 d(e^\phi J \wedge J) = -d^c e^{-\phi} \\
F_3 = e^{-\phi} *_6 dB = -e^{-\phi} d^c B \\
F_5 = -e^{-4D} *_6 d(e^{4A-\phi}) = \frac{1}{2} J \wedge J \wedge d^c e^{\phi-4D}
\]

(A.12)

Writing \( F = d(e^B \wedge C) \) and collecting \( \partial, \bar{\partial} \)-components the three equations can be written in the compact form

\[ \text{Re}(\bar{\partial}\mathcal{T}) = 0 \]

(A.13)

with

\[ \mathcal{T} = e^B \wedge (C + i e^{-\phi} \text{Re}\Psi) \]

(A.14)

In components

\[
\mathcal{T}_0 = \tau \equiv C_0 + i e^{-\phi} \\
\mathcal{T}_2 = C_2 + \tau B \equiv \beta^a \chi_a \\
\mathcal{T}_4 = C_4 - \frac{i}{2} e^{-4A} J \wedge J + C_2 \wedge B + \frac{1}{2} \tau B \wedge B
\]

(A.15)

after setting \( e^{2D} = e^{2A+\frac{\phi}{2}} \). One can then easily see that the first two equations in (A.13) can be solved by taking \( \tau \) and \( \beta^a \) some holomorphic functions on \( \mathbb{C} \): \( \tau = \tau(z) \) and \( \beta^a = \beta^a(z) \). The holomorphicity of \( \beta^a \) ensures the famous ISD condition on the three form field strength \( *_Y G_3 = i G_3 \), with \( G_3 = F_3 + i e^{-\phi} H \), where \( *_Y \) is the Hodge operator associated with the metric (A.10).

The last equation in (A.13) requires more care. Indeed, (A.13) necessarily implies that \( \partial \bar{\partial}\text{Im}\mathcal{T}_4 = \partial \bar{\partial}\text{Re}\mathcal{T}_4 = 0 \), which provides the following equations for the warping and the four-form field

\[
\partial \bar{\partial} (e^{4A}) \wedge J \wedge J = \partial \bar{\partial}(e^{-\phi} B \wedge B)
\]

(A.16)

We write the ten-dimensional Einstein metric as

\[ ds_E^2 = e^{-\frac{2}{5}} ds_{st}^2 = e^{2A} dx^\mu dx^\mu + e^{-2A} ds_Y^2 \]

(A.17)

which is somewhat more natural in this context and is then used in the main text.

Finally we remark that the structure of the solutions here is preserved under any \( \text{SU}(2)_R \) transformation which rotates the three two-forms \( (\text{Re}\omega, \text{Im}\omega, j) \). This implies that the four-dimensional supersymmetry is enhanced to \( \mathcal{N} = 2 \).

\[ ^{14}\text{The polyform defined in (A.14) is a specialized version of the polyform } \mathcal{T} \text{ used in [34,35] to discuss general warped flux compactifications.} \]
B  BPS solutions of the six-dimensional supergravity

In this paper we construct supersymmetric vacua of $\mathcal{N} = (2,0)$ six-dimensional supergravity in which a subset of fields vary over a complex plane with non-trivial holonomies under a subgroup of the U-duality group. In this Appendix we discuss the details of the moduli space and the truncations we use.

B.1 Moduli space of type IIB supergravity on K3

Let us first summarize some properties of type IIB compactifications on K3 surfaces, referring to [36] for more details. The complete set of 105 moduli describing a compactification of type IIB supergravity on a K3 surface spans the orbifolded coset moduli space

$$\mathcal{M}_{\text{IIB on K3}} = O(\Gamma_{5,21}) \backslash O(5,21; \mathbb{R}) / (O(5; \mathbb{R}) \times O(21; \mathbb{R}))$$

A point in this space can be thought of as a choice of a time-like five-plane $\Pi \subset \mathbb{R}^{5,21}$ with $O(5; \mathbb{R})$ and $O(21; \mathbb{R})$ acting as rotations along and perpendicular to $\Pi$ respectively. On the other hand $O(\Gamma_{5,21}) \simeq O(5,21; \mathbb{Z})$ is the U-duality group which acts by rotations in $\mathbb{R}^{5,21}$ preserving an even self-dual lattice $\Gamma_{5,21}$ with a non-degenerate pairing $\mathcal{I}$ of signature $(5,21)$. One can choose a basis of elements

$$\chi_{\Sigma} = \{\zeta^+_i, \zeta^-_i, \chi_A\} \quad i, r = 1, 2 \quad A = 1, \ldots, 22$$

in which the pairing $\mathcal{I}$ takes the form

$$\mathcal{I}_{\Sigma A} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & \mathcal{I}_{AB} \end{pmatrix}$$

The elements $\chi_A$ span the even self-dual lattice $\Gamma_{3,19} \simeq H^2(X; \mathbb{Z})$ of integer closed two-forms, with natural pairing given by $\mathcal{I}_{AB} = \int_X \chi_A \wedge \chi_B$. In turn, one may choose a basis in which $\mathcal{I}_{AB} = H^3 \oplus \hat{\mathcal{I}}$, where $H \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $\hat{\mathcal{I}}$ is the (positive definite) Cartan matrix of $E_8 \times E_8$.

The moduli space (B.1) can be parametrized in terms of a vielbein $U_\Sigma = U_\Sigma^\Lambda \chi_\Lambda$ for $\mathbb{R}^{5,21}$, where ‘flat’ indices are denoted by $\Sigma, \Lambda, \ldots$ and ‘curved’ indices by $\Sigma, \Lambda, \ldots$. The $26 \times 26$ matrix $U_\Sigma^\Lambda$ satisfies

$$U \mathcal{I} U^T = \eta$$

where $\eta = (-\mathbb{1}_5, \mathbb{1}_{21})$. In particular, the first five rows of the matrix $U$ span the five-plane $\Pi \subset \mathbb{R}^{5,21}$ which contains the physical information. The vielbein $U$ is defined up

\[15\] We use an orientation convention in which $\mathcal{I}_{AB}$ has signature $(3,19)$, differently from the one used for instance in [36].
to ‘gauge’ rotations $U \rightarrow OU$ with $O \in O(5; \mathbb{R}) \times O(21; \mathbb{R})$. In addition, the vielbeins $U$ and $U\mathcal{O}$ have to be identified for $\mathcal{O}$ an element of the U-duality group $\mathcal{O} \in O(5, 21; \mathbb{Z})$, i.e. $\mathcal{O}I\mathcal{O}^T = I$.

One can parametrize the gauge invariant degrees of freedom by using the matrix

$$M \equiv U^TU$$

(B.5)

By construction $M$ is gauge invariant, symmetric $M^T = M$ and satisfies $MIMI = 1$. Furthermore, it transforms as $M \rightarrow O^TM\mathcal{O}$ under $\mathcal{O} \in O(5, 21; \mathbb{Z})$. The matrix $M$ allows to define the sigma model which characterizes the six-dimensional effective action

$$-\frac{M^4}{8} \int d^6x \sqrt{-g} \text{tr} (\mathcal{I}\nabla^NM\mathcal{I}\nabla_NM)$$

(B.6)

In order to describe an explicit parametrization of the vielbein $U$, it is useful to introduce another $26 \times 26$ matrix $V$ related to $U$ by

$$U = AV$$

(B.7)

with

$$A = \frac{1}{\sqrt{2}} \begin{pmatrix} -\mathbb{1}_5 & \mathbb{1}_5 & 0 \\ \mathbb{1}_5 & \mathbb{1}_5 & 0 \\ 0 & 0 & \sqrt{2E} \end{pmatrix}$$

(B.8)

and $E$ a vielbein for the $E_8 \times E_8$ pairing $\hat{I} = \mathcal{E}^T\mathcal{E}$. Then an explicit gauge-fixed parametrization of matrix $V$ is given by

$$V = \begin{pmatrix} E & -EC & -EY^T \\ 0 & (E^{-1})^T & 0 \\ 0 & \hat{I}Y & 1 \end{pmatrix}$$

(B.9)

with

$$C = B + \frac{1}{2}Y^T\hat{I}Y \quad B = -B^T \quad G = (E^TE)^{-1}$$

(B.10)

Here $G, B, C, E$ are $5 \times 5$ matrices, $Y$ is a $16 \times 5$ block, while $\hat{I}$ is the $16 \times 16$ matrix providing the $E_8 \times E_8$ pairing. A similar gauge-fixed form of the vielbein of the moduli coset space appears for example in [37], in the context of toroidal compactifications of the heterotic string on $T^5$ with $G, B$ and $Y$ corresponding to the metric, $B$-field and Wilson lines respectively.

B.2 IIB identification of the moduli

In order to clarify the ten-dimensional interpretation of the description of the moduli space given above, it is convenient to denote the first five (time-like) elements of the
vielbein $U_\Sigma$ by $(U_\Sigma, U_\alpha)$, $i = 1, 2$, $\alpha = 1, 2, 3$. Then, by using the lattice basis (B.2) one can choose $U_\alpha$ to be of the form $U_\alpha = U_\alpha^i \zeta_i^+ + U_\alpha^A \chi_A$. In this gauge, the metric moduli, up to the overall volume of K3, are encoded in the three elements

$$J_\alpha \equiv U_\alpha^A \chi_A \in H^2(X; \mathbb{R}) \tag{B.11}$$

which generate a three-dimensional time-like plane $\Sigma \subset H^2(X; \mathbb{R})$. More explicitly, the elements $J_\alpha$ can be identified, up to the overall rescaling, with the triplet of real anti-self-dual harmonic two-forms

$$J_\alpha = \frac{1}{\sqrt{2\text{vol}_X}} (\text{Re} \omega, \text{Im} \omega, j) \tag{B.12}$$

which define the hyperkähler structure of the K3 surface, cf. footnote 13. Hence the moduli space of metrics (up to the overall volume) in K3 is spanned by the 57-dimensional Grassmanian submanifold of $\mathcal{M}_{K3}$ given by

$$\mathcal{M}_{\text{K3-metrics}} = O(\Gamma_{3,19}) \backslash O(3, 19; \mathbb{R}) / (O(3; \mathbb{R}) \times O(19; \mathbb{R})) \tag{B.13}$$

where $O(\Gamma_{3,19})$ is the geometrical duality subgroup, which acts on $H^2(X; \mathbb{R})$ while preserving the metric $\mathcal{I}_{AB}$ of the lattice $H^2(X; \mathbb{Z})$.

On the other hand, we can write $U_\Sigma = U_\Sigma^i (\zeta_j^+ + B_j^A \chi_A) + U_\Sigma^r \zeta_r^+$. Then the $2 \times 22$ matrix $B_j^A$ parametrize the 44 components of the NSNS and RR two-forms $B$ and $C_2$ respectively, while the matrices $U_\Sigma^i$ and $U_\Sigma^r$ encode the information on $\phi$, $C_0$, $C_4$ and the warp factor. Below we will provide an explicit parametrization of these fields for the cases of interest for this paper.

### B.3 Truncation of the moduli space

Let us first consider the simplest truncation in which we set $B = C_2 = 0$. This corresponds to setting $U_\Sigma^i = 0$ which reduces the matrix $U_\Sigma^A$ into a block diagonal form with blocks of dimensions 4 and 22. We can then truncate the dynamical fields by keeping fixed the metric components $U_\alpha = U_\alpha^A \chi_A$, while allowing a dynamical $U_\Sigma^i = U_\Sigma^i \zeta_i$, where we have introduced $\zeta_I = (\zeta_I^+, \zeta_I^-)$, $I = 1, \ldots, 4$. The two vectors $U_\Sigma^i$ span a two-dimensional time-like subplane of $\mathbb{R}^{2,2}$ and the restricted moduli space is then given by

$$\mathcal{M} = O(\Gamma_{2,2}) \backslash O(2, 2; \mathbb{R}) / O(2; \mathbb{R}) \times O(2; \mathbb{R}) \tag{B.14}$$

We notice that this space is invariant under rotations in the orthogonal subgroup $O(3, 19; \mathbb{R})$ and therefore defines a consistent truncation of the scalar moduli space.

We would like now to extend the truncation (B.14) by including non trivial NSNS and RR fluxes. More precisely, we would like to allow for more general dynamical $U_\Sigma^i$’s,
while still keeping the $U_\alpha$’s fixed. This can be achieved as follows. We first take a set of $n$ space-like integer closed forms $\chi_a \in H^2(X; \mathbb{Z})$, $a = 1, \ldots, n$, with a non-degenerate positive definite pairing $\Delta_{ab} = \int \chi_a \wedge \chi_b$. Let us also assume that there are other $22 - n$ integer forms $\tilde{\chi}_a$ which are orthogonal to the $\chi_a$’s, i.e. $\int_X \chi_a \wedge \tilde{\chi}_b = 0$. Together $(\chi_a, \tilde{\chi}_a)$ span $H^2(X; \mathbb{R})$ but in general generate a sublattice of $H^2(X; \mathbb{Z})$.

Then, the truncation is specified by restricting $U_\alpha = U_\alpha \tilde{\chi}_a$ and $U_i = U_i^+ \zeta_i + U_i^- \zeta_i^{-} + U_i^a \chi_a$ and allowing only $U_i$ to be dynamical, while $U_\alpha$ is kept fixed. In other words we focus on the scalar fields which specify a two-dimensional plane $\Pi$ spanned by the two vectors $U_i$ in the space $\mathbb{R}^{2,2+n} \simeq \Gamma_{2,2+n} \otimes \mathbb{R}$, where $\Gamma_{2,2+n} = \Gamma_{2,2} \oplus \Gamma_n$ is the lattice spanned by $(\zeta_i^+, \zeta_i^-, \chi_a)$. Our truncation is then given by a block-diagonal complete vielbein $U_\Sigma^\Lambda$, with dynamical blocks of dimensions $(4 + n)$ and a constant block of dimension $(22 - n)$.

Clearly, we can use the description of the dynamical moduli in terms of the coset

$$\mathcal{M} = O(\Gamma_{2,2+n}) \backslash O(2, 2 + n; \mathbb{R}) / O(2; \mathbb{R}) \times O(2 + n; \mathbb{R})$$

where $O(\Gamma_{2,2+n})$ is the subgroup of $O(\Gamma_{5,21})$ which acts only on the basis $(\zeta_i^+, \zeta_i^-, \chi_a)$ and leaves $\tilde{\chi}_a$ untouched.

Notice that the above ansatz requires that $\int J_\alpha \wedge \chi_a = 0$. According to the discussion provided in section $\text{B.2}$, this means that

$$\int_{c_a} j = \int_{c_a} \text{Re} \omega = \int_{c_a} \text{Im} \omega = 0 \quad (B.16)$$

where $c_a$ are the cycles which are dual to the integer closed forms $\chi_a \in H^2(X; \mathbb{Z})$. The condition $(B.16)$ implies that the cycles $c_a$ dual to $\chi_a$ must have vanishing volume. Indeed, it is known that a K3 surface develops an orbifold singularity if an only if the three-plane $\Sigma$ is orthogonal to some points of the lattice $H^2(X; \mathbb{Z})$, see for instance $[36]$. The cycles $c_a$ are just the exceptional cycles associated with the orbifold singularity.$^{16}$

As a concrete example, one can consider $X$ to be $T^4 / \mathbb{Z}_2$ blown-up at $16 - n$ points. We take $\chi_a$ to be Poincaré dual to the $n$ unresolved exceptional cycles, while the remaining $22 - n$ two-forms $\tilde{\chi}_a$ can be taken to be the Poincaré duals to the remaining $16 - n$ (blown-up) exceptional cycles and of the 6 toroidal cycles inherited from the underlying $T^4$.$^{17}$

### B.4 Holomorphic parametrization

Let us now give an explicit parametrization of the $(4 + n) \times (4 + n)$ vielbein $U$ describing the reduced moduli space coset $(B.15)$. We use the same strategy used for the general

$^{16}$Notice however that $\Pi$ itself is generically not orthogonal to any element of the lattice and then the theory is not singular $[36]$.

$^{17}$See for instance $[38, 39]$ for readable discussions on the structure of $H^2(X; \mathbb{Z})$ and some of its sublattices in the case of Kummer K3 spaces.
case in section B.1. Namely, we introduce a matrix $V$ related to $U$ by

$$U = AV \quad (B.17)$$

with

$$A = \frac{1}{\sqrt{2}} \begin{pmatrix} -\mathbb{1}_2 & \mathbb{1}_2 & 0 \\ \mathbb{1}_2 & \mathbb{1}_2 & 0 \\ 0 & 0 & \sqrt{2}\mathcal{E} \end{pmatrix} \quad (B.18)$$

where $\mathcal{E}$ is now a vielbein for the positive definite $\Delta_{ab}$: $\Delta = \mathcal{E}^T \mathcal{E}$. We can then use a gauge-fixed parametrization on $V$ analogous to (B.9), with $\hat{\mathcal{F}}$ substituted by $\Delta$, with $E, B, C$ now $2 \times 2$ matrices and $Y$ a $n \times 2$ block. We can then introduce the complex fields $\tau, \sigma, \beta^a$ defined by

$$\begin{align*}
E &= \frac{1}{\sqrt{V}} \begin{pmatrix} \operatorname{Im}\tau & 0 \\ -\operatorname{Re}\tau & 1 \end{pmatrix} \\
\beta^a &= -Y_2^a + \tau Y_1^b \\
\operatorname{Re}\sigma &= B_{12} + \frac{1}{2\operatorname{Im}\tau} \operatorname{Re}\beta \cdot \operatorname{Im}\beta
\end{align*} \quad (B.19)$$

where

$$\mathcal{V} = \operatorname{Im}\tau \operatorname{Im}\sigma - \frac{1}{2} \operatorname{Im}\beta \cdot \operatorname{Im}\beta \quad (B.20)$$

and we have used a notation in which, for instance, $\operatorname{Im}\beta \cdot \operatorname{Im}\beta = \Delta_{ab} \operatorname{Im}\beta^a \operatorname{Im}\beta^b$.

One can now compute the coset ‘metric’ (B.3) and using it in the sigma model (B.6) one finds

$$-\frac{1}{4} \operatorname{tr} (\mathcal{I} \nabla^N M \mathcal{I} \nabla_N M) = -2K_{IJ}(\varphi)\nabla_M \varphi^I \nabla^M \varphi^J \quad (B.21)$$

with $\varphi^I = (\tau, \sigma, \beta^a)$, $K_{IJ} = \frac{\partial^2}{\partial \varphi^I \partial \varphi^J} K$ and $K$ the Kähler potential

$$K = -\log \mathcal{V} \quad (B.22)$$

Namely, the effective action for the truncated scalar sector coupled to gravity takes the form (B.11).

### B.5 Supersymmetry analysis

In this section we explicitly study the supersymmetry properties of the vacua considered in this paper, from the effective six-dimensional perspective.

In general, a supersymmetric bosonic vacuum must satisfy the Killing spinor equations, obtained by imposing the vanishing of the supersymmetry variations of the fermionic fields. In the case of a compactification of IIB supergravity on K3, the effective six-dimensional theory is given by an $\mathcal{N} = (2,0)$ supergravity coupled to 21 self-dual tensor multiplets. The general structure of $\mathcal{N} = (2,0)$ supergravities has been determined
in [25] and another useful reference, whose conventions we follow, is provided by [40]. The fermionic fields are given by the gravitino \( \psi_M \) and the 21 tensor multiplet fermions \( \rho_{\tilde{r}}, \tilde{r} = 1, \ldots, 21 \), which carry the (four-dimensional) spin representation of the \( \text{SO}(5; \mathbb{R}) \) R-symmetry group. Furthermore, the index \( \tilde{r} \) of \( \rho_{\tilde{r}} \) transforms in the fundamental representation of \( \text{SO}(21; \mathbb{R}) \). The fermions \( \psi_M \) and \( \rho_{\tilde{r}} \) have opposite chirality

\[
\Gamma_7 \psi = -\psi \quad \Gamma_7 \rho_{\tilde{r}} = \rho_{\tilde{r}}
\]  

(B.23)

with \( \Gamma_7 = \Gamma^{012345} \), and satisfy the symplectic-Majorana conditions \( \psi_M = C\tilde{C}(\psi_M)^* \) and \( \rho_{\tilde{r}} = C\tilde{C}(\rho_{\tilde{r}})^* \), where \( C \) and \( \tilde{C} \) are complex conjugation matrices for the spin representations of the space-times \( \text{SO}(1, 5; \mathbb{R}) \) and the R-symmetry \( \text{SO}(5; \mathbb{R}) \), respectively. More explicitly, denoting the R-symmetry \( \text{SO}(5; \mathbb{R}) \) gamma matrices by \( \gamma_r \), \( C \) and \( \tilde{C} \) are defined by

\[
C\Gamma_M C^{-1} = (\Gamma_M)^* \quad \tilde{C}\gamma^\tilde{r}\tilde{C}^{-1} = (\gamma^\tilde{r})^*
\]  

(B.24)

We are interested in six-dimensional backgrounds with non-trivial scalars but vanishing three-form fluxes. Hence, the relevant supersymmetry transformations reduce to

\[
\delta \psi_M = \left[ \nabla_M \epsilon - \frac{1}{4} (Q_M)_{\Sigma \Xi} \gamma^{\Sigma \Xi} \right] \epsilon
\]

\[
\delta \rho_{\tilde{r}} = \frac{1}{\sqrt{2}} \Gamma_M (P_M)_{\Sigma \tilde{r}} \gamma^\Sigma \epsilon
\]  

(B.25)

where \( \epsilon \) has the same spinorial property as \( \psi_M \):

\[
\Gamma_7 \epsilon = -\epsilon, \quad \epsilon = C\tilde{C}\epsilon^*
\]  

(B.26)

In (B.25) the matrices \( Q_M \) and \( P_M \) are given by the formula

\[
\partial_M U^{-1} = \left( \begin{array}{cc} Q_M & \sqrt{2}P_M \\ \sqrt{2}P_M^T & S_M \end{array} \right)
\]  

(B.27)

where \( \{U_{\Sigma}\} = \{U_{\tilde{r}}, U_{\tilde{r}}\} \) is the coset vielbein introduced in Appendix B.1. Notice that the indices \( \Sigma \) and \( \tilde{r} \), being flat, can be raised and lowered with no problems. In this sense, \( Q_M^T = -Q_M \).

We can now evaluate \( Q_M \) and \( P_M \) for scalars belonging to the truncated moduli space (B.15), by using the gauge-fixed vielbein provided in Appendix B.4 and plugging them in the supersymmetry transformations (B.25).

Let us consider more in detail the R-symmetry connection \( Q_M \), which appears in the gravitino supersymmetry condition. Clearly, the only non vanishing components of \( Q_M \) are \( Q_{Mi\tilde{j}} = Q_M \epsilon^i_{\tilde{j}} \), which can be read from

\[
Q_M dx^M = \text{Im} \left( \frac{\partial K}{\partial \varphi^i} \partial_M \varphi^i \right)
\]  

(B.28)
where $K$ is defined in (B.22). We notice that $Q_M$ is the pull back of the of the U(1) connection on $\mathcal{M}$ associated with the holomorphic line bundle whose sections transform as modular forms of weight one.

The gravitino supersymmetry transformations can then be written as

$$
\delta \psi_M = \left[ \nabla_M - \frac{1}{2} Q_M \gamma^{12} \right] \epsilon \tag{B.29}
$$

### B.5.1 Supersymmetric vacua

Let us now focus on our vacua, which are characterized by the six-dimensional metric

$$
ds^2 = dx^\mu dx_\mu + M_p^{-4} |h(z)|^2 dz d\bar{z} \tag{B.30}
$$

and complex scalars $\varphi^I = (\tau, \sigma, \beta^a)$ depending holomorphically just on $z$: $\bar{\partial} \varphi^I(z) = 0$.

In order to prove that these vacua preserve four-dimensional $\mathcal{N} = 2$ supersymmetry\(^{18}\), we can use the following representation of the SO(1,5; $\mathbb{R}$) gamma matrices:

$$
\Gamma^\mu = \hat{\gamma}^\mu \otimes 1, \quad \Gamma^5 = \hat{\gamma}_5 \otimes \sigma_1, \quad \Gamma^6 = \hat{\gamma}_5 \otimes \sigma_2 \tag{B.31}
$$

where $\hat{\gamma}^\mu$ are four-dimensional gamma-matrices, which we choose to be real, and $\hat{\gamma}_5 \equiv -i\hat{\gamma}^{0123}$ is the associated chiral operator. In this representation $\Gamma_7 = \hat{\gamma}_5 \otimes \sigma_3$ and we can take $\mathcal{C} = 1 \otimes \sigma_2$. Analogously, we can take the following explicit (four-dimensional) representation of the SO(5; $\mathbb{R}$) R-symmetry (in this section we introduce the suffix $R$ for clarity) gamma matrices $\gamma^\alpha = (\gamma^i, \gamma^\alpha)$, adapted to the decomposition SO(5; $\mathbb{R}$)$_R \rightarrow$ SO(2; $\mathbb{R}$)$_R \times$ SO(3; $\mathbb{R}$)$_R$:

$$
\gamma^i = (\hat{\sigma}_1 \otimes 1, \hat{\sigma}_2 \otimes 1) \tag{B.32}
$$

$$
\gamma^\alpha = (\hat{\sigma}_3 \otimes \sigma_1, \hat{\sigma}_3 \otimes \sigma_2, \hat{\sigma}_3 \otimes \sigma_3)
$$

where the $\hat{\sigma}_i$ are Pauli matrices acting on the spin representation of the the R-symmetry group, with associated charge conjugation matrix $\hat{\mathcal{C}} = \hat{\sigma}_1 \otimes \hat{\sigma}_2$.

Then, one can take the following spinorial ansatz for the six-dimensional spinor, which automatically satisfies (B.26):

$$
\epsilon = \zeta \otimes \eta + (\sigma_1 \zeta^*) \otimes (\sigma_2 \hat{\sigma}_2 \eta^*) \tag{B.33}
$$

Here $\zeta$ is an arbitrary four-dimensional constant chiral spinor ($\hat{\gamma}_5 \zeta = \zeta$) which transforms as a spin-doublet under the SO(3; $\mathbb{R}$)$_R \simeq$ SU(2)$_R$ R-symmetry sub-group. Hence, it has eight independent components, which correspond to the eight $\mathcal{N} = 2$ four-dimensional supercharges. On the other hand, in (B.33) $\eta$ is a two-dimensional chiral spinor ($\sigma_3 \eta = \eta$) which is chiral under SO(2; $\mathbb{R}$)$_R$ too: $\hat{\sigma}_3 \eta = \eta$.

---

\(^{18}\)See for instance [41,42] for analogous discussions on supersymmetric codimension-two configurations.
Under these conditions, the gravitino supersymmetry condition reduces to an equation on the internal two-dimensional space:

\[(\nabla_m - \frac{i}{2} Q_m)\eta = 0\]  \(\text{(B.34)}\)

where \(m\) runs over coordinates of the transversal complex plane. In \(\text{(B.34)}\) \(\nabla_m\) must be computed by using the two-dimensional metric \(V|h(z)|^2 dz d\bar{z}\). Hence, by taking into account \(\text{(B.28)}\), it is not difficult to see that in \(\text{(B.34)}\) the \(V\)-dependent terms cancel between the spin-connection and U(1) connections\(^{19}\) and one is left with a simple equation satisfied by

\[\eta = \left(\frac{h(z)}{\bar{h}(\bar{z})}\right)^{\frac{1}{4}} \eta_0\]  \(\text{(B.35)}\)

with constant \(\eta_0 = \sigma_3 \eta_0 = \hat{\sigma}_3 \eta_0\).

The remaining supersymmetry conditions \(\delta \rho_i = \delta \rho_a = 0\) can be analyzed along the same lines. Namely, one can compute \(P_M\) from the truncated vielbein, express the result in terms of the complex fields \((\tau, \sigma, \beta^a)\), use the above explicit representations of the space-time and R-symmetry gamma matrices, and evaluate \(\delta \rho_i, \delta \rho_a\) for the spinorial ansatz described around \(\text{(B.33)}\). The result is that, indeed, \(\delta \rho_i = \delta \rho_a = 0\) once the complex fields \(\tau, \sigma, \beta^a\) are chosen to depend holomorphically on \(z\).

C   Genus two curves, modular forms and theta functions

In this Appendix we summarize some useful facts about hyperelliptic curves of genus two. Although the discussion will be necessarily incomplete, we will try to be self-consistent in treating the results useful for the present paper. For more details the reader should consult, for instance, \([43–47]\)\(^{20}\).

C.1   Genus two hyperelliptic curves

A genus two surface \(\Sigma\) can be described by a hyperelliptic curve in \(\mathbb{C}^2\) given by

\[y^2 = a_0 \prod_{i=1}^{6} (x - e_i)\]  \(\text{(C.1)}\)

\(^{19}\)Explicitly \(Q_z = -\frac{i}{2} \partial_z K, Q_{\bar{z}} = Q_{\bar{z}}^*\) and \(\gamma^{12} \eta = i \eta\). The non trivial components of the spin connection are \(w_{z \bar{z} 12} = \frac{1}{2} \partial_z \log (V|h|^2)\) and \(w_{z \bar{z} 12} = -\frac{1}{2} \partial_{\bar{z}} \log (V|h|^2)\).

\(^{20}\)We thank M. Billó for notes and explanations contributing to the presentation here.
The curve can be interpreted in terms of a two-sheet covering of the $x$-complex plane with three cuts pairing the $e_i$'s, let us say along $[e_{2i-1}, e_{2i}]$ with $i = 1, 2, 3$. This description maps a point $p \in \Sigma$ to a point $x(p) \in \mathbb{C}$. The first homology class of $\Sigma$ has dimension $b_1(\Sigma) = 4$ and one can choose a symplectic basis of one-cycles $\{\gamma_a, \tilde{\gamma}_b\}_{a,b=1,2}$, which have intersection numbers $\gamma_a \cdot \tilde{\gamma}_b = \delta_b^a$. In the double-sheet description provided by (C.1), one can make the following choice. The cycle $\gamma_a$ encircles clockwise the cuts $[e_{2a-1}, e_{2a}]$ in one sheet, while $\tilde{\gamma}_a$ goes along one sheet from $[e_{2a-1}, e_{2a}]$ towards $[e_5, e_6]$ and comes back along the second sheet, see figure 2. It is easy to check that indeed $\gamma_a \cdot \tilde{\gamma}_b = \delta_b^a$ for this choice.

The curve $\Sigma$ is characterized by its period matrix

$$
\Omega = \begin{pmatrix}
\tau & \beta \\
\beta & \sigma 
\end{pmatrix}
$$

defined as follows. Take a basis of holomorphic one-forms $\lambda_a$, $a = 1, 2$, on $\Sigma$. Then,

$$
\Omega_{ab} = (NM^{-1})_{ab} \quad \text{with} \quad M^{a b} = \frac{1}{2\pi i} \oint_{\gamma_a} \lambda_b \quad N_{ab} = \frac{1}{2\pi i} \oint_{\tilde{\gamma}_a} \lambda_b \quad \text{ (C.3)}
$$

Alternatively, one can introduce the normalized holomorphic differentials $\omega_a = \lambda_b (M^{-1})^b_a$, $\oint_{\gamma_a} \omega_b = \delta_b^a$ and define $\Omega_{ab} = \oint_{\gamma_a} \omega_b$. Notice that by construction $\Omega_{ab}$ is symmetric and has positive definite imaginary part.

In our setting, we can choose the basis $\lambda_a = \frac{e^{-i\alpha}}{y}$ and, by using the one-cycles described above, the period integrals reduce to line integrals with the identifications

$$
\oint_{\gamma_a} \lambda_b = 2 \int_{e_{2a-1}}^{e_{2a}} \lambda_b, \quad \oint_{\tilde{\gamma}_a} \lambda_b = 2 \sum_{p=a}^{2} \int_{e_{2p}}^{e_{2p+1}} \lambda_b \quad \text{ (C.4)}
$$
The definition of $\Omega$ depends on the choice of the symplectic basis $\{\gamma^a, \tilde{\gamma}_b\}$ and, clearly, any re-shuffling of such one-cycles should produce an equivalent period matrix. The most general redefinition of symplectic basis corresponds to an element of $\text{Sp}(4, \mathbb{Z})$, the modular group, which is parametrized as in (5.5). More explicitly, it is defined by four $2 \times 2$ matrices $(A_{ab}, B_{ab}, C_{ab}, D_{ab})$, which take values in $\mathbb{Z}$ and satisfy the constraints

$$A^T C = C^T A \quad B^T D = D^T B \quad A^T D - C^T B = D^T A - B^T C = 1 \quad (C.5)$$

The modular group acts on the period matrix $\Omega_{ab}$ by

$$\Omega \rightarrow (A\Omega + B)(C\Omega + D)^{-1} \quad (C.6)$$

As a simple example, consider the basis change $\gamma^a \rightarrow \gamma^a$, $\tilde{\gamma}_a \rightarrow \tilde{\gamma}_a + n_{ab}\gamma^b$, with $n_{ab} = n_{ba} \in \mathbb{Z}$. This generates the shifts $\Omega_{ab} \rightarrow \Omega_{ab} + n_{ab}$. 

C.2 Modular forms

In our discussions, an important role is played by the modular forms, defined as follows. A modular form $f(\Omega)$ of weight $k$ is a function transforming as

$$f(\tilde{\Omega}) = \det(C\Omega + D)^k f(\Omega) \quad (C.7)$$

where $\tilde{\Omega} = (A\Omega + B)(C\Omega + D)^{-1}$. The ring of modular forms is generated by the Eisenstein series defined as

$$\psi_k(\Omega) = \sum_{C,D} \det(C\Omega + D)^{-k} \quad (C.8)$$

where the sum is taken over the set of bottom halves $(C, D)$ of elements of the $\text{Sp}(4, \mathbb{Z})$ group.

Any intrinsic property of the curve should be invariant under modular transformations. Indeed, one can characterize the genus two surface by the so called absolute Igusa invariants

$$j_1 = \frac{I_2^5}{I_{10}} \quad j_2 = \frac{I_4 I_4}{I_{10}} \quad j_3 = \frac{I_4^2 I_2}{I_{10}} \quad (C.9)$$
given in terms of the polynomials, known as the *homogeneous Igusa-Clebsch invariants*

\[ I_2 = a_0^2 \sum_{15 \text{ perms}} e_{12}^2 e_{34}^2 e_{56}^2 \]

\[ I_4 = a_0^4 \sum_{10 \text{ perms}} e_{12}^2 e_{23}^2 e_{31} e_{45}^2 e_{56}^2 e_{64}^2 \]

\[ I_6 = a_0^6 \sum_{60 \text{ perms}} e_{12}^2 e_{23}^2 e_{31} e_{45}^2 e_{56}^2 e_{64}^2 e_{14}^2 e_{25}^2 e_{36}^2 \]

\[ I_{10} = a_0^{10} \prod_{1 \leq i < j \leq 6} e_{ij}^2 \]

\[ I_{15} = \prod_{15 \text{ perms}} \text{det} \begin{pmatrix} 1 & e_1 + e_2 & e_1 e_2 \\ 1 & e_3 + e_4 & e_3 e_4 \\ 1 & e_5 + e_6 & e_5 e_6 \end{pmatrix} \]

(C.10)

generating the ring of projective invariants. \( I_{10} \) is the discriminant of the curve and for \( I_{10} \neq 0 \) the Riemann surface is smooth\(^{21}\). The sums in (C.10) run over the 15 partitions into three groups of two elements, 10 partitions into two groups of three elements and 60 = 10 × 6 matching between two groups of three elements (10 choices for the partition into two groups and six matching between the two chosen groups).

The \( I_k \) polynomials defined above are invariant under a generic \( \text{SL}(2, \mathbb{R}) \) transformation in the \( x \) plane

\[ \tilde{x} = ax + b \\
\tilde{y} = \frac{y}{(cx + d)^3} \]

(C.11)

that maps the roots \( e_i \) and \( a_0 \) according to

\[ \tilde{e}_i = \frac{ae_i + b}{ce_i + d} \\
\tilde{a}_0 = a_0 \prod_{i=1}^{6} (ce_i + d) \]

(C.12)

In terms of the invariants (C.10) one can write the basic Siegel modular forms

\[ \psi_4 = \frac{1}{4} I_4 \\
\psi_6 = \frac{1}{8} (I_2 I_4 - 3 I_6) \\
\chi_{10} = -\frac{1}{2^{14}} I_{10} \\
\chi_{12} = -\frac{1}{2^{17}} I_2 I_{10} \\
\chi_{35} = 5^3 I_{10}^2 I_{15} \]

(C.13)

with \( \psi_4, \psi_6 \) Eisenstein series of weight 4, 6 and \( \chi_{10}, \chi_{12}, \chi_{35} \) cusp forms of weight 10, 12 and 35 respectively. A cusp form \( \chi_k \) is a modular form of modular weight \( k \) which satisfies the condition

\[ \lim_{\sigma \to +\infty, \beta \to 0} \chi_k(\Omega) = 0 \]

(C.14)

The modular forms defined in (C.13) generate the graded ring of classical Siegel modular forms of genus two.

\(^{21}\)The discriminant of a hyperelliptic curve \( y^2 = a_0 \prod_{i=1}^{2n} (x - e_i) \) of genus \( g = n - 1 \) is defined as \( \Delta = a_0^{4n-2} \prod_{i<j} e_{ij}^2 \) and it is invariant under the \( \text{SL}(2, \mathbb{R}) \) transformations (C.11).
C.3 The Abel map and Jacobi variety

Introduce the following vectors
\[ v^1 \equiv (1, 0) \in \mathbb{C}^2, \quad v^2 \equiv (0, 1) \in \mathbb{C}^2 \] (C.15)
and consider the map from \( \Sigma \) to \( \mathbb{C}^2 \) defined by
\[ \phi(P) = \left( \int_{e_1}^{x_P} \omega_a \right) v^a \] (C.16)
where we denote by \( x_P \in \mathbb{C} \) the projection of the point \( P \in \Sigma \) on the \( x \)-plane, the double-sheet description provided by (C.1). If we shift \( P \) along a general one-cycle \( m_a \gamma^a + n^a \tilde{\gamma}^a \), then \( \phi(p) \to \phi(p) + (m_a + \Omega_{ab} n^b) v^a \). We then see that (C.16) defines a well defined map \( \phi : \Sigma \to \mathbb{C}^2/\Lambda \), the Abel map, where \( \Lambda \) is the \( \mathbb{Z}^2 \subset \mathbb{C}^2 \) lattice generated by the vectors \( v^a \) and \( \tilde{v}^a \equiv \Omega_{ab} v^b \):
\[ \Lambda = \{ m_a v^a + n^b \tilde{v}^b | m_a, n^b \in \mathbb{Z} \} \quad \tilde{v}^a \equiv \Omega_{ab} v^b \] (C.17)
The Abel map takes values into \( \mathbb{C}^2/\Lambda \), which is the so-called Jacobian variety.

The elements of the lattice \( \Lambda \) are called ‘periods’. We introduce the following notation for the half-periods:
\[ \left( \begin{array}{c} n \\ m \end{array} \right) \equiv \frac{1}{2}(m_a v^a + n^b \tilde{v}^b) \] (C.18)
As elements of the Jacobian variety \( \mathbb{C}^2/\Lambda \), the half-periods are \( 2 \times 2 \) matrices with entries 0 or 1. Then, in this notation, by using (C.4) one can express the value of the Abel map at the branch points \( P_i \in \Sigma \) as follows
\[ \phi(P_1) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \phi(P_2) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \phi(P_3) = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \] \[ \phi(P_4) = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad \phi(P_5) = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, \quad \phi(P_6) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \] (C.19)

C.4 Theta functions

The theta functions associated with a genus two Riemann surface with period matrix \( \Omega \) are defined as
\[ \theta[^{a}_{b}](Z|\Omega) = \sum_{n \in \mathbb{Z}^2} e^{\pi i \left[ (n + \frac{a}{2})\Omega (n + \frac{a}{2})^T + 2(n + \frac{a}{2})(Z + \frac{b}{2})^T \right]} \] (C.20)
Here \( Z \equiv Z_a v^a \in \mathbb{C}^2 \) [recall (C.15) for the definition of \( v^a \)], \( n \equiv (n^1, n^2) \in \mathbb{Z}^2 \), \( a \equiv (a^1, a^2) \in \mathbb{Z}^2 \) and \( b \equiv (b_1, b_2) \in \mathbb{Z}^2 \). The matrix \([^a_{b}]\) is called half-characteristics.
Furthermore, we have used a notation in which, for instance, \( n\Omega n^T = a^a_\Omega ab n^b \) and \( nZ^T = n^aZ_a \). The half-characteristics \( [a,b] \) is called even/odd if \( ab^T \) is even/odd respectively.

The theta functions obey the following important properties:

\[
\theta_{[a,b]}(-Z|\Omega) = (-)^{ab^T} \theta_{[a,b]}(Z|\Omega) \quad \text{(C.21a)}
\]
\[
\theta_{[a+2n,b+2m]}(Z|\Omega) = (-)^{an^T} \theta_{[a,b]}(Z|\Omega) \quad \text{(C.21b)}
\]
\[
\theta_{[a,b]}(Z + (n|m)|\Omega) = e^{\pi i (am^T - nb^T - 2nZ^T - n\Omega n^T)} \theta_{[a,b]}(Z|\Omega) \quad \text{(C.21c)}
\]

where \((n|m)\) denotes a half-period as defined in (C.18). Eq. (C.21a) is telling us that \( \theta_{[a,b]}(Z|\Omega) \) is even/odd in \( Z \) if the half-characteristics \( [a,b] \) is even/odd respectively. We will often use the short-hand notation

\[
\theta_{[a,b]} \equiv \theta_{[a,b]}(\Omega) \equiv \theta_{[a,b]}(0|\Omega) \quad \text{(C.22)}
\]

Clearly, by (C.21a), \( \theta_{[a,b]} \equiv 0 \) if \( [a,b] \) is odd.

Eq. (C.21b) implies that, up to a sign, we can reduce the half-characteristic matrix to take values 0 or 1. We denote by \( \nu_i, i = 1, \ldots, 6 \), the odd half-characteristics

\[
\nu_1 = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \quad \nu_2 = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix} \quad \nu_3 = \begin{bmatrix} 10 \\ 11 \end{bmatrix} \quad \nu_4 = \begin{bmatrix} 10 \\ 10 \end{bmatrix} \quad \nu_5 = \begin{bmatrix} 11 \\ 10 \end{bmatrix} \quad \nu_6 = \begin{bmatrix} 11 \\ 01 \end{bmatrix} \quad \text{(C.23)}
\]

Even half-characteristics can be obtained as sums mod 2 of three odd half-characteristics and therefore they can be labeled by triplets \( \{i,j,k\} \). Hence, we can introduce the following shorthand notation for the theta functions with even half-characteristics evaluated at \( Z = 0 \):

\[
\theta_{ijk} \equiv \theta_{[\nu_i + \nu_j + \nu_k]} \quad \text{(C.24)}
\]

where the sum is understood mod 2. More explicitly

\[
\theta_{123} = \theta_{[10]} \quad \theta_{124} = \theta_{[10]} \quad \theta_{125} = \theta_{[11]} \quad \theta_{126} = \theta_{[11]} \quad \theta_{134} = \theta_{[01]} \quad \theta_{135} = \theta_{[00]} \quad \theta_{136} = \theta_{[01]} \quad \theta_{145} = \theta_{[00]} \quad \theta_{146} = \theta_{[00]} \quad \theta_{156} = \theta_{[10]} \quad \text{(C.25)}
\]

Notice that a triplet of integers and its complementary lead to the same \( \theta_{ijk} \), e.g. \( \theta_{123} = \theta_{456} \).

Theta functions evaluated at \( Z = 0 \) transform nicely under modular transformations:

\[
\theta_{[a,b]}(\tilde{\Omega}) = e^{i\varphi} \det(C\Omega + D)^{\frac{1}{2}} \theta_{[a,b]}(\Omega) \quad \text{(C.26)}
\]

where \( \tilde{\Omega} = (A\Omega + B)(C\Omega + D)^{-1} \) and

\[
\left( \begin{array}{c} \tilde{a}^T \\ \tilde{b}^T \end{array} \right) = \left( \begin{array}{cc} D & -C \\ -B & A \end{array} \right) \left( \begin{array}{c} a^T \\ b^T \end{array} \right) + \frac{1}{2} \text{diag} \left( \begin{array}{cc} CD^T \\ AB^T \end{array} \right) \quad \text{(C.27)}
\]
In (C.26), the phase factor obeys $e^{8i\varphi} = 1$ and depends on $[\delta]$ and on the modular transformation.

In terms of theta functions one can write [49]

\[
\psi_4 = \frac{1}{4} \sum_{\delta \in T} \theta[\delta]^8 \\
\psi_6 = \frac{1}{4} \sum_{C_3} \epsilon(C_3) \prod_{\delta \in C_3} \theta[\delta]^4 \\
\chi_{10} = -\frac{1}{2^{17}} \prod_{\delta \in T} \theta[\delta]^2 \\
\chi_{12} = \frac{1}{2^{17}} \sum_{C_4} \prod_{\delta \not \in C_4} \theta[\delta]^4 \\
\chi_{35} = \frac{1}{2^{17}} \prod_{\delta \in T} \theta[\delta] \sum_{C'_3} \epsilon(C'_3) \prod_{\delta \in C'_3} \theta[\delta]^{20}
\]

(C.28)

with $T$ the set of even characteristics, $C_4$ is the set of quartets of even characteristics defined as

\[
C_4 = \{(\delta_1, \delta_2, \delta_3, \delta_4) \text{ with } \sum_{i=1}^{4} \delta_i = (0000)\}
\]

(C.29)

There are 15 of such quartets. Finally $C_3$ ($C'_3$) is the set of triplets contained in any element of $C_4$, whose sum is even (odd). There are 60 choices for both cases. The signs $\epsilon(C_3)$ and $\epsilon(C'_3)$ in the formulae (C.28) for $\psi_6$ and $\chi_{35}$ are fixed by modular invariance.

It can be useful to introduce the alternative parameters

\[
q_1 = e^{2\pi i \tau} \quad q_2 = e^{2\pi i \sigma} \quad y = e^{2\pi i \beta}
\]

(C.30)

and consider the expansions of theta functions evaluated at $Z = 0$ for small values of $q_1, q_2$

\[
\theta_{[\delta]}^{[\omega]}(\Omega) = q_1^{n_1} q_2^{n_2} q_1^{n_1 a_1} q_2^{n_2 a_2} e^{\pi i \alpha \beta} + q_1^{(1-a_1)/2} q_2^{(1-a_2)/2} y^{(1-a_1/2)(1-a_2/2)} e^{\pi i (1-a_1/2)a_2} + \ldots
\]

(C.31)

In particular for the cusp forms $\chi_{10}$ and $\chi_{12}$ one finds the expansions

\[
\chi_{10} = \frac{(1-y)^2}{4y} q_1 q_2 + \ldots
\]

\[
\chi_{12} = \frac{(1+10y+y^2)}{12y} q_1 q_2 + \ldots
\]

(C.32)

(C.33)
C.4.1 The curve in terms of theta functions

One can use theta functions to provide a useful parametrization of the hyperelliptic curve in which the dependence on the period matrix $\Omega$ is manifested.

First of all, the definition (C.1) of the curve depends on the six branch points $e_i$ while $\Omega$ depends on just the three independent parameters $\tau, \sigma, \beta$. One can remove the redundancy of the description (C.1) by performing the following transformation

$$\hat{x}(P) = \left(\frac{x(P) - e_1}{x(P) - e_5}\right) \left(\frac{e_3 - e_5}{e_3 - e_1}\right)$$

with $x(P)$ the projection of the point $P \in \Sigma$ on the $x$-plane. Three of the new branch points, denoted by $\xi_i = \hat{x}(P_i)$, have now fixed values $\xi_1 = 0$, $\xi_3 = 1$ and $\xi_5 = \infty$, while the other three $\xi_2, \xi_4, \xi_6$ provide non-degenerate information on the curve.

With a proper choice of $a_0$ in (C.1) the curve can be written as

$$y^2 = \hat{x}(\hat{x} - 1)(\hat{x} - \xi_2)(\hat{x} - \xi_4)(\hat{x} - \xi_6)$$

By using (C.16), one can construct the functions on the curve $\Sigma$

$$f_1(P) = \left(\frac{\theta_{10}^{10}(\phi(P)|\Omega)}{\theta_{00}^{10}(\phi(P)|\Omega)}\right)^2 \quad f_2(P) = \left(\frac{\theta_{11}^{01}(\phi(P)|\Omega)}{\theta_{01}^{00}(\phi(P)|\Omega)}\right)^2$$

which have both a double zero and a double pole at the branch points $P_1$ and $P_3$ respectively, since $\phi(P_i) \sim \sqrt{x - e_i}$. On the other hand, the map $P \in \Sigma \mapsto \hat{x}(P) \in \mathbb{P}^1$ provided by the double-sheeted description (C.35) have exactly the same zero/pole structure of $f_1(P)$ and $f_2(P)$. This can be seen by using $y \sim \sqrt{x - e_i}$ as a local coordinate around the branch points. This implies that the three functions must coincide up to a multiplicative constant. The multiplicative constant can be fixed by requiring that $f_i(P_3) = 1$:

$$\hat{x}(P) = \left[\frac{\theta_{10}^{10}(\phi(P)|\Omega)\theta_{11}^{11}(\Omega)}{\theta_{00}^{10}(\phi(P)|\Omega)\theta_{01}^{00}(\Omega)}\right]^2 = \left[\frac{\theta_{11}^{11}(\phi(P)|\Omega)\theta_{00}^{01}(\Omega)}{\theta_{01}^{11}(\phi(P)|\Omega)\theta_{10}^{10}(\Omega)}\right]^2$$

where the normalization is fixed by using $\phi(P_3)$ given in (C.19) and the property (C.21c) of theta functions.

By repeatedly using (C.19) and (C.37), one can compute the remaining $\xi_i$ as functions of the period matrix

$$\xi_2(\Omega) = \frac{e_{21}e_{35}}{e_{25}e_{31}} = \frac{\theta_{11}^{11} \theta_{10}^{10} \theta_{00}^{00} \theta_{01}^{01}}{\theta_{01}^{11} \theta_{10}^{10} \theta_{00}^{00} \theta_{11}^{11}} = \frac{\theta_{12}^2 \theta_{12}^2}{\theta_{13}^2 \theta_{13}^2}$$

$$\xi_4(\Omega) = \frac{e_{41}e_{35}}{e_{45}e_{31}} = \frac{\theta_{10}^{10} \theta_{00}^{01} \theta_{01}^{10} \theta_{01}^{11}}{\theta_{01}^{10} \theta_{10}^{11} \theta_{10}^{10} \theta_{01}^{11}} = \frac{\theta_{12}^2 \theta_{12}^2}{\theta_{13}^2 \theta_{13}^2}$$

$$\xi_6(\Omega) = \frac{e_{61}e_{35}}{e_{65}e_{31}} = \frac{\theta_{00}^{00} \theta_{11}^{11} \theta_{10}^{10} \theta_{11}^{11}}{\theta_{01}^{10} \theta_{01}^{11} \theta_{01}^{00} \theta_{01}^{11}} = \frac{\theta_{12}^2 \theta_{12}^2}{\theta_{13}^2 \theta_{13}^2}$$

(C.38)
Alternatively, by rescaling \( \hat{x} \) and \( y \) in (C.35), we can rewrite it as

\[
y^2 = x(x - \theta_{136}^2 \theta_{123}^2 \theta_{134}^2)(x - \theta_{123}^2 \theta_{126}^2 \theta_{124}^2)(x - \theta_{134}^2 \theta_{124}^2 \theta_{146}^2)(x - \theta_{136}^2 \theta_{146}^2 \theta_{126}^2) \tag{C.39}
\]

This form makes explicit the modular properties of the coefficient of quintic. Indeed shifting \( x \) in order to eliminate the \( x^4 \) term, (C.39) can be rewritten as

\[
y^2 = x^5 + f_6(\Omega)x^3 + f_9(\Omega)x^2 + f_{12}(\Omega)x + f_{15}(\Omega) \tag{C.40}
\]

where \( f_k(\Omega) \) are some modular forms of weight \( k \).

### C.5 Degenerations of the Riemann surface

There are two types of degenerations of a genus two curve depending one squeezes a cycle homologous to zero or not. Squeezing a cycle non homologous to zero the Riemann surface degenerates to a genus one surface with a double point. In this limit \( \tau \to i\infty \) or \( \sigma \to i\infty \). We refer to this degeneration class simply as “pinching a handle”. Squeezing a cycle homologous to zero the Riemann surface degenerates into two genus one surfaces linked by a long tube and \( \beta \to 0 \). We refer to this degeneration as “splitting into two genus one surfaces”. A complete analytic classification of singular fibers of genus two Riemann surfaces and the definition of their homological monodromies was made by Namikawa and Ueno [50].

The theta functions of a degenerated surface can be always written in terms of elliptic functions. For the case in which a handle is pinched by sending \( \sigma \to i\infty \) one finds

\[
\theta_{[a_1 a_2]}^{[b_1 b_2]}(\Omega) \simeq \theta_{[a_1]}^{[b_1]}(\tau) \quad \text{(for } a_2 \text{ even)}
\]

\[
\theta_{[a_1 a_2]}^{[b_1 b_2]}(\Omega) \simeq e^{\frac{i\pi a_2}{4}} \left(e^{\frac{i\pi b_2}{2}} + e^{i\pi a_1 b_1} e^{-\frac{i\pi b_2}{2}}\right) \theta_{[b_1]}^{[a_1]}(\frac{\beta}{2}|\tau) \quad \text{(for } a_2 \text{ odd)} \tag{C.41}
\]

where

\[
\theta_{[b]}[n](z|\tau) = \sum_{n \in \mathbb{Z}} e^{\pi i r (n + \frac{a}{2})^2 + 2\pi i (n + \frac{a}{2})(z + \frac{b}{2})} \tag{C.42}
\]

are the genus one theta functions. Finally, we recall the following alternative standard notation for theta functions

\[
\theta_1(z|\tau) \equiv \theta_{[1]}^{[1]}(z|\tau), \ \theta_2(z|\tau) \equiv \theta_{[1]}^{[0]}(z|\tau), \ \theta_3(z|\tau) \equiv \theta_{[0]}^{[0]}(z|\tau), \ \theta_4(z|\tau) \equiv \theta_{[1]}^{[0]}(z|\tau) \tag{C.43}
\]

In the limit \( \tau \to i\infty \) one gets a completely analogous formula:

\[
\theta_{[a_1 a_2]}^{[b_1 b_2]}(\Omega) \simeq \theta_{[b_2]}^{[a_2]}(\sigma) \quad \text{(for } a_1 \text{ even)}
\]

\[
\theta_{[a_1 a_2]}^{[b_1 b_2]}(\Omega) \simeq e^{\frac{i\pi a_1}{4}} \left(e^{-\frac{i\pi b_2}{2}} + e^{i\pi a_2 b_2} e^{\frac{i\pi b_2}{2}}\right) \theta_{[b_2]}^{[a_2]}(\frac{\beta}{2}|\sigma) \quad \text{(for } a_1 \text{ odd)} \tag{C.44}
\]
For the case where the Riemann surface splits into two genus one surfaces one finds
\[
\lim_{\beta \to 0} \theta_{[a^1 b^1]}^{[a^2 b^2]} = \theta_{[a^1 b^1]}^{[a^2 b^2]} + \frac{\beta}{2\pi i} \partial_z \theta_{[a^1 b^1]}^{[a^2 b^2]}(z|\tau) \partial_z \theta_{[a^2 b^2]}^{[a^1 b^1]}(z|\sigma) \bigg|_{z=0} + \ldots \tag{C.45}
\]

In the following we describe the details of the two basic degenerations of the genus two curve. We refer the reader to the Appendix of [51] for a clear exposition of these two kinds of degenerations.

### C.5.1 Pinching a handle

Plugging (C.41) into (C.38) one finds that the harmonic ratios entering in the hyperelliptic curve at \(\sigma \to i\infty\) (or \(e_{34} \to 0\)) reduce to
\[
\xi_2 = -\frac{\theta_2^2(\tau) \theta_1^2(\frac{\beta}{2}|\tau)}{\theta_4^2(\tau) \theta_2^2(\frac{\beta}{2}|\tau)} \quad \xi_4 = 1 \quad \xi_6 = \frac{-\theta_3^2(\tau) \theta_1^2(\frac{\beta}{2}|\tau)}{\theta_2^2(\tau) \theta_3^2(\frac{\beta}{2}|\tau)} \tag{C.46}
\]
where we used the standard notation (C.43) for the genus one theta functions. The curve reduces to the form
\[
\tilde{y}^2 = x(x - \xi_2)(x - \xi_6) \quad \tilde{y} = \frac{y}{(x - 1)} \tag{C.47}
\]
which corresponds to a genus one curve with a double point at \(x = 1\) and harmonic ratio
\[
\frac{\xi_2}{\xi_6} = \frac{\theta_2^4(\tau)}{\theta_4^2(\tau)} \tag{C.48}
\]
Other handle degenerations are related to this by the action of the modular group.

### C.5.2 Pinching two handles

The limit where both handles are pinched can be found from (C.46) sending \(\tau \to i\infty\). This leads to \(\xi_2 \to 0\) and degenerates the curve to an irreducible rational curve with two ordinary double points (in \(x = 0,1\))
\[
\tilde{y}^2 = (x - \xi_6) \quad \tilde{y} = \frac{y}{x(x - 1)} \tag{C.49}
\]
with
\[
\xi_6 = -\sin^2 \frac{\pi \beta}{2} \tag{C.50}
\]
### C.5.3 Spitting into two genus one surfaces

In the limit $\beta \to 0$, using (C.38) and (C.45) one finds the harmonic ratios

$$\xi_2 = \frac{\beta^2}{a_2}, \quad \xi_4(\sigma) = \frac{\theta_3^4(\sigma)}{\theta_4^4(\sigma)}, \quad \xi_6 = \frac{\beta^2}{a_6}$$

(C.51)

with

$$a_2 = -\frac{4}{\pi^2 \theta_3^4(\sigma) \theta_2^4(\tau)}, \quad a_6 = -\frac{4}{\pi^2 \theta_3^4(\sigma) \theta_4^4(\tau)}$$

(C.52)

obtained by using the relation $\partial_z \theta_1(z|\tau)|_{z=0} = \pi \theta_2 \theta_4(\tau)$. Away from $x = 0$ the Riemann surface is then described by the elliptic curve

$$y_1^2 = x(x-1)\left(x - \frac{\theta_4^4(\sigma)}{\theta_4^3(\sigma)}\right) \quad y = xy_1$$

(C.53)

On the other hand, near $x = 0$, one can write

$$x = \frac{\beta^2}{\bar{x}}, \quad y = \frac{y_2 \beta^3}{\bar{x}^2} \sqrt{\frac{\xi_4}{a_2 a_6}}$$

(C.54)

to bring the curve into the elliptic form

$$y_2^2 = \bar{x}(\bar{x} - a_2)(\bar{x} - a_6)$$

(C.55)

with harmonic ratio

$$\frac{a_6}{a_2} = \frac{\theta_2^4(\tau)}{\theta_4^4(\tau)}$$

(C.56)

Summarizing, at $\beta \to 0$, the Riemann surface splits into two genus one curves (near and far away from $x = 0$) with complex structure parameters given in terms of $\sigma$ and $\tau$ respectively. We notice that the limit $\beta \to 0$ corresponds to sending $e_1, e_2, e_6$ together as follows from $\xi_2 = \xi_6 = 0$.

### C.6 An example of hyperelliptic fibration

In this section we determine the degenerations and holonomies of the fiber period matrix for a simple choice of hyperelliptic curve. We take

$$y^2 = (x^3 - z)^2 - g^2(x^3 - m^3)^2 = \prod_{i=1}^{6}(x - e_i(z))$$

(C.57)

with $g, m$ some constants. The six branch points are given by

$$e_{2k}(z) = w^{k-1} \left( \frac{z + g m^3}{1 + g} \right)^{\frac{1}{4}} \quad e_{2k-1}(z) = w^{k-1} \left( \frac{z - g m^3}{1 - g} \right)^{\frac{1}{4}}$$

(C.58)
with \( w = e^{\frac{2\pi i}{3}} \), \( k = 1, \ldots, 3 \). The curve (C.57) defines a genus two surface at each point \( z \). The fiber degenerates at the points

\[
\begin{align*}
    z &= m^3 & e_{2k} &= e_{2k-1} = w^{k-1} m \\
    z &= g m^3 & e_{2k-1} &= 0 \\
    z &= -g m^3 & e_{2k} &= 0
\end{align*}
\]

(C.59)

where some of the branch points collide. The monodromies around these points can be derived from the period matrix in the nearby of the degeneration point. Let us consider for example the curve near \( z = m^3 \). The period matrix \( \Omega(z) \) of the Riemann surface is given by (C.3).

At \( z = m^3 \) the \( \gamma \)-cycles shrink to zero and the corresponding integrals boil down to a residue

\[
M^a_b = \frac{1}{2\pi i \sqrt{1 - g^2}} \oint_{e_p} \frac{x^{a-1} dx}{(x^3 - m^3)} = -\frac{w^{a(b-1)} m^{a-3}}{3 \sqrt{1 - g^2}}
\]

(C.60)

On the other hand for the \( \tilde{\gamma} \)-integrals one finds

\[
N^a_1 = \frac{1}{\pi i \sqrt{1 - g^2}} \left( \int_{e_2}^{e_3} + \int_{e_4}^{e_5} \right) \frac{x^{a-1} dx}{(x^3 - z)} \approx \frac{m^{a-3} (-1 + w^{-a})}{3 \pi i \sqrt{1 - g^2}} \log \left( 1 - \frac{z}{m^3} \right)
\]

\[
N^a_2 = \frac{1}{\pi i \sqrt{1 - g^2}} \int_{e_4}^{e_5} \frac{x^{a-1} dx}{(x^3 - z)} \approx \frac{m^{a-3} (-)^a i}{\pi i \sqrt{3 (1 - g^2)}} \log \left( 1 - \frac{z}{m^3} \right)
\]

(C.61)

resulting into

\[
\Omega(z) \approx \frac{1}{2\pi i} \log \left( 1 - \frac{z}{m^3} \right) \left( \begin{array}{ccc}
4 & 2 \\
2 & 4
\end{array} \right)
\]

(C.62)

near \( z = m^3 \). Going around \( z = m^3 \) one finds the monodromies

\[
\tau \to \tau + 4 \quad \sigma \to \sigma + 4 \quad \beta \to \beta + 2
\]

(C.63)

A similar analysis can be done for the holonomies at the degeneration points \( z = \pm gm^3 \). In particular for \( g \to 0 \) when the two points come together one finds the monodromies associated with O-planes at \( z = 0 \) with charges compensating for D-branes at \( z = m^3 \).
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