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Abstract: In recent years, change point detection for high dimensional data has become increasingly important in many scientific fields. Most literature develop a variety of separate methods designed for specified models (e.g. mean shift model, vector auto-regressive model, graphical model). In this paper, we provide a unified framework for structural break detection which is suitable for a large class of models. Moreover, the proposed algorithm automatically achieves consistent parameter estimates during the change point detection process, without the need for refitting the model. Specifically, we introduce a three-step procedure. The first step utilizes the block segmentation strategy combined with a fused lasso based estimation criterion, leads to significant computational gains without compromising the statistical accuracy in identifying the number and location of the structural breaks. This procedure is further coupled with hard-thresholding and exhaustive search steps to consistently estimate the number and location of the break points. The strong guarantees are proved on both the number of estimated change points and the rates of convergence of their locations. The consistent estimates of model parameters are also provided. The numerical studies provide further support of the theory and validate its competitive performance for a wide range of models. The developed algorithm is implemented in the R package LinearDetect.
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1. Introduction

Developing methods to detect change points (break points) in dynamical systems have become increasingly important due to the wide range of applications in many real life problems, including quality control (Qiu, 2013), neuroscience (Ombao et al., 2005), economics and finance (Frisén, 2008), and social network analysis (Savage et al., 2014), just to name a selected few. A change point represents a discontinuity in the parameters of the data generating process. The literature has investigated both the offline and online versions of the problem (Basseville and Nikiforov, 1993; Csorgo and Horváth, 1997). In the former case, one is given a sequence of observations and questions of interest include: (i) whether there exist change (break) points and (ii) if there exist change points, identify their locations, as well as estimate the parameters of the data generating process. In the online case, one sequentially obtains new observations and the main interest is in quickest detection of the change point (Wang and Mei, 2015; Chan et al., 2021).

Fused lasso (Rinaldo, 2009) is among computationally attractive offline change point detection methods due to its linear computation time with respect to sample size (Bleakley and Vert, 2011). In this method, first the parameter space is expanded to allow model parameters to change at all time points while parameters’ consecutive differences are fused (forced to zero) to reduce the parameter space dimension. It is known that fused lasso over-estimates the number of change points, i.e. it has a non-vanishing false positive rate (Harchaoui and Lévy-Leduc, 2010), while there is no unified result in deriving upper bounds for the total positive rate of fused lasso. As a result, additional steps are typically combined with fused lasso in order to consistently estimate the number of change points, see e.g. the screening step in Safikhani and Shojaie (2020). These additional steps typically include several hyper-parameters and the finite sample detection performance can be sensitive to small changes in these hyper-parameters. Further, the theoretical rates of such hyper-parameters depend on the model and need to be derived separately for each statistical model under consideration. Note that despite these issues, fused lasso is among attractive detection algorithms due to its computational speed compared to more exhaustive search methods such as dynamic programming which has at least quadratic computation time with respect to sample size which makes it not scalable to large scale (and high-dimensional) data sets.
In this paper, we propose a new detection algorithm called Threshold Block Fused Lasso (TBFL) which is motivated by fused lasso while the fused lasso issues mentioned are mitigated by specific modifications developed in the new algorithm. Unlike fused lasso, TBFL can consistently estimate the number of change points in a single step while its computational complexity is similar to fused lasso (or better sometimes, see details in Remark 2). Further, location of change points are estimated consistently by developing a local exhaustive search step. The proposed algorithm is flexible and can handle break detection in a wide range of statistical models. In this paper, we focus on detection of break points and model parameter estimation for general sparse multivariate regression models with high-dimensional covariates (Rothman et al., 2010). In this model (model 2.1), both response variable and covariates are multivariate and their dimensions can potentially be much larger than the sample size. Moreover, unlike typical regression models, independence among covariates in different samples is not assumed (see more details in Sections 2 and 4). This makes the model flexible enough to include a wide range of models (with possible temporal and/or spatial correlations) including mean shift models (Harchaoui and Lévy-Leduc, 2010), multiple linear regression model (Leonardi and Bühlmann, 2016), vector auto-regressive models (Lütkepohl, 2005), Gaussian graphical models (Yuan and Lin, 2007), and network auto-regressive model (Zhu et al., 2017).

TBFL starts with partitioning the time domain into certain blocks while assuming the model parameters remain fixed within each block and change among neighboring blocks. The block sizes ($b_n$ with $n$ as the sample size) are selected carefully to control false positive rates while not missing any true break point. Then, model parameters are estimated among all blocks are estimated simultaneously using regularized estimation procedures motivated by fused lasso and further, Frobenius norm of differences between estimated model parameters in consecutive blocks are computed which are called “jumps”. Intuitively, a large magnitude of jump implies that there exists a true break point inside the neighboring blocks while a small jump can potentially be due to finite sample estimation error. Thus, jumps are thresholded using a certain data-driven threshold and only block ends corresponding to jumps above the threshold are regarded as “candidate” change points. Note that the hard-thresholding technique has been used in lasso regularization to reduce the false positive rate (van de Geer et al., 2011), while thresholding hasn’t been fully investigated for fused lasso. It is verified (Theorem 1) that under certain conditions, this procedure leads to a set of “clusters” of candidate change points while the number of clusters matches with the true number of break points in the model (denoted by $m_0$) with high probability. As a by-product of this result, it can be seen that the total number of candidate change points is at most $2m_0$ with high probability converging to one as the sample size diverges. This can be interpreted as an upper bound to control the false positive rate, a result not available for fused lasso for such a general linear model. Moreover, a simple exhaustive search within each estimated cluster gives the final estimation for location of break points. Non-asymptotic consistency rates of final estimates of break point locations are derived (Theorem 2) where it can be seen that change point estimates are optimal up to a logarithmic factor (see more details in Section 3). Model parameter estimates after break detection has not received much attention while having consistent estimators for model parameters before and after break points can reveal the main drives of breaks in the system. This could provide valuable insights to scientists to decipher the main features which contributed to the shock/break in the system (for example, see the application of TBFL on an EEG data set in Section 8).

In summary, the main contributions include (a) proposing a detection algorithm which can handle a wide range of linear models- including change-in-mean model, multiple linear regression model, Vector Auto-Regressive (VAR) model, and Gaussian graphical model- in both high-dimensional and fixed-dimensional cases; (b) providing theoretical guarantees in terms of consistency rate of change point detection and parameter estimation; (c) providing consistent model parameter estimates during the change point detection process, without the need for refitting the model; (d) providing data-driven methods to select all hyper-parameters in the algorithm. Further, the algorithm is implemented in the R package LinearDetect (Bai and Safikhani, 2021). Next, a brief overview of existing detection methods is provided.
1.1 Related Works

There exists a large body of literature addressing the problem of change point detection in the offline version mostly focusing on fix-dimensional regimes. The literature can be categorized into three groups with respect to the dimension of coefficient parameters considered by the model - i.e. univariate, multivariate, and high-dimensional. There exist several works focusing on different types of models in the univariate case. For example, [Davis et al., 2006] utilize minimum description length principle to locate change points in piecewise univariate auto-regressive models while [Killick et al., 2012] propose a Pruned Exact Linear Time (PELT) method using the Optimal Partitioning approach of [Jackson et al., 2005], together with a pruning step within the dynamic program to detect the structural breaks. [Fryzlewicz, 2017] applies a tail-greedy Haar transformation to consistently estimate the number and locations of multiple change points in the univariate piecewise-constant model while [Aue et al., 2017] develop a method based on the (scaled) functional cumulative sum (CUSUM) statistic for detecting shifts in the mean of functional data models. In the multivariate case with the number of the model parameters $p$ fixed, [ombres et al., 2005] develop a spectral representation to locate the break points, a self-normalized technique is developed in [Zhang and Lavitas, 2018] to test for change points. [Matteson and James, 2014] propose a non-parametric approach based on Euclidean distances between sample observations. There has been an increasing interest recently in the high-dimensional case in which the number of model parameter $p$ is much larger than the number of observations $n$. [Hastie et al., 2009; Cho and Fryzlewicz, 2015; and Cho, 2016] employed Binary Segmentation for locating break points in high-dimensional data while [Wang and Samworth, 2016] proposed a high-dimensional change point detection method using a sparse projection to project the high-dimensional into a univariate case. The algorithm for estimating a single change point can be combined with the wild binary segmentation scheme of [Frick et al., 2014] to locate sequentially multiple change points in high-dimensional time series. In [Wang et al., 2019], $l_0$-optimization is developed for change point detection in Vector auto-regressive (VAR) models while [Roy et al., 2017] developed a likelihood-based method for locating a single break point for high-dimensional Markov random fields and provide the rate of estimating the change point, as well as the model parameters. Further, a U-statistic-based cumulative sum statistic is developed in [Liu et al., 2020] to test for existence of a single change point while [Safikhani and Shojai, 2020] and [Bai et al., 2020] and [Safikhani et al., 2021] utilize fused lasso [Tibshirani et al., 2005] and a screening step to estimate multiple break points in a VAR model and also establish consistency results for both the break points and the model parameters. Moreover, [Kolar and Xing, 2012] consider a fused lasso regularization together with a neighborhood selection approach to detect the change points in the Gaussian graphical model while [Bybee and Atchade, 2018] introduce majorize-minimize algorithm plus Simulated Annealing (SA) algorithm for computing change points in large graphical models. Finally, [Gibberd and Roy, 2017] utilize Group-Fused Graphical Lasso (GFGL) to detect multiple change points in high-dimensional setting.

We refer to two recent review papers [Aue and Horváth, 2013; Yu, 2020] for a more comprehensive review.

The remainder of the paper is organized as follows. In Section 3, the general model formulation is introduced while in Section 4, we provide a detailed description of the proposed TBFL algorithm. Asymptotic properties including the consistency of the number of change points and their locations are established in Section 5 while examples of models are provided in Sections 6 and 7 (supplementary materials). Further, the optimal block size selection method is discussed in Section 8. The comparison with other methods together with numerical performance of the proposed TBFL in various simulation settings are provided in Sections 9 and 10 (supplementary materials). Finally, the real data application of electroencephalograms (EEGs) recorded during eyes-closed and eyes-open resting conditions is presented in Section 11 while Section 12 includes some concluding remarks.

**Notation:** Denote the indicator function of a subset $S$ as $1_S$. For any vector $v \in \mathbb{R}^p$, we use $\|v\|_\infty$ to denote $\max_{1 \leq i \leq p} |v_i|$. For any matrix $A$, the $\ell_1$, $\ell_2$ and $\ell_\infty$ norms of the vectorized form of $A$ are denoted by $\|A\|_1 =$...
\[\vec\| \vec(A) \|_1, \| A \|_F = \| \vec(A) \|_2 \text{ and } \| A \|_\infty = \| \vec(A) \|_\infty. \] The transpose of a matrix \( A \) is denoted by \( A' \). Let \( \Lambda_{\max}(\Sigma) \) and \( \Lambda_{\min}(\Sigma) \) denote the maximum and minimum eigenvalues of the symmetric matrix \( \Sigma \). Denote the tensor product of two matrices as \( \otimes \). For functions \( f(n) \) and \( g(n) \), we write \( f(n) = \Omega(g(n)) \) if and only if for some constants \( c \in (0, \infty) \) and \( n_0 > 0 \), \( f(n) \geq cg(n) \) for all \( n \geq n_0 \); we write \( f(n) = O(g(n)) \) if and only if for some constants \( c \in (0, \infty) \) and \( n_0 > 0 \), \( f(n) \leq cg(n) \) for all \( n \geq n_0 \). We define the Hausdorff distance between two countable sets on the real line as \( d_H(A, B) = \max \{ \max_{b \in B} \min_{a \in A} |b - a|, \max_{a \in A} \min_{b \in B} |b - a| \} \). For scalars \( a \) and \( b \), define \( a \wedge b = \min(a, b) \) and \( a \vee b = \max(a, b) \).

2. Model Formulation

We consider a multivariate regression model (Rothman et al. 2010) with structural break such that the values of coefficient matrix change over time in a piece-wise constant manner. Specifically, suppose there exist \( m_0 \) change points \( \{t_1, \ldots, t_{m_0}\} \) such that \( 1 = t_0 < t_1 < \cdots < t_{m_0} < t_{m_0+1} = n+1 \), then the structural break multivariate regression model is given by

\[
y_t = \sum_{j=1}^{m_0+1} \left( B^*_j x_t + \varepsilon_{j,t} \right) 1_{(t_{j-1} \leq t < t_j)}, \quad t = 1, \ldots, n, \tag{2.1}
\]

where \( y_t \in \mathbb{R}^p \) is the response vector at time \( t \); \( B^*_j \in \mathbb{R}^{p \times p} \) is the true coefficient matrix during the \( j \)th segment; \( x_t \in \mathbb{R}^p \) is the predictor vector at time \( t \); and \( \varepsilon_{j,t} \in \mathbb{R}^p \) is a multivariate white noise during the \( j \)th segment at time \( t \). All parameters in the model are considered fixed during each segment, while the coefficient matrices \( B^*_j \) are allowed to vary over segments. The multivariate regression model requires one to estimate \( p_x, p_y \) parameters within each segment which will be challenging when either the number of predictors \( p_x \) or the number of response \( p_y \) become large. We work under the high-dimensional setting in which we allow the number of predictors \( p_x \) and the number of response \( p_y \) to grow by sample size and possibly exceed the sample size \( n \), i.e. \( p_x \gg n \) and/or \( p_y \gg n \). As a result, we assume sparsity of coefficient matrices \( B^*_j \)'s. Specifically, denote the number of nonzero elements in \( B^*_j \) by \( d_j \), \( j = 1, 2, \ldots, m_0+1 \). Let \( d^n_n = \max_{1 \leq j \leq m_0+1} d_j \) to be the maximum sparsity of the model. We assume that \( d^n_n \) is much smaller than \( p_x \) and \( p_y \), see more details in Section 4.

3. Proposed Algorithm

In this section, we introduce a three-step estimation procedure denoted by Threshold Block Fused Lasso (TBFL). The first step aims to select candidate change points among blocks and estimate each segment’s coefficient matrix by solving a block fused lasso problem. A hard-thresholding step is then added to reduce the over-selection problem from the fused lasso step. In the third step, a local exhaustive search examines every time point inside a neighborhood region based on the cluster of candidate change points estimated in the previous step. Moreover, a consistent model parameter estimate is also obtained during the block fused lasso step. Each step is described in details next.

(Step 1) Block Fused Lasso. Define a sequence of time points \( 1 = r_0 < r_1 < \cdots < r_{k_n} = n + 1 \) for block segmentation such that \( r_i - r_{i-1} \approx b_n \) for \( i = 1, \ldots, k_n - 1 \), where \( k_n = \lfloor n/b_n \rfloor \) is the total number of blocks. To simplify notation and without loss of generality, throughout the rest of the paper, we assume that \( n \) is divisible by \( b_n \) such that \( r_i - r_{i-1} = b_n \) for all \( i = 1, \ldots, k_n \). By partitioning the observations into blocks of size \( b_n \), and fixing the model parameters within each block, we set \( \Theta_{1} = B^*_1 \) and \( \Theta_{i} = B^*_i + B^*_i - B^*_{i-1} \) when \( t_j \in [r_{i-1}, r_i) \) for some \( j \), and \( \Theta_{i} = 0 \) otherwise, for \( i = 2, 3, \ldots, k_n \). Note that \( \Theta_{i} \neq 0 \) for \( i \geq 2 \) means that \( \Theta_{i} \) has at least one non-zero entry and implies a change in the coefficients. We now formulate the following linear regression model in terms of \( \Theta(k_n) = (\Theta_1, \ldots, \Theta_{k_n})' \):

\[
\begin{pmatrix}
y_{(1:r_1-1)} \\
y_{(r_1:r_2-1)} \\
\vdots \\
y_{(r_{k_n-1}:r_{k_n-1})}
\end{pmatrix} = 
\begin{pmatrix}
x_{(1:r_1-1)} \\
x_{(r_1:r_2-1)} \\
\vdots \\
x_{(r_{k_n-1}:r_{k_n-1})}
\end{pmatrix} 
\begin{pmatrix}
\Theta_{1}' \\
\Theta_{2}' \\
\vdots \\
\Theta_{k_n}'
\end{pmatrix} + 
\begin{pmatrix}
\zeta_{(1:r_1-1)} \\
\zeta_{(r_1:r_2-1)} \\
\vdots \\
\zeta_{(r_{k_n-1}:r_{k_n-1})}
\end{pmatrix},
\]

where \( y_{(a:b)} := (y_a, \ldots, y_b)' \), \( x_{(a:b)} := (x_a, \ldots, x_b)' \), \( \zeta_{(a:b)} := (\zeta_a, \ldots, \zeta_b)' \); \( Y \in \mathbb{R}^{n \times p_y} \), \( X \in \mathbb{R}^{n \times k_n p_x} \), \( \Theta(k_n) \in \mathbb{R}^{k_n p_x \times p_y} \) and \( E \in \mathbb{R}^{n \times p_y} \). Letting \( \pi_n = k_n p_x p_y \), \( y = \text{vec}(Y) \), \( Z = I_{p_y} \otimes X \), \( \theta = \text{vec}(\Theta(k_n)) \), the regression
model (3.2) into vector form can be written as $y = Z\theta + \text{vec}(E)$, where $y \in \mathbb{R}^{np_y}$, $Z \in \mathbb{R}^{np_y \times n}$, $\theta \in \mathbb{R}^n$ and $\text{vec}(E) \in \mathbb{R}^{np_y}$. Due to sparsity of parameter $\theta$, one can estimate it by using an $\ell_1$-penalized least squares regression of the form:

$$
\hat{\theta} = \arg \min_{\theta \in \mathbb{R}^n} \left\{ \frac{1}{n} \| y - Z\theta \|_2^2 + \lambda_1, n \| \theta \|_1 + \lambda_2, n \sum_{i=1}^{k_n} \sum_{j=1}^{i} \Theta_j \right\},
$$

which uses a fused lasso penalty to control the number of change points and a lasso penalty to control the sparsity of the coefficient parameter in the model. Denote the sets of indices of blocks with non-zero jumps and estimated change points obtained from solving (3.3) by

$$\tilde{I}_n = \left\{ \tilde{t}_1, \tilde{t}_2, \ldots, \tilde{t}_{\tilde{m}} \right\} = \left\{ i : \| \tilde{\Theta}_i \|_F \neq 0, \ i = 2, \ldots, k_n \right\} \quad \text{and} \quad \tilde{A}_n = \{ \tilde{t}_1, \ldots, \tilde{t}_{\tilde{m}} \} = \{ r_{i-1} : i \in \tilde{I}_n \},$$

where $\tilde{m} = |\tilde{A}_n|$ and $\tilde{A}_n \subset \{ r_1, \ldots, r_{k_n-1} \}$. A data-driven method to select the optimal block size is introduced in Section 6.

(Step II) Hard-thresholding Procedure. The estimated change points obtained from solving (3.3) in the block fused lasso step include all block-end points with non-zero $\tilde{\theta}$, which lead to an over-estimation of the number of true change points in the model. To remedy this issue, a hard-thresholding step to “thin out” redundant change points with small changes in the estimated coefficients is introduced. Intuitively, we keep estimated change points from the first step whose jumps are large enough (above a threshold). Specifically, denote the sets of indices of candidate blocks and estimated change points after hard-thresholding by

$$\tilde{I}_n = \left\{ i : \| \tilde{\Theta}_i \|_F > \omega_n, \ i = 2, \ldots, k_n \right\} \quad \text{and} \quad \tilde{A}_n = \{ \tilde{t}_1, \ldots, \tilde{t}_{\tilde{m}} \} = \{ r_{i-1} : i \in \tilde{I}_n \},$$

where $\omega_n$ is proportional to the minimum jump sizes $\nu_n = \min_{1 \leq j \leq m_0} \| B_{j+1}^* - B_j^* \|_F$. Given the fact that the $\nu_n$ is unknown, we introduce a data-driven procedure to select a threshold value $\omega_n$ (see details in supplementary material B.1).

(Step III) Exhaustive Search Procedure. After hard-thresholding, the candidate change points that are located far from any true change points have been removed. However, there may be more than one selected change points remaining in the set $\tilde{A}_n$ in the neighborhoods of each true change point. Thus, we cluster the remaining estimated change points based on how close they are to each other. The idea is that the number of clusters is a reasonable estimate for $m_0$, the number of true change points. We consider a block clustering step which is based on a data-driven procedure to partition the $\tilde{m}$ candidate change points into $\tilde{m}^f$ clusters. In particular, we select the optimal number of clusters based on the idea of Gap statistics (Tibshirani et al. 2001) (see details in supplementary material B.2). For a set $A$, define cluster $(A)$ to be the partition of $A$ based on the clustering algorithm. Denote the subset in cluster $(\tilde{A}_n)$ by $\tilde{A}_n = \{ R_1, \ldots, R_{\tilde{m}^f} \}$, where $\tilde{m}^f = |\text{cluster}(\tilde{A}_n)|$. Denote the set of corresponding indices clusters by cluster $(\tilde{I}_n) = \{ J_1, J_2, \ldots, J_{\tilde{m}^f} \}$.

Next, we describe the local exhaustive search procedure to estimate location of change points. First, define the following local coefficient parameter estimates for each segment:

$$\hat{B}_j = \left\{ \frac{1}{2} (\max(J_{j-1} + 1, J_j)) \right\} \sum_{i=1}^{s-1} \hat{\Theta}_i, \quad \text{for} \ j = 1, \ldots, \tilde{m}^f + 1,$$

where $J_0 = \{ 1 \}$, $J_{\tilde{m}^f+1} = \{ k_n \}$, and $\{ \hat{\Theta}_i, i = 1, \ldots, k_n \}$ are matrix form parameters estimated from (3.3). Define $l_j = (\min(R_j) - b_n)2_{\{|R_j|>1\}} + \min(R_j)2_{\{|R_j|=1\}}$, and $u_j = (\max(R_j) + b_n)2_{\{|R_j|>1\}} + \max(R_j)2_{\{|R_j|=1\}}$. Now, given a subset $R_j$, we apply the exhaustive search method for each time point $s$ in the interval $(l_j, u_j)$ to the data set truncated by the two end points in time, i.e. only consider the data within the interval $[\min(R_j) - b_n, \max(R_j) + b_n]$. Specifically, define the final estimated change point $\tilde{L}_j$ as

$$\tilde{L}_j = \arg \min_{s \in (l_j, u_j)} \left\{ \sum_{t = \min(R_j) - b_n}^{s-1} \| y_{t} - \hat{B}_j \|_2^2 + \sum_{t = s}^{\max(R_j) + b_n - 1} \| y_{t} - \hat{B}_{j+1} \|_2^2 \right\},$$

for $j = 1, \ldots, \tilde{m}^f$. Denote the set of final estimated change points from (3.5) by $\tilde{A}_n^* = \{ \tilde{L}_1, \ldots, \tilde{L}_{\tilde{m}^f} \}$. Note that the local model parameter estimates $\hat{B}_j$’s defined in (3.4) can serve as estimation for parameters $B_j^*$’s. Thus, as
mentioned in Section 1, TBFL can estimate model parameters in parallel to change point detection without any refitting. To enhance the variable selection properties of model parameter estimates, we propose to hard-threshold $\hat{B}_j$’s. Specifically, define the thresholded estimate $\tilde{B}_j$ as

$$\tilde{B}_j = \hat{B}_j \mathbb{1}_{\{\hat{B}_{j} > \eta_n, j\}}; \text{ for } j = 1, \ldots, m, \tag{3.6}$$

which is element-wise thresholding such that $\tilde{B}_{j, hl} = 0$ if $|\hat{B}_{j, hl}| \leq \eta_n, j$ and unchanged otherwise, for all $j = 1, \ldots, m, h = 1, \ldots, p_y, l = 1, \ldots, p_x$. The thresholding parameter $\eta_n, j$ is selected using BIC criterion (see details in supplementary material 5.4).

**Remark 1.** Note that the hard-thresholding (Step II) is only used for selecting potential change point locations with large changes in their estimated coefficients. To guarantee a consistent estimation of segment-specific model parameters $B_j$’s, those $\tilde{B}_j$’s with smaller norm values are still kept in the local coefficient parameter estimates (3.4); See more discussion in supplementary material B.3.

**Remark 2.** The approximate computational complexity of TBFL method is $O(n/b_n + b_n)$ for fixed $p_y, p_x$ and finite $m_0$. The computational time is of order $O(n/b_n)$ in the first step (Bleakley and Vert, 2011) and of order $O(b_n)$ in the exhaustive search step. $b_n$ can essentially be selected as $n^a$ such that $0 \leq \epsilon < 1$. Setting $\epsilon = 0$ (i.e., selecting $b_n$ as a constant) yields to linear computational complexity (which matches the complexity in fused lasso). When $0 < \epsilon < 1$, the computational complexity is of order $O(n^\max(\epsilon, 1-\epsilon))$ which is sub-linear with respect to the sample size.

4. Theoretical Properties

In this section, we provide asymptotic properties of TBFL in terms of both detection accuracy and model parameter estimation consistency. The following assumptions are needed:

(A1.) Lower restricted eigenvalue condition (Lower-RE condition). There exist constants $c_1, c_2 > 0$, a sequence $\delta_n \to +\infty$, $a_n = \Omega(\log(p_x p_y \vee n))$ and parameters $\alpha_1 > 0$ and $\tau = c_0 \alpha_1(a_n)^{-1} \log(p_x p_y \vee n) > 0$ such that with probability at least $1 - c_1 \exp(-c_2 \delta_n)$ for all $v \in \mathbb{R}^{p_x p_y},$

$$\inf_{1 \leq j \leq m_0 + 1, t_j > u \geq \max(t_{j-1}, |u - l|) > a_n} \|I_{p_y} \odot \left( (l - u)^{-1} \sum_{t_l = l}^{u-1} x_t x'_t \right) v \|_2 \geq \alpha_1 \|v\|_2^2 - \tau \|v\|_1^2. \tag{4.7}$$

Upper restricted eigenvalue condition (Upper-RE condition). There exist constants $c_1, c_2 > 0$, a sequence $\delta_n \to +\infty$, $a_n = \Omega(\log(p_x p_y \vee n))$ and parameters $\alpha_2 > 0$ and $\tau = c_0 \alpha_2(a_n)^{-1} \log(p_x p_y \vee n) > 0$ such that with probability at least $1 - c_1 \exp(-c_2 \delta_n)$ for all $v \in \mathbb{R}^{p_x p_y},$

$$\sup_{1 \leq j \leq m_0 + 1, t_j > u \geq \max(t_{j-1}, |u - l|) > a_n} \|I_{p_y} \odot \left( (l - u)^{-1} \sum_{t_l = l}^{u-1} x_t x'_t \right) v \|_2 \leq \alpha_2 \|v\|_2^2 + \tau \|v\|_1^2. \tag{4.8}$$

(A2.) Deviation bound condition. There exist constants $c_1, c_2 > 0$ and a sequence $\delta_n \to +\infty$ such that with probability at least $1 - c_1 \exp(-\delta_n)$, for any sequence $a_n,$

$$\sup_{1 \leq j \leq m_0 + 1, t_j > u \geq \max(t_{j-1}, |u - l|) > a_n} \left\| \left( (l - u)^{-1} \sum_{t_l = l}^{u-1} x_t e^t \right) \right\|_{\infty} \leq c_2 \sqrt{\frac{\log(p_x p_y \vee n)}{a_n}}. \tag{4.9}$$

(A3.) The matrices $B_j$ are $d_j$-sparse. More specifically, for all $j = 1, \ldots, m_0 + 1, d_j \ll p_x p_y$, i.e., $d_j/(p_x p_y) = o(1)$. Moreover, there exists a positive constant $M_B > 0$ such that

$$\max_{1 \leq j \leq m_0 + 1} \|B_j\|_\infty \leq M_B.$$
(A4.) Let \( \nu_n = \min_{1 \leq j \leq m_0} \|B^*_j - B^*_j\|_F \) and \( \Delta_n = \min_{1 \leq j \leq m_0} |t_{j+1} - t_j| \). There exists a positive sequence \( b_n \) such that, as \( n \to \infty \),
\[
\frac{\Delta_n}{b_n} \to +\infty, \quad d_n^2 \log(p_x p_y \vee n) \to 0, \quad \nu_n = \Omega \left( \sqrt{\frac{d_n^2 \log(p_x p_y \vee n)}{b_n}} \right). 
\]

(A5.) The regularization parameters \( \lambda_{1,n} \) and \( \lambda_{2,n} \) satisfy \( \lambda_{1,n} = C_1 \sqrt{\log(p_x p_y \vee n)/n} / b_n \) and \( \lambda_{2,n} = C_2 \sqrt{\log(p_x p_y \vee n)/n} / b_n \) for some large constant \( C_1, C_2 > 0 \).

Assumptions A1 and A2 (known as restricted eigenvalue condition and deviation bound condition) are common assumptions in high-dimensional linear regression models (Loh and Wainwright 2012) and hold for a wide range of models with possible temporal dependence (Basu and Michailidis 2015). These assumptions should hold uniformly over all \( (\m, C) \) models with possible temporal dependence (Basu and Michailidis 2015). These assumptions should hold uniformly in high-dimensional linear regression models (Loh and Wainwright 2012) and hold for a wide range of assumptions in high-dimensional linear regression models (Loh and Wainwright 2012) and hold for a wide range of assumptions in high-dimensional linear regression models (Loh and Wainwright 2012). Also, the higher the \( b_n \), the smaller the jump size \( \nu_n \) can be while the TBFL can still detect all change points in the model consistently. Finally, Assumption A5 specifies the rate of the tuning parameters \( \lambda_{1,n} \) and \( \lambda_{2,n} \) in the block fused lasso problem in high-dimensional linear regression models (Loh and Wainwright 2012).

The first theorem is one of the main results about the false positive rate of the first step of TBFL as well as consistency of number of change points in the second step of TBFL.

**Theorem 1.** Suppose A1-A5 hold. Then, as \( n \to +\infty \)
\[
P \left( d_{\bar{m} \bar{m}} (\hat{A}_n, A_0) < b_n, m_0 \leq |\hat{A}_n| \leq 2m_0 \text{ and } \bar{m} = m_0 \right) \to 1.
\]

Theorem 1 states that the number of clusters obtained in the second step of TBFL is a consistent estimator for the number of true change points \( m_0 \), despite the fact that the total number of estimated change points in this step can be larger than \( m_0 \). Note that although the number of candidate change points in the second step of TBFL can be larger than \( m_0 \), but Theorem 1 states that it can be at most \( 2m_0 \) with high probability. Moreover, all candidate change points in the second step of TBFL are within \( b_n \)-radius neighborhood of a true change point with high probability. In other words, none of candidate estimated change points are far from true change points, a result not true for fused lasso (Safikhani and Shojaie 2020).

By utilizing the exhaustive search procedure (third step of TBFL), one can remove additional candidate estimated break points within estimated clusters in the second step of TBFL. The next theorem states the main result on accuracy for locating break points in TBFL.

**Theorem 2.** Suppose the Assumptions A1-A5 hold. Then as \( n \to +\infty \), there exists a large enough constant \( K > 0 \) such that
\[
P \left( \max_{1 \leq j \leq m_0} |t_{j+1} - t_j| \leq \frac{K d_n^2 \log(p_x p_y \vee n)}{\nu_n^2} \right) \to 1.
\]

Theorem 2 states the localization error of TBFL algorithm uniformly over all \( m_0 \) change points. It scales logarithmically with respect to the model dimensions \( p_x \) and \( p_y \). Moreover, small jump sizes can potentially worsen the consistency rate for locating break points since the localization error scales proportionally with respect to the reciprocal of \( \nu_n^2 \). Note that the rate stated in Theorem 2 is optimal up to a logarithm factor (Csörgő and Horváth 1997).

Finally, consistent estimation of segment-specific model parameters can be achieved, as stated in the following theorem.
Theorem 3. Suppose the Assumptions A1-A5 hold. Then solution \( \hat{B}_j \) from (3.4) satisfies
\[
\max_{1 \leq j \leq m_0+1} \left\| \hat{B}_j - B_j^* \right\|_F = O_p \left( \sqrt{\frac{d_n \log (p_x p_y \vee n)}{b_n}} \right).
\]

Further, if \( \eta_{n,j} = C_j \sqrt{\frac{\log (p_x p_y \vee n)}{b_n}} \) for some positive constant \( C_j \), the thresholded variant \( \tilde{B}_j \) in (3.6) satisfies
\[
\max_{1 \leq j \leq m_0+1} \left| \text{supp}(\tilde{B}_j) \setminus \text{supp}(B_j^*) \right| = O_p \left( d_n \right).
\]

Theorem 3 states that the estimator \( \hat{B}_j \) of model parameter has proper consistency results while its thresholded version \( \tilde{B}_j \) satisfies satisfactory variable selection property. Note that in the case of no break points, by selecting \( b_n = n \), the rates stated in Theorem 3 match the typical consistency rates in high-dimensional regression models (Loh and Wainwright 2012; Basu and Michailidis 2015). Thus, the \( b_n \) in the denominator of consistency rate in Theorem 3 serves as a proxy for the sample size in each segment.

5. Examples of Models

In this section, we list two examples of specific well-known models which would fit into the modeling framework (2.1). A third example on high-dimensional regression model is presented in supplementary materials, Section 3 due to space limitations.

5.1 Mean Shift Model

We consider a simple regression model that the values of mean change over time. In this case, setting the parameters \( x_t = 1, B_j^* = \mu_j^*, p_x = 1, p_y = p \) in the model representation in (2.1), the structural break mean shift model is given by
\[
y_t = \sum_{j=1}^{m_0+1} \left( \mu_j^* + \epsilon_{j,t} \right) \mathbb{1}_{(t_{j-1} \leq t < t_j)}, \quad t = 1, \ldots, n,
\]
(5.10)
where \( y_t \in \mathbb{R}^p \) is the observation vector at time \( t \); \( \mu_j^* \in \mathbb{R}^p \) is the sparse mean vector during the \( j \)th segment; and \( \epsilon_{j,t} \in \mathbb{R}^p \) is multivariate white noise during the \( j \)th segment at time \( t \). Define \( \Theta_{j} = \Theta_j^\prime, \Theta_j = \mu_j^* + \mu_j^{*+1} - \mu_j^* \) when \( t_j \in [r_{j-1}, r_j) \) and \( \Theta_j = 0 \) otherwise, for \( i = 2, 3, \ldots, k_n \). In this case, the linear regression model in terms of \( \Theta \) can be written as
\[
\begin{pmatrix}
y(1_{r_1-1}) \\
y(1_{r_1-r_2-1}) \\
\vdots \\
y(1_{r_{k_n-1}-r_{k_n-1}}) \\
\end{pmatrix} = 
\begin{pmatrix}
1(1_{r_1-1}) \\
1(1_{r_1-r_2-1}) \\
\vdots \\
1(1_{r_{k_n-1}-r_{k_n-1}}) \\
\end{pmatrix} 
\begin{pmatrix}
\Theta_{j}^\prime \\
\Theta_{j} \\
\vdots \\
\Theta_{k_n}^\prime \\
\end{pmatrix} + 
\begin{pmatrix}
\zeta(1_{r_1-1}) \\
\zeta(1_{r_1-r_2-1}) \\
\vdots \\
\zeta(1_{r_{k_n-1}-r_{k_n-1}}) \\
\end{pmatrix},
\]
(5.11)
where \( y_{(a,b)} := (y_a, \ldots, y_b)^\prime, \zeta_{(a,b)} := (\zeta_a, \ldots, \zeta_b)^\prime \); where \( 1_{(a,b)} \in \mathbb{R}^{b-a+1} \) is all-ones vector, \( \gamma \in \mathbb{R}^{n \times p}, X \in \mathbb{R}^{n \times k_n}, \Theta \in \mathbb{R}^{k_n \times p} \) and \( E \in \mathbb{R}^{n \times p} \). The TFBL algorithm can be applied to this specific model, while following the algorithm described in Section 3 the estimated coefficient parameters is given by
\[
\hat{\mu}_j = \sum_{i=1}^{\lfloor \max(J_{j-1}) + \min(J_j) \rfloor} \hat{\Theta}_i, \quad \text{for } j = 1, \ldots, \tilde{m}^l + 1,
\]
(5.12)
and its thresholded variant estimate \( \tilde{\mu}_j \) can be defined as
\[
\tilde{\mu}_j = \hat{\mu}_j \mathbb{1}_{\{\hat{\mu}_j > \eta_{n,j} \}}, \quad \text{for } j = 1, \ldots, \tilde{m}^l + 1.
\]
(5.13)

To establish consistency properties of the detection/estimation procedure, the following assumptions are needed:
For the $j$-th segment, where $j = 1, 2, \ldots, m_0 + 1$, the process can be written as $y_{t,j} = \mu^*_j + \varepsilon_{t,j}$ where the error \( \{\varepsilon_{t,j}\} \) is a sub-Gaussian random vector with parameter \( (\Sigma_j, \sigma^2_j) \) (see the details of sub-Gaussian definition in Appendix A). Furthermore, 
\[
\frac{1}{C_1} \leq \min_{1 \leq j \leq m_0 + 1} \Lambda_{\min}(\Sigma_j) \leq \max_{1 \leq j \leq m_0 + 1} \Lambda_{\max}(\Sigma_j) \leq C_1, \text{ and } 1/C_2 < \min_{1 \leq j \leq m_0 + 1} \sigma^2_j \leq \max_{1 \leq j \leq m_0 + 1} \sigma^2_j < C_2,
\]
where \( C_1 \) and \( C_2 \) are positive constants.

The mean vectors \( \mu^*_j \) are sparse. More specifically, for all \( j = 1, 2, \ldots, m_0 + 1, d_j \ll p, \) i.e., \( d_j/p = o(1) \). Moreover, there exists a positive constant \( M_\mu > 0 \) such that 
\[
\max_{1 \leq j \leq m_0 + 1} \|\mu^*_j\|_\infty \leq M_\mu.
\]

Let \( \nu_n = \min_{1 \leq j \leq m_0} \|\mu^*_j + \mu_j - \mu^*_j\|_2 \). There exists a positive sequence \( b_n \) such that, as \( n \to \infty \),
\[
\min_{1 \leq j \leq m_0 + 1} \frac{|t_j - \hat{t}_j|}{b_n} \to +\infty, \quad d_n^* \frac{\log(p \vee n)}{b_n} \to 0 \text{ and } \nu_n = \Omega\left(\frac{d_n^* \log(p \vee n)}{b_n}\right).
\]

The regularization parameters \( \lambda_{1,n} \) and \( \lambda_{2,n} \) satisfy \( \lambda_{1,n} = C_1 \sqrt{\log(p \vee n)/b_n} \) and \( \lambda_{2,n} = C_2 \sqrt{\log(p \vee n)/n} \) for some large constant \( C_1, C_2 > 0 \).

The Assumption B1 is a standard assumption in mean shift models and allows one to obtain necessary concentration inequalities needed in high dimensions including restricted eigenvalue condition and deviation bound condition (see Loh and Wainwright [2012]). Assumptions B2-B4 are special cases of Assumptions A3-A5 in Section 4. The next theorem states the detection and estimation consistency of TBFL in mean shift model.

**Theorem 4** (Results for mean shift model). Suppose the Assumptions B1-B4 hold, then there exists a large enough constant \( K > 0 \) such that as \( n \to +\infty \),
\[
\mathbb{P}\left(\hat{m} = m_0, \max_{1 \leq j \leq m_0} |\hat{t}_j - t_j| \leq \frac{K d_n^* \log(p \vee n)}{\nu_n} \right) \to 1.
\]
Also, the solution \( \hat{\mu}_j \) from (5.12) satisfies
\[
\max_{1 \leq j \leq m_0 + 1} \|\hat{\mu}_j - \mu^*_j\|_p = O_p\left(\frac{d_n^* \log(p \vee n)}{b_n}\right).
\]

Further, if \( \eta_{n,j} = C_3 \sqrt{\log(p \vee n)/b_n} \) for some positive constant \( C_3 \), the thresholded variant \( \tilde{\mu}_j \) from (5.13) satisfies
\[
\max_{1 \leq j \leq m_0 + 1} |\text{supp}(\tilde{\mu}_j) \setminus \text{supp}(\mu^*_j)| = O_p\left( d_n^* \right).
\]

The localization error rate obtained in Theorem 4 for mean shift model is superior compared to some competing methods, e.g. the Sparse Binary Segmentation (SBS) algorithm developed in Cho and Fryzlewicz [2015] and the Inspect algorithm in Wang and Samworth [2016]. Note that our rate of consistency for estimating the break point locations is of order \( d_n^* \log(p \vee n)/\nu_n^2 \), which could be as low as \( (\log(p \vee n))^{1+\psi} \) if we set a constant \( \nu_n \) and \( d_n^* = (\log(p \vee n))^{1+\psi/2} \). [Cho and Fryzlewicz 2015] can achieve a similar rate when \( \Delta_n \) is of order \( n \). However, when \( \Delta_n \) is smaller and is of order \( n^\psi \) for some \( \psi \in (6/7, 1) \), Cho & Fryzlewicz’s rate of consistency will be of order \( n^{2-2\psi} \), which is larger than our logarithmic rate. Moreover, [Wang and Samworth 2016] proposed a two-stage procedure called “Inspect” for estimation of the change points. The Inspect method guarantees the recovery of the correct number of change points with high probability. Translating to our notation, their best localization error is at least of order \( m_0^2 (\log n + \log p)/\nu_n^2 \) (see Theorem 5 in [Wang and Samworth 2016]), where \( m_0 \) is the number of change points. This rate can be larger than the rate stated in Theorem 4 especially when \( m_0 \) is large. We also compared the performance of these three methods (TBFL, SBS, and Inspect) numerically, see more details in Section 7.
5.2 Gaussian Graphical Model

In this section, we consider a Gaussian graphical model with possible changes in its covariance (precision) matrix. Specifically, suppose there exist \(m_0\) change points \(\{t_1, \ldots, t_{m_0}\}\) such that \(1 = t_0 < t_1 < \cdots < t_{m_0} < t_{m_0 + 1} = n + 1\), then

\[
x_t \sim \sum_{j=1}^{m_0+1} N_p(0, \Sigma_j) \mathbb{1}_{\{t_{j-1} \leq t < t_j\}}, \quad t = 1, \ldots, n,
\]

such that observations \(x_t \in \mathbb{R}^p\) are \(p\)-dimensional realizations of a multivariate normal distribution with zero mean and covariance matrix \(\Sigma_j\) during the \(j\)-th segment. Let \(\Omega_j := \Sigma_j^{-1}\) denote the precision matrix during the \(j\)-th segment, with elements \((\Omega_j(l, k)), \ 1 \leq l, k \leq p\). We study the problem of estimating both the change points and the non-zero elements of the precision matrices. Setting the parameters \(x_t = y_t, p_x = p_y = p\) in the model representation in (2.1), the model (5.14) can be equivalently expressed as the following regression equation (utilizing the neighborhood selection method developed in Meinshausen and Bühlmann (2006)):

\[
x_t = \sum_{j=1}^{m_0+1} (A_j^*) x_t + \varepsilon_{j,t} \mathbb{1}_{\{t_{j-1} \leq t < t_j\}}, \quad t = 1, \ldots, n,
\]

where \(x_t\) is the \(p\)-vector of observation at time \(t\); \(A_j^* \in \mathbb{R}^{p \times p}\) is the sparse coefficient matrix with zero diagonal during the \(j\)-th segment, such that the off-diagonal elements \(A_j^*(l, -l) = \Sigma_j(l, -l) (\Sigma_j(-l, -l))^{-1} = - (\Omega_j(l, l))^{-1} \Omega_j(l, -l)\), where \(\Sigma(-l, -k)\) is the sub-matrix of \(\Sigma\) with its \(l\)-th row and \(k\)-th column removed; \(\Sigma(l, k)\) is the entry of matrix \(\Sigma\) that lies in the \(l\)-th row and \(k\)-th column; \(\varepsilon_{j,t} \sim \mathcal{N} (0, (I_p - A_j^*) \Sigma_j (I_p - A_j^*)')\) where the variance of the \(l\)-th component in the error term \(\text{Var}(\varepsilon_{j,t}(l)) = \Sigma_j(l, l) - \Sigma_j(l, -l) (\Sigma_j(-l, -l))^{-1} \Sigma_j(-l, l)\). Therefore, we have \(\Omega_j(l, l) = (\text{Var}(\varepsilon_{j,t}(l)))^{-1}\), and \(\Omega_j(l, -l) = - (\text{Var}(\varepsilon_{j,t}(l)))^{-1} A_j^*(l, -l)\), where \(l = 1, \ldots, p\), \(j = 1, \ldots, m_0 + 1\), \(t = 1, \ldots, n\). The sparsity in the entries of \(\Omega_j\) can be matched into sparsity in regression coefficient matrix \(A_j^*\).

Define \(\Theta_i = A_{i+1}^* - A_i^*\) when \(t_j \in [r_{i-1}, r_i)\) for some \(j\) and \(\Theta_i = 0\) otherwise, for \(i = 2, 3, \ldots, k_n\). In this case, the linear regression model in terms of \(\Theta\) can be written as

\[
\begin{pmatrix}
    x_{(r_{1} : r_{2} - 1)} \\
    x_{(r_{1} : r_{2} - 1)} \\
    \vdots \\
    x_{(r_{kn-1} : r_{kn - 1} - 1)}
\end{pmatrix}
= \begin{pmatrix}
    x_{(r_{1} : r_{2} - 1)} \\
    x_{(r_{1} : r_{2} - 1)} \\
    \vdots \\
    x_{(r_{kn-1} : r_{kn - 1} - 1)}
\end{pmatrix}
\begin{pmatrix}
    \Theta_{1}' \\
    \Theta_{2}' \\
    \vdots \\
    \Theta_{kn}'
\end{pmatrix}
+ \begin{pmatrix}
    \zeta_{(r_{1} : r_{2} - 1)} \\
    \zeta_{(r_{2} : r_{2} - 1)} \\
    \vdots \\
    \zeta_{(r_{kn-1} : r_{kn - 1} - 1)}
\end{pmatrix}
\]

where \(x_{(a : b)} := (x_a, \ldots, x_b)'\), \(\zeta_{(a : b)} := (\zeta_a, \ldots, \zeta_b)'\); \(Y \in \mathbb{R}^{n \times p}\), \(X' \in \mathbb{R}^{n \times kn_p}\), \(\Theta \in \mathbb{R}^{kn_p \times p}\) and \(E \in \mathbb{R}^{n \times p}\). The TBFL algorithm can be applied to detect change points while the estimated coefficient parameters is given by

\[
\hat{A}_j = \sum_{i=1}^{\text{max}(J_j) + \text{min}(J_j)} \Theta_i, \text{ for } j = 1, \ldots, \tilde{m}' + 1,
\]

and its thresholded variant \(\tilde{A}_j\) as

\[
\tilde{A}_j = \hat{A}_j I_{\{\hat{A}_j > \eta_n, j\}}, \text{ for } j = 1, \ldots, \tilde{m}' + 1.
\]

To establish consistency properties of the detection/estimation procedure, the following assumptions are needed:

(D1.) For each \(j = 1, 2, \ldots, m_0 + 1\), the process follows the (5.15) such that \(x_{j,t} \sim \mathcal{N}(0, \Sigma_j)\) and \(\varepsilon_{j,t} \sim \mathcal{N} (0, (I_p - A_j^*) \Sigma_j (I_p - A_j^*)')\). Further,

\[
1/C_1 \leq \min_{1 \leq j \leq m_0 + 1} \Lambda_{\min}(\Sigma_j) \leq \max_{1 \leq j \leq m_0 + 1} \Lambda_{\max}(\Sigma_j) \leq C_1, \text{ and } 1/C_2 \leq \min_{1 \leq j \leq m_0 + 1, 1 \leq l \leq p} (\Omega_j(l, l))^{-1},
\]

where \(C_1\) and \(C_2\) are positive constants.
(D2.) The coefficient vectors $A_j^*$ are sparse. More specifically, for all $j = 1, 2, \ldots, m_0 + 1$, $d_j \ll p^2$, i.e., $d_j/p^2 = o(1)$. Moreover, there exists a positive constant $M_A > 0$ such that

$$\max_{1 \leq j \leq m_0+1} \|A_j^*\|_\infty \leq M_A.$$  

(D3.) Let $\nu_n = \min_{1 \leq j \leq m_0} \|A_{j+1}^* - A_j^*\|_F$. There exists a positive sequence $b_n$ such that, as $n \to \infty$,

$$\min_{1 \leq j \leq m_0+1} \frac{|t_j - t_{j-1}|}{b_n} \to +\infty, \quad d_n^* \log(p \vee n) \max_{1 \leq j \leq m_0+1} \|A_j^*\|_F \to 0$$

and $\nu_n = \Omega\left(\sqrt{d_n^* \log(p \vee n)} \right)$. 

(D4.) The regularization parameters $\lambda_{1,n}$ and $\lambda_{2,n}$ satisfy $\lambda_{1,n} = C_1 \sqrt{\log(p \vee n)/n} \sqrt{b_n/n}$, and $\lambda_{2,n} = C_2 \sqrt{\log(p \vee n)/n} \sqrt{b_n/n}$ for some large constant $C_1, C_2 > 0$. 

One can exclude singular or nearly singular covariance matrices based on Assumption D1, thus guaranteeing the uniqueness of $\Theta$ (Wang et al., 2019; Meinshausen and Bühlmann, 2006). The RE condition (A1) and deviation bound (A2) holds under Assumption D1 (see more details in Section 4 in Bickel et al. (2009) and Lemma 12 in Zhou et al. (2011)). Assumptions D2-D4 are special cases of Assumptions A3-A5 in Section 4.

The next theorem is about the detection and estimation consistency of TBFL applied to Gaussian graphical model with breaks.

**Theorem 5** (Results for Gaussian graphical model). Suppose the Assumptions D1-D4 hold. Then there exists a large enough constant $K > 0$ such that, as $n \to +\infty$,

$$\mathbb{P}\left(\tilde{m}^\ast = m_0, \max_{1 \leq j \leq m_0} |\bar{t}_j - t_j| \leq \frac{K d_n^* \log(p \vee n)}{\nu_n^2} \right) \to 1.$$  

Also, the solution $\tilde{A}_j$ from (5.17) satisfies

$$\max_{1 \leq j \leq m_0+1} \left\| \tilde{A}_j - A_j^* \right\|_F = O_p\left(\sqrt{d_n^* \log(p \vee n)} \right).$$

Further, if $\eta_{n,j} = C_j \sqrt{\log(p \vee n)/b_n}$ for some positive constant $C_j$, the thresholded variant $\tilde{A}_j$ from (5.18) satisfies

$$\max_{1 \leq j \leq m_0+1} \left| \text{supp} \left( \tilde{A}_j \right) \backslash \text{supp} \left( A_j^* \right) \right| = O_p\left( d_n^* \right).$$

The localization error stated in Theorem 5 is optimal up to a logarithmic factor. This rate is an improvement over the consistency rate of Group-Fused Graphical Lasso (GFGL) method developed in Gibberd and Roy (2017) in which the localization error is of order $O(p^2 \log p/\nu_n^2)$ (as shown in Theorem 3.2 in Gibberd and Roy (2017)). Moreover, TBFL achieves a better consistency rate compared with the $O(p \log n/\nu_n^2)$ localization error rate established in Kolar and Xing (2012). Finally, it achieves a similar consistency rate in terms of the localization error compared with the method in Bybee and Atchade (2018) for a single change point while there is no theoretical results for consistency of number of change points in the detection method developed in Bybee and Atchade (2018). We investigated a numerical comparison between TBFL and the method developed in Bybee and Atchade (2018) in which TBFL outperforms the latter method both in terms of estimated number of change points and their location accuracy, see more details on this numerical comparison in Section 6 of the supplementary materials.

6. Optimal Block Size Selection

In this section, we develop a data-driven method to select the optimal block size. If the true number of change points $m_0$ is relatively small, the proposed TBFL algorithm is robust to changes in the block size $b_n$ (see more details in Section 4), but for a large $m_0$, we propose to select the optimal block size by minimizing the High-dimensional
Bayesian Information Criterion (HBIC) developed in Wang and Zhu (2011) over a grid search domain. Specifically, we select the optimal $b_n$ as

$$
\hat{b}_n = \arg \min_{b_n \in S} \text{HBIC}(b_n) = \arg \min_{b_n \in S} \left( n \log \left( \frac{1}{n} \text{RSS}(b_n) \right) + 2 \gamma \log(p_x p_y | M(b_n)) \right)
$$

where $\text{RSS}(b_n) = \sum_{j=1}^{m} \sum_{t=j}^{t_j-1} \left\| y_t - \tilde{B}_j(b_n) x_t \right\|^2_2$ is the residual sum of squares, $\tilde{B}_j(b_n)$, $\tilde{m}_j(b_n)$ and $\tilde{t}_j(b_n)$ are estimated parameters, number of change points and location of change points using block size $b_n$; $|M(b_n)| = \sum_{j=1}^{m} d_j(b_n)$, where $d_j(b_n)$ is the number of non-zero elements in the coefficient parameter $\tilde{B}_j$ in (3.6) while using the block size $b_n$. We follow Wang and Zhu (2011)’s suggestion for $\gamma$ selection. Note that the detection and estimation results are robust with respect to changes in $\gamma$ as investigated in Section 11 in supplementary materials. The details for selection of the search domain $S$ are provided in Section 13 in supplementary materials.

7. Numerical Performance Evaluation

In this section, we compare the empirical performance of our method (TBFL) with selected competing methods. For mean shift model, we compare our method with SBS (Cho and Fryzlewicz, 2015) and Inspect (Wang and Samworth, 2016). For Gaussian graphical model, we compare our method with the Simulated Annealing (SA) algorithm (Bybee and Atchade, 2015). We also evaluate the performance of the TBFL method with respect to both structural break detection and parameter estimation over several simulation scenarios. Due to space limitations, in this section, we only provide details of comparisons with SBS and Inspect, while details on comparison with the method developed in (Bybee and Atchade 2015) and details of empirical performance of TBFL over several simulation scenarios are provided in supplementary material, Sections F and G respectively.
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Figure 2: (a) Hausdorff distance $d_H(\tilde{A}_j, A_n)$ for the TBFL, SBS and Inspect methods; (b) median of number of detected change points for three methods; (c) F1 score.

Before describing the simulation settings, we need to list/define certain measures to compare detection performance among competing methods. First, the Hausdorff distance $d_H(\tilde{A}_j, A_n)$ is used as the measure for estimation accuracy of the location of break points. Moreover, following Hushchyn et al. (2020), we define a set of correctly detected change-points as True Positive Change Points (TPCP):

$$
\text{TPCP} = \left\{ t_j \mid \exists \tilde{t}_j, \text{ such that } \tilde{t}_j \in \left[ t_j - \frac{t_j - t_{j-1}}{5}, t_j + \frac{t_{j+1} - t_j}{5} \right] \right\}, j = 1, \ldots, m_0
$$

Further, the Precision, Recall and F1-score are calculated as follows:

$$
\text{Precision} = \frac{|\text{TPCP}|}{\tilde{m}_j}, \quad \text{Recall} = \frac{|\text{TPCP}|}{m_0}, \quad \text{F1} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
$$

where $|\text{TPCP}|$ is the cardinality of set TPCP. The highest possible value of an F1 score is 1, indicating perfect precision and recall, and the lowest possible value is 0, if either the precision or the recall is zero. We select F1 score as another quantitative measurement to evaluate detection performances. Next, details of the simulation setting are explained.

**Setting A (Mean Shift Model).** In the setting A, $n = 5000$, $p = 20$, with the number of non-zero elements in $j$th segments $d_j = 2$, for all $j = 1, \ldots, m_0 + 1$. The mean coefficient $\mu$ are chosen to be multivariate with random
sparse structure and random entries sampled from $\text{Uniform}(-1, -0.5)\mathbb{1}(j \text{ is odd}) + \text{Uniform}(0.5, 1)\mathbb{1}(j \text{ is even})$, for each $j = 1, \ldots, m_0 + 1$. We consider different setting of $m_0$ starting from 2 to 16.

The detection results of three methods TBFL, SBS, and Inspect are summarized in Figure 2 and Table 1. As shown in Figure 2 (left panel), the Hausdorff distance between the set of estimated change points and true change points increases significantly for the SBS method when $m_0$ increases while TBFL and Inspect seem to be more stable. In the middle panel, median of number of detected change points is plotted for all three methods. It can be seen from this plot that Inspect (SBS) over-estimates (under-estimates) the true number of change points while TBFL correctly identifies $m_0$. Further, the right panel of Figure 2 depicts the F1 score in which it can be seen that for small $m_0$, all models perform reasonably well while TBFL outperforms SBS and Inspect for larger $m_0$. Overall, TBFL performs better than these two competing methods both in terms of estimating the number of change points and their locations. Finally, as shown in Table 1 among 100 replicates, our method can correctly estimate $m_0$ over 90% replicates when $m_0 = 2$ to 14, while the SBS (Inspect) tends to underestimate (overestimate) the $m_0$ starting from $m_0 = 6$. Note that for $m_0 = 16$, TBFL only selects the true number of change points in 74% replicates which implies that with model specifications in this simulation setting, TBFL has reached its detection limit.

8. An Application to Electroencephalogram (EEG) Data

In this section, we apply TBFL method and SA method [Bybee and Atchade 2018] to an EEG data set analyzed in [Trujillo 2019]. In this database, EEG signals from active electrodes for 72 channels are recorded at a sampling frequency of 256Hz, for a total of ~3 min. The stimulus procedure tested on the selected subject comprised of three 1-min duration interleaved sessions with eyes open and closed. To speed up the computations, we construct a subset of the EEG data observation by selecting one in every 16 record. After de-trending and scaling the data, the final total time points is reduced to $n = 2,922$. The data is also pre-processed to remove the temporal structure pattern (more details are provided in supplementary material K).

![Figure 3: (left) The de-trended EEG Data with 72 channels. The blue dashed line indicates the detected change point while the red vertical line indicates the true change point. The first and third part correspond to eyes open status while the second part corresponds to eyes closed status; (middle and right) Directed graph of EEG channels connectivity before (middle panel) and after (right panel) the first change point.](image-url)

We considered the Gaussian graphical model with breaks for this data set and applied TBFL with optimal block size procedure under search domain $\delta_n = 80, 90, 100, 110, 120$ to detect change points and estimate model parameters.
The selected optimal block size is \( b_n = 90 \). As shown in left panel of Figure 3, our method detects two break points at \( \tilde{t}_1 = 1077 \) and \( \tilde{t}_2 = 1980 \), which are close to the open-eye and closed-eye times identified by neurologists \( (t_1 = 947 \) and \( t_2 = 1963) \). We also applied the Simulated Annealing (SA) method \((\text{Bybee and Atchade, 2018})\) on this EEG dataset. The SA method only detects one change point close to boundaries \((30)\) for which there are no recorded stimuli, but no estimated change points close to true change points. To demonstrate the changes between eye-open and eye-closed segments, we focus on the first two segments and estimated the model parameters in both segments using the thresholded estimator defined in \((5.18)\), i.e. \( \tilde{A}_1 \) (segment 1, open-eye) and \( \tilde{A}_2 \) (segment 2, closed-eye). Network edges corresponding to non-zero coefficients in these two estimated parameters are depicted in middle and right panel of Figure 3. It can be seen that during the second segment (which is the eyes-closed state), the overall network connectivity has increased. Specifically, the total number of edges in the eyes-open (EO) state is 724, while the total number of edges in the eyes-closed (EC) state is 857. Among channels which had the most connectivity changes, i.e. their degree (number of edges) between the two segments have changed the most, there are 6 EEG channels PO4, POz, PO3, Pz, P3 and CP2, which are located in the visual cortex in the brain \((\text{Nezamfar et al., 2011})\). This result confirms the satisfactory variable selection performance of model parameter estimation as stated in Theorem 3 after detecting break points in the TBFL procedure. Such estimations can produce insights to scientists to study further the channels which have been affected the most by the stimulus procedure.

9. Concluding Remarks

In this paper, we introduced a novel unified framework that can consistently identify structural breaks and estimate model parameters for general sparse multivariate linear models with high-dimensional covariates. We developed a regularized estimation procedure to simultaneously detect the structural break points, and estimate the model parameters. Key technical developments include the calibration of the block size and the introduction of hard-thresholding for screening out redundant candidate change points. Note that our method could also handle Vector auto-regressive (VAR) model. Extension of the current framework to nonlinear model constitutes an interesting future research direction.

A. Details about Sub-Gaussian

We first introduce the definitions of sub-Gaussian random variable and sub-Gaussian random vector similar to that in \(\text{Vershynin (2010)}\) and \(\text{Loh and Wainwright (2012)}\). A random variable \( X \) that satisfies \((E|X|^p)^{1/p} \leq K\sqrt{p}\) for all \( p \geq 1 \) is called a sub-Gaussian random variable with parameter \( \|X\|_{\psi_2} = \sup_{p \geq 1} p^{-1/2} (E|X|^p)^{1/p} \). A random vector \( X \in \mathbb{R}^p \) is said to be sub-Gaussian with parameters \((\Sigma, \sigma^2)\) if:

- \( X \in \mathbb{R}^p \) is generated from a zero-mean distribution with covariance \( \Sigma \);
- for any unit vector \( u \in \mathbb{R}^p \), the random variable \( u'X \) is sub-Gaussian with parameter at most \( \sigma \).

B. Details about Algorithms

We introduce the following detailed algorithms (see Algorithms 1 and 2) that correspond to each step in the three-step strategy outlined in the main paper. Details about specific data-driven procedures are also provided.

B.1 Details about hard-thresholding value selection

The main idea of the procedure is to combine the \(K\)-means clustering method \((\text{Hartigan and Wong, 1979})\) with the BIC criterion \((\text{Schwarz et al., 1978})\) to cluster the changes in the parameter matrix into two subgroups. The detailed steps are:

- Step 1 (initial state): Denote the jumps for each block by setting \( v_i = \left\| \hat{\Theta}_i \right\|_F, \) \( i = 2, \cdots, k_n \) and \( v_1 = 0 \). Set \( V = (v_1, \cdots, v_{k_n}). \) Denote the set of selected blocks with large jumps as \( J \) (initially, this is an empty set) and set \( \text{BIC}^{old} = \infty \).
Algorithm 1: Block Fused Lasso with Hard-thresholding Procedure

**Input:** The time series data \( \{(x_t, y_t)\}, t = 1, 2, \ldots, n \); validation index set \( \mathcal{T} \); sets of parameters \( \Lambda_1 = \{\lambda_{1,1}, \ldots, \lambda_{1,L_1}\} \) and \( \Lambda_2 = \{\lambda_{2,1}, \ldots, \lambda_{2,L_2}\} \);

1. Split the time series data \( \{(x_t, y_t)\}, t = 0, 1, \ldots, n \) into training data and validation data;
2. for \( l_2 = 1, \ldots, L_2 \) do
3.   for \( l_1 = 1, \ldots, L_1 \) do
4.     Set the index of estimates \( \hat{\theta} \) as \( l = (l_2 - 1)L_1 + l_1 \).
5.     **Initialization:** If \( l_1 = 1 \), initially set \( \hat{\theta}^{(l)} = 0 \); otherwise, initially set \( \hat{\theta}^{(l)} = \hat{\theta}^{(l-1)} \).
6.     Estimate the sparse components by using the training data \( \{(x_t, y_t)\}, t \notin \mathcal{T} \):
   \[
   \hat{\theta}^{(l)} := \arg\min_{\theta \in \mathbb{R}^{kn}} \left\{ \frac{1}{n - |\mathcal{T}|} \|y - Z\theta\|_2^2 + \lambda_{1,l_1} \|\theta\|_1 + \lambda_{2,l_2} \sum_{k=1}^{k_n} \sum_{j=1}^{k} \|\Theta_j\|_1 \right\},
   \]
7.     Predict the time series in validation dataset \( \{(x_t, y_t)\}, t \in \mathcal{T} \) using the estimated parameter \( \hat{\theta}^{(l)} \) and compute the mean squared prediction error (MSPE):
   \[
   \text{MSPE} \left( \lambda_{1,l_1}, \lambda_{2,l_2}, \hat{\theta}^{(l)} \right) = \frac{1}{|\mathcal{T}|} \|y - Z\hat{\theta}^{(l)}\|_2^2.
   \]
8.   Choose the values of \( \lambda_{1,l_1}, \lambda_{2,l_2} \) and estimated coefficient \( \hat{\theta}^{(l)} \) which minimizes the mean squared prediction error (MSPE) over \( \mathcal{T} \), denoted by \( \lambda_1^*, \lambda_2^* \) and \( \hat{\theta}^* \):
   \[
   \left( \lambda_1^*, \lambda_2^*, \hat{\theta}^* \right) := \arg\min_{(\lambda_{1,l_1}, \lambda_{2,l_2}) \in \Lambda_1 \times \Lambda_2, \hat{\theta}^{(l)} \in \{\hat{\theta}^{(1)}, \ldots, \hat{\theta}^{(L_1 L_2)}\}} \text{MSPE} \left( \lambda_{1,l_1}, \lambda_{2,l_2}, \hat{\theta}^{(l)} \right).
   \]
9. **Hard-Thresholding:** Denote the indices of candidate blocks as \( \bar{I}_n = \left\{ i : \|\hat{\theta}_i\|_F^2 > c, i = 2, \ldots, k_n \right\} \) and the set of candidate change points as \( \bar{A}_n = \{\bar{t}_1, \ldots, \bar{t}_{m_n}\} = \left\{ r_{i-1} : i \in \bar{I}_n \right\} \).

**Output:** \( \bar{A}_n, \bar{I}_n \) and the estimated parameters \( \hat{\Theta}(k_n) \in \mathbb{R}^{kn \times p_y} \).

- Step 2 (recursion state): Apply K-means clustering to the jump vector \( V \) with two centers. Denote the sub-vector with a smaller center as the small subgroup, \( V_S \), and the other sub-vector as the large subgroup, \( V_L \). Add the corresponding blocks in the large subgroup into \( J \). Use the estimated parameters \( \hat{\Theta}_i \) for each block \( i \in J \) to compute the BIC and denote it by \( \text{BIC}^{\text{new}} \). By adding more blocks into \( J \), we increase the number of parameters estimated by the model. Compute the difference \( \text{BIC}^{\text{diff}} = \text{BIC}^{\text{new}} - \text{BIC}^{\text{old}} \). Update \( \text{BIC}^{\text{old}} = \text{BIC}^{\text{new}} \) and \( V = V_S \). Repeat this step until \( \text{BIC}^{\text{diff}} \geq 0 \).
- Step 3 (output state): Set \( \bar{I}_n = J \). It contains indices of blocks with large jumps.

B.2 Details about block clustering

The block clustering step is based on a data-driven procedure to partition the \( \bar{m} \) candidate change points into \( \bar{m} \) clusters. In particular, we select the optimal number of clusters which maximize the Gap statistics. We only accept the optimal solution if the diameter of clusters (max\( (R_j) - \min(R_j) \)) is at most \( \kappa_i b_n \). If not, we continue choose the next optimal solution based on the Gap statistics till we find the solution under the constraint that the diameter of all selected clusters are less than or equal to \( \kappa_i b_n \). After that, we decrease the number of clusters if the distance
between any two contiguous clusters is too close (i.e., min($\hat{\omega}$) − max($C_{i-1}$) less than or equal to $\kappa_2 b_n$). In practice, we choose a larger $\kappa_1$ and $\kappa_2$ for small $b_n$, and a smaller $\kappa_1$ and $\kappa_2$ for large $b_n$. Specifically, If $b_n \leq \sqrt{n}/4$, then $\kappa_1 = 9$, $\kappa_2 = 7$; if $\sqrt{n}/4 < b_n \leq \sqrt{n}/2$, then $\kappa_1 = 17$, $\kappa_2 = 5$; otherwise, we set $\kappa_1 = 5$, $\kappa_2 = 3$.

**B.3 Discussion about the choice of $\hat{B}_j$**

It is worth-noting that we did not threshold any $\hat{\Theta}_i$ to be 0 in the hard-thresholding procedure (Step II). In fact, the only thing we do in the Step II is selecting some block-end time point whose jumps are large enough (above a threshold value $\omega_n$). Specifically, the set of estimated change points after hard-thresholding is given by

$$\hat{A}_n = \{\tilde{t}_1, \ldots, \tilde{t}_m\} = \{r_{i-1} : \|\hat{\Theta}_i\|_F > \omega_n, \ i = 2, \ldots, k_n\},$$

where $\omega_n$ is the hard-threshold value. Those $\hat{\Theta}_i$ with small values (i.e., $\|\hat{\Theta}_i\|_F \leq \omega_n$) are still used in (3.4) to estimate the coefficient $\hat{B}_j$. 

---

Algorithm 2: Exhaustive Search Procedure

**Input:** The time series data \(\{ (x_t, y_t) \}, t = 1, 2, \ldots, n\); the candidate change points among blocks \(A_n = \{ \tilde{t}_1, \ldots, \tilde{t}_m \}\); the estimated parameter matrix \(\hat{\Theta}_j\) in each segment, \(j = 1, 2, \ldots, \hat{m}\) after the first step algorithm.

**1 Block clustering:** Partition the \(\hat{m}\) candidate change points \(A_n = \{ \tilde{t}_1, \ldots, \tilde{t}_m \}\) into \(\hat{m}/(\leq \hat{m})\) subsets \(C = \{ C_1, C_2, \ldots, C_{\hat{m}/} \}\) so as to minimize the within-cluster distance, such that each cluster \(R_j\) has a diameter at most \(b_n\).

**2 for** \(i = 1, \ldots, \hat{m}/\) **do**

**3** if \(|R_j| = 1\) **then**

**4** Set \(l_i = (R_j - b_n)\) and \(u_i = (R_j + b_n)\). Apply the exhaustive search method for each time point \(s\) in the search domain \((l_i, u_i)\) and estimate the change point \(\tilde{t}_i\) by using the observations within the interval \([R_j - b_n, R_j + b_n]\):

$$\tilde{t}_i = \arg\min_{s \in (l_i, u_i)} \left\{ \sum_{t = R_j - b_n}^{s-1} \|y_t - \hat{B}_i x_t\|_2^2 + \sum_{t = s}^{R_j + b_n - 1} \|y_t - \hat{B}_i x_t\|_2^2 \right\},$$

where \(\hat{B}_i = \sum_{k=1}^{\lfloor J_{i-1} + \min(J_i) \rfloor n} \hat{\Theta}_k\), for \(i = 1, \ldots, \hat{m}/ + 1\).

**5** if \(|R_j| > 1\) **then**

**6** Set \(l_i = \min(R_j)\) and \(u_i = \max(R_j)\). Apply the exhaustive search method for each time point \(s\) in the search domain \((l_i, u_i)\) and estimate the change point \(\tilde{t}_i\) by using the observations within the interval \([\min(R_j) - b_n, \max(R_j) + b_n]\):

$$\tilde{t}_i = \arg\min_{s \in (l_i, u_i)} \left\{ \sum_{t = \min(R_j) - b_n}^{s-1} \|y_t - \hat{B}_i x_t\|_2^2 + \sum_{t = s}^{\max(R_j) + b_n - 1} \|y_t - \hat{B}_i x_t\|_2^2 \right\},$$

where \(\hat{B}_i = \sum_{k=1}^{\lfloor J_{i-1} + \min(J_i) \rfloor n} \hat{\Theta}_k\), for \(i = 1, \ldots, \hat{m}/ + 1\).

**Output:** The final estimated change points \(\hat{A}_n = \{ \tilde{t}_1^f, \ldots, \tilde{t}_{\hat{m}/}^f \}\) and estimated coefficient parameters \(\{ \hat{B}_1, \ldots, \hat{B}_{\hat{m}/+1} \}\).
Now, suppose we set some of $\hat{\Theta}_i$’s (which have smaller norm values) to 0 in Step II. In this case, we cannot guarantee the same theoretical results of consistent estimation of segment-specific model parameters anymore.

Consider a simple case where there is only one change points $t_2 = \lfloor n/2 \rfloor$ in the middle, i.e., $m_0 = 1$. Suppose there is only one block time point $s_1$ within the interval $(t_1 - b_n, t_1 + b_n)$. Denote this $s_1$ by $\hat{t}_1$. By the first part of the proof in Lemma 2, we have $\hat{t}_1 \in \hat{A}_n$. In that case, we have

$$
\begin{align*}
\|\hat{\Theta}_t\|_F = \left\| \sum_{k=1}^{t^*} \hat{\Theta}_k - \sum_{k=1}^{t^*-1} \hat{\Theta}_k \right\|_F = \left\| \left( \sum_{k=1}^{t^*} \hat{\Theta}_k - B_2^\ast \right) - \left( \sum_{k=1}^{t^*-1} \hat{\Theta}_k - B_1^\ast \right) + (B_2^\ast - B_1^\ast) \right\|_F \\
\geq \|B_2^\ast - B_1^\ast\|_F - \left( \left\| \sum_{k=1}^{t^*} \hat{\Theta}_k - B_2^\ast \right\|_F + \left\| \sum_{k=1}^{t^*-1} \hat{\Theta}_k - B_1^\ast \right\|_F \right) \\
\geq \nu_n - O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right),
\end{align*}
$$

where $\hat{t}_1 = r^* - 1$ is the selected block-end point, $\nu_n = \|B_2^\ast - B_1^\ast\|_F$ is the jump size. Setting $\omega_n = \frac{1}{3} \nu_n$, we have the set of indices of candidate blocks $\tilde{I}_n = \{t^*\} = \left\{ \lfloor k_n/2 \rfloor \right\}$. For any other $i \notin \tilde{I}_n$, we have $\|\hat{\Theta}_i\|_F = O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right)$.

Now, we define a new local coefficient parameter estimates for the second segment as

$$
\hat{B}_2 = \sum_{i \in \{1, \ldots, U_2\} \cap \tilde{I}_n} \hat{\Theta}_i,
$$

where $U_2 = \left[ \frac{1}{2} \max(J_1) + \min(J_2) \right] = \left[ \frac{1}{2} (r^* + k_n) \right] = \left\lfloor \frac{3}{2} k_n \right\rfloor$.

Suppose for any $i \in \{1, \ldots, U_2\} \cap \tilde{I}_n$, we have $\hat{\Theta}_i = \hat{\Theta}_1 = c \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}}$, where $c$ is some positive constant. Then we have

$$
\begin{align*}
\|\hat{B}_2 - B_2^\ast\|_F &\leq \left\| \sum_{i \in \{1, \ldots, U_2\} \cap \tilde{I}_n} \hat{\Theta}_i - \sum_{i \in \{1, \ldots, U_2\}} \hat{\Theta}_i \right\|_F + O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right) \\
&= \left\| \sum_{i \in \{1, \ldots, U_2\} \cap \tilde{I}_n} \hat{\Theta}_i \right\|_F + O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right) \\
&= \left\| \sum_{i \in \{1, \ldots, U_2\} \cap \tilde{I}_n} \hat{\Theta}_1 \right\|_F + O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right) \\
&= \sum_{i \in \{1, \ldots, U_2\} \cap \tilde{I}_n} \|\hat{\Theta}_1\|_F + O_p \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right) \\
&= O_p \left( k_n \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right).
\end{align*}
$$

Note that $k_n = \frac{n}{m_0}$, which goes to infinity as $n \to \infty$ (as described in assumption $A_4$). Thus, the consistency result of estimation of segment-specific model parameters does not hold anymore.

Define the thresholded estimate $\hat{B}_2$ as $\hat{B}_2 = \hat{B}_2 1_{\{\hat{B}_2^2 > \eta_{n, 2}\}}$. Let $S$ denote the support of $B_2^\ast$. To derive the
upper bound on the number of false positives selected by thresholded lasso, note that
\[
\left| \text{supp}(\tilde{B}_2) \setminus \text{supp}(B^*_2) \right| = \sum_{s \in S} \mathbb{1}_{(|\tilde{B}_{2,s}| > \eta_n)} \leq \sum_{s \in S} |\tilde{B}_{2,s}|/\eta_n,2 \leq \frac{1}{\eta_n,2} \sum_{s \in S} |v_s| \leq \frac{3}{\eta_n,2} \sum_{s \in S} |v_s| \leq \frac{3\|v\|_1}{\eta_n,2} \leq \frac{12\sqrt{\|v\|_F}}{\eta_n,2} = O_p(\sqrt{n}) ,
\]
where \(v = \tilde{B}_j - B^*_j\) and \(\eta_n,2 = C_2 \sqrt{\log(p p_2 v_n)}/\eta_n\) for some positive constant \(C_2\). Therefore, the variable selection result by thresholding does not hold anymore as \(n\) goes to infinity.

We now present a simulation to investigate the numerical performance of two different parameter estimations. Here, we consider a multiple linear model with \(n = 2,000\), \(p = 150\), and \(m_0 = 3\). The number of non-zero elements of coefficient vectors in \(j\)th segments \(d_j = 15\), for all \(j = 1, \ldots, m_0 + 1\). The coefficient vector is chosen to have the random sparse structure in each segment, with different entries \(-3, 5, -3\) and \(-3\), respectively. The error variance is \(\Sigma = I\). The change points are equally spaced: \(t_1 = \lfloor \frac{n}{4} \rfloor = 500\), \(t_2 = \lfloor \frac{n}{2} \rfloor = 1000\), \(t_3 = \lfloor \frac{3n}{4} \rfloor = 1500\), and \(b_n = 40\). For parameter estimation, we evaluated the performance of \(\hat{B}_j\) (not setting zero) and \(\hat{B}_j\) (setting zero) by reporting the mean and standard deviation of relative estimation error (REE), the true positive rate (TPR) and the false positive rate (FPR) (defined in (11)).

Specifically, for TPR and FPR, we use the median number of nonzero and zero elements among 100 replicates. As shown in Table 2 the \(\hat{B}_j\) has better performance in terms of the parameter estimation and variable selection.

### Table 2: Results of mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

| method | mean ( sd) | TPR | FPR |
|--------|------------|-----|-----|
| \(\hat{B}_j\) | 0.0981 (0.0829) | 1 | 0 |
| \(\hat{B}_j\) | 0.2879 (0.1114) | 0.95 | 0.0083 |

#### B.4 Details about thresholding value selection for parameter estimation

Similar to the hard-thresholding part, this part is also based on a data-driven procedure for selecting the threshold value. The idea is to use the BIC criterion to grid search the threshold value. We choose the value that has the lowest BIC. Here, we simplify the notation \(\eta_{n,j}\) as \(\eta_j\). The main steps are:

- **Step 1 (initial construction):** Define the \(\{\hat{B}_{j,hl} \mathbb{1}_{(|\hat{B}_j| > \eta_j)}\}\) as element-wise thresholding such that \(\hat{B}_{j,hl} = 0\) if \(\hat{B}_{j,hl} \leq \eta_j\) and unchanged otherwise, for all \(j = 1, \ldots, m_0 + 1\), \(h = 1, \ldots, p_q\), \(l = 1, \ldots, p_s\). Following Friedman et al. (2010), for each \(j = 1, \ldots, m_0 + 1\), we construct a sequence of \(K\) values for \(\eta_j\), decreasing from \(\eta_{j,\text{max}}\) to \(\eta_{j,\text{min}}\) on the log scale, where the maximum value \(\eta_{j,\text{max}}\) is the smallest value for which the entire estimated parameter \(\hat{B}_j\) equals to zero; the minimum value \(\eta_{j,\text{min}}\) is the largest value for which the entire estimated parameters \(\hat{B}_j\) remain unchanged. In practice, we choose \(K = 25\) when \(\eta_{j,\text{max}}/\eta_{j,\text{min}} < 10^4\) and \(K = 50\) otherwise.

- **Step 2 (grid search):** For each segment \(j = 1, \ldots, m_0 + 1\), compute the BIC by using the estimated parameters \(\hat{B}_j = \{\hat{B}_j \mathbb{1}_{(|\hat{B}_j| > \eta_{j,k})}\}\) and denote it by BIC\(_k\), \(k = 1, \ldots, K\). Choose the value \(\eta_{j,k^*}\) that minimize the BIC value, i.e., \(k^* = \arg\min_{k \in \{1, \ldots, K\}} \text{BIC}_k\).

- **Step 3 (thresholded variant):** We define a thresholded variant \(\tilde{B}_j\) as the final estimated parameters, where \(\tilde{B}_j = \{\tilde{B}_j \mathbb{1}_{(|\tilde{B}_j| > \eta_{j,k^*})}\}\), for all \(j = 1, \ldots, m_0 + 1\).
B.5 Details about search domain selection

Based on Assumption A3, the search domain $S$ can be selected as follows: if $\sqrt{n} > p_x p_y$, we set the range of block size from $\log n (\log p_x + \log p_y)$ to $\min(\sqrt{n}, n/2)$; if $\sqrt{n} \leq p_x p_y$, we set the range of block size from $\log n (\log p_x + \log p_y)$ to $\min(\sqrt{n}(\log p_x + \log p_y), n/2)$. In the next section, we use the optimal block size when comparing with other competing methods.

C. High-dimensional Multiple Linear Regression Model

We consider the classic univariate multiple linear regression model that the values of coefficient vector change over time. In this case, setting the parameters $B_j^* = \beta_j^*$, $p_x = p$, $p_y = 1$ in the model representation in (2.1), the structural break multiple regression model is given by

$$ y_t = \sum_{j=1}^{m_0+1} (x_t^j \beta_j^* + \varepsilon_{j,t}) \mathbb{I}_{(t_{j-1} \leq t < t_j)}, \quad t = 1, \ldots, n, $$  \hfill (C.1)

where $y_t \in \mathbb{R}$ is the response at time $t$; $x_t \in \mathbb{R}^p$ is the predictor vector at time $t$; $\beta_j^* \in \mathbb{R}^p$ is the sparse coefficient vector during the $j$th segment; and $\varepsilon_{j,t} \in \mathbb{R}$ is a white noise during the $j$th segment at time $t$, uncorrelated with $x_t$, with mean 0 and finite variance $\sigma_j^2$.

Define $\theta_i = \beta_i^*$ and

$$ \theta_i = \begin{cases} 
\beta_{j+1}^* - \beta_j^*, & \text{when } t_j \in [r_{i-1}, r_i) \text{ for some } j \\
0, & \text{otherwise},
\end{cases} $$

for $i = 2, 3, \ldots, k_n$. In this case, the linear regression model in terms of $\Theta$ can be rewrite as

$$ \begin{pmatrix} y(1:r_1-1) \\
y(r_1:r_2-1) \\
\vdots \\
y(r_{k_n-1}:r_{k_n}-1) \\
y(r_{k_n-1}:r_{k_n}-1) \end{pmatrix} = \begin{pmatrix} x(1:r_1-1) & 0 & \cdots & 0 \\
x(r_1:r_2-1) & x(r_1:r_2-1) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
x(r_{k_n-1}:r_{k_n}-1) & x(r_{k_n-1}:r_{k_n}-1) & \cdots & x(r_{k_n-1}:r_{k_n}-1) \end{pmatrix} \begin{pmatrix} \theta_1 \\
\theta_2 \\
\vdots \\
\theta_{k_n} \end{pmatrix} + \begin{pmatrix} \zeta(1:r_1-1) \\
\zeta(r_1:r_2-1) \\
\vdots \\
\zeta(r_{k_n-1}:r_{k_n}-1) \end{pmatrix}, $$  \hfill (C.2)

where $y_{(a:b)} := (y_a, \ldots, y_b)'$, $x_{(a:b)} := (x_a, \ldots, x_b)'$, $\zeta_{(a:b)} := (\zeta_a, \ldots, \zeta_b)'$; $Y \in \mathbb{R}^n$, $X \in \mathbb{R}^{n \times k_n p}$, $\Theta \in \mathbb{R}^{k_n p}$ and $E \in \mathbb{R}^n$.

The estimated coefficient parameters from block fused lasso is given by

$$ \hat{\beta}_j = \sum_{i=1}^{\min(j_{j-1} + \min(j_{j}))} \hat{\theta}_j, \quad \text{for } j = 1, \ldots, \bar{m} + 1. $$  \hfill (C.3)

Define the thresholded variant estimate $\bar{\beta}_j$ as

$$ \bar{\beta}_j = \hat{\beta}_j \mathbb{I}_{\{|\hat{\beta}_j| > \eta_{n,j}\}}, \quad \text{for } j = 1, \ldots, \bar{m} + 1. $$  \hfill (C.4)

To establish consistency properties of the estimation procedure, the following assumptions are needed:

(E1.) For the $j$-th segment, where $j = 1, 2, \ldots, m_0 + 1$, the process $y_{j,t} = x_{j,t}^j \beta_j^* + \varepsilon_{j,t}$ is a linear regression model, where the $p$-dimensional variables $\{x_{j,t}\}$ are sub-Gaussian random vectors with parameters $(\Sigma_{x_{j,t}}, \sigma_{x_{j,t}}^2)$ and the errors $\{\varepsilon_{j,t}\}$ are i.i.d. sub-Gaussian variables with parameter $\sigma_{\varepsilon_{j,t}}^2$ (see the details of sub-Gaussian definition in Appendix $A$). Further,

1/\text{C}_1 \leq \min_{1 \leq j \leq m_0+1} \Lambda_{\min}(\Sigma_{x_{j,t}}) \leq \max_{1 \leq j \leq m_0+1} \Lambda_{\max}(\Sigma_{x_{j,t}}) \leq C_1,

1/\text{C}_2 < \min_{1 \leq j \leq m_0+1} \sigma_{x_{j,t}}^2 \leq \max_{1 \leq j \leq m_0+1} \sigma_{x_{j,t}}^2 < C_2,

and 1/\text{C}_3 < \min_{1 \leq j \leq m_0+1} \sigma_{\varepsilon_{j,t}}^2 \leq \max_{1 \leq j \leq m_0+1} \sigma_{\varepsilon_{j,t}}^2 < C_3,

where $C_1$, $C_2$ and $C_3$ are positive constants.
where \( \beta \) is some positive constant.

Moreover, there exists a positive constant \( M_B > 0 \) such that
\[
\max_{1 \leq j \leq m_0 + 1} \| \beta_j^* \|_\infty \leq M_B.
\]

(E3.) Let \( \nu_n = \min_{1 \leq j \leq m_0} \| \beta_{j+1}^* - \beta_j^* \|_2 \). There exists a positive sequence \( b_n \) such that, as \( n \to \infty \),
\[
\min_{1 \leq j \leq m_0 + 1} \frac{\max_{1 \leq j \leq m_0} | \hat{t}_j - t_{j-1} |}{b_n} \to +\infty, \quad d_n^* \frac{\log(p \lor n)}{b_n} \to 0 \quad \text{and} \quad \nu_n = \Omega \left( \sqrt{d_n^* \log(p \lor n)} \right).
\]

(E4.) The regularization parameters \( \lambda_{1,n} \) and \( \lambda_{2,n} \) satisfy \( \lambda_{1,n} = C_1 \sqrt{\log(p \lor n) / n} \sqrt{b_n / n} \), and \( \lambda_{2,n} = C_2 \sqrt{\log(p \lor n) / n} \sqrt{b_n / n} \) for some large constant \( C_1, C_2 > 0 \).

Note that in the Assumption E1, the sub-Gaussian distribution is only a sufficient but not necessary condition. Assumption E1 is a typical assumption for high-dimensional linear regression (Bickel et al., 2009). As long as the distribution satisfies both restricted eigenvalue conditions (A1) and a deviation condition (A2), we could establish consistent results. Assumptions E2-E4 are special cases of Assumptions A3-A5.

The next proposition is about the estimation consistency in high-dimensional multiple linear regression.

**Proposition 1** (Results of high-dimensional multiple linear regression). Suppose the Assumptions E1-E4 hold. Then there exists a large enough constant \( K > 0 \) such that, as \( n \to +\infty \),
\[
P \left( \hat{m}^f = m_0, \max_{1 \leq j \leq m_0} | \hat{t}_j - t_j | \leq \frac{Kd_n^* \log(p \lor n)}{\nu_n^2} \right) \to 1.
\]

Also, the solution \( \hat{B}_j \) from (C.3) satisfies
\[
\max_{1 \leq j \leq m_0 + 1} \left\| \hat{B}_j - \beta_j^* \right\|_F = O_p \left( \sqrt{d_n^* \log(p \lor n)} \right)
\]

where \( \beta_j^* \) is the true value coefficient parameter matrix at \( j \)-th stationary segment. Further, if \( \eta_{n,j} = C_j \sqrt{\log(p \lor n) / b_n} \) for some positive constant \( C_j \), the thresholded variant \( \hat{\beta}_j \) from (C.4) satisfies
\[
\max_{1 \leq j \leq m_0 + 1} \left\| \supp(\hat{\beta}_j) \setminus \supp(\beta_j^*) \right\| = O_p (d_n^*)
\]

Proposition 1 shows that the TBFL method achieves a better consistency rate in terms of the localization error than the Binary Segmentation through Estimated CUSUM statistics (BSE) developed in Wang et al. (2019) -as shown in Theorem 1 and Remark 3 of Wang et al. (2019), which is \( O_p (m_0 d_n^* \log p) \). Both two methods guarantees on the number of estimated change points.

### D. Additional Details about Gaussian Graphical Model

Let \( \Sigma(-l,-k) \) denote the sub-matrix of \( \Sigma \) with its \( l \)-th row and \( k \)-th column removed, \( \Sigma(l,k) \) denote the entry of matrix \( \Sigma \) that lies in the \( l \)-th row and \( k \)-th column, \( \Sigma(l,:) \) denote the \( l \)-th row of matrix \( \Sigma \) and \( \Sigma(:,k) \) denote the \( k \)-th column of matrix \( \Sigma \). Consider the \( p \)-dimensional multivariate Gaussian distributed random variable
\[
X = (X^1, \ldots, X^p)' \sim \mathcal{N}(\mu, \Sigma),
\]

where \( \mu \) is the unknown mean parameter and \( \Sigma \) is the non-singular covariance matrix. Let \( \Omega := (\Sigma)^{-1} \) denote the precision matrix, with elements \( (\Omega(l,k)) \), \( 1 \leq l, k \leq p \). The conditional independence structure of the distribution can be represented by a graphical model \( G = (V, E) \), where \( V = [p] \) is the set of nodes corresponding to the \( p \) coordinates and \( E \subset V \times V \) is the set of edges in capturing conditional independencies among these nodes. Every pair of variables
is not contained in the edge set $E$ if and only if the two variables are conditionally independent, given all remaining variables, and corresponds to a zero entry in the precision matrix $\Omega$, i.e.,

$$\Omega(l, k) = 0 \iff (l, k) \notin E.$$ 

Note that for Gaussian graphical models that the elements of

$$a^l = \arg \min_{a \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^n (x_i^l - a^l x_i)^2,$$

are given by $a_k^l = \frac{\Omega(l, k)}{\Omega(l, l)}$, $k = 1, \ldots, p$ and $k \neq l$. The set of nonzero coefficients of $a^l$ is identical to the set \{\(k \in \mathbb{N} \setminus \{l\} : \Omega(l, k) \neq 0\)\} of nonzero entries in the precision matrix. By building on the neighbourhood selection procedure, we could estimate the pattern of the precision matrix.

Meinshausen and Bühlmann (2006) proposed a simple approach for covariance selection that can be used for very large Gaussian graphs. They estimate a sparse graphical model by estimating (individually) the neighborhood of each variable. Specifically, they fit a lasso model to each variable, using the others as predictors. The component precision matrix $\Omega$ is estimated to be non-zero if either the estimated coefficient of variable $X^l$ on $X^k$, or the estimated coefficient of variable $X^k$ on $X^l$, is non-zero. Given $n$ independent and identically distributed observations of $X$, denoted by $D = \{X_1, \ldots, X_n\}$, then for each variable $X^l$, the Lasso estimate $\hat{a}^l_{\lambda}$ of $a^l$ is given by

$$\hat{a}^l_{\lambda} = \arg \min_{a \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^n (x_i^l - a^l x_i)^2 + \lambda \|a\|_1,$$

where $l = 1, \ldots, p$, $x_i^l = (x_i^1, \ldots, x_i^p) \in \mathbb{R}^p$. They proved that for i.i.d. sample, the non-zero coefficients of $\hat{a}^l_{\lambda}$ consistently estimate the neighborhood of the node $i$, under a suitably chosen penalty parameter $\lambda$.

It is well known that if $X$ follows a multivariate normal distribution $\mathcal{N}(0, \Sigma)$, then the conditional distribution of $X^l$ given $X^{-l}$ remains normally distributed, that is,

$$X^l | X^{-l} \sim \mathcal{N}\left(\Sigma(l, l)\Sigma(l, l)^{-1}x^{-l}, \Sigma(l, l) - \Sigma(l, l)\Sigma(l, l)^{-1}\Sigma(l, l)^{-1}\right).$$

On the other hand, by block matrix inversion and take $l = 1$ as example, we have

$$\Sigma = \begin{pmatrix} \Sigma(1, 1) & \Sigma(1, -1) \\ \Sigma(-1, 1) & \Sigma(-1, -1) \end{pmatrix}^{-1} = \begin{pmatrix} c_1 & -c_1\Sigma(1, -1)\Sigma(-1, -1)^{-1} \\ -c_1\Sigma(-1, -1)^{-1}\Sigma(-1, 1) & (\Sigma(-1, -1) - \Sigma(-1, 1)\Sigma(1, 1)^{-1}\Sigma(1, -1)^{-1})^{-1} \end{pmatrix},$$

where $c_1 = (\Sigma(1, 1) - \Sigma(1, -1)\Sigma(-1, -1)^{-1}\Sigma(-1, 1))^{-1}$. Therefore, we have

$$(\Sigma(-1, -1))^{-1}\Sigma(-1, 1) = -(\Omega(1, 1))^{-1}\Omega(-1, 1)$$

Applying (D.1), we have

$$\Sigma(1, \cdot) \Sigma^{-1}(\cdot, 2)$$

$$= (\Sigma(1, 1) \Sigma(-1, -1))^{-1} \begin{pmatrix} c_1 & -c_1\Sigma(1, -1)\Sigma(-1, -1)^{-1} \\ -c_1\Sigma(-1, -1)^{-1}\Sigma(-1, 1) & (\Sigma(-1, -1) - \Sigma(-1, 1)\Sigma(1, 1)^{-1}\Sigma(1, -1)^{-1})^{-1} \end{pmatrix}$$

$$= (c_1\Sigma(1, 1) - c_1\Sigma(1, -1)\Sigma(-1, -1)^{-1}\Sigma(-1, 1)) \Sigma(1, 2)$$

$$- (c_1\Sigma(1, 1)\Sigma(-1, -1)^{-1}\Sigma(-1, 1) - \Sigma(1, 1) - \Sigma(1, 1)\Sigma(-1, -1)^{-1}\Sigma(-1, 1))^{-1} \Sigma(1, 2)$$

$$= (\Sigma(1, 2) - (1 - (\Sigma(1, 1))^{-1}\Sigma(-1, -1)\Sigma(-1, 1))^{-1} \Sigma(-1, -1))^{-1} \Sigma(1, 2)$$

$$- \Sigma(1, 1) - (\Sigma(1, 1)\Sigma(-1, -1)^{-1}\Sigma(-1, 1) - \Sigma(1, 1)^{-1}\Sigma(-1, 1))^{-1} \Sigma(1, 2)$$

$$= (\Sigma(1, 2) - (\Sigma(1, 1))^{-1}\Sigma(-1, -1)\Sigma(-1, 1) - \Sigma(1, 1)\Sigma(-1, 1))^{-1} \Sigma(-1, 2)$$

$$- \Sigma(1, 1) - (\Sigma(-1, -1) - (\Sigma(1, 1))^{-1}\Sigma(-1, 1)\Sigma(1, 1))^{-1} \Sigma(-1, 2)$$

$$= \Sigma(1, 2)$$
And thus, we get
\[
\text{Cov}(\varepsilon_t^i, x_t^k) = \text{Cov} \left( x_t^i, x_t^{-l} \theta_{-l}^t, x_t^k \right)
\]
\[
= \text{Cov} \left( x_t^i + (\Omega(l, l))^{-1} x_t^{-l} \Omega(-l, l), x_t^k \right)
\]
\[
= \text{Cov} \left( x_t^i, x_t^k + (\Omega(l, l))^{-1} \text{Cov} \left( x_t^{-l} \Omega(-l, l), x_t^k \right) \right)
\]
\[
= \Sigma(l, k) + (\Omega(l, l))^{-1} \mathbb{E} \left( x_t^k x_t^{-l} \Omega(-l, l) \right)
\]
\[
= \Sigma(l, k) + \sum_{i=1}^{p} \frac{\Omega(i, i)}{\Omega(l, l)} \Sigma(l, k)
\]
\[
= \Sigma(l, k) + (\Omega(l, l))^{-1} \Omega(l, -l) \Sigma(-l, k)
\]
\[
= \Sigma(l, k) - \Sigma(l, -l) (\Sigma(-l, -l))^{-1} \Sigma(-l, k)
\]
\[
= 0,
\]
where the last equation holds by the fact that \( \Sigma(l, -l) (\Sigma(-l, -l))^{-1} \Sigma(-l, k) = \Sigma(l, k) \). Therefore, the \( l \)-th component in \( \varepsilon_t \) is independent of \( k \)-th component in \( x_t \) for any \( k \in [p] \setminus \{l\} \).

E. Technical Lemmas

Lemma 1. Suppose A1-A5 hold. For any \( \hat{t}_j \) in \( \hat{A}_n \) such that \( \min_{t=1,\ldots,m_0} |\hat{t}_j - t_j| \geq b_n \), \( t_{j-1} < \hat{t}_j < t_j \) and \( \hat{t}_j = r_i \) for some \( i \in \{1, \ldots, k_n - 1\} \), the following holds:

\[
\left\| B_{j0}^* - \hat{L}_j \right\|_F \leq O_p \left( \sqrt{\frac{d_n \log(p x_p \vee n)}{b_n}} \right), \quad \left\| B_{j0}^* - \hat{L}_{j+1} \right\|_F = O_p \left( \sqrt{\frac{d_n \log(p x_p \vee n)}{b_n}} \right),
\]

and

\[
\left\| \Theta_{i+1} \right\|_F = O_p \left( \sqrt{\frac{d_n \log(p x_p \vee n)}{b_n}} \right),
\]

where \( \hat{L}_j = \sum_{k=1}^{t_j-1} \hat{\Theta}_k \) and \( \hat{L}_{j+1} = \sum_{k=1}^{t_j} \hat{\Theta}_k \) are the partial sums of \( \hat{\Theta}_k \); \( \hat{r}_j \) is the corresponding index of candidate point \( \hat{t}_j \).

Figure 4: Consider an estimated change point \( \hat{t}_j \) lies within the interval \([t_{j-1}, t_j]\) which is isolated from all the true change points, i.e., \( t_{j-1} < \hat{t}_j < t_j \), with \( |\hat{t}_j - t_{j-1}| \geq b_n \) and \( |\hat{t}_j - t_j| \geq b_n \). The idea is to show the estimated coefficient parameters \( \hat{L}_j \) and \( \hat{L}_{j+1} \) in intervals \([s_{j-1}, t_{j-1}]\) and \([t_j, s_{j0} \wedge \hat{t}_{j+1}]\) both converge in \( \ell_2 \) to \( B_{j0}^* \).

Proof. We consider an estimated change point \( \hat{t}_j \) lies within the interval \([t_{j-1}, t_j]\) which is isolated from all the true change points, i.e., \( t_{j-1} < \hat{t}_j < t_j \), with \( |\hat{t}_j - t_{j-1}| \geq b_n \) and \( |\hat{t}_j - t_j| \geq b_n \). The idea is to show the estimated coefficient parameters \( \hat{L}_j \) and \( \hat{L}_{j+1} \) in intervals \([t_{j-1}, \hat{t}_j]\) and \([\hat{t}_j, s_{j0} \wedge \hat{t}_{j+1}]\) both converge in \( \ell_2 \) to \( B_{j0}^* \).

Denote the closest \( r_i \) to the right side of \( t_{j-1} \) by \( s_{j-1} \), and denote the closest \( r_i \) to the left side of \( t_j \) by \( s_{j0} \). Note that \( s_{j-1} - t_{j-1} < b_n \) and \( t_j - s_{j0} < b_n \). If \( |\hat{t}_j - t_{j-1}| = b_n \), then \( t_{j-1} = s_{j-1} \) and \( |\hat{t}_j - s_{j-1}| = b_n \); similarly, if \( |\hat{t}_j - t_j| = b_n \), then \( t_j = s_{j0} \) and \( |\hat{t}_j - s_{j0}| = b_n \). If \( |\hat{t}_j - t_{j-1}| > b_n \) and \( |\hat{t}_j - t_j| > b_n \), then \( |\hat{t}_j - t_{j-1}| \geq 2b_n \) and \( |\hat{t}_j - t_j| \geq 2b_n \), which means that \( |\hat{t}_j - s_{j-1}| \geq b_n \) and \( |\hat{t}_j - s_{j0}| \geq b_n \). Therefore, we have
The third inequality holds due to the Hölder’s inequality and the triangle inequality. The fourth inequality holds by deviation bound condition in [4.9]. The fifth inequality is based on the selection of $\lambda_{1,n}$ and $\lambda_{2,n}$. 

\[
\frac{1}{n} \|y - \mathbf{Z}\hat{\theta}\|^2 + \lambda_{1,n} \|\hat{\psi}\| + \lambda_{2,n} \sum_{k=1}^{k_n} \left( \sum_{j=1}^{k} \|\Theta_j\| \right) \leq \frac{1}{n} \|y - \mathbf{Z}\psi\|^2 + \lambda_{1,n} \|\psi\| + \lambda_{2,n} \sum_{k=1}^{k_n} \left( \sum_{j=1}^{k} \|\psi_j\| \right). \tag{E.1}
\]

When $\hat{t}_j > s_{j_0 - 1}$, some rearrangement of equation [E.1] leads to

\[
0 \leq \frac{1}{\hat{t}_j - t_{j-1}} \sum_{l=\hat{t}_{j-1}}^{\hat{t}_j - 1} \mathbf{x}_l \left( \mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j \right) \left( \mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j \right) \mathbf{x}_l \leq \frac{2}{\hat{t}_j - t_{j-1}} \sum_{l=\hat{t}_{j-1}}^{\hat{t}_j - 1} \mathbf{x}_l \left( \mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j \right) \left( \mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j \right) \mathbf{x}_l + \frac{n\lambda_{1,n}}{\hat{t}_j - t_{j-1}} \left( \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_{j+1}\|_1 + \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_{j-1}\|_1 - \|\hat{\mathbf{L}}_{j+1} - \hat{\mathbf{L}}_j\|_1 - \|\hat{\mathbf{L}} - \hat{\mathbf{L}}_{j-1}\|_1 \right) + \frac{n\lambda_{2,n}}{b_n} \left( \|\mathbf{B}_{j_0}^*\|_1 - \|\hat{\mathbf{L}}\|_1 \right) \\
\leq \left( \frac{2n\lambda_{1,n}}{\hat{t}_j - t_{j-1}} + C \sqrt{\log(p_x p_y \vee n)} \right) \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1 + \frac{n\lambda_{2,n}}{b_n} \left( \|\mathbf{B}_{j_0}^*\|_1 - \|\hat{\mathbf{L}}\|_1 \right) \\
\leq \frac{n\lambda_{2,n}}{2b_n} \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1 + \frac{n\lambda_{2,n}}{b_n} \left( \|\mathbf{B}_{j_0}^*\|_1 - \|\hat{\mathbf{L}}_1\|_1 \right) \\
\leq \frac{n\lambda_{2,n}}{2b_n} \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi \| + \frac{n\lambda_{2,n}}{2b_n} \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi + \frac{n\lambda_{2,n}}{b_n} \left( \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi - \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi^c \right) \\
\leq \frac{3n\lambda_{2,n}}{2b_n} \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi - \frac{n\lambda_{2,n}}{2b_n} \|\mathbf{B}_{j_0}^* - \hat{\mathbf{L}}_j\|_1, \xi. \tag{E.2}
\]
Similarly, when $\hat{t}_{j-1} \leq s_{j_0-1}$, some rearrangement of equation \((E.1)\) leads to
\[
0 \leq \frac{1}{t_j - s_{j_0-1}} \sum_{l=s_{j_0-1}}^{\hat{t}_j-1} x'_l \left( \begin{Bmatrix} B^*_j - \hat{L}_j \end{Bmatrix} \right)^\prime \left( \begin{Bmatrix} B^*_j - \hat{L}_j \end{Bmatrix} \right) x_l
\]
\[
\leq \frac{2}{t_j - s_{j_0-1}} \sum_{l=s_{j_0-1}}^{\hat{t}_j-1} x'_l \left( \begin{Bmatrix} B^*_j - \hat{L}_j \end{Bmatrix} \right)^\prime x_l
\]
\[+
\frac{n \lambda_{1,n}}{t_j - s_{j_0-1}} \left( \begin{Bmatrix} \left\| B^*_j - \hat{L}_{j+1} \right\|_1 + \left\| B^*_j - \hat{L}_j \right\|_1 - \left\| \hat{L}_{j+1} - \hat{L}_j \right\|_1 \right) \]
\[+
\frac{n \lambda_{2,n}}{b_n} \left( \begin{Bmatrix} B^*_j \right\|_1 - \left\| \hat{L}_j \right\|_1 \right)
\]
\[
\leq \left( \frac{2 n \lambda_{1,n}}{t_j - s_{j_0-1}} + C \frac{\log(p_x \vee n)}{b_n} \right) \left\| B^*_j - \hat{L}_j \right\|_1 + \frac{n \lambda_{2,n}}{b_n} \left( \begin{Bmatrix} B^*_j \right\|_1 - \left\| \hat{L}_j \right\|_1 \right)
\]
\[
\leq \frac{3 n \lambda_{2,n}}{2 b_n} \left\| B^*_j - \hat{L}_j \right\|_{1,I_x} - \frac{n \lambda_{2,n}}{2 b_n} \left\| B^*_j - \hat{L}_j \right\|_{1,I^c} \tag{E.3}
\]

Based on \((E.2)\) and \((E.3)\), we have
\[
\left\| B^*_j - \hat{L}_j \right\|_1 \leq 4 \left\| B^*_j - \hat{L}_j \right\|_{1,I_x} \leq 4 \sqrt{d_n} \left\| B^*_j - \hat{L}_j \right\|_F,
\]
which leads to
\[
\left\| B^*_j - \hat{L}_j \right\|_1^2 \leq 16 d_n \left\| B^*_j - \hat{L}_j \right\|_F^2. \tag{E.4}
\]

Combine \((E.4)\) with the restricted eigenvalue condition in \((4.7)\) and the fact that $d_n \frac{\log(p_x \vee n)}{b_n} \to 0$, there exist constants $\alpha, \tau > 0$ such that
\[
0 \leq \alpha \left\| B^*_j - \hat{L}_j \right\|_F^2 - \tau \left\| B^*_j - \hat{L}_j \right\|_1^2 \leq \frac{1}{t_j - s_{j_0-1} \vee \hat{t}_j-1} \sum_{l=s_{j_0-1} \vee \hat{t}_j-1}^{\hat{t}_j-1} x'_l \left( \begin{Bmatrix} B^*_j - \hat{L}_j \end{Bmatrix} \right)^\prime \left( \begin{Bmatrix} B^*_j - \hat{L}_j \end{Bmatrix} \right) x_l. \tag{E.5}
\]

Combine \((E.2)\), \((E.3)\), \((E.5)\) with the selection of $\lambda_{2,n}$, there exist a constant $c > 0$ such that
\[
c \left\| B^*_j - \hat{L}_j \right\|_F^2 \leq \frac{2 n \lambda_{2,n}}{b_n} \left\| B^*_j - \hat{L}_j \right\|_{1,I_x}
\]
\[
\leq \frac{2 n \lambda_{2,n}}{b_n} \left\| B^*_j - \hat{L}_j \right\|_1
\]
\[
\leq \frac{8 n \lambda_{2,n}}{b_n} \sqrt{d_n} \left\| B^*_j - \hat{L}_j \right\|_F
\]
which leads to
\[
\left\| B^*_j - \hat{L}_j \right\|_F^2 \leq \frac{64 n^2 \lambda_{2,n}^2}{c^2 b_n^2} d_n^* \frac{64 C^2_2}{c^2} \frac{d_n^* \log(p_x \vee n)}{b_n}
\]
This implies that
\[
\left\| B^*_j - \hat{L}_j \right\|_F = O_p \left( \sqrt{\frac{d_n^* \log(p_x \vee n)}{b_n}} \right), \tag{E.6}
\]
which means that $\left\| B^*_j - \hat{L}_j \right\|_F$ converges to zero in probability based on Assumption A3.
Same procedure can be applied to the interval $[\tilde{t}_j, s_{j_0} \land \tilde{t}_{j+1}]$ which lead to
\[
\left\| B_{j_0}^* - \tilde{L}_{j+1} \right\|_F = O_p \left( \sqrt{\frac{d_n^* \log (p_x p_y \lor n)}{b_n}} \right), \tag{E.7}
\]
which means that $\left\| B_{j_0}^* - \tilde{L}_{j+1} \right\|_F$ converges to zero in probability based on Assumption A3.

By triangular inequality, we have
\[
\left\| \hat{\Theta}_{t_j} \right\|_F = \left\| \hat{L}_{j+1} - \tilde{L}_j \right\|_F = \left\| \hat{L}_{j+1} - B_{j_0}^* + B_{j_0}^* - \tilde{L}_j \right\|_F \\
\leq \left\| \hat{L}_{j+1} - B_{j_0}^* \right\|_F + \left\| \tilde{L}_j - B_{j_0}^* \right\|_F \\
= O_p \left( \sqrt{\frac{d_n^* \log (p_x p_y \lor n)}{b_n}} \right). \tag{E.8}
\]
This completes the proof of the lemma.

\begin{lemma}
Suppose A1-A4 hold. Choose $\lambda_1, n = C_1 \sqrt{\log (p_x p_y \lor n)/n \sqrt{b_n/n}}$, and $\lambda_2, n = C_2 \sqrt{\log (p_x p_y \lor n)/n \sqrt{b_n/n}}$ for some large constant $C_1, C_2 > 0$. Then, for any $t_{j_0}$ in $A_n$, there exist at least one $\tilde{t}_j$ in $A_n$ such that $|\tilde{t}_j - t_{j_0}| < b_n$ and $\tilde{t}_j = r_i$ for some $i \in \{1, \ldots, k_n - 1\}$. Moreover,
\[
\left\| \hat{\Theta}_{t_{j_0} + 1} \right\|_F \geq \frac{1}{2} b_n - O_p \left( \sqrt{\frac{d_n^* \log (p_x p_y \lor n)}{b_n}} \right).
\]
\end{lemma}

\begin{proof}
We first focus on the first part. Suppose there exists a true change point $t_{j_0}$ which is isolated from all the estimated points, i.e., $\min_{1 \leq j \leq n} |\tilde{t}_j - t_{j_0}| \geq b_n$. Denote the closest estimated change point to the left side of $t_{j_0}$ by $\tilde{t}_j$, denote the closest estimated change point to the right side of $t_{j_0}$ by $\tilde{t}_{j+1}$. The idea is to show the estimated coefficient parameter $\tilde{L}_j$ in interval $[t_{j_0} - 1 \lor \tilde{t}_j, t_{j_0} + 1 \land \tilde{t}_{j+1}]$ converges in $t_2$ to both $B_{j_0}^*$ and $B_{j_0+1}^*$, which contradicts Assumption A4.

Denote the closest $r_i$ to the right side of $t_{j_0} - 1$ by $s_{j_{0} - 1}$, denote the closest $r_i$ to the left side of $t_{j_0}$ by $s_{j_0}$, and denote the closest $r_i$ to the right side of $t_{j_0}$ by $s'_{j_0}$. Note that $s_{j_0} - 1 - t_{j_0} - 1 < b_n$, $t_{j_0} - s_{j_0} < b_n$ and $s'_{j_0} - t_{j_0} < b_n$. If $|t_{j_0} - \tilde{t}_{j+1} - \tilde{t}_j - t_{j_0}| \geq b_n$, then $t_{j_0} = \tilde{t}_j$ and $|s_{j_0} - \tilde{t}_j| = b_n$; similarly, if $|\tilde{t}_{j+1} - t_{j_0}| \geq b_n$, then $t_{j_0} = s_{j_0}$ and $|\tilde{t}_{j+1} - s_{j_0}| = b_n$. If $|t_{j_0} - \tilde{t}_j| \geq b_n$ and $\tilde{t}_{j+1} - t_{j_0} > b_n$, then $|t_{j_0} - \tilde{t}_j| \geq 2b_n$ and $|\tilde{t}_{j+1} - t_{j_0}| \geq 2b_n$, which means that $s_{j_0} - 1 - t_{j_0} - 1 < b_n$, $t_{j_0} - s_{j_0} < b_n$ and $s'_{j_0} - s_{j_0} < b_n$. Therefore, $s_{j_{0} - 1} - t_{j_0} - 1 \geq b_n$. In other words, the lengths of the intervals $[s_{j_{0} - 1} \lor \tilde{t}_j, s_{j_0}]$ and $[s'_{j_0}, s_{j_0 + 1} \land \tilde{t}_{j+1}]$ are large enough to verify restricted eigenvalue and deviation bound inequalities.

First, we focus on the interval $[s_{j_{0} - 1} \lor \tilde{t}_j, s_{j_0}]$. Define a new parameter sequence $\Psi_{k}^*$, $k = 1, \ldots, k_n$ with $\Psi_{k} = \Theta^*_k$ except for two time points $k = s_{j_{0} - 1} \lor \tilde{t}_j$ and $k = s_{j_0}$. If $\tilde{t}_j > s_{j_{0} - 1}$, set $\Psi_{\tilde{t}_j} = B_{j_0}^* - \tilde{L}_j$ and $\Psi_{s_{j_{0} - 1} \lor \tilde{t}_j} = \tilde{L}_{j+1} - B_{j_0}^*$; if

Figure 5: Suppose there exists a true change point $t_{j_0}$ which is isolated from all the estimated points, i.e., $\min_{1 \leq j \leq n} |\tilde{t}_j - t_{j_0}| \geq b_n$. Denote the closest estimated change point to the left side of $t_{j_0}$ by $\tilde{t}_j$, denote the closest estimated change point to the right side of $t_{j_0}$ by $\tilde{t}_{j+1}$. The idea is to show the estimated coefficient parameter $\tilde{L}_j$ in interval $[t_{j_0} - 1 \lor \tilde{t}_j, t_{j_0} + 1 \land \tilde{t}_{j+1}]$ converges in $t_2$ to both $B_{j_0}^*$ and $B_{j_0+1}^*$, which contradicts Assumption A4.
\( \hat{t}_j \leq s_{j_0-1} \), set \( \Psi_{t_j} = B_{j_0}^* - \hat{L}_{j+1} \) and \( \Psi_{t_j} = L_{j+1} - B_{j_0}^* \), where \( \hat{L}_{j+1} = \sum_{k=1}^{j_0} \hat{\Theta}_k \), \( \hat{t}_j \) is the corresponding index of candidate point \( \hat{t}_j \).

By the definition of \( \hat{\theta} \) in (3.3), the value of the function in (3.3) is minimized at \( \hat{\theta} \). Denoting \( \psi = \text{vec}(\Psi_1, \ldots, \Psi_{k_n}) \in \mathbb{R}^{\sigma_n \times 1} \), where \( \sigma_n = k_n p_x p_y \), we have

\[
\frac{1}{n} \|y - Z\hat{\theta}\|^2_2 + \lambda_1, n \|\hat{\theta}\|_1 + \lambda_2, n \sum_{k=1}^{k_n} \sum_{j=1}^{k} \|\hat{\Theta}_j\|_1 \leq \frac{1}{n} \|y - Z\psi\|^2_2 + \lambda_1, n \|\psi\|_1 + \lambda_2, n \sum_{k=1}^{k_n} \sum_{j=1}^{k} \|\Psi_j\|_1
\]

(E.9)

When \( \hat{t}_j > s_{j_0-1} \), some rearrangement of equation (E.9) leads to

\[
0 \leq \frac{1}{s_{j_0} - t_j} \sum_{l=\hat{t}_j}^{s_{j_0}-1} x'_l (B_{j_0}^* - \hat{L}_{j+1})' (B_{j_0}^* - \hat{L}_{j+1}) x_l
\]

\[
\leq \frac{2}{s_{j_0} - t_j} \sum_{l=\hat{t}_j}^{s_{j_0}-1} x'_l (B_{j_0}^* - \hat{L}_{j+1})' \varepsilon_l
\]

\[
+ \frac{n\lambda_1, n}{s_{j_0} - t_j} \left( \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \|B_{j_0}^* - \hat{L}_{j+1}\|_1 - \|\hat{L}_{j+1} - \hat{L}_{j+1}\|_1 \right)
\]

\[
+ \frac{n\lambda_2, n}{b_n} \left( \|B_{j_0}^*\|_1 - \|\hat{L}_{j+1}\|_1 \right)
\]

\[
\leq \frac{2}{s_{j_0} - t_j} \sum_{l=\hat{t}_j}^{s_{j_0}-1} x'_l \varepsilon_l \left( \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{2n\lambda_1, n}{s_{j_0} - t_j} \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{n\lambda_2, n}{b_n} \left( \|B_{j_0}^*\|_1 - \|\hat{L}_{j+1}\|_1 \right) \right)
\]

\[
\leq \left( \frac{2n\lambda_1, n}{s_{j_0} - t_j} + \frac{C \sqrt{\log(p_x p_y \vee n)}}{b_n} \right) \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{n\lambda_2, n}{b_n} \left( \|B_{j_0}^*\|_1 - \|\hat{L}_{j+1}\|_1 \right)
\]

\[
\leq \frac{n\lambda_2, n}{2b_n} \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{n\lambda_2, n}{2b_n} \left( \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \right)
\]

\[
\leq \frac{3n\lambda_2, n}{2b_n} \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \right)
\]

(E.10)

When \( \hat{t}_j \leq s_{j_0-1} \), some rearrangement of equation (E.9) leads to

\[
0 \leq \frac{1}{s_{j_0} - s_{j_0-1}} \sum_{l=s_{j_0-1}}^{s_{j_0}-1} x'_l (B_{j_0}^* - \hat{L}_{j+1})' (B_{j_0}^* - \hat{L}_{j+1}) x_l
\]

\[
\leq \frac{2}{s_{j_0} - s_{j_0-1}} \sum_{l=s_{j_0-1}}^{s_{j_0}-1} x'_l (B_{j_0}^* - \hat{L}_{j+1})' \varepsilon_l + \frac{2n\lambda_1, n}{s_{j_0} - s_{j_0-1}} \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{n\lambda_2, n}{b_n} \left( \|B_{j_0}^*\|_1 - \|\hat{L}_{j+1}\|_1 \right)
\]

\[
\leq \left( \frac{2n\lambda_1, n}{s_{j_0} - s_{j_0-1}} + \frac{C \sqrt{\log(p_x p_y \vee n)}}{b_n} \right) \|B_{j_0}^* - \hat{L}_{j+1}\|_1 + \frac{n\lambda_2, n}{b_n} \left( \|B_{j_0}^*\|_1 - \|\hat{L}_{j+1}\|_1 \right)
\]

\[
\leq \frac{3n\lambda_2, n}{2b_n} \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \right)
\]

(E.11)

Based on (E.10) and (E.11), we have

\[
\|B_{j_0}^* - \hat{L}_{j+1}\|_1 \leq 4 \|B_{j_0}^* - \hat{L}_{j+1}\|_1, \|B_{j_0}^* - \hat{L}_{j+1}\|_1 \leq 4 \sqrt{d_n} \|B_{j_0}^* - \hat{L}_{j+1}\|_F ,
\]
which leads to
\[ \| B^*_j - \hat{L}_{j+1} \|_F^2 \leq 16d'_n \| B^*_j - \hat{L}_{j+1} \|_F^2. \]  
\[(E.12)\]

Combine \((E.12)\) with the restricted eigenvalue condition in \((4.7)\) and the fact that \(d'_n \log(p_x p_y \lor n)/b_n \to 0\), there exist constants \(\alpha, \tau > 0\) such that
\[ 0 \leq \alpha \| B^*_j - \hat{L}_{j+1} \|_F^2 - \tau \| B^*_j - \hat{L}_{j+1} \|_1^2 \leq \frac{1}{s_{j_0} - s_{j_0 - 1} \lor t_j} \sum_{i=s_{j_0 - 1} \lor \tau_j}^{s_{j_0} - 1} x_i' \left( B^*_j - \hat{L}_{j+1} \right)' \left( B^*_j - \hat{L}_{j+1} \right) x_i. \]
\[\text{which leads to}\]
\[ \| B^*_0 - \hat{L}_{j+1} \|_F^2 \leq \frac{64n^2 \lambda_2^2 \alpha}{c^2 b_n^2} d'_n + \frac{64C^2 d'_n \log(p_x p_y \lor n)}{b_n}, \]
\[(E.13)\]

This implies that
\[ \| B^*_j - \hat{L}_{j+1} \|_F = O_p \left( \sqrt{d'_n \log(p_x p_y \lor n)/b_n} \right). \]
\[\text{which means that } \| B^*_j - \hat{L}_{j+1} \|_F \text{ converges to zero in probability based on Assumption A4.}\]

Similarly, same procedure can be applied to the interval \([s_{j_0}^\prime, s_{j_0+1} \lor \hat{t}_{j+1}]\) which lead to
\[ \| B^*_0 - \hat{L}_{j+1} \|_F = O_p \left( \sqrt{d'_n \log(p_x p_y \lor n)/b_n} \right), \]
\[\text{which means that } \| B^*_0 - \hat{L}_{j+1} \|_F \text{ converges to zero in probability based on Assumption A4.}\]

The results in \((E.14)\) and \((E.15)\) yield a contradiction to the Assumption A4, and therefore, completes the first part of the proof.

The second part can be proved as follows. On the one hand, based on the first part of the proof, for any true change point \(t_{j_0} \in A_n\), there exists at least one estimated change point \(\hat{t}_j \in \hat{A}_n\) such that \(|\hat{t}_j - t_{j_0}| < b_n\). On the other hand, for any true change point \(t_{j_0} \in A_n\), there exists at most two estimated change point \(\hat{t}_j \in \hat{A}_n\) such that \(|\hat{t}_j - t_{j_0}| < b_n\).

Denote the closest \(r_1\) to the left side of \(t_{j_0} - 1\) by \(s_{j_0} - 1\). Denote the closest \(r_1\) to the left side of \(t_{j_0}\) by \(s_{j_0}\), denote the closest \(r_1\) to the right side of \(t_{j_0}\) by \(s_{j_0}'\). Here, we consider two different cases: (a) there is only one block time point \(s_{j_0}\) within the interval \((t_{j_0} - b_n, t_{j_0} + b_n)\); (b) there is two block time point \(s_{j_0}\) and \(s_{j_0}'\) within the interval \((t_{j_0} - b_n, t_{j_0} + b_n)\).

Case (a). If \(t_{j_0} = s_{j_0} = s_{j_0}'\), then there is only one block time point \(s_{j_0}\) within the interval \((t_{j_0} - b_n, t_{j_0} + b_n)\). Denote this \(s_{j_0}\) by \(t_j\). By the first part of the proof, we have \(t_j \in \hat{A}_n\).

We consider the previous consecutive estimated change point \(\hat{t}_{j-1} \in \hat{A}_n\). If \(t_{j_0 - 1} + b_n \leq \hat{t}_{j-1} \leq t_{j_0} - b_n\), by Lemma 1 \(\| B^*_j - \hat{L} \|_F = O_p \left( \sqrt{d'_n \log(p_x p_y \lor n)/b_n} \right)\); if \(t_{j_0 - 1} - b_n < \hat{t}_{j-1} < t_{j_0 - 1} + b_n\), then \(\hat{t}_j \land s_{j_0} - s_{j_0 - 1} \lor \hat{t}_{j-1} \geq b_n\). Similar procedure as in Lemma 1 can be applied to \([s_{j_0} - 1 \lor \hat{t}_{j-1} + \hat{t}_j \land s_{j_0}]\) which lead to \(\| B^*_0 - \hat{L} \|_F = O_p \left( \sqrt{d'_n \log(p_x p_y \lor n)/b_n} \right)\).
Similarly, consider the following estimated change point $\hat{t}_{j+1} \in \tilde{A}_n$. If $t_{j_0} + b_n \geq \hat{t}_{j+1} \geq t_{j_0+1} - b_n$, by Lemma 1, $\|B^*_{j_0+1} - \hat{L}_{j+1}\|_F = O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right)$. If not, then $t_{j_0+1} - b_n < \hat{t}_{j+1} < t_{j_0+1} + b_n$. Similar procedure as in Lemma 1 can be applied to $\left[\hat{t}_j \vee t_{j_0}, t_{j_0+1} \wedge \hat{t}_{j+1}\right]$ which lead to $\|B^*_{j_0+1} - \hat{L}_{j+1}\|_F = O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right)$.

By triangular inequality, we have

$$\|\hat{\Theta}_{i+1}\|_F = \|\hat{L}_{j+1} - \hat{L}_{j}\|_F = \|\hat{L}_{j+1} - B^*_{j_0+1} + B^*_{j_0} + B^*_{j_0} - \hat{L}_j\|_F$$

$$\geq \|B^*_{j_0+1} - B^*_{j_0}\|_F - \|\hat{L}_{j+1} - B^*_{j_0+1} + B^*_{j_0} - \hat{L}_j\|_F$$

$$\geq \|B^*_{j_0+1} - B^*_{j_0}\|_F - \left(\|\hat{L}_{j+1} - B^*_{j_0+1}\|_F + \|\hat{L}_{j+1} - B^*_{j_0}\|_F\right)$$

$$\geq \nu_n - O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right), \quad (E.16)$$

where $\hat{t}_j = r_i$.

**Case (b).** If $s_{j_0} < t_{j_0} < s'_{j_0}$, then there is two block time point $s_{j_0}$ and $s'_{j_0}$ within the interval $(t_{j_0} - b_n, t_{j_0} + b_n)$. By the first part of the lemma, at least one block time point is in $\tilde{A}_n$. If there is only one point $\hat{t}_j \in \tilde{A}_n$, within the interval, we have the same result as with the case (a). If there are two estimated change points within the interval, which are denoted by $\hat{t}_j$ and $\hat{t}_{j-1}$, then by triangular inequality and the first part of the proof, we have,

$$\max\left(\|\hat{\Theta}_{i+1}\|_F, \|\Theta_i\|_F\right) \geq \frac{1}{2} \left(\|\hat{L}_{j+1} - \hat{L}_{j-1}\|_F - \|\hat{L}_{j+1} - B^*_{j_0+1} + B^*_{j_0} + B^*_{j_0} - \hat{L}_j\|_F\right)$$

$$\geq \frac{1}{2} \left(\|B^*_{j_0+1} - B^*_{j_0}\|_F - \|\hat{L}_{j+1} - B^*_{j_0+1} + B^*_{j_0} - \hat{L}_j\|_F\right)$$

$$\geq \frac{1}{2} \left(\|B^*_{j_0+1} - B^*_{j_0}\|_F - \left(\|\hat{L}_{j+1} - B^*_{j_0+1}\|_F + \|\hat{L}_{j-1} - B^*_{j_0}\|_F\right)\right)$$

$$\geq \nu_n - O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right), \quad (E.17)$$

where $\hat{t}_j = r_i$ and $\hat{t}_{j-1} = r_{i-1}$.

\[\square\]

**F. Proof of Main Results**

**Proof of Theorem 1.** From Lemma 1, we know that any points $\hat{t}_j \in \tilde{A}_n$ isolated from all true change points will have small jump. In other words, suppose $\hat{t}_j = r_i$ for some $i \in \{1, \ldots, k_n - 1\}$ and $\min_{j' = 1, \ldots, m_0} |\hat{t}_j - t_{j'}| \geq b_n$, we have $\|\hat{\Theta}_{i+1}\|_F = O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right)$. By the definition of $\tilde{A}_n$, for any $\hat{t}_j$ in $\tilde{A}_n$, there exist a true change point $t_{j_0}$ in $\mathcal{A}_n$ such that $|\hat{t}_j - t_{j_0}| < b_n$.

On the other hand, from Lemma 2, we know that for any $t_{j_0}$ in $\mathcal{A}_n$, there exist an $\hat{t}_j$ in $\tilde{A}_n$ such that $|\hat{t}_j - t_{j_0}| < b_n$ and $\hat{t}_j = r_i$ for some $i \in \{1, \ldots, k_n - 1\}$, which satisfies $\|\hat{\Theta}_{i+1}\|_F \geq \frac{1}{2} \nu_n - O_p\left(\sqrt{\frac{d^2 n \log(p \tilde{x} p y \vee n)}{b_n}}\right)$. Again, by the definition of $\tilde{A}_n$, for any $t_{j_0}$ in $\mathcal{A}_n$, there exist an $\hat{t}_j$ in $\tilde{A}_n$ such that $|\hat{t}_j - t_{j_0}| < b_n$. Therefore, we have $\mathbb{P}\left(d_H \left((\tilde{A}_n, \mathcal{A}_n) < b_n\right) \to 1$.

This completes the proof of the first part.

Based on the Lemma 1 and Lemma 2, all the points in $\tilde{A}_n$ are very close to a true change points, i.e., in the $b_n$-neighborhood of a true change point. By Lemma 2, for any true change point, say $t_{j_0}$, there are at least one estimated change point in $\tilde{A}_n$ in the $b_n$-neighborhood of $t_{j_0}$. On the other hand, by the setting of the block fused lasso model, there are at most two estimated points in the $b_n$-neighborhood of $t_{j_0}$. This proves that $\mathbb{P}\left(m_0 \leq |\tilde{A}_n| \leq 2m_0\right) \to 1$. 

Denote all the selected change points in $\tilde{A}_n$ in the $b_n$-neighborhood of $t_j$ by $R_j$, $j = 1, \ldots, \tilde{m}$. Note that the diameter of each $R_j$ is at most $b_n$. Based on the Assumption A3, all $R_j$’s are disjoint. Therefore, the collection of all $R_j$’s form cluster $\tilde{A}_n$ which has cardinality equal to $m_0$. This proves that $P(\tilde{m} = m_0) \to 1$ and completes the proof of the last part.

Figure 6: Here, we assume that $\tilde{t}_j > t_j$, $b_n = 10$, $R_j = \{31\}$, the search domain is $(\min(R_j) - b_n, \max(R_j) + b_n) = (21, 41)$.

Proof of Theorem 2. Suppose for any constant $K > 0$, there exist some change point $t_j \in A_n$ such that $\frac{K d^*_n \log(p_j) p_j^{1/n}}{\epsilon_2^2}$. From Theorem 1, we know that for any estimated change point $\tilde{t}_j \in \tilde{A}_n$, there exists a true change point $t_j$ lies in $(\tilde{t}_j - b_n, \tilde{t}_j + b_n)$. Therefore, there exists a true change point $t_j$ lies within interval $[\min(R_j) - b_n, \max(R_j) + b_n]$. Here, without loss of generality, we assume that $\tilde{t}_j > t_j$.

Based on exhaustive search algorithm, we define the loss function $L_n(\tilde{t}_j)$ as follow:

$$
\sum_{t = \min(R_j) - b_n}^{\tilde{t}_j - 1} \left\| y_t - \hat{B}_j x_t \right\|_2^2 + \sum_{t = \tilde{t}_j}^{\max(R_j) + b_n - 1} \left\| y_t - \hat{B}_{j+1} x_t \right\|_2^2 \overset{\text{def}}{=} I_1 + I_2,
$$

and the loss function $L_n(t_j)$ of true change point $t_j$ as follow:

$$
\sum_{t = \min(R_j) - b_n}^{t_j - 1} \left\| y_t - \hat{B}_j x_t \right\|_2^2 + \sum_{t = t_j}^{\max(R_j) + b_n - 1} \left\| y_t - \hat{B}_{j+1} x_t \right\|_2^2 \overset{\text{def}}{=} I_3 + I_4,
$$

where $\tilde{t}_j \in (l_j, u_j)$, $l_j = (R_j - b_n) \mathbb{1}_{[R_j=1]} + \min(R_j) \mathbb{1}_{[R_j>1]}$ and $u_j = (R_j + b_n) \mathbb{1}_{[R_j=1]} + \max(R_j) \mathbb{1}_{[R_j>1]}$; $\hat{B}_j = \sum_{i=1}^{\max(J_j-1)+\min(J_j))} \hat{\Theta}_{b_i}$ for $j = 1, \ldots, m_0 + 1$. $\hat{B}_j$ are the local coefficient parameter estimates for the $j$-th segment, derived from the threshold block fused lasso step.
\[ I_1 = \sum_{t = \min(t_j) - b_n}^{t_j - 1} \left\| y_t - \hat{B}_j x_t \right\|_2^2 + \sum_{t = t_j}^{t_j' - 1} \left\| y_t - \hat{B}_j x_t \right\|_2^2 \]
\[ \geq I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + \sum_{t = t_j}^{t_j' - 1} \left\| (\hat{B}_j - B_j) x_t \right\|_2^2 - 2 \sum_{t = t_j}^{t_j' - 1} x_t' (\hat{B}_j - B_j) \epsilon_t \]
\[ = I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + \sum_{t = t_j}^{t_j' - 1} \left\| (\hat{B}_j - B_j) x_t \right\|_2^2 - 2 \sum_{t = t_j}^{t_j' - 1} x_t' (\hat{B}_j - B_j) \epsilon_t \]
\[ \geq I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + \sum_{t = t_j}^{t_j' - 1} \left\| (\hat{B}_j - B_j) x_t \right\|_2^2 + \sum_{t = t_j}^{t_j' - 1} \left\| (B_j - B_j^*) x_t \right\|_2^2 \]
\[ \geq \left( c' \left| t_j' - t_j \right| \sqrt{\left| t_j' - t_j \right|} \log(p_x p_y \vee n) \left( \left\| \hat{B}_j - B_j \right\|_1 + \left\| B_j - B_j^* \right\|_1 \right) + I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 \right) \]
\[ \geq I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + C' \left| t_j' - t_j \right| \left( B_j^* - B_j^* \right) (\left\| B_j^* - B_j^* \right\|_F - \left\| \hat{B}_j - B_j \right\|_F) \]
\[ \geq I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + C \left| t_j' - t_j \right| \left( B_j^* - B_j^* \right) (\left\| B_j^* - B_j^* \right\|_F - \nu_n \sqrt{\frac{1}{K}}) \]
\[ \geq I_3 + \sum_{t = t_j}^{t_j' - 1} \left\| \epsilon_t \right\|_2^2 + K_1 \left| t_j' - t_j \right| \nu_n^2, \quad (F.1) \]

where the first term in inequality (i) holds by lower-RE condition in (4.7) and the fact that
\[ \left\| B_j^* - \hat{B}_j \right\|_1^2 \leq 16d_n^2 \left\| B_j^* - \hat{B}_j \right\|_F^2; \]
the second term inequality (i) holds by Hölder’s inequality; the third term inequality (i) holds by deviation bound condition in (4.9), the third term in inequality (ii) holds by the fact that \( \hat{B}_j \) converges to \( B_j^* \), \( \left\| B_j^* - B_j^* \right\|_F^2 \leq \nu_n^2 \) and
Assumption A4 that \( \nu_n = \Omega \left( \sqrt{\frac{d_n \log(p_x p_y \vee n)}{b_n}} \right) \); the inequality (iii) holds by \( \|B_{j+1}^* - B_j^*\|_2 \leq \sqrt{2\nu_n} \|B_{j+1}^* - B_j^*\|_F \); and the inequality (iv) holds by \( |t_j^* - t_j| > \frac{Kd_n^* \log(p_x p_y \vee n)}{\nu_n^*} \) and choosing large enough constant \( K > 0 \) such that \( \sqrt{\frac{1}{T}} < \frac{1}{x} \).

Similarly, we have

\[
I_4 = \max(R_j) + b_n - 1 \sum_{t=t_j}^t \|y_t - \hat{B}_{j+1} x_t\|_2^2
\]

\[
= \sum_{t=t_j}^t \left\|y_t - \hat{B}_{j+1} x_t\right\|_2^2 + \sum_{t=t_j}^t \max(R_j) + b_n - 1 \left\|y_t - \hat{B}_{j+1} x_t\right\|_2^2
\]

\[
\leq I_2 + \sum_{t=t_j}^t \left\|\varepsilon_t\right\|_2^2 + \sum_{t=t_j}^t \left\|(\hat{B}_{j+1} - B_{j+1}^*) x_t\right\|_2^2 + 2 \sum_{t=t_j}^t \left\|x_t^* (\hat{B}_{j+1} - B_{j+1}^*) \varepsilon_t\right\|_2^2
\]

\[
\leq I_2 + \sum_{t=t_j}^t \left\|\varepsilon_t\right\|_2^2 + c' b_n \left\|\hat{B}_{j+1} - B_{j+1}^*\right\|_{F}^2 + c'' b_n \|\hat{B}_{j+1} - B_{j+1}^*\|_F \left(\left\|\hat{B}_{j+1} - B_{j+1}^*\right\|_F + \frac{c'}{c} \sqrt{\frac{d_{j+1} \log(p_x p_y \vee n)}{b_n}}\right)
\]

where the second term in inequality (i) holds by upper-RE condition in (4.8) and the fact that

\[
\left\|B_{j+1}^* - \hat{B}_{j+1}\right\|_F^2 \leq 16d_n^* \left\|B_{j+1}^* - \hat{B}_{j+1}\right\|_F^2;
\]

the third term in inequality (i) holds by deviation bound condition in (4.9); the inequality (ii) holds by the result \([E.14] \) and \([E.13] \) in Lemma 2.

Now based on the definition of \([3.3] \), we have \( L_n (t_j^*) \leq L_n (t_j) \) and then

\[
I_3 + \sum_{t=t_j}^t \left\|\varepsilon_t\right\|_2^2 + K_1 b_n \left\|t_j^* - t_j\right\|_2^2 \leq I_3 + I_2 \leq L_n (t_j^*) \leq L_n (t_j) \leq I_3 + I_2 + \sum_{t=t_j}^t \left\|\varepsilon_t\right\|_2^2 + K_2 d_{j+1} \log(p_x p_y \vee n),
\]

which leads to

\[
\left\|t_j^* - t_j\right\|_2 \leq \frac{K_2 d_{j+1} \log(p_x p_y \vee n)}{b_n}.
\]

This contradicts the setting. Under the Assumption A1 and A2, we set \( K^* = \max_{1 \leq j \leq m_0} K_j \) and complete the proof.

**proof of Theorem 3** Let \( \hat{B}_j = \sum_{i=1}^{\frac{1}{2} \left( \max (J_{j-1}) + \min (J_j) \right)} \Theta_i \), where \( \max (J_{j-1}) \) and \( \min (J_j) \) are the corresponding block indices for change point clusters \( R_{j-1} \) and \( R_j \). By Theorem 1 we have

\[
\left\{ \frac{1}{2} \left( \max (J_{j-1}) + \min (J_j) \right) \right\} - \max (J_{j-1}) \geq \min_{1 \leq j \leq m_0 + 1} \left\{ \left| t_j - t_{j-1} \right| - 2b_n \right\} / 2 \geq b_n.
\]

Apply the result from Lemma 1 we have

\[
\left\|\hat{B}_j - B_j^*\right\|_F = O_p \left( \sqrt{\frac{d_n^* \log(p_x p_y \vee n)}{b_n}} \right).
\]
which complete the proof of the first part.

Let $S$ denote the support of $B_j^*$. To derive the upper bound on the number of false positives selected by thresholded lasso, note that

$$|\text{supp}(\hat{B}_j)\setminus \text{supp}(B_j^*)| = \sum_{s \notin S} 1_{|\hat{B}_{j,s}| > \eta_n} \leq \sum_{s \notin S} |\hat{B}_{j,s}| / \eta_n \leq \frac{1}{\eta_n} \sum_{s \notin S} |v_s| \leq \frac{3}{\eta_n} \sum_{s \in S} |v_s| \leq \frac{3\|v\|_1}{\eta_n}. $$

where $v = \hat{B}_j - B_j^*$.

**Proof of Theorem 4.** We only need to verify the general Assumptions A1-A2 hold, under Assumption B1. Specifically, we want to prove that there exist constants $c_1, c_2 > 0$ such that for any $a_n = \Omega(\log(p \lor n))$,

$$\sup_{1 \leq j \leq m_0 + 1, t_j > u_l \geq t_{j-1} > u_l > u_l > a_n} (l - u)^{-1} \sum_{t = l}^{u - 1} x_t x_t' v = \|v\|_2^2 \geq c_1 \|v\|_2^2,$$

and

$$\sup_{1 \leq j \leq m_0 + 1, t_j > u_l \geq t_{j-1} > u_l > a_n} (l - u)^{-1} \sum_{t = l}^{u - 1} x_t x_t' v = \|v\|_2^2 \leq c_2 \|v\|_2^2.$$

Using the fact that

$$\left\| (l - u)^{-1} \sum_{t = l}^{u - 1} x_t e_t \right\|_\infty = \left\| (l - u)^{-1} \sum_{t = l}^{u - 1} e_t \right\|_\infty = \max_{1 \leq i \leq p} \left\{ (l - u)^{-1} \sum_{t = l}^{u - 1} e_t e_t' \right\},$$

where $e_i \in \mathbb{R}^p$ is a unit vector with the $i$-th element being one and the rest zero, we may first consider the deviation bound for $(l - u)^{-1} \sum_{t = l}^{u - 1} e_t e_t'$.

Let $Z = (e_t e_t', e_{t+1} e_{t+1}', \ldots, e_{u-1} e_{u-1}')'$ and apply Proposition 5.10 (Hoeffding-type inequality) in [Vershynin 2010]. Given the fact that $e_t e_t'$ is sub-Gaussian with parameter at most $\sigma_\varepsilon = \max_{1 \leq j \leq m_0 + 1} \sigma_j$, we have

$$P \left( \left\{ (l - u)^{-1} \sum_{t = l}^{u - 1} e_t \right\} > t \right) = P \left( \left\{ \frac{1}{u - l} \sum_{i = 1}^{u - l} Z_i \right\} > t_1 \right) \leq 2 \exp(-ca_n t / 2\sigma_\varepsilon^2).$$

Taking union over all $1 \leq i \leq p$, we have

$$P \left( \left\{ (l - u)^{-1} \sum_{t = l}^{u - 1} e_t \right\} > t \right) \leq 2p \exp \left( -ca_n t / 2\sigma_\varepsilon^2 \right).$$

Setting $\epsilon = c_0 \sigma_\varepsilon^2 \sqrt{\log(p \lor n) / a_n}$ and the assumption that $a_n = \Omega(\log(p \lor n))$, we have

$$P \left( \left\{ (l - u)^{-1} \sum_{t = l}^{u - 1} x_t e_t \right\} > c_0 \sigma_\varepsilon^2 \sqrt{\log(p \lor n) / a_n} \right) \leq c_1 \exp \left( -ca_n c_3 \sqrt{\log(p \lor n) / a_n} \right) \leq c_1 \exp(-c_2 \log(p \lor n)).$$

This completes the proof.
Proof of Theorem 5. We only need to prove that under Assumption D1, the general Assumptions A1-A2 hold. Let \( \Lambda_{\min}(\Sigma_x) = \min_{1 \leq j \leq m_0 + 1} \Lambda_{\min}(\Sigma_j) \) and \( \sigma_x = \max_{1 \leq j \leq m_0 + 1} \sigma_{x,j} \). Specifically, we want to prove that there exist constants \( c_1, c_2 > 0 \) such that for any \( a_n = \Omega \left( \log(p \vee n) \frac{\Lambda_{\max}^2(\Sigma_x)}{\Lambda_{\min}(\Sigma_x)} \right) \) and all \( v \in \mathbb{R}^p \),

\[
\inf_{1 \leq j \leq m_0 + 1, t_j > u > \tau_{t_j-1}, |u-l| > a_n} v' I_p \otimes \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' \right) v \geq \alpha_1 \|v\|_2^2 - \tau_1 \|v\|_1^2,
\]

and

\[
\sup_{1 \leq j \leq m_0 + 1, t_j > u > \tau_{t_j-1}, |u-l| > a_n} v' I_p \otimes \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' \right) v \leq \alpha_2 \|v\|_2^2 + \tau_2 \|v\|_1^2,
\]

with parameters \( \alpha_1 = \frac{\Lambda_{\min}(\Sigma_x)}{2}, \alpha_2 = \frac{3 \Lambda_{\max}(\Sigma_x)}{2}, \tau_1 = \tau_2 = c_0 \frac{\log(p \vee n)}{a_n} \frac{\Lambda_{\max}^2(\Sigma_x)}{\Lambda_{\min}(\Sigma_x)}, \) and probability at least \( 1 - c_1 \exp \left( -c_2 a_n \frac{\Lambda_{\max}^2(\Sigma_x)}{\Lambda_{\min}(\Sigma_x)} \right) \). Moreover,

\[
\sup_{1 \leq j \leq m_0 + 1, t_j > u > \tau_{t_j-1}, |u-l| > a_n} \left\| (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' \right\|_\infty \leq c_0 A_{\max}(\Sigma_x) \left( \frac{\log(p \vee n)}{a_n} \right),
\]

with probability at least \( 1 - c_1 \exp(-c_2 \log(p \vee n)) \).

The first part of the proof is similar to the proof of Lemma 1. Based on Lemma B.1 in Basu and Michailidis (2015), it is enough to show that for all \( v \in \mathbb{R}^p \),

\[
\inf_{1 \leq j \leq m_0 + 1, t_j > u > \tau_{t_j-1}, |u-l| > a_n} v' \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' - \Sigma_x \right) v \geq \alpha_1 \|v\|_2^2 - \tau_1 \|v\|_1^2,
\]

and

\[
\sup_{1 \leq j \leq m_0 + 1, t_j > u > \tau_{t_j-1}, |u-l| > a_n} v' \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' - \Sigma_x \right) v \leq \alpha_2 \|v\|_2^2 + \tau_2 \|v\|_1^2.
\]

Note that the vector \( x \) is Gaussian random variable with zero mean and covariance \( \Sigma_x \). For any unit vector \( u \in \mathbb{R}^p \), the random variable \( u' x \) is a Gaussian random variable with zero mean and variance at most \( \Lambda_{\max}(\Sigma_x) \). The result in Lemma 1 in Loh and Wainwright (2012), together with the substitutions \( \sigma_x^2 = \Lambda_{\max}(\Sigma_x) \), completes the first part of the proof.

For the second part, note that \( x_t \) and \( \varepsilon_t \) are independent, we have

\[
e_t' \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' \right) e_t = \frac{1}{2} \left[ \left( (l - u)^{-1} \sum_{t = l}^{u-1} (e_t' x_t + e_t' \varepsilon_t) (e_t' x_t + e_t' \varepsilon_t) - \Sigma_{e_t x + e_t' \varepsilon_t} \right) - \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' e_t x_t - e_t' \Sigma_{x} e_t \right) - \left( (l - u)^{-1} \sum_{t = l}^{u-1} e_t' e_t x_t - e_t' \Sigma_{x} e_t \right) \right],
\]

where \( e_t' x_t + e_t' \varepsilon_t \) is Gaussian variable with mean zero and variance 2.

We combine the three upper bounds, which gives a upper bound of the deviation:

\[
P \left( \left| \varepsilon_t' \left( (l - u)^{-1} \sum_{t = l}^{u-1} x_t \varepsilon_t' \right) e_t \right| > t \right) = P \left( |I_1 - I_2 - I_3| > 2t \right)
\leq P \left( |I_1| + |I_2| + |I_3| > 2t \right)
\leq P \left( |I_1| > 2t \frac{2}{3} \right) + P \left( |I_2| > 2t \frac{2}{3} \right) + P \left( |I_3| > 2t \frac{2}{3} \right)
\leq 6 \exp \left( -c_4 a_n \min \left( \frac{t^2}{2}, t \right) \right).
\]
Taking union over all $1 \leq i \leq p$ and $1 \leq j \leq p$ and rescaling the sub-exponential parameter, we have

$$
\mathbb{P} \left( \left\| (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t' \right\|_\infty > t \right) \leq \delta \exp \left( -ca_n \min \left( \frac{t}{\Lambda_{\text{max}}^2(\Sigma_x)}, \frac{t}{\Lambda_{\text{min}}^2(\Sigma_x)} \right) \right)
$$

Setting $t = c_n \Lambda_{\text{max}}(\Sigma_x) \sqrt{\frac{\log(p \vee n)}{a_n}}$ and the assumption that $a_n = \Omega(\log(p \vee n))$, we have

$$
\mathbb{P} \left( \left\| (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t' \right\|_\infty > c_n \Lambda_{\text{max}}(\Sigma_x) \sqrt{\frac{\log(p \vee n)}{a_n}} \right) \leq c_1 \exp(-c_2 \log(p \vee n)).
$$

**Proof of Proposition 1.** We only need to prove that under Assumption E1, the general Assumptions A1-A2 hold. Let $\Lambda_{\text{max}}(\Sigma_x) = \min_{1 \leq j \leq m_0+1} \Lambda_{\text{min}}(\Sigma_{x,j})$, $\sigma_x = \max_{1 \leq j \leq m_0+1} \sigma_{x,j}$ and $\sigma_t = \max_{1 \leq j \leq m_0+1} \sigma_{t,j}$. Specifically, we want to prove that there exist constants $c_1, c_2 > 0$ such that for any $a_n = \Omega(\log(p \vee n)) \max \left\{ \frac{a_n^4}{\Lambda_{\text{min}}^2(\Sigma_x)}, 1 \right\}$,

$$
\inf_{1 \leq j \leq m_0+1, t_j > u \geq t_{j-1}, |u-l| > a_n} v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' \right) \geq \alpha_1 \|v\|_2^2 - \tau_1 \|v\|_1^2,
$$

(F.5)

and probability at least $1 - c_1 \exp(-c_2 a_n \min \left\{ \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{\sigma_x}, 1 \right\})$. Moreover,

$$
\sup_{1 \leq j \leq m_0+1, t_j > u \geq t_{j-1}, |u-l| > a_n} \left\| (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t \right\|_\infty \leq c_0 \sigma_x \sigma_t \sqrt{\frac{\log(p \vee n)}{a_n}}.
$$

(F.6)

with probability at least $1 - c_1 \exp(-c_2 \log(p \vee n))$.

The proof of the first part lemma is similar to those of Lemma 1 in Loh and Wainwright (2012). Applying Supplementary Lemma 13 in Loh and Wainwright (2012), together with the substitutions

$$
\tilde{\Gamma} = \Sigma = (u - l)^{-1} \sum_{t=l}^{u-1} x_t x_t' - \Sigma_x, \quad \text{and} \quad s = \frac{u - l}{c \log(p \vee n)} \min \left\{ \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{\sigma_x^4}, 1 \right\}
$$

where $c$ is chosen sufficiently small so $s > 1$, we see that it suffices to show that

$$
\sup_{v \in \mathbb{K}(2s)} \left\| v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' - \Sigma_x \right) v \right\| \leq \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{54},
$$

with high probability, where $\mathbb{K}(2s) = \{ v \in \mathbb{R}^p \mid \|v\|_l \leq 1, \|v\|_0 \leq 2s \}$ is the set of sparse vectors.

Note that the vector $x$ is sub-Gaussian with parameters $(\Sigma_x, \sigma_x^2)$. Consequently, by Lemma 15 in Loh and Wainwright (2012), we have

$$
\mathbb{P} \left[ \sup_{v \in \mathbb{K}(2s)} \left\| v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' - \Sigma_x \right) v \right\| > t \right] \leq 2 \exp \left( -c'(u - l) \min \left( \frac{t^2}{\sigma_x^2}, \frac{t}{\sigma_x^2} \right) + 2s \log p \right),
$$

for some universal constant $c' > 0$. Setting $t = \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{54}$, we see that as long as the constant $c$ is chosen sufficiently small, we are guaranteed that

$$
\mathbb{P} \left[ \sup_{v \in \mathbb{K}(2s)} \left\| v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' - \Sigma_x \right) v \right\| > \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{54} \right] \leq 2 \exp \left( -c_1(u - l) \min \left( \frac{\Lambda_{\text{min}}^2(\Sigma_x)}{\sigma_x^4}, 1 \right) \right).
$$
Thus, we have the lower-RE condition
\[ v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' \right) v \geq \frac{\lambda_{\min}(\Sigma_x)}{2} \|v\|_2^2 - \frac{\lambda_{\min}(\Sigma_x)}{2s} \|v\|_1^2, \]
and the upper-RE condition
\[ v' \left( (l - u)^{-1} \sum_{t=l}^{u-1} x_t x_t' \right) v \leq 3\lambda_{\max}(\Sigma_x) \|v\|_2^2 + \frac{\lambda_{\min}(\Sigma_x)}{2s} \|v\|_1^2 \leq \frac{3\lambda_{\max}(\Sigma_x) \|v\|_2^2 + \lambda_{\max}(\Sigma_x) \|v\|_1^2}{2}. \]

The rest of the proof is similar to that of Lemma 14 in Loh and Wainwright (2012). Based on the fact that \( \text{Cov}(e_t x_t, \varepsilon_t) = 0 \) for any \( i = 1, \ldots, p \), we have
\[ e' \left\{ (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t \right\} = \frac{1}{2} \left[ (l - u)^{-1} \sum_{t=l}^{u-1} (e_t x_t + \varepsilon_t)'(e_t x_t + \varepsilon_t) - (l - u)^{-1} \sum_{t=l}^{u-1} x_t e_t x_t - \Sigma_x x_t \right] - \frac{1}{2} (I_1 - I_2 - I_3), \]
where \( e_t x_t + \varepsilon_t \) is sub-Gaussian with parameter at most \( \sqrt{\sigma_x^2 + \sigma^2} \).

Note that if \( X \) is a zero-mean sub-Gaussian random variable with parameter \( \sigma \), then the random variable \( Z = X^2 - E(X^2) \) is sub-exponential with parameter \( \|Z\|_2^2 \leq 2 \|X\|_2^2 = 2\sigma^2 \) (Vershynin, 2010). Let \( Z_1 = (e_t x_t + \varepsilon_t, e_t x_{t+1} + \varepsilon_{t+1}, \ldots, e_t x_{u-1} + \varepsilon_{u-1})' \), \( Z_2 = (e_t x_t, e_t x_{t+1}, \ldots, e_t x_{u-1})' \) and \( Z_3 = (\varepsilon_t, \varepsilon_{t+1}, \ldots, \varepsilon_{u-1})' \), note that if \( X \) is a zero-mean sub-Gaussian random variable with parameter \( \sigma \), then the rescaled variable \( X/\sigma \) is sub-Gaussian with parameter 1. We may assume that \( \sigma_x = \sigma = 1 \) without loss of generality. Applying Proposition 5.16 (Bernstein-type inequality) in Vershynin (2010), we have
\[ \mathbb{P}(|I_1| > t_1) = \mathbb{P} \left( \left| \frac{1}{u - l} \sum_{i=1}^{u-l} Z_{1,i}^2 - \mathbb{E}(Z_1^2) \right| > t_1 \right) \leq 2 \exp(-c_{\alpha} \min(t_1^2, t_1) \left( \frac{t_1}{16}, \frac{t_1}{4} \right)). \]
\[ \mathbb{P}(|I_2| > t_2) = \mathbb{P} \left( \left| \frac{1}{u - l} \sum_{i=1}^{u-l} Z_{2,i}^2 - \mathbb{E}(Z_2^2) \right| > t_2 \right) \leq 2 \exp(-c_{\alpha} \min(t_2^2, t_2) \left( \frac{t_2}{4}, \frac{t_2}{2} \right)). \]
\[ \mathbb{P}(|I_3| > t_3) = \mathbb{P} \left( \left| \frac{1}{u - l} \sum_{i=1}^{u-l} Z_{3,i}^2 - \mathbb{E}(Z_3^2) \right| > t_3 \right) \leq 2 \exp(-c_{\alpha} \min(t_3^2, t_3) \left( \frac{t_3}{4}, \frac{t_3}{2} \right)). \]
Combining the three upper bounds, we establish the result
\[ \mathbb{P} \left( \left| e' \left\{ (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t \right\} \right| > t \right) = \mathbb{P}(|I_1 - I_2 - I_3| > 2t) \]
\[ \leq \mathbb{P}(|I_1| + |I_2| + |I_3| > 2t) \]
\[ \leq \mathbb{P} \left( |I_1| > \frac{2t}{3} \right) + \mathbb{P} \left( |I_2| > \frac{2t}{3} \right) + \mathbb{P} \left( |I_3| > \frac{2t}{3} \right) \]
\[ \leq 6 \exp\left( -c_{\alpha} \min(t^2, t) \right). \]

Taking union over all \( 1 \leq i \leq p \) and rescaling the sub-exponential parameter, we have
\[ \mathbb{P} \left( \left\| (l - u)^{-1} \sum_{t=l}^{u-1} x_t \varepsilon_t \right\|_\infty > t \right) \leq 6p \exp\left( -ca \min\left( \frac{t^2}{2}, \frac{t}{\sigma_x \sigma} \right) \right). \]
results are robust with respect to changes in $\gamma$.

In this section, additional results of Simulation Scenario A with different settings are provided. The detection results are robust with respect to changes in $\gamma$ as shown in Table 3. From Table 3, we can also see the median of optimal block size are decreasing as the number of change points increases. This results is consistent with the results of selection frequency of block size as shown in Table 4.

### G. Details about the illustration plots in the introduction

In this scenario, we set $n = 1,000$, $p = 20$, $m_0 = 2$. The number of non-zero elements of the coefficient vectors in $j$th segments $d_j = 2$, for all $j = 1, \ldots, m_0 + 1$. The coefficient vector are chosen to have the random sparse structure in each segment, with different entries $-2$, $2$ and $-2$, respectively. The true jump size between two consecutive stationary segments is given by $\|B_{j+1} - B_j\|_F = 4$ for $j = 1, \ldots, m_0$. The error variance is $\Sigma = I$ (which is an identity matrix). The two change points are equally spaced $(t_1 = \lfloor \frac{n}{4} \rfloor = 333$ and $t_2 = \lfloor \frac{3n}{4} \rfloor = 666$) with the block size of $b_n = 30$.

Denote the jump for each block by setting $v_i = \|\tilde{\Theta}_i\|_F$, $i = 2, \ldots, k_n$ and $v_1 = 0$. Set $V = (v_1, \ldots, v_{k_n})$, where $k_n$ is the number of blocks in (3.2). We apply $K$-means clustering to the jump vector $V$ with two centers. Denote the sub-vector with a smaller center as the small subgroup, $V_S$, and the other sub-vector as the large subgroup, $V_L$. Add the corresponding blocks in the large subgroup into $J$. Set $I_j = J$, which contains indices of blocks with large jumps. The hard-thresholding value $\omega_n$ would be any value within the interval $[\max_{v \in V_S} v, \min_{v \in V_L} v)$.

The set of estimated change points after hard-thresholding is given by

$$\tilde{A}_n = \{\tilde{r}_1, \ldots, \tilde{r}_m\} = \{r_{i-1} : \|\tilde{\Theta}_{i}\|_F > \omega_n, i = 2, \ldots, k_n\},$$

where $\omega_n$ is the hard-threshold value.

### H. Additional Results of Simulation Scenario A

In this section, additional results of Simulation Scenario A with different $\gamma$ settings are provided. The detection results are robust with respect to changes in $\gamma$ as shown in Table 3. From Table 3, we can also see the median of optimal block size are decreasing as the number of change points increases. This results is consistent with the results of selection frequency of block size as shown in Table 4.

#### Table 3: Results of TBFL with optimal block size ($b_n = 30, 40, 50, 60, 70$) in simulation scenario A. The $\hat{b}_n$ stands for the median of optimal block size.

| $|\tilde{m} - m_0|$ | $\hat{b}_n$ | $\hat{b}_n \geq 2$ | $\hat{b}_n \geq 2$ | $\hat{b}_n \geq 2$ | $\hat{b}_n \geq 2$ |
|------------------|---------|-----------------|-----------------|-----------------|------------------|
| $m_0 = 2$ | 50 94 4 1 1 | 50 94 4 2 0 | 50 94 5 1 0 | 50 94 5 1 0 | 50 94 5 1 0 |
| $m_0 = 4$ | 50 98 2 0 0 | 50 98 2 0 0 | 50 98 2 0 0 | 50 98 2 0 0 | 50 98 2 0 0 |
| $m_0 = 6$ | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 |
| $m_0 = 8$ | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 | 40 93 7 0 0 |
| $m_0 = 10$ | 40 99 1 0 0 | 40 99 1 0 0 | 40 99 1 0 0 | 40 99 1 0 0 | 40 99 1 0 0 |
| $m_0 = 12$ | 40 97 3 0 0 | 40 97 3 0 0 | 40 97 3 0 0 | 40 97 3 0 0 | 40 97 3 0 0 |
| $m_0 = 14$ | 40 95 5 0 0 | 40 95 5 0 0 | 40 95 5 0 0 | 40 95 5 0 0 | 40 95 5 0 0 |
| $m_0 = 16$ | 40 74 16 6 4 | 40 74 16 6 4 | 40 73 17 6 4 | 40 73 17 6 4 | 40 73 17 6 4 |
Table 4: Results of selection frequency of block size $b_n = 30, 40, 50, 60, 70$ in simulation scenario A.

| $m_0$ | $b_n = 30$ | $b_n = 40$ | $b_n = 50$ | $b_n = 60$ | $b_n = 70$ |
|-------|------------|------------|------------|------------|------------|
| 2     | 14         | 22         | 23         | 25         | 16         |
| 4     | 20         | 22         | 20         | 20         | 18         |
| 6     | 34         | 25         | 14         | 21         | 6          |
| 8     | 32         | 31         | 15         | 10         | 12         |
| 10    | 35         | 20         | 8          | 19         | 18         |
| 12    | 37         | 32         | 8          | 10         | 13         |
| 14    | 40         | 33         | 22         | 5          | 0          |
| 16    | 29         | 36         | 24         | 8          | 3          |

I. Additional Simulation Results

We evaluate the performance of the proposed three-stage estimator with respect to both structural break detection and parameter estimation. In this section, we consider four simulation scenarios.

For all settings, we report the error of locations of the estimated break points and the selection rate, i.e., the percentage of replicates where each break point is correctly identified. The error of the locations of estimated break points is defined as $\text{error}_j = |\hat{t}_j - t_j|, j = 1, \ldots, m_0$. The percentage is calculated as the proportion of replicates, where the estimated break points by TBFL are close to each of the true break points. Specifically, to compute the selection rate, a selected break point is counted as a “success” for the $j$-th true break point, $t_j$, if it falls in the interval $[t_j - \frac{t_j - t_{j-1}}{2}, t_j + \frac{t_{j+1} - t_j}{2}], j = 1, \ldots, m_0$. The results are reported in Table 5, Table 6, and Table 7.

For parameter estimation, we evaluate the performance of our procedure by reporting the mean and standard deviation of relative estimation error (REE), the true positive rate (TPR) and the false positive rate (FPR). The relative estimation error (REE), the true positive rate (TPR) and the false positive rate (FPR) are calculated by

$$
\text{REE} = \frac{\|\hat{B} - B^*\|_F}{\|B^*\|_F}, \quad \text{TPR} = \frac{TP}{TP + FN}, \quad \text{FPR} = \frac{FP}{FP + TN}.
$$

Specifically, for TPR and FPR, we use the median number of nonzero and zero elements among 100 replicates. The results of all simulation settings are reported in Table 8.

Table 5: Means and standard deviations of estimation error and selection rates.

| simulation | break point truth | mean (error) | std (error) | selection rate |
|------------|-------------------|--------------|-------------|----------------|
| B.1        | 1 333             | 1.0714       | 5.6281      | 0.98           |
|            | 2 666             | 5.4796       | 18.6692     | 0.94           |
| B.2        | 1 333             | 0.11         | 0.3145      | 1              |
|            | 2 666             | 0.08         | 0.4422      | 1              |
| B.3        | 1 333             | 3.5833       | 9.2106      | 0.96           |
|            | 2 666             | 8.3636       | 20.0959     | 0.94           |
| B.4        |                  |              |             |                |
|            | $b_n = 20$        |              |             |                |
|            | 1 333             | 0.78         | 4.1889      | 1              |
|            | 2 666             | 3.66         | 14.8869     | 0.98           |
|            | $b_n = 30$        |              |             |                |
|            | 1 333             | 3.94         | 13.841      | 0.99           |
|            | 2 666             | 5.8817       | 17.7034     | 0.91           |
|            | $b_n = 40$        |              |             |                |
|            | 1 333             | 1.1837       | 3.6703      | 0.98           |
|            | 2 666             | 3.398        | 13.8048     | 0.96           |
|            | $b_n = 50$        |              |             |                |
|            | 1 333             | 3.433        | 13.2672     | 0.95           |
|            | 2 666             | 5.2143       | 13.3696     | 0.98           |

The details of the simulation setting in each scenario are explained as follows.
Setting B (Constant Model). In the scenario B, \( n = 1,000, p = 100, m_0 = 2, t_1 = \lfloor \frac{n}{3} \rfloor = 333, t_2 = \lfloor \frac{2n}{3} \rfloor = 666 \) and \( b_n = \lfloor \frac{n^2}{4} \rfloor = 31 \) for Scenario B.1-B.3, while the mean coefficient vector vary across scenarios. The number of non-zero elements in \( j \)th segments \( d_j = 10 \), for all \( j = 1, \ldots, m_0 + 1 \).

B.1 (Simple \( \mu \)): In the scenario B.1, the mean coefficient vector are chosen to have the same structure in each segment, but different magnitude entries \(-0.5, 0.5, \) and \(-0.3, \) respectively.

B.2 (Random \( \mu \)): In the scenario B.2, the mean coefficient vector in each segmentation is chosen to have a random sparse structure and random entries sampled from Uniform\((-1, -0.5)\), Uniform\((0.5, 1)\) and Uniform\((-1, 0.5)\), respectively.

B.3 (Changes in only a subset of components in \( \mu \)) : In the scenario B.3, the mean coefficient vector are chosen similar to scenario B.1, but only a subset of components have abrupt changes in their parameters. There are only 5 out of 100 components which are dealing with abrupt change.

B.4 (Simple \( \mu \) with different blocks size): In the scenario B.4, all the settings are same as those in the scenario B.1 except the blocks size.

Table 6: Results of means and standard deviations of estimation error and selection rates.

| Simulation | break point | truth | mean (error) | std (error) | selection rate |
|------------|-------------|-------|--------------|-------------|----------------|
| Simulation C.1 | 1 | 500 | 0.58 | 2.1376 | 1 |
| | 2 | 1000 | 0.53 | 3.1155 | 1 |
| | 3 | 1500 | 1.04 | 2.8459 | 1 |
| Simulation C.2 | 1 | 400 | 1.2424 | 3.6731 | 0.99 |
| | 2 | 800 | 1.48 | 7.2704 | 1 |
| | 3 | 1600 | 1.43 | 2.4173 | 1 |
| Simulation C.3 | | | | | |

\( b_n = 30 \)

| Simulation C.3 | break point | truth | mean (error) | std (error) | selection rate |
| b_n = 30 | 1 | 500 | 0.25 | 0.6256 | 1 |
| | 2 | 1000 | 0.81 | 2.4769 | 1 |
| | 3 | 1500 | 2.84 | 6.8956 | 1 |
| Simulation C.4 | | | | | |

\( b_n = 50 \)

| Simulation C.3 | break point | truth | mean (error) | std (error) | selection rate |
| b_n = 50 | 1 | 500 | 1.4334 | 6.3216 | 0.99 |
| | 2 | 1000 | 5.8788 | 24.6776 | 0.98 |
| | 3 | 1500 | 2.8283 | 12.7031 | 0.98 |
| Simulation C.4 | | | | | |

\( b_n = 60 \)

| Simulation C.3 | break point | truth | mean (error) | std (error) | selection rate |
| b_n = 60 | 1 | 500 | 0.97 | 4.7725 | 1 |
| | 2 | 1000 | 1.28 | 4.895 | 1 |
| | 3 | 1500 | 3.65 | 12.5781 | 1 |

Setting C (Multiple Linear Model). In the scenario C, we set \( n = 2,000, p = 150, m_0 = 3 \) for Scenario C.1-C.3. The coefficient vectors in Scenario C.1-C.3 are the same, with the number of non-zero elements in \( j \)th segments \( d_j = 15 \), for all \( j = 1, \ldots, m_0 + 1 \). The coefficient vector are chosen to have the random sparse structure in each segment, with different magnitude entries \(-3, 5, -3 \) and \( 3, \) respectively. The error variance in Scenario C.1-C.3 is \( \Sigma = I \).

C.1 (Random \( \beta \), change points equally spaced): \( t_1 = \lfloor \frac{n}{4} \rfloor = 500, t_2 = \lfloor \frac{2n}{5} \rfloor = 1000, t_3 = \lfloor \frac{3n}{4} \rfloor = 1500, \) and \( b_n = 40 \).

C.2 (Random \( \beta \), change points not equally spaced): In the scenario C.2, all the setting are the same as scenario C.1, except that change points are not equally spaced and \( b_n = 30 \). Specifically, we set \( t_1 = 400, t_2 = 800, t_3 = 1600 \).

C.3 (Different block size): In the scenario C.3, all the settings are same as those in the scenario C.1 except the blocks sizes change. Here, we consider four different block size settings: \( b_n = 30, b_n = 50 \) and \( b_n = 60 \).
C.4 (Larger \( p \) case): In the scenario C.4, we set \( n = 1000, p = 200, b_n = 30 \) with boundary block size \( b_n = 120 \), and only one change point in the middle \( t_1 = 500 \). The number of non-zero elements in \( j \)th segments \( d_j = 12 \), for all \( j = 1, \ldots, m_0 + 1 \), with entries \(-1\) and \(1\), respectively. The error variance is smaller in this setting with \( \Sigma = 0.01I \).

Setting D (Gaussian Graphical Model). In the scenario D, \( n = 3000, m_0 = 2, t_1 = \lfloor \frac{n}{3} \rfloor = 1000, t_2 = \lfloor \frac{2n}{3} \rfloor = 2000 \) and \( b_n = 50 \), while the covariance matrix \( \Sigma_x \) vary across scenarios. All precision matrices are depicted in Figure 7.

![Figure 7: True precision matrix \( \Omega_x \) in Gaussian Graphical Model in Setting D.](image)

Table 7: Results of means and standard deviations of estimation error and selection rates.

| Simulation | break point | truth | mean (error) | std (error) | selection rate |
|------------|-------------|-------|--------------|-------------|----------------|
| Simulation D.1 | 1 | 1000 | 0.6495 | 4.975 | 0.97 |
| Simulation D.2 | 1 | 1000 | 0.0303 | 0.1723 | 0.99 |
| Simulation D.3 | 1 | 1000 | 0.043 | 0.2917 | 0.93 |

D.1 (Random \( \Omega \). Erdős-Rényi random graph): In the scenario D.1, the precision matrices are chosen to have a random sparse structure.

D.2 (Toeplitz type \( \Omega \).): In the scenario D.2, the precision matrices are chosen to have a Toeplitz type structure with \( p = 30 \).

D.3 (Toeplitz type \( \Omega \).): In the scenario D.3, the precision matrices are chosen to have a Toeplitz type structure with \( p = 50 \).

Table 8: Results of mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

| REE | TPR | FPR | REE | TPR | FPR | REE | TPR | FPR |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Sim B.1 | 0.3126 (0.1477) | 1 | 0.0037 | Sim C.1 | 0.0816 (0.0365) | 1 | 0 |
| Sim B.2 | 0.1662 (0.0563) | 1 | 0.0037 | Sim C.2 | 0.2592 (0.1446) | 1 | 0 |
| Sim B.3 | 0.2559 (0.1036) | 1 | 0.0037 | Sim C.3 | 0.0987 (0.0476) | 1 | 0 |
| Sim B.4 | | | | Sim C.4 | | | |
| \( b_n = 20 \) | 0.2691 (0.0875) | 1 | 0.0037 | \( b_n = 30 \) | 0.301 (0.155) | 1 | 0.0056 |
| \( b_n = 30 \) | 0.2691 (0.0875) | 1 | 0.0037 | \( b_n = 50 \) | 0.301 (0.155) | 1 | 0.0056 |
| \( b_n = 40 \) | 0.3235 (0.1531) | 1 | 0.0037 | \( b_n = 60 \) | 0.301 (0.155) | 1 | 0.0056 |
| \( b_n = 50 \) | 0.3406 (0.1557) | 1 | 0.0037 | Sim D.1 | 0.3492 (0.0541) | 0.9695 | 0.0103 |
| Sim D.2 | 0.1642 (0.1425) | 1 | 0.0037 | Sim D.2 | 0.0987 (0.0476) | 1 | 0 |
| Sim D.3 | 0.2559 (0.1036) | 1 | 0.0037 | Sim D.3 | 0.1387 (0.0443) | 1 | 3e-04 |
Table 9: Results of TBFL in simulation scenario E.

| $|\hat{m} - m_0|$ | TBFL $b_n = 20$ | TBFL $b_n = 40$ | TBFL $b_n = 60$ | TBFL $b_n = 80$ |
|-----|---------------|---------------|---------------|---------------|
|     | 0 1 2 > 2     | 0 1 2 > 2     | 0 1 2 > 2     | 0 1 2 > 2     |
| $m_0 = 1$ | 100 0 0 0 | 96 2 0 0 | 97 3 0 0 | 90 10 0 0 |
| $m_0 = 2$ | 96 4 0 0 | 98 0 1 1 | 98 2 0 0 | 92 7 1 0 |
| $m_0 = 3$ | 97 3 0 0 | 98 2 0 0 | 97 2 1 0 | 97 2 1 0 |
| $m_0 = 4$ | 97 3 0 0 | 99 0 1 0 | 99 1 0 0 | 100 0 0 0 |
| $m_0 = 5$ | 99 1 0 0 | 100 0 0 0 | 97 3 0 0 | 97 3 0 0 |
| $m_0 = 6$ | 98 2 0 0 | 100 0 0 0 | 99 1 0 0 | 95 4 1 0 |
| $m_0 = 7$ | 100 0 0 0 | 99 1 0 0 | 100 0 0 0 | 100 0 0 0 |
| $m_0 = 8$ | 97 3 0 0 | 99 1 0 0 | 99 1 0 0 | 95 0 1 4 |

Setting E (Robustness of block size.). In the setting E, $n = 5000$ and $p = 25$, with the number of non-zero elements in $j$th segments $d_j = 3$, for all $j = 1, \ldots, m_0 + 1$. The coefficient vector $\beta$ are chosen to have the random sparse structure in each segment, with different random entries sampled from $\text{Uniform}(-3, -1)I\{j \text{ is odd}\} + \text{Uniform}(1, 3)I\{j \text{ is even}\}$, for each $j = 1, \ldots, m_0 + 1$. We consider different setting of $m_0$ starting from 1 to 8.

The performance of the TBFL algorithm is robust to the changes in the parameters’ zero/non-zero pattern, block size $b_n$, the number of time points $n$, the dimensions of response $p_y$ and the dimensions of predictor variables, and finally including many break points as investigated in simulation settings B through D. In scenario C.1, three change points are not equally spaced. Specifically, the first two change points are closer than the last two change points, which leads to a lower selection rate for the first change point. In scenario C.4, a larger $p$ and smaller $n$ are chosen. Here to solve the numerical problem in the block fused lasso step, we applied a time-varying block sizes, where the blocks near the boundary are chosen to have a much larger block size (and smaller block sizes close to potential break time segments). Still, given that the $p$ is relatively large, the parameter estimates can be unstable, which leads to a smaller true positive rate (TPR) as shown in Table 8. As shown in Table 9, the results are robust to the change of the block size.

J. Comparison with Simulated Annealing (SA) Method

In this section, we compared the TBFL method to the Simulated Annealing (SA) method [Bybee and Atchadé 2018] in terms of detection accuracy. The simulation setting is provided as follows:

Setting F (Gaussian Graphical Model). In the scenario setting F, the precision matrices are chosen to have a Toeplitz type sparse structure, similar as scenario D.2, with $n = 6000$, $p = 20$. We consider different setting of $m_0$ starting from 2 to 8.

Table 10: Results of difference between $\tilde{m}^f$ and $m_0$ for TBFL and Simulated Annealing performance in simulation scenario F.

| $|\tilde{m}^f - m_0|$ | TBFL | SA |
|-----|------|----|
|     | 0 1 2 > 2 | 0 1 2 > 2 |
| $m_0 = 2$ | 94 5 1 0 | 50 46 2 2 |
| $m_0 = 4$ | 93 7 0 0 | 13 25 28 34 |
| $m_0 = 6$ | 92 8 0 0 | 2 7 10 81 |
| $m_0 = 8$ | 66 15 1 18 | 2 1 4 93 |

As shown in Table 10 among 100 replicates, our method can correctly estimate $m_0$ over 90% replicates when $m_0 = 2$ to 6, while the SA method tends to underestimate the $m_0$. Note that our method also fails in estimating the number of the change points when the $m_0$ becomes larger (when $m_0 = 8$) due to the reason that the gap statistics
and k-means method in block clustering step tend to fail when we have large cluster and different number of samples in each clusters.

Compared with the proposed Simulated Annealing (SA) method by Bybee and Atchadé (2018), our method have similar consistency rate but has better simulation results as shown in Table 10. The Simulated Annealing (SA) method is not sensitive to the number of change point. Bybee and Atchadé (2018) introduce majorize-minimize algorithm plus Simulated Annealing (SA) algorithm for locating change points in large graphical models. They also extend the method to multiple change-points by binary segmentation. The rate of consistency for estimating the single change point locations is of order $O(d^*_n \log p)$ (see Theorem 9 in Bybee and Atchadé (2018)). Note that there is no consistency guarantee in terms of the number of change point for the method in Bybee and Atchadé (2018) as the numerical results also verifies this.

K. Details about EEG Data Pre-processing

After removing the trend patterns in the raw EEG data, the pre-processing is accomplished in the following three steps: Step 1: Partition the time series into sub-intervals with length 250 and fit a VAR model for each of them; Step 2: Compute the residuals for each segment from the VAR model, scale the residuals and detect change points using TBFL assuming a Gaussian Graphical Model; Step 3: Fit a VAR model again for each stationary segment from Step 2 and compute the residuals from the VAR model. The scaled residual data in each stationary segment is then used to fit the Gaussian Graphical model for network connectivity analysis.

The Step 1 is to remove the possible temporal dependence in the EEG data. The Step 2 is to detect the change points in the Gaussian graphical model. Finally, the Step 3 is to get a more precise result in network connectivity.
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