TORSORS ON LOOP GROUPS AND THE HITCHIN FIBRATION
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Abstract. In his proof of the fundamental lemma, Ngô established the product formula for the Hitchin fibration over the anisotropic locus. One expects this formula over the larger generically regular semisimple locus, and we confirm this by deducing the relevant vanishing statement for torsors over $R((t))$ from a general formula for $\text{Pic}(R((t)))$. In the build up to the product formula, we present general algebraization, approximation, and invariance under Henselian pairs results for torsors, give short new proofs for the Elkik approximation theorem and the Chevalley isomorphism $g//G \cong t/W$, and improve results on the geometry of the Chevalley morphism $g \rightarrow g//G$.

Résumé. Dans sa preuve du lemme fondamental, Ngô établit une formule du produit au-dessus du lieu anisotrope. On s'attend à ce qu'une telle formule s'étende au-dessus de l'ouvert génériquement régulier semisimple. Nous établissons cette formule en la déduisant d'un résultat d'annulation de torseurs sous des groupes de lacets à partir d'une formule générale pour $\text{Pic}(R((t)))$. Dans le cours de la preuve, nous montrons des résultats généraux d’algébrisation, d’approximation et d’invariance hensélienne pour des torseurs ; nous donnons de nouvelles preuves plus concises du théorème d’algébrisation d’Elkik et de l’isomorphisme de Chevalley $g//G \cong t/W$ et améliorons les énoncés sur la géométrie du morphisme de Chevalley $g \rightarrow g//G$.
1. Introduction

1.1. The product formula for the Hitchin fibration. A key insight in Ngô’s proof of the fundamental lemma in [Ngô10] is to relate the affine Springer fibration, which over an equicharacteristic local field geometrically encodes the properties of orbital integrals, to the Hitchin fibration, which is global and whose geometric properties are easier to access. The mechanism that supplies the relation between the two is the product formula that Ngô established over the anisotropic locus $A_{\text{ani}}$ of the Hitchin base $A$ in [Ngô06, Théorème 4.6] and [Ngô10, Proposition 4.15.1] and expected to also hold over the larger generically regular semisimple locus $A_{\text{reg}}$ in [Ngô10, before Corollaire 4.15.2]. The product formula over $A_{\text{ani}}$ has already been used, for instance, in [Yun11, Proposition 2.4.1], [Yun14, Section 5.5, equation (34)], or [OY16, proof of Proposition 6.6.3 (1)], and one of the main goals of this article is to establish it in Theorem 4.3.8.

Roughly speaking, the product formula is a geometric incarnation of the Beauville–Laszlo glueing for torsors: it translates this glueing into geometric properties of the morphism of algebraic stacks that relates affine Springer fibers, which parametrize torsors over formal discs $R[[t]]$, to Hitchin fibers, which parametrize torsors over a fixed proper smooth curve $X_R$ (for a variable base ring $R$). Under this dictionary, the product formula eventually reduces to a statement that torsors on $X_R$ are obtained from the “Kostant–Hitchin torsor” over a fixed open $U_R \subset X_R$ by glueing along the punctured formal discs $R((t))$ at the $R$-points in $X \setminus U$. One is thus led to studying torsors over $R((t))$.

Over $A_{\text{ani}}$ the Hitchin fibration is separated and the intervening stacks are Deligne–Mumford. For the product formula, these additional properties allowed Ngô to reduce to only considering those $R$ that are algebraically closed fields $k$, a case in which $k((t))$ is a field with relatively simple arithmetic. Over $A_{\text{reg}}$, however, such a reduction does not seem available, and we need to study more general $R((t))$.

1.2. Torsors under tori over $R((t))$. The product formula says that the comparison morphism is a universal homeomorphism, so, due to the valuative criteria for stacks, the $R$ that are most relevant are fields and discrete valuation rings. Nevertheless, the valuative criterion for universal closedness assumes that the map is quasi-compact, so, to avoid verifying this assumption directly, it is convenient to allow more general $R$ (see Lemma 4.3.7). Our $R$ will in fact be seminormal, strictly Henselian, and local, and the key torsor-theoretic input to the product formula is then Theorem 3.2.4: for such an $R$ and an $R((t))$-torus $T$ that splits over a finite étale Galois cover whose degree is invertible in $R$,

$$H^1(R((t)), T) \cong 0. \quad (1.2.1)$$

Relative purity results from [SGA 4III, Exposé XVI], whose essential input is the relative Abhyankar’s lemma, reduce this vanishing to $T = \mathbb{G}_m$. In this case, there is in fact a general formula

$$\text{Pic}(R((t))) \cong \text{Pic}(R[t^{-1}]) \oplus H^1_{et}(R, \mathbb{Z}) \quad (1.2.2)$$

due to Gabber [Gab19] that is valid for any ring $R$ and is presented in the slightly more general setting of an arbitrary $R$-torus in Theorem 3.1.7. For seminormal $R$, we have $\text{Pic}(R[t^{-1}]) \cong \text{Pic}(R)$, so if $R$ is also strictly Henselian local, then all the terms in (1.2.2) vanish and (1.2.1) follows.

In addition, the vanishing (1.2.1) implies that for a seminormal, strictly Henselian, local ring $R$ and any $n > 0$ less than any positive residue characteristic of $R$, every regular semisimple $n \times n$ matrix with entries in $R((t))$ is conjugate to its companion matrix—see Theorem 4.2.14, which gives a general conjugacy to a Kostant section result of this type.
Overall the argument for the product formula is fairly short—it suffices to read §§3.1–3.2, §4.3, and review §4.2—but we decided to complement it with the following improvements and generalizations to various broadly useful results that enter into its proof.

1.3. Algebraization of torsors and approximation. A practical deficiency of the Laurent power series ring $R((t))$ is that its formation does not commute with filtered direct limits and quotients in $R$, so one often prefers its Henselian counterpart $R[t][\frac{1}{t}]$ reviewed in §2.1.2. We show that such “algebraization” does not affect torsors: by Corollary 2.1.22, for any ring $R$ and any smooth, quasi-affine, $R[t][\frac{1}{t}]$-group $G$,

$$H^1(R[t][\frac{1}{t}], G) \to H^1(R((t)), G),$$

which generalizes a result of Gabber–Ramero [GR03, Theorem 5.8.14] valid in the presence of a suitable embedding $G \hookrightarrow \text{GL}_n$. To prove (1.3.1), we exhibit a general procedure for showing that

$$F(R[t][\frac{1}{t}]) \to F(R((t)))$$

for functors $F$ that are invariant under Henselian pairs: the idea, which appears to be due to Gabber, is to consider the ring of $t$-adic Cauchy sequences (and double sequences) valued in $R[t][\frac{1}{t}]$ and to show that this ring is Henselian along the ideal of nil sequences, see Lemma 2.1.13 and Theorem 2.1.15. To verify that our functor $F(-) = H^1(-, G)$ is invariant under Henselian pairs, we use recent results on Tannaka duality for algebraic stacks, see Proposition 2.1.4 and Theorem 2.1.6.

The idea of considering Cauchy sequences and, more generally, Cauchy nets also leads to a new proof and a generalization of the the Elkik approximation theorem, for which we exhibit new non-Noetherian versions in Theorems 2.2.2, 2.2.10 and 2.2.17. We then use them to extend the algebraization results to non-affine settings in §2.3: for instance, we show that for a Noetherian ring $R$ that is Henselian along an ideal $J$ and the $J$-adic completion $\hat{R}$,

$$\text{Br}(U) \to \text{Br}(U_{\hat{R}}) \quad \text{for every open} \quad \text{Spec}(R) \setminus V(J) \subset U \subset \text{Spec}(R),$$

a result that was announced in [Gab93, Theorem 2.8 (i)]; see Corollary 2.3.5 for further statements of this sort and the results preceding it in §2.3 for sharper non-Noetherian versions. For a concrete situation in which such passage to completion is useful, see [Čes19, Proposition 3.3 and the proof of Theorem 5.3].

1.4. The Chevalley isomorphism and small characteristics. The construction of the Hitchin fibration for a reductive group $G$ with Lie algebra $\mathfrak{g}$ rests on the Chevalley isomorphism

$$\mathfrak{g}/G \cong \mathfrak{t}/W,$$

where $G$ acts on $\mathfrak{g}$ by the adjoint action, $\mathfrak{t}$ is the Lie algebra of a maximal torus $T \subset G$, and $W := N_G(T)/T$ is the Weyl group. In Theorem 4.1.10, we give a short proof for (1.4.1) that is new even over $\mathbb{C}$ but works over any base scheme $S$ as long as $G$ is root-smooth (see §4.1.1; this condition holds if 2 is invertible on $S$ or if the geometric fibers of $G$ avoid types $C_n$). The main idea is to consider the Grothendieck alteration

$$\tilde{\mathfrak{g}} \to \mathfrak{g}$$

where $\tilde{\mathfrak{g}}$ is the Lie algebra of the universal Borel subgroup of $G$, and to extend the $W$-action from the regular semisimple locus $\tilde{\mathfrak{g}}^{\text{ss}}$ to the maximal locus $\tilde{\mathfrak{g}}^{\text{fin}} = \tilde{\mathfrak{g}}^{\text{reg}}$ over which the alteration is finite. The result generalizes work of Chaput–Romagny [CR10], who adapted a classical proof to the case of a general base $S$ under more restrictive assumptions.

In §4.2, we use the Chevalley isomorphism to review the constructions that go into setting up the product formula, such as building the group $J$ that descends to $\mathfrak{t}/W$ the centralizer of the universal regular section of $\mathfrak{g}$, and we take the opportunity to improve their assumptions: roughly, it suffices to assume that each residue characteristic of the base $S$ is not a torsion prime for the root datum
of the respective fiber of $G$. This condition, described precisely in §4.1.12, is less restrictive than the order of the Weyl group $W$ being invertible on $S$, as is often assumed in [Ngô10], and is slightly weaker than the conditions that appear in [Ric17], so we improve several results in these references. A key advance that permits this is the construction of the Kostant section under less restrictive assumptions than before that was recently carried out in [AFV18, Section 2].

1.5. Notation and conventions. All our rings are commutative, with unit, except that sometimes we also use nonunital rings, whose only distinctive feature is that they need not have a multiplicative identity (but are still commutative). Every ring is a nonunital ring and, more generally, so is every ideal in any nonunital ring. For a module $M$ over ring $A$ and an $a \in A$, we let $M\langle a^\infty \rangle$ denote the elements of $M$ killed by $a$ and set

$$M\langle a^\infty \rangle := \bigcup_{n>0} M\langle a^n \rangle.$$ 

For brevity, we call the spectrum of an algebraically closed field a geometric point. For a scheme $S$, we denote a choice of a geometric point above an $s \in S$ by $\overline{s}$. We say that $S$ is seminormal if every universal homeomorphism $S' \to S$ that induces isomorphisms on residue fields has a unique section (compare with [SP, Lemma 0EUS, Definition 0EUT], where the seminormalization of $S$ is defined as the initial object of the category of such universal homeomorphisms); by [SP, Lemma 0EUQ], every seminormal $S$ is reduced. For a vector bundle $\mathcal{V}$ on a scheme $S$, we often identify $\mathcal{V}$ with the $S$-scheme $\text{Spec}_{\mathcal{O}_S}(\text{Sym}(\mathcal{V}^\vee))$ whose functor of points is $S' \mapsto \Gamma(S', \mathcal{V} \otimes_{\mathcal{O}_S} \mathcal{O}_{S'})$ (see [SGA 3_{new}, Exposé I, Corollaire 4.6.5.1]). Unless indicated otherwise, we form cohomology in the fppf topology, but whenever the coefficient sheaf is a smooth group scheme we implicitly make the identification $\text{Spec}_{\mathcal{O}_S}(\mathcal{V}^\vee)$.

For brevity, we call the spectrum of an algebraically closed field a geometric point. For a scheme $S$, we denote a choice of a geometric point above an $s \in S$ by $\overline{s}$. We say that $S$ is seminormal if every universal homeomorphism $S' \to S$ that induces isomorphisms on residue fields has a unique section (compare with [SP, Lemma 0EUS, Definition 0EUT], where the seminormalization of $S$ is defined as the initial object of the category of such universal homeomorphisms); by [SP, Lemma 0EUQ], every seminormal $S$ is reduced. For a vector bundle $\mathcal{V}$ on a scheme $S$, we often identify $\mathcal{V}$ with the $S$-scheme $\text{Spec}_{\mathcal{O}_S}(\text{Sym}(\mathcal{V}^\vee))$ whose functor of points is $S' \mapsto \Gamma(S', \mathcal{V} \otimes_{\mathcal{O}_S} \mathcal{O}_{S'})$ (see [SGA 3_{new}, Exposé I, Corollaire 4.6.5.1]). Unless indicated otherwise, we form cohomology in the fppf topology, but whenever the coefficient sheaf is a smooth group scheme we implicitly make the identification $\text{Spec}_{\mathcal{O}_S}(\mathcal{V}^\vee)$.

We follow [SGA 3_{III new}] for the basic theory of reductive group schemes, which, in particular, are required to have connected fibers (see the definition [SGA 3_{III new}, Exposé XIX, Définition 2.7]). For instance, we freely use the étale local existence of splittings and pinnings (see [SGA 3_{III new}, Exposé XXII, Définition 1.13, Corollaire 2.3; Exposé XXIII, Définition 1.1]) or the classification of split pinned reductive groups by root data (see [SGA 3_{III new}, Exposé XXV, Théorème 1.1]). We let $\mathcal{R}(G)$ denote the root datum associated to a splitting of $G$ by [SGA 3_{III new}, Exposé XXII, Proposition 1.14]; the choice of a splitting will not matter when we use $\mathcal{R}(G)$. For a Lie algebra $\mathfrak{g}$ and an $a \in \mathfrak{g}$, we let

$$\text{ad}(a) : \mathfrak{g} \to \mathfrak{g} \quad \text{be the map} \quad x \mapsto [a, x].$$

Similarly, we denote the adjoint action of a group $G$ on Lie$(G)$ by $\text{Ad}(\cdot)$. We let $C_G(\cdot)$ denote a centralizer subgroup of $G$, and we let $\text{Cent}(\cdot)$ denote the center.

For a scheme $S$ and an affine $S$-group $G$ acting on an affine $S$-scheme $X$, we let $X//G$ denote the affine $S$-scheme given by the $\text{Spec}_{\mathcal{O}_S}$ of the equalizer between the action and the inclusion of a factor maps (so that the coordinate rings of $X//G$ are the rings of invariants):$X//G := \text{Spec}_{\mathcal{O}_S}(\text{Eq}(\mathcal{O}_X \Rightarrow \mathcal{O}_X \otimes_{\mathcal{O}_S} \mathcal{O}_G)).$

This and other quotient notation is abusive when used for left actions, for instance, in (1.4.1), where the quotients are of left actions. The construction of $X//G$ commutes with flat base change in $S$, see [Ses77, page 243, Lemma 2]. If $G$ is finite locally free over $S$, then we abbreviate $X//G$ to $X/G$ because, by, for instance, [Ryd13, Theorem 4.1, Definition 3.17], it agrees with the coarse moduli space of the algebraic stack quotient $[X/G]$, which we always form in the fppf topology. Often $G$ will be a Weyl group scheme $W$ of a reductive group scheme; we recall from [SGA 3_{II}, Exposé XII, Théorème 2.1] that such a $W$ is always finite étale. We let $x^G$ denote a contracted product, that is, the quotient of the product of an object with a right $G$-action and an object with a left $G$-action by the combined action given by $g \cdot (x, y) = (xg^{-1}, gy)$.
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2. APPROXIMATION AND ALGEBRAIZATION

Our first goal is the algebraization of torsors over loop groups $R((t))$, see Corollary 2.1.22. For this, we consider rings of Cauchy sequences, which we discuss in §2.1 in the general setting of Gabber–Ramero triples. The latter, in addition to supplying more general topologies, also simultaneously capture the recurrent framework of Henselian pairs—consequently, the aforementioned Corollary 2.1.22 contains the more basic Theorem 2.1.6 as a special case. We combine the Cauchy sequence technique with Beauville–Laszlo glueing in §2.2 to give a new proof of the Elkik approximation theorem, see Theorem 2.2.20. The latter plays a role in extending the algebraization statements to nonaffine settings in §2.3, see Corollary 2.3.5 for a concrete consequence.

2.1. Invariance of torsors under Henselian pairs and algebraization

The principal goal of this section is to show in Corollary 2.1.22 that for any ring $R$ the Laurent power series and the Henselian Laurent power series rings $R((t))$ and $R\{t\}[\frac{1}{t}]$ (see §2.1.2) possess the same collection of torsors under a given smooth, affine group scheme. The first step towards this is the invariance of such collections under Henselian pairs, which we obtain in Theorem 2.1.6.

2.1.1. Zariski and Henselian pairs. We recall that a pair $(A, I)$ consisting of a ring $A$ and an ideal $I \subseteq A$ is Zariski if $I$ lies in every maximal ideal, that is, if $1 + I \subseteq A^\times$. A Zariski pair $(A, I)$ is Henselian if it satisfies the Gabber criterion\footnote{For an earlier Henselianity criterion of this sort, a “Newton’s lemma,” see [Gru72, Corollaire I.3] or [Gre69, Theorem 5.11].} in the sense that every polynomial

$$f(T) = T^N(T - 1) + a_NT^N + \cdots + a_1T + a_0 \quad \text{with } a_i \in I \quad \text{and } N \geq 1 \quad (2.1.1.1)$$

has a (necessarily unique) root in $1 + I$ (by [Gab92, Proposition 1] or [SP, Lemma 09XI], this agrees with other definitions). As observed by Gabber, these are properties of $I$, so we say that the nonunital ring $I$ is Zariski or Henselian, respectively, and extend this terminology to pairs with nonunital $A$. This terminology is not entirely abusive because every nonunital ring $I$ appears as an ideal in a commutative ring, for instance, in the ring $\mathbb{Z} \oplus I$ with multiplication $(z, i)(z', i') = (zz', zi' + zi + ii')$.

If $(A, I)$ is Zariski or Henselian, then, by [SP, Lemmas 0DYD and 09KK], so is $(A', I' A')$ for any ideal $I' \subseteq I$ and any integral morphism $A \to A'$ (such as a surjection). By [SP, Lemmas 0EM6 and 0CT7], the category of Zariski (respectively, Henselian) pairs is closed under filtered direct limits, inverse limits, and contains nilpotent thickenings, so $(A, IJ)$ is Henselian whenever $A \longrightarrow \lim_{m \geq 0}(A/IJ^m)$. 


The Zariskization and, by [SP, Lemma 0AGV], also the Henselization of a Noetherian ring along any ideal is Noetherian.

We will say that a functor $F$ defined on some subcategory of commutative rings is invariant under Zariski pairs (respectively, is invariant under Henselian pairs) if for every Zariski (respectively, Henselian) pair $(A, I)$ with both $A$ and $A/I$ in the domain of definition of $F$, we have

$$F(A) \xrightarrow{\sim} F(A/I).$$

The following instance of the Henselian pair formalism is particularly relevant for this article.

### 2.1.2. Henselian power series.

For a ring $R$, we let $R[t]$ denote the Henselian power series ring over $R$, that is, the Henselization of $R[t]$ with respect to $(t)$. In comparison to the power series ring $R[[t]]$, to which it admits the $t$-adic completion map $R[t] \to R[[t]]$, this ring is better behaved in non-Noetherian settings: for instance, the functor $R \mapsto R[t]$ commutes with filtered direct limits and also with quotients in the following sense: for any ideal $I \subset R$, we have

$$R[t]/IR[t] \cong (R/I)(t)$$

(see §2.1.1). These properties persist to the Henselian Laurent power series ring $R[t][\frac{1}{t}]$ that comes equipped with the map $R[t][\frac{1}{t}] \to R((t))$ to the usual Laurent power series ring $R((t)) \cong (R[[t]])[\frac{1}{t}]$. For any ring $R$, the map

$$R\{t\} \to R[t]$$

is injective, and hence so is $R\{t\}[\frac{1}{t}] \to R((t))$;

indeed, for Noetherian $R$ this follows from the Krull intersection theorem [SP, Lemma 00IQ] and, in general, $R$ is a filtered direct limit of its finite type $\mathbb{Z}$-subalgebras $R_i$, so

$$R\{t\} \cong \bigcup_i R_i\{t\} \hookrightarrow \bigcup_i R_i[t] \subset R[t]. \quad (2.1.2.1)$$

The argument of Theorem 2.1.6 will use the following general lemma.

**Lemma 2.1.3.** For a Henselian pair $(A, I)$ with $A$ Noetherian, if the geometric fibers of $A \to \hat{A}$ with $\hat{A} := \lim_{m \to 0} (A/I^m)$ are regular;\(^2\) then for any functor

$$F: A\text{-algebras} \to \text{Sets}$$

that commutes with filtered direct limits,

$$F(A) \hookrightarrow F(\hat{A})$$

and an element of $F(A/I)$ lifts to $F(A)$ if and only if it lifts to $F(\hat{A})$.

In particular, for a Noetherian ring $B$ whose formal fibers are geometrically regular, a functor

$$G: B\text{-algebras} \to \text{Sets}$$

that commutes with filtered direct limits is invariant under Henselian pairs if and only if it is invariant under those Henselian pairs that are obtained by completing a finite type $B$-algebra along some ideal.

**Proof.** By Popescu’s smoothing theorem [SP, Theorem 07GC], there is a filtered direct system $\{A_j\}_{j \in J}$ of smooth $A$-algebras such that

$$\hat{A} \cong \lim_{j \in J} A_j,$$

so that also $F(\hat{A}) \cong \lim_{j \in J} F(A_j)$.

By [Gru72, Théorème I.8] (which is the affine scheme case of Proposition 2.1.4 below), the smooth map $A \to A_j$ has a retraction: the $A/I$-point of $A_j$ inherited from $\hat{A}$ lifts to an $A$-point. Thus,

\(^{2}\)By [EGA IV\textsubscript{2}, Proposition 7.4.6], this holds if the formal fibers of $A$ are geometrically regular, for instance, if $A$ is quasi-excellent.
the map $F(A) \to F(A_j)$ also has a retraction, so that $F(A) \to F(\hat{A})$ and any lift of an element of $F(A/I)$ to $F(\hat{A})$ first descends to a lift in some $F(A_j)$ and then maps via the retraction to a desired lift in $F(A)$.

For the assertion about $G$, by a limit argument, we may assume that the Henselian pair $(A, I)$ in question is the Henselization of a finite type $B$-algebra along some ideal. By §2.1.1, such an $A$ is Noetherian and, by [SP, Proposition 07PV, Lemma 0AH3], it inherits geometric regularity of formal fibers from $B$, so the claim about $F$ applied to $G$ allows us to replace $(A, I)$ by its $I$-adic completion and to conclude.

We combine Lemma 2.1.3 with recent results on Tannaka duality for algebraic stacks to extend the lifting result for smooth affine schemes [Gru72, Théorème I.8] used above to algebraic stacks as follows.

**Proposition 2.1.4.** For a Henselian pair $(A, I)$ and a smooth algebraic $A$-stack $\mathcal{X}$ with quasi-affine diagonal, the pullback map $\mathcal{X}(A) \to \mathcal{X}(A/I)$ is essentially surjective.\(^3\)

**Proof.** By combining [SP, Lemmas 04Y9, 04XL, and 06FJ, Definition 04YB], we see that any $A/I$-point of $\mathcal{X}$ factors through a quasi-compact open substack, so we lose no generality by assuming that $\mathcal{X}$ is quasi-compact. The assumptions then ensure that $\mathcal{X}$ is of finite presentation, so limit formalism for algebraic stacks [LMB00, Proposition 4.18] reduces us to the case when $(A, I)$ is the Henselization of a finitely generated $\mathbb{Z}$-algebra along some ideal. By §2.1.1, this $A$ is Noetherian and, by [SP, Lemmas 0AH2 and 0AH3], the geometric fibers of the map $A \to \hat{A}$ to the $I$-adic completion are regular. Thus, due to limit formalism again, Lemma 2.1.3 applies and reduces us to the case when $A$ is Noetherian and $I$-adically complete.

In this case, by a general continuity result [HR19, Corollary 1.5 (ii)] for values of a Noetherian algebraic stack with quasi-affine diagonal (alternatively, see [BHL17, Corollary 1.5]), the pullback morphism

$$\mathcal{X}(A) \to \lim_{n \geq 1} \mathcal{X}(A/I^n)$$

is an equivalence of categories.

By the infinitesimal lifting criterion for smoothness [SP, Lemma 0DP0], every $A/I$-point of $\mathcal{X}$ extends to a compatible sequence of $A/I^n$-points, and the desired conclusion follows. \(\square\)

**Example 2.1.5.** For instance, $\mathcal{X}$ could be a smooth, quasi-separated $A$-algebraic space (or even a scheme): by [SP, Lemma 03HK], the diagonal of a morphism of algebraic spaces is representable, separated, locally quasi-finite, so, by [SP, Lemma 02LR], its quasi-compactness implies quasi-affineness.

The $H^1$ aspect of the following consequence of the work above was announced in [Str83, Theorem 1] for smooth affine $G$ and was then proved in [GR03, Theorem 5.8.14] for smooth $G$ that admit suitable embeddings into $GL_n$. In turn, the $H^2$ aspect is a generalization of an unpublished result of Gabber, who established it in the case $G = \mathbb{G}_m$.

**Theorem 2.1.6.** Let $(A, I)$ be a Henselian pair and $G$ an $A$-group scheme.

(a) If $G$ is smooth and quasi-separated, then

$$H^1(A, G) \hookrightarrow H^1(A/I, G).$$

---

\(^3\)Added in proof: The surjectivity also holds when $\mathcal{X}$ is a smooth scheme (with no assumption on its diagonal), see [Ces22, Proposition 6.1.1 (a)].
(b) If \( G \) is quasi-affine, of finite presentation, and flat over \( A \), then\(^4\)
\[
H^1(A, G) \to H^1(A/I, G) \quad \text{(respectively, } \ker(H^2(A, G) \to H^2(A/I, G)) = \{ \ast \}).
\]

In particular, \( \text{Br}(A) \cong \text{Br}(A/I) \) and if \( G \) is quasi-affine and \( A \)-smooth, then
\[
H^1(A, G) \sim H^1(A/I, G).
\]

**Proof.** For (a), by \([SP, \text{Lemma 04SK}]\), the functor of isomorphisms between two fixed \( G \)-torsors is representable by a smooth, quasi-separated \( A \)-algebraic space \( X \). Thus, Proposition 2.1.4 ensures that \( X(A) \to X(A/I) \), as desired.

In (b), we interpret the noncommutative \( H^2 \) in terms of gerbes \( \mathcal{G} \) bound by \( G \) (for agreement with the derived functor cohomology when \( G \) is commutative, see \([Gir71, \text{Chapitre IV, Théorème 3.4.2 (i)}]\)). By \([SP, \text{Theorem 06FI}]\), the classifying stack \( \mathbb{B}G \) that parametrizes \( G \)-torsors is algebraic and, by, for instance, \([Čes15, \text{Lemma A.2 (b), Proposition A.3}]\), it is smooth, quasi-compact, with quasi-affine diagonal. General descent results for algebraic stacks \([SP, \text{Theorem 06DC, Lemmas 0429 and 0423}]\) then imply that each \( \mathcal{G} \) is also algebraic, smooth, quasi-compact, with quasi-affine diagonal. Thus, both assertions of (b) are immediate from Proposition 2.1.4.

The assertion about \( \text{Br}(-) \) follows from the rest for \( G = \text{GL}_N \) and \( G = \text{PGL}_N \): indeed, by definition,
\[
\text{Br}(A) = \bigcup_{N \geq 1} \text{Im}(H^1(A, \text{PGL}_N) \to H^2(A, \mathbb{G}_m)_{\text{tors}}),
\]
and likewise over \( A/I \). \( \square \)

**Remark 2.1.7.** For smooth, quasi-separated \( G \), the injection
\[
H^1(A, G) \hookrightarrow H^1(A/I, G)
\]
of Theorem 2.1.6 (a) need not be surjective. Indeed, this may fail already for \( G = \mathbb{Z} \): if \( A \) is a normal domain but \( A/I \) is not, then \( H^1(A, \mathbb{Z}) = 0 \), but \( H^1(A/I, \mathbb{Z}) \neq 0 \) is possible (see \([Wei91, \text{Remark 5.5.2}]\)).

**Remark 2.1.8.** Contrary to the assertion of the main theorem of \([Str84]\), the injection
\[
H^2(A, \mathbb{G}_m) \to H^2(A/I, \mathbb{G}_m)
\]
of Theorem 2.1.6 (b) need not be surjective. Indeed, if it were, then for any regular ring \( A \) and any ideal \( I \subset A \), the group \( H^2(A/I, \mathbb{G}_m) \) would be torsion: one could lift cohomology classes to the Henselization of \( A \) along \( I \) and apply \([Gro68a, \text{Corollaire 1.8}]\), which says that the values of \( H^2(-, \mathbb{G}_m) \) on regular rings are torsion abelian groups. However, this fails for
\[
A := \mathbb{C}[x, y, z] \quad \text{and} \quad I := (z(\bar{y}^2 - (x^3 - x - z))) \subset \mathbb{C}[x, y, z],
\]
for which \( \text{Spec}(A/I) \subset \mathbb{A}^3_{\mathbb{C}} \) is the union of two copies of \( \mathbb{A}^2_{\mathbb{C}} \) whose intersection \( C \) is the punctured elliptic curve \( y^2 = x^3 - x \) in the \( \{z = 0\} \) plane: indeed, the Mayer–Vietoris sequence \([Bou78, \text{Chapitre IV, Corollaire 5.2}]\) shows that \( \text{Pic}(C) \subset H^2(A/I, \mathbb{G}_m) \), and \( \text{Pic}(C) \) has many nontorsion elements given by restricting nontorsion elements of \( \text{Pic}^0(C) \cong \mathbb{C}/\mathbb{Z} \) to \( C \), where \( C \) is the smooth compactification of \( C \).

Our next goal is Corollary 2.1.22—the analogue of Theorem 2.1.6 that for any ring \( R \) compares \( G \)-torsors over \( R[t]\{\frac{1}{t}\} \) and over \( R((t)) \). The following convenient formalism of Gabber–Ramero introduced in \([GR03, \text{Section 5.4}]\) unifies this situation with the Henselian pair setting (see Example 2.1.10).

---

\(^4\)Added in proof: For a similar result due to Toën in the case when \( A \) is local Henselian and \( G \) is no longer quasi-affine, see \([Čes15, \text{Proposition B.13}]\).
2.1.9. Gabber–Ramero triples. A Gabber–Ramero triple is a datum \((A, t, I)\) of a commutative ring \(A\), an element \(t \in A\), and an ideal \(I \subset A\). Such a triple is bounded if, in the notation of §1.5,

\[ I(t^\infty) = I(t^N) \quad \text{for some} \quad N > 0, \]

that is, if \(I(t^\infty) \cap t^NI = 0\) for some \(N > 0\), equivalently, if the \(t\)-adic topology of \(I\) induces the discrete topology on \(I(t^\infty)\). For instance, this happens when \(t\) is a nonzerodivisor. In general, we set

\[ \widehat{A} := A/A(t^\infty) \quad \text{and} \quad \widehat{T} := I/I(t^\infty) \cong I\widehat{A} \subset \widehat{A}, \]

so that the Gabber–Ramero triple \((\widehat{A}, t, \widehat{T})\) is bounded, in fact, \(t\) is even a nonzerodivisor in \(\widehat{A}\). It is often useful to consider the intermediate bounded Gabber–Ramero triple \((\bar{A}, t, \bar{T})\) with \(\bar{A} := A/I(t^\infty)\).

The restriction of the surjection \(\bar{A} \to \widehat{A}\) to each coset of \(\bar{T}\) is injective, to the effect that this surjection is a local homeomorphism for the topologies that we are about to define.

We first endow the ideal \(I\) with its \(t\)-adic topology, then \(A\) with the unique ring topology for which the ideal \(I \subset A\) is open, and, finally, \(A[\frac{1}{t}]\) with the unique ring topology for which the map \(A \to A[\frac{1}{t}]\) is continuous and open (the existence of such ring topologies is ensured by the axioms [BouTG, Chapitre III, section 6, numéro 3, axiomes (AV1)–(AV11)]). Concretely, the resulting \((t, I)\)-adic ring topologies on \(A\) and \(A[\frac{1}{t}]\) are determined by the respective open neighborhood bases of zero

\[ \{t^mI\}_{m \geq 0} \quad \text{and} \quad \{\text{Im}(t^mI \to A[\frac{1}{t}])\}_{m \geq 0}. \]

In particular, we have the identification of topological rings

\[ \begin{align*}
A[\frac{1}{t}] & \overset{\sim}{\to} \widehat{A}[\frac{1}{t}]. \\
(2.1.9.1)
\end{align*} \]

We caution that the topology on \(A[\frac{1}{t}]\) is not defined by ideals, in other words, it is not \(A[\frac{1}{t}]\)-linear, only \(A\)-linear. We let \(\hat{A}\) and \(\widehat{A}[\frac{1}{t}]\) be the completions, so that, explicitly,

\[ \begin{align*}
\hat{A} := \lim_{\longrightarrow \text{m} \geq 0} (A/t^mI) \quad \text{and} \quad \widehat{A}[\frac{1}{t}] & \cong \lim_{\longrightarrow \text{m} \geq 0} (A[\frac{1}{t}]/\text{Im}(t^mI \to A[\frac{1}{t}])). \\
(2.1.9.2)
\end{align*} \]

where the individual terms that appear in the last limit need not be rings, only their limit \(\widehat{A}[\frac{1}{t}]\) is.

By \((2.1.9.1)\), the topological ring \(A[\frac{1}{t}]\) depends only on the Gabber–Ramero triple \((\widehat{A}, t, \widehat{T})\).

Both \(\hat{A}\) and \(\widehat{A}[\frac{1}{t}]\) are complete topological rings and \(\hat{A}\) comes equipped with the ideals

\[ \hat{t}^nI \cong \lim_{\longrightarrow \text{m} \geq n} (t^mI/t^mI) \subset \hat{A} \quad \text{that form a neighborhood base of zero.} \]

By [SP, Lemma 05GG], we have \(\hat{t}^nI = t^n\hat{I}\), so the topology of \(\hat{A}\) is \((t, \hat{I})\)-adic and

\[ A/t^nI \cong \hat{A}/t^n\hat{I}, \quad \text{and hence also} \quad A/(t^n) \cong \hat{A}/(t^n), \quad \text{for every} \quad n > 0. \]

The completion of a Gabber–Ramero triple \((A, t, I)\) is the Gabber–Ramero triple \((\hat{A}, t, \hat{I})\).

Maps \((A, t, I) \to (A', t', I')\) of Gabber–Ramero triples are ring homomorphisms \(f: A \to A'\) that satisfy \(f(t) = t'\) and \(f(I) \subset I'\). Any such is continuous and induces continuous homomorphisms

\[ A[\frac{1}{t}] \to A'[\frac{1}{t}] \quad \text{and} \quad \widehat{A}[\frac{1}{t}] \to \widehat{A'}[\frac{1}{t}]. \]

A common example is the map \((A, t, I) \to (\hat{A}, t, \hat{I})\) to the completion. Other useful cases are when \((A', t', I')\) is a localization of \((A, t, I)\) or when \(A = A'\) with \(I \subset I'\).
A Gabber–Ramero triple \((A, t, I)\) is Zariski (respectively, Henselian) if so is the pair \((A, tI)\) (a weaker assumption than the same for \((A, t)\)), that is, if so is the nonunital ring \(tI\). For instance, by §2.1.1, the Gabber–Ramero triple \((\hat{A}, \hat{t}, \hat{I})\) is always Henselian.

**Example 2.1.10.** The unification alluded to before §2.1.9 manifests itself as follows.

1. The case \(t = 1\) amounts to that of a pair \((A, I)\) that is often assumed to be Henselian. In addition, \(A[\frac{1}{t}] \cong A\) and \(\hat{A} \cong \hat{A}[\frac{1}{t}] \cong A/I\), which is precisely the setting of Theorem 2.1.6.

2. The case \(I = A\) amounts to that of a \(t \in A\); a typical example: \(A = R[t]\) as above. The topology is then \(t\)-adic, one often assumes that \(A\) has bounded \(t^\infty\)-torsion, so that \(A[\frac{1}{t}] \cong \hat{A}[\frac{1}{t}]\) by the following lemma, and the goal is to compare algebraic structures over \(A[\frac{1}{t}]\) and \(\hat{A}[\frac{1}{t}]\).

**Lemma 2.1.11.** For a bounded Gabber–Ramero triple \((A, t, I)\),

\[
\hat{A}[\frac{1}{t}] \xrightarrow{\sim} \hat{A}[\frac{1}{t}]
\]

as topological rings, \(A\langle t^\infty \rangle \xrightarrow{\sim} \hat{A}\langle t^\infty \rangle\), \(I\langle t^\infty \rangle \xrightarrow{\sim} \hat{I}\langle t^\infty \rangle\) (2.1.11.1)

and \(\overline{A} \cong \hat{A}\) in such a way that \(\overline{t^n I} = \overline{t^n T}\) for \(n > 0\) (in particular, compatibly with topologies).

**Proof.** In the case when \(t\) is a nonzerodivisor in \(A\), by (2.1.9.2), it is also a nonzerodivisor in \(\hat{A}\), and we only need to argue the first part of (2.1.11.1). However, then we have the open continuous injection

\[
\hat{A} \hookrightarrow \overline{A[\frac{1}{t}]}
\]

of topological rings, which becomes a topological isomorphism after inverting \(t\), as desired.

In general, the boundedness assumption implies that \(A\langle t^\infty \rangle \cdot t^m I\), the \(a \text{ priori}\) larger ideal \(A\langle t^\infty \rangle \cap t^m I\), and the even larger ideal \(t^m \cdot I\langle t^\infty \rangle\) all vanish for \(m \geq N\). In particular, since

\[
\text{Tor}_1^A(A/I_1, A/I_2) \cong (I_1 \cap I_2)/(I_1 \cdot I_2)
\]

for any ideals \(I_1, I_2 \subset A\), the system

\[
\{\text{Tor}_1^A(\overline{A}, A/t^m I)\}_{m \geq 0}
\]

is essentially zero. Thus, by forming \(\lim \leftarrow_{m \geq 0}\) over the exact sequences

\[
\text{Tor}_1^A(\overline{A}, A/t^m I) \rightarrow A\langle t^\infty \rangle \otimes_A A/t^m I \rightarrow A/t^m I \rightarrow \overline{A}/t^m I \overline{A} \rightarrow 0
\]

we obtain a short exact sequence: indeed, the transition maps of the system \(\{A\langle t^\infty \rangle \otimes_A A/t^m I\}_{m \geq 0}\), and hence also the maps between the images of the second arrow, are surjective, whereas, by the previous sentence, the images of the first arrow form an essentially zero system, whose \(\lim \leftarrow_{m \geq 0}\) vanishes; the resulting vanishing of the \(\lim \leftarrow_{m \geq 0}\) terms then gives the exactness. We conclude that

\[
A\langle t^\infty \rangle \cong \hat{A}\langle t^\infty \rangle, \quad \text{that} \quad \overline{A} \cong \hat{A}, \quad \text{and, by replacing} \ A \ \text{by} \ I, \ \text{that also} \quad I\langle t^\infty \rangle \cong \hat{I}\langle t^\infty \rangle, \quad \overline{I} = \hat{I}.
\]

By (2.1.9.3), we have \(\overline{t^m T} \cong t^n \hat{T}\) and, by (2.1.9.1) and the settled case when \(t\) is a nonzerodivisor, we have \(A[\frac{1}{t}] \cong \hat{A}[\frac{1}{t}]\), so we obtain the desired topological identification \(\overline{A[\frac{1}{t}]} \cong \hat{A}[\frac{1}{t}]\). \(\square\)

The extension of Theorem 2.1.6 to the setting of Gabber–Ramero triples (so also to \(R[t][\frac{1}{t}]\) and \(R(\{t\})\)) is a special case of the axiomatic algebraization theorem 2.1.15 that generalizes an unpublished result of Gabber. Its proof given below rests on the following material on the Henselianity of rings of Cauchy sequences along their ideals of null sequences. To the best of our knowledge, the idea of considering rings of Cauchy sequences is due to Gabber. The idea of conceptualizing and
generalizing our initial arguments by working with general filters and nonunital rings was suggested by Moret-Bailly.

2.1.12. Rings of Cauchy nets. We fix a nonunital topological ring \( B \) and, for concreteness, assume that \( B \) has an open neighborhood base of zero consisting of abelian subgroups. For a poset \( S \) in which every two elements have a common upper bound, we say that a function \( f : S \to B \) is null (respectively, Cauchy) if for every neighborhood \( U \subset B \) of zero there is an \( s \in S \) such that (respectively, the pairwise differences of) the values of \( f \) on \( S_{\geq s} \) lie in \( U \). We consider the nonunital rings of functions

\[
\text{Null}(S,B) := \{ \text{functions } f : S \to B \text{ that are null} \},
\]
\[
\text{Cauchy}(S,B) := \{ \text{functions } f : S \to B \text{ that are Cauchy} \},
\]

as well as the resulting nonunital rings of germs of functions

\[
\text{Null}_S(B) := \lim_{s \in S} \text{Null}(S_{\geq s},B) \quad \text{and} \quad \text{Cauchy}_S(B) := \lim_{s \in S} \text{Cauchy}(S_{\geq s},B).
\]

Of course, \( \text{Null}(S,B) \) is an ideal in \( \text{Cauchy}(S,B) \) and \( \text{Null}_S(B) \) is an ideal in \( \text{Cauchy}_S(B) \).

Lemma 2.1.13. Let \( S \) be a poset in which every two elements have a common upper bound, and let \( B \) be a nonunital topological ring that has an open nonunital subring \( B' \subset B \) whose induced topology has an open neighborhood base of zero consisting of ideals of \( B' \). If \( B' \) is Zariski (respectively, Henselian), then so is the nonunital ring \( \text{Null}_S(B) \).

Proof. Every null function eventually takes values in \( B' \), so \( \text{Null}_S(B) \cong \text{Null}_S(B') \) and we may assume that \( B = B' \). The assumption on the topology then ensures that \( \text{Null}_S(B) \) is an ideal in

\[
\lim_{s \in S} (\prod_{S_{\geq s}} B).
\]

Thus, since, by §2.1.1, being Zariski (respectively, Henselian) is stable under products, filtered direct limits, and passing to ideals, the claim follows.

Remark 2.1.14. Lemma 2.1.13 holds with the same proof for the ‘\( N \)-Henselian’ property that is defined for Zariski pairs by only considering polynomials of a fixed degree \( N \) in (2.1.1.1). Similarly, instead of assuming that \( B' \) be Henselian in Lemma 2.1.13, it is enough to assume that \( B' \) has an \( N \)-Henselian open ideal for every \( N \geq 0 \), equivalently, an open neighborhood base of 0 consisting of \( N \)-Henselian ideals (possibly with no single ideal being \( N \)-Henselian for all \( N \)). We will not pursue it, but this last improvement to Lemma 2.1.13 leads to analogous improvements to results below.

Theorem 2.1.15. Let \( B \) be a topological ring that has a Zariski (respectively, Henselian) open nonunital subring \( B' \subset B \) whose induced topology has an open neighborhood base of zero consisting of ideals of \( B' \), let \( S \) be the poset given by some neighborhood base of zero of \( B \) with the order relation given by \( U \leq U' \) if and only if \( U' \subset U \), and consider a functor

\[
F : B\text{-algebras} \to \text{Sets}.
\]

(a) If \( F \) satisfies

\[
\lim_{U \in S} F(B_U) \to F(\lim_{U \in S} B_U) \quad \text{and} \quad F(C) \to F(C/J)
\]

for \( S \)-indexed direct systems of \( B \)-algebras \( \{ B_U \} \) and Zariski (respectively, Henselian) pairs \((C, J)\), then

\[
F(B) \leftrightarrow F(\hat{B}).
\]
If $F$ satisfies
\[ \lim_{U \in S} F(B_U) \rightarrowtail F(\lim_{U \in S} B_U) \quad \text{and} \quad F(C) \rightarrowtail F(C/J) \]
for $S$-indexed direct systems of $B$-algebras $\{B_U\}$ and Zariski (respectively, Henselian) pairs $(C,J)$, then
\[ F(B) \rightarrowtail F(\hat{B}). \]

**Proof.** By [BouTG, Chapitre III, section 6, numéro 5 and Chapitre III, section 7, numéro 2, Corollaire 1] that identifies the completion $\hat{B}$ with the inverse limit of quotients of $B$ by open additive subgroups, the assumption on the topology of $B$ ensures that our poset $S$ has the property that
\[ \hat{B} \cong \text{Cauchy}_S(B)/\text{Null}_S(B). \] (2.1.15.1)

Likewise, since the diagonal is cofinal in the product poset $S \times S$, we have
\[ \hat{B} \cong \text{Cauchy}_{S \times S}(B)/\text{Null}_{S \times S}(B). \] (2.1.15.2)

(a) For every $U \in S$, the map given by the constant functions
\[ \text{const}: B \rightarrow \text{Cauchy}(S_{\geq U}, B) \]
has a retraction $\text{ev}_U: \text{Cauchy}(S_{\geq U}, B) \rightarrow B$
given by the evaluation at $U$. Thus, it induces an injection
\[ F(B) \hookrightarrow F(\text{Cauchy}(S_{\geq U}, B)). \]

It remains to form the direct limit over $U$ and combine Lemma 2.1.13 with (2.1.15.1).

(b) To begin with, we claim that in any category, for a commutative diagram
\[
\begin{array}{ccc}
X & \rightarrowtail & Y \\
\downarrow^i & & \downarrow^i \\
\hat{X} & \rightarrowtail & \hat{Y}
\end{array}
\]
with monomorphisms as indicated and the bottom horizontal composition being the identity, the top composition is also the identity, $i$ is a monomorphism, and the left square is Cartesian; in addition, if the middle vertical monomorphism is split, then these assumptions, and hence also the conclusions, are preserved by any functor. Indeed, the functoriality is clear and, for the rest, the Yoneda embedding reduces us to the case of sets, when $X = \hat{X} \cap Y$ in $\hat{Y}$.

For every $U \in S$, we apply the above to the diagram
\[
\begin{array}{ccc}
B' & \rightarrowtail & \text{Cauchy}(S_{\geq U}, B) \\
\downarrow^{\text{const}} & \text{pr}_U^g & \downarrow^{\text{ev}_U} \\
\text{Cauchy}(S_{\geq U}, B) & \rightarrowtail & B
\end{array}
\]
in which the maps $\text{pr}_U^g$ are obtained from the projections $\text{pr}_1^g: S \times S \rightarrow S$ and the map $\text{ev}_{U_{\times \Delta}}$ is given by the restriction of a Cauchy net indexed by $(S \times S)_{\geq (U, U)}$ to the subnet indexed by $\{U \times U'\}_{U' \in S_{\geq U}}$. The monomorphism $\text{pr}_1^g$ is split by the analogous map $\text{ev}_{\Delta \times U}$. Thus, by first applying the functor $F$ and then the aforementioned claim, we obtain a Cartesian
... and (Hub96) gives criteria for the following pullback to be injective or bijective.

\[
\begin{array}{ccc}
F(B) & \xrightarrow{F(\text{const})} & F(\text{Cauchy}(S \triangleright U, B)) \\
\downarrow{F(\text{const})} & & \downarrow{F(\text{pr}^*_t)} \\
F(\text{Cauchy}(S \triangleright U, B)) & \xrightarrow{F(\text{pr}^*_t)} & F(\text{Cauchy}((S \times S) \triangleright (U, U), B)).
\end{array}
\]

By forming the direct limit over \( U \), we then obtain the Cartesian square

\[
\begin{array}{ccc}
F(B) & \xrightarrow{F(\text{const})} & F(\text{Cauchy}_S(B)) \\
\downarrow{F(\text{const})} & & \downarrow{F(\text{pr}^*_t)} \\
F(\text{Cauchy}_S(B)) & \xrightarrow{F(\text{pr}^*_t)} & F(\text{Cauchy}_{S \times S}(B)).
\end{array}
\]

Here the right vertical map is bijective: by Lemma 2.1.13 and (2.1.15.1)–(2.1.15.2), its source and target are compatibly identified with \( F(\hat{B}) \). Thus, the left vertical map is also bijective. Since Lemma 2.1.13 and (2.1.15.1) identify its target with \( F(\hat{B}) \), the conclusion follows. \( \square \)

The proof of Theorem 2.1.15 (a) also shows the following variant.

**Variant 2.1.16.** Let \( B \) and \( S \) be as in Theorem 2.1.15 and consider a functor

\[ F : B\text{-algebras} \to \text{Pointed sets} \]

If \( F \) satisfies

\[ \text{Ker}(\lim_{U \in S} F(B_U) \to F(\lim_{U \in S} B_U)) = \{\ast\} \quad \text{and} \quad \text{Ker}(F(C) \to F(C/J)) = \{\ast\} \]

for \( S \)-indexed direct systems of \( B \)-algebras \( \{B_U\} \) and Zariski (respectively, Henselian) pairs \( (C, J) \), then

\[ \text{Ker}(F(B) \to F(\hat{B})) = \{\ast\}. \]

**Remark 2.1.17.** Theorem 2.1.15 and Variant 2.1.16 continue to hold with the same proof if \( B \) is only a nonunital ring, where we interpret a “\( B \)-algebra” to mean a nonunital ring \( C \) equipped with a morphism \( B \to C \) of nonunital rings (an abelian group homomorphism compatible with multiplication). However, this extension to the nonunital case does not formally specialize to the versions above when \( B \) is unital because, due to the requirement that morphisms of commutative rings preserve the multiplicative unit, the categories of \( B \)-algebras differ in the two cases.

**Example 2.1.18.** Theorem 2.1.15 and Variant 2.1.16 apply in the case when \( B := A[\frac{1}{t}] \) for a Zariski (respectively, Henselian) Gabber–Ramero triple \( (A, t, I) \) with \( B' \) being the image of \( tI \) and \( \hat{B} = A[\frac{1}{t}] \) (see §2.1.1 and §2.1.9). In this case, the images of the \( t^nI \) for \( n > 0 \) form a countable open neighborhood base of zero, so one may choose \( S := \mathbb{N} \) (if \( t \) is a unit in \( A \), then one may even choose \( S \) to be a singleton) and Theorem 2.1.15 gives criteria for the following pullback to be injective or bijective:

\[ F(A[\frac{1}{t}]) \to F(\hat{A}[\frac{1}{t}]). \]

Thanks to this example, the following three corollaries apply to Henselian Gabber–Ramero triples \( (A, t, I) \) and show that the corresponding functors have the same values on \( A[\frac{1}{t}] \) and \( \hat{A}[\frac{1}{t}] \), for instance, that they have the same values on \( R[t][\frac{1}{t}] \) and \( R((t)) \) for any ring \( R \). They also apply in the context of rigid geometry, namely, to Henselian Huber rings that were defined in [Hub96, Definition 3.1.2].
Corollary 2.1.19. For a topological ring $B$ that has an open nonunital subring $B' \subset B$ that is Henselian and whose induced topology has an open neighborhood base of zero consisting of ideals of $B'$, the map $B \to \hat{B}$ induces a bijection on idempotents. In particular, for any ring $R$, all the maps in

$$ R \to R\{t\} \to R[t] \quad \text{and} \quad R \to R\{t\}[\frac{1}{t}] \to R((t)) $$

induce bijections on idempotents, so that $\text{Spec}(R((t)))$ is connected if and only if so is $\text{Spec}(R)$.

Proof. The functor $F$ that sends a ring $C$ to the set of idempotents in $C$ commutes with filtered direct limits and, by [SP, Lemma 09XII], is invariant under Henselian pairs. Thus, Theorem 2.1.15 (b) implies all the claims except for the assertion about $R \to R\{t\}[\frac{1}{t}]$. For the latter, we may first replace $R$ by $R^{\text{red}}$ and then consider $R \to R((t))$ instead. It remains to note that for reduced $R$, by considering the term of lowest degree, the inclusion $R[[t]] \hookrightarrow R((t))$ induces a bijection on idempotents. □

The case of the map $R\{t\}[\frac{1}{t}] \to R((t))$ is also of practical interest in the following special case.

Corollary 2.1.20. For a topological ring $B$ that has an open nonunital subring $B' \subset B$ that is Henselian and whose induced topology has an open neighborhood base of zero consisting of ideals of $B'$, pullback gives an equivalence between the categories of finite étale algebras over $B$ and $\hat{B}$ and

$$ R\Gamma_{\text{ ét}}(B, \mathcal{F}) \sim R\Gamma_{\text{ ét}}(\hat{B}, \mathcal{F}) $$

for every torsion abelian sheaf $\mathcal{F}$ on $B_{\text{ ét}}$.

Proof. By [SP, Lemma 09ZL], the functor that associates to a ring the set of isomorphism classes of finite étale algebras (respectively, the set of morphisms between fixed finite étale algebras) is invariant under Henselian pairs. It also commutes with filtered direct limits, so Theorem 2.1.15 (b) applies to give the claim about finite étale algebras. For the rest, it suffices to similarly observe that, by [SGA 4_II, Exposé VII, Corollaire 5.8], for each $i \in \mathbb{Z}$ the functor $B \mapsto H^i_{\text{ ét}}(B, \mathcal{F})$ commutes with filtered direct limits and, by the affine analogue of proper base change [Gab94, Theorem 1], is invariant under Henselian pairs. □

The following example presents some functors that are well-behaved with respect to Zariski pairs.

Example 2.1.21. We recall that a module $M$ over a ring $C$ is stably free if $M \oplus C^{\oplus n} \simeq C^{\oplus n'}$ for some $n, n' \geqslant 0$. The functors

$$ F : C \mapsto \{\text{finite projective } C\text{-modules}\} / \simeq \quad \text{and} \quad F' : C \mapsto \{\text{stably free } C\text{-modules}\} / \simeq $$

satisfy

$$ F(C) \hookrightarrow F(C/J) \quad \text{and} \quad F'(C) \sim F'(C/J) $$

for Zariski pairs $(C, J)$.

Indeed, if $M$ is a projective $C$-module and $M'$ is a $C$-module, then any $C/J$-morphism

$$ f : M/JM \to M'/JM' $$

lifts to a $C$-morphism $\tilde{f} : M \to M'$, and Nakayama’s lemma [SP, Lemma 00DV] ensures that $\tilde{f}$ is surjective whenever $M'$ is finitely generated and $f$ is surjective. Thus, since, by [Mat89, Theorem 2.4], a surjective endomorphism of a finite module is an isomorphism, we have $F(C) \to F(C/J)$. Finally, to lift a stably free $C/J$-module to $C$, we note that any surjection

$$ (C/J)^{\oplus n'} \to (C/J)^{\oplus n} $$

lifts to a necessarily split surjection $C^{\oplus n'} \to C^{\oplus n}$.

We are ready for the promised extension of Theorem 2.1.6 that includes [GR03, Theorem 5.8.14] a special case.
Corollary 2.1.22. Let $B$ be a topological ring that has an open nonunital subring $B' \subset B$ that is Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals of $B'$.

(a) Base change induces an injection
$$\{\text{finite projective } B\text{-modules}\}/\simeq \hookrightarrow \{\text{finite projective } \hat{B}\text{-modules}\}/\simeq,$$
as well as a bijection
$$\{\text{stably free } B\text{-modules}\}/\simeq \overset{\sim}{\longrightarrow} \{\text{stably free } \hat{B}\text{-modules}\}/\simeq .$$

If $G$ is an inner form of $\text{GL}_{n,B}$, then
$$H^1(B,G) \hookrightarrow H^1(\hat{B},G).$$

(b) If $B'$ is Henselian and $G$ is a smooth, quasi-separated $B$-group scheme, then
$$H^1(B,G) \hookrightarrow H^1(\hat{B},G).$$

(c) If $B'$ is Henselian and $G$ is a quasi-affine, smooth $B$-group scheme, then
$$H^1(B,G) \overset{\sim}{\longrightarrow} H^1(\hat{B},G).$$

(d) If $B'$ is Henselian and $G$ is a quasi-affine, finitely presented, and flat $B$-group scheme, then
$$\ker(H^2(B,G) \twoheadrightarrow H^2(\hat{B},G)) = \{\ast\}.$$

In particular, for a ring $R$ and a quasi-affine, smooth (respectively, quasi-affine, finitely presented, and flat) $R\{t\}[[t]]$-group scheme $G$,
$$H^1(R\{t\}[[t]],G) \overset{\sim}{\longrightarrow} H^1(R((t)),G)$$
(respectively, \(\ker(H^2(R\{t\}[[t]],G) \twoheadrightarrow H^2(R((t)),G)) = \{\ast\}\)).

Proof. In (a), by [Gir71, Chapitre III, Proposition 2.6.1 (i)], up to translation inner forms have identical collections of torsors, so the claim about $G$ follows from the rest. For the rest of (a)–(d), by Example 2.1.21, Theorem 2.1.6, and limit formalism (that we already discussed in the proofs of Proposition 2.1.4 and Theorem 2.1.6), Theorem 2.1.15 and Variant 2.1.16 apply to the functors in question and give the claims. The ‘in particular’ then follows from Examples 2.1.18 and 2.1.10 (2). \qed

To further illustrate the Zariski aspects of Theorem 2.1.15, in Theorem 2.1.24 (d) we reformulate the following conjecture of Lam that appeared in [Lam78, equation (H) on page XI] and [Lam06, equation (H') on page 180].

Conjecture 2.1.23 (Lam). For a local ring $R$, every stably free $R[t]$-module is free.

Theorem 2.1.24. Let $R$ be a ring and set $R(t) := (R[t]_{1+1R[t]})[[t]]$, so that $R(t)$ can be identified with the localization of $R[t]$ with respect to the monic polynomials (see the proof for this identification).

(a) Nonisomorphic finite projective $R$-modules cannot become isomorphic over $R((t))$.

(b) Nonisomorphic finite projective $R(t)$-modules cannot become isomorphic over $R((t))$.

(c) Base change identifies the set of isomorphism classes of stably free $R(t)$-modules with the set of isomorphism classes of stably free $R((t))$-modules.

(d) If $R$ is local, then every stably free $R[t]$-module is free iff every stably free $R((t))$-module is free.
In particular, the following pullback maps are injective for $n \geq 0$:

$$H^1(R, \text{GL}_n) \hookrightarrow H^1(R(t), \text{GL}_n) \hookrightarrow H^1(R((t)), \text{GL}_n).$$

**Proof.** Firstly, to exhibit the claimed identification of $R(t)$, we let $R(t)'$ be the localization of $R[t]$ with respect to the multiplicative set of the monic polynomials, view $R(t)'$ as a localization of $R[t, t^{-1}]$, and then note that the involution $t \mapsto t^{-1}$ exchanges $R(t)$ and $R(t)'$.

Parts (b) and (c) are immediate from Corollary 2.1.22 (a). Part (a) follows by combining (b) with [Lam06, Chapter V, Proposition 2.4], which is the version of (a) in which $R((t))$ is replaced with $R(t)$. Part (d) follows from (c) and [BR83, Theorem A], which is the version of (d) in which $R((t))$ is replaced with $R(t)$. \qed

**Remark 2.1.25.** Theorem 2.2.24 (c) and (d) continue to hold even if one drops the finite generation implicit in the definition of stable freeness: more precisely, by Gabel’s trick [Lam06, Chapter I, Proposition 4.2], for a ring $A$, every $A$-module $M$ that is not finitely generated and such that $M \oplus A^{\oplus n}$ is free is itself free.

### 2.2. The Elkik–Gabber–Ramero approximation via Cauchy nets

The Cauchy net technique used in §2.1 leads to non-Noetherian versions of the Elkik approximation theorem via a short argument that is also new in the Noetherian case, see Theorems 2.2.2 and 2.2.10. It also strengthens the non-Noetherian version of this theorem presented in [GR03, Proposition 5.4.21]: in Theorem 2.2.17 below, $t$ need not be a nonzerodivisor and the open $U$ need not be $\text{Spec}(A[\frac{1}{t}])$. In some sense, we invert the argument: Gabber and Ramero deduced their version from the Noetherian case that was settled by Elkik in [Elk73] and restated in [GR03, Lemma 5.4.12], whereas we first settle the general non-Noetherian version and then deduce the Noetherian statement from it in Theorem 2.2.20.

In spite of its slightly different flavor, Elkik approximation is spiritually close to §2.1: for instance, the approximation statements could be considered as nonabelian incarnations of the phenomenon that $H^1_{t=0}$ tends to depend only on the formal $t$-adic neighborhood of the ring in question, and hence should not change upon passage to $t$-adic completions. For a concrete such statement, see Example 2.2.19, which ensures that the affine Grassmannian may be formed with Henselian loops.

Our core approximation idea is captured by Theorem 2.2.2, formulated using the following topologies.

#### 2.2.1. Topology on points of affine schemes

We recall from [Con12, Proposition 2.1] that for any topological ring $B$ there is a unique way to topologize the sets $X(B)$ for affine $B$-schemes $X$ of finite type in such a way that

1. any $B$-morphism $X \rightarrow X'$ induces a continuous map $X(B) \rightarrow X'(B)$;
2. for each $n \geq 0$, the identification $A^n(B) \cong B^n$ is a homeomorphism;
3. a closed immersion $X \hookrightarrow X'$ induces an embedding $X(B) \hookrightarrow X'(B)$.

Indeed, one chooses a closed immersion $X \hookrightarrow A^n_B$ and checks (loc. cit.) that the resulting subspace topology on $X(B) \subset B^n$ does not depend on the choice. In terms of any such embedding, elements

---

5The blanket Noetherianity assumption of op. cit. is not needed for [BR83, Theorem A]: indeed, both [BR83, Theorem 2.2] and [Lam06, Chapter IV, Horrocks’ Theorem 2.1], which give the two implications, are susceptible to limit arguments.
of $X(B)$ are topologically close if and only if the resulting values in $B$ of the corresponding standard coordinates of $\mathbb{A}^n_B$ are close. Moreover, by [Con12, Proposition 2.1, Example 2.2] and the definitions,

(4) the identifications $(X \times_{X'} X')(B) \xrightarrow{\sim} X(B) \times_{X(B)} X'(B)$ are homeomorphisms;

(5) for a continuous homomorphism $B \to B'$ of topological rings, the maps $X(B) \to X(B')$ are continuous, for instance, for an open ideal $I \subset B$, the fibers of $X(B) \to X(B/I)$ are open;

(6) if a continuous homomorphism $B \to B'$ of topological rings is a (respectively, open; respectively, closed; respectively, discrete) embedding, then so are the maps $X(B) \to X(B')$ of topological spaces because

$$X(B) = X(B') \cap \mathbb{A}^n(B) \text{ in } \mathbb{A}^n(B') \text{ for a closed immersion } X \hookrightarrow \mathbb{A}^n; \quad (2.2.1.1)$$

(7) if the restriction of a continuous homomorphism $B \to B'$ of topological rings to an open ideal $I \subset B$ is a (respectively, open) topological embedding, then the maps $X(B) \to X(B')$ are locally on their sources (respectively, open) topological embeddings because $(2.2.1.1)$ holds locally on $\mathbb{A}^n(B)$.

Theorem 2.2.2. Let $B$ be a topological ring that has an open nonunital subring $B' \subset B$ that is Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals of $B'$, and let $X$ be a smooth, affine $B$-scheme. If either

(i) $B'$ is Henselian; or

(ii) $X(C) \to X(C/J)$ for every Zariski $B$-pair $(C, J)$ with $C/J \cong \hat{B}$;

then the pullback map

$$X(B) \to X(\hat{B}) \text{ has dense image.}$$

Example 2.2.3. For instance, $B' \subset B$ could be a Henselian pair $J \subset C$ with $J$ endowed with its coarse topology. In this case, the completion $\hat{C} \cong C/J$ is discrete and Theorem 2.2.2 recovers [Gru72, Théorème I.8]: for a smooth, affine $C$-scheme $Y$, we have

$$Y(C) \to Y(C/J).$$

This case is an input to the proof of Theorem 2.2.2, see also Proposition 2.1.4 for a generalization.

Proof. We use the notation of rings of Cauchy nets introduced in §2.1.12 and let $S$ be the poset consisting of the neighborhoods of zero $U \subset B$ where $U \leq U'$ if and only if $U' \subset U$, so that, as in (2.1.15.1), we have the identification

$$\hat{B} \cong \text{Cauchy}_S(B)/\text{Null}_S(B).$$

Lemma 2.1.13 and Example 2.2.3 then give us the surjection

$$\lim_{U \in S} \left( X(\text{Cauchy}_S(S \geq U, B)) \right) \cong X(\text{Cauchy}_S(B)) \twoheadrightarrow X(\hat{B}),$$

so that every element of $X(\hat{B})$ comes from some $X(\text{Cauchy}_S(S \geq U, B))$. The elements of this last set may be visualized as $S \geq U$-indexed posets of elements of $X(B)$ such that the values in $B$ of affine coordinates of $X$ converge to elements of $\hat{B}$. Thus, by considering a finite set that generates the

\[\text{The surjectivity assumption holds for every Zariski } B\text{-pair } (C, J) \text{ if } X \text{ is an fpqc inner form of } \text{GL}_{n, B}. \text{ Indeed, such an } X \text{ is the open subscheme cut out in the corresponding inner form } \hat{X} \text{ of the matrix algebra } \text{Mat}_{n \times n, B} \text{ by the nonvanishing of the inner form of the determinant; thus, since } \hat{X}(C) \rightarrow \hat{X}(C/J) \text{ is identified with the reduction modulo } J \text{ surjection for a projective } C\text{-module and } C^* \text{ is the preimage of } (C/J)^*, \text{ we obtain the desired } X(C) \rightarrow X(C/J).\]
coordinate ring of $X$ as an $B$-algebra, we conclude that each neighborhood of every element of $X(B)$ meets the image of $X(B)$ (see §2.2.1), and the claimed density follows.

We are going to extend Theorem 2.2.2 in two directions: beyond affine $X$ in Theorem 2.2.10 and beyond affine $B$ in the context of Gabber–Ramero triples in Theorem 2.2.17. To remove the affineness assumption on $X$, it is important to be able to extend the definition of the topology on $X(B)$. The standard approach to this is to assume that $B$ is local, so that every $B$-point of any $X$ factors through an affine open. We do not wish to restrict to local $B$—for instance, $R(t)$ is rarely local—so in §2.2.7 we pursue the approach based on Lemma 2.2.6. For the sake of brevity, we use the following notion that avoids a quasi-compactness assumption inherent in quasi-projective morphisms.

**Definition 2.2.4.** A scheme morphism $X \to S$ is subprojective if $X$ is an open subscheme of a projective $S$-scheme, so that, in particular, $X$ is locally of finite type and separated over $S$.

We also use the following generalization of quasi-affineness that avoids quasi-compactness assumptions. This definition seems to be due to Gabber and is given in [SP, Definition 0AP6].

**Definition 2.2.5.** A scheme $X$ is ind-quasi-affine if every quasi-compact open of $X$ is quasi-affine. A scheme map $f: X \to S$ is ind-quasi-affine if $f^{-1}(U)$ is ind-quasi-affine for every affine open $U \subset S$.

An ind-quasi-affine morphism is separated because the intersection of any two affine opens in an ind-quasi-affine scheme is affine. By [SP, Lemma 0AP9], separated, locally quasi-finite morphisms, such as immersions or separated étale maps, are ind-quasi-affine. By [SP, Lemmas 0F1V, 0AP7, and 0AP8], ind-quasi-affineness is stable under composition, base change, is fpqc local on the base. By [SP, Lemma 0APK] that is due to Gabber, fpqc descent is effective for ind-quasi-affine morphisms.

**Lemma 2.2.6.** For a ring $B$ and a $B$-scheme $X$ that is either ind-quasi-affine or subprojective, every $B$-point of $X$ factors through some affine open of $X$.

**Proof.** Every $B$-point factors through a quasi-compact open subscheme of $B$, so in the ind-quasi-affine case we may assume that $X$ is quasi-affine, in particular, that $X = \text{Spec}(C) \setminus V(J)$ for a $B$-algebra $C$ and an ideal $J \subset C$. The $B$-point $C \to B$ in question maps $J$ to the unit ideal, so there is a linear combination $\sum_i c_i j_i$ with $c_i \in C$ and $j_i \in J$ such that the $B$-point factors through the affine open

$$\text{Spec}(C[\frac{1}{\sum_i c_i j_i}]) \subset X.$$  

The subprojective case is [GR03, Lemma 5.4.17]: similarly to the proof of Lemma 2.2.9 below, one constructs a hyperplane not meeting the $B$-point in question, and hence reduces to the ind-quasi-affine case. □

**2.2.7. Topology on points beyond affine schemes.** Let $B$ be a topological ring such that the unit group $B^\times \subset B$ is open and the inversion map of $B^\times$ is continuous for the subspace topology. By the proofs of [Con12, Proposition 3.1] and of Lemma 2.2.6 above, these assumptions ensure that an open immersion of affine $B$-schemes of finite type induces an open embedding on $B$-points for the topology defined in §2.2.1. Lemma 2.2.6 then allows us to extend the definition of this topology beyond affine $X$, namely, to topologize the set $X(B)$ for every locally of finite type $B$-scheme $X$ that is either ind-quasi-affine or subprojective by declaring a subset to be open if and only if its intersection with $U(B)$ is open for every affine open $U \subset X$. With this definition, thanks to Lemma 2.2.6,

1. an open immersion $X \hookrightarrow X'$ induces an open embedding $X(B) \hookrightarrow X'(B)$

(8) an open immersion $X \hookrightarrow X'$ induces an open embedding $X(B) \hookrightarrow X'(B)$
and §2.2.1 (1)–(7) hold, granted that we omit the closed embedding aspect of (6) and require $B'$ in (5)–(7) to be such that $B'^* \subset B'$ is open and the inversion map of $B'^*$ is continuous. If $B$ is local, then Lemma 2.2.6 holds for all $B$-schemes and in this paragraph we may remove the assumption that the locally of finite type $B$-scheme $X$ be either ind-quasi-affine or subprojective.

The promised extension of Theorem 2.2.2 to nonaffine $X$ rests on Lemma 2.2.9, which is an extension of Lemma 2.2.6 to a case when $X$ is no longer defined over $B$. The present version of this lemma was suggested by Laurent Moret-Bailly and uses the following material on topologizing modules.

### 2.2.8. Canonical topology on finite modules.

Let $B$ be a topological ring. We endow every finite $B$-module $M$ with the quotient of the product topology with respect to a surjection $\pi \colon B^{\otimes n} \rightarrow M$ of $B$-modules. By [GR18, Lemma 8.3.34, Corollary 8.3.37], this canonical topology of $M$ does not depend on the choice of $\pi$, makes $\pi$ an open map, and makes $M$ a topological $B$-module. By [GR18, Proposition 8.3.36], its formation is compatible with finite products, in particular, for projective $M$ it agrees with the subspace topology of $M$ as a direct summand of a finite free $B$-module. By [GR18, Proposition 8.3.36, Corollary 8.3.37], every morphism (respectively, surjection) of finite $B$-modules is continuous (respectively, open) in the canonical topology.

#### Claim 2.2.8.1.

If $B^* \subset B$ is open and $M$ and $M'$ are finite projective $B$-modules, then the surjective homomorphisms form an open subset of the finite $B$-module $\text{Hom}_B(M, M')$.

**Proof.** There are finite $B$-modules $\tilde{M}$ and $\tilde{M}'$ such that $M \oplus \tilde{M} \simeq B^{\otimes n}$ and $M' \oplus \tilde{M}' \simeq B^{\otimes n'}$, and by adding a free summand we arrange that there exist a $B$-module surjection $f : \tilde{M} \rightarrow \tilde{M}'$. In particular, $\text{Hom}_B(M, M')$ is a direct summand of the free $B$-module $\text{Hom}_B(B^{\otimes n}, B^{\otimes n'})$. By considering its coset given by $f$ and vanishing crossed terms $M \rightarrow \tilde{M}'$ and $\tilde{M} \rightarrow M'$, we therefore reduce to considering $\text{Hom}_B(B^{\otimes n}, B^{\otimes n'})$. The latter is the $B$-module of $n' \times n$ matrices and, by Nakayama’s lemma [SP, Lemma 00DV], which allows us to test the surjectivity $B$-fibrewise, the locus of surjective homomorphisms corresponds to those matrices whose $n' \times n'$ minors generate the unit ideal in $B$. Thus, since $B^* \subset B$ is open, the locus of surjective homomorphisms is also open. \qed

#### Claim 2.2.8.2.

For a ring homomorphism $B_0 \rightarrow B$ with a dense image, a finite $B_0$-module $M_0$, and a topological $B$-module structure on $M := B \otimes_{B_0} M_0$ (for instance, the one given by the canonical topology), the image of the map $M_0 \rightarrow M$ is dense.

**Proof.** Since $M$ is a topological $B$-module, every $B$-module surjection $B^{\otimes n} \rightarrow M$ is continuous. Thus, a choice of a surjection $B_0^{\otimes n} \rightarrow M_0$ reduces us to the evident case when $M_0 = B_0^{\otimes n}$ and its base change $M \simeq B^{\otimes n}$ is endowed with the product topology. \qed

#### Lemma 2.2.9.

Let $B$ be a topological ring such that $B^* \subset B$ is open, let $B_0 \rightarrow B$ be a ring map with a dense image, and let $X$ be a $B_0$-scheme. If either

(i) $X$ is ind-quasi-affine; or

(ii) $X$ is subprojective and the map $\text{Pic}(B_0) \rightarrow \text{Pic}(B)$ is surjective;

then every $B$-point of $X$ factors through an affine open of $X$.

**Proof.** We begin with the ind-quasi-affine case, in which, since every $B$-point factors through a quasi-compact open, we may assume that $X$ is quasi-affine. Then

$$X = \text{Spec}(C) \setminus V(\mathfrak{c})$$

for some $B_0$-algebra $C$ and ideal $\mathfrak{c} \subset C$. 


so a $B$-point of $X$ is given by a map $C \to B$ such that the images $c_i \in B$ of some $\tilde{c}_i \in \mathfrak{c}$ satisfy
\[ \sum b_i c_i = 1 \quad \text{for some} \quad b_i \in B. \]

Since $B^\times \subset B$ is open and $B_0 \to B$ has dense image, there are $b'_i \in B_0$ whose images are close to the $b_i$ such that $\sum b'_i c_i \in B^\times$. Thus, our $B$-point factors through the affine open $\text{Spec}(C[\frac{1}{\sum b'_i c_i}]) \subset X$.

In the remaining subprojective case, $X$ is open in a closed subscheme of some $\mathbb{P}^n_{B_0}$, so the settled ind-quasi-affine case reduces us to $X = \mathbb{P}^n_{B_0}$. A $B$-point of $\mathbb{P}^n_{B_0}$ amounts to a $B$-module quotient
\[ \pi : B^{\oplus (n+1)} \to M \quad \text{with} \quad M \text{ projective of rank } 1. \]

By the surjectivity assumption for the Picard groups, $M \simeq B \otimes_{B_0} M_0$ for a finite projective $B_0$-module $M_0$ of rank $1$, and we consider the composition
\[ \text{Hom}_{B_0}(M_0, B_0^{\oplus (n+1)}) \xrightarrow{\text{id}_B \otimes B_0 \circ s} \text{Hom}_B(M, B^{\oplus (n+1)}) \xrightarrow{\pi \circ} \text{Hom}_B(M, M). \]

Claims 2.2.8.1 and 2.2.8.2 applied to this composition supply a $B_0$-module map
\[ s : M_0 \to B_0^{\oplus (n+1)} \quad \text{such that} \quad \pi \circ (\text{id}_B \otimes B_0 \circ s) : M \to M \quad \text{is surjective.} \]

Since $M$ is finitely generated, this composition is then an isomorphism, so that, in particular, the map $\text{id}_B \otimes B_0 \circ s : M \to B_0^{\oplus (n+1)}$ is an inclusion of a direct summand that is complementary to $\text{Ker}(\pi)$. In particular, the map $\text{Spec}(B) \to \text{Spec}(B_0)$ factors through the maximal open $U \subset \text{Spec}(B_0)$ over which the dual map $s^\vee : B_0^{\oplus (n+1)} \to M_0^\vee$ is surjective. Over this open, $\text{Ker}(s^\vee)$ is locally a direct summand of $B_0^{\oplus (n+1)}$, so, by forming duals again, $s$ is locally an inclusion of a direct summand over $U$.

The settled ind-quasi-affine case shows that $\text{Spec}(B)$ factors through an affine open of $U$. Thus, we may assume that $U = \text{Spec}(B_0)$, so that $s : M_0 \to B_0^{\oplus (n+1)}$ is an inclusion of a direct summand. We obtain a hyperplane $H \subset \mathbb{P}^n_{B_0}$ that parametrizes those projective rank $1$ quotients of $B_0^{\oplus (n+1)}$ whose composition with $s$ vanishes. By construction, the quotient given by $\pi$ corresponds to a $B$-point of $\mathbb{P}^n_{B_0}$ that does not meet $H$, so that this point factors through the affine open $\mathbb{P}^n_{B_0} \setminus H$, as desired. \hfill \Box

We now take advantage of the topology of §2.2.7 to present a nonaffine version of Theorem 2.2.2. This generalizes [GR03, Proposition 5.4.21], which, roughly speaking, is part (i) of the following theorem in the case when $B = A[\frac{1}{t}]$ for a Henselian Gabber–Ramero triple $(A, t, I)$.

**Theorem 2.2.10.** Let $B$ be a topological ring such that $\widehat{B}^\times \subset \widehat{B}$ is open and the inversion map of $\widehat{B}^\times$ is continuous in the subspace topology, assume that there is an open nonunit subring $B' \subset B$ that is Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals of $B'$, and let $X$ be a smooth $B$-scheme. If either

(i) $B'$ is Henselian and $X$ is either ind-quasi-affine or subprojective; or

(ii) $X$ is ind-quasi-affine and $X(C) \to X(C/J)$ for every Zariski $B$-pair $(C, J)$ with $C/J \simeq \widehat{B}$; or

(iii) $\widehat{B}$ is local and $B'$ is Henselian; or

(iv) $\widehat{B}$ is local and $X(C) \to X(C/J)$ for every Zariski $B$-pair $(C, J)$ with $C/J \simeq \widehat{B}$;

then the pullback map
\[ X(B) \to X(\widehat{B}) \quad \text{has dense image for the topology defined in §2.2.7.} \]
Proof. By Corollary 2.1.22 (c), in the case (i) the map $\text{Pic}(B) \to \text{Pic}(\hat{B})$ is an isomorphism. Thus, Lemma 2.2.9 shows that every $\hat{B}$-point of $X$ factors through an affine open of $X$, which automatically inherits the surjectivity assumption in (ii) and (iv). Consequently, the desired density follows from the affine case established in Theorem 2.2.2 and the definitions of §2.2.7. \hfill $\square$

We now turn to extending this approximation theorem beyond affine $B$ in the setting of Gabber–Ramero triples in Theorem 2.2.17. For this, we will use patching techniques: we review a generalization of the Beauville–Laszlo patching in Lemma 2.2.11, deduce Proposition 2.2.12, then review the Ferrand patching in Lemma 2.2.13, and deduce Proposition 2.2.15.

**Lemma 2.2.11.** Let $A$ be a ring, let $t \in A$, and let $A \to A'$ be a ring map that induces an isomorphism on derived $t$-adic completions (concretely, $A/(t^m) \sim A'/(t^m)$ for $m > 0$ and $A \langle t^\infty \rangle \sim A' \langle t^\infty \rangle$).

(a) Base change is an equivalence from the category of $A$-modules $M$ such that $M \to M \otimes_A A'$ induces an isomorphism on derived $t$-adic completions, concretely, such that

$$M \langle t^\infty \rangle \to M \otimes_A A',$$  \hfill (2.2.11.1)





to that of triples consisting of an $A[\frac{1}{t}]$-module, an $A'$-module, and an isomorphism of their base changes to $A'[\frac{1}{t}]$; an $A$-flat $M$ satisfies (2.2.11.1), and any $M$ is flat (respectively, finite; respectively, finite projective) if and only if the same holds for its base changes to both $A'$ and $A[\frac{1}{t}]$.

(b) (de Jong). For a flat, quasi-affine $A$-group scheme $G$, base change is an equivalence from the category of $G$-torsors $T$ to that of triples

$$(T, T', \iota; T_{A'[\frac{1}{t}]} \to T'_{A[\frac{1}{t}]})$$  \hfill (2.2.11.2)

consisting of a $G_{A[\frac{1}{t}]}$-torsor $T$, a $G_{A'}$-torsor $T'$, and an indicated torsor isomorphism $\iota$.

Proof.

(a) Before entering the argument, we recall that the case when $t$ is a nonzerodivisor on both $A$ and $M$ and $A'$ is the $t$-adic completion $\hat{A}$ of $A$ amounts to the main result of [BL95]. The case when $t$ is a nonzerodivisor and $A'$ is arbitrary follows from [BD19, Theorem 2.12.1]. The nonzerodivisor assumption was removed by de Jong in [SP, Section 0BNI], whose argument was partly inspired by that of Kedlaya–Liu carried out in [KL15, Section 2.7]. The proofs of [SP, Section 0BNI] turned out to work beyond the case $A' = \hat{A}$, and we have updated [SP, Section 0BNI] to accommodate for this.

In more detail, by [SP, Lemma 0BNR], the pair $(A \to A', t)$ is “glueing” and, by [SP, Lemma 0BNW], the condition (2.2.11.1) is equivalent to $M \to M \otimes_A A'$ inducing an isomorphism on derived $t$-adic completions and amounts to $M$ being “glueable for $(A \to A', t)$”; by [SP, Remark 0BNX], any $A$-flat $M$ satisfies (2.2.11.1). Thus, [SP, Theorem 0BP2] gives the claimed equivalence of categories. The assertion about testing properties over $A'$ and $A[\frac{1}{t}]$ follows from [SP, Lemmas 0BP7, 0BNN, and 0BP6].

(b) The full faithfulness follows from [SP, Lemma 0F9T], according to which a similar base change functor is fully faithful even on the category of flat algebraic spaces with affine diagonal. For the essential surjectivity, since $T$ and $T'$ are quasi-affine, by [SP, Lemmas 0F9U and 0F9R], any triple as in (2.2.11.2) arises from a faithfully flat, quasi-compact, separated $A$-algebraic
space $\mathcal{T}$. By the full faithfulness [SP, Lemma 0F9T] again, $\mathcal{T}$ comes equipped with a $G$-action for which the map

$$G \times_A \mathcal{T} \xrightarrow{(g, \tau) \mapsto (gt, \tau)} \mathcal{T} \times_A \mathcal{T}$$

is an isomorphism. Consequently, $\mathcal{T}$ is a $G$-torsor (and hence is a quasi-affine scheme). □

**Proposition 2.2.12.** For a ring $A$, a $t \in A$, a ring map $A \to A'$ that induces an isomorphism on derived $t$-adic completions, a flat $A$-scheme $U$, and a $U$-scheme $X$ that is either $U$-ind-quasi-affine or $U$-subprojective,$^7$ we have

$$X(U) \sim X(U A') \times_{X(U A'[1])} X(U A[1]). \quad (2.2.12.1)$$

**Proof.** The assumptions are stable upon replacing $A$ (respectively, $A'$) by the coordinate ring of a variable affine open of $U$ (respectively, of its base change to $A'$). Thus, since the functors that underlie both sides of (2.2.12.1) are Zariski sheaves on $U$, by passing to such an open we may assume that $U = \text{Spec}(A)$. In this case, which we now assume, [SP, Lemma 0BNR] shows that the assumption on $A \to A'$ implies that

$$A \sim A' \times_{A[1]} A[1].$$

This key identification already gives (2.2.12.1) for affine $X$. It also implies that the surjection

$$\text{Spec}(A') \subset \text{Spec}(A[1]) \to \text{Spec}(A) \quad (2.2.12.2)$$

is schematically dominant, so an $A$-point of an $A$-scheme $Y$ factors through a given open (respectively, closed) subscheme if and only if the same holds for its pullbacks to $A'$ and $A[1]$. In particular, (2.2.12.1) for quasi-affine $X$ follows from its case for affine $X$. Thus, for ind-quasi-affine $X$, the identification (2.2.12.1) holds for every quasi-compact open $X' \subset X$ in place of $X$ and, since every finite collection of $A$-points (respectively, $A'$- and $A[1]$-points) of $X$ factors through such an $X'$, also for $X$ itself.

We turn to the remaining case when $X$ is open in a projective $A$-scheme. The same reduction allows us to assume that $X$ is projective, then that $X = \mathbb{P}(\mathcal{E})$ for a quasi-coherent, finite type module $\mathcal{E}$ on $\text{Spec}(A)$, and finally, by choosing a surjection $\mathcal{E} \otimes (n+1) \to \mathcal{E}$, that $X = \mathbb{P}^n$. By [EGA I, Corollaire 9.5.6], the schematic dominance of (2.2.12.2) and the separatedness of $X$ ensure that (2.2.12.1) is injective. For the remaining surjectivity, by the description of the functor of points of $\mathbb{P}^n$ given in [EGA II, Théorème 4.2.4], we need to show that any pair of compatible surjections

$$A'^\otimes (n+1) \to M' \quad \text{and} \quad (A[1])^\otimes (n+1) \to M''$$

with $M'$ (respectively, $M''$) a finite projective $A'$-module (respectively, $A[1]$-module) of rank 1 is a base change of such a surjection of $A$-modules. Lemma 2.2.11 (a) supplies the unique candidate $\pi: A'^\otimes (n+1) \to M$ and implies that $M$ is finite projective of rank 1. It remains to observe that $\pi$ is surjective, as may be checked after base change to the residue fields of $A$. □

---

$^7$Added in proof: Our assumption on $X$ is not optimal, in fact, (2.2.12.1) holds for any $U$-scheme $X$ and also for any quasi-compact, quasi-separated $U$-algebraic space $X$. To argue this, first reduce to the case $U = \text{Spec}(A)$ as in the proof. Then the case of a quasi-compact, quasi-separated algebraic space follows from [Bha16, Theorem 1.4.1] (to check its assumption, use [CS20, Lemma 5.4.3]). In the remaining scheme case, by considering all the quasi-compact opens of $X$ we reduce to the case when $X$ is quasi-compact. As in the proof of [Ces22, Proposition 6.1.1 (c)], at least as far as ring-valued points are concerned, [SP, Lemma 03K0] implies that a quasi-compact scheme is a filtered direct limit of quasi-compact, quasi-separated schemes, so to reduce to the already settled case of the latter it remains to use the fact that filtered direct limits of sets commute with fiber products.
Lemma 2.2.13 ([Fer03, Théorème 2.2 iv])). For a fiber product $R_1 \times_R R_2$ of rings with either $R_1 \rightarrow R$ or $R_2 \rightarrow R$ surjective, pullback is an equivalence from the category of flat $(R_1 \times_R R_2)$-modules to that of triples consisting of a flat $R_1$-module, a flat $R_2$-module, and an isomorphism of their base changes to $R$; the same holds with ‘flat’ replaced by ‘finite projective.’ Moreover, an $(R_1 \times_R R_2)$-module is flat (respectively, finite; respectively, finite projective) if and only if so are its base changes to $R_1$ and $R_2$.  

Example 2.2.14. The case when both $R_1 \rightarrow R$ and $R_2 \rightarrow R$ are surjective corresponds to a ring $A$ and ideals $I_1, I_2 \subset A$ with $I_1 \cap I_2 = 0$: then

$$A \xrightarrow{\sim} A/I_1 \times_{A/(I_1+I_2)} A/I_2.$$  

(2.2.14.1)

For instance, for a Gabber–Ramero triple $(A, t, I)$ with $I\langle t^{\infty} \rangle = I\langle t^n \rangle$ for an $n > 0$ and $\tilde{A} := A/I\langle t^{\infty} \rangle$,

$$A \xrightarrow{\sim} \tilde{A} \times_{\tilde{A}/(t^nI)} \tilde{A}/t^nI.$$  

(2.2.14.2)

Proposition 2.2.15. For a ring $A$ and ideals $I_1, I_2 \subset A$ with $I_1 \cap I_2 = 0$, a flat $A$-scheme $U$, and a $U$-scheme $X$ that is either $U$-ind-quasi-affine or $U$-subprojective,

$$X(U) \xrightarrow{\sim} X(U/A/I_1) \times_{X(U/A/(I_1+I_2))} X(U/A/I_2).$$  

(2.2.15.1)

Proof. As in the proof of Proposition 2.2.12, both sides of (2.2.15.1) are Zariski sheaves in $U$, so we may work locally on $U$ to reduce to the case when $U = \text{Spec}(A)$. Then the assumption $I_1 \cap I_2 = 0$ implies the schematic dominance and the surjectivity of the map

$$\text{Spec}(A/I_1) \bigsqcup \text{Spec}(A/I_2) \rightarrow \text{Spec}(A).$$

Thus, the arguments of the proof of Proposition 2.2.12 reduce to $X = \mathbb{P}^n$ and also prove the injectivity of (2.2.15.1) in this case. For the surjectivity, we first use Lemma 2.2.13 to glue compatible surjections

$$(A/I_1)^{(n+1)} \rightarrow M' \quad \text{and} \quad (A/I_2)^{(n+1)} \rightarrow M''$$

onto finite projective modules of rank 1 to a unique $A$-module map $\pi: A^{(n+1)} \rightarrow M$ with $M$ finite projective of rank 1, and then check on the residue fields of $A$ that $\pi$ is surjective.  

2.2.16. The $(t, I)$-adic topology on $A[\frac{1}{t}]$-points. Let $(A, t, I)$ be a Zariski Gabber–Ramero triple and let $B$ be a topological ring that is either $A$ or $A[\frac{1}{t}]$ (see §2.1.9). Then $B^\times \subset B$ is open and the inversion map of $B^\times$ is continuous for the subspace topology: indeed, for instance, multiplication by any $a \in A[\frac{1}{t}]^\times$ is a homeomorphism of $A[\frac{1}{t}]$, so, by the Zariski assumption, the $a + at^nA \subset A[\frac{1}{t}]^\times$ for varying $n > 0$ form an open neighborhood base of $a$. Thus, §2.2.7 applies and endows $X(B)$ with a topology for every $B$-scheme $X$ that is either ind-quasi-affine or subprojective. If $(A, t, I)$ is even Henselian, then, although we will not use this, smooth morphisms of quasi-projective $A[\frac{1}{t}]$-schemes induce open maps on $A[\frac{1}{t}]$-points, see [GR03, Proposition 5.4.29 (ii)] for a precise statement.

8 Added in proof: The lemma implies that for any flat, finitely presented, affine $(R_1 \times_R R_2)$-group scheme $G$, pullback is an equivalence from the category of $G$-torsors to that of triples consisting of a $G_{R_1}$-torsor, a $G_{R_2}$-torsor, and an isomorphism of their base changes to $R$; see [Sta19, Lemma 3.1 and its proof]; the same holds for any flat, affine $(R_1 \times_R R_2)$-group scheme $G$ granted that we consider torsors in the fpqc topology.

9 Added in proof: Our assumptions are not optimal, in fact, (2.2.15.1) holds for any $U$-algebraic space $X$ and even with $A$ replaced by any fiber product $R_1 \times_R R_2$ as in Lemma 2.2.13 (compare with Example 2.2.14). To argue this, first reduce to the case $U = \text{Spec}(A)$ as in the proof. Then use the result of Temkin–Tyomkin [TT16, Lemma 4.1 and Theorem 4.3], according to which $\text{Spec}(–)$ transforms fiber products as in Lemma 2.2.13 into pushouts in the category of algebraic spaces.
We use the resulting \((t, I)\)-adic topologies on the sets of sections \(X(A)\) and \(X(A[\frac{1}{t}])\) to topologize sets of sections beyond the case of an affine base as follows. Fix an open subscheme

\[
\text{Spec}(A[\frac{1}{t}]) \subset U \subset \text{Spec}(A)
\]

and a locally of finite type \(U\)-scheme \(X\) that is either \(U\)-ind-quasi-affine or \(U\)-subprojective. For every affine open \(V \subset U\), consider the Zariskization \(A_V\) of the coordinate ring of \(V\) along the closed subscheme \(V_{A/I}\) as well as the Zariski Gabber–Ramero triple \((A_V, t, IA_V)\) (which vanishes if \(V_{A/I} = \emptyset\)). We endow \(X(U)\) with the coarsest topology for which the pullback maps

\[
X(U) \to X(A[\frac{1}{t}]) \quad \text{and} \quad X(U) \to X(A_V)
\]

for affine opens \(V \subset U\) are all continuous. By \(2.2.7\) and \(2.2.1\) \((5)\), when \(U = \text{Spec}(A)\) or \(U = \text{Spec}(A[\frac{1}{t}])\), this definition agrees with the one given in the previous paragraph. Similarly, \(2.2.7\) and \(2.2.1\) \((1)\) and \((5)\) ensure that a \(U\)-morphisms \(X \to X'\) induces a continuous map \(X(U) \to X'(U)\) and that the restriction map \(X(U) \to X(U')\) is continuous for every open \(\text{Spec}(A[\frac{1}{t}]) \subset U' \subset U\).

It is useful to know that the topology may be constructed using any affine open cover of \(U\) as follows.

**Claim 2.2.16.1.** For any affine open cover \(U = \text{Spec}(A[\frac{1}{t}]) \cup \bigcup_{i \in I} V_i\), the topology on \(X(U)\) defined above is the coarsest one for which the maps \(X(U) \to X(A[\frac{1}{t}])\) and \(X(U) \to X(A_V)\) are all continuous. In particular, for a morphism of Zariski Gabber–Ramero triples \((A, t, I) \to (A', t, I')\) and an open subscheme \(\text{Spec}(A'[\frac{1}{t}]) \subset U' \subset U\), the map \(X(U) \to X(U')\) is continuous.

**Proof.** For the first assertion, we need to show that with this a priori coarser topology on \(X(U)\) and every affine open \(V \subset U\), the pullback \(X(U) \to X(A_V)\) is already continuous. If \(V \subset V_i\), then this follows from the continuity of \(X(A_V) \to X(A_V)\). If \(V \subset \text{Spec}(A[\frac{1}{t}])\), then the topology of \(A_V\) is the pullback of the discrete topology of \(A_V/IA_V\), so \(A[\frac{1}{t}] \to A_V\) is continuous, and we analogously use the resulting continuity of \(X(A[\frac{1}{t}]) \to X(A_V)\). In general, we cover \(V\) by affine opens \(V_j\) each one of which lies either in some \(V_i\) or in \(\text{Spec}(A[\frac{1}{t}])\) and we therefore reduce to showing that the topology on \(X(A_V)\) is the coarsest one for which the maps \(X(A_V) \to X(A_V)\) are all continuous.

For showing that every open of \(X(A_V)\) is the pullback of an open of \(\prod_j X(A_{V_j})\), we may first assume that \(X\) is an \(A_V\)-scheme and then, by Lemma 2.2.6, that it is also affine, so that it is a closed subscheme of some \(\mathbb{A}^N\). The subset \(\text{Spec}(A(V)) \subset V\) consists of the generizations of points in \(V_{A/I}\), and likewise for each \(V_j\). Thus, since the \(V_j\) cover \(V\), the map \(A_V \to \prod_j A_{V_j}\) is injective, so that

\[
X(A_V) = \mathbb{A}^N(A_V) \cap \prod_j X(A_{V_j}) \quad \text{inside} \quad \prod_j \mathbb{A}^N(A_{V_j}).
\]

This reduces us to the case \(X = \mathbb{A}^N\), and then further to \(X = \mathbb{A}^1\). In this case, since

\[
\text{Spec}(A_V/(t^nI)) = \bigcup_j \text{Spec}(A_{V_j}/(t^nI)) \quad \text{for every} \quad n > 0,
\]

for every \(a \in A_V\) the open \(a + t^nIA_V \subset A_V\) is the intersection of the preimages of the opens \(a + t^nIA_{V_j} \subset A_{V_j}\). The cosets \(a + t^nIA_V\) form a base of the topology of \(A_V\), so the assertion follows.

To deduce the continuity of \(X(U) \to X(U')\), we first use the definition of the topology on \(X(U')\) to reduce to \(U' = \text{Spec}(A')\). We then apply the first part of the claim to \(A'\) to reduce to the case when \(U' \to U\) factors through an affine open \(V \subset U\), when the continuity of \(X(A_V) \to X(A')\) suffices.

We use this more practical description of the topology of \(X(U)\) to exhibit the following openness.

**Claim 2.2.16.2.** If \(I(t^\infty) = 0\) and \(U\) is quasi-compact, then the pullback map

\[
X(U) \to X(A[\frac{1}{t}])
\]

is open and a local homeomorphism.
In particular, if $A\langle t^\infty \rangle = 0$ and $U$ is quasi-compact, then $X(U) \subset X(A[\frac{1}{t}])$ is an open embedding.

Proof. If $A\langle t^\infty \rangle = 0$, then, by the separatedness of $X$ and [EGA I, Corollaire 9.5.6], the map $X(U) \to X(A[\frac{1}{t}])$ is injective, so the final assertion follows from the rest. By §2.1.9, the assumption $I\langle t^\infty \rangle = 0$ implies that the restriction of the map $A \to A[\frac{1}{t}]$ to the open ideal $I \subset A$ is an open topological embedding, and analogously for $A_V \to A_V[\frac{1}{t}]$ for every affine open $V \subset U$. Thus, §2.2.7 and §2.2.1 (7) imply that the pullback maps $X(A_V) \to X(A_V[\frac{1}{t}])$ are open and local homeomorphisms.

Quasi-compactness of $U$ supplies a finite affine open cover $U = \text{Spec}(A[\frac{1}{t}]) \cup \bigcup_{i \in I} V_i$. To exhibit an open neighborhood $W$ of a fixed $x \in X(U)$ such that $X(U) \to X(A[\frac{1}{t}])$ maps $W$ homeomorphically onto an open subset $W_i$, we choose open neighborhoods $W_i \subset X(A_{V_i})$ and $W_i'' \subset X(A_{V_i \cap V_{i'}})$ of the pullbacks of $x$ such that the restrictions to $W_i$ and $W_i''$ of the pullbacks discussed in the previous paragraph are homeomorphisms onto their open images $W_{i,t}$ and $W_{i'',t}$. We then let $W \subset X(U)$ (respectively, $W_i \subset X(A[\frac{1}{t}])$) be the intersection of the preimages of the $W_i$ and $W_i''$ (respectively, $W_{i,t}$ and $W_{i'',t}$). It remains to show that the continuous map $W \to W_i$ induced by pullback is a homeomorphism.

By fpqc descent, giving a $w \in W$ amounts to giving its image $w_i \in W_i$ together with elements $w_{i,t} \in W_{i,t}$ that agree with $w_i$ and are compatible under pullbacks to the $X(A_{V_i \cap V_{i'}})$. However, by construction of $W_i$, the element $w_{i,t}$ alone gives rise to unique such compatible $w_i$. Therefore, the map $W \to W_i$ is bijective. To conclude that it maps every open $W' \subset W$ to an open of $W_i$, it remains to first recall from Claim 2.2.16.1 that locally $W'$ is an intersection of an open of $W_i$ and of preimages of opens of $W_i$ and to then note that, by construction, this intersection may equivalently be formed in $W_i$. □

For the mere openness of the map in Claim 2.2.16.2, mere boundedness of $(A, t, I)$ suffices as follows.

Claim 2.2.16.3. If $U$ is quasi-compact, then the pullback maps

$$X(U) \to X(U_{A[t^n]})$$

have open fibers.

If, in addition, the Zariski Gabber–Ramero triple $(A, t, I)$ is bounded and $\bar{A} := A/I\langle t^\infty \rangle$, then both

$$X(U) \to X(U_{\bar{A}}) \quad \text{and} \quad X(U) \to X(A[\frac{1}{t}])$$

are open maps.

Proof. Since $U_{A[t^n]}$ is covered by its intersections with finitely many affine opens $V \subset U$, the claimed openness of the fibers follows from its case $U = \text{Spec}(A)$ supplied by §2.2.7 and §2.2.1 (5). For the rest, due to Claim 2.2.16.2, it suffices to establish the assertion about $X(U) \to X(U_{\bar{A}})$. However, by Example 2.2.14 and Proposition 2.2.15, the boundedness assumption implies that for every $n > 0$ such that $I\langle t^n \rangle = I\langle t^\infty \rangle$, we have

$$X(U) \cong X(U_{\bar{A}}) \times_{X(U_{\bar{A}/(t^n I)})} X(U_{A[t^n]}) \quad \text{(2.2.16.4)}$$

In particular, for every such $n$, each fiber of the map $X(U) \to X(U_{A[t^n]})$ maps bijectively to a fiber of the map $X(U_{\bar{A}}) \to X(U_{\bar{A}/(t^n I)})$. By the first part of the claim, these fibers are open and, by Claim 2.2.16.1, the bijections in question are continuous. For arguing that they are also open, we choose a finite affine open cover $U = \text{Spec}(A[\frac{1}{t}]) \cup \bigcup_{i \in I} V_i$ and combine Claim 2.2.16.1 with the analogues of (2.2.16.4) for the $A_{V_i}$ to reduce to the case $U = \text{Spec}(A)$. We may then assume that $X$ is affine, so that it is a closed subscheme of some $\mathbb{A}^N$. By again working with the fibers of the reduction modulo $t^n I$, we reduce further to $X = \mathbb{A}^N$, even to $X = \mathbb{A}^1$. To then conclude it remains to note that the cosets $a + t^n I$ for varying $a \in A$ and $n > 0$ form an open base for the topology of $A$ and that these cosets map onto their counterparts for $\bar{A}$. □
We are ready for the following non-Noetherian version of the Elkik approximation theorem.

**Theorem 2.2.17.** Let \((A, t, I)\) be a Zariski, bounded Gabber–Ramero triple, let
\[ \text{Spec}(A[{\frac{1}{t}}]) \subset U \subset \text{Spec}(A) \]
be a quasi-compact open, and let \(X\) be a locally of finite type \(U\)-scheme that is either \(U\)-ind-quasi-affine or \(U\)-subprojective and such that \(X_{\text{Spec}(A[{\frac{1}{t}}])}\) is \(A[{\frac{1}{t}}]\)-smooth. Under one of the following assumptions:

(i) \((A, t, I)\) is Henselian; or

(ii) \(X_{\text{Spec}(A[{\frac{1}{t}}])}\) is ind-quasi-affine and \(X(C) \to X(C/J)\) for Zariski \(A[{\frac{1}{t}}]\)-pairs \((C, J)\) with \(C/J \cong \hat{A}[{\frac{1}{t}}];\)

the following pullback map has a dense image for the topology defined in §2.2.16:
\[ X(U) \to X(U_{\hat{A}}); \]
in particular, for every \(\hat{x} \in X(U_{\hat{A}})\) and \(n > 0\), there is an \(x \in X(U)\) whose pullback to
\[ X(U_{A[{\frac{1}{t}}]}) \overset{(2.1.9.3)}{\cong} X(U_{A(A[{\frac{1}{t}}]}) \times_{X(\text{Spec}(A[{\frac{1}{t}}]))} X(A[{\frac{1}{t}}])) \]
agrees with that of \(\hat{x}\).

**Proof.** The last assertion follows from the rest and Claim 2.2.16.3. Moreover, in the key case when \(U = \text{Spec}(A[{\frac{1}{t}}])\) the desired density follows from Theorem 2.2.10. To deduce the general case, it then remains to recall from Claim 2.2.16.3 (with Lemma 2.1.11) that the map \(X(U_{\hat{A}}) \to X(\hat{A}[{\frac{1}{t}}])\) is open and to use the following identification supplied by Proposition 2.2.12 (with (2.1.9.3)):
\[ X(U) \overset{\sim}{\to} X(U_{\hat{A}}) \times_{X(\text{Spec}(A[{\frac{1}{t}}]))} X(A[{\frac{1}{t}}]). \]

**Remark 2.2.18.** In Theorem 2.2.17, if \((A, t, I)\) is Henselian and \(X_{\text{Spec}(A[{\frac{1}{t}}])}\) étale over \(A[{\frac{1}{t}}]\), then
\[ X(U) \overset{\sim}{\to} X(U_{\hat{A}}). \]
Indeed, the end of the proof reduces us to \(U = \text{Spec}(A[{\frac{1}{t}}])\), when the target is discrete because, by étaleness, an \(\hat{A}[{\frac{1}{t}}]\)-point of \(X_{\text{Spec}(A[{\frac{1}{t}}])}\) is an inclusion of a clopen that maps isomorphically to \(\text{Spec}(\hat{A}[{\frac{1}{t}}]).\)

**Example 2.2.19.** For a ring \(R\) and a smooth, ind-quasi-affine \(R[t]\)-group scheme \(G\), we have
\[ G(R[t][{\frac{1}{t}}])/G(R[t]) \overset{\sim}{\to} G(R(t))/G(R[t]). \]
Indeed, the map is injective by Proposition 2.2.12 and, since \(G(R(t))\) is a topological group and \(G(R[t]) \subset G(R(t))\) is an open subgroup (see §2.2.1 (4) and (6)), it is surjective by Theorem 2.2.17.

We are ready to deduce the promised Elkik approximation theorem in the Noetherian setting.

**Theorem 2.2.20** (compare with [Elk73, Théorème 2 bis]). For a Henselian pair \((A, J)\) with \(A\) Noetherian, an open \(\text{Spec}(A) \setminus V(J) \subset U \subset \text{Spec}(A)\), and a subprojective \(U\)-scheme \(X\) such that \(X_{\text{Spec}(A) \setminus V(J)}\) is smooth, letting \(\hat{A}\) denote the \(J\)-adic completion, we have that

for every \(n > 0\) and \(\hat{x} \in X(U_{\hat{A}})\) there is an \(x \in X(U)\) with \(x = \hat{x} \in X(U_{A/J^n}).\)

**Proof.** By [Mat89, Theorem 8.12], the completion of a Noetherian ring \(B\) with respect to an ideal \((b_1, \ldots, b_g)\) is isomorphic to \(B[[t_1, \ldots, t_g]]/(t_1 - b_1, \ldots, t_g - b_g)\). Thus, fixing generators \(a_1, \ldots, a_q\) of our original \(J\), we see that the \(J\)-adic completion of \(A\) agrees with the iterated \(a_i\)-adic completion and that the ideal generated by \(J\) is still Henselian (respectively, Zariski) in these resulting intermediate
completions (see §2.1.1). In conclusion, at the expense of applying the statement \( g \) times, we have reduced to the case when \( J \) is principal, which is a special case of Theorem 2.2.17.

\( \square \)

Remark 2.2.21. In the proof of Theorem 2.2.20, the only role of Noetherianity is to ensure that \( U \) is quasi-compact, that \( J \) is finitely generated, that the \( J \)-adic completion of \( A \) agrees with the iterated completion with respect to a generating set \( a_1, \ldots, a_g \) of \( J \), and that for \( 0 \leq i < g \) the iterated completion with respect to \( a_1, \ldots, a_i \) is \( a_{i+1} \)-Henselian with bounded \( a_{i+1} \)-torsion (to apply Theorem 2.2.17). Thus, granted that one imposes these assumptions, which hold if \( U \) is quasi-compact, \( A \) is \( J \)-Henselian, and the sequence \( a_1, \ldots, a_g \) is, for instance, \( A \)-regular, one obtains a non-Noetherian generalization of Theorem 2.2.20. It is possible that a weaker condition on \( J \) could suffice for this—for some guiding examples in this direction, see [Nak18].

2.3. Algebraization beyond the affine case

As a final goal of §2, we take advantage of our work in §2.2 to exhibit a nonaffine version of invariance under Henselian pairs in Theorem 2.3.3, a nonaffine version of Gabber’s affine analogue of proper base change in Theorem 2.3.4, and concrete consequences for algebraization in the Noetherian case in Corollary 2.3.5. To illustrate the method, we begin with a nonaffine variant of Corollary 2.1.19.

Theorem 2.3.1. For a map \((A, t, I) \to (A', t', I')\) of Henselian, bounded Gabber–Ramero triples such that \( A/t^n I \xrightarrow{\sim} A'/t^n I' \) for all \( n > 0 \) and an open

\[
\text{Spec}(A[rac{1}{t}]) \subset U \subset \text{Spec}(A),
\]

the map \( U_{A'} \to U \) induces a bijection on idempotents, in other words, every clopen subscheme of \( U_{A'} \) is the base change of a unique clopen subscheme of \( U \).

Proof. By Lemma 2.1.11, the topological rings \( A[rac{1}{t}] \) and \( A'[\frac{1}{t}] \) have the same completion, so Corollary 2.1.19 settles the case \( U = \text{Spec}(A[\frac{1}{t}]) \). Since \( A[t\infty] \xrightarrow{\sim} A'[t\infty] \) and giving an idempotent amounts to giving a map to \( \text{Spec}(\mathbb{Z}[e]/(e^2 - e)) \), the general case then follows from (2.2.12.1). \( \square \)

The following simple lemma will be useful in the proof of Theorem 2.3.3.

Lemma 2.3.2. For a scheme \( X \), a closed \( Z \subset X \), an abelian fppf sheaf \( \mathcal{F} \) on \( X \), and the étale sheafification \( \mathcal{H}^i_Z(-, \mathcal{F}) \) of the functor \( X' \mapsto H^i_Z(X', \mathcal{F}) \), there is a functorial in \( X \) and \( \mathcal{F} \) spectral sequence

\[
E^{ij}_2 = H^i_{\text{ét}}(X, \mathcal{H}^j_Z(-, \mathcal{F})) \Rightarrow H^{i+j}_{Z}(X, \mathcal{F}).
\]

(2.3.2.1)

Proof. The spectral sequence will be the one associated to the composition of functors

\[
H^0_{\text{ét}}(X, \mathcal{H}^0_Z(-, \mathcal{F})) \cong H^0_Z(X, \mathcal{F}).
\]

Indeed, the \( \mathcal{H}^j_Z \) are the derived functors of \( \mathcal{F} \mapsto H^j_Z(-, \mathcal{F}) \): they form a \( \delta \)-functor that, by [SGA 4II, Exposé V, Proposition 4.7, Section 4.6], kills injectives when \( j > 0 \), so the general criterion [Har77, Chapter III, Theorem 1.3A, Corollary 1.4] for being the left derived functors applies. It remains to note that, by [SGA 4II, Exposé V, Proposition 4.11.2], if \( \mathcal{F} \) is injective, then \( \mathcal{H}^j_Z(-, \mathcal{F}) \) computed in the fppf site is also injective sheaf and hence, by preservation of flasque sheaves under pushforwards [SGA 4II, Exposé V, Proposition 4.9.1], Définition 4.1, is acyclic on the étale site. \( \square \)

The Brauer group aspect of the following result includes the statement announced in [Gab04, Theorem 2].
Theorem 2.3.3. Let \((A, t, I) \to (A', t, I')\) be a map of bounded Gabber–Ramero triples such that \(A/t^nI \simto A'/t^nI'\) for all \(n > 0\), let
\[
\text{Spec}(A[\frac{1}{t}]) \subset U \subset \text{Spec}(A)
\]
be a quasi-compact open, and let \(G\) be a locally of finite type, \(U\)-ind-quasi-affine, flat \(U\)-group such that \(G_{A[\frac{1}{t}]}\) is smooth over \(A[\frac{1}{t}]\).

(a) If \((A, t, I)\) is Zariski and \(G_{A[\frac{1}{t}]}\) is an fpqc inner form of \(\text{GL}_{n, A[\frac{1}{t}]}\), then
\[
H^1(U, G) \hookrightarrow H^1(U_{A'}, G).
\]
(b) If \((A, t, I)\) is Henselian, then
\[
H^1(U, G) \subseteq H^1(U_{A'}, G).
\]
(c) If \((A, t, I)\) and \((A', t, I')\) are Henselian and \(G\) is \(U\)-quasi-affine, then
\[
H^1(U, G) \xrightarrow{\sim} H^1(U_{A'}, G),
\]
(2.3.3.1)
in particular, then \(\text{Br}(U) \xrightarrow{\sim} \text{Br}(U_{A'})\) (equivalently, \(H^2(U, \mathbb{G}_m)_{\text{tors}} \xrightarrow{\sim} H^2(U_{A'}, \mathbb{G}_m)_{\text{tors}}\));
(d) if \((A, t, I)\) is Henselian and \(G\) is commutative, \(U\)-quasi-affine, of finite presentation, then
\[
H^2(U, G) \hookrightarrow H^2(U_{A'}, G)
\]
and the same also holds with a commutative, finite, locally free \(U\)-group \(G'\) in place of \(G\).

Proof. The assumption implies that the map \(A \to A'\) induces an isomorphism \(\hat{A} \xrightarrow{\sim} \hat{A}'\), so in all parts we lose no generality by assuming that \((A', t, I') = (\hat{A}, t, \hat{I})\) (for which the assumptions are retained by (2.1.9.3)). Moreover, by [SP, Lemma 0APK], the functor that parametrizes isomorphisms between two \(G\)-torsors is representable by an ind-quasi-affine \(U\)-scheme \(X\) that is locally finite type and whose base change to \(A[\frac{1}{t}]\) is smooth. Thus, (b) follows from Theorem 2.2.17 and, to conclude that so does (a), we only need to check that in (a) the pullback map \(X(C) \to X(C/J)\) is surjective for every Zariski \(A[\frac{1}{t}]\)-pair \((C, J)\). However, by [Gir71, Chapitre III, Propostion 2.6.1 (i)], up to translation inner forms have identical collections of torsors, so Example 2.1.21 implies that if \(X(C/J) \neq \emptyset\), then also \(X(C) \neq \emptyset\). If this happens, then, after choosing an element of \(X(C)\), the map \(X(C) \to X(C/J)\) becomes identified with \(G(C) \to G(C/J)\), and hence is surjective by footnote 6.

The injectivity in (c) is a special case of (b) and the bijectivity when \(U = \text{Spec}(A[\frac{1}{t}])\) follows from Corollary 2.1.22 (c). The surjectivity in general then follows from the patching result recorded in Lemma 2.2.11 (b) (whose assumptions are met by Lemma 2.1.11). The Brauer group assertion in (c) follows from (2.3.3.1) applied to \(G = \text{GL}_N\) and \(G = \text{PGL}_N\) with varying \(N\): indeed, by definition,
\[
\text{Br}(U) := \bigcup_{N \geq 1} \text{Im} \left( H^1(U, \text{PGL}_N) \to H^2(U, \mathbb{G}_m)_{\text{tors}} \right)
\]
and likewise for \(U_{A'}\). The parenthetical assertion in (c) then follows from Gabber’s theorem established in [dJ02] that, in particular, identifies \(\text{Br}(\cdot)\) with \(H^2_{\text{et}}(\cdot, \mathbb{G}_m)_{\text{tors}}\) for quasi-affine schemes.

In (d), the finite locally free case follows from the rest applied to the terms of the Bégueri resolution
\[
0 \to G' \to \underline{\text{Res}}_{G'/U}(\mathbb{G}_m) \to Q \to 0,
\]
where $G^*$ denotes the Cartier dual. Moreover, the case $U = \text{Spec}(A[\frac{1}{t}])$ follows from Corollary 2.1.22 (d). For general $U$, we use the cohomology with supports along $\{t = 0\}$ sequences, (c), the $U = \text{Spec}(A[\frac{1}{t}])$ case of (d), and the five lemma, to reduce to showing that

$$H^2_{(t=0)}(U, G) \hookrightarrow H^2_{(t=0)}(U_A, G).$$

As in Lemma 2.3.2, we let $H^0_{(t=0)}$ denote the étale sheafification of the flat cohomology with supports in $\{t = 0\}$. Since these étale sheaves are supported on the closed subscheme cut out by $t$, we then use the spectral sequences (2.3.2.1) to reduce to showing that the sheaves

$$H^0_{(t=0)}(-, G) \quad \text{and} \quad H^1_{(t=0)}(-, G) \quad \text{on} \quad (U_A)_{\text{ét}}$$

are pullbacks of their counterparts on $U_{\text{ét}}$ and that

$$H^2_{(t=0)}(-, G) \hookrightarrow H^2_{(t=0)}((-)A', G). \quad (2.3.3.2)$$

These assertions are local, so we may replace $A'$ (respectively, $A$) by its strict Henselization at a variable point of $U_A/tA'$ (respectively, at its image in $U$) and assume that $U = \text{Spec}(A)$ and $U' = \text{Spec}(A')$ with $I = A$ and $I' = A'$. The $H^1_{(t=0)}$ are then simply $H^1_{(t=0)}$, and the assertion about $H^0_{(t=0)}(-, G)$ follows from the following identification supplied by Proposition 2.2.12:

$$G(A) \xrightarrow{\sim} G(A') \times_{G(A'[\frac{1}{t}])} G(A[\frac{1}{t}]).$$

Letting $\hat{A}$ denote common $t$-adic completion of $A$ (or of $A'$), this identification gives the injections

$$G(A[\frac{1}{t}])/\text{Im}(G(A)) \hookrightarrow G(A'[\frac{1}{t}])/\text{Im}(G(A')) \hookrightarrow G(\hat{A}[\frac{1}{t}])/\text{Im}(G(\hat{A})).$$

Theorem 2.2.17 (with Claim 2.2.16.3) ensures that this composition is surjective, so both arrows are bijective. The five lemma and (c) (respectively, and Lemma 2.2.11 (b)) then give the desired

$$H^1_{(t=0)}(A, G) \xrightarrow{\sim} H^1_{(t=0)}(A', G)$$

(respectively, reduce the remaining (2.3.3.2) to showing that $H^2(A, G) \hookrightarrow H^2(A', G)$). For the latter, it suffices to apply Theorem 2.1.6 (b) to conclude that even the following composition is injective:

$$H^2(A, G) \rightarrow H^2(A', G) \rightarrow H^2(A'/tA', G) \cong H^2(A/tA, G). \quad \square$$

The technique we used for Theorem 2.3.3 also leads to the following nonaffine generalization of Gabber’s affine analogue of proper base change theorem [Gab94, Theorem 1] and of its nonabelian analogue (the case $t = 1$ below recovers these affine versions). Related results appear in [Fuj95, Corollary 6.6.4, Theorem 7.1.1], [IL014, Exposé XX, Section 4.4], and [BM21, Corollary 1.18], one distinction being the present setting of Gabber–Ramero triples with a possibly nontrivial ideal $I$. In the case when $U = \text{Spec}(A[\frac{1}{t}])$ and $t$ is a nonzerodivisor, the finite étale aspect of Theorem 2.3.4 appears in [GR03, Proposition 5.4.53].

**Theorem 2.3.4.** For a map $(A, t, I) \rightarrow (A', t', I')$ of Henselian, bounded Gabber–Ramero triples such that $A/t^nI \xrightarrow{\sim} A'/t^nI'$ for all $n > 0$, and an open

$$\text{Spec}(A[\frac{1}{t}]) \subset U \subset \text{Spec}(A),$$

pullback gives an equivalence between the categories of finite étale schemes over $U$ and $U_A$ and

$$\text{RG}_{\text{ét}}(U, \mathcal{F}) \xrightarrow{\sim} \text{RG}_{\text{ét}}(U_A, \mathcal{F}) \quad \text{for every torsion abelian sheaf} \quad \mathcal{F} \quad \text{on} \quad U_{\text{ét}}, \quad (2.3.4.1)$$

in particular, for the closed subsets $Z := \text{Spec}(A) \setminus U$ and $Z' := \text{Spec}(A') \setminus U_A \cong Z_A'$,

$$\text{RG}_Z(A, \mathcal{F}) \xrightarrow{\sim} \text{RG}_{Z'}(A', \mathcal{F}) \quad \text{for every torsion abelian sheaf} \quad \mathcal{F} \quad \text{on} \quad A_{\text{ét}}, \quad (2.3.4.2)$$

---

10In this step, in order to apply (2.3.3.1) to $G_{A[\frac{1}{t}]}$, we use the $A[\frac{1}{t}]$-smoothness of $G_{A[\frac{1}{t}]}$, which is a not an entirely natural assumption: the case $U = \text{Spec}(A[\frac{1}{t}])$ settled in Corollary 2.1.22 (d) did not need it.
Proof. By Lemma 2.1.11, we have \( A[\frac{1}{t}] \cong A[\frac{1}{t}], \) so Corollary 2.1.20 (with Example 2.1.18) gives the case \( U = \text{Spec}(A[\frac{1}{t}]) \). For the general case, we begin with the claim about finite étale schemes and use patching as follows. By Lemma 2.2.11 (a) (with Lemma 2.1.11), base change is an equivalence from the category of flat quasi-coherent \( \mathcal{O}_U \)-modules \( M \) to that of triples
\[
\left( M', M_\ell, \iota : M'_\ell \otimes_{\mathcal{O}_{U'}} A'[\frac{1}{t}] \rightarrow M_\ell \otimes A[\frac{1}{t}] A'[\frac{1}{t}] \right)
\]
consisting of a quasi-coherent, flat \( \mathcal{O}_{U'} \)-module \( M' \), a flat \( A'[\frac{1}{t}] \)-module \( M_\ell \), and the indicated isomorphism \( \iota \). Moreover, by Lemma 2.2.11, the \( \mathcal{O}_U \)-module \( M \) is of finite type if and only if both \( M \otimes_{\mathcal{O}_U} \mathcal{O}_{U'} \) and \( M[\frac{1}{t}] \) are of finite type as modules over \( \mathcal{O}_{U'} \) and \( A'[\frac{1}{t}] \), respectively. This implies the same gluing for finite étale algebras, which bootstraps the desired equivalence between the categories of finite étale schemes over \( U \) and \( U' \) from the settled case \( U = \text{Spec}(A[\frac{1}{t}]) \).

For the rest, we focus on (2.3.4.1) because, due to the cohomology with supports triangle, it implies (2.3.4.2). Moreover, its settled case \( U = \text{Spec}(A[\frac{1}{t}]) \) reduces us to showing that
\[
H^i_{t=0}(U, \mathcal{F}) \cong H^i_{t=0}(U'_A, \mathcal{F}) \quad \text{for every } i \in \mathbb{Z}.
\]

The corresponding sheafified cohomologies with supports vanish away from the loci \( \{ t = 0 \} \), and \( U \) and \( U'_A \) agree modulo \( t \), so, due to the local-to-global spectral sequence [SGA 4_H, Exposé V, Proposition 6.4] (which is the version of Lemma 2.3.2 for the étale cohomology with supports), we reduce further to showing that, for every \( i \in \mathbb{Z} \), the sheaf
\[
H'_i(t=0)(U, \mathcal{F}) \cong H'_i(U'_A, \mathcal{F})
\]

The pullback of the second sheaf maps to the first, so (2.3.4.3) may be checked after replacing \( U'_A \) (respectively, \( U \)) by its strict Henselization at a point at which \( t \) vanishes (respectively, at its image in \( U \)). This reduces us to the case when \( U = \text{Spec}(A) \) and \( U' = \text{Spec}(A') \), a case in which the invariance of étale cohomology under Henselian pairs (a special case of Corollary 2.1.20 and an input to its proof) and the settled case \( U = \text{Spec}(A[\frac{1}{t}]) \) give the desired identifications
\[
H^i_{t=0}(A, \mathcal{F}) \cong H^i_{t=0}(A', \mathcal{F}). \quad \square
\]

Parts (b) and (c) of the following corollary include the results announced in [Gab93, Theorem 2.8 (i)]. For a generalization of the results announced in [Gab93, Theorem 2.8 (ii)], see [ČS20, Corollary 5.6.10].

Corollary 2.3.5. For a map \( A \to A' \) of Noetherian rings, an ideal \( J \subset A \) such that \((A, J)\) and \((A', JA')\) are Henselian (respectively, Zariski) pairs and \( A/J^n \cong A'/J^nA' \) for \( n > 0 \), and an open \( \text{Spec}(A) \setminus \text{Spec}(A/J) \subset U \subset \text{Spec}(A) \), we have

(a) for any quasi-affine, smooth \( U \)-group \( G \),
\[
H^1(U, G) \cong H^1(U'_A, G) \quad \text{(respectively, } H^1(U, GL_n) \to H^1(U'_A, GL_n)).
\]

(b) a pullback isomorphism
\[
\text{Br}(U) \cong \text{Br}(U'_A);
\]

(c) for any commutative \( U \)-group \( G \) such that either

(i) \( G \) is quasi-affine and smooth over \( U \); or

(ii) \( G \) is finite and locally free over \( U \);
we have

\[ H^2(U, G) \hookrightarrow H^2(U_{A'}, G); \]

(d) an equivalence of categories

\[ U_{\text{ét}} \simto (U_{A'})_{\text{ét}}; \]

(e) for every torsion abelian sheaf \( \mathcal{F} \) on \( U_{\text{ét}} \), pullback isomorphisms

\[ H^i_{\text{ét}}(U, \mathcal{F}) \simto H^i_{\text{ét}}(U_{A'}, \mathcal{F}) \quad \text{for every } i \in \mathbb{Z}. \]

Proof. Since the map \( A \to A' \) is an isomorphism on \( J \)-adic completions, we lose no generality by assuming that \( A' \) is the \( J \)-adic completion \( \hat{A} \) of \( A \). Then, as in the proof of Theorem 2.2.20, by forming the completion iteratively with respect to a fixed system of generators for \( J \), we reduce to \( J \) being principal. In this case the assertions amount to special cases of Theorems 2.3.3 and 2.3.4. \( \square \)

Remark 2.3.6. When \( A \) is excellent, the injectivity aspects of Corollary 2.3.5 become straightforward consequences of Lemma 2.1.3 that is based on the Néron–Popescu approximation.

3. Torsors over \( R((t)) \)

We enter a more detailed study of torsors over the base \( R((t)) \). In §3.1, we present a complete description of such torsors when the group is a torus defined over \( R \). In §3.2, we complement this with a crucial for our goals vanishing statement when the torus need not descend to \( R \).

3.1. A formula for \( H^1(R((t)), T) \) for any \( R \)-torus \( T \)

By a result of Weibel [Wei91], for every commutative ring \( R \) we have

\[ \text{Pic}(R) \oplus \text{Pic}(R[t])_0 \oplus \text{Pic}(R[t^{-1}])_0 \oplus H^1_{\text{ét}}(R, \mathbb{Z}) \simto \text{Pic}(R[t, t^{-1}]), \tag{3.1.1} \]

where \((-)_0\) denotes the classes that die in \( \text{Pic}(R) \) under \( t \to 0 \) (respectively, \( t^{-1} \to 0 \)) and the map \( H^1_{\text{ét}}(R, \mathbb{Z}) \to \text{Pic}(R[t, t^{-1}]) \) is obtained from \( \mathbb{Z} \xrightarrow{1 \mapsto t} \mathbb{G}_m \). For applying this formula, it is sometimes useful to compute \( H^1_{\text{ét}}(R, \mathbb{Z}) \) in the Nisnevich topology, which is possible because every \( \mathbb{Z} \)-torsor over a Henselian local ring is trivial (see Theorem 2.1.2 (a) and the proof of Corollary 3.1.9).

Our goal in this section is to expose a similar description for \( \text{Pic}(R((t))) \) due to Gabber [Gab19]:

\[ \text{Pic}(R) \oplus \text{Pic}(R[t^{-1}])_0 \oplus H^1_{\text{ét}}(R, \mathbb{Z}) \simto \text{Pic}(R((t))); \]

in fact, we present a mild strengthening valid for torsors under any \( R \)-torus \( T \), see Theorem 3.1.7.

The results of this section originate in a letter of Gabber [Gab19] to the first named author.

We begin by reviewing the Weierstrass preparation theorem in a Henselian setting.

Proposition 3.1.2. For a Henselian local ring \( (R, \mathfrak{m}) \), every \( f \in R[t] \setminus \mathfrak{m}(R[t]) \) is of the form

\[ f = Pu \quad \text{for a unique } \quad P = t^d + a_{d-1}t^{d-1} + \cdots + a_0 \quad \text{with } a_i \in \mathfrak{m} \quad \text{and a unique } \quad u \in R(t)^\times; \]

moreover, the natural map \( R[t]/(P) \to R[t]/(f) \) is an isomorphism.

Proof. The functor \( R \to R[t] \) commutes with filtered direct limits (see §2.1.2), so we lose no generality by assuming that \( R \) is Noetherian. The uniqueness can then be seen over the \( (\mathfrak{m}, t) \)-adic completion \( \hat{R}[[t]] \) of \( R(t) \), which satisfies the usual Weierstrass preparation theorem [BouAC, Chapitre VII, section 3, numéro 8, Proposition 6].
For the existence, we begin by setting $k := R/\mathfrak{m}$, so that
\[ k[t] \cong R[t]/\mathfrak{m}(R[t]) \]
(see §2.1.2). Every nonempty closed subscheme of $\text{Spec}(R[t])$ meets $\text{Spec}(k[t])$ and $\text{Spec}(k[t]/f_k(t))$ is Henselian local supported along $\{t = 0\}$. Thus, isolation of quasi-finite parts of finite type schemes over Henselian local bases [EGA IV, Théorème 18.5.11 e)] applied to $R[t] \to R'$, where $R[t] \to R'$ is a sufficiently small étale neighborhood of the zero section of $R[t]$, implies that $R[t]/(f)$ is a finite local $R$-algebra that is isomorphic to a factor of $R'/f$). In particular, the $\mathfrak{m}$-adic topology of $R[t]/(f)$ agrees with its $(m,t)$-adic topology, to the effect that
\[ R[t]/(f) \otimes_R \hat{R} \sim \to R[t]/(f) \otimes_{R[t]} \hat{R}[t] \cong \hat{R}[t]/f\hat{R}[t]. \]
However, $\hat{R}[t]/f\hat{R}[t]$ is $\hat{R}$-flat by Weierstrass preparation [BouAC, Chapitre VII, section 3, numéro 8, Proposition 5], so $R[t]/(f)$ must be $R$-flat, and hence even finite free of some rank $d \geq 0$ as an $R$-module. Let $P \in R[t]$ be the characteristic polynomial of the $R$-linear scaling by $t$ action on $R[t]/(f)$. By construction, $P$ is of the form claimed in the statement, and the Cayley–Hamilton theorem [BouA, Chapitre III, section 8, numéro 11, Proposition 20] supplies a map $\iota: R[t]/(P) \to R[t]/(f)$. By Weierstrass preparation [BouAC, Chapitre VII, section 3, numéro 8, Proposition 5] again, $\iota \otimes_R \hat{R}$ is an isomorphism, so $\iota$ is too. In the resulting expression $P = fv$ one must have $v \in R(t)^\times$: indeed, since $\iota$ is an isomorphism, $v$ must reduce to a unit modulo $\mathfrak{m}$, that is, to a unit of the discrete valuation ring $k[t]$.

\[ \square \]

The following proposition and the subsequent 3.1.4 and 3.1.5 capture some concrete geometric consequences of the Henselian Weierstrass preparation established in Proposition 3.1.2.

**Proposition 3.1.3.** Let $(R, \mathfrak{m})$ be a Henselian local ring with the residue field $k := R/\mathfrak{m}$.

(a) Base change and schematic image give inverse bijections between the set of closed subschemes of $\mathbb{P}_R^1$ that do not meet $\text{Spec}(k[t^{-1}])$ and the set of closed subschemes of $\text{Spec}(R[t]_{1+tR[t]})$ (respectively, of $\text{Spec}(R[t])$) that do not contain the k-fiber. Moreover, for any such closed $Z \subseteq \mathbb{P}_R^1$,
\[ Z \sim \to Z_{R[t]_{1+tR[t]}} \sim \to Z_{R[t]}. \]

(b) Base change and schematic image give inverse bijections between the set of closed subschemes of $\text{Spec}(R[t^{-1}])$ that do not meet $\text{Spec}(k[t^{-1}])$ and the set of closed subschemes of $\text{Spec}((R[t]_{1+tR[t]})[\frac{1}{t}])$ (respectively, of $\text{Spec}(R[t])[\frac{1}{t}]$) that do not meet the k-fiber.\(^{11}\)

(c) The bijections of (a) and (b) respect the property of being an effective Cartier divisor.

**Proof.** All the morphisms for which we consider schematic images are quasi-compact and quasi-separated, so the formation of these images exhibits no pathologies, for instance, it commutes with flat base change, see [EGA I, Corollaire 9.5.2] and [EGA IV$_1$, numéro 1.7.8].

(a) Firstly, the maps in question supplied by base change are injective: indeed, $\text{Spec}(R[t]_{1+tR[t]})$ is the Zariskization of $\mathbb{P}_R^1$ along $\{t = 0\}$, so it contains all the generizations in $\mathbb{P}_R^1$ of the origin of $\mathbb{P}_k^1$, and $R[t]$ is faithfully flat over $R[t]_{1+tR[t]}$. Moreover, the ideal of $R[t]$ that cuts out a closed subscheme $Z' \subseteq \text{Spec}(R[t])$ not containing the k-fiber must contain an $f \in R[t]\setminus \mathfrak{m}(R[t])$, so Proposition 3.1.2 implies that $Z'$ is the base change of a closed subscheme $Z \subseteq \mathbb{P}_R^1$ that does not meet $\text{Spec}(k[t^{-1}])$ (note that $R[T]/(P)$ is $R$-finite for any monic $P$ and

\(^{11}\)For the sake of concreteness, we recall from Theorem 2.1.24 that the t-localized Zariskization $(R[t]_{1+tR[t]})[\frac{1}{t}]$ of $R[t]$ along $\{t = 0\}$ is also isomorphic to the localization of $R[t]$ with respect to the monic polynomials.
hence defines a closed subscheme of \( \mathbb{P}^1_R \). Consequently, the maps supplied by base change are even bijective, their inverses are given by forming schematic images, and

\[
Z \xrightarrow{\sim} Z_{R[t_1+tR[t]} \xrightarrow{\sim} Z_{R[t]}. 
\]

(b) Via schematic images in \( \mathbb{P}^1_R \), the closed subschemes \( Z' \subset \text{Spec}(R[t^{-1}]) \) in question correspond to those closed subschemes \( Z \subset \mathbb{P}^1_R \) as in (a) for which \( t \) is a nonzerodivisor on \( Z \), and likewise for \( \text{Spec}((R[t_1+tR[t])[^{1/t}]) \) or \( \text{Spec}(R[t][^{1/t}]) \). Thus, (a) gives the claim by using its isomorphy aspect to handle the nonzerodivisor requirement.

(c) The isomorphy aspect of (a) ensures that the bijections respect the property of being of finite presentation over the respective ambient schemes because the latter is equivalent to finite presentation over \( R \). Thus, by faithfully flat descent, it then also respects the further property of being cut out by a nonzerodivisor at every stalk of the ambient space. \( \square \)

**Corollary 3.1.4.** For a Henselian local ring \((R, \mathfrak{m})\), pullback maps induce isomorphisms

\[
\text{Pic}(R[t^{-1}]) \xrightarrow{\sim} \text{Pic}(\text{Spec}(R[t_1+tR[t][^{1/t}])) \xrightarrow{\sim} \text{Pic}(R(t)[^{1/t}]) \xrightarrow{\sim} \text{Pic}(R((t))).
\]

We will globalize Corollary 3.1.4 in (3.1.11.1) below.

**Proof.** The last map is an isomorphism by Corollary 2.1.22, so we focus on the other two. Moreover, by limit arguments, we may assume that \( R \) is Noetherian. By Lemma 2.2.11, any line bundle on \( R[t^{-1}] \) that trivializes over \( R[t][^{1/t}] \) extends to a line bundle on \( \mathbb{P}^1_R \), and so it must be trivial by, for instance, [Lam06, Chapter IV, Horrocks’ Theorem 2.2]. Thus, the first map and also its composition with the second one are injective. Since every line bundle on \( R[t][^{1/t}] \) or \( (R[t_1+tR[t])[^{1/t}] \) is associated to an effective Cartier divisor that may be chosen to not meet the special fiber (or any finite set of points, see [SP, Lemma 0AYM]), the remaining surjectivity assertion follows from Proposition 3.1.3 (c). \( \square \)

**Corollary 3.1.5.** For a seminormal, Henselian local ring \((R, \mathfrak{m})\), we have \( \text{Pic}(R((t))) = 0. \)

**Proof.** It suffices to combine Corollary 3.1.4 with the seminormality criterion [Swa80, Theorem 1]. \( \square \)

Corollary 3.1.5 is a special case of a general formula for \( H^1(R((t)), T) \), which we present in Theorem 3.1.7. For this, we begin with the following basic description of the units of \( R[t][^{1/t}] \) that simultaneously records the basic structure of the affine Grassmannian of a torus.

**Lemma 3.1.6.** For a reduced ring \( R \) and an \( R \)-torus \( T \), we have compatible isomorphisms

\[
(X_*(T))(R) \times T(R) \xrightarrow{\sim} T(R[t, t^{-1}]), \quad (X_*(T))(R) \times T(R(t)) \xrightarrow{\sim} T(R(t)[^{1/t}]), \quad (X_*(T))(R) \times T(R[t]) \xrightarrow{\sim} T(R((t))), \quad (3.1.6.1)
\]

where on \( X_*(T) \equiv \text{Hom}(G_m, T) \) the maps are obtained from \( \mathbb{Z} \xrightarrow{1 \mapsto t} G_m, R[t, t^{-1}] \) via \( \text{Hom}(\mathbb{Z}, T) \equiv T \).

**Proof.** Since \( T \) is affine and \( R[t, t^{-1}] \subset R[t][^{1/t}] \subset R((t)) \) (see (2.1.2.1)), we have compatible inclusions

\[
T(R[t]) \subset T(R(t)) \subset T(R[t][^{1/t}]) \quad \text{and} \quad T(R[t_1+tR[t][^{1/t}]) \subset T(R((t))).
\]

Moreover, by (2.2.12.1),

\[
T(R[t]) \xrightarrow{\sim} T(R[t, t^{-1}]) \subset T(R[t]) \quad \text{and} \quad T(R(t)) \xrightarrow{\sim} T(R(t)[^{1/t}]) \subset T(R((t)).
\]

Therefore, \( T(R[t]) \sim T(R[t, t^{-1}]) \cap T(R[t]) \) and \( T(R(t)) \sim T(R(t)[^{1/t}]) \cap T(R((t)). \)
Thus, since $T(R) \xrightarrow{\sim} T(R[[t]])$ (as may be checked étale locally on $R$), we reduce to the case of $R((t))$.

For an étale cover $R \to R'$, we see coefficientwise that both

$$ R[[t]] \to R'[[[t]]] \cong (R' \otimes_R R')[[t]] \quad \text{and} \quad R((t)) \to R'((t)) \cong (R' \otimes_R R')((t)) $$

are equalizer diagrams. Consequently, again since $T$ is affine, both functors $R \mapsto T(R[[t]])$ and $R \mapsto T(R((t)))$ are étale sheaves in $R$. Thus, we may work étale locally on $R$ and assume that $T = \mathbb{G}_m$.

For an $f \in R((t))^\times$, the function $\text{ord}_f : \text{Spec}(R) \to \mathbb{Z}$ that maps a prime $p \subset R$ to the $t$-adic valuation of the image of $f$ in $k(p)((t))$ is upper semicontinuous: each $p$ has an open neighborhood in Spec$(R)$ on which $\text{ord}_f \leq \text{ord}_f(p)$ (concretely, a neighborhood on which the coefficient of $t^{\text{ord}_f(p)}$ is a unit). Moreover, $\text{ord}_f + \text{ord}_{f^{-1}}$ is identically zero. Thus, $\text{ord}_f$ is in fact locally constant, so there is a unique $R$-point $n$ of $X_*(\mathbb{G}_m) \cong \mathbb{Z}$ such that $\text{ord}_f$ is identically zero. Consequently, at every residue field of $R$ the coefficient of $t^m$ of $t^n f$ vanishes for $m < 0$ (respectively, is a unit for $m = 0$). Thus, this coefficient lies in the nilradical and hence vanishes (respectively, is a unit) in $R$, so that $t^n f \in R[[t]]^\times$.

**Theorem 3.1.7.** For a ring $R$ and an $R$-torus $T$, we have the identification

$$ H^1(R[t^{-1}], T) \oplus H^1(R, X_*(T)) \xrightarrow{\sim} H^1(R[[t]], T) \xrightarrow{2.1.22} H^1(R((t)), T), \quad (3.1.7.1) $$

where the map on $H^1(R, X_*(T))$ is obtained from $\mathbb{Z} \xrightarrow{1 \mapsto t} \mathbb{G}_m, R[t, t^{-1}]$ as in Lemma 3.1.6; thus,

$$ H^1(R, T) \hookrightarrow H^1(R((t)), T) $$

and, for reduced $R$,

$$ (X_*(T))(R) \overset{3.1.6}{\sim} H^1_{(t=0)}(R[t], T) \cong H^1_{(t=0)}(R[[t]], T) \quad \text{functorially in } R \text{ and } T. \quad (3.1.7.2) $$

**Proof.** We focus on (3.1.7.1)—the rest will follow: for $H^1(R, T) \hookrightarrow H^1(R((t)), T)$, one decomposes

$$ H^1(R[t^{-1}], T) \cong H^1(R, T) \oplus \text{Ker} \left( H^1(R[t^{-1}], T) \xrightarrow{t^{-1} \mapsto 0} H^1(R, T) \right), $$

and for (3.1.7.2), one first deduces that $H^1(R[t], T) \hookrightarrow H^1(R[t][\frac{1}{t}], T)$ (see Theorem 2.1.6), and then combines the cohomology with supports sequence with Lemma 3.1.6 and excision [Mil80, Chapter III, Proposition 1.27].

For (3.1.7.1) itself, by limit arguments based on [SGA 4\text{II}, Exposé VII, Corollaire 5.9], we may assume that $R$ is Noetherian. The topological invariance of the étale site and the insensitivity of torsors under smooth groups to the nilradical [SGA 3\text{II new}, Exposé XXIV, Lemme 8.1.8] then allow us to replace $R$ by $R^{\text{red}}$. We consider the functor $\mathcal{F}$ defined on the category of étale $R$-algebras by

$$ \mathcal{F} : R' \mapsto \{(X, \iota : X_{|t^{-1}=0} \xrightarrow{\sim} T_{R'})\}/\sim, $$

where $X$ is a $T_{R'[t^{-1}]}$-torsor and $\iota$ is a trivialization of its pullback to $R'$ along $t^{-1} \to 0$. Since $R'$ is reduced, we see étale locally on $R'$ that $T(R') \xrightarrow{\sim} T(R'[t^{-1}])$, to the effect that the pairs $(X, \iota)$ have no nonidentity automorphisms. Thus, by descent, $\mathcal{F}$ is an étale sheaf on $R$ with global sections

$$ \mathcal{F}(R) \cong \text{Ker} \left( H^1(R[t^{-1}], T) \xrightarrow{t^{-1} \mapsto 0} H^1(R, T) \right). $$

By Corollary 3.1.4 and limit arguments, for any $T_{R[t][\frac{1}{t}]}$-torsor $X$ there is an étale cover $R \to R'$ such that the isomorphism class of $X_{R'[t][\frac{1}{t}]}$ lifts to a unique $x \in \mathcal{F}(R')$. The unique lift continues
to exist over any refinement of the cover, so, since \( X \) begins life over \( R(t)[\frac{1}{t}] \) and \( \mathcal{F} \) is an étale sheaf, the local lifts glue to a unique global

\[ x \in \mathcal{F}(R) \subset H^1(R[t^{-1}], T). \]

By adjusting \( X \) by the pullback of the \( T_{R[t^{-1}]} \)-torsor determined by \( x \), we reduce to the case when \( x = 0 \). Such \( X \) are precisely the \( T_{R[t]}[\frac{1}{t}] \)-torsors that trivialize over \( (R^\text{sh})_{\mathfrak{p}}[\frac{1}{t}] \) for every prime \( \mathfrak{p} \subset R \). By viewing \( \mathfrak{p} \) as a prime of \( R(t) \) that contains \( t \), we have

\[ (R^\text{sh})_{\mathfrak{p}}[\frac{1}{t}] \subset R(t)^{\text{sh}}, \text{ compatibly with } t \text{ on both sides} \quad (3.1.7.3) \]

(both sides are initial among the strictly Henselian local \( R_{\mathfrak{p}} \)-algebras \((A, \mathfrak{m})\) equipped with a local map \( R_{\mathfrak{p}} \to A \) and a \( t \in \mathfrak{m} \)). Thus, the \( X \) as above are precisely the \( T_{R[t]}[\frac{1}{t}] \)-torsors that trivialize over the pullback of some étale cover of \( R(t) \), in other words, by the characterization of torsors under pushforward groups [Gir71, Chapitre V, Proposition 3.1.3], they are precisely the \( (j_*(T_{R[t]}[\frac{1}{t}])) \)-torsors where

\[ j: \text{Spec}(R[t][\frac{1}{t}]) \hookrightarrow \text{Spec}(R[t]). \]

We have reduced to showing that

\[ H^1(R, T) \oplus H^1(R, X_*(T)) \xrightarrow{\sim} H^1(R[t], j_*(T_{R[t]}[\frac{1}{t}])), \text{ inside } H^1(R[t][\frac{1}{t}], T). \quad (3.1.7.4) \]

For this, we first exhibit the following short exact sequence on \( R(t)_{\text{ét}} \):

\[ 0 \to \mathcal{T}_{R[t]} \to j_*(T_{R[t]}[\frac{1}{t}]) \to i_*(X_*(T)) \to 0, \quad (3.1.7.5) \]

where \( i: \text{Spec}(R) \hookrightarrow \text{Spec}(R[t]) \) is the closed immersion complementary to \( j \). To explain the third map, we first note that, by the insensitivity of the étale site to nonreduced structure, the \( t \)-adic completion of any étale \( R[t] \)-algebra \( A \) is canonically and functorially isomorphic to \((A/(t))[t]\). Thus, the third map is well-defined by letting it on \( A \)-points be the composition

\[ T(A[\frac{1}{t}]) \to T((A/(t))(\!(t)\!)) \xrightarrow{(3.1.6.1)} (X_*(T))(A/(t)). \]

This makes \( (3.1.7.5) \) short exact because, by Theorem 2.2.17 (with Claim 2.2.16.3), an element of \((X_*(T))(A/(t))\) is in the image of \( T(A[\frac{1}{t}]) \) after pullback along an étale \( A \to A' \) with \( A/(t) \sim A'(t) \).

We claim that \( (3.1.7.5) \) induces split short exact sequences on \( H^0 \) and \( H^1 \). For \( H^0 \), this is part of Lemma 3.1.6. For \( H^1 \), the composition of the evaluation at \( t \) map \( X_*(T)_{R[t]} \to j_*(T_{R[t]}[\frac{1}{t}]) \) used there with the third map of \( (3.1.7.5) \) is, by construction, the adjunction map \( X_*(T)_{R[t]} \to i_*(X_*(T)) \), and it then suffices to argue that the latter induces an isomorphism

\[ H^1(R[t], X_*(T)) \xrightarrow{\sim} H^1(R, X_*(T)). \]

Indeed, this last map is surjective because it has a section, and it is injective by Theorem 2.1.6 (a).

Finally, to deduce that the split exact sequence on \( H^1 \) gives \( (3.1.7.4) \), we use Theorem 2.1.6 again.

\[
\text{Remark 3.1.8. We recall from [CTS87, Lemma 2.4] (with a limit argument that eliminates the Noetherianity hypothesis) that if } R \text{ is a normal integral domain, then}
\]

\[ H^1(R, T) \xrightarrow{\sim} H^1(R[t^{-1}], T), \]

\[ H^1(R, T) \oplus H^1(R, X_*(T)) \xrightarrow{(3.1.7.1)} H^1(R((t)), T). \]

In the following consequence of Theorem 3.1.7 the ring \( R \) could, for instance, be a normal domain.
Corollary 3.1.9. For a geometrically unibranch ring $R$ whose spectrum is irreducible, 

$$\text{Pic}(R[t^{-1}]) \xrightarrow{\sim} \text{Pic}(R((t)))$$ respectively, $\text{Pic}(R) \xrightarrow{\sim} \text{Pic}(R((t)))$ if $R$ is also seminormal.

In particular, for a local normal domain $R$, we have $\text{Pic}(R((t))) \cong 0$.

Proof. Theorem 3.1.7 (respectively, and the characterization of seminormality given in [Swa80, Theorem 1]) reduces us to showing that $H^1_{\text{et}}(R, \mathbb{Z}) = 0$. However, by the characterization of components of étale schemes over normal bases [EGA IV, Proposition 18.10.7], the sheaf $\mathbb{Z}$ on $R_{\text{et}}$ is the push-forward of $\mathbb{Z}$ from the generic point of $\text{Spec}(R)$. Thus, letting $K$ denote the residue field at this generic point, we get that

$$H^1_{\text{et}}(R, \mathbb{Z}) \subset H^1_{\text{et}}(K, \mathbb{Z}) \cong \text{Hom}_{\text{cont}}(\text{Gal}(\overline{K}/K), \mathbb{Z}) = 0.$$

We conclude the section by generalizing the formula of Weibel [Wei91] for $\text{Pic}(R[t, t^{-1}])$ recalled in (3.1.1) to a formula for $H^1(R[t, t^{-1}], T)$ valid for any $R$-torus $T$.

Theorem 3.1.10. For a ring $R$ and an $R$-torus $T$, we have

$$H^1(R, T) \oplus H^1(R[t], T) \oplus H^1(R[t^{-1}], T) \xrightarrow{\sim} H^1(R[t, t^{-1}], T),$$

(3.1.10.1)

where $(-)_0$ denotes the kernel of the evaluation $t \mapsto 0$ (respectively, $t^{-1} \mapsto 0$) and the map on $H^1(R, X_*(T))$ is obtained from $\mathbb{Z} \xrightarrow{1 \mapsto t} \mathbb{G}_m, R[t, t^{-1}]$ analogously to the map in Lemma 3.1.6.

Proof. Theorems 2.1.6 and 3.1.7 with cohomology sequences supply a commutative diagram

$$
\begin{array}{c}
0 \rightarrow H^1(R[t], T) \xrightarrow{\sim} H^1(R[t, t^{-1}], T) \xrightarrow{\sim} H^1(R[t, t^{-1}], T)/H^1(R[t], T) \xrightarrow{\sim} H^1_{t=0}(R[t], T) \\
\downarrow t \mapsto 0 \downarrow \downarrow \downarrow \downarrow \\
0 \xrightarrow{\sim} H^1(R, T) \xrightarrow{\sim} H^1(R[t], T) \oplus H^1(R[t^{-1}], T) \xrightarrow{\sim} H^1(R[t, t^{-1}], T) \oplus H^1(R, X_*(T)) \xrightarrow{\sim} H^1_{t=0}(R[t], T)
\end{array}
$$

where we used excision [Mil80, Chapter III, Proposition 1.27] for the last vertical arrow. Consequently, the third vertical arrow is injective and, since the splitting

$$H^1(R[t^{-1}], T) \oplus H^1(R, X_*(T)) \rightarrow H^1(R[t], T)$$

supplied by Theorem 3.1.7 naturally factors through $H^1(R[t, t^{-1}], T)$, it is also surjective. The factorization then ensures that the top short exact sequence splits, and the desired (3.1.10.1) follows.

With the argument of Theorem 3.1.10, we now also describe $T$-torsors over $R(t)$

$$\xrightarrow{2.1.24} (R[t]_{1+tR[t]}[\frac{1}{t}]).$$

Variant 3.1.11. For a ring $R$ and an $R$-torus $T$,

$$H^1(R[t]_{1+tR[t]}, T) \oplus H^1(R[t^{-1}], T) \oplus H^1(R, X_*(T)) \xrightarrow{\sim} H^1((R[t]_{1+tR[t]}[\frac{1}{t}]), T);$$

in particular,

$$\text{Pic}(R[t^{-1}]) \oplus H^1(R, \mathbb{Z}) \xrightarrow{\sim} \text{Pic}((R[t]_{1+tR[t]}[\frac{1}{t}]) \cong \text{Pic}(R(t)[\frac{1}{t}]) \cong \text{Pic}(R((t))).$$

(3.1.11.1)

Proof. Example 2.1.21 ensures that $\text{Pic}(R) \xrightarrow{\sim} \text{Pic}(R[t]_{1+tR[t]}),$ so the second assertion follows from the first and Theorem 3.1.7. For the first assertion, the argument is as for Theorem 3.1.10. □
3.2. Torsors under tame isotrivial tori over $R((t))$

We wish to extend the vanishing that we saw in Corollary 3.1.5 to tori over $R((t))$ that need not come from $R$, see Theorem 3.2.4 below for a precise statement. This will be of central importance for the product formula for the Hitchin fibration in the proof of Theorem 4.3.8. The arguments in this section build on the ones explained by Gabber in a conversation with the first named author.

**Lemma 3.2.1.** For a strictly Henselian local ring $(R, m)$, the finite étale Galois covers

$$R((t)) \to R((t^{1/d}))$$

are cofinal among the tamely ramified relative to $R$ finite étale $R((t))$-algebras;\(^{12}\) in particular, the $R$-tame étale fundamental group of $R((t))$ is $\prod_{\ell \neq \text{char}(R/m)} \mathbb{Z}_\ell(1)$ and, via base change, the category of tamely ramified relative to $R$ finite étale $R((t))$-algebras is equivalent to its counterpart for $R/m$.

**Proof.** Corollary 2.1.19 ensures that Spec($R((t))$) is connected, so the degrees of its finite étale covers are constant. Moreover, $R((t)) \to R((t^{1/d}))$ is indeed finite étale Galois with group $\mu_d$. By Corollary 2.1.20, we may replace $R((t))$ and $R((t^{1/d}))$ by $R\{t\}[\frac{1}{d}]$ and $R\{t^{1/d}\}[\frac{1}{d}]$. By the relative Abhyankar’s lemma [SGA 1new, Exposé XIII, Proposition 5.5], for any tamely ramified relative to $R$ finite étale cover, its base change to $R\{t^{1/d}\}[\frac{1}{d}]$ extends to a finite étale cover of $R\{t^{1/d}\}$ for some $d$ invertible in $R$. However, $R\{t^{1/d}\}$ is strictly Henselian local, so its étale covers split. All the assertions follow. \(\square\)

Lemma 3.2.1 leads to the following result on cohomology.

**Proposition 3.2.2.** For a strictly Henselian local ring $R$ with residue field $k$ and a finite, étale $R((t))$-group scheme $G$ of order invertible in $R$ such that $G$ becomes constant over a finite étale cover of $R((t))$ that is tamely ramified relative to $R$, we have

$$H^0(R((t)), G) \xrightarrow{\sim} H^0(k((t)), G) \quad \text{and} \quad H^1(R((t)), G) \xrightarrow{\sim} H^1(k((t)), G);$$

if $G$ is commutative, then, in addition,

$$R\Gamma(R((t)), G) \xrightarrow{\sim} R\Gamma(k((t)), G) \quad \text{and} \quad H^i(R((t)), G) \cong 0 \quad \text{for} \quad i \geq 2.$$

**Proof.** Since $G$ is tamely ramified relative to $R$, the statement about $H^0$ follows from the equivalence of categories of Lemma 3.2.1. For $H^1$, we first note that if $G$ is constant, then $G$-torsors amount to $G$-conjugacy classes of homomorphisms $\pi^\text{ét}_1(R((t))) \to G(R((t)))$, and likewise over $k((t))$. Due to the assumption on the order of $G$, every such homomorphism factors through the maximal tame relative to $R$ quotient of $\pi^\text{ét}_1(R((t)))$, and likewise over $k((t))$, so Lemma 3.2.1 gives the statement about $H^1$ for constant $G$. For general tamely ramified $G$, this argument shows that every $G$-torsor splits over some tame relative to $R$ cover $R((t)) \to R((t^{1/d}))$ that may be chosen so that $G$ is constant over it, and likewise over $k((t))$. Thus, Lemma 3.2.1 also gives the general case of the statement about $H^1$: now $G$-torsors amount to twisted conjugacy classes of twisted homomorphisms $\pi^\text{ét}_1(R((t))) \to G(R((t^{1/d})))$, and likewise over $k((t))$, compare with [Ser02, Chapter I, Sections 5.1–5.2] or [Gir71, Chapitre III, Section 3.7].

For the rest of the proof, we assume that $G$ is commutative. Since $k$ is separably closed, the étale cohomological dimension of the field $k((t))$ is $\leq 1$, so the vanishing assertion follows from the assertion about $R\Gamma$. For the latter, as we saw, by Lemma 3.2.1, our group $G$ becomes constant

---

\(^{12}\)We say that a finite étale $R((t))$-algebra $S$ is tamely ramified relative to $R$ if for every residue field $k$ of $R$, the étale algebra $S \otimes_{R((t))} k((t))$ is tamely ramified over the discretely valued field $k((t))$, compare with the definition of tameness given in [SGA 1new, Exposé XIII, Définition 2.1.1].
over the finite étale cover $R((t)) \to R((t^{1/d}))$ for some $d$ that is invertible in $R$. Thus, we may find a resolution

$$0 \to G \to G_1 \to G_2 \to \ldots$$

of $G$ in which each $G_i$ is a finite étale group obtained from some constant group over $R((t^{1/d}))$ by restriction of scalars. The cohomology spectral sequence associated to this resolution allows us to replace $G$ by $G_i$, so we only need to show that

$$H^j(R((t^{1/d})), \mathbb{Z}/n\mathbb{Z}) \to H^j(k((t^{1/d})), \mathbb{Z}/n\mathbb{Z}) \quad \text{for all } j \in \mathbb{Z} \text{ and } n \text{ invertible in } R.$$

The case $j \leq 1$ follows from the previous paragraph. For $j \geq 2$, both sides vanish by the relative cohomological purity [SGA 4III, Exposé XVI, Théorème 3.7] (with Corollary 2.1.20 to replace $\{-\}$ by $\{-\}[\frac{1}{d}]$).

Example 3.2.3. Let $R$ be a strictly Henselian local ring, let $n \in \mathbb{Z}_{>0}$ be invertible in $R$, and consider $G := \mathbb{Z}/n\mathbb{Z} \cong \mu_n$. Proposition 3.2.2 implies that $H^1(R((t)), \mu_n)$ is cyclic of order $n$, with a generator given by the image of $t$ under the connecting Kummer map $R((t))^{\times}/R((t))^{\times n} \to H^1(R((t)), \mu_n)$. It follows that for such $R$ the Picard group $\text{Pic}(R((t)))$ has no torsion of order invertible in $R$.

Theorem 3.2.4. For a seminormal, strictly Henselian, local ring $R$ and a $R((t))$-torus $T$ that splits over $R((t^{1/d}))$ for some $d \in \mathbb{Z}_{>0}$ that is invertible in $R$ (for instance, a $T$ that splits over some $W$-torsor over $R((t))$ for a finite group $W$ whose order is invertible on $R$), we have

$$H^1(R((t)), T) = 0.$$

Proof. Lemma 3.2.1 implies the parenthetical example. Moreover, by Corollary 3.1.5, we have

$$H^1(R((t^{1/d})), T) \cong 0.$$

Thus, by using the trace map constructed in [SGA 4III, Exposé XVII, Section 6.3.13 up to Proposition 6.3.15, especially, Proposition 6.3.15 (iv)], we conclude that $H^1(R((t)), T)$ is killed by $d$, so that

$$H^1(R((t)), T) \to H^2(R((t)), T[d]).$$

Since $\mu_d \cong \mathbb{Z}/d\mathbb{Z}$ over $R$, Proposition 3.2.2 implies that the target of this injection vanishes. \qed

4. Reductive group schemes and the Hitchin fibration

We turn to the geometry and arithmetic of reductive group schemes. In §4.1, we present a new proof of the Chevalley isomorphism valid over arbitrary bases. In §4.2, we record several improvements that concern the geometry of the Chevalley morphism. Both §4.1 and §4.2 simultaneously build up the setup for the product formula for the Hitchin fibration, which we finally take up in §4.3.

4.1. The Chevalley isomorphism for root-smooth reductive group schemes

The goal of this section is to show in Theorem 4.1.10 that for a reductive group $G$ over a scheme $S$ equipped with a maximal $S$-torus $T \subset G$ and its Lie algebra $t \subset g$, the map

$$t/W \to g//G$$

is an isomorphism whenever $G$ is root-smooth in the sense of §4.1.1 below (for instance, whenever either 2 is invertible on $S$ or $\mathcal{R}(G)$ has no contributions of type $C_n$). The statement seems new
already when $S$ is an algebraically closed field of small positive characteristic with $G$ nonsemisimple, and it includes results of Springer–Steinberg [SS70, Chapter II, Section 3.17] and Chaput–Romagny [CR10, Theorem 1.1] as special cases.\footnote{Chaput–Romagny point out in [CR10, footnote on page 692] that the Springer–Steinberg proof has an unclear point, which seems to be inherited by several other references that claim this argument in root-smooth settings over a field.} The proof seems new already over $\mathbb{C}$ and uses the Grothendieck alteration $\widehat{\mathfrak{g}} \to \mathfrak{g}$ reviewed in §4.1.7. The idea is to extend the $W$-torsor structure on the regular semisimple locus $\widehat{\mathfrak{g}}^{\text{reg}}$ to a $W$-action on the locus $\widehat{\mathfrak{g}}^{\text{fin}}$ over which the alteration is finite (that is, the regular locus $\mathfrak{g}^{\text{reg}}$, although we do not use the identification $\mathfrak{g}^{\text{fin}} = \mathfrak{g}^{\text{reg}}$ that we later review in Proposition 4.2.3). To control the $W$-invariants of the extended action, we use a reduction to finite fields trick (see the proof of Proposition 4.1.9), and then conclude by using the fact the image $\mathfrak{g}^{\text{fin}} \subset \mathfrak{g}$ of $\widehat{\mathfrak{g}}^{\text{fin}}$ is large enough to cover all the points of $\mathfrak{g}$ that are $S$-fiberwise of height $\leq 1$.

### 4.1.1. Root-smoothness

A reductive group $G$ over a scheme $S$ is root-smooth if for every geometric point $\overline{s}$ of $S$ and every maximal $\overline{s}$-torus $T \subset G_{\overline{s}}$, each root $T \to \mathbb{G}_m, \overline{s}$ is a smooth morphism. For each $s \in S$, it suffices to verify this for a single $\overline{s}$ over $s$ and a single $T \subset G_{\overline{s}}$, the condition only depends on the $\overline{s}$-isomorphism class of $(G_{\overline{s}}, T)$, and $G(k(\overline{s}))$-conjugation acts transitively on the possible $T$. Thus, by the fibral criterion [EGA IV$_3$, Corollaire 11.3.11], a $G$ with a maximal $S$-torus $T \subset G$ is root-smooth if and only if each root $T \to \mathbb{G}_m$ is smooth over the étale cover over which it is defined. The smoothness of $T \to \mathbb{G}_m$ amounts to the surjectivity of $\text{Lie}(T) \to \text{Lie}(\mathbb{G}_m)$, so root-smoothness is an open condition: if $G_s$ is root-smooth for an $s \in S$, then so is $G_{\overline{s}}$ for some open neighborhood $U \subset S$ of $s$; in particular, there is the unique largest open of $S$ over which $G$ is root-smooth.

Root-smoothness amounts to a concrete combinatorial condition: indeed, a $T \to \mathbb{G}_m, \overline{s}$ is smooth if and only if it not divisible by $\text{char}(k(\overline{s}))$ in $X^*(T)$. For instance, by [Jan04, Section 13.3], the reductive group $G$ is root-smooth whenever

- $2$ is invertible on $S$; or
- $G_{\text{der}}$ is adjoint (for instance, whenever $G$ is adjoint semisimple); or
- the root data of the geometric $S$-fibers of $G$ have no contributions of type $C_n$ with $n \geq 1$;

so certainly whenever the order of the Weyl group of $G$ is invertible on $S$ (of course, it even suffices that each $S$-fiber of $G$ satisfy one of the above conditions). A basic example of a $G$ that is not root-smooth is $\text{SL}_2$ in characteristic $2$ (note that $C_1 = A_1$).

Root-smooth groups admit a Lie-theoretic characterization of maximal tori. We record this in Proposition 4.1.3 because it generalizes [SGA 3$_{II}$, Exposé XIV, Théorème 3.18] that exhibited such a description for adjoint semisimple $G$ (see also [SGA 3$_{II}$, Exposé XIV, Corollaire 3.19] where root-smoothness is already visible).

### 4.1.2. Subgroups of type (C)

For a reductive group $G$ over a scheme $S$, we recall from [SGA 3$_{II}$, Exposé XIII, Proposition 4.4 and what follows; Exposé XIV, Définition 2.4] that a Lie $S$-subalgebra $\mathfrak{c} \subset \text{Lie}(G)$ is Cartan if $\mathfrak{c}$ is Zariski locally on $S$ a module direct summand of $\text{Lie}(G)$ and, for every geometric point $\overline{s}$ of $S$, the Lie subalgebra $\mathfrak{c}_{\overline{s}} \subset \text{Lie}(G)_{\overline{s}}$ is nilpotent and equal to its own normalizer. Every Cartan $\mathfrak{c}$ arises from an $S$-subgroup: in fact, by [SGA 3$_{II}$, Exposé XIV, Théorème 3.9], the functor $H \mapsto \text{Lie}(H)$ induces a bijection between the closed, smooth, fiberwise connected subgroups $H \subset G$ such that $\text{Lie}(H) \subset \text{Lie}(G)$ is a Cartan subalgebra (such $H$ are the subgroups of type (C)) and the Cartan subalgebras of $\text{Lie}(G)$. By [SGA 3$_{II}$, Exposé XIV, Corollaire 3.5, Théorème 3.9], any two subgroups of $G$ of type (C) (respectively, any two Cartan subalgebras of $\text{Lie}(G)$) are $G$-conjugate étale locally on $S$. If $S = \text{Spec}(k)$ for a field $k$, then, by [SGA 3$_{II}$, Exposé XIV, Proposition 4.4 and what follows; Exposé XIV, Définition 2.4] that a Lie $S$-subalgebra $\mathfrak{c} \subset \text{Lie}(G)$ is Cartan if $\mathfrak{c}$ is Zariski locally on $S$ a module direct summand of $\text{Lie}(G)$ and, for every geometric point $\overline{s}$ of $S$, the Lie subalgebra $\mathfrak{c}_{\overline{s}} \subset \text{Lie}(G)_{\overline{s}}$ is nilpotent and equal to its own normalizer. Every Cartan $\mathfrak{c}$ arises from an $S$-subgroup: in fact, by [SGA 3$_{II}$, Exposé XIV, Théorème 3.9], the functor $H \mapsto \text{Lie}(H)$ induces a bijection between the closed, smooth, fiberwise connected subgroups $H \subset G$ such that $\text{Lie}(H) \subset \text{Lie}(G)$ is a Cartan subalgebra (such $H$ are the subgroups of type (C)) and the Cartan subalgebras of $\text{Lie}(G)$. By [SGA 3$_{II}$, Exposé XIV, Corollaire 3.5, Théorème 3.9], any two subgroups of $G$ of type (C) (respectively, any two Cartan subalgebras of $\text{Lie}(G)$) are $G$-conjugate étale locally on $S$. If $S = \text{Spec}(k)$ for a field $k$, then, by [SGA 3$_{II}$, Exposé XIV,
lemme 1.2], the group $G$ has a subgroup of type (C), equivalently, then the Lie algebra $\text{Lie}(G)$ has a Cartan subalgebra.

**Proposition 4.1.3.** A reductive group $G$ over a scheme $S$ is root-smooth if and only if étale locally on $S$ it has a subgroup of type (C) that is a maximal torus, in which case the subgroups of type (C) of base changes of $G$ are precisely the maximal tori; in particular, for a root-smooth $G$, the Cartan subalgebras of $\text{Lie}(G)$ are precisely the Lie algebras of the maximal $S$-tori of $G$.

**Proof.** By [SGA 3 II, Exposé X, Corollaire 4.9], being a torus is a fibral condition on a closed, smooth, fiberwise connected $S$-subgroup $H \subset G$, so we lose no generality by assuming that $S$ is a geometric point. We then let $T \subset G$ be a maximal torus with its Lie algebra $t \subset \mathfrak{g}$. Since $t$ is abelian, by the criterion [SGA 3 II, Exposé XIII, Proposition 4.4 and what follows], it is a Cartan subalgebra of $\mathfrak{g}$ (that is, $T$ is a subgroup of type (C)) if and only if there exists a $\gamma \in t$ for which $\text{ad}(\gamma)|_{\mathfrak{g}/t}$ is injective. However, the root decomposition

$$\mathfrak{g} = t \oplus \bigoplus_{\alpha} \mathfrak{g}_\alpha,$$

shows that $\text{ad}(\gamma)|_{\mathfrak{g}/t}$ is semisimple with eigenvalues $\alpha(\gamma)$, so the injectivity of $\text{ad}(\gamma)|_{\mathfrak{g}/t}$ amounts to the nonvanishing of each $\alpha(\gamma)$. Thus, $G$ is root-smooth if and only if $T$ is a subgroup of type (C).

To show that in this case every subgroup $H \subset G$ of type (C) is a maximal torus, we first recall from [SGA 3 II, Exposé XIV, Théorème 5.6 (with Exposé XII, Section 1.0)] that any such $H$ contains a maximal torus $T$ of $G$. By [SGA 3 II, Exposé XIII, Proposition 4.4 and what follows], Cartan subalgebras are maximal nilpotent Lie subalgebras of $\mathfrak{g}$, so the inclusion $\text{Lie}(T) \subset \text{Lie}(H)$ is an equality. It then follows from §4.1.2 that $T = H$. 

**Remark 4.1.4.** In general, Cartan subalgebras differ from Lie algebras of maximal tori. For instance, we recall from [SGA 3 II, Exposé XIII, Remarques 6.6 c)] that the Lie algebra of $G := (\text{SL}_2)_{\overline{\mathbb{F}}_2}$ is nilpotent, to the effect $\text{Lie}(G)$ is its own unique Cartan subalgebra (and $(\text{SL}_2)_{\overline{\mathbb{F}}_2}$ is its own unique subgroup of type (C)).

Root-smooth groups possess a well-behaved regular semisimple locus $\mathfrak{g}^{ss} \subset \mathfrak{g}$ that will be used below.

**4.1.5. The regular semisimple locus $\mathfrak{g}^{ss} \subset \mathfrak{g}$.** For a reductive group $G$ over a scheme $S$ and a variable $S$-scheme $S'$, we recall from [SGA 3 II, Exposé XIII, Proposition 4.2 and what follows; Exposé XIV, Définition 2.5] that a section $\gamma \in \mathfrak{g}(S')$ is regular semisimple (called simply ‘regular’ in *loc. cit.*) if it lies in some Cartan subalgebra $\mathfrak{c} \subset \mathfrak{g}_{S'}$ (see §4.1.2) and for every geometric point $\overline{s}$ of $S'$ we have

$$\mathfrak{c}_{\overline{s}} = \bigcup_{n \geq 0} \text{Ker}(\text{ad}(\gamma)^n).$$

By [SGA 3 II, Exposé XIV, Proposition 2.6], for a regular semisimple $\gamma$ we have

$$\mathfrak{c} = \bigcup_{n \geq 0} \text{Ker}(\text{ad}(\gamma)^n),$$

so the Cartan $\mathfrak{c}$ is uniquely determined. Conversely, if $S$ is a geometric point and $\gamma \in \mathfrak{g}(S)$ lies in at least one and at most finitely many Cartans $\mathfrak{c} \subset \mathfrak{g}$, then, by [SGA 3 II, Exposé XIII, Théorème 6.1], it is regular semisimple, and so lies in a unique $\mathfrak{c}$. This immediately reveals pathologies: for instance, by Remark 4.1.4, the entire Lie algebra of $(\text{SL}_2)_{\overline{\mathbb{F}}_2}$ is regular semisimple. To avoid them, we will only discuss regular semisimple sections for root-smooth reductive $G$.

For example, if $G$ is reductive and root-smooth, then, by Proposition 4.1.3 and the characterization of being regular semisimple in terms of the injectivity of the adjoint action modulo a Cartan [SGA 3 II, Exposé XIII, Proposition 4.6], a $\gamma \in \mathfrak{g}(S)$ is regular semisimple if and only if it lies in the Lie algebra $t \subset \mathfrak{g}$ of a maximal $S$-torus $T \subset G$ and $(\text{ad}(\gamma)^{(\overline{s})}) \neq 0$ for every geometric point $\overline{s}$ of $S$ and every root $\alpha: T_{\overline{s}} \rightarrow \mathbb{G}_m$. In particular, in the root-smooth case a regular semisimple section is semisimple (and
is also regular as we will see in Lemma 4.1.6 and §4.2.1, which will also show the converse: sections that are both regular and semisimple are regular semisimple).

When \( G \) is reductive and root-smooth, [SGA 3 II, Exposé XIV, Proposition 2.9, Corollaire 2.10] (with Proposition 4.1.3) gives an \( S \)-fiber stable, under the adjoint action of \( G \) and under the scaling action of \( \mathbb{G}_m \), open

\[ \mathfrak{g}^{rs} \subset \mathfrak{g} \]  
that represents the subfunctor of regular semisimple sections.

For later use, we review the description of centralizers of semisimple and regular semisimple sections. For a description of this sort over an arbitrary base, see Lemma 4.2.7 below.

**Lemma 4.1.6.** Let \( G \) be a reductive group over an algebraically closed field \( k \), let \( T \subset G \) be a maximal \( k \)-torus with Lie algebra \( t \subset \mathfrak{g} \) and Weyl group \( W := N_G(T)/T \), and fix a \( \gamma \in t(k) \). The group \( C_G(\gamma)^0 \) is reductive with the root system formed by those \( T \)-roots of \( G \) that vanish on \( \gamma \),

\[
(C_G(\gamma)^0)(k) \text{ is generated by } T(k) \text{ and the } T \text{-root groups } U_\alpha(k) \text{ with } d\alpha(\gamma) = 0,
\]

\[
(C_G(\gamma))(k) \text{ is generated by } (C_G(\gamma)^0)(k) \text{ and the elements of } W \text{ centralizing } \gamma, \text{ and }\gamma \in \text{Lie(Cent}(C_G(\gamma)^0))).\text{ In particular, if } G \text{ is root-smooth and } \gamma \in \mathfrak{g}^{rs}(k) \cap t(k), \text{ then } C_G(\gamma)^0 = T.
\]

**Proof.** Since \( \gamma \) is semisimple, \( C_G(\gamma) \) is \( k \)-smooth by [Bor91, Chapter III, Section 9.1, Proposition]. Thus, [Ste75, Lemma 3.7] gives the claims about \( C_G(\gamma)^0 \) and the descriptions of \( (C_G(\gamma)^0)(k) \) and \( (C_G(\gamma))(k) \). Root decompositions of \( \text{Lie}(C_G(\gamma)^0) \) show that \( \gamma \) lies in the Lie algebra of every maximal torus of \( C_G(\gamma)^0 \), so

\[ \gamma \in \text{Lie(Cent}(C_G(\gamma)^0)) \]

by [SGA 3 II, Exposé XII, Proposition 4.10 and what follows]. The last claim follows from the rest and §4.1.5.

We turn to reviewing our main tool for studying the morphism \( t/W \to \mathfrak{g}/G \) in Theorem 4.1.10.

**4.1.7. The Grothendieck alteration.** Let \( G \) be a reductive group over a scheme \( S \), let \( \mathfrak{g} \) be its Lie algebra, let \( \mathcal{B} \) be the smooth, projective \( S \)-scheme that parametrizes Borel subgroups of \( G \) and that was constructed in [SGA 3 II new, Exposé XXII, Corollaire 5.8.3], and consider the closed \( G \)-stable \( S \)-subscheme of \( \mathcal{B} \times_S \mathfrak{g} \) defined as a subfunctor by

\[ \tilde{\mathfrak{g}} := \{(B, \gamma) \in \mathcal{B} \times_S \mathfrak{g} \mid \gamma \in \text{Lie}(B) \subseteq \mathfrak{g}\} \subset \mathcal{B} \times_S \mathfrak{g}, \]

in other words, \( \tilde{\mathfrak{g}} \) is the Lie algebra of the universal Borel subgroup of \( G \). The formation of \( \tilde{\mathfrak{g}} \) commutes with base change and the projecting to \( \mathfrak{g} \) gives a projective morphism, the *Grothendieck alteration*

\[ \tilde{\mathfrak{g}} \to \mathfrak{g}, \]

which is \( G \)-equivariant and surjective as indicated: indeed, if \( S \) is a geometric point, then [SGA 3 II, Exposé XIV, Théorème 4.11] ensures that \( \mathfrak{g} \) is the union of the Lie algebras of Borel subgroups of \( G \). The projection

\[ \tilde{\mathfrak{g}} \to \mathcal{B} \]

is also \( G \)-equivariant and Zariski locally on \( \mathcal{B} \) isomorphic to a relative affine space (namely, to the total space of the Lie algebra of the universal Borel subgroup of \( G \)). Thus, \( \tilde{\mathfrak{g}} \) is \( S \)-smooth and its geometric \( S \)-fibers are integral, of the same dimension as those of \( G \). In particular, by the dimension formula [EGA IV 2, Corollaire 5.6.6], the open \( \mathfrak{g}^{\text{fin}} \subset \mathfrak{g} \) over which the Grothendieck alteration is
finite is $S$-fiberwise dense in $g$ (Proposition 4.2.3 reviews a group-theoretic description of $g_{\text{fin}}$). In fact,\(^\text{14}\)

$$g_{\text{fin}} \text{ contains all the points of } g \text{ that are of height } \leq 1 \text{ in their } S\text{-fiber,} \quad (4.1.7.1)$$

indeed, for all $s \in S$, the preimage of $g_s \backslash g_{s \text{fin}}$ is a proper closed subscheme of $\tilde{g}_s$, so the dimension bound [EGA IV₃, equation 10.6.1.2] gives $\dim(g_s) - 1 \geq \dim(g_s \backslash g_{s \text{fin}}) + 1$. Due to the $S$-smoothness of its source and target, the fibral criterion [EGA IV₃, Corollaire 11.3.11], and miracle flatness [EGA IV₂, Proposition 6.1.5],

the base change $\tilde{g}_{\text{fin}} \rightarrow g_{\text{fin}}$ of $\tilde{g} \rightarrow g$ is finite locally free. (4.1.7.2)

By transport of structure, the open $g_{\text{fin}}$ is $G$-stable.

For any Borel $S$-subgroup $B \subset G$, the quotient $B \rightarrow T$ by the unipotent radical defined in [EGA III new, Exposé XXII, Proposition 5.6.9] with its Lie algebra map $pr: b \rightarrow t$ gives a morphism

$$\tilde{g} \rightarrow t \text{ defined by } (B', \gamma) \mapsto pr(\text{Ad}(g)\gamma) \quad (4.1.7.3)$$

where $g$ is an étale local section of $G$ such that $gB'g^{-1} = B$: the map is well defined because $T$ is abelian and the self-normalizing property of Borel subgroups [EGA III new, Exposé XXII, Corollaire 5.8.5] ensures that $g$ is unique up to left multiplication by a section of $B$. Moreover, if $B$ has an $S$-Levi $T \subset B$, then, since the maps $t \rightarrow g \sslash G$ and $b \rightarrow g \sslash G$ induced by inclusion are compatible with $pr: b \rightarrow t$ (as is seen from [AFV₁₈, Step 2 of the proof of Lemma 13]), we have a commutative diagram

\[
\begin{array}{ccc}
\tilde{g} & \xrightarrow{(4.1.7.3)} & t \\
\downarrow & & \downarrow \\
g \rightarrow g \sslash G & \rightarrow & t \sslash W.
\end{array}
\] (4.1.7.4)

We are ready to describe a $W$-action on the preimage $\tilde{g}^{rs}$ of $g^{rs}$ and then to extend it to $\tilde{g}_{\text{fin}}$.

**Proposition 4.1.8.** Let $G$ be a root-smooth reductive group over a scheme $S$, let $T \subset G$ be a maximal $S$-torus with Lie algebra $t \subset g$, set $t^{rs} := t \cap g^{rs}$, let $W := N_G(T)/T$ be the Weyl group, and let $T \subset B \subset G$ be a Borel $S$-subgroup. The restriction

$$\tilde{g}^{rs} \rightarrow g^{rs}$$

of the Grothendieck alteration has the structure of a $W$-torsor that is compatible with the $G$-actions on $\tilde{g}^{rs}$ and $g^{rs}$ and is supplied by the $W$-action on $G/T \times_S t$ over $g$ given by

$$w \cdot (gT, \gamma) \mapsto (gw^{-1}T, \text{Ad}(w)\gamma)$$

and by the commutative diagram

\[
\begin{array}{ccc}
G/T \times_S t^{rs} & \xrightarrow{(gT, \gamma) \mapsto (gBg^{-1}T, \text{Ad}(g)\gamma)} & g^{rs} \\
\downarrow & & \downarrow \\
(gT, \gamma) \mapsto \text{Ad}(g)\gamma & \rightarrow & g^{rs}.
\end{array}
\] (4.1.8.1)

In terms of this diagram the map $\tilde{g}^{rs} \xrightarrow{(4.1.7.3)} t$ corresponds to the projection onto $t^{rs}$, and so is $W$-equivariant. In particular, for root-smooth $G$, we have

$$g^{rs} \subset g_{\text{fin}}.$$

\[^{14}\text{If } G \text{ is root-smooth, then this claim is a special case of a much more general property of the Grothendieck alteration, namely, of its smallness [Jan₀⁴, Section 12.17; Section 13.2, Lemma].}$$
Proof. We may focus on the claim about (4.1.8.1) because it implies the other assertions. A W-action makes \( \tilde{\mathfrak{g}} \) a \( W \)-torsor over \( \mathfrak{g} \) if and only if the maps

\[
W_{\mathfrak{g}} \times_{\mathfrak{g}} \tilde{\mathfrak{g}} \xrightarrow{(w, x) \mapsto (wx, x)} \tilde{\mathfrak{g}} \times_{\mathfrak{g}} \tilde{\mathfrak{g}}
\]

and \( \tilde{\mathfrak{g}} \to \mathfrak{g} \) are isomorphisms. Thus, thanks to the fibral criterion [EGA IV, Corollaire 17.9.5], we may pass to \( S \)-fibers and assume that \( S \) is a geometric point. Moreover,

\[
G/T \times_S t \xrightarrow{(gT, \gamma) \mapsto (gT, \text{Ad}(g)\gamma)} \tilde{\mathfrak{g}}_T := \{(gT, \gamma) \mid \gamma \in \text{Ad}(g)\gamma) \} \subset G/T \times S \mathfrak{g},
\]

and in terms of the target of this isomorphism the map to \( \tilde{\mathfrak{g}} \subset \mathfrak{B} \times S \mathfrak{g} \cong G/B \times S \mathfrak{g} \) becomes \( (gT, \gamma) \mapsto (gB, \gamma) \). Thus, [Jan04, Section 13.4, Lemma] shows that the top horizontal arrow in (4.1.8.1) is an isomorphism and the vertical ones are finite étale. It then remains to show that \( W \) acts simply transitively on the \( S \)-fibers of \( \tilde{\mathfrak{g}} \). In terms of \( \tilde{\mathfrak{g}}_T \), the \( W \)-action is

\[(w, (gT, \gamma)) \mapsto (gw^{-1}T, \gamma),\]

and hence commutes with the evident \( G \)-action, for which the projection \( \tilde{\mathfrak{g}}_T \to \mathfrak{g} \) is \( G \)-equivariant. By §4.1.5, the \( G(S) \)-translates of \( t^\mathfrak{g}(S) \) exhaust \( \mathfrak{g}^\mathfrak{g}(S) \), so we only need to consider the \( S \)-fibers above \( t^\mathfrak{g} \subset \mathfrak{g}^\mathfrak{g} \). For the latter, we fix a \( \gamma \in t^\mathfrak{g}(S) \) and apply the last assertion of Lemma 4.1.6 to get \( C_G(\gamma) \cong gTg^{-1} \) for every \( S \)-point \( (gT, \gamma) \) of \( \tilde{\mathfrak{g}}_T \) above \( \gamma \). This means that that the \( S \)-fiber above \( \gamma \) is precisely \( \{(wT, \gamma) \mid w \in W(S)\} \), and the desired simple transitivity follows. \( \square \)

Proposition 4.1.9. Let \( S, G, T \subset B \subset G, t \subset \mathfrak{g}, \) and \( W \) be as in Proposition 4.1.8. The \( W \)-action on \( \tilde{\mathfrak{g}} \) over \( \mathfrak{g} \) constructed there extends uniquely to a \( W \)-action on \( \tilde{\mathfrak{g}}^\mathfrak{g} \) over \( \tilde{\mathfrak{g}}^\mathfrak{g} \) that commutes with the \( G \)-actions on \( \tilde{\mathfrak{g}}^\mathfrak{g} \) and \( \tilde{\mathfrak{g}}^\mathfrak{g} \), this extension satisfies

\[
\tilde{\mathfrak{g}}^\mathfrak{g}/W \xrightarrow{\sim} \tilde{\mathfrak{e}}^\mathfrak{g}, \quad \text{and the map} \quad \tilde{\mathfrak{g}}^\mathfrak{g} \xrightarrow{(4.1.7.3)} t \quad \text{is } W\text{-equivariant.}
\]

Proof. We may work étale locally on \( S \), so we lose no generality by assuming that \( G \) is split. Moreover, since \( \tilde{\mathfrak{g}} \) is \( S \)-smooth with integral geometric fibers (see §4.1.7) and \( \tilde{\mathfrak{g}} \subset \mathfrak{g}^\mathfrak{g} \) is \( S \)-fibrewise dense (see §4.1.5), the uniqueness aspect follows from the relative characterization of support [EGA IV, Proposition 19.9.8]. Similarly, the compatibility with the \( G \)-actions and the \( W \)-equivariance of \( \tilde{\mathfrak{g}}^\mathfrak{g} \to t \) will follow from Proposition 4.1.8. For the existence and the identification \( \tilde{\mathfrak{g}}^\mathfrak{g}/W \), granted that we show that the formation of the coarse space \( \tilde{\mathfrak{g}}^\mathfrak{g}/W \) commutes with any base change, we reduce to \( S \) being open in \( \text{Spec}(\mathbb{Z}) \) (passage to an open ensures root-smoothness, see §4.1.1).

In the case when \( S \) is a localization of \( \text{Spec}(\mathbb{Z}) \), the scheme \( \tilde{\mathfrak{g}}^\mathfrak{g} \) (and also \( \tilde{\mathfrak{g}} \)) is normal, so, by (4.1.7.2), it is the normalization of \( \mathfrak{g}^\mathfrak{g} \) in \( \tilde{\mathfrak{g}}^\mathfrak{g} \). The \( W \)-action then extends by the functoriality of normalization. By the normality of rings of invariants [AM69, Proposition 7.8], the coarse quotient \( \tilde{\mathfrak{g}}^\mathfrak{g}/W \) inherits normality and finiteness over \( \mathfrak{g}^\mathfrak{g} \) from \( \tilde{\mathfrak{g}}^\mathfrak{g} \). In addition, by Proposition 4.1.8, the map \( \tilde{\mathfrak{g}}^\mathfrak{g}/W \to \mathfrak{g}^\mathfrak{g} \) is an isomorphism over \( \mathfrak{g}^\mathfrak{g} \). Since the latter is dense in \( \mathfrak{g}^\mathfrak{g} \) (see §4.1.5), it follows that this map is the normalization morphism for \( \mathfrak{g}^\mathfrak{g} \) in its function field, so, by normality, it must be an isomorphism. The same argument works if the base is a finite field instead of a localization of \( \mathbb{Z} \), so the formation of \( \tilde{\mathfrak{g}}^\mathfrak{g}/W \) commutes with base change to every finite field. It then follows from the \( \mathbb{Z} \)-fibral criterion [Ces17, Lemma 3.3.1] that its formation commutes with any base change, as promised. \( \square \)

We turn to the Chevalley isomorphism for root-smooth groups. Even though root-smoothness is a very mild condition, it is not always necessary: for instance, by [CR10, Theorem 1.2], for \( G = \text{Sp}_{2n}(\mathbb{C}) \) the Chevalley map is an isomorphism if and only if \( S \) has no nonzero 2-torsion, but such \( G \) is root-smooth if and only if 2 is invertible on \( S \).
**Theorem 4.1.10.** For a reductive group $G$ over a scheme $S$, the adjoint action of $G$ on its Lie algebra $\mathfrak{g}$, and a maximal $S$-torus $T \subset G$ with Lie algebra $t \subset \mathfrak{g}$ and Weyl group $W := N_G(T)/T$,

$$t/W \to \mathfrak{g}/G$$

is a schematically dominant map that is an isomorphism if $G$ is root-smooth.

**Proof.** The schematic dominance was settled in [AFV18, Remark 14] (and in [CR10, Theorem 3.6] in a special case), so we assume that $G$ is root-smooth and seek to show the isomorphism. The formation of $t/W \to \mathfrak{g}/G$ commutes with flat base change (see §1.5), so we work étale locally on $S$ to assume that $S = \text{Spec}(A)$ is affine and $G$ is split with respect to $T$, equipped with a Borel $T \subset B \subset G$. Our task is to show that the injection $A[\mathfrak{g}]^G \hookrightarrow A[t]^W$ is surjective. The idea is to consider the diagram

$$
\begin{array}{c}
\xymatrix{
G/T \times_S t^\rs \ar[r]^{t^\rs / \mathfrak{g}} & \mathfrak{g}^\fin \\
G^\rs \ar[r] & \mathfrak{g}^\rs
}
\end{array}
$$

supplied by Propositions 4.1.8 and 4.1.9. The square is Cartesian and the top horizontal maps compose to a projection and are $W$-equivariant. Pullback of an $\alpha \in A[t]^W$ along this projection is a $G$-invariant and $W$-invariant global section $f$ of $G/T \times_S t^\rs$, since the left vertical map is a $W$-torsor, the $W$-invariance means that $f$ comes from a $G$-invariant global section of $\mathfrak{g}^\rs$ whose restriction to $t^\rs$, by construction, agrees with the restriction of $\alpha$. Thus, by the relative characterization of support [EGA IV, Proposition 19.9.8], all that remains is to extend $f$ to a global section of $\mathfrak{g}$, which will then necessarily be unique and $G$-invariant. In fact, since the open

$$\mathfrak{g}^\fin \subset \mathfrak{g}$$

contains all the points of $\mathfrak{g}$ that have height $\leq 1$ in their $S$-fiber (see (4.1.7.1)), loc. cit. even ensures that it suffices to extend $f$ to a global section of $\mathfrak{g}^\fin$. For this, the pullback of $\alpha$ along the second top horizontal map extends $f$ to a $W$-invariant global section of $\mathfrak{g}^\fin$, which, by Proposition 4.1.9, descends to a desired extension of $f$ to $\mathfrak{g}^\fin$. \hfill \Box

**Remark 4.1.11.** As we already mentioned, in general the map $t/W \to \mathfrak{g}/G$ is not an isomorphism: for instance, by [CR10, Section 6.1], for $G = (\text{SL}_2)_F$ equipped with its diagonal torus,

$$(\mathbb{F}_2[\mathfrak{g}])^G \leftarrow (\mathbb{F}_2[\mathfrak{t}])^W$$

may be identified with the inclusion $\mathbb{F}_2[x^2] \hookrightarrow \mathbb{F}_2[x]$.

In contrast, the group version of Theorem 4.1.10 does hold in general: for any reductive $G$ over any base scheme $S$ and any maximal $S$-torus $T \subset G$, by [Lee15, Section 1, Theorem],

$$T/W \widetilde{\to} G/G,$$

where $G$ acts on itself by conjugation.

The formation of the adjoint quotient $\mathfrak{g}/G$ need not commute with nonflat base change, see [CR10, Theorem 1.3] for (root-smooth) counterexamples with $G$ of type $B_n$ or $D_n$ in characteristic 2. Nevertheless, Theorem 4.1.10 relates this base change to its analogue for the a priori simpler quotient $t/W$. For instance, it implies that for root-smooth $G$, if the order of $W$ is invertible on $S$, then the formation of $\mathfrak{g}/G$ commutes with arbitrary base change. In fact, by Proposition 4.1.14 below, a significantly weaker condition based on the following notion of torsion primes suffices for this.

**4.1.12. Torsion primes for a root datum.** Fix a reduced root datum

$$\mathcal{R} = (X, \Phi, X^\vee, \Phi^\vee)$$
and consider its associated semisimple, simply-connected root datum

\[ \mathcal{R}^{sc} = (X^{sc}, \Phi, (X^{sc})^\vee, \Phi^\vee), \]
so that \((X^{sc})^\vee = \mathbb{Z}\Phi^\vee \subset X^\vee\). By [SGA 3\text{III new}, Exposé XXI, Corollaires 7.1.6 et 7.4.4, Remarque 7.4.6], the datum \(\mathcal{R}^{sc}\) is a product of semisimple, simply-connected root data of one of the well-known Dynkin types: \(A_n\) with \(n \geq 1\), or \(B_n\) with \(n \geq 2\), or \(C_n\) with \(n \geq 3\), or \(D_n\) with \(n \geq 4\), or \(E_6\), or \(E_7\), or \(E_8\), or \(F_4\), or \(G_2\). Following [Dem73, Proposition 6; Proposition 8 and what follows], we say that a prime \(p\) is a torsion prime for \(\mathcal{R}\) if either

1. \(p | \# \text{Coker}(X \to X^{sc})\) (for an \(\mathcal{R}\) associated to a split reductive group \(G\), by [SGA 3\text{III new}, Exposé XXII, Propositions 4.3.1 et 6.2.7; Exposé XXIII, Théorème 4.1], this cardinality is the degree of the isogeny \((G_{der})^{sc} \to G_{der})\); or

2. \(p = 2\) and \(\mathcal{R}^{sc}\) has a factor of one of the following types: \(B_n\), \(D_n\), \(E_6\), \(E_7\), \(E_8\), \(F_4\), \(G_2\);

3. \(p = 3\) and \(\mathcal{R}^{sc}\) has a factor of one of the following types: \(E_6\), \(E_7\), \(E_8\), \(F_4\);

4. \(p = 5\) and \(\mathcal{R}^{sc}\) has a factor of type \(E_8\).

By [Dem73, Lemme 7], torsion primes for \(\mathcal{R}\) divide the order of the Weyl group of \(\mathcal{R}\). The converse fails: for instance, a semisimple, simply connected \(\mathcal{R}\) of type \(C_n\) has no torsion primes. Being a torsion prime for a root datum (as above) is different than being a torsion prime for the associated root system in the sense sometimes used in the literature (compare with footnote 17 below).

**Definition 4.1.13.** For a reductive group \(G\) over a scheme \(S\), we say that \(\mathcal{R}(G)\) has no torsion residue characteristics if \(\text{char}(k(s))\) is not a torsion prime for \(\mathcal{R}(G_{\mathbb{F}_q})\) for every \(s \in S\). Conversely, we say that a prime \(p\) is a torsion residue characteristic for \(\mathcal{R}(G)\) if there is an \(s \in S\) with \(p = \text{char}(k(s))\) such that \(p\) is a torsion prime for \(\mathcal{R}(G_{\mathbb{F}_q})\).

**Proposition 4.1.14.** For a reductive group \(G\) over a scheme \(S\) with Lie algebra \(\mathfrak{g}\), if \(\mathcal{R}(G)\) has no torsion residue characteristics, then \(\mathfrak{g} \parallel G\) is of formation compatible with base change and étale locally on \(S\) an affine space of relative dimension \(\text{rk}(G)\).

We will refine the compatibility with base change aspect of Proposition 4.1.14 in (4.2.8.1) below.

**Proof.** We work étale locally to assume that \(G\) is split. The claims then follow from [AFV18, Proposition 10 (with Remark 8)], which provides an isomorphism between \(\mathfrak{g} \parallel G\) and a Kostant section \(S \subset \mathfrak{g}\) that is an affine space of relative dimension \(\text{rk}(G)\) and commutes with base change (see also §4.2.4). \(\square\)

**Remark 4.1.15.** The combination of Theorem 4.1.10 and Proposition 4.1.14 implies that for a root-smooth reductive group \(G\) over a scheme \(S\) such that \(\mathcal{R}(G)\) has no torsion residue characteristics and a maximal \(S\)-torus \(T \subset G\) with Lie algebra \(\mathfrak{t} \subset \mathfrak{g}\) and Weyl group \(W := N_G(T)/T\), the formation of \(\mathfrak{t}/W\) commutes with arbitrary base change—this reproves [Dem73, Corollaire sur la page 296].

**Question 4.1.16.** For a reductive group \(G\) over a scheme \(S\), its Lie algebra \(\mathfrak{g}\), and an \(S\)-scheme \(S'\), is the map \(\mathfrak{g}_{S'} \parallel G_{S'} \to (\mathfrak{g} \parallel G)_{S'}\) always a universal homeomorphism?

For \(\mathfrak{t}/W\), the positive answer is a general property of coarse moduli spaces, so Theorem 4.1.10 gives a positive answer whenever \(G\) is root-smooth. Proposition 4.1.14 does the same whenever \(\mathcal{R}(G)\) has no torsion residue characteristics; in fact, this also follows from the following variant of Theorem 4.1.10.
Corollary 4.1.17. For a reductive group $G$ over a scheme $S$ and a maximal $S$-torus $T \subset G$ with Lie algebra $t \subset g$ and $W := N_G(T)/T$, if $\mathfrak{A}(G)$ has no torsion residue characteristics, then the schematically-dominant morphism $t/W \to g/G$ is a universal homeomorphism.

Proof. We use the fpqc local on the base nature of being a universal homeomorphism [SP, Lemma 0CEX] to work étale locally on $S$ and assume that $G$ is split with respect to $T$. By Proposition 4.1.14, the formation of $g/G$ commutes with any base change. For the coarse space $t/W$, the same holds up to a universal homeomorphism, so we may assume that $S = \text{Spec}(\mathbb{Z})$. Then, since $T$ is split,

$$T \cong \text{Hom}(X^*(T), \mathbb{G}_m), \quad \text{so} \quad \text{Lie}(T) \cong (X^*(T))^\vee, \quad \text{and hence} \quad t \cong \text{Spec}(\text{Sym}(X^*(T)))$$

(see §1.5). By [Dem73, Théorème 3], the assumption on the residue characteristics implies that the $W$-invariants of $\text{Sym}(X^*(T))$ form a polynomial algebra, so $t/W$ is an affine space of relative dimension $\text{rk}(G)$. Moreover, by [Jan04, Section 7.13, Claim], the map $t/W \to g/G$ is bijective on points valued in every algebraically closed $S$-field. Consequently, since $g/G$ is also an affine space of relative dimension $\text{rk}(G)$ (see Proposition 4.1.14), the fibral criterion [EGA IV$_3$, Corollaire 11.3.11] and [EGA IV$_2$, Proposition 6.1.5] ensure that $t/W \to g/G$ is flat. Since this map is also of finite presentation, it is an open, continuous bijection on topological spaces, and remains so after any base change, so it is a universal homeomorphism.

The preceding corollary allows us to describe the basic geometric properties of the map $g \to g/G$.

Corollary 4.1.18. Let $G$ be a reductive group over a scheme $S$ such that either $G$ is root-smooth, or 2 is not a torsion residue characteristic for $\mathfrak{A}(G)$, or $S$ is the spectrum of a field. The affine map $g \to g/G$ is surjective, with irreducible geometric fibers of dimension $\dim(G) - \text{rk}(G)$. (4.1.18.1)

These geometric fibers consist (set-theoretically) of finitely many $G$-orbits with exactly one semisimple orbit, those above the points in $0 \in (g/G)(S)$ consist precisely of the nilpotent sections of $g$, and if $G$ is root-smooth, then the geometric fibers of $g \to g/G$ that meet $g^{rs}$ consist of a single $G$-orbit.

Proof. We may work étale locally on $S$, so we fix a maximal $S$-torus $T \subset G$. Moreover, since $G$ becomes root-smooth after inverting 2 on $S$, we may weaken the case ‘2 is not a torsion residue characteristic for $\mathfrak{A}(G)$’ to ‘$\mathfrak{A}(G)$ has no torsion residue characteristics.’ Then, by Theorem 4.1.10 and Corollary 4.1.17, the assumed conditions ensure that up to a universal homeomorphism the formation of $g/G$ commutes with base change. Thus, (4.1.18.1) and all the subsequent claims except for the one about $g^{rs}$ follow from the geometric point case supplied by [Jan04, Section 7.13]. For the assertion about $g^{as}$, suppose that $G$ is root-smooth, let $\mathfrak{g}$ be a geometric $S$-point, and let $\gamma \in g^{as}(\mathfrak{g})$. By [Bor91, Chapter III, Section 9.2, Theorem], the adjoint orbit of $\gamma$ is closed in $g$ and, by Lemma 4.1.6 its dimension is $\dim(G) - \text{rk}(G)$. Thus, due to (4.1.18.1), this orbit sweeps out the entire $\mathfrak{g}$-fiber of $g \to g/G$.

Remark 4.1.19. If the answer to Question 4.1.16 is positive, then, except for the claim about $g^{as}$, Corollary 4.1.18 holds without any assumptions on the reductive group $G$ over a scheme $S$.

4.2. The geometry of the Chevalley morphism on the regular locus

As we discuss in this section, the Chevalley map $g \to g/G$ is particularly well behaved when restricted to the regular locus $g^{\text{reg}} \subset g$ (equivalently, to $g^{\text{fin}}$, see Proposition 4.2.3). The main point is that the results below hold under weaker assumptions than known previously and over an arbitrary base—roughly, it suffices to assume that the torsion primes for the root datum of $G$ are invertible on $S$. Under this assumption, we show that the map $g^{\text{reg}} \to g/G$ is smooth (see Proposition 4.2.6), construct a canonical descent $J$ to $g/G$ of the centralizer of the universal regular
section of \( \mathfrak{g} \) (see Theorem 4.2.8), and review a Galois-theoretic description of \( J_{G}^{\text{reg}} \) that will be crucial for §4.3 (see Proposition 4.2.13). This generalizes and improves various statements in the literature, notably from [Ngo10] and [Ric17], builds the setup for studying the Hitchin fibration in §4.3, and leads to a concrete result about the conjugacy class of the Kostant section that is presented in Theorem 4.2.14.

We begin by recalling the definition of the regular locus \( \mathfrak{g}^{\text{reg}} \subset \mathfrak{g} \) and analyzing its nilpotent sections.

**4.2.1. The regular locus \( \mathfrak{g}^{\text{reg}} \subset \mathfrak{g} \).** For a reductive group \( G \) over a scheme \( S \), its Lie algebra \( \mathfrak{g} \), and an \( S \)-scheme \( S' \), the centralizer \( C_{G}(\gamma) \subset G_{S'} \) of a section \( \gamma \in \mathfrak{g}(S') \) under the adjoint action of \( G \) on \( \mathfrak{g} \) is a closed \( S' \)-subgroup of \( G_{S'} \) whose formation commutes with base change. We have\(^{15}\)

\[
\dim(C_{G}(\gamma)_{s}) \geq \text{rk}(G_{s}) \quad \text{for every} \quad s \in S',
\]

and we say that \( \gamma \) is **regular** if the equality holds:

\[
\dim(C_{G}(\gamma)_{s}) = \text{rk}(G_{s}) \quad \text{for every} \quad s \in S'. \tag{4.2.1.1}
\]

The function \( s \mapsto \text{rk}(G_{s}) \) is locally constant on \( S' \), so the Chevalley semi-continuity theorem [EGA IV, Théorème 13.1.3] (applied along the identity section of \( S \)) ensures that the \( s \in S' \) at which (4.2.1.1) holds form an open subscheme of \( S' \) whose formation commutes with base change. By considering the universal case \( S' = \mathfrak{g} \), we find an open subscheme

\[\mathfrak{g}^{\text{reg}} \subset \mathfrak{g}\]

that represents the subfunctor of regular sections.

By transfer of structure, the adjoint action of \( G \) on \( \mathfrak{g} \) preserves \( \mathfrak{g}^{\text{reg}} \), and so does the scaling action of \( G_{m} \) on \( \mathfrak{g} \). Lemma 4.1.6 implies that

\[\mathfrak{g}^{\text{rs}} \subset \mathfrak{g}^{\text{reg}} \quad \text{for root-smooth} \quad G\]

and gives a converse: if each geometric fiber of \( \mathfrak{g}^{\text{reg}} \) has semisimple sections, then \( G \) is root-smooth.

**4.2.2. Regular nilpotent elements.** The regular locus \( \mathfrak{g}^{\text{reg}} \) is \( S \)-fiberwise dense in \( \mathfrak{g} \): indeed, if \( G \) has semisimple rank \( \geq 1 \) and \( S = \text{Spec}(k) \) is a geometric point, then \( \mathfrak{g}^{\text{reg}}(k) \) has nilpotent elements, see [Jan04, Sections 6.3–6.4] (for \( k \) of low characteristic, this relies on the type-by-type analysis of nilpotent \( G \)-orbits in \( \mathfrak{g} \)). Moreover, regular nilpotent elements of \( \mathfrak{g}(k) \) form a single \( G(k) \)-conjunct of \( \gamma \) (loc. cit.). We may use [Spr66, proof of Lemma 5.8] to describe such elements explicitly: granted that we choose a splitting of \( G \), then its pinning \( \{e_{\alpha} \in \mathfrak{g}_{\alpha}\}_{\alpha \in \Delta} \), and then extend to a system of bases \( \{e_{\alpha} \in \mathfrak{g}_{\alpha}\}_{\alpha > 0} \) (for instance, to the positive part of a Chevalley system whose existence is ensured by [EGA III new, Exposé XXIII, Proposition 6.2]), a nilpotent element of \( \mathfrak{g}(k) \) is regular if and only if it is \( G(k) \)-conjunct to some

\[
\sum_{\alpha > 0} \xi_{\alpha} e_{\alpha} \quad \text{with} \quad \xi_{\alpha} \neq 0 \quad \text{for} \quad \alpha \in \Delta.
\]

Thus, by [Spr66, proof of Lemma 5.3], every regular nilpotent element of \( \mathfrak{g}(k) \) lies in the Lie algebra of a unique Borel subgroup of \( G \). Conversely, a nilpotent element \( \gamma \in \mathfrak{g}(k) \) that is not regular lies in the Lie algebras of infinitely many Borel subgroups: indeed, by conjugation we may assume that \( x = \sum_{\alpha > 0} \xi_{\alpha} e_{\alpha} \) with \( \xi_{\beta} = 0 \) for some \( \beta \in \Delta \), so that

\[x \in \text{Lie} (R_{u}(P_{\beta})) \subset \text{Lie}(B_{\Delta})\]

\(^{15}\)For the sake of completeness, we recall the argument. Letting \( \overline{k} \) be the algebraic closure of the residue field at \( s \), we choose a Borel subgroup \( B \subset G_{s} \) with \( \gamma \in \text{Lie}(B) \) (see §4.1.7), and we let \( U \subset B \) be the unipotent radical. Since \( B/U \) is commutative, the \( B \)-orbit of \( \gamma_{\overline{k}} \) has a constant image in \( \text{Lie}(B/U) \), so the dimension of this orbit is \( \leq \dim(U) \), and hence \( \dim(C_{B}(\gamma_{\overline{k}})) \geq \text{rk}(G_{s}) \). Consequently, since \( C_{B}(\gamma_{\overline{k}}) \subset C_{G}(\gamma_{\overline{k}}) \), we obtain the desired \( \dim(C_{G}(\gamma_{s})) \geq \text{rk}(G_{s}) \).
for the Borel $B_\Delta \subset G$ associated to $\Delta$ and the minimal parabolic $B_\Delta \subset P_\beta \subset G$ whose Lie algebra contains $g_{-\beta}$ (for the construction of $P_\beta$ and a characterization of its unipotent radical, see [SGA 3_{\text{III new}}, Exposé XXVI, Propositions 1.4 et 1.12 (i)]); since

$$\text{Ad}(g)x \in \text{Lie}(R_\alpha(P_\beta)) \subset \text{Lie}(B_\Delta) \quad \text{for} \quad g \in P_\beta(k),$$

the Lie algebras of the infinitely many Borels $\{g^{-1}B_\Delta g\}_{g \in P_\beta(k)/B_\Delta(k)}$ all contain $x$.

We are ready to relate the regular locus $g^\text{reg}$ to the Grothendieck alteration $\tilde{g} \to g$ reviewed in §4.1.7.

**Proposition 4.2.3.** For a reductive group $G$ over a scheme $S$ and its Lie algebra $g$, the locus $g^\text{fin}$ over which the Grothendieck alteration $\tilde{g} \to g$ has finite fibers is precisely the regular locus $g^\text{reg} \subset g$, that is,

$$g^\text{fin} = g^\text{reg} \quad \text{inside} \quad g.$$

**Proof.** By passing to fibers, we assume that $S$ is the spectrum of an algebraically closed field $k$, and we need to show that a $\gamma \in g(k)$ is regular if and only if there are only finitely many Borel $k$-subgroups of $G$ whose Lie algebras contain $\gamma$. For nilpotent $\gamma$, we saw this in §4.2.2. In general, [Bor91, Chapter I, Section 4.4, Theorem] supplies the Jordan decomposition $\gamma = \gamma_s + \gamma_n$ with $\gamma_s$ semisimple, $\gamma_n$ nilpotent, and $[\gamma_s, \gamma_n] = 0$, so that

$$\gamma_n \in \text{Lie}(C_G(\gamma_s)).$$

The functoriality of the decomposition under isomorphisms implies that a $g \in G(k)$ centralizes $\gamma$ if and only if it centralizes both $\gamma_s$ and $\gamma_n$, so

$$C_G(\gamma) \quad \text{and} \quad C_{C_G(\gamma_s)}(\gamma_n) \quad \text{agree set-theoretically in} \quad G.$$

Thus, since, by Lemma 4.1.6, the group $(C_G(\gamma_s))^0$ is reductive, of the same rank as $G$,

$$\gamma \in g^\text{reg}(k) \quad \text{if and only if} \quad \gamma_n \in (\text{Lie}(C_G(\gamma_s))^0)^\text{reg}(k), \quad (4.2.3.1)$$

equivalently, by §4.2.2,

$$\gamma \in g^\text{reg}(k) \quad \text{if and only if} \quad \gamma_n \in (\text{Lie}(C_G(\gamma_s))^0)^\text{fin}(k). \quad (4.2.3.2)$$

On the other hand, by the uniqueness of the Jordan decomposition, the Lie algebra of a Borel $B \subset G$ contains $\gamma$ if and only if it contains $\gamma_s$ and $\gamma_n$. In this case, $C_G(\gamma_s) \cap B = C_B(\gamma_s)$, so [Bor91, Chapter III, Section 9.1, Proposition] ensures that this intersection is smooth. Moreover, $\gamma_s$ lies in the Lie algebra of a maximal torus of $B$, so Lemma 4.1.6 ensures that the smooth, solvable group $(C_G(\gamma_s) \cap B)^0$ is of sufficiently large dimension to be a Borel of $C_G(\gamma_s)^0$. Since $\gamma_n \in \text{Lie}(C_G(\gamma_s) \cap B)$, we find that if $\gamma \in g^\text{reg}(k)$, then $B$ contains a fixed Borel of $C_G(\gamma_s)$ (see (4.2.3.1) and §4.2.2), so also a fixed maximal torus of $C_G(\gamma_s)$. The latter is also maximal for $G$, so $B$ belongs to a finite list of Borels, and hence $\gamma \in g^\text{fin}(k)$.

Conversely, by its solvability, every Borel of $C_G(\gamma_s)^0$ lies in a Borel of $G$. Since $\gamma_s$ lies in its Lie algebra (see Lemma 4.1.6), this Lie algebra contains $\gamma_n$ if and only if it contains $\gamma$. Thus, if $\gamma \in g^\text{fin}(k)$, then $\gamma_n \in (\text{Lie}(C_G(\gamma_s))^0)^\text{fin}(k)$, and so, by (4.2.3.2), also $\gamma \in g^\text{reg}(k)$, as desired. $\square$

The promised analysis of the map $g^\text{reg} \to g\!/G$ will rest on the construction of its Kostant section.

**4.2.4. A Kostant section.** Let $(\mathcal{R}, \Delta)$ be a based root datum, as defined in [SGA 3_{\text{III new}}, Exposé XXIII, Section 1.5], let $\tau_\mathcal{R}$ be the product of the torsion primes for $\mathcal{R}$ (see §4.1.12), let $G$ be a split, pinned reductive group over $\mathbb{Z}[-1/\tau_\mathcal{R}]$ associated to $(\mathcal{R}, \Delta)$, let $\{e_\alpha \in g_\alpha\}_{\alpha \in \Delta}$ be the basis given by the pinning, set

$$e := \sum_{\alpha \in \Delta} e_\alpha.$$
let \( B \subset G \) be the Borel opposite to the one associated to \( \Delta \), and let \( U \subset B \subset G \) be its unipotent radical with Lie algebra \( u \subset b \subset g \). By [Ric17, proof of Lemma 3.1.2],\(^{16}\) the map

\[
[e,-]: u \to b \quad \text{is injective and its cokernel} \quad b/[e,u] \quad \text{is } \mathbb{Z}[\frac{1}{\tau_{ad}}]-\text{free}.
\]

We may therefore find a \( \mathbb{Z}[\frac{1}{\tau_{ad}}] \)-splitting \( b = s \oplus [e,u] \) such that \( s \subset g \) is graded for the filtration \( g = \bigoplus_{i \in \mathbb{Z}} g^i \) reviewed in footnote 16. A Kostant section of \((R, \Delta)\) is the closed \( \mathbb{Z}[\frac{1}{\tau_{ad}}] \)-subscheme

\[
\mathcal{S} := e + s \subset \mathfrak{g}_{\text{reg}} \subset \mathfrak{g}
\]

that depends on the choice of \( s \), where [Ric17, Equation (3.1.1)] ensures the factoring through \( \mathfrak{g}_{\text{reg}} \). By [AFV18, Proposition 10], the scheme \( \mathcal{S} \) is indeed a section to the map \( g \to g/[G] \): for any \( \mathbb{Z}[\frac{1}{\tau_{ad}}] \)-scheme \( S \),

\[
\mathcal{S} \to g/[G] \quad 4.1.14 \quad (g/[G])_S.
\]

By construction, letting \( 2p: \mathbb{G}_m \to G \) denote the sum of all the positive coroots, the action of \( \mathbb{G}_m \) on \( g \) given by

\[
(t, \gamma) \mapsto t^{-2} \text{Ad}((2p)(t))(\gamma) \quad (4.2.4.1)
\]

preserves \( S \subset g \). If we endow \( g/[G] \) with the \( \mathbb{G}_m \)-action induced from \((t, \gamma) \mapsto t^{-2} \gamma \), then the isomorphism \( \mathcal{S} \to g/[G] \) becomes \( \mathbb{G}_m \)-equivariant because \( \gamma \) and \( \text{Ad}((2p)(t))(\gamma) \) have the same image in \( g/[G] \).

**Remark 4.2.5.** Keeping the setup §4.2.4, we assume that our split, pinned \( G \) is instead defined over a scheme \( S \) on which \( \#(\pi_1(\mathcal{R}^{\text{ad}})) \) and every prime that appears in the expression of some root of \( \mathcal{R} \) in terms of a base of simple roots is invertible,\(^{17}\) and that one has a \( G \)-equivariant \( S \)-isomorphism \( \iota: g \to g^S \) (equivalently, a perfect \( G \)-equivariant \( S \)-pairing on \( g \)).\(^{18}\) We claim that then there are canonical choices for \( s \) and \( \mathcal{S} \) over \( S \) that depend on \( \iota \).

Indeed, by [Spr66, Proposition 2.4 and Theorem 2.6], the cokernel of \([e,-]: g \to g\) is locally free, so, since this map respects the grading discussed in footnote 16, it suffices to exhibit a canonical graded complement to \([e,g] \subset g\). In fact, \( \text{Ker}([e,-]) \) is such a complement: by the flatness of \( g/[e,g] \), this kernel is locally free, of formation compatible with base change, so we may assume that the base is

\[^{16}\]The statement of [Ric17, Lemma 3.1.2] is weaker—there one inverts 2 for type \( C_n \) and 3 for type \( G_2 \), whereas we do not—but its argument still works as follows (this improvement was also observed in [AFV18, Section 2.3, Remark 8]). By the definition of \( \tau_{ad} \), especially, by §4.1.12 (1), we may replace \( G \) by \((G_{\text{der}})^{\text{ad}}\) (to keep track of Borel subgroups under this one uses [SGA 3III new, Exposé XXVI, Proposition 1.19]). Then we consider the grading \( g = \bigoplus_{i \in \mathbb{Z}} g^i \) by the heights of roots (or by the half of the cocharacter given by the sum of positive coroots, as is equivalent [SGA 3III new, Exposé XXI, Proposition 3.5.1]), so that

\[
u = \bigoplus_{i \leq 0} g^i \quad \text{and} \quad b = \bigoplus_{i \geq 0} g^i.
\]

The formulas for the Lie bracket given in [SGA 3III new, Exposé XXII, Remarque 5.4.10] ensure that the map \([e,-]\) restricts to a map \( g^i \to g^{i+1} \). The desired injectivity and freeness of the cokernel of the latter for \( i < 0 \) follow from [Spr66, Propositions 2.2 and 2.4, Theorem 2.6], which classifies the possible torsion in the cokernel: indeed, in [Spr66, Theorem 2.6], for type \( C_n \) with \( p = 2 \) and type \( G_2 \) with \( p = 3 \) the elementary divisors only occur for \( i > 0 \), whereas the definition of \( \tau_{ad} \), especially, §4.1.12 (2)-(4), rules out the other occurrences.

\[^{17}\]In terms of the appearing types, the following primes divide some coefficient in the expression of some root (equivalently, the highest root) in terms of a base of simple roots (compare with the shorter list in §4.1.12 (2)-(4)):

- \( p = 2 \) for types \( B_n, C_n, D_n, E_7, E_8, F_4, \) and \( G_2 \);
- \( p = 3 \) for types \( E_6, E_7, E_8, F_4, \) and \( G_2 \);
- \( p = 5 \) for type \( E_8 \).

The primes not in this list are often called “good,” as is done, for instance, in [Spr66, Section 2.10]. The “bad” primes, that is, the ones in the list the order of the Weyl group, as does \( \#(\pi_1(\mathcal{R}^{\text{ad}})) \).

\[^{18}\]If \( S \) is over an algebraically closed field \( k \), then \( \iota \) exists; indeed, the other assumptions imply that \( \text{char}(k) \) must be “very good for \( G \” \) in the sense of [Let05, Definition 2.5.5], so the criterion [Let05, Proposition 2.5.12] for the existence of \( \iota \) applies.
a field and need to argue that \([e, g] \cap \text{Ker}(e, -) = 0\). However, \(\text{Ker}(e, -)\) is even orthogonal to \([e, g]\) under the perfect pairing \((\cdot, \cdot)\), on \(g\) determined by \(\iota\) because, by deriving the \(G\)-equivariance of \((\cdot, \cdot)\), we get

\[
([\gamma, x], y) = (x, [-\gamma, y]),
\]
and may choose \(\gamma = e, \ x \in g, \ y \in \text{Ker}(e, -)\).

We now improve [Ric17, Proposition 3.3.3] by showing that \(g^{\text{reg}} \rightarrow g/G\) is smooth under weaker hypotheses.

**Proposition 4.2.6.** For a reductive group \(G\) over a scheme \(S\) such that \(\mathcal{R}(G)\) has no torsion residue characteristics, the map \(g \rightarrow g/G\) (already discussed in Proposition 4.1.18) is finitely presented, flat, with reduced, local complete intersection geometric fibers, its restriction

\[
g^{\text{reg}} \rightarrow g/G
\]

is smooth of relative dimension \(\dim(G) - \text{rk}(G)\) and surjective, and \(g^{\text{reg}} \subset g\) forms a single nonempty \(G\)-orbit over each geometric \((g/G)\)-fiber.

**Proof.** By Proposition 4.1.14, the \(S\)-scheme \(g//G\) is finitely presented, of formation compatible with base change. Thus, by [SP, Lemma 02FV], the map \(g \rightarrow g//G\) is also finitely presented and, by the fibral criterion [EGA IV\textsubscript{3}, Corollaire 11.3.11], the remaining claims are reduced to the case when \(S\) is the spectrum of algebraically closed field \(k\). The surjectivity of \(g^{\text{reg}} \rightarrow g//G\) then follows from the existence of a Kostant section \(S \subset g^{\text{reg}}\) (see §4.2.4) and the \(G\)-orbit claim is part of [Jan04, Section 7.13, Proposition]. Thus, by \(G(k)\)-conjugation, for the smoothness of \(g^{\text{reg}} \rightarrow g/G\) it suffices to consider the points of \(g^{\text{reg}}\) that lie on \(S\), at which the map is indeed smooth by [EGA IV\textsubscript{4}, Théorème 17.11.1] because it is surjective on tangent spaces due to \(S \rightarrow g//G\). Moreover, for dimension reasons, that is, by Corollary 4.1.18 and [EGA IV\textsubscript{2}, Proposition 6.1.5], the map \(g \rightarrow g//G\) between smooth \(k\)-schemes is flat, and hence, by [SP, Lemma 0E9K], it is automatically a relative complete intersection. In particular, the geometric fibers of \(g \rightarrow g//G\) are Cohen–Macaulay and, due to the relative density of \(g^{\text{reg}}\), also generically smooth, so the \((R_0)+(S_1)\) criterion [SP, Lemma 031R] ensures that they are reduced. \(\square\)

The smoothness of the map \(g^{\text{reg}} \rightarrow g//G\) supplied by Proposition 4.2.6 leads to the description of the basic properties of the centralizer of the universal section of \(g^{\text{reg}}\) in Theorem 4.2.8. The latter generalizes [Ric17, Corollary 3.3.8, Proposition 3.3.9] and [Ngô10, Lemma 2.1.1, Proposition 2.2.1] and rests on the following lemma.

**Lemma 4.2.7.** For a root-smooth reductive group \(G\) over a scheme \(S\) such that \(\text{char}(k(s))\) is prime to \(#(\pi_1(G_{\text{der}, s}))\) for \(s \in S\),\(^{19}\) a maximal \(S\)-torus \(T \subset G\), and its Lie algebra \(t \subset g\), the Weyl group

\[
W := N_G(T)/T \quad \text{acts freely on} \quad t^S := t \cap g^S \quad \text{and} \quad T \twoheadrightarrow C_G(\gamma) \quad \text{for any} \quad \gamma \in t^S(S).
\]

**Proof.** The freeness of the \(W\)-action amounts to the following map being an isomorphism:

\[
t^S \xrightarrow{\gamma \mapsto ((1, \gamma), \gamma)} (W \times_S t^S) \times_{t^S \times_S t^S} \Delta t^S, \quad \text{where} \quad W \times_S t^S \xrightarrow{(w, \gamma) \mapsto (w\gamma, \gamma)} t^S \times_S t^S.
\]

Thus, the fibral criterion [EGA IV\textsubscript{1}, Corollaire 17.9.5] reduces us to the case when \(S = \text{Spec}(k)\) for an algebraically closed field \(k\). For such \(S\), the assertion about the \(W\)-action follows from [Ric17, Lemma 2.3.3], and, once the freeness of the \(W\)-action is known, \(T \twoheadrightarrow C_G(\gamma)\) follows from Lemma 4.1.6. \(\square\)

---

\(^{19}\)This condition holds if \(\mathcal{R}(G)\) has no torsion residue characteristics, see §4.1.12
Theorem 4.2.8. Let $G$ be a reductive group over a scheme $S$ such that $\mathcal{R}(G)$ has no torsion residue characteristics and let $C \subset G_{\mathbb{A}}$ be the centralizer of the universal section of $g := \text{Lie}(G)$. The $g_{\text{reg}}$-group $C_{g_{\text{reg}}}$ is commutative, flat, affine, a relative local complete intersection (so of finite presentation), and there is a unique $(g/G)$-group scheme $J$ equipped with a $G$-equivariant isomorphism $J_{g_{\text{reg}}} \cong C_{g_{\text{reg}}}$, which then extends to a unique $G$-equivariant $g$-group map $J_{g} \to C$, where the $G$-actions on scheme valued points are described by

$$g \cdot (j, \gamma) = (j, \text{Ad}(g)\gamma) \quad \text{and} \quad g \cdot (c, \gamma) \mapsto (gcg^{-1}, \text{Ad}(g)\gamma).$$

Moreover, $g/G$ is the coarse moduli space of the algebraic stack quotient $[g_{\text{reg}}/G]$, more precisely,

$$[g_{\text{reg}}/G] \to g/G$$

is a gerbe bound by $J$ for the fppf topology, and if $G$ is root-smooth, then $J$ (respectively, $C$) is a torus over the image $(g/G)_{\text{fs}}$ of $g_{\text{fs}}$ (respectively, over $g_{\text{reg}}$).

Proof. We begin with the claims about $C_{g_{\text{reg}}}$ and note that the parenthetical claim will follow from the local complete intersection aspect [SP, Lemma 69H]. For these claims, by the fpqc local on the base nature of local complete intersection morphisms and their stability under base change [SP, Lemmas 69K, 02VK, and 01UI], we may first work étale locally $S$ and then reduce to $S$ being a localization of $\text{Spec}(\mathbb{Z})$. In the Cartesian square

$$
\begin{array}{ccc}
C_{g_{\text{reg}}} & \longrightarrow & G \times S g_{\text{reg}} \\
\downarrow \quad \gamma \mapsto (\gamma, \gamma) & \downarrow & \gamma \mapsto (\gamma, \text{Ad}(g)\gamma) \\
G \times S g_{\text{reg}} & \longrightarrow & g_{\text{reg}} \times g/G g_{\text{reg}}
\end{array}
$$

the $S$-scheme $g_{\text{reg}} \times g/G g_{\text{reg}}$ is smooth by Proposition 4.2.6, so the bottom horizontal map is a regular closed immersion. Due to this smoothness and an $S$-fibral dimension count that uses Propositions 4.1.14 and 4.2.6, the miracle flatness [EGA IV, Proposition 6.1.5], and the fibral criterion [EGA IV, Corollaire 11.3.11], the finitely presented map

$$G \times S g_{\text{reg}} \to g_{\text{reg}} \times g/G g_{\text{reg}}$$

is faithfully flat. (4.2.8.2)

Consequently, $C_{g_{\text{reg}}}$ is flat over $g_{\text{reg}}$ and is locally cut out by a regular sequence in the smooth $S$-scheme $G \times S g_{\text{reg}}$. Thus, by, for instance, [SGA 2new, Exposé XIV, Proposition 5.2], the ideal of any closed immersion $C_{g_{\text{reg}}} \hookrightarrow \mathcal{O}_{g_{\text{reg}}}$ is locally generated by a regular sequence, so $C_{g_{\text{reg}}}$ is a relative local complete intersection over $g_{\text{reg}}$. Due to the $g_{\text{reg}}$-flatness of $C_{g_{\text{reg}}}$, its commutativity can be tested after base change to a geometric generic point $\eta$ of $g_{\text{reg}}$. Since $\eta$ lies over $\mathbb{Q}$ and is regular semisimple (see §4.1.5), Lemma 4.2.7 ensures that the centralizer $C_{\eta}$ is a torus, and hence is commutative.

Next we turn to the claims about $J$, so we revert to $S$ being arbitrary. Since $C$ is $g$-affine, by descent, the existence and uniqueness of $J$ amount to the group $C_{g_{\text{reg}}}$ admitting a unique $G$-equivariant descent datum $\iota$ with respect to the smooth surjection $g_{\text{reg}} \twoheadrightarrow g/G$ of Proposition 4.2.6. For this, we let $S'$ be a variable $S$-scheme and view $\iota$ as a collection of group isomorphisms

$$\iota_{\gamma_1, \gamma_2} : C_{G(\gamma_1)} \xrightarrow{\sim} C_{G(\gamma_2)} \quad \text{for all} \quad \gamma_1, \gamma_2 \in g_{\text{reg}}(S')$$

such that the $\iota_{\gamma_1, \gamma_2}$ are compatible with pullback in $S'$ and are subject to the cocycle condition

$$\iota_{\gamma_2, \gamma_3} \circ \iota_{\gamma_1, \gamma_2} = \iota_{\gamma_1, \gamma_3};$$

compare with this kind of description of descent data in [BLR90, Section 6.1, before Lemma 3]; concretely,

$$\iota_{\gamma_1, \gamma_2} \text{ is } C_{G(\gamma_1)} \xrightarrow{\sim} J \times_{g/G, \gamma_1} S' \cong J \times_{g/G, \gamma_2} S' \cong C_{G(\gamma_2)}.$$
The $G$-equivariance amounts to

$$\ell_{\gamma, \text{Ad}(g)\gamma} : C_G(\gamma) \to C_G(\text{Ad}(g)\gamma)$$

being given by conjugation by $g$ for $\gamma \in g^\text{reg}(S'), g \in G(S')$.

By (4.2.8.2), fppf locally on $S'$ every $(\gamma_1, \gamma_2)$ is of this form, so the $G$-equivariance determines $\ell_{\gamma_1, \gamma_2}$ uniquely; the cocycle condition is automatic, and the existence of $\ell$ reduces to $\ell_{\gamma, \text{Ad}(g)\gamma}$ not depending on $g$. However, if $\text{Ad}(g)\gamma = \text{Ad}(g')\gamma$, then $g' = gc$ with $c \in (C_G(\gamma))(S')$, so the independence follows from the fact that the conjugation by $c$ has no effect because the group $C_G(\gamma)$ is commutative.

By descent, the group $J$ inherits properties from $g^\text{reg}$: it is commutative, flat, affine, and a relative complete intersection over $g // G$. Moreover, (4.1.7.1) and Proposition 4.2.3 ensures that $J^\text{reg}$ is $S$-fiberwise of codimension $\geq 2$ in $J_g$. Thus, since $C$ is affine, the relative version of Hartogs’ extension principle [EGA IV, Proposition 19.9.8] supplies the unique morphism $J_g \to C$ extending $J^\text{reg} \simeq C^\text{reg}$ and, by allowing one to check the commutativity of all the relevant diagrams over $g^\text{reg}$, shows that it is a $G$-equivariant $g$-group homomorphism.

The algebraicity of the stack $[g^\text{reg}/G]$ is ensured by the general criterion [SP, Theorem 06FI]. By Proposition 4.2.6, the map $[g^\text{reg}/G] \to g // G$ is an fppf (even smooth) surjection and, by (4.2.8.2), two objects of $[g^\text{reg}/G]$ above the same scheme-theoretic point of $g // G$ are fppf locally isomorphic. Thus,

$$[g^\text{reg}/G] \to g // G$$

is a gerbe by the criterion [LMB00, Remarques 3.16], and it is bound by $J$ by the construction of the latter.

By Corollary 4.1.18, if $G$ is root-smooth, then the preimage of $(g // G)^s$ in $g$ is precisely $g^s$. Thus, the last assertion follows from §4.1.5 and Lemma 4.2.7.

\begin{remark}
Of course, the gerbe $[g^\text{reg}/G] \to g // G$ is neutral whenever the map $g^\text{reg} \to g // G$ has a section, such as a Kostant section when $G$ is split and pinned (see §4.2.4, as well as Proposition 4.3.2 below for a quasi-split case).
\end{remark}

\begin{remark}
Both $g^\text{reg}$ and $g$ carry compatible scaling by $G_{m,S}$ actions, which lift to a $G_{m,S}$-action on $C$. The descent datum $\iota$ that gives $J$ is equivariant for this action, so $G_{m,S}$ also acts on $J$ compatibly with its action on $g // G$. Consequently, for every $G_{m,S}$-torsor $\mathcal{L}$ with the twist

$$g_{\mathcal{L}} := g \times_{G_{m,S}} \mathcal{L},$$

we obtain a unique $(g_{\mathcal{L}} // G)$-group $J$ equipped with a $G$-equivariant isomorphism

$$J_{g_{\mathcal{L}}} \simeq C_{g_{\mathcal{L}}}^\text{reg},$$

which extends to a $G$-equivariant $g_{\mathcal{L}}$-group map $J_{g_{\mathcal{L}}} \to C_{g_{\mathcal{L}}}$. (4.2.10.1)

and, by Theorem 4.2.8, the map $[g^\text{reg}_{\mathcal{L}}/G] \to g_{\mathcal{L}} // G$ is a gerbe bound by $J$.

Under the following stronger assumption on the residue characteristics, $C_{g^\text{reg}}$ is even $g^\text{reg}$-smooth.

\begin{proposition}
Let $G$ be a reductive group over a scheme $S$ such that char($k(s)$) for $s \in S$ divides neither $\#\pi_1(\{G_\text{der}\})$ nor any coefficient in the expression of a root of $G_\text{der}$ in terms of a base of simple roots. The $(g // G)$-group $J$ defined in Theorem 4.2.8 is smooth and the centralizer

$$C_{g^\text{reg}} \subset G_{g^\text{reg}}$$

of the universal regular section of the Lie algebra $g$ of $G$ is $g^\text{reg}$-smooth.
\end{proposition}

\begin{proof}
The assumptions imply that $\mathcal{B}(G)$ has no torsion residue characteristics (see §4.1.12 and footnote 17). Thus, the claim about $J$ follows from the rest by descent (see Proposition 4.2.6).

For the rest, the $g^\text{reg}$-flatness of $C_{g^\text{reg}}$ established in Theorem 4.2.8 allows us to assume that $S$ is the spectrum of an algebraically closed field $k$. Moreover, the open locus of $g^\text{reg}$ over which $C_{g^\text{reg}}$ is
smooth is open and stable both under the $G_m$-scaling and the adjoint action of $G$. Thus, since the map $\mathfrak{g}^{\text{reg}} \to \mathfrak{g} / G$ is open and its geometric fibers consist of single $G$-orbits (see Proposition 4.2.6), the open of $\mathfrak{g}^{\text{reg}}$ over which $C_q^{\text{reg}}$ is smooth is a preimage of a $G_m$-stable open $U \subset \mathfrak{g} / G$. The $G_m$-action on $\mathfrak{g} / G$ extends to a map
\[
\mathbb{A}^1 \times_k \mathfrak{g} / G \to \mathfrak{g} / G \quad \text{that maps } \{0\} \times_k \mathfrak{g} / G \text{ to } \{0\} \subset \mathfrak{g} / G.
\]
Thus, once we show that $\{0\} \subset U$ in $\mathfrak{g} / G$, it will follow that the preimage $V \subset \mathbb{A}^1 \times_k \mathfrak{g} / G$ of $U$ under the action map $\mathbb{G}_m \times_k \mathfrak{g} / G \to \mathfrak{g} / G$ contains $\{0\} \times_k \mathfrak{g} / G$. Then $V$ will meet every geometric fiber of the projection $\mathbb{G}_m \times_k \mathfrak{g} / G \to \mathfrak{g} / G$, and hence, being stable under the $\mathbb{G}_m$-action on the first coordinate, $V$ will contain every such fiber. The desired $U = \mathfrak{g} / G$ will follow.

To argue the remaining inclusion $\{0\} \subset U$, since the fiber of $\mathfrak{g}^{\text{reg}} \to \mathfrak{g} / G$ above $\{0\}$ consists of the regular nilpotent sections (see Corollary 4.1.18), we need to show that the centralizer $C_G(\gamma)$ of every regular nilpotent $\gamma \in \mathfrak{g}^{\text{reg}}(k)$ is smooth. Such $\gamma$ form a single $G(k)$-conjugacy class (see §4.2.2), so it suffices to show that $C_G(\gamma)$ is smooth when $\gamma := \sum_{\alpha \in \Delta} \epsilon_\alpha$ for some pinning $\{\epsilon_\alpha\}_{\alpha \in \Delta}$ of $G$.

Then, letting $Z \subset G$ be the maximal central torus, we have the group homomorphism
\[
Z \times C_{G_{\text{det}}}(\gamma) \to C_G(\gamma),
\]
which is surjective and hence also flat. It remains to note that $C_{G_{\text{det}}}(\gamma)$ is smooth by [Spr66, Theorem 5.9 a)] (which even shows that our assumption on char($k(s)$) is sharp).

The “Galois-theoretic” description of the torus $J|_{(\mathfrak{g} / G)^{\text{rs}}}$ presented in Proposition 4.2.13 is key for §4.3 and mildly generalizes [Ngô10, Proposition 2.4.2] by weakening its assumption that the cardinality of the Weyl group be invertible on the base (in turn, loc. cit. builds on [DG02, Section 11] that considered a situation over $\mathbb{C}$). The proof of this description will use the following lemma, which improves [Ric17, Lemma 3.5.3].

**Lemma 4.2.12.** Let $G$ be a root-smooth reductive group over a scheme $S$ such that $\mathcal{H}(G)$ has no torsion residue characteristics, let $T \subset G$ be a maximal $S$-torus with Lie algebra $\mathfrak{t} \subset \mathfrak{g}$ and let $W := N_G(T) / T$ be the Weyl group scheme. The map $t \to t / W$ is finite locally free of degree $\# W$ and is a $W$-torsor over $t^{\text{rs}} / W$ and for any Borel $S$-subgroup $T \subset B \subset G$ the maps
\[
\tilde{\mathfrak{g}} \xrightarrow{4.1.7.3} \mathfrak{t} \quad \text{and} \quad \mathfrak{g} \to \mathfrak{g} / G \cong t / W
\]
induce an isomorphism
\[
\tilde{\mathfrak{g}}^{\text{reg}} \xrightarrow{\sim} \mathfrak{g}^{\text{reg}} \times_{t / W} T \quad \text{over } \mathfrak{g}^{\text{reg}}.
\]

Proof. The map (4.2.12.1) is well-defined by (4.1.7.4). By Theorem 4.1.10 and Proposition 4.1.14, we have $t / W \cong \mathfrak{g} / G$ compatibly with base change, so, after first reducing to the split, pinned case, we may assume that $S$ is a localization of Spec($\mathbb{Z}$). Over the geometric $S$-fibers the finite map $t \to t / W$ is a morphism of affine spaces of the same dimension, so, by the fibral criterion [EGA IV3, Corollaire 11.3.11], it is flat; its degree may be read off over $t^{\text{rs}} / W$, over which it is a $W$-torsor by Lemma 4.2.7. By Proposition 4.2.6, the $S$-scheme $\tilde{\mathfrak{g}}^{\text{reg}} \times_{t / W} T$ is smooth, so it is the normalization of $\mathfrak{g}^{\text{reg}}$ in $(\mathfrak{g}^{\text{reg}} \times_{t / W} T)|_{t^{\text{rs}}}$. The same holds for $\tilde{\mathfrak{g}}^{\text{reg}}$ (see §4.1.7 and Proposition 4.2.3), so we need to argue that (4.2.12.1) is an isomorphism over $t^{\text{rs}}$. By Proposition 4.1.8 and Lemma 4.2.7, both sides of (4.2.12.1) are $W$-torsors over $\tilde{\mathfrak{g}}^{\text{rs}}$, so it suffices to note that the map is $W$-equivariant: in terms of the isomorphism $G / T \times_S t^{\text{rs}} \cong \tilde{\mathfrak{g}}^{\text{rs}}$ of Proposition 4.1.8, the map to $t$ is simply the projection. □
Proposition 4.2.13. Let $G$ be a root-smooth reductive group over a scheme $S$ such that $\mathcal{R}(G)$ has no torsion residue characteristics, let $T \subset G$ be a maximal $S$-torus with Lie algebra $t \subset \mathfrak{g}$, set $t^\text{rs} := t \cap \mathfrak{g}^\text{rs}$, let $W := N_G(T)/T$ be the Weyl group, let $T \subset B \subset G$ be a Borel $S$-subgroup, and let $\pi: t \to t/W$ be the indicated quotient map. The group $J$ defined in Theorem 4.2.8 admits a

$$(t/W)\text{-group homomorphism } J \to (\pi_*(T_1))^W \quad \text{that is an isomorphism over } t^\text{rs}/W, \quad (4.2.13.1)$$

where and $W$ acts on the restriction of scalars $\pi_*(T_1)$ via its actions on $T$ and $t$. In particular, $J|_{t^\text{rs}/W}$ becomes isomorphic to a base change of $T$ over the finite étale cover $t^\text{rs} \to t^\text{rs}/W$.

Proof. The proof is similar to that of [Ngô10, Proposition 2.4.2], but we include it since our assumptions are slightly weaker. Firstly, $t \to t/W$ is finite locally free and a $W$-torsor over $t^\text{rs}/W$ by Lemma 4.2.12, so, by [BLR90, Section 7.6, Theorem 4, Proposition 5], the restriction of scalars $\pi_*(T \times_S t)$ is a smooth, affine $(t/W)$-group and it suffices to settle (4.2.13.1). For the latter, we will use the Cartesian square supplied by Lemma 4.2.12 using our fixed Borel $B$:

$$
\begin{array}{ccc}
\tilde{\mathfrak{g}}^\text{reg} & \overset{(4.1.7.3)}{\longrightarrow} & t \\
\downarrow{\pi'} & & \downarrow{\pi} \\
\mathfrak{g}^\text{reg} & \longrightarrow & t/W
\end{array}
$$

in which the vertical arrows are finite locally free and the horizontal ones are smooth by Proposition 4.2.6. In particular, since the map (4.1.7.3) is $W$-equivariant (see Proposition 4.1.9) and $t/W \cong \mathfrak{g}/G$ (see Theorem 4.1.10), by arguing by descent as in the proof of Theorem 4.2.8 it suffices to produce a $G$-equivariant homomorphism

$$J_{\mathfrak{g}^\text{reg}} \to (\pi_*(T_{\tilde{\mathfrak{g}}^\text{reg}}))^W$$

that is an isomorphism over $\mathfrak{g}^\text{rs}$ (that is, over the preimage of $t^\text{rs}/W$, see Corollary 4.1.18). The group $J_{\mathfrak{g}^\text{reg}}$ is $G$-equivariantly identified with the centralizer $C_{\mathfrak{g}^\text{reg}}$ of the universal regular section of $\mathfrak{g}$ (see Theorem 4.2.8), the restriction of $\pi'$ to $\mathfrak{g}^\text{rs}$ is a $W$-torsor, so that

$$\mathfrak{g}^\text{rs} \cong (\pi'_*(\tilde{\mathfrak{g}}^\text{rs}))^W$$

and likewise for $C_{\mathfrak{g}^\text{rs}}$, and the $G$- and $W$-actions on $\tilde{\mathfrak{g}}^\text{reg}$ commute (see Proposition 4.1.9). Thus, all we need to do is to exhibit a $G$-equivariant and $W$-equivariant homomorphism $C_{\mathfrak{g}^\text{reg}} \to T_{\tilde{\mathfrak{g}}^\text{reg}}$ that is an isomorphism over $\tilde{\mathfrak{g}}^\text{rs}$.

The group $G_{\tilde{\mathfrak{g}}^\text{reg}}$ comes equipped with two subgroups: the base change $C_{\tilde{\mathfrak{g}}^\text{reg}}$ of the universal centralizer and the base change $B_{\tilde{\mathfrak{g}}^\text{reg}}$ of the universal Borel, and we claim that $C_{\tilde{\mathfrak{g}}^\text{reg}} \subset B_{\tilde{\mathfrak{g}}^\text{reg}}$. For this we may first work étale locally on $S$ and then reduce to $S$ being a localization of Spec($\mathbb{Z}$). Moreover, by Theorem 4.2.8, the $\tilde{\mathfrak{g}}^\text{reg}$-group $C_{\tilde{\mathfrak{g}}^\text{reg}}$ is flat, so it suffices to check that $C_{\tilde{\mathfrak{g}}} \subset B_{\tilde{\mathfrak{g}}}$. By Theorem 4.2.8 again, $C_{\tilde{\mathfrak{g}}}$ is reduced, so this inclusion may be checked fiberwise and amounts to the assertion that for a geometric $S$-point $\pi$, the $G$-centralizer of a $\gamma \in \mathfrak{g}^\text{rs}(\pi)$ lies in every Borel whose Lie algebra contains $\gamma$. This, however, follows from the Jordan decomposition and Lemma 4.2.7.

The universal Borel $B$ may be identified with the universal $(G/B)$-conjugate of our fixed Borel $T \subset B$ and, in particular, the quotient by its unipotent radical is canonically a base change of $T$. Thus, the inclusion $C_{\tilde{\mathfrak{g}}^\text{reg}} \subset B_{\tilde{\mathfrak{g}}^\text{reg}}$ gives a desired homomorphism $C_{\tilde{\mathfrak{g}}^\text{reg}} \to T_{\tilde{\mathfrak{g}}^\text{reg}}$ that is $G$-equivariant and $W$-equivariant by construction: for instance, to check the $W$-equivariance, one may work over $\tilde{\mathfrak{g}}^\text{rs}$, use Proposition 4.1.8 to identify $\tilde{\mathfrak{g}}^\text{rs} \cong G/T \times_S t$, and then note that on the quotient $B_{\tilde{\mathfrak{g}}^\text{reg}} \to T_{\tilde{\mathfrak{g}}^\text{reg}}$ the difference between the “conjugating back” by $g^{-1}$ and by $(gw^{-1})^{-1}$ is the action by $w$ on $T$. Finally, the map $C_{\tilde{\mathfrak{g}}^\text{reg}} \to T_{\tilde{\mathfrak{g}}^\text{reg}}$ is an isomorphism over $\tilde{\mathfrak{g}}^\text{rs}$ because it is so fiberwise by Lemma 4.2.7.  \[\square\]
The following result about the conjugacy class of the Kostant section illustrates the utility of the Galois-theoretic description of $J$ supplied by Proposition 4.2.13 and complements the fact that the geometric fibers of $g \to g//G$ above points in $(g//G)^{rs}$ consist of single $G$-orbits (see Corollary 4.1.18).

**Theorem 4.2.14.** For a seminormal, strictly Henselian, local ring $R$ and a reductive $R$-group $G$ with Lie algebra $g$, if the order of the Weyl group of $G$ is invertible in $R$, then the fibers of $g^{rs}(R((t))) \to (g//G)^{rs}(R((t)))$ are precisely the $G(R((t)))$-conjugacy classes in $g^{rs}(R((t)))$.

**Proof.** Since the order of the Weyl group is invertible in $R$, the group $G$ satisfies all the “no small residue characteristics” assumptions that appear earlier in this chapter (see §4.1.1, §4.1.12, and footnote 17), so we may freely apply the preceding results in this proof. In the statement, we let

$$(g//G)^{rs} \subset g//G$$

denote the open image of $g^{rs}$ (see Proposition 4.2.6); by Corollary 4.1.18, its preimage in $g$ is precisely $g^{rs}$. Thanks to a Kostant section (see §4.2.4), the map is surjective as indicated.

The map $g^{rs} \to g//G$ is invariant under $G$-conjugation, so $G(R((t)))$-conjugate elements of $g^{rs}(R((t)))$ agree in $(g//G)(R((t)))$. Conversely, fix $\gamma_1, \gamma_2 \in g^{rs}(R((t)))$ that have a common image

$$(\gamma) \in (g//G)^{rs}(R((t))) \subset (g//G)(R((t))).$$

Theorem 4.2.8 ensures that

$$[g^{rs}/G] \to (g//G)^{rs}$$

is a gerbe bound by $J_{(g//G)^{rs}}$, so the functor that parametrizes isomorphisms between the images of $\gamma_1$ and $\gamma_2$ in $[g^{rs}/G]$ is a torsor under $J_{R((t))}$ (pullback of $J$ along $\gamma$). By Proposition 4.2.13, this $J_{R((t))}$ is an $R((t))$-torus that splits over a $W$-torsor for some finite group $W$ whose order is invertible in $R$. Thus, by Theorem 3.2.4, the torsor in question is trivial and the images of $\gamma_1$ and $\gamma_2$ in $([g^{rs}/G])(R((t)))$ may be identified. The fiber of the map

$$g^{rs} \to [g^{rs}/G]$$

over this common image is a $G_{R((t))}$-torsor trivialized both by $\gamma_1$ and $\gamma_2$, so the latter are indeed $G(R((t)))$-conjugate, as desired. \qed

**4.3. The product formula for the Hitchin fibration beyond the anisotropic locus**

Our final goal is Ngô’s product formula over the entire $\mathcal{A}_\mathbb{C}$ stated precisely in Theorem 4.3.8 below. The construction of the stack morphism that encodes this formula amounts to gluing torsors with the help of a twisted Kostant section for quasi-split groups, so our first goal is to construct this section in Proposition 4.3.2. We begin with a brief review of quasi-splitness in order to remind that beyond semilocal bases this is a more stringent condition than the existence of a Borel.

**4.3.1. Quasi-split reductive groups.** We recall from [SGA 3\textsubscript{III new}, Exposé XXIV, Section 3.9] that a reductive group $G$ over a scheme $S$ is **quasi-split** if it has a maximal $S$-torus and a Borel $S$-subgroup $T \subset B \subset G$ such that on the $S$-scheme $\text{Dyn}(G)$ of Dynkin diagrams the line bundle $g_*$ given by the universal root space that is simple with respect to $B$ is trivial. In this case, a choice of $T \subset B \subset G$ and a trivialization $e$ of $g_*$ constitutes a **quasi-pinning** of $G$. For example, when $G$ is split with respect to $T$, a choice of $B$ amounts to that of a system $\Delta$ of positive simple roots,

$$\text{Dyn}(G) \cong \bigsqcup_{\alpha \in \Delta} S,$$

the line bundle $g_*$ is given by the $T$-root space $g_\alpha$ on the copy of $S$ indexed by $\alpha$, and $e$ amounts to a trivialization of each $g_\alpha$ (equivalently, to a nilpotent section of $g := \text{Lie}(G)$ that is principal with respect to $\Delta$). Thus, in the split case the datum of a quasi-pinning amounts to that of a pinning.
We are ready to build a twisted Kostant section under more general conditions than in [Ngö10, Lemme 2.2.5].

**Proposition 4.3.2.** Let $T \subset B \subset G$ be a quasi-split reductive group over a scheme $S$ with Lie algebras $t \subset b \subset g$ and Weyl group $W := N_G(T)/T$, let $G$ be the reductive $S$-group that is the form of $G$ that is split Zariski locally on $S^{20}$ and suppose that there is a $G$-isomorphism

$$\iota: \text{Lie}(G) \xrightarrow{\sim} \text{Lie}(G)^*$$

and that char($k(s)$) for $s \in S$ divides neither $\#\pi_1(((G_{\text{der}})^{\text{ad}})$ nor any coefficient in the expression of a root of $G_{\pi}$ in terms of a base of simple roots. The Chevalley morphism

$$g \to t/W \text{ admits a section } \epsilon: t/W \to g^{\text{reg}}$$

and for any $G_m$-torsor $L$ on $S$ with $t_L := t \times_S G_m$ and $g_L := g \times_S G_m$, the induced $S$-morphism

$$[g_L \otimes 2/G] \to t_L \otimes 2/W \text{ admits a section } \epsilon_L: t_L \otimes 2/W \to [g_L^{\text{reg}} \otimes 2/G].$$

**Proof.** The assumption on $\#\pi_1(((G_{\text{der}})^{\text{ad}}$ implies that $G$ is root-smooth (see §4.1.1), so the Chevalley morphism makes sense (see Theorem 4.1.10). We are assuming that $G$ is quasi-split with respect to $T \subset B$, so we choose a trivialization $e$ that extends them to a quasi-pinning of $G$ (see §4.3.1). By passing to the clopens of $S$ on which $R(G_{\pi})$ is constant, we assume that $G$ is split.

For (4.3.2.1), by descent, we may assume that $G = G$ and that $G$ is split with respect to $T$ at the expense of needing to check that the canonical Kostant section $S$ built in Remark 4.2.5 using $e$ and $\iota$ is invariant under any automorphism of $G$ that preserves the pinning. The construction of $S$ gives this invariance because it only involves structures respected by every automorphism of $G$ that preserves $T$, $B$, and $e$ (in particular, the formula for $S$ does not use $\iota$, which need not be preserved by such an automorphism). To deduce (4.3.2.2), we first note that $g_L \otimes 2 \cong g_L'$ and $t_L \otimes 2 \cong t_L'$, where $(\cdot)'$ means that the contracted product is formed with $G_m$ acting on $g$ and $t$ by the square of its scaling action (in terms of a local trivialization $\ell$ for $L$, the identifications are induced by $(\gamma, \ell^2) \mapsto (\gamma, \ell)$). To then construct the desired section

$$\epsilon_L: t_L'/W \to [g_L^{\text{reg}} \otimes 2/G] \text{ of } [g_L'/G] \to t_L'/W,$$

it suffices to find a functorial isomorphism given by $G$-conjugation that transforms the map

$$G_m \times_S t/W \times_S L \to g_L^{\text{reg}} \text{ given by } (t, (\tau, \ell)) \mapsto (\epsilon(\tau), \ell) \text{ into } (t, (\tau, \ell)) \mapsto (\epsilon(t^{-2} \tau), t\ell).$$

Letting $2\rho: G_m \to G$ be the sum of those coroots that are positive with respect to $B$, we have

$$(\epsilon(t^{-2} \tau), t\ell) = (t^2 \epsilon(t^{-2} \tau), \ell) \overset{(4.2.4.1)}{=}(\text{Ad}((2\rho)(t))\epsilon(\tau), \ell) \text{ in } g_L'_{\text{reg}},$$

so the desired functorial conjugation is $t \mapsto \text{Ad}((2\rho)(t))$. \hfill $\Box$

The subsequent §§4.3.3–4.3.5 review the main actors that appear in the product formula.

**4.3.3. The Hitchin fibration.** Let $S$ be a scheme, let $\pi: X \to S$ be a proper, smooth scheme morphism with connected geometric fibers of dimension 1, let $G$ be a reductive $X$-group with Lie algebra $g$, and let $L$ be a $G_m$-torsor on $X$. The total Hitchin space associated to this data is the restriction of scalars

$$M_L := \pi_*(\mathcal{M}_L/[g_L/G]), \text{ where } g_L := g \times_S G_m \text{ and } G \text{ acts via its adjoint action on } g$$

(in spite of abusive notation, we stress that $G$ acts on $g_L$ on the left, compare with §1.5).

---

20We recall from [SGA 3, Exposé XXII, Définition 1.13] that the root datum of a split group is necessarily constant on the base.
By the general criterion for the algebraicity of restrictions of scalars [HR19, Corollary 9.2 (ii)] (or by the more specific [Ngő10, Section 4.2.2]), the stack $\mathcal{M}_\mathcal{L}$ is algebraic, locally of finite presentation over $S$, and has an affine diagonal. Concretely, for an $S$-scheme $S'$, the groupoid $\mathcal{M}_\mathcal{L}(S')$ consists of left $G_{X_{S'}}$-torsors $E$ equipped with a $G$-equivariant $X$-map $E \to \mathfrak{g}_\mathcal{L}$, equivalently, it is the groupoid of left $G_{X_{S'}}$-torsors $E$ equipped with a section

$$\phi \in H^0(X_{S'}, (E \times_{X_{S'}} (\mathfrak{g}_\mathcal{L})_{X_{S'}})/G_{X_{S'}}), \quad (4.3.3.1)$$

where $G_{X_{S'}}$ acts on both factors of $E \times_{X_{S'}} (\mathfrak{g}_\mathcal{L})_{X_{S'}}$. For a maximal $X$-torus $T \subset G$ with its Lie algebra $\mathfrak{t} \subset \mathfrak{g}$ and Weyl group $W := N_G(T)/T$, the Hitchin base is the restriction of scalars of $\mathfrak{t}_\mathcal{L}/W$:

$$A_\mathcal{L} := \pi_* (\mathfrak{t}_\mathcal{L}/W), \quad \text{where} \quad \mathfrak{t}_\mathcal{L} := \mathfrak{t} \times \mathbb{G}_m \mathcal{L}.$$ 

If $G$ is root-smooth, then we have the regular semisimple locus

$$t^{rs}_\mathcal{L}/W \subset t_\mathcal{L}/W, \quad \text{where} \quad t^{rs}_\mathcal{L} := t_\mathcal{L} \cap \mathfrak{g}^{rs}_\mathcal{L}.$$ 

Its preimage under the universal section $X_{A_\mathcal{L}} \to (t_\mathcal{L}/W)_{X_{A_\mathcal{L}}}$ is an open $(X_{A_\mathcal{L}})^{rs} \subset X_{A_\mathcal{L}}$ whose image is the open

$$A^{\circ}_\mathcal{L} \subset A_\mathcal{L} \quad \text{over which the} \quad (X_{A_\mathcal{L}})^{rs} \text{is fiberwise dense in } X_{A_\mathcal{L}}.$$ 

The map $[\mathfrak{g}_\mathcal{L}/G] \to t_\mathcal{L}/W$ supplied by Theorem 4.1.10 induces the Hitchin fibration morphism

$$f_\mathcal{L}: \mathcal{M}_\mathcal{L} \to A_\mathcal{L}, \quad (4.3.3.2)$$

If $G$ is quasi-split with respect to $T$ and, say, $\#W$ is invertible on $S$, then for every algebraically closed $S$-field $k$, Proposition 4.3.2 (with Remark 4.2.5, especially, footnote 18, to obtain the pairing $\iota$) supplies a Kostant section

$$\epsilon_\mathcal{L} : t_\mathcal{L}^{\otimes 2}/W \to [\mathfrak{g}^{\text{reg}}_\mathcal{L}/G],$$

which induces a Kostant–Hitchin section

$$\epsilon_\mathcal{L} : A_\mathcal{L}^{\otimes 2, k} \to \mathcal{M}_\mathcal{L}^{\otimes 2, k} \quad \text{of the} \quad k\text{-fiber of the Hitchin fibration} \quad f_\mathcal{L}^{\otimes 2, k} : \mathcal{M}_\mathcal{L}^{\otimes 2, k} \to A_\mathcal{L}^{\otimes 2, k}.$$ 

By construction, the Kostant–Hitchin section factors through the open substack

$$\mathcal{M}_\mathcal{L}^{\text{reg}} := \pi_* ([\mathfrak{g}^{\text{reg}}_\mathcal{L}/G]) \subset \mathcal{M}_\mathcal{L}^{\otimes 2}.$$ 

4.3.4. The affine Springer fibers. In the setting of §4.3.3, suppose that $G$ is quasi-split and $\#W$ is invertible on $S$, let $k$ be an algebraically closed $S$-field, let $a \in A_\mathcal{L}^{\otimes 2}(k)$ be a $k$-point as indicated, let the corresponding section of the map $(t_\mathcal{L}^{\otimes 2}/W)_{X_k} \to X_k$ be

$$a : X_k \to (t_\mathcal{L}^{\otimes 2}/W)_{X_k} \quad \text{and let} \quad X^{rs}_a \subset X_k \quad \text{be the } a\text{-preimage of} \quad (t^{rs}_\mathcal{L}/W)_{X_k} \subset (t_\mathcal{L}^{\otimes 2}/W)_{X_k}$$

so that, by definition, $a \in A^{\circ}_\mathcal{L}(k)$ if and only if $X^{rs}_a \neq \emptyset$. Moreover, consider a $k$-point $v$ of $X_k$, let $\mathcal{O}_v \simeq k[t_v]$ be the completed local ring of $X_k$ at $v$, and let

$$a|_{\mathcal{O}_v} \in (t_\mathcal{L}^{\otimes 2}/W)(\mathcal{O}_v)$$

be the resulting $\mathcal{O}_v$-point. The affine Springer fiber at $v$ is the functor $\mathcal{M}_\mathcal{L}^{\otimes 2, a, v}$ that sends a $k$-algebra $R$ to the groupoid of lifts

$$\text{Spec}(R[t_v]) \simeq \text{Spec}((\mathcal{O}_v \otimes k)[R] - - - - [\mathfrak{g}_\mathcal{L}^{\otimes 2}/G] \quad \text{Spec}(\mathcal{O}_v \otimes k[R]) \quad \text{Spec}(\mathcal{O}_v \otimes k[R])$$
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equipped with an isomorphism between the restriction to \((\mathcal{O}_v \otimes \overline{k})[\frac{1}{t_v}]\) and the corresponding restriction of the Kostant–Hitchin lift \(\varepsilon_x(a)\). Analogously to after (4.3.3.1), the data being parametrized amount to a \(G_{\mathcal{O}_v \otimes \overline{k}}\)-torsor \(E_v\) equipped both with a \(G\)-equivariant \(X\)-morphism \(E_v \to \mathfrak{g}_{\mathbb{L}^\otimes 2}\) that lifts \(a|_{\mathcal{O}_v}\) and an isomorphism after localizing away from \(v\) with the analogous data determined by \(\varepsilon_x(a)\). Since \(t_v\) is a nonzerodivisor in \(R[\frac{1}{t_v}]\), this rigidification with respect to the Kostant–Hitchin section eliminates nontrivial automorphisms, so the functor \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\) is set-valued.

By [Ngô10, Proposition 3.2.1] (see also [KL88, Section 2, Proposition 1] and [Yun17, Theorem 2.5.2]), if \(a|_{\mathcal{O}_v \otimes \overline{k}}\) factors through \(t_v^{\mathbb{L}^\otimes 2}/W\), as happens if and only if \(a \in A_{\mathbb{L}^\otimes 2}(\overline{k})\), then \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\) is representable by an ind-scheme whose associated reduced \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\) is a locally of finite type, finite-dimensional \(\overline{k}\)-scheme.

### 4.3.5. Symmetries of the Hitchin and affine Springer fibers.

Assume the setting of §§4.3.6. The product formula morphism. Assume the setting of §§4.3.3–4.3.4 with \(G\) quasi-split and \#\(W\) invertible on \(S\), and a point \(a \in A_{\mathbb{L}^\otimes 2}(\overline{k})\). We use the corresponding section \(a: X_{\mathbb{L}} \to (t_{\mathbb{L}^\otimes 2}/W)X_{\mathbb{L}}\) to pull back the descent \(J\) of the universal regular centralizer constructed in Remark 4.2.10. Thanks to the \(G\)-equivariant homomorphism

\[
J_{\mathbb{L}^\otimes 2} \xrightarrow{(4.2.10.1)} C_{\mathbb{L}^\otimes 2}
\]

to the universal \(G\)-centralizer, the resulting \(X_{\mathbb{L}}\)-group \(J_a\) acts on the objects of the \(X_{\mathbb{L}}\)-stack \([\mathfrak{g}_{\mathbb{L}^\otimes 2}/G]X_{\mathbb{L}}\). Thus, descent allows us to twist these objects by \(J_a\)-torsors, so the \(a\)-fiber \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\) of the Hitchin fibration (4.3.3.2) admits an action of the Picard \(\mathbb{L}\)-stack

\[
P_a := (\pi_{\mathbb{L}})_*(\mathcal{B}(J_a)),
\]

where \(\mathcal{B}(\cdot)\) denotes the classifying stack. By the general criterion [HR19, Corollary 9.2 (ii)] for representability and properties of restrictions of scalars, the stack \(P_a\) is algebraic and its diagonal is affine.

Under the assumption that \(a \in A_{\mathbb{L}^\otimes 2}(\overline{k})\), for each closed point \(v \in X_{\mathbb{L}}\) we also consider the functor \(P_{a, v}\) that for a variable \(\mathbb{L}\)-algebra \(R\) parametrizes \(J_a\)-torsors over \((\mathcal{O}_v \otimes \overline{k})[\frac{1}{t_v}]\). The same considerations as for \(P_a\) show that \(P_{a, v}\) acts on the affine Springer fiber \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\). By [Ngô10, Section 3.3, especially, Lemme 3.3.1], the functor \(P_{a, v}\) is representable by an ind-scheme whose associated reduced \(P_{a, v}\) is a locally of finite type \(\mathbb{L}\)-scheme. Due to its group structure, \(P_{a, v}\) is even \(\mathbb{L}\)-smooth, and it inherits an action on the locally of finite type \(\mathbb{L}\)-scheme

\[
\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}^\text{red}.
\]

### 4.3.6. The product formula morphism.

Assume the setting of §§4.3.3–4.3.5 with \(G\) quasi-split and \#\(W\) invertible on \(S\), in particular, fix a point \(a \in A_{\mathbb{L}^\otimes 2}(\overline{k})\) valued in an algebraically closed field, so that \(X_{\mathbb{L}}^{\text{rs}} \subset X_{\mathbb{L}}\) is a dense open, and let \(U_a \subset X_{\mathbb{L}}^{\text{rs}}\) be a dense open. Due to the moduli interpretation of \(\mathcal{M}_{\mathbb{L}^\otimes 2, a}\) and \(\mathcal{M}_{\mathbb{L}^\otimes 2, a, v}\), Beauville–Laszlo gluing in the style of Lemma 2.2.11 of the Kostant–Hitchin section \(\varepsilon_x(a)|_{U_a}\) to sections of affine Springer fibers at the points in \(X_{\mathbb{L}}\setminus U_a\) gives a \(\mathbb{L}\)-stack morphism

\[
\prod_{v \in X_{\mathbb{L}}\setminus U_a} \mathcal{M}_{\mathbb{L}^\otimes 2, a, v} \to \mathcal{M}_{\mathbb{L}^\otimes 2, a}.
\]

A similar glueing gives an action of \(\prod_{v \in X_{\mathbb{L}}\setminus U_a} P_{a, v}\) on \(P_a\). Thus, by twisting the glueing that gives the morphism (4.3.6.1) by variable \(J_a\)-torsors as in §4.3.5, we obtain the \(\mathbb{L}\)-stack morphism

\[
\prod_{v \in X_{\mathbb{L}}\setminus U_a} \mathcal{M}_{\mathbb{L}^\otimes 2, a, v} \times \prod_{v \in X_{\mathbb{L}}\setminus U_a} P_{a, v} \to \mathcal{M}_{\mathbb{L}^\otimes 2, a}
\]
whose source is the stackification of the prestack quotient that is described in general\footnote{We recall that for a 1-category $\mathcal{X}$ and a group $G$ acting on $\mathcal{X}$, the quotient $\mathcal{X}/G$ is the 1-category whose objects are those of $\mathcal{X}$ and morphisms between objects $x$ and $x'$ are given by pairs $(g, \iota)$ with $g \in G$ and $\iota \in \text{Hom}_{\mathcal{X}}(gx, x')$. The source of (4.3.6.2) is the stackification of this construction performed on groupoids of sections.} in [Ng06, before Lemme 4.7], see also [Rom05, proof of Proposition 2.6] (since $\mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v}$ and $\mathcal{P}_{a, v}$ are only ind-schemes, we do not claim any algebraicity for this source). The map (4.3.6.2) is fully faithful: since its target is already a stack and stackification sheafifies the morphism functors [SP, Lemma 02ZN], it suffices to see this on points valued in a $\kbar$-algebra $R$ before the stackification, and then we use the Beauville–Laszlo glueing as follows. An isomorphism in $\mathcal{M}_{\mathcal{L}^{\otimes 2}, a}$ between the glueings of

$$((m_v), p) \quad \text{and} \quad ((m'_v), p')$$

amounts to both a $J_a$-torsor isomorphism $p|_{U_a} \sim m'_v|_{U_a}$ (see the gerbe aspect of Remark 4.2.10), which, after twisting by uniquely determined $(p_v)$ in $\prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{P}_{a, v}$ (the difference between the $J_a$-torsors $p'$ and $p$), extends to a $J_a$-torsor isomorphism $p \sim p'$, and, granted this uniquely determined adjustment, isomorphisms

$$m_v \sim m'_v \quad \text{for} \quad v \in X^\text{red}_{\mathcal{L}} U_a.$$

To counter the potentially nonalgebraic nature of the source of (4.3.6.2), one considers the following variant. As reviewed in §§4.3.4–4.3.5, both $\mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v}$ and $\mathcal{P}_{a, v}$ are locally of finite type $\kbar$-schemes, with $\mathcal{P}^{\text{red}}_{a, v}$ even a smooth $\kbar$-group that acts on $\mathcal{M}^{\text{red}}_{\mathcal{L}^{\otimes 2}, a, v}$. The smoothness ensures that the stack

$$\prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v} \times \prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{P}_{a, v} \mathcal{P}_{a}$$

is algebraic and, by [SP, Lemma 076V] and [Rom05, Theorem 4.1 and its proof], may be formed in the étale topology. Consequently, the explicit description of the quotients before the stackification reviewed in footnote \footnote{We recall that for a 1-category $\mathcal{X}$ and a group $G$ acting on $\mathcal{X}$, the quotient $\mathcal{X}/G$ is the 1-category whose objects are those of $\mathcal{X}$ and morphisms between objects $x$ and $x'$ are given by pairs $(g, \iota)$ with $g \in G$ and $\iota \in \text{Hom}_{\mathcal{X}}(gx, x')$. The source of (4.3.6.2) is the stackification of this construction performed on groupoids of sections.} and the agreement of $\mathcal{M}^{\text{red}}_{\mathcal{L}^{\otimes 2}, a, v}$ and $\mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v}$ (respectively, of $\mathcal{P}^{\text{red}}_{a, v}$ and $\mathcal{P}_{a, v}$) on reduced rings implies that the morphism

$$\prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v} \times \prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{P}_{a, v} \mathcal{P}_{a} \to \prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v} \times \prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{P}_{a, v} \mathcal{P}_{a}$$

is an equivalence on $R$-points for every reduced $\kbar$-algebra $R$. The composition of (4.3.6.2) and (4.3.6.3) is the promised product formula morphism between locally of finite type algebraic $\kbar$-stacks:

$$\prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{M}_{\mathcal{L}^{\otimes 2}, a, v} \times \prod_{v \in X^\text{red}_{\mathcal{L}} U_a} \mathcal{P}_{a, v} \mathcal{P}_{a} \to \mathcal{M}_{\mathcal{L}^{\otimes 2}, a}.$$

By the above, this map is fully faithful on groupoids of $R$-points for every reduced $\kbar$-algebra $R$.

The proof of the product formula in Theorem 4.3.8 will rely on the following general lemma, whose argument shows that the locally of finite type over a field assumption could be weakened significantly.

**Lemma 4.3.7.** Let $f : \mathcal{X} \to \mathcal{Y}$ be a map of algebraic stacks that are locally of finite type over a field $k$. If $f(R)$ is an equivalence for normal, strictly Henselian, local $k$-algebras $R$, then $f$ is a universal homeomorphism.

**Proof.** The assumption about $R$ is stable under base change along any $\mathcal{Y}' \to \mathcal{Y}$. Thus, by passing to a smooth cover of $\mathcal{Y}$ and using the fpf local on the base nature of being a universal homeomorphism [SP, Lemma 0DTQ], we may assume that $\mathcal{Y}$ is an affine scheme. Moreover, by letting $R$ be a field, we see that the map $\mathcal{X} \to \mathcal{Y}$ induces a continuous bijection on the underlying topological spaces defined in [SP, Lemma 04XL, Definition 04XG], and continues to do so after any base change. Thus, we only need to argue that it is also universally closed. For this, we consider the normalization morphism $\hat{\mathcal{Y}} \to \mathcal{Y}$, which, due to our setup over $k$ and [SP, Lemmas 035Q and 035S], is finite and surjective. These properties are preserved after base change along $\mathcal{X} \to \mathcal{Y}$, so, for proving the remaining
universal closedness of $\mathcal{X} \to \mathcal{Y}$, we may pass to $\mathcal{X} \times_{\mathcal{Y}} \mathcal{Y} \to \mathcal{Y}$ and assume that $\mathcal{Y}$ is normal. The assumption now implies that the morphisms $\text{Spec} (\Theta^b_{\mathcal{Y}, p}) \to \mathcal{Y}$ lift to $\mathcal{X}$, so, since the latter is locally of finite presentation over $k$, we conclude from a limit argument that the map $\mathcal{X} \to \mathcal{Y}$ has a section étale locally on $\mathcal{Y}$. In particular, after base change to some étale cover of $\mathcal{Y}$, by [SP, Lemma 0DTQ] again, we may assume that our universal continuous bijection $\mathcal{X} \to \mathcal{Y}$ has a section, a case in which it certainly is a universal homeomorphism.

**Theorem 4.3.8.** Let $S$ be a scheme, let $X$ be a proper, smooth $S$-scheme with geometrically connected fibers of dimension 1, let $\mathcal{L}$ be a $\mathbb{G}_m$-torsor on $X$, let $G$ be a quasi-split reductive group over $X$, and let $\overline{k}$ be an algebraically closed $S$-field in which the order of the Weyl group of $G$ is invertible.

(a) For an $a \in A_{\mathcal{L}^\otimes 2}(\overline{k})$ and a dense open $U_a \subset X^\text{rs}_a$, the morphism of locally of finite type algebraic $\overline{k}$-stacks

$$\prod_{v \in X^\text{rs}_a U_a} M^\text{red}_{\mathcal{L}^\otimes 2, a, v} \times \prod_{v \in X^\text{rs}_a U_a} P^\text{red}_{a, v} \xrightarrow{(4.3.6.4)} M_{\mathcal{L}^\otimes 2, a}$$

(4.3.8.1)

is a universal homeomorphism that induces an equivalence on the groupoids of $R$-points for every seminormal, strictly Henselian, local $\overline{k}$-algebra $R$.

(b) If $\overline{k}$ is the algebraic closure of a finite field\(^{22}\) and $a \in A_{\mathcal{L}^\otimes 2}(\overline{k})$ is anisotropic in the sense that the set of connected components $\pi_0(P_a)$ is finite, then the universal homeomorphism (4.3.8.1) is a finite morphism that is representable by schemes.

**Proof.** Lemma 4.3.7 reduces the universal homeomorphism aspect to the claim about $R$-points. For the latter, since a seminormal $R$ is reduced (see §1.5), we already know from §4.3.6 that the map (4.3.8.1) is fully faithful on $R$-points. For the essential surjectivity, fix an $m \in M_{\mathcal{L}^\otimes 2, a}(R)$. By the gerbe aspect of Remark 4.2.10 and the agreement of $g_{\mathcal{L}^\otimes 2}$ and $g^\text{reg}_{\mathcal{L}^\otimes 2}$ over $t^\text{rs}_{\mathcal{L}}/W$ ensured by Corollary 4.1.18, the restrictions $m|_{U_a}$ and $e_{\mathcal{L}}(a)|_{U_a}$ differ by a uniquely determined $(J_a|_{U_a})$-torsor. Thus, it suffices to show that this $(J_a|_{U_a})$-torsor extends to a $J_a$-torsor over the entire $X^\mathbb{F}_a$—we would then be able to absorb it together with $m$ into the source of (4.3.8.1). By Beauville–Laszlo glueing (see Lemma 2.2.11 (b)), restriction to the punctured formal neighborhoods $R((t_v))$ of $(X^\mathbb{F}_a)_R$ along the points $v \in X^\mathbb{F}_a U_a$ then reduces us to arguing the triviality of $J_a$-torsors over such $R((t_v))$. However, the Galois-theoretic description supplied by Proposition 4.2.13 implies that $J_a|_{R((t_v))}$ is a torus that trivializes over some $W$-torsor. Since $\#W$ is invertible in $R$, Theorem 3.2.4 ensures that

$$H^1(R((t_v)), J_a) = 0,$$

and it follows that $m$ is in the essential image, as desired.

Assume now the setup of (b), so that, by [Ngô10, Proposition 4.15.1], the source of (4.3.8.1) is Deligne–Mumford with quasi-compact and separated diagonal. By §4.3.3, the diagonal of the target of (4.3.8.1) is even affine. Thus, since the map (4.3.8.1) induces an equivalence on points valued in algebraically closed fields, by the criterion [Čes17, Lemma 3.2.2 (b)] for which in the Deligne–Mumford case it suffices to consider field-valued points as indicated there, it is representable by algebraic spaces. By bootstrap [SP, Lemma 050N], this map is also quasi-separated, so the valuative criterion [SP, Lemma 03KV] and the first part of the claim for $R$ a valuation ring imply that (4.3.8.1) is separated. However, by [Ryd10, Corollary 5.22], a separated universal homeomorphism of algebraic spaces is representable by schemes. Thus, since it is also locally of finite type and, by [SP, Lemma 04DF], integral, it is necessarily a finite morphism.

\(^{22}\)The only purpose of the finite field assumption is to be able to apply results from [Ngô10], especially, [Ngô10, Proposition 4.15.1].
[AFV18] Jeffrey D. Adler, Jessica Fintzen, and Sandeep Varma, On Kostant sections and topological nilpotence, J. Lond. Math. Soc. (2) 97 (2018), no. 2, 325–351.

[AM69] M. F. Atiyah and I. G. Macdonald, Introduction to commutative algebra, Addison-Wesley Publishing Co., Reading, Mass.-London-Don Mills, Ont., 1969.

[BD19] A. Beilinson and V. Drinfeld, Quantization of Hitchin’s integrable system and Hecke eigensheaves, preprint (2019). Accessed at https://www.math.uchicago.edu/~mitya/langlands/hitchin/BD-hitchin.pdf on May 8, 2019.

[Bha16] Bhargav Bhatt, Algebraization and Tannaka duality, Camb. J. Math. 4 (2016), no. 4, 403–461.

[BHL17] Bhargav Bhatt and Daniel Halpern-Leistner, Tannaka duality revisited, Adv. Math. 316 (2017), 576–612.

[BL95] Arnaud Beauville and Yves Laszlo, Un lemme de descente, C. R. Acad. Sci. Paris Sér. I Math. 320 (1995), no. 3, 335–340 (French, with English and French summaries).

[BLR90] Siegfried Bosch, Werner Lütkebohmert, and Michel Raynaud, Néron models, Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)], vol. 21, Springer-Verlag, Berlin, 1990.

[BM21] Bhargav Bhatt and Akhil Mathew, The arc-topology, Duke Math. J. 170 (2021), no. 9, 1899–1988, DOI 10.1215/00127094-2020-0088. MR4278670

[Bor91] Armand Borel, Linear algebraic groups, 2nd ed., Graduate Texts in Mathematics, vol. 126, Springer-Verlag, New York, 1991.

[BouA] Nicolas Bourbaki, Éléments de mathématique. Algèbre, chap. I-III, Hermann (1970); chap. IV-VII, Masson (1981); chap. VIII-X, Springer (2007, 2012) (French).

[Bou78] Jean-François Boutot, Schéma de Picard local, Lecture Notes in Mathematics, vol. 632, Springer, Berlin, 1978 (French).

[BouAC] Nicolas Bourbaki, Éléments de mathématique. Algèbre commutative, chap. I-VII, Hermann (1961, 1964, 1965); chap. VIII-X, Springer (2006, 2007) (French).

[BouTG], Éléments de mathématique. Topologie générale, chap. I-IV, Hermann (1971); chap. V-X, Hermann (1974) (French).

[BR83] S. M. Bhatwadekar and R. A. Rao, On a question of Quillen, Trans. Amer. Math. Soc. 279 (1983), no. 2, 801–810.

[Čes15] Kęstutis Česnavičius, Topology on cohomology of local fields, Forum Math. Sigma 3 (2015), e16, 55.

[Čes17] Kęstutis Česnavičius, A modular description of $\mathcal{X}_0(n)$, Algebra Number Theory 11 (2017), no. 9, 2001–2089.

[Čes19] Kęstutis Česnavičius, Purity for the Brauer group, Duke Math. J. 168 (2019), no. 8, 1461–1486.

[Čes20] Kęstutis Česnavičius and Peter Scholze, Purity for flat cohomology, preprint (2020). Available at http://arxiv.org/abs/1912.10932v2.

[CTS87] Jean-Louis Colliot-Thélène and Jean-Jacques Sansuc, Principal homogeneous spaces under flasque tori: applications, J. Algebra 106 (1987), 1, 148–205.

[Dem73] Michel Demazure, Invariants symétriques entiers des groupes de Weyl et torsion, Invent. Math. 21 (1973), 287–301 (French).

[DG02] R. Y. Donagi and D. Gaitsgory, The gerbe of Higgs bundles, Transform. Groups 7 (2002), no. 2, 109–153, DOI 10.1007/s00031-002-00477-y. MR1903115

[dJ02] A. J. de Jong, A result of Gabber, preprint (2002). Available at http://www.math.columbia.edu/~dejong/papers/2-gabber.pdf.

[EGA I] A. Grothendieck and J. Dieudonné, Éléments de géométrie algébrique. I. Le langage des schémas, Inst. Hautes Études Sci. Publ. Math. 4 (1960), 228.

[EGA II] Éléments de géométrie algébrique. II. Étude globale élémentaire de quelques classes de morphismes, Inst. Hautes Études Sci. Publ. Math. 8 (1961), 222 (French).

[EGA IV] Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas. I, Inst. Hautes Études Sci. Publ. Math. 20 (1964), 259 (French).
[EGA IV], Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas. II, Inst. Hautes Études Sci. Publ. Math. 24 (1965), 231 (French).

[EGA IV], Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas. III, Inst. Hautes Études Sci. Publ. Math. 28 (1966), 255.

[EGA IV], Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas IV, Inst. Hautes Études Sci. Publ. Math. 32 (1967), 361 (French).

[Elk73] Renée Elkik, Solutions d’équations à coefficients dans un anneau hensélien, Ann. Sci. École Norm. Sup. (4) 6 (1973), 533–603 (1974) (French).

[Fer03] Daniel Ferrand, Conducteur, descente et pincement, Bull. Soc. Math. France 131 (2003), no. 4, 553–585 (French, with English and French summaries).

[Fuj95] Kazuhiro Fujiwara, Theory of tubular neighborhood in étale topology, Duke Math. J. 80 (1995), no. 1, 15–57.

[Gab92] Ofer Gabber, K-theory of Henselian local rings and Henselian pairs, Algebraic K-theory, commutative algebra, and algebraic geometry (Santa Margherita Ligure, 1989), Contemp. Math., vol. 126, Amer. Math. Soc., Providence, RI, 1992, pp. 59–70.

[Gab93] Ofer Gabber, On purity for the Brauer group, Compositio Math. 86 (1993), no. 1, 1–14.

[Gab94] Ofer Gabber, Affine analog of the proper base change theorem, Israel J. Math. 87 (1994), no. 1-3, 325–335.

[Gab04] Ofer Gabber, Letter to A. Bouthier. January 30, 2019.

[Gir71] Jean Giraud, Cohomologie non abélienne, Springer-Verlag, Berlin, 1971 (French). Die Grundlehren der mathematischen Wissenschaften, Band 179.

[GR03] Ofer Gabber and Lorenzo Ramero, Almost ring theory, Lecture Notes in Mathematics, vol. 1800, Springer-Verlag, Berlin, 2003.

[GR18] Ofer Gabber and Lorenzo Ramero, Foundations for almost ring theory, preprint, arXiv version 13 (2018). Available at https://arxiv.org/abs/math/0409584v13.

[Gre69] Silvio Greco, Henselization of a ring with respect to an ideal, Trans. Amer. Math. Soc. 144 (1969), 43–65.

[Gro68a] Alexander Grothendieck, Le groupe de Brauer. II. Théorie cohomologique, Dix Exposés sur la Cohomologie des Schémas, North-Holland, Amsterdam; Masson, Paris, 1968, pp. 67–87 (French).

[Gro68b] Alexander Grothendieck, Le groupe de Brauer. III. Exemples et compléments, Dix Exposés sur la Cohomologie des Schémas, North-Holland, Amsterdam, 1968, pp. 88–188 (French).

[Gru72] Laurent Gruson, Une propriété des couples henséliens, Colloque d’Algèbre Commutative (Rennes, 1972), Publ. Sém. Math. Univ. Rennes, Année 1972, Univ. Rennes, Rennes, 1972, pp. 13 (French).

[Har77] Robin Hartshorne, Algebraic geometry, Springer-Verlag, New York-Heidelberg, 1977. Graduate Texts in Mathematics, No. 52.

[HR19] Jack Hall and David Rydh, Coherent Tannaka duality and algebraicity of Hom-stacks, Algebra Number Theory 13 (2019), no. 7, 1633–1675.

[Hub96] Roland Huber, Étale cohomology of rigid analytic varieties and adic spaces, Aspects of Mathematics, E30, Friedr. Vieweg & Sohn, Braunschweig, 1996.

[ILO14] Luc Illusie, Yves Laszlo, and Fabrice Orgogozo (eds.), Travaux de Gabber sur l’uniformisation locale et la cohomologie étale des schémas quasi-excellents, Société Mathématique de France, Paris, 2014 (French). Séminaire à l’École Polytechnique 2006–2008. [Seminar of the Polytechnic School 2006–2008]; With the collaboration of Frédéric Dégilde, Alban Moreau, Vincent Pilloni, Michel Raynaud, Joël Riou, Benoît Stroh, Michael Temkin and Weizhe Zheng; Astérisque No. 363-364 (2014) (2014).

[Jan04] Jens Carsten Jantzen, Nilpotent orbits in representation theory, Lie theory, Progr. Math., vol. 228, Birkhäuser Boston, Boston, 2004, pp. 1–211.

[KL88] D. Kazhdan and G. Lusztig, Fixed point varieties on affine flag manifolds, Israel J. Math. 62 (1988), no. 2, 129–168.

[KL15] Kiran S. Kedlaya and Ruochuan Liu, Relative p-adic Hodge theory: foundations, Astérisque 371 (2015), 239 (English, with English and French summaries).

[KL88] D. Kazhdan and G. Lusztig, Fixed point varieties on affine flag manifolds, Israel J. Math. 62 (1988), no. 2, 129–168.

[Lam78] T. Y. Lam, Serre’s conjecture, Lecture Notes in Mathematics, Vol. 635, Springer-Verlag, Berlin-New York, 1978.
[Lam06] ______, *Serre’s problem on projective modules*, Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2006.

[Lee15] Ting-Yu Lee, *Adjoint quotients of reductive groups*, Autour des schémas en groupes. Vol. III, Panor. Synthèses, vol. 47, Soc. Math. France, Paris, 2015, pp. 131–145 (English, with English and French summaries).

[Let05] Emmanuel Letellier, *Fourier transforms of invariant functions on finite reductive Lie algebras*, Lecture Notes in Mathematics, vol. 1859, Springer-Verlag, Berlin, 2005.

[LMB00] Gérard Laumon and Laurent Moret-Bailly, *Champs algébriques*, Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 39, Springer-Verlag, Berlin, 2000 (French).

[Mat89] Hideyuki Matsumura, *Commutative ring theory*, 2nd ed., Cambridge Studies in Advanced Mathematics, vol. 8, Cambridge University Press, Cambridge, 1989. Translated from the Japanese by M. Reid.

[Mil80] James S. Milne, *Étale cohomology*, Princeton Mathematical Series, vol. 33, Princeton University Press, Princeton, N.J., 1980.

[Nak18] Kei Nakazato, *Counter-examples to non-noetherian Elkik’s approximation theorem*, J. Pure Appl. Algebra 222 (2018), no. 12, 4151–4160.

[Ngô10] Bao Châu Ngô, *Fibration de Hitchin et endoscopie*, Invent. Math. 164 (2006), no. 2, 399–453 (French, with English summary).

[Ngô10] ______, *Le lemme fondamental pour les algèbres de Lie*, Publ. Math. Inst. Hautes Études Sci. 111 (2010), 1–169 (French).

[OY16] Alexei Oblomkov and Zhiwei Yun, *Geometric representations of graded and rational Cherednik algebras*, Adv. Math. 292 (2016), 601–706.

[Ric17] Simon Riche, *Kostant section, universal centralizer, and a modular derived Satake equivalence*, Math. Z. 286 (2017), no. 1-2, 223–261.

[Rom05] Matthieu Romagny, *Group actions on stacks and applications*, Michigan Math. J. 53 (2005), no. 1, 209–236.

[Ryd10] David Rydh, *Submersions and effective descent of étale morphisms*, Bull. Soc. Math. France 138 (2010), no. 2, 181–230 (English, with English and French summaries).

[Ryd13] ______, *Existence and properties of geometric quotients*, J. Algebraic Geom. 22 (2013), no. 4, 629–669.

[Ser02] Jean-Pierre Serre, *Galois cohomology*, Corrected reprint of the 1997 English edition, Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2002. Translated from the French by Patrick Ion and revised by the author.

[Ses77] C. S. Seshadri, *Geometric reducitivity over arbitrary base*, Advances in Math. 26 (1977), no. 3, 225–274.

[SGA 1] Alexander Grothendieck, *Revêtements étalés et groupe fondamental (SGA 1)*, Documents Mathématiques (Paris) [Mathematical Documents (Paris)], 3, Société Mathématique de France, Paris, 2003 (French). Séminaire de géométrie algébrique du Bois Marie 1960–61. [Algebraic Geometry Seminar of Bois Marie 1960-61]; Directed by A. Grothendieck; With two papers by M. Raynaud; Updated and annotated reprint of the 1971 original [Lecture Notes in Math., 224, Springer, Berlin; MR 0354651 (50 #7129)].

[SGA 2] Alexander Grothendieck, *Cohomologie locale des faisceaux cohérents et théorèmes de Lefschetz locaux et globaux (SGA 2)*, Documents Mathématiques (Paris) [Mathematical Documents (Paris)], vol. 4, Société Mathématique de France, Paris, 2005 (French). Séminaire de Géométrie Algébrique du Bois Marie, 1962; Augmenté d’un exposé de Michèle Raynaud. [With an exposé by Michèle Raynaud]; With a preface and edited by Yves Laszlo; Revised reprint of the 1968 French original.

[SGA 3] Philippe Gille and Patrick Polo (eds.), *Schémas en groupes (SGA 3). Tome I. Propriétés générales des schémas en groupes*, Documents Mathématiques (Paris) [Mathematical Documents (Paris)], 7, Société Mathématique de France, Paris, 2011 (French). Séminaire de Géométrie Algébrique du Bois Marie 1962-64. [Algebraic Geometry Seminar of Bois Marie 1962–64]; A seminar directed by M. Demazure and A. Grothendieck with the collaboration of M. Artin, J.-E. Bertin, P. Gabriel, M. Raynaud and J.-P. Serre; Revised and annotated edition of the 1970 French original.

[SGA 3] Philippe Gille and Patrick Polo (eds.), *Schémas en groupes (SGA 3). Tome II: Groupes de type multiplicatif, et structure des schémas en groupes généraux*, Séminaire de Géométrie Algébrique du Bois Marie 1962/64 (SGA 3). Dirigé par M. Demazure et A. Grothendieck. Lecture Notes in Mathematics, Vol. 152, Springer-Verlag, Berlin-New York, 1970 (French).

[SGA 3] Philippe Gille and Patrick Polo (eds.), *Schémas en groupes (SGA 3). Tome III. Structure des schémas en groupes réductifs*, Documents Mathématiques (Paris) [Mathematical Documents (Paris)], 8, Société Mathématique de France, Paris, 2011 (French). Séminaire de Géométrie Algébrique du Bois Marie 1962–64. [Algebraic Geometry Seminar of Bois Marie 1962–64]; A seminar directed by M. Demazure
and A. Grothendieck with the collaboration of M. Artin, J.-E. Bertin, P. Gabriel, M. Raynaud and J-P. Serre; Revised and annotated edition of the 1970 French original.

[SGA 41] \textit{Théorie des topos et cohomologie étale des schémas. Tome 2}, Lecture Notes in Mathematics, Vol. 270, Springer-Verlag, Berlin, 1972 (French). Séminaire de Géométrie Algébrique du Bois-Marie 1963–1964 (SGA 4); Dirigé par M. Artin, A. Grothendieck et J. L. Verdier. Avec la collaboration de N. Bourbaki, P. Deligne et B. Saint-Donat.

[SGA 4II] \textit{Théorie des topos et cohomologie étale des schémas. Tome 3}, Lecture Notes in Mathematics, Vol. 305, Springer-Verlag, Berlin, 1973 (French). Séminaire de Géométrie Algébrique du Bois-Marie 1963–1964 (SGA 4); Dirigé par M. Artin, A. Grothendieck et J. L. Verdier. Avec la collaboration de P. Deligne et B. Saint-Donat.

[SP] A. J. de Jong et al., \textit{The Stacks Project}. Available at \url{http://stacks.math.columbia.edu}.

[Spr66] T. A. Springer, \textit{Some arithmetical results on semi-simple Lie algebras}, Inst. Hautes Études Sci. Publ. Math. \textbf{30} (1966), 115–141.

[SS70] T. A. Springer and R. Steinberg, \textit{Conjugacy classes}, Seminar on Algebraic Groups and Related Finite Groups (The Institute for Advanced Study, Princeton, N.J., 1968/69), Lecture Notes in Mathematics, Vol. 131, Springer, Berlin, 1970, pp. 167–266.

[Sta19] Anastasia Stavrova, \textit{Isotropic reductive groups over discrete Hodge algebras}, J. Homotopy Relat. Struct. \textbf{14} (2019), no. 2, 509–524, DOI 10.1007/s40062-018-0221-7. MR3947969

[Ste75] Robert Steinberg, \textit{Torsion in reductive groups}, Advances in Math. \textbf{15} (1975), 63–92.

[Str83] Rosario Strano, \textit{Principal homogeneous spaces over Hensel rings}, Proc. Amer. Math. Soc. \textbf{87} (1983), no. 2, 208–212.

[Str84] Rosario Strano, \textit{On the étale cohomology of Hensel rings}, Comm. Algebra \textbf{12} (1984), no. 17-18, 2195–2211.

[Swa80] Richard G. Swan, \textit{On seminormality}, J. Algebra \textbf{67} (1980), no. 1, 210–229.

[TT16] Michael Temkin and Ilya Tyomkin, \textit{Ferrand pushouts for algebraic spaces}, Eur. J. Math. \textbf{2} (2016), no. 4, 960–983, DOI 10.1007/s40879-016-0115-3. MR3572553

[Wei91] Charles A. Weibel, \textit{Pic is a contracted functor}, Invent. Math. \textbf{103} (1991), no. 2, 351–377.

[Yun11] Zhiwei Yun, \textit{Global Springer theory}, Adv. Math. \textbf{228} (2011), no. 1, 266–328.

[Yun14] Zhiwei Yun, \textit{The spherical part of the local and global Springer actions}, Math. Ann. \textbf{359} (2014), no. 3-4, 557–594.

[Yun17] Zhiwei Yun, \textit{Lectures on Springer theories and orbital integrals}, Geometry of moduli spaces and representation theory, IAS/Park City Math. Ser., vol. 24, Amer. Math. Soc., Providence, RI, 2017, pp. 155–215.