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Abstract
The paper is dedicated to a system of matrix nonlinear evolution equations related to a Hermitian symmetric space of the type $A_{III}$. The system under consideration extends the $1+1$ dimensional Heisenberg ferromagnet equation in the sense that its Lax pair has a form rather similar to the pair of the original Heisenberg ferromagnet model. We shall present here certain local and nonlocal reductions. A local integrable deformation and some of its reductions will be discussed too.

1 Introduction
Let us consider the following matrix system

\begin{align*}
  i u_t + \left( u_x v^T u - u v^T u_x \right)_x &= 0, \\
  i v_t - \left( v_x u^T v - v u^T v_x \right)_x &= 0
\end{align*}

where the subscripts denote partial differentiation in independent variables, the superscript $T$ means matrix transposition and "i" is the imaginary unit. The rectangular complex $n \times m$-matrices $u(x, t)$ and $v(x, t)$ are not independent but are required to fulfil the constraints

$uv^T u = u, \quad vu^T v = v.$

Then the system (1) has zero curvature representation with Lax operators of the form

\begin{align*}
  L(\lambda) &= i \partial_x - \lambda S, \\
  S &= \begin{pmatrix} 0 & u^T \\ v & 0 \end{pmatrix}, \\
  A(\lambda) &= i \partial_t + \lambda A_1 + \lambda^2 A_2, \quad A_1 = -i[S^2, S_x], \\
  A_2 &= \frac{2r}{m+n} I_{m+n} - S^2, \quad r = \frac{1}{2} \text{tr} S^2.
\end{align*}

Above $\lambda \in \mathbb{C}$ is spectral parameter, $[\cdot, \cdot]$ is the usual commutator, $I_{m+n}$ is the unit matrix of dimension $m+n$ and $r$ is some positive integer ($0 < 2r < m+n$). In this aspect (1) represents a formal integrable generalization of the Heisenberg ferromagnet equation

\begin{align*}
  i S_t = \frac{1}{2} [S, S_{xx}], \\
  S &= \begin{pmatrix} S_3 & S_1 - i S_2 \\ S_1 + i S_2 & -S_3 \end{pmatrix}, \quad S^2 = I_2
\end{align*}

(2)
that seems to be a novel one. The equation (2) is integrable through inverse scattering transform \[14\]. There are various integrable generalizations of the Heisenberg ferromagnet equation known in literature, e.g. a generalization of (2) for higher dimensional unitary or special linear algebras \[2,3,16,17\] or 2 + 1-dimensional extensions, see \[9,12\].

In this report we aim at presenting and discussing certain local and nonlocal reductions of the generic matrix system (1). Recently nonlocal reductions have become quite popular \[4,5,8\] mostly due to the paper \[1\].

Another issue to be paid attention in the text refers to construction of a deformation of (1) that preserves integrability. We introduce a local and a nonlocal reduction of the generic deformation. The local reduction is a natural extension of that published in \[6\] while the latter is written here for the first time.

The report is organized as follows. Next section is dedicated to linear bundle Lax pairs in pole gauge associated with Hermitian symmetric spaces of the type \(A_{III}\). We show that the zero curvature condition of those L-A pairs produce integrable matrix equations of the Heisenberg ferromagnet type. Section 3 contains certain reductions of those generic generalized Heisenberg ferromagnet equations. In section 4 we introduce an integrable deformation of our generalized Heisenberg ferromagnet equations. For that purpose we deform the Lax pair to another more complicated rational bundle Lax pair related to the same type of symmetric spaces. Last section contains some concluding remarks and comments.

2 Linear Bundles Related to \(A_{III}\) Symmetric Spaces

In this section we introduce a Lax pair associated with Hermitian symmetric spaces of the type \(A_{III}\) and present some basic facts necessary for the considerations to follow. A more profound exposition on the general relation between linear bundle Lax pairs and symmetric spaces can be found in \[3\]. The zero curvature condition of these Lax operators lead to a generic system of matrix nonlinear evolution equations (NEEs) of the Heisenberg ferromagnet type.

Let us start with a few remarks on the notation to be used further in text. We are going to write \(M_{m,n}\) for the space of all \(m \times n\) matrices with complex entries. Then \(SL(n) \subset M_{n,n}\) will stand for the special linear group of degree \(n\) over complex numbers and \(SU(p,q) \subset SL(n)\) will be the pseudounitary group \((p+q=n)\). The corresponding Lie algebras will be denoted by \(\mathfrak{sl}(n)\) and \(\mathfrak{su}(p,q)\) respectively. For any \(X \in M_{m,n}\) we shall write \(X^T\) and \(X^\dagger\) for the matrices that are transposed to \(X\) and Hermitian conjugated to \(X\) respectively, i.e. we have \((X^T)_{ij} = X_{ji}\), \((X^\dagger)_{ij} = X_{ji}^\ast\) (* stands for complex conjugation). The unit matrix of dimension \(m\) will be denoted by \(I_m\) and the adjoint operator of any square matrix \(X\) will be defined through the usual commutator of matrices, i.e. \(\text{ad}_X(\cdot) = [X,\cdot]\) holds.

Let us introduce the Lax pair

\[
\begin{align*}
L(\lambda) &= i\partial_x - \lambda S, & S(x,t) &\in \mathfrak{sl}(m+n), & \lambda &\in \mathbb{C}, \\
A(\lambda) &= i\partial_t + \lambda A_1 + \lambda^2 A_2, & A_{1,2}(x,t) &\in \mathfrak{sl}(m+n),
\end{align*}
\]

(3)

where the potential function \(S\) obeys the polynomial constraint

\[
S^3 = S.
\]

(4)
We also require that the above $L$-$A$ pair is subject to
\[ HL(-\lambda)H = L(\lambda), \quad HA(-\lambda)H = A(\lambda), \quad H = \text{diag}(-I_m, I_n) \] (5)
which means the Lax pair is related to the symmetric space $A_{III} \equiv SU(m+n)/S(U(m) \times U(n))$. Equivalently one may say that the matrix coefficients of (3) satisfy the conditions
\[ HS(x, t)H = -S(x, t), \quad HA_\sigma(x, t)H = (-1)^\sigma A_\sigma(x, t), \quad \sigma = 1, 2. \] (6)
The action of $H$ induces the $\mathbb{Z}_2$-grading
\[ \mathfrak{sl}(m+n) = \mathfrak{sl}^0(m+n) + \mathfrak{sl}^1(m+n), \]
\[ \mathfrak{sl}^\varsigma(m+n) = \{ X \in \mathfrak{sl}(m+n) \mid HXH = (-1)^\varsigma X \}, \quad \varsigma = 0, 1 \]
in the Lie algebra. In view of the condition (6) we have that $S(x, t), A_1(x, t) \in \mathfrak{sl}^1(m+n)$ and $A_2(x, t) \in \mathfrak{sl}^0(m+n)$.

**Remark 2.1** From the constraint (4) one may deduce that the spectrum of $S$ consists of $\pm 1$ and $0$. It is also straightforward to see that $S^2$ is a projector of rank that is an even integer to be denoted by $2r$. The multiplicity of the eigenvalues $\pm 1$ and $0$ is $r$ and $m+n-2r$ respectively. We shall require that $0 < 2r < m+n$ so that the trivial cases $S^2 = 0, I_{m+n}$ are excluded. Then from (7) it immediately follows that $S \neq 0$, which is a rather natural requirement.

The compatibility condition $[L(\lambda), A(\lambda)] = 0$ of (3) leads to the equations
\[ [S, A_2] = 0, \] (7)
\[ i\partial_x A_2 - [S, A_1] = 0, \] (8)
\[ \partial_x A_1 + \partial_t S = 0. \] (9)
The first recurrence relation above along with the conditions (4) and (5) imply we can pick up $A_2$ in the form
\[ A_2 = \frac{2rI_{m+n}}{m+n} - S^2, \quad \text{tr} S^2 = 2r. \] (10)
In order to find the matrix coefficient $A_1$ from (3), we split $A_1$ into a $S$-commuting part $A_1^s$ and some remainder $A_1^r$. Obviously there is an infinite number of such splittings differing from each other by some $S$-commuting term. This is why we shall specify the splitting by requiring
\[ \pi_S A_1^s = 0, \quad \pi_S A_1^r = A_1^r, \]
where the projector $\pi_S = \text{ad}^{-1}_S \text{ad}_S$ is defined through the following right inverse of the adjoint operator of $S$:
\[ \text{ad}_S^{-1} = \frac{1}{4} (5 \text{ad}_S - \text{ad}_S^3). \] (11)
More details on this particular choice of $\text{ad}_S^{-1}$ can be found in [17].
Taking into account (10) and (11), the relation (8) leads to
\[ A_1^s = i [S^s, S^2] \] (12)
for the noncommuting part of $A_1$. After substituting (12) into (9), we have
\[ i\partial_x A_x^i + [S^2, S_x]_x + i S_t = 0. \] (13)

In view of the equalities
\[ \pi S [S^2, S_x]_x = [S^2, S_x]_x, \quad \pi S S_t = S_t \]
we see that (13) splits into
\[ (\text{id} - \pi_S)\partial_x A_x^i = 0, \quad i S_t + i\pi_S(\partial_x A_x^i) + [S^2, S_x]_x = 0, \]
where "id" stands for the identity operator. If we set $A_x^i = 0$ (or any other constant matrix belonging to the centralizer of $S$) we finally derive the matrix NEE
\[ i S_t + [S^2, S_x]_x = 0 \] (14)
written in covariant form. This equation generalizes the usual Heisenberg ferromagnet equation (2) in terms of Lax pair form and this is why (14) will further be referred to as generalized Heisenberg equation (GHE).

**Remark 2.2** Equation (14) is a special case of the matrix equation
\[ i S_t - a[S, S_{xx}] - \frac{3a}{2} (S^2 S_x)_x + b [S^2, S_x]_x = 0, \quad a, b \in \mathbb{C}, \] (15)
where $S(x, t) \in \mathfrak{sl}(m)$ obeys condition (4) but does not obey (6). This more general equation is $S$-integrable too and its Lax pair reads
\[
\begin{align*}
L(\lambda) &= i\partial_x - \lambda S, \quad \lambda \in \mathbb{C}, \\
A(\lambda) &= i\partial_t + \lambda A_1 + \lambda^2 A_2, \quad A_2 = aS + b \left( \frac{2r}{m} I_m - S^2 \right), \\
A_1 &= ia[S, S_x] + \frac{3a}{2} S^2 S_x S + ib [S_x, S^2], \quad r = \frac{1}{2}\text{tr} S^2.
\end{align*}
\]
After imposing the condition (6) on the Lax pair above and setting $b = 1$, we immediately obtain (14). On the other hand, if the matrix $S(x, t)$ can be inverted then the constraint (4) implies that $S^2 = I_m$ and for $a = 2$ one easily derives the usual Heisenberg ferromagnet equation
\[ i S_t = \frac{1}{2} [S, S_{xx}] \] (14).

In view of (16) it is always possible to represent $S(x, t)$ in the following way
\[ S(x, t) = \begin{pmatrix} 0 & u^T(x, t) \\ v(x, t) & 0 \end{pmatrix}, \quad u(x, t), v(x, t) \in M_{n,m}. \] (16)

$S$-integrability means integrability in the sense of inverse scattering transform ($S = \text{"scattering"}$) and it has nothing to do with the notation used in the paper for the matrix-valued function solving the NEEs under consideration.
Using this representation of $S$, the matrix NEE can be written down “in components” as follows

$$i\mathbf{u}_t + (\mathbf{u}_x \mathbf{v}^T - \mathbf{uv}^T \mathbf{u}_x)_x = 0,$$

$$i\mathbf{v}_t - (\mathbf{v}_x \mathbf{u}^T - \mathbf{vu}^T \mathbf{v}_x)_x = 0.$$  \hfill (17)

Important special cases of this system of matrix equations can be obtained when (14) is replaced by some stronger condition. For example, when $m < n$ we can impose the constraint

$$\mathbf{u}^T \mathbf{v} = I_m.$$  \hfill (18)

Then (17) is simplified to

$$i\mathbf{u}_t + (\mathbf{u}_x + \mathbf{uv}^T \mathbf{u})_x = 0,$$

$$i\mathbf{v}_t - (\mathbf{v}_x + \mathbf{vu}^T \mathbf{v})_x = 0.$$  \hfill (19)

Similarly, when $m > n$ we can require

$$\mathbf{vu}^T = I_n$$  \hfill (20)

and (17) turns into

$$i\mathbf{u}_t - (\mathbf{u}_x + \mathbf{uv}^T \mathbf{u})_x = 0,$$

$$i\mathbf{v}_t + (\mathbf{v}_x + \mathbf{vu}^T \mathbf{v})_x = 0.$$  \hfill (21)

It is immediately seen that the latter system can formally be obtained from (19) by inverting the time flow.

### 3 Reductions of the GHF

Here we briefly remind the concept of reductions and reduction group and present a few simple examples of reductions of the generic matrix system (17). For those readers who wish to acquire deeper knowledge on the issues discussed below, we recommend [10,11,15].

The invariance condition (5) can be viewed as a result of certain action of $\mathbb{Z}_2$ onto the set of fundamental solutions of the auxiliary linear (scattering) problem

$$L(\lambda) \Psi(x,t,\lambda) = 0.$$  \hfill (22)

We shall denote this set of solutions by $\mathcal{D}$. Let us we require that the transformation

$$\Psi(x,t,\lambda) \rightarrow \tilde{\Psi}(x,t,\lambda) = H \Psi(x,t,\lambda) H, \quad H = \text{diag} (-I_m, I_n)$$  \hfill (23)

leaves (22) intact for any $\Psi(x,t,\lambda) \in \mathcal{D}$. Then it is easily seen that the Lax pair (3) must obey (5).

Let us now consider the general picture. Assume we have a finite group $G_R$ acting on $\mathcal{D}$ in the following way

$$K_g : \Psi(x,t,\lambda) \rightarrow \Psi(x,t,\lambda) = K_g[\Psi(\kappa_g(x,t), k_g(\lambda))], \quad g \in G_R.$$  \hfill (24)

Above $\kappa_g : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is a smooth mapping, $k_g$ is a conformal mapping in the complex $\lambda$-plane and $K_g$ is a group automorphism (in our case this is a group automorphism of $\text{SL}(m + n)$). Then the $G_R$-action induced on the Lax operators is given by

$$L(\lambda) \rightarrow \tilde{L}(\lambda) = K_g L(\lambda) K_g^{-1}, \quad A(\lambda) \rightarrow \tilde{A}(\lambda) = K_g A(\lambda) K_g^{-1}.$$
The form of the induced action leads us to the conclusion that the zero curvature condition remains intact

\[ [\tilde{L}(\lambda), \tilde{A}(\lambda)] = K_g [L(\lambda), A(\lambda)] K_g^{-1} = 0. \]

Since the linear problem (22) is invariant under (24), the scattering operators \( L(\lambda) \) and \( \tilde{L}(\lambda) \) differ by a multiplier. As a result, the number of independent entries in \( L(\lambda) \) (dynamical fields) is reduced hence the name of the group \( G_R \) — reduction group. In the particular case when \( \kappa_g \) is the identity, \( \forall g \in G_R \) we have a local reduction, otherwise it is nonlocal. Let us apply these general concepts to our generic matrix \( G \).

**Example 1 Local Reduction**

Assume that \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) acts onto \( D \) through (23) along with

\[ \Psi(x, t, \lambda) \rightarrow \tilde{\Psi}(x, t, \lambda) = \mathcal{E} \left[ \Psi^\dagger(x, t, \lambda^*) \right]^{-1} \mathcal{E}, \]  

(25)

where

\[ \mathcal{E} = \text{diag} (\mathcal{E}_m, \mathcal{E}_n), \quad \mathcal{E}^2 = I_{m+n}. \]  

(26)

Above \( \mathcal{E}_m \in M_{m,m} \) and \( \mathcal{E}_n \in M_{n,n} \) are diagonal matrices. From the invariance of the scattering problem under (22) and (25), it follows that (9) holds as well as

\[ \mathcal{E} S^\dagger(x, t) \mathcal{E} = S(x, t), \quad \mathcal{E} A^\dagger_{\alpha}(x, t) \mathcal{E} = (-1)^\sigma A_\sigma(x, t), \quad \sigma = 1, 2. \]  

(27)

Using the representation (16), we see that \( u \) and \( v \) are interrelated through

\[ v(x, t) = \mathcal{E}_n u^*(x, t) \mathcal{E}_m. \]  

(28)

As a result, the matrix system (17) is reduced to the following single NEE

\[ iu_t + \left( u_x \mathcal{E}_m u^\dagger \mathcal{E}_n u - u \mathcal{E}_m u^\dagger \mathcal{E}_n u_x \right)_x = 0. \]  

(29)

This reduction was already considered in [16]. In the special case when \( u(x, t) \) and \( v(x, t) \) are column vectors \( (m = r = 1) \), we can set \( \mathcal{E}_m = 1 \) without loss of generality. We shall also require that at least one diagonal element of \( \mathcal{E}_n \) is equal to 1 so that the condition (4) becomes equivalent to

\[ u^\dagger \mathcal{E}_n u = 1. \]

Therefore the matrix equation (29) further simplifies to

\[ iu_t + \left( u_x + \left( u_x^\dagger \mathcal{E}_n u \right) \right)_x = 0. \]  

(30)

**Example 2 Nonlocal Reduction**

Let us slightly modify the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) reduction from the previous example by replacing (23) with

\[ \Psi(x, t, \lambda) \rightarrow \tilde{\Psi}(x, t, \lambda) = \mathcal{E} \left[ \Psi^\dagger(-x, t, -\lambda^*) \right]^{-1} \mathcal{E}, \]  

(31)

where \( \mathcal{E} \) is the same as in (22). As a result of the invariance the scattering problem (22) under (23) and (31) we have that the constraints

\[ \mathcal{E} S^\dagger(-x, t) \mathcal{E} = S(x, t), \quad \mathcal{E} A^\dagger_{\alpha}(-x, t) \mathcal{E} = (-1)^\sigma A_\sigma(x, t), \quad \sigma = 1, 2 \]
are valid. Therefore we obtain the modified interrelation
\[ v(x,t) = E_n u^*(-x,t) E_m \]
between \( u \) and \( v \). This time (17) is reduced to the nonlocal matrix equation
\[ iu_t(x,t) + \left[ u_x(x,t)E_m u^\dagger(-x,t)E_n - u(x,t)E_m E_n u_x(x,t) \right]_x = 0. \] (32)
Restricting ourselves with the vector case \((m = r = 1)\), we set \( E_m = 1 \) again and assume at least one diagonal element of \( E_n \) is positive like in the previous example. Then (32) is simplified to the vector equation
\[ iu_t(x,t) + \left[ u_x(x,t) + \left( u^\dagger_x(-x,t)E_n u(x,t) \right) u(x,t) \right]_x = 0 \] (33)
where the column vector \( u \) satisfies the nonlocal constraint
\[ u^\dagger(-x,t)E_n u(x,t) = 1. \]
For the simplest nontrivial case of a two component vector \( u(x,t) \) this nonlocal reduction was discussed in [13].

4 Integrable Deformations

In this section we shall consider a local integrable deformation of the generic GHF (17), i.e. such that contains \( x \)-derivatives of the potential \( S \) only, and present a few reductions. In order to ensure that the deformation is integrable too, we shall deform the original Lax pair (3) so that the new pair will constitute a rational bundle.

Let us introduce rational bundle \( L(\lambda)-A(\lambda) \) pair in generic form:
\[ L(\lambda) = i\partial_x - \lambda S_+(x,t) - \frac{1}{\lambda} S_-(x,t), \quad S_{\pm}(x,t) \in sl(m+n), \quad \lambda \in \mathbb{C}\setminus \{0\}, \]
\[ A(\lambda) = i\partial_t + \sum_{k=-2}^{2} \lambda^k A_k(x,t), \quad A_k(x,t) \in sl(m+n). \] (34)
We require that the Lax operators above are related to the symmetric space \( SU(m+n)/S(\text{U}(m) \times \text{U}(n)) \), i.e. the reduction (3) still holds. The symmetry condition (5) is now equivalent to
\[ HS_{\pm}H = -S_{\pm}, \quad HA_kH = (-1)^k A_k, \quad k = -2, \ldots, 2. \] (35)
As discussed in the previous section, (35) is a consequence of the \( \mathbb{Z}_2 \)-action (23) onto the set of fundamental solutions of (22).

Similarly to the linear bundle case, we shall require the matrices \( S_+(x,t) \) and \( S_-(x,t) \) fulfil
\[ S_3^3 = S_{\pm}. \] (36)
Using the representation
\[ S_{\pm} = \begin{pmatrix} 0 & u_{1\pm}^T \\ v_{\pm} & 0 \end{pmatrix} \] (37)
of the matrices $S_{\pm}(x, t)$ through $u_{\pm}(x, t), v_{\pm}(x, t) \in M_{n_{\pm}, m_{\pm}}$, we can write (38) down "in components" as follows:

$$u_{\pm} v_{\pm}^{\top} u_{\pm} = u_{\pm}, \quad v_{\pm} u_{\pm}^{\top} v_{\pm} = v_{\pm}. \quad (38)$$

The zero curvature condition of the Lax pair (34) yields the recurrence relations

$$[S_{+}, A_{2}] = 0, \quad i \partial_t A_{2} - [S_{+}, A_{1}] = 0, \quad i \partial_t A_{1} + i \partial_t S_{+} - [S_{+}, A_{0}] - [S_{-}, A_{2}] = 0, \quad i \partial_t A_{0} - [S_{+}, A_{-1}] - [S_{-}, A_{1}] = 0,$$

$$i \partial_t A_{-1} + i \partial_t S_{-} - [S_{-}, A_{0}] - [S_{+}, A_{-2}] = 0, \quad i \partial_t A_{-2} - [S_{-}, A_{-1}] = 0, \quad [S_{-}, A_{-2}] = 0. \quad (39) \quad (40) \quad (41) \quad (42) \quad (43) \quad (44) \quad (45)$$

The analysis of (39)–(45) resembles much that in the linear bundle case (for the relations (7)–(9)). This is why we shall just sketch the procedure below.

Applying the same argument like for (4), we may pick up $A_{\pm 2}$ to be

$$A_{\pm 2} = \frac{2r_{\pm} I_{m+n}}{m+n} - S_{\pm}^{2}, \quad r_{\pm} = \frac{\text{tr} S_{\pm}^{2}}{2}. \quad (46)$$

After splitting the coefficient $A_{1}$ (resp. $A_{-1}$) into $S_{+}$-commuting term (resp. $S_{-}$-commuting term) and some remainder $A_{1}^{r}$ (resp. $A_{-1}^{r}$) and inverting the commutator in (40) (resp. in (43)), we derive

$$A_{\pm 1}^{r} = i \left[S_{\pm, x}, S_{\pm}^{2}\right]. \quad (47)$$

for the non-commuting parts of $A_{1}$ and $A_{-1}$. Like we did before, we set the $S_{\pm}$-commuting part of $A_{\pm 1}$ to be 0.

It remains to find the matrix coefficient $A_{0}$. After substituting (46) into (42), we obtain the equation

$$\partial_{x} A_{0} + [S_{+}, [S_{+}^{2}, S_{-}^{2}]] + [S_{-}, [S_{+}^{2}, S_{+} x]] = 0. \quad (48)$$

It turns out that the commutators above do not always constitute an exact $x$-derivative. Obtaining a local expression for $A_{0}$ is possible when $u_{\pm}(x, t)$ and $v_{\pm}(x, t)$ are all column vectors, i.e. we have $r_{\pm} = m_{\pm} = 1$. In this case the constraints (46) reduce to

$$u_{\pm}^{T} v_{\pm} = 1 \quad (49)$$

and the result for $A_{0}$ reads

$$A_{0} = \begin{pmatrix} u_{+}^{T} v_{-} + u_{+}^{T} v_{+} & 0 \\ 0 & -v_{-} u_{-}^{T} - v_{-} u_{+}^{T} \end{pmatrix}. \quad (50)$$

This result implies the interrelation

$$u_{+}^{T} v_{+,x} = u_{+}^{T} v_{-,x} \quad (51)$$

holds true. Taking into account (45), we obtain the generic NEEs

$$i u_{\pm, t} + [u_{\pm, x} + (v_{\pm, x}^{T} u_{\pm}) u_{\pm}] + 2 \left(u_{+}^{T} v_{-}^{T} u_{+}ight) u_{\pm} = 0, \quad i v_{\pm, t} - [v_{\pm, x} + (u_{\pm, x}^{T} v_{\pm}) v_{\pm}]_{x} - 2 \left(u_{+}^{T} v_{-}^{T} u_{+}ight) v_{\pm} = 0 \quad (52)$$

from the recurrence relations (11) and (13). Let’s consider two simple examples (reductions) of (50).
Example 3 Local Reduction

The pair \((34)\) surely fulfills the condition \((49)\) when one introduces the symmetry transformation

\[ \Psi(x, t, \lambda) \rightarrow \tilde{\Psi}(x, t, \lambda) = K \Psi(x, t, 1/\lambda) K, \quad (51) \]

on the set \(D\). Above the constant diagonal matrix \(K = \text{diag}(1, K_n)\), \(K^2 = I_{n+1}\) is required to differ from the unit matrix \(I_{n+1}\). Such possibility was already considered by Golubchik and Sokolov \([7]\).

From the invariance of the auxiliary problem \((22)\) under \((51)\), it follows that the \(L(\lambda)-A(\lambda)\) pair \((34)\) satisfies

\[ KL(1/\lambda)K = L(\lambda), \quad KA(1/\lambda)K = A(\lambda) \quad \Leftrightarrow \]

\[ S_-(x, t) = KS_+(x, t)K, \quad A_{-j}(x, t) = KA_j(x, t)K, \quad j = 0, 1, 2. \quad (52) \]

Using the representation \((37)\), from the latter equations we see that \(u\) and \(v\) are interrelated through

\[ u_-(x, t) = K_n u_+(x, t), \quad v_-(x, t) = K_n v_+(x, t). \quad (53) \]

Then the system \((54)\) reduces to

\[ \begin{align*}
    iu_{+, t} + \left[ u_{+, x} + \left( v_{+, x}^T u_+ \right) u_+ \right]_x + 4 \left( u_{+, x}^T K_n v_+ \right) u_+ &= 0, \\
    iv_{+, t} - \left[ v_{+, x} + \left( u_{+, x}^T v_+ \right) v_+ \right]_x - 4 \left( u_{+, x}^T K_n v_+ \right) v_+ &= 0.
\end{align*} \quad (54) \]

Now let us impose another \(\mathbb{Z}_2\) reduction in the form given in \((25)\). The matrix coefficients of \((34)\) obey

\[ \mathcal{E} S_+^1(x, t) \mathcal{E} = S_+(x, t), \quad \mathcal{E} A_j^1(x, t) \mathcal{E} = A_j(x, t), \quad j = 0, 1, 2 \]

and the column vectors \(u_+\) and \(v_+\) are interrelated through \(^2\)

\[ v_+(x, t) = \mathcal{E}_n u_+^*(x, t). \quad (55) \]

We shall also require that at least one diagonal element of \(\mathcal{E}_n\) is positive so that \((47)\) becomes

\[ u_+^T \mathcal{E}_n u_+ = 1. \]

Therefore the vector system \((54)\) simplifies to a single vector equation of the form

\[ \begin{align*}
    iu_{+, t} + \left[ u_{+, x} + \left( u_{+, x}^T \mathcal{E}_n u_+ \right) u_+ \right]_x + 4 \left( u_{+, x}^T K_n \mathcal{E}_n u_+ \right) u_+ &= 0. \\
    (55) \end{align*} \]

This vector equation is an integrable deformation of \((30)\). \(\square\)

Example 4 Nonlocal Reduction

Let the reduction group \(\mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2\) acts on \(D\) by \((31)\) and \((51)\). The invariance the spectral problem under this action implies

\[ \mathcal{E} S_+^j(-x, t) \mathcal{E} = S_+(x, t), \quad \mathcal{E} A_j^1(-x, t) \mathcal{E} = (-1)^j A_j(x, t), \quad j = 0, 1, 2 \]

along with \((52)\). As a result, we get the interrelation

\[ v_+(x, t) = \mathcal{E}_n u_+^*(-x, t). \]

\(^2\)We restrict here with interrelations for coefficients and vectors with nonnegative indices since the rest follow straight from \((52)\) and \((53)\) respectively.
between the vectors $u_+(x, t)$ and $v_+(x, t)$. This time (54) is reduced to a nonlocal vector equation, namely

$$i u_{+,t}(x, t) + \left[u_{+,x}(x, t) + \left(\frac{\partial}{\partial x} u_{+,x}(-x, t)\mathcal{E}_n u_+(x, t)\right) u_+(x, t)\right] x$$

$$+ 4 \left(\frac{\partial}{\partial x} u_{+,x}(-x, t)\mathcal{E}_n u_+(x, t)\right) u_+(x, t) = 0$$

(56)

where $u_+$ obeys the nonlocal constraint

$$u_{+,x}(-x, t)\mathcal{E}_n u_+(x, t) = 1.$$

This equation represents an integrable deformation of (53). □

5 Conclusion

We have considered a generic (nonreduced) matrix system of 1 + 1-dimensional NEEs associated with the symmetric space $SU(m + n)/S(U(m) \times U(n))$, see (14). This matrix NEE is $S$-integrable with Lax representation in the form of a linear bundle in pole gauge and represents a mathematical generalization of the classical 1 + 1 dimensional Heisenberg ferromagnet equation. We have shown that this GHF admits a pseudo-Hermitian local $\mathbb{Z}_2$ reduction, see (29), and another pseudo-Hermitian $\mathbb{Z}_2$ reduction that is nonlocal, see (32). This way we have extended results already published in [6, 13, 16].

As discussed in Remark 2.2, the matrix equation (14) can be viewed as a $\mathbb{Z}_2$-reduction of an even more general matrix equation, see (15), which seems to be an unknown one as well. The latter is related to a homogeneous space and combines equations (14) and the Heisenberg equation (2).

We have constructed a local deformation of the GHF under consideration. This has been done by deforming the linear bundle Lax pair of the generalized Heisenberg ferromagnet equation to obtain a rational bundle pair, see (34). It turns out this works for the vector case (i.e rank 1 case) otherwise one gets nonlocal (integral) terms. We have displayed a few reductions (local and nonlocal) of this deformation, see (55) and (56), thus extending results published in [6, 7] for the local reduction case.
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