Highly irregular orbits for subshifts of finite type: large intersections and emergence
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Abstract
In their recent paper (2019 arXiv:1904.03424), the first author, Kiriki and Soma introduced a concept of pointwise emergence to measure the complexity of irregular orbits. They constructed a residual subset of the full shift with high pointwise emergence. In this paper we consider the set of points with high pointwise emergence for topologically mixing subshifts of finite type. We show that this set has full topological entropy, full Hausdorff dimension, and full topological pressure for any Hölder continuous potential. Furthermore, we show that this set belongs to a certain class of sets with large intersection property. This is a natural generalization of Färn and Persson (2011 Nonlinearity 24 1291–1309) to pointwise emergence and Carathéodory dimension.
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1. Introduction
Let $X$ be a compact metric space and $f : X \to X$ a continuous map. Let $\mathcal{P}(X)$ be the set of Borel probability measures on $X$ equipped with the weak topology. A point $x \in X$ is said to be irregular, if the time average along the forward orbit of $x$ does not exist, i.e. if the limit of empirical measures,

$$
\delta^n_x = \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}, \quad n \geq 1,
$$
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does not exist in \( \mathcal{P}(X) \) (see [1, 31]). Such a point is also called historic [28, 29], non-typical [3] or divergent [13]. Although the set of irregular points (which we will call the irregular set and denote by \( I \)) is a \( \mu \)-zero measure set for any invariant measure \( \mu \) due to Birkhoff’s ergodic theorem, the set is known to be remarkably large for abundant dynamical systems. Pesin and Pitskel’ [25] obtained the first result for the largeness of the irregular set from thermodynamic viewpoint. In their paper, they showed that the irregular set for the full shift has full topological entropy and full Hausdorff dimension, that is,

\[
\text{h}_{\text{top}}(I) = \text{h}_{\text{top}}(X) \quad \text{and} \quad \text{dim}_H(I) = \text{dim}_H(X).
\]

Here \( h_{\text{top}}(Z) \) is the Pesin–Pitskel’ topological entropy for a (not necessarily compact) Borel set \( Z \) given in [25] (see subsection 4.1 for precise definition; this is a generalization of Bowen’s Hausdorff topological entropy of [10], and we refer to [19] for relation between entropies for a non-compact set). This thermodynamic largeness of irregular sets was extended to topologically mixing subshifts of finite type in [3] (together with the detailed study of the set of points at which Lyapunov exponent or local entropy fail to exist), to graph directed Markov systems in [17], to continuous maps with specification property in [13] (see also [31]), and to continuous maps with almost specification property in [32]. See also [1, 2, 4, 9, 11, 12, 20, 23, 28, 29, 33, 36] and references therein for the study of irregular sets from other viewpoints.

The irregular points considered in the above works were typically those, whose corresponding sequence of measures (1.1) oscillates between two (or finitely many) ergodic measures. Consequently, the space of accumulation points of (1.1) is finite dimensional. In this paper we consider irregular points with high complexity, that is points for which (1.1) oscillates between infinitely many ergodic measures. More precisely, given an infinite sequence of distinct ergodic measures, we consider points for which the set of accumulation points of (1.1) contains the infinite-dimensional simplex spanned by those measures. We obtain a lower bound on the dimension of the set of such points as the infimum over dimensions of measures in the sequence (see theorem 3.4).

Recently, Berger introduced a concept of metric emergence in [5] in order to ‘evaluate the complexity to approximate a system by statistics [5]’. Metric emergence quantifies such phenomena as the Newhouse phenomenon or KAM phenomenon. Even though the notion of emergence is relatively new, the study of metric emergence is already becoming a quite active research area [6–8, 14, 30]. Inspired by Berger’s work, the first author, Kiriki et al [22] introduced a concept of pointwise emergence to measure complexity of irregular orbits. The pointwise emergence \( \delta_x(\epsilon) \) at scale \( \epsilon > 0 \) at \( x \in X \) is defined by

\[
\delta_x(\epsilon) = \min \left\{ N \in \mathbb{N} \mid \text{there exists } \{\mu_j\}_{j=1}^N \subset \mathcal{P}(X) \text{ such that} \right. \\
\left. \times \limsup_{n \to \infty} \min_{1 \leq j \leq N} d \left( \delta^n_x, \mu_j \right) \leq \epsilon \right\}, \tag{1.2}
\]

where \( d \) is the first Wasserstein metric\(^3\) on \( \mathcal{P}(X) \) (see [34, 35] for its properties; we here merely recall that \( d \) is a metrization of the weak topology of \( \mathcal{P}(X) \)). According to [22, proposition 1.2],

\(^3\)For \( j = 1, 2 \), let \( p_j : X \times X \to X \) be the canonical projection to the \( j \)th coordinate, and \( (p_j)_* \pi \) the pushforward measure of a probability measure \( \pi \) on \( X \times X \) by \( p_j \). Let \( \Pi(\mu, \nu) \) be the set of probability measures \( \pi \) on \( X \times X \) such that \( (p_1)_* \pi = \mu \) and \( (p_2)_* \pi = \nu \). The first Wasserstein metric \( d \) is defined as \( d(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times X} d(x, y) d\pi(x, y) \) for \( \mu, \nu \in \mathcal{P}(X) \).
$x$ is irregular if and only if
$$\lim_{\epsilon \to 0} \mathcal{E}_x(\epsilon) = \infty.$$ When $\min d \left( \delta^x, \mu_j \right)$ in (1.2) is replaced by $\int_X \min d \left( \delta^x, \mu_j \right) m(dx)$ with some $m \in \mathcal{P}(X)$, then the quantity given by (1.2) is called the metric emergence with respect to $m$. A fundamental relationship between metric and pointwise emergences is the following inequality:
$$\min_{x \in D} \mathcal{E}_x(\epsilon) \leq \mathcal{E}_m(m(D) \epsilon) \quad (1.3)$$ for every $\epsilon > 0$, Borel set $D$ and $m \in \mathcal{P}(X)$, see [22, proposition 1.4]. The pointwise emergence at $x \in X$ is called super-polynomial (or high) if
$$\limsup_{\epsilon \to 0} \frac{\log \mathcal{E}_x(\epsilon)}{-\log \epsilon} = \infty.$$ As is pointed out in [5], it is widely accepted among computer scientists that super-polynomial algorithms are impractical. From that perspective dynamical systems with high metric emergence are not feasible to be studied numerically. The set of points with high emergence can be considered as statistically very complex (see also [6, 8] for other motivations to study high emergence). Therefore, it is of great interest to investigate how large the set of points with high emergence is.

The main result of this paper is as follows.

**Theorem 1.1.** Let $X$ be a topologically mixing subshift of finite type of $\{1, 2, \ldots, \kappa\}^\mathbb{N}$ with $\kappa \geq 2^4$ Let $f : X \to X$ be the left-shift operation on $X$. Let $E$ be the set of points $x \in X$ satisfying
$$\lim_{\epsilon \to 0} \frac{\log \mathcal{E}_x(\epsilon)}{-\log \epsilon} = \infty.$$ Then,
$$h_{\text{top}}(E) = h_{\text{top}}(X) \quad \text{and} \quad \dim_H(E) = \dim_H(X).$$ In addition, for any Hölder continuous function $\varphi$, we have that $P_E(\varphi) = P_X(\varphi)$, That is, the set of points with high emergence carries full topological pressure.

Notice that $\dim_H(A) = h_{\text{top}}(A)/\beta$ for any $A \subset X$ in the setting of theorem 1.1, so $h_{\text{top}}(E) = h_{\text{top}}(X)$ is equivalent to $\dim_H(E) = \dim_H(X)$.

Our approach to proving theorem 1.1 is a generalization of ideas in [17]. In [17] the authors introduced classes of sets, $G^s$, $0 < s < \dim_H(X)$, such that: (a) every countable intersection of sets in a given class $G^s$ also belongs to $G^s$; (b) every set in $G^s$ has Hausdorff dimension at least $s$. This was later used to show that a certain subset of the set of irregular points has full Hausdorff dimension. We extend this result in two directions. We consider a general Carathéodory dimension structure (see section 2) introduced by Pesin in [24]. We then introduce classes of sets corresponding to this structure such that the analogue of (a) and (b) holds, under some conditions on the Carathéodory structure (see section 3). We then consider the set of points with high emergence and analyse when it belongs to such defined class of sets. As a result we obtain a more general version of theorem 1.1, which states that under certain conditions on the dimension structure.

---

\footnote{We endow it with a standard metric $d(x, y) = \sum_{j=1}^{\infty} \frac{|x_j - y_j|}{\beta^j}$ for $x = (x_1, x_2, \ldots)$, $y = (y_1, y_2, \ldots) \in X$ with some $\beta > 1$.}
Carathéodory structure, the set of points with high emergence has full Carathéodory dimension (see theorem 3.8).

**Remark 1.2.** It is possible to prove the first part of theorem 1.1 (the statement about the Hausdorff dimension) by modifying the construction given by Barreira–Schmeling in [3]. The advantage of our approach is that it gives a stronger result (see theorem 3.8). Moreover we develop tools that could potentially be used to study largeness of other sets in addition to the set of points with high emergence (see theorem 3.2).

**Remark 1.3.** It immediately follows from (the statement for the Hausdorff dimension in) theorem 1.1 that \( m_t^H(E) > 0 \) for any \( t < \dim_H(X) \), where \( E \) is the set of points with high pointwise emergence given in theorem 1.1 and \( m_t^H \) is the \( t \)-dimensional Hausdorff measure (see sections 2 and 4 for precise definition). By Frostman’s lemma, this implies that there is a Borel probability measure \( m \) such that the support of \( m \) is included in \( E \) (in particular, \( m(E) > 0 \)) and \( m(B(x, r)) \leq r^t \) for all \( x \in X \) and \( r > 0 \), where \( B(x, r) \) is the ball of radius \( r \) centred at \( x \). Therefore, by (1.3), we have

\[
\lim_{\epsilon \to 0} \frac{\log \mathcal{E}_m(\epsilon)}{-\log \epsilon} = \infty.
\]

We remark that Berger conjectured in [5] that a ‘typical’ diffeomorphism \( f \) on a compact manifold satisfies the above equation with the normalized Lebesgue measure \( \text{Leb} \) of the manifold in place of \( m \), i.e. \( \lim_{\epsilon \to 0} \log \mathcal{E}_m(\epsilon)/(-\log \epsilon) = \infty \).

**1.1. Structure of the paper**

In section 2 we recall Carathéodory dimension structure and introduce modifications to Carathéodory outer measures needed for our constructions. We also introduce conditions on the Carathéodory dimension structure needed for the results in this paper. In section 3 we introduce and study classes of sets with large intersection property. We state the general version of our main result (theorem 3.8), which is an immediate consequence of two results for large intersection classes (theorems 3.2 and 3.4). In section 4 we give examples of Carathéodory dimension structures satisfying the assumptions of theorem 3.8. As a corollary, we obtain theorem 1.1. In section 5, we give the proof of theorem 3.2. Section 6 is dedicated to the proof of theorem 3.4.

**2. Carathéodory dimension structure**

We recall the construction introduced in [24], called the Carathéodory dimension structure.

**2.1. Carathéodory dimension of sets and measures**

Let \( X \) be a set and \( \mathcal{F} \) a collection of subsets of \( X \) which we call *admissible* sets. Assume that there exist two set functions \( \eta, \psi : \mathcal{F} \to [0, \infty) \) satisfying the following conditions:

(A1) \( \emptyset \in \mathcal{F} \); \( \eta(\emptyset) = \psi(\emptyset) = 0 \) and \( \eta(U), \psi(U) > 0 \) for any \( U \in \mathcal{F}, U \neq \emptyset \);

(A2) For any \( \delta > 0 \) one can find \( \epsilon > 0 \) such that \( \eta(U) \leq \delta \) for any \( U \in \mathcal{F} \) with \( \psi(U) \leq \epsilon \);

(A3) There exists a sequence of positive numbers \( \epsilon_n \to 0 \) such that for any \( n \in \mathbb{N} \) one can find a finite subcollection \( \mathcal{G} \subset \mathcal{F} \) covering \( X \) such that \( \psi(U) = \epsilon_n \) for any \( U \in \mathcal{G} \).

Let \( \xi : \mathcal{F} \to [0, \infty) \) be a set function. We say that the collection of subsets \( \mathcal{F} \) and the functions \( \xi, \eta, \psi \), satisfying conditions (A1), (A2) and (A3) introduce a Carathéodory dimension structure or C-structure \( \tau \) on \( X \) and we write \( \tau = (\mathcal{F}, \xi, \eta, \psi) \).
For any subcollection $G \subset F$ denote by $\psi(G) := \sup \{\psi(U) | U \in G \}$. Given a set $Z \subset X$ and numbers $t \in \mathbb{R}$ and $\varepsilon > 0$, define

$$M^t_c(Z, \varepsilon) := \inf_{G, \sigma(G) \leq \varepsilon} \left\{ \sum_{U \in G} \xi(U) \eta(U)^t \right\},$$

where the infimum is taken over all finite or countable subcollections $G \subset F$ covering $Z$. Set

$$m^t_c(Z) := \lim_{\varepsilon \to 0} M^t_c(Z, \varepsilon).$$

If $m^t_c(\emptyset) = 0$, then the set function $m^t_c(\cdot)$ becomes an outer measure on $X$, which induces a measure on the $\sigma$-algebra of measurable sets. We call this measure the $t$-Carathéodory outer measure. In general, this measure may not be $\sigma$-finite or it may be a zero measure. The following is shown in [24].

**Proposition 2.1.** For any set $Z \subset X$ there exists a critical value $t_c \in \mathbb{R}$ such that $m^t_c(Z) = \infty$ for $t < t_c$ and $m^t_c(Z) = 0$ for $t > t_c$ (while $m^t_c(Z)$ may be 0, $\infty$, or a finite positive number).

We call $\dim_cZ = t_c$ the Carathéodory dimension of the set $Z$. If $X$ is a measurable space with a measure $\mu$, then the quantity

$$\dim_c \mu = \inf \{\dim_cZ : \mu(Z) = 1\} = \lim_{\delta \to 0} \inf \{\dim_cZ : \mu(Z) > 1 - \delta\}$$

is called the Carathéodory dimension of $\mu$.

2.2. Modification of Carathéodory outer measures

For the rest of the paper we restrict our attention to $C$-structures $\tau = (F, \xi, \eta, \psi)$ on the shift space $X$. Recall that $X \subset \{1, \ldots, \kappa\}^\mathbb{N}$ is a subshift of finite type, meaning that there is a matrix $M = (M_{i,j})_{1 \leq i, j \leq \kappa}$ such that each entry of $M$ is 0 or 1 and that $X$ consists of admissible words $x = (x_1x_2 \ldots) \in \{1, \ldots, \kappa\}^\mathbb{N}$ with respect to $M$. Here, $x = (x_1 \ldots x_n) \in \{1, \ldots, \kappa\}^n$, $n \in \mathbb{N} \cup \{\infty\}$, is called admissible if $M_{i,j,j+1} = 1$ for all $1 \leq j < n$. We denote the length $n$ of the word $x$ by $|x|$. Furthermore, for a given admissible word $u = (u_1 \ldots u_n)$, we define the cylinder $C(u)$ by $C(u) = \{x \in X | [x]_n = u\}$, where $[x]_n$ is the truncation $[x]_n = (x_1x_2 \ldots x_n)$ of $x = (x_1x_2 \ldots)$. Let the collection $F$ of admissible sets be the collection of cylinders,

$$F := \{\emptyset\} \cup \{C(u) | u \text{ is an admissible word}\}.$$

For a cylinder $C \in F$ and $t \in \mathbb{R}$ denote

$$q(C, t) := \xi(C) \eta(C)^t,$$

and denote by $l(C)$ the smallest number $n$ such that $C = C(u)$ with some admissible word $u$ of length $n$ (also called the length of $C$).

For our purpose we suggest a modification of the Carathéodory outer measure similarly as it was done in [17] for Hausdorff outer measure. The advantage of the new outer measure is that it is always finite.

Assume that a Carathéodory dimension structure $\tau = (F, \xi, \eta, \psi)$ on $X$ is given. For any set $Z \subset X$ and a number $t \in \mathbb{R}$ define

$$M^t_c(Z) := \inf_{G} \left\{ \sum_{U \in G} \xi(U) \eta(U)^t \right\},$$
where the infimum is taken over all finite or countable sub-collections \( G \subset F \) covering \( Z \).

In section 6 we will consider yet another collection of outer measures, \( N_{c,m}(t) \), depending on the parameter \( m \in \mathbb{N} \), defined identically as \( M_{c}(t) \), but with the family of admissible sets restricted to

\[
\mathcal{F}_{m} := \{ \emptyset \} \cup \{ C(u) \mid u \text{ is an admissible word,} \}
\]

\[
|u| = k \cdot m \text{ for some } k \in \mathbb{N} \subset \mathcal{F}.
\]

Remark 2.2. The measures \( M_{c}^{t}, N_{c,m}^{t} \), and \( m_{c}^{t} \) are particular examples of measures considered in [27]. Following the terminology introduced in [27], the set function \( q(., t) \) satisfies the definition of the pre-measure [27, definition 5], the measures \( M_{c}^{t} \) and \( N_{c,m}^{t} \), are obtained from this pre-measure by method I [27, theorem 4], while \( m_{c}^{t} \) is obtained from \( q(., t) \) by method II [27, theorem 15].

The main properties of \( M_{c}^{t} \) and \( N_{c,m}^{t} \) are summarized below.

**Theorem 2.3.** The set functions \( M_{c}^{t} \) and \( N_{c,m}^{t} \) satisfy the following properties:

(a) For all \( t \in \mathbb{R} \):

1. If \( M_{c}(0) = N_{c,m}(0) = 0 \), then \( M_{c}^{t} \) and \( N_{c,m}^{t} \) define outer measures;
2. \( M_{c}^{t}(Z) \leq m_{c}^{t}(Z) \) and \( M_{c}^{t}(Z) \leq N_{c,m}^{t}(Z) \) for every set \( Z \subset X \);

(b) For \( t > \dim_{c} Z \):

3. \( M_{c}^{t}(Z) = m_{c}^{t}(Z) = 0 \);

(c) For \( t < \dim_{c} Z \):

4. \( 0 < M_{c}^{t}(Z) \leq N_{c,m}^{t}(Z) < \infty \);

(d) For \( t = \dim_{c} Z \):

5. If \( 0 < m_{c}^{t}(Z) \leq \infty \), then \( 0 < M_{c}^{t}(Z) \leq N_{c,m}^{t}(Z) < \infty \);
6. If \( m_{c}^{t}(Z) = 0 \), then \( M_{c}^{t}(Z) = 0 \).

Remark 2.4. Observe that in the case (b3) and (d6) one may have \( N_{c,m}^{t}(Z) > 0 \).

**Proof.** Statement (a1) follows from theorem 4 in [27]. Statement (a2) follows directly from the definition of \( M_{c}^{t} \) and \( N_{c,m}^{t} \). To show statement (b3) it is enough to observe that by proposition 2.1, \( m_{c}^{t}(Z) = 0 \) for all \( t > \dim_{c} Z \). Then by statement (a2) of the theorem, \( 0 \leq M_{c}^{t}(Z) \leq m_{c}^{t}(Z) = 0 \).

To prove statement (c4) first observe that the outer measures \( M_{c}^{t} \) and \( N_{c,m}^{t} \) are always finite. That is because the set function \( q(., t) \) is finite and for every set \( Z \subset X \) one can find a finite cover \( \{ C_{i} \}_{i=1}^{K} \) by cylinders of length \( m \). Then we have

\[
M_{c}^{t}(Z) \leq N_{c,m}^{t}(Z) \leq \sum_{i=1}^{K} q(C_{i}, t) < \infty.
\]

On the other hand, \( M_{c}^{t}(Z) = 0 \) implies \( m_{c}^{t}(Z) = 0 \). To see this, observe that there are finitely many cylinders of a given length \( s \). Since \( 0 < q(C, t) < \infty \) for any cylinder \( C \), there are positive real numbers \( \{ \gamma_{s} \}_{s \geq 1} \) such that \( q(C, t) \geq \gamma_{s} > 0 \) for any cylinder of length \( s \). Assume that
\[ M_c'(Z) = 0. \]
For any large \( L \in \mathbb{N} \) choose \( \epsilon > 0 \) such that \( \epsilon < \min\{ \frac{1}{L}, \gamma_1, \ldots, \gamma_L \} \). There exists a cover \( \{ C_i \}_{i \geq 1} \) of \( Z \) by cylinders such that
\[
\sum_i q(C_i, t) < \epsilon.
\]

By the choice of \( \epsilon \), we must have that \( l(C_i) > L \) for each \( i \geq 1 \). Letting \( L \to \infty \) we obtain that \( m_c'(Z) = 0 \).

By proposition 2.1, \( m_c'(Z) = \infty \) for all \( t < \dim_c Z \). By (the contraposition of) the above argument, this implies that \( M_c'(Z) > 0 \). By statement (a2), this completes the proof of (c4).

The proof of (d5) is identical to the proof of (c4). Statement (d6) is a direct consequence of (a2). □

For simplicity of notation, if there is no confusion, we will simply write \( \mathcal{M}, m', M' \) and \( N'_m \).

Our arguments require the \( C \)-structure to satisfy the following additional conditions. We remark that all the conditions stated below are naturally satisfied by \( C \)-structures corresponding to topological entropy, Hausdorff dimension, and topological pressure of Hölder continuous potentials, which we prove in section 4.

(C1) There exists a uniform constant \( Q_1 > 0 \) such that for every \( t < \dim_c(X) \) and for every cylinder \( C \) there is a cylinder \( \tilde{C}' \) such that \( C \subseteq \tilde{C}' \) and one has:
\[
Q_1 q(C', t) \leq M'(C) \leq \min\{ q(C, t), q(\tilde{C}', t) \};
\]

(C2) For every \( t < \dim_c(X) \) there exists \( m = m(t) \in \mathbb{N} \) such that for every cylinder \( C \) whose length is a multiple of \( m \) there is a cylinder \( \tilde{C}'_m \) whose length is a multiple of \( m \) such that \( C \subseteq \tilde{C}'_m \), and one has:
\[
N'_m(C) = q(\tilde{C}'_m, t);
\]

(C3) There exists a uniform constant \( Q_3 > 1 \) such that for any two words \( u, v \), such that \( uv \) is an admissible word, and any \( t \in \mathbb{R} \) one has
\[
Q_3^{-1} q(C(u), t) q(C(v), t) \leq q(C(uv), t) \leq Q_3 q(C(u), t) q(C(v), t);
\]

(C4) For any two cylinders such that \( A \subseteq B \) one has \( \eta(A) \leq \eta(B) \).

3. Large intersection classes

As previously mentioned, theorem 1.1 follows from a stronger result that the set \( E \) in theorem 1.1 belongs to a certain class of sets, which are in some sense large.

We consider the following classes of sets, which are defined by generalizing classes introduced by Färm and Persson in [17] as modifications of Falconer’s intersection classes from [16].

**Definition 3.1.** Let \( \mathcal{G}'(X), t < \dim_c(X) \) be the class of \( G'_t \)-sets \( F \subset X \) such that
\[
M'(F \cap C) = M'(C)
\]
holds for all cylinders \( C \).
Our main results on these classes are the following theorems. The first theorem is a generalization of [17, theorem 1].

**Theorem 3.2.** Assume that the Carathéodory structure satisfies conditions (C1) and (C4). Then the classes \( G^t(X) \) are closed under countable intersections and the Carathéodory dimension of any set in one of these classes is at least \( t \).

As an important application of large intersection property, Färm and Persson calculated the Hausdorff dimension of the intersection of irregular sets over countably many different dynamical systems, see [18, proposition 1].

We prove theorem 3.2 in section 5. In the lemma below we observe that the claim about the Carathéodory dimension of sets in \( G^t(X) \) is a natural consequence of definition 3.1.

**Lemma 3.3.** If \( F \in G^t(X) \), then \( \dim_C(F) \geq t \).

**Proof.** Since \( t < \dim_C(X) \), by statement (c) in theorem 2.3, \( M^t(\mathcal{A}) > 0 \). Then there is a cylinder \( C \) such that \( M^t(C) > 0 \). By definition 3.1, \( M^t(F) > 0 \). By statement (b) in theorem 2.3, \( \dim_C(F) \geq t \). \( \square \)

Let \( A_x \) be the set of accumulation points of \( \{\delta^n_x\}_{n\geq 1} \). For a sequence \( \mathcal{J} = \{\mu(\ell)\}_{\ell \in \mathbb{N}} \) of probability measures on \( X \), we denote by \( \Delta(\mathcal{J}) \) the set of finite convex combinations of measures in \( \mathcal{J} \). Namely,

\[
\Delta(\mathcal{J}) = \bigcup_{L \geq 1} \Delta_L(\mathcal{J}), \quad \Delta_L(\mathcal{J}) = \{ \mu(\ell) \in A_L \},
\]

where \( A_L = \{ (t_0, t_1, \ldots, t_L) \in [0, 1]^{L+1} | \sum_{\ell=0}^L t_\ell = 1 \} \) and \( \mu(\ell) = \sum_{\ell=0}^L t_\ell \mu(\ell) \) for \( \ell = (t_0, t_1, \ldots, t_L) \in A_L \). We define the saturated set \( E(\mathcal{J}) \) of \( \mathcal{J} \) by

\[
E(\mathcal{J}) = \{ x \in X | \Delta(\mathcal{J}) \subset A_x \}
\]

(cf [15, 26]). For a probability measure \( \mu \) on \( X \), define the generic set \( G(\mu) \) by

\[
G(\mu) = \{ x \in X | \lim_{n \to \infty} \delta^n_x = \mu \}.
\]

The following theorem is a generalization of [17, theorem 2] and is the central result of this paper.

**Theorem 3.4.** Assume that the Carathéodory structure satisfies conditions (C1)–(C4). The following statements hold for any sequence \( \mathcal{J} = \{\mu(\ell)\}_{\ell \geq 0} \) of ergodic invariant probability measures:

(a) \( E(\mathcal{J}) \in G^t \) for all \( t < \inf \{ \dim_C(\mu(\ell)) | \ell \geq 0 \} \);

(b) \( \dim_C(E(\mathcal{J})) \geq \inf \{ \dim_C(\mu(\ell)) | \ell \geq 0 \} \).

The proof of theorem 3.4 occupies all of section 6.

**Remark 3.5.** It is worth pointing out that theorem 3.2 holds for any shift space (not necessarily a subshift of finite type) and any Carathéodory structure satisfying conditions (C1) and (C4). In the proof of theorem 3.4 (lemmas 6.3, 6.5 and 6.6) we use the fact that the underlying shift space is a subshift of finite type. By slightly modifying the arguments one should be able to extend this result to any shift with specification.

**Remark 3.6.** We remark that (b) of theorem 3.4 gives another proof of (a special version of) theorem 1.2 of Chen–Zhou [15] for the topological pressure of saturated sets, although their
method is different from ours. In particular, it is unclear whether the lower bound of (b) for the Hausdorff dimension and the large intersection property in (a) follow from their approach.

To conclude theorem 1.1, we also need the following proposition, which we prove on the next page.

**Proposition 3.7.** Let \( J = \{ \mu^{(l)} \}_{l \geq 0} \) be a linearly independent sequence of invariant probability measures on \( X \). Then, \( x \in E(J) \) implies that
\[
\lim_{\epsilon \to 0} \frac{\log \mathcal{E}_x(\epsilon)}{\log \epsilon} = \infty.
\]

The next theorem summarizes results in this section and gives the main result in this paper.

**Theorem 3.8.** Let \( X \) be a topologically mixing subshift of finite type of \( \{ 1, 2, \ldots, \kappa \}^\mathbb{N} \) with \( \kappa \geq 2 \). Let \( f : X \to X \) be the left-shift operation on \( X \). Let \( E \) be the set of points \( x \in X \) satisfying
\[
\lim_{\epsilon \to 0} \frac{\log \mathcal{E}_x(\epsilon)}{\log \epsilon} = \infty.
\]

Assume that the Carathéodory structure satisfies conditions (C1)–(C4) and the following condition:

(C5) For any \( t < \dim_c(X) \), there is a linearly independent sequence of invariant probability measures \( \{ \mu^{(l)} \}_{l \geq 0} \) on \( X \) such that \( \dim_c(\mu^{(l)}) > t \) for all \( l \geq 0 \).

Then, for any \( t < \dim_c(X) \), there is an \( E_t \subset E \) such that \( E_t \in G_t \). In particular,
\[
\dim_c(E) = \dim_c(X).
\]

**Proof.** Theorem 3.8 immediately follows from theorems 3.2, 3.4 and proposition 3.7.

**Proof of theorem 1.1.** We will see in section 4 that \( C \)-structures corresponding topological entropy, Hausdorff dimension, and topological pressure satisfy Conditions (C1)–(C4). Hence, theorem 1.1 immediately follows from theorem 3.8, if we prove (C5). Let \( \psi(x) : X \to \mathbb{R} \) be any Hölder continuous function not cohomologous to a constant. Observe that then for any two distinct values \( t_1, t_2 \), the corresponding potentials \( \varphi + t_1 \psi, \varphi + t_2 \psi \) are not cohomologous and by proposition 20.3.10 in [21] have distinct unique ergodic equilibrium measures \( \mu_{t_1} \) and \( \mu_{t_2} \) respectively. In addition, by [24, theorem 11.6], we have for any \( t \in \mathbb{R} \)
\[
|\dim_c(X) - \dim_c(\mu_t)| = |P(\varphi) - P_{\mu_t}(\varphi)| = |P(\varphi) - \int \varphi \, d\mu_t - h_{\mu_t}(f)|
\]
\[
\leq |P(\varphi) - \int \varphi + t \psi \, d\mu_t - h_{\mu_t}(f)| + |t||\psi|| = |P(\varphi - t\psi)| + |t||\psi|| \leq 2|t||\psi||,
\]
where in the last inequality we used continuity of the pressure [24, theorem 11.4] and \( \| \cdot \| \) denotes the supremum norm in the space of continuous functions.

**Proof of proposition 3.7.** For a subset \( A \) of \( \mathcal{P}(X) \), let \( N(\epsilon, A) \) denote the \( \epsilon \)-covering number of \( A \) with respect to the first Wasserstein metric \( d \). Then, it is straightforward to see that \( \mathcal{E}_x(\epsilon) = N(\epsilon, A_x) \), and recall that \( \Delta(J) \subset A_x \) for each \( x \in E(J) \). We will show that
\[
\lim_{\epsilon \to 0} \frac{\log N(\epsilon, \Delta(J))}{\log \epsilon} = \infty, \quad \text{(3.1)}
\]
which implies the conclusion by the above observations.

Let \( L \geq 1 \) be an integer. Since \( \mu^{(0)}, \ldots, \mu^{(L)} \) are linearly independent, \( \Delta_J(L) \) is an \( L \)-dimensional simplex. Therefore, it is easy to see that its box-counting dimension

\[
\lim_{\epsilon \to 0} \frac{\log N(\epsilon, \Delta_J(L))}{-\log \epsilon}
\]

is well-defined and equal to \( L \). It follows from this and the observation \( \Delta_J(L) \subset \Delta_J \) that

\[
\lim \inf_{\epsilon \to 0} \frac{\log N(\epsilon, \Delta_J)}{-\log \epsilon} \geq L.
\]

Since \( L \) is arbitrary, this implies (3.1) and completes the proof. \( \square \)

4. Applications

4.1. C-structure corresponding to topological pressure

In this section we fix a Hölder continuous function \( \varphi : X \to \mathbb{R} \) and consider the following C-structure \( \tau = (\mathcal{F}, \xi, \eta, \psi) \) on \( X \).

Given a cylinder \( C \), we define

\[
\xi(C) := \exp \left( S_{h(C)} \varphi(C) \right) := \exp \left( \sup_{x \in C} \sum_{k=0}^{h(C)-1} \varphi(f^k(x)) \right),
\]

\[
\eta(C) := e^{-h(C)}, \quad \psi(C) := \frac{1}{l(C)},
\]

and also set \( \eta(\emptyset) = \psi(\emptyset) = \xi(\emptyset) = 0 \). It is easy to see that the collection of subsets \( \mathcal{F} \) and the functions \( \xi, \eta, \psi \) satisfy conditions (A1), (A2) and (A3), and hence, introduce the Carathéodory dimension structure on \( X \).

The corresponding outer measures are given by

\[
\mathcal{M}_C^\prime(Z, 1/n) := \inf \left\{ \sum_i e^{S_{h(C_i)} \varphi(C_i) - h(C_i)l(C_i)} | l(C_i) \geq n, Z \subset \bigcup_i C_i \right\},
\]

\[
m_C^\prime(Z) := \lim_{n \to \infty} \inf \left\{ \sum_i e^{S_{h(C_i)} \varphi(C_i) - h(C_i)l(C_i)} | l(C_i) \geq n, Z \subset \bigcup_i C_i \right\}, \text{ and}
\]

\[
M_C^\prime(Z) := \inf \left\{ \sum_i e^{S_{h(C_i)} \varphi(C_i) - h(C_i)l(C_i)} | Z \subset \bigcup_i C_i \right\}.
\]

The corresponding Carathéodory dimension of a set \( Z \) is exactly the topological pressure \( P(\varphi, Z) \) on \( Z \) as defined by Pesin–Pitskel’ in [25]. We will denote \( P = P(\varphi) := P(\varphi, X) = \dim_c(X) \). We also observe that topological entropy corresponds to \( P(\varphi) \) for \( \varphi = 0 \).

By the lemma below, all the results in this paper apply to this structure.

**Lemma 4.1.** The above Carathéodory structure satisfies conditions (C1)–(C4).
Remark 4.2. In the proof of lemma 4.1 (more precisely in verifying conditions (C1), (C2), and (C3)) we used both the fact that X is a subshift of finite type and that \( \varphi \) is Hölder continuous. Our arguments can also be extended to any shift with specification and a function \( \varphi \) satisfying Bowen property (see [21, definition 20.2.5]). Deducing theorem 1.1 in this case would also require verifying condition (C5) in theorem 3.8.

Proof. First observe that \( M'(C) \leq q(B, t) \) for any cylinders \( C \) and \( B \) with \( C \subseteq B \). This follows from the definition of \( M' \). We now show that \( M'(C) \geq Qq(C', t) \) for some cylinder \( C' \) containing \( C \) with some positive number \( Q \) being independent of \( C \) and \( t \). Let \( \{ C_i \} \) be a cover of \( C \) by cylinders of length greater than \( l(C) \). By Hölder continuity of \( \varphi \), there exists \( Q_0 > 0 \) such that

\[
\sum_i e^{s(C_i) \varphi(C_i)} \geq Q_0 e^{s(C) \varphi(C)} \sum_i e^{s(C_{i-1} - l(C) \varphi(C_i))}.
\]

If \( C = C(u) \) for some admissible word \( u = u_1 \ldots u_t \) and \( M_{l_n} = 1 \) for some \( n \in \{ 1, \ldots, \kappa \} \), then \( f^{\kappa(C)}(C) \) covers \( C(a) \). In particular, the sets \( f^{\kappa(C)}(C) \) form a cover of \( C(a) \). Define \( M_{\min} := \min_{n \in \{ 1, \ldots, \kappa \}} M'(C(a)) > 0 \). We have that

\[
\sum_i q(C_i, t) \geq Q_0 e^{s(C) \varphi(C)} e^{-l(C)T} \sum_i q(f^{\kappa(C)}(C_i), t) \geq Q_0 q(C, t) M_{\min}.
\]

This proves (C1).

For (C2) let \( \{ C_i \} \) be a cover of a cylinder \( C \) such that \( l(C_i) \geq l(C) + m \) for some large \( m \), to be determined later. Let \( \{ A_j \} \) be a cover of \( C \) by cylinders of length \( l(C) + m \). Using similar reasoning as above, we have

\[
\sum_i q(C_i, t) \geq Q_0^2 e^{s(C) \varphi(C)} e^{-l(C)T} \sum_j e^{s(C_{i-1} \varphi(C_{i-1}))} e^{-l(C)T} \\
\times \sum_{C_i \subseteq A_j} e^{s(C_{i-1} - l(C) \varphi(C_i))} e^{-l(C) - l(C)T - mT}
\]

\[
\geq Q_0^2 q(C, t) M_{\min} \sum_j e^{s(C_{i-1} \varphi(C_{i-1}))} e^{-mT}.
\]

As a consequence of uniform counting estimates for the partition sums (see for example [21, proposition 20.3.2]), there is \( Q_1 > 0 \) such that

\[
\sum_j e^{s(C_{i-1} \varphi(C_{i-1}))} \geq Q_1 e^{nP}.
\]

Together we obtain,

\[
\sum_i q(C_i, t) \geq Q_0^2 q(C, t) M_{\min} Q_1 e^{m(P - t)}.
\]

Choosing \( m \) large enough so that \( Q_0^2 M'(X) Q_1 e^{m(P - t)} > 1 \) completes the proof of (C2).

Condition (C3) is a direct consequence of Hölder continuity of \( \varphi \), and condition (C4) follows directly from the definition of \( \eta \). □
4.2. C-structure corresponding to Hausdorff dimension

Results in this paper can be used in particular to study Hausdorff dimension of irregular sets. For this it is enough to set $\xi(C) = 1$ for every cylinder $C$ and define $\eta(C)$ as the diameter of $C$ (and $\psi(C) = 1/\ell(C)$ as in the previous example). It is automatic that such defined C-structure satisfies conditions (C1)–(C4).

5. Proof of theorem 3.2

**Lemma 5.1.** If $0 < c \leq 1$ and $F$ is a set such that
\[ M'(F \cap C) \geq c M'(C) \]
holds for all cylinders $C$, then
\[ M'(F \cap U) \geq c M'(U) \]
holds for open sets $U$.

**Proof.** The proof is identical to the proof of lemma 1 in [17] if we replace $M'_\infty$ with $M'$ and $d(\cdot, \cdot)$ with $q(C, t)$. We provide the argument for clarity.

Let $U \subset X$ be open. Then we can write $U$ as a countable union $U = \bigcup_i C_i$ of pairwise disjoint cylinders. Let $\{D_j\} \subset F$ be a cover of $F \cap U$. We can assume that this cover is disjoint.

Given $C_i$, if there are $D_j \subset C_i$, we may write
\[ \sum_{D_j \subset C_i} q(D_j, t) \geq M'(F \cap C_i) \geq c M'(C_i). \]

Here we used the fact that two cylinders are either disjoint or one of them is contained in the other. Hence if $D_j \subset C_i$ for some $C_i$, then all such sets $D_j$ form a cover of $C_i \cap F$.

We can construct a disjoint cover $\{\tilde{C}_k\}$ of $U$ by replacing each collection $C_i$ contained in some $D_j$ with the cylinder $D_j$. We then obtain
\[ \sum_j q(D_j, t) \geq c \sum_k M'(\tilde{C}_k) \geq c M'(U). \]

Taking the infimum over all covers $\{D_j\}$ finishes the proof. \[\square\]

**Lemma 5.2.** If $c > 0$ and $F$ is a set such that
\[ M^0(F \cap C) \geq c M^0(C) \]
holds for some $t_0 < \dim_q(X)$ and all cylinders $C$, then
\[ M'(F \cap C) \geq M'(C) \]
holds for all cylinders $C$, and $t \leq t_0$.

**Proof.** The proof that $M^0(F \cap C) \geq M^0(C)$ is identical to the proof of lemma 2 in [17] if we replace $M'_\infty$ with $M'$ and $d(\cdot, \cdot)$ with $q(C, t)$. It uses condition (C1). Hence this part of the lemma holds for every Carathéodory structure satisfying (C1). Here we provide the argument for clarity.
Let \( \{C_i\} \) be a collection of cylinders covering \( F \cap C \). We may assume that the cylinders are pairwise disjoint. Since \( M'(F \cap C) \) is finite, we may assume that \( \sum_i q(C_i, t_0) \) is finite. Therefore, for every \( \epsilon > 0 \), there exists \( m_0 \) such that
\[
\sum_{\{i:|C_i| \geq m_0\}} q(C_i, t_0) < \epsilon. \tag{5.1}
\]

Build a cover \( \{D_j\} \) of \( C \) by cylinders of length \( l(D_j) \leq m_0 \) in the following way. Either \( D_j = C_i \) for some \( C_i \) with \( l(C_i) < m_0 \) or \( C_i \cap F \subset D_j \cap F \) where \( l(C_i) \geq m_0 \) and \( D_j \cap F \subset \bigcup_{\{i:|C_i| \geq F \cap D_j \cap F\}} C_i \cap F \). Observe that by the assumption of the lemma for every cylinder \( D \subset C \) one has that \( F \cap D \neq \emptyset \) so such cover exists. In addition, in the latter case we can estimate
\[
\sum_{\{i:|C_i| \geq m_0\}} q(C_i, t_0) \geq M^0(F \cap D_j) \geq cM^0(D_j) \geq cQ_1 q(D_j^0, t_0)
\]
by (C1). It follows that
\[
\sum_{\{i:|C_i| < m_0\}} q(C_i, t_0) + c^{-1} Q_1^{-1} \sum_{\{i:|C_i| \geq m_0\}} q(C_i, t_0) \geq \sum_{j} q(D_j^0, t_0).
\]

Using this and (5.1) we obtain
\[
\sum_i q(C_i, t_0) = \sum_{\{i:|C_i| < m_0\}} q(C_i, t_0) + c^{-1} Q_1^{-1} \sum_{\{i:|C_i| \geq m_0\}} q(C_i, t_0)
+ (1 - c^{-1} Q_1^{-1}) \sum_{\{i:|C_i| \geq m_0\}} q(C_i, t_0) \geq M^0(C) + (1 - c^{-1} Q_1^{-1}) \epsilon.
\]

Letting \( \epsilon \to 0 \) and taking infimum over all covers \( \{C_i\} \) we conclude
\[M^0(F \cap C) \geq M^0(C).\]

We now turn to the case \( t < t_0 \). Let \( \{C_i\} \) be a collection of cylinders covering \( F \cap C \). We may assume that each \( C_i \) is contained in \( C \) so that \( \eta(C_i) \leq \eta(C) \) by condition (C4). We then have
\[
\sum_i q(C_i, t) = \sum_i \xi(C_i) \eta(C_i)^t = \sum_i \xi(C_i) \eta(C_i)^{t-t_0}
\geq \eta(C)^{t-t_0} \sum_i q(C_i, t_0) \geq \eta(C)^{t-t_0} M^0(C \cap F) \geq \eta(C)^{t-t_0} M^0(C)
\geq Q_1 \eta(C)^{t-t_0} q(\mathcal{C}^0, t_0)
\]
by (C1). Using (C4), we continue
\[
\geq Q_1 \eta(\mathcal{C}^0)^{t-t_0} \xi(\mathcal{C}^0) \eta(\mathcal{C}^0)^{t_0} = Q_1 q(\mathcal{C}^0, t) \geq Q_1 M'(C),
\]
where the last inequality follows from the definition of \( M' \) after observing that \( \mathcal{C}^0 \) covers \( C \).

Taking infimum over all covers \( \{C_i\} \) we conclude
\[M'(F \cap C) \geq Q_1 M'(C)\]
and by the first part of the lemma, \( M'(F \cap C) \geq M'(C) \). \( \square \)
The proof of theorem 3.2 is now a consequence of lemma 3.3 and the following lemma.

**Lemma 5.3.** If $F_i \in \mathcal{G}(X)$ for all $i \in \mathbb{N}$, then

$$M'(\bigcap_i F_i \cap U) = M'(U)$$

for all open sets $U$, and $\bigcap_i F_i \in \mathcal{G}(X)$.

**Proof.** The proof is very similar to the proof of proposition 2 in [17], which uses the increasing sets lemma for the outer measures [27, theorem 52].

Let first $\{F_i\}_{i=1}^{\infty}$ be a countable collection of open sets, with the property that $M'(F_i \cap U) \geq M'(U)$ holds for any open set $U$. Fix an open set $U \subset X$, $\epsilon > 0$, and a sequence $\{\epsilon_k\}_{k=0}^{\infty}$ of positive real numbers such that $\sum_{k=0}^{\infty} \epsilon_k < \epsilon$.

The main idea is to approximate $\bigcap_i F_i \cap U$ by a countable intersection of compact nested sets $\bigcap_{k=1}^{\infty} D_k$ such that $D_k \subset \bigcap_{i=1}^{k} F_i \cap U$ for $k \geq 1$.

We define the collection $\{D_i\}_{i=0}^{\infty}$ inductively in the following way. Let $D_0$ be an open subset of $U$ with the property that $D_0 \subset U$ and that

$$M'(D_0) > M'(U) - \epsilon_0.$$  

The fact that such a set exists follows from the increasing sets lemma [27, theorem 52]. To see that this result applies to our setting it is enough to observe that the set function $q(\cdot, t)$ satisfies the definition of the pre-measure [27, definition 5] and that $M'(\cdot)$ is constructed from this pre-measure by method I defined in [27, theorem 4].

Having defined $D_i$ for $i = 0, \ldots, k - 1$, we choose $D_k$ to be an open subset of $F_k \cap D_{k-1}$ (note that $F_k \cap D_{k-1} \subset \bigcap_{i=1}^{k} F_i \cap U$ is an open set) with the property that $D_k \subset F_k \cap D_{k-1}$ and such that

$$M'(D_k) > M'(F_k \cap D_{k-1}) - \epsilon_k.$$  

Observe that since each $D_k$ is an open set, we have that

$$M'(D_k) > M'(F_k \cap D_{k-1}) - \epsilon_k \geq M'(D_k) - \epsilon_k$$

$$> M'(F_{k-1} \cap D_{k-2}) - \epsilon_{k-1} - \epsilon_k > \cdots > M'(U) - \epsilon.$$  

In addition, $\bigcap_{i=0}^{\infty} D_i \subset \bigcap_{i=1}^{\infty} F_i \cap U$. Let $\{C_l\}$ be a cover of $\bigcap_{i=0}^{\infty} D_i$ by cylinders. Since $\{D_k\}$ is a nested sequence of compact sets and $\bigcup_l C_l$ is open, there is $m \in \mathbb{N}$ such that $D_m \subset \bigcup_l C_l$. Therefore

$$\sum_l q(C_l, t) \geq M'(D_m) \geq M'(U) - \epsilon.$$  

Letting $\epsilon \rightarrow 0$ we obtain

$$M'\left(\bigcap_{i=1}^{\infty} F_i \cap U\right) \geq M'(U).$$
Therefore we have shown that any countable intersection of open sets in $G(t) \subset G'(t)$. The proof is finished by observing that any countable intersection of $G_j$ sets can be expressed as a countable intersection of open sets.

\section{Proof of theorem 3.4}

In this section we fix an invariant ergodic probability measure $\mu$, $t < \dim_r (G(\mu))$, and $m(t)$, where $m(t)$ is defined in condition (C2). We then consider the corresponding outer measure $N'_m$, which is defined in subsection 2.2.

We say that a word $x$ is a subword of $y$, and write $x \preceq y$, if $C(y) \subset C(x)$. In addition, we say that $x$ is a proper subword of $y$, and write $x < y$, if the inclusion is strict. Furthermore, we denote the concatenation of words $x$ and $y$ by $xy$.

For $\mu \in \mathcal{P}(X)$, $n \in \mathbb{N}$ and $\epsilon > 0$, we define $E(\mu, n, \epsilon)$ by

\[ E(\mu, n, \epsilon) = \{ x \in X | \delta^n x \in B_{\epsilon}(\mu) \} , \]

where $B_{\epsilon}(\mu)$ is the ball of radius $\epsilon$ and with centre $\mu$.

\subsection{Preliminary lemmas}

We start this subsection with a simple but crucial observation. Namely, we note that there are finitely many words of length not exceeding $m$. Because of that there exists a constant $\alpha = \alpha(m, t) > 0$ such that $\alpha < q(C(u), t) < \alpha^{-1}$ for any word $u$ with $|u| \leq m$.

As a consequence of (6.1) and condition (C3) we obtain the following.

\begin{lemma}
\[ \text{The outer measures } M' and N'_m are equivalent. } \]
\end{lemma}

\begin{proof}
Clearly $M' \leq N'_m$. On the other hand, for any collection $\{ x' \}$ of words of lengths $l_i = k_i m + n_i$, with $k_i \in \mathbb{N}$ and $0 \leq n_i \leq m$, consider the corresponding collection $\{ x' \}$ of words of lengths $k_i m$ obtained by removing the last $n_i$ letters from the word $x'$. Then

\[ \sum_i q(C(x'), t) \leq Q \sum_i \frac{q(C(x'), t)}{q(C(x_{k_i + 1} \cdots x_{k_i + n_i}), t)} \leq \alpha^{-1} Q \sum_i q(C(x'), t). \]

In addition, $C(x') \subset C(x')$. Consequently, $N'_m \leq \alpha^{-1} Q; M'$.
\end{proof}

The next two lemmas correspond to lemmas 4 and 6 of [17] and will be used as inductive steps in the following subsection.

\begin{lemma}
Assume there are numbers $c, \epsilon > 0$ and a word $y$ of length $m$ satisfying

\[ N'_m (C(y) \cap E(\mu, N, \epsilon)) < c q(C(y), t) \]

for some $N > 4m/\epsilon$. Then for every word $z$ satisfying $|z| = km \leq cN/4$, and such that $zy$ is an admissible word, one has

\[ N'_m (C(zy) \cap E(\mu, N + |z|, \epsilon/2)) < c Q^2 q(C(zy), t). \]

\end{lemma}
Before we state the next lemma, we recall an important property of subshifts of finite type.

There exists \( \tau \in \mathbb{N} \) such that for any two admissible words \( u \) and \( v \) (of any length) there exists a word \( \omega \) of length \( \tau m \) such that the word \( uwv \) is admissible. For the rest of this paper we denote by \( \tau \) the positive integer with this property.

**Lemma 6.3.** Assume there are numbers \( c, \epsilon > 0 \) and a word \( y \) of length \( m \) satisfying
\[
N'_m \left( C(y) \cap E(\mu, N, \epsilon) \right) > c q(C(y), t),
\]
for some \( N > 2m/\epsilon \). Then for every word \( z \) satisfying \( |z| = km, (k + \tau)m \leq \epsilon N/2 \), one has
\[
N'_m \left( C(z) \cap E(\mu, N + \tau m + |z|, 2\epsilon) \right) > Q_3^{-(\tau + 1)} \alpha^{\tau + 1} c N'_m (C(z)),
\]
where \( \alpha \) is as in (6.1).

In order to show lemmas 6.2 and 6.3, we will use the following.

**Lemma 6.4.** If \( z \) is a word of length \( n_1 \) and \( x \in X \) satisfies \( zx \in E(\mu, n + n_1, \epsilon) \), then
\[
x \in E \left( \mu, n, \epsilon + \frac{2n_1}{n} \right).
\]
Conversely, if \( z \) is a word of length \( n_1 \), \( x \in E(\mu, n, \epsilon) \), and \( zx \) is an admissible word, then
\[
 zx \in E \left( \mu, n + n_1, \epsilon + \frac{2n_1}{n} \right).
\]

**Proof.** For each \( \varphi \in \text{Lip}^1(\mathbb{R}, [-1, 1]) \),
\[
\left| \int_X \varphi \, d\delta^n_x - \int_X \varphi \, d\delta^{n+n_1}_{zx} \right| \\
\leq \left| \left( \frac{1}{n} - \frac{1}{n + n_1} \right) \sum_{j=0}^{n+n_1-1} \varphi \circ f^j(zx) \right| + \left| \sum_{j=0}^{n-1} \varphi \circ f^j(zx) \right| \\
\leq \frac{2n_1}{n}.
\]
So, we have \( d(\delta^n_x, \delta^{n+n_1}_{zx}) \leq 2n_1/n \) by the Kantorovich–Rubinstein dual representation of the first Wasserstein metric (cf [22, (2.1)]), which immediately implies the conclusion. \( \square \)

**Proof of lemma 6.2.** By assumption, there are words \( (x_i)_{i=1}^I \) of lengths being multiples of \( m \) and such that
\[
C(y) \cap E(\mu, N, \epsilon) \subset \bigcup_{i=1}^I C(x_i) \tag{6.2}
\]
and
\[
\sum_{i=1}^I q(C(x_i), t) < cq(C(y), t).
\]
From (6.2) and lemma 6.4, it follows that
\[
C(zy) \cap E(\mu, N + |z|, \epsilon - 2|z|/N) \subset \bigcup_{i=1}^I C(zy).
\]
On the other hand, by condition (C3), we have
\[ q(C(zx^i), t) \leq Q_3 q(C(z), t) q(C(x^i), t) \leq Q_3 t \frac{q(C(z), t)}{q(C(y), t)} q(C(x^i), t). \]
Observing that the length of each word \( zx^i \) is a multiple of \( m \), we can conclude
\[ N_m^u \left( C(zy) \cap E(\mu, n + |z|, \epsilon - 2|z|/N) \right) \leq \sum_{i=1}^{l} q(C(zx^i), t) = Q_3 t \frac{q(C(z), t)}{q(C(y), t)} \sum_{i=1}^{l} q(C(x^i), t) < Q_3 t c q(C(z)). \]
Recall that by the assumption, \( |z| \leq \epsilon N/4 \), so that \( \epsilon - 2|z|/N \geq \epsilon/2 \). The conclusion follows. \( \square \)

**Proof of lemma 6.3.** Let \( u \) be a word of length \( \tau m \) such that the word \( zuy \) is admissible. We consider all possible covers of the set \( C(zuy) \cap E(\mu, N + \tau m + |z|, 2\epsilon) \) by cylinders of lengths of multiples of \( m \). There are three possibilities:

(a) \( C(zuy) \cap E(\mu, N + \tau m + |z|, 2\epsilon) \subseteq C(w) \), where:
   (1) \( w \preceq z \);
   (2) \( z < w \preceq zu \), that is, \( w = z\bar{u} \) with \( \bar{u} \preceq u \);

(b) There is a collection \( (\alpha_i)_{i=1}^{l} \) of words of lengths being multiples of \( m \) and such that \( C(zuy) \cap E(\mu, N + \tau m + |z|, 2\epsilon) \subseteq \bigcup_{i=1}^{l} C(\bar{w} x^i) \).

In case (a1) we necessarily have that \( C(z) \subseteq C(w) \). Consequently,
\[ q(C(w), t) \geq N_m^u(C(z)). \tag{6.3} \]

We now turn to case (a2). Dividing \( \bar{u} \) into subwords of lengths \( m \) and applying (6.1) to each segment, by condition (C3), we have that
\[ q(C(\bar{w}), t) \geq Q_3^{\tau - 1} \alpha^\tau. \]

Consequently, by condition (C3),
\[ q(C(w), t) = q(C(\bar{w}), t) \geq Q_3^{\tau - 1} q(C(z), t) q(C(\bar{w}), t) \geq Q_3^{\tau - 1} \alpha^\tau N_m^u(C(z)). \tag{6.4} \]

We now consider case (b). Let \( (\alpha_i)_{i=1}^{l} \) be a collection of words of lengths being multiples of \( m \) and such that
\[ C(zuy) \cap E(\mu, N + \tau m + |z|, 2\epsilon) \subseteq \bigcup_{i=1}^{l} C(\bar{w} x^i). \]

Observe that
\[ C(y) \cap E(\mu, N, \epsilon) \subseteq \bigcup_{i=1}^{l} C(y x^i). \]
By condition (C3), it follows that,
\[
\sum_q q(C(uyx^t), t) \geq Q^{-2}_3 q(C(z), t) q(C(u), t) \sum_q q(C(y^t), t)
\]
\[
= Q^{-2}_3 q(C(z), t) q(C(u), t) q(C(y), t) \sum_i q(C(y^t), t) q(C(y), t).
\]

We now estimate some of the terms on the line above. Dividing \( u \) into subwords of lengths \( m \) and applying (6.1) to each segment, by condition (C3), we have that \( q(C(u), t) \geq Q^{-1}_3 (r-1) \alpha^r \). In addition, \( q(C(y), t) > \alpha \) by (6.1).

Since \( \{ C(y^t) \}_{t=1}^t \) covers \( C(y) \cap E(\mu, N, \epsilon) \), we also have that
\[
\sum_q q(C(y^t), t) q(C(y), t) \geq \frac{N^{-1}_m(C(y) \cap E(\mu, N, \epsilon))}{q(C(y), t)} > c \] by the assumption of the lemma.

We conclude that
\[
\sum_q q(C(uyx^t), t) \geq Q^{-1}_3 (r-1) \alpha^r + 1 c q(C(z), t) \geq Q^{-1}_3 (r-1) \alpha^r + 1 c N^{-1}_m(C(z)). \quad (6.5)
\]

Inequalities (6.3), (6.4), and (6.5) together give that
\[
N^{-1}_m(C(z) \cap E(\mu, N + \alpha m + |z|, 2\epsilon)) \geq N^{-1}_m(C(uy) \cap E(\mu, N + \alpha m + |z|, 2\epsilon))
\]
\[
\geq Q^{-1}_3 (r-1) \alpha^r + 1 c N^{-1}_m(C(z)),
\]
which completes the proof.

\[\square\]

### 6.2. Key lemma

The following is the most important lemma in the proof of theorem 3.4.

**Lemma 6.5.** For each \( t < \dim_c(G(\mu)) \) and \( m \geq m(t) \), there is a constant \( \tilde{c} > 0 \) such that for any word \( z \) and any \( \epsilon > 0 \) one has
\[
\lim_{n \to \infty} N^{-1}_m(C(z) \cap E(\mu, n, \epsilon)) \geq \tilde{c} N^{-1}_m(C(z)). \quad (6.6)
\]

In addition, \( \tilde{c} \geq 2^{-1} \frac{Q^{-1}_3 (r-1)}{4} \).

**Proof.** Fix \( \epsilon > 0 \). We first show that (6.6) holds for words whose lengths are multiples of \( m \). Arguing by contradiction, we assume that there is a word \( z \) of length \( |z| = km \), for some \( k \in \mathbb{N} \) and a sequence \( \{a_n\} \subset \mathbb{N} \) increasing to infinity such that
\[
N^{-1}_m(C(z) \cap E(\mu, a_n + |z| + \tau m, 4\epsilon)) < \frac{\alpha^{r+1} Q_3 (r+3)}{4} N^{-1}_m(C(z))
\]
for all \( n \in \mathbb{N} \), where \( \alpha \) is the constant given in lemma 6.3. Applying lemma 6.3 with \( c = \frac{1}{4 Q_3} \), we obtain that for each word \( y \) of length \( m \),
\[
N^{-1}_m(C(y) \cap E(\mu, a_n, 2\epsilon)) \leq \frac{1}{4 Q_3} q(C(y), t) < \frac{1}{2 Q_3} q(C(y), t)
\]
for all \( n \in \mathbb{N} \), where \( \alpha \) is the constant given in lemma 6.3. Applying lemma 6.3 with \( c = \frac{1}{4 Q_3} \), we obtain that for each word \( y \) of length \( m \),
\[
N^{-1}_m(C(y) \cap E(\mu, a_n, 2\epsilon)) \leq \frac{1}{4 Q_3} q(C(y), t) < \frac{1}{2 Q_3} q(C(y), t)
\]
for all $n \in \mathbb{N}$ such that $a_n > 2(|z| + \tau m)/\epsilon$. By this estimate and lemma 6.2, for any word $w$ of length $|w| = jm$ with $j \in \mathbb{N}$ we have

$$N'_n(C(w) \cap E(\mu, a_n + |w| - m, \epsilon)) \leq \frac{1}{2} q(C(w), t)$$

(6.7)

for all $n \in \mathbb{N}$ such that $a_n \geq 4|w|/\epsilon$.

Fix a large number $N \in \mathbb{N}$. We first apply (6.7) to $w = z$. Choose $n_0 \in \mathbb{N}$ such that $a_{n_0} > \max\{N, 4|z|/\epsilon\}$ and denote $b_0 := a_{n_0} + |z| - m$. One can find a finite cover $(C_i)_{i=1}^I$ of $C(z) \cap E(\mu, b_0, \epsilon)$ by cylinders of lengths $l(C_i) = l_i m$ such that

$$\sum_{i=1}^{I} q(C_i, t) \leq \frac{2}{3} q(C(z), t).$$

For each $1 \leq i \leq I$, we again apply (6.7) to $C_i = \tilde{C}_i$. Choose $n_i \in \mathbb{N}$ such that $a_{n_i} > \max\{N, 4l_i m/\epsilon\}$ and denote $b_i := a_{n_i} + (l_i - 1)m$. There is a finite cover $(C_{i,j})_{j=1}^{J_i}$ of $C_i \cap E(\mu, b_i, \epsilon)$ by cylinders of lengths $l(C_{i,j}) = l_{i,j} m$ such that

$$\sum_{j=1}^{J_i} q(C_{i,j}, t) \leq \frac{2}{3} q(C_i, t).$$

Together we obtain that $\bigcup_{j=1}^{J_i} \bigcup_{j=1}^{J_i} C_{i,j}$ is a cover of $C(z) \cap \bigcap_{i=0}^{I} E(\mu, b_i, \epsilon)$ and

$$\sum_{i=1}^{I} \sum_{j=1}^{J_i} q(C_{i,j}, t) \leq \frac{2}{3} \sum_{i=1}^{I} q(C_i, t) \leq \left( \frac{2}{3} \right)^2 q(C(z), t).$$

Repeating this argument, we obtain for each $L \in \mathbb{N}$ a sequence $\{\tilde{b}_j\}_{j=1}^{B(L)}$ of numbers $\tilde{b}_j \geq N$ and a cover $\{\tilde{C}_j\}_{j=1}^{M(L)}$ of $C(z) \cap \bigcap_{i=0}^{B(L)} E(\mu, \tilde{b}_i, \epsilon)$ by cylinders of lengths being multiples of $m$ such that

$$\sum_{j=1}^{M(L)} q(\tilde{C}_j, t) \leq \left( \frac{2}{3} \right)^L q(C(z), t).$$

In addition, for each $L \in \mathbb{N}$ we have that

$$\bigcap_{n \geq N} E(\mu, n, \epsilon) \subset \bigcap_{i=0}^{B(L)} E(\mu, \tilde{b}_i, \epsilon).$$

Therefore, $N'_n(C(z) \cap \bigcap_{n \geq N} E(\mu, n, \epsilon)) = 0$.

Since $N$ was arbitrary, by observing that

$$G(\mu) = \bigcap_{\epsilon > 0} \bigcup_{N \in \mathbb{N}} \bigcap_{n \geq N} E(\mu, n, \epsilon),$$

(6.8)

we conclude that $N'_n(C(z) \cap G(\mu)) = 0$. We claim that $N'_n(G(\mu)) = 0$. Indeed, since $N'_n(C(z) \cap G(\mu)) = 0$, then for every small $\tilde{\epsilon} > 0$ there exists a cover $\{C(\omega_j')\}$ of $C(z) \cap G(\mu)$ with

$$\sum_{j} q(\omega_j', t) < \tilde{\epsilon}.$$
By the proof of theorem 2.3, there is \( L = L(\epsilon) > 0 \) such that each word \( \omega_j^\tau \) has length at least \( L \). In particular, choosing \( \epsilon > 0 \) small enough (thus ensuring that \( L \) is large enough), we can ensure that each word \( \omega_j^\tau \) is of the form \( zu_j \) where \( |u_j| = \tau m \).

Let \( x = (x_1, x_2, \ldots) \) be a point in \( G(\mu) \). One can find a word \( u \) of length \( \tau m \) such that \( x' = (zu_1, x_2, \ldots) \in X \). In fact, \( x' \in C(z) \cap G(\mu) \). Consequently, \( G(\mu) \subset f^\tau = f^{\tau m}(C(z) \cap G(\mu)) \).

In addition, taking the collection of cylinders \( \{D_j\} = \{C(zu_j)\} \) covering \( C(z) \cap G(\mu) \), the corresponding collection \( \{D_j\} = \{C(v_j)\} \) covers \( G(\mu) \). By condition (C3),

\[
q(D_j, t) = q(C(v_j), t) \leq Q_3 \frac{q(C(zu_j), t)}{q(C(zu), t)} \leq \frac{Q_3^{r+k}}{\alpha^{r+1}k} q(C(zu_j), t) < \frac{Q_3^{r+k}}{\alpha^{r+1}k}.
\]

Letting \( \epsilon \to 0 \), we obtain that \( N^\mu_m(G(\mu)) = 0 \). By theorem 2.3, we must have that \( \dim_c(G(\mu)) \leq t \). This contradicts with the assumption of the lemma. We therefore proved that for any word whose length is a multiple of \( m \) the inequality (6.6) holds with

\[
\tilde{c}_0 := \frac{Q_3^{r+1}}{4}.
\]

Let now \( x \) be a word of length \( |x| = km + l \) where \( k \in \mathbb{N} \) and \( 0 < l < m \). Let \( x, \bar{x} \) be words of lengths \( km \) and \( (k + 1)m \) respectively, such that \( x \prec x \prec \bar{x} \).

We first observe that, for any \( n \in \mathbb{N} \), \( C(x) \cap E(\mu, n, \epsilon) \subset C(\bar{x}) \cap E(\mu, n, \epsilon) \), so that

\[
\liminf_{n \to \infty} N^\mu_m(C(x) \cap E(\mu, n, \epsilon)) \geq \liminf_{n \to \infty} N^\mu_m(C(\bar{x}) \cap E(\mu, n, \epsilon))
\]

\[
\geq \tilde{c}_0 N^\mu_m(C(\bar{x})) = \tilde{c}_0 q(C(\bar{x}), t),
\]

where \( x' \preceq \bar{x} \) and \( |x'| = k'm \) for some \( k' \leq k + 1 \). If \( x' = \bar{x} \), then by (C3) and (6.1),

\[
q(C(x'), t) \geq Q_3^{-1} q(C(x), t) q(C(\bar{x}^{km+1} \ldots \bar{x}^{(k+1)m})),
\]

\[
\geq Q_3^{-1} \alpha q(C(x), t) \geq Q_3^{-1} \alpha N^\mu_m(C(x)).
\]

If now \( x' \preceq \bar{x} \), then we must have that \( C(x) \subset C(x') \). Consequently,

\[
q(C(x), t) \geq N^\mu_m(C(x)).
\]

We conclude that

\[
\liminf_{n \to \infty} N^\mu_m(C(x) \cap E(\mu, n, \epsilon)) \geq \tilde{c}_0 Q_3^{-1} \alpha N^\mu_m(C(x))
\]

\[
= \alpha r+2 \frac{Q_3^{r+1}}{4} N^\mu_m(C(x)),
\]

which completes the proof.

\[\square\]

6.3. Proof of theorem 3.4

Let \( \ell < \inf \{ \dim_c(\mu^{(\ell)}) | \ell \geq 0 \} \). Observe that for \( \ell \geq 0 \), \( \dim_c(G(\mu^{(\ell)})) \geq \dim_c(\mu^{(\ell)}) \) by Birkhoff’s ergodic theorem. Therefore, lemma 6.5 holds for \( \ell \) and each \( \mu^{(\ell)} \). Fix \( m \geq m(\ell) \).
Recall that \([x]_n\) is the truncation \([x]_n = (x_1, x_2, ..., x_n)\) of \(x = (x_1, x_2, ...)\) and 
\[d_\beta(x, y) = \sum_{j=1}^{\infty} |x_j - y_j|^{\beta/j} \] 
for \(x = (x_1, x_2, ...), \ y = (y_1, y_2, ...) \in X\). Note that if \(x \in X, \ n \in \mathbb{N}, y \in C([x]_n + Tm)\) and \(\varphi \in \text{Lip}_1(X, [-1, 1])\), then 
\[
\left| \int_X \varphi \, d\delta^y_n - \int_X \varphi \, d\delta^y_n \right| \leq \frac{1}{n} \sum_{j=0}^{n-1} d_\beta(f^j(x), f^j(y)) \leq \frac{1}{n(\beta - 1)} \sum_{j=0}^{n-1} \beta^{-(n + Tm - j)}.
\]

Let \(T\) be a positive integer such that \(1/(n(\beta - 1))\sum_{j=0}^{n-1} \beta^{-(n + Tm - j)} < \epsilon/4\) for any \(n \in \mathbb{N}\). By the Kantorovich–Rubinstein dual representation of the first Wasserstein metric, we have 
\[d(\delta^y_n, \delta^y_n) \leq \epsilon/4\] 
for any \(x \in X, n \in \mathbb{N}\) and \(y \in C([x]_n + Tm)\).

Recall that \(\tau\) denotes the specification constant, that is, for any two admissible words \(u\) and \(v\) (of any length) there exists a word \(w\) of length \(\tau m\) such that the word \(uwv\) is admissible. Finally, we denote \(T = (T_1 + \tau)m\).

**Lemma 6.6.** For any \(k \in \mathbb{N}, \ \{\ell_j\}_{j=1}^k \subset \mathbb{N}, \lambda_1, \lambda_2, ..., \lambda_k \in (0, 1]\) with \(\sum_{j=1}^k \lambda_j = 1, \ \epsilon > 0\) and \(m_0 \in \mathbb{N}\), we have that 
\[
\bigcup_{n \geq m_0} E \left( \sum_{j=1}^k \lambda_j \mu^{(\ell_j)}, n, \epsilon \right) \subset \mathcal{G}(X).
\]

**Proof.** Fix \(k \in \mathbb{N}, \ \{\ell_j\}_{j=1}^k \subset \mathbb{N}, \lambda_1, \lambda_2, ..., \lambda_k \in (0, 1]\) such that \(\sum_{j=1}^k \lambda_j = 1, \ \epsilon > 0\) and \(m_0 \in \mathbb{N}\). Fix also a cylinder \(C(z) \subset X\). It follows from lemma 6.5 that we can find a positive integer \(\bar{n} \geq m_0\) such that:

- \(|z| < \min\{\lambda, \bar{n}\};\)
- \(Tk/\bar{n} < \epsilon/4;\)
- \(N_m^j(C(z) \cap E(\mu^{(\ell_j)}, n, \epsilon/4)) \geq c_1 N_m^j(C(z))\) for each \(j = 1, ..., k\) and \(n \geq \lambda_j \bar{n}\) with some \(c_1 > 0\).

Denote 
\[
n_j = \lfloor \lambda_j \bar{n} \rfloor, \ \ N_j = Tj + \sum_{i=1}^{j} n_i \quad \text{for} \ j = 1, ..., k - 1, \ \text{and} \ N = N_{k-1} + n_k \quad (6.9)
\]

with \(N_0 = 0\). We consider the sets 
\[
E_0 := C(z) \cap E(\sum_{j=1}^k \lambda_j \mu^{(\ell_j)}, N, \epsilon), \text{ and} 
\]
\[
E_0 := C(z) \cap \left( \bigcap_{j=1}^k f^{-N_{j-1}} \left( E(\mu^{(\ell_j)}, n_j, \epsilon/2) \right) \right).
\]
Observe that for each $x \in X$,

$$\delta^N_x = \frac{\hat{N}}{N} \sum_{j=1}^k \frac{n_j}{\hat{N}} \delta_{\hat{N}^{\ell-1} x}^j,$$

and thus

$$d \left( \delta^N_x, \sum_{j=1}^k \lambda_j \mu(x) \right) \leq 1 - \frac{\hat{N}}{N} + \sum_{j=1}^N \left| \lambda_j - \frac{n_j}{\hat{N}} \right| + \sum_{j=1}^k \lambda_j d \left( \delta_{\hat{N}^{\ell-1} x}^j, \mu^{(x)} \right).$$

This implies that $E_0 \subset E$.

By the choice of $T_1$, for $j = 1, \ldots, k$ we have that, if $y^j \in E(\mu^{(x)}, n_j, \epsilon/4)$, then $C(y^j) \subset E(\mu^{(x)}, n_j, \epsilon/2)$. In addition, if $y^1, \ldots, y^k \in X$ are such that

$$y^j \in C(z) \cap E(\mu^{(x)}, n_1, \epsilon/4) \quad \text{and} \quad y^j \in E(\mu^{(x)}, n_j, \epsilon/4) \quad \text{for} \quad j = 2, \ldots, k,$$

then there are words $u^1, \ldots, u^{k-1}$ such that the length of each $u^j$ is $\tau m$ and that the word

$$w := [y^1]_{n_1 + T_1 m} [y^2]_{n_2 + T_1 m} u^2 \ldots [y^{k-1}]_{n_{k-1} + T_1 m} u^{k-1} [y^k]_{n_k + T_1 m}$$

is admissible. Denote by $W$ the collection of all words $\omega$ obtained this way. We then have that $C(w) \subset E_0$ for every $\omega \in W$.

From this and the definition of $N^2_m$, it follows that there is a positive number $c_2$ such that

$$N^2_m(E) \geq c_2 \left( \sum_{\omega \in W} C(\omega) \right) \geq c_2 \left( \sum_{\omega \in W} C(z) \cap E(\mu^{(x)}, n_1, \epsilon/4) \right) \geq c_2 \left( \sum_{\omega \in W} N^2_m(\mu^{(x)}, n_1, \epsilon/4) \right) \geq c_2 \left( \sum_{\omega \in W} N^2_m(\mu^{(x)}, n_2, \epsilon/4) \right) \ldots \geq c_2 N^2_m(\mu^{(x)}, \epsilon/4).$$

Since $N \geq m_0$, this completes the proof. \qed

Let $\{\nu^{(x)}\}_{x \in \Delta_0}$ be a countable dense subset of $\Delta(\mathcal{F})$, then it is straightforward to see that $E(\mathcal{F}) = \bigcap_{x \in \Delta(\mathcal{F})} E(\nu^{(x)})$. For each $\ell \in \mathbb{N}$, one can find $k \in \mathbb{N}$ and $\lambda_1, \lambda_2, \ldots, \lambda_k \in [0, 1]$ such that

$$\sum_{j=1}^k \lambda_j = 1 \quad \text{and} \quad \nu^{(x)} = \sum_{j=1}^k \lambda_j \mu^{(x)}.$$

It follows from lemma 6.6 that

$$E \left( \sum_{j=1}^k \lambda_j \mu^{(x)} \right) = \bigcap_{m_1 \in \mathbb{N}} \bigcap_{m_0 \in \mathbb{N}} E \left( \sum_{j=1}^k \lambda_j \mu^{(x)}, n, m_1^{-1} \right) \in G^i(X).$$

Therefore, theorem 3.4 immediately follows from theorem 3.2.

Acknowledgments

We are sincerely grateful to Tomas Persson for many fruitful discussions and for helping us better understand the ideas in his paper [17]. This work has been communicated with Dmitry Dolgopyat and Yakov Pesin, we would like to thank them for their valuable suggestions. We also would like to express our gratitude to Yong Moo Chung, Naoya Sumi and Kenichiro Yamamoto.
for many valuable comments. This work was partially supported by JSPS KAKENHI Grant Numbers 19K14575 and 19K21834.

References

[1] Abdenur F, Bonatti C and Crovisier S 2011 Nonuniform hyperbolicity for \( \mathcal{C}^1 \)-generic diffeomorphisms *Isr. J. Math.* **183** 1–60
[2] Araújo V and Pinheiro V 2019 Abundance of wild historic behaviour *Bull. Braz. Math. Soc.* **52** 41–76
[3] Barreira L and Schmeling J 2000 Sets of ‘non-typical’ points have full topological entropy and full Hausdorff dimension *Isr. J. Math.* **116** 29–70
[4] Barrientos P, Kiriki S, Nakano Y, Raibekas A and Soma T 2020 Historic behaviour in non-hyperbolic homoclinic classes *Proc. Am. Math. Soc.* **148** 1195–206
[5] Berger P 2017 Emergence and non-typicality of the finiteness of the attractors in many topologies *Proc. Steklov Inst. Math.* **297** 1–27
[6] Berger P 2020 Complexities of differentiable dynamical systems *J. Math. Phys.* **61** 032702
[7] Berger P and Bielebr S 2020 Emergence of wandering stable components (arXiv:2001.08649)
[8] Berger P and Bochi J 2019 On emergence and complexity of ergodic decompositions (arXiv:1901.03300)
[9] Bomfim T and Varandas P 2017 Multifractal analysis for weak Gibbs measures: from large deviations to irregular sets *Ergod. Theor. Dynam. Syst.* **37** 79–102
[10] Bowen R 1973 Topological entropy for noncompact sets *Trans. Am. Math. Soc.* **184** 125
[11] Cao Y, Zhang L and Zhao Y 2011 The asymptotically additive topological pressure on the irregular set for asymptotically additive potentials *Nonlinear Anal. Theory Methods Appl.* **74** 5015–22
[12] Catsigeras E, Tian X and Vargas E 2015 Topological entropy on points without physical-like behaviour *Math. Z.* **293** 1043–55
[13] Chen E, Küpper T and Shu L 2005 Topological entropy for divergence points *Ergod. Theor. Dynam. Syst.* **25** 1173–208
[14] Chen E, Ji Y and Zhou X 2020 Entropy and emergence of topological dynamical systems (arXiv:2005.01548)
[15] Chen E and Zhou X 2013 Multifractal analysis for the historic set in topological dynamical systems *Nonlinearity* **26** 1975–97
[16] Falconer K J 1994 Sets with large intersection properties *J. London Math. Soc.* **49** 267–80
[17] Färn D and Persson T 2011 Large intersection classes on fractals *Nonlinearity* **24** 1291–309
[18] Färn D and Persson T 2013 Non-typical points for \( \beta \)-shifts *Bull. Polish Acad. Sci. Math.* **61** 123–32
[19] Hasselblatt B, Nitecki Z and Propp J 2008 Topological entropy for non-uniformly continuous maps *Discrete Contin. Dyn. Syst. A.* **22** 201–13
[20] Hofbauer F and Keller G 1990 Quadratic maps without asymptotic measure *Commun. Math. Phys.* **127** 319–37
[21] Katok A and Hasselblatt B 1995 *Introduction to the Modern Theory of Dynamical Systems* Encyclopedia of Mathematics and its Applications vol 54 (Cambridge: Cambridge University Press)
[22] Kiriki S, Nakano Y and Soma T 2019 Emergence via non-existence of averages (arXiv:1904.03424)
[23] Kiriki S and Soma T 2017 Takens’ last problem and existence of non-trivial wandering domains *Adv. Math.* **306** 524–88
[24] Pesin Y 1997 Dimension Theory in Dynamical Systems: Contemporary Views and Applications (Chicago, IL: University of Chicago Press)
[25] Pesin Y and Pitskel’ B 1984 Topological pressure and the variational principle for noncompact sets *Func. Anal. Appl.* **18** 307–18
[26] Pfister C-E and Sullivan W G 2007 On the topological entropy of saturated sets *Ergod. Theor. Dynam. Syst.* **27** 929–56
[27] Rogers C A 1970 *Hausdorff Measures* (Cambridge: Cambridge University Press)
[28] Ruelle D 2001 Historical behaviour in smooth dynamical systems *Global Analysis of Dynamical Systems ed* ed H W Broer et al (Bristol: Institute of Physics Publishing) pp 63–6
[29] Takens F 2008 Orbits with historic behaviour, or non-existence of averages *Nonlinearity* **21** 33–6
[30] Talebi A 2020 Non-statistical rational maps (arXiv:2003.02185)

[31] Thompson D 2010 The irregular set for maps with the specification property has full topological pressure Dyn. Syst. 25 25–51

[32] Thompson D 2012 Irregular sets, the $\beta$-transformation and the almost specification property Trans. Am. Math. Soc. 364 5395–414

[33] Tian X 2017 Topological pressure for the completely irregular set of Birkhoff averages Discrete Contin. Dyn. Syst. A 37 2745–63

[34] Villani C 2003 Topics in Optimal Transportation (Providence, RI: American Mathematical Society)

[35] Villani C 2008 Optimal Transport: Old and New (Berlin: Springer)

[36] Yang D 2020 On the historical behaviour of singular hyperbolic attractors Proc. Am. Math. Soc. 148 1641–4