Global minimization via classical tunneling assisted by collective force field formation
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Simple dynamical models can produce intricate behaviors in large networks. These behaviors can often be observed in a wide variety of physical systems captured by the network of interactions. Here we describe a phenomenon where the increase of dimensions self-consistently generates a force field due to dynamical instabilities. This can be understood as an unstable (“rumbling”) tunneling mechanism between minima in an effective potential. We dub this collective and nonperturbative effect a “Lyapunov force” which steers the system towards the global minimum of the potential function, even if the full system has a constellation of equilibrium points growing exponentially with the system size. The system we study has a simple mapping to a flow network, equivalent to current-driven memristors. The mechanism is appealing for its physical relevance in nanoscale physics, and to possible applications in optimization, novel Monte Carlo schemes and machine learning.

Introduction. The dynamics of simple elements interacting in networks can give rise to emergent behaviors, which are not exhibited in the dynamics of a single element. These behaviors are inherently multi-element in nature and yet may admit low-dimensional analytical descriptions in terms of coarse-grained variables. Examples, such as synchronization and phase transitions are often widely applicable, as many different systems may reduce to the same effective model. In this work we demonstrate such a behavior in a model of input-output networks inspired by memristors. When weakly driven, the system is described by movement in an effective potential, but at higher driving, instabilities will cause escapes from local minima of the potential which can be captured as a tunneling phenomenon.

Tunneling and escape phenomena are a remarkable feature of quantum mechanical and thermal systems [1][2]. Thermal and quantum tunneling can occur when a barrier separates two possible minima, and a particle can escape (tunnel) from one minimum to the other aided by either thermal fluctuations or spreading of the wavefunction. If the barrier is not infinitely high, both thermal and quantum systems have a non-zero probability to tunnel between minima, with a probability exponentially dependent on the height or width of the barrier. The discovery of quantum tunneling was a radical paradigmatic shift from classical mechanics and underlies many important physical phenomena and technologies (e.g. alpha decay, scanning-tunneling microscopy). A similar behavior occurs in non-equilibrium stochastic dynamical systems. Particles at a certain temperature can in fact escape from a metastable state after a typical time proportional to the inverse of the Kramers’ rate [2]. Intuitively, thermal fluctuations provide sufficient energy for the particle to escape the local minimum (e.g. a “kick”). An analogy between these behaviors is not surprising if one considers that the Schrödinger equation can be mapped to a non-Markovian stochastic system [3], or to a classical particle in a non-local force field [4].

Tunneling phenomena are of current interest for their application to computation, as in quantum annealing [5]. Metastability and tunneling are a leitmotif for optimization schemes both in a classical and a quantum framework [6][8]. In addition to quantum annealing, interest in alternative approaches to computation and optimization is mounting [9][16]. For instance, there are proposals to use oscillators or more general encodings to process information in the frequency domain [10][15][17]. Others leverage memory, ranging from near-memory [18] to in-memory computing, [19][21] and finishing in memcomputing [11][22]. These alternatives are trying to more efficiently solve hard problems across optimization [23][26] and machine learning [27].

Among these alternatives, interest in active or chaotic sys-
emergent Lyapunov force pushes the system into the absolute minimum of the potential, thus effectively tunneling through the barriers. Interestingly, this Lyapunov force is directly related to instabilities in the dynamics.

The dynamical equation for the circuit has been derived in [38], but also applies to phsyasarum molds [39] or as a dynamic generalization of supply-chain or input-output models. In particular, it models a flow network which obeys current and energy conservation and whose edge dynamics are linear in the currents. A resistor with memory can be described by an effective dynamical resistance depending on an internal parameter \( x \). For instance, TiO\(_2\) memristors are approximately described by the functional form \( R(x) = R_{off}(1 - x) + xR_{on} \), where \( R_{on} < R_{off} \) are the limiting resistances, and \( x \in [0, 1] \). The internal memory parameter evolves according to a simple equation of the form \[ \frac{d}{dt}x = \frac{R_{off}}{\beta} I - \alpha x = \frac{R_{off}}{\beta} \frac{V(x)}{R(x)} - \alpha x. \]

The parameters \( \alpha \) and \( \beta \) are the decay constant and the effective activation voltage per unit of time respectively, and determine the timescales of the system. For a single memristor under an applied voltage \( S \) we use Ohm’s law \( S = RI \) to obtain an equation for \( x(t) \) in adimensional units (\( \tau = \alpha t \)) given by

\[ \frac{d}{d\tau}x = \frac{S}{\alpha \beta} \frac{1}{1 - \chi x} - x = -\partial_s V(x,s). \]

Here we have defined \( \chi = \frac{R_{off} - R_{on}}{R_{off}} \), with \( 0 \leq \chi \leq 1 \) physically, and \( V(x,s) \) as an effective potential.

The dynamics of the one-dimensional system of Eqn. (1) are fully characterized by gradient descent in the potential

\[ V(x,s) = \frac{1}{2} x^2 + \frac{s}{\chi} \log(1 - \chi x), \]

with \( s = \frac{S}{\alpha \beta} \). The potential can have two local minima and the energy step between the two is shown in Fig. 2 for various values of \( s \) and for \( \chi = 0.9 \). We consider \( s \) on the restricted interval for which a barrier exists as shown in Fig. 2. In this range, and with \( \chi \) near 1, the local minimum can move inside the domain \([0, 1]\), and an unstable fixed point (i.e. the location of the peak of the barrier) emerges, leading to two basins of attraction (Fig. 3). For \( \alpha = \beta = 1 \) and \( \chi = 0.9 \) this range is \( 1/10 < s < 5/18 \). The requirement that \( \chi \), which characterizes the nonlinearity of the system, be near 1 implies that the phenomenon is nonperturbative. The asymptotic behavior of this single-element dynamical system is fully characterized by the simple basins of attraction of the potential, and presents no exotic features [40]. An analytical solution of such differential equation has been recently obtained in implicit form [41].

When, instead of a single memory device, we have a circuit composed of many memristors, each with resistance \( R(x_i) \) and with voltage generators \( S_i \) in series, (taken to be constant \( S_i = \bar{S} \)), the differential equation (1) generalizes to a system of coupled and nonlinear ordinary differential equations. The network dynamics equation for the memory elements \( x_i(t) \) is

\[ \frac{d}{dt} \vec{x} = \frac{1}{\beta} (I - \chi \Omega \vec{x})^{-1} \Omega \vec{S} - \alpha \vec{x}, \]

\( \Omega \vec{S}(x_i) \) as a function of voltage \( s \). The internal memory parameter evolves according to a simple equation of the form

\[ \frac{d}{dt}x = \frac{R_{off}}{\beta} I - \alpha x = \frac{R_{off}}{\beta} \frac{V(x)}{R(x)} - \alpha x. \]

This parameter is replaced by a coarse-grained representation of the system, which transitions from a laminar phase (always negative Lyapunov exponents) to an unstable or transiently unstable regime (local Lyapunov exponents positive for short transients).

The model. The example considered is inspired by the dynamics of memristor networks [32–37], in which a low dimensional effective potential representation shows barrier escapes. This property is represented in Fig. 1 and is a novel finding of this paper which we characterize both analytically and numerically. This effect comes from the intrinsic coupling among elements, which in the memristor network interpretation is induced by Kirchhoff’s laws. Due to the non-linear nature of the coupling, we use a recently obtained exact large- \( N \) formula for the matrix inverse, and show analytically that the effective coarse grained dynamics can be approximated by the one of a single memristor (e.g. a mean field approximation). When the effective potential lacks convexity, the

\[ \frac{d}{dt}x = \frac{1}{\beta} (I - \chi \Omega x)^{-1} \Omega S - \alpha x, \]
with $\chi = \frac{R_{eq} - R_{ra}}{R_{eq}} < 1$, and $X_i(t) = x_i(t)\delta_{ij}$. The matrix $\Omega$ is the projection operator ($\Omega^2 = \Omega$) on the vector space of the cycles of $\mathcal{G}$, the graph representing the circuit \cite{42}. In practice, $\Omega$ can be determined via the directed incidence matrix $B$ of $\mathcal{G}$ as $\Omega = I - BB' B^{-1} B'$ \cite{38,44,47}. That $\Omega$ is a projection operator is a mathematical representation of Kirchhoff's circuit laws. In this paper we choose $B$ to be a random matrix in order to abstract the dynamical system from a particular circuit topology.

The system has a Lyapunov function when $\bar{s}$ is constant (see Supp. Mat. A), and memristors are passive elements and thus cannot possess positive Lyapunov exponents (e.g. the system cannot be unstable for long times \cite{31}). Passive components subject to DC voltage generators will approach an equilibrium and thus only transient forms of instability are possible. Exact information about the behavior of Eqn. \cite{5} has been difficult to obtain as the matrix inverse $(I - \chi \Omega \bar{s})^{-1}$ contains the variables $x_i(t)$ and it is therefore difficult to solve analytically. Additionally, Bézout's theorem for quadrics of order 2 with $N$ variables suggests the number of equilibrium points (stable, unstable or saddle) can be exponential in the number of memristors \cite{41} (this can be justified intuitively, as each memristor has 2 fixed points). Despite this complexity, the higher-dimensional dynamics of networks of memristors can be well-approximated as an effective one-dimensional system in a coarse-grained representation as we show in the following section.

Interestingly, in the regime where the potential $V(x,s)$ has multiple minima and the initial condition of the system lies outside of the attraction basin of the global minimum, the system exhibits instability. This can be seen in Fig. \cite{3} (red curves), where for $\chi = 0.9$ the system shows qualitatively different dynamics at different values of $s$. Here we have assigned the initial conditions of the elements of $\bar{x}$ according to a uniform distribution on $[0,1]$ and considered two cases for $s$: $s = 0.15$ for which the global minimum is located at $x_i \approx 0.2$, and $s = 0.25$ for which the global minimum at $x_i = 1$ (see Fig. \cite{2}). The former case shows laminar behaviour with the trajectories converging smoothly to $x_i \approx 0.2$. On the other hand, for $s = 0.25$, initial conditions for the elements of $\bar{x}$ are almost all within the “local” minimum’s basin of attraction since now the global minimum is at $x_i = 1$; now the system shows unstable dynamics, pushing trajectories to the other side of the barrier and converging to the global minimum $x_i = 1$ (see Fig. \cite{3}).

We quantify this behavior by examining the distance between copies of the system with similar initial conditions $\bar{x}^{(1)}(\tau)$ and $\bar{x}^{(2)}(\tau)$. As a distance, we use the absolute value, which is essentially an $L_1$ measure of the Lyapunov exponents for the dynamics. For these experiments, we initialize the two systems in the same state $\bar{x}_0$, but with a small deviation $\tilde{\bar{x}}$, with $||\tilde{\bar{x}}||_1 = 0.01$, and where $|| \cdot ||_1$ represents the 1-norm. It is natural to define the quantity $\mathcal{M}_\tau = \frac{1}{N} \sum_{i=1}^{N} |x_i^{(1)}(\tau) - x_i^{(2)}(\tau)|$, e.g. a normalized 1-norm which quantifies the deviation of the trajectories element by element, and which is convenient because it is naturally normalized between 0 and 1. The results are shown in Fig. \cite{4} where we see that for the case in which $s = 0.15$ (laminar), $\mathcal{M}_\tau$ decays to zero rapidly. In the case $s = 0.25$ (unstable), $\mathcal{M}_\tau$ grows for a transient of time of approximately 7-fold longer before asymptotically reaching zero. For this reason, we dub this phenomenon as a rumbling transition due to the chaoticity of the individual trajectories, resulting from the nonlinearity of the interaction.

Coarse-grained dynamics. We now make the intuitive picture above more precise by introducing an effective mean field...
FIG. 4. Growth and decay of $M_t$ as a function of time for $\epsilon = 0.9$ and $s = 0.15$ and $s = 0.25$. The realization of the noise $\epsilon$ on the initial condition is such that initially $M_0 = 0.01$. In the laminar regime ($s = 0.15$), $M_t$ quickly decays to zero, while it grows for a transient of time in the unstable regime. In order to measure the growth and decay of $M_t$, we look at $\lambda = \frac{1}{t} \log \frac{M_t}{M_0}$. For $s = 0.15$, we obtain $\lambda = -0.79(1)$ measures on the whole interval, while for $s = 0.25$ we obtain $\lambda = 0.2(1)$, and thus positive. Inset: Evolution of the Lyapunov force as a function of time and for $s \in [0.15, 0.27]$. Every curve is averaged over 100 initial conditions and the shadow area represents the standard deviation on the mean curves.

potential derived from an approximation for the matrix inverse. It has been recently proven that the resolvent of large matrices exhibits statistical regularities, for which it can be approximated by an effectively one-dimensional matrix [48] which is universal at the zeroth-order in the limit of weak correlations. The result is rather general and has applications to various domains of complexity science [49]. If we define $\tilde{f} = \Omega \tilde{x}$ and the matrix

$$
\tilde{A} = \begin{pmatrix}
\tilde{f}_1(\tilde{x}) & \cdots & \tilde{f}_1(\tilde{x}) \\
\tilde{f}_2(\tilde{x}) & \cdots & \tilde{f}_2(\tilde{x}) \\
\vdots & \ddots & \vdots \\
\tilde{f}_N(\tilde{x}) & \cdots & \tilde{f}_N(\tilde{x})
\end{pmatrix} = \tilde{f} \otimes \tilde{1},
$$

we then have the approximate relation (details in Supp. Mat. B)

$$(I - \chi \tilde{A})^{-1} = I + \frac{1}{N} \frac{\chi}{1 - \frac{\chi}{N} \sum_i f_i(\tilde{x})} \tilde{A} + O\left(\frac{1}{N}\right).$$

Thus, if we define a coarse-grained variable $x_{cg} = \frac{1}{N} \sum_i f_i$, and define $\langle \Omega \tilde{x} \rangle_s = \frac{1}{N} \sum_{i=1}^N \langle \Omega \tilde{x} \rangle_i$, we can write an effective one dimensional dynamics:

$$
d\frac{d}{d\tau} x_{cg} = \frac{1}{\alpha \beta} \left( \langle \Omega \tilde{x} \rangle_s + \chi \langle \Omega \tilde{x} \rangle_s^2 \right) - x_{cg} + \mathcal{L}(\tilde{x}) = -\partial_{x_{cg}} V(x_{cg}, \chi) + \mathcal{L}(\tilde{x})
$$

where $\mathcal{L}(\tilde{x})$ is an effective force due to the fact that the coarse-graining is not exact. We thus see that at the zeroth order the mean field variable obeys dynamics similar to those of a single memristor, where now the parameter $\frac{s}{\Omega}$ is replaced by the mean field value $s = \frac{\langle \Omega \tilde{x} \rangle_s}{\Omega}$. Thus, the equation above again represents gradient descent dynamics for a one-dimensional system, but where an effective external force $\mathcal{L}(\tilde{x})$ emerges from the interaction between the large set of (hidden) variables $x_i$, and which we can evaluate numerically on the dynamics. In a sense, while the $N$ particles somehow feel a similar potential, these can interact as well, leading to a non-trivial collective dynamics. As a result we find that the variable $x_{cg}$ is a natural dynamical order parameter to study for our system.

Laminar versus Transient unstable dynamics. We numerically examined the validity of the coarse-grained dynamics for various ranges of the parameters $s$ and $\chi$. [50]

The picture which emerges is represented in Fig. 3. As discussed previously, we consider a uniform distribution in $[0,1]$ for the initial condition of the elements of $\tilde{x}$ and the laminar case $s = 0.15$ for which the global minimum is located at around $x_i \approx 0.2$ and the unstable case $s = 0.25$ with the global at $x_i = 1$ (see Fig. 2). In the former case the majority of the initial conditions, $x_i(0)$ lie in the basin of the global minimum. On the other hand, for $s = 0.25$, almost all initial conditions for the elements of $\tilde{x}$ are on the basin of the "local" minimum as now the global minimum is at $x_i = 1$. In the laminar regime the mean-field dynamics accurately fit the dynamics of the system. This is always the case for $\chi \ll 1$, in which very few trajectories cross the barrier and the dynamics are therefore smooth. In this regime, the effective force $\mathcal{L}(\tilde{x})$ (which we call Lyapunov force for reasons which become clear soon) is typically small after a short transient, as we can see the inset in Fig. 4.

This implies that the equilibrium points of the dynamics, which are those satisfying $\frac{d}{d\tau} x_{cg} = 0$, are well approximated by the mean field dynamics (e.g. the particles follow the same basin of attraction). This gives the equilibrium value

$$
x^*_{cg} = \frac{1}{N} \sum_{ij} \Omega_{ij} x^*_{ij} = \frac{\alpha \beta - \sqrt{\alpha^2 \beta^2 - 4 \alpha \beta \chi \langle \Omega \tilde{x} \rangle_s^2}}{2 \alpha \beta \chi},
$$

which matches simulations. The equation above is equivalent to finding values of $x_i \in [0,1]$ such that $\tilde{x} \cdot \tilde{c} = a$, and $\tilde{x}$ is such that $\tilde{x} = \Omega \tilde{x}$ (See Supp. Mat. C). This equation has many possible solutions in high dimensions, explaining the large number of asymptotic states of the memristive dynamics commonly seen in numerical experiments [51]. Yet, this also implies that the dynamics can be succinctly described by a scalar order parameter for the system, and that the mean field and the effective potential do play a role.

The ability of the coarse-grained dynamics to capture the memristor network evolution changes abruptly when most $x_i$ have initial conditions outside of the attraction basin of the global minimum, as can be seen in the right panel of Fig. 3. Fixing $\chi = 0.9$ and $s = 0.25$ such that the global minimum is now at $x_i = 1$ the one-dimensional representation which we
The surface shows the potential $V(x, s) = \frac{1}{2} x^2 + \frac{s}{\chi} \log(1 - \chi x)$ obtained at the leading order fails to captures the dynamics of the system. Individual trajectories $x_i(t)$ now deviates from the coarse-grained value $x_{cg}(t)$ substantially, as we can see in Fig. 5(right), with clear instabilities which lead to the absorbing boundary $x_i(t) = 1$. While this might seem irksome at first, we argue that this phenomenon is worthy of attention. In fact, the effective Lyapunov force $L(x)$ is now consistently large along the dynamics, pushing the system towards the absolute minimum. Since the resolvent expansion of Eqn. (3) is valid in the limit of weak correlations of the matrix elements, the fact that the Lyapunov force is non-zero is naturally associated to strong correlations between the dynamical variables.

As described, the system displays this behaviour even when randomly initialized, and was investigated systematically. To highlight the role of the basin of attraction of the global minimum we employed Monte Carlo simulations, randomizing over the initial conditions on $[0, 1]$. The results are shown in Fig. 5. The surface shows the potential $V(x, s)$ as a function of $x_{cg}$ and $s$. The superimposed red curve represents the asymptotic average position $\langle \bar{x}(t = \infty) \rangle$ where $\langle \cdot \rangle$ is the average over the Monte Carlo samplings and $\langle \bar{x} \rangle = \frac{1}{\chi} \sum x_i$ is the average over the components. As can be seen, before the barrier disappears the dynamics reaches the right minimum of the potential $V(x, s)$ with probability one. A glimpse of the structure of the basins of attraction can be obtained by fixing the initial conditions homogeneously for all but two variables $x_i$, and look at the resulting asymptotic state in these two variables (see the Supp. Mat. E for details) near the transition point.

**Tunneling.** To capture this as a tunneling effect, we initialized the system around the local minimum using the initial condition $\bar{x}(0) = x_{lm}(s) + \delta$ where $x_{lm}(s)$ is the location of the coarse grained local minimum as depicted in figure 2 and $\delta$ being a random vector drawn from the Gaussian distribution $\mathcal{N}(0, \sigma)$. Given this, we performed Monte Carlo simulations and obtained the probability $P_t$ that the system hops from the local minimum to the global minimum, or, in other words, the probability $P_t$ that the initial condition $\bar{x}(0) = x_{lm}(s) + \delta$ leads to $\bar{x}(t = \infty) = x_{gm}(s)$. We also note that $x_{lm}(s)$ shows an abrupt change for $s = s_{crit} \approx 0.206$ as depicted int Fig. 2 as at that point the local and global minima switch locations. This leads to two different effective tunneling directions for $s > s_{crit}$ and $s < s_{crit}$ (see the sketch in Fig. 1).

We first investigated how the tunneling emerges as a collective behaviour of the system. To this end we evaluated the dynamics of systems as the number of elements increased. Fig. 6(b) reports the tunneling probability $P_t$ as a function of $\sigma$ for $\sigma = 0.5$ and for system sizes from 1 to 100 components and for the entire range of $s$. We can observe that at small system size the tunneling probability is proportional to the number of initial conditions that fall into the global minimum attraction basin to end with an almost perfect sigmoid (tanh), as a function of the energy barrier $\Delta E$ (see also Fig. 6b). This transition is smooth and qualitatively equivalent for both tunneling directions. Therefore the system shows a size-dependent transition from gradient dynamics to a collective tunneling towards the global optimum, led by the emergent Lyapunov force.

We also investigated how the emergent force depends on the spread of the initial conditions around $x_{lm}$, i.e., how it depends on $\sigma$. Figure 6d reports the tunneling probability $P_t$ as a function of $\sigma$ for a system of 50 components. An interesting feature manifests itself: for $\sigma = 0$ there is a non-null height of the barrier $\Delta E$ for each tunneling direction below which the system is still able to tunnel towards the global minimum with probability 1 (this is highlighted in figure 6c). This shows that the Lyapunov force is an intrinsic collective large-system-size feature present even in the absence of any randomness in the initial conditions.

Based on the latter finding, we investigated whether escape from the minimum might be due to a transient instability of non-normal dynamics [52]. One possible mechanism would in fact be that via this (local) transient instability perturbations are amplified for a short time and the system reaches the basin of attraction of another minimum. To examine this we studied the local stability of the system near $x_{lm}$ via the Jacobian matrix. While the details are provided in App. D, we analyzed a large number of local minima via Monte Carlo, finding that the non-normality of the Jacobian does not lead to any amplification phenomenon. This also leaves us with the only option that the instability of Fig. 4 is in fact due to a non-perturbative and cooperative phenomenon between the dynamical variables. From the point of view of the effective potential $V(x, s)$, this analysis implies that the global minimum lying behind a barrier is reached (via the instabilities above mentioned) via a dynamics assisted by the effective Lyapunov force which pushes the system towards it.

**Conclusions.** Traditional escape phenomena in thermal and quantum systems are a consequence of either thermal fluctuations or the spreading of a wavefunction. We have presented an additional setting in which barrier escapes emerge in the effective description of a multiparticle system. We presented a
FIG. 6. Tunneling probability $P_t$ from the local to the global minimum of $V(x,s)$. Insets (a-b) are evaluated for the standard deviation of initial condition distribution around the local minimum $\sigma = 0.5$. (b) probability $P_t$ as a function of the energy step between the two minima and the size of the system (or equivalently the number of memristors). (a) section of the plot in (b) for System Size = 100. Blu dots are the numerical evaluation of $P_t$ vs the energy step while the solid red curve is the fitting using the tanh functions. The dashed yellow curve is the barrier $\Delta E$ as a function of the energy step. Insets (c-d) are evaluated for System Size = 100. (c) probability $P_t$ as a function of the energy step between the two minima and the standard deviation $\sigma$ of initial condition distribution around the local minimum. (c) section of the plot in (d) for $\sigma = 0$ and 0.5. Blu dots and squares are the numerical evaluation of $P_t$ vs the energy step while the solid red curves are the fittings using the tanh functions. The dashed yellow curve is the barrier $\Delta E$ as a function of the energy step.

class of dynamical system, derived from networks of memristors, that can be mapped to an effective one-dimensional system. The resulting dynamics are characterized by a potential which depends on the (mean-field) external applied voltage, and an effective force which occurs when the system becomes Lyapunov unstable. The result of this instability is that the effective representation may jump between basins of attraction, even through a barrier. The explanation we provide is simple but difficult to capture analytically and is due to the large number of directions in which the system can travel, via a sequence of saddle points in the dynamics, and from which the local instability emerges. This is compatible with previous investigations of memristive circuit dynamics applied to logic gates [53, 54], and the observation of instanton-like behavior in the dynamics [55, 56].

Our analysis of the effective “Lyapunov” force provides an explanation of the observed tunneling as an epiphenomenon of the interaction between the memory elements. In principle this might fit into a coarse graining argument of the hidden variables, due to a Zwanzig expansion [57], which will be considered in the future. However, we wish to stress that the system we studied is a-thermal (i.e. no stochastic forces were introduced in our analysis) and that the effective Lyapunov force is far from random.

The main message of this paper is that the introduction of hidden variables in a dynamical system can lead to transitions between local and global minima of the effective description via instabilities in the full system. In this sense, this type of behavior is novel and worth further exploration. In quantum and statistical field theory, tunneling phenomena are described by instantons, e.g. solutions in which the field tunnels in a finite time between local minima. Instantons, originally introduced in cosmology [58], are nonlinear solutions to the field equation which are non-local in time, and represent tunneling between two local minima. Typically, instantonic behavior is associated to some form of stochasticity, whether thermal or quantum in nature. In this paper we have shown that instantonic behavior can also be an emergent phenomenon [59] thanks to the nonlinear interaction between many components. We hope that our paper can spark further interest in the study of tunneling in dynamical systems via “hidden variables”, with their interesting properties, and with important applications to optimization [30, 36, 55, 56], and machine learning [? ?].
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A: PROOF OF LYAPUNOV FUNCTION FOR SHARP BOUNDARIES

In this section we provide a proof of the fact that the system is dissipative when each state variable is far from the boundary \( x_i = 1 \) \cite{[51]}. We consider the case of infinitely sharp boundaries, e.g. \( \lim_{r \to \infty} W_r(x) = \theta(x)\theta(1-x) \). In order to prove it, we attempt to write a Lyapunov function of the form for the differential equation (when boundaries are not considered)

\[
\frac{d}{dt} \tilde{x} = \frac{1}{\beta}(I - \chi \Omega X)^{-1} \Omega \tilde{x} - \alpha \tilde{x},
\]

which we can rewrite as

\[
\frac{1}{\alpha}(I - \chi \Omega X) \frac{d}{dt} \tilde{x} = \frac{1}{\alpha \beta} \tilde{x} - (I - \chi \Omega X)\tilde{x},
\]

where we wrote \( \Omega \tilde{x} = \tilde{x} \).

\[
L = \frac{1}{3} \tilde{x}^T X \tilde{x} - \frac{\chi}{4} \tilde{x}^T X \Omega X \tilde{x} - \frac{1}{2 \alpha \beta} \tilde{x}^T X \tilde{x}.
\]

After taking a time derivative of the Lyapunov function above, we get

\[
\frac{dL}{dt} = \tilde{x}^T \left( X \tilde{x} - \chi X \Omega X \tilde{x} - \frac{1}{\alpha \beta} X \tilde{x} \right) = \tilde{x}^T X \left( \tilde{x} - \chi \Omega X \tilde{x} - \frac{1}{\alpha \beta} \tilde{x} \right)
\]

\[
= -\tilde{x}^T X \left( \frac{1}{\alpha \beta} \tilde{x} - (I - \chi \Omega X) \tilde{x} \right) \text{ which is Eqn. (9)}
\]

\[
= -\frac{1}{\alpha} \tilde{x}^T (I - \chi \Omega X) \tilde{x} = -\frac{1}{\alpha} \tilde{x}^T (X - \chi \Omega X) \tilde{x}
\]

\[
= -\frac{1}{\alpha} \tilde{x}^T \sqrt{X} (I - \chi \sqrt{X} \Omega \sqrt{X}) \sqrt{X} \tilde{x} = -\frac{1}{\alpha} \| \sqrt{X} \tilde{x} \|^2 (I - \chi \sqrt{X} \Omega \sqrt{X})
\]

We obtain that if \( I - \chi \sqrt{X} \Omega \sqrt{X} \succ 0 \) (and \( X \neq 0 \)), the Lyapunov function has negative derivative always. This occurs if \( x_i \in [0,1] \), which is a key factor in the dynamics, it is not hard to see that \( \sqrt{X} \Omega \sqrt{X} \prec 1 \) (if \( x_i \in [0,1] \)), and since \( \chi < 1 \), the Lyapunov property applies also in this case. The existence of a Lyapunov function also implies that there is a global notion of “energy” beyond the mean-field potential provided in the main text.

B: LARGE-N RESOLVENT AND MEAN FIELD EQUATIONS

In this section we discuss the theorem used in the main text to derive the mean field potential. Such theorem has been derived with the intention of studying resolvent matrices for generic random variables whose correlations are weak (in a sense defined below).

Theorem. Let \( A = (a_{ij}) \) be a random \( N \times N \) matrix, characterized by the joint probability density function of the entries \( P_A(a_{11}, \ldots, a_{NN}) \). Let \( a_{ij} \geq 0 \), \( \rho(A) < 1 \), \( \beta > 1 \) and

\[
\langle a_{ij} \rangle_A = \frac{z_i}{N} > 0 \quad \text{ (12)}
\]

\[
\langle a_{ij} a_{kl} \rangle_A - \langle a_{ij} \rangle_A \langle a_{kl} \rangle_A \sim \frac{C_{ij}}{N^\beta} \delta_{ik} \delta_{jl} \quad \text{ as } N \to \infty \quad \text{ (13)}
\]

for all \( i, j \), with \( \langle (\cdot) \rangle_A \) defined as

\[
\langle (\cdot) \rangle_A = \int da_{11} \cdots da_{NN} P_A(a_{11}, \ldots, a_{NN})(\cdot),
\]

and \( C_{ij} \) be constants. Then we have:

\[
(I - A)^{-1} = I + \frac{1}{N} \frac{1}{1 - \tilde{z} \otimes \tilde{T}} + O\left( \frac{1}{N^7} \right).
\]
where \( \bar{z} = (1/N) \sum_{i=1}^{N} z_i \), and \( z_i = \sum_{j=1}^{N} A_{ij} \), with \( \gamma > 0 \). The results above hold irrespective of the precise form of \( P_\alpha \). For a proof, see \([48]\), and an application of the formula above to complex datasets \([49]\). While the theorem is stated for a particular form of the correlation between the elements, as a matter of fact it is more general, and it applies to correlation functions which are sufficiently sparse. Nonetheless, for finite \( N \) the expansion has some corrections which are important, and that we estimate numerically in the main text.

In our case, the ensemble \( A \) is the one of the random projector operators. We will make hereby the connection between the theorem and our setup. The formula for the resolvent is exact when the span of the operator \( \Omega \) is one dimensional, as it can be promptly seen using the Sherman-Morrison formula.

In order to derive a mean-field (or coarse-grained) dynamics for the network of memristors, we now use a recently obtained formula for the resolvent. Let us now consider the equation:

\[
\frac{d}{dt} \bar{x} = \frac{1}{\beta} \left( \Omega - \chi \Omega X \right)^{-1} \Omega \bar{x} - \alpha \bar{x}.
\]

The technical condition \( \lim_{N \to \infty} N(a_{ij})A = c_{ij} \) applies in the case of memristive dynamics if we consider the fact that \( \Omega \) a projector operator. As shown in \([43]\), typically, \( \Omega_{ij} \approx \frac{x_i}{x_i + x_j} \) because of the condition \( \Omega^2 = \Omega \). As such, if we identify \( A = \chi \Omega X \), then we have that \( a_{ij} \approx \frac{\chi x_i}{x_i + x_j} \), which satisfies the technical condition. The numerical results are obtained for a number of memristors equal to \( N = 200 \), and the of the span of \(|\text{Span}(\Omega)| = N - M \) with \( M = 50 \). For random matrices, we generate \( \Omega = A'(AA')^{-1}A \), with \( A \) a random matrix of size \( N \times M \), and \( a_{ij} \) randomly distributed in \([0,1]\).

We now discuss how to apply the result above to the dynamics of memristors. Let us define \( f_i(\bar{x}) = \sum_j \Omega_{ij} x_j \). It is not hard to see from the definition above that \( z_i = \chi f_i(\bar{x}) \). Let us define \( \bar{f} = \{ f_i(\bar{x}) \} \). We then have

\[
\bar{A} = \begin{pmatrix}
    f_1(\bar{x}) & \cdots & f_1(\bar{x}) \\
    f_2(\bar{x}) & \cdots & f_2(\bar{x}) \\
    \vdots & \ddots & \vdots \\
    f_N(\bar{x}) & \cdots & f_N(\bar{x})
\end{pmatrix} = \bar{f} \otimes \bar{1}.
\]

The expansion above can be rewritten as

\[
(I - \chi \Omega X)^{-1} = I + \frac{1}{N} \frac{\chi}{1 - \chi N} \sum_{i=1}^{N} f_i(\bar{x}) \tilde{f} \otimes \bar{1} + O\left( \frac{1}{N} \right)
\]

from which we obtain, if we call \( \Omega \tilde{S} = \Omega \bar{x} \)

\[
\frac{d}{dt} \bar{x} = \frac{1}{\beta} \left( \Omega \tilde{S} + \frac{\chi}{1 - \chi N} \frac{\Omega \tilde{S} \cdot \bar{1}}{\bar{1} \cdot \bar{1}} \tilde{f} \right) - \alpha \bar{x} + O\left( \frac{1}{N} \right)
\]

Now that we have the identity \( \Omega \tilde{f} = \bar{f} \) and \( \Omega \tilde{S} = \bar{x} \). Thus, if we project the equation using \( \tilde{S} \), we have

\[
\frac{d}{dt} \tilde{f} = \frac{1}{\beta} \left( \Omega \tilde{S} + \frac{\chi}{1 - \chi N} \frac{\Omega \tilde{S} \cdot \bar{1}}{\bar{1} \cdot \bar{1}} \tilde{f} \right) - \alpha \tilde{f} + O\left( \frac{1}{N} \right).
\]

The asymptotic states are thus determined by the equation

\[
\frac{1}{\beta} \left( \Omega \tilde{S} + \frac{\chi}{1 - \chi N} \frac{\Omega \tilde{S} \cdot \bar{1}}{\bar{1} \cdot \bar{1}} \tilde{f} \right) - \alpha \tilde{f} = 0
\]

or

\[
\tilde{f} = \Omega \tilde{x} = \frac{1}{1 - \frac{\chi}{1 - \chi x_{cg}}} \frac{\Omega \tilde{S}}{\alpha \beta},
\]

where we defined \( \langle \tilde{G} \rangle = \frac{1}{N} \tilde{G} \cdot \bar{1} \). The asymptotic states can be obtained up to a gauge transformation \( \bar{x}' = \bar{x} + (I - \Omega)\tilde{f} \) for an arbitrary \( \tilde{f} \). The equation above however cannot be solved without first finding a value for \( x_{cg} \). An equation for \( x_{cg} = \frac{\chi}{1} \tilde{f} \cdot \bar{1} \) can be obtained by summing over all the indices on both sides of equation \((20)\) and dividing by \( N \), obtaining

\[
\partial_t x_{cg} = \frac{1}{\beta} \left( \langle \Omega \tilde{S} \rangle + \frac{\chi}{1 - \chi x_{cg}} \tilde{f} \right) - \alpha x_{cg} + \mathcal{L}(\bar{x})
\]
where \( \mathcal{L}(\vec{v}) \) is an effective force we will discuss in a moment.

In order for the equilibrium points to be compatible, we thus have to solve also for the equation

\[
\frac{1}{\beta} \left( \langle \Omega \vec{S} \rangle + \chi \langle \Omega \vec{S} \rangle \right) - \alpha x_{eg} = 0
\]

which is equivalent to a mean-field equation of the form:

\[
x_{eg} = \frac{\langle \Omega \vec{S} \rangle}{\alpha \beta} \left( 1 + \frac{\chi x_{eg}}{1 - \chi x_{eg}} \right)
\]

whose solution is given by

\[
x_{eg}^* = \frac{1}{N} \sum_{ij} \Omega_{ij} x_{j}^* = \frac{\alpha \beta - \sqrt{\alpha^2 \beta^2 - 4\alpha \beta \chi \langle \Omega \vec{S} \rangle}}{2\alpha \beta \chi}
\]

By setting \( \frac{\langle \Omega \vec{S} \rangle}{\alpha \beta} = s \) we obtain a mapping to the one-dimensional case. Let us now discuss the emergence of the lack of convexity of the potential \( V(x,s) \) as a function of \( s \); specifically, let us analyze the situation in which the potential has a minimum or a maximum. The coarse grained variable is given, as mentioned earlier, by \( x_{eg} = \frac{1}{N} \sum_{j} \Omega_{ij} x_{j} \). First, we focus on the potential on a compact support \( D = [x_{\text{min}}, x_{\text{max}}] \), determined via the condition \( x_{\text{min}} = \min_{x \in \langle 0,1 \rangle^N} (x_{eg}) \) and \( x_{\text{max}} = \max_{x \in \langle 0,1 \rangle^N} (x_{eg}) \). For \( s < 0 \) the potential has only a local minimum (which is also an absolute minimum) at \( x_{eg} = \min(0, x_{\text{max}}) \). For \( s > 0 \), the potential of Eqn. (24) can have at most two points in which its derivative in \( x \) is zero, given by the values \( x^\pm = \frac{1 \pm \sqrt{1 - 4s}}{2s} \). While \( x^- \) is always a local minimum, \( x^+ \) is always a local maximum of the potential. However, there is an intermediate set of values, given by \( s = \{ 0, \frac{1}{16} \} \), in which the potential has only a single minimum in the domain \( [x_{\text{min}}, x_{\text{max}}] \), as \( x^+ \) is outside the domain. In this case, the local minimum \( x^- \) is also an absolute minimum in the domain \( [0,1] \). However, if \( \chi \) is close enough to 1 and \( s \) large enough, we have that \( x^+ \) moves inside the domain, and thus the potential has two local minima in \( [0,1] \), one at \( x^- \) and one at \( x_{\text{max}} \). If \( s \) increases further, we can have that \( V(x_{\text{max}}) < V(x^-) \), implying that the potential is not non convex, and a barrier of height \( \Delta E(s) = V_s(x^+, \chi) - V_s(x^-, \chi) \) emerges between the the local minimum \( x^- \) and the absolute minimum at \( x_{\text{max}} \).

C: PROJECTED DYNAMICS AND EQUILIBRIUM POINTS

One of the advantages of using an analytical framework to study memristor dynamics is that many subtleties of nonlinear circuits become explicit in this setup. In this regard, it is interesting to recall the fact that \( \Omega^2 = \Omega \). As mentioned earlier, the fact that this matrix is a projector operator is essentially a consequence of the Kirchhoff’s laws. Such freedom implies a redundancy in the way in which we can effectively represent the dynamics, as investigated in earlier papers [48, 42, 44]. In fact, in order to obtain the matrix \( \Omega \) from the circuit, one has the liberty of choosing a particular reference spanning tree, whose details are clarified in [45]. Such freedom is not hidden, but is evident from the fact that if we perform the transformation \( \vec{S}' = \vec{S} + (I - \Omega) \vec{k} \) for an arbitrary vector \( \vec{k} \), the dynamics is unchanged (this is reminiscent of the “toy” gauge freedom which is typically present in circuits). We now see that such freedom is also present in the representation of the fixed points. We can in fact write \( \vec{x}' = \vec{x} + (I - \Omega) \vec{k} \), without effectively changing the coarse grained variable fixed point state.

Let us consider the two formulations of the dynamics, based on the fact that \( \vec{x} = \Omega \vec{x} + (I - \Omega) \vec{x}_c + \vec{x}_c \), in which \( \vec{x}_c \cdot \vec{x}_c = 0 \) because \( \Omega \) is an orthogonal projector.

Given the dynamics introduced in the bulk of the paper, we have

\[
\frac{d\vec{x}}{dt} = \frac{1}{\beta} \left( I - \chi \Omega \right)^{-1} \Omega \vec{S} - \alpha \vec{x},
\]

from which, projecting via \( \Omega \) and \( \Omega_B = I - \Omega \), we have, using the series expansion for the matrix expansion, that

\[
\frac{dx_c}{dt} = \frac{1}{\beta} \left( I - \chi \Omega (x_c + x_c) \right)^{-1} \Omega \vec{S} - \alpha x_c,
\]

\[
\frac{dx_c}{dt} = -\alpha x_c.
\]

It follows that since \( x_c \) falls exponentially to zero, the fixed points are those such that \( x_c = 0 \). Given \( x_c = \vec{f} \), the basin of attraction for the fixed points \( \vec{f} \) is up to an arbitrary vector \( \vec{x}_c = (I - \Omega) \vec{k} \) added to the initial conditions. For the asymptotic fixed points emerging from the mean field dynamics, this implies that, since \( x_{eg}^* \) must be such that \( \frac{1}{N} \sum \Omega_{ij} x_{j}^* = a \), then necessarily \( \sum \Omega_{ij} x_{j}^* = x_{eg}^* \). Thus, if \( \Omega_{ij} \) has a span of \( N - M \) vectors, \( \vec{x}_c = \sum_{i=1}^{M-N} a_i \vec{n}_i \), where \( \vec{n}_i \)'s are the basis vectors of \( \text{Span} (\Omega) \). It follows that the solutions of the problem are such that, if we call \( \vec{n}_k = \sum_{i} (\vec{n}_i)_{i} \), the solutions are of the form \( \sum \vec{n}_i a_i \vec{n}_k = a \).
D: LOCAL STABILITY ANALYSIS AND PSEUDOSPECTRAL TRIVIALITY

For the single memristor dynamical system, the stability of the equilibrium is determined by the condition $-\partial^2_{x}V(x^*) > 0$, with $\partial_{x}V(x) = 0$. This is equivalent to the condition

$$2\alpha\beta \left(-\alpha\beta + \sqrt{\alpha\beta(\alpha\beta - 4\chi)} + 4\chi \right) < 0.$$  \hspace{1cm} (29)

For reference, in the main text we consider the values $\alpha = \beta = 1$ and $\chi = 0.9$, and the dynamical instability occurs around $s \approx 0.27777(8)$.

The dynamics of our system can be described by the differential equations:

$$\frac{d\bar{x}}{dt} = \bar{f}(\bar{x})$$  \hspace{1cm} (30)

where $\bar{f} = [f_1, f_2 \cdots, f_5]^T$ is a set of non-linear functions [60].

Since we are interested in our system escaping from the equilibrium point, we study numerically the equilibria $\bar{x}^*$ which must satisfy

$$\bar{x}(\bar{x}^*) = 0.$$  \hspace{1cm} (31)

Since the system can have an exponential number of fixed points, such search cannot be exhaustive. However, finding these points is relatively easy and can be done numerically by initializing the dynamics randomly and letting the system evolve into one of these minima.

The local dynamics near each equilibrium point is described by the Jacobian matrix evaluated at an equilibrium point. An equilibrium point is stable if under any infinitesimally small perturbation, $\Delta \bar{x}(0)$, eventually decays to zero, i.e., $\lim_{t \to \infty} \Delta \bar{x}(t) = 0$. In the vicinity of an equilibrium point, the time evolution of a perturbation can be written as

$$\Delta \bar{x}(t) = e^{D\bar{J}t} \Delta \bar{x}(0).$$  \hspace{1cm} (32)

Therefore, the spectrum of $D\bar{J}$ is relevant for local stability analysis. If $\Lambda(\bar{M})$ is the set of eigenvalues of $\bar{M}$, then the equilibrium point is stable if all eigenvalues have negative real part. For stability near the boundaries, the dynamical system is given by

$$d\bar{x}_j/dt = W_j(x_j)f_j(\bar{x})$$  \hspace{1cm} (33)

where $W_p(\bar{x})$ is a window function enforcing $0 \leq x \leq 1$ and $f_j(\bar{x}) = (\frac{1}{p}(I - \chi \Omega \bar{X})^{-1}\Omega\bar{S} - \alpha\bar{x})_j$. In the following we consider the non-absorbing window function $W(x_j) = \theta(-f_j)\theta(x_j) + \theta(f_j)\theta(1-x_j)$, where we relaxed to $\theta(a)$ to $\theta_p(a) = \frac{1}{2} + \frac{1}{2}\tanh(pa)$, for numerical stability[11]. The numerical results shown in the paper are obtained for $p = 100$, which is a good approximation of the Heaviside theta function $\theta(x)$. The full Jacobian of the dynamics is given by

$$D\bar{J}_{ij} = \partial_{a_i}(W_j(x_j)f_j(\bar{x})) = W_j(x_j)\partial_{a_i}(f_j(\bar{x})) + f_j(\bar{x})\partial_{a_i}W_j(x_j).$$  \hspace{1cm} (34)

The Jacobian for the dynamical system without window functions can be evaluated exactly, and is given by (using $\partial_a A^{-1} = -A^{-1}(\partial_a A)A^{-1}$) by $(\delta_{ij})$ is the Kronecker delta):

$$D\bar{J}_{ji} = \partial_{a_i}\partial_{a_j}f_j(\bar{x})$$

$$= \frac{\chi}{\alpha\beta} \sum_{krpm} (I - \chi \Omega \bar{X})^{-1}_{jk} \Omega_{kr} \delta_{ij} (I - \chi \Omega \bar{X})^{-1}_{rm} (\Omega\bar{S})_m - \delta_{ji}$$

$$= \frac{\chi}{\alpha\beta} P_{ji} N_i - \delta_{ji},$$  \hspace{1cm} (35)

where $P = (I - \chi \Omega \bar{X})^{-1} \Omega$ and $\bar{V} = P\bar{S}$, and which we could use to evaluate the Local Lyapunov Exponents or study local stability. The local flow divergence is obtained via the relation

$$\delta \bar{x}(t_{n+1}) = (I + D\bar{J}(t_n))d\bar{x}(t_n).$$  \hspace{1cm} (36)

The spectrum of the Jacobian at the fixed point has been studied first in [44], showing that the spectrum is real even if the matrix is not symmetric. Despite this, non-normal Jacobian matrices can in principle exhibit amplification of perturbations on a stable equilibrium and it is worth of careful scrutiny in this paper. Small perturbations of a stable equilibria typically
decay in exponential time. In the case of non-normal matrices however, even if the eigenvalues have all real part negative, can exhibit a transient instability. How non-normal a matrix\(M\) is quantified by (any) norm of the matrix \(N = (M'M - MM')/2\). The Jacobian matrix of our system can be written in the form \(DJ(X) = P^2J\), where \(P = (I - \chi\Omega X)^{-1}\Omega\) and \(J_{ij} = S_{ij}\). It follows that \(N = \frac{p^2J - J(p^2)}{2}\). This is not inconsistent with the notion of stability. As perturbations increase in magnitude via a transient phase, the effect on eigenvalues is more pronounced. For long times, if the system is linear, the long term dynamics is still dominated by the negativity of the real part of the spectrum. However, in the case of non-normal matrices, the transient dynamics can be no longer consistent with the traditional picture of asymptotic stability.

For this reason we go beyond a simple spectral analysis. Generalizations of the notion of eigenvalues have been studied in the literature. In general, the eigenvalues of \(DJ\) can be defined: \(\Lambda(DJ) = \{z \in \mathbb{C} : \det(z - DJ) = 0\}\), meaning that if \(z\) is an eigenvalue of \(DJ\) then by convention the norm of \((zI - DJ)^{-1}\) is defined to be infinity \([52]\). But if \(||(zI - DJ)^{-1}||\) is finite and very large, as is often the case with perturbed non-normal matrices, then the pseudospectrum of \(DJ\) must be considered. The ‘\(\epsilon\)-pseudospectrum’ is a generalization of the notion of eigenvalues which depend on a real parameter \(\epsilon\), and can be defined in various equivalent ways \([52]\). We use the following definition:

\[
\Lambda_{\epsilon}(DJ) = \{z \in \mathbb{C} : ||(z - DJ)^{-1}|| \geq \epsilon^{-1}\}, \quad (37)
\]

If a matrix is normal then its \(\epsilon\)-pseudospectrum (from now one we only call it ‘pseudospectrum’) is somewhat trivial: it consists of closed balls of radius \(\epsilon\) surrounding the original eigenvalues of \(DJ\). In the case of non-normal matrices however, pseudospectra can be much larger and much more intricate, which is the case we are interested in here.

Local asymptotic stability is determined in the same way for normal and non-normal matrices. The ‘spectral abscissa’ of \(DJ\) is defined as \(\alpha(DJ) = \sup_{z \in \Lambda(DJ)} \Re(z)\), where the supremum is the largest real part of \(\Lambda(DJ)\); clearly, stability is guaranteed for \(\alpha(DJ) < 0\). If \(DJ\) is normal, then \(||e^{DJt}|| = e^{\alpha(DJ)t}\) and dynamics is determined by \(DJ\). The relationship between the spectral abscissa and the system dynamics is evident from the bounds \([52]\): \(e^{\alpha(DJ)t} \leq ||e^{DJt}|| \leq \kappa(V)e^{\alpha(DJ)t}\) where \(\kappa(V) = ||V||\cdot||V^{-1}||\) is called the conditioning of the matrix \(V\), which is built from the eigenvectors of \(DJ\), and is a measure of invertibility of \(V\). We see that for a normal dynamics, the conditioning provides an upper bound to the maximum amplification of the perturbations. Clearly, if the spectral abscissa is positive, perturbations are unstable but within the bounds defined above. These bounds can however generalized by introducing the notion of ‘\(\epsilon\)-pseudospectral abscissa’ of \(DJ\). This is defined as \(\alpha_{\epsilon}(DJ) = \sup_{z \in \Lambda_{\epsilon}(DJ)} \Re(z)\), e.g. the largest real part of the spectrum of \(DJ\) (for a given \(\epsilon\)). The relevance of the \(\epsilon\)-pseudospectral abscissa is given by the fact that it provides a lower bound to the maximum amplification of the perturbation \([52]\):

\[
\sup_{\epsilon \geq 0} \frac{\alpha_{\epsilon}(DJ)}{\epsilon} \leq \sup_{t \geq 0} ||e^{DJt}||. \quad (38)
\]

The quantity

\[
f_{DJ}(\epsilon) = \frac{\alpha_{\epsilon}(DJ)}{\epsilon} \quad (39)
\]

is called the Kreiss constant of the matrix \(DJ\), and is thus relevant in order to understand the transient dynamics for short times. Given the bound of Eqn. (38), it is important to look for values \(\epsilon^*\), at which \(f_{DJ}(\epsilon^*) = 1\). Via a visual analysis of the contours of pseudospectrum, a necessary condition of a critical value of \(\epsilon^*\) is that \(\epsilon^*\)-contour crosses the imaginary axis. At this point, perturbations from the equilibrium population vector can be in principle amplified, depending on the value of the Kreiss constant.

In order to study the non-normality, we looked at the Jacobian matrix evaluated at the equilibrium points for the dynamics obtained numerically via Monte Carlo. In Fig. [7](left) we can observe the bulk of \(\epsilon\)-pseudospectrum of the Jacobian matrix \(DJ\), fixed \(\Omega\) as in the main text, and with \(\alpha = \beta = 1\) and \(\chi = 0.9\). However, such non-normality is not enough to explain the transient instability we observe. A careful numerical analysis of the Kreiss constant for varying \(s\) gave us a maximum value of the Kreiss matrix of \(K = \sup_{\epsilon} F_{DK}(\epsilon) = 0.7\), thus less than 1, the critical value for the amplification. We thus directly studied the norm of \(e^{DJt}\) in Fig. [7](right), not observing any amplification phenomenon up to the instability threshold for the matrix. This implies that \(\sup_{\epsilon} \frac{\alpha_{\epsilon}(DJ)}{\epsilon} \leq 1\) and that transient instability is not the cause of the escape from the minimum.

**E: BASINS OF ATTRACTION**

First of all, let us first mention, as shown in the main text, that the tunneling probability depends on the number of dynamical variables. In Fig. [6] we see that the larger the height of the barrier (\(\Delta E\) decreases with \(s\)), the larger the number of variables one needs to tunnel through. In order to obtain a glimpse of the structure of the basins of attractions and the role of the dimensionality in reaching the two asymptotic states we perform the following numerical experiment. Given a random instance of \(\Omega\) obtained as \(\Omega = A'(AA')^{-1}A\), for \(A\) a random matrix (with flat probability on \([0,1]\)) of size \(N_r \times N\) (\(N = 200\), \(N_r = 100\)) we fix \(\chi\) and
FIG. 7. Left: $\varepsilon$-Pseudospectrum of the Jacobian matrix for $\varepsilon = [10^{-2}, 10^{-1}]$. Right: behavior of the norm $\|e^{DJt}\|_\infty$ as a function of time for $s \in [0.24, 0.27]$.

FIG. 8. Distributions $P(x_{1cg})$ and $P(x_{2cg})$ as a function of $\Delta E$ of the potential. Inset: Fit of the Fermi distribution with a chemical potential.

$s = \Omega \vec{x}$ in a region in which we know there is a mixing between the local minimum and global minimum of the mean field potential potential $V(x, \chi)$ in $x \in [0, 1]$. Specifically, we study the basins of attraction of the system near the mean field situation (e.g. a single memristor), e.g. when many of the variables $x_i$ are initialized in the same value. We consider this analysis in the regime reported in the main text, for the values $\chi = 0.9$ and $s \approx 0.22$ which is close to the boundary between the two minima. We then perform the following two experiments. In the first, we choose $x_i(0)$ randomly, and then follow the trajectory and mark it as local or global minimum asymptotic state. Since $\Omega_{ij}$ is random and there is no preference between the variables, we choose to plot initial conditions of the variables $x_1$ and $x_2$ and mark them depending on which asymptotic state they reached. In the second experiment instead we choose $x_3 \cdots x_N = \tilde{x}$, and $x_1$ and $x_2$ still at random, following the procedure of the first experiment and following the trajectory. The value of $\tilde{x}$ is an extra parameter and has to be obtained such that system ends in both minima. A value for $\tilde{x}$ which we found to be working well for random $\Omega$ is $\tilde{x} \approx .5135$. The results are shown in Fig. 9 in which we see a complete mixing in the first experiment between the asymptotic states, and a complete separation via a separatrix in the second experiment. The separatrix moves with $\tilde{x}$, and for larger values the system it tends to move towards the global minimum; for smaller values towards the local minimum. Intuitively, this implies that for random initial conditions, for every possible asymptotic state there is a initial condition nearby to the global minimum.

A more careful analysis has been done for random initial conditions. We studied via Monte Carlo sampling the probability distribution, given a random initial condition, of the system being in one or the other local minimum, showing that it can be fit by a Fermi-like distribution depending on the energy barrier $\Delta E$. Let $P(x, s, \chi)$ be the probability distribution as a function of the
height of the barrier $\Delta E(s) = E_{\text{max}} - E_{\text{local min}}$ from the local minimum. We obtained such function numerically, averaging over 100 Monte Carlo simulations for each value of $s$, and shown in Fig. 8. We fit $P(\Delta E)$ with a function of the form $P(x; s, \chi) = 1/(1 - e^{-\Delta E(x, \chi)/\mu/T_{\text{eff}}})$, where we obtained numerically the value $T_{\text{eff}} = 0.0048$, and $\mu = 0.036$. These results are shown in Fig. 8. We see that the transition probabilities of Fig. 8 are consistent with the sigmoidal probabilities described in the main text.