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1 INTRODUCTION

As the use of machine learning proliferates, privacy has become a key concern in machine learning [40] with several classes of attacks being discovered. Membership inference (MI) attacks, which have led to a flurry of works recently [9, 16, 20, 29–31, 31, 32, 36, 37, 56, 60, 61, 70, 71], capture the advantage of an adversary in distinguishing samples used for training from those that were not. There is clear empirical evidence that MI attacks are effective and many new attack variants are emerging. At the same time, there is currently no systematic framework to understand why standard training procedures leave deep nets susceptible to MI attacks.

There are two incumbent approaches to understanding why deep networks are susceptible to MI attacks [31, 48, 60, 65, 69]. The first tries to offer fully mechanistic explanations derived from theoretical analysis. For instance, a line of work tries to mathematically model the stochastic mechanism of training models (e.g., using stochastic gradient descent (SGD)) with enough precision [48]. The most commonly accepted mechanistic explanation is that ML models leak training data because they fail to generalize, measured through quantities like overfitting gap, accuracy gap, and so on [48, 69]. This approach is appealing and is actively progressing, but at the same time, modeling the training process with closed-form mathematical expressions is an inherently difficult problem. Predictions from these mechanistic explanations often do not agree with observations in unseen experiments, because the approximations or assumptions made in the analysis may not hold in practice [69]. Furthermore, generalization offers a one-way explanation: if models generalize almost perfectly in a particular sense, then MI attacks are expected to be ineffective on average. It does not say how well MI attacks will work for models that may have not generalized perfectly, which is often the case in practice. As a result, there have been many different hypothesized root causes that go beyond direct measures of classical generalization, such as model capacity and architecture. In short, no single coherent mechanistic explanation today predicts the average performance of existing MI attacks well.

A second approach to explaining MI attacks is based on statistical testing of hypotheses: Researchers intuit about the root cause, run experiments, and then report statistical correlations between the hypothesized cause and the performance of the MI attacks [28, 31, 57, 60, 65]. For example, several works have suggested that the empirically observed overfitting gap or the accuracy difference...
between training and testing sets explain MI attacks. This approach, while being important in its own right, fails to provide satisfactory explanations often as well. Guessing which root causes are really responsible for attacks is difficult; after all, the stochastic process of standard training procedures is complex and is affected by multiple possible sources of randomness, hyper-parameter selection, and sampling bias. Furthermore, correlation is not always causation. Confusing the two can result in overly simplistic explanations of the true phenomenon at hand and lead to paradoxes. Lastly, the purely empirical approach leaves no room to accommodate mechanistic axioms (things we know that ought to be true from our theoretical understanding)—if the observations do not correlate with mechanistically derived facts, then they remain unexplained.

Our approach. We propose a new approach that explains MI attacks through a causal model. A causal model is a graph where nodes are random variables that abstractly represent properties of the underlying stochastic process and edges denote cause-effect relationships between them. We can model the process of sampling data sets, picking hyper-parameters like the size of the neural network, output vectors, generalization parameters like bias and variance, and predictions from MI attack procedures as random variables. These random variables can be measured empirically during experiments. We can then both encode and infer causal relationships between nodes quantitatively through equations. Edges in our causal model are of two types: 1) mechanistically derived edges denote known mathematical facts derived from domain knowledge (prior work, definitions, etc.); and 2) relations inferred from experimental observations using causal discovery techniques.

Our causal approach is substantially different from prior works and enables much deeper and principled analysis. The causal model, once learnt, acts like a predictive model—one can ask what will be the expected performance of a particular MI attack if the “root causes” (random variables in the model) were to have certain values not observed during prior experiments. Such estimation can be done without running expensive experiments. A causal model allows us to “single out” the effect of one variable on the MI attack performance. Such queries go beyond just observing statistical correlations because they need to reason about other variables that might affect both the cause and the outcome (the attack performance). To carefully solve these queries, we leverage the principled framework of causal reasoning known as do-calculus. It allows us to perform systematic refutation tests, which avoids confusing causation with correlation. Such tests quantitatively tell us how well the model fits the observed data and answer “what if” style of questions about surmised root causes. Further, we can compare causal models obtained for two different attacks to understand how their manifestation differs, or compare models with and without an intervention (e.g., by applying a defense) for a given attack to understand which root causes it neutralizes. Causal models offer a more principled and interactive way of examining MI attacks.

Resulting Findings. To showcase the utility of our approach, we study 6 well-known MI attacks and 2 defenses for deep neural networks trained using standard SGD training procedures. We analyze a list of intuitive “root causes” which have been suggested in prior works and formally specify them as 9 causal hypotheses. We analyze each of these 9 hypotheses for ML models with 2 types of loss functions, so we evaluate on 18 formalized hypotheses. Several salient findings have resulted from our causal analysis. First, we refute 7/18 previously hypothesized causes, highlighting the perils of understanding MI attacks purely from intuition or from statistical correlational analysis. Second, we find that different causes contribute differently to the average attack accuracy, dispelling the idea that a single explanation suffices for all 6 MI attacks we study. Our causal approach also models the attacks well (0.90), i.e., predict the observed attack accuracy. This better prior single-cause explanations by 3 – 22% in 17/24. Third, we show that two stochastic parameters inherent in the training process, namely Bias and Variance, govern both generalization achieved by ML models [23, 39, 68] and MI attack accuracy. This offers a more nuanced lens to connect generalization and MI attack accuracy from that offered by prior works [6, 32, 69]. Fourth, we show that defenses against MI attacks based on regularization reduce the influence of some of root causes, but fail to completely remove their effect.

Summary of Contributions. We propose the first use of causal analysis for studying membership inference attacks on deep neural networks. We derive causal models for 6 MI attacks by combining both known domain-specific assumptions and observations made from experiments. Our key contribution is a new quantitative connection between MI attacks and generalization, which enables refuting claims about causation with finer accuracy.

Availability

Our prototype implementation is publicly available on GitHub1. We refer to the Appendices several times throughout the text. They can be found in the full version of this paper [1].

2 MOTIVATION

Many intuitive explanations for privacy leakage have been put forward in prior works. The most widely accepted claim is that “overfitted classifiers are more susceptible to MI attacks”, which has been backed by experimental correlational analyses [27, 28, 31, 32, 48, 57, 65, 69]. To evaluate the level of overfitting though, two different metrics have been proposed: the difference in the loss of training and non-training samples [48, 69], as well as the train-to-test accuracy gap [27, 28, 31, 32, 57, 65]. However, empirical evidence to the contrary has also been observed—both MI attacks and extraction attacks have been reported on well-generalized models [6, 7, 32]. Other potential contributing factors, such as model complexity / structure [37, 57, 60], the size of the training set [37, 57], the diversity of the training samples [57], how close a target model to the shadow model [49], and so on have been proposed, creating an unclear picture of why MI attack arise. We highlight 9 common hypotheses claimed in prior works below:

(H1) The overfitting gap is the cause of MI attacks that use multiple shadow models in the inference [57].
(H2) “The main idea behind our shadow training technique is that similar models trained on relatively similar data records using the same service behave in a similar way” [57].
(H3) Beyond overfitting, model complexity influences the membership inference attack accuracy [57].

1 At https://github.com/trobaluta/etis.
The analysis proceeds by observing how the train-test accuracy varies with the number of parameters on the CIFAR10 dataset. We average the accuracy across different parameter configurations. This turns out to be a fallacious conclusion, because it fails to account for the presence of confounding factors.

Similar paradoxes arise due to selection bias [2, 5, 44] or collider bias [3, 44]. Without resolving such issues, it is difficult to decide whether one should try reducing the train-to-test accuracy gap or model complexity.

Singling Out. When we want to decide which factors influence the end outcome more than the others, such as when designing practical defenses, one would like to "single out" the main causes and quantify how much they affect the expected MI attack accuracy.

In our running example, the model complexity affects both variables, and we want to decide which factors influence the end outcome more than the others, such as when designing practical defenses. One would like to "single out" the main causes and quantify how much they affect the expected MI attack accuracy.

Figure 1: High train-to-test accuracy gap correlates with high attack accuracy in general, but if clustered on architecture type, an inverse relationship is visible.
AccDiff ranges from $a$ to $b$ is expressed by the following quantity:

$$E_2 = \sum_z E[MIAcc|AccDiff = a, NumParams = z]Pr(NumParams = z) - \sum_z E[MIAcc|AccDiff = b, NumParams = z]Pr(NumParams = z)$$

This leads to an estimated effect of $E_2 = 0.3$, as per our data (Section 5)—significantly lower than the naive analysis above.

**Avoiding Over-controlling.** It may be tempting to control for all factors that may influence the outcome. But arbitrarily controlling for variables leads to fallacious reasoning as well. For example, if we want to estimate the effect of the model complexity on the attack accuracy, should we now control for the train-to-test accuracy gap? If we were to control for the train-to-test accuracy gap, then the estimated effect $E_3$ when $NumParams$ varies from $a'$ to $b'$ is given by (also shown in Fig. 2):

$$E_4 = \sum_z E[MIAcc|NumParams = a', AccDiff = z]Pr(AccDiff = z) - \sum_z E[MIAcc|NumParams = b', AccDiff = z]Pr(AccDiff = z)$$

The above expression is analogous to the case where we controlled for model complexity, except we are controlling for the train-to-test accuracy gap as well. The estimated value from experiments for this statistic is $E_4 = 0.08$. This is, however, an incorrect analysis. If we analytically control for the total effect of $z$, we are actually biasing the total effect that the model complexity has on the attack accuracy. The correct statistical quantity, in this case, turns out to be $E_3 = E[MIAcc|NumParams = a'] - E[MIAcc|NumParams = b']$, i.e., the total effect model complexity has on the attack accuracy. The estimated effect is $E_3 = 0.36$—a lot higher than that obtained from the incorrect analysis, and corresponds to the second unadjusted estimate in Fig. 2. Another similar example of bad control or over-controlling is the bias amplification problem or pre-treatment control [43] (illustrated later in Fig. 3). The main takeaway is that a principled framework would tell us which quantities to estimate, avoiding over-controlling in experiments and false conclusions.

**Large Number of Possible Factors.** When moving beyond a couple of factors to consider, the reasoning can become more complicated. To build on our previous example, let us now introduce another factor, related to (H8): the separation between members and non-members. Our hypothesis is that the separation between members and non-members is influenced by both the model complexity and the train-to-test accuracy gap, and in turn it influences the attack accuracy. How does changing the separation then affect the attack accuracy? To answer this question, notice that the separation is influenced by the two factors, both of which influence the attack accuracy. Similar to what we described so far, one will then have to make sure to randomize these factors in order to obtain the effect of the separation on the MI attack accuracy. For every additional factor, though, we need to do enough experiments to "randomize" our estimates so that they correctly compute the effect on the attack accuracy. It is easy to see that the number of experiments one needs to run quickly starts to grow large as the number of factors considered increases.

**Importance of Specifying Assumptions.** So far, we have considered cases where certain causal relationships exist and we are trying to correctly estimate the effect of certain factors on the outcome. But, how can we start to test our assumptions, i.e., whether a causal relationship exists at all? Such refutation is hard to do, in general. A practical recourse is that one can specify their assumed beliefs and hope to refute quantitatively under the assumptions. The choice of assumptions matter critically to the outcome. To illustrate this, consider the hypothesis (H8) again, which introduces a separation score that measures the distance between members and non-members as a factor for the single shadow model MI attack [49] (so far, we have considered the simple shadow one [57]). Deciding whether the separation score has any direct influence on the MI attack is critically important—if we choose to assume so, we get one set of conclusions, if we do not, we get another. When the separation has a direct influence on MI attack, then the principled analysis to estimate the effect of train-to-test accuracy gap is similar to the case of estimating the model complexity. We estimate the effect on the attack accuracy is 0.12 on our set of experiments (the details of our experimental setup are in Section 5.1). In the alternative scenario, the correct quantity to estimate is below, leading to the estimated effect of the train-to-test accuracy gap to be $E_5 = 0.68$.
when it varies from the a to b.

\[ E_5 = \sum_z \mathbb{E} [\text{MI Acc} | \text{Acc Diff} = a, \text{NumParams} = z] \Pr(\text{NumParams} = z) - \sum_z \mathbb{E} [\text{MI Acc} | \text{Acc Diff} = b, \text{NumParams} = z] \Pr(\text{NumParams} = z) \]

We illustrate the differences in the two sets of assumptions in Fig. 3 which exacerbates the bias amplification problem. We point out that prior works do not specify such assumptions or beliefs explicitly, making it impossible to refute or validate such hypotheses.

**Goodness of Explanations.** Given the subjectivity of assumptions and computational limits on the number of experiments one can run, it is difficult to analytically argue that a given explanation is “correct” or certain hypothesis is conclusively “incorrect”. How then can we measure how good or correct is an explanation? A practical way to do so is look at the predictive power of a given explanation, i.e., measure how accurately it can predict the outcome (MI attack accuracy) under experimental settings not seen during creating the explanation. The highlighted prior works have often predicted power well below 85% on average, offering less satisfying results. In contrast, our approach has predictive power of 3 – 22% higher than the prior work hypotheses, for most attacks we study.

3 THE CAUSAL MODELLING APPROACH

The prior common hypotheses, some of which are derived from mechanistic explanations or theoretical analyses, provide a good starting point to reason about potential factors of the MI attacks. But, as shown throughout Section 2, there are several pitfalls in identifying the factors and estimating their effect. Our aim is to infer a model defined over a set of potential factors and a given MI attack, not just a simple correlation of each factor separately with the MI attack. The model explicitly defines relationships between factors and the MI attack and between itself. It should also provide a query interface for the following query types:

- **Prediction Queries:** Given some observed values \( a_1, \ldots, a_n \) of the potential factors \( X_1, \ldots, X_n \), what is the predicted MI attack accuracy \( Y: \mathbb{E}[\text{MI Acc}|X_1 = a_1, \ldots, X_n = a_n] \)?
- **Interventional Queries:** What is average effect of a potential factor on the attack accuracy if that factor had taken a different value from the observed one?

The prediction query consists of a set of assignments of observed (from running experiments) values for a set of factors, and the target variable \( Y \). The output of this query is the expected MI attack accuracy conditioned on the observed values. Such queries help us measure how well the causal model agrees with observations in experiments. The interventional query is a “what if” query. It consists of two variables: the potential cause variable, called the treatment variable \( X \), and the desired outcome variable \( Y \). For instance, to estimate the effect of the train-to-test accuracy gap on the attack, we ask if the train-to-test accuracy gap had taken the value 0.1 compared to having no train-to-test accuracy gap, what is the expected MI attack accuracy? We want our causal model to be 1) **Accurate**, i.e., to have a goodness of fit, and 2) **Principled**, i.e., the estimated effect is rigorously computed.

We introduce a novel methodological shift: Our approach proposes to use causal reasoning to disambiguate potential factors of MI attacks while satisfying the goals highlighted above. We combine mechanistic explanations from domain knowledge with automated inferences from empirical data to infer a causal model. Specifically, causal models are directed acyclic graphs (DAGs) defined over a set of variables and a set of directed edges where each directed edge from variable \( X \) to \( Y \) represents a ‘\( X \) causes \( Y \)’ relationship. On top of the graph structure, causal models are quantitative: each node in the graph has an associated equation that describes the cause-and-effect relationship between the node and its parents. Our approach is necessarily synergistic: without domain knowledge constraints, purely observational data cannot distinguish cause-and-effect; and without observational data, we cannot test out our intuitions or extract more insights from experiments. The whole process is interactive and is illustrated in Fig. 4. Initially, the user identifies potential factors or variables of interest of the underlying training and attack procedure such as training hyper-parameters, train-to-test accuracy gap and the outcome MI attack accuracy. We model these as “random variables” that can be observed and measured. The user generates the set of observations for these variables which we call traces \( T \), by effectively running experiments and recording the values of the variables. The domain knowledge constraints (\( \phi \)) formally describe the mechanistic explanations, facts or assumptions that stem from the data-generating process, e.g., the training and attack procedures. Given the traces and the domain constraints, we output a causal graph which the user can choose to further refine (Modify \( \phi \) step in Fig. 4). Finally, the causal models encode cause-and-effect relationships by construction and can support the 2 types of queries. The user can specify these queries (\( Q \)) formally and obtain estimates on the inferred causal graph (step (2) in Fig. 4).

**Inputs & Outputs.** We have prototyped our approach in an interactive tool called Etiô and envision model practitioners and researchers as its main users. Etiô minimally requires a set of traces corresponding to the runs of a specific training algorithm (\( A \)) over the training dataset (\( D \)). These traces record values of a set of properties about the training algorithm, model, and the performance metrics of the attack procedure (\( A \))—all of which we call variables (\( V \)). The user additionally specifies a set of domain knowledge constraints which encode knowledge that two variables are not in a causal relationship, e.g., if they are caused by

---

\[ \text{1We thus interchangeably use causal model and causal graph.} \]
the same unmeasurable/confounder variable (which we denote as \texttt{FORBID} constraints) or that there is a causal relationship between two variables (denoted as \texttt{ENFORCE} constraints). Then the domain constraints \(\phi\) are a concatenation of the \texttt{FORBID} and \texttt{ENFORCE} sets of constraints. For the studied MI attacks, we describe the variables of interest \(V\) in Section 4.1 and our domain constraints \(\phi\) in Section 4.2 in detail. In addition to the inputs necessary to infer the causal model, \texttt{Etio} allows the user to pose well-reasoned queries about potential factors of MI attacks, as per the query interface.

### 3.1 Learning the Causal Model

Despite the clear advantage of explicitly expressing assumptions in the form of an interpretable causal graph, constructing one is challenging. The fundamental issue is that while associations or correlational analysis are useful for predicting outcome, they do not always reflect the causal relationship. Associations can at most reveal relationships of dependence or (conditional) independence.

To illustrate this point, we show two models that describe the same conditional independence relationships in Fig. 5, but are causally different. In Fig. 5a, the model encodes that the model complexity affects the train-to-test accuracy gap which in turn influences the MI attack accuracy. In contrast, the model in Fig. 5b describes that the accuracy difference affects both the model complexity and the MI attack accuracy. The models in Fig. 5a and 5b, though, are indistinguishable from one another purely from observations, they both encode that \(\text{NumParams} \perp \perp \text{MIAcc}\mid \text{AccDiff}\).

But, in Fig. 5b, the model complexity has no causal effect on the MI attack, whereas in Fig. 5a the model complexity causes the MI attack to change through the train-to-test accuracy gap. In fact, from how the experiment is set up, the second relationship does not have any real-world interpretation, i.e., the model complexity is decided beforehand as a hyper-parameter to the training process. Thus, our approach must rely on domain knowledge, a specification of which is missing in prior works in the literature.

Formally, causal models \((G, \theta)\) consist of (a) a DAG \(G = (V, E)\) called a causal graph, over a set \(V\) of vertices and (b) a joint probability distribution \(P_\theta(V)\), parameterized by \(\theta\) over the variables in \(V^4\). The set of variables \(V\) can take either discrete or continuous values. Our framework is orthogonal to the underlying representation of parameters. We choose a linear model to represent the relationship between the nodes of the graph. For predictive queries, the parameters have a probabilistic interpretation \(P_{\theta}(V) = \prod_i \Pr(X_i|\text{pa}_X_i), X_i \in V\).

Each node has associated with it a probability function based on its parent nodes \(\text{pa}_X_i\). In this work, we utilize the linear Gaussian model: \(X_i\) is a linear Gaussian of its parents \(X_j; X_i = \beta_0 + \sum \beta_j X_j + \epsilon\) where \(X_j \in \text{pa}_X_i\), and \(\epsilon \sim N(0, \sigma^2)\).

Note that our choice of linear equations and Gaussian probability functions are not fundamental—these can be changed if necessary. These choices have been sufficient to create causal models with good predictive power for the attacks we analyze (see Section 5.2).

To learn the causal graph, there are two sub-steps: (a) learning the structure of the graph \(G = (V, E)\) from the traces \(T\) and constraints \(\phi\) and (b) learning the parameters of the causal graph. Conceptually, the first sub-goal is to maximize the posterior probability \(Pr(G|T) = Pr(G) Pr(T|G)\), where \(Pr(G)\) is a prior on the graph (i.e., \(G\) contains the edges represented by the \texttt{ENFORCE} list and all graphs with edges that are part of the \texttt{FORBID} have 0 probability) and \(Pr(T|G)\) is the predictive probability of the graph \(G\). Ideally, the posterior probability concentrates around a single structure \(\texttt{MAP}\), the optimal directed acyclical graph. Learning the optimal DAG though is intractable for most problems as the number of DAGs is super exponential with the number of nodes \(O(n!2^{|E(G)|})\) [46]. In fact, recovering the optimal DAG with a bounded in-degree \(\geq 2\) has been shown to be NP-hard [8].

We choose to instantiate our approach with a standard hill-climbing algorithm [10, 67], an iterative greedy approach that starts from the graph with nodes representing the variables \(V\) and the edges that are part of the \texttt{ENFORCE}. The algorithm does not guarantee that the produced graph is the optimal one but it is scalable. Since our goal is to disambiguate between many different possible factors (see Section 2), this technique allows the user to add new variables of interest and has a good predictive accuracy (goodness of fit) in practice. The algorithm iteratively tries to add, remove, or reverse the direction of a directed edge from the graph at the previous step. It uses a scoring function to choose between these operations. The scoring function maps a graph to a numeric value. We use a type of score based on log-likelihood \(LL(G|T)\) but that prefers simpler graphs (\(LL(G|T) \rightarrow p\), where \(p\) is a penalizing term that grows with more complex causal models with more parameters). This is known as Bayesian Information Criterion [50]. For each such operation, the hill-climbing algorithm computes the change in the score if that operation had been performed. It then picks the operation that results in the best score and stops when no further improvements are possible. Moreover, several distinct graphs \(G\) can have similarly high posterior probabilities which is common when the data size is small compared to the domain size [13]. This is in part due to the the causal ambiguity of learning from data.

Instead of learning a single graph, \texttt{Etio} uses a bootstrapping technique [12]. The bootstrapping process resamples the traces \(T\) with replacement. It then returns a set \(S\) of multiple bootstrap datasets \(S\). For each bootstrap dataset, \texttt{Etio} uses the graph learning algorithm to learn the structure of the graph \(G'\). For every arc present in the set of graphs \(AG\), \texttt{Etio} estimates the strength or confidence that each possible edge \(e_i\) is present in the true DAG as \(\hat{P}_{ei} = \frac{1}{N_b} \sum_{b \in S} I_{\{e_i \in E_b\}}\), where \(I_{\{e_i \in E_b\}}\) returns 1 if \(e_i \in E_b\), else returns 0. The purpose is to prune out the edges that are below a certain confidence threshold \(t\). There are existing techniques to estimate the confidence threshold such as the \(L_1\) estimator [52] which \texttt{Etio} uses to fix the confidence threshold. Using the most
significant arcs, ETio constructs a graph that contains all of the significant arcs (the averaged graph $\hat{G}$). Our approach does not guarantee that the obtained graph represents the true causal graph—inferring one in our setup is infeasible. Thus, we take the practical approach and aim to infer a graph with a good predictive power.

### 3.2 Answering Queries

Predictive queries ask what is the output of the model given that certain input factors have certain values. Given a set of previously unseen set of assignments for the variables $\{X_i = a_i\}, X_i \in V$, the outcome corresponding to the MI attack node $Y \in V$ is computed by the expression $E[Y|pay]$. This expression is recursively expanded until it is conditioned on the $X_i$ values and can be evaluated with the given concrete values. To learn the coefficients associated with each node, we use a standard maximum likelihood estimation approach to fit each node’s observed data conditioned on its parents.

In principle, we can answer interventional queries, which measure how much changes in an factor’s value affects the outcome, by conducting experiments where we manipulate the training process such that input variables take desired values. Such manipulations are called interventions. Formally, given a set of variables $V = \{X_1, \ldots, X_n\}$, an intervention on a set $W \subseteq V$ of the variables is an experiment where the experimenter controls each variable $w \in W$ to take a value of another independent (from other variables) variable $u$, i.e., $w = u$. This operation, and how it affects the joint distribution, has been formalized as the do operator by Pearl [42]. For example, in Fig. 5a, we can intervene on the model complexity independently of the other variables. However, in some cases modifying variables directly is not feasible in practice (e.g., the train-to-test accuracy gap) as it requires knowledge of the data distribution that the model is trying to learn in the first place. So, we cannot really conduct such interventional experiments.

The key insight to answer intervention queries is that we can reason about such queries with only the causal graph and the data—ETio applies the principles of do-calculus to analytically compute the causal relationship expressed by the do-query. The do-calculus rules have been proven to be sound and complete [19, 58]. They are complete in that if repeated application of the rules of do-calculus cannot obtain a conditional probability, then the algorithm outputs that the causal relationship cannot be identified without additional assumptions. If we do obtain an ordinary conditional probability, then we say that the causal estimate can be identified, i.e., the graph has enough assumptions or no ambiguity. Then, the obtained expression (called the estimand) represents the correct translation of the causal query to a conditional probability (soundness). Such guarantees are powerful tools: Given the formal query and the causal model, this approach avoids paradoxes that might arise from over-controlling or not controlling (Section 2). We will explain a small fragment of this calculus through an example.

**Example: Backdoor Paths.** Let us consider the examples in Fig. 6. In Fig. 6a, the query (Q1) is to estimate the effect of train-to-test accuracy gap on the MI attack accuracy, given only observations of the variables of interest. In Fig. 6b, we introduce a new variable, the separation score between members and non-members (H8), which is caused by the train-to-test accuracy gap. The query (Q2) asks to estimate the effect of the separation distance on the attack accuracy. The causal model in Fig. 6a was previously discussed in Section 2—the expected attack accuracy is computed over both of the confounding factors, the model complexity, and the training set size. From the graph structure, observe that the confounding happens because of the two undirected paths from the node corresponding to the train-to-test accuracy gap to the MI attack node (\(\pi_1: \text{AccDiff} \leftarrow \text{NumParams} \rightarrow \text{MIAcc}\) and \(\pi_2: \text{AccDiff} \leftarrow \text{TrainSize} \rightarrow \text{MIAcc}\)). Such paths are called *backdoor paths*. A backdoor path is a non-causal path from $X$ to $Y$. This is a path that would exist in the graph even if we were to remove the outgoing edges from the node of interest. When there are backdoor paths, there are sources of association (which we can observe statistically) in addition to the causal ones. In Fig. 6b, it seems the query (Q2) requires a similar control as in Fig. 6a. However, which of the nodes on the paths \(\pi_1\) and \(\pi_2\) paths, should we control for? The node corresponding to the train-to-test accuracy gap is one such candidate. Notice though that unlike other nodes on the backdoor paths, it has two incoming edges, meaning that controlling for it biases the observed relationship between its parents. Such nodes are called “colliders” and can introduce bias (see Section 2). One has to carefully determine exactly when to control for colliders.

There is a set of principled rules to “block” backdoor paths. We summarize these rules informally here but interested readers can refer to [42, 43] for more thorough background. A path is blocked if 1) we control for a non-collider on that path or 2) we do not control for a collider on that path. For any given path, only one of these conditions is required to block the path. So, if there exists a path between $X$ and $Y$ that contains an uncontrolled collider, that path is blocked without controlling on any other variables. Guided by these rules (called the backdoor criteria), in (Q2) we should control for $X$ when estimating the effect of $W$ on the MI attack.

**Estimating the Causal Effect.** Recall that we are interested in the average treatment effect, which is the average difference in the outcomes given that the treatment takes two values: the *treatment value* and the *control value*. A straightforward way to compute the average treatment effect (ATE) is by using the difference in the mean of the outcome *conditioned* on the treatment variable $E[Y|X = a] - E[Y|X = b]$. However, this method of computation suffers from statistical pitfalls, such as sampling bias and confounding bias which we highlighted in Section 2. Instead, what we want to quantify is the average treatment effect as a do-query as defined below.
Definition 3.1 (Average Treatment Effect). The average treatment effect of a variable of interest $X$ (called the treatment) on the target variable $Y$ (called the outcome) is:

$$\text{ATE}(X, Y, a, b) = E[Y|do(X = a)] - E[Y|do(X = b)],$$

where $a, b$ are constants for which $X$ is defined. We omit the constants when the query is over the domain of $X$.

Etio will translate the $do$-query $E[Y|do(X = a)]$ into an ordinary (conditional) expectation expression from given the causal model (e.g., using the backdoor criteria). It then learns an estimator that allows computing the ordinary expectation using the available data. We choose a linear regression model to estimate the quantities of interest. Its estimates are interpretable: a positive $\text{ATE}(X, Y)$ value means that an increase of the feature $X$ causes an increase in the MI attack accuracy $Y$, and vice-versa for negative $\text{ATE}(X, Y)$.

In summary, we have described a methodology encapsulated in Etio to analyze causally potential factors. While our methodology uses techniques standard in causality, we have carefully laid out the technical choices that allow us to achieve our goals: 1) used linear equations to capture causal effects; 2) combined Greedy structured algorithm with bootstrapping to scale the creation of models; and 3) defined the average treatment effect as our measured outcome.

4 CONNECTING MI AND GENERALIZATION

Our main technical novelty is how use Etio to study the connection between MI attacks and classical generalization in ML. We now show how to create causal models for 6 different attacks and formalize hypotheses (H1)-(H9) made in prior works.

4.1 Variables of Interest

The generalization notions and other potential causes identified in H1-H9 (Section 2) are properties of the training algorithm. The training algorithm $\mathcal{A}$ takes as input a training dataset $D$ consisting of $N$ samples $D = \{(x_1, y_1), \ldots, (x_N, y_N)\}$, $D \sim \mathcal{P}^N$, each independently drawn from $P$ where $P$ is a distribution over $\mathbb{X} \times \mathbb{Y}$. $\mathbb{X}$ is the input space and $\mathbb{Y}$ is the output space. The training algorithm also takes as input a set of training hyperparameters $\pi$ and the loss function $l$. The training algorithm produces a model $f: \mathbb{X} \rightarrow \mathbb{Y}$. All of the prior works have studied MI attacks on neural networks trained with stochastic gradient descent (SGD), so we focus on SGD primarily in this work.

The generalization error is a measure of how well a learned model $f$ can correctly predict previously unseen data samples. For a given a model $f$ and a sample $z = (x, y) \sim P$, the generalization error is defined as $\mathbb{E}_{z \sim P}[l(f, z)]$. The learned model $f$ depends on the drawn training dataset $D$. As a result, the generalization error of $\mathcal{A}$ is $\text{TestLoss} = \mathbb{E}_{z \sim P}[l(f_D, z)]$. We denote the generalization error as TestLoss since if we were to sample $z \sim P$ it would be highly unlikely for that sample to belong to the training set $D$.

Bias-variance decomposition. A fundamental principle to understand generalization in machine learning models is the bias-variance decomposition [14, 25, 68], which establishes that the generalization error directly factors into Bias and Variance as shown in Table 1. The bias represents how well the hypothesis class $\mathcal{H}$ to which the model $f$ belongs to fits the true data $\mathbb{Y}$, while the variance represents how much the model varies across different samples of data. For example, with sufficient training time, a model that is overly-parametrized can have a low bias (since it fits the data very well) and high variance (because it can fit all the “accidental regularities” or idiosyncrasies of the sampled data). Our causal models use bias and variance as variables and therefore see these as a new lens to explain how they affect MI attacks in addition to generalization in the same representation. To compute the bias and variance, we follow the methodology outlined in prior work [68].

We first compute an (unbiased) estimator for the variance term in the bias-variance decomposition. Next, from the generalization error (or loss), we subtract the variance to derive the bias. The full mathematical formulation of bias and variance is in Appendix A.

MI Attack Accuracy. (H1)-(H9) are claims relating the effect of potential causes on the MI attack susceptibility. To measure susceptibility, we consider the random variable corresponding to the MI attack accuracy, for each prior work attack. In total, we study three MI attacks: the multiple shadow model (ShadowAcc) [57], the single shadow model attack (MLLeakTop3Acc) [49], and threshold-based attack (ThresholdAcc) [69]. We additionally perform similar attacks to [49] where we use one shadow model (MLLeakAcc). We take the whole prediction vector for CIFAR10, and the top-10 predictions for CIFAR100 as input features to train the attack model. Other considered variants of this attack include the correct label in the input features of the attack model. We denote these as MLLeakTop3Acc-1 and MLLeakAcc-1. For each learned network $f_D$, we evaluate the MI attack on members $\in D$ and a dataset of previously unseen samples, non-members $\notin D$. The final result is the expected accuracy on members and non-members averaged over multiple samples $f_D$.

Other Model Properties. Some of the hypotheses in prior work involve training hyperparameters and model properties such as training set size (H4) and model complexity (H3). For H3, we use the number of parameters in the model to measure model complexity. Specifically, we count the number of parameters (e.g., weights and biases) that are updated during the training phase.

The potential factors that appear in H1-H9 are summarized in Table 1. Our aim is to infer a causal model over these variables. Next, we require traces, so we run the training algorithm to collect observations of these variables. We leave the detailed process to generate traces of these variables for Section 5.1. Besides traces, we formulate domain knowledge constraints as input to Etio.

4.2 Domain Knowledge as Constraints

As our domain-specific constraints, we leverage simple insights that force the hill-climbing algorithm to infer models that have causal meaning. For instance, one constraint encodes that the root nodes of the model should correspond to variables that are part of the training algorithm’s hyper-parameters such as TrainSize and NumParams. This constraint belongs to the FORBID list. In addition to these, we have identified the following constraints:

- **There are no outgoing edges from the attack node.** Without this constraint, the structure learning algorithm could learn that the attack causes one of the features—the direction of the edge cannot be inferred by observations only.
- **There is no edge from a node that is neither a root node nor TrainVar nor TrainLoss to TrainBias.** We add this constraint because the TrainBias is computed from the TrainLoss
Table 1: Summary of variables we consider when building our causal graphs to answer queries Q1-Q9. We build the causal graphs for each MI attack \( A \) [49, 57, 69]. For a given sample \( z \), the MI attack outputs whether it is a member \( (m) \) or not \( (\neg m) \). We illustrate the variance term only for MSE where \( f(x) = E_D[f(x,D)] \).

| Variables | Formula |
|-----------|---------|
| TrainAcc  | \( E_{z,D}[f(z) = y] \) |
| TestAcc   | \( E_{z,D}[f(z) = y] \) |
| AccDiff   | TrainAcc - TestAcc |
| TrainLoss | \( E_{z,D}[|f(z)|] \) |
| TrainVar  | \( E_{z,D}[|f(z) - f(x)|^2] \) |
| TrainBias | TrainLoss - TrainVar |
| TestLoss  | \( E_{z,P,D}[|f(z)|] \) |
| TestVar   | \( E_{z,P,D}[|f(z) - f(x)|^2] \) |
| TestBias  | TestLoss - TestVar |
| LossDiff  | TestLoss - TestVar |
| NumParams | \(|f| \) |
| TrainSize | \( c_l, s_k \) |
| ShadowAcc | \( E_{z,D}[m(z) - D \& A(z) = \neg m(z) - P] \) |
| MLEakAcc  | \( E_{z,D}[m(z) - D \& A(z) = m(z) - P] \) |
| MLEakTopAcc | \( E_{z,D}[m(z) - D \& A(z) = \neg m(z) - P] \) |
| CentroidDist | \( E_D[|C(D) - C(P)|] \) |

and TrainVar. Any influence on TrainBias should be mediated by its two parents.

- **There is no edge from a node that is not a root node to TrainVar.** The variance on training samples is computed directly on the prediction vectors.
- **There is no edge from a node that is neither a root node, TestVar nor TestLoss to TestBias.** We add this constraint because the TestBias is computed from the TestLoss and TestVar. Any influence on TestBias should be mediated by its two parents.
- **There is no edge from a node that is not a root node to TestVar.** The variance on testing samples is computed directly on the prediction vectors.
- **Constraints in Enforce.** There is an edge from TrainAcc to AccDiff and TestAcc to AccDiff. There is an edge from TrainLoss to LossDiff and TestLoss to LossDiff.

In total, we have 19 FORBID and Enforce constraints (see Appendix B). Such constraints are easy to derive, as they either stem from the definitions in Table 1 or from the data-generating process.

### 4.3 From Hypotheses to Queries

We can obtain a causal model from the traces and the domain knowledge constraints using Etio. The last step is to formulate queries on the causal models. Hypotheses H1-H9 can all be formally described as interventional queries Q1-Q9 respectively, as follows.

\[(H1, H6, H9) \rightarrow (Q1, Q6, Q9): Generalization Metrics.\] Such work uses two different metrics to quantify generalization precisely: the train-to-test accuracy gap (AccDiff in Table 1) and the average generalization error (LossDiff in Table 1). We use the metric that was cited by the respective original works to determine the query for each of the studied attacks.

\[(H2) \rightarrow (Q2): \text{Formalizing “Closeness”}.\] We first quantify “closeness” more formally between a shadow model and a target model when they have the same architecture, as is the case for the MI attack by Shokri et al. [57]. Our observation is that the variance term in the generalization error is a metric of “closeness”. Intuitively, since the shadow model is a realization of a different subset \( D_i \) of \( D \), the variance is a measure of the expectation of whether training on different sampled training sets (of the same size) from the data distribution outputs neural networks with very “different” prediction vectors. Since this particular MI attack trains shadow models with the same architecture as the target model, the larger the variance, the more likely we are to obtain a shadow model that is on average more “distant” from the target model. Hence, H2 can be reformulated to check if the variance of the learning algorithm is a cause of the attack. We consider the variance of \( A \) on the members (training samples, denoted as TrainVar) and the variance of \( A \) on non-members (testing samples, denoted as TestVar), separately. The causal query asks if TrainVar and, respectively, TestVar, affect the MI attack accuracy ShadowAcc, i.e., if a change in TrainVar (or TestVar) causes the ShadowAcc to change. Formally, the hypothesis translates to two do-queries (Q2): \( \text{ATE(ShadowAcc, TrainVar)} \) and \( \text{ATE(ShadowAcc, TestVar)} \).

\[(H5) \rightarrow (Q5): \text{Single Shadow Model}.\] We want to check if the closeness (as measured by TrainVar and TestVar) is a cause for the single shadow model attack. If it does not contribute to the attack, the hypothesis is correct.

\[(H7) \rightarrow (Q7): \text{Different Causes}.\] Prior work showed that in terms of MI attack performance there is no significant difference between the performance of attack models trained on the top three predictions of the prediction output vs. the whole prediction vector [49] (page 5, Fig.4). We denote the attack using the whole prediction vector as MLLeakAcc. Here, we are interested if the attack model’s performance changes with the target model for the variants of the attack. Thus, we formalize it as checking whether TestVar and TrainVar are causes for MLLeakAcc (-l) and MLLeakTop3Acc (-l).

\[(H8) \rightarrow (Q8): \text{Formalizing Decision Boundaries}.\] A few works give credit to the clear decision boundary between members and non-members for the success of shadow model-based attacks [49]. To quantify the “distinguishability” between members and non-members, we first compute the centroid of members \( (C(D)) \) and non-members \( (C(P)) \) as the following: \( C(D) = E_{z,D}[f(z)] \) and \( C(P) = E_{z,P}[f(z)] \). Then, we use the Euclidean distance between the above two centroids to measure the distinguishability for the given training set. For each training setup \( (A, \pi \text{ and architecture}) \), we compute the averaged centroid distance over multiple different training sets. Note that the user can specify any such existing statistic as a distinguishability measure between the training and testing set as input to Etio.

**Implementation.** Our implementation consists of two parts: generating the traces, i.e., training models and running attacks, and implementing Etio. For the traces, we use the standard machine learning library PyTorch 1.7.1+cu110 [41] to train the models and run the attacks. For Etio, we use two libraries for analyzing the MI attacks. First, we use the R library called bnlearn 4.7 [51] to infer the causal models. This library offers several off-the-shelf algorithms for structured learning and Bayesian inference. Second,
we use dowhy 0.7.0 [54, 55] to implement the average treatment effect queries.

5 EVALUATION

We evaluate ETIO on two grounds:

• (EQ1) Goodness of fit: Are the causal models predicting the MI attack more accurately on unseen samples than correlational analyses?
• (EQ2) Utility: Is ETIO useful in refuting or confirming prior hypotheses? Does it provide useful insights to how MI attacks connect to generalization and how defenses work?

We study 6 MI attacks: multiple shadow model [57], 4 variations of the single shadow model [49] and threshold-based [69]. We present the results with respect to the 9 queries for two loss functions, so in total we have 18 prior work hypotheses. In addition, we study 2 practical defenses proposed in prior work. The first is L2-regularization (also known as weight decay) that was proposed as a mitigation strategy for the multiple shadow model attack [57]. It has been used as a baseline for other defenses [36]. The second defense we consider is MemGuard [22], a defense that changes the prediction vectors without changing the accuracy of the model. We choose this defense as it is effective against the attacks we also considered in this work [49, 57]. The causal models for all of the evaluated attacks and defenses are available in Appendix D.

We present details later and summarize our key findings below:

• There is no one-size-fits-all explanation for the 6 MI attacks— the factors contribute differently in different attacks.
• Our analysis refutes 7/18 prior hypothesis we formalized, and confirms 9/18 as valid.
• Our causal models have predictive accuracy of 0.90 for unobserved experiments, which are not used for causal model creation. This is comparable or better by 3–22% than simple correlational analysis between the single cause and the MI attack, in all cases we study.
• Bias and Variance observed during training can quantitatively predict both generalization measures (e.g., TestLoss, TestBias, and TestAcc) and MI attack performance, providing new insights. These factors play a disproportionately larger role in explaining MI attack performance, compared to other factors such as model complexity, dataset size, or even generalization measures themselves.
• Defenses reduce certain causes of the MI attack, but not all and not completely. They reduce the effect of variance, but fail to eliminate factors such as the train-to-test accuracy gap or the distance between members and non-members.

5.1 Experimental Setup

Datasets. We select 3 common image datasets: MNIST, CIFAR10, and CIFAR100. MNIST has 60k training and 10k testing samples of 28 \times 28 grayscale images of handwritten digits. CIFAR10 and CIFAR100 have 50k training and 10k testing samples of 32\times32 color images uniformly distributed in 10 and 100 classes, respectively.

Models. For each dataset, we train multiple models with different architectures and hyperparameters. For MNIST, we use multi-layer perceptron (MLP) with one hidden layer to build the target model. We change the number of units used in the hidden layer \((16, 32, 64, 128, 256)\) to change the width or the model complexity. For CIFAR10 and CIFAR100, we use various convolutional neural network (CNN) architectures: AlexNet, DenseNet161, and ResNet34. For changing the width, we vary the number of filters of these models. The widths considered for AlexNet were \(16, 32, 64, 128, 256\), and for DenseNet161 and ResNet34 they were \(2, 4, 8, 16, 32\).

Training Algorithms. We trained all models using stochastic gradient descent (SGD) with momentum 0.9, two weight-decay rates \(5 \times 10^{-4}, 5 \times 10^{-3}\) and two kinds of loss functions: mean squared error (MSE) and cross entropy (CE). The higher weight decay models are used to evaluate L2-regularization. We summarize the training configurations we considered in Appendix, Table 4. For the models trained with the scheduler, we used the step learning rate scheduler with the learning rate decay factor of 10 and for 200 epochs.

Variables of Interest. To estimate the variables of interest for each training setup, we follow the procedure proposed by Yang et al. [68]. Specifically, we randomly generate disjoint splits of training samples \(D = D_1 \cup \ldots \cup D_n\), where size of each \(|D_i| = s\). We train \(n\) models for each architecture width \(f_d\) over different training sets \(D_i\). For CIFAR10 and CIFAR100, we use \(n \in \{10, 50\}\) and, respectively, \(s \in \{5000, 1000\}\), while we use \(n \in \{12, 60\}\) for MNIST because MNIST has a larger training set.

Attacks. The shadow model training size is equal to the training size of the target model, i.e., either 1000 or 5000. This set forms the member set for the attack model. Additionally, an equal-sized set is used to form the non-member training set for the attack model. The evaluation set for the attack model consists of the 1000 or 5000 training samples of the target model and an equal-sized set not previously seen by either target and shadow models. For each architecture and width, we perform the attack 30 times for different samples of the datasets from the original training set \(D\). The same splits are used for all datasets and single shadow model attacks.

5.2 Predictive Power of Causal Models

To evaluate the predictive accuracy of the graphs on unseen observations, we use two metrics regularly used in evaluating Bayesian nets: 1) mean predictive correlation and 2) mean squared error (MSE). We compute these two metrics using standard cross-validation over multiple runs (20). For each run, we use a 80/20 split of the observations for the train-test sets. For each run of the cross-validation, the predictive correlation measures the (linear) correlation between the observed and the predicted values for the MI attack node.

Baseline. We use a simple baseline that can predict the accuracy of the attack: we compute the Pearson correlation between the observed values of the MI attack and the observed values of the other variables of interest we identified (Section 4.1). A high Pearson correlation (close to 1) means that there is a linear relationship perfectly describing the MI attack and the variable. If so, to predict the MI attack accuracy, measuring this one variable and learning the coefficients of the relationship from data is enough.

In total, we evaluate 24 setups for 6 attacks for models trained with two loss functions, with and without L2-regularization. For all of the attacks on both undefended and defended models, the predictive correlation is above 0.90 (Table 2). Compared to the correlation baseline, the graphs ETIO produces are consistently equal or better for all 24 setups. For 17/24 of the setups, the predictive
We confirm using our analysis that the accuracy of the multiple shadow model attack. Similarly, ATE values, there is no universal explanation: prior hypotheses often overlook the differences between NNs trained with different loss functions and the specifics of the attack. Second, because prior hypotheses do not consider the connections between the parameters of the training process and variables that naturally appear as part of SGD such as loss difference and variance, etc. In summary:

- A single causal factor does not explain all attacks. In fact, causes vary per attack and differ by the loss function used.
- (Q1, Q6) The train-to-test accuracy gap does cause the MI attack accuracy, though for MSE-trained models, the loss difference is a more suitable metric.
- (Q2) The “closeness” of the shadow model influences the MI attack accuracy, more so for CE-trained models than for MSE-trained models.
- (Q7) There are differences between the variants of the single shadow model attack, and the single shadow model with top-3 is more robust to changes in the shadow model. Model complexity is a cause for all evaluated attacks but to a very small degree in some cases.
- (Q5) We find that the variance of the outputs of the models is a cause for all of the evaluated attacks but to a very small degree in some cases.
- (Q8) Our formalized distance between the clusters of members and non-members is one of the largest causes for the single shadow model attack. Prior work overlooks the differences in the prediction vectors between the target and shadow model.
- (Q9) The threshold-based attack is influenced with varying degrees depending on the type of attack. Prior work overlooks the differences in the prediction vectors between the target and shadow model.

5.3 Testing of Prior Hypotheses

We confirm using our analysis that 9/18 of the prior work hypotheses are true (√ in Table 3). We also find 7/18 prior hypotheses do not identify a cause for the studied MI attack (∗ in Table 3). As some of the hypotheses involve more than one potential cause or they are comparing causes between attacks, we have a total of 32 ATE values, 16 for each loss function.

We refute prior hypotheses in broadly two instances. First, when there is no universal explanation: prior hypotheses often overlook the differences between NNs trained with different loss functions and the specifics of the attack. Second, because prior hypotheses do not consider the connections between the parameters of the

### Table 2: The graphs that Etio generates have consistently equal or better predictive power than simple correlations. Best Corr. stands for the Pearson correlation coefficient, and Etio Pred. stands for predictive correlation.

| Loss | Attack             | Best Corr. Variable | Best Corr. Value | Etio Pred. | Etio MSE |
|------|--------------------|---------------------|------------------|------------|----------|
| ce   | MLLeakAcc          | AccDiff             | 0.8343           | 0.9358     | 2.31E-03 |
| mse  | MLLeakAcc          | AccDiff             | 0.8621           | 0.9083     | 2.54E-03 |
| ce   | MLLeakAcc-1        | AccDiff             | 0.8495           | 0.9170     | 1.80E-03 |
| mse  | MLLeakAcc-1        | AccDiff             | 0.8675           | 0.9033     | 9.55E-05 |
| ce   | MLLeakTop3Acc      | CentroidDist        | 0.7257           | 0.9663     | 1.16E-03 |
| mse  | MLLeakTop3Acc      | CentroidDist        | 0.8959           | 0.9645     | 1.16E-03 |
| ce   | MLLeakTop3Acc-1    | CentroidDist        | 0.8743           | 0.9466     | 1.26E-03 |
| mse  | MLLeakTop3Acc-1    | AccDiff             | 0.9041           | 0.9216     | 1.14E-04 |
| ce   | ShadowAcc          | AccDiff             | 0.9166           | 0.9641     | 2.21E-03 |
| mse  | ShadowAcc          | AccDiff             | 0.8409           | 0.9579     | 1.58E-03 |
| ce   | ThreshAcc          | LossDiff            | 0.9526           | 0.9733     | 5.36E-04 |
| mse  | ThreshAcc          | LossDiff            | 0.9626           | 0.9689     | 1.61E-04 |

### Table 3: We translate the prior work hypothesis H1-H9 to ATE(FEATURE, Attack) queries. (Q2, Q5, Q7) which are made of several ATE queries, we √ only if all ATE queries support the prior hypothesis. ∗ means the p-value > 0.05 and we mark such queries with ∗.

| Attack             | Feature  | CE | MSE |
|--------------------|----------|----|-----|
| ShadowAcc          | AccDiff  | 0.30| Q1: ✓|
| ShadowAcc          | TrainVar | 0.02| 0    |
| ShadowAcc          | TestVar  | 0.94| Q2: ✓| 0.20 (+) |
| ShadowAcc          | Params   | 0.15| Q3: ✓| -0.05 |

- TrainingSize

- LossDiff

- ✓ means that all ATE queries support the hypothesis.
that affect MI attack accuracy on CE-trained models are not factors on MSE-trained models.

**Detailed Analysis.** The differences in the prediction vectors of the non-members (as measured by TestVar) has a large causal effect on the average MI attack accuracy. This validates the prior work hypothesis (Q2) that the differences in the shadow and target model affect the MI attack. For instance, for CE, the estimated ATE of TrainVar on ShadowAcc is 0.02, whereas that of TestVar is 0.94 (Table 3). We find that for the multiple shadow model attack on MSE-trained models, the number of parameters (Q3) does not show a significant influence on the ShadowAcc, but for all other attacks and loss functions, the more parameters, the higher the attack accuracy. We thus validate (Q3) as for all evaluated attacks there is a non-zero ATE value. We find that the variance of the outputs of the models is also a cause for the single shadow model attack, to various degrees depending on the type of attack. Prior work overlooks the differences in the prediction vectors between the target and shadow model. Thus, our analysis shows that (Q5) is refuted. The variance of the training algorithm influences MI attacks that take the whole prediction vector more—models tend to agree more on top-3 predictions rather than the whole prediction vector. Thus, the evaluated shadow model MI attacks that take the top-3 predictions are not as sensitive to differences between the shadow and target models’ architecture and dataset. This shows that there are differences between the variants of the single shadow model attack, refuting (Q7). More details for each attack are available in Appendix C.

We find that a small fraction of queries have low statistical significance (p-value > 0.05)—4/16 MSE-trained models and 1/16 for CE-trained models. We do not draw any conclusions for these.

### 5.4 MI attacks and Generalization

We find that **Bias** and **Variance** values have a high level of influence on both generalization measures as well as the MI attack accuracy. As expected from the bias-variance decomposition theorem, Bias and Variance values are strongly predictive of TestAcc, AccDiff, and CentroidDist values—all of these are generalization measures. Bias and Variance also have a disproportionally high influence on MI attack accuracy. Appendix C gives details; here we summarize their effect on MI attack accuracy which varies by attack.

- **Variance & MI.** The higher the variance on non-members, the higher the MI attack accuracy. The reverse is true for members: the higher the variance on members, the lower the MI attack accuracy. There is less variance on the training samples (i.e., the model learns similar prediction vectors across multiple training datasets) and there is higher variance on the test samples. Our analysis show that the larger the gap between these two, the better the MI attack accuracy. This suggests that defenses which decrease the gap between the train and test variance (like MemGuard [22]) will be effective.

- **Bias & MI.** The Bias on non-members is almost always a factor in all types of MI attacks we study. It affects MI attack accuracy through the test accuracy, which in turn affects the train-to-test accuracy gap or the distance between members and non-members. Recall that Bias is “how far” the test set predictions are from the ground truth on average. High Bias on non-members explains why MI attacks, even when not explicitly using the label information, will have a better accuracy. On members, however, the ATE value of the Bias in most cases is close to 0, i.e., it has almost no effect on MI attack accuracy—this corresponds to networks closely fitting the training set. Compared to Variance, the Bias has a larger effect, and even more so when the input features to the attack model are the top-3 predicted labels and not the whole prediction vector.

**Why do larger models leak information even if their test loss decreases?** Complex interplay of loss, variance, bias and the model size have been observed previously under different regimes (Fig.1 in [68]). When the Bias dominates, it and the testing loss decrease with increase in model size of the network, but the Variance does not linearly go down and exhibits a peak (bell-shaped curve). Our analysis shows that Variance by itself contributes to the MI attack—despite training larger models with lower loss and Bias, the Variance can improve MI attack accuracy (see Variance ATE, Appendix C).

**How does CE loss differ from MSE?** Unlike MSE, for CE we observe that the Variance dominates the loss term. The loss and the Variance exhibit a high peak as the model size increases, while the Bias keeps decreasing (unimodal curve). This explains why for CE models the Variance has a much larger impact on MI attack accuracy. After Variance peaks, as the model size increases, the loss drops to where both Bias and Variance are low. This explains why increasing model size can reduce MI attack accuracy beyond a point.

### 5.5 Utility in Explaining Defenses

We analyze the causal models for all 6 attacks for L2-regularization. For MemGuard, we evaluate the single shadow model (top-3) attack on the defended models as done in the original work. Thus we have $2 + 12 = 14$ causal graphs in total. For each case, we analyze how much the ATE for a cause differs from ATE in the corresponding causal graphs for undefended ML model.

We find that L2-regularization alleviates some causes but not all, and not in equal measure for all attacks. For instance, it majorly reduces the ATE of the variance on all of the evaluated MI attacks—even as drastically as from 0.84 to 0.16 for MLLeakAcc-1. The effect of the train-to-test accuracy gap on the ShadowAcc remains the same, but it increases for the single shadow model attacks. The ATE of the CentroidDist does not change after regularization is applied, showing that there are still exploitable signals left.

The MemGuard defense reduces the Variance significantly but many factors remain unaddressed even after the defense. For instance, the distance between members remains a factor. The ATE of the AccDiff is reduced from 0.19 to 0.08. MemGuard is more effective overall in removing causes than regularization.

More details of our analysis of defenses is in Appendix C.2.

### 6 RELATED WORK

**Generalization.** Generalization in machine learning is a fundamental topic. Several studies investigate the bias-variance decomposition in neural networks [14, 39, 68]. Yang et al. [68] explore the dependence of bias and variance to network width and depth, e.g., deeper models tend to have lower bias but higher variance. Our work connects MI attacks to such training and architectural choices. Other works propose new measures of generalization [11, 23].

**Membership Inference Attacks.** There has been a recent line of work proposing MI attacks and providing useful attack taxonomy.
Shokri et al. [57] present the first membership inference attack. They show that overfitting is correlated with their attack performance. They suggest that besides overfitting, the structure and type of the model also contribute to the privacy leakage through membership inference attacks. Several new attacks have emerged [9, 17, 27, 29–31, 34, 35, 71] and attack taxonomies [28, 65] have started to categorize them. These attacks serve as tools to evaluate the privacy risk of machine learning models through attack procedures. Our work distinguishes itself from all of these by providing a causal framework to explain why these attacks arise. Notably, our work provides a new lens into how generalization and MI attacks connect—through a systematic measurement and reasoning of bias, variance, and other stochastic variables that arise in training.

Several works have provided mechanistic explanations connecting MI attacks to generalization prior to our work. Yeom et al. [69] provide a theoretical connection between a notion of generalization called the average generalization error and a bounded-loss adversary which does not apply to training using a CE loss. They also propose a threshold-based attack which has knowledge of the loss distribution which we have also evaluated in our framework Etio. The attack assumes that the loss is normally distributed, and thus is connected to the adversary advantage in a closed-form expression. Our work shows that the assumptions made in their work may not always hold. We show that MI attack performance is linked to the average generalization error for models with MSE loss but does not always for CE loss. Subsequent work by Song et al. [62] propose a similar threshold-based attack, but on the confidences of the prediction. Nasr et al. [37] also analyze the connection between membership inference attacks and overfitting, while proposing white-box membership inference attacks. They also empirically observe the correlation of the attack performance to the model capacity. Song et al. [61] evaluate membership inference attacks against adversarially robust models and point out that these models have a larger train-to-test accuracy gap when considering adversarial examples. Our work shows that other factors beyond the train-to-test accuracy gap contribute to the privacy leakage.

Causality. Causality is an active area of research with recent advances improving learning of causal models [24, 53], as well as better inference procedures [21, 26]. While extensively applied in sciences [4, 15, 18, 33, 64], causality has only been recently connected to privacy [63, 66]. In our work, we introduce the causal lens to understand MI and generalization. Since our proposed methodology is synergistic, combining learning with domain knowledge, we can benefit from such advances to improve our causal models and analysis. In addition to learning and inference, methods to test the causal assumptions have also been proposed such as sensitivity analysis [45, 47] and simulated dataset-approach [38]. Again, our approach can leverage such tests for the constructed causal models.

7 CONCLUSION

We have proposed the first use of causal graphs to capture how stochastic factors—such as bias, variance, model size, data set size, loss values, and so on—causally interact to give rise to MI attacks, providing a new connection between these attacks and generalization. We hope this framework helps formally re-analyze statistical conclusions and pinpoint root causes more accurately.
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