A Geometrical Method for the Smoluchowski Equation on the Sphere
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A study of the diffusion of a passive Brownian particle on the surface of a sphere and subject to the effects of an external potential, coupled linearly to the probability density of the particle’s position, is presented through a numerical algorithm devised to simulate the trajectories of an ensemble of Brownian particles. The algorithm is based on elementary geometry and practically only algebraic operations are used, which makes the algorithm efficient and simple, and converges, in the weak sense, to the solutions of the Smoluchowski equation on the sphere. Our findings show that the global effects of curvature are taken into account in both the time dependent and stationary processes.
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I. INTRODUCTION

The diffusion of a tracer particle on the surface of a two-dimensional sphere has served as a simple model to describe many processes observed in nature. On the one hand, such a tracer might correspond to the tip of a vector performing random rotations, where the vector may represent the spin of a molecule, the axis of a rigid body or the direction of motion of a swimming bacteria. On the other, it describes the random motion of particles on the surface of a sphere. In this context, relevant to biophysics, it approximately describes the motion of certain proteins or phospholipids (PIP2 [1, 2]), on the cell membrane, which are crucial messengers in cell signaling [3, 4].

While the mathematical framework that approaches the isotropic rotations of a rigid-body orientation has been developed [5–13], the Brownian motion of a particle on the surface of a sphere has been analyzed as an extension to general manifolds [14–16] of the theory of translational Brownian motion in Euclidean spaces and, at the turn of the 21st century, the improvement on single-particle tracking methods triggered a resurgence of studies on the sphere to investigate the transport processes associated has recently been pointed out [21–23]. A much less investigated case corresponds to that one when the motion is under the influence of external forces. This would be the situation, for instance, when the orientational dynamics of the swimming direction of a bacteria are subject to chemotaxis [24] or when the rotational Brownian motion is anisotropic [25].

The general framework to describe Brownian motion constrained to the two-dimensional sphere of radius $r$, denoted by $S^2_r$, that is, under a holonomic constraint, is based on the Fokker-Planck equation and has been presented in Refs. [16–18]. In few words, one starts from a formulation of the Fokker-Planck equation in Cartesian coordinates $x^k$ ($k = 1, 2, 3$). This is transformed by choosing an appropriate coordinates system (see Appendix A), that allows for the implementation of the constraint. In Cartesian coordinates, the probability density $P(x^k, t)$ of finding a particle at the coordinates $x^k$ at time $t$ satisfies the Fokker-Planck equation

$$[P]_{,t} = -[A^k P]_{,k} + \frac{1}{2} [B^{kl} P]_{,kl},$$

where $A^k$ plays the role of the $k$-th component of a velocity field generated by a force field in the overdamped limit and $B^{kl} = D \delta^{kl}$ denotes the diffusion tensor with $D$ the diffusion constant. $[,]_{,k}$ and $[,]_{,kl}$ denote $\frac{\partial}{\partial x^k}$ and $\frac{\partial^2}{\partial x^k \partial x^l}$, respectively, and Einstein’s summation convention must be understood on repeated indexes. The particle motion is constrained to $S^2_r$ of radius $r$ by requiring that at each instant $x^k x_k = r^2$. Such a constraint is naturally implemented by the use of spherical coordinates: $(x, y, z) \rightarrow (r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta)$, which induces the transformation $P(x^k, t) dx^1 dx^2 dx^3 = r^2 \sin \theta P(\theta, \phi, t) dr d\theta d\phi$ and under the constriction we get...
In the stationary regime. In contrast to the solution of equation (2). We validate the algorithm by computing the numerical algorithm that we designed to tackle the particle motion on the sphere surface, and describe its essence, but only elementary geometry. For instance, it modifies the ‘hopping’ rate over the potential barriers depending on the particular latitude on the sphere. Indeed, above the equator, the extra ‘push’ is toward the north pole, proportional to the diffusion coefficient. Similarly, below the equator, the extra ‘push’ is toward the south pole. So, curvature will manifest (indirectly) in these kind of physical measurements; for example, if a chemical reaction depends on a potential energy function, the reaction rate will depend on the curvature of the ambient space in which the reaction is taking place.

Exact analytical solutions for (2) are seldom available, except for the case of free diffusion ($A^0 = 0$), this is why it is important to count on validated numerical methods either to solve it explicitly or implicitly by simulations of such solutions. This becomes relevant especially in the context of applications. In this work, we devise a numerical algorithm to generate ensemble trajectories of Brownian particles under the effects of an external field, which properly samples the conditional probability density $P(\theta, \phi, t | \theta_0, \phi_0, t_0)$, solution of equation (2). We validate the algorithm by comparing its predictions against analytical results in two different scenarios: one considering the time evolution, the other in the stationary regime. In contrast to the algorithm presented in [22], our algorithm is based on the projection over the spherical surface, after a proper rescale of the Brownian step computed on the tangent plane. These two steps, rescaling and projecting, implement in an exact manner the constriction that maintains the particle motion on the sphere surface, and describe equivalently the diffusion process that underlies equation (2). Furthermore, there are two main advantages of this method. Firstly, we avoid the implementation of rotations so we avoid as many trigonometric evaluations as possible; secondly, there is no need of prior knowledge of Riemannian geometry or stochastic calculus to understand its essence, but only elementary geometry.

The paper is organized as follows: in section II we derive the numerical algorithm that we designed to tackle the problems just defined mathematically in this section. In section III we present our concluding remarks and leave to appendix A within the appendices, a brief deduction of the transformation rules for the elements of the Fokker-Planck equation that justifies equation (2).

II. THE NUMERICAL METHOD

We present a numerical algorithm that generates an ensemble of trajectories of non-interacting Brownian particles that diffuse on the surface of the sphere $S^2$, in the overdamped limit, and under the effects of an arbitrary external potential. The algorithm is implemented in three dimensions without making use of the standard, but sometimes singular, Langevin-like evolution equations of the spherical angles $\theta$ and $\phi$.

The instantaneous particle’s position at time $t$, with respect to the sphere center, is denoted with $r(t) = r_n(t)$ with $\hat{n} = (\sin \theta(t) \cos \phi(t), \sin \theta(t) \sin \phi(t), \cos \theta(t)) \in \mathbb{R}^3$. At this point on the surface, the tangent plane $T_{r(t)}S^2$ is used to approximate the particle position after a time interval $dt$ namely, $r(t + dt) = r(t) + d\hat{r}(t)$, i.e. the new approximated particle position is computed locally by calculating the net change $d\hat{r}(t) = d\hat{r}_n(t) + d\hat{r}_f(t)$, where $d\hat{r}_n(t)$ is the change due to the effects of noise, and $d\hat{r}_f(t)$ the change caused by all of the forces on the particle as is shown schematically in figure [4].

The noisy term $d\hat{r}_n(t)$ is computed by generating two pseudo-random numbers: one normally distributed using the Mersenne Twister method, and the other uniformly distributed in $[0, 2\pi]$. In the finite time interval $\Delta t$ we have that

$$d\hat{r}_n = \sqrt{4D\Delta t} |W| \left(\cos [\Psi] \xi_2 + \sin [\Psi] \xi_3\right),$$

(3a)

where $W$ is a random variate drawn from the normal distribution, $N(0, 1)$, with vanishing mean and variance 1, $D$ being the diffusion coefficient. $\Psi$ is a uniformly random variate in $[0, 2\pi]$ if we take the absolute value of $W$, or in $[0, \pi]$ if we let $W$ take on negative values as well. These are two equivalent ways to generate a two-dimensional normal distribution on the tangent planes to the sphere. $\xi_2$ and $\xi_3$ form a orthonormal basis for $T_{r(t)}S^2$, which due to the statistical nature of $\Psi$, we can chose arbitrarily (this is how we employed it in the case of free diffusion on the sphere, see the code in the Github site [23]). $d\hat{r}_f(t)$ on the other hand, is computed simply by projecting the deterministic forces (following D’Alambert’s principle) onto $T_{r(t)}S^2$ and updating using the Euler method, namely

$$d\hat{r}_f = \zeta^{-1} \Delta t \left[A^\theta \dot{\theta}(t) + A^\phi \dot{\phi}_\theta(t)\right],$$

(3b)

where $A^\theta$ and $A^\phi$ are the components of the deterministic forces along the directions given by the unit vectors...
the dynamics, i.e.,

\[ r_n(t + \Delta t) = \prod_{TS^2_{r(t)} \rightarrow S^2} \left[ r(t) + r \tan \left( \|dr_f\|/r \right) \, dr_f \right]. \]

(5)

The method is of first order in \( \Delta t \) in the context of stochastic differential equations, however it could be possible to develop an analogous form of the *Milstein’s method* [30], which is based on an Itô-Taylor expansion. Some of these topics are discussed in [31].

In the absence of external forces, the vector

\[ \prod_{TS^2_{r(t)} \rightarrow S^2} \left[ r(t) + r \tan \left( \|dr_n\|/r \right) \, dr_n \right], \]

(6)

is the one that takes into consideration the particle’s Brownian motion on the sphere, where \( dr_n \) is given in equation (3a). As such, and as our numerical analysis shows afterwards, the underlying geometry of this updating rule sheds light over the geometric meaning of the three terms proportional to \( D \) in the Smoluchowski equation (2), since these same terms fully describe the diffusive aspects of Brownian motion on the sphere. We want to emphasize that our algebraic scheme, the combination of scaling and projecting after updating in the tangent plane, is equivalent to the exact updating rotation of \( r(t) \) and therefore no additional systematic error is introduced in such procedure (see [29]).

### III. RESULTS

In this section, we compare the results obtained from an statistical analysis based on an ensemble of trajectories that start at \( \theta(t = 0) = 0 \) (north pole) computed from the algorithm described in the last section. Firstly, we perform a comparison in the context of free diffusion on \( S^2 \), for which an analytic solution for the marginal probability distribution \( \tilde{P}(\theta, t|0, 0) = 2\pi\tilde{P}(\theta, \phi, t|0, 0, 0) \) is available at all times, namely [32–34].

\[ \tilde{P}(\theta, t|0, 0) = \sum_{n=0}^{\infty} \frac{2n + 1}{2\pi r^2} P_n(\cos \theta)e^{-n(n+1)D t/r^2} \sin \theta, \]

(7)

where the spherical addition theorem [35] is used to write the sum of the product of spherical harmonics as a Legendre polynomial \( P_n(\cos \theta) \). We focus on the standard parameters that characterize the particle diffusion, namely, the mean square displacement and the position autocorrelation function \( \langle \hat{n}(t) \cdot \hat{n}(0) \rangle = \langle \cos \theta(t) \rangle = \langle P_1(\theta) \rangle \). Furthermore, we calculate the complete histogram of the particle positions and the mean value of the polar angle, \( \langle \theta \rangle \).

Although the quantities of interest have an analytical expression obtained from the solution (7) of the Fokker-Planck equation (2) in the absence of external fields, only
the position autocorrelation function can be written in a closed form, namely

$$\langle \hat{n}(t) \cdot \hat{n}(0) \rangle = \exp \left[ -2Dt/r^2 \right].$$  

(8)

For the calculation of the mean polar angle \( \langle \theta(t) \rangle = \int_0^\theta d\theta \theta \mathcal{P}(\theta, t|0, 0) \) and the mean square displacement \( \langle r^2(t) \rangle \) (which under the initial conditions coincides with \( \langle \theta^2(t) \rangle = \int_0^\theta d\theta \theta^2 \mathcal{P}(\theta, t|0, 0) \)) we used a numerical evaluation of the involved integrals using (7).

Afterwards, we use our numerical algorithm to analyze the of diffusion of particles on \( S^2 \) in the presence of an external field which in general can be expanded in the spherical harmonics \( Y_m^l(\theta, \phi) \). For the sake of a clear analysis, we consider an external potential \( U_\lambda \) that depends only on \( \cos \theta \) (or equivalently that depends only on the quantity \( z/(x^2 + y^2 + z^2)^{1/2} \), thus focusing on the cases with azimuthal symmetry. \( \lambda \) denotes the external potential strength whose physical dimensions are of energy. In such a case we have that the components of the force field in spherical coordinates are given by

$$A^\lambda_\phi = \frac{1}{r} U_\lambda'(\cos \theta) \cos \theta \sin \theta \cos \phi, \quad (9a)$$

$$A^\lambda_\theta = \frac{1}{r} U_\lambda'(\cos \theta) \cos \theta \sin \theta \sin \phi, \quad (9b)$$

where \( U_\lambda'(w) = \frac{d}{dw} U_\lambda(w) \). Thus we get \( A_\lambda^\phi = 0 \). Likewise,

$$A^\lambda_\theta = -\frac{1}{r} U_\lambda' \left( \cos \theta \right) \sin^2 \theta, \quad (9c)$$

and therefore (see Appendix A)

$$A^\lambda_\phi = \frac{1}{r} U_\lambda' \left( \cos \theta \right) \sin \theta. \quad (9d)$$

That being so, \( U_\lambda(\theta) \) can be expanded in the Legendre polynomials \( P_l(\cos \theta) \). We chose three specific cases for \( U_\lambda(\theta) \), namely

$$U_\lambda(\theta) = \lambda Y_1^0(\theta, \phi) = \lambda \sqrt{\frac{3}{4\pi}} \cos \theta, \quad (10a)$$

$$U_\lambda(\theta) = -\lambda Y_2^0(\theta, \phi) = \lambda \sqrt{\frac{5}{16\pi}} \left(1 - 3 \cos^2 \theta \right), \quad (10b)$$

$$U_\lambda(\theta) = -\lambda Y_3^0(\theta, \phi) = \lambda \sqrt{\frac{7}{16\pi}} \cos \theta \left(3 - 5 \cos^2 \theta \right), \quad (10c)$$

which are depicted in figure 2. The (minus) sign in (10b) and (10c) is chosen in order to have a potential with local minima at \( \theta = 0, \pi \) and one local maximum at \( \theta = \pi/2 \) in the first case. For the second case, we have a local minimum at \( \theta = 0 \) and a maximum at \( \theta = \pi/2 \) separated by a local minimum at \( \theta = \arccos \left(1/\sqrt{5}\right) \).

As has been pointed out before, there are no available analytical solutions to the time dependent problem, but there are for the stationary solutions. The solution corresponding to (10c) cannot be expressed in terms of elementary functions, so we will evaluate it numerically. We use as the characteristic length the radius of the sphere, such that when combined with the diffusion coefficient it defines the time scale \( \tau = r^2/D \). Except when stated otherwise, we have used \( D = 0.1, \lambda = 2.24, \) and \( \Delta t = \ln 2 \times 10^{-3} \tau \) for the time step.

A. Free diffusion

In this section we show the results obtained from our devised numerical algorithm of the time evolution of ensembles of independent particles that start at the north pole. Firstly, in figure 3 we compare the distribution of the particles positions on the sphere (in this case characterized simply by the polar angle \( \theta \) and marked with the shaded bars in figure 3) with the analytical solution of the diffusion equation on the sphere given by equation (7) (solid-lines). As can be appreciated, the agreement between theoretical and numerical results is remarkable at all the times chosen. This agreement is even better than those found in [21] and in [36]. We have also compared the position autocorrelation function calculated from the position histograms as

$$\langle \hat{n}(t_k) \cdot \hat{n}(0) \rangle = \frac{1}{N} \sum_{i=0}^{N} \hat{n}_i(t_k) \cdot \hat{n}_i(0), \quad (11)$$

\( N \) being the number of particles in the ensemble, with the analytical formula (3). The agreement in this quantity is a consequence of the agreement in the position distributions (see inset in figure 3).

Secondly, we compare the first two moments of the position distribution computed from the ensemble of trajectories obtained from our numerical algorithm, \( \langle \theta(t) \rangle \), \( \langle \theta^2(t) \rangle \), with those computed from the solution (7). The comparison is shown in figure 4, where a good agreement can be noticed during the transition from the initial configuration to the stationary regime. Such agreement is reassured in the case of \( \langle \theta^2(t) \rangle \) for which analytical formulas to compare with are known in the short- and long-time regimes. These known results have made evident
FIG. 3. Comparison between the (normalized) histogram of the theta variable $\theta$ obtained from the ensemble of $10^4$ trajectories calculated with our numerical algorithm (shaded-color bars), and the probability density $P(\theta,t|0,0)$ given by Eq. (7) (solid lines), at different times. (Inset) Comparison between the time dependence of the autorcorrelation function $C(t)$ (solid line) and the corresponding one computed from the ensemble of trajectories (blue dots).

where the behavior of diffusion on two dimensional curved space ($S^2$) diverges from the one of diffusion on two dimensional flat space ($R^2$). These asymptotic results can be found in [21, 37, 38] and in references therein. Explicitly, in the short-time regime, diffusion in either space must agree and (we quote the asymptotic formula)

$$\langle \theta^2(t) \rangle = 4Dt - \frac{2}{3}R_g(Dt)^2 - \frac{2}{45}R_g^3(Dt) - \cdots,$$

(12)

where $R_g/2 = 1/r^2$ is the ‘Gaussian curvature’. In the long-time regime we have

$$\langle \theta^2(t) \rangle = \frac{\pi^2}{2} - \frac{4}{2} \left( 1 - \frac{3\pi^2}{4\pi^2 - 16} e^{-2Dt/r^2} - \cdots \right).$$

(13)

In figure 4, we compare our numerical results against equations (12) and (13), as well as against the numerical integration of the analytical solution in the intermediate region.

FIG. 4. The time dependence of $\langle \theta(t) \rangle$ (top panel), computed from the ensemble of trajectories generated with our numerical prescription (blue dots), compared with the corresponding time dependence computed by use Eq. (7) (solid line). The dash-dotted line marks the value in the stationary regime $\pi/2$. Also, the comparison of the time dependence $\langle \theta^2(t) \rangle$ with both methods is shown in the bottom panel. The dashed line marks the short-time dependence, while the dash-dotted line marks the stationary regime.

At the intermediate times to compare with, however this is possible to do in the stationary regime.

We start from the stationary distribution $P_0^{st}(\theta,\phi) = \sin \theta/4\pi$ that corresponds to the stationary distribution of the positions of freely diffusing particles on the sphere. Suddenly, the external field $U_\lambda(\theta)$ is turned on at time $t = 0$, that is, the process is described as a ‘quenched’ dynamics induced by the time dependent external potential

$$U_\lambda(\theta, t) = \begin{cases} 0 & t < 0, \\ U_\lambda(\theta) & t \geq 0. \end{cases}$$

(14)

This sudden change perturbs the stationary dynamics and induces a response that drives the system into a new stationary regime. If the amplitude of the change is of the order of thermal fluctuations the response dynamics occurs in the linear regime [39]. Indeed, we are tacitly assuming that the time evolution of $P(\theta,\phi,t)$ is driven linearly by $A^\alpha$. Naturally, once the field is on, the dynamics from the initial distribution $P_0^{st}(\theta,\phi)$ occur out of equilibrium and the system will relax to a new equilibrium distribution determined by the external field. A transition between these two equilibrium distributions is then observed. In this work, our principal concern is not
with this rate of approaching to equilibrium, but rather with the geometric effects of the ambient space.

After a transient relaxation, a stationary regime is reached. We show in this section that the stationary histograms obtained from our numerical algorithm agree remarkably well with stationary distributions $P_{\text{st}}(\theta, \phi)$, which are solutions of the Smoluchowski equation [2]. Due to the azimuthal symmetry the stationary distribution depends only on the polar angle $\theta$ and is given by (see Appendix B)

$$P_{\text{st}}(\theta, \phi) = \frac{N}{2\pi} \sin \theta \exp \left\{ \frac{\zeta^2}{k_B T} \int_0^\theta d\theta' A_\lambda^\theta \right\}, \quad (15)$$

where we have used the Einstein relation $D\zeta = k_B T$.

After use of equation (9d) it can be written as

$$P_{\text{st}}(\theta, \phi) = \frac{N}{2\pi} \sin \theta \exp \left\{ -\frac{U_\lambda(\cos \theta)}{k_B T} \right\}, \quad (16)$$

where the $N$ is the normalizing constant. In particular, for the external fields used in this work, the corresponding stationary solutions are

$$P_{\text{st}}(\theta, \phi) = \frac{\lambda'}{4\pi k_B T \sinh(\lambda' k_B T)} \exp \left\{-\frac{\lambda' \cos \theta}{k_B T} \right\}, \quad (17a)$$

$$P_{\text{st}}(\theta, \phi) = \sqrt{\frac{3\lambda'}{\pi k_B T \text{Erfi}\left(\frac{3\lambda'}{2k_B T}\right)}} \sin \theta \exp \left\{ -\frac{3\lambda' \cos^2 \theta}{k_B T} \right\}, \quad (17b)$$

where the new potential-strength factors, $\lambda'$, absorb the numerical factors that come with the spherical harmonics in the right-hand side of equation (10). Notice that equation (16) cannot be evaluated in terms of elementary functions when $U_\lambda(\theta)$ is given by equation (10c), thus is evaluated numerically.

In figures 5-7 the transition of the initial distribution $P'_{\text{st}}(\theta, \phi)$ (marked with the dashed-green line) towards the stationary distribution $P_{\text{st}}(\theta, \phi)$ (solid-black line) is shown for an ensemble of $10^4$ trajectories computed from our numerical algorithm. figure 5 corresponds to the potential $U_{\lambda Y_2}^\theta(\theta, \phi)$. The initial distribution (taken as explained in the main text) is indicated by a dashed green line. The corresponding stationary distribution (17a) is marked with a solid black line. Bottom panel.- The positions of $10^4$ Brownian particles on the sphere are shown at times $t = 0.35, 0.69, 1.39,$ and $3.74$, from top to bottom and from left to right. The position are obtained from our numerical algorithm and correspond to the histogram shown in the top panel. To see the animation of the complete evolution, as well as the code in Python see the complementary material of this work in GitHub [28].

FIG. 5. Top panel.- Histograms of $\theta$ at times $t = 0.00, 0.62, 1.25, 1.87, 2.50, 3.12,$ and $3.74$ obtained from an ensemble of $10^4$ trajectories generated with numerical prescription (shaded-color bars) for the potential (10a) $U_{\lambda Y_2}^\theta(\theta, \phi)$.

$P_{\text{st}}(\theta, \phi) = \frac{N}{2\pi} \sin \theta \exp \left\{ -\frac{U_\lambda(\cos \theta)}{k_B T} \right\}$

The third potential considered in our analysis (10c), namely, $U_\lambda(\theta) = \lambda Y_3^\theta(\theta, \phi)$, has two minima: one corre-
FIG. 6. Histograms of $\theta$, from the initial distribution (dashed-green line), to nearly the stationary state when the interaction is given by (10b), for five different instances of time $t = 0.00, 0.07, 0.14, 0.21, 0.28, 0.35$, and $0.42$. Analytical solution (17) (histogram in purple) to the stationary Fokker-Planck equation against our numerical results, for the interaction given in (10c). This is a metastable configuration. The true stationary state can be reached if instead of starting from a uniform initial distribution $P(\theta,0) = 1/2 \sin \theta$, we start from an infinitely concentrated distribution in the North pole $\delta(\theta_0)$.

We further analyze the effects of the external potentials on the diffusion of Brownian particles on the sphere, by computing the mean position $\langle \theta(t) \rangle$, the distribution variance $\text{Var}[\theta(t)]$ (both shown in the top panel of figure 8) and the position autocorrelation function (11) (shown in the lower panel of the same figure). The numerical calculations for the latter case were carried out for an ensemble of $1.7 \times 10^5$ Brownian particles.

The relaxation rate towards the stationary distribution strongly depends on the ratio $\lambda/k_B T$ and on the initial distribution if the external potential has metastable states. For $\lambda/k_B T \ll 1$, the stationary distribution $P_{st}(\theta,\phi)$ is close to $\sin \theta/4\pi$ and a fast relaxation is expected. In contrast, $P_{st}(\theta,\phi)$ is determined by the minima of $U_\lambda(\theta)$ if $\lambda/k_B T \gg 1$ and the relaxation towards the stationary distribution depends on the initial distribution. Indeed, the transition rate towards the stationary distribution is exponentially small $\exp\{-\text{const}/D\}$ if the particles has to overcome an energy barrier to reach the minimum of the potential.

C. Stability of Stationary states

Samples of sizes $N_{samp} = 10^6, 10^7, 10^8$ and $10^9$, for $\theta$ in the stationary regime were generated from our numerical algorithm with integration step sizes $dt = 0.001\tau$, $0.01\tau$, $0.1\tau$, in the cases of free diffusion and under the influence of the external potentials.
FIG. 8. (Top) Mean and variance (inset figure), of the θ coordinate in the ensemble of Brownian particles, as function of time for the three different potentials in Eqs. (10). From this graph it can be appreciated that the relaxation time depends on the initial distribution and the particular field. (Bottom) The autocorrelation functions for the free diffusion and the three interactions. We calculate these using an average over $N$ trajectories at times $t_n = t_0 + n \tau$, with $n = 1, \ldots, M$; $t_0$ is a large enough chosen time that it guarantees that sampling occurs in the stationary regime ($2 \tau$ in the cases considered), and $\tau = r^2/D$ is the characteristic time scale. From these data, mean values of the quantity $f[\theta]$ are computed as

$$ f(t) \equiv \frac{1}{N \cdot M} \sum_{i=1}^{N} \sum_{n=1}^{M} f[\theta_{i,n}], $$

where $\theta_{i,n}$ denotes the value of theta in the $i$-th trajectory at time $t_n$.

The absolute error of $\bar{f}(t)$ with respect the equilibrium value,

$$ \langle f \rangle_{\text{eq}} = \int_0^{2\pi} d\phi \int_0^{\pi} d\theta f(\theta) T_{st}(\theta, \phi), $$

computed from the exact stationary distribution given in [(16)], is given by

$$ \Delta f = |\bar{f}(t) - \langle f \rangle_{\text{eq}}|. $$

The absolute error for the firsts four moments of $T_{st}(\theta, \phi)$, namely $\Delta \theta$, $\Delta \theta^2$, $\Delta \theta^3$ and $\Delta \theta^4$ is presented in table I for the case of free diffusion, and in table II of diffusion under the influence of the external potential [(10b)].

As expected, for smaller integration step sizes, the error is rather sensible to sample sizes as is observed in
the first four moments considered for \( dt = 0.001 \). It can also be noticed that for a chosen integration step size, the error diminishes as the sample size gets large. This trend, however, seems to stop at sample sizes between \( 10^6 - 10^9 \), thus sample size does not play an important role in error for large enough samples. This effect is observed even earlier for high moments, for instance, no improvement of the error is found in the fourth moment served even earlier for high moments, for instance, no trend, however, seems to stops at sample sizes between the error diminishes as the sample size gets large. This results, we conclude that this analysis gives a measure the intrinsic error of our numerical algorithm.

Finally, the tolerated error that we may allow ourselves from a given numerical method depends on the particular problem under consideration. Indeed, more exact results might be generated at the expense of more demanding computational power. The analysis presented here might serve to have a starting point to see whether the numerical algorithm may be feasible for a particular problem with a specific associated tolerance.

### IV. SUMMARY AND CONCLUDING REMARKS

In this paper, we presented a numerical algorithm to generate the trajectories of Brownian particles diffusing on the surface of the two-dimensional sphere. The algorithm implemented is based on three-dimensional geometry, thus avoiding the complications introduced by the interpretation of the multiplicative Gaussian-white noise involved in the corresponding stochastic differential equation, and takes into account the effects of an external potential. Our numerical method is weakley convergent, that is, it statistically converges to the solution of the Smoluchowski equation (2).

The algorithm was validated in two scenarios: First, in the absence of external potential, by computing the time dependence histogram of the polar angle, as well as the first two moments, and the time correlation function of the particle positions, from an ensemble of trajectories generated by our algorithm. We observed an excellent agreement at all times between our results and the corresponding quantities obtained from the solution to the diffusion equation on the sphere (7). Second, in the presence of an external potential, for which we calculated the stationary probability distribution when the external potential depends only on \( \cos \theta \). Again, excellent agreement was found between our numerical results and those given by the stationary solutions of the Smoluchowski equation (2) for three different potentials. In addition, we have also calculated the time correlation of the particle positions for each of these three potentials. Although no analytical solution are available to our knowledge, the traits of correctness are observed. Although we have considered simple potentials, our algorithm can be applied to an arbitrary but physically motivated potential.

An alternative to our numerical algorithm might consider either the numerical integration of the differential stochastic equations that determine the time evolution of \( \theta(t) \), \( \varphi(t) \) or the numerical solution of the Smoluchowski equation (2). However, in any case, this procedure requires to deal with singular terms that diverge at the poles. Although this can be solved by changing from one set of coordinates (chart) to another one, this is however, computationally time consuming.
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### Appendix A: Transformation of the Fokker-Planck equation

The Fokker-Planck equation in Cartesian coordinates is

\[
[P]_{st} = -[A^k P]_{sk} + \frac{1}{2}[B^{kl} P]_{kl}
\]  \tag{A1}

If we make a coordinate transformation \( x^i \to \eta^\alpha \) the chain rule implies that this equation transforms accordingly

\[
[P]_{st} = -[A^k P]_{,\alpha} \Lambda^\alpha_k
+ \frac{1}{2} \left\{ B^{kl} P]_{,\alpha\beta} \Lambda^\alpha_k \Lambda^\beta_l + [B^{kl} P]_{,\alpha} \Lambda^\alpha_k \right\}
\]  \tag{A2}

However, the conditional probability density transforms as \( \bar{P} = JP \) where \( J \) is the determinant of the Jacobian matrix. We would like to rewrite this equation in terms of \( \bar{P} \). For this purpose we need some elementary results from linear algebra. We know that the Jacobian matrix \( \Lambda^\alpha_k = \partial \eta^\alpha / \partial x^k \) and its inverse \( \Lambda^\beta_j = \partial x^j / \partial \eta^\beta \), satisfy

\[
\Lambda^\alpha_k \Lambda^\beta_j = \delta^\alpha_j
\]  \tag{A3}

so if \( C^j_\alpha \) is the cofactor associated with the term \( \Lambda^j_\alpha \), then this is given by

\[
C^\alpha_j = J^\prime \Lambda^\alpha_j
\]  \tag{A4}

where \( J^\prime \) is the Jacobian determinant of the inverse matrix \( \Lambda^\alpha_j \). Using this relation we can express the determinant derivative with respect the elements \( \Lambda^\alpha_j \), in the following manner

\[
J^\prime \Lambda^\alpha_j = C^j_\alpha = J^\prime \Lambda^\alpha_j.
\]  \tag{A5}

Now we observe that the partial derivatives of the Jacobian determinant can be related to the components of the Jacobian matrix

\[
-J^{-1} J^\prime = -[\ln J]_{,i} = [\ln J^\prime]_{,i} = J^{-1} J^\prime_{,i} = J^{-1} J^\prime_{,j} \Lambda^\alpha_j \Lambda^\alpha_i
= \Lambda^\alpha_j [\Lambda^\alpha_i]_{,i} = \Lambda^\alpha_j [\Lambda^\alpha_i]_{,j} = \Lambda^\alpha_j \Lambda^\alpha_i.
\]
Then we can express the derivatives with respect the old coordinates $x^i$, as functions of the new coordinates $x'^\alpha$ in the following manner

$$[\cdot]_{i\alpha} = \Lambda^\alpha_{i\beta} \cdot [\cdot]_{\beta\alpha} - \Lambda^\alpha_{i\alpha} + J^{-1} J_{i\alpha} \cdot .$$

(A6)

Furthermore, it always holds

$$[\cdot]_{i\alpha} = J^{-1} J_{j\alpha} - J^{-1} J_{i\alpha} \cdot ,$$

(A7)

using the relation (A6) we obtain a central result

$$[\cdot]_{i\alpha} = J^{-1} [\Lambda^\alpha_{j\beta}]_{\alpha\beta} .$$

(A8)

Compounded twice

$$[\cdot]_{ij} = J^{-1} [\Lambda^\alpha_{j\beta} J_{i\alpha}]_{\alpha\beta} - J^{-1} [\Lambda^\alpha_{j\alpha} J_{i\beta}]_{\alpha\beta} = J^{-1} \left\{ [\Lambda^\alpha_{j\beta}]_{\alpha\beta} \Lambda^\beta_{i\beta} J_{i\alpha} + [\Lambda^\alpha_{j\beta}]_{\alpha\beta} \Lambda^\beta_{i\alpha} J_{i\beta} \right\} .$$

But at the same time

$$J^{-1} [\Lambda^\alpha_{j\beta} J_{i\alpha}]_{\alpha\beta} - J^{-1} [\Lambda^\alpha_{j\alpha} J_{i\beta}]_{\alpha\beta} = J^{-1} \left\{ [\Lambda^\alpha_{j\beta}]_{\alpha\beta} \Lambda^\beta_{i\beta} J_{i\alpha} + [\Lambda^\alpha_{j\beta}]_{\alpha\beta} \Lambda^\beta_{i\alpha} J_{i\beta} \right\} .$$

Therefore

$$[\cdot]_{ij} = J^{-1} [\Lambda^\alpha_{j\beta} J_{i\alpha}]_{\alpha\beta} - J^{-1} [\Lambda^\alpha_{j\alpha} J_{i\beta}]_{\alpha\beta} .$$

(A9)

Using (A8) and (A9) in the Fokker-Planck equation (A1)

$$[\mathcal{P}]_{ij} = -J^{-1} [\Lambda^\alpha_{j\beta} A^i \mathcal{P}]_{\alpha\beta} + \frac{1}{2} J^{-1} [\Lambda^\alpha_{j\beta} B^{ij} \mathcal{P}]_{\alpha\beta} - \frac{1}{2} J^{-1} [\Lambda^\alpha_{j\alpha} B^{ij} \mathcal{P}]_{\alpha\beta} .$$

(A10)

What allow us to write, if we gather the first derivatives in the same term, the Fokker-Planck in the new coordinates as

$$[\mathcal{P}]_{ij} = -[A^\alpha \mathcal{P}]_{\alpha\beta} + \frac{1}{2} [B^{\alpha\beta} \mathcal{P}]_{\alpha\beta} .$$

(A11)

This implies the following transformation law for the elements of the Fokker-Planck, in terms of the elements described in the old coordinates $x'$,

$$\mathcal{P} = PJ = P(\eta^\alpha, t|\eta_0^\alpha, t_0) \det \Lambda^i_{ij} ,$$

(A12)

$$A^\alpha = \Lambda^\alpha_{ij} A^i + \frac{1}{2} \Lambda^\alpha_{ij} B^{ij} ,$$

(A13)

$$B^{\alpha\beta} = \Lambda^\alpha_{i\beta} D^{ij} \cdot$$

(A14)

Just the diffusion matrix $B^{ij}$, transforms as a (second rank) tensor; the drift vector $A^k$ and the conditional probability density $P$, do not transform as tensors.

**Appendix B: Stationary states on $S^2$**

In this section we deduce the stationary solutions of the Fokker-Planck equation. The procedure is discussed in [10] or in [11]. The existence of the stationary solution $\mathcal{P}_{st}$ solution can guaranteed when the conditions of detailed balance are met. In those cases we can get an explicit solution

$$0 = -(D^\alpha \mathcal{P}_{st})_{\alpha\beta} + \frac{1}{2} (B^{\alpha\beta} \mathcal{P}_{st})_{\alpha\beta} ,$$

(B1)

in which $\mathcal{P}_{st}(\eta) = \int P(\eta, t|\eta_0, t_0) d\eta$. The drift $D^\alpha$ in (B1) as is explained in [10] is defined as $D^\alpha := 2^{-1} [A^\alpha + A^\alpha]^*$, which is the reversible part of the drift [12], but in the cases with which we deal with, it coincides with $A^\alpha$ itself because it is invariant with respect to time inversion (velocities and magnetic fields are not). If we take

$$\mathcal{P}_{st}(\eta) = N \exp [-U^\alpha_\eta(\eta)] ,$$

(B2)

$N$ being a normalization constant, and $U^\alpha_\eta$ plays the role of a generalized thermodynamic potential; these functions are defined even far from thermal equilibrium like in a laser. If we substitute Eq. (B2) in Eq. (B1), we obtain

$$D^\alpha N \exp [-U^\alpha_\eta(\eta)] - \frac{1}{2} B^{\alpha\beta} \cdot N \exp [-U^\alpha_\eta(\eta)] = - \frac{1}{2} B^{\alpha\beta} U^\alpha_\eta \cdot N \exp [-U^\alpha_\eta(\eta)] .$$

If the matrix $B^{\alpha\beta}$ has an inverse, that we denote by $(B^{-1})_{\alpha\beta}$, then we can solve for $U^\alpha_\eta$,

$$U^\alpha_\eta = (B^{-1})_{\alpha\beta} [B^\gamma_{\eta\eta} - 2D^\beta] =: G_{\alpha\beta} .$$

(B3)

Moreover, we may solve for $U^\alpha_\eta$, and reduce the problem to quadratures, if the potential conditions [11] are satisfied

$$G_{\alpha\beta} = \left[(B^{-1})_{\alpha\beta} B^{\gamma\eta} - 2(B^{-1})_{\alpha\beta} D^\eta \right]_{\alpha\beta} = \left[(B^{-1})_{\alpha\beta} B^{\gamma\eta} - 2(B^{-1})_{\alpha\beta} D_{\gamma\eta} \right]_{\alpha\beta} = G_{\alpha\beta} .$$

(B4)

That is, we might be able to obtain $U$ as a line integral over the configuration space variables $\eta$. So the particular solution for the cases treated in this work is [12]

$$U^\alpha_\theta = - \int_0^\theta 2(B^{-1})_{\alpha\beta} [\Lambda^\alpha_{\beta\gamma} \eta - D_{\eta\eta} \cot \eta] d\eta ,$$

(B5)

where $U^\alpha_\theta$ stands for effective potential.
