Remanent magnetization: signature of Many-Body Localization in quantum antiferromagnets
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We study the remanent magnetization in antiferromagnetic, many-body localized quantum spin chains, initialized in a fully magnetized state. Its long time limit is an order parameter for the localization transition, which is readily accessible by standard experimental probes in magnets. We analytically calculate its value in the strong-disorder regime exploiting the explicit construction of quasi-local conserved quantities of the localized phase. We discuss analogies in cold atomic systems.

Introduction. The non-equilibrium dynamics in disordered, isolated quantum systems have been subject to theoretical investigations ever since the notion of localization was introduced in [1]. Spin systems in random fields are prototypical models to analyze the disorder-induced breakdown of thermalization: a large number of studies on disordered spin chains [2–13] has provided evidence for a dynamical phase transition between a weak-disorder phase which thermalizes, and a Many-Body Localized (MBL) phase in which excitations do not diffuse, ergodicity is broken and local memory of the initial conditions persists for infinite time [14–16].

Signatures of MBL are found in the properties of individual many-body eigenstates. Even highly excited eigenstates exhibit area-law scaling of the bipartite entanglement entropy [4, 7, 17] and Poissonian level statistics [2, 18, 19], both being incompatible with thermalization [20, 22]. Novel dynamical properties such as the logarithmic spreading of entanglement have been observed in direct simulations of the time evolution [3, 23]. The non-equilibrium physics of MBL systems has been probed experimentally in artificial quantum systems made of cold atomic gases [24, 25] and trapped ion systems [26], while an indirect signature in the form of strongly suppressed absorption of radiation was found in electron-glasses [27]. However, direct observations of MBL in solid-state materials are still lacking.

It has been argued [25, 30] that the properties of MBL systems are related to the existence of extensively many quasi-local conserved operators that strongly constrain the quantum dynamics, preventing both transport and thermalization. Their existence also follows as a corollary from Imbrie’s rigorous arguments in favor of MBL [31, 32].

In this work, we propose a experimentally readily observable consequence of MBL in quantum magnets: the out-of-equilibrium remanent magnetization that persists after ferromagnetically polarizing an antiferromagnet whose total magnetization is not a conserved. The remanence implies non-ergodicity, since ergodic dynamics would relax the magnetization completely (cf. Fig. 1 for a schematic sketch of the protocol). As an example, we consider an antiferromagnetic, anisotropic Heisenberg spin-1/2 chain

\[ H = \sum_{k} \left( h_{k} \sigma_{k}^{x} - \sum_{\alpha=x,y,z} J_{\alpha} \sigma_{k}^{\alpha} \sigma_{k+1}^{\alpha} \right) \quad (1) \]

subject to random fields \( h_{k} \) along the Ising axis. We assume \( J_{x} < 0 \), as well as \( J_{x} \neq J_{y} \) to ensure the non-conservation of the total magnetization. Such Hamiltonians can be realized, e.g., in Ising compounds with both exchange and dipolar interactions. However, essentially any sufficiently strongly disordered quantum antiferromagnet with non-conserved magnetization should exhibit qualitatively the same phenomenology as the chains described here.

The remanent magnetization serves as an order parameter for the dynamical phase transition. It is a magnetic analogue of the remanent density modulation considered in [33] and measured in recent cold-atom experiments [24, 25]. It should be experimentally much simpler to access since it focuses on the total magnetization (at \( q = 0 \)) which can be readily picked up by a squid, without requiring scattering measurements to resolve spatial patterns.

Conserved dressed spins. We consider random fields \( h_{k} \) uniformly distributed in \([−h, h]\), and assume strong anisotropy of the couplings, \( |J_{y}| \ll |J_{x}| \ll |J_{z}|, h \). For simplicity we restrict to \( J_{y} = 0 \). For \( J_{x} = 0 \), the spin chain is classical and trivially localizes dynamically, as the \( \sigma_{k}^{x} \) form a complete set of commuting, local, conserved operators. The eigenstates are product states in this basis. For sufficiently small \( |J_{y}| \ll h \) localization is predicted to remain intact, coming along with a complete set of conserved and mutually commuting, but now dressed spin operators \( I_{k} = \sigma_{k}^{x} + O(J_{y}/h) \), or "l-bits".

Unlike the conserved charges of one-dimensional integrable systems, the operators \( I_{k} \) are quasi-local: their action decays exponentially away from the localization center \( k \), \( ||I_{k}, \sigma_{k}^{x}|| \leq \text{const} \times \exp(−|j − k|/\xi) \) with a fi-
finite correlation length $\xi$. Below, following Ref. \[30\], we explicitly construct these dressed spin operators to low orders in $J_x$ and use them to calculate analytically the remanent magnetization.

We assume that by applying a strong field, the antiferromagnetic chain was prepared in the fully magnetized state $|\psi_0\rangle$ with density matrix:

$$|\psi_0\rangle\langle\psi_0| = \prod_i \frac{1 + \sigma_z^i}{2}. \quad (2)$$

After switching off the field the dynamics is governed by $[1]$. $[50]$

We are interested in the long time behavior of the magnetization, and thus consider the time averaged magnetization at site $j$:

$$\hat{m}_j = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \, m_j(t); \quad m_j(t) = \langle \psi_0 | \sigma_j^z (t) | \psi_0 \rangle. \quad (3)$$

For $J_y = 0$, the local magnetization is trivially conserved, $m_j(t) = 1$. For finite $J_y$, $\sigma_j^z (t)$ has a non-trivial time dependence, which reduces $\hat{m}_j$. In the MBL regime, however, the time evolution is strongly constrained by the conservation of dressed spins $I_k$ with $|k - j| \lesssim \xi$. As a consequence, partial memory of the initial order $\langle \sigma_j^z \rangle = 1$ is retained for arbitrarily long time, resulting in a finite remanence of the site-averaged magnetization $\hat{m} = L^{-1} \sum_j \hat{m}_j$.

In the absence of spectral degeneracies, $[3]$ can be expressed via a Lehmann representation as

$$\hat{m}_j = \sum_\alpha (|\psi_0 \rangle \langle \psi_\alpha | P_\alpha \sigma_j^z P_\alpha | \psi_0 \rangle, \quad (4)$$

where $P_\alpha = |\psi_\alpha \rangle \langle \psi_\alpha | = \prod_{k=1}^L \left( 1 + i \sigma_k^{(\alpha)} I_k \right) / 2$ projects onto the eigenstate labeled by the quantum numbers $\sigma_k^{(\alpha)} \in \{ \pm 1 \}$ of the dressed spins $I_k$. Using the operator identity

$$\sum_\alpha P_\alpha \sigma_j^z P_\alpha = \sigma_j^z + \sum_{n=1}^L \sum_{k_n > k_{n-1} \ldots > k_1} \prod_{l=1}^n \left( \frac{I_k}{2} \right) \left[ \left[ \sigma_j^z, I_{k_1} \right], I_{k_2}, \ldots, I_{k_n} \right], \quad (5)$$

we obtain (cf. Appendix A for details):

$$\hat{m}_j = 1 + \sum_{n=1}^L \sum_{k_n > k_{n-1} \ldots > k_1} \text{Tr} \left\{ \prod_{l=1}^n \left( \frac{I_k}{2} \right) \left[ \left[ \sigma_j^z, I_{k_1} \right], I_{k_2}, \ldots, I_{k_n} \right] \prod_{l=1}^L \left( 1 + \frac{I_k}{2} \right) \right\}, \quad (6)$$

where $\text{Tr} \{ \cdot \}$ denotes the trace, and an ordering among the labels of the operators $I_k$ is assumed $[51]$.

The expression $[6]$ is particularly suitable for perturbative calculations. At any order, the terms $\delta I_k^{(n)} = O (J_x^n)$ in the asymptotic series:

$$I_k = \sigma_k^z + \delta I_k^{(1)} + \delta I_k^{(2)} + \cdots \quad (7)$$

are uniquely fixed, by the constraints $[I_k, H] = 0$ and $I_k^2 = 1$ $[30]$, see also Appendix B. For the Hamiltonian $[1]$

$$\frac{1}{L} \sum_{j=1}^L m_j(t)$$

FIG. 1: Relaxation of the total magnetization from a fully polarized initial state. The black curve is the stationary value $L^{-1} \sum_j \hat{m}_j$: it vanishes at the critical point separating the MBL and delocalized phases (red point), and it is non-analytic for $J_x / h \ll 1$, cf. Eq. $[14]$. 

with $J_y = 0$, the first order terms read

$$\delta I_k^{(1)} = \sum_{\rho, \tau = \pm 1} \left( A^{(k)}_{\rho \tau} O^{(k)}_{\rho \tau} - A^{(k-1)}_{\rho \tau} O^{(k-1)}_{\rho \tau} \right) + \sum_{\rho, \tau = \pm 1} \left( B^{(k)}_{\rho \tau} \Delta^{(k)}_{\rho \tau} + B^{(k-1)}_{\rho \tau} \Delta^{(k-1)}_{\rho \tau} \right), \quad (8)$$

...
where we define the local operators
\begin{align}
O^{(k)}_{\rho \tau} &= \frac{1 + \rho \sigma^z_{k-1}}{2} \left[ \sigma^+_{k} \sigma^-_{k+1} + \text{h.c.} \right] \frac{1 + \tau \sigma^z_{k+2}}{2}, \\
\Delta^{(k)}_{\rho \tau} &= \frac{1 + \rho \sigma^z_{k-1}}{2} \left[ \sigma^+_{k} \sigma^-_{k+1} + \text{h.c.} \right] \frac{1 + \tau \sigma^z_{k+2}}{2},
\end{align}
and the coefficients
\begin{align}
A^{(k)}_{\rho \tau} &= -\frac{J_x}{h_k - h_{k+1} + J_z(\tau - \rho)}, \\
B^{(k)}_{\rho \tau} &= -\frac{J_x}{h_k + h_{k+1} - J_z(\tau + \rho)}.
\end{align}

At low orders, the sum over multi-indices in Eq. (6) reduces to the few terms involving indices sufficiently close to \(k\), since other commutators vanish. The lowest order corrections to \(\tilde{\mu}_j\) are given by the terms with \(n = 1, 2\) in (6). Inserting (8) into (5) and (4) we find (11):
\begin{equation}
\tilde{\mu}_j = 1 - \left( B^{(j)}_{1,1} \right)^2 - \left( B^{(j-1)}_{1,1} \right)^2 + O(J^3_x).
\end{equation}

The average \(\langle \tilde{\mu}_j \rangle_{\text{dis}}\) over random fields (or, equivalently, over sites) is an analytic function of the couplings for \(|J_z| > h\), while it is ill-defined for \(|J_z| < h\); the apparent divergence is due to rare realizations of local fields that give rise to arbitrarily small energy denominators in Eq. (10). Those occur when there are nearly degenerate (resonant) classical configurations that strongly hybridize via the exchange interaction \(J_x \sigma^z_{k} \sigma^z_{k+1}\). The resonant many-body configurations are also responsible for the divergence of the formal expansion \(\sum_{j=1}^{L} \exp(\frac{i \pi}{4} j \sigma^z_{k})\) maps the antiferromagnetic chain into its ferromagnetic counterpart with \(J_x \rightarrow J_z, J_y \rightarrow J_x, J_y \rightarrow -J_y, J_z \rightarrow J_z\), and the initial state \(|\psi_0\rangle\) into a Néel state. The order parameter is mapped into the staggered magnetization. Such a quantity has been studied numerically in (34) for disordered, long-range transverse field Ising chains, modeling the ion-trap quantum simulators explored experimentally in (35). The staggered magnetization is a close analogue of the particle imbalance studied as an experimental probe of many-body localization in cold atoms (36):
\begin{equation}
\mathcal{I}(t) = \frac{2}{L} \sum_{j=1}^{L} (-1)^j \langle n_j(t) \rangle.
\end{equation}
Here \(n_j\) is the occupation number of site \(j\), which are prepared in an initial density wave \(n_j(t = 0) = [1 + (-1)^j]/2\).

A Fermi spin chain with \(J_x = J_z\) is equivalent, via the Jordan-Wigner transformation, to a one-dimensional model of interacting spin-less fermions in a disordered potential. For \(J_z = 0\) it reduces to the non-interacting Anderson model
\begin{equation}
H = -J \sum_{i=1}^{L-1} (\hat{c}_i \hat{c}_{i+1} + \text{h.c.}) + 2 \sum_{i=1}^{L} \hat{h}_i n_i
\end{equation}
for which the imbalance is a sum over single particle contributions, weighted with the occupation probability of eigenstates in the initial state. A standard calculation leads to the remanent imbalance (15) in the form
\begin{equation}
\tilde{\mathcal{I}} = \frac{1}{L} \sum_{\alpha=1}^{L} \left( \sum_{k=1}^{L} (-1)^k \phi^2_{\alpha}(k) \right)^2,
\end{equation}
where \(\phi_{\alpha}(i)\), with \(1 \leq \alpha, i \leq L\) are the localized single particle eigenstates of the quadratic Hamiltonian (16). This solvable case is interesting as it can be analyzed deeper into the weak disorder limit.
Fig. 2 shows the imbalance as a function of $J/h$, as obtained by exact diagonalization. At small $J/h$ a linear cusp with the slope predicted in Eq. (14) (using $J_z = 0, J_x = J$) is seen. For large $J/h$, $\tilde{I}$ decays algebraically, as $(J/h)^{-2}$. This scaling can be understood by writing

$$\phi^2_\alpha(k) = \frac{x_k^\alpha}{\xi} e^{-\frac{|k-r_\alpha|}{\xi}},$$

(18)

where $r_\alpha$ is the localization center of $\phi_\alpha$, $\xi$ its localization length (we are neglecting its energy dependence), and the $x_k^\alpha$ are positive random variables of $O(1)$ that capture the fluctuations of the squared amplitudes under the exponentially decaying envelope. Partitioning the chain into segments of length $l = \lfloor \xi \rfloor$ and approximating the $x_k^\alpha$ as uncorrelated variables we obtain [54]:

$$\tilde{I} \approx \frac{1}{L} \sum_{\alpha=1}^{L} \left[ \sum_{R=1}^{R/L} (-1)^{R/L} \xi^{-|R-R_\alpha|} \sum_{k=(R-1)L}^{RL} (-1)^k x_k^\alpha \right]^2$$

$$\approx \frac{1}{L} \sum_{\alpha=1}^{L} \left[ \sum_{R=1}^{R/L} (-1)^{R/L} \xi^{-|R-R_\alpha|}/\sqrt{\xi} \right]^2 \sim c/\xi \sim c \left(\frac{J}{h}\right)^2,$$

(19)

where $R_\alpha$ is the block containing the localization center $r_\alpha$, and we have used that in the weak disorder regime $\xi \sim (J/h)^2$ [55]. The scaling (19) is verified numerically in Fig. 2.

![Graph showing the dependence of the remanent density imbalance on the hopping strength $J$ for a chain of non-interacting fermions ($L = 100, 5 \times 10^3$ realizations). The continuous red line is the analytical estimate (14) with $J_x = J, J_z = 0$. The blue dashed line is a power law fit $a + c(J/h)^{-2}$, with $a = 0.003, c = 0.101$.](image)

Let us now discuss the qualitative effects of fermionic interactions. The addition of a term $U \sum_{i=1}^{L} n_i n_{i+1}$ (the equivalent of Ising interactions) to the Hamiltonian (16) may have opposite effects, depending on the value of $J/h$. For $J/h \ll 1$, the interaction broadens the distribution of the energy denominators, and thus acts as an additional source of disorder, which reduces the deviation of $(\tilde{I})_{\text{dis}}$ from the classical limit. The same holds in the magnetic analogue as confirmed by Eq. (14). For larger $J/h > 1$, the single particle localization length becomes substantial. The dominant effect of interactions is then to mediate (virtual) scattering between single particle states, as discussed in Ref. [15, 16]. One expects that this suppresses the remanent imbalance, as was indeed observed in the experiments of Ref. [24]. For large enough interactions the inelastic scattering processes induce delocalization, as reflected by a breakdown of the locality of the conserved quantities $I_k$. One expects the order parameter to vanish at a $U$-dependent critical hopping $J^*(U)/h$, approaching zero exponentially fast in the inverse of the many-body localization length [36, 37]. The perturbative arguments in [15, 16, 30] predict that the localized phase is stable for $U < U^*$, where $U^* \propto \delta \xi/\log(W/\delta \xi)$ with $W$ the total bandwidth of the non-interacting Hamiltonian (10) and $\delta \xi$ the average energy gap between single-particle states localized within the same region of size $\xi$, which is assumed to be much larger than the lattice constant, $\xi \gg a$. This corresponds to $J/h \gg 1$, implying $W \approx J$ and $\xi \approx (J/h)^2$. However, as was pointed out recently [38], all these studies neglected the phenomenon of spectral diffusion [39, 40], which significantly reduces the critical interaction strength in the weak disorder limit to $U^* \propto \delta \xi/(\delta \xi/W)^{\alpha}$ with a positive exponent $\alpha = O(1)$ (up to logarithmic corrections).

**Discussion and conclusion.** We have proposed and analyzed the presumably simplest possible protocol for quantum magnets to exhibit the absence of ergodic dynamics, and thus Many-Body Localization in the form of remanent magnetization in initially ferromagnetically polarized antiferromagnets. The present calculation illustrates how the perturbative construction of conserved quantities allows one to make analytic predictions for quantities of experimental relevance.

Our explicit recipe for constructing the conserved quantities is an analytical alternative to several recent numerical schemes based on DMRG [41, 44] or quantum Monte Carlo [45] that allow one to study properties of specific MBL eigenstates. Since the simple formula (6) is derived under the sole assumption that the conserved operators have spectrum $\pm 1$, it could be applied to the conserved pseudo-spins constructed numerically in Refs. [46, 48] for non-perturbative interactions by means of renormalization procedures or diagonalizing flows.

It would be interesting to extend this calculation beyond the lowest orders, exploiting for example the expansion for the conserved quantities in the forward approximation [30, 39], to discuss the behavior of the remanent magnetization when approaching the delocalization threshold. An interesting question is whether at the delocalization transition, i.e. at criticality, the order parameter (19) exhibits a non-trivial scaling with the system.
size, potentially reflecting aspects of the expected multifractality of critical wave functions.
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Appendix A: Derivation of Eq. (6)

The operator in Eq. (4) is rewritten as

\[ \sum_{\alpha} P_\alpha \sigma^z_\alpha P_\alpha = \sum_{i_1=\pm 1} \sum_{i_2=\pm 1} \cdots \sum_{i_L=\pm 1} \prod_{k=1}^L P(i_k) \sigma^z \prod_{k=1}^L P(i_k), \]  

where we introduced the projectors:

\[ P(i_k) = \frac{1 + i_k I_k}{2}. \]

To derive Eq. (5), we make use of the following operator identities:

\[ AB = BA + [A, B], \quad [A, \prod_{k=1}^L B_k] = \sum_{k_1=1}^L \left( \prod_{k=1}^{k_1-1} B_k \right) [A, B_{k_1}] \left( \prod_{k=k_1+1}^L B_k \right). \]  

For

\[ A^{(1)} = \sigma^z_j, \quad B^{(1)} = \prod_{k=1}^L B_k = \prod_{k=1}^L P(i_k), \]

the above identities imply

\[ \prod_{k=1}^L P(i_k) \sigma^z_j \prod_{k=1}^L P(i_k) = \prod_{k=1}^L P(i_k) \left( \sigma^z_j + \sum_{k_1=1}^L \left[ \sigma^z_j, \frac{i_k I_k}{2} \right] \prod_{k=k_1+1}^L P(i_k) \right). \]  

Applying (22) once more with

\[ A^{(2)} = \left[ \sigma^z_j, \frac{i_k I_k}{2} \right], \quad B^{(2)} = \prod_{k=k_1+1}^L P(i_k) \]

yields

\[ \prod_{k=1}^L P(i_k) \left[ \sigma^z_j, \frac{i_k I_k}{2} \right] \prod_{k=k_1+1}^L P(i_k) = \prod_{k=1}^L P(i_k) \left( \sigma^z_j + \sum_{k_1=1}^L \left[ \sigma^z_j, \frac{i_k I_k}{2} \right] \prod_{k=k_1+1}^L P(i_k) \right). \]

Further iteration with

\[ A^{(n)} = \left[ \left[ \sigma^z_j, \frac{i_k I_k}{2} \right], \cdots, \frac{i_k I_k}{2} \right], \quad B^{(n)} = \prod_{k=k_1+1}^L P(i_k) \]

finally leads to

\[ \prod_{k=1}^L P(i_k) \sigma^z \prod_{k=1}^L P(i_k) = \prod_{k=1}^L P(i_k) \left( \sigma^z + \sum_{k_1=1}^L \sum_{k_2=k_1+1}^L \cdots \left[ \left[ \sigma^z_j, \frac{i_k I_k}{2} \right], \cdots, \frac{i_k I_k}{2} \right] \right). \]  

The identity (5) is established using that \( i_k \in \{ \pm 1 \} \) and that

\[ \sum_{i_k=\pm 1} P(i_k) = 1. \]
Appendix B: Perturbative expressions for conserved quantities

As argued in [30], the formal expression for the operators in [7] reads:

\[ \delta I_k^{(n)} = i \lim_{n \to \infty} \int_0^\infty d \tau e^{-\eta \tau} e^{i H_0 \tau} \left[ H_1, \delta I_k^{(n-1)} \right] e^{-i H_0 \tau} + \Delta I_k^{(n)}, \]  
(30)

where in this case

\[ H_0 = \sum_i \left( h_i \sigma_i^z - J_x \sigma_i^z \sigma_{i+1}^z \right), \]

\[ H_1 = - \sum_i J_x \sigma_i^z \sigma_{i+1}^z, \]

and the operator \( \Delta I_k^{(n)} \) is a suitable polynomial in the \( \sigma_i^z \), such that \( I_k^2 = 1 \) is satisfied at the given order in \( H_1 \).

Neglecting the \( \Delta I_k^{(n)} \) at any order leads to a modified operator that is still conserved, although it does not have binary spectrum.

We now discuss how the perturbative expansion needs to be re-summed in presence of resonances. Let \( k, k+1 \) be the sites giving rise to a first order resonance, i.e., to a small denominator for a particular choice of \( \tau, \rho \) in [10]. The first-order truncation

\[ \hat{I}_k = \sigma_k^z + \delta I_k^{(1)} = \sigma_k^z + \sum_{\rho, \tau = \pm 1} \left( A_{\rho \tau}^{(1)} O_{\rho \tau}^{(1)} + B_{\rho \tau}^{(1)} \Delta_{\rho \tau}^{(1)} \right) \]

exactly commutes with the reduced Hamiltonian

\[ H^{(k)} = H_0 - J_x \sigma_k^z \sigma_{k+1}^z = H_0 - J_x \sum_{\rho, \tau = \pm 1} \left( O_{\rho \tau}^{(1)} + \Delta_{\rho \tau}^{(1)} \right) \equiv H_0 + H_1^{(k)}, \]

(33)

where \( O_{\rho \tau}^{(1)}, \Delta_{\rho \tau}^{(1)} \) are given in [10]. This can be deduced from [30] setting \( H_1 = H_1^{(k)} \) and \( \Delta I_k^{(n)} = 0 \ \forall \ n \), noticing that \( \left[ H_1^{(k)}, \delta I_k^{(1)} \right] = 0 \) and thus that the perturbative expansion terminates at the first order. To impose the binarity of the spectrum, it is necessary to reintroduce the terms \( \Delta I_k^{(n)} \) in order to cancel the terms \( \hat{I}_k^2 - 1 \), which are proportional to:

\[ \left( \sigma_k^+ \sigma_{k+1}^+ + h.c. \right)^2 = \frac{1 + \sigma_k^z \sigma_{k+1}^z}{2} = P_{1,1}^{(k)} + P_{-1,-1}^{(k)}, \]

\[ \left( \sigma_k^+ \sigma_{k+1}^+ + h.c. \right)^2 = \frac{1 - \sigma_k^z \sigma_{k+1}^z}{2} = P_{1,-1}^{(k)} + P_{-1,1}^{(k)}, \]

(34)

where we defined

\[ P_{\rho \tau}^{(k)} = \frac{1 + \rho \sigma_k^z + \tau \sigma_{k+1}^z}{2}. \]

(35)

The observation that

\[ \frac{1}{2} \left\{ \sigma_k^z, P_{1,-1}^{(k)} - P_{-1,1}^{(k)} \right\} = \frac{1}{2} \left\{ \sigma_k^z, \sigma_k^z - \sigma_{k+1}^z \right\} = P_{1,-1}^{(k)} + P_{-1,1}^{(k)}, \]

\[ \frac{1}{2} \left\{ \sigma_k^z, P_{1,1}^{(k)} - P_{-1,-1}^{(k)} \right\} = \frac{1}{2} \left\{ \sigma_k^z, \sigma_k^z + \sigma_{k+1}^z \right\} = P_{1,-1}^{(k)} + P_{1,1}^{(k)}, \]

(36)

suggests to introduce the modified operator:

\[ \hat{I}_k = \sigma_k^z + \sum_{\rho, \tau = \pm 1} \left( \tilde{A}_{\rho \tau}^{(k)} O_{\rho \tau}^{(k)} + C_{\rho \tau}^{(k)} K_{\rho \tau}^{(k)} + D_{\rho \tau}^{(k)} J_{\rho \tau}^{(k)} \right) + \sum_{\rho, \tau = \pm 1} \left( \tilde{B}_{\rho \tau}^{(k)} \Delta_{\rho \tau}^{(k)} + D_{\rho \tau}^{(k)} J_{\rho \tau}^{(k)} \right), \]

(37)

with

\[ K_{\rho \tau}^{(k)} = \frac{1 + \rho \sigma_{k-1}^z}{2} \left[ P_{1,-1}^{(k)} - P_{-1,1}^{(k)} \right] \frac{1 + \tau \sigma_{k+2}^z}{2}, \]

\[ J_{\rho \tau}^{(k)} = \frac{1 + \rho \sigma_{k-1}^z}{2} \left[ P_{1,1}^{(k)} - P_{-1,-1}^{(k)} \right] \frac{1 + \tau \sigma_{k+2}^z}{2}. \]

(38)
The condition \[ \hat{I}_k H^{(k)} = 0 \] imposes the constraints:

\[
\begin{align*}
\hat{A}_{\rho\tau}^{(k)} (h_k - h_{k+1} + J_z(\tau - \rho)) + J_x (1 + C_{\rho\tau}^{(k)}) &= 0 \\
\hat{B}_{\rho\tau}^{(k)} (h_k + h_{k+1} - J_z(\tau + \rho)) + J_x (1 + D_{\rho\tau}^{(k)}) &= 0,
\end{align*}
\]

(39)

from which Eqs. (10) are recovered for \( C_{\rho\tau}^{(k)} = 0 = D_{\rho\tau}^{(k)} \). This follows from:

\[
\hat{I}_k H^{(k)} = \left[ \sigma^z_k, H_1^{(k)} \right] + \sum_{\rho\tau=\pm1} \left( \left[ C_{\rho\tau}^{(k)} K_{\rho\tau}^{(k)} + D_{\rho\tau}^{(k)} J_{\rho\tau}^{(k)} , H_1^{(k)} \right] + \left[ \hat{A}_{\rho\tau}^{(k)} O_{\rho\tau}^{(k)} + \hat{B}_{\rho\tau}^{(k)} \Delta_{\rho\tau}^{(k)} , H_0 \right] \right),
\]

(40)

together with:

\[
\begin{align*}
\left[ \sigma^+_k \sigma^-_{k+1} + \sigma^-_k \sigma^+_{k+1}, H_0 \right] &= -2 \left[ h_k - h_{k+1} - J_z(\sigma^-_{k-1} - \sigma^+_{k+1}) \right] \left( \sigma^+_k \sigma^-_{k+1} - \sigma^-_k \sigma^+_{k+1} \right), \\
\left[ \sigma^+_k \sigma^+_{k+1} + \sigma^-_k \sigma^-_{k+1}, H_0 \right] &= -2 \left[ h_k + h_{k+1} - J_z(\sigma^-_{k-1} + \sigma^+_{k+1}) \right] \left( \sigma^+_k \sigma^+_{k+1} - \sigma^-_k \sigma^-_{k+1} \right), \\
\left[ \sigma^z_k, H_1^{(k)} \right] &= -2 J_x \left( \sigma^+_k \sigma^-_{k+1} - \sigma^-_k \sigma^+_k \sigma^+_k \sigma^-_{k+1} - \sigma^-_k \sigma^-_{k+1} \right), \\
\left[ \sigma^-_{k+1}, H_1^{(k)} \right] &= -2 J_x \left( -\sigma^+_k \sigma^-_{k+1} + \sigma^-_k \sigma^-_{k+1} + \sigma^+_k \sigma^-_{k+1} - \sigma^-_k \sigma^-_{k+1} \right).
\end{align*}
\]

(41)

Using (34) and (36), we obtain that \( \hat{I}_k^2 = 1 \) is satisfied provided

\[
\begin{align*}
\left( \hat{A}_{\rho\tau}^{(k)} \right)^2 + \left( C_{\rho\tau}^{(k)} \right)^2 + 2C_{\rho\tau}^{(k)} &= 0, \\
\left( \hat{B}_{\rho\tau}^{(k)} \right)^2 + \left( D_{\rho\tau}^{(k)} \right)^2 + 2D_{\rho\tau}^{(k)} &= 0,
\end{align*}
\]

(42)

for each choice of \( \tau, \rho = \pm1 \). It can be checked that Eqs. (39), (42) are solved by:

\[
\begin{align*}
\hat{A}_{\rho\tau}^{(k)} &= -\frac{J_x}{\left[ h_k - h_{k+1} + J_z(\tau - \rho) \right]^2 + J_x^2}^{1/2}, \\
C_{\rho\tau}^{(k)} &= -1 + \frac{h_k - h_{k+1} + J_z(\tau - \rho)}{\left[ h_k - h_{k+1} + J_z(\tau - \rho) \right]^2 + J_x^2}^{1/2}, \\
\hat{B}_{\rho\tau}^{(k)} &= -\frac{J_x}{\left[ h_k + h_{k+1} - J_z(\tau + \rho) \right]^2 + J_x^2}^{1/2}, \\
D_{\rho\tau}^{(k)} &= -1 + \frac{h_k + h_{k+1} - J_z(\tau + \rho)}{\left[ h_k + h_{k+1} - J_z(\tau + \rho) \right]^2 + J_x^2}^{1/2},
\end{align*}
\]

(43)

Similar expressions are obtained for the operator \( \hat{I}_{k+1} \).