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Abstract—State-of-the-art methods for driving-scene LiDAR-based perception (including point cloud semantic segmentation, panoptic segmentation and 3D detection, etc.) often project the point clouds to 2D space and then process them via 2D convolution. Although this cooperation shows the competitiveness in the point cloud, it inevitably alters and abandons the 3D topology and geometric relations. A natural remedy is to utilize the 3D voxelization and 3D convolution network. However, we found that in the outdoor point cloud, the improvement obtained in this way is quite limited. An important reason is the property of the outdoor point cloud, namely sparsity and varying density. Motivated by this investigation, we propose a new framework for the outdoor LiDAR segmentation, where cylindrical partition and asymmetrical 3D convolution networks are designed to explore the 3D geometric pattern while maintaining these inherent properties. The proposed model acts as a backbone and the learned features from this model can be used for downstream tasks such as point cloud semantic and panoptic segmentation or 3D detection. In this paper, we benchmark our model on these three tasks. For semantic segmentation, we evaluate the proposed model on several large-scale datasets, i.e., SemanticKITTI, nuScenes and A2D2. Our method achieves the state-of-the-art on the leaderboard of SemanticKITTI (both single-scan and multi-scan challenge), and significantly outperforms existing methods on nuScenes and A2D2 dataset. Furthermore, the proposed 3D framework also shows strong performance and good generalization on LiDAR panoptic segmentation and LiDAR 3D detection.

Index Terms—cylindrical partition, asymmetrical convolution, point cloud semantic segmentation, point cloud 3D detection, point cloud panoptic segmentation

1 INTRODUCTION

3D LiDAR sensor has become an indispensable device in modern autonomous driving vehicles [1]. It captures more precise and farther-away distance measurements of the surrounding environments than conventional visual cameras [3], [4], [5]. The measurements of the sensor naturally form 3D point clouds that can be used to realize a thorough scene understanding for autonomous driving planning and execution, in which LiDAR-based segmentation and detection are crucial for driving-scene perception and understanding.

Recently, the advances in deep learning have significantly pushed forward the state of the art in image domain such as image segmentation and detection. Some existing LiDAR-based perception approaches follow this route to project the 3D point clouds onto a 2D space and process them via 2D convolution networks, including range image based [6], [10] and bird’s-eye-view image based [6], [11]. However, this group of methods lose and alter the accurate 3D geometric information during the 3D-to-2D projection (as shown in the top row of Fig. 1a).

A natural alternative is to utilize the 3D partition and 3D convolution networks to process the point cloud and maintain their 3D geometric relations. However, in our initial attempts, we directly apply the 3D voxelization [12], [13] and 3D convolution networks to outdoor LiDAR point cloud, only to find very limited performance gain (as shown in Fig. 1b). Our investigation into this issue reveals a key difficulty of outdoor LiDAR point cloud, namely sparsity and varying density, which is also the key difference to indoor scenes with dense and uniform-density points. However, previous 3D voxelization methods consider the point cloud as a uniform one and split them via the uniform cube, while neglecting the varying-density property of outdoor point cloud. Consequently, this effect to apply the 3D partition to outdoor point cloud is met with fundamental difficulty.

Motivated by these findings, we propose a new framework to outdoor LiDAR segmentation that consists of two key components, i.e., 3D cylindrical partition and asymmetrical 3D convolution networks, which maintain the 3D geometric information and handle these issues from partition and networks, respectively. Here, cylindrical partition resorts to the cylinder coordinates to divide the point cloud dynamically according to the distance (Regions that are far away from the origin have much sparse points, thus requiring a larger cell), which produces a more balanced point distribution (as shown in Fig. 1b); while asymmetrical 3D convolution networks strengthen the horizontal and vertical kernels to match the point distribution of objects in the driving scene and enhance the robustness to the sparsity. Moreover, voxel based methods might divide the points with different categories into the same cell and cell label encoding.
would inevitably cause the information loss (for LiDAR-based segmentation tasks). To alleviate the interference of lossy label encoding, a point-wise module is introduced to further refine the features obtained from voxel-based network. Overall, the cooperation of these components well maintains the geometric relation and tackle the difficulty of outdoor point cloud, thus improving the effectiveness of 3D frameworks.

Since the learned features from our model can be used for downstream tasks, we benchmark our model on a variety of LiDAR-based perception tasks such as semantic segmentation, panoptic segmentation and 3D detection. For semantic segmentation, we evaluate the proposed method on several large-scale outdoor datasets, including SemanticKITTI [14], nuScenes [15] and A2D2 [16]. Our method achieves the state-of-the-art on the leaderboard of SemanticKITTI [14], nuScenes [15] and A2D2 [16]. Our method achieves the state-of-the-art on the leaderboard of SemanticKITTI [14], nuScenes [15] and A2D2 [16]. Our method achieves the state-of-the-art on the leaderboard of SemanticKITTI [14], nuScenes [15] and A2D2 [16]. Our method achieves the state-of-the-art on the leaderboard of SemanticKITTI [14], nuScenes [15] and A2D2 [16].

The contributions of this work mainly lie in three aspects:

1. We reposition the focus of outdoor LiDAR segmentation from 2D projection to 3D structure, and further investigate the inherent properties (difficulties) of outdoor point cloud.
2. We introduce a new framework to explore the 3D geometric pattern and tackle these difficulties caused by sparsity and varying density, through cylindrical partition and asymmetrical 3D convolution networks.
3. The proposed method achieves the state of art on LiDAR-based semantic segmentation, LiDAR panoptic segmentation and LiDAR point cloud 3D detection, which also demonstrates its strong generalization capability.

2 RELATED WORK

Deep Learning for Indoor-scene Point Cloud. Indoor-scene point clouds carry out some properties, including generally uniform density, small number of points, and small range of the scene. Mainstream methods [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28] of indoor point cloud segmentation or detection task. PolarNet [6] follows the 2D convolution network on the pseudo image for point cloud segmentation or detection task. PolarNet [6] follows the 2D convolution network on the pseudo image for point cloud segmentation or detection task. PolarNet [6] follows the 2D convolution network on the pseudo image for point cloud segmentation or detection task. PolarNet [6] follows the 2D convolution network on the pseudo image for point cloud segmentation or detection task.

Deep Learning for Outdoor-scene Point Cloud. Most existing approaches for outdoor-scene point cloud [7], [8], [29], [30], [31], [32], [33], [34], [35] focus on converting the 3D point cloud to 2D grids, to enable the usage of 2D Convolutional Neural Networks. SqueezeSeg [10], Darknet [14], SqueezeSegv2 [36], and RangeNet++ [8] utilize the spherical projection mechanism, which converts the point cloud to a frontal-view image or a range image, and adopt the 2D convolution network on the pseudo image for point cloud segmentation or detection task. PolarNet [6] follows the bird’s-eye-view projection, which projects point cloud data into bird’s-eye-view representation under the polar coordinates. However, these 3D-to-2D projection methods inevitably loss and alter the 3D topology and fails to model the geometric information. Moreover, in most outdoor scenes, LiDAR device is often used to produce the point cloud data, where its inherent properties, *i.e.*, sparsity and varying density, are often neglected.
Fig. 2: (1): Top row is the overall framework for LiDAR segmentation. Here, LiDAR point cloud is fed into MLP to get the point-wise features and then these features are reassigned based on the cylindrical partition. Asymmetrical 3D convolution networks are then used to generate the voxel-wise outputs. Finally, a point-wise module is introduced to refine these outputs. (2): Middle part shows the workflow of LiDAR 3D detection, where point-wise refinement is not attended. (3): Bottom row elaborates four components, including Asymmetrical Downsample block (AD), Asymmetrical Upsample block (AU), Asymmetrical residual block (A) and Dimension-Decomposition based Context Modeling (DDCM).

3D Voxel Partition. 3D voxel partition is another routine of point cloud encoding [12], [13], [37], [38], [39], [40], [41]. It converts a point cloud into 3D voxels, which mainly retains the 3D geometric information. OccuSeg [37], SSGN [12] and SEGCloud [38] follow this line to utilize the voxel partition and apply regular 3D convolutions for LiDAR segmentation. It is worth noting that while the aforementioned efforts have shown encouraging results, the improvement in the outdoor LiDAR point cloud remains limited. As mentioned above, a common issue is that these methods neglect the inherent properties of outdoor LiDAR point cloud, namely, sparsity and varying density. Compared to these methods, our proposed method resorts to the 3D cylindrical partition and asymmetrical 3D convolution networks to tackle these difficulties.

Network Architectures for Feature Extraction. Fully Convolutional Network [42] is the fundamental work for segmentation tasks in the deep-learning era. Built upon the FCN, many works aim to improve the performance via exploring the dilated convolution, multi-scale context modeling and attention modeling, including DeepLab [43], [44] and PSP [45]. Recent work utilizes the neural architecture search to find the more effective backbone for the segmentation [46], [47]. Particularly, U-Net [48] proposes a symmetric architecture to incorporate the low-level features. With the great success of U-Net on 2D benchmarks and its good flexibility, many studies for LiDAR-based perception often adapt the U-Net to the 3D space [13]. We also follow this structure to construct our asymmetrical 3D convolution networks.

3 METHODOLOGY

3.1 Framework Overview

As shown in the top and middle row of Fig. 2, we elaborate the pipeline of our model in LiDAR-based segmentation and detection task. In the context of semantic segmentation, given a point cloud, the task is to assign the semantic label to each point. Based on the comparison between 2D and 3D representation and investigation of the inherent properties of outdoor LiDAR point cloud, we desire to obtain a framework
which explores the 3D geometric information and handles the difficulty caused by sparsity and varying-density. To this end, we propose a new outdoor segmentation approach based on the 3D partition and 3D convolution networks. To handle these difficulties of outdoor LiDAR point cloud, namely sparsity and varying density, we first employ the cylindrical partition to generate the more balanced point distribution (more robust to varying density), then apply the asymmetrical 3D convolution networks to power the horizontal and vertical weights, thus well matching the object point distribution in driving scene and enhancing the robustness to the sparsity. Same backbone with cylindrical partition and asymmetrical convolution network is also adapted to LiDAR-based 3D detection (shown in the middle row of Fig. 2).

Specifically, the framework consists of two major components, including cylindrical partition and asymmetrical 3D convolution networks. The LiDAR point cloud is first divided by the cylindrical partition and the features extracted from MLP is then reassigned based on this partition. Asymmetrical 3D convolution networks are then used to generate the voxel-wise outputs. For segmentation tasks, a point-wise module is introduced to alleviate the interference of lossy cell-label encoding, thus refining the outputs. In the following sections, we will present these components in detail.

### 3.2 Cylindrical Partition

As mentioned above, outdoor-scene LiDAR point cloud possesses the property of varying density, where nearby region has much greater density than farther-away region. Therefore, uniform cells splitting the varying-density points would fall into an imbalanced distribution (for example, larger proportion of empty cells). While in the cylinder coordinate system, it utilizes the increasing grid size to cover the farther-away region, and thus more evenly distributes the points across different regions and gives an more balanced representation against the varying density. We perform a statistic to show the proportion of non-empty cells across different distances in Fig. 3. It can be found that with the distance goes far, cylindrical partition maintains a balanced non-empty proportion due to the increasing grid size while cubic partition suffers the imbalanced distribution, especially in the farther-away regions (about 6 times less than cylindrical partition). Moreover, unlike these projection-based methods project the point to the 2D view, cylindrical partition maintains the 3D grid representation to retain the geometric structure.

The workflow is illustrated in Fig. 4. We first transform the points on Cartesian coordinate system to the Cylinder coordinate system. This step transforms the points \((x, y, z)\) to points \((\rho, \theta, z)\), where radius \(\rho\) (distance to origin in x-y axis) and azimuth \(\theta\) (angle from x-axis to y-axis) are calculated. Then cylindrical partition performs the split on these three dimensions, note that in the cylinder coordinate, the farther-away the region is, the larger the cell will be. Point-wise features obtained from the MLP are reassigned based on the result of this partition to get the cylindrical features. Specifically, the point-cylinder mapping contains the index of point-wise features to cylinder. Based on this mapping function, point-wise features within same cylinder are mapped together and processed via max-pooling to get the cylindrical features. After these steps, we unroll the cylinder from 0-degree and get the 3D cylindrical representation \(F \in C \times H \times W \times L\), where \(C\) denotes the feature dimension and \(H, W, L\) mean the radius, azimuth and height. Subsequent asymmetrical 3D convolution networks will be performing on this representation.

### 3.3 Asymmetrical 3D Convolution Network

Since the driving-scene point cloud carries out the specific object shape distribution, including car, truck, bus, motorcycle and other cubic objects, we aim to follow this observation to enhance the representational power of a standard 3D convolution. Moreover, recent literature [49], [50] also shows that the central crisscross weights count more in the square convolution kernel. In this way, we devise the asymmetrical residual block to strengthen the horizontal and vertical responses and match the object point distribution. Based on the proposed asymmetrical residual block, we further build the asymmetrical downsampling block and asymmetrical upsampling block to perform the downsampling and upsampling operation. Moreover, a dimension-decomposition based context modeling (termed as DDCM) is introduced to explore the high-rank global context in decomposite-aggregate strategy. We detail these components in the bottom of Fig. 2.

#### Asymmetrical Residual Block

Motivated by the observation and conclusion in [49], [50], the asymmetrical residual block strengthens the horizontal and vertical kernels, which matches the point distribution of object in the driving scene and explicitly makes the skeleton of the kernel powerful, thus enhancing the robustness to the sparsity of outdoor LiDAR point cloud. We use the Car and Motorcycle as the example to show the asymmetrical residual block in Fig. 6 where 3D convolutions are performing on the cylindrical grids. Moreover, the proposed asymmetrical residual block also saves the computation and memory cost compared to
Fig. 4: The pipeline of cylindrical partition. We first transform the Cartesian coordinate to Cylinder coordinate and then assign the point-wise features to the structured representation based on the Point-Cylinder mapping table. The cylindrical features are obtained via max-pooling these point-wise features inside each cylinder.

Fig. 5: Filter activation visualization. We visualize some filters at second downsampling block from regular 3D convolution networks (with cubic partition) (Fig. 5(a) and (b)) and asymmetrical 3D convolution networks (with cylindrical partition) (Fig. 5(c) and (d)), respectively. Since each filter in 3D convolution networks has size of $H \times W \times L$, we use the mean value of $L$ dimension as the activation value. Fig (a) and (c) are extracted from 100th filter and Fig (b) and (d) are extracted from 120th filter. It can be observed that the filters from the proposed asymmetrical 3D convolution networks are sparsely activated in some certain regions while the regular convolution covers most parts.

Fig. 6: An illustration of asymmetrical residual block, where two asymmetrical kernels are stacked to power the skeleton. It can be observed that asymmetrical residual block focuses on the horizontal and vertical kernels.

Dimension-Decomposition based Context Modeling
Since the global context features should be high-rank to have enough capacity to capture the large context varieties \cite{51}, it is hard to construct these features directly. We follow the tensor decomposition theory \cite{52} to build the high-rank context as a combination of low-rank tensors, where we use three rank-1 kernels to obtain the low-rank features and then aggregate them together to get the final global context.

3.4 Sparse Activation Visualization
As mentioned above, the proposed cylindrical partition and asymmetrical 3D networks aim to tackle the difficulties caused by sparsity and varying-density in outdoor point cloud. We thus visualize some filter activations from regular 3D convolution networks (with regular cubic partition) and asymmetrical 3D convolution networks (with cylindrical partition), respectively. The results are shown in Fig. 5. Fig. 5(a) and (b) are extracted from regular 3D convolution networks, which are activated at almost regions; While the proposed asymmetrical 3D convolution networks strengthen sparser activations and focus on them (as shown in Fig. 5(c) and (d)), they mainly focus on some certain regions. It demonstrates that the proposed model could adaptively handle the sparse point cloud input and focus on some certain regions.

3.5 Point-wise Refinement Module
Partition-based methods predict one label for each cell. Although partition-based methods effectively explore the large-
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Fig. 7: Upper bound of mIoU with different label encoding methods (i.e., majority and minority encoding). It can be found that no matter what encoding methods are, the information loss always occurs, which is also the reason for point-wise refinement.

Fig. 8: Detailed workflow of MLPs in Cylindrical Partition and Point-wise Refinement Module.

For LiDAR-based semantic segmentation task, the total objective of our method consists of two components, including voxel-wise loss and point-wise loss. It can be formulated as \( L = L_{\text{voxel}} + L_{\text{point}} \). For the voxel-wise loss \( L_{\text{voxel}} \), we follow the existing methods \( [7], [29] \) and use the weighted cross-entropy loss and lovasz-softmax \( [53] \) loss to maximize the point accuracy and the intersection-over-union score, respectively. For point-wise loss \( L_{\text{point}} \), we only use the weighted cross-entropy loss to supervise the training. During inference, the output from point-wise refinement module is used as the final output.

For LiDAR-based panoptic segmentation task, except the loss of semantic segmentation, it also contains the loss of instance branch \( [34] \), which utilizes center regression to achieve the clustering.

For LiDAR-based 3D detection, we follow previous work \( [54], [55] \) to use the focal loss and smooth L1 loss for classification and regression, respectively.

4 Experiments

In this section, we benchmark the proposed model on three downstream tasks. For semantic segmentation task, we evaluate the proposed method on several large-scale datasets, i.e., SemanticKITTI, nuScenes and A2D2. SemanticKITTI and nuScenes are also used in panoptic segmentation and 3D detection, respectively. Furthermore, extensive ablation studies on LiDAR semantic segmentation task are conducted to validate each component.

4.1 Dataset and Metric

SemanticKITTI \( [14] \) is a large-scale driving-scene dataset for point cloud segmentation, including semantic segmentation and panoptic segmentation. It is derived from the KITTI Vision Odometry Benchmark and collected in Germany with the Velodyne-HDLE64 LiDAR. The dataset consists of 22 sequences, splitting sequences 00 to 10 as training set (where sequence 08 is used as the validation set), and sequences 11 to 21 as test set. 19 classes are remained for training and evaluation after merging classes with different moving status and ignore classes with very few points. In this dataset, it consists of two challenges, namely, single-scan and multi-scan point-cloud semantic segmentation, where single-scan denotes the single-frame point cloud semantic segmentation and multi-scan denotes the multiple-frame point cloud segmentation, respectively. The key difference is that multi-scan semantic segmentation requires classifying the moving categories, including moving car, moving truck, moving person, moving bicyclist, moving motorcyclist.
TABLE 1: Results of our proposed method and state-of-the-art LiDAR Segmentation methods on SemanticKITTI single-scan test set. Note that all results are obtained from the literature, where post-processing, flip & rotation test ensemble, etc. are also applied.

| Methods       | mIoU  |
|---------------|-------|
| TangentConv [5] | 35.9  |
| Darknet31 [14] | 49.9  |
| RandLA-Net [7]  | 50.3  |
| RangeNet++ [8]  | 52.2  |
| Polarnet [5]    | 54.5  |
| SqueezeSegv3 [9] | 55.9  |
| SalsaNet [20]   | 59.5  |
| KPConv [18]     | 58.8  |
| FusionNet [32]  | 61.3  |
| KPRNet [27]     | 63.1  |
| TORANet [33]    | 65.1  |
| SPVNAS [47]     | 66.4  |
| Ours           | 67.8  |

nuScenes [15] It collects 1000 scenes of 20s duration with 32 beams LiDAR sensor. The number of total frames is 40,000, which is sampled at 20Hz. They also officially split the data into training and validation set. After merging similar classes and removing rare classes, total 16 classes are the LiDAR semantic segmentation are remained.

A2D2 [16] We follow the data pre-processing in [6] to generate the label and process the point cloud data. A2D2 uses five asynchronous LiDAR sensors where each sensor covers a portion of the surrounding view. After LiDAR panoramic stitching, the A2D2 dataset is split into 22408, 2774 and 13264 training, validation and test set. Note that all results are obtained from the literature, where post-processing, flip & rotation test ensemble, etc.

| Methods       | mIoU  |
|---------------|-------|
| RangeNet++ [8]  | 65.5  |
| Polarnet [5]    | 71.0  |
| SalsaNet [20]   | 72.2  |
| Ours           | 76.1  |

TABLE 2: Results of our proposed method and other LiDAR Segmentation methods on nuScenes validation set.

4.2 LiDAR-based Semantic Segmentation

Results on SemanticKITTI Single-scan Semantic Segmentation In this experiment, we compare the results of our proposed method with existing state-of-the-art LiDAR segmentation methods on SemanticKITTI single-scan test set. The target is to generate the semantic prediction for single frame point cloud. As shown in Table 3, our method outperforms all existing methods in term of mIoU. Compared to the projection-based methods on 2D space, including Darknet31 [14], SqueezeSegv3 [9], RangeNet++ [8] and Polarnet [6], our method achieves 8%~17% performance gain in term of mIoU due to the modeling of 3D geometric information. Compared to some voxel partition and 3D convolution based methods, including FusionNet [32].

Implementation Details For these datasets, the Cartesian spaces are different which are related to the LiDAR sensor range. In our experiment, we fix the Cartesian spaces to be $[x: \pm 50m, y: \pm 50m, z: -3m \sim 1.5m]$, $[x: \pm 50m, y: \pm 50m, z: -4m \sim 2m]$, and $[x: \pm 50m, y: \pm 50m, z: -3m \sim 9m]$ for SemanticKITTI, nuScenes and A2D2, respectively. After transforming to the Cylindrical spaces, they are fixed to be $[\rho: 0m \sim 50m, \theta: \pm \pi, z: -3m \sim 1.5m]$, $[\rho: 0m \sim 50m, \theta: \pm \pi, z: -4m \sim 2m]$, and $[\rho: 0m \sim 50m, \theta: \pm \pi, z: -9m \sim 3m]$. In this way, the proposed cylindrical spaces can cover more than 99% of points for each point cloud scan on average and points out of the spaces are assigned to the closest cylindrical cell. For all datasets, cylindrical partition splits these point clouds into 3D representation with the size $= 480 \times 360 \times 32$, where three dimensions indicate the radius, angle and height, respectively. We also perform the ablation studies to investigate and cross-validate the effect of these parameters $480 \times 360 \times 32$. We use NVIDIA V100 GPU with 16G memory to train the proposed model with batch size $= 2$.

Evaluation Metric To evaluate the proposed method, we follow the official guidance to leverage mean intersection-over-union (mIoU) as the evaluation metric defined in [14], [15], which can be formulated as: $IoU_i = \frac{TP_i}{TP_i + FP_i + FN_i}$, where $TP_i, FP_i, FN_i$ represent true positive, false positive, and false negative predictions for class $i$ and the mIoU is the mean value of $IoU_i$ over all classes.
Fig. 9: Visualization of single-scan semantic segmentation on SemanticKITTI validation set. The left is ground-truth and right is our prediction.

TORANDONet [58] (multi-view fusion based method) and SPVNAS [47] (utilizing the neural architecture search for LiDAR segmentation), the proposed method also performs better than these 3D convolution based methods, where the cylindrical partition and asymmetrical 3D convolution networks well handle the difficulty of driving-scene LiDAR point cloud that is neglected by these methods.

Visualization We show some visualization results of single-scan segmentation in Fig. 9 which are sampled from the SemanticKITTI validation set. It can be observed that the proposed method mainly achieves decent accuracy, and well separates the nearby objects and accurately identifies them because it maintains the 3D topology and utilizes the geometric information (we highlight corresponding regions with red rectangles). These visualization can verify our claim that keeping 3D structure and more balanced point distribution could benefit the segmentation results.

Results on SemanticKITTI Multi-scan Semantic Segmentation Unlike the single-scan semantic segmentation, the multi-scan segmentation in SemanticKITTI takes multiple frame point cloud as input and generates the more categories under moving status, including moving car, moving truck, moving other-vehicle, moving person, moving bicyclist and moving motorcyclist. In this experiment, we first perform the multiple-frame point cloud fusion. Specifically, the sequential point clouds in LiDAR coordinate are firstly transformed to global coordinate. Then, these sequential point clouds are fused in the global coordinate. Finally, all these points are transformed to the coordinate of last frame. In this way, we can achieve the multiple-frame fusion and we use 3 sequential point clouds as input data in our implementation. We show an example in Fig. 10. It can be found that moving cars have multiple shifting point clouds while stationary cars keep all points in same location.

The results of multi-scan semantic segmentation are shown in Table 3 and 4. Generally, our method outperforms all existing methods in terms of mIoU, where it achieves 0.3% and 8.4% gain compared to KPConv [18] (ICCV2019) and SpSeqnet [60] (CVPR2020), respectively. Our method obtains superior performance for most categories, even for some small objects, like bicycle and motorcycle, etc. For these moving categories, our method achieves the best performance on moving car and moving truck.

Results on nuScenes For nuScenes LiDARseg dataset, we report the results on its validation set. As shown in Table 2 our method achieves better performance than existing methods in all categories, and this consistent performance improvement demonstrates the capability of the proposed model. Specifically, the proposed method obtains about 4% ~ 7% performance gain than projection-based
TABLE 3: Results of our proposed method and state-of-the-art LiDAR Segmentation methods on SemanticKITTI multi-scan test set - Part I.

| Methods       | mIoU | car | bicycle | motorcycle | truck | other-vehicle | person | bicyclist | motorcyclist | road | parking | sidewalk | other-ground | building | fence |
|---------------|------|-----|---------|------------|-------|---------------|--------|-----------|--------------|------|---------|----------|--------------|----------|-------|
| TangentConv   | 56   | 34.1| 84.9    | 2.0        | 18.2  | 21.1          | 18.5   | 1.6       | 0.0          | 83.9 | 38.3    | 64.0     | 15.3         | 85.8     | 49.1  |
| DarkNet53     | 59   | 41.6| 84.1    | 30.4       | 32.9  | 20.0          | 20.7   | 7.5       | 0.0          | 91.6 | 64.9    | 75.3     | 27.5         | 85.2     | 56.5  |
| SpSeqnet      | 60   | 43.1| 88.5    | 24.0       | 26.2  | 29.2          | 22.7   | 6.3       | 0.0          | 90.1 | 57.6    | 73.9     | 27.1         | 91.2     | 66.8  |
| KPConv        | 18   | 51.2| 93.7    | 44.9       | 47.2  | 42.5          | 38.6   | 21.6      | 0.0          | 86.5 | 58.4    | 70.5     | 26.7         | 90.8     | 64.5  |
| Ours          |      | 51.5| 93.8    | 67.6       | 63.3  | 41.2          | 37.6   | 12.9      | 0.1          | 90.4 | 66.3    | 74.9     | 32.1         | 92.4     | 65.8  |

TABLE 4: Results of our proposed method and state-of-the-art LiDAR Segmentation methods on SemanticKITTI multi-scan test set - Part II. Note that “mov car” indicates moving car, and so on.

| Methods       | mIoU | vegetation | truck | terrain | pole | traffic | mov car | mov truck | moving other | mov person | mov bicyclist | mov motorlist |
|---------------|------|------------|-------|---------|------|---------|---------|-----------|--------------|------------|---------------|---------------|
| TangentConv   | 56   | 34.1       | 79.5  | 43.2    | 56.7 | 36.4    | 31.2    | 40.3      | 11.0         | 6.4        | 1.9           | 30.1          | 42.2         |
| DarkNet53     | 59   | 41.6       | 78.4  | 50.7    | 64.8 | 38.1    | 53.3    | 61.5      | 14.1         | 15.2       | 0.2           | 28.9          | 37.8         |
| SpSeqnet      | 60   | 43.1       | 84.0  | 66.0    | 65.7 | 50.8    | 48.7    | 53.2      | 41.2         | 26.2       | 36.2          | 2.3           | 0.1          |
| KPConv        | 18   | 51.2       | 84.6  | 70.3    | 66.0 | 57.0    | 53.9    | 69.4      | 0.5          | 0.5        | 67.5          | 67.4          | 47.2         |
| Ours          |      | 51.5       | 85.4  | 72.8    | 68.1 | 62.6    | 61.3    | 68.1      | 0.0          | 0.1        | 63.1          | 60.0          | 0.4          |

methods. Moreover, for these categories with sparse points, such as bicycle and pedestrian, our method significantly outperforms existing approaches, which also demonstrates the effectiveness of the proposed method to tackle the sparsity and varying density. Note that RangeNet++ [8] and Salsanext [29] perform the post-processing, including KNN, etc.

Results on A2D2 We report the results on A2D2 [16] validation set. As shown in Table 5 and 6, it can be observed that the proposed method performs much better than existing methods about 3% in terms of mIoU, including Squeezeseg [10], SqueezesegV2 [55], DarkNet53 [59], and PolarNet [6], where all of them are based on the 2D projection and 2D convolution networks. Specifically, our method achieves better performance on almost all categories consistently, which also demonstrates the effectiveness of our method. Note that due to the more fine-grained categories in A2D2 (38 categories in total), it is harder than other datasets, such as SemanticKITTI and nuScenes, and there exist more categories with zero values.

In general, our method achieves the consistent state-of-the-art performance in all three datasets with different settings (single-scan and multi-scan) and sensor ranges. It clearly demonstrates the effectiveness of the proposed method and its good generalization capability across different datasets.

4.3 LiDAR-based Panoptic Segmentation

Panoptic segmentation is first proposed in [61] as a new task, in which semantic segmentation is performed for background classes and instance segmentation for foreground classes and these two groups of category are also termed as stuff and things classes, respectively. Behley et al. [62] extend the task to LiDAR point clouds and propose the LiDAR panoptic segmentation. In this experiment, we conduct the panoptic segmentation on SemanticKITTI dataset and report results on the validation set. For the evaluation metrics, we follow the metrics defined in [62], where they are the same as that of image panoptic segmentation defined in [61], including Panoptic Quality (PQ), Segmentation Quality (SQ) and Recognition Quality (RQ) which are calculated across all classes. PQ† is defined by swapping PQ of each stuff class to its IoU and averaging over all classes like PQ does. Since the categories in panoptic segmentation contain two groups, i.e., stuff and things, these metrics are also performed separately on these two groups, including PQth, PQst, RQth, RQst, SQth, and SQst, where Panoptic Quality (PQ) is usually used as the first criteria. For the experimental setting, we follow the LiDAR semantic segmentation, where Adam optimizer with learning rate $= 1e^{-4}$ is used for optimization.

In this experiment, we use the proposed cylindrical partition as the partition method and asymmetrical 3D convolution networks as the backbone. Moreover, a semantic branch is used to output the semantic labels for stuff categories, and an instance branch is introduced to generate the instance-level features and further extract their instance IDs.
for things categories through heuristic clustering algorithms (we use mean-shift in the implementation and the bandwidth of the Mean Shift used in our backbone method is set to 1.2 while the minimum number of points in a valid instance is set to 50 for SemanticKITTI).

We report the results in Table 7. It can be found that our method achieves much better performance than existing methods [43], [44]. In terms of PQ, we have about 4.7% point improvement, and particularly for the thing categories, our method significantly outperforms state-of-the-art in terms of PQ
\textsuperscript{th} and RQ
\textsuperscript{th} with a large margin of 10% points. It indicates that our cylindrical partition and asymmetrical 3D convolution networks significantly benefit the recognition of the things classes. It is worthy of noting that PointGroup and LPASD perform poorly on the outdoor LiDAR segmentation task which indicates that these indoor methods are not suitable for the challenging outdoor point clouds due to the different scenarios and inherent properties. Experimental results demonstrate the effectiveness of the proposed method and its good generalization ability. We show several samples of panoptic segmentation results in Fig. 11, where different colors represent different vehicles.

4.4 LiDAR-based 3D Detection

LiDAR 3D detection aims to localize and classify the multi-class objects in the point cloud. SECOND [55] first utilizes the 3D voxelization and 3D convolution networks to perform the single-stage 3D detection. In this experiment, we follow SECOND method and replace the regular voxelization and 3D convolution with the proposed cylindrical partition and asymmetrical 3D convolution networks, respectively. Similarly, to verify its scalability, we also extend the proposed modules to SSN [54]. Furthermore, another strong baseline, SSNv2 [54], is also adapted to verify the effectiveness of our method when the baseline is very competitive. The experiments are conducted on nuScenes dataset and the cylindrical partition also generates the 480 × 360 × 32 representation. For the evaluation metrics, we follow the official metrics defined in nuScenes, i.e., mean average precision (mAP) and nuScenes detection score (NDS). For other experimental settings, including the optimization method, target assignment, anchor size and network architecture of multiple heads, we all follow the setting in SSN [54].

The results are shown in Table 8. PP + ReconNet [66] is a partition enhancement approach based on PointPillar [11], while our SECOND + CyAs performs better with similar backbone, which indicates the superiority of the cylindrical partition. To verify the effect of different components (i.e., Cylinder partition and Asymmetrical 3D convolution networks) of our method on LiDAR 3D detection, we design two variants, i.e., SECOND [55] + Cylinder and SECOND [55] + Asym-CNN. The results shown in Table 8 demonstrate that these two components in our method consistently improve the baseline method with 2.8% points and 1.5% points in terms of NDS, respectively. We then extend the proposed method (i.e., CyAs) to two baseline methods, termed as SECOND + CyAs and SSN + CyAs, respectively. By comparing these two models with their extensions, it can be observed that the proposed Cylindrical partition and Asymmetrical 3D convolution networks boost the performance consistently, even for the strong baseline i.e., SSNv2, which demonstrates the effectiveness and scalability of our model. For different backbones, like SECOND and SSN, our method could consistently benefit them, showing its good generalization ability. Several qualitative results on nuScenes dataset are shown in Fig. 12.

4.5 Ablation Studies

In this section, we perform the thorough ablation experiments on LiDAR-based semantic segmentation task to inves-
TABLE 7: LiDAR-based panoptic segmentation results on the validation set of SemanticKITTI.

| Method                        | PQ | PQ|SQ| RQ |SQ| PQ|SQ|RQ |SQ|mIoU |
|-------------------------------|----|---|--|----|--|----|--|----|--|-----|
| KPConv [18] + PV-RCNN [65]    | 51.7|57.4|63.1|78.9|56.8|81.5|55.2|67.8|77.1|63.1 |
| PointGroup [64]               | 46.1|54.0|56.6|74.6|47.7|55.9|73.8|45.0|57.1|55.7 |
| LPASD [63]                    | 36.5|46.1|    |    |28.2|    |    |    |    |50.7 |
| Ours                          | 56.4|62.0|67.1|76.5|58.8|66.8|75.8|54.8|67.4|77.1|63.5 |

Fig. 11: LiDAR-based panoptic segmentation results on SemanticKITTI dataset. For different vehicles, we use different colors to distinguish them.

TABLE 8: LiDAR-based 3D detection results on nuScenes dataset. CyAs denotes the Cylindrical partition and Asymmetrical 3D convolution networks. SSNv2* is extracted from nuScenes Leaderboard.

| Methods            | mAP | NDS |
|--------------------|-----|-----|
| PointPillar [11]   | 30.5|45.3 |
| PP + Reconfig [66] | 32.5|50.6 |
| SECOND [55]        | 31.6|46.8 |
| SECOND [55] + Cylinder | 34.3|49.6 |
| SECOND [55] + Asym-CNN | 33.0|48.3 |
| SECOND [55] + CyAs | 36.4|51.7 |
| SSN [54]           | 46.3|56.9 |
| SSN [54] + CyAs    | 47.7|58.2 |
| SSNv2 [54]         | 50.6|61.6 |
| SSNv2 [54] + CyAs  | 52.8|64.0 |

TABLE 9: Ablation studies for network components on SemanticKITTI validation set. PR denotes the point-wise refinement module. Asym-CNN denotes the asymmetrical residual block.

| Baseline Cylinder Asym-CNN DDCM | PR | mIoU |
|---------------------------------|----|------|
| ✓                               | ✓  | 58.1 |
| ✓                               | ✓  | 61.0 |
| ✓                               | ✓  | 63.8 |
| ✓                               | ✓  | 65.2 |
| ✓                               | ✓  | 65.9 |

Effects of Network Components  In this part, we make several variants of our model to validate the contributions of different components. The results on SemanticKITTI validation set are reported in Table 9. Baseline method denotes the framework using 3D voxel partition (with cubic partition) and 3D convolution networks. It can be observed that cylindrical partition performs much better than cubic-based partition with about 3% mIoU gain and asymmetrical 3D convolution networks also significantly boost the performance about 3% improvement, which demonstrates that both cylindrical partition and asymmetrical 3D convolution networks are crucial in the proposed method. Furthermore, dimension-decomposition based context modeling delivers the effective global context features, which yields an improvement of 1.4%. Point-wise refinement module further pushes forward the performance based on the strong model, about 0.7%. Generally, the proposed cylindrical partition and asymmetrical 3D convolution networks make the most contribution to the performance improvement.

Variants of Asymmetrical Residual Block  To verify the effectiveness of the proposed asymmetrical residual block, we design several variants of asymmetrical residual block to investigate the effect of horizontal and vertical kernel enhancement (as shown in Fig. 13). The first variant is the regular residual block without any asymmetrical structure. The second one is the 1D-asymmetrical residual block, which utilizes the 1D asymmetrical kernels without height and also strengthens the horizontal or vertical kernels in one-dimension. The third one is the proposed asymmetrical residual block, which strengthens both horizontal and
vertical kernels. These variants strengthen the skeleton of convolution kernels step by step (from regular residual block to asymmetrical kernel without height, then to both horizontal and vertical kernels with height).

We conduct the ablation studies on SemanticKITTI validation set. Note that we use the cylindrical partition as the partition method and stack these proposed variants to build the 3D convolution networks for this ablation experiment. We report the results in Table 10. It can be found that although the 1D-Asymmetrical residual block only powers the horizontal and vertical kernels in onedimension, it still achieves 1.3% gain in terms of mIoU and it obtains about more than 5% performance gain for motorcycle, other-vehicle and bicyclist, which demonstrates the effectiveness of strengthening skeleton of convolution kernel, even without height dimension. After taking the height into the consideration, the proposed asymmetrical residual block further matches the object distribution in driving scene and powers the skeleton of kernels, which enhances the robustness to the sparsity. From Table 10 the proposed asymmetrical residual block significantly boosts the performance with about 3% improvements, where large improvement can be observed on some instance categories (about 10% gain), including bicycle, person, other-vehicle and motorcycle, because it matches the point distribution of object and enhances the representational power.

### Size of 3D Representation

As mentioned in implementation details, we set the size of 3D representation to $480 \times 360 \times 32$. In this experiment, we use other hyper-parameters to cross-validate these values, including $600 \times 480 \times 40$ and $320 \times 240 \times 24$. They cover the denser and sparser representations compared with $480 \times 360 \times 32$ representation. Furthermore, we also introduce a cubic partition with size of $1000 \times 1000 \times 45$ as the counterpart to investigate the...
TABLE 11: Ablation studies for the size of 3D representation on SemanticKITTI validation set.

| Size of Representation | mIoU(%) |
|-----------------------|--------|
| 1000 × 1000 × 45 (cubic) | 58.1   |
| 320 × 240 × 24         | 63.4   |
| 600 × 480 × 40         | 64.1   |
| 480 × 360 × 32         | 65.9   |

TABLE 12: Comparison of inference time on SemanticKITTI dataset. All numbers represent the total time consisting of computation time and post-processing time. Results are directly taken from [59].

| Methods             | Latency (ms) | mIoU(%) |
|---------------------|--------------|--------|
| TangentConv [56]    | 3000         | 40.9   |
| RandLA [7]          | 800          | 53.9   |
| KPConv [18]         | 263          | 58.8   |
| MinkowskiNet [67]   | 294          | 63.1   |
| SPVNAS-lite [47]    | 110          | 63.7   |
| SPVNAS [47]         | 259          | 66.4   |
| Ours                | 170          | 67.8   |

effectiveness and compactness of cylindrical partition.

We conduct the experiments on SemanticKITTI validation set and all experiments are under same settings except the different representation size. The results are shown in Table 11. It can be found that the 3D representation with $480 \times 360 \times 32$ performs better than other two representations with 2% point improvement than $600 \times 480 \times 40$ and $320 \times 240 \times 24$. Since $320 \times 240 \times 24$ representation delivers compacter representation with larger cylindrical cells, it however might mis-split the points across different categories into same cell, which inevitably increases the information loss; While for $600 \times 480 \times 40$ representation, it contains fine-grained cylindrical cell, but generates the larger representation, which might burden the training of 3D convolution and cause the degradation of performance. Compared to the cubic partition with $1000 \times 1000 \times 45$, all cylindrical partitions achieve much better performance and this consistent performance gain demonstrates its effectiveness. From this experiment, we cross-validate the $480 \times 360 \times 32$ representation and investigate the effect of different size of 3D representations.

5 DISCUSSION

5.1 Comparison of Inference Time

To investigate the efficiency of the proposed method, we further make a statistic of inference time compared to existing methods. In the experiment, we keep the setting unchanged and set the mode as the evaluation mode to calculate the inference time. The results of comparison of inference time of existing methods are directly taken from [59].

The results are shown in Table 12. Compared to 2D projection based method (inference time consists of computation time and post-processing time), i.e., RandLA [7], our method achieves about 5× speedup with 14% performance improvement due to no requirement for post-processing. Moreover, compared to other 3D based methods, including MinkowskiNet [67] and SPVNAS [47], we also achieve the better performance and less inference time. The main reasons lie in two aspects: 1) the proposed cylindrical partition generates compacter representation compared to regular cubic partition. For example, the regular cubic partition often has the cell of $0.1 \times 0.1 \times 0.1$, and it thus generates a 3D representation of $1000 \times 1000 \times 45$, which is more than 4 times larger than the cylindrical partition. 2) the asymmetrical 3D convolution networks consume smaller computational overhead and less parameters compared to the regular 3D convolution networks. Specifically, using a convolution with kernel $=3 \times 1 \times 3$ followed by a $1 \times 3 \times 3$ convolution is equivalent to sliding a two layer network with the same receptive field as in a 3D convolution with kernel $=3 \times 3 \times 3$, but it has 33% cheaper computational cost than a $3 \times 3 \times 3$ convolution with same number of output filters. The corporation of these two parts leads to the effective and efficient approach.

5.2 Comparison with other methods dealing with sparsity issue

Our proposed method utilizes the cylindrical partition and asymmetrical 3D convolution networks to handle the inherent difficulties, i.e., sparsity and varying density. Hence, we further compare the proposed method with other methods tackling the sparsity issue, to verify its effectiveness. Specifically, SPVNAS [47] proposes a sparse point-voxel convolution to preserve the fine details and deal with sparsity. MinkowskiNet [67] adopts sparse tensors and proposes a generalized sparse convolution. We take them as the counterpart dealing with the sparsity issue and make a comparison with them. Note that in our implementation, we also use the sparse convolution [55] to build up the asymmetrical 3D convolution networks.

The results are shown in Table 13. Compared to other methods handling the sparsity issue, our method achieves both better performance and efficiency, which also demonstrates the superiority of our method.

6 CONCLUSION

In this paper, we have proposed a cylindrical and asymmetrical 3D convolution networks for LiDAR segmentation, where it maintains the 3D geometric relation. Specifically, two key components, the cylinder partition and asymmetrical 3D convolution networks, are designed to handle the inherent difficulties in outdoor LiDAR point cloud, namely sparsity and varying density, effectively and robustly. We conduct the extensive experiments and ablation studies, where the model achieves the state-of-the-art in SemanticKITTI, A2D2 and nuScenes, and keeps good generalization ability to other LiDAR based tasks, including LiDAR panoptic segmentation and LiDAR 3D detection.
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