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Abstract

Aiming to solve a series of problems in photo collection over citizen’s license, this paper proposes Portrait Extraction Algorithm over our face based on facial detection technology and state-of-the-art image segmentation algorithm. Considering an input image where the foreground stands a man with unfixed size and its background is all sorts of complicated background, firstly we use Haar&Adaboost facial detection algorithm as a preprocessing method so as to divide the image into different sub-systems, and we get a fix-sized image of human face. Then we use GrabCut and closed-form algorithm to segment the preprocessed image and output an image which satisfies our requirements (i.e. the fixed size and fixed background). Up to now the GrabCut and closed-form algorithm has been realized, both of which have its own advantages and shortages.
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1. Introduction

For individuals and social organizations, it is a tedious task to register and collect all kinds of residents’ license photos. If registered in the social organizations, it tends to be time-consuming and labor-intensive. If residents upload photos on their own, there will be varieties of potential problems if image format does not meet the requirements. Every time residents are reluctant to spend time adjusting background color and portrait size for license photos. Exploring a convenient approach to solve such problems has become a hot topic at present. Suppose such approach can be widely applied in license photos’ generation process, large amount of labor force will be reduced, and tedious photography procedures will be shortened. Furthermore, residents themselves may derive various kinds of license photos without leaving home. Using digital image processing technology, front-view portraits surrounded by arbitrary background can be recognized, extracted and processed, and foreground area (i.e. the portrait extracted and processed from the original photograph) is inserted into a specified background color. Via this original measure we can easily derive the qualified license photo eventually. Needless to say, it provides huge convenience for individual residents and social organizations. Most importantly, the idea conforms with the principle of "user-centered" in current well-known Internet of Things system.

Lots of solutions over image matting have been proposed in image processing domain. In 1996, Alvy Ray Smith and James F. Blinn made a definition of image matting problem via a brief formula

\[ I = \alpha F + (1 - \alpha) B \]

Given an image specified by \( I \), it can be thought of as a composition of the foreground and background which can be differentiated by grade of transparency specified by \( \alpha \). The problem is how to deduce \( \alpha \), \( F \) and \( B \) at the right side according to \( I \) at the left side of equation (Smith & Blinn, 1996). Later, a new Bayesian framework was proposed to solve the matting problem. They use spatially varying Gauss mixture colors to model the distribution of foreground and background colors, and assume that a partial mixture of foreground and background colors produces the final output. Then the maximum likelihood criterion is used to estimate the optimal opacity, foreground and background simultaneously (Chuang, 2001). Jian Sun et al. proposed using tri-map as an auxiliary
tool. Tri-map is divided into three colors: black represents the complete background (where alpha is 0), white represents the complete foreground (where alpha is 1), and gray represents the uncertain region (where alpha is undetermined) (Sun, 2004). Yuanjie Zheng and Chandra Kambhamettu propose that for each point, a linear combination of the surrounding pixels alpha is expected to be used for prediction. The parameters of this linear combination are obtained by learning. This learning is a process of establishing the correlation between alpha and color feature vectors. When establishing the relationship between alpha and color eigenvector, the form of inner product appears in the analytic solution of the problem. Kernel Trick can then be introduced to elevate dimensions and learn more complex relationships (Zheng & Kambhamettu, 2009). Xiaoyong Shen et al. constructed a portrait image database using the traditional matting method. On this basis, a matting method based on CNN is proposed. There are two functions. The first one uses CNN to classify the pixels into three categories: foreground, background and uncertain label. The second is a new matting layer, which obtains matting information by propagating forward and backward (Shen, 2016).

This paper proposes to design an original Portrait Extraction Algorithm based on facial detection technology as well as state-of-the-art foreground segmentation algorithm. The original intention of our algorithm system is to provide a solution to license photos in daily life. Furthermore, the algorithm system can be applied in various domains such as facial recognition technology, computer vision and machine learning under recent tremendous development of artificial intelligence. In the process of designing the human image extraction algorithm system, this paper uses the face detection algorithm based on Haar&Adaboost to design the natural image segmentation subsystem. At the same time, the advanced Closed-Form algorithm is used to design a fixed size image segmentation subsystem.

2. Theoretical Preparation for Portrait Extraction Algorithm System

In this section, the article introduces some image preprocessing method including grayscale transform, Gaussian filtering and histogram equalization in detail. Then we mainly focus on a facial detection algorithm called “Haar&Adaboost”.

2.1 Image Preprocessing Technology

2.1.1 Gray

Gray refers to the conversion of color space (such as RGB, YCbCr, etc.) into gray space. Gray image is represented by black with different saturation. Taking the conversion of RGB into grayscale image as an example, the commonly used conversion formulas are listed as follows:

- Psychological approach (based on the human eye's perception of color and brightness):
  \[ \text{Gray} = 0.299 * R + 0.587 * G + 0.114 * B \]  
- Average method:
  \[ \text{Gray} = (R + G + B) / 3 \]  
- Floating point method:
  \[ \text{Gray} = R * 0.3 + G * 0.59 + B * 0.11 \]  
- Integer method:
  \[ \text{Gray} = (R * 30 + G * 59 + B * 11) / 100 \]

2.1.2 Histogram Equalization

The histogram equalization algorithm is shown below. The gray level of the image to be processed is \( M \) (gray level: 0, 1, ..., \( M-1 \)), for example (Gonzalez, 2007):

**Step1:** List M-level grayscale images

\[ D_{\text{A}} = (0, 1, ..., M - 1) \]

**Step2:** Statistical analysis of gray level pixels in the original image

\[ H(k) \]

**Step3:** Computation of Normalized Histogram Array

\[ C(k) = \frac{H(k)}{A^2} \]  

**Step4:** Computation of an array of cumulative histograms
\[ T(k) = \sum_{i=1}^{k} C(k) \]  

**Step 5:** Calculating the Gray Accumulated Distribution Array

\[ D_B(k) = \text{int}(7 \times t + 0.5) \]  

**Step 6:** Determining Gray Mapping Relation

\[ D_A \rightarrow D_B \]

**Step 7:** Statistical New Histogram Gray Level Pixel Array

\[ H(k) \]

**Step 8:** Computation of a New Normalized Histogram Array

\[ C(k) = \frac{H(k)}{\sigma^2} \]  

2.1.3 Gaussian Filtering

The principle of Gauss smoothing is that in a given neighborhood, the average value of all the pixels is taken as the result of the final calculation. The weights of each pixel are different and the weights are determined by the Gauss function.

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

The square of \( x \) and \( y \) represent the distance between other pixels in the neighborhood and the central pixel in the neighborhood respectively, while the square of \( \sigma^2 \) represents the standard deviation.

The two-dimensional distribution of the function is roughly as follows (drawn by MATLAB):

2.2 Facial Detection Solution: Haar&Adaboost Algorithm

Haar&Adaboost face detection algorithm, first proposed by Paul Viola in the paper Robust Real-time Object Detection, has been improved and widely used in today's face detection and face recognition because of its high accuracy and efficiency.

(1) Application of Haar-like Feature

Haar feature template was originally proposed by Viola and was then improved and derived from Haar-like feature afterwards. Haar-like has generally four types: edge feature, linear feature, circle center surround feature and specific direction feature. Corresponding eigenvalues are obtained by using white area pixels and subtracting black area. These four kinds of eigenvalues describe the characteristics of discriminant objects in different directions. Additionally, the positive and negative samples have different eigenvalues, so they can be used as descriptors for pattern recognition. A large number of Haar-like features will be generated according to the selected coordinates, rectangle size and category. The Haar-like eigenvalues of image samples can be quickly calculated by integral graphs. (Viola & Jones, 2001) (Lienhar & Maydt, 2002)
(2) Procedures of Adaboost Algorithm

Adaboost changes the distribution weight of training samples to obtain different test samples. The algorithm aims to obtain an optimal weak classifier after each training and obtains the weight of each weak classifier when constituting a strong classifier according to its classification error. According to the results of each training, increase the weight of the wrong classification sample and decrease the weight of the correct classification sample simultaneously, and a new training sample set is obtained. The specific algorithm flow of Adaboost is:

Giving sample space set \( S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}\), \( X \) is sample space, \( Y \) is tag set and \( Y = \{1, -1\} \), \( x_i \in X, y_i \in Y \).

**Step 1: Initialize training sample weight**

Initialize weight to \(1/N\):
\[
D_1 = (w_{11}, w_{12}, \ldots, w_{1i}, \ldots, w_{1N}) \quad \text{and} \quad w_{1i} = 1/N, \quad i = 1, 2, \ldots, N
\]

**Step 2: Training weak classifier**

Use \( m = 1, 2, \ldots, M \) to represent iteration times, as well the numbers of weak classifiers.

(a) The samples with weight distribution \( D_m \) are trained and learned, select the threshold which minimizes the detection error rate as the current weak classifier:
\[
G_m(x): x \rightarrow \{-1, 1\}
\]

(b) Calculating the Classification Error of \( G_m(x) \) on Training Samples:
\[
e_m = P(G_m(x) \neq y_i) = \sum_{i=1}^{N} w_{im} I(G_m(x_i) \neq y_i)
\]

(c) Calculating \( G_m(x) \) coefficient \( \alpha_m \). \( \alpha_m \) represents the importance of \( G_m(x) \) in the final strong classifier:
\[
\alpha_m = \frac{1}{2} \log \frac{1-e_m}{e_m}
\]

(d) Updating the weight of training samples to get the next training samples:
\[
D_{m+1} = (w_{m+1,1}, w_{m+1,2}, \ldots, w_{m+1,i}, \ldots, w_{m+1,N})
\]
\[
w_{m+1,i} = \frac{w_{mi} e^{-\alpha_m y_i G_m(x_i)}}{Z_m}, \quad i = 1, 2, \ldots, N
\]
\[
Z_m = \sum_{i=1}^{N} w_{mi} e^{-\alpha_m y_i G_m(x_i)}
\]

\( Z_m \) is normalization factor, makes \( \sum_{i=1}^{N} D_{m+1}(x_i) = 1 \)

**Step 3: Training strong classifier**

\[
G(x) = \text{sign}(\sum_{m=1}^{M} \alpha_m G_m(x))
\]

2.3 Portrait Extraction Solution I: GrabCut Algorithm

**Step1 Initialization**

(a) Users select the region of interest through the mouse to set the background TB to initialize the ternary graph \( T \), foreground is empty, \( T_p = \Phi; \quad T_u \) is complement of background complement, \( T_u = T_B \).

(b) For \( n \in T_B \), there is \( \alpha_n = 0 \); for \( n \in T_u \), there is \( \alpha_n = 1 \).

(c) Use \( \alpha_n = 0 \) and \( \alpha_n = 1 \) these two aggregates to initialize the GMM model of foreground and background.

**Step2 Iterative minimization**

(a) Obtaining GMM model parameters \( k_n \) corresponding to each pixel \( n \) in \( T_u \) requires solving the equation of \( k_n \) as follow:
\[
k_n = \text{argmin}_{D_n(\alpha_n, k_n, \theta, z_n)}
\]

(b) Get GMM model parameters \( \theta \) from data \( Z \). The corresponding equation of \( \theta \) is:
\[
\theta = \text{argmin}_{U(\alpha, k, \theta)}
\]

(c) Using minimum energy to get initial segmentation.
\[
\min_{\alpha_n} \min_k \min E(\alpha, k, \theta, z)
\]  
(19)

d) Repeat from step 4 until convergence.

e) Perform boundary optimization and process it with continuous values. There is a transparent narrow band near the hard segmentation boundary. The main task of boundary optimization is to count the image of this narrow band, which can solve the problem of blurring and pixel overlap at the boundary.

**Step 3 User Interactive Editing**

a) Specify some pixels \( \alpha_n = 0 \) (background) or \( \alpha_n = 0 \) (foreground), correspondingly update ternary graph \( T \).

b) Optimize: Perform the entire iterative minimization algorithm. Iterative minimization can be seen as a monotonic decrease of total energy \( E \) in three aspects \( k, \theta, \alpha \). In this way, the algorithm can guarantee the final convergence to the minimum value of \( E \). Automatic termination of iteration when no significant attenuation is judged, this ensures the convergence of the algorithm. (Rother & Kolmogorov, 2004)

2.4 Portrait Extraction Solution II: Closed-Form Algorithm

**Step 1 Initialize**

a) Users select the region of interest through the mouse box to provide an initial trimap, foreground \( F \) (shown in white), background \( B \) (shown in black) and unknown \( \alpha \) (shown in gray).

b) \( \alpha_i \) is transparency, \( \alpha_i \in [0, 1] \); \( F_i \) is foreground pixels, \( B_i \) is background pixels.

c) Color Composition Model:

\[
I_i = \alpha_i F_i + (1 - \alpha_i) B_i
\]  
(20)

d) When \( \alpha_i = 0 \), \( I_i \in B_i \); When \( \alpha_i = 1 \), \( I_i \in F_i \).

**Step 2 Global optimum \( \alpha \)**

a) Assuming that there is a 3*3 small window \( w \) nearby, and the foreground color \( F \) and background color \( B \) in the small window remain roughly unchanged, so \( \alpha \) change linearly in the small window \( w \):

\[
\alpha_i \approx \alpha I_i + b, \forall i \in w
\]  
(21)

b) Definition of energy function

\[
J(\alpha, a, b) = \sum_i \sum_w (\alpha_i - a_i I_i - b_i)^2 + \epsilon a_i^2
\]  
(22)

Suppose \( a, b \) is constant, there is only one energy function about \( \alpha \):

\[
J(\alpha) = \alpha^T L \alpha
\]  
(23)

In the formula: \( \alpha \) is an \( N \times 1 \) vector; \( N \) is the number of vectors; \( L \) is a matting Laplacian matrix, which is a \( N \times N \) symmetric matrix.

c) Find the element at \( (i, j) \) in the symmetric matrix:

In the formula: \( \delta_{ij} \) is Kronecker sign; \( \mu_k \) and \( \sigma_k^2 \) are local window color and respectively; \( |w_k| \) is the number of pixels included in local window \( w_k \).

d) The minimum of energy function \( J(\alpha) = \alpha^T L \alpha \) is global optimum \( \alpha \).

**Step 3 Expanding into Color Images**

a) Use 4D linear model to replace the Step 2-a) linear model:

In the formula: \( c \) is the sum of all color channel.

b) In a local window \( F_i \) is on a line of RGB color space, the same to \( B_i \), there is:

\[
F_i = \beta_i F_1 + (1 - \beta_i) F_2
\]  
(24)

\[
B_i = \beta_i B_1 + (1 - \beta_i) B_2
\]  
(25)

c) The colour image matting model is:

\[
I_i = \alpha_i (\beta_i F_1 + (1 - \beta_i) F_2) + (1 - \alpha_i)(\beta_i B_1 + (1 - \beta_i) B_2)
\]  
(26)
d) So get the function:

\[ J(\alpha, a, b) = \sum_{f \in F} \sum_{e \in W_f} (a_t - \sum_e a^f_j t^e_j - b_j)^2 + \varepsilon \sum_e a^f_j^2 \]  \hspace{1cm} (27)

e) Form Step2 we know \( J(\alpha) = \alpha^T L \alpha \)

In the formula: \( L \) is a \( N \times N \) matting Laplacian matrix, the \((i, j)\) of the matrix is:

\[ \sum_{k(l, j) \in W_k} \left( \delta_{ij} - \frac{1}{|w_k|} \left( 1 + (l_i - \mu_k) \left( \sum_k \frac{1}{|w_k|} b_k \right)^{-1} (l_j - \mu_k) \right) \right) \]  \hspace{1cm} (28)

**Step3 User Interactive Editing**

The user re-labels the selected foreground \( F \) and background \( B \), re-performs the operation.(Levin, 2006)

3. Portrait Extraction Process & Result Analysis

3.1 Previous Work I for Closed-Form Algorithm: Image Cutting

Before embarking on scribbling images and foreground extraction process, we are required to resize and cut the arbitrary portrait into one that only contains face and shoulders in order to generate standard license photos eventually. These procedures are categorized as “experimental preparation” or “image preprocessing process”. In this section, we resize the input images into a fixed size that fits our requirements (i.e. each resized image shares the same length and width). Then we manage to obtain facial detection via Haar&Adaboost algorithm, which provides a rough position of face appeared in image. At last we cut the resized image according to the position, leaving the face and shoulders only. Additionally, we restrict the input image to be front view and at least includes face and the upper part of the body. Any input images beyond our restriction may not work out proper cut images.

At the beginning, we need to resize input image because Haar&Adaboost algorithm to be used in the next step requires strict image size. In our experiment we resize any kind of input image to be 800*1200. Here we select three original images, both of which strictly fit all requirements over input image. Then we resize them respectively. All the original images and resized images are shown in table 1 below.

Then we apply Haar&Adaboost algorithm to realize facial detection and work out the rough position of the face. At last we apply equal-ratio algorithm to expand the frame around the position we've got already. In this step we reserve the face and two shoulders only inside the frame. Adjust the frame size as big as the one appeared in identity card, cut the image according to the frame and thus we get the proportional segmentation result shown in the rightmost column.

| No. | Original Image | Resized Image | Cut Image |
|-----|----------------|---------------|-----------|
| Test 1 | ![Original Image](image1) | ![Resized Image](image2) | ![Cut Image](image3) |
The results above already fit our requirement. In the column of original image, all of the input images are front-view portrait and include the whole face and the upper part of the body. After resizing, all images are reduced to 800*1200. At the same time, the whole face and upper part of the body is completely reserved. The rightmost column demonstrates the final output of preparation process. Consider the basic requirements of license photos that the whole face and the upper part of two shoulders should be included, we adjust the frame size so that the face and shoulders can be included inside the frame as much as possible. Through the rightmost column in table 5 we find all of the cut images conform with the basic requirements. Though the top of the hair in test 2 has been omitted, the proportion of face and shoulders as well as the man size appeared in the whole image seem to be harmonious.

3.2 Previous Work II for Closed-Form Algorithm: Image Scribbling

Scribble is a user-supplied constraint which points out the foreground and background by scribbling over the image. According to formula xxx, foreground and background can be differentiated via $\alpha$. $\alpha = 1$ indicates foreground and $\alpha = 0$, on the contrary, indicates background. In scribbling process, it is recommended to draw edge information (i.e. to scribble the rough foreground profile) as much as possible. scribbles specify foreground because white color indicates $\alpha = 1$ and black scribbles, similarly, specify background area. In closed form matting and Grabcut, users are required to provide trimap or scribbles as an input so as to obtain initial estimation of alpha matte. In scribbling images, users are only required to draw a couple of scribbles in two colors, one for foreground and the other for background. Considering simplicity, we generate scribbling images where users can easily interact with computer during scribbling.

We complete the scribbling image via Photoshop where users can easily apply their constraints upon input images. We find the output of image preprocessing above is quite satisfactory—almost all the cut images share identical foreground size position and profile, so we attempt to apply the same scribbles towards all the cut images. Table 2 below clearly demonstrates three cut images and their own scribbling images.
Table 2. Cut Images and Scribbling Images

| No. | Cut Image | Scribbling Image |
|-----|-----------|-----------------|
| Test 1 | ![Image](image1.png) | ![Image](image2.png) |
| Test 2 | ![Image](image3.png) | ![Image](image4.png) |
| Test 3 | ![Image](image5.png) | ![Image](image6.png) |

For every cut image shown above, we apply the same scribbling image. Though cut images differ from their foreground size and profile, the difference is quite trivial and can be ignored. From the rightmost column above we find that the scribbles fit all the cut images (i.e. normally white scribbles always appear upon the portrait and black scribbles upon background area). Furthermore, the white scribbles can effectively reflect the edge information of the portrait. Overall, using the same scribbling image save a lot of time when applying user-supplied constraint, but its precision is guaranteed.

3.3 Portrait Extraction Results and Analysis

All the previous work mentioned above contributes to the input of image segmentation algorithms. In this paper we apply two different image segmentation algorithms to realize foreground extraction. Here we still use the above three cut images and obtain the foreground extraction images respectively via two algorithms.

3.3.1 Portrait Extraction Result via GrabCut

In this section we use GrabCut algorithm to extract foreground image. GrabCut is an iterative algorithm for image segmentation where users are not required to provide scribbling image or trimap as an input. Thus, GrabCut algorithm is more convenient and easier-to-use. However, it consumes a large amount of computer resources, and thus its performance mostly depends on user’s computer level. In addition, it takes a long period of time to segment a small input image. Table 3 below demonstrates the image segmentation result using GrabCut algorithm. The first column from the left lists three cut images as an input and the second column is the output.
As we can see from the result above, the image segmentation result is far from satisfactory. The common fatal problem of GrabCut is the omission of the person’s shoulders. We can deduce from the result that GrabCut takes the shoulders as background content and only the face, the neck and the collar are served as foreground area. Additionally, GrabCut performs badly when foreground color and background color become similar. Just like the result in test 3, the background above two ears is misjudged as foreground area, which leads to an awful segmentation result.

Nevertheless, GrabCut algorithm may still be a possible solution when the foreground color and background color is highly differential. In addition, background area should not contain sharp variation of color so as to avoid misjudgment as much as possible. Compared with test 3, result in test 1 and 2 seems better.

### 3.3.2 Portrait Extraction Result via Closed-Form

In order to obtain foreground extraction result within a shorter time, we use closed form algorithm to complete image segmentation. In closed form algorithm, a cost function upon $\alpha$ is defined to eliminate $F$ and $B$. Differed from those complicated iterative algorithms, closed form solution requires less computing time and the result is also good. What’s more, we can obtain a relatively high-quality alpha matte from very simple scribbling images. Both the cut image and the scribbling image generated from previous work are necessary in closed form solution. Scribbles here contribute to the initial estimation of alpha matte. Considering the computer level and computing time to be consumed, we set the window with a small 3*3 size to run the algorithm and generates alpha matte. Firstly, we use the cut image and corresponding scribbling image as an input, and we obtain the alpha matte via closed form algorithm. We designate red color ($RGB = (255, 0, 0)$) as background color in final license photo in our test, so we replace the black area in alpha matte (i.e. the background area) into red and we get the background processing result. Finally, we fill the foreground into the white area of the background processing image and thus

| No. | Cut Image | Foreground Extraction Result |
|-----|-----------|-----------------------------|
| **Test 1** | ![Test 1 Cut Image](image1) | ![Test 1 Foreground Extraction Result](image2) |
| **Test 2** | ![Test 2 Cut Image](image3) | ![Test 2 Foreground Extraction Result](image4) |
| **Test 3** | ![Test 3 Cut Image](image5) | ![Test 3 Foreground Extraction Result](image6) |
we obtain the license photo.

In table 4, we select the same three cut images and scribbling images as an input. The respective algorithm result (i.e. the alpha matte) is obtained in the third column from the left. Background processing result is shown in the fourth column from the left. Finally, we filled the white area in background processing image with cut image and we generate license photos.

Table 4. Closed-Form Results

| No.   | Cut Images | Alpha Matte | Background Processing Result | Final Result (License Photo) |
|-------|------------|-------------|-----------------------------|------------------------------|
| Test 1|
| Test 2|
| Test 3|

We find the image segmentation result is much better compared with GrabCut. The whole portrait, including the face and the upper part of the body, has been basically preserved during image matting.

Of course, there are still some flaws in the final result. Observe the alpha matte carefully and we find there’s a relatively big gray area along the edge of the foreground area, which leads to misjudgments in final result. As we can see in test 2 and test 3, both of the shoulders’ edge become gray, thus the background near the shoulders may be misjudged into foreground (see test 3) or the foreground in the shoulders may be misjudged into background (see test 2). Sometimes when background color and foreground color are hard to identify, background may be misjudged as foreground (see test 1).

4. Discussion

Image matting plays an essential role in image or video editing and trimming. With the rapid development of computer vision, not only should we pursue high-quality image segmentation result, but we should minimize the computing time as much as possible, especially in video editing domain.

Table 5 again lists five different input images and we obtain the image segmentation results under closed form and GrabCut solution respectively. From the results we summarize and compare with the advantages and shortages of
these two image matting algorithms.

Table 5. Image Segmentation Result Comparison between Closed Form and GrabCut

| No. | Cut Image | Image Segmentation Results |
|-----|-----------|---------------------------|
|     |           | Closed Form Solution      | GrabCut Solution |
| Test 1 | ![Image](image1) | ![Image](image2) | ![Image](image3) |
| Test 2 | ![Image](image4) | ![Image](image5) | ![Image](image6) |
| Test 3 | ![Image](image7) | ![Image](image8) | ![Image](image9) |
| Test 4 | ![Image](image10) | ![Image](image11) | ![Image](image12) |
| Test 5 | ![Image](image13) | ![Image](image14) | ![Image](image15) |

1. Image segmentation result via GrabCut is far from satisfactory. Sometimes even the eyes and lips are considered as background (see test 1, 2 and 3); for lots of input images, a big part of background area is
misjudged as foreground (see test 3, 4, 5). Another fatal problem is the omission of two shoulders (see all tests).

2. Compared with GrabCut, closed form solution is much better. Nearly all the edge information can be preserved in all tests. Few of the background is misjudged as foreground. The more precise the result will be. However, there’s still some problems around two shoulders. Sometimes the background near the neck or the shoulders may be misjudged as foreground, and vice versa (see test 3, 4 and 5). Additionally, it is still hard to identify foreground and background successfully when both of them share similar colors (see test 3 and 5).

3. Compared with two algorithms, closed form solution is less dependent on computer resources, which contributes to a shorter computing time, but requires user-supplied constraints. In other words, users’ interaction with computers is indispensable, while GrabCut algorithm can work automatically.

4. From group one to five, background complexity increases. When background color remains steady and background color has a great difference to foreground color, the result under closed form solution is pretty good. Even though the background complexity reaches the highest (see test 5), we can still extract most of the foreground correctly. But GrabCut misjudgments is more frequent and seem to be irregular.

Consider the summaries and results above, we find that GrabCut algorithm has a worse manifestation compared with that of Closed Form algorithm due to its high error rate and unregular misjudgments however simple the background is. On the contrary, closed form algorithm has a higher stability. The simpler the background color is, the more ideal the result will be. Also, the more differentiable the background and foreground color are, the more qualified the result will be. Although the background near the left neck is sometimes mistaken as foreground, the problem is more apparent and regular compared with GrabCut.

While the closed form algorithm may work out a nice image segmentation result, we still need to find the inner problem of our algorithm system. Since the problem becomes obvious and regular over a group of tests, it provides a clear direction for us to find out the reason.
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