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Abstract. We consider dynamic models with an aftereffect in the form of functional differential equations with continuous and discrete time. We formulate a general control problem with respect to a given system of target functionals and a brief summary of known results on solvability of this problem under polyhedral point control constraints. In concluding section we present results on estimating the set of attainability under integral restrictions for the control. The proposed version of the synthesis of continuous and discrete systems is based on the systematic use of the theory abstract functional differential equation and has certain advantages in the study of systems and processes with aftereffect. Continuous-discrete functional-differential models allow us to take into consideration the aftereffects when modeling, including cases of complete memory, and effects arising when impulse perturbations (shocks) are taken into consideration and they are leading to jump changes in the phase state by components with continuous time.
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1. Introduction

Actual applied problems arising in various fields of applications, including problems of analysis, synthesis and control for real technical and social-economic systems, constantly give rise to new types of mathematical models involving ordinary differential equations. These models include dynamic models containing simultaneously phase variables and equations with both continuous and discrete time; such models and corresponding systems are often called hybrid. An interest of researchers in various classes of hybrid models has been steadily increasing over the last 15 years. We just mention here well-known works of Russian and foreign authors, see [3], [5]–[8], [13]–[15], [19], [20], [23], [24], [27]–[30], [35]. It should be said that the aim to offer an universal point view on differential equations and equations in finite differences led to creating the theory of dynamical equations on time scales, see, for instance, works [4], [16]–[18], [22].

Despite the presence of plenty of particular results, the general and relatively complete theory of hybrid systems of a sufficiently general form is currently absent. In this paper we discuss a version of the synthesis of continuous and discrete systems based on the theory abstract functional differential equation (AFDE) [21] and having certain advantages in studying systems and processes with an aftereffect. Continuous-discrete functional differential models give an opportunity to cover the aftereffects in real applications, including the cases of complete memory and the effects arising when impulse disturbances are taken into account (shocks) leading to an abrupt change in the phase state with respect to the components with continuous time. One of the main aspects of this problem is the possibility, need and feasibility of using complete results currently known for functional differential systems and systems of difference equations. We note that, with rare exceptions, in papers on hybrid systems, a corresponding continuous time subsystem is described by ordinary differential equations. In contrast to these works,
the models we consider here cover a very general case of differential and integro-differential equations with aftereffect, including systems with impulse actions.

2. CONTINUOUS-DISCRETE MODELS WITH AFTEREFFECT

In order to describe a considered class of models, we first introduce basic spaces. We fix a finite segment \([0, T] \subset \mathbb{R}\). By \(L^n = L^n[0, T]\) we denote the space of summable functions \(v : [0, T] \to \mathbb{R}^n\) with the norm

\[
\|v\|_{L^n} = \int_0^T |v(s)|_n \, ds,
\]

where \(| \cdot |_n\) (if the dimension of the space is clear from the context) is the norm in the space \(\mathbb{R}^n\). By the symbol \(L^*_n = L^*_n[0, T]\) we denote the space of square summable functions \(u : [0, T] \to \mathbb{R}^r\) with the scalar product

\[
(u, v) = \int_0^T u'(s)v(s) \, ds,
\]

where the symbol \((\cdot)'\) denotes the transposition.

We define a set \(\{\tau_1, \ldots, \tau_m\}\), \(0 < \tau_1 < \ldots < \tau_m < T\), and we introduce a space \(PAC^n(m) = PAC^n[0, \tau_1, \ldots, \tau_m, T]\), see [1], as the space of piece-wise absolutely continuous functions \(x : [0, T] \to \mathbb{R}^n\) which can be represented as

\[
x(t) = \int_0^t v(s) \, ds + x(0) + \sum_{k=1}^m \chi_{[\tau_k, T]}(t) \Delta x(\tau_k),
\]

where \(v \in L^n\), \(\Delta x(\tau_k) = x(\tau_k) - x(\tau_k - 0)\), \(\chi_{[\tau_k, T]}(t)\) is the characteristic function of the segment \([\tau_k, T]\):

\[
\chi_{[\tau_k, T]}(t) = 1 \quad \text{as} \quad t \in [\tau_k, T], \quad \chi_{[\tau_k, T]}(t) = 0 \quad \text{as} \quad t \notin [\tau_k, T].
\]

Thus, the elements of the space \(PAC^n(m)\) are functions absolutely continuous on each of the segments \([0, \tau_1]\), \([\tau_1, \tau_2]\), \ldots, \([\tau_m, T]\), right continuous at the points \(\tau_1, \ldots, \tau_m\). Being equipped with the norm

\[
\|x\|_{PAC^n(m)} = \|\dot{x}\|_{L^n} + |x(0)|_n + \sum_{k=1}^m |\Delta x(\tau_k)|_n
\]

the space \(PAC^n(m)\) becomes Banach and isometrically isomorphic to the direct product \(L^n \times \mathbb{R}^{n+m}\).

The space \(AC^n = AC^n[0, T]\) is the space of absolutely continuous functions \(x : [0, T] \to \mathbb{R}^n\) with the norm

\[
\|x\|_{AC^n} = \|\dot{x}\|_{L^n} + |x(0)|_n.
\]

We note that space \(PAC^n(m)\) is a finite-dimensional extension of the space \(AC^n\). At that, the jumps \(\Delta x(\tau_k)\) of the elements in \(PAC^n(m)\) can be interpreted as a result of impulse action on the elements of the space \(AC^n\); a detailed description of such interpretation can be found in [1].

We fix a set \(J = \{t_0, t_1, \ldots, t_\mu\}\), \(0 = t_0 < t_1 < \ldots < t_\mu = T\). By \(FD^\nu(\mu) = FD^\nu\{t_0, t_1, \ldots, t_\mu\}\) we denote the space of functions \(z : J \to \mathbb{R}^r\) with the norm

\[
\|z\|_{FD^\nu} = \sum_{i=0}^\mu |z(t_i)|_\nu.
\]

Below we employ the symbol \(z\) for the elements of the space \(FD^\nu\) bearing in mind that \(z = \text{col}(z(t_0), \ldots, z(t_\mu))\), and we introduce the symbol \(pz = \text{col}(z(t_1), \ldots, z(t_\mu))\). The space of all
\( \rho z, z \in FD^\nu \), embedded into \( FD^\nu (\mu) \): \( \rho z \to \text{col}(0, z(t_1), \ldots, z(t_\mu)) \in FD^\nu \), is denoted by the symbol \( FD^\nu_t \).

While describing continuous-discrete models, we follow work [26]. We write a general case of linear impulse continuous-discrete model as

\[
\begin{align*}
\dot{x} &= \mathcal{T}_{11}x + \mathcal{T}_{12}z + f, \\
\rho z &= \mathcal{T}_{21}x + \mathcal{T}_{22}z + g.
\end{align*}
\]  

(2.1)

where linear bounded Volterra operators \( \mathcal{T}_{ij}, i, j = 1, 2 \), act as follows:

\[
\begin{align*}
\mathcal{T}_{11} : P AC^\mu &\to L^n, \\
\mathcal{T}_{12} : FD^\nu &\to L^n, \\
\mathcal{T}_{21} : P AC^\mu &\to FD^\nu, \\
\mathcal{T}_{22} : FD^\nu &\to FD^\nu.
\end{align*}
\]

We recall that a linear operator \( V : X \to Y \), where \( X \) and \( Y \) are linear spaces of measurable on \([0, T]\) vector function, is called Volterra operator if for each \( \tau \in (0, T) \) and each \( x \in X \) such that \( x(t) = 0 \) on \([0, \tau]\), the identity holds \( (Vx)(t) = 0 \) on \([0, \tau]\). In the case when the operators \( \mathcal{T}_{ij} \) are Volterra ones, system (2.1) is a dynamical model with an aftereffect.

The used representation of these operators is given below. Together with model (2.1), we shall also consider its restriction corresponding to the case when the phase space \( P AC^\mu \) of the component \( x \) with a continuous time is replaced by the space \( AC^\mu \). In this case the impulse action is absent and all \( \Delta x(\tau_k) \) vanish. While referring to such model, we shall additional employ the asterisk: (2.1)*.

System (2.1) is a particular case of an abstract functional differential equation (AFDE) [21], [1]. We recall the definition of AFDE. Let \( D \) and \( B \) be Banach spaces and \( D \) be isomorphic to the direct product \( B \times \mathbb{R}^p \) (briefly \( D = B \times \mathbb{R}^p \)). The equation

\[
\mathcal{L}y = \varphi
\]

(2.2)

with a linear bounded operator \( \mathcal{L} : D \to B \) is called a linear AFDE. The theory of equation (2.2) is systematically exposed in [21], [1]. We fix an isomorphism \( J = \{\nabla, \Upsilon\} : B \times \mathbb{R}^p \to D \) and we denote by \( J^{-1} = [\delta, r] \) the inverse mapping. Here \( \nabla : B \to D, \Upsilon : \mathbb{R}^n \to D \) and \( \delta : D \to B, r : D \to \mathbb{R}^n \) are corresponding components of the operators \( J \) and \( J^{-1} \):

\[
J\{v, \alpha\} = \nabla v + \Upsilon \alpha \in D, \quad v \in B, \quad \alpha \in \mathbb{R}^p, \\
J^{-1}y = \{\delta y, ry\} \in B \times \mathbb{R}^p, \quad y \in D.
\]

The system

\[
\begin{align*}
\delta y &= v, \\
r y &= \alpha
\end{align*}
\]

(2.3)

is a solution of problem (2.3). Representation (2.4) provides that for the operator \( \mathcal{L} \) we have

\[
\mathcal{L}y = \mathcal{L}(\nabla v + \Upsilon \alpha) = \mathcal{L}\nabla v + \mathcal{L}\Upsilon \Upsilon^* \alpha = Qv + A\alpha,
\]

(2.4)

the operator \( Q : B \to B \), a so-called principal part of the operator \( \mathcal{L} \), and finite-dimensional operator \( A : \mathbb{R}^p \to D \) are defined by the identities \( Q = \mathcal{L}\nabla \) and \( A = \mathcal{L}\Upsilon^* \). A general theory of equation (2.2) was constructed under the assumption that the operator \( Q \) is Fredholm, that is, it can be represented as the sum of an invertible and a completely continuous operators.

From the point of view of the AFDE theory, system (2.1) can be written as equation (2.2) with the operator \( \mathcal{L} \) defined by the identity

\[
\mathcal{L}y = \begin{pmatrix}
\dot{x} - \mathcal{T}_{11}x - \mathcal{T}_{12}z \\
\rho z - \mathcal{T}_{21}x - \mathcal{T}_{22}z
\end{pmatrix},
\]

(2.5)

where \( y = \text{col}(x, z) \in P AC^\mu \times FD^\nu \). In this case \( D = B \times Z, B = L^n \times FD^\nu_1 \) and \( Z = \mathbb{R}^{n+nm} \times \mathbb{R}^\nu \). We also observe that here the operators \( \delta \) and \( r \) are defined by the identities

\[
\delta y = \text{col}(\dot{x}, \rho z), \quad r y = \text{col}(x(0), \Delta x(\tau_1), \ldots, \Delta x(\tau_m), z(0)).
\]
In order to define the principal part $Q : B \to B$, we introduce the operators

$$V : L^n \to AC^n, \quad U : FD'_1 \to FD'$$

by the formulae

$$(Vv)(t) = \int_0^t v(s) \, ds, \quad Uv = \text{col}(0, v).$$

Thus, we arrive at the representation

$$Q \begin{pmatrix} v \\ v \end{pmatrix} = \begin{pmatrix} v - T_11Vv - T_12Uv \\ v - T_21Vv - T_22Uv \end{pmatrix}. \quad (2.6)$$

In all cases we consider below, the Fredholm property of the operator $Q$ is implied by its invertibility. The general theory of AFDE answers principal questions on the structure of a general solution of equation (2.1), the dimension of the space of solutions to the homogeneous equation ($f = 0, g = 0$), criterions of unique solvability of general boundary value problems. This gives an opportunity to concentrate on a detailed studying actual problems having also an application value, while considering continuous-discrete FDE, employing at the same time the features of this class of dynamical models. In the present work we restrict ourselves by the results obtained while studying control problems.

3. Control problems

In order to formulate a general control problem, we introduce control actions into system (2.1):

$$\dot{x} = T_{11}x + T_{12}z + Fu + f,$$

$$\rho z = T_{21}x + T_{22}z + Gu + g, \quad (3.1)$$

where $F : L^r_2 \to L^n$, $G : L^r_2 \to FD'$ are linear bounded Volterra operators and we define operators $T_{ij}$, $i, j = 1, 2$, by the identities:

$$(T_{11}x)(t) = \int_0^t K^1(t,s)\dot{x}(s) \, ds + A^1_0(t)x(0) + \sum_{k=1}^m A^1_k(t)\Delta x(\tau_k), \quad t \in [0,T],$$

where the entries $k^1_{ij}(t,s)$ of the kernel $K^1(t,s)$ are measurable on the set $0 \leq s \leq t \leq T$ and possesses a common majorant $\kappa(t)$ summable on $[0,T]$:

$$|k^1_{ij}(t,s)| \leq \kappa(t), \quad i, j = 1, \ldots, n,$$

while $(n \times n)$-matrices $A^1_0, \ldots, A^1_m$ have summable on $[0,T]$ entries:

$$(T_{12}z)(t) = \sum_{j:t_j < t} B^1_j(t)z(t_j), \quad t \in [0,T],$$

where the entries of the matrices $B^1_j$, $j = 0, \ldots, \mu$, are summable on $[0,T]$; as usually, hereinafter $\sum_{i=k}^l P_i = 0$ for all $P_i$ if $l < k$:

$$(T_{21}x)(t_i) = \int_0^{t_i} K^2_i(s)\dot{x}(s) \, ds + A^2_0x(0) + \sum_{k:\tau_k < t_i} A^2_k\Delta x(\tau_k), \quad i = 1, \ldots, \mu,$$
where the entries of the matrices $K_i^2$ are measurable and essentiable bounded on $[0, T]$, $(\nu \times n)$-matrices $A_{ik}^2$, $i = 1, \ldots, \mu$, $k = 1, \ldots, m$, are constant;

$$(T_{22}z)(t) = \sum_{j=0}^{i-1} B_{ij}^2 z(t_j), \quad i = 1, \ldots, \mu,$$

where $B_{ij}^2$ are constant $(\nu \times \nu)$-matrices.

The initial state of the control system is supposed to be given:

$$x(0) = \alpha, \quad z(0) = \delta. \quad (3.2)$$

The target of the control is defined by the identity

$$\ell y = \ell \begin{pmatrix} x \\ z \end{pmatrix} = \beta, \quad \beta \in \mathbb{R}^N, \quad (3.3)$$

where $\ell : PAC^m(m) \times FD^\nu(\mu) \to \mathbb{R}^N$ is a linear bounded vector functional. We recall a representation for such vector functional:

$$\ell \begin{pmatrix} x \\ z \end{pmatrix} = \int_0^T \Phi(s) \dot{x}(s) \, ds + \Psi_0 x(0) + \sum_{k=1}^m \Psi_k \Delta x(\tau_k) + \sum_{j=0}^\mu \Gamma_j z(t_j).$$

Here $\Psi_k, k = 0, 1, \ldots, m$, are constant $(N \times n)$-matrices, $\Gamma_j, j = 0, 1, \ldots, \mu$, are constant $(N \times \nu)$-matrices, $\Phi$ is a $(N \times n)$-matrix with measurable and essentially bounded on $[0, T]$ entries. We assume that the entries $\ell_i : PAC^m(m) \times FD^\nu(\mu) \to \mathbb{R}, i = 1, \ldots, N$, are linearly independent.

In the case, when the control $u \in L_2^2$ and an impulse control, the role of which is played by the jumps $\Delta x(\tau_k), k = 1, \ldots, m$, of the trajectory $x \in PAC^m(m)$, obey no constraints, the solvability criterion of problem $(3.1) - (3.3)$ in the class of program control was formulated in [26].

In the case of polyhedral point restrictions for the control $u$:

$$\Lambda : u(t) \leq \gamma, \quad \gamma \in \mathbb{R}^{N_1}, \quad t \in [0, T], \quad (3.4)$$

in a natural way, there arises a problem on describing the set of all target values $\beta$, for which control problem $(3.1) - (3.4)$ is solvable. The mentioned set is called an attainability set for this problem. We note that in the most part of works on attainability sets for controlled dynamical models the attainability is understood for the terminal values of the trajectory, while in our work it is understood for a target vector functional $\ell$ of a general form ($\ell$-attainability). The main constructions for obtaining estimates for the sets of $\ell$-attainability are based on using the results from [31] on studying a general moment problem and they are presented in work [32] for the case, when the impulse part of the control is absent. The case with the impulse component was considered in [9]. All constructions used for obtaining internal (lower by inclusion) and external (upper by inclusion) estimates for the attainability set were essentially based on a representation for the solution for the Cauchy problem of system $(2.1)$:

$$y = \mathcal{Y} \begin{pmatrix} \alpha \\ \delta \end{pmatrix} + \mathcal{C} \begin{pmatrix} f \\ g \end{pmatrix}. \quad (3.5)$$

Here $\mathcal{Y}$ is a fundamental matrix of solutions of a homogeneous system, $\mathcal{C} = \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix}$ is the Cauchy operator, $\sigma = \text{col}(\Delta x(\tau_1), \ldots, \Delta x(\tau_m))$. The structure of the Cauchy operator, the representations and the properties of its components were studied [33], [10], while in works [11], [34] there was selected and studied a class of continuous-discrete models with a discrete memory, for which the Cauchy operator is constructed explicitly by the parameters of the model. In this
class, it is possible to solve explicitly the problem on constructing program controls leading to
given attainable target values \[12\]. Applications of continuous-discrete models to problems of
economy dynamics were discussed in \[11\], \[2\], \[25\].

4. Estimate of attainability set for
control problem with integral constraints

We consider the control problem (3.1)*–(3.3) with integral constraints on a control \(u \in L_2^r\):

\[
\int_0^T \Lambda(t) \cdot u(t) dt \leq \gamma, \quad \gamma \in \mathbb{R}^{N_1},
\]

(4.1)

where \(\Lambda(\cdot)\) is a \((N_1 \times r)\)-matrix, the entries of which are square summable on \([0, T]\). We recall
that the asterisk * in the reference (3.1)* indicates the restriction to the space \(AC^n\) of all
operators acting on the component \(x\) of the phase vector \(y = \text{col}(x, z)\) and in this way the
impulse control component is excluded.

We employ representation (3.5) and obtain an expression for the values of the target vector
functional on all trajectories generated by controls \(u \in L_2^r\):

\[
\ell \left(\begin{array}{c} x \\ z \end{array} \right) = \int_0^T \Phi(s) \frac{d}{ds} (C_{11}f + C_{12}g + C_{11}Fu + C_{12}Gu) ds + \Psi_0 \alpha + \Gamma_0 \delta
\]

\[
+ \Gamma (C_{21}f + C_{22}g + C_{21}Fu + C_{22}Gu),
\]

where \(\Gamma = (\Gamma_1, \ldots, \Gamma_\mu)\).

We collect terms involving the control:

\[
\ell \left(\begin{array}{c} x \\ z \end{array} \right) = \int_0^T \Phi(s) \frac{d}{ds} (C_{11}Fu + C_{12}Gu) ds + \Gamma (C_{21}fu + C_{22}Gu) + \tilde{\beta},
\]

where

\[
\tilde{\beta} = \int_0^T \Phi(s) \frac{d}{ds} (C_{11}f + C_{12}g) ds + \Gamma (C_{21}f + C_{22}g) + \Psi_0 \alpha + \Gamma_0 \delta
\]

(4.2)

is the sum of terms containing no control variable and reflecting the dependence on the initial
state of the system and on given external actions.

For further calculations we employ a representation of the components of the Cauchy operator
constructed in \[33\]:

\[
(C_{11}f)(t) = \int_0^t C_{11}(t, s)ds, \quad (C_{12}g)(t) = \sum_{t_i \leq t} \int_0^{t_i} C_{12}(t, s)ds g(t_i), \quad t \in [0, T];
\]

\[
(C_{21}f)(t_i) = \int_0^{t_i} C_{21}(i, s)f(s)ds, \quad (C_{22}g)(t_i) = \sum_{i=1}^\mu C_{i,i}g(t_i), \quad i = 1, \ldots, \mu.
\]

The expressions for the kernels \(C_{ij}, i, j = 1, 2\), can be found in the mentioned work. Employing
these representations, identity (3.3) defining the target of the control can be reduced to the
integral form with respect to the control \(u\):

\[
\int_0^T M(t) \cdot u(t) dt = \beta - \tilde{\beta},
\]

(4.3)
where $M(t)$ is an $(N \times r)$-matrix (moment matrix) and the constant vector $\tilde{\beta}$ is defined by identity (4.2). Thus, control problem with integral restrictions for the control is reduced to the system
\[
\int_0^T M(t) \cdot u(t) \, dt = (\beta - \tilde{\beta}) \in \mathbb{R}^N, \quad \int_0^T \Lambda(t) \cdot u(t) \, dt \leq \gamma \in \mathbb{R}^{N_1}.
\] (4.4)

A lower by inclusion estimate for the attainability set is based on the following constructions. We partition the segment $[0, T]$ into partial intervals by the points $\vartheta_1, \ldots, \vartheta_{K-1}$:
\[0 = \vartheta_0 < \vartheta_1 < \ldots < \vartheta_{K-1} < T = \vartheta_K,\]
and we denote by $\chi_i(t)$ the characteristic function of the interval $(\vartheta_{i-1}, \vartheta_i]$. We restrict the class of used controls by piecewise constant controls of the form
\[u(t) = \sum_{i=1}^K d_i \chi_i(t),\] (4.5)
where $d_i \in \mathbb{R}^r$ are constant vectors. We define constant $(N \times r)$-matrices $M_i$ and $(N_1 \times r)$-matrices $\Lambda_i$ by the identities
\[M_i = \int_{\vartheta_{i-1}}^{\vartheta_i} M(t) \, dt, \quad \Lambda_i = \int_{\vartheta_{i-1}}^{\vartheta_i} \Lambda(t) \, dt.\]

We fix a set of vectors $\lambda_1, \ldots, \lambda_j, \ldots, \lambda_N \in \mathbb{R}^N$ and for each $j$ we formulate the problem of the linear programming:
\[\sum_{i=1}^K \lambda'_j \cdot M_i d_i \rightarrow \max, \quad \sum_{i=1}^K \lambda_i d_i \leq \gamma.\] (4.6)

Let $\lambda_{j_1}, \ldots, \lambda_{j_{N_1}}$ be a subset of the set $\{\lambda_j\}, j = 1, \ldots, N$, and for each its entry problem (4.6) has a solution $D^{jk} = (d_{i_1}^{jk}, \ldots, d_{i_{K}}^{jk}), k = j_1, \ldots, j_{N_1}$. While substituting each such solution into (4.5), we define a program control $u^{jk}(t)$, which gives an attainable value of the target vector functional $\ell$:
\[\ell \left( x, z \right) = \int_0^T M(t) \cdot u^{jk}(t) \, dt = \rho^{jk}.\]

The set of these values, being the points in the space $\mathbb{R}^N$, allows us to provide an internal estimate for the attainability set.

**Theorem 4.1.** Let $P$ be the set of all convex combinations of the points $\rho^{jk}, k = j_1, \ldots, j_{N_1}$. Then each value $\beta \in \mathbb{R}^N$ such that the point $\rho = \beta - \tilde{\beta}$ with the constant vector $\tilde{\beta}$ defined by identity (4.2) belongs to the set $P$ is an attainable value of the target functional $\ell$ in problem (3.1) – (3.3), (4.1).

**Proof.** Each control $u^{jk}(t)$ satisfies integral constraint (4.1). Each control
\[u(t) = \sum_{k=1}^{N_1} \omega_k u^{jk}(t)\]
satisfies this constraint at well; here
\[\omega_k \geq 0, \quad \sum_{k=1}^{N_1} \omega_k = 1.\]
Indeed, it follows from
\[
\int_{0}^{T} \Lambda(t)u^j_k(t) \, dt \leq \gamma
\]
that
\[
\omega_k \int_{0}^{T} \Lambda(t)u^j_k(t) \, dt = \int_{0}^{T} \Lambda(t)\omega_k u^j_k(t) \, dt \leq \omega_k \gamma, \quad k = 1, \ldots, N_1.
\]
Summing up these inequalities, we obtain
\[
\int_{0}^{T} \Lambda(t)u(t) \, dt \leq \gamma.
\]
In order to complete the proof, it remains to observe that each point in the set \(P\) determined by a fixed set of the coefficients of the convex combination corresponds to a program control with the same set of the coefficients at the controls \(u^j_k(t)\).
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