Distributed topic management in publish-process-subscribe systems on edge-servers for real-time notification service
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Abstract: The importance of real-time and data-driven notification has been growing for social services and Intelligent Transporting System (ITS). As an advanced version of Pub/Sub systems, publish-process-subscribe systems with MEC (Multi-access Edge Computing), where published messages are spooled and processed on edge servers, have been proposed. In this paper, we present a topic-based publish-process-subscribe system that allows a topic to be managed on multiple edge servers so that messages are processed near publishers and transferred to subscribers immediately. However, managing each topic on numerous edge servers can cause exhaustion of storage resources on edge servers. We introduce a simple topic allocation method on edge servers to discuss the problem. Experiments show the feasibility of our proposed system.
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1 Introduction

In recent years, the importance of real-time and data-driven notification has been growing dramatically for applications such as social services, IoT applications, and Intelligent Transporting System (ITS) [1]. For example, real-time decision-making services proposed in ITS are expected to react immediately to changes in traffic conditions, analyze the current conditions, and provide optimal vehicle behavior [2]. Multi-access Edge Computing (MEC) and Pub/Sub messaging models have been exploited to achieve instant reactions to changing conditions and immediate data-driven notifications to clients [3, 4]. In a more sophisticated version, the publish-process-subscribe model with MEC, where edge servers process messages published from clients followed by disseminating the generated notification to subscribers, have great potential to achieve real-time and data-driven notification [5].

We present a topic-based publish-process-subscribe system which allows a topic to be managed on multiple edge servers, though many researchers assume one server to manage a topic [6, 7]. In our system, publishers/subscribers can exchange messages immediately using nearby edge servers. Besides, our system duplicates messages for a topic on multiple servers so that notification can be generated locally using all messages published to the topic, which can include messages that first received by remote edge servers. Kafka also stores messages duplicated to enable fault-tolerance, but pay little attention to the geographical locality [8]. However, duplicating messages on numerous edge servers causes exhaustion of the storage capacity because the available storage capacity on edge servers is limited. In this paper, we
discuss the feasibility of our publish-process-subscribe system, investigating the trade-offs between the network path length needed for notifications and the consumption of storage capacity.

2 System Overview

In this section, we describe our publish-process-subscribe system, where a topic is managed on multiple edge servers. Fig. 1(a) shows the overview of our system. Each publisher is assigned to an edge server that manages all topics the client publishes to. For example, Client B publishes messages to Topic P and Q, so the assigned server of Client B manages both of the topics. Besides, each subscriber is assigned to an edge server, from which they receive messages. We call the server assigned to each client the “home server”. Note that messages are spooled and processed only on publishers’ home servers, and subscribers’ home servers do not manage the subscribed topic such as Edge C in Fig 1.

![System overview](image1)

![Notification delivery flow](image2)

**Fig. 1.** Overview of our publish-process-subscribe system

Each edge server functions as a broker, which receives messages from publishers and delivers notifications to subscribers. A message processor, which functions as a message spooler and an analyzer of the spooled messages, is prepared for each managed topic. In Fig. 1(a), Edge B manages Topic P and Q, so Edge B prepares the message processor for each topic. Our system
generates notifications and delivers them to subscribers in the steps shown in Fig. 1(b). When an edge server receives a message from a publisher, it spools messages in the message processor prepared for the topic. Next, the message processor analyzes the spooled messages and generates a notification. Finally, the generated notification is disseminated to subscribers’ home servers and delivered to subscribers.

Managing a topic on multiple edge servers can enable publishers/subscribers to access nearby edge servers. However, it increases the storage consumption and may cause exhaustion of the storage capacity. We introduce a simple home server assignment method that divides the considered field into clusters and prepares only one server which manages a topic in a cluster. In each cluster, publishers to the same topic share spooled messages for the topic, so that the consumption of storage capacity is reduced.

The proximity between clients and their home server, as well as the usage of storage capacity on edge servers, are strongly influenced by the number of clusters. Let us consider the proximity and the storage capacity usage, changing the number of clusters under the condition that the number of servers is 16. There are 11 clients with a weak locality in the 20 km square field. Six of the clients publish to Topic P, while the others publish to Topic Q. Fig. 2(a) shows a home server assignment when the number of clusters $K$ is 1, which means that each topic is managed only one server in the field. On the other hand, Fig. 2(b) shows a home server assignment when $K = 16$, which means that numerous edge servers manage one topic. In Fig. 2(a), the distance between clients and their home servers can be long, whereas the usage of storage capacity is minimized. In Fig. 2(b), the storage consumption is higher than the case of Fig. 2(a), whereas the distance between clients and their home server is minimized. Our objective is to discuss the feasibility of topic allocations shown in Fig. 2(b) considering limited storage capacity on edge servers. In the experiment in Section 4, we increase the number of clusters and measures the increase of storage consumption when topics are managed by numerous edge servers. We first formulate storage consumption in the next section.

### 3 Problem Formulation

We consider a field with $L$ edge servers denoted $S = \{s_1, s_2, \ldots, s_L\}$. There is $M$ active clients that include both publishers and subscribers, denoted $C = \{c_1, c_2, \ldots, c_M\}$, in the field. Each client $c_m \in C$ has a home server $s_l \in S$. Let $C_l$ denote the set of clients whose home server is $s_l$. The home server assignment, which determined the topic allocation on edge servers, is denoted by a binary matrix $X = \{x_{m,l}|c_m \in C, s_l \in S\}$. If $c_m$‘s home server is $s_l$ (i.e. $c_m \in C_l$), $x_{m,l} = 1$, whereas $x_{m,l} = 0$ in the other cases.

We formulate storage consumption on edge servers as well as the proximity between publishers/subscribers and their home server. Let $u_l$ denote the total size of spooled messages managed by the edge server $s_l$. As for the proximity between home servers and clients, let $g_m$ denote the distance be-
between a client $c_m$ and its home server. The value of $g_m$ and $u_l$ is determined by the assignment $X$.

We increase the number of clusters in the assignment method described in Section 2 and measures the influence on the proximity $g_m$ and the storage consumption $u_l$. The assignment method is elaborated by the following. We divide a field into $K$ clusters based on edge servers’ position using the $K$-means clustering algorithm. A client is assigned to a server belonging to the closest cluster. Dividing the field into numerous clusters reduces the value of $g_m$, but increase the value of $u_l$.

4 Experiments

We conduct simulations to investigate the increase of the edge server resource usage $u_l$ as the field is divided into clusters finely, which reduces the value of $g_m$. The assignment $X$, and the value of $u_l, g_m$ would be different depending on the number of clusters $K$.

We adopt a metric $Y_1$, and $Y_2$, which denote the average of $g_m$ and the average of $u_l$, respectively. We observe the value of $Y_1$ and $Y_2$ changing the number of clusters $K$. In the simulation, we set the number of edge servers $L$ as 100. As preparation for the simulations, we distribute 1865 clients who can take the publisher’s role following a gaussian distribution with a standard deviation $d$ centered on a randomly chosen point in 10 km square field. We conduct simulations in the case of $d = 0.1$ km, $d = 1$ km and $d = 10$ km.

We assign a home server to each client after dividing the field into $K$ clusters. We give 1 MB spooled messages in advance in all message processors. Therefore, $u_l$ is calculated as the number of topics managed by edge server $s_l$, multiplied by 1 MB.

Fig. 3(a) shows the distance between publishers and their home server against the number of clusters, while Fig. 3(b) shows the average storage capacity usage. We can observe that dividing the field into small pieces (i.e. $K$ is close to $L = 100$) reduces the average distance between clients and
Fig. 3. Trade-off measurements

their home server smaller than 1 km in the 10 km square field. As the value of $K$ increases, the average storage capacity usage increases. But, the difference of used storage capacity between $K = 1$ to $K = 100$ is smaller than a certain value, even when the locality of clients are weak (i.e. $d = 10$). In the case of these simulations, the difference is less than 50 MB. If the extra preparation for the storage capacity is practicable, we can manage topics on numerous edge servers and achieve proximity between clients and their home servers.

5 Conclusion

In this paper, we presented a publish-process-subscribe system that allows a topic to be managed on multiple edge servers so that information can be exchanged immediately between nearby publishers/subscribers. we modeled the presented system. Numerical experiments demonstrated the feasibility of our system, where each topic are managed on numerous edge servers.

Future work involves constructing cooperative management method of the spooled messages between edge servers, so that edge servers which is not heavily used can spool messages instead of servers which is heavily used. Moreover, we will consider two-hierachical publish-process-subscribe system with edge servers and cloud servers.