Identifying Criticality in Higher Dimensions by Time Matrix Product State
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Characterizing criticality in quantum many-body systems of dimension ≥ 2 is one of the most important challenges of the contemporary physics. In principle, there is no generally valid theoretical method that could solve this problem. In this work, we propose an efficient approach to identify the criticality of quantum systems in higher dimensions. Departing from the analysis of the numerical renormalization group flows, we build a general equivalence between the higher-dimensional ground state and a one-dimensional (1D) quantum state defined in the imaginary time direction in terms of the so-called time matrix product state (tMPS). We show that the criticality of the targeted model can be faithfully identified by the tMPS, using the mature scaling schemes of correlation length and entanglement entropy in 1D quantum theories. We benchmark our proposal with the results obtained for the Heisenberg antiferromagnet on honeycomb lattice. We demonstrate critical scaling relation of the tMPS for the gapless case, and a trivial scaling for the gapped case with spatial anisotropy. The critical scaling behaviors are insensitive to the system size, suggesting the criticality can be identified in small systems. Our tMPS scheme for critical scaling shows clearly that the spin-1/2 kagomé Heisenberg antiferromagnet has a gapless ground state. More generally, the present study indicates that the 1D conformal field theories in imaginary time provide a very useful tool to characterize the criticality of higher dimensional quantum systems.
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Introduction—. The characterization of phases of matter and phase transition belongs to the most fundamental problems in physics. This problem is particularly challenging for the phases, for which the Landau-Ginzburg paradigm fails. Such phases possess no local orders or broken spontaneous symmetries; prominent examples include fractional quantum Hall states [1], or quantum spin liquids (QSL’s) [2–5]. One powerful tool that describes such elusive many-body systems is the conformal field theory (CFT) [6, 7]. Combining CFT with methods in quantum information science and strongly correlated systems, the scaling schemes for determining the conformal features of the critical one-dimensional (1D) quantum systems were proposed [8–12]. A general idea is to connect the entropy of the CFT with the quantum entanglement [13], as it is done in spin systems. In general, the behaviors of systems in 1D (and for small systems even in 2D) are studied by the powerful numerical state ansatz, called matrix product state (MPS) [14–17].

In 1D, the criticality has been well understood, thanks to the efficient algorithms such as density matrix renormalization group (DMRG) [14, 15], or time evolving block decimation (TEBD)[18, 19]. The criticality of the ground states of 1D quantum models can be efficiently determined, and the central charge can be accurately obtained by the scaling of the correlation length and entanglement entropy, when the ground state is critical [9].

In higher dimensions, however, due to the lack of CFT and due to the complexities of numerical approaches, many issues about the criticality are still unsettled. One paradigmatic model is the spin-1/2 Heisenberg antiferromagnet (HAFM) on kagomé lattice: It is still under a very hot debate, whether its ground state is gapless [20–34], or gapped [35–43]. The existing methods that are frequently used to identify the criticality require very high precision of numerical approach to capture, e.g., the long-range correlations or low-temperature thermodynamics (such as specific heat). These quantities and behaviors are very challenging to access with the current numerical techniques. The scaling schemes in higher dimensions are not well established. Moreover, it is also unclear, how to capture a critical state in an efficient state ansatz such as projected entangled pair state (PEPS) [44]. One alternative method is the multiscale entanglement renormalization ansatz (MERA) [45] that introduces an extra dimension of renormalization to capture the criticality [46–48]; despite many successful applications, MERA method is still under development.

Recently, the time matrix product state (tMPS) [49] was proposed in infinite 1D quantum lattice models with translational invariance. Using the Trotter-Suzuki decomposition [50, 51], the 1D quantum model is mapped onto a two-dimensional (2D) tensor network (TN), where the tMPS is defined as a 1D state along the imaginary time. The physical properties of the ground state can be accurately obtained from the tMPS. In particular in the gapless case, the tMPS exhibits the critical features such as a logarithmic correction to area law of the entanglement entropy, an algebraic scaling of the correlation length, and a central charge that characterizes the criticality.

In this work, we generalize the tMPS to (D > 1)–dimensional quantum systems with the help of numerical renormalization group (NRG) flows, and show that the criticality can be accurately identified by the tMPS. Since the tMPS is always 1D regardless of the dimensions of the model,
lies in a very small corner of the full space of many body states. In this case, the many-body system can be faithfully described by an effective model defined only in the relevant Hilbert space.

Using the NRG based schemes, e.g., DMRG [14, 15], such a finite model is described by an effective Hamiltonian under the NRG flows towards a certain (say, the $n$-th) site (Fig. 1). The effective Hamiltonian can be formally written as

$$H_{\text{eff}}^{\text{qf}}(a_{d_{n+1}}, a_{d_{n+1}}) = \langle \psi_{\text{ff}}^{(1)} | \otimes \langle \psi_{\text{ff}}^{(2)} | e^{-\tau \hat{H}} \rangle_{a_{d_{n+1}}} \otimes | \psi_{\text{ff}}^{(3)} \rangle_{a_{d_{n+1}}} \rangle.$$  \hfill (1)

$| \psi_{\text{ff}}^{(1)} \rangle$ (and $| \psi_{\text{ff}}^{(2)} \rangle$) represents the NRG flow that renormalizes the Hilbert space of the sites on the left (and right) side of the site $n$, to an effective space denoted by $a_{d_{n+1}}$ and $a_{d_{n+1}}$. Utilizing the MPS representation, $| \psi_{\text{ff}}^{(1)} \rangle$ can be written as

$$| \psi_{\text{ff}}^{(1)} \rangle = \sum_{s_{n+1}} A^{[n+1]}_{s_{n+1}} B^{[n+1]}_{s_{n+1}} | s_{n+1} \rangle,$$

with $| s_{n+1} \rangle$ representing the local basis of the $n$-th site. $A^{[n]}$ and $B^{[m]}$ are $(d \times d)$ tensors defined on the corresponding sites. Here $d$ is the dimension of a physical site, while $\chi$ is the dimension cut-off of the virtual indices $a_{d_{n+1}}$, which characterizes the maximum of the entanglement that the NRG flows can carry. We take the dimensions of $a_{d_{n+1}}$ and $a_{d_{n+1}}$ equal to one, since the NRG flows $| \psi_{\text{ff}}^{(1)} \rangle$ and $| \psi_{\text{ff}}^{(2)} \rangle$ start from the 1st and the $N$-th sites, respectively. To define the NRG flows, these tensors satisfy the following orthogonal conditions

$$A^{[n]}_{s_{n+1}} A^{[n]}_{s_{n+1}} = I_{a_{d_{n+1}}}, \quad B^{[m]}_{s_{n+1}} B^{[m]}_{s_{n+1}} = I_{a_{d_{n+1}}},$$

$$A^{[n]}_{s_{n+1}} B^{[m]}_{s_{n+1}} = 0,$$

$$B^{[m]}_{s_{n+1}} A^{[n]}_{s_{n+1}} = 0.$$  \hfill (4) \hfill (5)

Here, we choose the exponential form $e^{-\tau \hat{H}}$ to define the effective Hamiltonian so that we can apply the Trotter-Suzuki scheme, where $\tau$ is a positive small number called Trotter-Suzuki step. In our calculations $\tau$ is as small as 10$^{-6}$, and $e^{-\tau \hat{H}}$ is approximated by $1 - \tau \hat{H}$ for a higher efficiency with DMRG.

The tensors in Eqs. (2) and (3) can be optimally determined using the DMRG algorithm. One may refer to Refs. [14 and 15] for more details. The ground state $| \psi \rangle$ is then given by an MPS that reads

$$| \psi \rangle = \sum_{s_{d_{n+1}}} | \hat{\psi}^{(1)}_{a_{d_{n+1}}} \rangle \langle \psi_{\text{ff}}^{(1)} |_{a_{d_{n+1}}} \otimes | \psi_{\text{ff}}^{(2)} \rangle_{a_{d_{n+1}}} \rangle,$$  \hfill (6)

where $\langle \psi_{\text{ff}}^{(1)} |_{a_{d_{n+1}}} \rangle = \sum_{s_{n+1}} \langle \psi_{\text{ff}}^{(1)} |_{a_{d_{n+1}}} \rangle$ is the “ground state” of the effective Hamiltonian in Eq. (1). We shall stress that the NRG flow is considered here to be concept independent of the algorithms, in particular, it could be obtained by methods other than DMRG. Our scheme is applicable to models of a finite size, but of an arbitrary dimension, as long as the NRG flows accurately capture the valid Hilbert space.
**Time matrix product state in finite density matrix renormalization group.**— It has been shown [49, 54] that in an infinite 1D system, when the DMRG defines the NRG flows in the real space, tMPS appears in the imaginary time direction, and corresponds to the infinite time-evolving block decimation procedure [19]. In the following, we show how to define the tMPS in the DMRG scheme of a finite system in any dimensions.

To this aim, we modify the effective Hamiltonian, so that the NRG flows meet at the virtual index \(a_n\). We introduce the tensor \(B^{[n]}\) on the \(n\)-th site by the QR decomposition of \(|\Psi^{[a_{n+1},_n]}\rangle\) as

\[
|\Psi^{[a_{n+1},_n]}\rangle = \sum_{b_n} (\Phi_{a_n b_n} \sum_s B^{[n]}_{s x, a_{n+1} s} |s_n\rangle).
\]

(7)

One can see that \(B^{[n]}\) satisfies the orthogonal condition in Eq. (5). Then, the NRG flow \(|\bar{\psi}^R_{b_{n+1}}\rangle\) is modified by adding the \(n\)-th site as

\[
|\bar{\psi}^R_{b_{n+1}}\rangle = \sum_{s_{n+1}} \sum_{a_{n+1}} B^{[n]}_{s_{n+1} a_{n+1}} \ldots B^{[N]}_{s_N a_N |s_{n+1} \ldots s_N\rangle}.
\]

(8)

By constructing in a similar way as Eq. (1), the new effective Hamiltonian satisfies

\[
H^{eff}_{a_{n} b_{n} a_{n+1} b_{n+1}} = \langle \bar{\psi}^R_{b_n} | e^{-i H} \bar{\psi}^L_{a_n} \rangle \otimes |\bar{\psi}^R_{b_{n+1}}\rangle,
\]

(9)

which contains no physical indices, and is simply a \((\chi^2 \times \chi^2)\) matrix. In fact, the “ground state” of the new effective Hamiltonian in Eq. (9) is the \(\Phi\) in Eq. (7), and the ground state MPS can be written as

\[
|\psi\rangle = \sum_{a_{n}} |\bar{\psi}^L_{a_n}\rangle \Phi_{a_n b_n} |\bar{\psi}^R_{b_n}\rangle.
\]

(10)

Compared with Eq. (6), it gives exactly the same state up to a gauge transformation on the index \(a_{n}\) (or \(b_{n}\)).

Let us decompose \(H^{eff}\) symmetrically as

\[
H^{eff}_{a_n b_n a_{n+1} b_{n+1}} = \sum c_{n} V^*_{c_n a_n b_n} V_{c_{n+1} a_{n+1} b_{n+1}}.
\]

(11)

Here we assume such a decomposition exists, especially when the system has reflection symmetry of the canonical center. With the periodic boundary condition of the system, any site can be taken as the canonical center. The tMPS in our case is formed by infinite number of the copies of \(V\) along the imaginary time direction as

\[
\sum_{|a|} \ldots V_{a_{n} a_{n+1} a_{n+2}} |a_{n+1} a_{n+2} a_{n+3} \ldots\rangle.
\]

(12)

In the tMPS, \(|c|\) play the role of the “physical” indices, and \(|a|\) the virtual indices. See more details in the Appendix or Ref. [49].

**Equivalence of correlation length and entanglement in the renormalized basis.**— Below, we show the equivalence of correlation length and entanglement between the ground state and the tMPS. Since the tMPS is a 1D quantum state and can in principle be studied by 1D quantum theories such as CFT, this equivalence provides us a theoretical ground to identify the criticality of higher-dimensional quantum models. The equivalence is based on the fact that Eq. (11) is both the effective Hamiltonian (in the exponential form) and the transfer matrix of the tMPS (shown in the Appendix).

Since the MPS is translational invariant, its correlation length \(\xi_F\) is given as \(\xi_F = \ln e_1 / e_0\), where \(e_0\) and \(e_1\) are the two leading eigenvalues of the transfer matrix of the tMPS. Meanwhile, the gap of the effective Hamiltonian gives the dynamic correlation length of the ground state. Thus, the correlation length is exactly the dynamic correlation length of the ground state in the renormalized basis.

For an infinite translational-invariant MPS, the entanglement spectrum \(\Lambda\) can be obtained by canonicalization [55]. The gauge transformation is obtained by the dominant eigenstate \(\Phi\) of the transfer matrix, which is again the effective Hamiltonian in Eq. (9). Since in DMRG, the effective Hamiltonian is Hermitian, the entanglement spectrum of the tMPS in this case is exactly the singular value spectrum of \(\Phi\) obtained by the singular value decomposition \(\Phi_{a_n b_n} = \sum_{\alpha} U_{a_n \alpha} \Lambda_{\alpha} D_{\alpha b_n}\).

On the other hand, one can easily see from Eq. (10) that this singular value spectrum is the entanglement spectrum of the ground state due to the orthogonal conditions in Eqs. (4) and (5). Thus, the entanglement spectrum of the ground state in the renormalized basis is equivalent to that of the tMPS.

We shall stress that the equivalence is based on how accurate the NRG flows can capture the valid Hilbert space. Another requirement is the existence of the symmetrical decomposition of the effective Hamiltonian [Eq. (11)]. Our simulations imply that even if these requirements are not strictly satisfied (e.g., with limited truncation errors or a slight breaking of the reflection symmetry), the correlation length and entanglement entropy of the tMPS still accurately give the properties of the ground state.

**Results and discussions.**— We test our scheme on the spin-1/2 HAFM on an anisotropic honeycomb lattice. The Hamiltonian reads

\[
\hat{H} = J \sum_{<ij>} \hat{S}_i \hat{S}_j + J' \sum_{<lm>} \hat{S}_l \hat{S}_m,
\]

(13)

where \(J\) and \(J'\) are the coupling constants of different directions as shown in the inset of Fig. 2(c). For \(J' < J\) with \(J' = 0.5(4)\), the ground state is a gapped dimerized state, while for \(J' < J/J' < 1\) it is a gapless semiclassical Néel state [56].

We choose a finite lattice of the size \((L_1 a_1, L_2 a_2)\) with the periodic boundary condition (hereinafter abbreviated as \(L_1 \times L_2\) torus), where \(a_1\) and \(a_2\) are the basis vectors shown in the inset of Fig. 2(c). We set \(J/J' = 0.1\) and \(J/J' = 1\) to show two different scaling behaviors (non-critical and critical) of the tMPS. Note that to remove as much as possible the effects brought by the deviation of the symmetrical requirement [Eq. (11)], we calculate the quantities (entanglement entropy and correlation length) at every site and then take the average.
As shown in Fig. 2, two significantly different behaviors of the entanglement entropy $S_T$ and the correlation length $\xi_T$ are found versus the dimension cut-off $\chi$ of the tMPS. Note $S_T$ is defined as $S_T = -\sum_{ij} \Delta_i^2 \ln \Delta_i^2$. On the one hand, for $J'/J = 0.1$, $S_T$ and $\xi_T$ saturate to a small value when $\chi$ increases. This coincides with the properties of a gapped 1D state, whose entanglement entropy and correlation length are finite.

On the other hand, for the isotropic point $J'/J = 1$ where the ground state is critical, $S_T$ and $\xi_T$ increase along with increasing $\chi$, in contrast to the gapped case. By fitting, we find that $S_T$ gives a logarithmic relation and $\xi_T$ exhibits an algebraic law with $\chi$ as

$$S_T = \alpha \ln \chi + \text{const.}, \quad \xi_T \propto \chi^\epsilon. \quad (14)$$

These are exactly the relations predicted by the $(1+1)$-dimensional CFT for critical 1D states [8, 9]. Our results suggest that the criticality of the ground state is faithfully given by the tMPS.

We also calculate the systems of different sizes at the isotropic point, where the scaling relations of $\xi_T$ and $S_T$ against $\chi$ appears robustly as the signatures of the criticality. The exponents $\epsilon$ and the coefficients $\alpha$ change with the size. By substitution, the scaling relation between $S_T$ and $\xi_T$ [Fig. 2 (c)] satisfies

$$S_T = c_T \ln \xi_T + \delta. \quad (15)$$

The factor $c_T = \alpha/\epsilon$ is analog to the central charge, with $c_T \approx 0.8$ for the sizes of $4 \times 4$ torus and $5 \times 5$ torus, and $c_T \approx 1.1$ for $6 \times 6$ torus. The dependence of $c_T$ on different sizes might be caused by errors. Though the size-dependence of $c_T$ brings no harm to our main point which is using the scaling behaviors as signatures of criticality, we do believe it would be interesting and important to investigate whether $c_T$ relies on the size, and we show some preliminary results in the Appendix. This task requires more computational power and possibly some recently developed DMRG techniques, e.g., symmetries, to improve the efficiency.

We then apply the tMPS scaling method to study the ground state of the spin-1/2 HAFM on kagomé lattice. As shown in Fig. 3, the logarithmic relation between $S_T$ and $\chi$ and the algebraic relation between $\xi_T$ and $\chi$ are clearly observed. Our results are consistent with the experimental results and some theoretical works where a gapless QSL is claimed [20–34], and are against the results that predict a gapped $Z_2$ spin liquid [35–43].

The advantage of our scheme is that the tMPS can faithfully give the criticality of 2D quantum systems even when the size is moderately small. This means that the dynamical correlations rely much less on the size than the spatial correlations. Our work also implies the existence of the 1D CFT in imaginary time as an alternative way to characterize the classes of 2D criticalities, being different from the Landau-Ginzburg paradigm with the critical exponents. Surely, more theoretical and numerical investigations are needed in the future.

**Conclusion.**— In this work, we propose an approach that can capture accurately the criticality of a many-body quantum system in two dimensions faithfully within small system sizes by introducing the tMPS, and utilizing the 2D NRG flow. We show the equivalence between the spatial MPS and tMPS in terms of correlation length and entanglement. We benchmark the scheme by calculating the entanglement entropy $S_T$ and correlation length $\xi_T$ of the spin-1/2 HAFM on honeycomb lattice; our results show that the isotropic and anisotropic cases obey quite distinct laws. For the former, $S_T$ has a logarithmic relation with the dimension cut-off $\chi$, while

**FIG. 2.** (Color online) The ground state scaling of (a) temporal entanglement entropy $S_T$ in the semi-log plot and (b) correlation length $\xi_T$ in the log-log plot of the spin-1/2 anisotropic HAFM on honeycomb lattice. The x-axis scales the dimension cut-off $\chi$ in DMRG. (c) The $S_T$-$\ln(\xi_T)$ scaling. Inset: honeycomb lattice on $4 \times 4$ torus.

**FIG. 3.** (Color online) The ground state scaling of (a) temporal entanglement entropy $S_T$ in the semi-log plot and (b) correlation length $\xi_T$ in the log-log plot of the spin-1/2 HAFM on kagome lattice. The $S_T$-$\ln(\xi_T)$ scaling is in (c). The Hamiltonian reads $H = J \sum_{i,j} S_i S_j$, where $J$ is the isotropic coupling constant of the nearest neighbour spins $S_i$ and $S_j$. We fix $J = 1$. The system on $4 \times 4$ torus is shown in the inset of (c).
\( \xi_T \) bears an algebraic decay law; for the latter, \( S_T \) and \( \xi_T \) saturate to a small value with increasing \( \chi \), respectively. We apply the same approach also to the spin-1/2 frustrated Heisenberg quantum antiferromagnet on kagomé lattice, and find that its ground state is gapless. The present study provides an efficient way in exploring the critical phenomena of quantum systems in two or even higher dimensions.
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The variational ground state can be reached without changing the irrelevant parts, thus saving considerable calculations. To achieve this, we can perform local operations on a randomly initialized MPS to minimize the ground state energy as

$$\min_{\beta \to \infty} \langle \psi | e^{-\beta \hat{H}} | \psi \rangle,$$

(A1)

where $\beta$ is the inverse of temperature. Practically, this procedure has to be equipped with Trotter-Suzuki decomposition because of the non-commuting two-body terms in the Hamiltonian $\hat{H}$. The right hand side of Eq. (A1) can be expressed utilizing the ground state MPS denoted in Eq. (10) as

$$\langle \psi | e^{-\beta \hat{H}} | \psi \rangle = \sum_{a_{\tau}b_{\tau}a_{\tau+1}b_{\tau+1}} \langle \tilde{\psi}^{L}_{a_{\tau}b_{\tau}} | \Phi_{a_{\tau+1}b_{\tau+1}} \langle \tilde{\psi}^{R}_{a_{\tau+1}b_{\tau+1}} | \Phi_{a_{\tau}b_{\tau}} | \tilde{\psi}^{L}_{a_{\tau}b_{\tau}} \rangle \Phi_{a_{\tau}b_{\tau}} \Phi_{a_{\tau+1}b_{\tau+1}} \Phi_{a_{\tau+1}b_{\tau+1}},$$

(A2)

where $\tau$ is a small number, and $N$ needs to be extremely large so that $\beta = N\tau$ approaches to infinity.

The graphical representation of Eq. (A2) is shown in Figs. A1(a) and (b). The ground state MPS is canonicalized for the canonical center $\Phi$ that carries the bipartite entanglement spectrum of the ground state. The dimensions of $a_n$ and $b_n$ are limited by the dimension cut-off $\chi$. The orthogonal conditions of the left and right NRG flows reads

$$\langle \tilde{\psi}^{L}_{a_n} | \tilde{\psi}^{L}_{b_n} \rangle = I_{a_n a_n},$$

(A3)

$$\langle \tilde{\psi}^{R}_{a_n} | \tilde{\psi}^{R}_{b_n} \rangle = I_{b_n b_n}.$$  

(A4)

By inserting (near) unitary transformation $\sum_{a_{\tau}b_{\tau}a_{\tau+1}b_{\tau+1}} | \tilde{\psi}^{L}_{a_{\tau}b_{\tau}} \rangle \langle \tilde{\psi}^{R}_{a_{\tau+1}b_{\tau+1}} |$ between the Trotter slices as shown in Fig. A1(c), we will not change the ground state spectrum. On the other hand, we find a series of effective Hamiltonians $H_{\text{eff}}^{(j)} = \sum_{a_{\tau}b_{\tau}a_{\tau+1}b_{\tau+1}} | \tilde{\psi}^{L}_{a_{\tau}b_{\tau}} \rangle \langle \tilde{\psi}^{R}_{a_{\tau+1}b_{\tau+1}} |$, thus $\Phi \equiv \min \min_{\Phi_{a_{\tau}b_{\tau}}} \langle \tilde{\psi}^{L}_{a_{\tau}b_{\tau}} | \tilde{\psi}^{R}_{a_{\tau+1}b_{\tau+1}} | \tilde{\psi}^{L}_{a_{\tau+1}b_{\tau+1}} | \tilde{\psi}^{R}_{a_{\tau}b_{\tau}} \rangle$. It is only true when $\Phi$ is the dominant eigenvector of the transfer matrix of the inner product of tMPS (Fig. A1(e)).

We can see from above that the relationship between the imaginary time and space is inseparable. As explained in the main text, the bipartite entanglement spectrum of spatial MPS gives the temporal entanglement entropy $S_T$ of tMPS, and the inverse of the logarithmic gap of the transfer matrix is correlation length $\xi_T$.

The last but not the least, in Trotter-Suzuki scheme, one has to eliminate the Trotter error with infinitely small $\tau$. However, it is unrealistic to do so. Fortunately, both $S_T$ and $\xi_T$ converge in pace with decreasing Trotter-Suzuki steps (shown in Fig. A2). This result tells us that we can choose a relatively small $\tau$, for example $\tau = 1 \times 10^{-6}$ in our calculations.

### Density matrix renormalization group algorithm on two-dimensional lattices

DMRG is a powerful tool of solving the ground state problem in 1D quantum strongly correlated systems. However in 2D, there exists systematic difficulties for DMRG in capturing the valid sub-space, i.e., to define 1D NRG flows for 2D states. The most common way is to choose a particular path on a 2D lattice. Thus the 2D system is transformed into a 1D model. It is inevitable that some nearest neighbor interactions become long-range ones in this procedure. As a consequence, one can only use DMRG in a lattice of finite size. For this reason, the scaling in the spatial direction is extremely challenging, including the scaling of the ground-state correlations and entanglement.

In the present work, we use DMRG to investigate the Heisenberg antiferromagnet (HAFM) on honeycomb lattice and kagomé lattice. We take the block of honeycomb lattice.
The dynamic correlation function network in (b). (d) Decomposition of the effective Hamiltonian $H^{(j)}$ with $\Phi$ the canonical center which carries the entanglement spectrum. The red rectangle is the matrix product operator (MPO) representation of the unit cell depicted in the inset of Fig. 2. The blue shaded parts denote the boundary interactions. In terms of the finite size honeycomb lattice. The black lines between different shaded parts denote the boundary interactions. In terms of the unit cell depicted in the inset of Fig. 2(c) in the main text, one can form a $4 \times 4$ torus. For convenience, we take the two spins in each dashed ellipse as one site in the MPS. Then, the honeycomb lattice virtually becomes a square lattice. We number the sites in the square lattice along a S-shaped path.

![FIG. A1. (Color online) (a) The tensor network representation of $|\psi e^{-\beta H}|\psi\rangle$. The yellow squares are the local tensors of the MPS. $\Phi$ is the canonical center which carries the entanglement spectrum. The red rectangle is the matrix product operator (MPO) representation of $e^{-\beta H}$ with $\beta$ the inverse temperature. (b) The Trotter-Suzuki decomposition of $e^{-\beta H}$. (c) Unitary transformation (blue shaded region) of the tensor network in (b). (d) Decomposition of the effective Hamiltonian $H^{(j)}$ with $\Phi$ the canonical center which carries the entanglement spectrum. The red rectangle is the matrix product operator (MPO) representation of the unit cell depicted in the inset of Fig. 2. The blue shaded parts denote the boundary interactions. In terms of the finite size honeycomb lattice. The black lines between different shaded parts denote the boundary interactions. In terms of the unit cell depicted in the inset of Fig. 2(c) in the main text, one can form a $4 \times 4$ torus. For convenience, we take the two spins in each dashed ellipse as one site in the MPS. Then, the honeycomb lattice virtually becomes a square lattice. We number the sites in the square lattice along a S-shaped path.](image)

Some results about the size-dependence of $\kappa$, $\alpha$, and $c_T$ (shown in Fig. A3(b)). Thus, there are 16 inequivalent local tensors in the MPS. It is obvious that some physical nearest neighbor sites, for example, 1 and 8 are separated apart in the MPS construction.

As the sites on torus break the translation invariance, we should calculate the entanglement length $S_T$ and the correlation length $\xi_T$ at each virtual index of the ground state to see if all the sites are equivalent. From the calculated results in Fig. A4, we identify certain fluctuations of those two quantities, which decrease when reaching the middle of the chain. In order not to lose generality, we use the average per site of $S_T$ and $\xi_T$ to do the scaling.

![FIG. A2. (Color online) Trotter-Suzuki steps dependence of $S_T$ and $\xi_T$. Both of them converge quickly as decreasing the positive small number $\tau$, indicating that the Trotter error is neglected when $\tau$ is as small as $10^{-4}$. The results come from DMRG calculations implemented on the $4 \times 4$ torus of honeycomb lattice. The dimension cut-off is fixed as $\chi = 30$.](image)

![TABLE A1. Values of $\alpha$, $\kappa$, and $c_T$ obtained from fittings for the entanglement entropy $S_T$ and the correlation length $\xi_T$ on honeycomb lattice. The system sizes are chosen as $L \times L$ torus. The fitting functions refer to Eqs. (14) and (15). The dimension cut-off $\chi$ ranges from 10 to 70 in our calculations.](image)

The size-dependence of the factors $\alpha$, $\kappa$, and $c_T$ are obtained by the fitting functions in Eqs. (14) and (15). Here we present some preliminary results computed from the spin-$1/2$ HAFM...
on honeycomb lattice of different system sizes, as collected in Table A1. According to the present results, it seems that $\kappa$ decreases linearly as enlarging $L$ (the system size is $L \times L$ torus), while $\alpha$ converges to a constant, and $c_T$ goes up with increasing the size. Here we would like to mention that within the dimension cut-off that we can reach by our computing capacity, it appears that our calculations on large system sizes are less stable than those on small sizes, implying that more numerical attempts are needed in the future. Note that even though the size dependences of the factors are still to be unveiled, the scaling behaviors given by Eqs. (14) and (15) are robust for all sizes we tried.

FIG. A3. (Color online) (a) $4 \times 4$ torus of honeycomb lattice. The sites in blue shaded parts break the translation invariance. Periodic boundary condition is represented by boundary interactions between different shaded parts. (b) The equivalent square lattice given by taking the two spins in the dashed ellipses of (a) as one site in the MPS. The number sequence marks each site in the S-shaped path.

FIG. A4. (Color online) The position dependence of $S_T$ and $\xi_T$. The horizontal axis denotes the position of the canonical center of MPS. The dimension cut-off for DMRG calculations is fixed as $\chi = 30$. 
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