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Ultimate bounds on the maximum operating frequency of networks of quantum dot cellular automata devices have yet to be established. We consider the adiabaticity of such networks in the two-state approximation where clocking is achieved via modulation of the inter-dot tunneling barriers. Estimates of the maximum operating frequency that would allow a 99\% probability of observing the correct logical output are presented for a subset of the basic components used in QCA network design. Simulations are performed both in the coherent limit and for a simple dissipative model. We approach the problem of tunnel-based clocking from the perspective of quantum annealing, and present an improved clocking schedule allowing for faster operation. Using an analytical solution for driven QCA wires, we show that the maximum operating frequency in the coherent limit falls off with the square of the wire length, potentially limiting the size of clocked regions.

I. INTRODUCTION

In recent years, there has been great interest in technologies that extend beyond the projected scale limits of conventional CMOS, ranging from new transistor designs with alternate channels\cite{1,2,3,4,5,6} to entirely novel computational architectures\cite{7,8,9,10}. Quantum-dot Cellular Automata (QCA) encodes binary information in the distribution of charges in devices or cells composed of arrays of quantum dots\cite{11,12,13,14}. Coulombic interactions between occupying charges facilitate coupling between the charge states of neighboring cells. Arrangements of these cells can be designed with ground states that encode familiar logic gates\cite{15,16}. Among the most promising potential implementations for QCA are mixed-valence molecular devices\cite{17,18,19} and patterned dangling bonds on hydrogen-passivated silicon\cite{20,21}. Each QCA cell occupies only a few nm\textsuperscript{2} in area, potentially offering high device densities of 10\textsuperscript{14} cm\textsuperscript{-2}. Significant challenges must be solved for any realistic QCA implementation, such as limiting device power at high density using reversible gates\cite{22,23,24,25,26} designing robust wire crossings\cite{27} and clocking networks\cite{28,29,30} and interfacing with the existing CMOS architecture.

The operation of QCA networks requires the generation of 4-phase \textit{clocking fields} which control information flow by sequentially activating regions of the network called \textit{clock zones}\cite{31,32}. There are two species of QCA devices usually considered: 2-state and 3-state. Schematics of these devices and the clocking protocol are shown in Fig. 1 and Fig. 2. In 2-state QCA, the two polarization states are defined by occupation of the antipodal sites\cite{33,34,35}. There are two species of QCA devices usually considered: 2-state and 3-state. Schematics of these devices and the clocking protocol are shown in Fig. 1 and Fig. 2. In 2-state QCA, the two polarization states are defined by occupation of the antipodal sites\cite{33,34,35}. In 3-state QCA, we introduce additional dots associated with a non-interacting or inactive \textit{null} state\cite{36,37}. By applying a relative voltage to the null dots we control the energy of the null state and can activate/deactivate cells in a clock zone. The influence of the form of the clocking fields remains largely unstudied and an ultimate upper-bound on device operation frequency is still to be determined.

In this work, we investigate the adiabaticity and maximum operating frequency of a subset of the basic building blocks of QCA networks. In particular, we consider the frequency below which a QCA logic gate gives the correct output with at least 99\% likelihood. An estimate of the maximum operating frequency of a QCA wire based on the limits of heat sink power dissipation has previously been considered by Timler and Lent\cite{38,39}. For reasonable assumptions of the interaction energies and device densities for molecular QCA, and assuming a maximum heat sink dissipation of 100 W cm\textsuperscript{-2}, they give an operating frequency 1-3 orders of magnitude lower than the intrinsic frequency. For comparison with Timler’s results and in order to show an evident connection to existing understandings from quantum annealing, we consider only 2-state QCA; however, the methods extend naturally to 3-state QCA with only minor modification. In Section II, we describe our QCA simulation methods. Section III discusses tunnel-based clocking in detail, including the link to quantum annealing in transverse Ising spin-glasses and some considerations for choosing a clocking schedule. Finally, Sections IV and V show performance results for both full coherence and in the presence of a thermal bath.

II. SIMULATING QCA DYNAMICS

We consider some network of \textit{N} QCA cells under the influence of some set of fixed polarization \textit{driver} cells representing network inputs. In the two-state approximation, the Hamiltonian can be expressed as\cite{40}

\[ \hat{H}(t) = -\frac{1}{2} \sum_{i=1}^{N} \gamma_i \hat{\sigma}_z^i + \frac{1}{2} \sum_{i=1}^{N} h_i \hat{\sigma}_z^i - \sum_{<ij>} E^{ij}_{k} \hat{\sigma}_z^i \hat{\sigma}_z^j, \]

(1)

with \( \gamma_i \) the tunneling energies, \( h_i = \sum_D E^{iD}_{k} P_D \) the electrostatic biases due to driver cell polarizations \( P_D \), \( E^{ij}_{k} \) the kink energies between cells, and \( \hat{\sigma}_z^i \) the Pauli operators associated with the \( i^{th} \) cell. The dynamics in the presence of a dissipative thermal bath are taken to be
A. Coherence Vector Formalism

Due to suspected limited correlations in QCA networks, it has been proposed to express the dynamics in terms of the coherence vector formalism\cite{19,20}. The density operator can be expressed in the basis of the generators of SU(2\(^N\)) as

\[
\hat{\rho}(s) = \frac{1}{2^N} \left[ \hat{I}_N + \sum_i \lambda_i^a \hat{\sigma}_i^a + \sum_{i<j} K_{ij}^{ab} \hat{\sigma}_i^a \hat{\sigma}_j^b + \cdots \right],
\]

where we employ Einstein summation for the subscripts over the set \(\{x,y,z\}\). The dynamics of \(\hat{\rho}\) are equivalent to those of the real-valued coefficients: \(\lambda_i^a = \langle \hat{\sigma}_i^a \rangle\), \(K_{ij}^{ab} = \langle \hat{\sigma}_i^a \hat{\sigma}_j^b \rangle\), etc. These coefficients are classified by the number of cells they consider: each cell is assigned a coherence vector \(\lambda_i\), containing the 3 single-point expectation values \(\lambda_i^a\); each pair of cells gets a two-point correlation tensor \(K_{ij}^{ab}\); and so on. The power of this formalism comes in the capacity to limit the number of terms used to approximate \(\hat{\rho}\). The dynamics of any one of these terms can be computed as

\[
\dot{\hat{\rho}}(s) = \frac{1}{\tau} \left[ \hat{H}(s) - \langle \hat{H}(s) \rangle \right] = -\frac{1}{\tau} \left[ \hat{\rho}(s) - \hat{\rho}_{ss}(s, \hat{\rho}) \right] + \xi \left[ \hat{\rho}(s) - \hat{\rho}_{ss}(s, \hat{\rho}) \right],
\]

with \(\hat{\rho}_{ss}\) any of the operators in Eq. (4), \(\lambda_i\) its expected value, and \(\lambda_i^ss = \text{Tr} \hat{\rho}_{ss} \lambda_i\). Only the lowest order approximation of the dynamics is usually considered: the so-called Inter-cellular Hartree Approximation (ICHA)\cite{20}. The ICHA includes only the coherence vectors, excluding two-point and higher correlations. The resulting system of equations is given by

\[
\dot{\hat{\rho}}(s) = -\frac{1}{\tau} \left[ \hat{H}(s) - \langle \hat{H}(s) \rangle \right] + \xi \left[ \hat{\rho}(s) - \hat{\rho}_{ss}(s, \hat{\rho}) \right],
\]

with \(\xi = \frac{\gamma_i \tau}{\tau} \hat{\rho}_{ss}(s, \hat{\rho})\). Absent dissipation, this has the nice property that each cell can be seen to evolve under an instantaneous Hamiltonian dependent on the \(\lambda_i^a\) values of neighbouring cells:

\[
\hat{H}_i = \frac{1}{2} \lambda_i^a \hat{\sigma}_i^a + \frac{1}{2} \tilde{h}_i \hat{\sigma}_i^z,
\]

with instantaneous effective bias \(\tilde{h}_i = h_i - \sum_{n \neq i} E_n^\text{kk}^\text{kk} \lambda_n^a\). Absent dissipation, Eq. (6) is stationary only if \(\lambda_i \propto \Gamma_i\); otherwise, coherent oscillations occur as has been previously studied\cite{21}. This can be seen by taking the derivative of the \(\lambda_i^a\) equation in Eq. (6):

\[
\dot{\lambda}_i^a = \left( \dot{\hat{\sigma}}_i^a + \gamma_i \hat{\sigma}_i^a \right) \lambda_i^a + O(\gamma_i \lambda_i^a),
\]

where the remaining terms tend to be small near the end of the switching phase. For sufficiently fast \(\dot{f}\), the \(\lambda_i^a\) can
remain non-zero and will then oscillate with angular frequencies $\nu_0^2 = (h_0^2 + \gamma_0^2)/f^2$. We note then the oscillation in $\lambda_x^s$ and $\lambda_z^s$ via

$$\dot{f} \frac{d}{ds} \lambda_x^s = -\hat{h}_i \lambda_y^s, \quad \dot{f} \frac{d}{ds} \lambda_z^s = -\gamma_i \lambda_y^s.$$  \hfill (9)

Dissipation must be employed to dampen out these oscillations which cannot be justified in the coherent limit.

B. Solver Details

In general, we are interested in an initial value problem of the form

$$\frac{d}{ds} y(s) = g(s, y) / f \quad y(0) = y_0$$ \hfill (10)

where $g(s, y)$ is given by either Eq. (3) or Eq. (5). We use Tóth’s approach to define the initial state $\Psi(0)$ starting with the ground state of $\hat{H}(0)$, we use a Newton-Raphson method to find a nearby root of $g(s, y)$. The time dependent solution is computed using a Dormand-Prince (RK45) method for Eq. (3) and a first order backward differentiation formula method (BDF1) for the ICHA model.

III. CHOOSING A CLOCKING SCHEDULE

In addition to the choice of the steady state solution, the schedule of the tunneling barriers during clocking, the clocking schedule, will also affect the performance of the network. The tunnel barrier modulation in 2-state QCA clocking is achieved by allowing $\gamma_i$ in Eq. (1) to vary with time: $\gamma_i(0)$ to $\gamma_i(s)$. As the tunneling barriers are raised, $\gamma_i(s)$ goes from some large $\gamma_i(0) \gg \mathcal{E}$ to an effectively zero $\gamma_i(1) \ll \mathcal{E}$ at which point $\hat{H}$ is approximately classical. The quantum adiabatic theorem guarantees that a network initialised in the ground state of $\hat{H}(0)$ will reach the desired ground state of $\hat{H}(1)$ for sufficiently slow $\dot{f}$. However, sufficiently slow relates to the rate of change of $\mathcal{E}$ and hence on the schedule of $\gamma_i(s)$. QCADesigner, a popular QCA design and simulation tool, uses a sinusoidal schedule which is approximately linear over the switching regime. Linear clocking schedules have also been considered for the 3-state QCA model. There has yet been no expansive study of the influence of the clocking schedule on QCA performance; however, similar considerations appear in the study of quantum annealing.

A. Quantum Annealing Framework

In quantum annealing, the ground state of some challenging and interesting Hamiltonian is found by slowly transforming an initially simple quantum system into the one of interest. The Hamiltonian is often expressed as

$$\hat{H}(s) = -\frac{1}{2} A(s) \hat{H}_X + \frac{1}{2} B(s) \hat{H}_P,$$ \hfill (11)

where $\hat{H}_X = \sum_i \sigma_z^i$ and $\hat{H}_P = \sum_i \alpha_i \sigma_z^i + \sum_{i,j} J_{ij} \sigma_z^i \sigma_z^j$ define a transverse Ising spin-glass problem with $\hat{H}_P$ the problem of interest. Clearly such problems include the two-state approximation in QCA. The $A(s)$ and $B(s)$ here define the annealing schedule. In tunnel barrier modulated QCA, we have $B(s) = 1$ and take $\gamma_i(s) = A(s)$ to be the same for all cells in a clock zone. Before we consider a candidate clocking schedule, we first need to define our performance metrics and establish some necessary criteria for $A(s)$.

B. Performance Metrics

In order to quantify the clocking performance, we define the following metrics:

- **Adiabaticity:** $Q_A(s) = \text{Tr} \hat{\rho}(s) \hat{P}_g(s)$ \hfill (12a)
- **Classical:** $Q_{cl} = \text{Tr} \hat{\rho}(1) \hat{P}_P$ \hfill (12b)
- **Logical:** $Q_L = \frac{1}{2N} \prod_{i=1}^N (1 + \lambda_z^i(1) P_i)$ \hfill (12c)

For adiabatic clocking, the system should remain near the ground state at all times. $Q_A(s)$ describes the overlap between the system state and the space of potentially degenerate ground states of $\hat{H}(s)$, given as the expected value of the projection operator $\hat{P}_g(s) = \sum_d |\Psi_d^g(\alpha)|^2$. Clocking ideally results in the system reaching the ground state of the classical Hamiltonian $\hat{H}_P$. $Q_{cl}$ describes the probability of this outcome, with projection $\hat{P}_P$. If the classical ground state is non-degenerate and there are no correlations in $\hat{\rho}(1)$, $Q_{cl}$ simplifies to

$$\tilde{Q}_{cl} \approx \frac{1}{2N} \prod_{i=1}^N (1 + \lambda_z^i(1) P_i),$$ \hfill (13)

with $P_i = \text{Tr} \hat{P}_P \sigma_z^i$ the polarization of each cell in the classical ground state. In principle, the polarizations of certain output cells may be logically correct even if the state fails to reach the ground state. By restricting the product in Eq. (13) to a finite subset, $\Omega$, of the cells, we can define a logical performance, $Q_L$. In this work, we consider a “high performance” target of $Q_{cl} \geq 0.99$.

C. Quality of the Ground State

For typical QCA networks, we will have a non-degenerate ground state. We can use non-degenerate perturbation theory to determine the “quality” of the initial and final ground states:

$$Q_0 = \langle \hat{P}_X \rangle(0) = 1 - a_0^{-2} F_0 + O (a_0^{-3}),$$ \hfill (14a)

$$Q_1 = \langle \hat{P}_P \rangle(1) = 1 - \alpha_i^2 F_1 + O (\alpha_i^{-3}),$$ \hfill (14b)

where $P_X$ is the projection operator onto the ground state of $-\hat{H}_X$, expectation values are for the ground state.
of \( \hat{H}(s) \), \( \alpha_0 \) and \( \alpha_1 \) are the initial and final values of the ratio \( \alpha(s) = A(s)/B(s) \), and \( F_0 \) and \( F_1 \) are network-specific parameters dependent only on \( (h_i, E_k^{ij}) \). Note that \( Q_1 \) is precisely the limit of \( Q_{\text{cl}} \) for slow \( f_s \); hence, we should choose \( \alpha_1 \) such that \( Q_1 > 0.99 \). For Eq. (1), we find

\[
\frac{F_0}{F_1} = \frac{1}{\pi}(N + 3) = 0.581, 1.012, 1.012, 1.012
\]

with \( \hat{h}_i = h_i - \sum_{j \neq i} E_k^{ij} P_j \) calculated for the polarizations of the ground state of \( \hat{H}_P \). For our performance target, we obtain a necessary constraint on \( \alpha_1 \):

\[
\alpha_1^{-1} \geq \max \sqrt{F_1/1 - Q^*}, \quad (16)
\]

with some \( Q^* > 0.99 \). We consider the devices shown in Fig. 3. Schematics of the device interactions are shown in Fig. 3 with the computed \( F_0 \) and \( F_1 \) shown in Table I.

Our constraint is approximately \( \alpha_1 \leq 1/15 \). We can make an observation regarding the dependence of \( Q_{\text{cl}} \) on the parameters \( (f, \alpha_0, \alpha_1) \). Assuming again a non-degenerate ground state of \( \hat{H}_P \), we have

\[
\hat{P}_P = Q_{\text{cl}}^{-1} P_g(1) - \frac{1}{2} \alpha_1 \sum_i \frac{1}{h_i P_i} \left\{ \hat{P}_P, \hat{\sigma}_z^i \right\} + O(\alpha_1^2). \quad (17)
\]

We are interested in the regime where \( Q_A(1) \) is close to 1 and hence \( \hat{P}(1) \approx Q_A(1) \hat{P}_g \). We observe that \( Q_{\text{cl}}^{-1} = Q_1 + 2F_1 \alpha_1^2 + O(\alpha_1^3) \). Upon multiplying Eq. (17) by \( \hat{\rho}(1) \) and taking the trace, \( \text{Tr} \hat{\rho}(1) \left\{ \hat{P}_P, \hat{\sigma}_z \right\} \) becomes \(-Q_A(1) Q_1 \alpha_1 / h_i P_i \) and the second order term becomes third order. We are left with

\[
Q_{\text{cl}} \approx Q_A(1) Q_1. \quad (18)
\]

Further, if we assume a large \( Q_A(1) \) is independent of small \( \alpha_1 \), we arrive at the useful expression

\[
Q_{\text{cl}}(f, \alpha_0, \alpha_1) \approx Q_{\text{cl}}(f, \alpha_0, 0) Q_1(\alpha_1). \quad (19)
\]

In this work, we will use QCADesigner’s default value of \( \alpha_1 = 1/20 \), giving \( Q^* = .9943 \) which satisfies our performance constraint.

### D. Candidate Clocking schedules

An optimal choice of clocking schedule will depend on details of the environmental interaction and will not be addressed here. Instead, we introduce a schedule which mimics the standard linear schedule used in quantum annealing studies. We assume the following: (1) the kink energies are fixed by the network geometry and hence \( B(1) = 1 \); (2) the tunneling energies cannot be made infinite or zero; and (3) the rate of change of the eigenstates for the linear schedule is a good choice for quantum annealing. The eigenstates of Eq. (11) depend only on the ratio \( \alpha(s) \). We define our clocking schedules by their initial and final ratios \( \alpha_0 \) and \( \alpha_1 \). We consider for comparison an appropriate Linear schedule with \( B(1) = 1 \):

\[
A_L(s) = 1 - (1 - \alpha_1)s, \quad (20a)
\]

\[
B_L(s) = 1 - (1 - 1/\alpha_0)(1 - s). \quad (20b)
\]

For \( B(1) = 1 \) we define an analogous schedule with the same eigenstates: \( A_Q(s) = A_L(s)/B_L(s) \),

\[
A_Q(s) = 1 + (\alpha_0 - 1) \frac{1 - ks}{1 + (\alpha_0 - 1)s}, \quad (21)
\]

which we refer to as the Quasi-Linear schedule, as it is perhaps the closest we can get to the linear schedule under the given constraints. The \( k \) here satisfies \( A_L(1/k) = B_L(1/k) \) and has value \( k = 1 + (1 - \alpha_1)/1 - \alpha_0^{-1} \). Finally, the Sinusoidal schedule in QCADesigner has the form

\[
A_S(s) = \frac{\alpha_0 - \alpha_1}{\sqrt{2}} \cos \left( \frac{\pi}{2} (s + 1/2) \right) + \frac{\alpha_0 + \alpha_1}{2}. \quad (22)
\]

Schematics of these clocking schedules and the corresponding low energy eigenspectra of an inverter are

---

**TABLE I. Gate parameters for Eq. (14) computed for the kink energies given in Fig. 3.**

| Device | Wire-N | Inverter | Maj-111 | Maj-101 | Maj-110 |
|--------|--------|----------|---------|---------|---------|
| \( F_0 \) | \( \frac{1}{\pi}(N + 3) \) | 0.581 | 1.012 | 1.012 | 1.012 |
| \( F_1 \) | 2.217 | 1.141 | 2.259 | 1.735 |

---

**FIG. 3.** Schematics of simulated devices. Red and blue shaded cells indicate inputs with fixed polarizations of \( \pm 1 \). The rightmost cells produce the logical outputs. We denote by “Wire-N” a wire of length \( N \) and “Maj-ABC” a majority gate with binary inputs as indicated: ex. Maj-101 shown.

**FIG. 4.** QCA Device dimensions and computed kink energies relative to \( \mathcal{E} \). We ignore the -1.03 and weaker interactions.
shown in Fig. 5. A first order performance characteristic for quantum annealing can be extracted from the spectrum. If we fit a hyperbola of the form

$$\Delta(s) = \Delta_0 \sqrt{1 + \frac{1}{W^2}(s - s_0)^2}$$

(23)

to the minimum energy gap, referred to as the level crossing, between the ground and first excited states, where $\Delta_0$ is the minimum gap and $W$ is a measure of the gap width, then the Landau-Zener diabatic transition probability can be expressed in the form

$$P_{g \rightarrow e} = e^{-2\pi\Delta_0 W/4f}.$$  

(24)

The probability of remaining in the ground state through the minimum gap then depends on the product of the gap size and its width. Fits of Eq. (23) in the vicinity of the minimum gaps of the inverter in Fig. 5 are summarized in Table II. If the crossing were well described by the Landau-Zener model we should expect the switching rate needed to achieve a given $Q_{cl}$ to be proportional to $\Delta_0 W$; however, we have not established that the eigenstates involved in the crossing satisfy the conditions inherent to the Landau-Zener approximation. Further, the hyperbolic fit is not particularly convincing for the Quasi-Linear schedule and we are ignoring other details of the spectrum. Nevertheless, we should at least take this result as inspiration that the Quasi-Linear schedule might outperform both the Linear and Sinusoidal schedules. The classical performance was computed for our simple QCA components using Eq. (3) for the different clocking schedules. Performance comparisons are shown in Fig. 6. In most cases, we see that the Quasi-Linear schedule is significantly better and will therefore be used in all results that follow.

E. Initial Coherent Oscillations

Even if we initialize the system in the ground state of $\mathcal{H}(0)$, we will observe Rabi-like oscillations induced by the clocking field. These oscillations manifest in our performance metrics as can be seen in Figs. 7 and 8. We can approximate the magnitude of oscillations using time
FIG. 7. Simulation of Maj-101 using the Quasi-Linear schedule with \( \tilde{f} = 3 \cdot 10^{-2} \), \( \alpha_0 = 5 \), \( \alpha_1 = 1/20 \). Initial coherent oscillations arise due to the changing Hamiltonian. These oscillations tend to weaken during clocking; however, a lowered adiabaticity when approaching the critical regime of avoided level crossings can propagate to a reduced final performance.

FIG. 8. Classical performance of Maj-101 for different \( \alpha_0 \) values with and without initial smoothing. Results use the Quasi-Linear schedule with \( \alpha_1 = 1/20 \). The dashed line indicates the \( Q_{cl} = 0.99 \) performance threshold, with the dotted line the effective threshold for \( \alpha_1 = 0 \) using Eq. 19. Note the more prominent oscillations for small \( \alpha_0 \).

dependent perturbation theory for the ground state and first excited state of \( \mathcal{H}(0) \), ignoring degeneracy for this simple analysis. If \( A(s) \) has an initial linear component, we get a transition probability into the excited state of

\[
P_{g \rightarrow e}(s) \propto \frac{|A(0)|^2}{\tilde{A}_0} \cdot \left( \frac{\tilde{f}}{\tilde{A}_0} \right) \sin (\omega_r s),
\]

where \( \tilde{A}_0 = A(0) \) and \( \omega_r \approx \tilde{A}_0/\tilde{f} \). If \( A(s) \) has no initial linear component, we calculate

\[
P_{g \rightarrow e}(s) \propto \frac{|d^2 A(0)|^2}{\tilde{A}_0^4} \cdot \left( \frac{\tilde{f}}{\tilde{A}_0} \right)^3 \sin (\omega_r s).
\]

Importantly, if \( \tilde{f}/\tilde{A}_0 \ll 1 \) we can effectively negate the initial oscillations by modifying the initial clocking schedule in order to remove any linear component. We employ a smoothing procedure in which we apply the map

\[
s' = s \cdot \left( 1 - e^{-s^2/2\sigma^2} \right).
\]

This map has a few useful properties: (1) It leaves the initial value of the schedule unchanged; (2) it cancels the linear component of the initial schedule; and (3), it only affects the schedule over a period of \( \sim 2\sigma \), meaning we can remove the initial oscillations without affecting the later schedule. We set \( \sigma = 2 \cdot 2\pi \tilde{f}/\tilde{A}_0 \) to smooth over two periods of the oscillations. The effect is clear in Fig. 8.

FIG. 9. Classical performance for different \( \alpha_0 \) values with \( \alpha_1 = 1/20 \). In cases where there is a clear avoided level crossing in the low energy spectrum, smaller \( \alpha_0 \) values yield higher operating switching rates. We use the left-most intercept when defining maximum switching rate to account for potential performance oscillations. The lower \( F_0 \) value of the wire gives it a higher \( Q_{cl} \) upper bound.

FIG. 10. First 10 energy levels of the simulated devices. The location and size of the minimum gap is indicated.

F. Choosing the Initial Clocking Field

For Maj-101, the choice of \( \alpha_0 \) did not significantly influence the classical performance. This will not generally be the case. In Fig. 8 we see the performance for both the inverter and wire for different initial clocking values. In these cases, the lower the value of \( \alpha_0 \), the higher the performance. If we assume the only important feature of the clock to be a single Landau-Zener-like avoided
level crossing, we can solve Eq. (24) to find the maximum switching rate that allows a given adiabaticity,
\[
\dot{f}_{\text{max}} \approx \frac{\pi \Delta_0 W}{-2 \ln(1 - Q_A)},
\]
(28)
where the gap width, \(W\), is inversely proportional to the slope of the clocking field near the minimum gap. For the Quasi-Linear schedule, the slope satisfies
\[
\frac{d}{ds} A_Q(s) = \frac{\alpha_0^2}{[1 + (\alpha_0 - 1)s]^2} \frac{d}{ds} A_Q(1),
\]
(29)
where \(\frac{d}{ds} A_Q(1) = -(1 - \alpha_1/\alpha_0) \approx 1\) for small \(\alpha_0\). We then expect \(\dot{f}_{\text{max}} \propto [s_* + (1 - s_*)/\alpha_0]^2\) with \(s_*\) the location of the minimum gap. The spectra for most of the simulated devices are shown in Fig. [10]. For majority gates, the minimum gap occurs in the classical limit, \(s_* = 1\), hence we expect no \(\alpha_0\) dependence. If the minimum gap occurs at some earlier \(s_*\), we expect \(\dot{f}_{\text{max}}\) to decrease with increasing \(\alpha_0\) as observed.

QCADesigner uses a value of \(\alpha_0 = 5\) and from these considerations we might naively assume we should use an even smaller value of \(\alpha_0\); however, we are ignoring some important caveats. We initialize the system near the ground state of \(H(0)\). If \(\alpha_0 = 5\) is small, the initial state already has a significant projection onto the classical ground state. In that sense, much of the work the switching is supposed to achieve must have been done by whatever process set up the initial state. Indeed from Eq. [14] we see that \(\alpha_0 = 5\) gives a projection onto the ground state of \(-\hat{H}_X\) of only \(Q_0 = 0.96\) in the worst case of a majority gate. In addition, the cell polarizations, \(\lambda_z\), will have initial values on the order of \(\alpha_0^{-1}\), as high as 0.2 in Fig. [7] pointing to a second issue: with small \(\alpha_0\), “deactivated” cells may remain partially polarized, perhaps enough that the next clock zone may bias our outputs. Both of these issues are resolved by using a higher value of \(\alpha_0\); however, we see in Fig. [9] that there is only minimal decrease in performance beyond \(\alpha_0 = 5\). We conclude then that we cannot justify using a smaller value of \(\alpha_0\), nor would we expect using a larger value to influence performance within the scope of our analysis.

IV. COHERENT BEHAVIOUR OF QCA COMPONENTS

Here we consider the behaviour of our QCA components excluding any dissipation. In all results that follow, we use clocking ratios of \(\alpha_0 = 5\) and \(\alpha_1 = \frac{1}{20}\). Unless otherwise indicated, the Quasi-Linear schedule is used.

A. Wire Analysis

In Fig. [11] we consider the performance of wires of various lengths. For the special case of a left-driven wire as in Fig. [3], the Hamiltonian is of the form
\[
\hat{H}_W(s) = -\frac{1}{2} A(s) \sum_{i=1}^N \hat{\sigma}_z^i + \frac{1}{2} B(s) \left[ \sum_{\langle ij \rangle} \hat{\sigma}_z^i \hat{\sigma}_z^j \right].
\]
(30)
Using a slight modification to the Jordan-Wigner transform approach used for the unbiased wire, we can obtain an analytic description of the low energy spectrum for biased wires in terms of the set of eigenenergies
\[
\varepsilon_k = \sqrt{B^2(s) \sin^2(q_k) + [A(s) - B(s) \cos(q_k)]^2},
\]
(31)
with \(k = 1, \cdots, N\) and pseudo-momenta \(q_k = k\pi/(N + 1)\). Each energy level of \(\hat{H}_W(s)\) is found by summing over a subset of the eigenenergies \(\varepsilon_k\). For large \(N\), each of the \(\varepsilon_k\) can be fit to the hyperbolic form Eq. [23] with the minimum occurring for \(A(s_*) = B(s_*)\) and parameters:
\[
\Delta_0 \approx B(s_*) q_k, \quad W = \Delta_0 = \frac{B(s_*) q_k}{\Delta m},
\]
(32)
where \(\Delta m = \frac{d}{d\pi} |A - B|(s_*)\) is the difference in schedule rates at the gap. Importantly, for a wire of length \(N\), both \(\Delta_0\) and \(W\) are approximately proportional to \(q_k \propto (N + 1)^{-1}\). The Landau-Zener approximation then predicts an adiabaticity of
\[
Q_A(N, \tilde{f}) \approx 1 - e^{-2\nu/\pi \nu^*(N + 1)^2}.
\]
(33)
If there were only one excited state, \(\nu^*(N + 1)^2\) would correspond to \(\Delta_0 W\) for \(k = 1\) and large \(N\); however, as there are \(N\) excited wire states, we will just take \(\nu\) to be some parameter dependent on the clocking schedule. Using Eq. [19] and solving Eq. [33] for \(\bar{f}\), the maximum switching rate for 99% classical performance is then
\[
\dot{f}_{\text{max}}(N) \approx \left(\frac{\pi \nu}{2 \log(1 - 0.99/\nu_A(N))} (N + 1)^2\right)^{1/5}.
\]
(34)
Simulations were run for wires of various lengths and their maximum switching rates extracted. The results are shown in Fig. [11]. These rates were then fit with Eq. [34] for \(N \geq 4\) to obtain \(\nu_A \approx 1.60, \nu_0 \approx 2.93\), and \(\nu_S \approx 1.18\) for our respective Linear, Quasi-Linear, and...
TABLE III. Comparison of fit and analytical estimates of the Landau-Zener $\nu$ parameter for wires. Errors indicate 2$\sigma$ deviations from the fit covariance matrix.

| Clocking schedule | $\nu_{fit}$ | $\nu_{1}$ |
|-------------------|-------------|-----------|
| Linear            | 1.60 ± 0.02 | 1.80      |
| Quasi-Linear      | 2.93 ± 0.07 | 3.19      |
| Sinusoidal        | 1.18 ± 0.04 | 1.99      |

Sinusoidal schedules. It is clear that this simple Landau-Zener model gives a good estimate of wire performance, at least beyond $N = 3$. Using Eq. (32) and considering only the first excited state, we can estimate $\nu \approx \nu_{1}$:

$$\nu_{1} = (N + 1)^{2} \Delta_{0} W_{k=1} \approx \frac{\pi^{2}}{\Delta m} B^{2}(s_{0}).$$  

The other excited states serve as additional channels for diabatic transitions and hence we should expect $\nu < \nu_{1}$. For all our schedules, we can find expressions for $\nu_{1}$:

$$\nu_{1}^{L} = \pi^{2} \frac{(1 - \alpha_{1}/\alpha_{0})^{2}}{[2 - (\alpha_{1} + 1/\alpha_{0})]^{3}} = 1.80,$$  

$$\nu_{1}^{Q} = \frac{\pi^{2} k + (\alpha_{0} - 1)}{k^{2}(\alpha_{0} - 1)} = 3.19,$$  

$$\nu_{1}^{S} = \frac{4\pi}{\sqrt{\alpha_{0} - 1)^{2} + 4(\alpha_{0} - 1)(1 - \alpha_{1})}} = 1.99.$$  

For comparison, the fit $\nu$ and analytical estimates of $\nu_{1}$ are listed in Table III. We see that $\nu < \nu_{1}$ as expected. Further, with the exception of the Sinusoidal schedule, the first excited state gives a good estimate for $\nu$. We arrive at two important observations: (1) QCA wires seem to adhere to the simple Landau-Zener model for adiabaticity, even considering only the first excited state; and (2), in the absence of additional factors, the $(N + 1)^{-2}$ scaling of $f_{max}$ means the maximum switching rate of any QCA network will quickly be limited by the longest wire to be clocked. The Landau-Zener character of wires, in addition to the ease of calculating the energy spectrum, suggests an obvious target for future investigation of an optimised wire clocking schedule.

B. QCA Building Blocks

We consider now the coherent performance of our set of basic QCA components. We transition from using the classic performance to using the logical performance, Eq. (12b), for the component output cells. This is perhaps a more meaningful metric for real device performance and will also allow more direct comparison with the ICHA results in the next section. Fig. 12 shows all the performance metrics for each device as a function of the switching rate. There are a number of things to note: (1) in the limit of high adiabaticity, or slow switching, the metrics approximately differ only by the ratios determined in Section III C

$$Q_{cl}/Q_{A} \approx Q_{1}, \quad Q_{L}/Q_{A} \approx 1 - \frac{1}{2} \alpha_{1}^{2}/\tilde{h}_{n}^{2},$$  

with $\tilde{h}_{n}$ the effective bias for the output cell in the classical limit; (2) the remaining features and oscillations in the performance arise later in the simulations and are not a consequence of the initial Rabi oscillation discussed in Section III E; (3) the predicted maximum switching rate for wires doesn’t significantly depend on the choice of metric, meaning our discussions in the previous section also apply to the logical performance; and (4), we observe
TABLE IV. Maximum operating frequencies, $f_{\text{max}}/\Delta$, for our basic QCA circuits based on different metrics. We include also Wire-3 which has a comparable size scale to the majority gates. Minimum gaps are included for reference.

| Device   | Adiabatic | Classical | Logical | $\Delta_0$ |
|----------|-----------|-----------|---------|------------|
| Wire-5   | $7.5 \cdot 10^{-3}$ | $7.0 \cdot 10^{-3}$ | $7.1 \cdot 10^{-3}$ | 0.500 |
| Inverter | $4.7 \cdot 10^{-3}$ | $3.5 \cdot 10^{-3}$ | $4.7 \cdot 10^{-3}$ | 0.362 |
| Wire-3   | $15.6 \cdot 10^{-3}$ | $15.0 \cdot 10^{-3}$ | $15.1 \cdot 10^{-3}$ | 0.707 |
| Maj-111  | $13.0 \cdot 10^{-3}$ | $12.5 \cdot 10^{-3}$ | $12.9 \cdot 10^{-3}$ | 0.556 |
| Maj-101  | $8.0 \cdot 10^{-3}$ | $5.8 \cdot 10^{-3}$ | $12.1 \cdot 10^{-3}$ | 0.449 |
| Maj-110  | $9.1 \cdot 10^{-3}$ | $7.1 \cdot 10^{-3}$ | $14.1 \cdot 10^{-3}$ | 0.448 |

that in certain cases the logical performance gives significantly higher maximum switching rate than either of the other metrics. Note that a network is logically correct either when in the ground state or when in an excited state which happens to have correct outputs. This is precisely the case for Maj-101 and Maj-110; the latter is illustrated in more detail in Fig. [13]. A summary of the maximum operating frequencies for the different devices and metrics in included in Table IV. Because of their simplicity, we should expect wires to be the highest performing devices of a given size. Our inverters have an input-to-output path length of 5 cells and maximum operating frequencies similar but slightly lower than those of Wire-5. Majority gates have a path length of 3 cells from each input, which we can compare against the results for Wire-3. This suggests our bounds for wires found in the previous section may serve as upper bounds on more complicated components through an effective input-to-output path length. Another necessary observation is that majority gates, unlike wires and inverters, do not have a prominent hyperbolic minimum gap in their spectra. We should not be surprised then that the minimum gap is not a good predictor for their performance. A more detailed analysis of the low energy spectrum would yield a better prediction.

V. DISSIPATIVE BEHAVIOUR

We will consider two approaches to modelling a simple dissipation mechanism for environmental interactions: **spectral relaxation**, in which the density operator relaxes to some $\hat{\rho}_{ss}(s)$ dependent only on the eigenspectrum of $\hat{H}(s)$ as in \[21\], and **mean field relaxation**, where the coherence vectors of each cell relax to a local dissipation vector given by the instantaneous state of the network \[22\]. For spectral relaxation, we consider three different potential steady states:

- **Boltzmann** \[21\]:
  \[ \hat{\rho}^B_{ss}(s) = \frac{1}{Z} e^{-\beta \hat{H}(s)} \]  

- **Ground** :
  \[ \hat{\rho}^G_{ss}(s) = \frac{1}{Z} \hat{P}_G(s) \]

- **Classical** \[31\]:
  \[ \hat{\rho}^C_{ss}(s) = \frac{1}{Z} \hat{P}_P \]

where $\hat{P}_G(s)$ and $\hat{P}_P$ are the projectors onto the eigenspaces of the respective ground states of $\hat{H}(s)$ and $\hat{H}_P$ (see Eq. [11]), and $Z$ is an appropriate normalization constant such that $Tr \hat{\rho}_{ss}(s) = 1$. Each of these spectral steady states has a local dissipation vector:

\[ \eta^i_a = Tr \hat{\rho}_{ss} \frac{\beta}{|\Gamma_i|} \frac{\Gamma^i_a}{|\Gamma_i|} \]  

For the ICHA, a mean field steady state is usually employed of the form \[12\],

\[ \eta^i_0 = - \tanh \left( \frac{\beta}{2} |\Gamma_i| \right) \frac{\Gamma^i_a}{|\Gamma_i|} \]  

with $\Gamma_i$ as in Eq. [6]. While it is possible to construct a steady state density operator from the local dissipation vectors by defining the higher order steady state elements \[30\], we have found this process to be prohibitively slow. We will present results for mean field relaxation only via the ICHA. All performance results are now in terms of the logical performance.
A. Spectral Relaxation of the Density Operator

We consider the steady states specified in Eq. (38) that depend only on the energy eigenspectrum. As an example, Fig. 14 shows the logical performance for Maj-101 over a range of both the switching rate, \( \tilde{f} \), and the relaxation rate, \( \tilde{\xi} \). There are three regimes of interest illustrated in Fig. 15. If the switching rate is large with respect to the relaxation rate, \( \tilde{f} \gtrsim 10\tilde{\xi} \), then the dynamics are approximately coherent. In this regime, the choice of steady state does not significantly affect the performance. If the relaxation rate is large with respect to the switching rate, \( \tilde{\xi} \gtrsim 10\tilde{f} \), then the system tracks the steady state and the performance is entirely governed by whether the steady state has the correct logic. For small \( \tilde{\alpha}_1 \), both the ground state and classical steady states give the correct logic and thus have high performing relaxed regimes. For a Boltzmann distribution the behaviour is more complicated. The logical performance in the relaxed regime has a lower bound approximately defined by the first excited state with incorrect output logic. To first order,

\[
Q_L > 1 - d_1 e^{-\beta \Delta_1},
\]

with \( \Delta_1 \) the gap between the ground state and the lowest energy incorrect state and \( d_1 \) its degeneracy. Here we have assumed that all energy gaps are large with respect to the thermal energy. We should expect a region of high performance in the relaxed regime for \( \beta \) above approximately

\[
\beta^* \approx \frac{\log(d_1) - \log(1 - 0.99)}{\Delta_1}.
\]

TABLE V. Threshold \( \beta \) value for high performance in the relaxed regime. Parameters for Eq. (42) are estimated from the spectrum of \( \frac{1}{2} \hat{H} \phi \).

| Device     | \( d_1 \) | \( \Delta_1 \) | Eq. (42) | Fig. 16 |
|------------|-----------|----------------|-----------|---------|
| Wire-5     | 5         | 1              | 6.2       | 6.3     |
| Inverter   | 1         | 0.416          | 11.1      | 12.5    |
| Maj-111    | 1         | 0.554          | 8.3       | 8.7     |
| Maj-101    | 1         | 0.554          | 9.6       | 10.0    |
| Maj-110    | 5         | 1              | 6.2       | 6.2     |
\( \beta = 5 \) and 20. The transition actually occurs just above \( \beta = 10.0 \) (see Fig. 14(e)) which is fairly close to our estimate. The exact value of \( Q_L \) in the limit of infinite \( \xi \) for a Boltzmann steady state is obtained as

\[
Q_L(\beta) = \frac{1}{2}(1 + |\text{Tr} \hat{\rho}_{ss}^{\beta}(1)\hat{\sigma}_z^\beta|) \tag{43}
\]

for output cell \( n \). In Fig. 16 we show \( Q_L(\beta) \) for all the QCA components. Table V compares the \( \beta^* \) estimates using Eq. (42) with the values from Fig. 16. The most significant difference occurs for the inverter, which has a second incorrect excited state with a slightly higher energy gap of 0.554. The contribution of this state is ignored in our estimate.

If the switching and relaxation rates are of the same order, the behaviour depends on the interplay between the coherent dynamics and the relaxation. Of the steady states considered, the most interesting behaviour occurs for \( \tilde{\rho}_{ss}^C \), with a band of low performance along \( \xi \approx \tilde{f} \). This result is easily explained by observing that the classical ground state will generally be a high energy configuration of \( \hat{\mathcal{H}}(0) \) and very near the ground state of \( \hat{\mathcal{H}}(1) \). Initially, the dissipation acts to excite the network out of the ground state; later in the clock, the dissipation acts to help drive the network back down in energy. Increasing \( \xi \) initially hurts performance until the relaxation is strong enough to overcome these initial excitations.

We summarize the performance for each QCA component by extracting the maximum operating frequency as a function of \( \xi \) for each choice of steady state. The results are shown in Fig. 17. Each set of data is obtained by first finding \( \tilde{f}_{\text{max}} \) in the coherent limit and then tracking the \( Q_L = 0.99 \) contour as \( \xi \) is increased. We first mention a few unsurprising results: (1) the operating frequency is approximately independent of the choice of steady state in the coherent limit; (2) the trends become parallel to \( \tilde{f} = \xi \) in the relaxed regime, meaning performance is guaranteed as long as \( \xi/\tilde{f} \) is sufficiently large; and (3), for Boltzmann steady states the performance is improved as the temperature is decreased. There are apparent discontinuities in some of the trends. These correspond to cases like Fig. 14(e), where we observe two regions of high performance. Interestingly, unless \( \xi \) is sufficiently large, we observe a decrease in maximum operating frequency for any of our spectral steady states.

### B. Spectral Relaxation with the ICHA

In Fig. 18 we repeat the analysis using the ICHA. The behaviour in the relaxed regime matches what we observe in Fig. 14. On inspection, the limits in the coherent regime differ slightly, with the maximum operating frequency slightly higher for wires and inverters and lower for majority gates. In the transition regime, however, we observe significantly different results, particularly for Wire-5 and Maj-101. To understand this behaviour, we look in more detail at Wire-5. We discussed the oscillations that occur with the ICHA in Section IA. These
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**FIG. 18.** ICHA: Maximum operating frequencies for the different spectral steady states. A sample set of \( \beta \) values are indicated for the Boltzmann distribution.
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**FIG. 19.** ICHA simulations of Wire-5. Oscillations in the coherence vector lead to similar oscillations in the performance metrics, leading to interesting features in the maximum operating frequency contours.
TABLE VI. Comparison of $\beta^*$ values for the two temperature dependent steady states.

| Device  | Wire-N | Inverter | Maj-111 | Maj-101 | Maj-110 |
|---------|--------|----------|---------|---------|---------|
| Boltzmann | 6.3    | 12.5     | 8.7     | 10.0    | 6.2     |
| Mean Field | 4.7    | 12.0     | 8.7     | 8.7     | 4.9     |

oscillations are clear in Fig. 19 (a), which shows the coherence vector for Wire-5 for a particular choice of $\tilde{f}$. From Eq. 8, we can predict an oscillation frequency for Wire-5 in non-dimensional units:

$$f_{osc} = \frac{1}{2\pi f} \left[ |\lambda_2^z|^2 + \alpha_1^z \right]^{1/2}. \tag{44}$$

Taking $|\lambda_2^z| \approx 1$, we get $f_{osc} \approx 8.0$ which matches the observed oscillation. This leads to oscillations in the performance both in the coherent limit (Fig. 19 (b)) as well as when dissipation is added (Fig. 19 (d)). In Fig. 19 (d), we see also a band of slightly lower performance along $\xi \approx \tilde{f}$. That this effect appears significant is entirely a consequence of our arbitrary choice of the 0.99 threshold. This region of lower performance also exists in Fig. 19 (c); however, we observe slightly higher $Q_L$ values in the low $\tilde{f}$ regime when using the density operator approach, keeping this region above 0.99.

C. Mean Field Relaxation with the ICHA

We conclude by considering the commonly used mean field method: Eq. (10). As this method is $\beta$ dependent it is natural to compare it with our analysis of the Boltzmann steady state. We can determine the $\beta^*$ sufficient to guarantee a high performing relaxed regime by making two observations: (1) in the limit of high $\xi$ we have $\lambda_2^z = \eta_2^z$ and hence $Q_L = \frac{1}{2} \left( 1 + |\eta_1^z|^2 \right)$ for output cell $n$; and (2), in this limit the $\Gamma_i$ in Eq. (10) becomes a function of the vector $\eta_2$ of all the $\eta_i^z$ values. We can then obtain $\eta_2$ as a fixed point of Eq. (10) by iteration starting with the ground state polarizations of $\hat{H}(1)$. The results of this process are shown in Fig. 20 with a comparison of the extracted $\beta^*$ to those of the Boltzmann steady state shown in Table VI. With the exception of Maj-111, we get lower $\beta^*$ values using the mean field.

In Fig. 21 we show the maximum operating frequencies for the mean field steady state. We use spectral relaxation to the ground state as reference. Qualitatively, there is much in common with the Boltzmann steady state, keeping in mind the slightly different $\beta^*$ transitions. One significant feature that was not observed in our previous results is that the mean field can give higher operating frequencies than the true ground state. This is likely a result of the tendency for the mean field to reinforce the polarizations of cells, increasing the output cell polarization and hence $Q_L$. Though not discussed here, this effect is known to present challenges, for example, in majority gates with asymmetric inputs.

VI. CONCLUSION

Previous attempts to establish bounds on QCA clocking limit the operating frequency for two-state QCA wires to 1-3 orders of magnitude below the intrinsic frequency $f_0 = \xi/\hbar$. We approached the issue from the perspective of achieving high device performance, defined by a 99%
likelihood of observing the correct output logic. By interpreting QCA clocking as quantum annealing, we arrive at an improved clocking schedule which allows for higher operating frequencies. In the coherent limit, we observe bounds 2-3 orders of magnitude below $f_0$ for a subset of the standard components used in QCA network design. Using an analytical solution for driven wires, we determine that wires are well described by a simple Landau-Zener model of adiabaticity, having a maximum operating frequency that falls off with the square of the wire length. This suggests an unforgiving trade-off between operating frequency and maximum clock zone size unless alternative decoherence mechanisms can be invoked.\[52\]

We investigated a simple thermal bath relaxation model for decoherence. While the choice in steady state does influence performance, the effect is relatively small unless the system is operated in a regime where the rate of relaxation dominates. Outside of this regime, we observe either of two cases. If the steady state has the correct logic in the relaxed regime, then we observe at worst a factor of 2 decrease in maximum operating frequency compared to the coherent limit; otherwise, there is a maximum allowable relaxation rate beyond which high performance is not achievable. The bounds in this near-coherent regime are therefore within a factor of 2 of those in the coherent limit.
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