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A brief review of the Stefan problem of solidification from a mixture, and its main numerical solution methods is given. Simulation of this problem in 2D or 3D is most practically done on a regular grid, where a sharp solid-liquid interface moves relative to the grid. For this problem, a new simulation method is developed that manifestly conserves mass, and that simulates the motion of the interface to second order in the grid size. When applied to an isothermal simulation of solidification from solution in 1D at 50% supersaturation for only 5 grid points, the motion of the interface is accurate to 5.5%; and for 10 points the result is accurate to 1.5%. The method should be applicable to 2D or 3D with relative ease. This opens the door to large scale simulations with modest computer power.
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1 Introduction

Melting and freezing from solution or from a pure liquid are examples of moving boundary problems. These problems are described by time-dependent differential equations that need to satisfy boundary conditions at an interface, where the position of this interface is not known at forehand but has to be determined as part of the solution [1]. This class of problems is known as Stefan problems, after Josef Stefan (1835-1893) who studied the melting of polar ice in 1889 [2].

Although the problem is over a century old it still draws a lot of attention, firstly because of the large number of practical applications, and secondly because solutions are difficult to obtain. Applications are in the fields of biology, where e.g. ice formation can induce cryo-injury in freezing cells [3, 4]. Other applications are in food systems, in particular in the dendritic growth of ice in sugar solutions [5, 6], and further applications are in metal welding [7, 8, 9]. An authoritative review of the field has been given by Langer [10], a more recent review is by Asta et al. [11].

When crystals grow in conditions far from equilibrium, growth can become unstable, giving rise to pattern formation [10]. Materials for which the solid-fluid interfaces are rough at the molecular level but smoothly rounded on a macroscopic scale, growth is rapid. For such substances, growth is controlled by the diffusion fields in the neighbourhood of the solidification front only. Substances in this category include most metals and alloys and some organic crystals. Ice is an intermediate case, in which slowly growing facets occur parallel to the basal plane, but surfaces are rounded and grow rapidly in the hexagonal directions [10].

When such a solid grows into a supercooled melt or solution, a flat interface is generally unstable. Undulations form at one particular wavelength, leading to dendritic or cellular growth. The early stages of such instability have been observed for ice growing from a salt solution by Körber and Rau [3]. Dendritic ice growth for pure water was studied by Shibkov et al. [12], and from sugar solutions by Butler [5, 6].

The onset of such growth instabilities was first studied theoretically by Mullins and Sekerka for a flat interface [13], and for a spherical crystal growing into a supersaturated solution [14]. Trivedi and Kurz [15] reanalysed the stability problem and extended the growth instability criterion to large thermal Péclet numbers, or growth velocities. A major step forward in the understanding of capillarity effects and the selection of the tip radius and velocity has come from Langer and Müller-Krumhaar [16, 17], who predicted a universal growth law for dendritic growth rates, which was tested experimentally [18].

These results demonstrate detailed understanding of the problem of crystal growth instability and resulting morphology for certain cases of idealised geometry. However, when it comes to solid morphology in cases where several dendrites grow simultaneously, or for a three-dimensional network, analytic theory cannot be used. To analyse those cases, we need to resort to numerical methods. Several methods are used in the literature. Broadly speaking, these are the phase-field method [19], front tracking methods [20] and the level set method [21]. Each method has their merits and disadvantages.

The phase-field method is defined on a regular grid. The solid-liquid interface is smeared out over several grid points, which eliminates singularities in the equation of motion, but it requires many grid points and hence large computing power. The level set and front tracking methods simulate a sharp interface, which eliminates unphysical artefacts associated with a wide interface. Moreover, boundary conditions at (moving) boundaries can be implemented naturally. The downside is that without precautions, volume or mass are not conserved [22], which prompts the use of very small grid cells, or adaptive grid refinement. This makes the
level set method either more computationally intensive than phase-field, or more complicated.

Both in level set and in front tracking methods boundary conditions for the Stefan problem are enforced in a physical way, by determining the field gradient at the interface. The resulting finite difference scheme may be globally of second order in grid spacing and time step [20], but in current implementations the update equation for the phase front is of first order in the grid spacing. This limits the application to rather shallow concentration or temperature fields near the interface, which in turn forces the use of relatively fine grids. Here we set out to track the root cause why front updating is only of first order in the grid size, and how this is linked to volume non-conservation. To this end we concentrate on a 1D system only, but it is anticipated that the resulting scheme can be used in higher dimensions as well. With a second order scheme to update the phase front a coarser grid can be used with the same accuracy as in present first order schemes. This in turn opens the way to large scale simulations with modest computing power.

This article is organized as follows. In the next section, we give a brief summary of the Stefan problem, and a short review of the solutions methods is given in Section 3. Section 4 presents an error analysis of various methods to determine the first and second derivatives of a concentration or temperature field at or near an interface, and the mass conservation problem is analysed in Section 5. Based on this, a second order mass conserving update scheme is developed in Section 6, and conclusions are summarized in Section 7.

2 The Stefan problem

The generic problem is depicted in Fig. 1. To make the presentation more concrete, we will refer to the solid as ice and to the liquid phase as a concentrated solution, or matrix, although the same relations hold for other materials, like metals. Generally, temperature gradients in the solid phase are different from those in the liquid. Without solute (concentration $C$) the surface temperature $T_s$ equals the melting temperature of pure water, $T_s = T_0$. In that case the interface temperature is fixed, and the growth or melting rate of the ice phase follows from a heat balance.

$$q_m = -\lambda_m \nabla T_m,$$

where $\lambda_m$ is the thermal conductivity of the matrix phase. Similarly, heat transport in the ice phase is given by $q_{ice} = -\lambda_{ice} \nabla T_{ice}$. Thus, the net amount of heat extracted from the interface per unit of area and time is given by $q_m - q_{ice} = \lambda_{ice} \nabla T_{ice} - \lambda_m \nabla T_m$. Freezing water produces latent heat $L$ per unit of mass. For normal growth rate $V_N$, the heat produced per unit of time and per unit of area is $L \rho_{ice} V_N$, where $\rho_{ice}$ is the density of ice. Produced heat must balance the extracted heat, hence the growth rate must satisfy

$$L \rho_{ice} V_N = \lambda_{ice} \nabla T_{ice} - \lambda_m \nabla T_m$$

(1)

This is generally known as the (first) Stefan condition. Often the approximation is made that the density of the solid phase equals that of the pure solvent. When this approximation is made, all transport is diffusive.

In a binary solution, there is another boundary condition to be satisfied. Generally, the solute does not, or to a very limited amount, partition into the solid phase. Therefore, the solubility can only move when the solute diffuses away. Analogously to the thermal diffusion as in Eq. (1), this condition is

$$(1-k)C_s V_N = D_{ice} \nabla C_{ice} - D_m \nabla C_s \approx -D_m \nabla C_s$$

(2)

Here, $k$ is the solute partition coefficient, $C_s$ is the solute concentration at the liquid side of the surface, $C_{ice}$ is the solute concentration at the solid side of the surface, and $D_{ice}$ and $D_m$ are the Fick diffusion coefficients of the solute in the ice phase and in the matrix phase respectively. For most practical applications, when the solid is water ice, we can put $k = C_{ice} = D_{ice} = 0$.

A third boundary condition specifies the temperature (or solute concentration) at a curved solid-liquid interface. Due to the solid-liquid surface energy, the Laplace pressure leads to a shift in the melting point at the interface, which is known as the Gibbs-Thomson boundary condition. This is

$$T_s = T_m(C_s) - 2\Gamma / R - \beta V_N$$

(3)

where $T_m(C_s)$ is the melting temperature for a flat interface at the local solute concentration $C_s$; $\Gamma$ is the Gibbs-Thomson parameter; and $R$ is the geometric mean radius of curvature (positive for curvature towards the solid, negative towards the liquid). For pure water $\Gamma = \gamma_{ice} T_0 / \rho_{ice} L = 26 \cdot 10^{-6}$ K m, where $\gamma_{ice} = 0.029$ J m$^{-2}$ is the water-ice surface energy, $T_0 = 273.15$ K, $\rho_{ice} = 917$ kg m$^{-3}$ and $L = 333$ kJ kg$^{-1}$. See e.g. Van Westen and Groot for detailed thermodynamic parameters of the water-sucroze system [23]. Parameter $\beta$ is the kinetic parameter, which describes a velocity-dependency of the interface temperature [19]. In most physical cases of diffusion-limited growth $\beta$ vanishes. The three equations Eq. (1–3) fix the surface velocity, the surface temperature and the surface concentration for a given set of temperature and concentration gradients.

Further to the boundary conditions, the Stefan problem is determined by the transport of heat and mass in the liquid and solid phases. When the solid density equals the density of the pure solvent, all transport is diffusive, and the transport equations are

$$\rho \nabla \frac{\partial T}{\partial t} = \nabla \cdot (\lambda \nabla T)$$

(4)
\[ \frac{\partial C}{\partial t} = \nabla \cdot (D \nabla C) \tag{5} \]

These equations apply to both the solid and the liquid phases. When there is a density difference between solid and pure solvent, solidification will induce flow in the liquid phase. Due to this flow, heat and mass transport is not only diffusive, but are also convective. To describe the effect of convection, one should replace the partial time derivative in the liquid phase by the convective derivative [24, 25]

\[ \frac{D}{\partial t} = \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \tag{6} \]

where \( \mathbf{u} \) is the velocity field in the liquid. This should be obtained from the Navier-Stokes equation, subject to appropriate boundary conditions at the solid-fluid interface. For an incompressible, Newtonian fluid there are [24, 25, 26, 27]

\[ \begin{cases} \nabla \cdot \mathbf{u} = 0 \\ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla P + \mu \nabla^2 \mathbf{u} \end{cases} \tag{7} \]

where \( \rho \) is the liquid density, \( P \) is the (isotropic) pressure and \( \mu \) is the dynamic viscosity. Here, we concentrate on the 1D case, hence hydrodynamics will not be included.

An important parameter in the Stefan problem is the Lewis number, which is defined by the ratio of thermal diffusivity and solute diffusion:

\[ \text{Le} = \frac{\lambda}{\rho \alpha} = \frac{\alpha}{D} \tag{8} \]

If \( \text{Le} \gg 1 \) thermal diffusion is much faster than solute diffusion. In that case, the temperature profiles will be much wider than the concentration profiles. For freezing aqueous solutions, this is often the case. In the limit \( \text{Le} \to \infty \), the system is isothermal, and Eq. (1) and (4) become irrelevant. In the limit \( \text{Le} \to 0 \), Eq. (2) and (5) become irrelevant, and ice growth is determined by thermal diffusion only. In practice, thermal diffusivity and solute diffusivity depend on both composition and temperature. Therefore, the transport equations are coupled and non-linear.

3 Solution methods

Very few analytical solutions are available in closed form. These are mainly one-dimensional cases of an infinite or semi-infinite region with simple initial and boundary conditions, and constant thermal properties. These solutions take on the form of functions of a single variable \( s(t) \) (or \( r(t) \) in spherical symmetry) and are known as similarity solutions [1]. These solutions are particularly useful to check the validity of numerical solution methods. An example for the isothermal case in a half space is given in the Appendix.

3.1 Moving grid method

In numerical work one often considers either isothermal (solute diffusion-limited) growth, or growth from a pure melt. In either case only one transport equation needs to be considered, but in general we need to solve both the temperature and the solute profiles. One method to solve these numerically is to use a moving grid [1]. In this method, the grid is deformed to match the position of the (sharp) solid-fluid interface. Since after each time step the interface always coincides with a grid point, the gradients at the interface can be determined straight-forwardly from numerical differentiation on a regular grid. In the isothermal case the concentration at the interface is fixed at its thermodynamic equilibrium value, hence the interface position at the next time step follows from the boundary condition Eq. (2) as

\[ s(t + \delta t) \approx s(t) + \delta t D_m \frac{(3C_{eq} - 4C_1 + C_2)}{2C_{eq} h} \tag{9} \]

Here, \( s(t) \) is the interface position, \( C_{eq} \) is the equilibrium solute concentration, and \( C_1 \) and \( C_2 \) are the concentrations at distances \( h \) and \( 2h \) from the interface. In this approximation, the concentration gradient at the interface is obtained from a parabola fit through the known concentration values at the interface and the next two points.

After each time step the grid is re-adjusted to maintain a uniform grid starting at \( s(t + \delta t) \). As the grid is adjusted, the concentration field at the new grid positions is interpolated from the old concentration field at the old positions. While the concentration at each point decreases in time, the interface has to move to maintain the mass balance. Unfortunately, a systematic error of order \( O(h^2) \) is made in determining the concentration gradient at the interface. Errors thus accumulate and disturb the mass balance, unless precautions are taken.

A moving grid method was also used by Wollhöver et al. [4] to calculate the coupled temperature and concentration profiles in freezing salt water. They guess a position \( s(t + \delta t) \) at the next time step and solve the concentration profile from the diffusion equation using a decomposition method by Vichnevetsky [28]. The concentration at the interface defines the local temperature, which is then used as a boundary condition to solve the temperature profile. In general, this solution will not satisfy the first condition Stefan condition Eq. (1). Hence a new positions are tried until both boundary conditions Eq. (1) and (2) are satisfied.

3.2 Implicit and explicit update schemes

A moving grid method is practical in one dimensional systems, but difficult to apply in higher dimensions. In 2D or 3D, the grid would need to deform with the solid, which makes it more difficult to solve the diffusion equation efficiently. There are two ways in general to solve the diffusion equation numerically, explicitly and implicitly. In an explicit solver, the profile at the next time step is written explicitly as function of the previous solution, e.g. if temperature \( T \) is defined at grid positions \( x_n = nh \), the temperature in the next step is obtained as
\[ T_n(t + \delta t) = T_n(t) + \alpha \delta t \left[ T_{n+1}(t) - 2T_n(t) + T_{n-1}(t) - h^2 \right] \] (10)

This solves the heat equation explicitly, but unfortunately the solution is stable only for time steps

\[ \delta t < \delta t^2 \] (11)

where \( \delta t \) is a constant that depends on the problem. Things get worse when we solve a diffusion equation in combination with moving boundary conditions with curvature-driven growth [20]. It has been shown by Hou et al. [29] that the presence of capillarity terms in the interface evolution equation can lead to a severe numerical stability constraint if the interface is updated explicitly. In that case, the above criterion takes the form

\[ \delta t < \delta t^3 \] (12)

In Vichnevetsky’s method mentioned above, the diffusion equation at the next time step is solved implicitly from the solution at the current time step. This is similar to the Crank-Nicolson scheme, which predates it by some 20 years [30]. Strictly speaking, both methods apply to linear differential equations only. The point of these update algorithms is that they are stable because they combine the (unstable) forward solution and the (stable) backward solution. Consequently, one can take big time steps without numerical instabilities. For the moving boundary problem this is a large advantage.

The Crank-Nicolson scheme can be applied in 1D, 2D and 3D systems, and involves the solution of a large \((N \times N)\) matrix equation. The 1D update scheme is based on

\[ \frac{T_i(t + \delta t) - T_i(t)}{\delta t} = \frac{1}{2} \alpha \left[ \nabla^2 T_i(t) + \nabla^2 T_i(t + \delta t) \right] \] (13)

Hence the mean time derivative between times \( t \) and \( t + \delta t \) is related to the average gradient at the old and new time steps. Thus, the temperature at the next time step is defined implicitly and should be solved from

\[ T_i(t + \delta t) = T_i(t) + \frac{1}{2} \alpha \delta t \nabla^2 T_i(t) = T_i(t) + \frac{1}{2} \alpha \delta t \nabla^2 T_i(t) \] (14)

At this point the new temperature is expressed in the previous temperature field, but we still need to solve an ordinary differential equation. When the temperature field is represented on a regular grid, we obtain a matrix equation for an \( N \)-dimensional vector:

\[ \sum_j A_{ij} T_j(t + \delta t) = F_i(t) \] (15)

where the diagonal elements of matrix \( A \) are \( A_{ii} = 1 + \alpha \delta t \delta h^2 \); the elements above and below the diagonal are \( A_{ii+1} = -\alpha \delta t / 2h^2 \); and where \( F_i(t) \) is a known vector following from Eq. (10) and (13). For insulated boundary conditions the first and last diagonal elements are \( A_{11} = A_{NN} = 1 + \alpha \delta t / 2h^2 \). This equation can be solved by straightforward matrix inversion. For the particular case that we have here, where all matrix elements are zero apart from those in a small band around the main diagonal, the amount of work to solve this equation is of order \( O(N) \). In the example given in Eq. (15), where the matrix is tridiagonal, this can be done efficiently with the Thomas algorithm. With a tridiagonal matrix we can account for nearest neighbour interactions on the grid. To obtain more accurate results near boundaries we may use a pentadiagonal solver [31], so that we can include second neighbour interactions.

To solve the set of equations in Eq. (15) it is important that the matrix has limited band width. This can be guaranteed only if the temperature field is defined on a regular lattice. If in a 2D or 3D simulation the grid points are irregular, as in a co-moving grid, matrix inversion becomes inefficient. For this reason, it is highly desirable to solve the diffusion and heat equations on a regular Cartesian grid. To enable generalisation to 2D and 3D simulations we use a fixed grid, and allow the interface to move across the grid.

### 3.3 Fixed grid methods

#### 3.3.1 Phase-field method

There are two main ways to solve moving boundary problems on a fixed grid: the phase-field method and sharp interface methods. The main ingredient of the phase-field method consists in distinguishing between phases with a non-conserved order parameter, or phase field \( \phi \), which is constant within each phase. This field varies smoothly across a spatially diffuse interfacial region of finite width \( W \). Its dynamics is then coupled to that of the temperature field in such a way that the equations for the two fields reduce to Eq. (1), (3) and (4) in the so-called sharp interface limit of the model, introduced by Karma and Rappel [19, 32], where the interface is curved on a length scale much larger than \( W \). Parameters must be tuned in a particular way by analysing the phase-field asymptotics, so that the Gibbs-Thomson condition, Eq. (3), is correctly satisfied. Otherwise an unphysical velocity-dependent term arises in the interface temperature, i.e. \( \beta \neq 0 \) in Eq. (3), whereas it should vanish for diffusion-limited growth.

![Fig. 2. Solid-liquid interface in phase field model for width W = 1 and grid size h = 0.4.](image)

A typical example of a phase-field is [19, 32] \( \phi = \tanh(x/W/2) \), for \( W = 1 \) and grid size \( h = 0.4 \), as shown in Fig. 2. The square dots in Fig. 2 denote the grid points in the phase-field model. Although the width


parameter is $W = 1$, the interface is actually smeared out over a wide area. For instance, the distance between points $A$ and $B$ in Fig. 2 is $2^{1/2} \approx 2.8$, and covers about 7 grid points. If we check from the graph where the phase-field runs horizontally, we may use points $A'$ and $B'$ in Fig. 2. The distance $A'B'$ covers about 12 grid points. Thus, even though the sharp interface limit is a major step forward compared to older formulations, it still requires many grid points to describe just one interface. The condition of small curvature ($W \ll R$) aggravates the problem. In two and three dimensions this requires vast computational systems.

Another problem with the phase-field method arises for solidification from solution, when we deal with large Lewis numbers. In that case, the solute diffusion layer is very thin while the temperature profile is extended. Udaykumar and Mao [33] report that in their calculations of ice growing from salt solutions the solute boundary layers are extremely thin as compared to the width of the temperature field. Thus, unless very fine meshes are used, the width of the diffuse interface which is spread over a few mesh cells, can be comparable to the solute boundary layer thickness. This is clearly unphysical. Therefore, a sharp treatment of the interface is highly desirable in calculating the solidification of impure materials.

Finally, phase-field asymptotics for unequal diffusivities in the solid and liquid phases can be problematic [34]. Correction terms that are inconsistent with the sharp-interface equations are generated, and non-monotonic behaviour is required in the interfacial region. This requires extra grid resolution and hence slower computational performance. Generalization of the phase-field approach to handle discontinuous material properties requires a better understanding of the mapping between the phase-field model and the sharp-interface formulation to avoid problems.

### 3.3.2 Front tracking methods

Sharp interfaces can be simulated in various ways. One obvious way is to track the position of the interface explicitly. Examples are the immersed boundary method [20, 35, 36] and the immersed interface method [37]. In the immersed boundary method, introduced by Juric and Tryggvason [35, 38] the effect of the interface is transmitted to the field equation solver using smoothed delta functions and Heaviside functions, which show up as source terms in the transport equation. In this sense, the effect of the interface is still spread out over some grid cells. In the immersed interface method, the interface is mathematically sharp, and its effect is accounted for by including the physical boundary conditions.

Tracking the interface position is natural in a 1D system. This method was used by Wollhöver et al. [4] to calculate the coupled temperature and concentration profiles in freezing aqueous salt solutions. They used a moving grid to solve the transport equations. Udaykumar and Mao [33] reproduced their results with a fixed grid, using a second order discretization for the Poisson equation on irregular domains to impose the Gibbs-Thomson boundary condition [39]. This latter method can also be used in 2D and 3D systems [38].

In two dimensions the ice front is a curve, represented by interfacial points. These points are distributed at a distance of roughly the grid size. At each interfacial point, curvature follows from the relative positions of the neighbouring points. Together with the Gibbs-Thomson boundary condition (Eq. (3), with $\beta = 0$) this determines the temperature depression at each interfacial point. To find the interfacial temperature gradient, a normal to the interface is constructed. Normal probe points $n1$ and $n2$ are chosen at one and two grid distances away from the interface. The temperature at these points is determined by bilinear interpolation. Finally, the temperature gradient at the interface follows from a parabola fit through the temperatures at the interface marker and nodal probes $n1$ and $n2$ [20]:

$$
\left( \frac{\partial T}{\partial n} \right)_{int} \approx -\frac{3T_{n1} - 4T_{n2} + T_{n3}}{2h}
$$

Note the similarity with Eq. (9), where the same approach was used in 1D. The same method is used to determine the solute concentration gradients.

In a finite difference scheme to solve the diffusion equation, we need to obtain the square gradient of the concentration and temperature at each grid point. When a solid-liquid boundary cuts across the grid, a complication arises for the points that are close to the boundary. In those cases the field values at the interface are used to estimate the second derivatives in the adjacent field point.

From this point onwards, the method is similar to the method by Wollhöver et al. [4]. The normal velocity is solved from one boundary condition, Eq. (1), and the discretised temperature and composition fields are solved using the Crank-Nicolson scheme. Then the interface position is advanced in time to obtain a trial solution for the next time step, and the actual displacement of each interfacial point, as well as their temperature and solute concentration are solved iteratively [33].

The main difference between the methods of Tryggvason et al. [35, 38] and Udaykumar et al. [20, 33, 36] is the foreshadowing of delta-functions at the interface in the former method. In the latter method, no smeared delta-functions are introduced, but the field values at the interface are used as boundary conditions for the adjacent fields. Effectively this means that cells which are cut through by the interface are divided up, and each part is “merged” with the next cell. The interface thus becomes a cell boundary. The trick is then to find the correct field update equation for these composed cells. In this paper, we closely follow the latter method by Udaykumar et al., and will focus on this update algorithm.

### 3.3.3 Level set method

Another way to describe a sharp interface is the level set method [21, 34]. This method, first introduced by Osher and Sethian [21] is similar to a phase-field model in that the solid-liquid interface is represented as the zero contour of a level set function, $\phi(r,t)$, which has its own equation of motion. The movement of the interface is taken care of implicitly through an advection equation.
for \( \varphi(r,i) \), which has the physical interpretation of a (signed) distance to the interface. Unlike the phase-field model, there is no arbitrary interface width introduced in the level set method; the sharp-interface equations can be solved directly and, as a result, no asymptotic analysis is required. Discontinuous material properties can also be dealt with in a simple manner. Level set methods are particularly designed for problems in multiple space dimensions in which the topology of the evolving interface changes during the course of events, and for problems in which sharp corners and cusps are present [40]. This method was first applied to the Stefan problem on a regular grid by Gibou et al. [41].

The level set method has been compared to the phase-field method for dendritic growth [42, 43], and leads to the same results. However, the level set method is computationally more demanding than phase-field. This can be repaired by considering only a narrow band around the interface where the level set function is defined [40]. Moreover, a drawback of the level set method is that it is not volume preserving [22] and thus prompts the use of adaptive grid refinement [44, 45], or special enforcement of conservation laws [46]. Another important reason to apply adaptive grid refinement, is to capture small scales that would otherwise not be taken into account. This method was first applied to the Stefan problem by Chen et al. [47]. Yang and Udaykumar [48] describe an easy implementation of the level set method. In this respect, the immersed boundary method and the level set method are similar—they both simulate a mathematically sharp interface.

4 Error analysis of numerical derivatives

As mentioned above, the update scheme of Eq. (9) leads to numerical errors: the total solute mass is not conserved. It is hypothesized that the problem is caused by an error in either the (interpolated) surface concentration gradient, or the square gradient close to the interface. If the gradient—and hence the calculated growth velocity—does not exactly match the concentration reduction around the solid phase, the interface will not be displaced correctly and Eq. (2) will not be satisfied. In particular, this problem will occur when the grid is coarse as compared to the gradients that occur near the surface. For this reason, we first study how numerical errors in derivatives in 1D depend on the grid size.

Consider a Cartesian grid of spacing \( h \), where the solid-liquid interface is located at position \(-\varepsilon h\) (see Fig. 3). The positive direction is pointing towards the liquid phase, and the negative direction towards the solid. Without loss of generality we can choose the origin of \( x \)-axis at the first grid point ahead of the interface.

\[
\begin{align*}
\text{Fig. 3. Solid-liquid interface in sharp interface at grid position } &-\varepsilon h. \text{ Linear interpolations are indicated by red dotted lines.} \\
\text{In the method by Crank [1], a parabola is fitted through the points } &x = -\varepsilon h, 0 \text{ and } h, \text{ with function values } f_{-\varepsilon}, f_0 \text{ and } f_1 \text{ respectively. This leads to the following estimates (denoted by C) for the first derivative in } x = -\varepsilon h \text{ and for the second in } x = 0:} \\
&f'_{-\varepsilon} \approx -\frac{(1 + 2\varepsilon)f_{-\varepsilon} - (1 + \varepsilon)^2 f_0 + \varepsilon^2 f_1}{\varepsilon(1 + \varepsilon)h} \quad (C) \quad (17) \\
&f''_0 \approx 2f_{-\varepsilon} - (1 + \varepsilon)f_0 + \varepsilon f_1 \quad \frac{1}{\varepsilon(1 + \varepsilon)h^2} \\
&\text{We test the accuracy of numerical differentiation with test function } f(x) = \exp(-\lambda(x+\varepsilon h)). \text{ The exact derivatives } (F_{\text{exact}}) \text{ at the interface and the next grid point are } f'_{-\varepsilon} = -\lambda \text{ and } f''_0 = \lambda^2 \exp(-\lambda \varepsilon h) \text{ respectively. The numerical values } (F_{\text{num}}) \text{ are obtained from Eq. (17).} \\
\end{align*}
\]

Fig. 4. Relative error in first (black) and second (red) numerical derivative using Crank’s method (C) for \( \lambda h = 0.5 \) (left) and for \( \varepsilon = 0.5 \) (right), and UMS method for \( f'_{-\varepsilon} \) (green). The error in Crank’s method for \( f'_{-\varepsilon} \) is \( O(h^2) \); other errors are \( O(h) \).

The relative errors, \( -F_{\text{num}} / F_{\text{exact}} \), are shown in Fig. 4. For a fixed value of \( \lambda h = 0.5 \) the error in the first derivative at the interface increases from 0 to 6% as \( \varepsilon \) increases from 0 to 1 (black curve); and the error in the second derivative at the next grid point decreases from +15% to −2% (red curve). The scaling of the relative...
error with grid size is shown in the right-hand graph: the error in \( f'_{-\varepsilon} \) increases \( \propto h^2 \), and the error in \( f''_{0} \) increases \( \propto h \). The \( O(h) \) error in the square gradient at the first grid point may be a problem. Sharp concentration gradients will be a rule rather than the exception, and the power of the simulation method will be determined by its ability to represent large values of \( \lambda h \). Hence, we would like to have a method that is manifestly of order \( O(h^2) \).

Udaykumar et al. [20, 33] used Eq. (16) to estimate the surface gradient \( f'_{-\varepsilon} \) (denoted by UMS), where the values \( T_{n1} \) and \( T_{n2} \) were defined at the probe positions \( n1 \) and \( n2 \). This would lead to second order accuracy if the temperature values at probe positions were exact. However, for a bilinear interpolation to obtain the values \( T_{n1} \) and \( T_{n2} \), the error in \( f'_{-\varepsilon} \) is proportional to \( h \). This can be seen if we check this method in one dimension. In that case, the probe positions in grid

\[
\begin{align*}
&f'_{\varepsilon} h \approx \left( \frac{2 + 6\varepsilon + 3\varepsilon^2}{\varepsilon(1 + \varepsilon)(2 + \varepsilon)} \right) f'_{-\varepsilon} + \left( \frac{2 + 3\varepsilon^2}{2\varepsilon} \right) f_{0} - \left( \frac{2\varepsilon + \varepsilon^2}{(1 + \varepsilon)} \right) f_{1} + \left( \frac{\varepsilon + \varepsilon^2}{2(2 + \varepsilon)} \right) f_{2} \\
&f''_{0} h^2 \approx \left( \frac{6}{\varepsilon(1 + \varepsilon)(2 + \varepsilon)} \right) f'_{-\varepsilon} + \left( \frac{\varepsilon - 3}{\varepsilon} \right) f_{0} + \left( \frac{4 - 2\varepsilon}{(1 + \varepsilon)} \right) f_{1} + \left( \frac{\varepsilon - 1}{(2 + \varepsilon)} \right) f_{2}
\end{align*}
\]

(19)

The expression for \( f''_{0} \), at the first grid point near the interface, given in Eq. (19), is indeed accurate to order \( O(h^2) \), see Fig. 5. As a by-product of this analysis we find an expression for \( f'_{-\varepsilon} \) to \( O(h^2) \). A second order determination of the square gradient near the interface requires information from the second and third grid points. Thus, if we wish to implement a Crank-Nicolson scheme, we need to invert a pentadiagonal matrix, rather than tridiagonal. An efficient code to solve a pentadiagonal system of equations is given in Ref. [31].

![Fig. 5. Relative error in first and second numerical derivatives for Crank’s method and present method](image)

The present method for \( f'_{-\varepsilon} \) is valid up to \( \lambda h = 1 \). At that point, the error is only 3.4%; it increases to about 14% at \( \lambda h = 2 \). The second derivative at the first grid point is more forgiving: the present method shows a maximum error of +1.8% at \( \lambda h = 1.3 \) and drops to −5% at \( \lambda h = 3 \). For comparison, some results are collected in Table 1.

When the decay rate is of the order of the grid spacing, \( \lambda h \sim 1 \), the error in the UMS method to calculate the surface gradient is some 25%. Surprisingly, the error only reduces to 20% if we replace the linear interpolation for the function at the probe points in Eq. (16) by quadratic interpolations. This limits the method to rather shallow gradients.

| \( \lambda h \) | 0.2 | 0.5 | 1 | 2 |
|----------------|-----|-----|---|---|
| Relative error [%] | | | |
| \( f'_{-\varepsilon}^{(C)} \) | 0.5  | 2.5 | 7.9 | 21.0 |
| \( f'_{-\varepsilon}^{(UMS)} \) | 4.4  | 12.3 | 25.3 | 45.2 |
| \( f''_{0}^{(present)} \) | 0.05 | 0.6 | 3.4 | 13.6 |
| \( f''_{0}^{(C)} \) | 3.1  | 6.9 | 11.3 | 14.3 |
| \( f''_{0}^{(present)} \) | 0.14 | 0.7 | 1.5 | 0.9 |

Table 1. Relative percentage error of various methods to determine \( f'_{-\varepsilon} \) and \( f''_{0} \).

5 The mass conservation problem

To test the practical efficacy of the fixed grid method to simulate the Stefan problem we study the (simpler) isothermal case and check for mass conservation. For the sake of this test we set the diffusivity at \( D = 1 \) (independent of solute concentration); and we scale the solute concentration so that the equilibrium concentration is \( C_{eq} = 1 \). Grid points are chosen at \( x_{n} = (n+1/2)h \), where \( h = 1 \), \( 0 \leq n \leq N-1 \), and \( N \) is the number of grid points. At \( t = 0 \) the interface is located at \( s(0) = 0 \), and the concentration at all grid points is given by \( C(x_{0}) = C_{0} \).

At the right-hand boundary, a Neumann boundary condition is imposed, fixing the concentration \( \partial C/\partial n \) at the value of \( C(1) = 0 \). This is imposed by mirroring the last point in the right-hand boundary to calculate the second derivative. To second order in \( h \) we thus have:

\[
C'(1_{N}) = (C_{N}-2C_{N-1}+C_{N-2})/h^2 = (C_{N-2}+C_{N-1})/h^2.
\]

At the left-hand boundary we impose the Stefan condition \( dS/dt = -C'(s,t) = -C'(t) \), together with the equilibrium condition \( C(s,t) = 1 \). For each value of \( s \) we obtain the minimum grid number \( k \) for which the diffusion equation applies,
and we obtain the distance \( \varepsilon \) between \( s \) and \( x_k \) in grid units, as

\[
s(t + \delta t) - s(t) = -\frac{1}{2} \delta t \cdot (C'_i(t) + C'_i(t + \delta t))/C_s
\]

\[
C_i(t + \delta t) - \frac{1}{2} \delta t \cdot C'_i(t + \delta t) = C_i(t) + \frac{1}{2} \delta t \cdot C'_i(t)
\]

\[
C_n(t + \delta t) - \frac{1}{2} \delta t \cdot (C_{n+1}(t + \delta t) - 2C_n(t + \delta t) + C_{n+2}(t + \delta t))/h^2 = C_n(t) + \frac{1}{2} \delta t \cdot C''_{n}(t)
\]

\[
C_{N-1}(t + \delta t) - \frac{1}{2} \delta t \cdot (C_{N-2}(t + \delta t) - C_{N-1}(t + \delta t))/h^2 = C_{N-1}(t) + \frac{1}{2} \delta t \cdot C''_{N-1}(t)
\]

Thus, we arrive at the following set of equations:

\[
k = \text{int}\left(\frac{s}{h} + \frac{1}{2}\right)
\]

\[
\varepsilon = k + \frac{1}{2} - \frac{s}{h}
\]

To find \( s(t+\delta t) \) we use the following scheme:

Step 1: estimate new front position from

\[
s^0(t + \delta t) = s(t) - \delta \varepsilon \cdot C'_i(t)/C_s
\]

and set counter \( j = 1 \).

Step 2: determine \( k \) and \( \varepsilon \) for the new front position from Eq. (20).

Step 3: solve \( C_k(t+\delta t) \) from the last three lines of Eq. (21) for a fixed value of \( s(t+\delta t) \).

Step 4: determine new front position from

\[
s^j(t + \delta t) = s(t) - \frac{1}{2} \delta \varepsilon \cdot (C'_i(t) + C'_{i+1}(t + \delta t))/C_s
\]

and increase counter \( j = j+1 \).

Step 5: return to Step 2 if \( j \leq 4 \).

Step 5 could be replaced by a convergence criterion, but it is found that four iterations suffices to obtain six decimal places accuracy in the new position, even for a time large time step like \( \delta t = 0.5h^2/D \). For simplicity a fixed number of iterations is taken. After four iterations the new concentration field is copied onto the old field, and time is increased by \( \delta t \). The square gradient of the concentration field is then stored for input to the next step, and the next time step is taken.

To test the accuracy of this scheme, simulations are done for small systems of \( N = 20 \) grid points. An error in mass conservation will be more pronounced in small systems then in large systems because the error is a surface effect. In the presentation below we rescale the system size to length \( L = 1 \). We start at each grid point with the initial concentration \( C_0 = 0.5 \), and we maintain the equilibrium concentration \( C_i = 1 \). In these units, the diffusion constant is \( D = h^2 = 1/N^2 \), hence we rescale time to \( t^* = D t^2 \). Furthermore, the total mass in the system is \( M = \int C_0 dx = 0.5 \), hence the front position should converge to \( s(t) = 0.5 \) for \( t^* \rightarrow \infty \). The front position and total mass in the system are shown in Fig. 6a. The green and black curves give the front position, calculated from two approximations for the concentration gradient at the ice front. The black

![Fig. 6. Front position and mass for isothermal simulation using Crank’s equation for the surface gradient (black and red) and using Eq. (19) for the surface gradient (green and blue).](image)

To test the accuracy of this scheme, simulations are done for small systems of \( N = 20 \) grid points. An error in mass conservation will be more pronounced in small systems then in large systems because the error is a surface effect. In the presentation below we rescale the system size to length \( L = 1 \). We start at each grid point with the initial concentration \( C_0 = 0.5 \), and we maintain the equilibrium concentration \( C_i = 1 \). In these units, the diffusion constant is \( D = h^2 = 1/N^2 \), hence we rescale time to \( t^* = D t^2 \). Furthermore, the total mass in the system is \( M = \int C_0 dx = 0.5 \), hence the front position should converge to \( s(t) = 0.5 \) for \( t^* \rightarrow \infty \). The front position and total mass in the system are shown in Fig. 6a. The green and black curves give the front position, calculated from two approximations for the concentration gradient at the ice front. The black
curve is for Crank’s approximation (Eq. (17)), and the green curve is for the present 3rd order approximation (Eq. (19)). The red and blue curves respectively give the total mass for the two simulations. The mass is calculated by integrating piecewise parabola interpolations. Note that we start with too high mass, because the first grid point at \(x = h/2\) has concentration \(C = C_0 = 0.5\), but at the interface at \(x = 0\) we have \(C = C_t = 1\). Hence the mass integral is roughly \(M = 0.5 + 0.25 \cdot h/2 = 0.506\). Fig. 6b shows that this value is not conserved, although the maximum deviation from the mean value is of the order of 0.5%, and the variation between maximum and minimum of the curve is about 1.5%. Surprisingly, using a third order polynomial to estimate the surface gradient (blue curve in Fig. 6b) has hardly any advantage over a parabola. Probably this is because the error made in the second derivative is of order \(h^2\), which will dominate the error in the surface gradient (\(\propto h^3\)).

To stabilize the total solute mass in the simulation, a correction method is sought for. Since the gradient is not determined exactly, this is a likely source of errors. And if the front position is not updated in balance with the concentration increase the integrated mass will start to shift in the course of time. Therefore, the position update scheme is corrected to

\[
s(t + \delta t) = s(t) - Df \delta t \cdot \nabla C / C_s \quad (24)
\]

where \(D\) is the diffusivity, \(\nabla C\) is the mean concentration gradient over the time interval \(\delta t\) as determined by the interpolation procedure, and \(f \approx 1\) is a gradient correction factor. Let \(m\) be the mass determined by numerical integration. Using piecewise linear interpolation (for vanishing slope at the right wall) we obtain

\[
m / h = \frac{1}{2} e (C_s + C_k) + \frac{1}{2} \sum_{n=k}^{N-2} (C_n + C_{n+1}) + \frac{1}{2} C_{N-1} \quad (25)
\]

Now let \(M\) be the exact mass, which should be conserved. If in a previous time step mass \(m\) deviates from \(M\) we need to shift the front position by an amount \(\delta s\) such that \(m - C_s \delta s = M\), or

\[
\delta s = \frac{m - M}{C_s} = -D(f - 1) \delta t \cdot \frac{\nabla C}{C_s} \quad (26)
\]

The gradient correction factor to force mass conservation is thus found as

\[
f = 1 + \frac{M - m}{D \delta t \nabla C} \quad (27)
\]

Note that the gradient correction factor is dimensionless, hence the same equation applies whether we use the grid size as unit of length, or any other choice for the unit of length.

![Fig. 7. Front position and mass for isothermal simulation using Crank’s equation for the surface gradient (black and red) and using Eq. (19) for the surface gradient (green and blue), imposing correction factor \(f\) (Eq. (27)) at every time step.](image)

When the gradient correction factor is calculated from the field gradient in the last time step (Step 1, Eq. (22)) and subsequently applied in Step 4 above (Eq. (23)) to obtain the next front position, we find the results shown in Fig. 7. Whereas in Fig. 6 a small difference can be seen between the front positions obtained from the results from 2nd and 3rd order polynomials to calculate the surface gradient, in Fig. 7 the two curves superimpose exactly. Moreover, they converge exactly to the correct value \(s(t) = 0.5\) for \(t^* \to \infty\); and throughout the simulation the total solute mass equals \(m = 0.5\). Deviations typically occur in the sixth decimal place. One might expect the scheme to oscillate, but it does not. An enlargement of the total solute mass is shown in Fig. 7b. this shows the stability of the correction scheme, only during the first few time steps significant deviations occur because we start with the wrong mass \(m = 0.506\), because of the finite grid size.

To test the efficacy of this scheme, the grid size was varied in a finite size scaling analysis from \(h = 1/160\) to \(1/5\). We find the simulation results shown in Fig. 8. The left picture shows the simulation without correction factor, and the right-hand graph shows the results with correction factor. The correction factor does correct the total mass content, and hence the final grid position, but the dynamics with correction clearly shows a dependence on grid size. Without correction, all curves superimpose up to \(t^* \approx 0.22\) and then start to deviate, but with correction factor a maximum deviation occurs near \(t^* \approx 0.26\), and then the curves converge again. Hence, although the correction factor solves the mass conservation problem, it introduces another problem.

![Fig. 8. Simulation results shown in Fig. 8. The left picture shows the simulation without correction factor, and the right-hand graph shows the results with correction factor.](image)
Fig. 8. Simulation for various grid sizes without correction factor (left) and with correction (right). Without correction mass is not conserved, but with correction dynamics depends on grid size.

Fig. 9. Front position as function of grid size at $t^* = Dt/L^2 = 1$ without correction factor (left), and at $t^* = Dt/L^2 = 0.26$ with correction (right). In both cases the error is linear in the grid size.

If we plot the front position as function of grid size, we find that both with and without correction an error proportional to the grid size $h$ is made, see Fig. 9. This is unfortunate, as it implies that we would need a very fine mesh for accurate simulations. This in turn means that generalisation to 2D or 3D will be computationally intensive.

To summarize, even though we have included expressions for the first and second order derivatives near the interface that are accurate to second order, we still find a first order error in the update scheme. Hence, we conclude that the initial hypothesis, that errors are caused by inaccurate numerical derivatives, is incorrect. Thus, we need to search for a new update scheme that is inherently mass conserving, and is accurate to order $h^2$. This is the subject of the next section.

6 A mass conserving second order update scheme

To conserve mass, we make a choice for the density distribution function. We maintain grid points at half-integer lattice positions, $x_n/h = (n + 1/2)$, and we define the density distribution at intermediate points by linear interpolations. An example is shown in Fig. 10. Each cell $n$ runs from $n < x/h < n + 1$; and the mass flux from cell $n-1$ to cell $n$, $J_n$, is located at $x/h = n$, see Fig. 10. At the right-hand boundary $x = L = Nh$ we impose an insulating boundary condition. This can be imposed by mirroring the concentration field in $x = L$, which implies that the concentration field runs horizontal between $L-h/2$ and $L$. For this concentration field the total mass in lattice units is exactly given by

$$ m = \frac{1}{2} \varepsilon (C_1 + C_k) + \frac{1}{2} \sum_{n=1}^{N-1} (C_n + C_{n+1}) + \frac{1}{2} C_{N-1} $$(28)

This approximates the mass of an arbitrary concentration profile to order $h^2$.

Using Fick’s law the mass fluxes between successive cells is (using grid units, $h = 1$)

$$ \begin{cases} J_k = -D_s \nabla C_s \\ J_n = D_s (C_{n-1} - C_n) \quad (n > k) \end{cases} $$

where $D_s$ is the local diffusivity, which is defined at the location of $J_n$, and may depend on the temperatures and solute concentrations of the neighbouring cells: $D_s = D_s((C_{n-1} + C_0)/2,(T_{n-1} + T_0)/2)$. $D_s$ is the diffusivity at the growing surface. No mass is passing through the
right boundary, therefore the rate of change of the concentration in the last bin is given by

\[ \dot{C}_{N-1} = J_{N-1} = D_{N-1}(C_{N-2} - C_{N-1}) \]  
(30)

For all cells that are not adjacent to the ice front we have

\[ \dot{C}_n = J_n - J_{n+1} \quad (k < n < N - 1) \]  
(31)

Therefore we have

\[ \sum_{n=k+1}^{N-1} \dot{C}_n = (-J_{n+1} + J_{n+2}) + \ldots + (-J_{k+2} + J_{k+1}) = J_{k+1} \]

Hence the time derivative of the total mass is

\[ \dot{m} = J_{k+1} + \frac{1}{2} \dot{\varepsilon}(C_s + C_{k+1}) + \frac{1}{2} \alpha \dot{C}_s + \frac{1}{2}(1 + \varepsilon) \dot{C}_k \]  
(33)

Using the Stefan condition (\( \dot{\varepsilon} = -J_k / C_s \)) and imposing mass conservation we obtain the time derivative of \( C_k \) as

\[ \dot{C}_k = \frac{J_k(1 + C_k / C_s) - 2J_{k+1} - \alpha \dot{C}_s}{(1 + \varepsilon)} \]  
(34)

Thus, we may write the surface gradient in general as

\[ \nabla C_s = -\frac{(1 + 2\varepsilon)}{1 + \varepsilon} C_s - \frac{\varepsilon}{(1 + \varepsilon)} C_k - \frac{\varepsilon}{(1 + \varepsilon)} C_{k+1} \]
\[ \nabla C_s = \frac{(2 + 6\varepsilon + 3\varepsilon^2)}{2(1 + \varepsilon)} C_s + \frac{(2 + 3\varepsilon + \varepsilon^2)}{2\varepsilon} C_k \]

where the primed quantities are for the new time step.

To arrive at a forward integration scheme for finite time steps we start with the mass balance

\[ \sum_{n=k+1}^{N-1} C_n + \frac{1}{2} \alpha C_s + \frac{1}{2}(1 + \varepsilon) C_{k+1} = \sum_{n=k+1}^{N-1} C'_n \]
\[ + \frac{1}{2} \varepsilon C'_s + \frac{1}{2}(1 + \varepsilon') C'_{k+1} \]  
(36)

where \( k' \) denotes the number of the grid point adjacent to the front, in the next time step. Now two cases may occur, where \( k' = k \) or \( k' = k+1 \). In the former case the front does not cross a grid point, in the latter case is does.

We start with the first case, where \( k' = k \). In a forward integration scheme the distance from front to the first grid point evolves according to the Stefan condition as

\[ \varepsilon' = \varepsilon - \varepsilon \cdot J_k / C_s \]  
(38)

It should be noted that the right-hand side of Eq. (34) is not equal to the second derivative at the first grid point; there are corrections to \( O(h) \). This is the reason why the update scheme of the previous section (Eq. (21)) is only correct to \( O(h) \). Reversely, if we base the time derivative on a square gradient that is correct to \( O(h^2) \), mass conservation must be violated to \( O(h) \). This explains the violation of mass conservation shown in Fig. 8a and Fig. 9a. If on the other hand, we use an \( O(h^2) \) square gradient for \( C_s \) and force mass conservation by changing the motion of the front, this motion must deviate from the correct Stefan condition, resulting in an \( O(h) \) error in the front position. This explains the \( O(h) \) deviation from the correct front evolution, shown in Fig. 8b and Fig. 9b.

In general, we can use any approximation for the flux \( J_k \) at the surface, as long as the same approximation is used for the growth rate of the concentration in the first lattice point \( C_s \) (Eq. (34)) and for the motion of the interface through the Stefan condition. Two approximations for the gradient at the surface as given in Eq. (17) and Eq. (19) are reproduced here:

\[ \nabla C_s = \frac{(1 + 2\varepsilon)}{1 + \varepsilon} C_s - \frac{\varepsilon}{(1 + \varepsilon)} C_k - \frac{\varepsilon}{(1 + \varepsilon)} C_{k+1} \]
\[ \nabla C_s = \frac{(2 + 6\varepsilon + 3\varepsilon^2)}{2(1 + \varepsilon)} C_s + \frac{(2 + 3\varepsilon + \varepsilon^2)}{2\varepsilon} C_k \]

Thus, we may write the surface gradient in general as

\[ \nabla C_s = \frac{(1 + 2\varepsilon)}{1 + \varepsilon} C_s - \frac{\varepsilon}{(1 + \varepsilon)} C_k - \frac{\varepsilon}{(1 + \varepsilon)} C_{k+1} \]
\[ \nabla C_s = \frac{(2 + 6\varepsilon + 3\varepsilon^2)}{2(1 + \varepsilon)} C_s + \frac{(2 + 3\varepsilon + \varepsilon^2)}{2\varepsilon} C_k \]

where \( J_k = -D_s \nabla C_s \), and \( D_s \) is the diffusivity at the surface. Substitution of Eq. (37–38) into Eq. (36), and using \( k' = k \), we find the first layer concentration in the next time step as

\[ C'_k = \frac{(1 + \varepsilon) C_s + \varepsilon (C_s - C'_s) + (J_k C'_s / C_s - 2J_{k+1}) \varepsilon}{(1 + \varepsilon') \varepsilon} \]
\[ = C_k + J_k (1 + C_s / C_s) - 2J_{k+1} - \varepsilon' \frac{\dot{C}_s}{(1 + \varepsilon')} \]  
(39)

Note that in the limit of continuous time this is identical to the time derivative obtained in Eq. (34), but if we account for a finite time step we need to replace \( \varepsilon \) by \( \varepsilon' \) at the right-hand side to obtain exact mass conservation. The time derivative of the surface concentration used here is the forward time derivative, \( \dot{C}_s = (C_s(t + \delta t) - C_s(t))/\delta t \).

We now consider the second case, where \( k' = k+1 \). In this case, the ice front crosses a grid point, hence the distance from front to the new first grid point changes to

\[ \varepsilon' = \varepsilon - \varepsilon' \cdot J_k / C_s + 1 \]  
(40)

Because the sum over \( C_s \) at the left-hand side of Eq. (36) starts at \( k+1 \), and at the right-hand side it starts at \( k' = k+2 \), a term \( C_{k+1} \) is left over at the left-hand side which does not cancel out. Moreover, when \( \varepsilon' \) is substituted into Eq. (36), the +1 term in Eq. (40) leads to an extra \( C'_s \) term at the right-hand side. Collecting terms, we find
Thus, we find the same term as time derivative for $C_{t+1}$ as for $C_t$ for the case where no grid point was passed, albeit that a $J_{t+1}$ term is replaced by $J_{t+2}$. Remarkably, an extra term appears that cannot be identified easily as a time derivative, but it can be interpreted as a concentration gradient. To generalise this evolution algorithm to a Crank-Nicolson scheme we should replace Eq. (38) and Eq. (40) by \( r' = r - \frac{\pi h^2}{2L^2} \frac{1}{2} \frac{J_0}{C_0} - \frac{1}{2} \frac{J_t}{C_t} \) and \( r'' = r - \frac{\pi h^2}{2L^2} \frac{1}{2} \frac{J_0}{C_0} - \frac{1}{2} \frac{J_t}{C_t} \) respectively, and solve for the primed variables.

Mass conservation was checked for systems of $N = L/h = 5$ to 80 grid points, using a fixed time step of $Dt/L^2 = 0.0025$. The systems were integrated to time $Dt/L^2 = 1$. The initial and final mass integral varied at most by a relative error of $10^{-14}$, i.e. it is constant to the machine precision. This is far superior to the results shown in Fig. 6 and Fig. 7.

\[
 C_{t+1} = \frac{2C_{t+2} - C_t + (1 + \epsilon)C_t + \epsilon(C_{t+1} - C_t) + (J_t C_{t+1} - 2J_{t+2})\epsilon}{(1 + \epsilon)} 
\]

\[
 = C_{t+1} + \frac{J_t (1 + C_t/C_t) - 2J_{t+2} - \epsilon C_{t+1} - \epsilon C_{t+1}}{(1 + \epsilon)} + \frac{(1 - \epsilon)C_{t+1}}{(1 + \epsilon)} 
\]

(41)

To check the scaling to grid size, the grid spacing was varied from $h = 0.2$ down to $h = 0.0125$. To ascertain that all systems had equal mass from the start, the initial value of the front position was varied. Solving $\epsilon$ from $\frac{\pi h^2}{2L^2} \frac{1}{2} (1 + \epsilon)C_0 = C_0$ (the mass in the first grid cell), we find the initial front position as

\[
 s_0 = \frac{1}{2} \frac{C_1 - C_0}{C_1 + C_0} 
\]

(42)

One may argue that simulations for different grid size start at a different times $t_0$, as coarser grids have a head start. As the front position initially evolves as $s(t) = (\lambda t)^{1/2}$ (see Appendix), the time offset is obtained as $t_0 = s_0^2/\lambda^2$, where $\lambda$ is obtained as the slope in a plot of $s^2$ as function of $t$. After correcting for this offset we find the results shown in Fig. 11.

Fig. 11. Front position for various grid sizes after rescaling the initial front position (left) for grid size $h = 0.2$, 0.1, 0.05, 0.025 and 0.0125; and the initial slope of $s^2$ as function of grid size (right). Dotted lines indicate analytic limiting law.

Fig. 11a shows excellent scaling. Only the data for the largest grid size (black line) deviates visibly from the data obtained from smaller grid size. The black dotted lines gives the analytical initial behaviour $s^2 = \lambda t$, where $\lambda$ is obtained from

\[
 \Delta = (1 - C_0/C_1) = \frac{1}{2} \sqrt{\pi \lambda} \cdot \text{erfc} \left( \frac{1}{2} \sqrt{\lambda} \right) \cdot \exp \left( \frac{1}{2} \lambda \right) 
\]

A derivation is given in the Appendix. For $\Delta = 0.5$ we find $\lambda_{\text{exact}} = 0.749096$.

To obtain a measure of the numerical error, the initial slopes of the curves in Fig. 11a have been determined for 0.015 $< Du/L^2 < 0.1$. The results are shown as function of grid size in Fig. 11b. The black dotted line again gives the analytical result $\lambda_{\text{exact}} = 0.749096$. The numerical results deviate from the exact result as $\lambda_{\text{exact}} - \lambda_{\text{error}} = 1.2h^2 - 0.8h^1$, i.e. the error is indeed of second order in the grid size. Note that the relative error is quite small, only 1.5% for $h = 0.1$ (ten grid points), and 0.35% for $h = 0.05$. Even for 5 grid points in the simulated space we have a modest error of 5.5%. This opens the door to large scale simulations with modest computer power.

7 Summary and conclusions

A brief review of the Stefan problem and the main numerical solution methods is given. We concentrate on the problem of solidification from solution. For this problem, calculations in 2D or 3D are most practically done on a regular grid, where the solid front moves relative to the grid. In the phase-field method the interface is spread out over several grid points. Moreover, for mixtures the width of the interface in grid units should be smaller than the range of the solute diffusion field. This implies that many grid points are needed for simulations of realistic complexity, which is computationally intensive.

Alternative methods are level set and explicit front tracking methods, of which the latter are conceptually easier. Physical boundary conditions at the moving interface can be applied straightforwardly. The motion of the interface depends on the temperature and solute gradients at the interface, and the evolution of the concentration and temperature fields away from the interface are determined by square gradients. In current implementations, these are determined to an error that is linear in the grid size. This may be a problem.
Sharp concentration gradients will be a rule rather than the exception, and the power of a simulation method is determined by its ability to represent large field variations with few grid points. Therefore, higher order interpolations are used to obtain the gradient at, and square gradient near the interface, to second order in the grid size.

It is surprisingly found that, even with such second order precision in the field derivatives, mass is conserved only up to first order in the grid size. This is a problem, because it implies that still many grid points are needed in 2D and 3D calculations to obtain acceptable accuracy, leading to large computational costs.

Therefore, a new method is developed from the leading principle of local mass conservation. In this method, the motion of the interface is accurate to second order in the grid size. In this method, the time derivative for the field point adjacent to an interface is not equal to the square gradient in that point, but contains corrections to first order in the grid size. An update scheme for finite time steps is derived. When the interface crosses a grid point during a time step, the update scheme for this first grid point contains an additional term which can be interpreted as a gradient term, rather than a square gradient.

When applied to 1D simulations, we find manifest mass conservation to 14 decimal places. To test the method, we study an isothermal problem with a supersaturation of 50%. When only 5 grid points are used in the interval, we find the growth velocity of the interface accurate to 5.5% as compared to the exact result, and for 10 points the result is accurate to 1.5%. It is anticipated that the method can be generalized to 2D and 3D simulations with relative ease. This opens the door to large scale simulations of the Stefan problem with modest computer power.

Appendix - Initial growth law for isothermal conditions

We consider a half space where the sucrose concentration at $t = 0$ is given by $C_0$ for $x > 0$, and has a fixed value $C_s$ at the surface. The concentration profile follows $\partial C/\partial t = \partial^2 C/\partial x^2$, and the front moves as $ds/dt = -\nabla C/C$. We now use a scaling ansatz [1] where the concentration profile only depends on the combination $\xi = x/\sqrt{t}$, hence $C(x,t) = u(x/\sqrt{t}) = u(\xi)$. This planar case is similar to the classical Frank sphere solution [1], and is given here for completeness. Using $\partial u/\partial x = \xi^{-1/2} \partial u/\partial \xi$ and $\partial u/\partial t = -1/2 \xi^{-3/2} \partial u/\partial \xi$, the diffusion equation becomes $u'' + 1/2 u' = 0$, which is solved directly as $u' = \exp(-1/4 \xi^2 + \text{constant})$.

Integrating again gives the general solution $C(x,t) = u(x/\sqrt{t}) = \text{erf}(\sqrt{2} x / \xi^{1/2}) + B$. Applying boundary conditions $C(s(t)) = C_i$ and $C(\infty) = C_0$, we solve $A$ and $B$ from the system $C_s = A \text{erf}(\sqrt{2} s / \xi^{1/2}) + B$ and $C_0 = A + B$. Because $C_i$ is a constant, $s(t)$ must be proportional to $t^{1/2}$ to cancel the factor $t^{-1/2}$ in the error function of the general solution. Thus, we only have a time-independent boundary condition at the moving interface when the interface moves with the scaling law $s = (\lambda t)^{1/2}$ where $\lambda$ is a constant. In other words, the time-independence of the boundary condition at the surface forces the surface motion to a square root time behaviour. Solving for $A$ and $B$ we obtain the solution

$$C(x,t) = C_0 + (C_s - C_0) \text{erf}(\sqrt{2} x / \xi^{1/2}) / \text{erf}(\sqrt{2} \xi^{1/2})$$

Now we apply the Stefan condition to find $\lambda$, and obtain

$$\lambda = \frac{1}{\sqrt{\pi t}} \text{erf}(\sqrt{2} \lambda^{1/2})$$

where the final step follows from the time derivative of the above square root time behaviour of the moving front. We finally obtain the implicit relation between the rate constant $\lambda$ and the supersaturation:

$$\Delta = (1 - C_0/C_s) = \frac{1}{\sqrt{\pi \Delta_0}} \cdot \text{erf}(\sqrt{2} \lambda) \cdot \exp(\sqrt{2} \lambda)$$

To obtain the inverse function, we first study the limits for small and large values of $\lambda$. For small $\lambda$ we obviously have $\lambda \approx 4 \lambda^2 / \pi$, and in the limit of large $\lambda$ we find the asymptotic expansion $\lambda \approx 1 - 2/\Delta$. Hence a reasonable first approximation for $\lambda$ is:

$$\lambda \approx \frac{4 \lambda^2 / \pi + (2 - 4/\pi) \Delta^4}{(1 - \Delta)}$$

This approximation satisfies the limits for small and large $\lambda$, hence it forms a good starting point for a numerical solution for the inverse of Eq. (A1). Using the Newton-Raphson method, a next approximation to $\lambda$ is obtained as

$$\lambda' = \lambda - \frac{4(\Delta - \Delta_0)}{(\Delta + 2 \Delta / \lambda - 1)}$$

where $\Delta$ is the function given in Eq. (A1), and $\Delta_0$ is the desired value of the supersaturation for which we want to calculate the corresponding slope $\lambda$. Applying Eq. (A3) iteratively, a solution to 14 decimal places is typically obtained in three iterations, when the estimate of Eq. (A2) is used as a starting point.
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