INDUCING PRIMITIVE IDEALS

SIEGFRIED ECHTERHOFF AND DANA P. WILLIAMS

Abstract. We study conditions on a C*-dynamical system \((A, G, \alpha)\) under which induction of primitive ideals (resp. irreducible representations) from stabilizers for the action of \(G\) on the primitive ideal space \(\text{Prim}(A)\) give primitive ideals (resp. irreducible representations) of the crossed product \(A \rtimes_{\alpha} G\). The results build on earlier results of Sauvageot and others and will correct a (possibly overly optimistic) statement of the first author. In an appendix, the first author takes the opportunity to fill a gap in the proof of an earlier result.

1. Introduction and statement of results

In this paper we examine conditions on a C*-dynamical system \((A, G, \alpha)\) so that induction of primitive ideals from stabilizers always leads to primitive ideals of the (full) crossed product \(A \rtimes_{\alpha} G\). For any C*-algebra \(B\), we denote by \(I(B)\) the set of all closed two-sided ideals of \(B\) equipped with Fell’s topology (see [6, Chapter 1] for the definition). Recall (cf. [19, §3.3]) that there are continuous maps

\[
\text{Ind}^G_H : I(A \rtimes_{\alpha} H) \to I(A \rtimes_{\alpha} G) \quad \text{and} \quad \text{Res} : I(A \rtimes_{\alpha} G) \to I(A)
\]

characterized by

\[
\text{Ind}^G_H \left( \ker(\sigma \rtimes V) \right) = \ker \left( \text{Ind}^G_H (\sigma \rtimes V) \right)
\]

for any nondegenerate representation \(\sigma \rtimes V\) of \(A \rtimes_{\alpha} H\), and

\[
\text{Res} \left( \ker(\pi \rtimes U) \right) = \ker \pi
\]

for any nondegenerate representation \(\pi \rtimes U\) of \(A \rtimes_{\alpha} G\), where \(\text{Ind}\) and \(\text{Res}\) denote induction and restriction of representations. For a primitive ideal \(P\) we denote by

\[
G_P := \{ s \in G : \alpha_s(P) = P \}
\]

the stability group at \(P\) for the continuous action of \(G\) on \(\text{Prim}(A)\).

Definition 1.1. We say that the dynamical system \((A, G, \alpha)\) satisfies the Effros-Hahn induction property (EHI) if, given \(P \in \text{Prim}(A)\) and a primitive ideal \(J\) in \(\text{Prim}(A \rtimes_{\alpha} G_P)\) with \(\text{Res} J = P\), then \(\text{Ind}^G_{G_P} J\) is a primitive ideal in \(A \rtimes_{\alpha} G\). We say \((A, G, \alpha)\) satisfies the strong Effros-Hahn induction property (strong-EHI) if, given \(P \in \text{Prim}(A)\) and an irreducible representation \(\rho \rtimes V\) of \(A \rtimes_{\alpha} G_P\) with \(\ker \rho = P\), then \(\text{Ind}^G_{G_P} (\rho \rtimes V)\) is irreducible.
It is clear that strong-EHI implies EHI. It is well known that all separable systems 
\((A, G, \alpha)\) with \(A\) commutative satisfy strong-EHI. The proof goes back to Mackey ([15, §6]; see also [9, pp. 900-901]). In fact, the separability assumption can be dropped by [24 Proposition 4.2]. Building on [24 Proposition 4.2], Olesen and Raeburn were able to show that if \(A\) is a separable continuous-trace \(C^*\)-algebra with \(G\) acting freely on the spectrum, then \((A, G, \alpha)\) satisfies strong-EHI [17, Lemma 3.2].

It follows from Green’s proof of [11, Theorem 24] that if \((A, G, \alpha)\) is separable with \(G\) amenable and acting freely on \(\text{Prim} A\), then \((A, G, \alpha)\) satisfies EHI. Green’s result generalizes a result of Zeller-Meier for \(G\) discrete [25, Theorem 5.15].

Conjecture 1.2. All separable dynamical systems \((A, G, \alpha)\) satisfy EHI.

If we add the hypothesis that \(G\) is amenable, then EHI is claimed as part of the first author’s work [6, Theorem 1.4.14]. However, [6, Theorem 1.4.14] is meant to be a summary of the main results in Gootman and Rosenberg [10], and for the result we are interested in, Gootman and Rosenberg are relying on Sauvageot’s result [21 Proposition 2.1]. The problem is that Sauvageot does not work with an arbitrary primitive ideal in \(A \rtimes_\alpha G_P\) with restriction \(P\). He requires an additional assumption that certain associated representations are homogeneous:

Definition 1.3. A representation \(\pi : A \to B(H_\pi)\) is called homogeneous if every nonzero subrepresentation of \(\pi\) has the same kernel as \(\pi\).

Sauvageot’s result is as follows.

Proposition 1.4 ([21 Proposition 2.1]). Let \((A, G, \alpha)\) be a separable dynamical system. Suppose that \(\rho\) is a homogeneous representation of \(A\) with kernel \(P\), and that \(\rho \rtimes V\) is a homogeneous representation of \(A \rtimes_\alpha G_P\). Then \(\text{Ind}_{G_P}^G(\rho \rtimes V)\) is a homogeneous representation of \(A \rtimes_\alpha G\).

Remark 1.5. It is clear that every irreducible representation is homogeneous. On the other hand, a representation \(\pi : A \to B(H_\pi)\) is homogeneous if and only if given \(I \in \mathcal{I}(A)\), then \(\pi(I)H_\pi\) is either all of \(H_\pi\) or \(\{0\}\). This is the content of [21 Lemme 1.5] or [7 Theorem 1.4]. It follows that the kernel of a homogeneous representation is always a prime ideal [7, Corollary 1.5]. Since every prime ideal is primitive in a separable \(C^*\)-algebra [19, Theorem A.49], the kernel of any homogeneous representation of a separable \(C^*\)-algebra is a primitive ideal.

Remark 1.6. As the emphasis in Proposition 1.4 indicates, our problem is resolving Sauvageot’s “extra” hypothesis on \(\rho\) with Conjecture 1.2. Unfortunately, Sauvageot’s proof makes significant use of the homogeneity of \(\rho\) as it is necessary to view \(\text{Ind}_{G_P}^G(\rho \rtimes V)\) as a direct integral of homogeneous representations over \(G/G_P\). Gootman and Rosenberg are careful to note this property in their definition of an “induced primitive ideal” just prior to stating their Theorem 3.1 on page 290 of

---

1\(^{\text{1}}\)Olesen and Raeburn assumed that \(G\) was abelian, but their proof was extended to the non-abelian case by Deicke in [4].

2\(^{\text{2}}\)Green’s proof requires only that \((A, G, \alpha)\) be what he calls “EH-regular”. The Gootman-Rosenberg-Sauvageot result [10] implies this for separable systems with \(G\) amenable. (Note that \(\text{Ind} f = \text{Ind}_{\mathcal{C}(s \cdot I)}\) by [11 Proposition 11(ii)]). The result for free actions on separable systems follows from Proposition 1.9.

3\(^{\text{3}}\)Separability may be crucial here. Weaver has constructed a nonseparable example of a prime ideal which is not primitive [23].
Unfortunately, these assumptions were neglected by the first author when he included EHI as part of \cite{6} Theorem 1.4.14, so we do not know whether that result is valid in the full generality as stated there. Fortunately, this does not affect any other results of \cite{6}, since Propositions 1.8 and 1.9 stated below clearly imply EHI in all situations where \cite{6} Theorem 1.4.14 was used in that *Memoir*.

Using techniques similar to Sauvageot’s, in \cite{2} we prove the following variation of Proposition 1.4:

**Theorem 1.7.** Let \((A, G, \alpha)\) be a separable dynamical system. Suppose that \(\rho\) is a homogeneous representation of \(A\) with kernel \(P\), and that \(\rho \rtimes V\) is an irreducible representation of \(A \rtimes_\alpha G_P\). Then Ind\(_{G_P}\)(\(\rho \rtimes V\)) is an irreducible representation of \(A \rtimes_\alpha G\).

In order to use the above propositions for proving (strong-)EHI, it would certainly be sufficient to show that for any irreducible representation \(\rho \rtimes V\) of \(A \rtimes_\alpha G_P\) with \(\ker \rho = P\), the representation \(\rho\) is automatically homogeneous. Unfortunately, this turns out to be not true in general (see Example 3.4 below). However, we shall see that it is true if \(P \in \text{Prim}(A)\) is locally closed; that is, if the point set \(\{P\}\) is open in \(\text{Prim}(A)\). There are actually many \(C^*\)-algebras with the property that all points in \(\text{Prim}(A)\) are locally closed; for example, all type I \(C^*\)-algebras and all group \(C^*\)-algebras of almost connected groups (i.e., groups with cocompact connected component) have this property. As a consequence of this and Theorem 1.7 we get

**Proposition 1.8.** Suppose that \((A, G, \alpha)\) is a separable dynamical system such that all points are locally closed in \(\text{Prim}(A)\). Then \((A, G, \alpha)\) satisfies strong-EHI. In particular, if \((A, G, \alpha)\) is a separable dynamical system such that either \(A\) is type I or \(A\) is a subquotient of the group \(C^*\)-algebra of an almost connected locally compact group, then \((A, G, \alpha)\) satisfies strong-EHI.

Another positive result towards Conjecture 1.2 is the following (see \cite{3} for the proof):

**Proposition 1.9.** Suppose that \((A, G, \alpha)\) is a separable dynamical system such that \(G_P\) is normal in \(G\) for all \(P \in \text{Prim}(A)\) (which is clearly true if \(G\) is abelian). Then \((A, G, \alpha)\) satisfies strong-EHI.

If we only consider the weaker property EHI and if we are willing to assume that all stabilizers are amenable, the normality assumption on the stabilizers used above can be weakened to obtain the following result (see \cite{4}):

**Proposition 1.10.** Suppose that \((A, G, \alpha)\) is a separable \(C^*\)-dynamical system such that all stabilizers \(G_P\) are amenable and such that for all \(P, Q \in \text{Prim}(A)\) satisfying

\[
P = \bigcap_{s \in G_Q} s \cdot Q
\]

we have \(G_Q \subseteq N(G_P)\) or \(G_P \subseteq N(G_Q)\) (where \(N(H) = \{s \in G : sHs^{-1} \subseteq H\}\) denotes the normalizer of a subgroup \(H\) of \(G\)). Then \((A, G, \alpha)\) satisfies EHI.

A provocative program for producing a counterexample to Conjecture 1.2 or to strong-EHI, would involve finding an example of a group action on a \(C^*\)-algebra which does not satisfy the normality condition on the stabilizers as used in the
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above proposition. However, this seems to be difficult. The importance of settling Conjecture 1.2 is discussed in more detail in [4].

In the appendix, the first author uses this opportunity to give a corrected proof of [6, Theorem 5.5.13]. This is necessary because the original proof relies on [6, Lemma 5.5.17], which turned out to be false.

2. IRREDUCIBLE INDUCED REPRESENTATIONS

In this section we want to give the proof of Theorem 1.7 as stated in the introduction. As mentioned there, we will make extensive use of the ideas developed by Sauvageot in [21]. Let us first review the process of inducing representations (cf., e.g., [19]). Let $H$ be a closed subgroup of $G$ and let $(\rho, V)$ be a covariant representation of $(A, H, \alpha|_H)$ on $\mathcal{H}$. Let $X = \mathcal{C}_c(G, A)$ be Green’s $C_0(G/H, A) \rtimes_{lt \otimes a} G - A \rtimes a H$-imprimitivity bimodule, where $lt : G \to \text{Aut}(C_0(G/H))$ denotes left translation. Let $X\text{-Ind}(\rho \rtimes V)$ be the representation of $E := C_0(G/H, A) \rtimes_{lt \otimes a} G$ corresponding to $\rho \rtimes V$ via $X$. Then $X\text{-Ind}(\rho \rtimes V)$ acts on the Hilbert space $\mathcal{V}$, which is the completion of $C_c(G, A) \otimes \mathcal{H}$ with respect to the pre-inner product

$$ (f \otimes h | g \otimes k) := (\rho \rtimes V((g, f)_{A \rtimes a H}) h | k), $$

where

$$ \langle g, f \rangle_{A \rtimes a H} = \gamma(t) \int_G \alpha_s^{-1}(g(s)^* f(st)) \, d\mu_G(s) \quad \text{and} \quad \gamma(t) := \left(\frac{\Delta_G(t)}{\Delta_H(t)}\right)^{\frac{1}{2}}. $$

If $c \in E_0 := C_c(G \times G/H, A)$, then $(X\text{-Ind}(\rho \rtimes V))(c)$ sends the class of $f \otimes h$ to the class of $c \cdot f \otimes h$, where

$$ c \cdot f(s) := \int_G c(r, \hat{s}) \alpha_r(f(r^{-1}s)) \, d\mu_G(r). $$

The representation $\text{Ind}_H^G((\rho \rtimes V)$ of $A \rtimes a G$ induced from $\rho \rtimes V$ is, by definition, the restriction of $X\text{-Ind}(\rho \rtimes V)$ to the image of $A \rtimes a G$ in $M(E)$. Thus, if $g \in C_c(G, A) \subseteq A \rtimes a G$, then $\text{Ind}_H^G((\rho \rtimes V)(g)$ maps the class of $f \otimes h$ to the class of $g \ast f \otimes h$.

2.1. Realizing induced representations on $L^2_V(G, \beta; \mathcal{H})$. We want to realize both these induced representations on the classical space $L^2_V(G, \beta; \mathcal{H})$ (cf. [8, §6.1]). As described in [3, §6.1, Remark 1], we can realize $L^2_V(G, \beta; \mathcal{H})$ as the collection of $\mu_G$-almost everywhere equivalence classes of functions in $L^2(G, \beta; \mathcal{H})$ consisting of Borel functions $\xi : G \to \mathcal{H}$ such that for all $s \in G$ and $t \in H$,

$$ \xi(st) = V^{-1}(t)(\xi(s)), $$

and such that

$$ \int_{G/H} ||\xi(s)||^2 \, d\beta(s) < \infty, $$

where $\beta$ is a quasi-invariant measure on $G/H$ corresponding to a positive continuous function $\varphi : G \to (0, \infty)$ such that

$$ \varphi(st) = \frac{\Delta_H(t)}{\Delta_G(t)} \varphi(s) \quad \text{for all} \quad s \in G \quad \text{and} \quad t \in H. $$
$L^2_V(G, \beta; \mathcal{H})$ is a Hilbert space with respect to the inner product

$$\langle \xi | \eta \rangle := \int_{G/H} (\xi(s)|\eta(s)) \, d\beta(s).$$

We can define $W : C_c(G, A) \otimes \mathcal{H} \to \mathcal{L}^2_V(G, \beta; \mathcal{H})$ by

$$W(f \otimes h)(r) := \int_H \varphi(rt)^{-\frac{1}{2}} \rho(\alpha^{-1}_c(f(rt))) V_i h \, d\mu_H(t).$$

Then $W$ extends to a unitary transformation from $\mathcal{V}$ onto $L^2_V(G, \beta; \mathcal{H})$.

Any representation of $C_0(G/H, A) \rtimes G$ is determined by a covariant representation $(\pi, U)$ on $(A, G, \alpha)$ together with a representation $M$ of $C_0(G/H)$ which commutes with $\pi$. It is not hard to check that $W$ intertwines $\mathcal{X} \text{-Ind}(\rho \times V)$ with the representation determined by $\pi$, $U$ and $M$ given by

$$M(\phi)\xi(s) := \phi(\bar{s})\xi(s),$$

$$\pi(a)\xi(s) := \rho(\alpha^{-1}_s(a))\xi(s),$$

$$U(r)\xi(s) := \left(\frac{\varphi(r^{-1}s)}{\varphi(s)}\right)^\frac{1}{2} \xi(r^{-1}s).$$

The representation intertwined with $\text{Ind}^H_U(\rho \times V)$ is given by $\pi \times U$.

2.2. **Realizing $\pi$ as a direct integral over $G/H$.** We want to see that $\pi$ can be viewed as a very elementary direct integral. Actually, we don’t need to invoke direct integrals in their full glory (as described, for example, in [5]). It will be enough to rely on the treatment in [11] §4.2, which considers the special case where the underlying Hilbert space is of the form $L^2(X, \mu; \mathcal{H})$. To apply these results, we need a few observations. Let $c : G/H \to G$ be a Borel cross section for the quotient map, and let $b : G \to H$ be the Borel map defined by $b(s) = c(\bar{s})^{-1}s$ for all $s \in G$. Note that $b(st) = b(s)t$ for all $s \in G$ and $t \in H$. If $f \in \mathcal{L}^2(G/H, \beta; \mathcal{H})$, then

$$H_f(s) := V_{b(s)^{-1}}(f(\bar{s}))$$

belongs to $\mathcal{L}^2_V(G, \beta; \mathcal{H})$ and $\|H_f\|_2 = \|f\|_{L^2(G/H; \mathcal{H})}$. Conversely, if $h \in \mathcal{L}^2_V(G, \beta; \mathcal{H})$, then

$$F_b(\bar{s}) := h(c(\bar{s}))$$

is in $\mathcal{L}^2(G/H, \beta; \mathcal{H})$. The maps $f \mapsto H_f$ and $h \mapsto F_b$ are inverses, and we obtain an isomorphism between $\mathcal{L}^2_V(G, \beta; \mathcal{H})$ and $L^2(G/H, \beta; \mathcal{H})$. Thus we can view $\mathcal{L}^2_V(G, \beta; \mathcal{H})$ as the $L^2$-sections of the trivial Borel Hilbert bundle $G/H \times \mathcal{H}$. By definition, the diagonal operators $\Delta(G/H \times \mathcal{H}, \beta)$ are naturally identified with $L^\infty(G/H)$; if $\psi$ is a bounded Borel function on $G/H$, then the corresponding diagonal operator on $L^2_V(G, \beta; \mathcal{H})$ is given by extending $M$ in the obvious way:

$$M(\psi)\xi(s) := \psi(\bar{s})\xi(s).$$

As shown in [11] Theorem 4.2.1, the decomposable operators are exactly the commutant $M(L^\infty(G/H))'$, and they are identified with equivalence classes of bounded weak-operator Borel functions $F : G/H \to B(\mathcal{H})$ via

$$T_F(h)(s) := F(s)(h(s)), \quad \text{where} \quad F(s) := V_{b(s)^{-1}} F(\bar{s}) V_{b(s)} \quad \text{and} \quad h \in \mathcal{L}^2_V(G, \beta; \mathcal{H}).$$

\footnote{This isomorphism also intertwines our version of the induced representations with one in the spirit of the ground breaking work in [22].}
Note that \( \tilde{F} \) satisfies
\[
(2.1) \quad \tilde{F}(st) = V_t^{-1}\tilde{F}(s)V_t \quad \text{for all } s \in G \text{ and } t \in H.
\]

If \( \tilde{F} : G \to B(\mathcal{H}) \) is any weak-operator Borel function satisfying (2.1), then \( F(\hat{s}) := \tilde{F}(c(\hat{s})) \) is a weak-operator Borel function on \( G/H \) such that
\[
T_Fh(s) = \tilde{F}(s)(h(s)).
\]

Thus we can identify the decomposable operators on \( L^2(G, \beta; \mathcal{H}) \) with the bounded weak-operator Borel functions \( F : G \to B(\mathcal{H}) \) that transform as in (2.1). Since
\[
\rho(\alpha_{st}^{-1}(a)) = V_t^{-1}\rho(\alpha_s^{-1}(a))V_t,
\]
s \mapsto \rho(\alpha_s^{-1}(a)) \) is a bounded weak-operator Borel function transforming as in (2.1). Therefore we can express \( \pi \) as a direct integral
\[
(2.2) \quad \pi = \int_{G/H} \rho_s d\beta^P(\hat{s}),
\]
where
\[
(2.3) \quad \rho_s(a)h(\hat{s}) = \rho(\alpha_{c(\hat{s})}^{-1}(a))(h(\hat{s})).
\]

2.3. The role played by the homogeneity of \( \rho \). From here on, we shall ignore the unitary \( W \) and identify \( \text{Ind}_{\mathcal{H}}^G(\rho \times V) \) with \( (\pi, U) \) and \( \text{X-Ind}(\rho \times V) \) with \( ((M \otimes \pi), U) \). We will also specialize to the situation where \( H = G_P \) and \( (\rho, V) \) is an irreducible representation with \( \rho \) a homogeneous representation with kernel \( P \). This assumption on \( \rho \) is used to show that all operators in the commutant of \( \pi \) are decomposable. This is the essential step in both our proof of Theorem 1.7 and Sauvageot’s proof of Proposition 1.4.

Proof of Theorem 1.7. Decompose \( \pi \) as in (2.2). Since \( \rho \) is homogeneous with kernel \( P \), each \( \rho_s \) is homogeneous with kernel \( s \cdot P \). Thus if \( \hat{s} \neq \hat{r} \), then \( \ker \rho_{\hat{s}} \neq \ker \rho_{\hat{r}} \). Thus (2.3) is an example of the sort of decomposition studied by Effros in [7], and what is now called an ideal center decomposition. One of the major theorems of Effros’s theory is that for such a decomposition, the diagonal operators
\[
M(L^\infty(G/G_P)) = \Delta(G/G_P \times \mathcal{H}, \beta)
\]
coincide with a certain von Neumann subalgebra, \( I\mathcal{C}(\pi) \), of the center \( \pi(A)'' \cap \pi(A)' \) ([7 Theorem 1.10]). Since \( M(L^\infty(G/G_P)) = \Delta(G/G_P \times \mathcal{H}, \beta) = I\mathcal{C}(\pi) \subset \pi(A)'' \cap \pi(A)' \), we have
\[
(2.4) \quad \pi(A)' \subset M(L^\infty(G/G_P))' \subset M(C_0(G/G_P))'.
\]

Thus if \( T \) is in the commutant of \( \text{Ind}_{G_P}^G(\rho \times V) = \pi \times U \), then \( T \in U(G)' \) and \( T \in \pi(A)' \). It follows then from (2.4) that \( T \in M(C_0(G/G_P))' \) too. But then \( T \) is in the commutant of the irreducible representation \( \text{X-Ind}(\rho \times V) = (M \otimes \pi) \times U \). Hence \( T \) is a scalar operator and the commutant of \( \text{Ind}_{G_P}^G(\rho \times V) \) is trivial. Thus \( \text{Ind}_{G_P}^G(\rho \times V) \) is irreducible. \( \square \)
3. (Strong-)EHI and examples

In this section we want to deduce all remaining results as stated in the introduction and present some examples. We start with recording the following elementary consequence of the definition of the Jacobson Topology on Prim(A).

**Lemma 3.1.** Suppose that \( A \) is a \( C^* \)-algebra and that \( P \in \text{Prim}(A) \). Then \( \{ P \} \) is open in \( \text{Prim}(A) \) if and only if \( J := \bigcap \{ P' \in \text{Prim}(A) : P' \supset P, P' \neq P \} \) properly contains \( P \). (By convention, the intersection over the empty set is the whole algebra \( A \).)

**Proof.** If \( \{ P \} \) is open in its closure, then there is an ideal \( I \in \mathcal{I}(A) \) such that
\[
\mathcal{O}_I := \{ P' \in \text{Prim}(A) : P' \not\supset I \}
\]
contains \( P \) and is disjoint from \( \overline{\{ P \} \setminus \{ P \}} \). But then it follows that \( J \supset I \), and \( \mathcal{O}_I \) contains \( P \) as required. Conversely, if \( \mathcal{O}_I \) properly contains \( P \), then \( \mathcal{O}_I = \{ P' \in \text{Prim}(A) : P' \not\supset J \} \) is an open set containing \( P \) and disjoint from \( \overline{\{ P \} \setminus \{ P \}} \).

We use this result to show

**Lemma 3.2.** Let \( (A, G, \alpha) \) be a \( C^* \)-dynamical system and assume that \( P \in \text{Prim}(A) \) is locally closed. Suppose that \( \rho \times V \) is an irreducible representation of \( A \rtimes \alpha G_P \) with \( \ker \rho = P \). Then \( \rho \) is homogeneous.

**Proof.** In view of Remark 1.5 it will suffice to see that if \( I \) is an ideal in \( A \) such that \( I \not\supset P \), then
\[
\overline{\rho(I) \mathcal{H}_\rho} = \mathcal{H}_\rho.
\]
Since \( \rho(I) = \rho(I + P) \), we can assume that \( I \) strictly contains \( P \). If \( s \in G_P \), then \( \alpha_s(I) \) strictly contains \( P \), and since every ideal in \( A \) is the intersection of the primitive ideals which contain it, our assumption on \( \{ P \} \) and Lemma 3.1 imply that
\[
K := \bigcap_{s \in G_P} \alpha_s(I) \supset \bigcap_{\{ P' \in \text{Prim}(A) \} \text{ properly contains } P} P' := J
\]
properly contains \( P \). But \( K \) is a \( G_P \)-invariant ideal so that \( \overline{\rho(K) \mathcal{H}_\rho} \) is nonzero and invariant for both \( \rho \) and \( V \): if \( a \in K \) and \( s \in G_P \), then
\[
V_s \rho(a) h = \rho(\alpha_s(a)) V_s h \in \rho(K) \mathcal{H}_\rho.
\]
Since \( \rho \times V \) is irreducible by assumption, \( \overline{\rho(K) \mathcal{H}_\rho} \) must be all of \( \mathcal{H}_\rho \). Since \( \overline{\rho(I) \mathcal{H}_\rho} \supset \overline{\rho(K) \mathcal{H}_\rho} \), this suffices.

**Proof of Proposition 1.8.** The result will follow directly from Theorem 1.7 together with Lemma 3.2 as soon as we see that if \( A \) is type I or if \( A \) is a subquotient of \( C^*(H) \) for some almost connected locally compact group \( H \), then points in \( \text{Prim}(A) \) are locally closed. If \( A \) is type I, then we can identify \( \{ P \} \) with \( \text{Prim}(A/P) \), so that we may as well assume that \( A \) is primitive (i.e., \( \{ 0 \} \) is a primitive ideal), and prove that \( \{ \{ 0 \} \} \) is open in \( \text{Prim}(A) \). Since \( A \) is type I, it follows that \( A \) must contain an essential ideal \( I \) isomorphic to the compact operators on some Hilbert space. In particular, every nonzero ideal in \( A \) contains \( I \). Now the result follows from Lemma 3.1.
The statement for subquotients of $C^*(H)$ for almost connected groups $H$ will follow if we know that points in $\text{Prim}(C^*(H))$ are locally closed. By [14, Theorem 2.1] we may assume without loss of generality that $H$ is a Lie group with finitely many components. By [16, Theorem 1], we know that the points in $\text{Prim}(C^*(H_0))$ are locally closed, where $H_0$ denotes the connected component of $H$. Moreover, it is shown in [16, Theorem 3] that this property is inherited by $\text{Prim}(C^*(H))$ if $H/H_0$ is solvable. But the solvability condition on $H/H_0$ has been removed successfully by Poguntke in [18] (see [18, Satz] together with the discussion following it; notice that a slight modification of the proof of [18, Satz 2] will give this result as a consequence of [18 Satz 1]).

Example 3.3. There are separable $C^*$-algebras with primitive ideals $P$ such that \{ $P$ \} is not open in \{ $P$ \}. This can even happen for the group $C^*$-algebra of countable solvable groups (see the discussion at the end of [16, §3]). For another sort of example, let $A$ be the $C^*$-algebra $C^*(E)$ associated to the graph $E$ with vertices $E^0 = \mathbb{Z}^2$, and with edges connecting $(i,j)$ to both $(i+1,j)$ and $(i,j+1)$:

\[
\begin{array}{ccccccc}
\vdots & & \vdots & & \vdots \\
\cdots \rightarrow (i,j) \rightarrow (i+1,j) \rightarrow \cdots \\
\downarrow & & \downarrow & & \downarrow \\
\cdots \rightarrow (i,j+1) \rightarrow (i+1,j+1) \rightarrow \cdots \\
\downarrow & & \downarrow & & \downarrow \\
\vdots & & \vdots & & \vdots 
\end{array}
\]

We refer to [3] for the details of the construction of $C^*(E)$. (It was Astrid an Huef who pointed out to us that this algebra had an “interesting” primitive ideal structure.)

Since $E$ has no loops, it satisfies condition (K) of [12, and [3, Proposition 6.1] implies that the primitive ideals of $C^*(E)$ are in one-to-one correspondence with the set of maximal tails in $E$. Recall that if $\gamma \subset E^0$ is a maximal tail, then the corresponding primitive ideal is $I_{H\gamma}$, which is associated to the saturated hereditary subset $H := E^0 \setminus \gamma$. If $H$ is any saturated hereditary subset in $E^0$ (not necessarily corresponding to a maximal tail), then $I_H$ is the ideal generated by the projections $p_v$ with $v \in H$. Furthermore, $p_v \in I_H$ if and only if $v \in H$. (For references and further discussion, see [3, §4].) It is not hard to see that the maximal tails in $E$ are $E^0$ itself together with

$$
\gamma_n := \{(i,j) : j \geq n\} \quad \text{and} \quad \zeta_m := \{(i,j) : i \geq m\}.
$$

In particular, $\gamma_n$ corresponds to the primitive ideal $I_{H_n}$ associated to

$$
H_n := \{(i,j) : j < n\},
$$

and $E^0$ corresponds to the zero ideal. (So $C^*(E)$ is primitive.) Now

$$
I := \bigcap_{n=1}^{\infty} I_{H_{-n}}
$$
is an ideal which contains none of the projections \( p_{(i,j)} \). Thus, \( I = \{ 0 \} \) and Lemma 5.1 implies that \( \{ \{ 0 \} \} \) is not open in \( \text{Prim}(A) \).

Indeed, the above example may be extended to give an example of a \( C^* \)-dynamical system \((A, G, \alpha)\), a primitive ideal \( P \in \text{Prim}(A) \), and an irreducible representation \( \rho \times V \) of \( A \rtimes_{\alpha} G_P \) with \( \ker \rho = P \), such that \( \rho \) is not homogeneous:

**Example 3.4.** Let \( A = C^*(E) \) where \( E \) is the directed graph of Example 3.3. The universal property of graph algebras guarantees that there is an automorphism \( \phi \) of \( C^*(E) \) which takes the projection \( p_{(i,j)} \) to \( p_{(i+1,j)} \). Thus in the notation of Example 3.3 we have

\[
\phi(I_{H_n}) = I_{H_{n+1}}.
\]

Let

\[
Q := I_{H_0} \quad \text{and} \quad P := \{ 0 \} \cap \bigcap_{n \in \mathbb{Z}} n \cdot Q.
\]

Then \( P \) and \( Q \) are primitive ideals in \( C^*(E) \) and we have

\[
G_Q = \{ e \} \quad \text{and} \quad G_P = \mathbb{Z}.
\]

Let \( \rho \in C^*(E)^\wedge \) be such that \( \ker \rho = Q \). Then Theorem 1.7 implies that

\[
\text{Ind}_{\{e\}}^G \rho \quad \text{is an irreducible representation of} \quad C^*(E) \rtimes_{\phi} \mathbb{Z}^\wedge.
\]

Since \( G_P = \mathbb{Z} \), it follows that \( \pi \rtimes U := \text{Ind}_{\{e\}}^G \rho \) is an irreducible representation of \( C^*(E) \rtimes_{\phi} G_P \) such that

\[
\ker \pi = \bigcap_{n \in \mathbb{Z}} \ker (\phi^n \circ \rho) = \bigcap_{n \in \mathbb{Z}} n \cdot Q = \{ 0 \} = P.
\]

Since \( \rho \) is a subrepresentation of \( \pi \) with \( \ker \rho = Q \neq P = \ker \pi \) it follows that \( \pi \) is not homogeneous.

One might expect that the failure of homogeneity of \( \rho \) for an irreducible representation \( \rho \times V \) of \( A \rtimes_{\alpha} G_P \) with \( \ker \rho = P \) might also lead to a counterexample for (strong-)EHI. This idea certainly doesn’t work in the above example, since there we have \( G_P = G \). Indeed, Proposition 1.9, which we are now going to prove, shows that in order to get a counterexample to strong-EHI, one has to consider actions of nonabelian groups:

**Proof of Proposition 1.9.** Suppose that \( P \in \text{Prim}(A) \) and that \( \rho \rtimes V \) is an irreducible representation of \( A \rtimes_{\alpha} G_P \) with \( \ker \rho = P \). Since \( G_P \) is normal in \( G \), it follows from [11, Proposition 1] (see also [6, Example 1.1.1]) that there is a natural isomorphism

\[
A \rtimes_{\alpha} G \cong (A \rtimes_{\alpha} G_P) \rtimes_{\gamma} G
\]

for a twisted system \((A \rtimes_{\alpha} G_P, G, \gamma, \tau)\), where (following the notation in [6])

\[
\gamma_s(f)(t) := \delta(s)\alpha_s(f(s^{-1}ts))
\]

for \( f \in C_c(G_P, A) \),

\[
\int_{G_P} g(sts^{-1}) \, d\mu_{G_P}(t) = \delta(s) \int_{G_P} g(t) \, d\mu_{G_P}(t)
\]

\[5\text{Note that by [13, Theorem 1.1], } C^*(E) \rtimes_{\phi} \mathbb{Z} \cong \mathcal{K}.\]
for \( g \in C_c(G_P) \), and
\[ \tau(t)(f)(s) = \alpha_t(f(t^{-1}s)) \]
for \( f \in C_c(G_P, A) \) and \( t \in G_P \). Similarly, we have an isomorphism
\[ A \rtimes_{\alpha} G_P \cong (A \rtimes_{\alpha} G_P) \rtimes_{\gamma} G_P, \]
and this isomorphism intertwines \( \rho \rtimes V \) with \((\rho \rtimes V) \rtimes V\). In particular, \((\rho \rtimes V) \rtimes V\) is irreducible. Furthermore, Proposition 1.4.3 implies that \( \text{Ind}^{G}_{G_P}((\rho \rtimes V) \rtimes V)\) is intertwined with \( \text{Ind}^{G}_{G_P}(\rho \rtimes V)\) by the isomorphism of (3.1). Therefore it will suffice to show that
\[ (3.2) \quad \text{Ind}^{G}_{G_P}((\rho \rtimes V) \rtimes V) \]
is irreducible. To prove this, we want to apply Theorem 1.7 to the dynamical system \((A \rtimes_{\alpha} G_P, G, \gamma)\) and the irreducible representation \((\rho \rtimes V) \rtimes V\). Since \( \rho \rtimes V \) is irreducible, and therefore homogeneous, we only need to check that \( G_P \) is equal to \( G_f \), where \( J \) is equal to \( \ker(\rho \rtimes V) \) and \( G_f \) is the stability group of \( J \in \text{Prim}(A \rtimes_{\alpha} G_P) \) with respect to the action induced by \( \gamma \). However, as \( \gamma \) admits a twist \( \tau \) with \( N_\tau = G_P \), we have \( G_P \subseteq G_f \). On the other hand, it is not hard to check that
\[ (\rho \rtimes V) \circ \gamma_s^{-1} = s \cdot \rho \rtimes V, \]
where, as usual, \( s \cdot \rho := \rho \circ \alpha_s^{-1} \) and \( \rho(t) := V(sts^{-1}) \). In particular,
\[ \text{Res}(\gamma_s(J)) = \alpha_s(P). \]
Thus \( \gamma_s(J) \neq J \) if \( s \notin G_P \). This completes the proof. \( \square \)

### 3.1. A method in search of a counterexample.

Here we see that using the positive solution of the Effros-Hahn conjecture for amenable groups, the “Gootman-Rosenberg-Sauvageot-Theorem” ([11] Theorem 3.1), we can obtain a quasi-result. We are not sure whether this result should be viewed as evidence to support Conjecture [2] or whether it indicates we should search for a counterexample.

Anyway, suppose that \((A, G, \alpha)\) is a separable dynamical system and that for each \( P \in \text{Prim}(A) \), \( G_P \) is amenable. Fix \( J \in \text{Prim}(A \rtimes_{\alpha} G_P) \) with \( \text{Res} J = P \). Since \( G_P \) is amenable, we can apply the GRS-Theorem to \((A, G_P, \alpha)\), and conclude that there is a \( Q \in \text{Prim}(A) \) and a \( K \in \text{Prim}(A \rtimes_{\alpha}(G_P)_Q) \) such that \( K = \ker(\sigma \rtimes W) \) with both \( \sigma \rtimes W \) and \( \sigma \) homogeneous, and with \( \ker \sigma = Q \), and such that \( \text{Ind}^{G_P}_{(G_P)_Q} K = J \). Notice that we must have
\[ (3.3) \quad P = \bigcap_{s \in G_P} s \cdot Q. \]
Furthermore,
\[ (G_P)_Q = G_Q \cap G_P. \]
Now if \( G_Q \subseteq G_P \), then \((G_P)_Q = G_Q \) and we have
\[ \text{Ind}^{G}_{G_P} J = \text{Ind}^{G}_{G_Q} (\ker(\text{Ind}^{G_P}_{G_Q} \sigma \rtimes W)) \]
\[ = \ker(\text{Ind}^{G}_{G_Q} \sigma \rtimes W). \]
It follows that (3.4) is primitive by Sauvageot’s Proposition 1.4. Thus we obtain the following awkwardly stated result:

**Lemma 3.5.** Suppose that \((A, G, \alpha)\) is a separable dynamical system such that \(G_P\) is amenable for all \(P \in \text{Prim}(A)\). Suppose that for all \(P, Q \in \text{Prim}(A)\) such that (3.3) holds, we have \(G_Q \subset G_P\). Then \((A, G, \alpha)\) satisfies EHI.

**Remark 3.6.** If (3.3) holds, then we have \(G_Q \subset G_P\) provided either \(G_Q \subset N(G_P)\) or \(G_P \subset N(G_Q)\), where \(N(H) = \{ s \in G : sHs^{-1} = H \}\).

So the above lemma clearly implies Proposition 1.10.

4. The problem with the current state of the art

The positive solution of the Effros-Hahn conjecture due to Gootman and Rosenberg [10], building on the work of Sauvageot [20, 21], is a critical ingredient in describing the fine ideal structure of a separable crossed product by an amenable group. Nevertheless, the current state of the art leaves something to be desired. In order to describe the fine ideal structure of a \(C^*\)-algebra \(A\), there are two basic steps. First it is necessary to describe \(\hat{A}\) or \(\text{Prim}(A)\) as a set. Secondly, we want to describe the hull-kernel topology. Both steps can be formidable. For many \(C^*\)-algebras, especially non-type-I \(C^*\)-algebras, describing \(\hat{A}\) can be impossible, and \(\text{Prim}(A)\) nearly so. The general procedure for describing either space is to first describe a relatively nice set \(X\) consisting of representations (often called concrete representations) and then exhibit either \(\hat{A}\) or \(\text{Prim}(A)\) as a quotient of \(X\). One approach to the second step is to equip \(X\) with a topology and show that the hull-kernel topology is the quotient topology.

In the case of crossed products \(A \rtimes \alpha G\), a useful example is the case where \(G\) is abelian and \(A = C_0(\hat{A})\). Then a variation on Theorem 1.7 produces a continuous map on \((\hat{A} \times \hat{G})/\sim\), where \((x, \sigma) \sim (y, \rho)\) if \(G \cdot x = G \cdot y\) and \(\sigma \rho \in G_x^+ = G_y^+\), and that we can identify \(\text{Prim}(C_0(\hat{A}) \rtimes G)\) with (4.1) as a topological space [24, Theorem 5.3].

If \(A\) is CCR, then we can at least identify a candidate for the set \(X\) of concrete representations as follows. Given \(P \in \text{Prim}(A)\), \(A/P\) is simple and we can take any irreducible representation of \(A/P \rtimes \alpha G_P\) and lift it to an irreducible representation \(L_P\) of \(A \rtimes \alpha G_P\) with the property that \(\text{Res}(\ker L_P) = P\). Thus by Proposition 1.8, \(\text{Ind}_{G_P}^G(\ker L_P)\) is primitive. If \(G\) is amenable, then this gives us a map of (4.2)

\[
\bigcup_{P \in \text{Prim}(A)} \text{Prim}(A/P \rtimes \alpha G_P)
\]

into \(\text{Prim}(A \rtimes \alpha G)\), which is surjective by the GRS Theorem.

If \(A\) is merely GCR, Proposition 1.8 still applies, but the picture gets just a bit more complicated. For any given \(P \in \text{Prim}(A)\), \(A/P\) contains a simple essential ideal \(K(P)\) which is an elementary \(C^*\)-algebra. Any irreducible representation \(L\)
of $K(P) \rtimes \alpha G_P$ has a canonical extension $\tilde{L} = \rho \times V$ to $A/P \rtimes \alpha G_P$ with $\rho$ faithful. Thus we can replace (4.2) by

$$\bigcup_{P \in \text{Prim}(A)} \text{Prim}(K(P) \rtimes \alpha G_P).$$

So even in the GCR case, we have an “X” from which to start. One might even be able to endow $X$ with some sort of topology via a Fell subgroup algebra construction or some groupoid variation. A much more sophisticated and cleaner description is given in [6, Theorem 3.1.7 and Remark 3.1.8].

In the general case, the additional homogeneity hypothesis puts some serious holes in our approach. Even if $G$ is amenable, given $P \in \text{Prim}(A)$, we do not see any reason why there has to be a $J \subset K$ (the statement of the lemma), if $A \in P$. All the existing theory guarantees is that given $K \in \text{Prim}(A \rtimes \alpha G)$, then there is a $P \in \text{Prim}(A)$ and a $J \subset K$ such that Res$_J = P$, and of course, $\text{Ind}_{G_P}^G J = K$. Knowing this is a remarkably powerful tool and certainly gives us plenty of information about $\text{Prim}(A \rtimes \alpha G)$. It is, for example, very useful in determining the simplicity of $A \rtimes \alpha G$. But it definitely does not provide us with a nice set $X$ in the spirit of (4.1) or (4.2).

5. APPENDIX: A CORRECTED PROOF OF [6, THEOREM 5.5.13]

In this appendix, the first author wants to fill a gap in the proof of Theorem 5.5.13 of the Memoir [6], one of the main results of that Memoir. The gap is due to a false lemma ([6, Lemma 5.5.17]), which was used in the original proof. Below, as in [6], $\mathcal{R}(G)$ denotes the set of closed subgroups of $G$ equipped with Fell’s topology. $\mathcal{R}(G)$ is a compact Hausdorff space, and a base of the topology is given by the sets

$$U(\mathcal{F}, C) = \{ H \in \mathcal{R}(G); H \cap V \neq \emptyset \text{ for all } V \in \mathcal{F} \text{ and } H \cap C = \emptyset \},$$

where $\mathcal{F}$ runs through all finite families of open subsets of $G$ and $C$ runs through the compact subsets of $G$.

In [6, Lemma 5.5.17] we stated that if $N$ is an open normal subgroup of $G$ and if $q : G \to G/N$ denotes the quotient map, then the map $H \to q(H) : \mathcal{R}(G) \to \mathcal{R}(G/N)$ is continuous. Unfortunately, this is not true in general. To see a counterexample let $G = \mathbb{Z}$ and $N = 2\mathbb{Z}$. Then, if $H_n = (2n + 1)\mathbb{Z}$ we have $H_n \to \{0\}$ in $\mathcal{R}(\mathbb{Z})$ but $q(H_n) = \mathbb{Z}/2\mathbb{Z} \to \mathbb{Z}/2\mathbb{Z}$ in $\mathcal{R}(\mathbb{Z}/2\mathbb{Z})$. A similar example shows that (contrary to the statement of the lemma), if $K$ is a compact subgroup of an abelian group $G$, then the intersection map $H \to H \cap K; \mathcal{R}(G) \to \mathcal{R}(K)$ is not continuous in general.

In what follows we want to correct the proof of [6, Theorem 5.5.13]. Note that this was the only place in the Memoir where the lemma was used!

Recall that if $G$ is an abelian locally compact group and $[\omega] \in H^2(G, \mathbb{T})$, then $[\omega]$ determines a homomorphism $h_\omega : G \to \mathbb{T}$ by $h_\omega(s) = \omega(s, t)\omega(t, s)^{-1}$. The group kernel $\Sigma_\omega$ of $h_\omega$ is called the symmetrizer of $[\omega]$. By a result of Baggett and Kleppner [2, Corollary to Theorem 3.2 and following discussion], it is known that the twisted group algebra $C^*(G, \omega)$ is type I if and only if $h_\omega$ has closed range and is open as a map onto its image, in which case it factors through an isomorphism between $G/\Sigma_\omega$ and $\Sigma_\omega^\perp$. We then say that $[\omega]$ is type I (see the Memoir for more details). As indicated in the original proof of [6, Theorem 5.5.13], by passing to a Morita equivalent untwisted action and by the definition of the Mackey obstruction
map \( h^{\alpha,\tau} \) as given in [6] Definition 5.5.1, the proof of [6] Theorem 5.5.13 will follow from

**Theorem 5.1.** Suppose that \((A, G, \alpha)\) is a separable \(C^*\)-dynamical system such that \(A\) has continuous trace and \(G\) is a compactly generated abelian Lie group. Suppose further that \(G\) acts trivially on \(A\) and for each \(x \in \Omega := A\) let \([\omega_x] \in H^2(G, \mathbb{T})\) denote the Mackey obstruction at \(x\) for extending the corresponding representation \(\rho_x\) to a covariant representation of \((A, G, \alpha)\). Let

\[
h^\alpha : \Omega \times G \to \Omega \times \hat{G}, \quad h^\alpha(x, s) = (x, h_\omega(s)).
\]

Then \(h^\alpha\) has closed range and is open as a map onto its image if and only if all Mackey obstructions \([\omega_x]\) are type I and the symmetrizer map \(\Omega \to \hat{\mathcal{R}}(G), x \mapsto \Sigma_x := \Sigma_{\omega_x}\) is continuous.

As a consequence of this result (i.e., [6] Theorem 5.5.13) and [6] Theorem 5.5.2] it follows that if \((A, G, \alpha)\) is as above, then the cross product \(A \times_\alpha G\) has continuous trace if and only if all Mackey obstructions are type I and the symmetrizer map is continuous (but see [6] Corollary 5.5.14] for a more general consequence).

We will need the following basic result, which was also partly stated in [6] Lemma 5.5.17.

**Lemma 5.2.** Suppose that \(G\) is a locally compact group. If \(N\) is an open subgroup of \(G\) then \(\cap_N : \hat{\mathcal{R}}(G) \to \hat{\mathcal{R}}(N); H \mapsto H \cap N\) is continuous. Moreover, if \(N\) is any closed normal subgroup of \(G\), and if \(\hat{\mathcal{R}}(G)_N\) denotes the set \(\{H \in \hat{\mathcal{R}}(G) : N \subseteq H\}\), then \(q_* : \hat{\mathcal{R}}(G)_N \to \hat{\mathcal{R}}(G/N); H \mapsto q(H)\) is a homeomorphism.

**Proof.** Let \(H \in \hat{\mathcal{R}}(G)\), let \(U_1, \ldots, U_l\) be open subsets of \(N\), and let \(C \subseteq N\) be compact. Since \(N\) is open in \(G\), the sets \(U_1, \ldots, U_l\) are also open in \(G\). If we denote by \(W\) the neighborhood of \(H\) in \(\hat{\mathcal{R}}(G)\) and by \(V\) the neighborhood of \(H \cap N\) in \(\hat{\mathcal{R}}(N)\) determined by these sets, then \(\cap_N(W) \subseteq V\), which proves the continuity of \(\cap_N\).

To see the second assertion let \(U_1, \ldots, U_l\) be open subsets of \(G/N\), and let \(C \subseteq G/N\) be compact. Choose a compact subset \(K\) of \(G\) such that \(q(K) = C\). Then

\[
q_* \left( U(q^{-1}(U_1), \ldots, q^{-1}(U_l), K) \cap (\hat{\mathcal{R}}(G)N) \right) = U(U_1, \ldots, U_l, C).
\]

Since all elements of \(\hat{\mathcal{R}}(G)_N\) contain \(N\) as a subgroup, every basic open set of \(\hat{\mathcal{R}}(G)_N\) can be written as above. Thus, since \(q_*\) is bijective, the result follows. \(\square\)

Recall that every closed subgroup \(H\) of a direct product \(V \times Z\) of a vector group \(V\) with a finitely generated free abelian group \(Z\) can be written as a direct product \(H = W \times S\) of a vector subgroup \(W\) of \(V\) and a subgroup \(S\) of \(V \times Z\) which is a finitely generated free abelian group. Thus, for any closed subgroup \(H\) of \(V \times Z\) there are two characteristic positive integers, namely the dimension, \(\dim H := \dim W\), and the rank, \(\text{rank} H := \text{rank} S\). The following is [6] Lemma 5.5.18.

**Lemma 5.3.** Let \(V\) be a vector group, and let \(H_n \to H\) in \(\hat{\mathcal{R}}(V)\). If \(\text{rank} H \geq \text{rank} H_n\) for all \(n \in \mathbb{N}\), then there exists a subsequence \((H_{n_k})_{k \in \mathbb{N}}\) of \((H_n)_{n \in \mathbb{N}}\) and elements \(c_k \in \text{GL}(V)\) such that \(c_k \to \text{id}_V\) and \(c_k(H) = H_{n_k}\) for all \(k \in \mathbb{N}\).

If \(L\) is a compactly generated abelian Lie group, then \(L\) has a (noncanonical) splitting \(L = W \times T \times S \times F\), where \(W\) is a vector group (i.e., isomorphic to some \(\mathbb{R}^n\)), \(T\) is a finite-dimensional torus group, \(S\) is finitely generated free abelian, and
$F$ is finite. Although the splitting is noncanonical, the values \( \dim V, \dim T, \rank Z \), and the (isomorphism class of the) finite group $F$ form a complete invariant of the isomorphism class of $L$. We need

**Lemma 5.4.** Let $\Sigma$ be a closed subgroup of the direct product $V \times Z$ of some vector group $V$ with some finitely generated free abelian group $Z$. Let $q : V \times Z \to Z$ denote the quotient map and let $W \times T \times S \times F$ be a splitting of the compactly generated Lie group $G/\Sigma$ as above. Then $\dim T = \rank (V \cap \Sigma)$ and $\rank S = \rank Z - \rank q(\Sigma)$. In particular, if $G/\Sigma$ is isomorphic to $\Sigma^\perp \cong (G/\Sigma)^\wedge$, then $\rank (V \cap \Sigma) = \rank Z - \rank q(\Sigma)$.

**Proof.** Since $V \cdot \Sigma$ is open in $G$ and $q : V \to V \cdot \Sigma/\Sigma$ factors through an isomorphism between $V/(V \cap \Sigma)$ and $V \cdot \Sigma/\Sigma$, we see that the connected component $W \times T$ of $G/\Sigma$ is isomorphic to $V/(V \cap \Sigma)$. Since the dimension of the maximal torus in $V/(V \cap \Sigma)$ is equal to the rank of $V \cap \Sigma$, it follows that $\dim T = \rank (V \cap \Sigma)$. Further, we have

\[
S \times F \cong (G/\Sigma)/(G/\Sigma)_0 = (G/\Sigma)/(V \cdot \Sigma/\Sigma) \cong G/V \cdot \Sigma \cong Z/q(\Sigma),
\]

which implies that $\rank S = \rank Z - \rank q(\Sigma)$. The final assertion follows from the fact that if $G/\Sigma$ is isomorphic to its dual group, then $\dim T = \rank S$. \(\square\)

The next lemma closes the main gap in the proof of [6, Theorem 5.5.13].

**Lemma 5.5.** Let $G = V \times Z$ be a direct product of a vector group $V$ with a finitely generated free abelian group $Z$. Suppose that $(\Sigma_n)_{n \in \mathbb{N}}$ is a sequence in $\mathcal{R}(G)$ which converges to $\Sigma \in \mathcal{R}(G)$ such that $G/\Sigma_n \cong \Sigma^\perp_n$ for all $n \in \mathbb{N}$, and such that $G/\Sigma \cong \Sigma^\perp$. Then there exists a subsequence of $(\Sigma_n)_{n \in \mathbb{N}}$ (also denoted $(\Sigma_n)_{n \in \mathbb{N}}$ below) which satisfies

1. there exist elements $c_n \in \GL(V)$ such that $c_n \to \id_V$ in $\GL(V)$ and such that $V \cap \Sigma_n = c_n(V \cap \Sigma)$ for all $n \in \mathbb{N}$,
2. $q(\Sigma_n) = q(\Sigma)$ for all $n \in \mathbb{N}$, where $q : G \to Z$ denotes the quotient map.

**Proof.** We first claim that $\rank q(\Sigma_n) \geq \rank q(\Sigma)$ for almost all $n \in \mathbb{N}$. To see this let $s_1, \ldots, s_l \in \Sigma$ such that $q(s_1), \ldots, q(s_l)$ is a minimal set of generators for $q(\Sigma)$. Since $\Sigma_n \to \Sigma$, it follows from the definition of the topology on $\mathcal{R}(G)$ that (after passing to a subsequence if necessary) there exist sequences $(s^i_n)_{n \in \mathbb{N}}$, $1 \leq i \leq l$, such that $s^i_n \in \Sigma_n$ and $s^i_n \to s_i$ for all $1 \leq i \leq l$. But then $q(s^i_n) \to q(s_i)$ in $Z$ for all $1 \leq i \leq l$, and since $Z$ is discrete we have $q(s^i_n) = q(s_i)$ for all $i$ and $n \geq n_0$. Thus $q(\Sigma_n) \subseteq q(\Sigma)$ for almost all $n \in \mathbb{N}$, which proves the claim.

Applying the last assertion of Lemma 5.3 we now get

\[
\rank (V \cap \Sigma) = \rank Z - \rank q(\Sigma) \geq \rank Z - \rank q(\Sigma_n) = \rank (V \cap \Sigma_n).
\]

Thus we may apply Lemma 5.3 to the sequence $V \cap \Sigma_n$ (which converges to $V \cap \Sigma$ by Lemma 5.2) in order to see (after passing again to a subsequence) that there exists a sequence $c_n \in \GL(V)$ with $c_n \to \id_V$ and $c_n(V \cap \Sigma_n) = V \cap \Sigma_n$ for all $n$.

The only thing which remains to be shown is the assertion that $q(\Sigma) = q(\Sigma_n)$ for all $n$. It follows from $c_n(V \cap \Sigma_n) = V \cap \Sigma_n$ that $\rank (V \cap \Sigma_n) = \rank (V \cap \Sigma)$ for all $n \in \mathbb{N}$, and therefore

\[
\rank q(\Sigma) = \rank Z - \rank (V \cap \Sigma) = \rank Z - \rank (V \cap \Sigma_n) = \rank q(\Sigma_n)
\]

for all $n \in \mathbb{N}$. We embed $Z$ as a discrete subgroup of a vector group $W$, so that we may view all subgroups of $G$ as subgroups of the bigger group $V \times W$. Since
rank \( \Sigma_n = \text{rank}(V \cap \Sigma_n) + \text{rank} q(\Sigma_n) \) for all \( n \), and the same equation holds for \( \Sigma \), we have \( \text{rank} \Sigma_n = \text{rank} \Sigma \) for all \( n \in \mathbb{N} \). Thus we may apply Lemma 5.3 again in order to obtain elements \( d_n \in \text{GL}(V \times W) \) such that \( d_n \to \text{id}_{V \times W} \) and \( \Sigma_n = d_n(\Sigma) \) for all \( n \in \mathbb{N} \). Now let \( Y \times S \) be a splitting of \( \Sigma \) in its vector group part \( Y \) and a finitely generated free abelian part \( S \). Let \( s_1, \ldots, s_r \) be a basis of \( Y \) and \( s_{r+1}, \ldots, s_l \) be a set of generators for \( S \). Then each \( \Sigma_n \) has the splitting \( \Sigma_n = d_n(Y) \times d_n(S) \) with generating elements \( \{ d_n(s_1), \ldots, d_n(s_l) \} \). Let \( q \) also denote the projection from \( V \times W \) to \( W \). Then \( \{ q(d_n(s_1)), \ldots, q(d_n(s_l)) \} \) is a set of generators of \( q(\Sigma_n) \subseteq Z \) for all \( n \in \mathbb{N} \). Since \( d_n \to \text{id}_{V \times W} \) it follows that \( d_n(s_i) \to q(s_i) \) for each \( 1 \leq i \leq l \), which implies, since \( Z \) is discrete, that they eventually coincide. But this proves that \( q(\Sigma_n) = q(\Sigma) \) for all but finitely many \( n \in \mathbb{N} \).

**Proof of Theorem 5.1.** By [6, Lemma 5.5.6] it remains to show that the continuity of the symmetrizer map and the type I property of the Mackey obstructions implies that \( h^\alpha \) is open as a map onto its image. Each compactly generated Lie group is a quotient of a group \( V \times Z \) by some discrete subgroup \( D \), where \( V \) is a vector group and \( Z \) is a finitely generated free abelian group. Thus, by extending the Mackey obstructions to this covering group, we assume without loss of generality that \( G = V \times Z \).

Let \( (x_n, s_n)_{n \in \mathbb{N}} \) be a sequence in \( \Omega \times G \) and \( (x, s) \in \Omega \times G \) such that \( h^\alpha(x_n, s_n) \to h^\alpha(x, s) \) in \( \Omega \times G \). We have to show that, after passing to a subsequence if necessary, there exist elements \( t_n \in \Sigma_{x_n} \) such that \( (x_n, t_n s_n) \to (x, s) \) in \( \Omega \times G \). It is clear that \( x_n \to x \) in \( \Omega \). Let \( q : G \to G/V \cong Z \) denote the quotient map. Since \( \Sigma_{x_n} \to \Sigma_y \) in \( \mathcal{R}(G) \) and since \( s \to h^\alpha(x_n, s) \) factors through an isomorphism between \( G/\Sigma_{x_n} \) and \( \Sigma_{x_n} \) (and, similarly, \( G/\Sigma_x \cong \Sigma_x^\perp \)) by the type I assumption on the cocycles, we may apply Lemma 5.3 in order to see that (at least for a subsequence) \( q(\Sigma_{x_n}) = q(\Sigma_x) \) for all \( n \in \mathbb{N} \), and to obtain a sequence \( c_n \in \text{GL}(V) \) such that \( c_n \to \text{id}_V \) and \( V \cap \Sigma_{x_n} = c_n(V \cap \Sigma_x) \) for all \( n \in \mathbb{N} \).

For each \( n \in \mathbb{N} \) we now define elements \( \sigma_n \in \text{Aut}(G) \) by \( \sigma_n = c_n \times \text{id}_Z \), where \( \text{id}_Z \) denotes the identity on \( Z \). Then \( \sigma_n \to \text{id}_G \) in \( \text{Aut}(G) \) with respect to the compact open topology. Moreover, we have

\[
\sigma_n(\Sigma_x \cap V) = \Sigma_{x_n} \cap V \quad \text{and} \quad q(\sigma_n(\Sigma_x)) = q(\Sigma_{x_n})
\]

for all \( n \in \mathbb{N} \). By passing to a subsequence, we may assume without loss of generality that \( x_n \neq x_m \neq x \) for all \( n, m \in \mathbb{N} \). Let \( M = \{ x_n; n \in \mathbb{N} \} \cup \{ x \} \) and define a map \( \tilde{h} : M \times G \to M \times G \) by

\[
\tilde{h}(x_n, s) := (x_n, h_{\omega_{x_n} \circ \sigma_n}(s)) \quad \text{and} \quad \tilde{h}(x, s) = h^\alpha(x, s)
\]

for all \( n \in \mathbb{N} \) and \( s \in \mathbb{C} \), where for any 2-cocycle \( \omega \) on \( G \) and \( \sigma \in \text{Aut}(G) \), \( \omega \circ (s, t) = \omega(\sigma(s), \sigma(t)) \). Since \( h^\alpha \) is continuous by [6, Lemma 5.5.4] and \( \sigma_n \to \text{id}_G \) it follows that \( \tilde{h} \) is continuous, too, and we proceed by showing that it is open as a map onto its image. For this we put \( \tilde{h}_{x_n} = h_{\omega_{x_n} \circ \sigma_n} \) for all \( n \in \mathbb{N} \) and \( \tilde{h}_x = h_{\omega_x} \). Furthermore, for \( n \in \mathbb{N} \), let \( \bar{\Sigma}_{x_n} = \sigma_n^{-1}(\Sigma_{x_n}) = \text{ker} \tilde{h}_{x_n} \), and let \( \bar{\Sigma}_x = \Sigma_x = \text{ker} \tilde{h}_x \). Then \( \bar{\Sigma}_{x_n} \cap V = \Sigma_{x_n} \cap V \) for all \( n \in \mathbb{N} \), and we may pass over to \( G/(\bar{\Sigma}_{x_n} \cap V) \) in order to show the openness of \( \tilde{h} \). After having done this, we may assume that \( \bar{\Sigma}_{x_n} \) has trivial intersection with the connected component \( G_0 \) of \( G \) for all \( n \in \mathbb{N} \), and the same may be assumed for \( \bar{\Sigma}_x \). Moreover, if \( q : G \to G/G_0 \) denotes the quotient map, then it follows from our constructions that \( q(\bar{\Sigma}_{x_n}) = q(\bar{\Sigma}_x) \) for all \( n \in \mathbb{N} \).
Let $H = \tilde{\Sigma} \times G_0$. Then also $H = \tilde{\Sigma}_y \cdot G_0$ for all $y \in M$ (since $q(\tilde{\Sigma}_x) = q(\tilde{\Sigma})$), and we conclude that
\[
\tilde{h}_y(sH) = \tilde{h}_y(s)\tilde{h}_y(\tilde{\Sigma}_y \cdot G_0) = \tilde{h}_y(s)\tilde{h}_y(G_0)
\]
lies in the connected component of $\tilde{G}$ if and only if $s \in H$. Suppose now that $(s_n)_{n \in \mathbb{N}}$ is a sequence in $G$ such that $\tilde{h}(x_n, s_n) \to \tilde{h}(x, s)$ for some $s \in G$. Multiplying each $s_n$ with $s^{-1}$ we may assume that $\tilde{h}(x_n, s_n) \to (x, 1_G)$ in $M \times \tilde{G}$. Since $M \times (\tilde{G})_0$ is open in $M \times \tilde{G}$, it follows from the above observation that $s_n \in H$ for all but finitely many $n \in \mathbb{N}$. Thus, by multiplying this sequence with $z_n$ in the second variable, for appropriate elements $z_n \in \Sigma_{x_n}$, we may assume that $s_n \in G_0$ for all $n \in \mathbb{N}$ and that $\tilde{h}(x_n, s_n) \to (x, 1_G)$ in $M \times G$. We want to show that $s_n \to e$ in $G$. For this we write $G_0 = W \times T$ for a vector group $W$ and a torus group $T$, and we write $s_n = r_n \cdot t_n$, $r_n \in W$ and $t_n \in T$. By the compactness of $T$ we may assume that $t_n \to t$ for some $t \in T$. It follows that $s_n t_n^{-1} \in W$ for all $n \in \mathbb{N}$, and that
\[
\tilde{h}_x(s_n t_n^{-1}) = \tilde{h}_x(s_n)\tilde{h}_x(t_n^{-1}) \to \tilde{h}_x(t^{-1}).
\]
Since $\tilde{h}_x$ maps the torus part of $G$ into the torus part of $\tilde{G}$, it follows that $\tilde{h}_x(t^{-1})|_W = 1_W \in \tilde{W}$. Thus $\tilde{h}_x(s_n t_n^{-1})|_W \to 1_W$ in $\tilde{W}$. Since each $\Sigma_{x_n}$ has trivial intersection with $G_0$, and hence also with $W$, we see that the restriction of $\omega_{x_n} \circ \sigma_n$ to $W \times W$ is totally skew for all $n \in \mathbb{N}$, and the same applies to the restriction of $\omega_x$ to $W \times W$. Thus, for each $y \in M$, we obtain an isomorphism $W \to \tilde{W}$ given by $s \mapsto \tilde{h}_y(s)|_W$. By identifying $W$ with $\tilde{W}$ via any fixed linear isomorphism, the continuity of $\tilde{h}$ implies that the map $M \to GL(W); y \mapsto \tilde{h}_y|_W$ is continuous, too. Thus, the map $M \to GL(W); y \mapsto (\tilde{h}_y|_W)^{-1}$ is also continuous. This implies that $s_n t_n^{-1} \to \{0\}$ in $W$, which in turn yields $s_n \to t$ in $G$. But, since by assumption $\tilde{h}_x(s_n) \to \tilde{h}_x(t) = 1_G$ in $\tilde{G}$, and since ker $\tilde{h}_x \cap G_0 = \Sigma_x \cap G_0 = \{e\}$, it follows that $t = 1$. This completes the proof for the openness of $\tilde{h}$.

Finally, let $(s_n)_{n \in \mathbb{N}}$ be a sequence in $G$ such that $h^\omega(x_n, s_n) \to h^\omega(x, s)$ for some $s \in G$. Then it follows that $\tilde{h}(x_n, \sigma_n^{-1}(s_n)) = (x_n, h_{\omega_{x_n}}(\sigma_n))$ converges to $(x, h_{\omega_x}(s)) = \tilde{h}(x, s)$ in $M \times \tilde{G}$. Since $\tilde{h}$ is open as a map onto its image, we may multiply each $\sigma_n^{-1}(s_n)$ with an appropriate element $r_n \in \Sigma_{x_n} = \sigma_n^{-1}(\Sigma_{x})$ such that, after possibly passing to a subsequence, $(x_n, \sigma_n^{-1}(s_n)r_n) \to (x, s)$ in $M \times G$. Thus, if $r_n' = \sigma_n(r_n)$, we have $r_n' \in \Sigma_{x_n}$ for all $n \in \mathbb{N}$ and $(x_n, s_n r_n') \to (x, s)$ in $M \times G \subseteq \Omega \times G$. This completes the proof.
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