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Abstract—SLAM system using only point cloud has been proven successful in recent years, such as [1], [2], [3], [5]. In most of these systems, they extract features for tracking after ground removal, which causes large variance on the z-axis. Ground actually provides robust information to obtain $t_z, \theta_{roll}, \theta_{pitch}$. In this project, we followed the LeGO-LOAM [2], a light-weighted real-time SLAM system that extracts and registers ground as an addition to the original LOAM [5], and we proposed a new clustering-based method to refine the planar extraction algorithm for ground such that the system can handle much more noisy or dynamic environments. We implemented this method and compared it with LeGO-LOAM on our collected data of CMU campus, as well as a collected dataset for ATV (All-Terrain Vehicle) for off-road self-driving. Both visualization and evaluation results show obvious improvement of our algorithm.

I. INTRODUCTION

SLAM algorithm relies on sensor data to achieve accurate pose estimation. Especially, LiDAR is commonly used to efficiently make high-resolution 3D maps, which is essential for the localization of autonomous driving robots and 3D reconstruction. When using LiDAR as the sensor, what we get is a set of point clouds, and would require frame-to-frame registration to acquire relative transformation between frames. The registration step is a challenging problem and remains as a bottleneck for real-time localization.

Most of the current registration approaches are based on iterative closest point (ICP) registration. The ICP algorithm aligns two sets of points iteratively, where each iteration consists of first finding the best point-to-point correspondences, and then computing a rigid transformation between all corresponding pairs of points. ICP works well for point cloud registration, but it is not the best when dealing with the registration of scene-level point cloud. It only leverages point-wise distance to find the optimized correspondence, in the sense that global information is being ignored and, obviously, the optimization takes a very long time to converge, making it hard to do real-time processing.

The problem becomes how to extract the planar feature and leverage it in point cloud registration. As we all know, the largest plane in real-world 3D scan is the ground. In most SLAM algorithms, ground removal is the very first step since it provides no obvious feature for tracking. However, the registration on point cloud without ground has a large variance on the z-axis, especially under the off-road circumstance. LeGO-LOAM [2] uses this idea and implemented it based on the real-time SLAM system, LOAM [5]. It achieved very impressive and robust SLAM results in the wild but failed when the LiDAR sensor is not vertical to the ground or the extracted ground contains too much noise.

In this work, we propose to apply ground finding algorithms in the registration process, and use a new cluster-based ground extraction algorithm, compared to LEGO-LOAM. The ground feature will benefit the pose estimation on the z-axis, as well as roll and pitch angles, which could act as a supplement of ICP registration. We collect our own LiDAR data on CMU campus (both outdoor and indoor), and compare the experimental results of our algorithm and LEGO-LOAM on those data. We further evaluate our algorithm on a collected off-road environment data from an HDL-64E LiDAR and beat LEGO-LOAM in final drift.

In the following sections, we will first introduce several previous works related to our project in Section II, and then discuss our proposed methods and collected dataset in Section III and Section IV respectively. Section V details our implementation and Section VI shows the experiment results. At last, we draw to conclusion in Section VII.

II. RELATED WORK

We first conducted a literature review on successful SLAM systems in recent years, and then we investigated those methods that are using the planar features for registration. At last, we looked into the papers related to ground extraction specifically.

LOAM [5] proposed a real-time system that performs odometry at a high frequency but low fidelity to estimate the velocity of the lidar and, at the same time, matches and registers the point cloud to create a map at a much lower frequency in parallel. Their main goal is to perform SLAM in real-time and minimize drift without loop closure. Another big challenge of this work is that the moving and rotating lidar scanner can make it very difficult to estimate motion and map point cloud. This paper addressed those problems by taking advantage of both scan-to-scan registration and scan-to-map registration. The key idea is to perfectly combine the algorithm with high frequency but low fidelity and the algorithm with low frequency but high fidelity. Additionally, features are extracted as edge points and planar points so as to further reduce the time of computation.

LEGO-LOAM [2] is an extension of section 2.1 of LOAM. This algorithm is implemented for unmanned ground vehicles(UGVs). The paper proposed a lightweight LOAM
to work on a small-scale embedded system and a ground-optimized model to account for the sensor noise from the ground. To optimize on-ground registration, they introduce a two-step optimization for pose estimation. First they extract planar features from the ground to obtain \([t_x, \theta_{roll}, \theta_{pitch}]\); Second, they match edge features extracted from the segmented point cloud to obtain the other three transformations\([t_x, t_y, \theta_{yaw}]\). With these updates, LeGO-LOAM achieves similar or better accuracy with a reduced computational expense.

Additionally, we looked into how LEGO-LOAM extracts the ground points. As how the code is implemented, the ground points are extracted by the following steps, also as visualized in Figure 1a:

1) Assign vertical index and horizontal index for each point from the point cloud scan, such that the points on one row or on one column can be easily retrieved.
2) Check through all points in the half lower part of the scan. For example, use 7 lowest rows for VLP-16, or 15 lowest rows for HDL-32E LiDAR.
3) Compute vertical angle between two adjacent points at the same column and label both points as ground points if the vertical angle is smaller than 10 degrees.

This algorithm fails when there is too much noise, especially for points on some surfaces other than the ground. For example, if the LiDAR scanning indoor is not vertical to the ground, the scan will contain the points of the surface not only from the ground, but also from the ceiling or tables as well, and the algorithm could fail to separate them and label them all as ground.

Some other LiDAR segmenters libraries for ROS\(^1\) implemented the Ground Plane Fitting algorithm from [4]. As shown in Figure 1b, [4] finds the lowest point representative (LPR) as the initial ground seeds and fit a plane model. Then each point is evaluated against the estimated plane model. If the distance from the point to the plane is lower than the manually defined threshold, this point is labeled as ground. This method is very efficient, however, this algorithm is very sensitive to the threshold and number of LPR, which not only makes it very hard to do parameter tuning but also makes the extracted ground points contain much noise. In our experiments, we found that the extracted ground contains many points of walls in our indoor scene data, which leads to the wrong estimation of the z-value of the ground.

III. METHODS

A. Ground Point Clustering and Extraction

Inspired by the cloud segmentation method in LeGO-LOAM, we proposed a new method for ground point extraction. The basic idea is to cluster points that have a relatively low angle between adjacent points.

Specifically, we use all points on the lowest \(frac{14}{14}\) part of the scan as initial seeds (i.e. 4 rows for VLP-16 or 8 rows for HDL-32E LiDAR), and then cluster points from near to far according to neighborhood vertical angles, as visualized in Figure 1c. The clusters whose number of points is over the threshold are labeled as ground. The pseudo-code is given in Algorithm 1.

**Algorithm 1** Our proposed ground extraction algorithm

```plaintext
1: procedure GROUNDEXTRACTION
2: for j ← 0 to Horizon_SCAN do
3:   for i ← 0 to groundScanInd do
4:     GROUNDCLUSTER(i, j)
5: procedure GROUNDCLUSTER(row, col)
6:   q ← New Queue
7:   cluster ← New Array
8:   push (row, col) to q
9: while q is not empty do
10:   P ← top of q
11:   pop q
12: for P_i ← neighbors of P do
13:   θ ← vertical angle between P and P_i
14:   if θ < angleThreshold then
15:     push P_i to q
16:     add P_i to cluster
17: if size of cluster > sizeThreshold then
18:   label points in cluster as ground
```

\(^1\)https://github.com/LidarPerception/segmenters_lib
B. Point Clustering

After ground segmentation, another step is point clustering (or point segmentation). Doing point segmentation can help ease the time complexity of feature matching and increase feature extraction accuracy. Another advantage is filtering out small clusters that are noisy and unreliable. This method is taken from LeGO-LOAM[2].

The basic idea of point segmentation is to assign the same label to points that are relatively close to each other. To filter out unreliable features, like tree leaves in the outdoor scenes, clusters with less than 30 points will be removed. In the feature matching process, features of the current frame only need to be compared with points with the same cluster label.

After this process, only features that represent large objects, like walls, door frames, table, or chair feet are preserved for future processing.

C. Feature Extraction

The feature extraction process is the same as LOAM[5]. For each point \( p \), its roughness value \( c \) is calculated by the mean of relative range differences between its neighbors \( S \):

\[
 c = \frac{1}{|S| \cdot ||r||} \sum_{j \in S, j \neq i} (r_j - r_i) ||
\]

Points that have a roughness value above a threshold \( c < h \) are called edge features, while those below the threshold are called planar features. The range image is divided into 6 sub-images horizontally. For each sub-image, points with top roughness value in each row are selected as edge features, and those with the lowest roughness value are selected as planar features. Note that ground points are never selected as edge features.

D. Motion Estimation

Motion estimation is to compute the transformation between two scans. Same as LeGO-LOAM[2], the transform is found by a two-step point-to-edge and point-to-plane feature matching. For a point \( p_{k+1,i} \) in current frame, if \( p_{k,j}, p_{k,l} \) are points on the edge line of previous frame, the point-to-edge distance is:

\[
d_e = \frac{|(p_{k+1,j} - p_{k,j}) \times (p_{k+1,l} - p_{k,l})|}{p_{k,j} - p_{k,l}}
\]

For a point \( p_{k+1,i} \) in current frame, if \( p_{k,j}, p_{k,l}, p_{k,m} \) are points on the planar plane of the previous frame, the point-to-plane distance is calculated by:

\[
d_p = \frac{((p_{k+1,j} - p_{k,j}) \times (p_{k+1,l} - p_{k,l}))}{((p_{k,j} - p_{k,l}) \times (p_{k,j} - p_{k,m}))}
\]

In the first step of the LM optimization, \([t_z, \theta_{roll}, \theta_{pitch}]\) are estimated by point-to-plane matching. Then the remaining \([t_x, t_y, \theta_{yaw}]\) are estimated by point-to-line matching. This is more efficient than directly computing the six degrees of freedom.

IV. DATA AND PLATFORM

The framework proposed in this paper is validated using datasets gathered from Velodyne VLP-16 and HDL-64E 3D lidars. The VLP-16 measurement range is up to 100m with an accuracy of \( \pm 3 \) cm. It has a vertical field of view (FOV) of \( 30^\circ \ (\pm 15^\circ) \) and a horizontal FOV of \( 360^\circ \). The 16-channel sensor provides a vertical angular resolution of \( 2^\circ \). The horizontal angular resolution varies from \( 0.1^\circ \) to \( 0.4^\circ \) based on the rotation rate. And also with a scan rate of 10HZ which provides a horizontal angular resolution of \( 0.2^\circ \).

The UGV used in this paper is the Clearpath Jackal. Powered by a 270 Watt-hour Lithium battery, it has a maximum speed of 2.0m/s and a maximum payload of 20kg.

The LiDAR data is collected in both indoor and outdoor environments. The indoor case is a narrow and long corridor and a large lobby collected on the 1st floor of Newell Simon Hall, and Field Robotics Center of Carnegie Mellon University. The outdoor case is collected in an environment that has two slopes of different gradients.

We also used another dataset collected by an autonomous driving ATV system which has RTK-GPS data as ground truth and can be used in algorithm comparison and evaluation. This data set is also collected by a Velodyne VLP-16 but mounted at a different angle on the vehicle which is not parallel to the ground.

V. IMPLEMENTATION

A. Refined Ground Point Extraction

We use breath-first-search to do point clustering. Starting with a point in the nearest row at the front, new points are added to this cluster if the vertical angles between neighboring points are below a threshold. We manually set the threshold for a vertical angle to 10 degrees and the threshold for cluster size to 100 points. These thresholds can be modified for different sensors.

B. Pipeline

We adopted the similar pipeline as LeGO-LOAM[2], whose system overview is shown in Figure 3. All the modules are implemented in C++ and on ROS.

The input of this pipeline is a point cloud map. The point cloud map is represented as a 16*1800 range map with each element being the distance between the center of the sensor.
and the point. The first step is point segmentation using the method described in section III. Now the range map has been added another element: clustering label. The second step is feature extraction based on the range and clustering results. Then frame-to-frame registration is performed based on extracted features and previous frames. In the meanwhile, a low-frequency mapping on the global pointclouds is performed. Finally, the global mapping and frame-to-frame registration results are fused to get the predicted transformation.

VI. EXPERIMENTS AND RESULTS

We now describe a series of experiments to qualitatively and quantitatively analyze two methods, LeGO-LOAM with new ground extraction and original LeGO-LOAM.

A. Jackal Mobile platform

We manually drive the robot in both indoor and outdoor environments. We first show a qualitative comparison of extracted ground surface between our method and the original LeGO-LOAM.

As shown in Figure 4, the noise of the ground surface extracted from the original LeGo-LOAM has much more noise than the ground planar extracted from our method.

The reason is that LeGo-LOAM directly uses the ground removal method from LOAM, which aims to remove ground as well as other noise around the ground, to extract ground planar and use it for registration. If we want to leverage the ground planar for registration, the extracted ground needs to be clean and consistent.

Actually, the LeGo-LOAM fails in this outdoor data set sometimes during the test. The localization fails especially when the robot is turning. But using our method, there is no failure case that happened during our test.

Figure 5 are some visualized results from our collected data set.

We also recorded video of our results (link) and video of LeGo-LOAM (link) on our collected data. The comparison of noise can be view in (link).

B. Autonomous driving ATV system

We also evaluate our algorithm in a data set collected by an autonomous driving ATV system, as shown in Figure 6. It has ground truth collected by the RTK-GPS system, which has localization accuracy within 50cm. The result below has ground truth, LeGO LOAM result, and our method result is shown in blue, yellow, red respectively.

Table I shows the result of final drift and comparation result running ATV lidar data. The data is collected by a HDL-64E LiDAR, which also has a horizontal FOV of 360° but 48 more channels compared to Velodyne VLP-16. The vertical FOV of the HDL-64E is 26.9°.

| DISTANCE (m) | DRIFT  | PERCENTAGE |
|--------------|--------|------------|
| LeGo-LOAM    | 669.930| 18.354     | 2.739%     |
| OURS         | 669.930| 6.367      | 0.950%     |

TABLE I: Drift result of ATV dataset

It is shown in both figures and the drift table that our method outperforms the original LeGo-LOAM [2] algorithm.

VII. CONCLUSION AND FUTURE WORK

After implementing our method of ground plane extraction, the results shown above indicate that less noisy ground
point extraction does improve the performance of frame-to-frame registration and provide a better SLAM result. However, the algorithm we implemented in this project inherited from LeGo-LOAM [2] still uses point-to-plane registration and point-to-point registration without adding plane-to-plane registration, which we believe could provide a better registration result in pitch and roll orientation as well as linear offset in the z-direction.

In the future, we also plan to integrate plane-to-plane registration into the global optimization process, which may provide a more accurate and robust performance.
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