NON SEMI-SIMPLE TQFT OF THE SPHERE WITH 4 PUNCTURES
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ABSTRACT. In this work, we compute the representation of the mapping class group of the sphere with 4 punctures arising from the non semi-simple TQFT $[BCGP]$. We show that it is faithful. Lastly, we compare quantum representations of punctured spheres in general with those of braid groups.
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1. Introduction

In this introduction, we first define the mapping class groups. Then we provide a short overview of TQFTs leading to the non semi-simple case. Thank to these definitions, we lastly introduce the content of this paper.

1.1. Mapping Class groups. Let $S$ be an oriented surface, we denote by $Homeo^+(S,\partial S)$ the group of orientation-preserving homeomorphisms that fix the boundary pointwise, endowed with compact-open topology, and let $Homeo_0(S,\partial S)$ be the connected component of the identity.

Definition 1.1 (Mapping Class Group). The Mapping Class Group of $S$ is the group of isotopy classes of orientation preserving homeomorphisms of $S$. Namely:

$$Mod(S) = \pi_0(Homeo^+(S,\partial S)) = Homeo^+(S,\partial S) / Homeo_0(S,\partial S).$$

Definition 1.2 (Braid Groups). The braid group $B_n$ is the mapping class group of the disk with $n \in \mathbb{N}$ punctures. It has a presentation with $n-1$ generators $\sigma_1, \ldots, \sigma_{n-1}$ satisfying the so called “braid relations”:

$$\sigma_i \sigma_j = \sigma_j \sigma_i \text{ if } |i-j| \leq 2 \text{ and,}$$
$$\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \text{ for } i = 1, \ldots, n-2.$$
The pure braid group \( \mathcal{PB}_n \) is the subgroup of \( B_n \) consisting in mapping classes arising from homeomorphisms fixing the punctures pointwise.

**Definition 1.3.** We denote the mapping class group of the sphere with \( n \in \mathbb{N} \) punctures by \( M(0, n) \).

**Example 1.4** (2 and 3-punctured sphere). The mapping class group of the sphere with 3 points removed, denoted \( M(0, 3) \), is exactly \( S_3 \), the group of permutation of three elements. In the case of two punctures one has \( M(0, 2) = \mathbb{Z}/2\mathbb{Z} \).

The first non trivial example for closed surface is the torus, it is a main example as it inspires the general classification of mapping classes.

**Example 1.5** (Torus). Let \( T^2 \) be the torus (genus 1 closed surface). There is a surjective homomorphism:

\[
\text{Mod}(T^2) \to SL(2, \mathbb{Z})
\]

given by the action of mapping classes on \( H_1(T^2, \mathbb{Z}) \). By theorem it gives an isomorphism between \( \text{Mod}(T^2) \) and \( \text{PSL}(2, \mathbb{Z}) \), see [F-M, Theorem 2.5].

1.2. **Non semi-simple TQFTs.** In [BCGP], Blanchet–Costantino–Geer–Patureau construct a TQFT from the non semi-simple category \( \mathcal{C} \) of \( U_q^H s(2) \) weight modules. We present here a non exhaustive summary of the construction, recalling first what is a TQFT and what informations are provided by these theories. This part gives ideas before fixing concrete notations for the precise case of interest (which will be done rigorously in Section 3).

1.2.1. **Topological quantum field theory.**

**Definition 1.6** (Category of cobordisms). An oriented \((n + 1)\)-manifold \( M \) with boundary decomposed as \( \partial M = -\Sigma_1 \uplus \Sigma_2 \), where \( \Sigma_1, \Sigma_2 \) are oriented \( n \)-manifolds, and \(-\Sigma_1\) means \( \Sigma_1 \) with reversed orientation, is called a cobordism from \( \Sigma_1 \) to \( \Sigma_2 \). Given a cobordism \( M_1 \), from \( \Sigma_1 \) to \( \Sigma \), and a cobordism \( M_2 \), from \( \Sigma \) to \( \Sigma_2 \), one can glue these together along \( \Sigma \) to obtain a cobordism from \( \Sigma_1 \) to \( \Sigma_2 \). Let the category \( \text{Cob}_{n+1} \) be the one whose objects are the oriented \( n \)-manifolds, whose morphisms are equivalence classes of cobordisms, and where gluing plays the role of composition. Two cobordisms from \( \Sigma_1 \) to \( \Sigma_2 \) are called equivalent if they are isomorphic rel. boundary (i.e. the isomorphism is required to be the identity on \( \Sigma_1 \) and \( \Sigma_2 \)). Taking equivalence classes ensures that composition is associative, and the product manifold \([0, 1] \times \Sigma \) plays the role of the identity morphism of \( \Sigma \). Observe that this category has an involution (given by orientation reversal) and a monoidality structure (given by disjoint union).

**Remark 1.7.** This is the basic definition of the category of cobordisms. We usually restrict it to compact surfaces and allow richer cobordism. “Extra decorations” of cobordisms can be of the following types: cobordism containing a banded link, decorated points in the surface, or cohomology class associated with objects. Then an appropriate generalization of the notion of isomorphism of cobordism is required.

**Definition 1.8** ((2 + 1)-TQFT). Let \( \text{Cob}_{2+1} \) be the category of 3-dimensional cobordisms, and \( k \) be a commutative ring. A \((2 + 1)\)-TQFT is a functor:

\[
V: \text{Cob}_{2+1} \to k - \text{modules}
\]

satisfying:

- (Monoidality) \( V(\Sigma_1 \uplus \Sigma_2) = V(\Sigma_1) \otimes V(\Sigma_2) \).
- (Duality) \( V(-\Sigma_1) = V(\Sigma_1)^\ast \) where \( \ast \) stands for the dual module.
- (Unit) \( V(\emptyset) = k \).

Again this is the initial definition of a TQFT, while extra decorated cobordisms need an adapted definition of a TQFT functor.

**Remark 1.9** (Mapping class group representations). Let \( \Sigma \) be a surface, \( \Phi \) a diffeomorphism of it and \( V \) a \((2 + 1)\)-TQFT. The mapping cylinder of \( \Phi \) is the following manifold:

\[
I_\Phi = (\Sigma \times [0, 1])
\]
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Definition 1.10 (Tangles). A tangle with k inputs and l outputs is a finite system of disjoint smoothly embedded oriented arcs and circles in \( \mathbb{R}^2 \times [0, 1] \) such that the endpoints of the arcs are the points \((1, 0, 0), \ldots, (k, 0, 0)\) and \((1, 0, 1), \ldots, (l, 0, 1)\). The circles lie in \( \mathbb{R}^2 \times (0, 1) \).

A tangle is framed if it is equipped with a non-singular normal vector field equal in the endpoints of the arcs to the vector \((0, -1, 0)\).

Two (framed) \((k, l)\)-tangles \(L_1\) and \(L_2\) are said to be isotopic if \(L_1\) may be smoothly deformed into \(L_2\) staying in the class of (framed) \((k, l)\)-tangles during the deformation.

Remark 1.11. Braids are special types of tangles. Namely: a braid of \(B_n\) is a \((n, n)\)-tangle with no circle.

Definition 1.12 (Category of Tangles). The category of tangles \(\mathcal{T}\) is the category whose objects are non negative integers, and a morphism from \(k\) to \(l\) is a \((k, l)\)-tangle. Let \(f: k \to l\) and \(g: l \to m\), the morphism \(fg\) is represented by the tangle obtained by attaching \(f\) on the top of \(g\).

Definition 1.13 (Category of colored tangles). Let \(C\) be a category. A \(C\)-colored tangle is a tangle where every component is equipped with an object of \(C\). More precisely, the category of \(C\)-colored tangles \(\mathcal{T}_C\) is the category whose objects are finite sequences \(((V_1, \epsilon_1), \ldots, (V_m, \epsilon_m))\), where \(V_1, \ldots, V_m\) are objects of \(C\) and \(\epsilon_1, \ldots, \epsilon_m \in \{+, -\}\). A morphism \(\eta \to \eta'\) is an isotopy type of a \(C\)-colored framed tangle such that \(\eta\) (resp. \(\eta'\)) is the sequence of colors and directions of those tangles which hit the bottom (resp. top) boundary endpoints. (The sign + stands for the downward direction, while the – the upward.)

This category is monoidal. The tensor product of two sequences \(\eta\) and \(\eta'\) is given by the concatenation of sequences. The tensor product of two morphisms \(f\) and \(g\) is obtained by placing the colored framed tangle representing \(f\) to the left of the one representing \(g\).

The idea of Reshetikhin and Turaev is to use a category of modules over a quantum algebra that has nice enough properties allowing to build topological invariants of tangles. In this paper we are interested in quantum algebra arising from the Lie algebra \(\mathfrak{sl}(2)\). Let \(U_q\mathfrak{sl}(2)\) be the quantized deformation algebra arising from the enveloping algebra of \(\mathfrak{sl}(2)\) (this will be precised in what follows).

Theorem 1.14 (Reshetikhin-Turaev functor, [RT]). Let \(C\) be the category of \(U_q\mathfrak{sl}(2)\)-modules. There exists a monoidal functor \(\mathcal{RT}\) between \(\mathcal{T}_C\) and \(C\).

The above theorem is loosely stated as one must refine the category of \(U_q\mathfrak{sl}(2)\)-modules before applying the construction for it to work. We will see cases of \(U_q\mathfrak{sl}(2)\)-modules categories for which the theorem holds. Historically there are two \(U_q\mathfrak{sl}(2)\)-modules category (for infinite versions of \(U_q\mathfrak{sl}(2)\)) for which this theorem holds: the semi-simple theory first introduced in [RT], and the non semi-simple one introduced for instance in [CGP2]. For a categorical approach to the non semi-simple construction of a Reshetikhin-Turaev functor, see [DR], while in this work we are interested in the concrete \(U_q\mathfrak{sl}(2)\) case. This functor then also provides braid representations as braids are a sub-category of tangles.

1.2.3. Universal construction. From certain categories of quantum groups modules, the Reshetikhin – Turaev functor \(\mathcal{RT}\) (see Definition 1.14) provides invariants of links. The following is well known.

Theorem 1.15 (Lickorish – Wallace and Kirby Theorem). Any closed, orientable, connected 3-manifold may be obtained by performing Dehn surgery on a framed link in the 3-sphere with \(\pm 1\) surgery coefficients. Two framed links give the same manifold if and only if they are related by a series of Kirby moves.
We don’t give the definitions of Dehn surgery nor Kirby moves, see [BHMV] for instance. We want to emphasize that the $RT$ functor gives a quantum invariant of framed link that has been generalized in [RT2] to 3-manifold invariants, applying the above theorem. We call such invariants of manifolds quantum invariants by extension. In [RT2] the initial category of quantum groups modules is semi-simple.

In [BHMV], the authors present a universal construction of TQFT. Namely they suggest a technique to get a TQFT from a family of quantum invariants of three manifolds, using a natural pairing. The technique works with the Reshetikhin-Turaev invariants from [RT2] and gave rise to the semi-simple Reshetikhin-Turaev TQFT’s. In [CGP2] the authors succeed in constructing a quantum invariant from a non semi-simple category of quantum groups modules. An adaptation of the universal construction is performed in [BCGP] and provides a non semi-simple TQFT.

**Theorem 1.16 ([BCGP, Theorem 1.1]).** There exists a monoidal functor $\mathcal{V} : \text{Cob} \to \text{GrVect}$ from the category of decorated surfaces and decorated cobordisms to the category of finite dimensional $\mathbb{Z}$-graded vector spaces. This functor is built from the non semi-simple category $\mathcal{C}$ of $U_q^{\mu}\mathfrak{sl}(2)$ weight modules (defined in what follows, Section 3). The category $\mathcal{C}$ is used to decorate the cobordisms, see the definition of decorations in [BCGP, Subsection 3.3].

Moreover the mapping class group representations (Remark 1.9) preserve the grading.

The non semi-simplicity of $\mathcal{C}$ implies richer topological information than in the case of the classical Reshetikhin-Turaev TQFTs (semi simple). For instance, the following theorem about mapping class group representations is a strong improvement compared to the original Reshetikhin-Turaev TQFT’s.

**Theorem 1.17 ([BCGP, Theorem 1.3]).** The action of a Dehn twist along a non-separating curve of a surface $\Sigma$ has infinite order on $\mathcal{V}(\Sigma)$.

The latter suggests that the new family of representations of mapping class groups provided by the non semi-simple TQFTs is richer and one would be interested in the question of their faithfulness. We investigate a precise case in the following section. We end these recalls by a far from exhaustive presentation of the universal construction providing non semi-simple TQFTs from $RT$-functor.

**Remark 1.18 (One ingredient of the universal construction).** We present loosely the universal construction introduced in [BHMV] and performed in a more sophisticated way in [BCGP] giving rise to non semi-simple TQFTs.

Let $\Sigma$ be a surface, $V_1(\Sigma)$ be the complex vector space generated by all cobordisms between $\emptyset$ and $\Sigma$ and $\hat{V}_1$ the one generated by all cobordisms between $\Sigma$ and $\emptyset$. There is a pairing:

$$V_1(\Sigma) \times \hat{V}_1(\Sigma) \to \mathbb{C} \quad \langle C, C' \rangle \mapsto N_0^\varphi(C \Sigma C')$$

where $C \Sigma C'$ is the closed 3-dim manifold obtained by gluing $C$ and $C'$ along their common boundary, and $N_0^\varphi$ is the quantum invariant of closed manifold constructed in [CGP2]. By making the quotient of $V_1$ by the kernel of this pairing, one obtains the TQFT module associated to $\Sigma$. To deal with details of the pairing and of the quotient in the case of decorated cobordisms, one should follow [BCGP]. In what follows we will refer to [BCGP] notations to fit with the $\mathcal{C}$-decorated formalism.

1.3. Content of the paper. In Section 2 we present a point of view for $M(0, 4)$ using the mapping class group of the torus known to be isomorphic to $PSL(2, \mathbb{Z})$. We recall basics about this last group and then the construction relating the torus and the punctured sphere: the hyperelliptic involution. In Section 3 we construct explicitly the non semi-simple TQFT representation of $M(0, 4)$ using a trivalent graph basis. Then, comparing this representation with the one given by the hyperelliptic involution we show the faithfulness of the TQFT representation. In the last Section 4 we give a quick overview for sphere with more punctures, by relating their TQFT representations with quantum representations of braid groups.
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2. Hyperelliptic involution and $PSL(2,\mathbb{Z})$

In this section we present the hyperelliptic involution of the torus that will be used to study the mapping class group $M(0,4)$ using that of the torus, namely $PSL(2,\mathbb{Z})$. First we recall some property of $PSL(2,\mathbb{Z})$.

2.1. Recalls on representations of $PSL(2,\mathbb{Z})$. We consider the three following presentations of groups:

\begin{align*}
G_1 &= \langle a, b \mid aba = bab, \ (aba)^4 = 1 \rangle \\
G_2 &= \langle s, t \mid s^2 = t^3, \ t^4 = 1 \rangle \\
H &= \langle s, t \mid s^2 = t^3 = 1 \rangle
\end{align*}

and let $f$ be the following morphism:

\[
f : \begin{cases}
G_1 & \rightarrow SL(2,\mathbb{Z}) \\
\quad a & \mapsto A \\
\quad b & \mapsto B
\end{cases}
\]

with:

\[
A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}.
\]

Then $f$ is a homomorphism.

Fact 2.1.  
- The groups $G_1$ and $G_2$ are isomorphic, up to the following inverse substitutions:

\[
s = ab, \ t = aba \text{ and } a = s^{-1}t, \ b = t^{-1}s^2
\]

we call it $G$ from now on. Moreover the group $G$ is isomorphic to the quotient of the braid group $B_3$ by the central subgroup generated by $(\sigma_1\sigma_2\sigma_1)^4$.

- The group $H$ is isomorphic to the quotient of $G$ by the group generated by $s^3 = t^2$, so that it is isomorphic to the quotient of $B_3$ by its central subgroup $Z(B_3)$.

We introduce here the following matrices, in order to relate the different presentations to the matrix representation $f$:

\[
S = f(s) = AB = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}, \quad T = f(t) = ABA = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

We get $T^2 = -I_2$, so that $f$ provides a morphism $\tilde{f} : H \rightarrow PSL(2,\mathbb{Z})$.

Proposition 2.2. The morphisms $f : G \rightarrow SL(2,\mathbb{Z})$ and $\tilde{f} = H \rightarrow PSL(2,\mathbb{Z})$ are isomorphisms.

2.2. Hyperelliptic involution and punctured spheres. For the general case of the sphere with $n$ punctures, there is the following theorem, giving a general presentation of the mapping class group.

Theorem 2.3. If $n \geq 2$, then $M(0,n)$ admits a presentation with generators $\sigma_1, \ldots, \sigma_{n-1}$ together with the following defining relations:

\[
\begin{align*}
\sigma_i\sigma_j &= \sigma_j\sigma_i, & |i - j| &\geq 2 \\
\sigma_i\sigma_{i+1}\sigma_i &= \sigma_{i+1}\sigma_i\sigma_{i+1} \\
(\sigma_1\sigma_2\cdots\sigma_{n-1})^n &= 1 \\
\sigma_1\cdots\sigma_{n-2}\sigma_{n-1}\sigma_{n-2}\cdots\sigma_1 &= 1
\end{align*}
\]

In the above theorem, $\sigma_i$ corresponds to the half Dehn twist along some arc relating $p_i$ and $p_{i+1}$, for $i = 1, \ldots, n - 1$. We will sometimes refer to these generators as braid generators, as they satisfy the braid relations. We define the half Dehn twists involved in the above theorem.

Definition 2.4 (Half Dehn twist). Let $\alpha$ be an arc in a surface $M$ having endpoints in a subset $Q \subset M$. By half Dehn twist along $\alpha$ we mean the homeomorphism:

\[
\tau_\alpha : (M,Q) \rightarrow (M,Q)
\]

which is obtained as the result of the isotopy of the identity map $\text{Id} : M \rightarrow M$ rotating $\alpha$ in $M$ about its midpoint by the angle $\pi$ in the direction provided by the orientation of $M$. The half-twist $\tau_\alpha$ is the identity outside a small neighborhood of $\alpha$ in $M$. 
In the next example we present the hyperelliptic involution representation of the mapping class group of the sphere with four punctures. This will be used extensively to show the faithfulness of the non semi-simple TQFT representation later on.

**Example 2.5** (Sphere with 4 punctures). This example is treated in [AMU, Section 2.2.5], but we mainly follow [AMU] which provides matrices for generators that will be useful to study the representations.

The idea is to study $M(0, 4)$ from the torus. Think of the torus as the square with opposite faces identified, say that the left lower vertex is in $\begin{pmatrix} 0 \\ 0 \end{pmatrix}$. Let $\iota$ be the $\pi$-rotation fixing the square, and having four fixed points $\left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1/2 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1/2 \end{pmatrix}, \begin{pmatrix} 1/2 \\ 1/2 \end{pmatrix} \right)$, we call it the hyperelliptic involution. The quotient of the torus by the action of $\iota$ is an orbifold that is topologically a sphere with 4 ramified points. We will use this sphere with four marked points allowing relations with the well known mapping class group of the torus.

Let $A \in SL(2, \mathbb{Z})$ be a matrix, $v \in \left( \frac{1}{2} \mathbb{Z} \right)^2$ be a vector, and $\phi_{A,v}$ be the transformation of $\mathbb{R}^2$:

$$x \mapsto Ax + v.$$ 

This defines a diffeomorphism of $T^2 = \mathbb{R}^2/\mathbb{Z}^2$ commuting with $\iota = -\text{Id}$. We keep the notation $\phi_{A,v}$ to designate the diffeomorphism of the quotient $T^2/\{\pm\text{Id}\}$, the 4-punctured sphere. By Theorem 3.1 of [AMU], this association is surjective. More precisely, all the braid generators of $M(0, 4)$, (from Theorem 2.3), are reached by diffeomorphisms of the form $\phi_{A,v}$. The study of the kernel is given by the exact sequence of [AMU, Corollary 3.3]:

$$1 \to N \to M(0, 4) \to PSL(2, \mathbb{Z}) \to 1$$

where a mapping class coming from some $\phi_{A,v}$ is sent to the matrix $\pm A \in PSL(2, \mathbb{Z})$, and $N = \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$.

Moreover, from [F-M, Proposition 2.7], the sequence splits so that $M(0, 4)$ is the semi-direct product $PSL(2, \mathbb{Z}) \rtimes N$.

The latter is done in a more explicit manner in [Bin] using the general presentation of the mapping class groups of punctured spheres. Namely, from Theorem 2.3 we get the following presentation for $M(0, 4)$. Let $\sigma_1, \sigma_2, \sigma_3$ be the three generators together with the following relations:

\begin{align*}
(1) & \quad \sigma_1 \sigma_3 = \sigma_3 \sigma_1 \\
(2) & \quad \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2 \\
(3) & \quad \sigma_3 \sigma_2 \sigma_3 = \sigma_2 \sigma_3 \sigma_2 \\
(4) & \quad (\sigma_1 \sigma_2 \sigma_3)^4 = 1 \\
(5) & \quad \sigma_1 \sigma_2 \sigma_3^2 \sigma_1 = 1
\end{align*}

Let $G$ be the subgroup of $M(0, 4)$ generated by $\sigma_1$ and $\sigma_2$, and let $N$ be the subgroup generated by $a = \sigma_1 \sigma_3^{-1}$ and $b = \sigma_2 \sigma_1 \sigma_3^{-1} \sigma_2^{-1}$.

**Lemma 2.6** ([Bin, Lemma 5.4.1]). The group $M(0, 4)$ is the semi direct product of the normal subgroup $N$ and the subgroup $G$.

Then one gets that $G$ is isomorphic to $PSL(2, \mathbb{Z})$ under the following association:

$$\sigma_1 \leftrightarrow A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad \sigma_2 \leftrightarrow B = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}.$$ 

It is easy to check that elements $a$ and $b$ commute and are of order 2 by simple applications of Relations (1). This gives that $N$ is isomorphic to $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$.

### 3. TQFT-representations of $M(0, 4)$.

To construct the non semi-simple TQFT we need, as a ground tool, the algebra $\tilde{U}_q^{H} \mathfrak{s}(2)$ and some modules of it. These objects are first introduce in [3.1]. Then we construct the representation of $M(0, 4)$ in [3.2] using an explicit basis. Lastly, in [3.3] we show that the obtained representation is faithful.
3.1. $\mathcal{U}_q \mathfrak{sl}(2)$-modules. Here is a first definition of the quantum enveloping algebra of the Lie algebra $\mathfrak{sl}(2)$.

**Definition 3.1 (\(U_q\mathfrak{sl}(2)\)).** Let $q$ be a complex parameter. We define $U_q = U_q(\mathfrak{sl}(2))$ as the $\mathbb{C}$-algebra generated by the four generators $E, F, K, K^{-1}$ together with relations:

$$KK^{-1} = K^{-1}K = 1$$
$$KEK^{-1} = q^2 E, \quad KFK^{-1} = q^{-2} F$$
$$[E, F] = \frac{K - K^{-1}}{q - q^{-1}}.$$

$U_q$ is endowed with a coalgebra structure, with coproduct $\Delta$ and counit $\epsilon$ defined as follows:

$$\Delta(E) = 1 \otimes E + E \otimes K, \quad \Delta(F) = K^{-1} \otimes F + F \otimes 1$$
$$\Delta(K) = K \otimes K, \quad \Delta(K^{-1}) = K^{-1} \otimes K^{-1}$$
$$\epsilon(E) = \epsilon(F) = 0, \quad \epsilon(K) = \epsilon(K^{-1}) = 1$$

and with an antipode defined as follows:

$$S(E) = EK^{-1}, \quad S(F) = -KF, \quad S(K) = K^{-1}, \quad S(K^{-1}) = K.$$

This turns $U_q$ into a Hopf algebra.

We present now a slightly modified version of the quantum enveloping algebra of $\mathfrak{sl}(2)$, that is presented in large details in [CGP1] for instance. From now on, let $q$ be a root of unity of pair degree: i.e. such that $q^{2r} = 1$ for some integer $r \geq 2$.

Let $U^H_q \mathfrak{sl}(2)$ be the $\mathbb{C}$-algebra $U_q$ of Definition 3.1 improved with one more generator $H$, so given by generators $E, F, K, K^{-1}, H$ and the relations from $U_q$ together with relations:

$$HK = KH,$$
$$[H, E] = 2E, \quad [H, F] = -2F.$$

The Hopf algebra structure of $U^H_q \mathfrak{sl}(2)$ comes from the one of $U_q$ extended by:

$$\Delta(H) = H \otimes 1 + 1 \otimes H, \quad \epsilon(H) = 0, \quad S(H) = -H.$$

**Definition 3.2 ($\mathcal{U}^H_q \mathfrak{sl}(2)$ braiding, [CGP1 Subsection 2.2]).** Let $\mathcal{C}$ be the category of finite dimensional weight $U^H_q \mathfrak{sl}(2)$-modules, and let $V$ and $W$ be two elements of this category. Let $R$ be the $R$-matrix defined by Ohtsuki in [Oht] with the expression that can be found in [CGP1] Equation (5)]. It is not an element of $U^H_q \mathfrak{sl}(2) \otimes U^H_q \mathfrak{sl}(2)$ as it is not a universal $R$-matrix, but it yields an operator on $V \otimes W$ as follows:

$$R = q^{H \otimes H} \sum_{n=0}^{r-1} \frac{1}{n!} q^{n(n-1)/2} E^n \otimes F^n,$$

where the action $q^{H \otimes H}$ is described for $v$ and $v'$, two weight vectors of weights $\lambda$ and $\lambda'$, respectively as follows:

$$q^{H \otimes H}(v \otimes v') = q^{\lambda \lambda'} v \otimes v'.$$

This way, $R$ is a well defined linear map, and gives rise to a braiding:

$$c_{V, W} : \begin{array}{c} V \otimes W \rightarrow W \otimes V \\ v \otimes w \mapsto \tau(R(v \otimes x)) \end{array}$$

where $\tau$ is defined by $\tau(v \otimes w) = w \otimes v$. 


The above definition uses quantum numbers defined as follows.

**Definition 3.4.** For \( n \in \mathbb{N} \):
\[
\{x\} = q^x - q^{-x} \quad \text{and} \quad \{n\}! = \{n\}\{n-1\}\cdots\{1\},
\]
where we use the notation \( q^{x} = e^{x\sqrt{-1}} \).

We focus on a special class of finite dimensional weight modules, the one we will use for the quantum representations construction below. For each \( \lambda \in \mathbb{C} \) there exists a unique \( U^H_q \mathfrak{sl}(2) \)-module \( V_\lambda \) which is \( r \)-dimensional and of highest weight \( \lambda + r - 1 \). The module \( V_\lambda \) has a basis \( \{e^\lambda_0, \ldots, e^\lambda_{r-1}\} \) whose action is given by
\[
H.e^\lambda_i = (\lambda + r - 1 - 2i)e^\lambda_i, \quad E.e^\lambda_i = \frac{\{i\}\{i-\lambda\}}{\{1\}^2} e^\lambda_{i-1}, \quad F.e^\lambda_i = e^\lambda_{i+1}.
\]

The module \( V_\lambda \) is called **typical** if \( \lambda \in (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \), **atypical** otherwise. If \( V_\lambda \) is typical then it is simple, and is generated (as a module) by any of the basis vectors \( e^\lambda_0 \). For an eigenvector for the action of \( H \) (the \( e^\lambda_0 \)'s for instance) we call a weight its eigenvalue. One remarks from the expression of the action that the weights decrease 2 by 2 from \( e^\lambda_0 \) of weight \( \lambda + r - 1 \), to \( e^\lambda_{r-1} \) of weight \( \lambda - r + 1 \) and so on, so that \( \lambda \) is the "middle weight" of \( V_\lambda \).

Let \( V_\lambda \) be the module of "middle" weight \( \lambda \) and of dimension \( r \), for a \( \lambda \in \mathbb{C} \) and \( \{e^\lambda_0, e^\lambda_1, \ldots, e^\lambda_{r-1}\} \) its standard basis.

**Definition 3.5.** Let \( \lambda \) and \( \mu \) be elements of \( \mathbb{C} \). We define the morphism \( \mathcal{R} \) from \( V_\lambda \otimes V_\mu \) to \( V_\mu \otimes V_\lambda \) as follows:
\[
\mathcal{R}(\lambda, \mu) = cv_{\lambda, \nu}.
\]

This operator \( \mathcal{R} \) used as an R-matrix, provides the braid representations arising from the \( \mathcal{RT} \)-functor.

### 3.2. Construction of the representation for \( M(0,4) \)

We follow [BCGP] to give a basis of the vector space associated via the non semi-simple TQFT functor to the sphere with 4 punctures. The definitions of typical module of \( U^H_q \mathfrak{sl}(2) \) can be found in Section 3.1 while tools as Clebsch-Gordan quantum coefficients and 6j-symbols are taken from [C-M, CGP2]. From now on, we let \( S_4 \) be the sphere containing four marked points \( p_1, p_2, p_3, p_4 \). In order to compute the TQFT, we shall decorate the punctures using \( U^H_q \mathfrak{sl}(2) \) simple modules parametrized by complex numbers. Let \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) be complex parameters in \( (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \), considering \( q \) to be a root of unity such that \( q^{2r} = 1 \). We recall from Section 3.1 that \( \mathcal{C} \) designates the category of \( U^H_q \mathfrak{sl}(2) \) weight modules. Let \( S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) be \( S_4 \) decorated by modules \( V_{\lambda_i} \in \mathcal{C} \) associated to each \( p_i \), with \( i = 1, 2, 3, 4 \) (to fit with the decorated formalism [BCGP] Subsection 3.3). See Section 3.1 for the definition of the \( V_{\lambda_i} \)'s. If \( V = ((V_{\lambda_1}, +), (V_{\lambda_2}, +), (V_{\lambda_3}, +), (V_{\lambda_4}, +)) \), then \( S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) refers to the sphere with four punctures decorated by \( V \), namely \( S_{\mathcal{C}}^V \) using notations from Section 6.1 of [BCGP]. We outline the construction.

**Proposition 3.6 ([BCGP] Proposition 6.1).** Let \( V(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) be the 0-graded vector space associated to \( S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) via the non semi-simple TQFT functor \( \mathcal{V} \) (from Theorem 1.16). Algebraically, the space \( V(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) is isomorphic to \( \text{Hom}_\mathcal{C}(I, F(V)) \) where \( F(V) = V_{\lambda_1} \otimes V_{\lambda_2} \otimes V_{\lambda_3} \otimes V_{\lambda_4} \) is a module of \( \mathcal{C} \), and \( I \) the identity object of \( \mathcal{C} \), namely the one dimensional \( U^H_q \mathfrak{sl}(2) \)-module.

**Idea of the proof.** The idea of this proposition is that the space \( V(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) provided by the universal construction is generated by cobordisms between the empty set and \( S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) (Remark 1.18). This corresponds to \( \mathcal{C} \)-decorated ribbon tangles embedded inside the 3-dimensional ball having \( S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) as boundary (tangles ending at punctures). Then the \( \mathcal{RT} \)-functor fully interprets these ribbon tangles as elements of \( \text{Hom}_\mathcal{C}(I, F(V)) \).

\[ \square \]
To transform a vector $v$ of $V(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ under the action of an element of the mapping class group one must just glue the corresponding mapping cylinder to the $S_2(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ at the extremity of the vector $v$ (interpreted as a cobordism) so to get a new cobordism between the empty set and $S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ defined to be the image of $v$ under the mapping class action. The latter corresponds to the gluing of a ribbon sphere braid to the ribbon tangle corresponding to $v$. The ribbon aspect of the theory forces one to work with arrows instead of punctures $p_1, \ldots, p_4$, as extremities of ribbons are arrows. Then one must consider mapping classes fixing the arrows at the punctures, which correspond to mapping classes of the sphere with boundary components instead of punctures, but one can verify the following remark allowing us to deal with the whole mapping classes of the punctured sphere.

**Remark 3.7.** A simple full Dehn twist around one puncture colored by a $U_q^{H} sl(2)$ simple module gives a full twist to the arrow. In terms of morphism of the category $\mathscr{C}$, this corresponds (through the RT-functor) to a morphism from a simple module to itself. By Schur’s Lemma, such morphism is diagonal.

Hence, a solution to avoid a restriction of the mapping class group is to consider the projective representations over the TQFT space $V(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ associated with $S_4(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$, keeping simple punctures and forgetting the arrows at punctures. We will stick to this from now on and until the end of this section. In this framework of projective representations, it is not necessary to consider ribbons anymore, we simply consider $\mathscr{C}$-colored tangles. We introduce $\mathscr{C}$-decorated trivalent graphs that will determine a basis of the TQFT later on.

**Definition 3.8 (H and I graphs).** Let $H(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta)$ be the decorated graph on the left of Figure 1 embedded into the 3-dimensional ball having the punctures $p_i$’s as endpoints in $S_4$ - the boundary of the ball. In this graph, $\beta$ is another complex parameter. A decoration $\lambda \in \mathbb{C}$ refers to the module $V_\lambda$. In Figure 1, the graph $I(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \gamma)$ is also represented on the right, which corresponds to another vector of $V(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ used below. In what follows, we use a graph $G$ to refer to its image $V(G) \in \text{Hom}_{\mathscr{C}}(\mathbb{I}, F(V))$ if no confusion arises in equations.

![Figure 1. Graphs $H(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta)$ and $I(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \gamma)$](image)

**Remark 3.9.** As we only consider simple-module coloring of punctures, we can use the Clebsch-Gordan decomposition of tensor products of simple modules (see [C-M, Section 1.3]) to establish a correspondence between $\mathscr{C}$-tangles and admissible trivalent graphs embedded in the ball, colored with elements of $\mathscr{C}$ and ending at punctures. The word *admissible* refers here to the fact that the trivalent graphs must satisfy a relation at each node provided by the Clebsch-Gordan formula. Indeed, let $V_a$ and $V_b$ be two typical modules of middle weights $a$ and $b \in (\mathbb{C}\setminus \mathbb{Z}) \bigcup r\mathbb{Z}$. For $a, b \in \mathbb{C}$ generic, it holds: $V_a \otimes V_b = \bigoplus_{a+b-c \in H_r} V_c$ with $H_r = \{r-1, r-3, \ldots, -r+1\}$, and any $U_q^{H} sl(2)$ module map $V_c \rightarrow V_a \otimes V_b$ is a scalar multiple of the inclusion map of $V_c$ into $V_a \otimes V_b$ given in Theorem 1.7 of [C-M].

From Proposition 3.6 and from the construction of the TQFT functor $\mathbf{V}$ from [BCGP] presented in Theorem 1.16 one can check the following fact:
Fact 3.10 (H graphs basis). Let \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) be the 0-graded TQFT space associated with \( S_4(\lambda_1, \ldots, \lambda_4) \) by functor \( \mathcal{V} \) (Theorem 1.10). Then \( \mathcal{V} \) is isomorphic to the vector space generated by all \( \mathcal{C} \)-decorated trivalent graphs inside the ball having ends at punctures, modulo the whole set of Relations (N a–j) of [CGP2, Section 2.2]. Moreover a basis of \( \mathcal{V} \) is given by the set of all graphs \( \mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta) \) satisfying the node condition (or admissible condition), namely that the sum of parameters arriving to each vertex must be in \( H_r \).

Idea of the proof. The first step would be to interpret \( \mathcal{C} \)-decorated tangles embedded in the ball (decorated cobordisms from the empty set to the sphere) as \( \mathcal{C} \)-decorated trivalent graphs. This fact is an inherent tool in the quantum-module category \( \mathcal{C} \) and is a classical property of the non semi-simple \( RT \)-functor. It works the same for quantum invariants of manifolds from [CGP2]. Namely, from the decomposition of tensor products of simple objects given by the Clebsch-Gordan formula (Remark 3.9), one obtains the formula of \( \mathcal{C} \)-graphs yields a basis of this space of graphs.

One can check that Relations (N a–j) from [CGP2, Section 2.2] ensure that this family of graphs generates \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) (i.e. that any admissible trivalent graph can be expressed as a linear combination of the \( \mathcal{H} \) graphs using these relations).

There is a little more work to get that the family is linearly independent. For instance, in the proof of [BCGP, Proposition 6.1], the pairing:

\[
\text{Hom}_\mathcal{C}(\mathbb{I}, F(V)) \times \text{Hom}_\mathcal{C}(F(V), \mathbb{I}) \to \mathbb{C}
\]

is shown to be non-degenerate (as \( F(V) \) is a projective \( U_q\mathfrak{sl}(2) \)-module). The pairing corresponds - in terms of cobordisms - to the one (schematically) presented in Remark 1.18. One can compute it using \( \mathcal{H} \) graphs and their dual graphs corresponding to elements of \( \text{Hom}_\mathcal{C}(F(V), \mathbb{I}) \) and deduce the linear independence of these families.

This type of proof is performed in [BCGP, Section 6.3] to give a basis for the TQFT of empty surfaces. \( \square \)

Remark 3.11 (I graphs basis). The graphs \( \mathcal{I}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \gamma) \) correspond to another basis of \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \), with the admissible values for \( \gamma \) (see Remark 3.15 below for instance).

In our case, the node conditions (“admissible conditions”) are the following ones:

\[
\lambda_1 + \lambda_2 - \beta \in H_r
\]

\[
\lambda_3 + \lambda_4 + \beta \in H_r,
\]

so a basis of \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) is given by the set \( \{ \mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta) \} \) with all possible parameters \( \beta \) such that Conditions 6 and 7 are satisfied.

Notations (0-graded, level 2 TQFT). We suppose from now on that \( r = 2 \), then \( H_r = \{-1, +1\} \). Suppose also that \( \lambda_4 = -(\lambda_1 + \lambda_2 + \lambda_3) \), then we are left with three free parameters, namely \( \lambda_1, \lambda_2, \lambda_3 \). This set-up corresponds to the 0-graded TQFT in the case \( r = 2 \) (often referred to as the “level 2” non semi-simple TQFT), we denote the corresponding 0-graded space \( \mathcal{V}(\lambda_1, \ldots, \lambda_4) \).

There are two possible graphs given by the two possible values for \( \beta \). Let:

\[
\beta_+ = \lambda_1 + \lambda_2 + 1
\]

\[
\beta_- = \lambda_1 + \lambda_2 - 1.
\]

We use the notations \( \mathcal{H}_+(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) and \( \mathcal{H}_-(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) to refer to the graphs \( \mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta) \) with \( \beta = \beta_+ = \lambda_1 + \lambda_2 + 1 \) and \( \beta = \beta_- = \lambda_1 + \lambda_2 - 1 \) respectively; and \( \mathcal{I}_+(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) and \( \mathcal{I}_-(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) for the graphs \( \mathcal{I}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \gamma) \) with \( \gamma = \gamma_+ = \lambda_1 + \lambda_4 + 1 \) and \( \gamma = \gamma_- = \lambda_1 + \lambda_4 - 1 \) respectively. We could have removed \( \lambda_4 \) from the arguments, as \( \lambda_4 \) is fixed, depending on the other arguments. This fact remains true even when we permute punctures, so that it permutes colors of the graphs, but the last argument will always be the opposite of the sum of the others, as \( \lambda_4 = -\sum_{j \neq i} \lambda_j \) for \( i = 1, 2, 3, 4 \).

From Relations (N a–j) [CGP2, Section 2.2] and mentioned to define \( \mathcal{V} \), we will need three of them to build the representation that we recall in the three following propositions.
Proposition 3.12 ([CGP2] Equation (N i))). The following equality holds in $\mathcal{V}(\lambda_1, \ldots, \lambda_4)$:

$$a \begin{array}{c}
\lambda \mu \\
\beta
\end{array} b = \sum_{\gamma \in \alpha + \beta + \mathcal{H}_r} d(\gamma) \begin{array}{c}
\lambda_1 & \lambda_2 & \lambda_1 + \lambda_2 \pm \epsilon \\
\lambda_3 & -\lambda_4 & \lambda_1 + \lambda_4 \pm \epsilon
\end{array} \begin{array}{c}
\gamma \\
\beta
\end{array}$$

where graphs are considered to be the same outside the part of the picture drawn in the small ball considered here.

Proposition 3.13 ([CGP2] Equation (N j))). There is the change of basis formula (between $\mathcal{H}$ and $\mathcal{I}$) that is obtained using what we call 6j-symbols as follows:

$$\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4) = \sum_{\epsilon = \pm 1} d(\lambda_1 + \lambda_4 + \epsilon) \begin{array}{c}
\lambda_1 & \lambda_2 & \lambda_1 + \lambda_2 \pm \epsilon \\
\lambda_3 & -\lambda_4 & \lambda_1 + \lambda_4 \pm \epsilon
\end{array} \mathcal{I}_r(\lambda_1, \lambda_2, \lambda_3, \lambda_4).$$

where:

$$\begin{vmatrix}
 j_1 & j_2 & j_3 \\
 j_4 & j_5 & j_6
\end{vmatrix} = (-1)^{r-1 + B_{165}} \frac{B_{345}!}{B_{246}!} \frac{B_{123}!}{B_{165}!} \begin{vmatrix}
 j_3 + r - 1 & j_3 + r - 1 \\
 A_{123} + 1 - r & B_{354}
\end{vmatrix}^{-1} \times \sum_{z=m}^{M} (-1)^z \begin{vmatrix}
 A_{165} + 1 & B_{156} + z \\
 j_5 + z + r & B_{264} + B_{345} - z
\end{vmatrix} \begin{vmatrix}
 B_{264} & B_{156} \\
 B_{264} & B_{402}
\end{vmatrix}$$

where $A_{xyz} = \frac{j_x + j_y + j_z + 3(r-1)}{2}$, $B_{xyz} = \frac{j_x + j_y - j_z + r - 1}{2}$, $m = \max(0, \frac{1}{2}(j_1 + j_2 - j_3 - j_4))$ and $M = \min(B_{345}, B_{165})$.

Proposition 3.14 ([CGP2] Equation (N g))). The following equality holds in $\mathcal{V}(\lambda_1, \ldots, \lambda_4)$:

$$\begin{array}{c}
\lambda \\
\mu
\end{array} \circ \begin{array}{c}
\lambda
\\
\beta
\end{array} = q^{-\lambda^2 - \mu^2 + \beta^2 + (r-1)} \times \begin{array}{c}
\lambda \\
\mu
\end{array} \circ \begin{array}{c}
\lambda \\
\beta
\end{array}$$

where we suppose that the graphs are the same everywhere outside the small ball drawn here.

Remark 3.15. We have the following equality, given by an obvious symmetry:

Using the notations introduced above, we get: $\mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta) = \mathcal{I}(\lambda_1, \lambda_4, \lambda_3, \lambda_4, \beta)$.

The last three properties allow us to compute the action in the $\mathcal{H}$ basis.

Proposition 3.16. The action of standard generators $\sigma_1, \sigma_2, \sigma_3$ of $M(0, 4)$ (Example 2.5) over $\mathcal{V}(\lambda_1, \ldots, \lambda_4)$ in the $\mathcal{H}$-basis are given by the following formulas:

$$\sigma_1(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) = q^{-\lambda_1^2 - \lambda_2^2 + \beta^2 + (r-1)} \mathcal{H}_\pm(\lambda_2, \lambda_1, \lambda_3, \lambda_4),$$

$$\sigma_3(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) = q^{-\lambda_1^2 - \lambda_2^2 + \beta^2 + (r-1)} \mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4).$$
and:
\[
\sigma_2(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) = f_{2,+}^\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + f_{2,-}^\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4)
\]
where:
\[
f_{2,+}^\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) = \left( \sum_{\gamma = \lambda_1^\pm \lambda_4 \pm 1} \frac{d(b_+)d(\gamma)q^{-\lambda_2^2 - \lambda_3^2 + \gamma^2 + (r-1)}}{\lambda_1 \lambda_4 - \lambda_3 b_+ | \lambda_1 \lambda_2 \beta_{\pm}} \right)
\]
\[
f_{2,-}^\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) = \left( \sum_{\gamma = \lambda_1^\pm \lambda_4 \pm 1} \frac{d(b_-)d(\gamma)q^{-\lambda_2^2 - \lambda_3^2 + \gamma^2 + (r-1)}}{\lambda_1 \lambda_4 - \lambda_3 b_- | \lambda_1 \lambda_2 \beta_{\pm}} \right)
\]

Proof. The idea to get the images of half-Dehn twists by the TQFT is to apply the twist to the graphs \( \mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) corresponding to basis vectors.

**Remark 3.17.** Suppose that the twist involves a permutation \( \tau \) of the punctures. Let \( \tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) be \( (\lambda_{\tau(1)}, \ldots, \lambda_{\tau(4)}) \) for \( \tau \in \mathfrak{S}_4 \). We want to express the obtained graph in terms of the vectors \( \mathcal{H}_\pm(\tau(\lambda_1, \lambda_3, \lambda_2, \lambda_4)) \) which yield a basis of the TQFT space \( \mathcal{V}(\tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) \) associated to the punctured sphere with permuted punctures.

This is done using the rules presented above. We use notations of Proposition 2.3 for the generators of \( M(0,4) \). As \( \sigma_1 \) refers to the half-Dehn twist along \([p_1, p_2]\), we get that:
\[
\sigma_1(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) = q^{-\lambda_2^2 - \lambda_3^2 + \beta^2 + (r-1)/4} \mathcal{H}_\pm(\lambda_2, \lambda_1, \lambda_3, \lambda_4)
\]
with \( \beta_{\pm} \) defined above.

In terms of graphs, the latter is illustrated below.

\[
\sigma_1(\mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta)) = q^{-\lambda_2^2 - \lambda_3^2 + \beta^2 + (r-1)/4} \mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)
\]

which is straightforward from Proposition 3.14.

The same works for \( \sigma_4 \) so that one obtains:
\[
\sigma_4(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) = q^{-\lambda_3^2 - \lambda_4^2 + \beta^2 + (r-1)/4} \mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)
\]

To compute \( \sigma_2 \) which corresponds to the half Dehn-twist along \([p_2, p_3]\), there is a little more work. The shortest way to express \( \sigma_2(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) \) in terms of graphs \( \mathcal{H}_\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \) is to pass through the \( \mathcal{I} \) graphs as follows:
\begin{align*}
\sigma_2(\mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta)) &= \\
&= \sum_{\gamma = \lambda_1 + \lambda_4 \pm 1} d(\gamma) \begin{vmatrix}
\lambda_1 & \lambda_2 & \beta \\
\lambda_3 & -\lambda_4 & \gamma
\end{vmatrix} \\
&= \sum_{\gamma = \lambda_1 + \lambda_4 \pm 1} q^{-\frac{\lambda_2^2 - \lambda_3^2 + \gamma^2 + (r-1)}{4}} d(\gamma) \begin{vmatrix}
\lambda_1 & \lambda_2 & \beta \\
\lambda_3 & -\lambda_4 & \gamma
\end{vmatrix} \begin{vmatrix}
\lambda_1 & \lambda_4 & \gamma \\
\lambda_2 & -\lambda_3 & b_+ \\
\lambda_1 & \lambda_4 & \gamma \\
\lambda_2 & -\lambda_3 & b_-
\end{vmatrix} \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4)
\end{align*}

The second equality comes from Proposition 3.12 while the last one from Proposition 3.14. The last graph must be expressed then back in terms of \( \mathcal{H}_\pm(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \) using Proposition 3.13. Finally, we get the following expression for \( \sigma_2(\mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \beta)) \):

\begin{align*}
\sigma_2(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) &= \\
&= \left( \sum_{\gamma = \lambda_1 + \lambda_4 \pm 1} d(b_+)(d(\gamma)q^{-\frac{\lambda_2^2 - \lambda_3^2 + \gamma^2 + (r-1)}{4}}) \begin{vmatrix}
\lambda_1 & \lambda_4 & \gamma \\
\lambda_2 & -\lambda_3 & b_+
\end{vmatrix} \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \right) \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4)
\end{align*}

We reorganize terms in order to get a more readable formula for the image of both vectors \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) expressed in the basis we were looking for:

\begin{align*}
\sigma_2(\mathcal{H}_\pm(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) &= \\
= &\left( \sum_{\gamma = \lambda_1 + \lambda_4 \pm 1} d(b_+)(d(\gamma)q^{-\frac{\lambda_2^2 - \lambda_3^2 + \gamma^2 + (r-1)}{4}}) \begin{vmatrix}
\lambda_1 & \lambda_4 & \gamma \\
\lambda_2 & -\lambda_3 & b_+
\end{vmatrix} \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4) \right) \mathcal{H}_+(\lambda_1, \lambda_3, \lambda_2, \lambda_4) + \mathcal{H}_-(\lambda_1, \lambda_3, \lambda_2, \lambda_4)
\end{align*}

Using these descriptions of the action of \( \sigma_i \), for \( i = 1, 2, 3 \), over \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) we associate to it an operator in \( PGL(\mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4), \mathcal{V}(\tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4))) \) with \( \tau = \text{perm}(\sigma_i) = (i, i + 1) \in \mathfrak{S}_4 \) permuting variables the way \( \sigma_i \) permutes punctures. As we are not dealing with endomorphisms, we don’t have a
representation of the mapping class group, but a projective one over \( \mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \otimes \mathbb{C} [\mathcal{S}_4] \). The latter is the induced representation of the pure mapping class group (consisting in the Torelli group made of mapping classes not permuting punctures), and uses a basis \( \{ \mathcal{H}_ \pm (\tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4)), \tau \in \mathcal{S}_4 \} \) consisting in graphs \( \mathcal{H}_\pm \) with colors permuted by permutations of \( \mathcal{S}_4 \).

**Definition 3.18.** We define the following representation:

\[
\Phi : \begin{cases} 
M(0,4) & \to \ PGL(\mathcal{V}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \otimes \mathbb{C} [\mathcal{S}_4]) \\
\sigma_i & \mapsto \Phi(\sigma_i)
\end{cases}
\]

where:

\[
\Phi(\sigma_i) : \mathcal{H}_\pm (\tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) \mapsto f_{i,+}^\pm (\tau(\lambda_1, \lambda_2, \lambda_2, \lambda_4)) \mathcal{H}_+ \left( (i, i + 1) \circ \tau (\lambda_1, \lambda_2, \lambda_3, \lambda_4) \right) \\
+ f_{i,-}^\pm (\tau(\lambda_1, \lambda_3, \lambda_2, \lambda_4)) \mathcal{H}_- \left( (i, i + 1) \circ \tau (\lambda_1, \lambda_2, \lambda_3, \lambda_4) \right).
\]

**Remark 3.19** (Normalization). As we are considering a projective action, we are going to normalize the representation canceling some factors. We will simplify quadratic terms interpreted as framing information by the \( \mathcal{RT} \)-functor and that we don’t take into consideration in this work. All the quadratic terms in \( \lambda_i \), for \( i = 1, 2, 3, 4 \), appear as factors of the operators. For instance in the expression of \( \sigma_1 (\mathcal{H}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, 0)) \), there is only \( \beta^2 \) depending on the basis vector, so that the associated operator has \( \frac{q^{-\beta^2}}{2} \) as factor. For \( \sigma_2 \) we see that in the coefficients \( q^{-\frac{\lambda_1 - \lambda_2}{2} + \tau (r - 1)} \), there is only \( \gamma^2 \) that varies with the basis vector. After developing both possible expressions for \( \gamma \), we remark that \( q^{-\frac{\lambda_1 - \lambda_2}{2} + \tau (r - 1) + (\lambda_1 + \lambda_3)^2 + 1} \) factors the expression. For \( \sigma_3 \), we factorize by \( q^{-\frac{\lambda_1 - \lambda_2}{2} + \tau (r - 1) + (\lambda_1 + \lambda_3)^2 + 1} \), so that we modify slightly the representation getting rid of these factor coefficients in the expression of matrices of the corresponding operators.

After the computation of the \( 6j \)-symbols, we get matrices at level \( r = 2 \), replacing \( \lambda_4 \) by \( -(\lambda_1 + \lambda_2 + \lambda_3) \).

We make the change of variables: \( A_i = q^{2\lambda_i} \) for \( i = 1, 2, 3 \) and we end up with the following expressions:

\[
M_1(A_1, A_2, A_3) = Mat_{\mathcal{B}_{(1, 1, 1)}} \Phi(\sigma_1) = \begin{pmatrix} \sqrt{A_1 A_2} & 0 \\ 0 & \frac{1}{\sqrt{A_1 A_2}} \end{pmatrix}
\]

\[
M_2(A_1, A_2, A_3) = Mat_{\mathcal{B}_{(2, 2, 2)}} \Phi(\sigma_2) = (A_2 A_3 - 1) \begin{pmatrix} -(1 + A_1^2) A_2 A_3 & -(1 + A_2^2) A_2 A_3^2 \\ (A_1 A_2 A_3^2 A_4 + 1) A_2 A_3 & (A_2 A_3 A_4^2 A_1 + 1) A_2 A_3 \end{pmatrix}
\]

where \( \mathcal{B}_r \) designates the basis \( \{ \mathcal{H}_\pm (\tau(\lambda_1, \lambda_2, \lambda_3, \lambda_4)) \} \) for \( \tau \in \mathcal{S}_4 \), and \( Mat_{\mathcal{B}_r} \) is the block corresponding to the image of \( B \) in \( B' \).

**3.3. Faithfulness.** From now on, we restrict to the unicolored case, with \( A_1 = A_2 = A_3 = A \), then \( Mat_{\mathcal{B}_{(1, 1, 2, 2, 2)}} \Phi(\sigma_1) = Mat_{\mathcal{B}_{(3, 3, 4)}} \Phi(\sigma_3) \).

We recall the exact sequence giving the homological representation of \( M(0,4) \) presented in Example 2.5 together with the arrows associated with the representations involved here:

\[
\begin{array}{cccccc}
1 & \longrightarrow & \mathbb{Z}/2 \times \mathbb{Z}/2 & \longrightarrow & M(0,4) = G \rtimes N & \longrightarrow & PSL(2,\mathbb{Z}) & \longrightarrow & 1 \\
& & & \Phi & & & \\
& & & PGL(\mathcal{V}) & & & \\
\end{array}
\]

(10)

where \( G \) is the subgroup generated by \( \sigma_1, \sigma_2 \) and \( N \) the one generated by \( \alpha = \sigma_1 \sigma_3^{-1} \) and \( \beta = \sigma_2 \sigma_1 \sigma_3^{-1} \sigma_2^{-1} \). The space \( \mathcal{V} \) designates the TQFT vector space associated with \( S_4 \) colored with \( \lambda_1 = \lambda_2 = \lambda_3 = \lambda \), last color still being the opposite of the sum of the others, tensored with permutations.

The following theorem concerns the restriction of this action to the group \( G = \langle \sigma_1, \sigma_2 \rangle \) which is isomorphic to \( PSL(2,\mathbb{Z}) \).

**Proposition 3.20.** The representation \( \Phi_\mathcal{V} \) of \( G \) provides a faithful representation of \( PSL(2,\mathbb{Z}) \).
The last point, namely $p$, decomposition $h$.

Proof. The projective representation $\Phi$ is the quantum representation of $M(0,4)$ built on the sphere with 3 marked points colored by $\lambda$, the last one by $-3\lambda$, with $\lambda$ a generic color of the category $C$, namely $\lambda \in (\mathbb{C}\setminus \mathbb{Z}) \cup r\mathbb{Z}$ and $A = q^{-2\lambda}$.

Let $b$ be a mapping class in $G$, we have that $\text{perm}(b)$ is contained in the permutations that stabilized the last point, namely $p_4$ colored by $-3\lambda$. Then $\Phi(b)(V(\lambda,\lambda,\lambda,-3\lambda) \otimes \mathbb{C}[[q]]) \subset (V(\lambda,\lambda,\lambda,-3\lambda) \otimes \mathbb{C}[[q]])$, if () designates the identity permutation. This shows that for $\Phi_G$ we can restrict ourselves to an action in $\text{PGL}(V(\lambda,\lambda,\lambda,-3\lambda)) = \text{PGL}(V)$ so that we still get a representation of $G$. We end the proof considering this representation.

We are going to work with the $s,t$ generators of $\text{PSL}(2,\mathbb{Z})$, which are the images of $\sigma_1\sigma_2$ and $\sigma_1\sigma_2\sigma_1$ respectively under the morphism $i$. Let $QS$ and $QT$ be their images under the quantum representation:

$$QS(A) = \frac{\text{Mat}_{v=\text{Span}(H_{\pm}(\lambda,\lambda,\lambda,-3\lambda))}(\Phi(\sigma_1\sigma_2))}{\lambda} = \frac{1}{A^2 - 1} \begin{pmatrix} (A^2 - 1)^2 + 1 & -A^2 \\ A^2 - 1 & A \end{pmatrix}$$

$$QT(A) = \frac{\text{Mat}_{v=\text{Span}(H_{\pm}(\lambda,\lambda,\lambda,-3\lambda))}(\Phi(\sigma_1\sigma_2\sigma_1))}{\lambda} = \frac{1}{A^2 - 1} \begin{pmatrix} -A & -A \\ \frac{(A^2 - 1)^2}{A} & A \end{pmatrix}.$$

These matrices are obtained from the appropriate products of matrices $M_i(A, A, A)$ with $i = 1, 2$ and after some renormalization making the determinant of $QS$ and $QT$ being equal to 1, keep using the fact that we are considering projective matrices well defined up to multiplication by a scalar. We remark that they are well defined for $A \neq 0, \pm 1$.

One can verify that $QS(A)^3 = QT(A)^2 = -\text{Id}$ so that they are sent to the unit element of $\text{PSL}(2,\mathbb{Z})$, this guarantees that we have a representation of $\text{PSL}(2,\mathbb{Z})$. Let $P$ be the following matrix:

$$P = \begin{pmatrix} 0 & 1 \\ \frac{A^2 - 1}{A} & -1 \end{pmatrix}$$

It is invertible for a generic choice of $A$ ($A \neq \pm 1, 0$).

Let’s consider the representation $\Psi$ of $G$ obtained by conjugation of $\Phi$ by $P$, we have the following:

$$CS(A) := P^{-1}QS(AP) = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix} = S$$

$$CT(A) := P^{-1}QT(AP) = \begin{pmatrix} 0 & \frac{1}{3} \\ -A & 1 \end{pmatrix}$$

For $A = 1$ we get $CT(1) = T$ and we get that $\Psi$ is the standard representation of $\text{PSL}(2,\mathbb{Z})$, which is faithful by definition.

For $A = 1$ we are not in the generic case, and $\Psi$ is not well defined (nor conjugated to $\Psi$).

Using the fact that the entries of matrices are meromorphic functions in the parameter $A$, and the density of possibilities for the choice of $A$ we get that these representations are generically faithful as follows.

Let $g \in M(0,4)$ and $G(A)$ its image under the above representation $\Psi$. As the entries are analytic in $A$, let $L_g$ be the domain where $G(A) \neq \text{Id}$. As $G(A) = \text{Id}$ corresponds to zeros of analytic functions, it corresponds to isolated values of $A$ so that $L_g$ is dense in $\mathbb{C}$. This is due to the fact that $\Psi$ is faithful for $A = 1$ which guarantees that the functions considered are not zero everywhere and that its zeros are isolated. Hence, $\Psi$ is faithful for:

$$A \in \bigcap_{g \in M(0,4)} L_g,$$

which is a countable intersection of dense spaces, hence dense by Baire’s theorem. This proves that the representation $\Psi$ is generically faithful, and since it is generically conjugated to $\Phi$, $\Phi$ is also a generically faithful representation of $\text{PSL}(2,\mathbb{Z})$.

**Theorem 1.** The projective representation $\Phi$ of $M(0,4)$ is faithful.

Proof. Let $h \in M(0,4)$. Suppose $h$ is in the kernel of $\Phi$. As $M(0,4) = G \ltimes N$, there exists a unique decomposition $h = g \cdot a$ with $g \in G$ and $a \in N$. For $h$ to be in the kernel of $\Phi$, $\text{perm}(h)$ must be the
identity permutation. This comes from the fact that only pure mapping classes are sent to block diagonal matrices. It implies \( \text{perm}(g) = \text{perm}(a)^{-1} \). We’ve noticed at the beginning of the proof of Proposition 3.20 that \( \text{perm}(g) \) fixes \( p_4 \), so that \( a \) must also fix \( p_4 \). The element \( a \) is one of the following: \( \alpha, \beta, \alpha\beta \) of \( I \) (\( \alpha \\n and \( \beta \) are the generators of \( N \) recalled above). One remarks that \( \alpha \) sends \( p_4 \) in \( p_3 \), \( \beta \) sends \( p_4 \) in \( p_2 \) and by \( \alpha\beta, p_4 \) is sent in \( p_1 \). This shows that the only possibility for \( a \) is 1 (i.e. the only element fixing \( p_4 \)). Then \( h = g \in G \) and can’t be in the kernel of \( \Phi \) from Proposition 3.20.

\[\textbf{Corollary 3.21.} \text{ Let } \Phi \in M(0, 4) \text{ be a pseudo-Anosov mapping class. The stretching factor of } \Phi \text{ is detected by the TQFT representation } V.\]

\[\textbf{Proof.} \text{ From Theorem } \text{the TQFT representation detects the representation of } M(0, 4) \text{ in } PSL(2, \mathbb{Z}) \text{ and from Lemma 3.6 of } \text{the stretching factor is detected (as an eigenvalue) in the } PSL(2, \mathbb{Z}) \text{ representation of } M(0, 4).\]

4. TQFT representations of bigger mapping class groups

4.1. The ADO set-up for braid representations. The category \( \mathcal{C} \) is a category of \( U_q sl(2) \) modules for which the \( RT \) functor is shown to work, see \[\text{[BCGP]}\]. Namely let \( \beta \) be a braid, and \( \lambda_1, \ldots, \lambda_n \) be complex parameters.

\[\textbf{Remark 4.1} \text{ (ADO representations of the braid group). The restriction of the Reshetikhin-Turaev functor to braid associates a morphism of } U_q \otimes_{\mathcal{C}} \text{modules:}\]

\[RT(\beta) \in \text{Hom}_{U_q \otimes_{\mathcal{C}}}(V_{\lambda_1} \otimes \cdots \otimes V_{\lambda_n}, V_{\text{perm}(\beta)(\lambda_1)} \otimes \cdots \otimes V_{\text{perm}(\beta)(\lambda_n)})\]

as typical and atypical modules are objects of \( \mathcal{C} \). In particular, it provides a representation of \( \mathcal{PB}_n \) on \( \text{End}_{U_q \otimes_{\mathcal{C}}}(V_{\lambda_1} \otimes \cdots \otimes V_{\lambda_n}) \). This representation is computable using the braiding defined in Definition 3.5.

\[\textbf{Definition 4.2} \text{ (ADO polynomials, } \text{[ADO]}\). Let } \mathcal{C}' \text{ be the sub-category of } \mathcal{C} \text{ made of typical modules. A modified version of the Reshetikhin-Turaev functor restricted to } \mathcal{C}' \text{-colored knots provides a knot invariants first introduced in } \text{[ADO]}, \text{ see } [\text{Ito1}] \text{ for another reference. This family of invariants is known as colored Alexander polynomials or ADO polynomials.}\]

4.2. Relations with punctured spheres. Braid groups are mapping class groups of punctured disks. To relate them to mapping class groups of punctured spheres, we need an operation to pass from the disk to the sphere so that we introduce the capping operation.

Let \( S \) be a surface with boundary, and \( S' \) be the surface obtained from \( S \) by closing one boundary component with a punctured disk. Set \( p_k \) to be the puncture of the capping disk. Let \( \beta \) be the loop in \( S' \) corresponding to the boundary component of \( S \). The group \( \text{Mod}(S, \{p_1, \ldots, p_k\}) \) is the subgroup of \( \text{Mod}(S) \) consisting of elements that fix the marked points \( p_1, \ldots, p_k \), where \( k \geq 0 \), while \( \text{Mod}(S', \{p_0, p_1, \ldots, p_k\}) \) is the subgroup of \( \text{Mod}(S') \) consisting of elements that fix the marked points \( p_0, p_1, \ldots, p_k \). Then let \( \text{Cap} : \text{Mod}(S, \{p_1, \ldots, p_k\}) \rightarrow \text{Mod}(S', \{p_0, p_1, \ldots, p_k\}) \) be the induced homomorphism defined as follows: let \( f \) be a homeomorphism of \( S \) fixing \( \partial S \) and representing a class of \( \text{Mod}(S, \{p_1, \ldots, p_k\}) \), and \( f' \) be the homeomorphism of \( S' \) which coincides with \( f \) in \( S \) and is the identity outside. Then \( \text{Cap} \) sends the class of \( f \) to the one of \( f' \) which turns out to be in \( \text{Mod}(S', \{p_0, p_1, \ldots, p_k\}) \).

\[\textbf{Proposition 4.3} \text{ ([FM 4.2.5]). The morphism } \text{Cap satisfies the following exact sequence:}\]

\[1 \rightarrow \langle \tau_\beta \rangle \rightarrow \text{Mod}(S, \{p_1, \ldots, p_k\}) \xrightarrow{\text{Cap}} \text{Mod}(S', \{p_0, p_1, \ldots, p_k\}) \rightarrow 1\]

where \( \tau_\beta \) refers to the Dehn twist along \( \beta \) and the first injection is the inclusion.

4. We use this operation to relate representations of braid groups to quantum representation of mapping class group of punctured spheres. First we relate quantum (pure) braid representations with non semi-simple TQFT representations of the (pure) mapping class groups of punctured spheres. We restrict the study to pure groups for an easier reading, but everything can be generalized to whole groups by considering the induced representations.
Let \( q \) be a \( 2r^\text{th} \) root of unity, \( \lambda_1, \ldots, \lambda_n \in (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \) be complex colors, \( V_{\lambda_1}, \ldots, V_{\lambda_n} \) be the associated typical modules of \( \mathcal{C} \), and set \( V = V_{\lambda_1} \otimes \cdots \otimes V_{\lambda_n} \). Let \( \beta \in \mathcal{PB}_n \) be a braid and \( \mathcal{RT}(\beta) \in \text{End}(V) \) its ADO-type representation introduced in Remark \ref{rem:AdO} defined using the functor \( \mathcal{RT} \). Let \( V \) be the \((0\text{-graded})\) TQFT vector space associated by \( \mathcal{V} \) with the sphere with \( n + 1 \) punctures, \( p_1, \ldots, p_{n+1} \) and such that: \( p_1 \) is decorated by \( V_{\lambda_1} \) and so on until \( p_n \) is decorated by \( V_{\lambda_n} \) and \( p_{n+1} \) decorated by \( V^* \) the dual space of \( V \). We recall the capping morphism from Proposition \ref{prop:capping} in the case of the disk with \( n \) marked points:

\[
\text{Cap} : \mathcal{PB}_n \to \mathcal{PM}(0,n+1)
\]

where \( \mathcal{PB}_n \) is the pure braid group on \( n \) strands, and \( \mathcal{PM}(0,n) \) is the pure mapping class group of the sphere with \( (n+1) \) punctures. Namely, the latter corresponds to the Torelli group of the punctured sphere and is made of mapping classes that leave the punctures fixed pointwise. The morphism \( T = \mathcal{V} \circ \text{Cap} \) restricted to \( \mathcal{V} \) (the \((0\text{-graded})\) sub-space) provides a representation of \( \mathcal{PB}_n \) \((\mathcal{V} \) is the TQFT functor).

We recall from \cite{BCGP} Proposition 6.1 that the \((0\text{-graded})\) TQFT space \( \mathcal{V} \) is isomorphic to \( \text{Hom}_{\mathcal{C}}(\mathbb{I}, V \otimes V^*) \).

Let \( \phi \) be the following injective morphism:

\[
\phi : \text{End}(V) \to \text{End}(\text{Hom}_{\mathcal{C}}(\mathbb{I}, V \otimes V^*))
\]

\[
M \to M \otimes \text{Id}
\]

Lemma 4.4. The following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{PB}_n & \xrightarrow{\mathcal{RT}} & \text{End}(V) \\
\downarrow{T} & & \downarrow{\phi} \\
\text{End}(\text{Hom}_{\mathcal{C}}(\mathbb{I}, V \otimes V^*))
\end{array}
\]

Proof. For a braid \( \beta \in \mathcal{PB}_n \) we must show that:

\[
T(\beta) = \mathcal{RT}(\beta) \otimes \text{Id}_{V^*}.
\]

By composition by \( \text{Cap} \), \( \mathcal{PB}_n \) acts over the \((n+1)\) punctured sphere by mapping classes fixing \( p_{n+1} \). The mapping cylinder associated with an element of \( \mathcal{PB}_n \) is the identity cobordism in a small disk containing \( p_{n+1} \) as the only puncture. By gluing this cylinder to a cobordism generating the TQFT interpreted as an element of \( \text{Hom}_{\mathcal{C}}(\mathbb{I}, V \otimes V^*) \), it is easy to see that the morphism is the identity over the \( U_q \mathfrak{sl}(2) \)-module decorating \( p_{n+1} \), namely \( V^* \), and on the the \( n \) other punctures it is by construction obtained by applying the \( \mathcal{RT} \)-functor. It proves the lemma. \( \square \)

Proposition 4.5. If there exists a \( 2r^\text{th} \) root of unity \( q \) and colors \( \lambda_1, \ldots, \lambda_n \in (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \) such that the representation \( \mathcal{RT} \) of \( \mathcal{PB}_n \) is faithful then the representation of \( \mathcal{PM}(0,n+1) \) (suitably decorated as above) provided by \( \mathcal{V} \) is faithful.

Proof. The proof is a direct consequence of Lemma 4.4 of the surjectivity of \( \text{Cap} \) and of the injectivity of \( \phi \). Namely, for any \( \beta \in \mathcal{PB}_n \):

\[
\mathcal{V} \circ \text{Cap}(\beta) = \mathcal{RT}(\beta) \otimes \text{Id}_{V^*}.
\]

(previous lemma) and that any element in \( \mathcal{M}(0,4) \) can be written \( \text{Cap}(\beta) \) for some \( \beta \), if \( \mathcal{RT} \) is faithful so is \( \mathcal{V} \). \( \square \)

The latter shows that the question of the faithfulness of punctured sphere mapping class group TQFT representations is included in the following open question.

Open Question. Are the ADO representations of braid groups introduced in Remark \ref{rem:AdO} faithful?

From \cite{Law} for instance, it is known that quantum representations are recovered by Lawrence’s representations \( \text{Law}_q \) (in \( \mathcal{M} \) the case of \( q \) being a root of unity is treated). In \cite{Big} and \cite{Kra}, it is proved that the second level of Lawrence representations are generically faithful, and from \cite{Z2} that the family of Lawrence representations are faithful in general (except for the first level). The word generically stands for a generic set of parameters \( (q, \lambda_1, \ldots, \lambda_n) \in \mathbb{C}^{n+1} \). For instance the faithfulness proof of \cite{Big} relies on the key lemma.
This lemma uses extensively the Laurent polynomial structure of coefficients. Its proof crashes down whenever one wants to specialize the proof for $q$ being a root of unity. In this sense, the quantum representations are “generically faithful” but the question whether they are faithful at roots of unity (ADO set-up) is still open, so is the question of the faithfulness of TQFT representations of the punctured spheres.

The case of the torus was studied in [BCGP] and led to an analog of Theorem II.

**Theorem 4.6 ([BCGP, Theorem 6.28]).** The non semi-simple TQFT projective representation of the mapping class group of the torus, provided by the functor $V$, is faithful modulo its center.

These “small” cases (in terms of genus) are first steps for an answer to the following general question.

**Question ([BCGP, Question 1.7.(1)])**. Let $\Sigma$ be a surface. Is the non semi simple TQFT representation of $\text{Mod}(\Sigma)$ over $V(\Sigma)$ faithful?
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