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Abstract
Let $X$ be a proper smooth toric variety over a perfectoid field of prime residue characteristic $p$. We study the perfectoid space $X^{\text{perf}}$ which covers $X$ constructed by Scholze, showing that $\text{Pic}(X^{\text{perf}})$ is canonically isomorphic to $\text{Pic}(X)[p^{-1}]$. We also compute the cohomology of line bundles on $X^{\text{perf}}$ and establish analogs of Demazure and Batyrev–Borisov vanishing. This generalizes the first author’s analogous results for projectivoid space.

Keywords Perfectoid spaces · Deformation theory · Toric varieties

Mathematics Subject Classification 14G22 · 14G45

1 Introduction

Perfectoid spaces are certain infinitely ramified nonarchimedean analytic spaces introduced by Scholze [15]. They have played a crucial role in settling a number of...
conjectures in arithmetic geometry and led to advances in $p$-adic Hodge theory, the Langlands program, and the study of Shimura varieties [3, 16], not least because they facilitate a correspondence between characteristic zero objects and their positive characteristic analogues. Given the paramount importance of perfectoid spaces, it is of interest to develop some algebro-geometric tools to work with these highly non-Noetherian objects.

In positive characteristic, perfectoid spaces arise functorially from varieties over $\mathbb{F}_p(t)$ by taking the completed perfection: first taking the perfect closure and then completing the underlying rings with respect to the $t$-adic topology. In mixed characteristic, the constructions are more subtle, but there are several known analogues including constructions for projective space, toric varieties [15, Section 8], and abelian varieties [2].

In [7], the first author studies the first case, considering the perfectoid analogue of projective space (dubbed projectivoid space), and shows among other things that it has Picard group canonically isomorphic to $\mathbb{Z}[p^{-1}]$. In this manuscript, we investigate whether the methods developed in [7] apply to other classes of naturally arising perfectoid spaces, noticing that the construction of projectivoid space is a special case of the more general construction of perfectoid covers of toric varieties [15, Section 8].

In positive characteristic, this construction coincides with the completed perfection. The following is a generalization of the first author’s result [7, Theorem 3.4].

**Theorem 1.1** Let $K$ be a perfectoid field with residue characteristic $p > 0$, and $\Sigma$ be a complete smooth fan consisting of strongly convex rational cones. Let $X = X_{\Sigma,K}$ be the toric variety over $K$ associated to $\Sigma$ and let $X_{\text{perf}} \to X$ be its perfectoid cover. Then the Picard group $\text{Pic}(X_{\text{perf}})$ is canonically isomorphic to $\text{Pic}(X)[p^{-1}]$.

We prove this in a similar way to [7], noticing first that $X_{\text{perf}}$ has a natural integral model whose special fiber is the scheme theoretic perfect closure of the toric variety associated to $\Sigma$ over the residue field of $K$. The analogous result for scheme theoretic perfect closures is easily deduced, leaving two steps: first that every line bundle over the residue deforms uniquely to the integral model, and second that every line bundle on $X_{\text{perf}}$ extends uniquely to the integral model.

With Theorem 1.1 we may identify a line bundle $L$ on $X_{\text{perf}}$ with a formal $p$-power root $M^{1/p^k}$ of a line bundle $M$ on $X$. We then compute the cohomology of $L$ in terms of the cohomology of powers of $M$, generalizing [7, Theorem 3.26].

**Theorem 1.2** For every $i \geq 0$, there are topologies for which the cohomology group $H^i(X_{\text{perf}}, L)$ is canonically isomorphic to the completion of $\text{colim} H^i(X, M^{pn})$.

This allows us to deduce cohomological results on $X_{\text{perf}}$ from known results about the cohomology of toric varieties, and allows us to promote to the perfectoid setting the Demazure vanishing theorem [6] and the Batyrev–Borisov vanishing theorem [1].

The authors point out that Heuer generalizes our results in [10, Theorem 1.5], using the $v$-topology to study the Picard group of perfectoid covers of varieties with good reduction.
2 Toric varieties and toric schemes

We begin by reviewing the construction of a toric scheme associated to a fan and recalling a few useful properties. One can find a complete reference about the theory over the complex numbers in [4], and over general fields in [5].

**Definition 2.1** Let $N$ be a free abelian group of finite rank. Let $M := \text{Hom}(N, \mathbb{Z})$ be the dual lattice, and denote the canonical pairing $M_R \times N_R \rightarrow \mathbb{R}$ by $(m, n) := m(n)$.

(i) A strongly convex polyhedral rational cone (henceforth, cone) $\sigma \subseteq N_R = N \otimes_{\mathbb{Z}} \mathbb{R}$ is a set of the form $\lambda_1 \mathbb{R}_{\geq 0} + \cdots + \lambda_t \mathbb{R}_{\geq 0}$ with $\lambda_i \in N$ subject to the condition that no line through the origin is contained in $\sigma$. If the set $\lambda_1, \ldots, \lambda_t$ can be completed to a $\mathbb{Z}$-basis of $N$ then $\sigma$ is called smooth.

(ii) Given a cone $\sigma$, the dual cone of $\sigma$ is $\sigma^\vee := \{ m \in M_R : \langle m, u \rangle \geq 0 \text{ for all } u \in \sigma \}$.

(iii) A cone $\tau$ is said to be a face of $\sigma$ if it is of the form $\sigma \cap H_m$ where to $m \in \sigma^\vee$, we associate the hyperplane $H_m = \{ n \in N_R : \langle m, n \rangle = 0 \}$.

(iv) A nonempty and finite collection of strongly convex polyhedral cones $\Sigma$ is called a fan if it is closed under taking faces and if the intersection of any two cones is a face of both of them. A fan $\Sigma$ is smooth if all of its cones are.

(v) The support of $\Sigma$ is the union $|\Sigma| := \bigcup_{\sigma \in \Sigma} \sigma$. If $|\Sigma|$ is all of $N_R$, then $\Sigma$ is called complete.

The monoid $\sigma^\vee \cap M$ is finitely generated by [4, Proposition 1.2.7].

**Definition 2.2** Let $A$ be a commutative ring and $\sigma \subseteq N_R$ a strongly convex polyhedral cone. The affine toric scheme over $A$ associated to $\sigma$ is $U_{\sigma, A} := \text{Spec} A[\sigma^\vee \cap M]$.

Each element $m \in \sigma^\vee \cap M$ induces an element of the ring of regular functions of $U_{\sigma, A}$. We denote this function by $\chi^m \in A[\sigma^\vee \cap M]$ and call it the character associated to $m$. When $A$ is understood we omit it from the notation.

When $\sigma$ is smooth the structure of $U_{\sigma, A}$ is rather simple.

**Example 2.3** ([4, Example 1.2.21]) Let $A$ be a commutative ring and $\sigma$ a smooth strongly convex polyhedral cone. Then there is a $\mathbb{Z}$-basis $e_1, \ldots, e_n$ of $M$ such that $\sigma^\vee \cap M$ is generated by $\{ e_1, \ldots, e_r, \pm e_{r+1}, \ldots, \pm e_n \}$.

In particular, there is an isomorphism $A[\sigma^\vee \cap M] \cong A[x_1, \ldots, x_r, x_{r+1}^\pm, \ldots, x_n^\pm]$ such that $U_{\sigma, A}$ is isomorphic to $\mathbb{A}^r_A \times \mathbb{G}_{m, A}^{n-r}$. 
If \( \tau \) is a face of \( \sigma \) then the inclusion \( \sigma^\vee \subseteq \tau^\vee \) induces a localization map \( A[\sigma^\vee \cap M] \to A[\tau^\vee \cap M] \). Passing to prime spectra induces an open immersion \( U_\tau \hookrightarrow U_\sigma \). Gluing along these open immersions allows us to define the toric scheme over \( A \) associated to a fan \( \Sigma \), which we denote by \( X_{\Sigma,A} \). As above, when \( A \) is understood we omit it from the notation. Notice also that this construction is compatible with base change in \( A \).

**Lemma 2.4** If \( \Sigma \) is a fan and \( A \to B \) is a ring homomorphism, then there is a canonical isomorphism

\[
X_{\Sigma,A} \times_{\text{Spec } A} \text{Spec } B \cong X_{\Sigma,B}.
\]

**Proof** The affine case is clear, and since the isomorphisms are canonical over the affine cover, they glue. \( \square \)

**Remark 2.5** Given a fan \( \Sigma \) and a base scheme \( S \), one can define the relative toric scheme \( X_{\Sigma,S} \to S \) by building toric schemes as in Definition 2.2 affine locally on \( S \), and then gluing canonically via Lemma 2.4.

When \( A = k \) is a field, there is a well-known structural result.

**Definition 2.6** A toric variety over \( k \) is a normal separated scheme of finite type with an action by a split torus \( T = \mathbb{G}_m^n \) such that there exists a point \( x \in X(k) \) with trivial stabilizer and open dense orbit. By [13, Chapter 1, Theorem 6] every toric variety is isomorphic to \( X_{\Sigma,k} \) for a unique fan \( \Sigma \), and conversely if \( \Sigma \) is a fan then \( X_{\Sigma,k} \) is a toric variety.

**Remark 2.7** In the literature one encounters toric varieties which may not be normal. The toric varieties we study all correspond to fans, and are therefore normal by [13, Chapter 1, Theorem 7]. Therefore when we say toric variety we shall always assume normality.

We record a few more results that we will be using throughout the paper.

**Proposition 2.8** A relative toric scheme \( X_{\Sigma,S} \to S \) is proper if and only if \( \Sigma \) is complete.

**Proof** The case where \( S = \text{Spec } A \) is affine is [6, Section 4, Proposition 4], and properness is local on the target. \( \square \)

It is shown in [5, Corollary 7.4] that proper toric varieties have acyclic structure sheaves, and cohomology and base change theorems extend this property to the relative setting, implying in particular that a proper toric variety over any ring has an acyclic structure sheaf.

**Proposition 2.9** Let \( S \) be a scheme and \( \Sigma \) a complete fan, and \( f : X_{\Sigma,S} \to S \) the associated relative toric scheme. Then \( R^i f_* \mathcal{O}_{X_{\Sigma,S}} = 0 \) for all \( i > 0 \). In particular, if \( S = \text{Spec } A \) is affine, \( \mathcal{O}_{X_{\Sigma,A}} \) is acyclic.
Proof By Lemma 2.4, \( X \) is the pullback to \( S \) of the proper \( \mathbb{Z} \) scheme \( X_{\Sigma, \mathbb{Z}} \to \text{Spec} \mathbb{Z} \). By [5, Corollary 7.4], for each prime \( p \) of \( \mathbb{Z} \), the module \( \mathcal{O}_{X_{\Sigma, \mathbb{Z}}} \otimes k(p) = \mathcal{O}_{X_{\Sigma, k(p)}} \) is acyclic. In particular, for \( i > 0 \) the function

\[
p \mapsto \dim_{k(p)} H^i \left( X_{k(p)}, \mathcal{O}_{X_{\Sigma, k(p)}} \right)
\]

is the constant zero function on \( \text{Spec} \mathbb{Z} \). Therefore by Grauert’s theorem of cohomology and base change [19, Theorem 28.1.5], \( \mathcal{O}_{X_{\Sigma, \mathbb{Z}}} \) is acyclic and its cohomology commutes with arbitrary base change, whence the result follows.

A toric variety \( X_{\Sigma} \) comes equipped with an affine cover \( \mathcal{U} = \{ U_\sigma \to X_{\Sigma} \} \) as \( \sigma \) varies over the maximal cones of \( \Sigma \). By [9, Theorem 2.1], every line bundle on \( X_{\Sigma} \) trivializes on \( U_\sigma \) so that much of this study reduces to the combinatorics of \( \Sigma \).

Proposition 2.10 Let \( \Sigma \) be a fan, \( k \) a field, and \( X = X_{\Sigma, k} \) the associated toric variety. The Picard group of \( X \) does not depend on the field \( k \).

Proof Let \( \{ \sigma_1, \sigma_2, \ldots, \sigma_r \} \subset \Sigma \) be the set of maximal cones. Set \( U_i = U_{\sigma_i, k} \), and denote by \( \mathcal{U} \) the cover \( \{ U_i \to X \} \). The finite intersections of the \( U_i \) are affine toric varieties and therefore by [9, Theorem 2.1] all have trivial Picard group. Therefore the Čech-to-derived functor spectral sequence degenerates to an isomorphism

\[
\text{Pic}(X) \cong H^1(X, \mathcal{O}_X^*) \cong \check{H}^1(\mathcal{U}, \mathcal{O}_X^*).
\]

Consider the first three terms of the Čech sequence,

\[
C^0(\mathcal{U}, \mathcal{O}_X^*) \xrightarrow{\delta^0} C^1(\mathcal{U}, \mathcal{O}_X^*) \xrightarrow{\delta^1} C^2(\mathcal{U}, \mathcal{O}_X^*) \to \ldots
\]

Notice that for any cone \( \sigma \), \( H^0(U_\sigma, \mathcal{O}_X) \subseteq k[\chi_1^{\pm 1}, \ldots, \chi_n^{\pm 1}] \). Any \( f \in H^0(U_\sigma, \mathcal{O}_X^*) \) must therefore be a monomial \( f = \lambda \chi_1^{m_1} \cdots \chi_n^{m_n} = \lambda \chi^m \) for some \( m \in \sigma^\vee \cap \mathbb{M} \) and \( \lambda \in k^* \). Let \( D^1 \subseteq \ker \delta^1 \) be the subgroup of all cocycles consisting of monic monomials \( (\chi_{m_{ij}}) \), and let \( D^0 = D^1 \cap \operatorname{im} \delta^0 \). We have the following map of short exact sequences:

\[
0 \to \operatorname{im} \delta^0 \to \ker \delta^1 \to \check{H}^1(\mathcal{U}, \mathcal{O}_X^*) \to 0
\]

\[
0 \to D^0 \to D^1 \to \check{H} \to 0
\]

where \( \check{H} \) is defined as the cokernel of the inclusion \( D^0 \hookrightarrow D^1 \). As \( D^0 \) and \( D^1 \) consist only of monic monomials, \( \check{H} \) does not depend on \( k \), only the combinatorics of \( \Sigma \). Therefore, if we prove the vertical map on the right is an isomorphism, we will be done.

Fix a cocycle \( \alpha = (\alpha_{ij}) = (\lambda_{ij} \chi_{m_{ij}}) \in \ker \delta^1 \). Notice that the class of \( \alpha \) does not depend on the \( \lambda_{ij} \). Indeed, the class \( (\lambda_{ij}) = \delta^0(\lambda_{1r}, \lambda_{2r}, \ldots, \lambda_{r-1,r}, 1) \) (noticing that
the cocycle condition implies that $\lambda_{ir}/\lambda_{jr} = \lambda_{ij}$). Therefore we may assume that $\alpha$ is in $D^1$ without changing the associated cohomology class, and so $\widetilde{H} \to \tilde{H}^1(\mathcal{U}, \mathcal{O}^\times_X)$ surjects (by the commutativity of the diagram above). Let $K$ be the kernel, and let $Q^0$ and $Q^1$ be the cokernels of the injections $D^0 \to \text{im} \delta^0$ and $D^1 \to \ker \delta^1$ respectively. Then the snake lemma gives us the following exact sequence:

$$0 \to K \to Q^0 \to Q^1 \to 0.$$  

If we show the map on the right injects we are done. But

$$Q^0 = \{(\lambda_i \lambda_j^{-1} \chi_{m_i-m_j})\}/\{(\chi_{m_i-m_j})\} \cong (k^*)^{(r-1)}.$$  

Furthermore, since the $\lambda_{ij} \chi_{mij}$ must satisfy the cocycle condition, we can deduce the $\lambda_{ij}$ once we know them for one fixed $j$, so that

$$Q^1 = \{\lambda_{ij} \chi_{mij}\}/\{\chi_{mij}\} \cong (k^*)^{(r-1)}.$$  

This identifies $Q^0 \to Q^1$ with the identity map and so we are done. \hfill $\square$

The proof of Proposition 2.10 has a useful corollary which we record here for later use. We will first need a definition.

**Definition 2.11** Fix a fan $\Sigma$ and an integer $n$. For each $\sigma \in \Sigma$ the multiplication by $n$ on $M$ map induces a homomorphism $A[M \cap \sigma^\vee] \to A[M \cap \sigma^\vee]$. This map is compatible with restrictions to faces $\tau \leq \sigma$, and therefore glues to a morphism $\phi_n : X_{\Sigma, A} \to X_{\Sigma, A}$, which we will call the $n$th power map on $X_{\Sigma, A}$.

**Corollary 2.12** Let $k$ be a field and $\Sigma$ a fan. The $n$th power map on $X = X_{\Sigma, k}$ induces a pullback homomorphism $\phi_n^\ast : \text{Pic}(X) \to \text{Pic}(X)$ which can be identified with multiplication by $n$.

**Proof** Let $\mathcal{U}$ be the same cover from the proof of Proposition 2.10, and recall that an arbitrary Čech cocycle in $\tilde{H}^1(\mathcal{U}, \mathcal{O}^\times_X)$ may be represented by monic monomials, thus be of the form $(\chi_{mij})$. Then pullback along $\phi_n$ corresponds to multiplication by $n$ on $M$ so that it takes $(\chi_{mij}) \mapsto (\chi_{nmij})$. But this is precisely the multiplication by $n$ map on (monic monomial) cocycles, so that it descends to the same on cohomology. \hfill $\square$

### 3 Perfectoid covers of toric varieties

To begin this section we review Scholze’s construction of the perfectoid cover of a toric variety $X = X_{\Sigma, K}$. We use Huber’s theory of adic spaces, a nonarchimedean analogue of complex analytic spaces, which are general enough to handle the infinite ramification required to define perfectoid spaces. We will not develop the entire theory of adic spaces here, but refer the reader to [11] and [12] where it was introduced, or to [15, Section 2] for an introduction with more of an emphasis on perfectoid spaces. We do introduce a few preliminary notions.
Definition 3.1 A Tate ring is a complete topological ring $A$ such that there exists a topologically nilpotent unit called the pseudouniformizer $\varpi \in A$ and an open subring $A_0 \subset A$ containing $\varpi$ such that $A_0$ has the $\varpi$-adic topology. A ring of integral elements $A^+ \subseteq A$ is an open integrally closed subring of the power bounded elements $A^\circ$.

Associated to such a pair $(A, A^+)$ is the adic spectrum $\text{Spa}(A, A^+)$ which is a topological space whose underlying set consists of equivalence classes of valuations on $A$ which are bounded by 1 on $A^+$. If $x \in \text{Spa}(A, A^+)$ is a point, we suggestively denote the associated valuation by $f \mapsto |f(x)|$ for $f \in A$. General adic spaces are locally of the form $\text{Spa}(A, A^+)$, and all adic spaces come equipped with various sheaves related to their structure sheaf. We make heavy use of these sheaves so we define them carefully.

Definition 3.2 Let $\mathcal{X}$ be an adic space with structure sheaf $\mathcal{O}_\mathcal{X}$. The sheaf of integral elements $\mathcal{O}^+_{\mathcal{X}}$ is a sheaf of (topological) rings defined by the rule

$$\mathcal{O}^+_{\mathcal{X}}(U) = \{ f \in \mathcal{O}_\mathcal{X}(U) : |f(x)| \leq 1 \text{ for all } x \in U \}.$$ 

The sheaf of integral elements has an ideal $\mathcal{O}^{++}_{\mathcal{X}} \subseteq \mathcal{O}^+_{\mathcal{X}}$ called the sheaf of topologically nilpotent elements defined by the rule

$$\mathcal{O}^{++}_{\mathcal{X}}(U) = \{ f \in \mathcal{O}^+_{\mathcal{X}}(U) : |f(x)| < 1 \text{ for all } x \in U \}.$$ 

Perfectoid spaces are adic spaces built from special kinds of rings.

Definition 3.3 A topological ring $A$ is a perfectoid Tate ring if it is a Tate ring containing a pseudouniformizer $\varpi \in A$ such that

- $A$ is uniform, i.e. $A^\circ$ is bounded,
- $\varpi^p \mid p$ in $A^\circ$,
- the $p$-power Frobenius map is an isomorphism

$$\Phi: A^\circ/\varpi \sim \to A^\circ/\varpi^p.$$

A (Tate) perfectoid space is an adic space which is locally the adic spectrum of perfectoid Tate rings.

Remark 3.4 There is a more general framework of so called Huber rings and perfectoid rings from which one can construct adic spaces and perfectoid spaces which are not Tate. The main difference here is that one does not assert the existence of a pseudouniformizer as in Definitions 3.1 and 3.3. This allows one to apply the theory to rings which are more integral in nature. Nevertheless, we will not require this level of generality because we will always be working over a perfectoid base field and will therefore inherit a pseudouniformizer from this field.
Let $K$ be a perfectoid field with valuation ring $K^\circ$ and residue characteristic $p$. To any cone $\sigma$ we can associate the Tate ring $K(\sigma^\vee \cap M)$ of convergent power series in the characters of $\sigma$. We form the associated adic space 

$$U_{\sigma} := \text{Spa} \left( K(\sigma^\vee \cap M), K^\circ(\sigma^\vee \cap M) \right).$$

As with toric spaces, if $\tau$ is a face of $\sigma$ we have an induced open immersion $U_{\tau} \subset U_{\sigma}$ (we note that this is generally open in the analytic topology rather than the much coarser Zariski topology). Therefore, if $\Sigma$ is a fan we can form an adic space $X^\Sigma$.

**Remark 3.5** There is a fully faithful analytification functor $X \mapsto X^\text{ad}$ from schemes over $K$ to adic spaces over $K$, but if $X^\Sigma$ is not proper then $X^\Sigma$ is not in general isomorphic to $(X^\Sigma)^\text{ad}$. For example, if $\Sigma$ is the cone associated to $\mathbb{N}^n \subseteq \mathbb{Z}^n$, then $X^\Sigma$ is the rigid analytic disk whereas $(X^\Sigma)^\text{ad}$ is affine space. Nevertheless, if $\Sigma$ is a complete fan (so that $X^\Sigma$ is proper), then we do have $(X^\Sigma) = (X^\Sigma)^\text{ad}$ by [15, Section 8].

As in Definition 2.11, multiplication by $p$ on $M$ induces a map $K(\sigma^\vee \cap M) \to K(\sigma^\vee \cap M)$ inducing the $p$-power map $\varphi$ on the adic spectra. Passing to the completed direct limit results in the perfectoid algebra $K(\sigma^\vee \cap M[p^{-1}])$ and on adic spectra this translates to a so called tilde inverse limit (as in [15]):

$$U^\text{perf}_{\sigma} \sim \lim_{\varphi} U_{\sigma}.$$

This construction globalizes. If $\tau$ is a face of $\sigma$, then $K(\tau^\vee \cap M[p^{-1}]) \to K(\tau^\vee \cap M[p^{-1}])$ is a rational localization so that $U^\text{perf}_{\tau} \to U^\text{perf}_{\sigma}$ is an open immersion. Therefore given a fan $\Sigma$, we can glue the affinoid perfectoid spaces $U^\text{perf}_{\sigma}$ along their intersections and construct a perfectoid space $X^\Sigma_{\text{perf}}$. As in Definition 2.11, the map $\varphi$ commutes with this gluing, so that it induces a map of adic spaces $X^\text{perf}_{\Sigma} \to X^\Sigma$, and checking locally we see that in fact $X^\text{perf}_{\Sigma} \sim \lim_{\varphi} X^\Sigma$.

**Definition 3.6** Given a complete fan $\Sigma$, the map $X^\text{perf}_{\Sigma} \to X^\Sigma$ is called the perfectoid cover of the toric variety $X^\Sigma$.

If $K$ has characteristic $p > 0$ then $\varphi$ can be identified with relative Frobenius over $K$ and $X^\text{perf}_{\Sigma}$ is the completed perfection of the adic space $X^\Sigma$.

**Remark 3.7** Inverse limits do not exist in general in the category of adic spaces. That being said, if affinoid locally the completed direct limit of the ring of functions is perfectoid, then the perfectoid space built from those rings satisfies the universal property of inverse limit among all perfectoid spaces. It is in this sense that the tilde inverse limit is well defined.

The tilde inverse limit agrees with a categorical inverse limit if we enlarge our category. More precisely, perfectoid spaces embed in the category of diamonds [17] which do have inverse limits. In this case the diamond in the limit is representable by a perfectoid space, and this perfectoid space is the tilde inverse limit. We will not use this formalism.
Example 3.8 Let us see how this works in a couple of examples.

(1) Let $\sigma$ be the cone associated to $\mathbb{N}^n \subseteq \mathbb{Z}^n$. Then $K\langle \sigma^\vee \cap M \rangle = K\langle x_1, \ldots, x_n \rangle$ is the Tate algebra, and the associated adic space $U_\sigma$ is the rigid analytic unit disk $D^n$. The map

$$\varphi : K\langle x_1, \ldots, x_n \rangle \rightarrow K\langle x_1, \ldots, x_n \rangle$$

is the homomorphism taking $x_i \mapsto x_i^p$ for each $i$, and the completed direct limit along $\varphi$ is the perfectoid Tate algebra

$$K\langle \sigma^\vee \cap M[p^{-1}] \rangle = K\langle x_1^{1/p^\infty}, \ldots, x_n^{1/p^\infty} \rangle.$$
**Definition 3.9** Let $\Sigma$ be a complete fan, and consider the associated perfectoid space $\mathcal{X}_{\perf} := \mathcal{X}_\Sigma^{\perf}$. Let $\{\sigma_1, \ldots, \sigma_r\}$ be the maximal cones of $\Sigma$ and consider the cover $\mathcal{U} = \{U_{\sigma_i}^{\perf} \rightarrow \mathcal{X}_{\perf}\}$. We define $C_{\mathcal{X}_{\perf}}^\bullet := \tilde{C}(\mathcal{U}, O^+_{\mathcal{X}_{\perf}})$ to be the Čech complex for the sheaf $O^+_{\mathcal{X}_{\perf}}$ with respect to the cover $\mathcal{U}$. Concretely, we have

$$C_{\mathcal{X}_{\perf}}^\bullet = 0 \rightarrow \prod_i K^\circ [\sigma_i^\vee \cap M[p^{-1}]] \rightarrow \prod_{i<j} K^\circ [(\sigma_i \cap \sigma_j)^\vee \cap M[p^{-1}]] \rightarrow \cdots \rightarrow K^\circ [(\sigma_1 \cap \cdots \cap \sigma_r)^\vee \cap M[p^{-1}]] \rightarrow 0.$$

**Proposition 3.10** With notation as in Definition 3.9, we have $H^i(C_{\mathcal{X}_{\perf}}^\bullet) = 0$.

**Proof** We first remark that by construction we have $O^+_{\mathcal{X}_{\perf}}(U_{\sigma}^{\perf}) = K^\circ (\sigma^\vee \cap M[p^{-1}])$ for every $\sigma \in \Sigma$. Note also that multiplication by $p$ induces an isomorphism on $M[p^{-1}]$, and therefore an isomorphism on $K^\circ (\sigma^\vee \cap M[p^{-1}])$. This commutes with differentials on the Čech complex $C^\bullet_{\mathcal{X}_{\perf}}$, so that passing to cohomology we get an isomorphism on $H^i(C_{\mathcal{X}_{\perf}}^\bullet)$. We would like to use this to clear denominators on the exponents of our cocycles and reduce to the case of Proposition 2.9, but in order to show a finite power of $p$ will clear these denominators, we have to show that it suffices to consider cocycles represented by polynomials. To do so we construct the following cochain complex:

$$C_{\mathcal{X}_{\perf}, f}^\bullet = 0 \rightarrow \prod_i K^\circ [\sigma_i^\vee \cap M[p^{-1}]] \rightarrow \prod_{i<j} K^\circ [(\sigma_i \cap \sigma_j)^\vee \cap M[p^{-1}]] \rightarrow \cdots \rightarrow K^\circ [(\sigma_1 \cap \cdots \cap \sigma_r)^\vee \cap M[p^{-1}]] \rightarrow 0.$$

Notice that the (termwise) $\sigma$-adic completion of this complex is $C^\bullet_{\mathcal{X}_{\perf}}$. The terms in the sequence are linearly topologized $K^\circ$-modules with a countable system of fundamental neighborhoods of 0 (given by the $\sigma^n$), and the differentials are continuous maps. Therefore, applying [18, Tag 0AS0] in descending induction, the associated short exact sequences giving the cohomology of $C^\bullet_{\mathcal{X}_{\perf}, f}$ remain exact upon completion. In particular, the completion of this sequence commutes with taking cohomology, so that we have that $H^i(C_{\mathcal{X}_{\perf}}^\bullet) = H^i(C_{\mathcal{X}_{\perf}, f}^\bullet)$. Therefore it suffices to prove that the nonzero cohomology of $C^\bullet_{\mathcal{X}_{\perf}, f}$ vanishes.

Let $X_0 := X_{\Sigma, K^\circ}$ be the toric scheme associated to $\Sigma$ over $K^\circ$, and consider the induced affine cover $\mathcal{U}_0 = \{U_{\sigma_i, K^\circ} \rightarrow X_0\}$. As $X_0$ is proper, Čech cohomology with respect to an affine cover computes quasicoherent cohomology, so that applying Proposition 2.9 we have for $i > 0$,

$$\check{H}^i(\mathcal{U}_0, O_{X_0}) = H^i(X_0, O_{X_0}) = 0.$$
Furthermore, the natural inclusions $K^\sigma[\sigma^\vee \cap M] \hookrightarrow K^\sigma[\sigma^\vee \cap M[p^{-1}]]$ for each $\sigma \in \Sigma$ induce the following map of cochain complexes:

$$
\cdots \rightarrow C^{i-1}(\Omega_0, \mathcal{O}_{X_0}) \xrightarrow{\delta_0^{i-1}} C^i(\Omega_0, \mathcal{O}_{X_0}) \xrightarrow{\delta_i} C^{i+1}(\Omega_0, \mathcal{O}_{X_0}) \rightarrow \cdots
$$

$$
\cdots \rightarrow C^{i-1}_{\chi_{\text{perf}}, f} \xrightarrow{\delta_0^{i-1}} C^i_{\chi_{\text{perf}}, f} \xrightarrow{\delta_i} C^{i+1}_{\chi_{\text{perf}}, f} \rightarrow \cdots
$$

As above, multiplication by $p$ on $M[p^{-1}]$ induces an isomorphism of $C^i_{\chi_{\text{perf}}, f}$ which commutes with differentials. In particular it induces an isomorphism of $H^i(C^\bullet_{\chi_{\text{perf}}, f})$ with itself. Fix some $\alpha = (\sum \lambda_m x^m)_I \in C^i_{\chi_{\text{perf}}, f}$ where $I$ indexes over the product. We denote by $p \ast \alpha = (\sum \lambda_m x^{p_m})_I$. If $\alpha \in \ker \delta_i$, then so is $p \ast \alpha$. For some $N$ we have $p^N \ast \alpha \in C^i(\Omega_0, \mathcal{O}_{X_0})$, and thus in $\ker \delta_0^{i-1}$. But $\mathcal{O}_{X_0}$ is Čech acyclic so $p^N \ast \alpha = \delta_0^{i-1}(\beta)$ for some $\beta$. Viewing $\beta$ as an element of $C^{i-1}_{\chi_{\text{perf}}, f}$ we see that

$$
\delta^{i-1}(p^{-N} \ast \beta) = p^{-N} \ast \delta^{i-1}(\beta) = p^{-N} \ast p^N \ast \alpha = \alpha.
$$

In particular, $C^\bullet_{\chi_{\text{perf}}, f}$ is exact in the $i$th position and we win. $\square$

### 3.1 Triviality for Picard groups for affinoid perfectoid toric spaces

In order to study the Picard group of $X_{\Sigma}$ for some cone $\sigma \in \Sigma$, we would like to make use of the cover $\mathcal{U} = \{ U_\sigma^{\text{perf}} \rightarrow X_{\Sigma} \}$ induced by the maximal cones of $\sigma \in \Sigma$. In particular, if every line bundle on $X_{\Sigma}$ trivializes on this cover and its various intersections, it would suffice to study the Čech cohomology group $H^1(\mathcal{U}, \mathcal{O}_{X_{\Sigma}}^{\text{perf}})$, which is accessible in practice. By a limiting argument it will suffice to show that the affinoid neighborhoods $\mathcal{U}_\sigma$ of the toric variety $X_{\Sigma}$ have trivial Picard groups.

**Definition 3.11** Let $\chi_{\Sigma}$ (respectively $\chi^\text{perf}_{\Sigma}$) be the rigid space (resp. perfectoid space) associated to a fan $\Sigma$. If the Picard groups of the affinoid neighborhoods $\mathcal{U}_\sigma$ (resp. $\mathcal{U}^\text{perf}_\sigma$) are trivial for each cone $\sigma \in \Sigma$, we say that the Picard group of $\chi_{\Sigma}$ (resp. $\chi^\text{perf}_{\Sigma}$) trivializes on the analytic affinoid cover induced by the fan.

**Lemma 3.12** If $\chi_{\Sigma}$ is a rigid space associated to a smooth fan, then the Picard group of $\chi_{\Sigma}$ trivializes on the analytic affinoid cover induced by the fan.

**Proof** If $\sigma$ is a smooth cone then $\mathcal{U}_\sigma = \mathbb{D}^r \times \mathbb{T}^{n-r}$ as in Example 3.8 (3). Then the Picard group of $\mathcal{U}_\sigma$ corresponds to projective modules on $K \langle x_1, \ldots, x_r, x_{r+1}^{\pm 1}, \ldots, x_n^{\pm 1} \rangle$, which were shown to be trivial in [14, Satz I]. $\square$

We spend the rest of the section proving the following result.

**Proposition 3.13** Let $\chi_{\Sigma}$ be a toric rigid space with perfectoid cover $\chi^\text{perf}_{\Sigma}$. If the Picard group of $\chi_{\Sigma}$ trivializes on the analytic affinoid cover induced by the fan, then the same can be said for $\chi^\text{perf}_{\Sigma}$. $\square$
We will use a limiting argument together with the following theorem of Gabber and Ramero.

**Proposition 3.14** ([8, 5.4.42]) Let $R$ be a commutative ring, $t \in R$ a nonzero divisor, and $I \subseteq R$ an ideal. Let $\hat{R}$ be the $(t, I)$-adic completion of $R$, and suppose $(R, tR)$ form a henselian pair. Then the base extension functor $R[t^{-1}]\text{-Mod} \to \hat{R}[t^{-1}]\text{-Mod}$ induces a bijection between isomorphism classes of finite projective $R[t^{-1}]$-modules and finite projective $\hat{R}[t^{-1}]$-modules.

Let us formulate the specific consequence of Proposition 3.14 in the way we will use it.

**Corollary 3.15** Let $R = \bigcup R_i$ be the union of $t$-adically complete rings, and let $\hat{R}$ be its $t$-adic completion. Then the natural map $\text{Pic}(R[t^{-1}]) \to \text{Pic}(\hat{R}[t^{-1}])$ is an isomorphism. Furthermore, if $\text{Pic}(R_i[t^{-1}]) = 0$ for all $i$, then $\text{Pic}(\hat{R}[t^{-1}]) = 0$.

**Proof** We first establish the isomorphism $\text{Pic}(R[t^{-1}]) \to \text{Pic}(\hat{R}[t^{-1}])$, for which it suffices to show that $(R, tR)$ form a henselian pair so that the result follows immediately from Proposition 3.14. Suppose $f(x) \in R[x]$ is monic, and that after reducing mod $t$, $\overline{f}(x) = g_0(x)h_0(x)$ with $g_0$, $h_0$ monic. For some large $i$, we have $f(x) \in R_i[x]$. Furthermore, one checks (using for example [18, Tag 00DD]) that $R/tR \cong \text{colim} R_i/tR_i$. Therefore (perhaps increasing $i$) we also have $g_0(x), h_0(x) \in (R_i/tR_i)[x]$. But as $R_i$ is $t$-complete, $(R_i, tR_i)$ form a henselian pair [18, Tag 0ALJ], and so the factorization lifts to $f(x) = g(x)h(x) \in R_i[x] \subseteq R[x]$. Therefore $(R, tR)$ form a henselian pair, and we have established the desired isomorphism.

For the second statement it now suffices to show that every invertible $R[t^{-1}]$-module is free. By [18, Tag 0B8W], every invertible $R[t^{-1}]$-module is the base extension of some invertible $R_i[t^{-1}]$-module, which is free by assumption. □

**Proof of Proposition 3.13** Fix $\sigma \in \Sigma$ and let $R_i = K^\circ\langle \sigma^\vee \cap p^{-i}M \rangle$, and let $R = \bigcup R_i$. Then $\hat{K}(\sigma^\vee \cap M[p^{-1}]) = \hat{R}[1/\sigma]$ where $\sigma$ is a pseudouniformizer of $K$. Therefore by Corollary 3.15 it suffices to show that every invertible $R_i[1/\sigma]$ module is free. But as these are $K(\sigma^\vee \cap p^{-i}M) \cong K(\sigma^\vee \cap M)$, which have trivial Picard group is trivial by assumption. □

Lemma 3.12 gives the following immediate corollary.

**Corollary 3.16** Let $\Sigma$ be a smooth cone. Then the Picard group of $X^\text{perf}_{\Sigma}$ trivializes on the affinoid cover induced by the fan.

**Remark 3.17** If $X_\Sigma$ is a toric variety (viewed as a scheme), the analogous statement for the Zariski affine cover of $X_\Sigma$ always holds by [9, Theorem 2.1]. Therefore, if the Picard group of $K(\sigma^\vee \cap M)$ remains trivial after completion, all of the rigid toric spaces we are studying satisfy Definition 3.11, and the smoothness hypothesis can be dropped.

One might attack this in the following way: Let $k = K^\circ/K^\circ\sigma$ be the special fiber. Then [9, Theorem 2.1] implies that the Picard group of $k(\sigma^\vee \cap M)$ is trivial, and a simple deformation argument [7, Corollary 2.15] shows the same can be said for $K^\circ(\sigma^\vee \cap M)$. One then must argue that the Picard group remains trivial after inverting $\sigma$.  
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4 Comparison isomorphisms

We now prove the main theorem of this manuscript. For the rest of this section we fix a perfectoid field $K$ with valuation subring $K^\circ$, maximal ideal $m$, and residue field $k = K^\circ/m$. Set $\Sigma$ to be a complete fan, and assume that the Picard group of the rigid space $X_{\Sigma}$ is trivialized on the affinoid cover induced by $\Sigma$ (for example if $\Sigma$ is smooth). We fix two schemes $X = X_{\Sigma,K}$ and $X_0 = X_{\Sigma,k}$, and let $\mathcal{X}_{\Sigma,K}$ be the perfectoid cover of $X$. Also let $\{\sigma_1, \ldots, \sigma_r\}$ be the maximal cones of $\Sigma$, and let $U = \{U_{\sigma_i,K}^\text{perf} \to X_{\sigma_i,K}^\text{perf}\}$ be the induced cover of $X_{\sigma_i,K}^\text{perf}$. For simplicity, we denote by $U_{\sigma_i,K}^\text{perf} = U_{\sigma_i,K}$ and $U_{\sigma_1 \cap \cdots \cap \sigma_r} = U_{\sigma_1} \cap \cdots \cap U_{\sigma_r}$. Our main theorem is the following.

**Theorem 4.1** There is a canonical isomorphism $\text{Pic}(X_{\Sigma,K}^\text{perf}) \cong \text{Pic}(X)[p^{-1}]$.

Our rough strategy consists of three main steps.

- **Extension Step:** In Sect. 4.1, we show that each line bundle on $X_{\Sigma,K}^\text{perf}$ extends uniquely to the integral model. The inclusion $\mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+ \to \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+$ induces a map $H^1(X_{\Sigma,K}^\text{perf}, \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+) \to H^1(X_{\Sigma,K}^\text{perf}, \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+)$, which we show is an isomorphism.

- **Deformation Step:** In Sect. 4.2, we show that each line bundle on the special fiber which is trivial on the cover $\mathcal{U}$ deforms uniquely to an integral model. To do this, we take the Čech complex $C_\Sigma^\text{perf}$ of $\mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+$ along the standard cover and compare it with its reduction modulo topological nilpotents $\overline{C}_\Sigma^\text{perf}$.

- **Explicit Comparison:** In Sect. 4.3 we directly identify $H^1(C_\Sigma^\text{perf})$ with the Picard group of the (scheme-theoretic) perfection of $X_0$ (the toric variety with the same fan over the special fiber). Since Picard groups of schemes arising as inverse limits are easily computed using classical techniques, this gives the result.

In the three steps outlined above we do not work directly with sheaf cohomology groups, but rather the Čech cohomology groups associated to the cover $\mathcal{U}$ induced by the fan. This allows us to do very explicit computations with Čech complexes. More precisely, we work with quotients of the Čech complex for $\mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+$, which are not necessarily the same as Čech complexes associated to the quotient sheaves. We will therefore prove Theorem 4.1 by establishing the following chain of isomorphisms:

$$\begin{align*}
\text{Pic}(X_{\Sigma,K}^\text{perf}) &\cong H^1(X_{\Sigma,K}^\text{perf}, \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+) \\
&\cong \tilde{H}^1(\mathcal{U}, \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+) \\
&\cong \tilde{H}^1(\mathcal{U}, \mathcal{O}_{X_{\Sigma,K}^\text{perf}}^+) \\
&\cong H^1(\mathcal{C}_\Sigma^\text{perf}) \\
&\cong \text{Pic}(X_0)[p^{-1}] \\
&\cong \text{Pic}(X)[p^{-1}].
\end{align*}$$

We know isomorphism (4.1) holds for any locally ringed space. Proposition 3.13 shows that all line bundles on $U_{\sigma_i}^\text{perf}$ are trivial so that the low degree terms of the
Čech-to-derived functor spectral sequence establish isomorphism (4.2). Isomorphism (4.6) is the content of Proposition 2.10. It remains to establish the isomorphisms (4.3), (4.4) and (4.5).

4.1 Comparison to the sheaf of integral elements

In this section we establish isomorphism (4.3), completing the extension step of our outline. In fact, we prove something slightly more general, from which the desired isomorphism follows setting $i = 1$.

**Lemma 4.2** For all $i > 0$, we have $\tilde{H}^i(U, \mathcal{O}_{X}^{\text{perf}}) \cong \tilde{H}^i(U, \mathcal{O}_{X}^{+\text{perf}})$.

**Proof** For each $\sigma \in \Sigma$, there is a canonical Gauss norm $|\cdot|: K' \langle \sigma^\vee \cap M[p^{-1}] \rangle \to |K^*| \cup \{0\}$, which extends the nonarchimedean absolute value of $K$. It is given by the rule $|\sum \lambda_m x^m| = \sup \{|\lambda_m|\}$. Restricting to unit groups induces a surjective homomorphism $\mathcal{O}_{X}^{\text{perf}}(U_{\sigma}) \to |K^*|$ whose kernel consists of invertible elements with absolute value 1. But these are precisely the invertible integral elements $\mathcal{O}_{X}^{+\text{perf}}(U_{\sigma})$.

As the Gauss norm commutes with localization, we have the following exact sequence of cochain complexes:

$$
\begin{array}{ccccccc}
0 & \to & \prod_i \mathcal{O}_{X}^{+\text{perf}}(U_{i}) & \to & \prod_i \mathcal{O}_{X}^{\text{perf}}(U_{i}) & \to & \prod_i |K^*| & \to & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
& & \prod_{i<j} \mathcal{O}_{X}^{+\text{perf}}(U_{ij}) & \to & \prod_{i<j} \mathcal{O}_{X}^{\text{perf}}(U_{ij}) & \to & \prod_{i<j} |K^*| & \to & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
& & \prod_{i<j<k} \mathcal{O}_{X}^{+\text{perf}}(U_{ijk}) & \to & \prod_{i<j<k} \mathcal{O}_{X}^{\text{perf}}(U_{ijk}) & \to & \prod_{i<j<k} |K^*| & \to & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
& & & & & & & & \\
\end{array}
$$

The left and middle sequences are the Čech sequences for $\mathcal{O}_{X}^{+\text{perf}}$ and $\mathcal{O}_{X}^{\text{perf}}$ respectively. Furthermore, the sequence on the right has kernel $|K^*|$ and is otherwise exact (arguing for example as in [18, Tag 02UW]). Therefore taking the associated long exact sequence of cohomology groups completes the proof. □

4.2 Deformations

In this section we establish isomorphism (4.4), completing the deformation step of our outline.

**Definition 4.3** Let $C_{X}^{\ast}$ denote the Čech complex for $\mathcal{O}_{X}^{\text{perf}}$ associated to $\mathcal{U}$. Let $\overline{C}_{X}^{\ast}$ denote the reduction mod 1 of $\mathcal{O}_{X}^{\text{perf}}$ of $C_{X}^{\ast}$. In particular, each $\mathcal{O}_{X}^{+\text{perf}}(U_{\sigma})$...
term of $C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}}$ is replaced by
\[
\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+/(1 + \mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++}) \cong \left( \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+/(\mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++}) \right)^*.
\]
See [7, Lemma 3.8] and the discussion directly after for more details on this isomorphism.

The reduction map $C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}} \to \overline{C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}}}$ of complexes induces a natural map on cohomology
\[
\varphi : H^1(C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}}) \longrightarrow H^1(\overline{C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}}}),
\]
and the main result of this section is the following:

**Proposition 4.4** The map $\varphi$ defined in equation (4.7) is an isomorphism.

As a first step, we establish surjectivity.

**Lemma 4.5** The map $\varphi$ has a natural section $\psi$. In particular, $\varphi$ surjects.

**Proof** As $\{0\}$ is a face of each $\sigma_i$ there are compatible embeddings
\[
\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+ / \mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++} \hookrightarrow K^0[x_1^{\pm 1/p^\infty}, \ldots, x_n^{\pm 1/p^\infty}]
\]
reducing to compatible embeddings
\[
\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+ / \mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++} \hookrightarrow k[x_1^{\pm 1/p^\infty}, \ldots, x_n^{\pm 1/p^\infty}].
\]
In particular, we may give Čech cocycles those coordinates and observe that invertible elements must be monomials. Denote by $\delta^i$ the differentials of the Čech complex $\overline{C^{\bullet\bullet}_{\mathcal{X}_{\text{perf}}}}$, and fix a cocycle
\[
\alpha = (\alpha_{ij}) = (\lambda_{ij} x_1^{m_{ij,1}} \cdots x_n^{m_{ij,n}}) \in \ker \delta^1.
\]
We first notice that the cocycle of constants $(\lambda_{ij})$ is a coboundary. Indeed, letting
\[
x = (\lambda_{1,r}, \lambda_{2,r}, \ldots, \lambda_{r-1,r}, 1),
\]
then the cocycle condition on the $\lambda_{ij}$ implies $\delta^0(x) = (\lambda_{ij})$. In particular, the class of $\alpha$ in cohomology does not depend on the constant terms of the monomial, so we may take $\alpha_{ij} = x_1^{m_{ij,1}} \cdots x_n^{m_{ij,n}}$. We therefore define $\psi$ on the level of cocycles by
\[
\psi\left((x_1^{m_{ij,1}} \cdots x_n^{m_{ij,n}})\right) = (x_1^{m_{ij,1}} \cdots x_n^{m_{ij,n}})
\]
which is certainly a section of $\varphi$. \qed
To show that this section is in fact an inverse, we construct some intermediary Čech complexes to interpolate between $C^\bullet_{\mathcal{X}_{\text{perf}}}$ and $\overline{C}^\bullet_{\mathcal{X}_{\text{perf}}}$. Let $\sigma \in K$ be a pseudouniformizer. Then for each positive $d \in \mathbb{Z}[p^{-1}]$ there is a sheaf of principal ideals $(\sigma^d) \hookrightarrow \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+$. This induces an injection $1 + (\sigma^d) \hookrightarrow \mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++}$, which gives an injection of Čech complexes $\tilde{C}(\mathcal{U}, 1 + (\sigma^d)) \hookrightarrow C^\bullet_{\mathcal{X}_{\text{perf}}}$. To ease notation, we write $1 + (\sigma^d)$ for the complex $\tilde{C}(\mathcal{U}, 1 + (\sigma^d))$. Let $C^\bullet_{\mathcal{X}_{\text{perf}},d}$ denote the reduction mod $(1 + (\sigma^d))^\bullet$ of $C^\bullet_{\mathcal{X}_{\text{perf}}}$. So we have the short exact sequence of complexes

$$1 \to (1 + (\sigma^d))^\bullet \to C^\bullet_{\mathcal{X}_{\text{perf}}} \to C^\bullet_{\mathcal{X}_{\text{perf}},d} \to 1.$$ 

Somewhat more explicitly, we have $C^\bullet_{\mathcal{X}_{\text{perf}},d} = 0 \to \prod_i \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U_i^\text{perf})/(1 + (\sigma^d)) \to \prod_{i<j} \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U_{ij}^\text{perf})/(1 + (\sigma^d)) \to \cdots$. This is a complex of $K^0/\sigma^d$-modules. We have natural maps $C^\bullet_{\mathcal{X}_{\text{perf}},d'} \to C^\bullet_{\mathcal{X}_{\text{perf}},d}$ whenever $d' > d$.

We show that the complexes $C^\bullet_{\mathcal{X}_{\text{perf}},d}$ interpolate continuously between $C^\bullet_{\mathcal{X}_{\text{perf}}}$ and $C^\bullet_{\mathcal{X}_{\text{perf}}}$. 

**Lemma 4.6** ([7, Lemma 3.10]) $\varinjlim_{d \in \mathbb{Z}[p^{-1}],>0} C^\bullet_{\mathcal{X}_{\text{perf}},d} \cong C^\bullet_{\mathcal{X}_{\text{perf}}}$ and $\varprojlim_{d \in \mathbb{Z}[p^{-1}],>0} C^\bullet_{\mathcal{X}_{\text{perf}},d} \cong C^\bullet_{\mathcal{X}_{\text{perf}}}$. 

**Proof** To compute the direct limit, we show that 

$$\varinjlim_{d \in \mathbb{Z}[p^{-1}],>0} (1 + (\sigma^d))^\bullet = 1 + \mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++}. \quad (4.8)$$

We interpret the colimit as a union, and notice that equation (4.8) follows if 

$$\mathcal{O}_{\mathcal{X}_{\text{perf}}}^{++} = \bigcup_{d \in \mathbb{Z}[p^{-1}],>0} (\sigma^d).$$

To see this, we fix an affinoid open $U \subseteq X$, and a topologically nilpotent function $f \in \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$. Since $f$ is topologically nilpotent, we can take large $r$ so that $f^{p^r}$ lands in the ideal of $\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$ generated by $\sigma$ (as this ideal is an open neighborhood of 0). We write $f^{p^r} = g\sigma$ for $g \in \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$. Rephrasing we see 

$$\left(\frac{f}{\sigma^{1/p^r}}\right)^{p^r} \in \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U).$$

But $\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$ is integrally closed in $\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$, so this in turn implies that $f / \sigma^{1/p^r} \in \mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$, or equivalently, that $f$ is contained in the ideal of $\mathcal{O}_{\mathcal{X}_{\text{perf}}}^+(U)$ generated by $\sigma$. 

\[ \square \]
In particular, \( f \) is contained in the union of the ideals generated by the \( \varpi^d \) for \( d \in \mathbb{Z}[p^{-1}]_{>0} \). This completes the verification of equation (4.8).

For the inverse limit, notice that \( \limleftarrow C^\bullet_{\mathfrak{X}, perf} \cong C^\bullet_{\mathfrak{X}, perf} \) since \( C^\bullet_{\mathfrak{X}, perf} \) is \( \varpi \)-adically complete. Since the unit group functor commutes with inverse limits (indeed, it is right adjoint to the group ring functor), we are done.

We now will deform the Čech cohomology groups in question along these quotient complexes. The following lemma sets up the argument.

**Lemma 4.7** ([7, Lemma 3.12]) Let \( C^\bullet_{\mathfrak{X}, perf} \) be the Čech complex for \( \mathcal{O}_{\mathfrak{X}, perf} \) associated to \( \mathcal{U} \); let \( C^\bullet_{\mathfrak{X}, perf}, d \) be the quotient by \( \varpi^d \cdot \). For all \( d \in \mathbb{Z}[p^{-1}]_{>0} \) and \( i > 0 \),
\[
H^i(C^\bullet_{\mathfrak{X}, perf}, d) = 0.
\]

**Proof** Consider the long exact sequence of Čech complexes induced by the short exact sequence \( 0 \to \varpi^d \cdot \to C^\bullet_{\mathfrak{X}, perf} \to C^\bullet_{\mathfrak{X}, perf}, d \to 0 \). Since \( \varpi^d \cdot \cong 0^+_{\mathfrak{X}, perf} \), Proposition 3.10 tells us that the left and middle complexes are acyclic, so the right one is as well.

This allows us to show that changing \( d \) leaves the cohomology of \( C^\bullet_{\mathfrak{X}, perf}, d \) unchanged, allowing us to deform.

**Lemma 4.8** ([7, Lemmas 3.13 and 3.14]) For all \( d' > d > 0 \) in \( \mathbb{Z}[p^{-1}]_{>0} \) and \( i > 0 \), the natural map
\[
H^i(C^\bullet_{\mathfrak{X}, perf}, d') \to H^i(C^\bullet_{\mathfrak{X}, perf}, d)
\]
is an isomorphism. When \( i = 0 \), the map
\[
H^0(C^\bullet_{\mathfrak{X}, perf}, d') \to H^0(C^\bullet_{\mathfrak{X}, perf}, d)
\]
is surjective.

**Proof** We first consider the case where \( d' = 2d \). We have the following diagram whose rows are exact sequences of Čech complexes,
\[
\begin{array}{c}
0 \to (1 + \varpi^{2d}) \cdot \to C^\bullet_{\mathfrak{X}, perf} \to C^\bullet_{\mathfrak{X}, perf}, 2d \to 0 \\
\downarrow \\
0 \to (1 + \varpi^d) \cdot \to C^\bullet_{\mathfrak{X}, perf} \to C^\bullet_{\mathfrak{X}, perf}, d \to 0
\end{array}
\]

The snake lemma exhibits the exact sequence
\[
1 \to (1 + \varpi^d) \to C^\bullet_{\mathfrak{X}, perf}, 2d \to C^\bullet_{\mathfrak{X}, perf}, d \to 1.
\] (4.9)
We claim that the quotient of complexes \( \frac{(1 + (\varpi d)) \cdot}{(1 + (\varpi 2d)) \cdot} \) is isomorphic to \( C_{\text{perf}, d} \). To see this, note that for any open subset \( U \) we have:

\[
\frac{(1 + (\varpi d)) \cdot}{(1 + (\varpi 2d)) \cdot} (U) \cong 1 + \varpi d \vartheta^+_{\text{perf}}(U) \cong 1 + \varpi 2d \vartheta^+_{\text{perf}}(U).
\]

We can then construct a map to the right hand side from \( \vartheta^+_{\text{perf}}(U) \) by the rule \( a \mapsto 1 + a \varpi d \). The map is a homomorphism because \( \varpi d / \varpi 2d \) squares to zero, it is clearly surjective, and the kernel is precisely the ideal generated by \( \varpi d \) so that it induces an isomorphism from \( C_{\text{perf}, d} \). In particular, by Lemma 4.7, \( 1 + \varpi d / \varpi 2d \) has no higher Čech cohomology. Therefore the case of the result for \( d' = 2d \) follows from the long exact sequence on Čech cohomology associated sequence (4.9).

For general \( d' > d > 0 \), the previous paragraph allows us to replace \( d \) with \( 2l d \), so we may assume \( d < d' < 2d \). Then when \( i > 0 \), we have the following commutative diagram, where the top and bottom rows are isomorphisms again by the previous paragraph.

\[
\begin{array}{ccc}
H^i(C^\bullet\per_{\text{perf}}, 2d) & \xrightarrow{\sim} & H^i(C^\bullet\per_{\text{perf}}, d) \\
\downarrow & & \downarrow \\
H^i(C^\bullet\per_{\text{perf}}, 2d') & \xrightarrow{\gamma} & H^i(C^\bullet\per_{\text{perf}}, d')
\end{array}
\]

In particular, \( \gamma \) is injective and surjective, hence an isomorphism. If \( i = 0 \), the bottom row is surjective, so \( \gamma \) must be surjective as desired. \( \square \)

**Lemma 4.9** The map \( H^1(C^\bullet\per_{\text{perf}}) \to \lim_{\leftarrow d} H^1(C^\bullet\per_{\text{perf}, d}) \) is an isomorphism.

**Proof** Form the inverse system \( C^\bullet_{\text{perf}} = (C^\bullet_{\text{perf}, d})_{d \in \mathbb{N}} \). This is an object of the derived category of \( \text{Mod}(\mathbb{N}, (\mathcal{K}^o / \varpi d)) \), where \( \text{Mod}(\mathbb{N}, (\mathcal{K}^o / \varpi d)) \) is the category of inverse systems \( (M_d) \) of abelian groups such that each \( M_d \) is a \( \mathcal{K}^o / \varpi d \)-module and the transition maps \( M_{d+1} \to M_d \) is a map of \( \mathcal{K}^o / \varpi d+1 \)-modules.

By [18, Tag 0CQE], we have a short exact sequence of \( \mathcal{K}^o \)-modules:

\[
0 \to R^1 \lim_{\leftarrow d} H^0(C^\bullet_{\text{perf}, d}) \to H^1(R \lim_{\leftarrow d} C^\bullet_{\text{perf}}) \to \lim_{\leftarrow d} H^1(C^\bullet_{\text{perf}, d}) \to 0. \quad (4.10)
\]

We first check that \( R \lim_{\leftarrow d} C^\bullet_{\text{perf}} \cong C^\bullet_{\text{perf}} \), showing the right arrow in the sequence the map we care about.
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Consider the diagram

\[
\begin{array}{c}
0 \longrightarrow \prod_i \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_i^{\text{perf}}) \longrightarrow \prod_{i<j} \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_{ij}^{\text{perf}}) \longrightarrow \cdots \\
\downarrow \quad \quad \downarrow \quad \quad \downarrow \\
\vdots \quad \quad \vdots \quad \quad \vdots \\
0 \longrightarrow \prod_i \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_i^{\text{perf}})/(1 + (\varpi^2)) \longrightarrow \prod_{i<j} \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_{ij}^{\text{perf}})/(1 + (\varpi^2)) \longrightarrow \cdots \\
\downarrow \quad \quad \downarrow \\
0 \longrightarrow \prod_i \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_i^{\text{perf}})/(1 + (\varpi)) \longrightarrow \prod_{i<j} \mathcal{O}^{++}_{\mathfrak{X}_{\text{perf}}} (U_{ij}^{\text{perf}})/(1 + (\varpi)) \longrightarrow \cdots .
\end{array}
\]

Here the top row is \( \mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}}} \) and everything below it is \( \mathcal{C}^{\bullet}_{\mathfrak{X}_{\text{perf}}} \). By Lemma 4.6 we see that each term in the top row is the inverse limit of the modules in that column.

All vertical maps are quotients, so the columns satisfy the Mittag-Leffler condition. Let \( \mathcal{C}^{*,p}_{\mathfrak{X}_{\text{perf}},d} \) be the \( p \)th term of the complex \( \mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d} \). Then by [18, Tag 091D(3)], \( \lim_{\rightarrow d} \mathcal{C}^{*,p}_{\mathfrak{X}_{\text{perf}},d} = 0 \) for all \( p \). Using this, [18, Tag 091D(5)] implies that \( \lim \mathcal{C} \) is represented by the complex whose term in degree \( p \) is \( \lim_{\rightarrow d} \mathcal{C}^{*,p}_{\mathfrak{X}_{\text{perf}},d} \), which is exactly the top row of the diagram.

To show that the right map in equation (4.10) is an isomorphism, we must show that \( \lim_{\rightarrow d} H^0 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \) vanishes. By Lemma 4.8, the inverse system \((H^0 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}))_{d \in \mathbb{N}}\) has surjective transition maps. It is therefore Mittag-Leffler, so its \( \lim \) vanishes as desired.

We are now ready to assemble all this work into a proof of Proposition 4.4.

**Proof of Proposition 4.4** We have shown that \( \varphi \) decomposes into the following composition of isomorphisms:

\[
H^1 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}}}) \cong H^1 (\lim_{\leftarrow d} \mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \quad (4.11)
\]

\[
\cong \lim_{\leftarrow d} H^1 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \quad (4.12)
\]

\[
\cong H^1 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \quad (4.13)
\]

\[
\cong \lim_{\rightarrow d} H^1 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \quad (4.14)
\]

\[
\cong H^1 (\lim_{\rightarrow d} \mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}},d}) \quad (4.15)
\]

\[
\cong H^1 (\mathcal{C}^{\bullet \bullet}_{\mathfrak{X}_{\text{perf}}}). \quad (4.16)
\]

That lines (4.11) and (4.16) are isomorphisms is Lemma 4.6. That line (4.12) is an isomorphism is Lemma 4.9. Lines (4.13) and (4.14) are isomorphisms because they are inverse and direct limits of a system of isomorphisms due to Lemma 4.8. Line (4.15) is an isomorphism because filtered colimits of abelian groups are exact. □
As $\tilde{H}^1(\Omega, \mathcal{O}_{X_{\text{perf}}}^+)$ = $H^1(C_{X_{\text{perf}}}^\bullet)$ by definition, we have now established isomorphism (4.4).

4.3 Comparison to the perfection of the toric variety over the residue

To finish we must establish isomorphism (4.5), between $H^1(C^\bullet \cdot X_{\text{perf}})$ and $\text{Pic}(X_0)[p^{-1}]$.

To do so, we establish a bit of notation. Let $U_i = U_{\sigma,k}$, and define $U_0 = \{U_i \rightarrow X_0\}$ the standard cover of the toric variety $X_0$ induced by $\Sigma$. Let $X_{0,\text{perf}}$ be the (scheme theoretic) perfect closure of $X_0$ (that is, the inverse limit along Frobenius in the category of schemes). Then $U_{0,\text{perf}} = \{U_i^{\text{perf}} \rightarrow X_{0,\text{perf}}\}$ is an open cover of $X_{0,\text{perf}}$ as perfect closures commute with base change.

**Lemma 4.10** There is a natural isomorphism $H^1(C^\bullet \cdot X_{\text{perf}})$ $\cong \tilde{H}^*(U_{0,\text{perf}}, \mathcal{O}^*_{X_{0,\text{perf}}})$.

**Proof** Since $k$ is perfect, there is a natural identification $k[\sigma^\vee \cap M[p^{-1}]] = H^0(U_0^{\text{perf}}, \mathcal{O}_{X_{0,\text{perf}}}^*)$.

In particular the unit groups and localization maps are identified, so that this passes to a natural identification of complexes

$$C_{X_{\text{perf}}}^\bullet \cong \tilde{C}(U_{0,\text{perf}}, \mathcal{O}^*_{X_{0,\text{perf}}})$$

Passing to cohomology completes the proof. $\square$

By [9, Theorem 2.1], every line bundle on $X_0$ trivializes on $\Omega_0$, so that the Čech-to-derived functor spectral sequence gives an isomorphism $\tilde{H}^1(\Omega_0, \mathcal{O}_{X_0}^*) \cong \text{Pic}(X_0)$. Furthermore, we can pass [9, Theorem 2.1] to the colimit along Frobenius (applying, for example [18, Tag 0B8W]), so that every line bundle on $X_{0,\text{perf}}$ trivializes on $\Omega_{0,\text{perf}}^{\text{perf}}$. Again by the Čech-to-derived functor spectral sequence we see that $\tilde{H}^1(\Omega_{0,\text{perf}}^{\text{perf}}, \mathcal{O}_{X_{0,\text{perf}}}^*) \cong \text{Pic}(X_{0,\text{perf}})$.

**Proposition 4.11** Suppose $S$ is a quasicompact quasiseparated scheme over a field of characteristic $p$. Let $S_{\text{perf}}$ be its perfect closure. Then $\text{Pic}(S_{\text{perf}}) \cong \text{Pic}(S)[p^{-1}]$.

**Proof** As $S_{\text{perf}}$ is perfect, the Frobenius map on $\mathcal{O}_{S_{\text{perf}}}^*$ is an isomorphism. Passing to the first cohomology group shows that the $p$-th power map on $\text{Pic}(S_{\text{perf}})$ is an isomorphism. This implies that the pullback map $\text{Pic}(S) \rightarrow \text{Pic}(S_{\text{perf}})$ factors through $\text{Pic}(S)[p^{-1}]$, so we have

$$\text{Pic}(S) \rightarrow \text{Pic}(S)[p^{-1}] \rightarrow \text{Pic}(S_{\text{perf}})$$

We must show the righthand map is an isomorphism. We remind ourselves that $S_{\text{perf}} = \lim S$ along Frobenius. As Frobenius is an affine morphism and $S$ is quasicompact and
quasiseparated, every line bundle on $S^{\text{perf}}$ is the pullback of a line bundle from one of the factors [18, Tag 0B8W]. This proves surjectivity.

To show injectivity it is equivalent to show that the kernel of $\text{Pic}(S) \to \text{Pic}(S^{\text{perf}})$ is $p$-power torsion. Fix some $\mathcal{L}$ in the kernel, and represent it by a cover $\{V_i \to S\}$ and gluing functions $f_{jk} \in \mathcal{O}_S(V_{jk})^* \subseteq \mathcal{O}_{S^{\text{perf}}}(V_{jk}^{\text{perf}})^*$. Then the fact that $\mathcal{L}$ pulls back to a trivial bundle means that $f_{jk} = f_j / f_k$ for various $f_i \in \mathcal{O}_{S^{\text{perf}}}(V_i^{\text{perf}})^*$. There is some large $N$ such that each for each $i$ we have $f_i^N \in \mathcal{O}_S(V_i)^*$, so that $f_{jk}^N = f_j^N / f_k^N$. In particular the cocycle $(f_{jk}^N)$ is a coboundary and therefore its gluing data is trivial, whence $\mathcal{L} \otimes p^N \cong \mathcal{O}_{S^{\text{perf}}}$.

As $X_0$ is proper, we have established that $\text{Pic}(X_0^{\text{perf}}) \cong \text{Pic}(X_0)[p^{-1}]$, which is isomorphism (4.5). This was the final link in the proof of Theorem 4.1.

**Remark 4.12** (A note on canonicity) Notice that the multiplication by $p$ map is an isomorphism on $\text{Pic}(X^{\text{perf}})$. Once we fix a projection map $\pi_0 : X^{\text{perf}} \to X$ the isomorphism from Theorem 4.1 becomes canonical in the following sense. The construction of the perfectoid cover produces the following commutative diagram where $\varphi = \varphi_p$ is the $p$th power map of Definition 2.11:

```
\begin{array}{ccccccccc}
X^{\text{perf}} & \xrightarrow{\pi_k} & X^{k+1} & \xrightarrow{\varphi} & X & \xrightarrow{\varphi} & \cdots & \xrightarrow{\varphi} & X.
\end{array}
```

Passing to Picard groups this induces by universal property a canonical homomorphism

$$\lim_{\varphi^*} \text{Pic}(X) \to \text{Pic}(X^{\text{perf}}).$$

By Corollary 2.12, $\varphi^*$ is multiplication by $p$ so that the source is canonically isomorphic to $\text{Pic}(X)[p^{-1}]$. Composing gives a canonical homomorphism

$$\text{Pic}(X)[p^{-1}] \to \text{Pic}(X^{\text{perf}})$$

which is an isomorphism by Theorem 4.1. In particular, identifying $\mathcal{L} \in \text{Pic}(X^{\text{perf}})$ with a formal $p$th tensor root $M^{1/p^k}$ of some $M \in \text{Pic}(X)$ in turn identifies $\mathcal{L}$ with the pullback of $M$ from the $k$th level of the tower: $\mathcal{L} \cong \pi_k^* M$.

### 5 Cohomology of line bundles

We will conclude with a computation of the cohomology of line bundles on the perfectoid cover of a toric variety. The standard setup will be the following.
Setup 5.1  Let $\Sigma$ be a complete fan, $K$ a perfectoid field, and $X = X_{\Sigma,K}$ the associated toric variety with perfectoid cover $\mathcal{X}^{\text{perf}} \to X$. Assume that the Picard group of $\mathcal{X}_{\Sigma}$ trivializes on the affinoid cover induced by $\Sigma$ (so that Theorem 4.1 applies). As in Remark 4.12, fix $L \in \text{Pic}(\mathcal{X}^{\text{perf}})$ and a line bundle $M \in \text{Pic}(X)$ such that

$$L \cong M^{1/p^k} \cong \pi_k^* M,$$

where $\pi_k$ is projection onto the $k$-th factor of the inverse limit.

Theorem 5.2  In the situation of Setup 5.1, for all $i \geq 0$, there is a canonical homomorphism

$$\gamma : \text{colim}_n H^i(X, M^{p^{n-k}}) \longrightarrow H^i(\mathcal{X}^{\text{perf}}, L).$$

Furthermore, one can endow the source and target with with the structure of topological $K$-vector spaces in a way such that the target is the completion of the source, and $\gamma$ is the canonical inclusion. In particular, with this topology fixed, we have

$$\left(\text{colim}_n H^i(X, M^{p^{n-k}})\right)^{\wedge} \cong H^i(\mathcal{X}^{\text{perf}}, L).$$

Remark 5.3  Without loss of generality we may assume that the identification $L = M^{1/p^k}$ can be made with $k = 0$. This is because the $p$-power map on $\varphi : \mathcal{X}^{\text{perf}} \to \mathcal{X}^{\text{perf}}$ (Definition 2.11) is an isomorphism, as it is determined affinoid locally by multiplication by $p$ on the free abelian group $M[1/p]$. The isomorphism $\varphi^* L \cong L^p$ (Corollary 2.12) is adjoint to an isomorphism $L \cong \varphi_* L^p$, which as $\varphi$ is an isomorphism passes to a $K$-linear isomorphism of the cohomology of $L$ and $\varphi_* L^p$. This composes to a canonical isomorphism on the cohomology of $L$ and $L^p$ applying Lemma 5.4 below.

5.1 Construction of the comparison map

We first construct the canonical map. We need the following immediate consequence of the Leray spectral sequence.

Lemma 5.4  Let $f : Y \to Z$ be a map of topological spaces, and $\mathcal{F}$ a sheaf of abelian groups on $Y$. For all $i$ there are natural maps $H^i(Z, f_* \mathcal{F}) \to H^i(Y, \mathcal{F})$, which are isomorphisms if $f$ is.

Proof  This is an immediate consequence of the filtration of the $E_\infty$ page from the Leray spectral sequence

$$E_2^{p,q} : H^p(Z, R^q f_* \mathcal{F}) \Longrightarrow H^{p+q}(Y, \mathcal{F}). \square$$

We will now build the map from Theorem 5.2. We assume the conditions of Setup 5.1, identifying $L \in \text{Pic}(\mathcal{X}^{\text{perf}})$ with $M^{1/p^k}$, for $M \in \text{Pic}(\mathcal{X})$. By Remark 5.3 we may assume $k = 0$. 
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Proposition 5.5 There is a canonical homomorphism

\[ \gamma : \varprojlim_n H^i(X, M^{pn}) \rightarrow H^i(X^{\text{perf}}, \mathcal{L}). \]

Proof Let \( \varphi \) be the \( p \)th power map on \( X \). We know by Corollary 2.12 that there is an isomorphism \( \varphi^* \mathcal{M} \cong \mathcal{M}^p \), which is adjoint to a map \( \mathcal{M} \rightarrow \varphi^* \mathcal{M}^p \). Passing to cohomology and composing with the map from Lemma 5.4 gives a homomorphism \( \rho : H^i(X, \mathcal{M}) \rightarrow H^i(X, \mathcal{M}^p) \). Arguing similarly, for each \( m > 0 \), the isomorphisms \( \mathcal{L} \cong \pi^*_m \mathcal{M}^{pn} \) induce canonical maps \( \gamma_m : H^i(X, \mathcal{M}^{pn}) \rightarrow H^i(X^{\text{perf}}, \mathcal{L}) \), and these fit compatibly in the following diagram:

\[
\begin{array}{cccc}
H^i(X, \mathcal{M}) & \rho \downarrow & \rightarrow & H^i(X, \mathcal{M}^p) \\
\downarrow & & \gamma_0 & \\
H^i(X, \mathcal{M}^{p^2}) & \gamma_1 \downarrow & \rightarrow & H^i(X^{\text{perf}}, \mathcal{L}) \\
\vdots & \vdots & & \vdots \\
\rightarrow & \rightarrow & \rightarrow & \rightarrow \\
colim H^i(X, \mathcal{M}^{pn}) & & & \\
\end{array}
\]

5.2 Topologizing the cohomology groups

We will use Čech cohomology with respect to the usual cover to endow the source and target of \( \gamma \) with topologies. We let \( \{ \sigma_1, \ldots, \sigma_r \} \) be the maximal cones of \( \Sigma \), and consider the covers \( \mathcal{U} = \{ U_{\sigma_i} \rightarrow X \} \) and \( \mathcal{U}^{\text{perf}} = \{ U_{\sigma_i}^{\text{perf}} \rightarrow X^{\text{perf}} \} \). We first record that Čech cohomology is effective with respect to these covers.

Lemma 5.6 Consider the situation of Setup 5.1, and let \( \mathcal{U} \) and \( \mathcal{U}^{\text{perf}} \) be the standard covers of \( X \) and \( X^{\text{perf}} \) respectively. Then the natural maps

\[
\tilde{H}^i(\mathcal{U}^{\text{perf}}, \mathcal{L}) \sim \rightarrow H^i(X^{\text{perf}}, \mathcal{L}) \quad \text{and} \quad \tilde{H}^i(\mathcal{U}, \mathcal{M}^{pn}) \sim \rightarrow H^i(X, \mathcal{M}^{pn})
\]

are isomorphisms.

Proof The \( U_{\sigma_i} \) and their intersections are affinoid and the same can be said for the \( U_{\sigma_i}^{\text{perf}} \). Since locally free sheaves on affinoid adic spaces are acyclic, the Čech-to-derived functor spectral sequence gives isomorphisms (5.3) and (5.7). \( \square \)

Now we can explicitly write down the maps \( \rho \) and \( \gamma_i \) from the proof of Proposition 5.5 on Čech cocycles.
Lemma 5.7 For all maximal cones $\sigma \in \Sigma$, the endomorphism of $K[\sigma^\vee \cap M]$ prescribed by $\chi^m \mapsto \chi^p$ induces maps $\mathcal{O}_{U_{\eta}} \to \mathcal{O}_{U_{\eta}}$. These maps glue to the map $\mathcal{M} \to \varphi_\eta \mathcal{M}^p$.

Proof We know that $\mathcal{M}$ is given by a cocycle $(\chi^{m}_{ij}) \in \check{H}^1(\mathcal{U}, \mathcal{O}_X^\vee)$ (for some $m_{ij} \in \sigma_{ij}^\vee \cap M$) and $\mathcal{M}^p$ is given by $(\chi^{pm}_{ij})$. Therefore it suffices to show that the given map commutes with the gluing data on $U_{ij}$. But one can easily check that

\[
\begin{array}{ccc}
\mathcal{O}_{U_{ij}} & \xrightarrow{\chi^m_{ij}} & \mathcal{O}_{U_{ij}} \\
\downarrow \chi^m_{ij} & & \downarrow \chi^{pm}_{ij} \\
\mathcal{O}_{U_{ji}} & \xrightarrow{\chi^m_{ij}} & \mathcal{O}_{U_{ji}}
\end{array}
\]

commutes, so we are done. \qed

This has the following immediate consequence:

Lemma 5.8 For any $\sigma \in \Sigma$, the map $H^0(U_{\sigma}, \mathcal{M}) \to H^0(U_{\sigma}, \mathcal{M}^p)$ can be identified with the inclusion

\[ K[\sigma^\vee \cap M] \hookrightarrow K[\sigma^\vee \cap p^{-1}M], \]

in such a way that it is compatible with restrictions to the faces of $\sigma$. In particular, one can identify:

\[ \colim H^0(U_{\sigma}, M^{p^n}) \cong K[\sigma^\vee \cap M[p^{-1}]], \]

compatibly with restricting to faces in $\sigma$.

Proof This follows immediately from Lemma 5.7 relabelling $pM \subseteq M$ as $M \subseteq p^{-1}M$. \qed

Diagram 5.1 from the proof of Proposition 5.5 can be exhibited as the induced map on the cohomology of the following composition of Čech complexes:

\[ \check{C}(\mathcal{U}, \mathcal{M}) \to \check{C}(\mathcal{U}, \mathcal{M}^p) \to \cdots \to \colim \check{C}(\mathcal{U}, \mathcal{M}^{p^n}) \xrightarrow{\eta} \check{C}(\mathcal{U}^{\text{perf}}, \mathcal{L}). \]

To simplify notation, we give the source and target of $\eta$ the names $C^*$ and $D^*$ respectively. With Lemma 5.8 in mind, the $\eta$ can be identified with the following inclusion (now arranged vertically):
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For each index $i$, the map 

downarrow

has that 

downarrow

and we can therefore give 

the topology generated by the subsets $\sigma_d$ as $d$ varies), and we do similarly for each $D^\kappa$. With this topology, then it is clear $\eta$ is the inclusion of a topological $K$-vector space into its completion (as it is true in a neighborhood of 0), proving part (1).

(2) For each index $i$, the map $\gamma : H^i(C^*) \rightarrow H^i(D^*)$ can be identified with the map from a topological $K$-vector space to its completion.

\textbf{Proof} Because the differentials of the complexes above are generated by alternating sums of monic monomials, they take take polynomials (resp. power series) with integral to ones with integral coefficients. In particular, diagram (5.2) restricts to a morphism $\eta^\circ$ of complexes:

\[
\begin{array}{c}
C^{*,\circ} : \cdots \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \cdots \\
\downarrow \\
D^{*,\circ} : \cdots \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \cdots
\end{array}
\]

(5.2)

This looks like the inclusion of a complex of topological $K$-vector spaces into its termwise completion. Let us make that precise.

\textbf{Proposition 5.9} Let $C^*$ and $D^*$ be as above. Then $C^*$, $D^*$ and their cohomologies $H^i(C^*)$, $H^i(D^*)$ can be equipped with topologies under which:

(1) $\eta : C^* \rightarrow D^*$ can be identified with the map from a complex of topological $K$-vector spaces to its (termwise) completion.

(2) For each index $i$, the map $\gamma : H^i(C^*) \rightarrow H^i(D^*)$ can be identified with the map from a topological $K$-vector space to its completion.

\textbf{Proof} Because the differentials of the complexes above are generated by alternating sums of monic monomials, they take take polynomials (resp. power series) with integral to ones with integral coefficients. In particular, diagram (5.2) restricts to a morphism $\eta^\circ$ of complexes:

\[
\begin{array}{c}
C^{*,\circ} : \cdots \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \cdots \\
\downarrow \\
D^{*,\circ} : \cdots \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \prod_{j=0}^{\infty} K[\sigma_{j,0}^\vee \cap M[p^{-1}]] \rightarrow \cdots
\end{array}
\]

Giving the source and target the $\sigma$-adic topology, we see that $\eta^\circ$ is the inclusion of a complex of topological $K^\circ$-modules into its $\sigma$-adic completion. Now, for each $i$, we have that

\[
C^i = C^{i,\circ} \otimes_{K^\circ} K = C^{i,\circ}[1/\sigma^\circ],
\]

and we can therefore give $C^i$ the topology making $C^{i,\circ}$ open and bounded (that is, the topology generated by the subsets $\sigma^dC^{i,\circ}$ as $d$ varies), and we do similarly for each $D^\kappa$. With this topology, then it is clear $\eta$ is the inclusion of a topological $K$-vector space into its completion (as it is true in a neighborhood of 0), proving part (1).

Now on to cohomology; the groups $H^i(C^{*,\circ})$ are naturally $K^\circ$-modules and can therefore be endowed with the $\sigma$-adic topology, and similarly for the $H^i(D^{*,\circ})$. Since $K$ is flat over $K^\circ$, we have isomorphisms

\[
H^i(C^*) \cong H^i(C^{*,\circ} \otimes_{K^\circ} K) \cong H^i(C^{*,\circ}) \otimes_{K^\circ} K \cong H^i(C^{*,\circ})[1/\sigma^\circ].
\]

Then we can give $H^i(C^*)$ the topology making the image of $H^i(C^{*,\circ})$ open and bounded, that is, the topology induced by the images of $\sigma^dH^i(C^{*,\circ})$ in $H^i(C^*)$ as
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\(d\) varies. We do similarly for \(H_i(D^*)(\mathcal{D}^*)\). With these topologies in mind, \(\gamma\) is obtained from the inclusion of \(C^*\) into its completion \(D^*\) by passage to cohomology. Part (2) then follows from the more general Lemma 5.10 below.

To conclude the proof of we would like to argue—as in the proof of Proposition 3.10—that completion of a sequence of linearly topologized modules commutes with cohomology (and in fact, this argument immediately implies \(H^i(D^*(\mathcal{D})) = H^i(C^*(\mathcal{D}^*))\)). As the modules in question are not linearly topologized, we need the following lemma extending the commutation of cohomology and completion to generic fibers of linearly topologized \(K^\circ\)-modules.

**Lemma 5.10** Let \(M^* = M^0 \to M^1 \to \cdots \to M^n\) be a sequence of linearly topologized \(K^\circ\)-modules with countable systems of fundamental neighborhoods of 0, and for each \(i\) give \(M^i \otimes K\) the topology making the image of \(M^i\) open and bounded. Then

\[
H^i(M^* \otimes K)^\wedge \cong H^i((M^* \otimes K)^\wedge).
\]

**Proof** We collect a few ingredients. First we use that if \(N\) is a linearly topologized \(K^\circ\)-module, then

\[
\hat{N} \otimes K \cong (N \otimes K)^\wedge.
\]

This is rather immediate, as \(N\) is open in \(N \otimes K\) and the basis of 0 given by the \(\mathcal{O}^nN\) is a basis for both the topology of \(N\) and \(N \otimes K\). We will also use that \(\cdot \otimes K\) is an exact functor, and that \(H^i(M^*) \cong H^i(M^*)^\wedge\) since the \(M^i\) are linearly topologized with countable neighborhood bases of 0 [18, Tag 0AS0]. Putting all this together gives the following chain of isomorphisms which prove the result:

\[
(H^i(M^* \otimes K))^\wedge \cong (H^i(M^*) \otimes K)^\wedge \\
\cong H^i(M^*)^\wedge \otimes K \\
\cong H^i(\hat{M}^*) \otimes K \\
\cong H^i(\hat{M}^* \otimes K) \\
\cong H^i((M^* \otimes K)^\wedge). \quad \Box
\]

We can now string everything together to prove the main theorem of this section.

**Proof of Theorem 5.2** We use the \(\wedge\) symbol to represent completion with respect to the topologies introduced in the previous paragraph. The map from Proposition 5.5 can be identified with the following chain of isomorphisms:
To conclude we verify that they are all in fact isomorphisms. Isomorphisms (5.3) and (5.7) are Lemma 5.6 and isomorphism (5.6) follows from the fact that cohomology commutes with directed colimits of abelian groups [18, Tag 00DB]. Isomorphism (5.4) is Proposition 5.9 (1) and isomorphism (5.5) is Proposition 5.9 (2), which completes the proof. □

5.3 Vanishing theorems

The cohomology of line bundles on toric varieties has been extensively studied, for example in [1, 6], [4, 9.1–9.4]. Therefore, given a line bundle $L$ on $X^{\text{perf}}$, we may first use Theorem 4.1 to identify it with $M^{1/p^k}$ for a line bundle $M$ on $X$, and then use known results about the cohomology of $M$ together with Theorem 5.2 to explicitly compute the cohomology of $L$. We will use this philosophy to promote Demazure and Batyrev–Borisov vanishing theorems for toric varieties to the perfectoid setting. These theorems concern globally generated line bundles, so to deduce them from the classical theorems about toric varieties using Theorem 5.2, we need the correspondence between line bundles of Theorem 4.1 to preserve the property of being globally generated.

**Proposition 5.11** Let $L \in \text{Pic}(X^{\text{perf}})$ and identify it with $M^{1/p^k}$ for $M \in \text{Pic}(X)$. Then $L$ is a globally generated $\mathcal{O}_{X^{\text{perf}}}$-module if and only if $M$ is a globally generated $\mathcal{O}_X$-module for $t \gg 0$.

**Proof** As in Remark 5.3 we may assume $k = 0$. If $M$ is globally generated, then we can pick a surjection $\rho : \bigoplus \mathcal{O}_X \rightarrow M$. Letting $\phi$ be the $p$-power map then $\pi_0 = \phi \circ \pi_t$. Therefore (applying Lemma 2.12)

$$L \cong \pi_0^* M = \pi_t^* (\phi^t)^* M \cong \pi_t^* M.$$  

As pulling back by $\pi_t$ is right exact, $\pi_t^* \rho : \bigoplus \mathcal{O}_{X^{\text{perf}}} \rightarrow L$ gives the desired surjection.

Conversely, suppose that $L$ is globally generated. As $X^{\text{perf}}$ is compact, $L$ may be generated by a finite set of sections $s_1, \ldots, s_n$. This proof will have two parts. First we will show that the $s_j$ can without loss of generality be assumed to come from global sections of $M^{p^t}$ for some $t$ (under the identification of Theorem 5.2 on zeroth cohomology). We will then show that (perhaps increasing $t$) these $s_j$ generate $M^{p^t}$.

Trivialize $L$ over the $U^{\text{perf}}_i$, and consider the $s_j$ as elements of

$$\mathcal{O}_{X^{\text{perf}}} (U^{\text{perf}}_i) = K[s_i^{\vee} \cap M[p^{-1}]].$$  
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As $\mathcal{U}_i^{\text{perf}}$ is affinoid, the $s_j$ generate the unit ideal of $O_X(\mathcal{U}_i^{\text{perf}})$. Therefore there are $a_1, \ldots, a_n \in O_X^{\text{perf}}(\mathcal{U}_i^{\text{perf}})$ such that $a_1s_1 + \cdots + a_ns_n = 1$. Applying Theorem 5.2 on zeroth cohomology, there are global sections $\tilde{s}_j \in \Gamma(X, \mathcal{M}^{p^t})$ which are arbitrarily close to the $s_j$ (increasing $t$ as necessary). Since there are finitely many $\mathcal{U}_i^{\text{perf}}$, we may choose them so that on each $\mathcal{U}_i^{\text{perf}}$:

$$\| (a_1s_1 + \cdots + a_ns_n) - (a_1\tilde{s}_1 + \cdots + a_n\tilde{s}_n) \| < 1.$$ 

That is, $\xi := 1 - (a_1\tilde{s}_1 + \cdots + a_n\tilde{s}_n)$ is topologically nilpotent. Therefore the geometric series for $(1 - \xi)^{-1}$ converges so that $1 - \xi$ is a unit. As $1 - \xi$ is in the ideal generated by the $\tilde{s}_j$, they generate the unit ideal. In particular, we see that the $\tilde{s}_j$ generate $\mathcal{L}$. This completes the first step.

The second step applies a similar argument, but now to the coefficients. We use that trivializations of $\mathcal{L}$ over the $\mathcal{U}_i^{\text{perf}}$ and of $\mathcal{M}$ over $\mathcal{U}_i$ are compatible, so that we can identify the map $\mathcal{M}^{p^t}(\mathcal{U}_i) \to \mathcal{L}(\mathcal{U}_i^{\text{perf}})$ with the inclusion $K(\sigma_i^\vee \cap p^{-t}M) \hookrightarrow K(\sigma_i^\vee \cap M[p^{-1}])$, and the $\tilde{s}_j$ can be considered as elements of the target. We know they generate the unit ideal in $K(\sigma_i^\vee \cap M[p^{-1}])$, that is there are coefficients $b_j$ such that $b_1\tilde{s}_1 + \cdots + b_n\tilde{s}_n = 1$. Arguing as above and perhaps increasing $k$, there are $\tilde{b}_j \in K(\frac{1}{p}M \cap \sigma_i^\vee)$ so that

$$\| (b_1\tilde{s}_1 + \cdots + b_n\tilde{s}_n) - (\tilde{b}_1\tilde{s}_1 + \cdots + \tilde{b}_n\tilde{s}_n) \| < 1.$$ 

Therefore $\xi' = 1 - (\tilde{b}_1\tilde{s}_1 + \cdots + \tilde{b}_n\tilde{s}_n)$ is topologically nilpotent so that $1 - \xi'$ is a unit in $K(\sigma_i^\vee \cap p^{-t}M)$. But it is also in the ideal generated by the $\tilde{s}_j$, so they generate the unit ideal. Doing this over all the $\mathcal{U}_i$, perhaps increasing $t$ a finite amount of times, we see that the $\tilde{s}_j$ generate $\mathcal{M}^{p^t}$. 

Using this we can promote a well-known vanishing theorem to the perfectoid setting.

**Theorem 5.12** (Demazure vanishing in the perfectoid setting) If $\mathcal{L}$ is a globally generated line bundle on $X^{\text{perf}}$, then for all $i > 0$

$$H^i(X, \mathcal{L}) = 0.$$ 

**Proof** By Theorem 4.1 we can find some line bundle $\mathcal{M}$ on $X$ such that $\mathcal{L}$ is identified with $\mathcal{M}^{1/p^k}$, and Proposition 5.11 shows that $\mathcal{M}^{p^t}$ is globally generated for $t \gg 0$. Applying Demazure vanishing [4, Theorem 9.2.3] we see that $H^i(X, \mathcal{M}^{p^t}) = 0$ for all $i > 0$ and $t \gg 0$, so that taking completed direct limits and applying Theorem 5.2 gives the result. 

The proof of Batyrev–Borisov vanishing will be essentially identical, but the statement requires a bit of setup, and we will summarize without proof the necessary results. The results are carefully described and proven over the complex numbers in [4, Sections 3 and 4], and in general in [5, 6].

 Springer
Fix a fan $\Sigma$ and let $\Sigma(1)$ be the 1 dimensional cones of $\Sigma$. To each ray $\rho \in \Sigma(1)$ the orbit cone correspondence \cite[(3.2.6)]{4} canonically assigns a divisor $D_\rho \subseteq X_\Sigma$. We also assign to $\rho$ its minimal generator in $N$, which we call $u_\rho$. With this data, we can now assign to every $m \in M$ the divisor $D(m) = \sum_{\rho \in \Sigma(1)} \langle m, u_\rho \rangle D_\rho$.

The divisor $D(m)$ is the principal divisor associated to the character $\chi^m$, and the map $D$ fits into the following exact sequence \cite[(4.1.3)]{4}

$$M \rightarrow \bigoplus_{\rho \in \Sigma(1)} \mathbb{Z} \cdot D_\rho \rightarrow \text{Cl}(X) \rightarrow 0.$$ (5.8)

The term in the middle is the set of Weil divisors of $X_\Sigma$ invariant under the torus action. Central to the statement of Batyrev–Borisov vanishing is a polyhedron associated to a torus invariant divisor.

**Definition 5.13** (\cite[(4.3.2)]{4}) Fix a torus invariant divisor $D = \sum a_\rho D_\rho$. Its associated polytope is

$$P_D = \{ m \in M_\mathbb{R} : \langle m, u_\rho \rangle \geq -a_\rho \text{ for all } \rho \in \Sigma(1) \}.$$

**Definition 5.14** Let $S \subseteq M_\mathbb{R}$. The affine hull of $S$ is

$$\text{Aff}(S) = \left\{ \sum_{i=1}^k \alpha_i x_i : x_i \in S \text{ and } \sum \alpha_i = 1 \right\}.$$

The relative interior $\text{Relint}(S)$ is the interior of the affine hull of $S$.

We can now state Batyrev–Borisov vanishing, first established in \cite{1}.

**Theorem 5.15** (Batyrev–Borisov vanishing \cite[(9.3.5)]{4}) Let $X = X_\Sigma$ be a complete toric variety over a field $k$, and $D$ a basepoint free divisor. Then

- $H^i(X, \mathcal{O}(-D)) = 0$ for all $i \neq \dim P_D$.
- If $i = \dim P_D$ then

$$H^i(X, \mathcal{O}(-D)) = \bigoplus_{m \in \text{Relint}(P_D) \cap M} k \cdot \chi^{-m}.$$
is globally generated if and only if $D$ is basepoint free. Furthermore, we can associate $\mathcal{L}^n$ to the divisor $nD$. The dimension of the polytope from Definition 5.13 isolated the important cohomological degree in the Batyrev–Borisov vanishing theorem, and we can now access that integer in the perfectoid setting.

**Definition 5.16** Let $\Sigma$ be a complete fan, $X = X_{\Sigma}$ and $\chi^{\text{perf}} \to X$ the associated perfectoid cover. Assume that the Picard group of the rigid space $\tilde{X}_{\Sigma}$ trivializes on the affinoid cover induced by $\Sigma$. Fix $L \in \text{Pic}(\chi^{\text{perf}})$ and use Theorem 4.1 to identify it with $M^{l/p^k}$ for $M \in \text{Pic}(X)$. Associate to $M$ a divisor $D$ using sequence (5.8), and consider the polytope $P_D$. We define

$$d_L := \dim P_D.$$ 

**Lemma 5.17** The integer $d_L$ is well defined.

**Proof** Suppose $D$ and $D'$ are two torus invariant divisors associated to $M$. The sequence (5.8) asserts that $D$ and $D'$ differ by the divisor of some $m \in M$, so that by [4, Section 4.3](1) $P_{D'}$ is a translate of $P_D$ by $m$, and hence share dimension. The choice of $M$ is well defined up to a power of $p$, which may replace $D$ with $pt D$. Again by [4, Section 4.3], $P_{p^t D} = p^t P_D$ is a scaling and hence the dimension is unchanged. $\square$

We can now prove the result.

**Theorem 5.18** (Batyrev–Borisov vanishing in the perfectoid setting) Consider the setup as in Definition 5.16, and suppose $L$ is globally generated. For all $i \neq d_L$:

$$H^i(\chi^{\text{perf}}, L^{-1}) = 0.$$ 

If $i = d_L$ we have an isomorphism

$$H^{d_L}(\chi^{\text{perf}}, L^{-1}) \cong \left( \text{colim}_n \left( \bigoplus_{m \in \text{Relint}(p^n P_D) \cap M} K \cdot \chi^{-m} \right) \right)^{\wedge},$$

where the transition maps are induced by $\chi^m \mapsto \chi^{pm}$.

**Proof** For each $n$, we have $M^{-p^n} = O(-p^n D)$, and as in Lemma 5.17 the dimension of $P_{p^n D}$ is $d_L$. As $\mathcal{L}$ is globally generated, Proposition 5.11 implies that $M^{l/p^t}$ is globally generated for $t$ large enough, and therefore for large $t$ the divisor $p^t D$ is basepoint free. The results now follow, applying Theorem 5.15 to all large enough $p$-powers of $M$, passing to the completed direct limit, and applying Theorem 5.2. $\square$
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