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Abstract

In the finite-dimensional case, we present a new approach to the theory of cones with a mapping cone symmetry, first introduced by Størmer. Our method is based on a definition of an inner product in the space of linear maps between two algebras of operators and the fact that the Jamiołkowski-Choi isomorphism is an isometry. We consider a slightly modified class of cones, although not substantially different from the original mapping cones by Størmer. Using the new approach, several known results are proved faster and often in more generality than before. For example, the dual of a mapping cone turns out to be a mapping cone as well, without any additional assumptions. The main result of the paper is a characterization of cones with a mapping cone symmetry, saying that a given map is an element of such cone if and only if the composition of the map with the conjugate of an arbitrary element in the dual cone is completely positive. A similar result was known in the case where the map goes from an algebra of operators into itself and the cone is a symmetric mapping cone. Our result is proved without the additional assumptions of symmetry and equality between the domain and the target space. We show how it gives a number of older results as a corollary, including an exemplary application.
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1. Introduction

Mapping cones were introduced by Stermer in [1] as a way to better understand the structure of positive maps. They are an abstract notion mimicking a well-known property of the cones of positive and more generally, $k$-positive maps. Namely, for any $k$-positive map $\Phi$ and a pair of completely positive maps $\Upsilon$ and $\Omega$, the map $\Upsilon \circ \Phi \circ \Omega$ is $k$-positive again. Størmer called a closed cone $\mathcal{C}$, different from $0$, in the space of positive linear maps from an algebra $\mathcal{B}(\mathcal{K})$ of bounded operators on a Hilbert space $\mathcal{K}$ into itself a mapping cone [1] if and only if for all $\Phi \in \mathcal{C}$ and $a, b \in \mathcal{B}(\mathcal{K})$, the map $x \mapsto a\Phi(bxb^*)a^*$ is an element of $\mathcal{C}$ again. Equivalently in the case of finite-dimensional $\mathcal{K}$, $\Upsilon \circ \Phi \circ \Omega$ is an element of $\mathcal{C}$ for arbitary completely positive maps $\Upsilon, \Omega$ of $\mathcal{B}(\mathcal{K})$. In contrast to the original paper [1], in the following we do not only consider cones of maps from $\mathcal{B}(\mathcal{K})$ into itself, but also into $\mathcal{B}(\mathcal{H})$ for another Hilbert space $\mathcal{H}$. Most of the time, we use the convexity assumption, which was absent in [1], but is actually very much in line of Størmer’s later work on mapping cones. Even though the mentioned differences are not substantial, we shall stick to the term “cones with a mapping cone symmetry” (mcs-cones for short) in order to give sufficient credit to [1].

In a number of recent papers [2–5], Størmer and coauthors proved various characterization theorems for mapping cones. Some of them are of special interest because they relate purely geometrical properties to properties of algebraic nature. In particular, they reveal an intrinsic link between the condition that a product of two maps is completely positive and the fact that the two maps belong to a pair of dual mapping cones (cf. [3] and [5]). In the present paper, we aim at a similar, and very general characterization for mcs-cones. We also use a new approach that allows us to prove results more quickly and to directly exploit the mapping cone symmetry. Our methods work well in the finite-dimensional setting, whereas their applicability to the infinite-dimensional case is not obvious.
2. Basic notions

Let \( \mathcal{K} \) and \( \mathcal{H} \) be two Hilbert spaces. We denote with \( \langle \cdot, \cdot \rangle \) the inner product in \( \mathcal{K} \) or \( \mathcal{H} \). In the following, we shall assume that \( \mathcal{K} \) and \( \mathcal{H} \) are finite-dimensional and thus equivalent to \( \mathbb{C}^m \) and \( \mathbb{C}^n \) for some \( m, n \in \mathbb{N} \), \( \dim \mathcal{K} = m \), \( \dim \mathcal{H} = n \). We also fix orthonormal bases \( \{ f_j \}_{j=1}^m \) and \( \{ e_i \}_{i=1}^n \) of \( \mathcal{K} \) and \( \mathcal{H} \), resp. Thus we have a very specific setting for our discussion, but we shall keep the abstract notation of Hilbert spaces, hoping to bring the attention of the reader to possible generalizations to the infinite-dimensional case. Let us denote with \( \mathcal{B} (\mathcal{K}) \) and \( \mathcal{B} (\mathcal{H}) \) the spaces of bounded operators on \( \mathcal{K} \) and \( \mathcal{H} \) resp. and choose their canonical bases \( \{ f_{kl} \}_{k,l=1}^m \), \( \{ e_{ij} \}_{i,j=1}^n \). That is, \( f_{kl} (e_j) = \delta_{ij} f_k \) and similarly for the \( e_{ij} \). Positive elements of \( \mathcal{B} (\mathcal{K}) \) are operators \( A \in \mathcal{B} (\mathcal{K}) \) such that \( \langle v, A (v) \rangle \geq 0 \forall v \in \mathcal{H} \). Similarly for elements of \( \mathcal{B} (\mathcal{H}) \). The sets of positive elements of \( \mathcal{B} (\mathcal{K}) \) and \( \mathcal{B} (\mathcal{H}) \) will be denoted by \( \mathcal{B} (\mathcal{K})^+ \) and \( \mathcal{B} (\mathcal{H})^+ \). In the finite-dimensional case, there exists a natural inner product in \( \mathcal{B} (\mathcal{K}) \), given by the formula

\[
( A, B)' := \text{Tr} (AB^*)
\]

for \( A, B \in \mathcal{B} (\mathcal{K}) \). An identical definition works for \( A, B \in \mathcal{B} (\mathcal{H}) \) and we do not distinguish notationally between the inner products in \( \mathcal{B} (\mathcal{H}) \) and \( \mathcal{B} (\mathcal{K}) \). Note that the bases \( \{ f_{kl} \}_{k,l=1}^m \) and \( \{ e_{ij} \}_{i,j=1}^n \) are orthonormal with respect to \( \langle \cdot, \cdot \rangle' \).

In the following, we will be mostly dealing with linear maps from \( \mathcal{B} (\mathcal{K}) \) to \( \mathcal{B} (\mathcal{H}) \). Because of the finite-dimensionality assumption, they are all elements of \( \mathcal{B} (\mathcal{B} (\mathcal{K}), \mathcal{B} (\mathcal{H})) \), the space of bounded operators from \( \mathcal{B} (\mathcal{K}) \) to \( \mathcal{B} (\mathcal{H}) \). Given a map \( \Phi \in \mathcal{B} (\mathcal{B} (\mathcal{K}), \mathcal{B} (\mathcal{H})) \), we define its conjugate \( \Phi^* \) as a map from \( \mathcal{B} (\mathcal{H}) \) into \( \mathcal{B} (\mathcal{K}) \) satisfying \( (A, \Phi (B))' = (\Phi^* (A), B)' \) for all \( A \in \mathcal{B} (\mathcal{H}) \) and \( B \in \mathcal{B} (\mathcal{K}) \). In our setting, there also exists a natural inner product in \( \mathcal{B} (\mathcal{B} (\mathcal{K}), \mathcal{B} (\mathcal{H})) \), given by the formula

\[
(\Phi, \Psi)' := \sum_{k,l=1}^m \langle \Phi (f_{kl}), \Psi (f_{kl}) \rangle'.
\]

(2) Note that the spaces \( \mathcal{B} (\mathcal{B} (\mathcal{H}), \mathcal{B} (\mathcal{K})), \mathcal{B} (\mathcal{B} (\mathcal{K})), \mathcal{B} (\mathcal{B} (\mathcal{H})) \) can be endowed with analogous inner products and we shall not notationally distinguish between them. The following proposition summarizes a few elementary facts about \( \langle \cdot, \cdot \rangle'' \) that will be useful for our later discussion.

**Proposition 1.** For all \( \Phi, \Psi \in \mathcal{B} (\mathcal{B} (\mathcal{K}), \mathcal{B} (\mathcal{H})) \) and \( \alpha \in \mathcal{B} (\mathcal{B} (\mathcal{H})), \beta \in \mathcal{B} (\mathcal{B} (\mathcal{K})) \), one has the following equalities

1. \( (\Phi \circ \beta, \Psi)'' = \langle \beta, \Phi^* \circ \Psi \rangle'' = \langle \Psi^* \circ \Phi, \beta^* \rangle'' \),
2. \( (\alpha \circ \Phi, \Psi)'' = \langle \alpha, \Psi \circ \Phi^* \rangle'' = \langle \Phi \circ \Psi^*, \alpha^* \rangle'' \),
3. \( (\alpha \circ \beta, \Psi)'' = \langle \Phi \circ \beta, \Psi^* \rangle'' \).

**Proof.** The first equality in point one follows directly from \( \langle \Phi \circ \beta (f_{kl}), \Psi (f_{kl}) \rangle' = \langle \beta (f_{kl}), \Phi^* \circ \Psi (f_{kl}) \rangle' \) and the definition of \( \langle \cdot, \cdot \rangle'' \), eq. (2). To prove the other equalities, we can use a simple lemma.

**Lemma 1.** For any finite-dimensional Hilbert spaces \( \mathcal{K}, \mathcal{H} \) and maps \( \Phi, \Psi \in \mathcal{B} (\mathcal{B} (\mathcal{K}), \mathcal{B} (\mathcal{H})) \), we have

\[
\langle \Phi, \Psi \rangle'' = (\Phi^*, \Phi^*)''
\]

(3) **Proof.** Starting from the definition of \( \langle \cdot, \cdot \rangle'' \), we get

\[
\langle \Phi, \Psi \rangle'' = \sum_{k,l=1}^m \langle \Phi (f_{kl}), \Psi (f_{kl}) \rangle' = \sum_{i,j=1}^m \sum_{n=1}^m \sum_{k,l=1}^m \Phi_{ij,kl} \overline{\Psi_{mn,kl}} \langle e_{ij}, e_{mn} \rangle' = \sum_{i,j=1}^m \sum_{k,l=1}^m \Phi_{ij,kl} \overline{\Psi_{ij,kl}} =
\]

\[
= \sum_{i,j=1}^m \sum_{k,l=1}^m \Phi_{ij,rs} \overline{\Psi_{ij,kl}} \langle f_{rs}, f_{kl} \rangle' = \sum_{i,j=1}^m \sum_{k,l=1}^m \sum_{r,s=1}^m \langle \Psi_{ij,rs} f_{rs}, \Phi_{ij,kl} f_{kl} \rangle' = \sum_{i,j=1}^m \langle \Psi^* (e_{ij}), \Phi^* (e_{ij}) \rangle',
\]

(4)
The Jamiołkowski-Choi isomorphism is an isometry. One has

\[ \langle B, \text{Jamiołkowski-Choi isomorphism} \rangle \]

The symbol \( C \) with \( A, B \) given by \( \Phi \) exists a one-to-one correspondence between linear maps \( \Phi \) of \( B \) and \(\langle \beta, \Phi^* \circ \Psi \rangle'' = \langle \Psi, e \rangle'' \), which proves the second equality in point one. Furthermore,

\[ \langle \alpha \circ \Phi, \Psi \rangle'' = \langle \Psi, \Phi^* \circ \alpha^* \rangle'' = \langle \Phi^* \circ \alpha^* (\Psi) \rangle'' = \langle \alpha, \Psi \rangle'' \]

where we successively used Lemma 1, the conjugate symmetry of \( \langle \cdots \rangle'' \), the first equation in point one, the conjugate symmetry again, and finally Lemma 1 for the second time. Obviously, the first, the fifth and the sixth term in equation (5) are the same as in point two of the proposition. Hence the only remaining thing to prove is point three. We have

\[ \langle \alpha \circ \Phi, \Psi \rangle'' = \langle \alpha, \Psi \rangle'' \]

where we used the properties \( \langle \alpha \circ \Phi, \Psi \rangle'' = \langle \alpha, \Psi \rangle'' \) with \( \Phi \rightarrow \Phi \circ \beta, \langle \beta, \Phi^* \circ \Psi \rangle'' = \langle \Phi \circ \beta, \Psi \rangle'' \) with \( \beta \rightarrow \alpha, \Phi \rightarrow \beta \circ \Phi^* \) and \( \Psi \rightarrow \Phi^* \), and finally Lemma 1.

Consider the tensor product \( K \otimes H \). This space has a natural inner product, inherited from \( K \) and \( H \), and an orthonormal basis \( \{ f_{kl} \otimes e_{ij} \}_{k,l,j=1}^{m,n} \). Similarly to \( B(K) \) and \( B(H) \), the space \( B(K \otimes H) \) of bounded operators on \( K \otimes H \) is endowed with a natural Hilbert-Schmidt product, defined by formula (1) with \( A, B \in B(K \otimes H) \). We shall again denote the inner product with \( \langle \cdots \rangle'' \) to avoid excess notation. There exists a one-to-one correspondence between linear maps \( \Phi \) of \( B(K) \) into \( B(H) \) and elements of \( B(K \otimes H) \), given by

\[ \Phi \rightarrow C_{\Phi} := \sum_{k,l=1}^{m} f_{kl} \otimes \Phi (f_{kl}). \]

The symbol \( C_{\Phi} \) denotes the Choi matrix of \( \Phi \) and the mapping \( J : \Phi \rightarrow C_{\Phi} \) is sometimes called the Jamiołkowski-Choi isomorphism. In fact, \( J \) is not only an isomorphism, but also an isometry between \( B(B(K), B(H)) \) and \( B(K \otimes H) \) in the sense of Hilbert-Schmidt type inner products. One has the following

**Property 1.** The Jamiołkowski-Choi isomorphism is an isometry. One has

\[ \langle \Phi, \Psi \rangle'' = \langle C_{\Phi}, C_{\Psi} \rangle'' \]

for all \( \Phi, \Psi \in B(B(K), B(H)) \), (with \( C_{\Phi}, C_{\Psi} \in B(K \otimes H) \)).

**Proof.** By the definition of \( C_{\Phi} \) and \( C_{\Psi} \),

\[ \langle C_{\Phi}, C_{\Psi} \rangle'' = \left( \sum_{k,l=1}^{m} f_{kl} \otimes \Phi (f_{kl}), \sum_{r,s=1}^{m} f_{rs} \otimes \Psi (f_{rs}) \right)'' = \ldots \]

Since \( \text{Tr} \{ (A \otimes A') (B \otimes B')^* \} = \text{Tr} (AB^*) \text{Tr} (A'B'^*) \) for arbitrary \( A, B \in B(K) \) and \( A', B' \in B(H) \), by formula (1) we have

\[ \ldots = \sum_{k,l=1}^{m} \sum_{r,s=1}^{m} \langle f_{kl}, \Phi (f_{kl}) \rangle \langle f_{rs}, \Psi (f_{rs}) \rangle'' = \sum_{k,l=1}^{m} \langle \Phi (f_{kl}), \Psi (f_{kl}) \rangle'', \]

where we used orthonormality of \( \{ f_{kl} \}_{k,l=1}^{m} \). The last expression equals \( \langle \Phi, \Psi \rangle'' \) by definition (2).
A linear map Φ from \( B(K) \) to \( B(H) \) is called positive if it preserves positivity of operators, which means \( \Phi (B(K)^+) \subset B(H)^+ \). Moreover, Φ is called \( k \)-positive if \( \Phi \otimes id_{M_k(\mathbb{C})} \) is positive as a map from \( B(K) \otimes M_k(\mathbb{C}) \) into \( B(H) \otimes M_k(\mathbb{C}) \), where \( M_k(\mathbb{C}) \) denotes the space of \( k \times k \) matrices with complex entries and \( id \) refers to the identity map. A map \( \Phi \) is called completely positive if it is \( k \)-positive for all \( k \in \mathbb{N} \). From the Choi’s theorem on completely positive maps [6] (cf. also Lemma 2 it follows that every such map has a representation \( \Phi = \sum_i \text{Ad}_{V_i} \) as a sum of conjugation maps, \( \text{Ad}_{V_i} : \rho \mapsto V_i \rho V_i^* \) with \( V_i \in B(K,H) \). Conversely, every map \( \Phi \) of the form \( \sum_i \text{Ad}_{V_i} \) is completely positive. If all the \( V_i \)’s can be chosen of rank \( \leq k \) for some \( k \in \mathbb{N} \), \( \Phi \) is said to be \( k \)-superpositive [5]. One-superpositive maps are simply called superpositive [8]. The sets of positive, \( k \)-positive, completely positive, \( k \)-superpositive and superpositive maps from \( B(K) \) to \( B(H) \) will be denoted with \( P(B(K), B(H)) \), \( P_k (B(K), B(H)) \), \( CP(B(K), B(H)) \), \( SP_k (B(K), B(H)) \), \( SP (B(K), B(H)) \) or \( P \), \( P_k \), \( CP \), \( SP_k \), \( SP \) for short. It is clear that all of them are closed convex cones contained in \( P(B(K), B(H)) \). They also share a more special property that the product \( \Upsilon \odot \Phi \odot \Omega \in CP \) (cf. also Lemma 2) it follows that every such map is \( \text{positive} \). Thus, following rather closely the original definition by Størmer [1], a duality relation \( \langle \Psi, \Phi \rangle'' \geq 0 \forall \Phi \in \mathcal{C} \). Obviously, \( \mathcal{C} \) is closed and convex. It has a clear geometrical interpretation as the convex cone spanned by the normals to the supporting hyperplanes for \( \mathcal{C} \). The dual cone has a well-known counterpart in convex analysis, which is called the polar of \( \mathcal{C} \). We have the following

**Property 2.** Let \( \mathcal{C} \) be a closed convex cone. Then

\[
\mathcal{C} = (\mathcal{C}^*)^*.
\]

**Proof.** Formula (2) is equivalent to \( \mathcal{C}^{**} = \mathcal{C} \) for a closed convex cone \( \mathcal{C} \). The latter equality is a known fact in convex analysis. A proof can be found e.g. in [10] (Theorem 14.1).

It can be shown (cf. e.g. [3]) that a duality relation \( \mathcal{P}^o = \mathcal{S} \mathcal{P}_k \) holds for all \( k \in \mathbb{N} \). The converse relation \( \mathcal{S} \mathcal{P}_k = \mathcal{P}_k \) is also true, as a consequence of Property 2. In particular, for \( k = 1 \) we get \( \mathcal{S} \mathcal{P} = \mathcal{P} \) and \( \mathcal{P}^o = \mathcal{S} \mathcal{P} \). Taking \( k = \min \{ m, n \} \), one obtains \( CP^o = CP \), which is in accordance with Choi’s theorem on completely positive maps [6] and with Property 1.

In the following, we shall be interested in duality relations between mcs-cones. This is in general a well-posed problem, because the operation \( \mathcal{C} \rightarrow \mathcal{C}^o \) acts within the “mcs” class. We have

**Proposition 2.** Let \( \mathcal{C} \subset P(B(K), B(H)) \) be an arbitrary mcs-cone. Then \( \mathcal{C}^o \), defined as in (11), is an mcs-cone as well.

**Proof.** Let \( \Psi \) be an element of \( \mathcal{C}^o \). First we prove that \( \Upsilon \odot \Psi \odot \Omega \in \mathcal{C}^o \) for all \( \Upsilon \in CP(B(H)) \) and \( \Omega \in CP(B(K)) \). We have \( \Upsilon^* \in CP(B(H)) \) and \( \Omega^* \in CP(B(K)) \) because the sets of completely positive maps are \( * \)-invariant. Therefore \( \Upsilon^* \odot \Psi \odot \Omega^* \in \mathcal{C} \) for an arbitrary element \( \Phi \) of the cone \( \mathcal{C} \). By the definition (11) of \( \mathcal{C}^o \), we have \( \langle \Psi, \Upsilon^* \odot \Phi \odot \Omega^* \rangle'' \geq 0 \forall \Phi \in \mathcal{C} \). Using Proposition 1 point three, we can rewrite this as

\[
\langle \Upsilon \odot \Psi \odot \Omega, \Phi \rangle'' \geq 0 \forall \Phi \in \mathcal{C}.
\]
According to definition [11], condition [13] means that $\Upsilon \circ \Psi \circ \Omega \in \mathcal{C}^\circ$. This holds for arbitrary $\Upsilon \in \mathcal{CP}(B(K))$ and $\Omega \in \mathcal{CP}(B(H))$. The only thing which is left to prove is $\mathcal{C}^\circ \subset \mathcal{P}(B(K), B(H))$. The inclusion holds because every mcs-cone $\mathcal{C}$ contains all the conjugation maps $\text{Ad}_V$ with $\text{rk} V = 1$. Consequently, $\mathcal{C}^\circ \subset \text{conhull} \{\text{Ad}_V | \text{rk} V = 1\} = \mathcal{SP}^\circ = \mathcal{P}$. To show that indeed $\{\text{Ad}_V | \text{rk} V = 1\} \subset \mathcal{C}$ for any mcs-cone $\mathcal{C}$, take an arbitrary nonzero $\Phi \in \mathcal{C}$. There must exist normalized vectors $v \in \mathcal{K}$ and $\omega \in \mathcal{H}$ such that $\langle p_\omega \Phi (p_\nu) \rangle > 0$, where $p_\nu$ and $p_\omega$ are orthogonal projections onto the one-dimensional subspaces spanned by $v$ and $\omega$. Denote $\chi := \langle p_\omega \Phi (p_\nu) \rangle$. Consider a pair of maps, $U : \mathcal{K} \ni a \mapsto (a, v') v \in \mathcal{K}$ and $W : \mathcal{H} \ni b \mapsto (b, \omega') \omega' \in \mathcal{H}$, where $v'$ and $\omega'$ are arbitrary normalized vectors in $\mathcal{K}$ and $\mathcal{H}$. A map $\Phi'$, defined as $\lambda / \chi (\text{Ad}_V \circ \Phi \circ \text{Ad}_V)$ acts in the following way, $\Phi' : \rho \mapsto \lambda \langle p_\nu, \rho \rangle p_\omega \Phi = \text{Ad}_V$ with $V : \mathcal{K} \ni c \mapsto \lambda \langle v', c \rangle \omega'$. Any rank one operator $V$ can be written in the latter form for some $v'$ and $\omega'$. But $\Phi'$ is an element of $\mathcal{C}$ because of the assumption that $\mathcal{C}$ is an mcs-cone. Thus indeed $\text{Ad}_V \in \mathcal{C}$ for all $V \in \mathcal{B}(K, H)$ such that $\text{rk} V = 1$. In the case of $\mathcal{K} = \mathcal{H}$ and mapping cones $\mathcal{C}$ as in the original definition by Stormer, the inclusion $\text{Ad}_V \in \mathcal{C}$ follows from Lemma 2.4 in [11]. It should be kept in mind that we never used convexity of $\mathcal{C}$ in the proof.}

Note that a version of Proposition 2 was proved in [11] using different methods, with the additional assumption of $\mathcal{H} = \mathcal{K}$ and $\mathcal{C}$ being a symmetric mapping cone. It is instructive to see how that result of [11] follows using our method. First, note that a mapping cone $\mathcal{C} \subset \mathcal{P}(B(K))$ is called symmetric [11] if $\mathcal{C} = \mathcal{C}^* = \mathcal{C}'$, with $\mathcal{C}^* := \{\Phi^* | \Phi \in \mathcal{C}\}$ and $\mathcal{C}' := \{t \circ \Phi \circ t | \Phi \in \mathcal{C}\}$, where $t$ stands for the transposition map, $t : B(K) \ni f_{kl} \mapsto f_{lk} \in B(K)$. We have the following

**Proposition 3.** Consider the case $\mathcal{H} = \mathcal{K}$. Let $\mathcal{C}$ be a symmetric mapping cone of maps from $B(K)$ into itself, i.e. $\mathcal{C} \subset \mathcal{P}(B(K))$. The dual $\mathcal{C}^\circ$ is also a symmetric mapping cone.

**Proof.** By Proposition 2 and the redundancy of the convexity assumption, we know that $\mathcal{C}^\circ$ is an mcs-cone of maps from $B(K)$ into itself, and thus a mapping cone in the sense of [11]. We only need to show that it is symmetric. Let $\Psi$ be an arbitrary element of $\mathcal{C}^\circ$. By the symmetry $\mathcal{C}' = \mathcal{C}$, we know that the condition $\langle \Psi, \Phi \rangle'' > 0 \forall \Phi \in \mathcal{C}$ is equivalent to $\langle \Psi, t \circ \Phi \circ t \rangle'' > 0 \forall \Phi \in \mathcal{C}$. By Proposition 1 point three, this is the same as $\langle t \circ \Psi \circ t, \Phi \rangle'' > 0 \forall \Phi \in \mathcal{C}$, or $t \circ \Psi \circ t = \mathcal{C}^\circ$. Thus $(\mathcal{C}^\circ)' = \mathcal{C}^\circ$. To show $(\mathcal{C}^\circ)'' = \mathcal{C}^\circ$, one only needs to note that $\langle \Psi, \Phi \rangle'' = \langle \Phi^*, \Psi^* \rangle'$ by Lemma 1. Now, the property $\mathcal{C}^* = \mathcal{C}$ can be used.}

3. The main theorem

Using the properties discussed in the previous section, we can almost immediately prove a surprising characterization theorem for mcs-cones, which was strongly suggested by earlier results on the subject [3 5 11]. It holds without any additional assumptions about the cone, and is noteworthy as it links the condition that two maps $\Phi, \Psi$ lay in a pair of dual mcs-cones to the fact that the product $\Psi^* \circ \Phi$ is a $\mathcal{CP}$ map. Thus it reveals a connection between convex geometry and a fact which is more likely to be called algebraic than geometrival. Before we proceed with the proof, let us show a simple lemma, which is a version of [12] Lemma 1(i) for $\mathcal{K} \neq \mathcal{H}$.

**Lemma 2.** Let $V : \mathcal{K} \ni a \mapsto \sum_{i=1}^n \sum_{j=1}^m V_{ij} \langle a, f_j \rangle e_i \in \mathcal{H}$ be an arbitrary operator in $B(B(K), B(H))$ and consider the map $\text{Ad}_V : \rho \mapsto V \rho V^*$. Then

$$
\mathcal{C}_{\text{Ad}_V} = |v\rangle \langle v|,
$$

where $v = \sum_{i=1}^n \sum_{j=1}^m V_{ij} f_j \otimes e_i$ is a vector in $\mathcal{K} \otimes \mathcal{H}$ and $|v\rangle \langle v| : w \mapsto \langle w, v \rangle v$ is proportional to an orthogonal projection onto the subspace spanned by $v$.

**Proof.** Obviously, the map $V^*$ acts in the following way, $V^* : \mathcal{H} \ni b \mapsto \sum_{i=1}^n \sum_{j=1}^m V_{ij} \langle b, e_i \rangle f_j \in \mathcal{K}$. Thus

$$
V f_{kl} V^* : \mathcal{H} \ni b \mapsto \sum_{i,r=1}^n \sum_{j,s=1}^m V_{rs} \langle f_{kl} (f_j), f_s \rangle \langle b, e_i \rangle e_r \in \mathcal{H},
$$

(15)
By using point one of Proposition 1 with the identity map id substituted for \( \beta \), we get

\[
\mathcal{C}_{\text{Ad}_v} = \sum_{k,l=1}^{m} \sum_{i,r=1}^{n} V_{ik} V_{kl} f_{kl} e_{ir} = |v \rangle \langle v |,
\]

with \( v = \sum_{i=1}^{n} \sum_{j=1}^{m} V_{ij} f_{j} \otimes e_{i} \). A proof of the last equality in (16) is left as an elementary exercise for the reader.

We are ready to prove the following (cf. Theorem 1 in [3]).

**Theorem 1.** Let \( C \subset \mathcal{P}(\mathcal{B}(\mathcal{K}),\mathcal{B}(\mathcal{H})) \) be an mcs-cone. The following conditions are equivalent,

1. \( \Phi \in C \),
2. \( \Psi \circ \Phi \in \mathcal{CP}(\mathcal{B}(\mathcal{K})) \) for all \( \Psi \in \mathcal{C}^0 \),
3. \( \Phi \circ \Psi^* \in \mathcal{CP}(\mathcal{B}(\mathcal{H})) \) for all \( \Psi \in \mathcal{C}^0 \).

**Proof.** We first show 1 \( \Rightarrow \) 2. Let us start with 2 \( \Rightarrow \) 1. Since \( \Psi^* \circ \Phi \in \mathcal{CP} \forall \Psi \in \mathcal{C}^0 \), we can use the facts that \( \mathcal{C}^0 = \mathcal{CP} \) and \( \text{id} \in \mathcal{CP} \) to get

\[
\langle \Psi^* \circ \Phi, \text{id} \rangle'' \geq 0 \forall \Psi \in \mathcal{C}^0.
\]

By using point one of Proposition 1 with the identity map id substituted for \( \beta \), we get \( \langle \Phi, \Psi \rangle'' \geq 0 \forall \Psi \in \mathcal{C}^0 \), which means that \( \Phi \in \mathcal{C}^{\mathcal{C}_0} \). But \( \mathcal{C}^{\mathcal{C}_0} = \mathcal{C} \) because \( \mathcal{C} \) is a closed convex cone and Property 2 holds. Hence \( \Phi \in \mathcal{C} \). The proof of 1 \( \Rightarrow \) 2 strongly builds on the assumption that \( \mathcal{C} \) has the mapping cone symmetry. By Proposition 2, we know that \( \mathcal{C}^0 \) is an mcs-cone as well. Therefore \( \Psi \circ \text{Ad}_V \in \mathcal{C}^0 \) for an arbitrary \( \Psi \in \mathcal{C}^0 \) and \( V \in \mathcal{B}(\mathcal{K}) \). We have \( \langle \Psi \circ \text{Ad}_V, \Phi \rangle'' \geq 0 \forall \Psi \in \mathcal{B}(\mathcal{K}) \forall \Psi \in \mathcal{C}^0 \). By Proposition 1 point one, we get \( \langle \Psi \circ \text{Ad}_V, \Phi \rangle'' = (\text{Ad}_V, \Psi^* \circ \Phi)'' \). Using Property 1 and Lemma 2 with \( \mathcal{H} = \mathcal{K} \), the last term can be rewritten as

\[
\langle \text{Ad}_V, \Psi^* \circ \Phi \rangle'' = (\mathcal{C}_{\text{Ad}_V}, \mathcal{C}_{\Psi^* \circ \Phi})' = (\langle v \rangle \langle v |, \mathcal{C}_{\Psi^* \circ \Phi})' = (\langle v \rangle \mathcal{C}_{\Psi^* \circ \Phi} (v)),
\]

where \( v = \sum_{i,j=1}^{n} V_{ij} f_j \otimes f_i \) for \( V : \mathcal{K} \ni a \mapsto \sum_{i,j=1}^{n} V_{ij} \langle a, f_j \rangle f_i \in \mathcal{K} \). The vector \( v \in \mathcal{K} \otimes \mathcal{K} \) can be arbitrary, since we do not assume anything about the operator \( V \). Consequently, the condition \( \langle \Psi \circ \text{Ad}_V, \Phi \rangle'' \geq 0 \forall \Psi \in \mathcal{B}(\mathcal{K}) \forall \Psi \in \mathcal{C}^0 \) is equivalent to

\[
\langle v, \mathcal{C}_{\Psi^* \circ \Phi} (v) \rangle \geq 0 \forall v \in \mathcal{K} \otimes \mathcal{K} \forall \Psi \in \mathcal{C}^0,
\]

which means that \( \mathcal{C}_{\Psi^* \circ \Phi} \in \mathcal{B}(\mathcal{K} \otimes \mathcal{K})^+ \) for all \( \Psi \in \mathcal{C}^0 \). By the Choi theorem on completely positive maps \([6]\), \( \Psi^* \circ \Phi \in \mathcal{CP}(\mathcal{B}(\mathcal{K})) \) for all \( \Psi \in \mathcal{C}^0 \). Thus we have finished proving that 1 \( \Leftrightarrow \) 2. The proof of the equivalence 1 \( \Leftrightarrow \) 3 only needs a minor modification of the above argument. Instead of using point one of Proposition 1 point two of the same proposition has to be used. Other details are practically the same as above and we shall not give them explicitly.

In case of \( \mathcal{H} = \mathcal{K} \) and a \(*\)-invariant mcs-cone \( C \subset \mathcal{P}(\mathcal{B}(\mathcal{K})) \), Theorem 1 can be further simplified.

**Theorem 2.** Let \( C \subset \mathcal{P}(\mathcal{B}(\mathcal{K})) \) be a \(*\)-invariant mcs-cone. Then the following conditions are equivalent,

1. \( \Phi \in C \),
2. \( \Psi \circ \Phi \in \mathcal{CP}(\mathcal{B}(\mathcal{K})) \) for all \( \Psi \in \mathcal{C}^0 \),
3. \( \Phi \circ \Psi \in \mathcal{CP}(\mathcal{B}(\mathcal{K})) \) for all \( \Psi \in \mathcal{C}^0 \).

**Proof.** Obvious from Theorem 1.

This result was earlier known for \( \mathcal{P}_h(\mathcal{B}(\mathcal{K})) \) and \( \mathcal{SP}_h(\mathcal{B}(\mathcal{K})) \) \([5]\), and inexplicitly for all symmetric (and convex) mapping cones \([11]\). As it was pointed to the author by Erling Størmer, in the case of \( k \)-positive maps, not necessarily from \( \mathcal{B}(\mathcal{K}) \) into itself, an even stronger characterization of the type of Theorems 1 and 2 is valid. First, we have the simple
Theorem 3. The following conditions are equivalent
1. $\Phi \in P_k(\mathcal{B}(K), \mathcal{B}(H))$,
2. $\text{Ad}_{V^*} \circ \Phi \in CP(\mathcal{B}(K))$ for all $V \in \mathcal{B}(K, H)$ s.t. $\text{rk} V \leq k$,
3. $\Phi \circ \text{Ad}_{V^*} \in CP(\mathcal{B}(H))$ for all $V \in \mathcal{B}(K, H)$ s.t. $\text{rk} V \leq k$.

Proof. Obvious from Theorem 1. The duality relation
$$P_k(\mathcal{B}(K), \mathcal{B}(H))^\circ = SP_k(\mathcal{B}(K), \mathcal{B}(H)) = \text{convhull} \{ \text{Ad}_V | V \in \mathcal{B}(K, H), \text{rk} V \leq k \}$$
holds (cf. [5]) and we can substitute $\Psi$ in Theorem 1 with $\text{Ad}_V$, $\text{rk} V \leq k$. We also use the elementary fact that $\text{Ad}_{V^*} = \text{Ad}_{V^*}$.

The next result on $k$-positive maps seems to be less obvious.

Theorem 4. Denote with $\Pi_k(K)$ and $\Pi_k(H)$ the sets of $k$-dimensional projections in $K$ and $H$, resp. The following conditions are equivalent
1. $\Phi \in P_k(\mathcal{B}(K), \mathcal{B}(H))$,
2. $\text{Ad}_E \circ \Phi \in CP(\mathcal{B}(K), \mathcal{B}(H))$ for all $E \in \Pi_k(\mathcal{H})$,
3. $\Phi \circ \text{Ad}_F \in CP(\mathcal{B}(K), \mathcal{B}(H))$ for all $F \in \Pi_k(\mathcal{K})$,
4. $\text{Ad}_E \circ \Phi \circ \text{Ad}_F \in CP(\mathcal{B}(K), \mathcal{B}(H))$ for all $E \in \Pi_k(\mathcal{H}), F \in \Pi_k(\mathcal{K})$.

Proof. We shall prove the equivalence $1 \Leftrightarrow 4$. The other ones follow analogously. Since $CP^\circ = CP$ and any $CP$ map can be written as $\sum_i \text{Ad}_{V_i}$, with $V_i$ arbitrary, the condition $\text{Ad}_E \circ \Phi \circ \text{Ad}_F \in CP(\mathcal{B}(K), \mathcal{B}(H))$ is equivalent to
$$\langle \text{Ad}_E \circ \Phi \circ \text{Ad}_F, \text{Ad}_V \rangle^n \geq 0 \forall V \in \Pi_k(\mathcal{H}), F \in \Pi_k(\mathcal{K})$$
By Proposition 1 point three, equation (21) can be rewritten as
$$\langle \Phi, \text{Ad}_{EVF} \rangle^n \geq 0 \forall V \in \Pi_k(\mathcal{H}), F \in \Pi_k(\mathcal{K}),$$
where we used the fact that $\text{Ad}_E \circ \Phi \circ \text{Ad}_F = \text{Ad}_{EVF}$ and the self-adjointness of $E$ and $F$. Note that $U = EVF$ is an element of $\mathcal{B}(K, H)$ of rank $\leq k$. Conversely, every map in $U \in \mathcal{B}(K, H)$ of rank $\leq k$ can be written in the form $EVF$ for some $V \in \mathcal{B}(K, H)$, $E \in \Pi_k(\mathcal{H})$ and $F \in \Pi_k(\mathcal{K})$. It is sufficient to take $V = U$ and $E, F$ as the range and rank projections for $U$, resp. Therefore the condition (22) is equivalent to $\langle \Phi, \text{Ad}_V \rangle^n \geq 0$ for all $\Phi \in SP_k(\mathcal{B}(K), \mathcal{B}(H))$, or $\Phi \in SP_k(\mathcal{B}(K), \mathcal{B}(H)) = P_k(\mathcal{B}(K), \mathcal{B}(H))$. Thus $1 \Leftrightarrow 4$.

Example 1. A very instructive application of Theorem 3 due to Stormer, has recently been given in [12]. It concerns maps of the form $\Phi_\lambda : \rho \mapsto \text{Tr} \rho \cdot \text{id} - \lambda \text{Ad}_V(\rho)$, where $\Phi_\lambda = \text{Tr} - \lambda \text{Ad}_V$ for short, where $V \in \mathcal{B}(K, H)$ and $\lambda > 0$. Consider first the question of complete positivity of such maps. It is not difficult to check that $C_{\Phi_\lambda} = 1$. Thus by Lemma 2
$$C_{\Phi_\lambda} = 1 - \lambda |\langle v, v \rangle|, \text{ where } |\langle v, v \rangle| = \sum_{j=1}^m |\langle i_j, i_j \rangle| e_i,$$

for an arbitrary vector $w \in K \otimes H$, the product $|\langle w, C_{\Phi_\lambda}(w) \rangle|$ equals $|\langle w, w \rangle - \lambda |\langle w, v \rangle|^2$. Minimizing over vectors $w$ of unit norm, we get $1 - \lambda |\langle v, v \rangle|$. But $|\langle v, v \rangle| = \sum_{i=1}^n \sum_{j=1}^m V_{ij} \langle i, f_j \rangle e_i$, which is the same as $\text{Tr} (VV^*)$. Thus $C_{\Phi_\lambda}$ is positive, or equivalently, $\Phi_\lambda$ completely positive if and only if $\lambda \text{Tr} (VV^*) \leq 1$. Now we turn to the question about $k$-positivity of $\Phi_\lambda$. According to Theorem 4, condition 2., we need to check complete positivity of the map $\text{Ad}_E \circ \Phi_\lambda$ for all the projections $E$ of rank $k$. Interestingly, $\text{Ad}_E \circ \Phi_\lambda = E \text{Tr} - \lambda \text{Ad}_E = E \text{Tr} - \lambda \text{Ad}_{EV}$, which is the same as $\Phi_\lambda$ save the $E$ at both ends and $EV$ in place of $V$. Actually, if we consider $\text{Ad}_E \circ \Phi_\lambda$ as a map from $\mathcal{B}(K)$ into $\mathcal{B}(EH)$, it is of the same form as $\Phi_\lambda$, with $EV$ instead of $V$. Hence, using the result obtained above, $\text{Ad}_E \circ \Phi_\lambda$ is a $CP$ map if and only if $\lambda \text{Tr} (EV (EV^*)^\circ) = \lambda \text{Tr} (EV V^*) \leq 1$, where we skip a few technical details of the argument (cf. [12]). According to Theorem 3 we should maximize the expression on the left over all possible choices of $E$. The maximum turns out to be equal to $\lambda$ times the square of the $k$-th Ky Fan norm of $V$ (cf. e.g. [13]). Thus we rederive a result by Chruściński and Kossakowski concerning $k$-positivity of maps of the form $\Phi_\lambda$.
Note that all typical mcs-cones are symmetric. Operations $C \rightarrow C^\circ$ and $C$ mapping cones equals can also provide a variety of new examples by taking the intersection and the convex sum of any two known $P$ stands for any of maps (for $k$ (Theorems 3 and 4). Example 1 shows a practical application. The main characterization theorem, valid for $*$-invariant cones (Theorem 2) and specifically for $k$-positive maps (Theorems 3 and 4). Example 1 shows a practical application.

It is natural to ask how large the class of mcs-cones is. We know that $k$-positive and $k$-superpositive maps (for $k = 1, 2, \ldots$) provide examples of such cones, including completely positive maps. Another class includes the same cones multiplied by the transposition map, i.e. cones $C \circ t := \{ \Phi \circ t| \Phi \in C \}$, where $C$ stands for any of $P$, $P_k$, $CP$, $SP_k$, $SP$. For example, elements of $CP \circ t$ are called completely co-positive. We can also provide a variety of new examples by taking the intersection and the convex sum of any two known mapping cones $C_1$ and $C_2$, one not included in another. Figure 1 shows roughly how it works for $C_1 = CP$ and $C_2 = CP \circ t$. The key remaining question is

**Question 1.** Are there any “untypical” mcs-cones?

By a typical mcs-cone we mean a cone which is obtained from $P$, $P_k$, $CP$, $SP_k$, $SP$ using the mentioned operations $C \rightarrow C \circ t$, $(C_1, C_2) \rightarrow C_1 \cap C_2$ and $(C_1, C_2) \rightarrow C_1 \vee C_2$. So far, no answer to the question is known. Note that all typical mcs-cones are symmetric.

At this place, it seems desirable to shortly mention a connection between mcs-cones and matrix ordered $*$-vector spaces [15], or operator systems. For any mcs-cone $C \in \mathcal{B}(\mathcal{K})$, one has a matrix ordering of $\mathcal{B}(\mathcal{K})$, given by the cones $C_n := \left\{ (X_{ij}) \in M_n(\mathcal{B}(\mathcal{K})) | \Phi(X_{ij}) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C \right\}$ for $n = 1, 2, \ldots \ldots$. A similar definition could also be used in the case when $C$ does not have a mapping cone symmetry, however mcs-cones seem to be a preferred choice, as they provide a definition of positivity of $(X_{ij}) \in M_n(\mathcal{B}(\mathcal{K}))$ which is invariant under any conjugation map $(X_{ij}) \mapsto (\text{Ad}_V(X_{ij})) = (VX_{ij}V^*)$. This is particularly natural if we think about the case $n = 1$. The mapping cone symmetry also takes care of a redundancy in the condition $(\Phi(X_{ij})) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C$ allowing a conjugation of $\Phi$, $(\text{Ad}_V \circ \Phi(X_{ij})) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C \forall V \in \mathcal{B}(\mathcal{K})$, to have no effect on $C_n$. Thus a left-invariance of $C$ under conjugation can always be assumed when a matrix ordering given by the cones $C_n$ for some $C \in \mathcal{B}(\mathcal{K})$ is considered. In many respects, orderings of this type provide a generalization of the OMIN$^k$ and OMAX$^k$ structures recently investigated in [16]. In that broader context, Question 1 alludes to the subject of possible operator system structures for $\mathcal{B}(\mathcal{K})$.

Figure 1: A family of four mapping cones, constructed out of the cone of completely positive maps. The set $CP \vee CP \circ t$ of decomposable maps is included.

4. Conclusion

In the finite-dimensional setting, we presented a number of results concerning convex cones with a mapping cone symmetry, or “mcs-cones”. Our focus was on convex cone duality. The use of a slightly modified class of cones, but much in the spirit of the original definition of a mapping cone by Størmer [1], allowed us to make very general statements. In Proposition 2, we showed that the dual of an mcs-cone is an mcs-cone. Our main result, which is the characterization included in Theorem 1, can be very loosely described as saying that the surface of mcs-cones has an additional structure, which makes them more “smooth”. There is a stronger relation between a pair of dual cones with a mapping cone symmetry than the relation between a mere pair of dual convex cones. There also exist stronger versions of the main characterization theorem, valid for $*$-invariant cones (Theorem 3) and specifically for $k$-positive maps (Theorems 3 and 4). Example 1 shows a practical application.

It is natural to ask how large the class of mcs-cones is. We know that $k$-positive and $k$-superpositive maps (for $k = 1, 2, \ldots$) provide examples of such cones, including completely positive maps. Another class includes the same cones multiplied by the transposition map, i.e. cones $C \circ t := \{ \Phi \circ t| \Phi \in C \}$, where $C$ stands for any of $P$, $P_k$, $CP$, $SP_k$, $SP$. For example, elements of $CP \circ t$ are called completely co-positive. We can also provide a variety of new examples by taking the intersection and the convex sum of any two known mapping cones $C_1$ and $C_2$, one not included in another. Figure 1 shows roughly how it works for $C_1 = CP$ and $C_2 = CP \circ t$. The key remaining question is

**Question 1.** Are there any “untypical” mcs-cones?

By a typical mcs-cone we mean a cone which is obtained from $P$, $P_k$, $CP$, $SP_k$, $SP$ using the mentioned operations $C \rightarrow C \circ t$, $(C_1, C_2) \rightarrow C_1 \cap C_2$ and $(C_1, C_2) \rightarrow C_1 \vee C_2$. So far, no answer to the question is known. Note that all typical mcs-cones are symmetric.

At this place, it seems desirable to shortly mention a connection between mcs-cones and matrix ordered $*$-vector spaces [15], or operator systems. For any mcs-cone $C \in \mathcal{B}(\mathcal{K})$, one has a matrix ordering of $\mathcal{B}(\mathcal{K})$, given by the cones $C_n := \left\{ (X_{ij}) \in M_n(\mathcal{B}(\mathcal{K})) | \Phi(X_{ij}) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C \right\}$ for $n = 1, 2, \ldots \ldots$. A similar definition could also be used in the case when $C$ does not have a mapping cone symmetry, however mcs-cones seem to be a preferred choice, as they provide a definition of positivity of $(X_{ij}) \in M_n(\mathcal{B}(\mathcal{K}))$ which is invariant under any conjugation map $(X_{ij}) \mapsto (\text{Ad}_V(X_{ij})) = (VX_{ij}V^*)$. This is particularly natural if we think about the case $n = 1$. The mapping cone symmetry also takes care of a redundancy in the condition $(\Phi(X_{ij})) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C$ allowing a conjugation of $\Phi$, $(\text{Ad}_V \circ \Phi(X_{ij})) \in M_n(\mathcal{B}(\mathcal{K}))^+ \forall \Phi \in C \forall V \in \mathcal{B}(\mathcal{K})$, to have no effect on $C_n$. Thus a left-invariance of $C$ under conjugation can always be assumed when a matrix ordering given by the cones $C_n$ for some $C \in \mathcal{B}(\mathcal{K})$ is considered. In many respects, orderings of this type provide a generalization of the OMIN$^k$ and OMAX$^k$ structures recently investigated in [16]. In that broader context, Question 1 alludes to the subject of possible operator system structures for $\mathcal{B}(\mathcal{K})$. 
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Throughout the paper, we used the definition (2) of an inner product in the space of linear maps from an algebra $B(K)$ into $B(H)$, where $K$, $H$ stand for two Hilbert spaces and we assumed $K$ and $H$ to be finite-dimensional. We also exploited the property that the Jamiołkowski-Choi isomorphism (cf. eq. (7)) is an isometry. Because of the finite-dimensionality assumption, the definition (2) was certainly correct and quite natural. The same for the Jamiołkowski-Choi isomorphism. If the dimension of $K$ or $H$ was not assumed to be finite, there will be serious problems with both definitions. Nevertheless, it seems that similar methods may work at least for some cones in the infinite-dimensional case, e.g. assuming that their elements are trace class in a proper sense.

In the end, let us mention that $k$-positive maps are of special interest in the theory of quantum information and computation, a very active branch of contemporary physics and information science (cf. e.g. [17]). The case $k = 1$ corresponds to entanglement witnesses [18] and $k = 2$ to undistillable quantum states, with the fundamental question about the existence of NPT bound entanglement [10].
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