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Abstract

Random hyperspherical harmonics are Gaussian Laplace eigenfunctions on the unit $d$-sphere ($d \geq 2$). We investigate the distribution of their defect i.e., the difference between the measure of positive and negative regions. Marinucci and Wigman studied the two-dimensional case giving the asymptotic variance [MW11] and a Central Limit Theorem [MW14], both in the high-energy limit.

Our main results concern asymptotics for the defect variance and quantitative CLTs in Wasserstein distance, in any dimension. The proofs are based on Wiener-Itô chaos expansions for the defect, a careful use of asymptotic results for all order moments of Gegenbauer polynomials and Stein-Malliavin approximation techniques by Nourdin and Peccati [NP09, NP12]. Our argument requires some novel technical results of independent interest that involve integrals of the product of three hyperspherical harmonics.
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1 Introduction

Let $f : \mathcal{M} \to \mathbb{R}$ be any real-valued function defined on some compact Riemannian manifold $(\mathcal{M}, g)$ and let $\mu_g$ denote the induced measure on $\mathcal{M}$. The defect $D(f)$ of $f$ is the difference between the measure of “hot” and “cold” regions:

$$D(f) := \mu_g(f^{-1}(0, +\infty)) - \mu_g(f^{-1}(-\infty, 0)).$$

We can hence write

$$D(f) = \int_{\mathcal{M}} \mathcal{H}(f(x)) \, d\mu_g(x),$$

where $\mathcal{H}$ denotes the Heaviside function $\mathcal{H}(t) := 1_{(0, +\infty)}(t) - 1_{(-\infty, 0)}(t), t \in \mathbb{R}$.

An important case is where $f$ is a Laplacian eigenfunction. We recall that a function $f$ is called a Laplacian eigenfunction if it is a non-trivial solution of the Schrödinger equation

$$\Delta_g f + Ef = 0,$$  \hspace{1cm} (1.2)

where $\Delta_g$ stands for the Laplace-Beltrami operator on $(\mathcal{M}, g)$ and $E > 0$. It is well-known that the (purely discrete) spectrum of $-\Delta_g$ consists of a non-decreasing sequence of positive eigenvalues whose corresponding sequence of eigenfunctions forms a complete orthonormal basis for $L^2(\mathcal{M})$, the space of square integrable functions on the manifold. Observe that we allow multiple eigenvalues i.e., spectral degeneracies.
An increasing amount of mathematics research has focused on the geometry of the nodal set \( f^{-1}(0) \) (see e.g. [Br78, BG72, DF88, Yau82]) and its complement \( \mathcal{M} \setminus f^{-1}(0) \) (see e.g. [GR83, ZZ16]), associated with Laplacian eigenfunctions \( f \). Note that nodal sets are customarily called “nodal lines” in the two-dimensional case – being, generically, smooth curves – and also that the connected components of \( \mathcal{M} \setminus f^{-1}(0) \) are often referred to as “nodal domains”. The defect (1.1) is one of the most natural functionals [MW11] associated with the geometry of the latter.

Recently, a growing interest has been attracted by random eigenfunctions on manifolds (see also [Mc09]) - especially on the two-dimensional sphere and the standard flat torus (e.g. [BMW17, KKW13, MPRW16, MRW17, MW11, NS09, RW08, Wig10]). In the latter references, the space of eigenfunctions is endowed with some probability measure (e.g. [GRS13, JZ16]), associated with Laplacian eigenfunctions on hyperspheres. In this manuscript, given two sequences \( a_n, b_n \) of positive numbers, we will write \( a_n \sim b_n \) if \( \lim_{n \to +\infty} a_n/b_n = 1 \), whereas \( a_n = O(b_n) \) or equivalently \( a_n \ll b_n \) (resp. \( a_n = o(b_n) \)) if \( a_n/b_n \) is asymptotically bounded (resp. \( a_n/b_n \to 0 \)). Finally, \( a_n \asymp b_n \) will mean that \( a_n/b_n \to c \), for some \( c > 0 \). Every random object will be defined on the same probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), \( \mathbb{E} \) shall denote the expectation under the measure \( \mathbb{P} \) and, as usual, \( \to \mathcal{L} \) convergence in distribution whereas \( = \mathcal{L} \) equality in law.

### 1.1 Random Hyperspherical Harmonics

We deal with the case \( \mathcal{M} = S^d \to \mathbb{R}^{d+1} \), the unit \( d \)-dimensional sphere with the natural metric \((d \geq 2)\). The induced measure is the Lebesgue measure \( dx \). The eigenvalues of the Laplace-Beltrami operator on \( S^d \) (which will be denoted by \( \Delta_d \) from now on), are of the form \(-\ell(\ell + d - 1)\), for \( \ell \in \mathbb{N} \), and the dimension \( n_{\ell,d} \) of the \( \ell \)-th eigenspace is

\[
n_{\ell,d} = \frac{2 \ell + d - 1}{2} \left( \frac{\ell + d - 2}{\ell - 1} \right) \sim \frac{2}{(d-1)!} \ell^{d-1}, \quad \text{as } \ell \to +\infty.
\]

An orthonormal basis for the \( \ell \)-th eigenspace is given by the family of (real-valued) hyperspherical harmonics \( (Y_{\ell,m,d})_{m=1}^{n_{\ell,d}} \) (see e.g. [VK93, §9.3])

\[
\Delta_d Y_{\ell,m,d} + \ell(\ell + d - 1)Y_{\ell,m,d} = 0.
\]

We now endow the \( \ell \)-th eigenspace with a Gaussian measure, i.e. we consider the \( \ell \)-th (real-valued) random eigenfunction \( T_\ell := T_{\ell,d} \) on \( S^d \) to be defined as

\[
T_\ell(x) := \sum_{m=1}^{n_{\ell,d}} a_{\ell,m,d} Y_{\ell,m,d}(x), \quad x \in S^d, \quad (1.3)
\]

where \( (a_{\ell,m,d})_{m=1}^{n_{\ell,d}} \) are i.i.d. centered Gaussian random variables with variance given by

\[
\Var(a_{\ell,m,d}) = \frac{|S^d|}{n_{\ell,d}}, \quad (1.4)
\]

\(|S^d|\) denoting the (Lebesgue) measure of the hyperspherical surface. Equivalently, we can define \( T_\ell \) as the isotropic centered Gaussian random field on \( S^d \) whose covariance kernel is

\[
\Cov(T_\ell(x), T_\ell(y)) = G_{\ell,d}(\cos d(x,y)), \quad x, y \in S^d, \quad (1.5)
\]
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where $G_{\ell,d}$ stands for the normalized $\ell$-th Gegenbauer polynomial \cite[§4.7]{Sze75} and $d(x,y)$ denotes the (spherical) geodesic distance between $x$ and $y$.

To be more precise, $G_{\ell,d} = \alpha_\ell^{-1} P_{\ell}^{(d/2-1,d/2-1)}$, where $\left(P_{\ell}^{(a,b)}\right)_\ell$ denotes the family of Jacobi polynomials \cite[Chapter 4]{Sze75} and $\alpha_\ell = (\ell+d/2-1)$ is a normalizing factor. It turns hence out that $T_\ell(x)$ has unit variance for every $x \in S^d$.

This model was studied in \cite{MR15} and, in particular case $d = 2$ in \cite{BMW17, CM16, CMW16, MPT11, MRW17, MW11, MW14, NS09, Wig10} e.g. Note that when $d = 2$, \cite[(1.4)]{MW14} is $\text{Var}(a_{\ell,m,2}) = \frac{4\pi}{2\ell+1}$ and $G_{\ell,2} = P_\ell$ the $\ell$-th Legendre polynomial \cite[§4.7]{Sze75}.

It is readily checked that the addition formula \cite[§9.6]{AAR99} for hyperspherical harmonics

\[
\frac{\left|S^d\right|}{n_{\ell,d}} \sum_{m=1}^{n_{\ell,d}} Y_{\ell,m,d}(x) Y_{\ell,m,d}(y) = G_{\ell,d}(\cos d(x,y)), \quad x, y \in S^d
\]

(1.6)

ensures that the random field $T_\ell$ as defined in \cite[(1.3)]{AAR99} has covariance kernel given by \cite[(1.5)]{AAR99}.

The defect $D_\ell := D(T_\ell)$ in \cite[(1.1)]{CMW16} of $T_\ell$ is then a random variable defined as

\[
D_\ell = \int_{S^d} \mathcal{H}(T_\ell(x)) \, dx.
\]

(1.7)

We are interested in the asymptotic behavior of the sequence $(D_\ell)_\ell$ in the high-energy limit, i.e. as $\ell \to +\infty$. We anticipate here that $D_\ell$ vanishes for odd $\ell$, therefore we will study the defect only for even integers $\ell$ (we will prove it in \cite[2.2.1]{CMW16}). In particular, for $\ell \to +\infty$ we shall mean: as $\ell \to +\infty$ along even integers.

1.2 Previous work

The case $d = 2$ has been investigated by Marinucci and Wigman. In \cite{MW11}, they prove that $D_\ell$ is centered and give an asymptotic result for the variance, i.e. as $\ell \to +\infty$

\[
\text{Var}(D_\ell) = \frac{C}{\ell^2}(1 + o(1)), \quad C > \frac{32}{\sqrt{27}}
\]

(1.8)

In \cite{MW14}, a Central Limit Theorem is shown for the defect on the 2-sphere: as $\ell \to +\infty$

\[
\frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}} \xrightarrow{\ell} Z,
\]

(1.9)

where $Z \sim \mathcal{N}(0,1)$ is a standard Gaussian random variable.

Observe now that a simple transformation gives

\[
D_\ell = 2 \int_{S^d} 1_{(0,\infty)}(T_\ell(x)) \, dx - \left|S^d\right|,
\]

where $\int_{S^d} 1_{(0,\infty)}(T_\ell(x)) \, dx =: S_\ell(0)$ is the measure of the so-called 0-excursion set $\{x \in S^d : T_\ell(x) > 0\}$. The general case of $z$-excursion set for $z \in \mathbb{R}$, on the $d$-sphere ($d \geq 2$) has been studied in \cite{MR15}. In the latter reference, quantitative CLTs in the Wasserstein distance for the measure $S_\ell(z) := \int_{S^d} 1_{(z,\infty)}(T_\ell(x)) \, dx$ of $z$-excursion sets $\{x \in S^d : T_\ell(x) > z\}$ are given (see below \cite[(1.11) and (1.12)]{MR15}, except for the nodal case $z = 0$. Recall that Wasserstein
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\[1\text{Recall that } \left(P_{\ell}^{(a,b)}\right)_\ell \text{ is a family of orthogonal polynomials on the interval } [-1,1] \text{ with respect to the weight } (1 - t)^a(1 + t)^b.\]
distance (e.g. [NPT2 §C.2]) is the probability metric between two random variables $N, Z$ defined as
\[ d_W(N, Z) := \sup_{h \in \text{Lip}_1} |\mathbb{E}[h(N)] - \mathbb{E}[h(Z)]|, \tag{1.10} \]
where \text{Lip}_1 denotes the set of Lipschitz functions whose Lipschitz constant equals 1.

From [MR15] for $z \neq 0$, we have that
\[ \text{Var}(S_\ell(z)) \sim |S^d|^2 (d - 1)! \frac{z^2 \phi(z)^2}{4} \times \frac{1}{\ell^{d-1}}, \quad \text{as } \ell \to +\infty, \tag{1.11} \]
\( \phi \) (resp. \( \Phi \)) denoting the standard Gaussian density (resp. distribution function), and moreover
\[ d_W \left( \frac{S_\ell(z) - |S^d|(1 - \Phi(z))}{\sqrt{\text{Var}(S_\ell(z))}}, Z \right) = O \left( \frac{1}{\sqrt{\ell}} \right), \tag{1.12} \]
where $Z \sim N(0, 1)$ as before. In particular, (1.12) implies a CLT for the measure of excursion sets at any non-zero level.

### 1.3 Main results

In this paper we study the high-energy behavior of the sequence of random variables $(D_\ell)_\ell$ in any dimension $d \geq 2$. Evaluating the mean of $D_\ell$ is trivial. Indeed, exchanging the expectation with integration over $S^d$ we get
\[ \mathbb{E}[D_\ell] = \int_{S^d} \mathbb{E}[\mathcal{H}(T_\ell(x))] \, dx, \]
and since for every $x \in S^d$, $\mathbb{E}[\mathcal{H}(T_\ell(x))] = 0$ by the symmetry of the Gaussian distribution, we have just proved the following.

**Lemma 1.1.** For every $\ell \in \mathbb{N}$
\[ \mathbb{E}[D_\ell] = 0. \]

For the variance, we have the following asymptotic result which generalizes (1.8) to the higher dimensional sphere and whose proof is given in §4.

**Proposition 1.2.** As $\ell \to +\infty$, the defect variance $\text{Var}(D_\ell)$ satisfies
\[ \text{Var}(D_\ell) = \frac{C_d}{\ell^d} (1 + o(1)), \tag{1.13} \]
where $C_d > 0$ is a positive constant depending only on $d$.

Note that $C_2 = C$ in (1.8). Comparing (1.13) with (1.11), one infers that the variance of the measure of $z$-excursion sets has a smaller order of magnitude in the nodal case than for $z \neq 0$. This phenomenon appears in many situations and it is usually referred to as Berry’s cancellation phenomenon [KKW13, Wig10]. See [2.1]

The constant $C_d$ in Proposition 1.2 may be expressed in terms of the improper (conditionally convergent) integral
\[ C_d = \frac{4}{\pi} |S^d| |S^{d-1}| \int_0^{+\infty} \psi^{d-1} \left( \arcsin \left( \frac{\tilde{J}_d(\psi)}{J_d(\psi)} \right) \right) \, d\psi, \tag{1.14} \]
where
\[ \tilde{J}_d(\psi) := 2^{d/2} (d/2 - 1)! J_{d/2-1}(\psi) \psi^{-(d/2-1)}, \quad \psi > 0 \] (1.15)
and \( J_{d/2-1} \) denotes the Bessel function \([\text{Sze75}, \S 1.7]\) of order \( d/2 - 1 \). See \( (1.35) \) for a formula equivalent to \( (1.14) \) that expresses \( C_d \) as a convergent series. We do not know whether one can evaluate \( C_d \) explicitly; however, we shall show that
\[ C_d > \frac{2}{3\pi} |S^d| |S^{d-1}| \left( 2^{d/2-1} (d/2 - 1)! \right)^3 \frac{3^{d/2-3/2}}{2^{3(d/2-1)-1} \sqrt{\pi} \Gamma (d/2 - 1/2)}, \] (1.16)
\( \Gamma \) denoting the Gamma function \([\text{Sze75}, \S 1.7]\). For instance, for \( d = 2 \), \( (1.16) \) gives \( C_2 > 32/\sqrt{27} \), that coincides with \( (1.8) \).

The main contribution of the present paper is the following quantitative CLT in the Wasserstein distance \( (1.10) \) which extends and generalizes the results from \([\text{MR15}, \text{MW14}]\) collected in \( (1.2) \). We cover the nodal case which is more interesting (see \( (2.1) \)) than the non-zero level case treated in \([\text{MR15}]\). Moreover, there are marked differences compared to the latter (see \( (2.2) \)); indeed, the techniques developed in \([\text{MR15}]\) are not enough to deal with the defect, and we have to overcome some additional difficulties. Finally, our result is stronger than \( (1.9) \) (proven in \([\text{MW14}]\)), yielding also the rate of convergence to the Gaussian distribution.

**Theorem 1.3.** Let \( Z \) be a standard Gaussian random variable. For \( d \geq 2 \) we have, as \( \ell \to +\infty \),
\[ d_W \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}}, Z \right) = O \left( \frac{1}{4 \sqrt{\log \ell}} \right), \]
in particular
\[ \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}} \overset{\ell}{\to} Z. \]

The proof of Theorem 1.3 will be given in \( (5) \) and requires also some intermediate key results that for \( d = 2 \) and \( d > 5 \) have been shown in \([\text{MR15}]\). We are able to solve the remaining cases \( d = 3, 4, 5 \) improving also previous results in \([\text{MR15}, \text{Proposition 2.3}]\), by means of next Lemma 1.4 and Lemma 1.5. See \( (2.2.2) \) for motivating details and further discussions.

Let us denote by \( H_3 \) the third Hermite polynomial, i.e. \( H_3(t) = t^3 - 3t, \, t \in \mathbb{R} \), and by \( d_P \) either the Wasserstein \( (1.10) \), Kolmogorov or Total Variation distance (see \([\text{NP12}, \S C.2]\)), then

**Lemma 1.4.** For \( d \geq 2 \), as \( \ell \to +\infty \)
\[ d_P \left( \frac{\int_{S^d} H_3(T_\ell(x)) \, dx}{\sqrt{\text{Var}(\int_{S^d} H_3(T_\ell(x)) \, dx)}}, Z \right) = O \left( \frac{\text{cum}_4 \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)}{\sqrt{\text{Var} \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)^2}} \right) = O \left( \frac{1}{\sqrt{\ell^{d-1}}} \right), \] (1.17)
where \( \text{cum}_4 \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right) \) denotes the fourth cumulant of \( \int_{S^d} H_3(T_\ell(x)) \, dx \).

(Note that the first equality in \( (1.17) \) is an application of the so-called Fourth Moment Theorem \([\text{NP12}, \text{Theorem 5.2.7}]\).) In particular, Lemma 1.4 entails that, as \( \ell \to +\infty \),
\[ \frac{\int_{S^d} H_3(T_\ell(x)) \, dx}{\sqrt{\text{Var}(\int_{S^d} H_3(T_\ell(x)) \, dx)}} \overset{\ell}{\to} Z, \]
\(^2\text{see [PT11] (3.1.3)}\)
where \( Z \) is a standard Gaussian random variable. Note that, for \( d \geq 3 \), (2.21) in [MR15, Proposition 2.3] gives only \( O(\ell^{-(d-5)/4}) \) for the l.h.s. of (1.17) - which does not vanish when \( d \in \{3, 4, 5\} \), as \( \ell \to +\infty \).

The random variable \( \int_{\mathbb{S}^d} H_3(T_\ell(x)) \, dx \) is the so-called bispectrum of \( T_\ell \) and it is of independent interest (see [Mar06, Mar08]). In particular for \( d = 2 \), the information on the bispectrum of \( T_\ell \) are used to test some features of Cosmic Microwave Background [MP11]; on the 2-sphere, (1.17) coincides with the result found by Marinucci in [Mar08].

Our argument in order to prove Lemma 1.4 requires technical computations involving concatenated sums of integrals of three hyperspherical harmonics of the form

\[
\mathcal{G}^{\ell,m_3}_{\ell,m_1,\ell,m_2;d} := \int_{\mathbb{S}^d} Y_{\ell,m_1;d}(x)Y_{\ell,m_2;d}(x)Y_{\ell,m_3;d}(x) \, dx,
\]

for \( m_1, m_2, m_3 \in \{1, 2, \ldots, n_{\ell,d}\} \); (note that by definition, \( \mathcal{G}^{\ell,m_3}_{\ell,m_1,\ell,m_2;d} \) is invariant under any permutations of indexes \( m_1, m_2, m_3 \)). The integral \( \mathcal{G}^{\ell,m_3}_{\ell,m_1,\ell,m_2;d} \) is strictly related to so-called Clebsch-Gordan coefficients [Far08, MP11, VK93] for the special orthogonal group \( SO(d+1) \), which play a key role in group representation properties of the latter.

The integral in (1.18) is well-known for \( d = 2 \) (so-called Gaunt formula - see [MP11, Proposition 3.43]) and several applications by many authors can be found (see CM15, Mar06, Mar08, MP11, MW14 e.g.), because of its importance also in the quantum theory of angular momentum. From [VMK88, (5.6.2.12),(5.6.2.13)], for the two-dimensional case,

\[
\mathcal{G}^{\ell,m_3}_{\ell,m_1,\ell,m_2;2} = \sqrt{\frac{2\ell + 1}{4\pi}} C^{\ell,m_3}_{\ell,m_1,\ell,m_2} \cdot C^{\ell,0}_{\ell,0,\ell,0},
\]

where \( C^{\ell,m_3}_{\ell_1,m_1,\ell_2,m_2} \) denote Clebsch-Gordan coefficients (see [VMK88, Chapter 8] or [MP11, §3.5]) for the group \( SO(3) \); explicit formulas are known for the latter. (Note that one usually considers \( m \in \{-\ell, \ldots, \ell\} \) instead of \( m \in \{1, 2, \ldots, 2\ell+1\} \), see e.g. [MP11, §3].)

To the best of our knowledge, analogous estimates as those for the 2-dimensional case are not available in the literature for higher dimensional spheres; in what follows, we therefore need to develop some novel tools in order to complete our argument.

The main achievement in this direction is the following result whose proof, given in [6.1], relies on simple ideas that however could be used in other circumstances involving Clebsch-Gordan coefficients for any topological compact group. Moreover, this kind of results can be applied to solve problems on the hypersphere as those investigated in Mar06, Mar08 for the two-dimensional case; we believe they could be useful in order to study also other statistical issues on \( \mathbb{S}^d \), a topic which has recently received some attention (see e.g. Dur16).

**Lemma 1.5.** For every even \( \ell \in \mathbb{N} \), \( M, M' \in \{1, 2, \ldots, n_{\ell,d}\} \) and \( d \geq 2 \)

\[
\sum_{m_1, m_2 = 1}^{n_{\ell,d}} \mathcal{G}^{\ell,M}_{\ell,m_1,\ell,m_2;d} \mathcal{G}^{\ell,M'}_{\ell,m_1,\ell,m_2;d} = \delta_{M,M'} \frac{(n_{\ell,d})^2}{|\mathbb{S}^d|} \frac{|\mathbb{S}^{d-1}|}{|\mathbb{S}^d|} \int_{-1}^{1} G_{\ell,d}(t)^3 \left( \sqrt{1-t^2} \right)^{d-2} dt.
\]

In the case \( d = 2 \), from (1.19), by orthonormality properties of Clebsch-Gordan coefficients [MP11, (3.62)] and since \( (2\ell + 1)^{-1} \left( C^{\ell,0}_{\ell,0,\ell,0} \right)^2 = \int_{-1}^{1} P_{\ell}(t)^3 \, dt \) (again from (1.19), see also MW14), we have

\[
\sum_{m_1, m_2} \mathcal{G}^{\ell,M}_{\ell,m_1,\ell,m_2;2} \mathcal{G}^{\ell,M'}_{\ell,m_1,\ell,m_2;2} = \delta_{M,M'} \frac{(2\ell + 1)^2}{2 \cdot 4\pi} \int_{-1}^{1} P_{\ell}(t)^3 \, dt,
\]

which coincides with the statement of Lemma 1.5.
1.4 Plan of the paper

In §2.1 we give motivations for our work. In §2.2 we briefly explain our argument to prove the main results in §1.3, whereas §3 fixes some notation and background about Wiener chaoses and Stein-Malliavin techniques for distributional approximations. The proof of Proposition 1.2 is given in §4 and we prove Theorem 1.3 in §5, while §6 deals with Lemma 1.4 and Lemma 1.5. Finally, we collect some technical computations and intermediate results in the Appendix §7.
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2 Outline of the paper

2.1 Motivations

Berry argued that, at least for “generic” chaotic surfaces, the local behavior of (deterministic) eigenfunctions should be universal [Ber77]. He proposed to compare the eigenfunction $f$ in (1.2) of large eigenvalue $E$ to a “typical” instance of a monochromatic random wave with wavenumber $\sqrt{E}$; we can define the latter as the centered Gaussian field $W = (W(x))_{x \in \mathbb{R}^2}$ on the plane, whose covariance structure is given by

$$\text{Cov}(W(x), W(y)) = J_0(\sqrt{E}|x-y|), \quad x, y \in \mathbb{R}^2,$$

(2.20)

$J_0$ being the 0-order Bessel function [Sze75, §1.7]. Local properties of $f$ can then be predicted by $W$; for instance, nodal lines of the latter should model nodal lines of $f$ (see [Wig12]).

In the spherical case, from (1.5) with $d = 2$, the random model (1.3) has covariance kernel given by $\text{Cov}(T_\ell(x), T_\ell(y)) = P_\ell(\cos d(x,y))$, $x, y \in S^2$, where $P_\ell \equiv G_{\ell,2}$ is still the $\ell$-th Legendre polynomial [Sze75, §4.7]. Hilb’s asymptotics [Sze75, Theorem 8.21.6] gives, for large eigenvalues,

$$P_\ell(\cos \theta) \sim \sqrt{\frac{\theta}{\sin \theta}} J_0((\ell + 1/2)\theta)$$

uniformly for $\theta \in [0, \pi - \varepsilon]$, similar to (2.20) but for the square root that keeps a trace about the geometry of the sphere. In recent years, the geometry of random spherical eigenfunctions has been studied by several papers, motivated also by applications in Cosmology - for instance concerning the analysis of CMB [MP11]. In particular, so-called Lipschitz Killing curvatures [AT07, §6.3] have been investigated; namely (in dimension $d = 2$), the boundary length [Ros15] [Wig10] [Wig12] [MRW17], the area [MR15] [MW11] [MW14] and the Euler-Poincaré characteristic [CM16] [CMW16] of excursion sets at any level. For each of the just mentioned geometric functionals, the same qualitative behavior has been observed, i.e. a lower-order asymptotic variance in the nodal case (see [CM16] §1.2 for an overview).
This paper plays a key role in the analysis of Lipschitz-Killing curvatures on the hypersphere; indeed, we complete the investigation of the empirical volume of excursion sets that was started in [MR15]. Proposition 1.2 compared to (1.11) confirms the behavior predicted by Berry for the variance [Ber02] also in this case: it is clear that the leading constant in (1.11) vanishes for \( z = 0 \). This phenomenon has a deeper interpretation related to chaotic expansions which also explain the rate we obtain in the nodal case (Theorem 1.3 compared to (1.12)); we shall be back on this issue in §2.2.3.

A possible future research topic can be the investigation of all the others Lipschitz-Killing curvatures on the hypersphere in any dimension or, more generally, any nice compact manifold (as the multidimensional torus \( \mathbb{T}^d := \mathbb{R}^d / \mathbb{Z}^d \)).

### 2.2 On the proofs of the main results

Our approach to establish Proposition 1.2 and Theorem 1.3 relies, among other things, on the chaotic decomposition of \( D_\ell \) (this technique was used also in [MW14, MPRW16, MRW17] e.g.). Since the defect is a square integrable functional of a Gaussian field, it can be written as a series \( D_\ell = \sum_{q=0}^{\infty} D_\ell[q] \), converging in \( L^2(\mathbb{P}) \), where \( D_\ell[q] \) is the orthogonal projection of \( D_\ell \) onto the so-called \( q \)-th Wiener chaos \( D_\ell[0] = \mathbb{E}[D_\ell] \); the random variables \( D_\ell[q] \), \( q \geq 0 \) are pairwise orthogonal. More precisely, we have the following statement, whose proof is given in §7.1. Recall that Hermite polynomials [Sze75, §5.5] \( (H_k)_{k \geq 0} \) are defined as

\[
H_0(t) = 1 \quad \text{and for } k \geq 1, \\
H_k(t) := (-1)^k \phi(t)^{-1} \frac{d^k}{dt^k} \phi(t), \quad t \in \mathbb{R},
\]

where \( \phi \) still denotes the probability density of a standard Gaussian random variable. For instance, \( H_1(t) = t \), \( H_2(t) = t^2 - 1 \), \( H_3(t) = t^3 - 3t \) and so on.

**Lemma 2.1.** The Wiener-Itô chaos decomposition of the defect \( D_\ell \) is

\[
D_\ell = \sum_{q=1}^{\infty} D_\ell[2q + 1] = \sum_{q=1}^{\infty} \frac{J_{2q+1}}{(2q + 1)!} \int_{\mathbb{S}^d} H_{2q+1}(T_\ell(x)) \, dx, \tag{2.21}
\]

where

\[
J_{2q+1} := \frac{2}{\sqrt{\pi}} H_{2q}(0).
\]

The first marked difference compared to the non-zero level case treated in [IR15] is that the non-linear functionals investigated in the latter reference are assumed to have non-vanishing (and asymptotically leading) second chaotic component, whereas from (2.21) we have \( D_\ell[2] = 0 \) for every \( \ell \). Some of the tools used in [IR15] are hence not suitable, and we will need some new technical results. We will clarify this point in what follows.

#### 2.2.1 On the variance

Our argument to prove Proposition 1.2 is essentially equivalent to the one obtained by generalizing to higher dimensional setting the approach used in [MW11] to find the defect asymptotic variance on the 2-sphere.

Let us keep in mind (2.21). By virtue of the orthogonality and isometric properties of chaotic projections and some straightforward computations, we have that

\[
\Var(D_\ell) = |\mathbb{S}^d||\mathbb{S}^{d-1}|| \sum_{q=1}^{\infty} \frac{J_{2q+1}}{(2q + 1)!} \int_0^\pi G_{\ell,d}(\cos \vartheta)^{2q+1}(\sin \vartheta)^{d-1} \, d\vartheta; \tag{2.22}
\]
since Gegenbauer polynomials are symmetric, that is, \( G_{\ell,d}(-t) = (-1)^\ell G_{\ell,d}(t), \ t \in [-1,1] \) (see e.g. [Sze75, §4.7]), we deduce that the integral in the r.h.s. of (2.22) vanishes for odd \( \ell \). For even \( \ell \), we have

\[
\text{Var}(D_\ell) = 2 \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} |S^d||S_{d-1}^{-1}| \int_0^{\pi/2} G_{\ell,d}(\cos \vartheta)^{2q+1}(\sin \vartheta)^{d-1} d\vartheta.
\]

Lemma 1.1 hence implies that \( D_\ell = 0 \) for odd \( \ell \), as anticipated in [MR15, Proposition 1.1] gives, as \( \ell \to +\infty \),

\[
\int_0^{\pi/2} G_{\ell,d}(\cos \vartheta)^{2q+1}(\sin \vartheta)^{d-1} d\vartheta = \frac{c_{2q+1,d}}{\ell^d}(1 + o(1)),
\]

for some nonnegative constant \( c_{2q+1,d} \) (in [MR15] it was conjectured that \( c_{2q+1,d} > 0 \) for every \( q \) and \( d \)). One would hence expect Proposition 1.2 to hold with

\[
C_d = 2|S^d||S_{d-1}^{-1}| \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} c_{2q+1,d}.
\]

In §4 we will properly prove it. Recall now that the second moment of Gegenbauer polynomials is

\[
\int_0^{\pi} G_{\ell,d}(\cos \vartheta)^2(\sin \vartheta)^{d-1} d\vartheta = \frac{|S^d|}{|S_{d-1}|} n_{\ell,d},
\]

in particular it is of bigger order, as \( \ell \to +\infty \), than the \( q \)-th moment for any \( q \geq 3 \). This make easier the investigation of the variance of non-linear functionals whose second chaotic component is non-zero and asymptotically leading (as those considered in [MR15]). Indeed, in the latter case the leading term for the asymptotic variance corresponds to the second chaotic projection, whereas for the defect all terms equally contribute.

### 2.2.2 On the asymptotic distribution

As a consequence of what was mentioned just above in §2.2.1, the limiting distribution of functionals whose second chaotic component is non-zero equals to the asymptotic law of only one chaotic term (the second). Since the latter is proportional to a sum of independent random variables, an application of the standard Central Limit Theorem allows to conclude the investigation. For the defect instead, we have to study the asymptotic behavior of every chaotic component.

The CLT recalled in (1.9) and (1.12) make it plausible to conjecture that the defect is asymptotically Gaussian in any dimension; we wish hence to extend and generalize (1.9) and (1.12). To prove a CLT for the series (2.21), we first need to deal with single chaotic components. Theorem 1.2 in [MR15] ensures that \( D_\ell[2q+1] \) is, as \( \ell \to +\infty \), Gaussian for every pair \( (2q+1,d) \) except for \( (3,3) \) when \( d = 3,4,5 \). It is however reasonable to believe that also \( D_\ell[3] \) is asymptotically normal in any dimension, as Lemma 1.4 states.

To prove the latter, since we are in a fixed chaos - the third one - we can use Fourth Moment Theorem [NP12, Theorem 5.2.7] i.e., to have asymptotic Gaussianity it is enough (and necessary) that

\[
\frac{\text{cum}_4 \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)}{\left( \text{Var} \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right) \right)^2} \to 0,
\]

(2.24)
where by $\text{cum}_4(X)$ we denote the 4-th cumulant \cite[(3.1.3)]{PT11} of the random variable $X$. Note that from Theorem 5.2.6 in \cite{NP12}, the l.h.s. of (2.24) allows to estimate moreover the rate of convergence to the Gaussian distribution in various probability metrics \cite[§C.2]{NP12}, Wasserstein distance \cite[(1.10)]{NP12} included (see \cite[§3.4]{NP12}).

By the properties of cumulants \cite[§3.1]{PT11}, we have

$$
\text{cum}_4 \left( \int_{\mathbb{S}^d} H_3(T_\ell(x))\,dx \right) = \int_{(\mathbb{S}^d)^4} \text{cum} \left( H_3(T_\ell(w)), H_3(T_\ell(z)), H_3(T_\ell(w')), H_3(T_\ell(z')) \right) \,dwdzw'dz'.
$$

The diagram formula for Hermite polynomials \cite[Proposition 4.15]{MP11} applied to the integrand of the r.h.s. of the last equality and results by Nourdin and Peccati, in particular \cite[Lemma 5.2.4]{NP12}, ensure that the major contribution for the fourth cumulant of $\int_{\mathbb{S}^d} H_3(T_\ell(x))\,dx$ comes from so-called circulant diagrams. Indeed, in \cite[Lemma 4.1]{MR15} it has been shown that the contribution of the latter can be expressed as multiple integrals of products of powers of Gegenbauer polynomials. We are then left in our case with the following

$$
I_{\ell,d} := \int_{(\mathbb{S}^d)^4} G_{\ell,d}(\cos d(w, z))G_{\ell,d}(\cos d(w, w')) G_{\ell,d}(\cos d(w', z')) \,dwdzw'dz'.
$$

In \cite[Proposition 4.2, Proposition 4.3]{MR15} to prove (2.24), upper bounds for (2.25) are given which are too big for $d = 3, 4, 5$: the technique consists first of bounding the contribution of one of the involved Gegenbauer polynomials by its sup-norm ($=1$) and then of using Cauchy-Schwarz inequalities. This reduces to deal simply with moments of Gegenbauer polynomials but allows to get only not satisfactory bounds. Our argument is subtler and more difficult, since we have to compute the exact asymptotics for $I_{\ell,d}$ in (2.25), as $\ell \to +\infty$.

The addition formula (1.6) applied several times in (2.25), leads to concatenated sums of integrals of three hyperspherical harmonics. With the same notation as in (1.18) we find

$$
I_{\ell,d} = \left( \frac{|\mathbb{S}^d|}{n_{\ell,d}} \right)^6 \sum_{m_1,m_2,m_3,m'_1,m'_2,m'_3=1}^{n_{\ell,d}} G_{\ell,m_1} G_{\ell,m_2} G_{\ell,m_3} G_{\ell,m'_1} G_{\ell,m'_2} G_{\ell,m'_3}.
$$

The idea now is to find some useful property for double sums of these coefficients (1.18) (as done in Lemma 1.5). Once Lemma 1.4 is proved, then an argument similar to the one given in the proof of Corollary 4.2 in \cite{MW14}, provides a CLT for the defect in any dimension. We are however interested in subtler results: rates of convergence to the limiting distribution - as explained in the next section.

### 2.2.3 On rates of convergence

In order to obtain rates of convergence, i.e. to prove our Theorem 1.3, it is not enough to generalize to higher dimensional setting the approach used in \cite{MW14}. Indeed in particular one needs refined estimates on the distance in distribution between the “truncated” defect (see just below) and the Gaussian law.
Let us truncate the series (2.21) at some frequency $m$, obtaining $D^m_\ell = \sum_{q=1}^{m} D_\ell[2q + 1]$. We know that $D^m_\ell$ is Gaussian, as $\ell \to +\infty$, (since it is a linear combination of asymptotically normal random variables living in different order chaoses; see [PT05]) and we can then compute the rate of convergence in Wasserstein distance (1.10) to the limiting distribution by using Stein-Malliavin techniques for Normal approximations [NP12, Chapters 5, 6]. The tail $D_\ell - D^m_\ell$ can be controlled by its $L^2(P)$-norm. Summing up all contributions and choosing an optimal speed $m = m(\ell)$, we obtain Theorem 1.3.

The rate of convergence is slower than in the non-nodal case (1.12). Indeed, here all chaoses in the Wiener-Itô expansion for the defect (2.21) contribute, whereas for $z \neq 0$ the second chaos does not vanish and hence gives the dominating term, making easier also the estimation of the speed of convergence. For the defect instead, one has to control the whole series.

As remarked also in [CM16, §1.2], for Lipschitz-Killing curvatures [AT07, §6.3] on the sphere (and on other manifolds, such as the torus - see [MPRW16]) the second chaos dominates only in the non-nodal case, giving a powerful explanation for Berry’s cancellation phenomenon concerning the variance.

3 Wiener chaoses and Stein-Malliavin techniques

For a complete discussion on the following topics see [NP12].

3.1 Random eigenfunctions as isonormal Gaussian processes

Let $X = (X(f))_{f \in L^2(S^d)}$ be an isonormal Gaussian process on $L^2(S^d)$, the space of square integrable functions on the $d$-sphere ($d \geq 2$). We mean a real-valued centered Gaussian field indexed by the elements of $L^2(S^d)$ verifying the isometric property, i.e.

$$\text{Cov}(X(f),X(h)) = (f,h)_{L^2(S^d)} := \int_{S^d} f(x)h(x) \, dx, \quad f,h \in L^2(S^d).$$

We can construct it as follows. Let us denote by $\mathcal{B}(S^d)$ the Borel $\sigma$-field on $S^d$ and let $W = \{W(A) : A \in \mathcal{B}(S^d)\}$ be a centered Gaussian family on $S^d$ such that

$$\text{Cov}(W(A),W(B)) = \int_{S^d} 1_{A \cap B}(x) \, dx,$$

where $1_{A \cap B}$ denotes the indicator function of the set $A \cap B$. The random field $X$ on $L^2(S^d)$ defined as

$$X(f) := \int_{S^d} f(x) \, dW(x), \quad f \in L^2(S^d), \quad (3.26)$$

i.e. the Wiener-Itô integral of $f$ with respect to the Gaussian measure $W$, is the isonormal Gaussian process on the $d$-sphere.

Note that for random eigenfunctions (1.3) it holds

$$T_\ell(x) \equiv X(f_\ell,x), \quad x \in S^d, \quad (3.27)$$

as stochastic processes, where $X$ is defined as in (3.26) and $f_\ell,x := f_\ell,x,d$ is given by

$$f_\ell,x(y) := \sqrt{\frac{n_\ell d}{|S^d|}} G_\ell d(\cos d(x,y)), \quad y \in S^d. \quad (3.28)$$
3.2 Defect in Wiener chaoses

Let us now recall the notion of Wiener chaos, mentioned in §2.2. As before, let \((H_k)_{k\geq 0}\) denote the sequence of Hermite polynomials \(\textbf{Sze75}, \text{§5.5}\). Normalized Hermite polynomials \(\frac{H_k}{\sqrt{k!}}\) form an orthonormal basis of \(L^2(\mathbb{R}, \phi(t) \, dt)\), the space of square integrable functions on the real line endowed with the Gaussian measure. Recall that for jointly Gaussian random variables \(Z_1, Z_2 \sim \mathcal{N}(0, 1)\) and \(k_1, k_2 \geq 0\), we have

\[
\mathbb{E}[H_{k_1}(Z_1) H_{k_2}(Z_2)] = k_1! \left(\mathbb{E}[Z_1 Z_2]\right)^{k_1} \delta_{k_1, k_2}.
\] (3.29)

For each integer \(q \geq 0\), consider the closure \(C_q\) in \(L^2(\mathbb{P})\) of the linear space generated by random variables of the form

\[
H_q(X(f)), \quad f \in L^2(\mathbb{S}^d), \quad \|f\|_{L^2(\mathbb{S}^d)} = 1.
\]

The space \(C_q\) is the so-called \(q\)-th Wiener chaos associated with \(X\). By (3.29), it is easy to check that \(C_q \perp C_{q'}\) for \(q \neq q'\) and moreover the following Wiener-Itô chaos decomposition holds

\[
L^2(\mathbb{P}) = \bigoplus_{q=0}^{+\infty} C_q,
\]
i.e. every random variable \(F\) whose second moment is finite can be expressed as a series converging in \(L^2(\mathbb{P})\)

\[
F = \sum_{q=0}^{+\infty} F[q],
\] (3.30)

where \(F[q] = \text{proj}(F|C_q)\) is the orthogonal projection of \(F\) onto the \(q\)-th chaos \((F[0] = \mathbb{E}[F])\).

The defect \(D_\ell\), as defined in (1.7), is a square integrable functional of the isonormal Gaussian process \(X\) in (3.26), actually it is easy to check that \(|D_\ell| \leq |\mathbb{S}^d|\) a.s. It hence admits a Wiener-Itô chaos decomposition of the form (3.30) (see Lemma 2.1).

3.2.1 Multiple stochastic integrals

The \(q\)-th tensor power \(L^2(\mathbb{S}^d)^\otimes q\) (resp. \(q\)-th symmetric power \(L^2(\mathbb{S}^d)^\circ q\) of \(L^2(\mathbb{S}^d)\) is simply \(L^2((\mathbb{S}^d)^q, dx^q)\) (resp. \(L^2((\mathbb{S}^d)^q, dx^q)\), i.e. the space of a.e. symmetric functions on \((\mathbb{S}^d)^q\). Let us define the (linear) operator \(I_q\) for unit norm \(f \in L^2(\mathbb{S}^d)\) as

\[
I_q(f^\otimes q) := H_q(X(f))
\]
and extend it to an isometry between \(L^2((\mathbb{S}^d)^q) := L^2((\mathbb{S}^d)^q, dx^q)\) equipped with the modified norm \(\frac{1}{\sqrt{q!}} \cdot \|\cdot\|_{L^2((\mathbb{S}^d)^q)}\) and the \(q\)-th Wiener chaos \(C_q\) endowed with the \(L^2(\mathbb{P})\)-norm.

It is well-known \([\text{NP12}, \text{§2.7}]\) that for \(h \in L^2((\mathbb{S}^d)^q)\), it holds

\[
I_q(h) = \int_{(\mathbb{S}^d)^q} h(x_1, x_2, \ldots, x_q) \, dW(x_1) dW(x_2) \ldots dW(x_q),
\]
the multiple Wiener-Itô integral of \(h\) with respect to the Gaussian measure \(W\), where the domains of integration implicitly avoids diagonals. Therefore, \(F[q]\) in (3.30) is a stochastic multiple integral \(F[q] = I_q(f_q)\), for a unique kernel \(f_q \in L^2((\mathbb{S}^d)^q)\).

From Lemma 2.1 and (3.27), (3.28), it is immediate to check that for chaotic projections of the defect we have \((q \geq 1)\)

\[
D_\ell[2q+1] = I_{2q+1} \left(\frac{J_{2q+1}}{(2q+1)!} \int_{\mathbb{S}^d} f_{\ell, x} \, dx\right).
\]
3.2.2 Contractions

For every \( p, q \geq 1 \), \( f \in L^2(S^d)^{\otimes p}, g \in L^2(S^d)^{\otimes q} \) and \( r = 1, 2, \ldots, p \wedge q \), the so-called *contraction* of \( f \) and \( g \) of order \( r \) is the element \( f \otimes_r g \in L^2(S^d)^{\otimes r} \) defined as (see [NP12] (B.4.7))

\[
(f \otimes_r g)(x_1, \ldots, x_{p+q-2r}) := \int_{(S^d)^r} f(x_1, \ldots, x_{p-r}, y_1, \ldots, y_r) g(x_{p-r+1}, \ldots, x_{p+q-2r}, y_1, \ldots, y_r) \, dy_1 \ldots dy_r.
\]

(3.31)

For \( p = q = r \), we have \( f \otimes_r g = (f, g)_{L^2(S^d)^{\otimes q}} \), and for \( r = 0 \), \( f \otimes_0 g := f \otimes g \). Denote by \( f \otimes_r g \) the canonical symmetrization [NP12] (B.2.1) of \( f \otimes g \). The following multiplication formula is well-known [NP12] Theorem 2.7.10: for \( p, q \in \mathbb{N} \), \( f \in L^2(S^d)^{\otimes p}, g \in L^2(S^d)^{\otimes q} \), we have

\[
I_p(f)I_q(g) = \sum_{r=0}^{q} \binom{p}{r} \binom{q}{r} I_{p+q-2r}(f \otimes_r g).
\]

3.3 Some facts about Malliavin calculus

In what follows, we will use standard notions and results from Malliavin calculus; we refer the reader to [NP12] §2.3, §2.4 (from which we borrow our notation) for definitions and details. For \( q, r \geq 1 \), recall that the \( r \)-th Malliavin derivative of a random variable \( I_q(f) \in C_q \) where \( f \in L^2(S^d)^{\otimes q} \), can be identified as the element \( D^r I_q(f) : \Omega \to L^2(S^d)^{\otimes r} \) given by

\[
D^r I_q(f) = \frac{q!}{(q-r)!} I_{q-r}(f),
\]

(3.32)

for \( r \leq q \), and \( D^r I_q(f) = 0 \) for \( r > q \). For notational simplicity, we shall write \( D \) instead of \( D^1 \). We say that \( F \) as in (3.30) belongs to the space \( \mathbb{D}^{r,q} \) if

\[
\mathbb{E} \left[ \|D^r F\|^q_{L^2(S^d)^{\otimes r}} \right] < +\infty.
\]

We write

\[
\|F\|_{\mathbb{D}^{r,q}} := \left( \mathbb{E} \left[ \|F\|^q \right] + \cdots + \mathbb{E} \left[ \|D^r F\|^q_{L^2(S^d)^{\otimes r}} \right] \right)^{\frac{1}{q}}.
\]

It is easy to check that \( F \in \mathbb{D}^{1,2} \) if and only if

\[
\sum_{q=1}^{\infty} q \|F[q]\|_{L^2(P)}^2 < +\infty,
\]

and in this case \( \mathbb{E} \left[ \|DF\|^2_{L^2(S^d)} \right] = \sum_{q=1}^{\infty} q \|F[q]\|_{L^2(P)}^2 \). In particular, if \( F \in L^2(P) \) admits a finite chaotic decomposition, then it belongs to \( \mathbb{D}^{1,2} \). We need to introduce also the generator of the Ornstein-Uhlenbeck semigroup, defined as

\[
L = -\sum_{q=0}^{\infty} q \cdot \text{proj}(\cdot | C_q),
\]

where \( \text{proj}(\cdot | C_q) \) is the orthogonal projection operator onto the \( q \)-th Wiener chaos \( C_q \). The domain of \( L \) is \( \mathbb{D}^{2,2} \), equivalently the space of Gaussian subordinated random variables \( F \) such that

\[
\sum_{q=1}^{+\infty} q^2 \|F[q]\|_{L^2(P)}^2 < +\infty.
\]
The pseudo-inverse operator of \( L \) is defined as \( L^{-1} = -\sum_{q=1}^{\infty} \frac{1}{q} \cdot \text{proj}(\cdot | C_q) \) and satisfies, for each \( F \in L^2(\mathbb{P}) \), \( LL^{-1}F = F - \mathbb{E}[F] \).

### 3.4 Fourth Moment Theorems

Stein’s method for Normal approximations and Malliavin calculus applied on Wiener chaoses lead to so-called Fourth Moment Theorems [NP09, NP12, Chapters 5, 6]. Briefly, for a sequence of centered random variables \( (F_n)_{n \geq 1} \) living in a fixed Wiener chaos \( C_q \), such that \( \text{Var}(F_n) = 1 \) for all \( n = 1, 2, \ldots \), convergence in law to a standard Gaussian random variable is equivalent to the sequence of fourth cumulants \( (\text{cum}_4(F_n))_n \) converging to 0 [NP12, Theorem 5.2.7]. Moreover, the quantity \( |\text{cum}_4(F_n)| \) gives information [NP12, Theorem 5.2.6] on the rate of convergence to the limiting distribution in various probability metrics, the Wasserstein distance (1.10) included. The contribution of \( \text{cum}_4(F_n) \) can be expressed in terms of contractions (3.31) of the kernel \( f_{q,n} \), where \( F_n = I_q(f_{q,n}) \) (see [NP12, Lemma 5.2.4]). For a sequence of random vectors whose components lie in different chaoses, convergence to a multivariate Gaussian is equivalent to componentwise convergence to the normal distribution [PT05].

We will properly state these results for \( H = L^2(S^d) \) but they hold in much more generality [NP12, Chapters 5, 6]. Here and in what follows, \( d_{TV} \) and \( d_K \) shall denote the Total Variation and Kolmogorov distance, respectively (see [NP12, §C.2] e.g.).

**Proposition 3.1** (Theorem 5.1.3 in [NP12]). Let \( F \in D^{1,2} \) be such that \( \mathbb{E}[F] = 0 \), \( \mathbb{E}[F^2] = \sigma^2 < +\infty \) and \( Z \sim \mathcal{N}(0, \sigma^2) \) a centered Gaussian random variable with variance \( \sigma^2 \). Then we have

\[
d_{W}(F, Z) \leq \sqrt{\frac{2}{\sigma^2}} \mathbb{E} \left[ |\sigma^2 - \langle DF, -DL^{-1}F \rangle_H| \right].
\]

Also, assuming in addition that \( F \) has a density

\[
d_{TV}(F, Z) \leq \frac{2}{\sigma^2} \mathbb{E} \left[ |\sigma^2 - \langle DF, -DL^{-1}F \rangle_H| \right],
\]

\[
d_{K}(F, Z) \leq \frac{1}{\sigma^2} \mathbb{E} \left[ |\sigma^2 - \langle DF, -DL^{-1}F \rangle_H| \right].
\]

In the special case where \( F = I_q(f) \) for \( f \in L^2(S^d)^{\otimes q} \), then from [NP12, Theorem 5.2.6],

\[
\mathbb{E} \left[ |\sigma^2 - \langle DF, -DL^{-1}F \rangle_H| \right] \leq \sqrt{\frac{1}{q^2} \sum_{r=1}^{q-1} r^4 (2q-2r)^4 \| f \otimes_r f \|_{H^{\otimes 2q-2r}}^2}. \tag{3.33}
\]

Note that in (3.33) we can replace \( \| f \otimes_r f \|_{H^{\otimes 2q-2r}}^2 \) with the norm of the unsymmetrized contraction \( \| f \otimes_r f \|_{H^{\otimes 2q-2r}}^2 \), since

\[
\| f \otimes_r f \|_{H^{\otimes 2q-2r}}^2 \leq \| f \otimes_r f \|_{H^{\otimes 2q-2r}}^2
\]

by the triangle inequality.
4 Proof of Proposition 1.2

From Lemma 2.1 we have, by the orthogonality property of chaotic projections and (3.20)

\[
\text{Var}(D_\ell) = \sum_{q=1}^{+\infty} \frac{(2q+1)!}{(2q+1)} \int_{S^d} \int_{S^d} \mathbb{E}[H_{2q+1}(T_\ell(x))H_{2q+1}(T_\ell(y))] \, dx \, dy
\]

\[
= \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \int_{S^d} \int_{S^d} G_{\ell,d}(\cos d(x,y))^{2q+1} \, dx \, dy.
\]

The isotropy property of the integrand function in the r.h.s. of (4.34) and the choice of standard coordinates on the hypersphere allow to write

\[
\text{Var}(D_\ell) = \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \int_{S^d} \int_{S^d} G_{\ell,d}(\cos \vartheta)^{2q+1}(\sin \vartheta)^{d-1} \, d\vartheta,
\]

which coincides with (2.22). We are now ready to give the proof of Proposition 1.2 inspired by the proofs of [MW11, Proposition 4.2, Theorem 1.2].

Proof of Proposition 1.2. Let us bear in mind (2.23). In [MR15, Proposition 2.2] it has been proven that, as \(\ell \to +\infty\),

\[
\lim_{\ell \to +\infty} \int_{S^d} \int_{S^d} G_{\ell,d}(\cos \vartheta)^{2q+1}(\sin \vartheta)^{d-1} \, d\vartheta = c_{2q+1,d},
\]

where \(c_{2q+1,d}\) is given by \(c_{2q+1,d} := \int_0^{+\infty} \tilde{J}_d(\psi)^{2q+1} \psi^{d-1} \, d\psi\), \(\tilde{J}_d\) being defined as in (1.15). Therefore, as anticipated in (2.21) we would expect that, asymptotically,

\[
\text{Var}(D_\ell) \sim \frac{C_d}{\ell^d},
\]

where the leading constant \(C_d\) (uniquely depending on \(d\)) satisfies

\[
C_d = 2|S^d||S^{d-1}| \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} c_{2q+1,d}.
\]

Before proving (4.37) that coincides with (1.13), let us check that \(C_d > 0\), assuming (4.38) is true. Actually, the r.h.s. of (4.38) is a series of nonnegative terms and from [AAR99, p. 217] we have

\[
c_{3,d} = \left(2^{d/2-1} \left(\frac{d}{2} - 1\right)!\right)^3 3^{d^2/2} \frac{3^d - 3}{2^d} \sqrt{\pi} \Gamma\left(\frac{d}{2} - \frac{1}{2}\right) > 0.
\]

The previous argument proves also (1.16).

Moreover, assuming (4.38) is true and keeping in mind (1.15), we get

\[
C_d = 2|S^d||S^{d-1}| \sum_{q=1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \int_0^{+\infty} \tilde{J}_d(\psi)^{2q+1} \psi^{d-1} \, d\psi
\]

\[
= 2|S^d||S^{d-1}| \sum_{q=1}^{+\infty} \int_0^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \tilde{J}_d(\psi)^{2q+1} \psi^{d-1} \, d\psi
\]

\[
= \frac{4}{\pi} |S^d||S^{d-1}| \int_0^{+\infty} \left(\arcsin \left(\tilde{J}_d(\psi)\right) - \tilde{J}_d(\psi)\right) \psi^{d-1} \, d\psi.
\]
Actually, it is readily checked that the sequence \( \frac{J_{2q+1}^2}{(2q+1)!} \) gives the coefficients in the Taylor expansion for the arcsin function. Actually, since \( H_{2q}(0) = (-1)^q(2q-1)! \) (where by \( (2q-1)! \) we mean the product of all positive odd integers \( \leq 2q-1 \)),

\[
\frac{J_{2q+1}^2}{(2q+1)!} = \frac{2}{\pi} \frac{(2q)!}{4^q(q!)^2(2q+1)!}.
\]

To justify the exchange of the integration and summation order in (4.39), we consider, for \( m \in \mathbb{N} \), \( m > 1 \), the finite summation

\[
\sum_{q=1}^{m} \frac{J_{2q+1}^2}{(2q+1)!} \int_{0}^{+\infty} \tilde{J}_d(\psi)^{2q+1} \psi^{d-1} d\psi
\]

and using the asymptotics

\[
\frac{J_{2q+1}^2}{(2q+1)!} \sim \frac{c}{q^{3/2}}
\]

for some \( c > 0 \) (Stirling’s formula applied to (4.40)), and the behavior of Bessel functions for large argument [Sze75, §1.7] to bound the contributions of tails, we take the limit \( m \rightarrow +\infty \).

Let us now formally prove the asymptotic result for the variance (4.37). Note that, since the family \( (G_{\ell,d})_\ell \) is uniformly bounded by 1,

\[
\sum_{q=m+1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \int_{0}^{\pi/2} |G_{\ell,d}(\cos \theta)|^{2q+1} (\sin \theta)^{d-1} d\theta 
\leq \sum_{q=m+1}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!} \int_{0}^{\pi/2} |G_{\ell,d}(\cos \theta)|^5 (\sin \theta)^{d-1} d\theta 
\ll \frac{1}{\ell d} \sum_{q=m+1}^{+\infty} \frac{1}{q^{3/2}}
\]

\[
\ll \frac{1}{\sqrt{m \ell d}}.
\]

Therefore, for \( m = m(\ell) \) to be chosen

\[
\text{Var}(D_\ell) = 2|S^d||S'^{d-1}| \sum_{q=1}^{m} \frac{J_{2q+1}^2}{(2q+1)!} \int_{0}^{\pi/2} G_{\ell,d}(\cos \theta)^{2q+1} (\sin \theta)^{d-1} d\theta + O \left( \frac{1}{\sqrt{m \ell d}} \right).
\]

From (4.36), we can write

\[
\text{Var}(D_\ell) = C_{d,m} \cdot \frac{1}{\ell d} + o \left( \ell^{-d} \right) + O \left( \frac{1}{\sqrt{m \ell d}} \right),
\]

where

\[
C_{d,m} := 2|S^d||S'^{d-1}| \sum_{q=1}^{m} \frac{J_{2q+1}^2}{(2q+1)!} c_{2q+1,d}.
\]

Now since \( C_{d,m} \rightarrow C_d \) as \( m \rightarrow +\infty \), we can conclude. \( \square \)

5 Proof of Theorem 1.3 assuming Lemma 1.4

Bearing in mind (2.21), let us set for simplicity of notation

\[
h_{\ell;2q+1,d} := \int_{S^d} H_{2q+1}(T_\ell(x)) \, dx.
\]

\[1\]
For \( m \in \mathbb{N}, m > 1 \) to be chosen later, we define the “truncated” defect as

\[
D^m_\ell := \sum_{q=1}^{m-1} \frac{J_{2q+1}}{(2q+1)!} \varphi_{\ell;2q+1,d}.
\]

We still have to introduce some more notation. As usual, \( Z \sim \mathcal{N}(0,1) \), whereas \( Z_{\ell,m} \) shall denote a centered Gaussian random variable with variance \( \sigma^2_{\ell,m} := \frac{\text{Var}(D^m_\ell)}{\text{Var}(D_\ell)} \). We are now ready to give the proof of the quantitative CLT for the defect on the hypersphere in any dimension. The technique we adopt was used to prove rate of convergence to the Gaussian distribution in other circumstances (e.g. [CM15, Pha13]).

**Proof of Theorem 1.3.** By the triangle inequality

\[
d_W \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}}, Z \right) \leq d_W \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}}, \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right) + d_W \left( \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}}, Z_{\ell,m} \right) + d_W \left( Z_{\ell,m}, Z \right).
\]

Let us denote \( I_1 := d_W \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}}, \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right) \), \( I_2 := d_W \left( \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}}, Z_{\ell,m} \right) \) and \( I_3 := d_W \left( Z_{\ell,m}, Z \right) \).

**Bounding the contribution of** \( I_1 \). By definition of Wasserstein distance (1.10) we have

\[
I_1^2 = d_W \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}}, \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right)^2 \leq \mathbb{E} \left[ \left( \frac{D_\ell}{\sqrt{\text{Var}(D_\ell)}} - \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right)^2 \right] = \frac{1}{\text{Var}(D_\ell)} \mathbb{E} \left[ (D_\ell - D^m_\ell)^2 \right] = \frac{1}{\text{Var}(D_\ell)} \sum_{q=m}^{+\infty} \frac{J_{2q+1}^2}{(2q+1)!^2} \text{Var} \left( \varphi_{\ell;2q+1,d} \right),
\]

where the last equality still follows from the orthogonality property of chaotic projections.

From (4.42) and (1.13), one infers that

\[
d_W \left( \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}}, \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right) = O \left( \frac{1}{\sqrt{m}} \right). \tag{5.43}
\]

**Bounding the contribution of** \( I_2 \). We will use some technical results involving Stein-Malliavin approximation methods [NP12, Chapters 5, 6]. Let us set, from now on, \( H := L^2(S^d) \).

From Proposition 3.3 and (3.33) we deduce

\[
d_W \left( \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}}, Z_{\ell,m} \right) \leq \frac{2}{\pi} \sqrt{\frac{\text{Var}(D_\ell)}{\text{Var}(D^m_\ell)}} \mathbb{E} \left[ \left| \text{Var}(D^m_\ell) \right| - \left\langle D^m_\ell, -D L^{-1} \frac{D^m_\ell}{\sqrt{\text{Var}(D_\ell)}} \right\rangle_H \right] \tag{5.44}
\]

\[
= \frac{2}{\pi} \sqrt{\frac{\text{Var}(D_\ell)}{\text{Var}(D^m_\ell)}} \frac{1}{\text{Var}(D_\ell)} \mathbb{E} \left[ \left| \text{Var}(D^m_\ell) \right| - \left\langle DD^m_\ell, -D L^{-1} D^m_\ell \right\rangle_H \right].
\]
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Since
\[ \text{Var}(D_{\ell}^m) = \sum_{q=1}^{m-1} \frac{J_{2q+1}^2}{((2q+1)!)^2} \text{Var}(h_{\ell;2q+1,d}), \]
we can write for the r.h.s. of (5.44)
\[
\sqrt{\frac{2}{\pi}} \frac{\text{Var}(D_{\ell})}{\text{Var}(D_{\ell}^m)} \frac{1}{\text{Var}(D_{\ell})} \mathbb{E} \left[ \left| \text{Var}(D_{\ell}^m) - \langle DD_{\ell}^m, -DL^{-1}D_{\ell}^m \rangle_H \right| \right] \\
\leq \sqrt{\frac{2}{\pi}} \frac{\text{Var}(D_{\ell})}{\text{Var}(D_{\ell}^m)} \frac{1}{\text{Var}(D_{\ell})} \sum_{q=1}^{m-1} \frac{J_{2q+1}^2}{((2q+1)!)^2} \mathbb{E} \left[ \left| \text{Var}(h_{\ell;2q+1,d}) - \langle Dh_{\ell;2q+1,d}, -DL^{-1}h_{\ell;2q+1,d} \rangle_H \right| \right] \\
+ \sqrt{\frac{2}{\pi}} \frac{\text{Var}(D_{\ell})}{\text{Var}(D_{\ell}^m)} \frac{1}{\text{Var}(D_{\ell})} \sum_{q=1}^{m-1} \frac{J_{2q+1}}{(2q+1)!} \sum_{q \neq p} J_{2p+1} \mathbb{E} \left[ \left| \langle Dh_{\ell;2q+1,d}, -DL^{-1}h_{\ell;2p+1,d} \rangle_H \right| \right].
\]

(5.45)

where for the last step we used [NP12] Theorem 2.9.1 and Cauchy-Schwarz inequality. Now, Lemma 7.1, which is collected in the Appendix 7.2 and whose proof relies in particular on [MR15] Proposition 4.2, Proposition 4.3] and Lemma 1.4, allows one to write, for some $C > 0$,
\[
\text{Var} \left( \langle Dh_{\ell;2q+1,d}, -DL^{-1}h_{\ell;2q+1,d} \rangle_H \right) \leq C(2q+1)^2((2q)!)^23^q R_{\ell,d}, \\
\mathbb{E} \left[ \langle Dh_{\ell;2q+1,d}, -DL^{-1}h_{\ell;2p+1,d} \rangle_H^2 \right] \leq C(2q+1)^2((2q)!(2p))3^{2q+2p} R_{\ell,d},
\]
where
\[
R_{\ell,2} := \log \frac{\ell}{2^{\ell/2}} \quad \text{and for } d > 2 \quad R_{\ell,d} := \frac{1}{2^{d(\ell-1)/2}}.
\]

Therefore, Lemma 7.1 (5.44) and (5.45) give
\[
d_W \left( \frac{D_{\ell}^m}{\sqrt{\text{Var}(D_{\ell})}}, Z_{\ell,m} \right) \\
\leq \sqrt{\frac{2}{\pi}} \frac{\text{Var}(D_{\ell})}{\text{Var}(D_{\ell}^m)} \sqrt{R_{\ell,d}} \sum_{q=1}^{m-1} \frac{J_{2q+1}^2}{((2q+1)!)^2} \sqrt{C(2q+1)^2((2q)!)^23^q} \\
+ \sqrt{\frac{2}{\pi}} \frac{\text{Var}(D_{\ell})}{\text{Var}(D_{\ell}^m)} \frac{1}{\text{Var}(D_{\ell})} \sum_{q=1}^{m-1} \frac{J_{2q+1}}{(2q+1)!} \sum_{q \neq p} J_{2p+1} \sqrt{C(2q+1)^2(2q)!3^{2q+2p}}.
\]

Now
\[
\sum_{q=1}^{m-1} \frac{J_{2q+1}^2}{((2q+1)!)^2} \sqrt{C(2q+1)^2((2q)!)^23^q} = \sum_{q=1}^{m-1} \frac{J_{2q+1}^2}{(2q+1)!} 3^{2q}
\]
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and by \((4.41)\) one deduces
\[
\sum_{q=1}^{m-1} \frac{J_{2q+1}}{(2q+1)!} \sqrt{(2q+1)^2 (2q)!} 3^{2q+1} \leq C 3^{2m}
\]  
(5.46)

and analogously
\[
\sum_{q=1}^{m-1} \frac{J_{2q+1}}{(2q+1)!} \sum_{q \neq p} \frac{J_{2p+1}}{(2p+1)!} \sqrt{(2q+1)^2 (2q)! (2p)! 3^{2q+2p}} \leq C 3^{2m},
\]  
(5.47)

for some positive constant \(C\). Finally, thanks to Proposition 1.2 and since \(\frac{1}{\sigma_{\ell,m}} \leq \frac{C}{1-m^{-1/2}}\) (by \((4.42)\)), we can write
\[
dW \left( \frac{D^m_{\ell}}{\sqrt{\text{Var}(D_{\ell})}}, Z_{\ell,m} \right) \leq C 3^{2m} \frac{1}{1-m^{-1/2}} \ell^d \sqrt{R_{\ell,d}}.
\]  
(5.48)

**Bounding the contribution of \(I_3\).** Proposition 3.6.1 in [NP12] and \((4.42)\) give
\[
dW (Z_{\ell,m}, Z) \leq C \left| \frac{\text{Var}(D_{\ell} - D^m_{\ell})}{\text{Var}(D_{\ell})} \right| \ll \frac{1}{\sqrt{m}}.
\]  
(5.49)

**Optimizing on \(m\).** Summing up the three bounds \((5.43)\), \((5.48)\) and \((5.49)\) with the choice of the speed \(m \asymp \log \ell^\alpha\), for some \(\alpha \in (0, 1/4)\), it is easy to note that, in any dimension, the dominant term is given by \((5.43)\). This concludes the proof.

## 6 Proofs of Lemma 1.4 and Lemma 1.5

We shall use sometimes in this section the shorthand notation
\[
\sum_m := \sum_{m=1}^{n_{\ell,d}} \quad \text{and} \quad \sum_{m_1, m_2} := \sum_{m_1, m_2=1}^{n_{\ell,d}}.
\]

Moreover we will drop the dependence of \(d\) in \((1.15)\), for brevity.

**Proof of Lemma 1.4 assuming Lemma 1.5** Let us study the following multiple integral which gives the major contribution to the 4-th cumulant of \(\int_{\mathbb{R}^d} H_3(T_{\ell}(x)) \, dx\), as already stated in \((2.22)\)
\[
\int_{(\mathbb{R}^d)^4} G_{\ell,d}(\cos d(w, z)) G_{\ell,d}(\cos d(w, w')) G_{\ell,d}(\cos d(w', z')) G_{\ell,d}(\cos d(z', z))^2 \, dwdzdwd'.
\]

The addition formula for Gegenbauer polynomials \((1.6)\) allows one to write
\[
\int_{\mathbb{R}^d} G_{\ell,d}(\cos d(w, z)) G_{\ell,d}(\cos d(w, w')) d^2 \w
\]
\[
= \left( \frac{|\mathbb{S}^d|}{n_{\ell,d}} \right)^3 \sum_{m_1, m_2, m_3=1}^{n_{\ell,d}} Y_{\ell,m_1}(z) Y_{\ell,m_2}(w) Y_{\ell,m_3}(w') \int_{\mathbb{S}^d} Y_{\ell,m_1}(w) Y_{\ell,m_2}(w) Y_{\ell,m_3}(w) \, dw
\]  
(6.50)
where \( G_{\ell,m_1}^{\ell,m_2} \) has been defined in (1.18). The same argument applied in order to deduce (6.51) gives

\[
\int_{S^d} G_{\ell,d}(\cos d(w', z')) G_{\ell,d}(\cos d(z', z))^2 \, dz' = \left( \frac{|S^d|}{n_{\ell,d}} \right)^3 \sum_{m_1', m_2, m_3} n_{\ell,d} \ Y_{\ell,m_1}(w') Y_{\ell,m_2}(z) Y_{\ell,m_3}(z) G_{\ell,m_1}'_{\ell,m_2} G_{\ell,m_1}'_{\ell,m_3}.
\]

We are thus left with

\[
\int_{(S^d)^4} G_{\ell,d}(\cos d(w, z)) G_{\ell,d}(\cos d(w, w')) G_{\ell,d}(\cos d(z', z')) G_{\ell,d}(\cos d(z', z))^2 \, dw \, dz \, dw' \, dz' = \left( \frac{|S^d|}{n_{\ell,d}} \right)^6 \sum_{m_1, m_2, m_3, m_1', m_2', m_3'} n_{\ell,d} G_{\ell,m_1} G_{\ell,m_1}' G_{\ell,m_2} G_{\ell,m_2}' G_{\ell,m_3} G_{\ell,m_3}' \times \]

\[
\int_{(S^d)^2} Y_{\ell,m_1}(w') Y_{\ell,m_2}(z) Y_{\ell,m_3}(z) Y_{\ell,m_1}(w') Y_{\ell,m_2}(w') \, dz \, dw' = \left( \frac{|S^d|}{n_{\ell,d}} \right)^6 \sum_{m_1, m_2, m_3, m_1', m_2', m_3'} n_{\ell,d} G_{\ell,m_1} G_{\ell,m_1}' G_{\ell,m_2} G_{\ell,m_2}' G_{\ell,m_3} G_{\ell,m_3}'.
\]

Lemma [1.5] states that

\[
\sum_{m_2, m_3} G_{\ell,m_2} G_{\ell,m_3} = g_{\ell,d} \delta_{m_1},
\]

where

\[
g_{\ell,d} := \frac{(n_{\ell,d})^2 |S^d-1| |S^d|}{|S^d|} \int_{-1}^1 G_{\ell,d}(t)^3 \left( \sqrt{1-t^2} \right)^{d-2} \, dt.
\]

Plugging (6.53) into (6.52) and applying once more Lemma [1.5] we find

\[
\left( \frac{|S^d|}{n_{\ell,d}} \right)^6 \sum_{m_1, m_2, m_3, m_1', m_2', m_3'} n_{\ell,d} G_{\ell,m_1} G_{\ell,m_1}' G_{\ell,m_2} G_{\ell,m_2}' G_{\ell,m_3} G_{\ell,m_3}' = \left( \frac{|S^d|}{n_{\ell,d}} \right)^6 g_{\ell,d} n_{\ell,d} = |S^d|^6 \left( \frac{1}{n_{\ell,d}} \right)^5 (g_{\ell,d})^2.
\]

From [MR15, Proposition 2.2], it is readily checked that \( g_{\ell,d} \propto \ell^{-d-2} \). Hence (6.54) gives

\[
\text{cum}_4 \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right) \ll \frac{1}{\ell^{d-1}}.
\]
and from Proposition 3.1 and 3.33, bearing in mind 4.36, we have
\[
d_D \left( \frac{\int_{S^d} H_3(T_\ell(x)) \, dx}{\operatorname{Var} \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)} , Z \right) = O \left( \sqrt{\frac{\text{cum}_4 \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)}{\operatorname{Var} \left( \int_{S^d} H_3(T_\ell(x)) \, dx \right)^2}} \right) = O \left( \sqrt{\frac{1}{\ell^{d-1}}} \right).
\]

\[6.1\text{ Proof of Lemma 1.5}\]

**Proof.** Since by definition
\[
G_{\ell,m_1,\ell,m_2}^\ell, M = \int_{S^d} Y_{\ell,m_1}(x)Y_{\ell,m_2}(x)Y_{\ell,M}(x) \, dx,
\]
we can write
\[
\sum_{m_1, m_2} G_{\ell,m_1,\ell,m_2}^\ell, M G_{\ell,m_1,\ell,m_2}^\ell, M' = \sum_{m_1, m_2} \int_{S^d} Y_{\ell,m_1}(x)Y_{\ell,m_2}(x)Y_{\ell,M}(x) \, dx \int_{S^d} Y_{\ell,m_1}(y)Y_{\ell,m_2}(y)Y_{\ell,M'}(y) \, dy
\]
\[
= \int_{S^d} \int_{S^d} dx \, dy \, Y_{\ell,M}(x)Y_{\ell,M'}(y) \sum_{m_1} Y_{\ell,m_1}(x)Y_{\ell,m_1}(y) \sum_{m_1} Y_{\ell,m_2}(x)Y_{\ell,m_2}(y)
\]
\[
= \int_{S^d} \int_{S^d} dx \, dy \, Y_{\ell,M}(x)Y_{\ell,M'}(y) \left( \frac{n_{\ell,d}}{|S^d|} \right)^2 G_{\ell,d}(\cos d(x, y))^2,
\]
where in the last equality we used twice the addition formula (1.6) for Gegenabauer polynomials. The family \( \left( \sqrt{|S^{d-1}|} n_{\ell,d}/|S^d| G_{\ell,d} \right) \) being orthonormal on \([-1, 1] \), the following equality holds
\[
G_{\ell,d}(t)^2 = \sum_{j=0}^{2\ell} \gamma_j G_{j,d}(t), \quad t \in [-1, 1],
\]
where the coefficients \( \gamma_j := \gamma_j(\ell; d) \) are given by
\[
\gamma_j = n_{\ell,d} \frac{|S^{d-1}|}{|S^d|} \int_{-1}^1 G_{\ell,d}(t)^2 G_{j,d}(t)(\sqrt{1-t^2})^{d-2} \, dt.
\]
Therefore, plugging (6.56) into (6.55), by the orthornality property of hyperspherical harmonics one deduces
\[
\sum_{m_1, m_2} G_{\ell,m_1,\ell,m_2}^\ell, M G_{\ell,m_1,\ell,m_2}^\ell, M' = \int_{S^d} \int_{S^d} dx \, dy \, Y_{\ell,M}(x)Y_{\ell,M'}(y) \left( \frac{n_{\ell,d}}{|S^d|} \right)^2 \sum_j \gamma_j G_{j,d}(\cos d(x, y))
\]
\[
= \int_{S^d} \int_{S^d} dx \, dy \, Y_{\ell,M}(x)Y_{\ell,M'}(y) \left( \frac{n_{\ell,d}}{|S^d|} \right)^2 \sum_j \gamma_j \sum_k \frac{|S^d|}{n_{j,d}} Y_{j,k}(x)Y_{j,k}(y)
\]
\[
= \left( \frac{n_{\ell,d}}{|S^d|} \right)^2 \sum_j \gamma_j \sum_{j_{\ell,d}} \sum_{k} Y_{\ell,M}(x)Y_{j,k}(x) \, dx \int_{S^d} Y_{\ell,M'}(y)Y_{j,k}(y) \, dy
\]
\[
= \gamma_j \delta_{\ell, \ell} \delta_{M, M'}
\]
This concludes the proof. □
7 Appendix

7.1 Proof of Lemma 2.1

Proof. By (1.7), one deduces that \(|D_\ell| \leq |S^d|\) a.s. and hence \(D_\ell \in L^2(\mathbb{P})\). Recall that we can write

\[
D_\ell = 2 \int_{S^d} 1_{(0,+\infty)}(T_\ell(x)) \, dx - |S^d|.
\]

The chaotic expansion \([3.2]\) of the indicator function \(1_{(0,+\infty)}\) is given by (see e.g. [MW14] and the references therein)

\[
1_{(0,+\infty)}(\cdot) = \frac{1}{2} + \sum_{q \geq 0} \frac{\phi(0)H_{2q}(0)}{(2q + 1)!} H_{2q+1}(\cdot),
\]

where \(\phi\) still denotes the p.d.f. of the standard Gaussian law and \((H_k)_{k \geq 0}\) the sequence of Hermite polynomials. Hence in particular,

\[
\sum_{q \geq 0} \frac{(\phi(0)H_{2q}(0))^2}{(2q + 1)!} = \Phi(0)(1 - \Phi(0)) < +\infty,
\]

where \(\Phi\) still denotes the cumulative distribution function of a standard Gaussian random variable. Actually, it is easy to check that, for \(Z \sim \mathcal{N}(0, 1)\),

\[
\mathbb{E}[1_{(0,+\infty)}(Z)H_k(Z)] = \int_0^{+\infty} (-1)^k \phi^{-1}(t) \frac{d^k \phi}{dt^k}(t) \phi(t) \, dt
\]

\[
= (-1)^k \phi(t) \frac{d^{k-1} \phi}{dt^{k-1}}(t)|_0^{+\infty} = -\phi(t)H_{k-1}(t)|_0^{+\infty}
\]

\[
= \phi(0)H_{k-1}(0),
\]

which vanishes if \(k\) is even. For \(m \in \mathbb{N}, m > 0\), let us consider the random variable

\[
U_{\ell}^m := 2 \int_{S^d} \left( \frac{1}{2} + \sum_{q=0}^{m} \frac{\phi(0)H_{2q}(0)}{(2q + 1)!} H_{2q+1}(T_\ell(x)) \right) \, dx - |S^d|
\]

\[
= \sum_{q=1}^{m} 2 \frac{\phi(0)H_{2q}(0)}{(2q + 1)!} \int_{S^d} H_{2q+1}(T_\ell(x)) \, dx,
\]

where the sum starts from \(q = 1\) since \(H_1(t) = t\) and hyperspherical harmonics have zero mean over \(S^d\). Let us set moreover

\[
J_{2q+1} := 2\phi(0)H_{2q}(0).
\]

In what follows, we shall show that the sequence of random variables \((U_{\ell}^m)_{m \in \mathbb{N}}\) is a Cauchy sequence in \(L^2(\mathbb{P})\). By the orthogonality property of chaotic projections and \([3.29]\), we have for \(m, n \in \mathbb{N}, n, m > 0\)

\[
\mathbb{E}[(U_{\ell}^m - U_{\ell}^{m+n})^2] = \sum_{q=m+1}^{m+n} \frac{J_{2q+1}^2}{(2q + 1)!} \int_{{S^d}^2} G_{\ell,d}(\cos d(x, y))^{2q+1} \, dxdy.
\]
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Now, since Gegenbauer polynomials are uniformly bounded by 1, we have
\[
\mathbb{E}[|U_{\ell}^m - U_{\ell}^{m+n}|^2] \leq |S^d|^2 \sum_{q=m+1}^{m+n} \frac{J_{2q+1}^2}{(2q+1)!};
\]
hence (7.57) allows to conclude the proof. \hfill \Box

\section{7.2 Some useful estimates}

Let us denote \( H := L^2(S^d) \).

\begin{lemma}
There exists \( C > 0 \) such that for integers \( q, p \geq 1, q \leq p \),
\[
\begin{align*}
\text{Var} \left( \langle Dh_{\ell;2q+1,d} - DL^{-1}h_{\ell;2q+1,d} \rangle_H \right) &\leq C(2q + 1)^2((2q)!)^23^{4q}R_{\ell,d}, \\
\mathbb{E} \left[ \langle Dh_{\ell;2q+1,d} - DL^{-1}h_{\ell;2p+1,d} \rangle_H^2 \right] &\leq C(2q + 1)(2p)!(2q+2)_{\ell}^{2q+2p}R_{\ell,d},
\end{align*}
\end{lemma}

where
\[
R_{\ell,2} := \frac{\log \ell}{\ell^{q/2}} \quad \text{and for } d > 2 \quad R_{\ell,d} := \frac{1}{\ell^{2d+(d-1)/2}}.
\]

\textbf{Proof.} Recall that \( h_{\ell;2q+1,d} \) can be expressed as a multiple Wiener-Itô integral of order \( q \) (see (3.2.1))
\[
h_{\ell;2q+1,d} = \mathcal{E} \int_{(S^d)^q} g_{\ell;2q+1,d}(y_1, y_2, \ldots, y_q)\,dW(y_1)dW(y_2)\ldots dW(y_q) =: I_q(g_{\ell;2q+1,d}),
\]
where the function \( g_{\ell;2q+1,d} \) is given by
\[
g_{\ell;2q+1,d}(y_1, y_2, \ldots, y_q) := \int_{S^d} \left( \frac{n_{\ell,d}}{\|S^d\|} \right)^{q/2} G_{\ell,d}(\cos d(x, y_1)) \cdots G_{\ell,d}(\cos d(x, y_q)) \,dx.
\]

Similar arguments as those in the proof of [CM15, Lemma 6.1] allow one to have, for integers \( p, q \geq 1 \), the following new estimates
\[
\begin{align*}
\text{Var} \left( \langle Dh_{\ell;2q+1,d} - DL^{-1}h_{\ell;2q+1,d} \rangle_H \right) &\leq (2q + 1)^2 \sum_{r=1}^{2q} ((r - 1)!)^2 \left( \frac{2q}{r - 1} \right)^4 (2(2q + 1) - 2r)! \\|g_{\ell;2q+1,d} \otimes_r g_{\ell;2q+1,d} \|_H^{2(2q+1)-2r}, \\
\mathbb{E} \left[ \langle Dh_{\ell;2q+1,d} - DL^{-1}h_{\ell;2p+1,d} \rangle_H^2 \right] &\leq (2q + 1)^2 \sum_{r=1}^{2q+1} ((r - 1)!)^2 \left( \frac{2q}{r - 1} \right) \left( \frac{2p}{r - 1} \right)^2 (2q + 2p + 2 - 2r)! \\|g_{\ell;2q+1,d} \otimes_r g_{\ell;2p+1,d} \|_H^{2q+2p+2-2r},
\end{align*}
\]
and moreover for \( q \leq p \)
\[
\begin{align*}
\mathbb{E} \left[ \langle Dh_{\ell;2q+1,d} - DL^{-1}h_{\ell;2p+1,d} \rangle_H^2 \right] &\leq (2q + 1)^2 \sum_{r=1}^{2q+1} ((r - 1)!)^2 \left( \frac{2q}{r - 1} \right)^2 (2q + 2p + 2 - 2r)! \\|g_{\ell;2q+1,d} \otimes_r g_{\ell;2p+1,d} \|_H^{2q+2p+2-2r},
\end{align*}
\]
where \( n := 2q + 2p + 2 - 2r \) for notational simplicity. Now from [MR15, Proposition 4.1] we know the explicit formula for the norm of contractions: for \( q \leq p \)

\[
\| g_{\ell;2q+1,d} \otimes_r g_{\ell;2p+1,d} \|^2_{H^\otimes n} = \int_{(S^d)^4} G_{\ell,d}(\cos d(x_1, x_2))^r G_{\ell,d}(\cos d(x_2, x_3))^{2q+1-r} \times \\
\times G_{\ell,d}(\cos d(x_3, x_4))^r G_{\ell,d}(\cos d(x_4, x_1))^{2q+1-r} d\mathbf{x},
\]

where \( d\mathbf{x} := dx_1 dx_2 dx_3 dx_4 \). Thanks to [MR15, Proposition 4.2, Proposition 4.3] (for \( q \geq 2 \)) and Lemma 1.4 (for \( q = 1 \)) we have, as \( \ell \to +\infty \),

\[
\| g_{\ell;2q+1,2} \otimes_r g_{\ell;2p+1,2} \|^2_{H^\otimes n} = O\left( R_{\ell,d} \right),
\]

where \( R_{\ell,2} = \log \ell/\ell^{9/2} \) and \( R_{\ell,d} = 1/\ell^{2d+(d-1)/2} \) for \( d > 2 \). Note that \( O' \) notation is independent of \( q \) and \( p \).

As stated in [CM15, (6.1),(6.2)], the following inequalities hold

\[
\sum_{r=1}^{2q} ((r - 1)!)^2 \left( \frac{2q}{r - 1} \right)^4 (2(2q + 1) - 2r)! \leq ((2q)!)^2 3^{4q},
\]

\[
\sum_{r=1}^{2q+1} ((r - 1)!)^2 \left( \frac{2q}{r - 1} \right)^2 \left( \frac{2p}{r - 1} \right)^2 (2q + 2p + 2 - 2r)! \leq (2q)!(2p)! 3^{2q+2p}.
\]

Plugging (7.62) and (7.61) into (7.59) and (7.60), one infers (7.58). \( \square \)
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