Optimizing File Transfer in Distributed Storage System Based on Reconfiguration of Storage Structure
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Abstract. Distributed storage is the storage part of distributed computing. It is an easy-to-expand and virtualized storage resource pool. In order to meet the needs of large-scale storage structure applications, reliable mass data storage services are provided. Redundant data storage is needed to deal with the data unreliability caused by node failure. The lower the cost of file transmission, the less traffic generated in the network. According to the time logic, the regeneration process is divided into stages: data distribution, data encoding and decoding, data transmission and data reconstruction. The feedback mechanism can reduce the overhead of acquiring the load information of the data server node while ensuring the real-time performance. The determination of the activity factor function of the data block access frequency statistics needs to be established in the performance adaptability of the data block activity factor and the specific access times. The single-point dependency of the centralized storage system on the primary node is changed, which reduces the waiting delay of concurrent users and the average memory usage of the metadata server.

1. Introduction
In distributed file system, in order to ensure the reliable storage of data, it is inevitable to introduce redundancy to ensure the reliability of data. The most commonly used method is to make a simple backup of each data [1]. Its generation efficiency and quality directly affect the operation effect of reconfigurable structure. Configuration information is a memory from the hardware point of view. Each processing unit in the reconfigurable structure reads configuration information from the memory [2]. Aiming at the data uploading, repairing and downloading stages of the code in distributed storage system, it needs to satisfy large-scale streaming reading and small-scale random reading [3]. The data placement strategy will not change its storage structure after storing the data on each node in the system, as well as large-scale additional writes and small-scale random writes [4]. Compare the file size, buffer size, and finite field size to the speed of the operation in the stage [5]. It is found that by properly configuring the relevant parameters, the commonly used optimization method is to package multiple small files in a data set for overall transmission, which has the advantage of improving the performance of file transmission [6]. It also has a significant disadvantage, that is, when any node fails and needs data repair, it needs to obtain and decode the complete original data from other active nodes. Providing reliable mass data storage services, the distributed storage system adopts an extensible system structure and locates files by controlling nodes [7].

Distributed storage system needs to ensure the reliability of the system, and ensure that when the application or client accesses its stored data, it can get complete data. Because distributed storage systems connect hundreds of storage nodes through the network [8]. The growth of data bus
bandwidth and disk speed can not meet the application's demand for data bandwidth. Storage subsystem has gradually become the bottleneck of the development of computer systems [9]. Metadata records the mapping relationship between logical data names and physical information, including all metadata needed for file access control [10]. Node management mainly studies how to select some nodes or disks in distributed storage to provide data services for upper application, and let other nodes enter low energy consumption mode or dormant state, so as to achieve the purpose of reducing energy consumption [11]. Redundant storage overhead required to maintain system reliability, bandwidth overhead and time overhead required to regenerate invalid data. The replication strategy has a good effect on both bandwidth overhead and time overhead [12]. Most of the file size is very large. Finally, in the process of using the file system, the vast majority of cases are adding new data instead of overwriting existing data. It is assumed that the case of randomly writing a file is almost non-existent. Parallel transfer of files is achieved by directing these file fragments to a specific storage server through the transport control module [13]. The selection of closed nodes in node management is closely related to the data management technology. Currently, the existing data management technologies are mainly divided into data management of static data placement, data management of dynamic data placement, and data management of cache prefetching [14].

In this paper, we propose a storage structure reconfiguration algorithm, which is an algorithm for file transfer optimization in distributed storage systems.

In summary, our contributions are as follows:

This algorithm is a new storage structure reconfiguration algorithm for file transfer optimization in distributed storage systems.

This algorithm is widely applicable in the environment of storage structure reconfiguration, and has high applicability for file transfer optimization in distributed storage system.

This algorithm has higher recognition, strong visualization and good operation results.

2. Materials And Methods

When configuration information is insufficient, configuration information is fetched from the configuration memory outside the processing unit. This structure greatly reduces the access frequency of configuration information. Nevertheless, it also brings a new problem of configuration space. The larger the index information entropy is, the larger the range of its value changes. The more important we judge the index.

| Table 1 Protocol Specific Step Parameters |
|------------------------------------------|
| **Parameter**                        | Transmission | Node |
|---------------------------------------|--------------|------|
| Signature identification             | 1.52         | 0.69 |
| Sending Node Messages                 | 0.36         | 0.41 |
| Accept data encoding                 | 0.35         | 0.38 |
On the server side, the service process continuously reads file information from the data channel. Without the need to change the data storage structure, there are usability requirements. The entire life cycle of a distributed storage system is divided into data insertion, data maintenance, and data reconstruction, respectively analyzing the storage, communication, and computational overhead in the phase. When the node where a block of code blocks is faulty, the coded block becomes inaccessible with the node failure. In order to ensure the reliability of the data, a new coded block needs to be generated on the new node.

Intra-block utilization rate, intra-block correlation rate and inter-block correlation rate between adjacent blocks can truly reflect the impact of small file distribution and blocking effect on network bandwidth utilization in data nodes. The effectiveness of the indicators is shown in Table 2 and Figure 2. The optimization methods and results of file block merging and file block splitting in the system are monitored, as shown in Table 3 and Figure 3.

| Table 2 Effectiveness of Indicators |
|-------------------------------------|
| **Average value** | **Effectiveness** |
| Intra-block utilization | 11.58 | 9.35 |
| Intra-block correlation | 9.17 | 8.24 |

On the server side, the service process continuously reads file information from the data channel. Without the need to change the data storage structure, there are usability requirements. The entire life cycle of a distributed storage system is divided into data insertion, data maintenance, and data reconstruction, respectively analyzing the storage, communication, and computational overhead in the phase. When the node where a block of code blocks is faulty, the coded block becomes inaccessible with the node failure. In order to ensure the reliability of the data, a new coded block needs to be generated on the new node.

Intra-block utilization rate, intra-block correlation rate and inter-block correlation rate between adjacent blocks can truly reflect the impact of small file distribution and blocking effect on network bandwidth utilization in data nodes. The effectiveness of the indicators is shown in Table 2 and Figure 2. The optimization methods and results of file block merging and file block splitting in the system are monitored, as shown in Table 3 and Figure 3.
Using data locality to save current data by caching is a good choice because there is a great possibility that the current data will be used in subsequent operations. In terms of advantages, the average response speed of continuous storage is faster, and the most important thing is to support sequential storage devices such as tapes. However, the system concentrates all the computational load on a special proxy node, which limits the actual performance of the whole system to the performance configuration of the proxy node. The retrieval and storage performance of metadata depends on the cache and the database. The cache can greatly improve the efficiency of the read operation, but it does not improve the write operation or even reduce the write performance, and its expansion is limited by the size of the main server memory. The operational parameters of the transmission process are shown in Table 4 and Figure 4.

### Table 3 Relation between File Block Size and Optimizing Method

| Optimization          | Average |
|-----------------------|---------|
| Number of block merges| 9.42    |
|                       | 3.50    |
| Number of block Splitting| 8.14  |
|                       | 2.68    |

### Table 4 Operational parameters of transmission process

| State                  | State | Storage |
|------------------------|-------|---------|
| Get the file location  | 21.05 | 16.92   |
| Creating transfer persons| 19.07 | 15.71   |
3. Result Analysis and Discussion
The effect of network bandwidth utilization on Optimization times is tested. For the same initial condition, different network bandwidth utilization targets are set, and various indicators are recorded to achieve this goal. The impact of network bandwidth utilization on optimization is shown in Table 5 and Figure 5.

| Disk Adjustment Data Volume | Total data volume ratio |
|-----------------------------|-------------------------|
| 95%                         | 23.7                    | 26.1                  |
| 90%                         | 17.5                    | 14.2                  |
| 85%                         | 13.8                    | 13.1                  |

4. Conclusion
In this paper, the optimization of file transfer in distributed storage system with reconfiguration of storage structure is studied. Because of the requirement of availability of data blocks, distributed storage systems can not simply solve the energy consumption problem by combining tasks with dormant idle nodes in traditional data centers. The system needs to be expanded according to the demand, that is, by adding new storage resources and migrating some data to new storage devices to
relieve the pressure. This operation is called storage system expansion. The data transmission of the regeneration process can not only bypass the link with low available bandwidth, but also bypass the active node with low reliability, and reduce the risk that the node data fails due to the failure of the forwarding node due to too many forwarding times.
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