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ABSTRACT

The era of the Internet of Things comes with a huge number of interconnected communicating devices, which are often rather limited on the energy supply (e.g., battery powered or energy harvesting). Therefore, the pressure on energy efficiency of their operation (influencing lifetime or amount of functions) is especially crucial. In spite of a growing number of IoT devices, there still are many applications that are very specific and their market is quite limited. This is where the FPGAs offer a good alternative to dedicated application-specific chips, which would be too costly for such a purpose. Therefore, we target the power-management automation that simplifies energy-efficient design for FPGA platforms. A designer is then able to specify just an abstract power management in the commonly used SystemC model and it is automatically transformed in the more-complex form acceptable by a specific FPGA device. The proposed simplification and automation shortens the time-to-market of energy-efficient IoT products and prevents possible human-errors that could be otherwise introduced to the design. The alleviated verification and debugging spare even more time in the development process. The experiments have proved the benefits of the proposed automation method.
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I. INTRODUCTION

The market forces regarding cost reduction and time-to-market of the products increase popularity of the FPGA (Field-Programmable Gate Array) devices. These devices can be programmed to perform some function in hardware (i.e., at hardware speed); however, they are premanufactured, thus the hardware designers do not need to wait for their designs to be manufactured as a chip to integrate them in their products. Therefore, FPGAs are often used for hardware acceleration of some specific tasks. In contrast to ASIC (Application-Specific Integrated Circuit) or PLD (Programmable Logic Device) chips, the hardware function of the FPGA device can be changed by its reconfiguration. This is very useful for space applications (e.g., in satellites or in space-exploration missions devices), since it provides a way to update the device function remotely [2]–[4]. The reconfiguration possibility also widens a high interest of using the FPGA technology as a prototyping platform, for functional verification and characterization of hardware designs that will be later fabricated as ASIC chips. To “try-out” some new circuit is just not feasible in ASIC technology, mainly due to time and cost resources to manufacture single or a few chips. Modern FPGAs can be very complex circuits, which often integrate various special-purpose components (e.g., multipliers, memories, specialized processors) to support as many applications as possible (to widen market of their own). These additional components are not always used (in each configuration); however, they increase power requirements of FPGA devices.

Energy costs, as well as the green-computing ideology, put the energy efficiency of the hardware designs to the forefront [5], [6]. Also, the rapidly growing market of the Internet of Things (IoT) strictly requires low-power operation of the devices limited by the energy source (e.g., battery powered or energy harvesting) [7], [8]. Therefore, the energy demands of FPGA-based systems have to be reduced as much as possible and each hardware design should focus on energy
efficiency — if not for low-power application market, then to reduce costs, or at least for sustainability reasons. The usage of well-known power-reduction techniques, such as power gating of voltage scaling, is limited by the hardware architecture of the FPGA device itself. For example, a multivoltage design technique can be used only if the FPGA platform supports multiple voltages and the power-gating technique cannot be used in the application design if not enabled by the FPGA device. Nowadays, the most efficient power-reduction techniques are commonly applied by some sort of dynamic power management, enabling to control power in various parts of the system depending on current tasks executed by the application (i.e. during runtime). However, it complicates the design and is often just too difficult to be applied by inexperienced designers. Therefore, various power-reduction techniques are not used, even if they could be, wasting the valuable energy.

There are various research works focused on increasing the energy efficiency of FPGA-based systems. For example, a modification of the place-and-route process can reduce power requirements of the FPGA interconnect, as proposed in [9]. This method is useful when synthesizing the application design for the selected FPGA platform; however, it cannot optimize the power consumption during runtime. Another method [10] utilizes the autonomous power-gating technique in a fine-grained manner, targeting LUTs (Look-Up Tables) in asynchronous FPGAs. It thus focuses on the FPGA-chip architecture rather than on reducing power in the application design. A similar focus was preferred by [11] that uses power gating in so-called mega cells to optimize power requirements. However, it also cannot be utilized for dynamic power management by the application design. Another modification of the FPGA architecture was proposed in [12]. Although it enables a sort of power management, it cannot be used on commercial FPGA devices. Dynamic power management, applying software-driven power gating, was used in [13], which targeted the Xilinx ZYNQ platform. However, it cannot be used on devices that do not contain any embedded processor in addition to the FPGA chip. A method utilizing clock domains and algorithm partitioning was applied in [14]. Although such architectural modifications can indeed help to reduce power requirements, they do not enable managing power dynamically during runtime. There also exist FPGA-based methods that enable to estimate power consumption of system prototypes [15], or methods that demonstrate benefits of various technologies in low-power system design [16]. Neither one although enables dynamic power management.

Incorporating dynamic power management is definitely a challenge for design teams, since it substantially increases complexity of the system. To improve design productivity of complex systems, the International technology roadmap for semiconductors [17] suggested the adoption of higher abstraction in the design process. The ESL (Electronic System Level) progressively becomes the industrial design starting point, especially in FPGA-based systems [18]–[22]. Although the ESL-based design methods definitely increase the productivity in programming FPGAs, they tend to omit the energy point in the high-level synthesis, focusing on the functional aspect of the design. There were some methods already developed for adoption of power management into ESL specification [23]–[26]. However, all existing methods are focused on automatically generating power intent at lower levels in a standard format, suitable only for the ASIC technology. In our previous work, we have already outlined the idea of power-management automation in FPGA-based systems [27]. It was mainly focused on the power-management unit (PMU) automated generation, based on an ESL specification. However, important parts of the power management, such as clock gating, isolation cells, or other support logic, have not been generated. Thus, a high amount of manual effort was still required to successfully finish power-management integration into the design.

In this work, we extend our previous results [1] into a new method, which enables to analyze the abstract ESL specification of the power-managed system described in SystemC/PMS [26] and automatically synthesizes Verilog model of the PMU that enables to scale the frequency of the system, as well as other required logic, such as synchronization elements between clock domains of the system. In comparison to [1], which proposed the method and provided early experimental verification of manual power-management techniques application to an FPGA-based design, this work is accompanied by the fully functional automation tool that has automatically synthesized the power management comparable to the previously used manual one (a golden model). The key contribution of the work is that the synthesized power management is application-specific (i.e. optimized, to accomplish just the intent specified in SystemC/PMS), instead of the use of general-purpose power controllers.

Just to be clear, this article does not introduce a new power-reduction technique, it focuses on simplified application of the existing popular techniques that are rather complicated for introduction into an FPGA-based system design. Usage of abstract power-management specification significantly simplifies the ESL modeling, and thus shortens the design time. Moreover, the automated transition from ESL to RTL (Register-Transfer Level) abstraction levels prevents possible human errors that could be introduced to the design, and thus reduces debugging effort. The proposed method simplifies and speeds-up the design process of low-power and energy-efficient FPGA-based systems. This way, it enables even designers unfamiliar with power-reduction techniques to target energy efficiency, making their products to run longer on batteries, integrate more functions into the products while not exceeding energy limits, and contribute to sustainability.

The remaining part of the article is structured as follows. The next section includes an overview of the background, regarding the SystemC/PMS specification. Section III describes the proposed power-management automation method for FPGA-based systems. In Section IV, the experimental results supporting the benefits of the proposed method
are reported and discussed. And in the last section, the work is concluded.

II. SystemC/PMS SPECIFICATION

The abstract power-management specification in SystemC/PMS was introduced in [26]. It is based on the standard power concepts defined by the UPF (Unified Power Format) standard [28], which are introduced into a system-level model described in SystemC [29] in an easy-to-use way. The key utilized concepts include power states, power domains, power modes, and power policy. There are five abstract states pre-defined by SystemC/PMS, which are summarized in Table 1 along with the corresponding power-reduction techniques that are expected to be applied by the power states. A power domain groups multiple components that are always operating in the same power states (the state changes simultaneously in all components). Power modes represent allowed combinations of power states in all power domains (one power state for each power domain) – i.e. like a system-wide power state. The power policy specifies when and how the system switches between power modes. Unlike in UPF, the SystemC/PMS abstract power state is not limited to the specification of the supply-voltage level only, but also the frequency level. Such a frequency-voltage pair is called a performance level, which must be specified for each active power state (i.e. either NORMAL or DIFF_LEVEL).

### TABLE 1. The predefined abstract power states in SystemC/PMS.

| Power state | Expected power-reduction techniques to be used | Description |
|-------------|-----------------------------------------------|-------------|
| NORMAL      | no                                            | The power domain operates at the basic voltage and frequency levels. |
| DIFF_LEVEL(#) | voltage scaling frequency scaling voltage islands clock islands | The power domain operates at the adjusted voltage and/or frequency level. The number # enables to specify multiple states of this kind. |
| HOLD        | clock gating operand isolation                | The power domain suspends its operation (i.e. the state is not changing). |
| OFF         | power gating                                   | The power domain is switched off. |
| OFF_RET     | power gating with state retention              | The state of the power domain is retained, while it is not powered. |

To illustrate how such SystemC/PMS specification of architectural power management looks like, we provide an example in Fig. 1. The abstract power management is specified in the top module called example_top. The declaration part of the module contains a declaration of available power domains and power modes. However, a specification of power states for power domains and power modes, along with the assignment of components to the power domains, is contained in the functional part of the module, such as its constructor. The special variable POWER_MODE holds information about the current power mode of the system, and it can be switched in some other SystemC process of the functional model.

It must be noted that SystemC/PMS represents just an abstract specification of power management, it does not model the effects of power management. It means that it specifies “what” should be achieved, but “how” it is achieved must be modeled and implemented at lower abstraction levels.

As previously mentioned, the SystemC/PMS specification is based on UPF concepts. The original goal was to simplify power-intent specification by abstracting from unnecessary details at the system level, and then automatically synthesize a more-complex equivalent specification in UPF. However, the UPF standard is intended for ASIC-based chips (Application Specific Integrated Circuits) and its concepts are not easily applicable to FPGA-based systems. The whole power-management synthesis algorithm must be adjusted to this kind of devices.

III. THE PROPOSED POWER-MANAGEMENT AUTOMATION

An initial idea of adopting power-management simplification benefits offered by SystemC/PMS to FPGA-based system was presented in [27]. This work extends the previous idea by automated synthesis of FPGA-supported power-management execution logic, such as clock gating, isolation or synchronization elements, in addition to the power-management unit. The proposed low-power FPGA-based application design flow is illustrated in Fig. 2. The red dashed line marks the process in the design flow, targeted by the proposed automation method (the flow step 4b in the figure). Similarly to the ASIC-based flow [26], we expect the design process to start at the highly abstract ESL, as a crude model specification (step 1). The abstraction-refinement process (step 2)
is then used to specify abstract power management directly into the functional model using SystemC/PMS (step 3). Since the abstract power-management specification does not affect the system function, the designer does not need to worry that it will corrupt the simulation results (the optional step A). The designer can rely on the previously developed abstract power-management static analysis [30] to validate the specification. Just before the functional high-level synthesis (HLS) takes place (step 4b), the power-management HLS extracts the power-related information from the ESL model (step 4a), in order to be synthesizable by commonly used HLS tools (e.g., Vivado HLS). After the functional RTL model is synthesized, the power-management HLS automatically generates the appropriate power-management components and integrates them into the functional model (step 5).

The synthesized power-managed RTL model can then be verified during a functional simulation (the optional step B). After logical synthesis and place and route process (step 6), the design can be analyzed for power consumption and resource utilization (the optional step B). The analyzed information (the optional step C) can be then used (while taking into account the trade-off between power, performance, and area) to adjust the abstract power-management specification (step 3) and resynthesize the model (steps 4 and 5). If the functionality was not modified, the functional HLS process (step 4b) does not need to be run again. This speeds-up power-management exploration.

The proposed method was implemented into a tool, called pmuToFPGA, which automates the power-management synthesis process. It was implemented in the Python programming language, version 3.7, using IDE editor PyCharm CE at the Mac OS X platform. Since Python is a multiplatform language, the tool is also usable at different platforms, such as Linux or Windows. The modular architecture of the tool is illustrated in Fig. 3. It consists of five separate components with dedicated functions. Such a modular design makes the tool flexible for extension and future modifications.

The Controller component interconnects all the other components and enables to exchange data among them in an efficient and meaningful way. For example, it enables to obtain user-defined inputs via a user interface (either GUI - Graphical User Interface or CLI - Command Line Interface), redirects them to the other components, and provides the synthesized model to the user again via a user interface.

The Analyzer component is used to load the input ESL specification of the system model in SystemC/PMS, extract the power-related data from the specification, and fill them into an intermediate structure. For this structure to be kept in a simple and easy-to-use form (for a human as well as for a computer), we have proposed a JSON-based format of the internal structure, as illustrated in Fig. 4.

```json
{
    "levels": {
        "NORMAL": [5.0, 12.0],
        "DIFF_LEVEL(1)" : [5.0, 0.12]
    },
    "power_domains": {
        "PD_1": [{"RS232": "NORMAL"}, "PD_2": [{"CPU": "CPU"}],
        "DIFF_LEVEL(1)": "OFF"},
        "PD_GEN": [{"RS232_copy": "NORMAL"}]
    },
    "signals": {
        "cpu_data": {
            "PD_2": [{"CPU", "data_out", "OUTPUT"}],
            "PD_1": [{"RS232", "tx_byte", "INPUT"}],
            "PD_GEN": [{"RS232_copy", "tx_byte", "INPUT"}]
        }
    },
    "components": {
        "RS232": [{"PD_1", "serialType"}],
        "CPU": [{"PD_2", "cpuType"}],
        "RS232_copy": [{"PD_GEN", "serialType"}]
    },
    "power_modes": {
        "on_mode": [{"PD_1", "NORMAL"},
                      "PD_2", "DIFF_LEVEL(1)"],
                      "PD_GEN", "NORMAL"]
    }
}
```

The proposed low-power FPGA-based application design flow.

FIGURE 3. Components of the automation tool.

FIGURE 4. An example of the internal JSON structure.

Firstly, Analyzer has to find all the specified performance levels in SystemC/PMS model. The information about the
power state name, the supply voltage, and the frequency value, is stored. Since the performance levels of inactive power states (i.e. HOLD, OFF, OFF_RET) are not specified explicitly, the Analyzer must deduce them. Then, the Analyzer component finds all the specified power domains, along with the assigned components and the allowed power states for each domain. Also, all the signals interconnecting the components of the modeled system must be indexed, and the information about which components are connected and the direction of the communication are stored. It is inevitable for synchronization and isolation purposes. Last but not least, Analyzer must find all the specified power modes and store the information about the selected power states for each domain in each mode.

The analyzed data in the internal JSON structure are then forwarded to the Generator component. Using the internal structure, Generator synthesizes the power-management unit, driving all the clock signals according to the specification, as well as the control signals for other power-management elements. Generator also synthesizes the power-management support logic, such as synchronizers. For the code synthesis, the Mako-based templates [31] are used. To show an example, a portion of the template for the PMU synthesis is provided in Fig. 5. It is used to create the main body of the synthesized PMU; however, individual parts of the PMU are synthesized by utilization of another more-complex template (the whole synthesis code is available on GitHub [32]).

The Generator component is configured by a configuration file, which is used by the designer to set some synthesis parameters for a specific FPGA device (e.g. whether the PLL module should be used or not, or what are the acceptable boundaries of the generated clock frequencies). An example of the configuration file is provided in Fig. 6. The synthesized PMU uses the PLL unit, if use_pll attribute is activated. Input parameters for the PLL to generate a specific frequency are computed using Algorithm 1. If the PLL cannot generate the clock frequency in the specified boundaries, the divider is synthesized to adjust the frequency value of the main clock signal (the divide_pll attribute must be activated). The divide_pll attribute enables dividing the PLL output signal. The main clock signal has precedence before the PLL-generated signal. Using the strict_freq and all_freq attributes, it is possible to specify whether the power domains are limited only to the frequencies deduced from the specified abstract power states, or they can use all the generated frequencies.

The configuration file also enables to activate the reconfiguration support. The synthesized PMU is then able to not only switch between power modes, but also switch between multiple configurations. It is usable, for example, as a replacement for unsupported power gating by some FPGA devices (like the selected FPGA device iCE40 for our prototype). Instead of powering down some component, it is possible to switch to the alternative design, not including that component. Although this functionality is fully supported by the synthesized PMU, the alternative designs (i.e. configurations) must be created by the designer – their creation is not yet automated. After the synthesis of PMU and synchronizers, the Generator component must find a suitable place in the top module of the modeled system for their automated integration. According to the direction of a specific signal of some component, it is renamed to the signal generated by the synchronization element (e.g. signal_synced).

After the power-managed model is automatically synthesized, a few manual modifications are required. The designer needs to find the place in the code, where the synthesized power-management modules have been inserted. To simplify the code search, we have identified such a place by a commentary of “Start of auto-generated components PMU + synchronizers”. Since the main clock signal can have various

```vhdl
<%namespace name="pmu" file="pmu_inner_func.mako"%>
module power_manager(
  input clk,
  input reset,
  $(pmu.make_control_input())
  $(pmu.make_pds_clock())
);
  // wire and pull module
  wire pll_clk;
  $(pmu.make_pll())
  // reg and warmboot module for reconfiguration
  $(pmu.make_reconf_setter())
  $(pmu.make_warmboot())
  // Generated levels
  $(pmu.make_levels_defines())
  // Inner registers for divider
  $(pmu.make_counter_reg())
  $(pmu.make_counter())
  // Power domains registers and assigns
  % if strict_freq == True:
  $(pmu.make_strict_setters())
  $(pmu.make_strict_assigns())
  % else:
  $(pmu.make_setters())
  $(pmu.make_assigns())
  % endif
  // Synchronous sequential logic
  % if divide_pll:
  always @(posedge pll_clk) begin
    if (reset) begin
      $(pmu.reset_counter(2, False))
    end
    else begin
      $(pmu.make_counting(2, False))
      // Controllers
      $(pmu.make_controller(2))
    end
  % endif
  % if divide_pll:
  always @(posedge pll_clk) begin
    if (reset) begin
      $(pmu.reset_counter(2, True))
    end
    else begin
      $(pmu.make_counting(2, True))
    end
  % endif
  endmodule
```

**FIGURE 5.** The Mako-based template for PMU synthesis.
Algorithm 1 An Algorithm to Calculate PLL Parameters to Generate a Given Frequency

```java
1~best_fout = 0
2~for divr in range(16):
3~ f_pfd = device.clk_freq / (divr + 1)
4~ for divf in range(128):
5~ f_vco = f_pfd * (divf + 1)
6~ for divq in range(1, 7):
7~ fout = f_vco * math.pow(2, -divq)
8~ if math.fabs(fout -
9~ freq_setting.frequency) <
10~ math.fabs(best_fout -
11~ freq_setting.frequency) or
12~ not found_something:
13~ best_fout = fout
14~ best_divr = divr
15~ best_divf = divf
16~ best_divq = divq
```

identifiers, the designer must connect it with the `clk` port of the PMU module. If the `sync_control` attribute has been activated in the Generator configuration file, the synchronizers for PMU inputs are also synthesized. It is necessary to connect two input clock signals, one for the controlling component (requesting power-mode switching, e.g. CPU) and one for the PMU. Also, two control signals driven by the controlling component have to be connected manually. The power-mode switching request signal must be connected to the `FlagIn_clkA` port, and the switching vector must be connected to the `BusIn` port. Also, in case of other synchronizers (between other communicating components), it is necessary to connect a suitable signal to the `FlagOut_clkB` port that informs about new value at the `BusOut` output, which can also be connected. Another optional output port is `Busy_clkA`, which can be connected to inform the input power domain (generating the signal) that the signal has not been processed yet by the output domain. All modules have a reset signal, preset to the static zero value. It is recommended to replace it so that the signal is driven dynamically. In the prototype, we have activated reset signal upon the start for the period of one clock cycle and the system worked correctly. The last required modification is to connect clock signals of the functional modules to the clock signals generated for their power domains. To assist with this, the commentaries are generated in the code, e.g. “Change clock to pd_clk_0”.

All of the specified functional and non-functional requirements have been met, which can be summarized as follows. The developed tool is able to load SystemC/PMS specification and extract the information about power management. It is able to synthesize PMU that applies power-reduction techniques supported by the target FPGA device. The tool is multi-platform and is able to run by various operating systems. The tool is available as an easy to use tool offering both, command line and graphical, user interfaces. Besides, the created source code can be used as a module for other Python projects. The tool supports simple user information about the current state (i.e. progress) and it is also able to generate a detailed SystemC/PMS analysis report. Configurability of the tool is achieved mainly by the JSON-based configuration file.

IV. RESULTS AND DISCUSSION

To evaluate the proposed method, the experiments have consisted of four parts. Firstly, the ability of the developed tool (implementing the proposed method) to analyze a SystemC/PMS model and to extract the power-management information has been verified. The second part has verified the ability of the tool to create a PMU, including the power-reduction techniques available on the selected FPGA device, based on the extracted power-management information. The third part evaluated the simplification of the design process offered by the proposed automation method. And last but not least, it has been verified that the generated code is accepted by the development environment for the selected FPGA and that the energy requirements of the final hardware device (i.e. the FPGA with the running application including automated power management) can be reduced using the proposed method.

Although the pmuToFPGA tool has been developed at the Mac OS X platform, which was also used in the following experiments, the tool is multiplatform thanks to the Python nature. The environment requirements are Python version 3.7 or higher with the following libraries: pyparsing, Mako, and PyQt5. Besides the Mac platform, we have successfully tested the tool using the Windows 10 Home 64-bit operating system.
system running at the machine with the Intel Core i5 processor and 8 GB of RAM.

In the first part of the experiments, we have used various SystemC/PMS specifications described manually. The basic SystemC model described a simple FPGA application with one Intel 8080-compatible processor and the RS232 interface. There were three performance levels specified. Other models described small variations of the basic model. For example, an additional power state was used or there was another power domain with an extra component specified. The intermediate JSON files with extracted power-management information have then been manually checked whether they correspond to the specifications. The result of this part of the experiments is that the analysis and extraction features of the tool worked correctly.

In the second part, six intermediate JSON files specifying various power management have been used to verify the synthesis function of the developed tool. In these files, the differences were, for example, in the specified frequencies or in the number of power domains. These six power-information JSON files were accompanied by another 13 configurations for FPGA, testing various possible parameters. All possible combinations of these files and configurations have been used to synthesize the PMUs and other code required by the FPGA to successfully use the power-reduction techniques (e.g. synchronizers). Simple testbenches were also generated to run simple Verilog simulations to verify the syntactical correctness. The logical correctness of the automatically generated code has been manually checked whether it corresponds to the original PMS specifications. For a single randomly selected combination, the manually created more complex testbench was used to verify all possible states during the simulation. The results confirmed that the automatically synthesized Verilog code is generated correctly.

The main goal of the proposed method was to simplify and speed-up the design process for FPGA-application designers, who need to develop energy-efficient systems. To evaluate these benefits of the method, we have summarized the statistics (concerning the code size) from the previous experiments. Six samples of different power-management specifications were used and the average values have been compared. For the abstract power management, only the SystemC/PMS information about power management is counted. For the synthesized power management, the Verilog code describing the PMU and generated synchronization and isolation nodes are counted, as well as the modifications in the top-level Verilog module. Since various code-style discipline could influence a single-parameter comparison, a number of lines, a number of words, and a number of characters have been compared. The results reported in Table 2 show that the synthesized power management in Verilog is approximately 6.6 times more complex than the abstract power management in SystemC/PMS. It means that the manual effort of designers regarding power management is 6.6 times smaller using SystemC/PMS, and thus the design is faster (since the automated-synthesis time is negligible). Such a result represents a significant simplification for the power-managed FPGA-applications design process.

To evaluate the proposed method in real hardware, we have selected the Lattice iCEstick Evaluation Kit [33] (the iCE40 device, specifically suitable for low-power designs), mainly due to good support by open-source tools and small purchase costs. A drawback of the selected FPGA is its support of just a single voltage level for the application logic. Due to this fact, we were limited to clock gating and frequency scaling techniques to increase energy efficiency. However, it was sufficient to show the benefits and applicability of the proposed method.

As a demonstration application to be running on the FPGA, a simple open-source 8-bit microprocessor (CPU) was interconnected with the UART (Universal Asynchronous Receiver-Transmitter) interface. We have created the abstract model of the top module of this system using SystemC/PMS and specified power management for such a system. The system was split into two clock domains, one for CPU (PD_CPU) and the other for UART (PD_UART). Four power states were specified for the CPU domain: the first one to stop its operation, the second to scale its operating frequency to 1.2 kHz, the third to scale the frequency to 12 MHz, and the last to scale the frequency to 48 MHz. Based on this specification, a new top-module Verilog code along with the PMU have been synthesized automatically. We have made a few small manual modifications (to identify clock signals of the components) and used the freely available synthesis tools of the IceStorm project [34] to program the FPGA device with the designed system. In order to visually see in which power state the CPU is operating, we have created a simple assembly program writing specific text strings via the UART interface. Special keys were preconfigured to switch the power states. An abstract overview of such a setup is illustrated in Fig. 7. The synchronizers are automatically introduced into the design by the proposed method. These are

### TABLE 2. Abstract and synthesized power management comparison.

| Code size  | Abstract power management | Synthesized power management | Difference |
|------------|---------------------------|------------------------------|------------|
| Characters | 993                       | 6555                         | 660%       |
| Words      | 92                        | 609                          | 662%       |
| Lines      | 38                        | 260                          | 684%       |
required for signals and buses interconnecting the two power domains (clock domains) and to control the PMU by the CPU.

The result of this experiment was the correctly functioning FPGA application – i.e. the speed of text-strings appearing while reading the UART interface by the laptop was noticeable when the special key was pressed. Although the chosen application was pretty simple, it was enough to illustrate the benefits of the proposed method. The proposed automation method helped to scale the frequency of multiple clock domains, while the automatically generated synchronizers successfully avoided the metastability issues.

In order to ensure that the developed tool and the implemented method are not limited to specifically selected iCE40 FPGA device, we have used the tool to implement the same application on commonly known Xilinx Spartan 3 FPGA [35]. Both the Vivado synthesis tools and the Spartan 3 device accepted the pmuToFPGA-generated RTL model without any problems. Thus, the tool is not suited just to the specifically selected prototype device – since the proposed automation method is general enough, the tool is easily extendible for other target FPGA devices. The device-specific components (such as PLL) must be predefined in the tool to correctly generate the enriched RTL model for a given platform. If not, a general RTL code is synthesized, acceptable by any FPGA device – however, it might not be optimal (e.g. a common counter is used to generate the required clock frequencies instead of dedicated clock-management circuitry, such as PLL).

Using the Kkmoon RD Tester UM24C [36] device, the current consumption in the four specified power states have been measured (see Table 3). Since the current consumption directly relates to the power consumption ($P = I \times V$), the energy requirements of the device can be thus deduced. The calculated power in the HOLD state can be approximated to the static power of the device (no operation). Thus, the dynamic power can be assumed as the remaining amount of the calculated power.

| Power state | Measured current | Computed power (5 V supply voltage) | Dynamic power |
|-------------|------------------|-------------------------------------|---------------|
| HOLD (frequency = 0 Hz) | 122 mA | 610 mW | 0 mW |
| DIFF_LEVEL(1) (frequency = 1.2 kHz) | 124 mA | 620 mW | 10 mW |
| DIFF_LEVEL(2) (frequency = 12 MHz) | 127 mA | 635 mW | 25 mW |
| DIFF_LEVEL(3) (frequency = 48 MHz) | 130 mA | 650 mW | 40 mW |

To derive the energy, we would need to measure also the time, which the device has spent in each power state. The dynamic power calculations (provided in the last column of the table) however are enough to show that the applied frequency scaling can indeed reduce power consumption, and thus the energy can be saved (e.g. when frequency scaling is applied to reduce idling of the components). Since the proposed method was not targeted to any new power-reduction technique, but to easier application of existing ones, this evaluation was focused on showing that the automatically applied technique works. This experiment has proved that the automatically synthesized power management using the proposed method can be used to reduce power, and thus it contributes to energy-efficient systems design.

Although there is still a small amount of manual effort needed to finish the integration of the automatically synthesized power-management code into the Verilog model, it is insignificant. In the used case-study system, the pure-manual introduction of power management has taken several hours and subsequent adding/modification of the frequency has taken another hour of work. Using the developed automation tool, it has taken up to an hour of complete time (including the mentioned post-synthesis manual modifications), while the synthesis itself has taken few seconds. We expect that the designer can save hours of design time using the proposed automation method. Even more, if we take into account possible introduction of human errors into the design and subsequent debugging effort.

The whole project implementing the proposed automation method along with the created/modified source code and the used test samples are available on GitHub [32], [37] to increase the reproducibility of our results. To summarize, the benefits and limitations of the proposed method are briefly stated in Table 4.

| Advantages | Disadvantages |
|------------|--------------|
| simplified application of power management | limited to ESL-based design flow |
| reduced power consumption of FPGA-based systems | limited to SystemC/PMS specification |
| increased energy efficiency | still some manual effort required |
| reduced verification and debugging effort | limited support of power-reduction techniques |
| shorter time-to-market | |

It must be noted that the amount of actually reduced power consumption and increased energy efficiency depends on the used techniques and their actual implementation on the FPGA device done by logic synthesis and place & route tools (not targeted in our work). The proposed automation method helps to create an RTL model of the power-managed system based on the abstract specification and it relies on existing tools (provided by the FPGA vendor) to implement the model into the device. Thus, different tools can provide different results.

V. CONCLUSION

This work was focused on the simplification of application of power-reduction techniques in FPGA-based designs using power management. Especially, it was focused on the automated insertion of power-management elements (the control
unit as well as the supporting logic) required by the FPGA device based on the abstract specification in SystemC/PMS. The power-intent specification in SystemC/PMS is simple and intuitive, thus usable even by inexperienced designers. The complicated more-detailed power management is synthesized automatically; therefore, the design process is faster and verification effort is minimized (less debugging due to a limited number of human errors). The proposed method is useful especially in low-power application design for FPGA platforms, but also in other FPGA-based designs that require energy efficiency (such as energy-constrained IoT applications). The experimental results confirmed the benefits of the proposed automation method, which simplified the power-management specification approximately 6.6 times and reduced development time by hours of effort.

In the future, the method can be extended by other power-reduction techniques (such as power gating or voltage scaling); however, another FPGA device supporting them would need to be used. There is also the possibility to fully automate power management (outlined in [38]), in order to be completely transparent to the designer. It would enable the designer to fully focus on the system function by automatically manage power to accomplish the specified function with minimal spent energy. It is however complex task, which would require automated splitting of the system into power domains and assignments of appropriate power states and power modes to the domains. These cannot be optimally determined without further (dynamic) information about the system and without knowledge of the target FPGA device. But maybe some computational-intelligence methods could statistically predict close-to-optimal management based on the abstract functional simulation.
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