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Abstract

The phenomenon of dissipation enhancement by transport noise is shown for stochastic 2D Navier-Stokes equations in velocity form. In the 3D case, suppression of blow-up is proved for stochastic Navier-Stokes equations in vorticity form; in particular, quantitative estimate allows us to choose the parameters of noise, uniformly in initial vorticity bounded in $L^2$-norm, so that global solutions exist with a large probability sufficiently close to 1.
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1 Introduction

In fluid dynamics and engineering, the advection-diffusion equation

$$\partial_t \phi + u \cdot \nabla \phi = \nu \Delta \phi$$

is widely used to model the time evolution of passive scalar $\phi$ (e.g. the temperature or the distribution density of some solute) in a fluid flow $u$ with small molecular diffusion $\nu > 0$; see e.g. [18, 67, 52, 62, 66, 11, 26, 19, 63, 64, 41] and the references therein. The presence of a suitable flow $u$ sometimes greatly speeds up the convergence to equilibrium, similar to the behavior under a much stronger diffusion operator; in the case $\nu = 0$, one is often interested in the mixing efficiency of the fluid flow. Incompressible flows with dissipation-enhancing property can be used to stabilize various systems and suppress possible blow-up of certain quantities [9, 27, 47, 20]. There are also studies on the stabilizing effects of the Couette flow (or more general shear flows) for some fluid equations, such as the 2D Euler equation [48] and the 2D Boussinesq system [22], see [8] for a survey. In the stochastic setting, L. Arnold et al. [3, 2] proved in the 1980s that suitable noises stabilize some finite dimensional linear ODE with a coefficient matrix of negative trace. In a series of recent papers [4, 5, 6], Bedrossian et al. have shown the almost sure exponential mixing and dissipation enhancement by random flows which are solutions to stochastic Navier-Stokes equations, leading to a proof of Batchelor’s conjecture on the spectrum of passive scalar turbulence [7]. Partly motivated by some ideas in [23, 5], stabilization and enhanced dissipation by Kraichnan noise were proved in [44].
According to arguments by separation of scales \cite{38, 39}, stochastic 2D fluid equations driven by multiplicative transport noise in Stratonovich form are suitable models in fluid dynamics, see also \cite{46, 21} for variational considerations. Here, transport noise is assumed to be spatially divergence free, playing the role of incompressible flows mentioned above and modelling the turbulent actions of small-scale fluid components on larger ones. Indeed, such equations have already been studied by many authors, see for instances \cite{15, 58, 59, 16, 45}. Recently, Galeati \cite{40} proved that stochastic linear transport equations on the torus $T^d$ converge, under a certain scaling limit of the transport noise to high Fourier modes, to a deterministic parabolic equation. Later on, we have applied in \cite{28} this idea to the vorticity form of stochastic 2D Euler equations with transport noise, showing that they converge weakly to the deterministic 2D Navier-Stokes equations in vorticity form; similar results were proved in \cite{55, 53} for other equations. Rewriting the equations in mild form via the heat semigroup, we have improved in \cite{31} the above weak limit results by establishing some explicit convergence rates; moreover, this approach enables us to obtain some properties on mixing and dissipation enhancement for linear equations driven by transport noise, see \cite{31, Section 1.3} and also \cite{30, 35} for stochastic heat equations with transport noise in a bounded domain or a channel. As an example of noise on the torus with such properties, we can take the Kraichnan-type model in turbulence, cf. \cite{31, Remark 1.8}. In these limit results, a remarkable feature is that larger intensity of transport noise gives rise to bigger viscosity coefficient in the limit equation. We have made use of this fact to show that transport noise suppresses potential blow-up of solutions to 3D Navier-Stokes equations in vorticity form \cite{33, 32}; we refer to \cite{29, 54} for similar results on other equations. The large deviation principle and central limit theorem underlying the scaling limits have also been studied in \cite{42} for stochastic linear transport equations and 2D Euler equations; see \cite{56, 57} for related results on other models. A survey of some of the results can be found in \cite{36}.

In this work, we first consider the velocity form of stochastic 2D Navier-Stokes equations driven by transport noise:

\[
\begin{aligned}
&du + u \cdot \nabla u \, dt + d\nabla p = \nu \Delta u \, dt + \circ dW_t \cdot \nabla u, \\
&\nabla \cdot u = 0, \quad u|_{t=0} = u_0,
\end{aligned}
\]

where $u = (u^1, u^2)$ denotes the fluid velocity, $p$ is a scalar pressure term, $\nu > 0$ is the viscosity coefficient; \circ d means the Stratonovich stochastic differential, and $W = W(t, x)$ is a space-time noise on $T^2$, white in time, colored and divergence free in space, see (1.4) below for explicit choice. In this case, it is well known that the equation admits a unique global solution (cf. \cite{52}) and our purpose is to study the phenomenon of dissipation enhancement by transport noise. Secondly, we consider the vorticity form of stochastic 3D Navier-Stokes equations, still perturbed by transport noise:

\[
d\xi + (u \cdot \nabla \xi - \xi \cdot \nabla u) \, dt = \nu \Delta \xi \, dt + \Pi(\circ dW_t \circ \nabla \xi),
\]

where the fluid velocity $u$ has now three components $(u^1, u^2, u^3)$ and $\xi = \nabla \times u$ is the corresponding vorticity field, while $W$ is a space-time noise on $T^3$; \Pi is the Helmholtz-Leray projection operator which makes the noise part become divergence free, see Section 2.2 for more detailed discussions. We will try to establish quantitative estimate on the probability of (possible) blow-up; as a consequence, we can choose noise parameters (e.g. intensity and Fourier modes of noise) so that global solution exists with a high probability sufficiently close to 1, see Theorem 2.4 in Section 2.2 for the precise statement.
We take the system \([11]\) as an example to explain the main difficulty of our arguments. Compared to \([28, 29, 53]\) which deal with scalar setting, we stress that the solutions to stochastic Navier-Stokes equations are divergence free vector fields, and thus we need to project the noise part using the Helmholtz projection \(\Pi\), as in \([33]\). In the 2D case, the transport noise takes the more precise form
\[
\circ dW_t \cdot \nabla u = \sqrt{2\kappa} \sum_{k \in \mathbb{Z}_0^2} \theta_k \sigma_k \cdot \nabla u \circ dW^k_t,
\]
where \(\kappa > 0\) is noise intensity, \(\mathbb{Z}_0^2 = \mathbb{Z}^2 \setminus \{0\}\) consists of nonzero lattice points, \(\theta = \{\theta_k\}_k \in \ell^2(\mathbb{Z}_0^2)\) stands for the coefficients of noise, \(\{\sigma_k\}_k\) are canonical divergence free complex-valued vector fields on \(T^2\), and \(\{W^k\}_k\) are independent complex Brownian motions, see Section \(1.1\) below for the precise definitions. Applying the operator \(\Pi\) to the first equation in \((1.1)\) and transforming it into Itô form, the noise becomes
\[
\Pi(\circ dW_t \cdot \nabla u) = \sqrt{2\kappa} \sum_{k} \theta_k \Pi(\sigma_k \cdot \nabla u) dW^k_t + 2\kappa \sum_{k} \theta_k^2 \Pi[\sigma_k \cdot \nabla \Pi(\sigma_{-k} \cdot \nabla u)] dt;
\]
the second term on the right-hand side is the Stratonovich-Itô corrector which will be denoted as \(S^{(2)}_\theta(u)\), the superscript representing the dimension 2. Similarly to the scalar case, it is relatively easy to show that the martingale part vanishes in the weak sense by choosing a suitable sequence of noises \(W^N(t, x)\) with weaker and weaker spatial correlation. However, the treatment of the above Stratonovich-Itô corrector is much more difficult. In the scalar case \([28, 29, 53]\) where \(\Pi\) is not needed, some elementary computations show that the corrector reduces to a constant multiple of the Laplacian operator; on the contrary, in the current vector-field case, due to the presence of projection \(\Pi\) which is a nonlocal operator, the corrector \(S^{(2)}_\theta(u)\) has a much more complicated expression in Fourier expansions, see e.g. Lemma \(A.2\) below.

In the 3D case, for a suitable sequence of noise coefficients \(\{\theta^N\}_{N \geq 1}\) (see \((1.9)\) in the next subsection), it was proved in \([33]\) Theorem 5.1 that \(S^{(3)}_{\theta^N}(v)\) converges in \(L^2\)-norm to \(\frac{3}{5} \kappa \Delta v\), where \(v\) is any divergence free smooth vector field. This is the key ingredient for showing suppression of vorticity blow-up by transport noise, see \([33]\) Theorem 1.6). However, Theorem 5.1 in \([33]\) is only a qualitative result without convergence rate; in order to prove dissipation enhancement and blow-up probability estimates, we need a quantitative version of the convergence result for \(S^{(d)}_{\theta^N}(v)\) \((d = 2, 3)\), which will be done in Theorem \(3.1\) below. To this end, we shall substantially improve the computations in \([33]\) Section 5), finding suitable Sobolev norms of convergence and certain estimates uniform in \(N\); more precisely, we shall prove that there exists \(C > 0\) such that for any \(\alpha \in [0, 1]\), \(s \in \mathbb{R}\) and \(N \geq 1\),
\[
\|S^{(d)}_{\theta^N}(v) - c_d \kappa \Delta v\|_{H^{s-2-\alpha}} \leq C \kappa N^{-\alpha} \|v\|_{H^s},
\]
holds for any \(v \in H^s(T^d, \mathbb{R}^d)\), where \(c_2 = 1/4\) and \(c_3 = 3/5\), see Theorem \(3.1\) for exact statements. Once we have the quantitative convergence estimate, we can write the Itô equations of \((1.1)\) and \((1.2)\) in mild form by using the semigroup \(P_t = e^{(v+\kappa \Delta) t}\); the mild formulation involves the error terms \(S^{(d)}_{\theta^N}(\cdot) - c_d \kappa \Delta\), as well as stochastic convolutions. Following some arguments in \([31]\) (in particular, Theorems 1.9 and 1.5 therein), and making use of basic heat kernel properties and maximal estimates on stochastic convolutions (cf. Theorems \(8.4\) and \(8.5\) below), we can show the property of dissipation enhancement for \((1.1)\) and estimate of blow-up probability for \((1.2)\).

We briefly discuss potential applications of our method in future works, especially the quantitative estimate \((1.3)\). As mentioned above, for incompressible fluid dynamics equations driven by Stratonovich transport noise, except the vorticity form in 2D case, we need to deal
with solutions which are divergence free vector fields. In this case, it is customary to apply 
the Helmholtz-Leray operator $\Pi$ to get rid of the pressure term, but then the operator also 
appears on the noise part. Passing to Itô equations, we get a Stratonovich-Itô corrector $S_\theta^{(d)}(\cdot)$ 
and the estimate [14] is needed to yield quantitative convergence rate. This approach works 
for many fluid dynamical models, see for instance the recent paper [50] dealing with stochastic 
inviscid Leray-α model with transport noise. It may also be applied to the regularized 3D 
Boussinesq equations with fractional Laplacian, cf. [11]. Another interesting problem is to 
study fluid equations with the so-called nonlinear transport noise, namely, the intensity of 
noise depends on the solution. Recently, for the vorticity form of stochastic 2D Navier-Stokes 
equations with nonlinear transport noise, we have shown in [34] that the equations converge 
weakly, in a suitable scaling limit of the noise, to a Smagorinsky type model in large eddy 
simulation (cf. [10]). It would be nice to prove a similar result for the velocity equations, 
simulation (cf. [10].) It would be nice to prove a similar result for the velocity equations, 
which involve a quantity like $\Pi(f(\nabla u) \circ dW_t \cdot \nabla u)$, $f$ being some scalar function; in this case, 
the Stratonovich-Itô corrector is even more complicated and is left to future studies.

We finish the short introduction with the organization of the paper. In the remainder of this 
section we introduce some notation for functional spaces and the space-time noise used in the 
paper. In Section 2 we describe the stochastic 2D/3D Navier-Stokes equations with transport 
noise and state our main results: Theorems 2.3 and 2.4. Section 3 contains the preparations 
needed for proving the main results, then the proofs will be presented in Sections 4 and 5, 
respectively. Finally, we prove in Appendix A the quantitative limit result of the Stratonovich 
correctors, which is the key ingredient in the proofs of main results.

1.1 Functional setting and noise

We introduce some notations that will be used in the paper. Let $\mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d$ be the 
dimensional torus, $d = 2, 3$; $\mathbb{Z}^d_0 = \mathbb{Z}^d \setminus \{0\}$ is the set of nonzero integer points. For $s \in \mathbb{R}$ 
and $m \in \mathbb{N}$, we write $H^s(\mathbb{T}^d, \mathbb{R}^m) = W^{s,2}(\mathbb{T}^d, \mathbb{R}^m)$ for the usual Sobolev spaces of $\mathbb{R}^m$-valued 
functions; $H^0(\mathbb{T}^d, \mathbb{R}^m) = L^2(\mathbb{T}^d, \mathbb{R}^m)$. If $m = 1$ we simply write $H^s(\mathbb{T}^d), L^2(\mathbb{T}^d)$, or $H^s, L^2$ 
when the dimension $d$ is clear. The brackets $\langle \cdot , \cdot \rangle$ stand for the inner product in $L^2$ and the 
duality between elements in $H^s$ and $H^{-s}$; the norms in these spaces will be written as $\| \cdot \|_{L^2}$ 
and $\| \cdot \|_{H^s}$, respectively. Let $\{e_k\}_k$ be the usual complex basis of $L^2(\mathbb{T}^d, \mathbb{C})$: for any $k \in \mathbb{Z}^d$, 
e_k(x) = e^{2\pi ik \cdot x}$, $i$ being the imaginary unit. As the fluid equations considered below preserve 
the means of solutions, we assume in this paper that the function spaces consist of functions 
on $\mathbb{T}^d$ with zero average. The notation $a \lesssim b$ means that there exists a constant $C > 0$ such 
that $a \leq Cb$; if we want to emphasize the dependence of $C$ on some parameters, e.g. $\alpha, p$, then 
we write $a \lesssim_{\alpha, p} b$.

We shall need the Helmholtz-Leray projection $\Pi : L^2(\mathbb{T}^d, \mathbb{R}^d) \to H$ where $H$ is the closed 
subspace of $L^2(\mathbb{T}^d, \mathbb{R}^d)$ consisting of divergence free vector fields. For a general vector field 
$X \in L^2(\mathbb{T}^d, \mathbb{R}^d)$, we have the formal expression

$$\Pi X = X - \nabla \Delta^{-1}(\nabla \cdot X);$$

if $X = \sum_{k \in \mathbb{Z}^d_0} X_k e_k$ is the Fourier series, where $\{X_k\}_k \subset \mathbb{C}^d$, then

$$\Pi X = \sum_{k \in \mathbb{Z}^d_0} \left( I_d - \frac{k \otimes k}{|k|^2} \right) X_k e_k,$$

where $I_d$ is the identity matrix of order $d$. The projection $\Pi$ will be the main source of technical 
difficulty in the paper as it is a nonlocal operator. For any $s \in \mathbb{R}$, we can extend $\Pi$ to $H^s(\mathbb{T}^d, \mathbb{R}^d)$ 
and it holds $\|\Pi X\|_{H^s} \leq \|X\|_{H^s}$ for any $X \in H^s(\mathbb{T}^d, \mathbb{R}^d)$. 
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Next, we introduce the space-time noise used in the paper to perturb the equations:

$$W(t, x) = \sqrt{C_d \kappa} \sum_{k \in \mathbb{Z}_d^d} \sum_{i=1}^{d-1} \theta_k \sigma_{k,i}(x) W^k_i,$$

where $C_d = d/(d-1)$ is a normalizing constant, $\kappa > 0$ is the noise intensity and $\theta \in \ell^2 = \ell^2(\mathbb{Z}_0^d)$, the space of square summable sequences indexed by $\mathbb{Z}_0^d$. \{\{W^k_i : k \in \mathbb{Z}_0^d, i = 1, \ldots, d-1\}\} are standard complex Brownian motions defined on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$, satisfying

$$\overline{W^k_i} = \overline{W^{-k,i}} = -W^k_i; \quad [W^k_i, W^l_j]_t = 2t \delta_{k,-l} \delta_{i,j}.$$

\{\sigma_{k,i} : k \in \mathbb{Z}_0^d, i = 1, \ldots, d-1\} are divergence free vector fields on $\mathbb{T}^d$ defined as

$$\sigma_{k,i}(x) = a_{k,i} e_k(x),$$

where $\{a_{k,i}\}_{k,i}$ is a subset of the unit sphere $\mathbb{S}^{d-1}$ such that: (i) $a_{k,i} = a_{-k,i}$ for all $k \in \mathbb{Z}_0^d$, $i = 1, \ldots, d-1$; (ii) for fixed $k$, $\{a_{k,i}\}_{i=1}^{d-1}$ is an ONB of $k^\perp = \{y \in \mathbb{R}^d : y \cdot k = 0\}$. In this way, $\{\sigma_{k,i}\}_{k,i}$ is a CONS of $H$. It holds that $\sigma_{k,i} \cdot \nabla e_k = \sigma_{k,i} \cdot \nabla e_{-k} \equiv 0$ for all $k \in \mathbb{Z}_0^d$ and $1 \leq i \leq d-1$. If $d = 2$, then we can explicitly define

$$a_{k,1} = a_k = \begin{cases} \frac{k^\perp}{|k|}, & k \in \mathbb{Z}_0^2_+, \\ -\frac{k^\perp}{|k|}, & k \in \mathbb{Z}_0^2_-. \end{cases}$$

where $k^\perp = (k_2, -k_1)$ is now a vector and $\mathbb{Z}_0^2 = \mathbb{Z}_0^2_+ \cup \mathbb{Z}_0^2_-$ is a partition of $\mathbb{Z}_0^2$ satisfying $\mathbb{Z}_0^2_+ = -\mathbb{Z}_0^2_-$. In the 3D case we shall write $\sum_{k \in \mathbb{Z}_0^3} \sum_{i=1}^2$ simply as $\sum_{k,i}$. 

We shall always assume that

- $\theta \in \ell^2$ is symmetric, i.e. $\theta_k = \theta_l$ for all $k, l \in \mathbb{Z}_0^d$ satisfying $|k| = |l|$;
- $\|\theta\|_{\ell^2} = (\sum_k \theta_k^2)^{1/2} = 1$.

The noise $W$ has the spatial covariance function (use (1.5))

$$Q(x, y) = \mathbb{E}[W(1, x) \otimes W(1, y)] = 2C_d \kappa \sum_{k,i} \theta_k^2 (a_{k,i} \otimes a_{k,i}) e^{2\pi ik \cdot (x-y)}, \quad x, y \in \mathbb{T}^d;$$

(1.7)

Note that for any $k \in \mathbb{Z}_0^d$, $\{\frac{k}{|k|}, a_{k,1}, \ldots, a_{k,d-1}\}$ is an ONB of $\mathbb{R}^d$, hence

$$\frac{k \otimes k}{|k|^2} + \sum_{i=1}^{d-1} (a_{k,i} \otimes a_{k,i}) = I_d;$$

it is not difficult to show that (see Section 2) for a proof in the 3D setting

$$Q(x, x) = 2C_d \kappa \sum_{k,i} \theta_k^2 (a_{k,i} \otimes a_{k,i}) = 2\kappa I_d;$$

Moreover, choosing suitable $\theta \in \ell^2$ we obtain Kraichnan type noise, cf. Remark 1.8.

In the following, in order to deal with the Stratonovich-Itô correctors (see (2.4) and (2.13)) involving the Helmholtz projection $\Pi$, we shall take a special sequence of $\{\theta_N\}_N \subset \ell^2(\mathbb{Z}_0^d)$ defined as below:

$$\theta_k^N = \frac{1}{A_N} \frac{1}{|k|^2} 1_{\{|N| \leq |k| \leq 2N\}}, \quad k \in \mathbb{Z}_0^d,$$

(1.9)
\[
\Lambda_N = \left( \sum_{|k| \leq 2N} \frac{1}{|k|^\gamma} \right)^{1/2}, \quad N \geq 1.
\]
Approximating the sum by integrals, it is easy to show that
\[
\Lambda_N \sim \begin{cases} 
\sqrt{C_d} \frac{(2-d-2\gamma - 1)}{d-2\gamma} N^{d/2-\gamma}, & 0 < \gamma < d/2, \\
\sqrt{C_d} \log \frac{2}{\gamma}, & \gamma = d/2, \\
\sqrt{C_d} \frac{(1 - 2d-2\gamma)}{2\gamma-d} N^{d/2-\gamma}, & \gamma > d/2,
\end{cases}
\]
where \(C_d\) is a dimensional constant; therefore, \(\|\theta^N\|_{l^\infty} = \sup_k \theta_k^N \sim N^{-d/2}\). We see that the value of \(\gamma\) plays no role in the rate of decay as \(N \to \infty\), and thus in the sequel we will fix a \(\gamma > 0\) and omit the dependence of various constants on it.

## 2 Main results

This section contains the descriptions of our models and the main results obtained in the paper: in Section 2.1 we deal with the stochastic 2D Navier-Stokes equations in velocity form and perturbed by multiplicative transport noise, then we consider in Section 2.2 the stochastic 3D Navier-Stokes equations in vorticity form, still with transport noise.

### 2.1 Stochastic 2D Navier-Stokes equations

In this section we consider the stochastic Navier-Stokes equations (1.1) on \(T^2\), perturbed by transport noise. Since we are in dimension 2, the noise has the simpler expression
\[
W(t, x) = \sqrt{2\kappa} \sum_{k \in \mathbb{Z}^2_0} \theta_k \sigma_k(x) W_k^t,
\]
where \(\sigma_k(x) = a_k e_k(x)\) with \(a_k\) defined in (1.6). Substituting it into (1.1) we obtain
\[
\begin{cases}
\frac{du}{dt} + u \cdot \nabla u dt + d\nabla p = \nu \Delta u dt + \sqrt{2\kappa} \sum_k \theta_k \sigma_k \cdot \nabla u \circ dW_k^t, \\
\nabla \cdot u = 0, \quad u|_{t=0} = u_0,
\end{cases}
\tag{2.1}
\]
where the turbulent pressure takes the form \(d\nabla p = \nabla \tilde{p} dt + \sum_k \nabla p_k \circ dW^k\). The equations (2.1) have been studied by many authors in the past, see e.g. [15, 58, 59]. In particular, it was proved in [59] (replacing \(T^2\) by \(\mathbb{R}^2\)) that (2.1) admit a pathwise unique global solution, provided that the noise is regular enough.

**Remark 2.1.** If we define the vorticity \(\xi = \nabla \times u\) and transform the first equation in (2.1) into vorticity form, then we get
\[
\frac{d\xi}{dt} + u \cdot \nabla \xi dt = \nu \Delta \xi dt + \sqrt{2\kappa} \sum_k \theta_k (\sigma_k \cdot \nabla \xi + r_1) \circ dW_k^t,
\]
with the remainder
\[
\begin{align*}
\quad r_1 &= \partial_2 \sigma_k^1 \partial_1 u_1^1 + \partial_3 \sigma_k^2 \partial_2 u_1^1 - \partial_1 \sigma_k^1 \partial_1 u_2^2 - \partial_1 \sigma_k^2 \partial_2 u_2^2 \\
&= (\partial_2 \sigma_k^1 + \partial_1 \sigma_k^2) \partial_1 u_1^1 + (\partial_2 u_1^1 + \partial_1 u_2^2) \partial_2 \sigma_k^2,
\end{align*}
\]
where in the second step we have used the facts \(\nabla \cdot u = \nabla \cdot \sigma_k = 0\). The above equation is different from the vorticity form of stochastic 2D Navier-Stokes equations studied in [16, 28, 17, 50].
Recall the Helmholtz projection $\Pi : L^2(\mathbb{T}^2, \mathbb{R}^2) \to H$. As usual, define $b(u,v) = \Pi(u \cdot \nabla v)$, $u,v \in H$; let $b(u) = b(u,u)$. For simplicity we still write $\Pi \Delta$ as $\Delta$. Applying the projection $\Pi$ to (2.1) yields

$$du + b(u) \, dt = \nu \Delta u \, dt + \sqrt{2\kappa} \sum_k \theta_k \Pi(\sigma_k \cdot \nabla u) \circ dW^k_t.$$  \hfill (2.2)

It has the Itô form

$$du + b(u) \, dt = (\nu \Delta u + S_{\theta}^{(2)}(u)) \, dt + \sqrt{2\kappa} \sum_k \theta_k \Pi(\sigma_k \cdot \nabla u) \, dW^k_t,$$  \hfill (2.3)

where, by (1.5), the Stratonovich-Itô correction term is defined as (the superscript (2) stands for the dimension 2)

$$S_{\theta}^{(2)}(u) = 2\kappa \sum_k \theta_k^2 \Pi[\sigma_k \cdot \nabla \Pi(\sigma_{-k} \cdot \nabla u)],$$  \hfill (2.4)

which, like the Laplacian, is a symmetric operator with respect to the $L^2$-inner product of divergence free vector fields.

**Remark 2.2.** If there were no projection $\Pi$ on the right-hand side, then we would have $S_{\theta}^{(2)}(u) = \kappa \Delta u$ which can be easily proved by using (1.3) with $d=2$, and thus the viscosity coefficient of (2.3) would be $\nu + \kappa$ if the martingale part vanishes in a certain limit. The presence of $\Pi$ makes it much more complicated to show enhanced dissipation. We shall follow some of the arguments in [55, Section 5] to overcome this difficulty.

Let $V = H \cap H^1(\mathbb{T}^2, \mathbb{R}^2)$. For any $u_0 \in H$, the unique solution $u$ to (2.3) (or (2.2)) has trajectories in $C(0, \infty; H) \cap L^2(0, \infty; V)$ and satisfies

$$\mathbb{P} \text{-a.s., } \|u_t\|_{L^2}^2 + 2\nu \int_s^t \|\nabla u_r\|_{L^2}^2 \, dr = \|u_s\|_{L^2}^2, \quad t > s \geq 0$$  \hfill (2.5)

(cf. [59, Theorem 2.2]). Note that it holds independently of the noise parameters $\kappa > 0$ and $\theta \in \ell^2$. Using the Poincaré inequality $4\pi^2 \|u\|_{L^2}^2 \leq \|\nabla u\|_{L^2}^2$, it is easy to know that $\|u_t\|_{L^2}$ decays exponentially fast:

$$\mathbb{P} \text{-a.s., } \|u_t\|_{L^2} \leq e^{-4\pi^2\nu t} \|u_0\|_{L^2}, \quad \forall t \geq 0.$$  \hfill (2.6)

However, the viscosity coefficient $\nu$ is usually very small, thus the above result only gives us a slow decay rate; what we want to prove is that transport noise enhances dissipation and leads to much faster decay. Unlike the evolution equations for scalars studied in [31], the main difficulty here comes from the projection operator $\Pi$ appearing in the noise part of (2.2). We shall prove

**Theorem 2.3** (Enhanced dissipation). For any $p \geq 1$, $\lambda > 0$ and $L > 0$, there exists $\kappa > 0$ and $\theta \in \ell^2$ with the following property: for every $u_0 \in H$ with $\|u_0\|_{L^2} \leq L$, there exists a random constant $C > 0$ with finite $p$-th moment, such that for the solution $u$ of equation (2.2) with initial condition $u_0$, we have $\mathbb{P}$-a.s.

$$\|u_t\|_{L^2} \leq Ce^{-\lambda t}\|u_0\|_{L^2} \quad \text{for all } t \geq 0.$$  

See Section 3 for the proof and for the choices of parameters; in particular, we shall take $\theta = \theta_N$ defined in (1.1) for $N$ big enough. Compared to usual results on dissipation enhancement for passive scalars, the above theorem is stated for bounded initial data. The reason is due to
the nonlinear part \( b(u) = \Pi(u \cdot \nabla u) \), which is quadratic and leads to higher order terms in the estimates. It is interesting to note that the nonlinearity does not cause any trouble in deriving the energy balance (2.5), the latter implying exponential decay of \( \| u_t \|_{L^2} \) with rate \( 4\pi^2 \nu \) for any initial data \( u_0 \in H \). Therefore, for initial data with large \( L^2 \)-norm, we can wait some time \( t_0 (\approx \frac{1}{\nu} \log \| u_0 \|_{L^2}^2) \) until \( \| u_{t_0} \|_{L^2} \leq L \) and then apply Theorem 2.3 to get fast decay. In other words, for fixed noise parameters \( (\kappa, \theta) \), it takes some finite time before transport noise plays the role of producing enhanced dissipation.

### 2.2 Stochastic 3D Navier-Stokes equations in vorticity form

Since the seminal work of Leray [51] (see also the reviews [25, 12]), it is well known that the 3D incompressible Navier-Stokes equations on \( T^3 \) (we consider unitary viscosity for simplicity)

\[
\begin{aligned}
&\partial_t u + u \cdot \nabla u + \nabla p = \Delta u, \\
&\nabla \cdot u = 0, \quad u|_{t=0} = u_0
\end{aligned}
\]  

(2.7)

have global weak solutions for \( L^2 \)-initial data, but their uniqueness is unknown; on the contrary, for more regular initial data in \( H^1 \), strong solutions exist uniquely, but their global existence in time remains open. An easy way of understanding the second difficulty is to rewrite the above system in vorticity form:

\[
\partial_t \xi + u \cdot \nabla \xi - \xi \cdot \nabla u = \Delta \xi,
\]

(2.8)

where \( \xi = \nabla \times u \) is the vorticity field. The relation can be reversed as \( u = K \ast \xi \) with \( K \) the Biot-Savart kernel on \( T^3 \); note that \( u \in H^1 \) corresponds to \( \xi \in L^2 \). In the nonlinear part, not only is the vorticity transported by the fluid velocity, but it is also stretched by the deformation operator \( \nabla u \); the latter is the potential source of blow-up for the vorticity. Indeed, we have the well known energy estimate:

\[
\frac{d}{dt}\| \xi \|^2_{L^2} \leq -\| \nabla \xi \|^2_{L^2} + C\| \xi \|^6_{L^2},
\]

(2.9)

where \( C > 0 \) is a constant arising from Sobolev embedding. It is not difficult to show that, combined with the Poincaré inequality \( \| \nabla \xi \|^2_{L^2} \geq 4\pi^2\| \xi \|^2_{L^2} \), there is a small \( r_0 > 0 \) such that global solutions to (2.8) exist for initial data \( \xi_0 \) with \( \| \xi_0 \|_{L^2} \leq r_0 \), while for general initial data we only have a (finite) estimate on the possible blow-up time.

In this part, we consider the stochastic 3D Navier-Stokes equations in vorticity form, with a multiplicative noise of transport type:

\[
\partial_t \xi + u \cdot \nabla \xi - \xi \cdot \nabla u = \Delta \xi + \Pi(\tilde{W}_t \circ \nabla \xi).
\]

(2.10)

Here, \( \circ \) hints that we shall use the Stratonovich stochastic differential. We point out that the Helmholtz projection \( \Pi \) is necessary since the other terms are all divergence free (each one of \( u \cdot \nabla \xi \) and \( \xi \cdot \nabla u \) is not necessarily divergence free, but the difference turns out to be so), while \( \tilde{W}_t \circ \nabla \xi \) is in general not divergence free, though both the noise \( \tilde{W}_t \) and the vorticity \( \xi \) have this property. As in the last subsection, the operator \( \Pi \) makes it more difficult to show suppression of blow-up by transport noise. Let us remark that a more natural noise for (2.8) is of transport-stretching type (cf. [21]), i.e. \( \tilde{W}_t \circ \nabla \xi - \xi \circ \nabla \tilde{W}_t \), in which case the projection \( \Pi \) is not needed. There are however some difficulties that we are unable to overcome for the time being, and hence we restrict ourselves to the stochastic 3D Navier-Stokes equations (2.10) with projected transport noise.
Recall the noise defined in (1.4); inserting it into (2.10) we obtain the stochastic 3D Navier-Stokes equations in Stratonovich form:

\[ d\xi + \mathcal{L}_u \xi \, dt = \Delta \xi \, dt + \sqrt{\frac{3}{2} \kappa} \sum_{k \in \mathbb{Z}_0^3} \sum_{i=1}^2 \theta_{k,i} \Pi(\sigma_{k,i} \cdot \nabla \xi) \circ dW_t^{k,i}, \]  
(2.11)

where we have denoted for simplicity \( \mathcal{L}_u \xi = u \cdot \nabla \xi - \xi \cdot \nabla u \), i.e. the Lie derivative of \( \xi \) with respect to \( u \). We shall write \( \sum_{k \in \mathbb{Z}_0^3} \sum_{i=1}^2 \) simply as \( \sum_{k,i} \). In Itô form, the above equation reads as

\[ d\xi + \mathcal{L}_u \xi \, dt = [\Delta \xi + S^{(3)}_\theta(\xi)] \, dt + \sqrt{\frac{3}{2} \kappa} \sum_{k,i} \theta_{k,i} \Pi(\sigma_{k,i} \cdot \nabla \xi) \, dW_t^{k,i}, \]  
(2.12)

where the Stratonovich-Itô correction term is now given by

\[ S^{(3)}_\theta(\xi) = \frac{3}{2} \kappa \sum_{k,i} \theta_{k,i}^2 \Pi[\sigma_{k,i} \cdot \nabla \Pi(\sigma_{-k,i} \cdot \nabla \xi)]. \]  
(2.13)

We remark that this equation is equivalent to the Stratonovich equation (2.11), which enjoys similar energy estimate (2.9) as the deterministic system (2.8), because the noise part vanishes on the heat semigroup, and prove in Section 3.3 some estimates on the stochastic convolution. Therefore, a priori, we know that (2.12) is only locally well posed for general data, and it admits a unique global solution for initial vorticity \( \xi_0 \) with \( L^2 \)-norm less than \( r_0 \), where \( r_0 \) is the same value as in the deterministic case (see the end of the paragraph containing (2.9)).

Recall that \( H \) is the space of square integrable and divergence free vector fields on \( \mathbb{T}^3 \) with zero mean. Given an initial vorticity \( \xi_0 \in H \), denote by \( \xi(t; \xi_0, \kappa, \theta) \) the pathwise unique local solution to (2.12) and \( \tau = \tau(\xi_0, \kappa, \theta) \) the random maximal time of existence. Denote by \( B_H(L) = \{ \xi \in H : \|\xi\|_{L^2} \leq L \} \) and recall the noise coefficients \( \theta^N \) given in (1.9) for some fixed \( \gamma > 0 \). Here is the main result of this part.

**Theorem 2.4** (Quantitative estimate on blow-up probability). Fix some \( \alpha \in (0, 1/2) \) and big \( L > 0 \). There exist constants \( C = C(\alpha, L, r_0) > 0 \) and \( K(\alpha, L, r_0) > 0 \) such that if \( \kappa \geq K(\alpha, L, r_0) \), then for any \( \xi_0 \in B_H(L) \), it holds

\[ \mathbb{P}(\tau(\xi_0, \kappa, \theta^N) = +\infty) \geq 1 - C \left( \frac{\kappa^{1-\alpha}}{N^\alpha} + \frac{\kappa^{9/20}}{N^{3/5}} + \frac{\kappa}{N^{2\alpha}} \right). \]  
(2.14)

This result will be proved in Section 5. The parameter \( \alpha \) is due to the introduction of cut-off in the nonlinear part, see (5.6) below. The constants \( C(\alpha, L, r_0) \) and \( K(\alpha, L, r_0) \) can be computed explicitly though their expressions are a little complicated. The above estimate shows that, given large \( L > 0 \) which measures the size of initial data, we can fix some noise intensity \( \kappa \) such that, uniformly in \( \xi_0 \in B_H(L) \), the probability of existence of global solutions to (2.11) can be made arbitrarily close to 1 by choosing the noise with sufficiently high Fourier modes.

### 3 Preparations

In this section we make some preparations for proving Theorems 2.3 and 2.4. Section 3.1 contains the quantitative convergence results for the Stratonovich-Itô correctors which are the key ingredients of proofs in Sections 4 and 5. We provide in Section 3.2 some basic estimates on the heat semigroup, and prove in Section 3.3 some estimates on the stochastic convolution.
3.1 Convergence of the Stratonovich-Itô correctors

Recall the Stratonovich-Itô correctors \( S^{(d)}_{\theta}(\cdot) \) defined in (2.4) and (2.13), respectively in the 2D and 3D case. Due to the presence of the Helmholtz-Leray projection operator \( \Pi \), it is difficult to estimate \( S^{(d)}_{\theta}(\cdot) \) for general \( \theta \in \ell^2(\mathbb{Z}_d^d) \), \( d = 2, 3 \). Therefore, we consider the special sequence \( \{\theta^N\}_N \subset \ell^2(\mathbb{Z}_d^d) \) given in (1.10). This choice is inspired by [33, Theorem 5.1] which deals with the 3D case, and it is proved that \( S^{(3)}_{\theta^N}(v) \) converges in \( L^2(T^3, \mathbb{R}^3) \) to \( \frac{2}{3} \kappa \Delta v \) for smooth vector fields \( v \). Here we improve this result by establishing quantitative convergence rates.

**Theorem 3.1.** Let \( \theta^N \) be defined as in (1.9), \( N \geq 1 \). There exists a constant \( C > 0 \), independent of \( N \geq 1 \), such that for any \( s \in \mathbb{R} \) and \( \alpha \in [0, 1] \), and

- (2D case) for any divergence free field \( v \in H^s(T^2, \mathbb{R}^2) \), it holds

\[
\left\| S^{(2)}_{\theta^N}(v) - \frac{1}{4} \kappa \Delta v \right\|_{H^{s-2-\alpha}} \leq C \frac{\kappa}{N^\alpha} \|v\|_{H^s};
\]

(3.1)

- (3D case) for any divergence free field \( v \in H^s(T^3, \mathbb{R}^3) \), it holds

\[
\left\| S^{(3)}_{\theta^N}(v) - \frac{3}{5} \kappa \Delta v \right\|_{H^{s-2-\alpha}} \leq C \frac{\kappa}{N^\alpha} \|v\|_{H^s}.
\]

(3.2)

To prove this theorem, we shall follow some computations in the proof of [33, Theorem 5.1], but we need a few key improvements in order to find uniform constants independent of \( N \). The proof is a little long and will be postponed to the appendix, where we prove (3.1) in detail and briefly discuss the changes needed for proving (3.2).

3.2 Basic properties of the heat semigroup

First we state a well known property of the heat semigroup \( \{e^{t\Delta}\}_{t \geq 0} \), cf. [60].

**Lemma 3.2.** Let \( u \in H^\alpha, \alpha \in \mathbb{R} \). Then for any \( \rho \geq 0 \), it holds

\[
\|e^{t\Delta}u\|_{H^{\alpha+\rho}} \leq C_{\rho} t^{-\rho/2} \|u\|_{H^\alpha}
\]

for some constant increasing in \( \rho \).

The next lemma gives the regularizing properties of convolution with \( \{e^{\delta t\Delta}\}_{t \geq 0} \), where \( \delta > 0 \) is a fixed number. We refer to [31, Lemma 2.3] for a proof of the first result; the second one follows from similar computations.

**Lemma 3.3.** For any \( a < b \), \( \alpha \in \mathbb{R} \) and any \( f \in L^2(a, b; H^\alpha) \), it holds

\[
\left\| \int_a^t e^{\delta(t-s)\Delta} f_s \, ds \right\|_{H^{\alpha+1}}^2 \lesssim \frac{1}{\delta} \int_a^t \|f_s\|_{H^\alpha}^2 \, ds, \quad \forall \, t \in [a, b].
\]

Similarly, we have

\[
\int_a^b \left\| \int_a^t e^{\delta(t-s)\Delta} f_s \, ds \right\|_{H^{\alpha+2}}^2 \, dt \lesssim \frac{1}{\delta^2} \int_a^b \|f_s\|_{H^\alpha}^2 \, ds.
\]
3.3 Estimates on the stochastic convolution

Let $\delta > 0$ and $P_t = e^{\delta t \Delta}$, $t \geq 0$ be the heat semigroup. Let $\{f_t\}_{t \geq 0}$ be a stochastic process of vector fields on $\mathbb{T}^d$ satisfying the energy inequality

$$\|f_t\|_2^2 + \nu \int_s^t \|\nabla f_r\|_2^2 \, dr \leq \|f_s\|_2^2, \quad \forall t > s \geq 0. \tag{3.3}$$

In this part we follow the ideas of [31, Lemma 5.3] to deduce an estimate on the stochastic convolution

$$Z_{s,t} = \int_s^t P_{t-r} (dW_r \cdot \nabla f_r) = \sqrt{C_d K} \sum_{k,i} \theta_k \int_s^t P_{t-r} \Pi(\sigma_{k,i} \cdot \nabla f_r) \, dW_r^{k,i},$$

where $\Pi$ is the Helmholtz projection; we write $Z_t$ for $Z_{0,t}$. In the proof below, we will apply the BDG inequality to martingales taking values in general Hilbert spaces, see e.g. [61, Proposition 2.2.9].

**Theorem 3.4.** For any $n \geq 0$, and any $0 < \alpha < 1 \leq \frac{d}{2} < \beta \leq \frac{d}{2} + 2$, it holds

$$\int_n^{n+1} \mathbb{E}\|Z_{s,t}\|_{H^\alpha}^2 \, dt \lesssim_{\alpha, \beta} K \nu^{\frac{\alpha}{\alpha + \beta}} \delta^{\frac{\alpha (\beta + d + \delta)}{2(\alpha + \delta)}} \|\theta\|_{L^\infty}^2 \mathbb{E}\|f_n\|_{L^2}^2.$$

**Proof.** Given an $\alpha \in (0, 1)$, by the definition of $Z_{s,t}$, we have

$$\mathbb{E}\|Z_{s,t}\|_{H^\alpha}^2 = C_d K \mathbb{E}\left[ \sum_{k,i} \theta_k \int_s^t P_{t-r} \Pi(\sigma_{k,i} \cdot \nabla f_r) \, dW_r^{k,i}\right]^2_{H^\alpha} \lesssim \kappa \mathbb{E}\left[ \sum_{k,i} \theta_k^2 \int_n^t \|P_{t-r} \Pi(\sigma_{k,i} \cdot \nabla f_r)\|_{H^\alpha}^2 \, dr \right] \lesssim \frac{\kappa}{\delta^\alpha} \mathbb{E}\left[ \sum_{k,i} \theta_k^2 \int_n^t \frac{1}{(t-r)^\alpha} \|\sigma_{k,i} \cdot \nabla f_r\|_{L^2}^2 \, dr \right],$$

where the last step is due to Lemma 3.2 and the fact that $\|\Pi X\|_{H^\alpha} \leq \|X\|_{H^\alpha}$ for all $X \in H^\alpha(\mathbb{T}^d, \mathbb{R}^d)$ and $\alpha \in \mathbb{R}$. Using the simple inequality $\|\sigma_{k,i} \cdot \nabla f_r\|_{L^2} \leq \|\nabla f_r\|_{L^2}$, we obtain

$$\int_n^{n+1} \mathbb{E}\|Z_{s,t}\|_{H^\alpha}^2 \, dt \lesssim \frac{\kappa}{\delta^\alpha} \mathbb{E}\|\theta\|_{L^2}^2 \int_n^{n+1} \mathbb{E}\left[ \frac{1}{(t-r)^\alpha} \|\nabla f_r\|_{L^2}^2 \right] \, dr dt \leq \frac{\kappa}{1 - \alpha} \delta^\alpha \mathbb{E}\int_n^{n+1} \|\nabla f_r\|_{L^2}^2 \, dr,$$

where the last step follows from $\|\theta\|_{L^2} = 1$. Now by (3.3) we arrive at

$$\int_n^{n+1} \mathbb{E}\|Z_{s,t}\|_{H^\alpha}^2 \, dt \lesssim_{\alpha} \frac{\kappa}{\delta^\alpha} \mathbb{E}\|f_n\|_{L^2}^2. \tag{3.4}$$

Next, for $\beta \in (d/2, d/2 + d/2]$, we define $\varepsilon = (2\beta - d)/4$ which belongs to $(0, 1]$; then,

$$\mathbb{E}\|Z_{s,t}\|_{H^{-d/2-\varepsilon}}^2 \leq C_d K \mathbb{E}\left[ \sum_{k,i} \theta_k^2 \int_n^t \|P_{t-r} \Pi(\sigma_{k,i} \cdot \nabla f_r)\|_{H^{-d/2-2\varepsilon}}^2 \, dr \right] \lesssim \frac{\kappa}{\delta^{1-\varepsilon}} \mathbb{E}\left[ \sum_{k,i} \theta_k^2 \int_n^t \frac{\|\sigma_{k,i} \cdot \nabla f_r\|_{H^{-d/2-2\varepsilon}}^2}{(t-r)^{1-\varepsilon}} \, dr \right].$$
where the last step follows from Lemma 3.2. One has
\begin{align*}
\mathbb{E}\|Z_{n,t}\|_{H_{-\beta}}^2 & \lesssim \frac{\kappa}{\delta^{1-\varepsilon}}\|\theta\|_{L^{\infty}}^2 \mathbb{E} \int_{n}^{t} \frac{1}{(t-r)^{1-\varepsilon}} \sum_{k,i} \|\sigma_{k,i} \cdot \nabla f_r\|_{H_{-1-d/2-\varepsilon}}^2 \, dr. \tag{3.5}
\end{align*}

Since \(\sigma_{k,i}\) is divergence free, it holds
\[ \|\sigma_{k,i} \cdot \nabla f_r\|_{H_{-1-d/2-\varepsilon}} = \|\nabla \cdot (\sigma_{k,i} \otimes f_r)\|_{H_{-1-d/2-\varepsilon}} \lesssim \|\sigma_{k,i} \otimes f_r\|_{H_{-d/2-\varepsilon}} \lesssim \|e_k f_r\|_{H_{-d/2-\varepsilon}}. \]

We have
\begin{align*}
\sum_{k} \|e_k f_r\|_{H_{-d/2-\varepsilon}}^2 & = \sum_{k} \sum_{l} \frac{1}{|l|^{d+2\varepsilon}} |(e_k f_r, e_l)|^2 = \sum_{l} \frac{1}{|l|^{d+2\varepsilon}} \sum_{k} |(f_r, e_{l-k})|^2 \\
& = \|f_r\|_{L^2}^2 \sum_{l} \frac{1}{|l|^{d+2\varepsilon}} \lesssim \frac{1}{\varepsilon} \|f_r\|_{L^2},
\end{align*}

where the last step follows from the estimate
\[ \sum_{l} \frac{1}{|l|^{d+2\varepsilon}} \leq \int_{\{x \in \mathbb{R}^d : |x| \geq 1/2\}} \frac{dx}{|x|^{d+2\varepsilon}} \lesssim d \int_{1/2}^{\infty} \frac{ds}{s^{1+2\varepsilon}} \lesssim \frac{1}{\varepsilon}. \]

As a result, for any \(r \in [n, n+1]\),
\[ \sum_{k,i} \|\sigma_{k,i} \cdot \nabla f_r\|_{H_{-1-d/2-\varepsilon}}^2 \lesssim \frac{1}{\varepsilon} \|f_r\|_{L^2}^2 \leq \frac{1}{\varepsilon} \|f_n\|_{L^2}^2, \]

where the last step is due to (3.3). Substituting this estimate into (3.5) yields
\[ \mathbb{E}\|Z_{n,t}\|_{H_{-\beta}}^2 \lesssim \frac{\kappa}{\delta^{1-\varepsilon}}\|\theta\|_{L^{\infty}}^2 \mathbb{E} \int_{n}^{t} \frac{\|f_n\|_{L^2}^2}{(t-r)^{1-\varepsilon}} \, dr \lesssim \frac{\kappa}{\delta^{1-\varepsilon}}\|\theta\|_{L^{\infty}}^2 \mathbb{E}\|f_n\|_{L^2}^2. \]

Hence, recalling that \(\varepsilon = (2\beta - d)/4 > 0\),
\[ \int_{n}^{n+1} \mathbb{E}\|Z_{n,t}\|_{H_{-\beta}}^2 \, dt \lesssim_{d,\beta} \frac{\kappa}{\delta^{1+(d-2\beta)/4}}\|\theta\|_{L^{\infty}}^2 \mathbb{E}\|f_n\|_{L^2}^2. \tag{3.6} \]

Finally, for \(0 < \alpha < 1 \leq \frac{d}{2} < \beta \leq 2 + \frac{d}{2}\), by interpolation
\[ \|\phi\|_{L^2} \leq \|\phi\|_{H^{\alpha}}^{\beta/(\alpha+\beta)} \|\phi\|_{H_{-\beta}}^{\alpha/(\alpha+\beta)}, \quad \forall \phi \in H^{\alpha}, \]

we have
\[ \int_{n}^{n+1} \mathbb{E}\|Z_{n,t}\|_{L^2}^2 \, dt \leq \int_{n}^{n+1} \mathbb{E}\|Z_{n,t}\|_{H^{\alpha}}^{2\beta/(\alpha+\beta)} \|Z_{n,t}\|_{H_{-\beta}}^{2\alpha/(\alpha+\beta)} \, dt \]
\[ \leq \left( \int_{n}^{n+1} \mathbb{E}\|Z_{n,t}\|_{L^2}^2 \, dt \right)^{\beta/(\alpha+\beta)} \left( \int_{n}^{n+1} \mathbb{E}\|Z_{n,t}\|_{H_{-\beta}}^2 \, dt \right)^{\alpha/(\alpha+\beta)} \]

by Hölder’s inequality. Inserting the estimates (3.4) and (3.6) into the right-hand side of the above inequality, we obtain the desired result. \(\square\)

The following estimate on stochastic convolution has been proved in [31, Corollary 2.6]; there it is assumed that \(f\) is a process of real-valued functions, but the same computations still work in the case of vector fields, similarly as in the above result. Note that we only require \(f\) to be bounded in \(L^2\) almost surely.

**Theorem 3.5.** Assume that \(P\)-a.s. \(\sup_{t \in [0,T]} \|f_t\|_{L^2} \leq R\) (rather than (3.3)). Then for any \(\beta \in (0, d/2)\) and any \(\varepsilon \in (0, \beta)\), it holds
\[ \mathbb{E}\left[ \sup_{t \in [0,T]} \|Z_t\|_{H_{-\beta}}^2 \right] \lesssim_{\varepsilon, T} \kappa \delta^{\varepsilon^{-1}} \|\theta\|_{L^\infty}^{4(\beta-\varepsilon)/d} R^2. \]
4 Proof of Theorem 2.3

Recall the stochastic 2D Navier-Stokes equation (2.3) in Itô form:
\[
du + b(u) \, dt = \left( \nu \Delta u + S^{(2)}_{\theta}(u) \right) \, dt + \sqrt{2\kappa} \sum_{k} \theta_k \Pi(\sigma_k \cdot \nabla u) \, dW^k_t, \tag{4.1}
\]
where the Stratonovich correction term is defined as
\[
S^{(2)}_{\theta}(v) = 2\kappa \sum_{k} \theta^2_k \Pi(\sigma_k \cdot \nabla \Pi(\sigma_{-k} \cdot \nabla v)).
\]

We remark again that \(S^{(2)}_{\theta}(v)\) reduces to \(\kappa \Delta v\) if there were no \(\Pi\) on the right-hand side. It is difficult to compute the corrector for general \(\theta \in \ell^2\), and hence we consider the special sequence \(\{\theta^N\}_N \subset \ell^2\) given in (1.9). Though the solution \(u\) to the stochastic 2D Navier-Stokes equation (4.1) also depend on \(N \geq 1\), we omit it for ease of notation.

Inspired by the quantitative estimate (3.1) in Theorem 3.1, and replacing \(\theta\) by \(\theta^N\) in (4.1), we rewrite it as follows:
\[
du + b(u) \, dt = \left( \nu + \frac{1}{4} \kappa \right) \Delta u \, dt + \left( S^{(2)}_{\theta^N}(u) - \frac{1}{4} \kappa \Delta u \right) \, dt + \sqrt{2\kappa} \sum_{k} \theta^N_k \Pi(\sigma_k \cdot \nabla u) \, dW^k_t.
\]

Thanks to (3.1) and the energy identity (2.5), it is clear that \(\|S^{(2)}_{\theta^N}(u) - \frac{1}{4} \kappa \Delta u\|_{L^2(0,T;H^{-1-\alpha})} \to 0\) as \(N \to \infty\); therefore, this part can be seen as a small perturbation of the equation. In this section we denote by \(P_t = e^{(\nu + \kappa/4)t\Delta}, t \geq 0\). For any \(t > s \geq 0\), the above equation has the mild form
\[
u_t = P_{t-s}u_s - \int_s^t P_{t-r}b(u_r) \, dr + \int_s^t P_{t-r} \left( S^{(2)}_{\theta^N}(u_r) - \frac{1}{4} \kappa \Delta u_r \right) \, dr + Z_{s,t}, \tag{4.2}
\]
where \(Z_{s,t}\) denotes the stochastic convolution
\[
Z_{s,t} = \sqrt{2\kappa} \sum_{k} \theta^N_k \int_s^t P_{t-r} \Pi(\sigma_k \cdot \nabla u_r) \, dW^k_r. \tag{4.3}
\]

Using (3.1) and the mild formulation (4.2), we can prove the following result which, differently from [31, Lemma 5.3], does not give us a uniform estimate of \(\delta\) since \(\|u_0\|_{L^2}^2\) appears; such term is due to the nonlinearity \(b(u)\) in (4.2).

**Lemma 4.1.** There exists \(\delta > 0\) such that, for any \(n \geq 0\),
\[
\mathbb{E}\|u_{n+1}\|_{L^2}^2 \leq \delta \mathbb{E}\|u_n\|_{L^2}^2,
\]
where, for some \(0 < \alpha < 1 < \beta \leq 3\),
\[
\delta \lesssim_{\alpha,\beta} \frac{1}{\kappa} + \frac{1}{\kappa^\nu} \|u_0\|_{L^2}^2 + \frac{1}{N^2\nu} + \kappa \frac{4\beta - \alpha(2\beta + d)}{2(\alpha + \beta)} \nu^{-\frac{\alpha}{\alpha + \beta}} \left( \frac{1}{N} \right)^{\frac{2\beta}{\alpha + \beta}}.
\]
In particular, \(\delta\) can be as small as we want by first taking big \(\kappa > 0\), then choosing \(N \geq 1\) large enough.
Proof. The energy balance (2.5) implies that, P-a.s. \( \|u_t\|_{L^2} \) is decreasing in \( t > 0 \); hence, by the mild formulation (2.2),

\[
\|u_{n+1}\|_{L^2}^2 \leq \int_n^{n+1} \|u_t\|_{L^2}^2 \, dt \lesssim I_1 + I_2 + I_3 + I_4,
\]

where the four terms are defined in an obvious way. We estimate them one by one.

First, we have

\[
I_1 = \int_n^{n+1} \|P_{t-n}u_n\|_{L^2}^2 \, dt \leq \int_n^{n+1} e^{-8n^2t(\nu + \kappa/4)} \|u_n\|_{L^2}^2 \, dt \lesssim \frac{1}{\kappa} \|u_n\|_{L^2}^2.
\]

Next, we deal with the second term \( I_2 \) which involves the nonlinearity \( b(u) \): by the second estimate in Lemma 3.3,

\[
I_2 = \int_n^{n+1} \left( \int_n^t \|P_{t-n}b(u_{n,t})\|_{L^2}^2 \, dt \right) \, \|b(u_{n,t})\|_{H^{-2}}^2 \, dr.
\]

For any divergence free vector field \( \phi \in C^1(\mathbb{T}^2, \mathbb{R}^2) \), one has

\[
|\langle b(u_{n,t}), \phi \rangle| = |\langle u_{n,t} \cdot \nabla u_{n,t}, \phi \rangle| \leq \|u_{n,t}\|_{L^2}^2 \|\nabla \phi\|_{L^2} \leq \|u_{n,t}\|_{H^{1/2}}^2 \|\phi\|_{H^1},
\]

where the last step is due to the Sobolev embedding \( H^{1/2}(\mathbb{T}^2) \subset L^4(\mathbb{T}^2) \). We conclude that

\[
\|b(u_{n,t})\|_{H^{-2}} \lesssim \|b(u_{n,t})\|_{H^{-1}} \lesssim \|u_{n,t}\|_{H^{1/2}}^2 \leq \|u_{n,t}\|_{L^2}^2 \|u_{n,t}\|_{H^1};
\]

therefore,

\[
I_2 \lesssim \frac{1}{\kappa^2} \int_n^{n+1} \|u_{n,t}\|_{L^2}^2 \|u_{n,t}\|_{H^1}^2 \, dr \leq \frac{1}{\kappa^2} \|u_0\|_{L^2}^2 \int_n^{n+1} \|u_{n,t}\|_{H^1}^2 \, dr \lesssim \frac{1}{\kappa^2} \|u_0\|_{L^2}^2 \|u_n\|_{L^2}^2,
\]

where in the last step we have used the energy balance (2.5).

Now we deal with the third term: using the second inequality in Lemma 3.3

\[
I_3 = \int_n^{n+1} \left( \int_n^t \left( S_{\beta(t)}^{(2)}(u_{n,t}) - \frac{1}{4} \kappa \Delta u_{n,t} \right) \, dr \right) \|b(u_{n,t})\|_{H^{-2}}^2 \, dt
\]

\[
\lesssim \frac{1}{\kappa^2} \int_n^{n+1} \left( \|S_{\beta(t)}^{(2)}(u_{n,t}) - \frac{1}{4} \kappa \Delta u_{n,t}\|_{H^{-2}}^2 \right) \, dr.
\]

Applying the first assertion in Theorem 3.1 and (2.5) leads to

\[
I_3 \lesssim \frac{\kappa^2}{\kappa^2} \|u_{n,t}\|_{H^1}^2 \, dr \lesssim \frac{1}{\kappa^2} \|u_{n,t}\|_{H^1}^2.
\]

Finally, the last term \( I_4 \) involving the stochastic convolution \( Z_{n,t} \) can be treated by applying Theorem 3.4 with \( \delta = \nu + \kappa/4 \), \( \|\theta^N\|_{\ell^\infty} \sim 1/N \) (since \( d = 2 \)):

\[
\mathbb{E} I_4 = \int_n^{n+1} \mathbb{E} \|Z_{n,t}\|_{L^2}^2 \, dt \lesssim \kappa^{\frac{4\beta}{4(\alpha+\beta)+d}} \nu^{-\frac{\beta}{\alpha+\beta}} \left( \frac{1}{N} \right)^{\frac{2\theta}{\alpha+\beta}} \mathbb{E} \|u_n\|_{L^2}^2.
\]

Summarizing the estimates on \( I_i (i = 1, 2, 3, 4) \) we complete the proof. \( \square \)
Remark 4.2. The estimate on $I_2$ can be improved as below. For any divergence free smooth field $\phi$ and any $q > 2$, applying Hölder’s inequality with exponents $\frac{1}{q} + \frac{1}{q} + \frac{q-2}{q} = 1$ yields

$$ |b(u_r, \phi)| = |(u_r, u_r \cdot \nabla \phi)| \leq \|u_r\|_{L^q}^2 \|\nabla \phi\|_{L^{q/(q-2)}} \lesssim \|u_r\|_{H^{(q-2)/q} L^1}^2 \|\nabla \phi\|_{H^1},$$

where we have used Sobolev embeddings in dimension 2. Let $\eta = q - 2$; this implies

$$ \|b(u_r)\|_{H^{-2}} \lesssim \|u_r\|_{H^{(q-2)/q} L^1}^2 \lesssim \|u_r\|_{L^2}^{4/(2+\eta)} \|u_r\|_{H^1}^{2/(2+\eta)} $$

by interpolation. As a result,

$$ I_2 \lesssim \frac{1}{\kappa^2} \int_n^{n+1} \|u_r\|_{L^2}^{8/(2+\eta)} \left( \int_n^{n+1} \|u_r\|_{H^1}^2 \, dr \right)^{2n/(2+\eta)} \leq \frac{1}{\kappa^2} \|u_n\|_{L^2}^{8/(2+\eta)} \left( \int_n^{n+1} \|u_r\|_{H^1}^2 \, dr \right)^{2n/(2+\eta)} $$

where the last step is due to the non-increasing property of $r \mapsto \|u_r\|_{L^2}$. For $\eta < 2$, by Jensen’s inequality and the energy balance (2.5),

$$ I_2 \lesssim \frac{1}{\kappa^2} \|u_n\|_{L^2}^{8/(2+\eta)} \left( \int_n^{n+1} \|u_r\|_{H^1}^2 \, dr \right)^{2n/(2+\eta)} $$

$$ \leq \frac{1}{\kappa^2} \|u_n\|_{L^2}^{8/(2+\eta)} \left( \frac{1}{\lambda} \|u_n\|_{L^2}^2 \right)^{2n/(2+\eta)} $$

$$ = \frac{1}{\kappa^2 \lambda^{2n/(2+\eta)}} \|u_n\|_{L^2}^4 \leq \frac{\|u_0\|_{L^2}^2}{\kappa^2 \lambda^{2n/(2+\eta)}} \|u_n\|_{L^2}^2. $$

When the viscosity coefficient $\nu$ is small, this estimate improves the above one if we take $\eta > 0$ very small.

With the above estimates in mind, we can follow the ideas of the proof of [31, Theorem 1.] to show Theorem 2.3.

Proof of Theorem 2.3. Lemma 4.1 implies that there exists a small $\delta \in (0, 1)$ such that for any $n \geq 1$,

$$ E\|u_n\|_{L^2}^2 \leq \delta E\|u_{n-1}\|_{L^2}^2 \leq \cdots \leq \delta^n E\|u_0\|_{L^2}^2. $$

Recalling that $t \mapsto \|u_t\|_{L^2}$ is $\mathbb{P}$-a.s. decreasing, we have

$$ E\left( \sup_{t \in [n, n+1]} \|u_t\|_{L^2}^2 \right) = E\|u_n\|_{L^2}^2 \leq \delta^n E\|u_0\|_{L^2}^2 = e^{-2\lambda n} E\|u_0\|_{L^2}^2, $$

where $\lambda' = -\frac{1}{2} \log \delta > 0$. By Lemma 4.1, we can choose a suitable pair $(\kappa, \theta^N)$ such that $\lambda' > \lambda(1 + p/2)$, where $\lambda > 0$ and $p \geq 1$ are parameters in the statement of Theorem 2.3.

Now for any $n \geq 1$, we define

$$ A_n = \left\{ \omega \in \Omega : \sup_{t \in [n, n+1]} \|u_t(\omega)\|_{L^2} > e^{-\lambda n} \|u_0\|_{L^2} \right\}. $$

Then by Chebyshev’s inequality,

$$ \sum_n \mathbb{P}(A_n) \leq \sum_n \mathbb{P}(A_n) E\left( \sup_{t \in [n, n+1]} \|u_t\|_{L^2}^2 \right) \leq \sum_n e^{2(\lambda - \lambda')n} < +\infty, $$

therefore, by Borel-Cantelli lemma, for $\mathbb{P}$-a.s. $\omega \in \Omega$, there exists a big $N(\omega) \geq 1$ such that

$$ \sup_{t \in [n, n+1]} \|u_t(\omega)\|_{L^2} \leq e^{-\lambda n} \|u_0\|_{L^2} \quad \forall n > N(\omega). $$
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For $0 \leq n \leq N(\omega)$, we have

$$\sup_{t \in [n, n+1]} \|u_t(\omega)\|_{L^2} \leq \|u_n(\omega)\|_{L^2} = e^{\lambda_n} e^{-\lambda_n} \|u_n(\omega)\|_{L^2} \leq e^{\lambda N(\omega)} e^{-\lambda_n} \|u_0\|_{L^2}.$$ 

Thus, if we take $C(\omega) = e^{\lambda(1+\lambda N(\omega))}$, then it is easy to show that, $\mathbb{P}$-a.s. for all $t \geq 0$, $\|u_t(\omega)\|_{L^2} \leq C(\omega) e^{-\lambda N(\omega)} e^{-\lambda_n} \|u_0\|_{L^2}$.

It remains to estimate the $p$-th moment of the random variable $C(\omega)$; to this end, we need to estimate the tail probability $\mathbb{P}(\{N(\omega) \geq k\})$. Note that $N(\omega)$ may be defined as the largest integer $n$ such that $\sup_{t \in [n, n+1]} \|u_t(\omega)\|_{L^2} > e^{-\lambda_n} \|u_0\|_{L^2}$; hence

$$\{\omega \in \Omega : N(\omega) \geq k\} = \bigcup_{n=k}^{\infty} A_n.$$ 

Then, we have

$$\mathbb{P}(\{N(\omega) \geq k\}) \leq \sum_{n=k}^{\infty} \mathbb{P}(A_n) \leq \sum_{n=k}^{\infty} e^{2(\lambda - \lambda')} n = \frac{e^{2(\lambda - \lambda')k}}{1 - e^{2(\lambda - \lambda')}}.$$ 

As a result,

$$\mathbb{E}e^{\lambda p N(\omega)} = \sum_{n=0}^{\infty} e^{\lambda pk} \mathbb{P}(\{N(\omega) = k\}) \leq \frac{1}{1 - e^{2(\lambda - \lambda')}} \sum_{n=0}^{\infty} e^{\lambda pk} e^{2(\lambda - \lambda')k} < +\infty,$$

where the last step is due to the choice of $\lambda'$. Therefore $C(\omega)$ has finite $p$-th moment. 

5 Proof of Theorem 2.4

This section consists of two parts: we provide in Section 5.1 some preliminary estimates on the limit equation (5.3) and on the approximating equations (5.6) with cut-off, together with stability estimates on the nonlinearity (see Propositions 5.5 and 5.6); the proof of Theorem 2.4 is given in Section 5.2, where we estimate the blow-up probability by using the mild formulations of both approximating equations and limit equation, as well as the key ingredient (3.2).

5.1 Some preliminary results

Recall the stochastic 3D Navier-Stokes equations in vorticity form:

$$d\xi + \mathcal{L}_u \xi \, dt = [\Delta \xi + S^{(3)}_\theta(\xi)] \, dt + \sqrt{\frac{3}{2}} \kappa \sum_{k,i} \theta_k \Pi(\sigma_{k,i} \cdot \nabla \xi) \, dW^k_i,$$  

(5.1)

where the Stratonovich-Itô correction term is

$$S^{(3)}_\theta(\xi) = \frac{3}{2} \kappa \sum_{k,i} \theta_k \Pi(\sigma_{k,i} \cdot \nabla \Pi(\sigma_{-k,i} \cdot \nabla \xi)) \cdot \nabla \xi.$$  

(5.2)

Thanks to the second claim in Theorem 3.1 taking $\theta = \theta^N$ in (5.1) and letting $N \to \infty$, if we can show that the martingale part vanishes, then the limit equation would be the vorticity form of deterministic 3D Navier-Stokes equations

$$\partial_t \xi + \mathcal{L}_u \xi = \left(1 + \frac{3}{5} \kappa \right) \Delta \xi.$$  

(5.3)

We first prove the following basic estimate on the solutions to (5.3); in this section $H \subset L^2(\mathbb{T}^3, \mathbb{R}^3)$ is the subspace of divergence free vector fields on $\mathbb{T}^3$. 
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Lemma 5.1. There exists $C_1 > 0$ with the following property: given $\xi_0 \in H$, if $\kappa \geq C_1 \|\xi_0\|_{L^2}^4 + 1$, then (5.3) admits a unique global solution $\{\xi_t\}_{t \geq 0}$ satisfying

$$\max \left\{ \sup_{t \geq 0} \left( e^{2t} \|\xi_t\|_{L^2}^2 \right), \int_0^\infty \|\nabla \xi_t\|_{L^2}^2 \, dt \right\} \leq \|\xi_0\|_{L^2}^2.$$

(5.4)

Proof. The estimates below are close in spirit to those in [31, Lemma 4.3]. Let $\kappa_1 = 1 + \frac{3}{2} \kappa$; using (5.3) it holds

$$\frac{d}{dt} \|\xi\|_{L^2}^2 = 2 \langle \xi, -\mathcal{L}_u \xi + \kappa_1 \Delta \xi \rangle = 2 \langle \xi, \xi \cdot \nabla u \rangle - 2 \kappa_1 \|\nabla \xi\|_{L^2}^2,$$

where we have used $\langle \xi, u \cdot \nabla \xi \rangle = 0$ since $u$ is divergence free. By Hölder’s inequality and Sobolev embedding in 3D, we obtain

$$|\langle \xi, \xi \cdot \nabla u \rangle| \leq \|\xi\|_{L^2}^3 \|\nabla u\|_{L^3} \lesssim \|\xi\|_{L^3}^3 \lesssim \|\xi\|_{H^{1/2}}^3 \lesssim \|\xi\|_{L^2}^{3/2} \|\nabla \xi\|_{L^2}^{3/2},$$

where the last step is due to interpolation of Sobolev norms. Applying Young’s inequality with exponents $\frac{1}{4} + \frac{3}{4} = 1$ leads to

$$|\langle \xi, \xi \cdot \nabla u \rangle| \leq c_0 \|\xi\|_{L^2}^6 + \frac{1}{2} \|\nabla \xi\|_{L^2}^2.$$

Hence, it holds

$$\frac{d}{dt} \|\xi\|_{L^2}^2 + \|\nabla \xi\|_{L^2}^2 \leq 2c_0 \|\xi\|_{L^2}^6 - \frac{6}{5} \|\nabla \xi\|_{L^2}^2.$$

Recall the Poincaré inequality $4\pi^2 \|\xi\|_{L^2}^2 \leq \|\nabla \xi\|_{L^2}^2$; we have

$$\frac{d}{dt} \|\xi\|_{L^2}^2 + \|\nabla \xi\|_{L^2}^2 \leq 2c_0 \|\xi\|_{L^2}^6 - \frac{24\pi^2}{5} \kappa \|\xi\|_{L^2}^4 \leq \left( \frac{24\pi^2}{5} \kappa - 2c_0 \|\xi\|_{L^2}^4 \right) \|\xi\|_{L^2}^2. \quad (5.5)$$

Now we claim that the constant

$$C_1 = \frac{5}{12\pi^2} c_0$$

fulfills our requirement. Indeed, if $\kappa \geq C_1 \|\xi_0\|_{L^2}^4 + 1$, then

$$\frac{24\pi^2}{5} \kappa - 2c_0 \|\xi_0\|_{L^2}^4 \geq \frac{24\pi^2}{5} \left( \frac{5}{12\pi^2} c_0 \|\xi_0\|_{L^2} + 1 \right) - 2c_0 \|\xi_0\|_{L^2}^4 = \frac{24\pi^2}{5} > 1;$$

combining this with (5.5) we deduce that $\frac{d}{dt} \|\xi_t\|_{L^2}^2 < 0$ for $t = 0$, thus the energy $\|\xi_t\|_{L^2}^2$ is decreasing for small time, and also $\frac{24\pi^2}{5} \kappa - 2c_0 \|\xi_t\|_{L^2}^4 > 1$ will be true for all later times. As a result, we have

$$\frac{d}{dt} \|\xi\|_{L^2}^2 \leq -\|\xi\|_{L^2}^2$$

implying $\|\xi_t\|_{L^2} \leq e^{-t} \|\xi_0\|_{L^2}$ for all $t \geq 0$. We also deduce from (5.5) that

$$\int_0^\infty \|\nabla \xi_t\|_{L^2}^2 \, dt \leq \|\xi_0\|_{L^2}^2.$$

We complete the proof. \qed
Due to the nonlinear term in \(5.1\), solutions might blow up in finite time; thus we introduce a cut-off in this part. Let \(\alpha \in (0, 1/2)\); we consider the following stochastic 3D Navier-Stokes equations with cut-off:

\[
\begin{aligned}
d\xi + g_{\alpha,R}(\xi)\mathcal{L}_u \xi \, dt &= \Delta \xi \, dt + \sqrt{3} \sum_{k,i} \theta_k \Pi(\sigma_{k,i} \cdot \nabla \xi) \, \circ dW^{k,i} \\
&= [\Delta \xi + S^{(3)}_{\alpha}(\xi)] \, dt + \sqrt{3} \sum_{k,i} \theta_k \Pi(\sigma_{k,i} \cdot \nabla \xi) \, dW^{k,i},
\end{aligned}
\tag{5.6}
\]

where \(g_{\alpha,R}(\xi) = g_R(\|\xi\|_{H^{-\alpha}})\) is a cut-off function, with \(g_R \in C([0, \infty); [0, 1])\) satisfying \(g_R \equiv 1\) on \([0, R]\) and \(g_R \equiv 0\) on \([R + 1, \infty)\), having Lipschitz constant \(1\). Note that if \(\xi\) solves \(5.6\) on some interval \([0, T]\) and \(\sup_{t \in [0, T]} \|\xi_t\|_{H^{-\alpha}} \leq R\), then it also solves the original stochastic 3D Navier-Stokes equations \(5.1\) without cut-off. We would like to stress that the cut-off is carefully designed according to the nonlinearities of partial differential equations (PDEs); here, for \(\alpha\) restricted to \((0, 1/2)\), the cut-off based on \(H^{-\alpha}\)-norm of solution works for our purpose, also in the deterministic case (i.e. the first equation in \(5.0\) without noise). For other nonlinear PDEs we need different choices of cut-off. Thanks to the cut-off, global existence of solutions holds for \(5.0\) for any initial data \(\xi_0 \in H\); this can be proved by first showing the existence of weak solutions and pathwise uniqueness, then applying the Yamada-Watanabe theorem, see e.g. \([33, \text{Theorem 1.3}]\) which makes use of an estimate similar to Lemma \(5.2\) below. From this estimate we see that, choosing a bigger threshold \(R\) if necessary, \(\|\xi\|_{L^2}\) blows up only if \(\|\xi\|_{H^{-\alpha}}\) does so.

**Lemma 5.2.** Let \(\alpha \in (0, 1/2)\) and \(R > 0\) be fixed. There exists a constant \(C_\alpha\) such that the unique solution \(\xi\) to \(5.0\) satisfies

\[
\sup_{t \in [0, T]} \|\xi_t\|_{L^2}^2 + \int_0^T \|\nabla \xi_s\|_{L^2}^2 \, ds \leq \|\xi_0\|_{L^2}^2 + C_\alpha(R + 1)^{6/(1-2\alpha)} T \, \mathbb{P}\text{-a.s.} \tag{5.7}
\]

**Proof.** The proof is similar to that of Lemma \(5.1\) here we give a sketch.

Using the Stratonovich structure and the divergence free property of the noise, we obtain the energy balance

\[
d\|\xi\|_{L^2}^2 = 2\langle \xi, -g_{\alpha,R}(\xi)\mathcal{L}_u \xi + \Delta \xi \rangle \, dt = 2g_{\alpha,R}(\xi)\langle \xi, \xi \cdot \nabla u \rangle \, dt - 2\|\nabla \xi\|_{L^2}^2 dt.
\]

We estimate the nonlinear term as follows:

\[
g_{\alpha,R}(\xi)\langle \xi, \xi \cdot \nabla u \rangle \leq g_{\alpha,R}(\xi)\|\xi\|_{L^2}^3 \lesssim g_{\alpha,R}(\xi)\|\xi\|_{H^{1/2}}^3 \lesssim \|\xi\|_{H^{1/2}}^3 \lesssim g_{\alpha,R}(\xi)\|\nabla \xi\|_{L^2}^{3(1+2\alpha)/(2(1+\alpha))} \lesssim g_{\alpha,R}(\xi)\|\nabla \xi\|_{H^{-\alpha}}^{3/(2(1+\alpha))} \lesssim \frac{1}{2}\|\nabla \xi\|_{L^2}^2 + C_\alpha g_{\alpha,R}(\xi)\|\xi\|_{H^{-\alpha}}^{6/(1-2\alpha)},
\]

where the last step follows from Young’s inequality with exponents (which is allowed due to \(\alpha \in (0, 1/2)\))

\[
\frac{3(1+2\alpha)}{4(1+\alpha)} + \frac{1-2\alpha}{4(1+\alpha)} = 1.
\]

The properties of \(g_{\alpha,R}\) leads to

\[
d\|\xi\|_{L^2}^2 + \|\nabla \xi\|_{L^2}^2 \, dt \leq C_\alpha(R + 1)^{6/(1-2\alpha)} dt.
\]

This immediately implies the desired result. \(\square\)
Note that the above estimate is independent of the noise parameters $\kappa > 0$ and $\theta \in \ell^2(\mathbb{Z}^3)$.

**Remark 5.3.** If we consider equation (5.3) with cut-off $g_{a,R}(\xi)$ in front of the nonlinear term, then similarly $\|\xi\|_{L^2}$ blows up only if $\|\xi\|_{H^{-\alpha}}$ does so. In particular, if $\kappa$ is chosen to be a function of $\xi_0$ as in Lemma 5.1 and $\|\xi_0\|_{L^2} \leq R$, then the solutions to (5.3) coincide with those of the 3D Navier-Stokes equations with cut-off.

Before moving forward, we present the following technical results which are classical.

**Lemma 5.4.** Let $V \in L^2(\mathbb{T}^3, \mathbb{R}^3)$ be a divergence free vector field.

(i) Let $\beta \in (0, 1/2)$; if $V \in H^2$, then for any $f \in H^{-\beta}$, one has

$$
\|V \cdot \nabla f\|_{H^{-1-\beta}} \lesssim \|V\|_{H^2} \|f\|_{H^{-\beta}}.
$$

(ii) Let $\beta \in (0, 1/2)$; if $f \in H^2$, then

$$
\|V \cdot \nabla f\|_{H^{-1-\beta}} \lesssim \|V\|_{H^2} \|f\|_{H^{-\beta}}.
$$

(iii) Let $\beta \in (0, 3/2)$; if $V \in H^s$ for some $s \in [0, 3/2 - \beta]$ and $f \in H^{3/2-\beta-s}$, then

$$
\|V \cdot \nabla f\|_{H^{-1-\beta}} \lesssim \|V\|_{H^s} \|f\|_{H^{3/2-\beta-s}}.
$$

**Proof.** (i) As $V$ is divergence free, we have $\|V \cdot \nabla f\|_{H^{-1-\beta}} = \|\nabla \cdot (V f)\|_{H^{-1-\beta}} \lesssim \|V f\|_{H^{-\beta}}$. By Sobolev embedding in the 3D case, $V \in C^s$ for any $s < 1/2$. Fix $s \in (\beta, 1/2)$; then for any $\varphi \in H^1$, it holds $\|V \varphi\|_{H^s} \lesssim \|V\|_{C^s} \|\varphi\|_{H^s} \lesssim \|V\|_{H^2} \|\varphi\|_{H^s}$. Therefore,

$$
|\langle V f, \varphi \rangle| \lesssim \|f\|_{H^{-\beta}} \|V \varphi\|_{H^s} \lesssim \|f\|_{H^{-\beta}} \|V\|_{H^2} \|\varphi\|_{H^s}
$$

which implies $\|V f\|_{H^{-\beta}} \lesssim \|f\|_{H^{-\beta}} \|V\|_{H^2}$. Summarizing these estimates we obtain the first assertion.

(ii) The second estimate can be proved in the same way by using again that $\|V \cdot \nabla f\|_{H^{-1-\beta}} \lesssim \|V f\|_{H^{-\beta}}$ and exchanging the role of $V$ and $f$.

(iii) The proof of the last assertion is classical, see e.g. [63, Lemma 2.1]; we give the proof for reader’s convenience. For any $\varphi \in C^\infty$, by Hölder’s inequality with $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1$,

$$
|\langle V \cdot \nabla f, \varphi \rangle| = |\langle f, V \cdot \nabla \varphi \rangle| \lesssim \|f\|_{L^p} \|V\|_{L^q} \|\nabla \varphi\|_{L^r}.
$$

Recall the Sobolev embedding in 3D: for $\gamma \in [0, 3/2)$, it holds $H^\gamma \subset L^q$ with $\frac{1}{q} = \frac{1}{2} - \frac{\gamma}{3}$; we can choose the exponents $p, q, r$ such that

$$
|\langle V \cdot \nabla f, \varphi \rangle| \lesssim \|f\|_{H^{3/2-\beta-s}} \|V\|_{H^s} \|\nabla \varphi\|_{H^s} \lesssim \|f\|_{H^{3/2-\beta-s}} \|V\|_{H^s} \|\varphi\|_{H^{1+\beta}}.
$$

Since $\varphi \in C^\infty$ is arbitrary, we obtain the desired result.

Recall the nonlinearity with cut-off in (5.6); for simplicity we define

$$
F(\xi) = g_{a,R}(\xi) L u \xi, \quad \xi \in H^1,
$$

where $g_{a,R}(\xi) = g_R(\|\xi\|_{H^{-\alpha}})$ is the cut-off and $u = K \ast \xi$, $K$ being the Biot-Savart kernel on $\mathbb{T}^3$, which is a bounded linear operator from $H^a$ into $H^{a+1}$ for any $a \in \mathbb{R}$.

**Proposition 5.5.** Let $\alpha \in (0, 1/2)$, it holds that

$$
\|F(\xi) - F(\tilde{\xi})\|_{H^{-1-\alpha}} \lesssim \|\xi - \tilde{\xi}\|_{H^{-\alpha}} (\|\xi\|_{H^1} + \|\tilde{\xi}\|_{H^1} + \|\xi\|_{L^2} + \|\tilde{\xi}\|_{L^2}).
$$
Proof. Let \( \tilde{u} = K \ast \tilde{\xi} \); then
\[
F(\xi) - F(\tilde{\xi}) = g_{\alpha,R}(\xi)(\mathcal{L}_{\alpha} \xi - \mathcal{L}_{\tilde{\alpha}} \tilde{\xi}) + (g_{\alpha,R}(\xi) - g_{\alpha,R}(\tilde{\xi})) \mathcal{L}_{\tilde{\alpha}} \tilde{\xi} =: I_1 + I_2.
\]
We first estimate \( I_2 \). The Lipschitz property of \( g_R \) yields
\[
|g_{\alpha,R}(\xi) - g_{\alpha,R}(\tilde{\xi})| \leq \|g_R\|_{\text{Lip}} \|\xi\|_{H^{-\alpha}} - \|\tilde{\xi}\|_{H^{-\alpha}} \leq \|\xi - \tilde{\xi}\|_{H^{-\alpha}}.
\]
Note that both \( \tilde{u} \) and \( \tilde{\xi} \) are divergence free fields; by items (i)-(ii) of Lemma 5.4 with \( \beta = \alpha \),
\[
\|\mathcal{L}_{\tilde{\alpha}} \tilde{\xi}\|_{H^{-1-\alpha}} \leq \|\tilde{u} \cdot \nabla \tilde{\xi}\|_{H^{-1-\alpha}} + \|\tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-1-\alpha}} \lesssim \|\tilde{u}\|_{H^2} \|\tilde{\xi}\|_{H^{-\alpha}} \lesssim \|\tilde{\xi}\|_{H^1} \|\tilde{\xi}\|_{L^2}.
\]
Summarizing these estimates yields
\[
\|I_2\|_{H^{-1-\alpha}} \lesssim \|\xi - \tilde{\xi}\|_{H^{-\alpha}} \|\tilde{\xi}\|_{H^1} \|\tilde{\xi}\|_{L^2}. \tag{5.8}
\]
It remains to estimate \( I_1 \). Since \( 0 \leq g_R \leq 1 \) we have
\[
\|I_1\|_{H^{-1-\alpha}} \leq \|\mathcal{L}_{u} \xi - \mathcal{L}_{\tilde{u}} \tilde{\xi}\|_{H^{-1-\alpha}} \leq \|u \cdot \nabla \xi - \tilde{u} \cdot \nabla \tilde{\xi}\|_{H^{-1-\alpha}} + \|\xi \cdot \nabla u - \tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-1-\alpha}}.
\]
Denote the two quantities on the right-hand side by \( I_{1,1} \) and \( I_{1,2} \). It holds that
\[
I_{1,1} \leq \|(u - \tilde{u}) \cdot \nabla \xi\|_{H^{-1-\alpha}} + \|	ilde{u} \cdot \nabla (\xi - \tilde{\xi})\|_{H^{-1-\alpha}};
\]
for the first term, applying Lemma 5.4 iii) with \( \beta = \alpha \) and \( s = 1 - \alpha \) leads to
\[
\|(u - \tilde{u}) \cdot \nabla \xi\|_{H^{-1-\alpha}} \lesssim \|u - \tilde{u}\|_{H^{1-\alpha}} \|\xi\|_{H^{1/2}} \lesssim \|\xi - \tilde{\xi}\|_{H^{-\alpha}} \|\xi\|_{H^1},
\]
while the second term can be treated with Lemma 5.4 i):
\[
\|\tilde{u} \cdot \nabla (\xi - \tilde{\xi})\|_{H^{-1-\alpha}} \lesssim \|\tilde{u}\|_{H^2} \|\xi - \tilde{\xi}\|_{H^{-\alpha}} \lesssim \|\tilde{\xi}\|_{H^1} \|\xi - \tilde{\xi}\|_{H^{-\alpha}}.
\]
To sum up, we arrive at
\[
I_{1,1} \lesssim (\|\xi\|_{H^1} + \|\tilde{\xi}\|_{H^1}) \|\xi - \tilde{\xi}\|_{H^{-\alpha}}.
\]
Next, we turn to estimate the second quantity:
\[
I_{1,2} \leq \|\xi \cdot \nabla (u - \tilde{u})\|_{H^{-1-\alpha}} + \|\tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-1-\alpha}}.
\]
By Lemma 5.4(iii) with \( \beta = \alpha \) and \( s = 1/2 \), we have
\[
\|\xi \cdot \nabla (u - \tilde{u})\|_{H^{-1-\alpha}} \lesssim \|\xi\|_{H^{1/2}} \|u - \tilde{u}\|_{H^{1-\alpha}} \lesssim \|\xi\|_{H^1} \|\xi - \tilde{\xi}\|_{H^{-\alpha}};
\]
moreover, item (ii) of Lemma 5.4 implies that
\[
\|\tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-1-\alpha}} \lesssim \|\xi - \tilde{\xi}\|_{H^{-\alpha}} \|\tilde{u}\|_{H^2} \lesssim \|\xi - \tilde{\xi}\|_{H^{-\alpha}} \|\tilde{\xi}\|_{H^1}.
\]
Therefore, we arrive at
\[
I_{1,2} \lesssim (\|\xi\|_{H^1} + \|\tilde{\xi}\|_{H^1}) \|\xi - \tilde{\xi}\|_{H^{-\alpha}}.
\]
Summarizing these arguments gives us
\[
\|I_1\|_{H^{-1-\alpha}} \lesssim (\|\xi\|_{H^1} + \|\tilde{\xi}\|_{H^1}) \|\xi - \tilde{\xi}\|_{H^{-\alpha}},
\]
which, combined with (5.8), completes the proof. \( \square \)
We will also need the following result whose proof is similar as above.

**Proposition 5.6.** It holds that
\[ \|F(\xi) - F(\tilde{\xi})\|_{H^{-3/2}} \lesssim \|\xi - \tilde{\xi}\|_{L^2} (\|\xi\|_{L^2} + \|\tilde{\xi}\|_{L^2} + \|\tilde{\xi}\|_{L^2}^2). \]

**Proof.** Let \( I_1 \) and \( I_2 \) be defined as in the proof of Proposition 5.3. Again we start with estimating \( I_2 \). Clearly, we have
\[ |g_{\alpha,R}(\xi) - g_{\alpha,R}(\tilde{\xi})| \leq \|\xi - \tilde{\xi}\|_{H^{-a}} \leq \|\xi - \tilde{\xi}\|_{L^2}. \]

Recall that \( \mathcal{L}_u\tilde{\xi} = \tilde{u} \cdot \nabla \tilde{\xi} - \tilde{\xi} \cdot \nabla \tilde{u} \); applying Lemma 5.1(iii) with \( \beta = 1/2 \) and \( s = 1 \) leads to
\[ \|\tilde{u} \cdot \nabla \tilde{\xi}\|_{H^{-3/2}} \lesssim \|\tilde{u}\|_{H^1}||\tilde{\xi}||_{L^2} \lesssim ||\tilde{\xi}||_{L^2}^2; \]

similarly, Lemma 5.1(iii) with \( \beta = 1/2 \) and \( s = 0 \) yields \( ||\tilde{\xi} \cdot \nabla \tilde{u}||_{H^{-3/2}} \lesssim ||\tilde{\xi}||_{L^2}||\tilde{u}||_{H^1} \lesssim ||\tilde{\xi}||_{L^2}^2. \)

As a consequence,
\[ \|I_2\|_{H^{-3/2}} \lesssim \|\xi - \tilde{\xi}\|_{L^2}||\tilde{\xi}||_{L^2}^2. \]

Next, we have
\[ \|I_1\|_{H^{-3/2}} \leq \|u \cdot \nabla \xi - \tilde{u} \cdot \nabla \tilde{\xi}\|_{H^{-3/2}} + \|\xi \cdot \nabla u - \tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-3/2}}. \]

For the first quantity, by the triangle inequality and taking \( \beta = 1/2 \) and \( s = 1 \) in Lemma 5.1(iii) leads to
\[ \|u \cdot \nabla \xi - \tilde{u} \cdot \nabla \tilde{\xi}\|_{H^{-3/2}} \lesssim \|(u - \tilde{u}) \cdot \nabla \xi\|_{H^{-3/2}} + \|\tilde{u} \cdot \nabla (\xi - \tilde{\xi})\|_{H^{-3/2}} \lesssim \|u - \tilde{u}\|_{H^1}||\xi||_{L^2} + \|\tilde{u}\|_{H^1}||\xi - \tilde{\xi}||_{L^2} \lesssim (||\xi||_{L^2} + ||\tilde{\xi}||_{L^2})||\xi - \tilde{\xi}||_{L^2}. \]

In the same way, taking \( s = 0 \) give us
\[ \|\xi \cdot \nabla u - \tilde{\xi} \cdot \nabla \tilde{u}\|_{H^{-3/2}} \lesssim \|\xi \cdot \nabla (u - \tilde{u})\|_{H^{-3/2}} + \|(\xi - \tilde{\xi}) \cdot \nabla \tilde{u}\|_{H^{-3/2}} \lesssim \||\xi||_{L^2}||u - \tilde{u}||_{H^1} + ||\xi - \tilde{\xi}||_{L^2}||\tilde{u}||_{H^1} \lesssim (||\xi||_{L^2} + ||\tilde{\xi}||_{L^2})||\xi - \tilde{\xi}||_{L^2}. \]

Summing up the above estimates we complete the proof. \( \square \)

### 5.2 Proof of Theorem 2.4

The strategy of proof is similar to that of [33, Theorem 1.6]; there we only claimed the existence of some noise such that the blow-up probability of solutions to stochastic 3D Navier-Stokes equations (5.1) is sufficiently small. The quantitative estimates below allow us to choose noise parameters according to prescribed threshold for blow-up probability.

We begin with describing the idea of proof. We fix parameters \( \alpha \in (0, 1/2) \) and \( L > 0 \). Recall the constant \( C_1 \) in Lemma 5.1 and fix \( \kappa \geq C_1L^4 + 1 \) and \( R = 2L \). We shall compare the pathwise unique solution \( \xi \) to
\[ d\xi = [\Delta \xi - g_{\alpha,R}(\xi)\mathcal{L}_u\xi] \, dt + \Pi(\circ \, dW \cdot \nabla \xi) \]
\[ = [\Delta \xi + S_{\alpha}^{(3)}(\xi) - g_{\alpha,R}(\xi)\mathcal{L}_u\xi] \, dt + \Pi(dW \cdot \nabla \xi) \quad (5.9) \]
with \( \tilde{\xi} \) to
\[ \partial_t \tilde{\xi} = \left(1 + \frac{3}{5}\kappa\right)\Delta \tilde{\xi} - g_{\alpha,R}(\tilde{\xi})\mathcal{L}_u\tilde{\xi}. \quad (5.10) \]
The noise \( W \) is determined by \( \kappa \) and \( \theta^N \in \ell^2 \) as in (1.4); the solution \( \xi \) also depends on \( N \) but we omit it for simplicity. Note that we add a cut-off to the nonlinearity of deterministic limit equation and denote its solution with a tilde. Both equations are equipped with the same initial data \( \xi_0 \in H \) with \( \| \xi_0 \|_{L^2} \leq L \). By Remark 5.3, the solution \( \tilde{\xi} \) coincides with the one to (5.3) without cut-off, which satisfies (5.4); in particular, \( \| \tilde{\xi}_t \|_{L^2} \) decreases exponentially fast, and as a consequence, \( \| \xi \|_{C([0,T];H^{-\alpha})} \) is bounded by \( \| \xi_0 \|_{L^2} \leq L \).

As mentioned above Lemma 5.2, if \( \sup_{t \in [0,T]} \| \xi_t \|_{H^{-\alpha}} \leq R = 2L \), then \( \xi \) also solves on \([0,T]\) the stochastic 3D Navier-Stokes equations (5.1) without cut-off. Furthermore, if, for some big \( t_0 \in [0,T] \), \( \| \xi_{t_0} \|_{L^2} \) is small enough (e.g. less than the constant \( r_0 \) mentioned below (2.9)), then we can regard \( \xi_{t_0} \) as an initial condition and it is known that (5.1) admits a unique global solution for such initial data. Therefore, our purpose is to show that, with large probability, \( \xi \) is close to \( \tilde{\xi} \) both in \( C([0,T];H^{-\alpha}) \) and in \( L^2(T-1,T;L^2) \): the first closeness implies \( \xi \) is a solution to (5.1) on \([0,T]\), while the second one will allow us to extend the solution to \( +\infty \).

Indeed, if for some large \( T \) one has \( \| \xi - \tilde{\xi} \|_{L^2(T-1,T;L^2)} \vee \| \tilde{\xi} \|_{L^2(T-1,T;L^2)} \leq r_0/2 \), then there exists some \( t_0 \in [T-1,T] \) such that \( \| \xi_{t_0} \|_{L^2} \leq r_0 \). We shall make these considerations rigorous in the sequel. For simplicity, we assume \( r_0 \leq 1 \).

Recall that \( \tau(\xi_0,\kappa,\theta) \) is the blow-up time of solution to (5.1) (i.e. (2.12)) with initial data \( \xi_0 \). The above discussions imply that

\[
\{ \tau(\xi_0,\kappa,\theta) = +\infty \} \supset \left\{ \sup_{t \in [0,T]} \| \xi_t \|_{H^{-\alpha}} \leq 2L \right\} \cap \left\{ \| \xi \|_{L^2(T-1,T;L^2)} \leq r_0 \};
\]

as a result,

\[
\mathbb{P}(\tau(\xi_0,\kappa,\theta) < +\infty) \leq \mathbb{P}\left( \sup_{t \in [0,T]} \| \xi_t \|_{H^{-\alpha}} > 2L \right) + \mathbb{P}\left( \| \xi \|_{L^2(T-1,T;L^2)} > r_0 \right). \tag{5.11}
\]

It remains to estimate the two probabilities on the right-hand side.

We make some preparations. Take \( T = 1 + \log(2L/r_0) \), then by Lemma 5.1 it holds \( \| \tilde{\xi}_t \|_{L^2} \leq r_0/2 \) for all \( t \geq T - 1 \). For parameters \( L, \kappa, R \) and \( T \) chosen as above, Lemma 5.2 gives us

\[
\sup_{t \in [0,T]} \| \xi_t \|_{L^2}^2 + \int_0^T \| \nabla \xi_s \|_{L^2}^2 \, ds \leq L^2 + C_\alpha(2L + 1)^{6/(1-2\alpha)} T =: K_{\alpha,L,T}; \tag{5.12}
\]

in particular, by Poincaré’s inequality,

\[
\int_0^T \| \xi_s \|_{H^1}^2 \, ds = \int_0^T \left( \| \xi_s \|_{L^2}^2 + \| \nabla \xi_s \|_{L^2}^2 \right) \, ds \leq \left( \frac{1}{4\pi^2} + 1 \right) \int_0^T \| \nabla \xi_s \|_{L^2}^2 \, ds \leq 2K_{\alpha,L,T}. \tag{5.13}
\]

Recalling the notation \( F(\xi) \) defined above Proposition 5.5, we rewrite the Itô form of equation (5.3) as follows:

\[
d\xi = \left( 1 + \frac{3}{5} \kappa \right) \Delta \xi \, dt + \left( S^{(3)}_{\theta^N}(\xi) - \frac{3}{5} \kappa \Delta \xi \right) \, dt - F(\xi) \, dt + \Pi(dW \cdot \nabla \xi).
\]

By (5.2) and (5.13), the second term on the right-hand side vanishes in \( L^2(0,T;H^{-1-\alpha}) \) as \( N \to \infty \). Let \( P_t = e^{(1+3\kappa/5)\Delta}, \ t \geq 0 \); the above equation can be written in mild form as

\[
\xi_t = P_t \xi_0 + \int_0^t P_{t-s} \left( S^{(3)}_{\theta^N}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \right) \, ds - \int_0^t P_{t-s} F(\xi_s) \, ds + Z_t,
\]
where the stochastic convolution is expressed as

\[ Z_t = \sqrt{\frac{3}{2}} \kappa \sum_{k,i} \theta_k \int_0^t P_{t-s} \Pi(\sigma_{k,i} \cdot \nabla \xi_s) \, dW_s^{k,i}. \]

We also write the deterministic equation (5.10) in mild form:

\[ \tilde{\xi}_t = P_t \xi_0 - \int_0^t P_{t-s} F(\tilde{\xi}_s) \, ds. \]

Therefore, defining the difference \( \eta_t = \xi_t - \tilde{\xi}_t \), we have

\[ \eta_t = \int_0^t P_{t-s} \left( S(3)_{0,\alpha}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \right) \, ds \quad \text{and} \quad \int_0^t P_{t-s} (F(\xi_s) - F(\tilde{\xi}_s)) \, ds + Z_t. \quad (5.14) \]

**Lemma 5.7.** There exists a constant \( C = C_{\alpha,L,r_0} > 0 \) such that

\[ \mathbb{P} \left( \sup_{t \in [0,T]} \| \xi_t \|_{H^{-\alpha}} > 2L \right) \leq C_{\alpha,L,r_0} \left( \frac{\kappa}{N^{2\alpha}} + \frac{\kappa^{\alpha/2}}{N^\alpha} \right). \]

**Proof.** Under the condition \( \kappa \geq C_1 L^4 + 1 \), the solution \( \tilde{\xi} \) also solves the deterministic 3D Navier-Stokes equations (5.3) without cut-off and fulfills \( \sup_{t \in [0,T]} \| \tilde{\xi}_t \|_{H^{-\alpha}} \leq \sup_{t \in [0,T]} \| \tilde{\xi}_t \|_{L^2} \leq L \). The triangle inequality implies

\[ \| \xi_t \|_{H^{-\alpha}} \leq \| \tilde{\xi}_t \|_{H^{-\alpha}} + \| \eta_t \|_{H^{-\alpha}} \leq L + \| \eta_t \|_{H^{-\alpha}}. \]

Therefore,

\[ \mathbb{P} \left( \sup_{t \in [0,T]} \| \xi_t \|_{H^{-\alpha}} > 2L \right) \leq \mathbb{P} \left( \sup_{t \in [0,T]} \| \eta_t \|_{H^{-\alpha}} > L \right) \leq \frac{1}{L^2} \mathbb{E} \left[ \sup_{t \in [0,T]} \| \eta_t \|_{H^{-\alpha}}^2 \right]. \quad (5.15) \]

It suffices to estimate the right-hand side.

By (5.14) and Lemma 3.3,

\[ \| \eta_t \|_{H^{-\alpha}}^2 \leq \frac{\kappa}{\kappa} \int_0^t \| S(3)_{0,\alpha}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \|_{H^{-1-\alpha}}^2 \, ds + \frac{1}{\kappa} \int_0^t \| F(\xi_s) - F(\tilde{\xi}_s) \|_{H^{-1-\alpha}}^2 \, ds + \| Z_t \|_{H^{-\alpha}}^2. \]

Now we apply (5.2) and Proposition 5.5 to obtain

\[ \| \eta_t \|_{H^{-\alpha}}^2 \lesssim \frac{\kappa}{N^{2\alpha}} \int_0^t \| \xi_s \|_{H^1}^2 \, ds + \| Z_t \|_{H^{-\alpha}}^2 \]

\[ + \frac{1}{\kappa} \int_0^t \| \eta_s \|_{H^{-\alpha}} \left( \| \xi_s \|_{H^1}^2 + \| \tilde{\xi}_s \|_{H^1}^2 + \| \tilde{\xi}_s \|_{L^2}^2 \right) \, ds. \]

Gronwall's inequality implies, for all \( t \leq T \),

\[ \| \eta_t \|_{H^{-\alpha}}^2 \lesssim \left( \frac{\kappa}{N^{2\alpha}} \| \xi_t \|_{L^2(0,T;H^1)}^2 + \sup_{t \in [0,T]} \| Z_t \|_{H^{-\alpha}}^2 \right) \]

\[ \times \exp \left( \frac{1}{\kappa} \int_0^T \left( \| \xi_s \|_{H^1}^2 + \| \tilde{\xi}_s \|_{H^1}^2 + \| \tilde{\xi}_s \|_{L^2}^2 \right) \, ds \right). \]
Recall that $\tilde{\xi}$ solves the deterministic equation (5.3) and fulfills the estimates in (5.4); we apply Poincaré’s inequality as in (5.13) to get

$$\int_0^T (\|\tilde{\varphi}\|_{H^1}^2 + \|\tilde{\varphi}\|_{H^2}^2 \|\tilde{\varphi}\|_{L^2}^2) \, ds \leq 2L^2(L^2 + 1).$$

Combining the above computations with (5.13), we have, for any $t \leq T$,

$$\|\eta_t\|_{H^{-\alpha}}^2 \lesssim \exp \left( \frac{2}{\kappa} [K_{\alpha,L,T} + L^2(L^2 + 1)] \right) \left( \frac{2\kappa}{N^{2\alpha}} K_{\alpha,L,T} + \sup_{t \in [0,T]} \|Z_t\|_{H^{-\alpha}}^2 \right).$$

As a result,

$$\mathbb{E} \left[ \sup_{t \in [0,T]} \|\eta_t\|_{H^{-\alpha}}^2 \right] \lesssim \exp \left( \frac{2}{\kappa} [K_{\alpha,L,T} + L^2(L^2 + 1)] \right) \left( \frac{K_{\alpha,L,T}}{N^{\alpha}} + \mathbb{E} \left[ \sup_{t \in [0,T]} \|Z_t\|_{H^{-\alpha}}^2 \right] \right).$$

Applying Theorem 3.3 with $\delta = 1 + \frac{3}{5} \kappa$, $\beta = \alpha$, $\epsilon = \alpha/2$ and $d = 3$ yields

$$\mathbb{E} \left[ \sup_{t \in [0,T]} \|Z_t\|_{H^{-\alpha}}^2 \right] \lesssim \alpha,T \frac{K_{\alpha,L,T}}{N^{\alpha}} K_{\alpha,L,T},$$

where we have also used $\|\theta^N\|_{\ell^{\infty}} \sim N^{-3/2}$ and the bound (5.12). To sum up, we obtain

$$\mathbb{E} \left[ \sup_{t \in [0,T]} \|\eta_t\|_{H^{-\alpha}}^2 \right] \lesssim \alpha,T \exp \left( \frac{2}{\kappa} [K_{\alpha,L,T} + L^2(L^2 + 1)] \right) \left( \frac{K_{\alpha,L,T}}{N^{\alpha}} + \frac{K_{\alpha,L,T}}{N^{\alpha}} \right) K_{\alpha,L,T}.$$ (5.16)

Inserting this estimate into (5.15) and noting that $T = 1 + \log(2L/r_0)$, we complete the proof.

Next we estimate the second probability on the right-hand side of (5.11).

**Lemma 5.8.** Let $\kappa \geq (C_1L^4 + 1) \vee (2(K_{\alpha,L,T} + 1))^{1/2}$. For any $a \in (0, 1)$ and $b \in (3/2, 7/2]$, there exists a constant $C = C_{\alpha,L,r_0,a,b} > 0$ such that

$$\mathbb{P}(\|\xi\|_{L^2(T-1,T;L^2)} > r_0) \leq C_{\alpha,L,r_0,a,b} \left( \frac{K_{1-a}}{N^{2a}} + \frac{C}{N^2} + \frac{K_{\alpha}}{N^2} + \frac{4\kappa^2}{(a+b)\kappa} N^{-\frac{2a}{a+b}} \right).$$

**Proof.** Recall that $\|\tilde{\xi}\|_{L^2} \leq r_0/2$ for all $t \geq T - 1$. The triangle inequality implies

$$\|\xi\|_{L^2(T-1,T;L^2)} \leq \|\tilde{\xi}\|_{L^2(T-1,T;L^2)} + \|\eta\|_{L^2(T-1,T;L^2)} \leq \frac{r_0}{2} + \|\eta\|_{L^2(T-1,T;L^2)},$$

therefore,

$$\mathbb{P}(\|\xi\|_{L^2(T-1,T;L^2)} > r_0) \leq \mathbb{P}(\|\eta\|_{L^2(T-1,T;L^2)} > r_0/2).$$ (5.17)

It remains to estimate the probability on the right-hand side.

We rewrite (5.14) as follows: for $t \in [T-1,T]$,

$$\eta_t = P_{t-T+1}(\eta_{T-1}) + \int_{T-1}^t P_{t-s} \left( S_{\theta^N}^{(3)}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \right) \, ds$$

$$- \int_{T-1}^t P_{t-s} (F(\xi_s) - F(\tilde{\xi}_s)) \, ds + Z_{T-1,t},$$
where $Z_{T-1,t}$ is the stochastic convolution defined as before. We estimate the $L^2$-norm:

$$
\|\eta_t\|_{L^2}^2 \lesssim \|P_{t-T+1}(\eta_{T-1})\|_{L^2}^2 + I_1(t) + I_2(t) + \|Z_{T-1,t}\|_{L^2}^2,
$$

(5.18)

where

$$
I_1(t) = \left\| \int_{t}^{T} P_{t-s} \left( S_{0}^{(3)}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \right) ds \right\|_{L^2}^2,
$$

$$
I_2(t) = \left\| \int_{t}^{T} P_{t-s} (F(\xi_s) - F(\tilde{\xi}_s)) ds \right\|_{L^2}^2.
$$

Recall that $P_t = e^{t(1+3\kappa/5)\Delta}$, $t \geq 0$. First, for $\alpha \in (0,1/2)$ as above,

$$
\int_{T-1}^{T} \|P_{t-T+1}(\eta_{T-1})\|_{L^2}^2 d t \lesssim_{\alpha} \int_{T-1}^{T} \frac{1}{(\kappa(t-T+1))^\alpha} \|\eta_{T-1}\|_{H^{-\alpha}}^2 d t \lesssim_{\alpha} \frac{1}{\kappa^\alpha} \|\eta_{T-1}\|_{H^{-\alpha}}^2.
$$

Therefore, by (5.16),

$$
\mathbb{E} \int_{T-1}^{T} \|P_{t-T+1}(\eta_{T-1})\|_{L^2}^2 d t \lesssim \frac{1}{\kappa^\alpha} \mathbb{E} \left[ \sup_{t \in [0,T]} \|\eta_t\|_{H^{-\alpha}}^2 \right] \lesssim \exp \left( \frac{2}{\kappa} [K_{\alpha,L,T} + L^2(L^2 + 1)] \right) \left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^{\alpha} \kappa^{\alpha/2}} \right) K_{\alpha,L,T}.
$$

Next, by the second estimate in Lemma 3.3 and (3.2),

$$
\int_{T-1}^{T} I_1(t) d t \lesssim \frac{1}{\kappa^2} \int_{T-1}^{T} \left\| S_{0}^{(3)}(\xi_s) - \frac{3}{5} \kappa \Delta \xi_s \right\|_{H^{-2}}^2 d s \lesssim \frac{C}{N^2} \int_{T-1}^{T} \|\xi_s\|_{H^1}^2 d s \leq \frac{C}{N^2} K_{\alpha,L,T},
$$

where the last step follows from (5.13). Similarly, applying Proposition 5.6 yields

$$
\int_{T-1}^{T} I_2(t) d t \lesssim \frac{1}{\kappa^2} \int_{T-1}^{T} \|F(\xi_s) - F(\tilde{\xi}_s)\|_{H^{-2}}^2 d s \lesssim \frac{1}{\kappa^2} \int_{T-1}^{T} \|\eta_s\|_2^2 \left( \|\xi_s\|_2^2 + \|\tilde{\xi}_s\|_2^2 + \|\tilde{\xi}_s\|_2^4 \right) d s.
$$

Recall that $\|\tilde{\xi}_s\|_2 \leq r_0/2 \leq 1/2$ for $s \in [T-1,T]$; using the bound on $\xi$ we have

$$
\int_{T-1}^{T} I_2(t) d t \lesssim \frac{1}{\kappa^2} (K_{\alpha,L,T} + 1) \int_{T-1}^{T} \|\eta_s\|_2^2 d s.
$$

Finally, with the bound (5.12) in mind, we can repeat the proof of Theorem 3.4 (with $\delta = 1 + 3\kappa/5$ and $\nu = 1$) to estimate the term involving stochastic convolution: for $0 < a < 1$ and $3/2 < b \leq 7/2$,

$$
\mathbb{E} \int_{T-1}^{T} \|Z_{T-1,t}\|_{L^2}^2 d t \lesssim \kappa^{- \frac{4b-20b-3a}{4(a+4)}} N^{-\frac{3a}{a+4}} K_{\alpha,L,T}.
$$

Combining these estimates with (5.18) leads to

$$
\mathbb{E} \int_{T-1}^{T} \|\eta_t\|_{L^2}^2 d t \lesssim \exp \left( \frac{2}{\kappa} [K_{\alpha,L,T} + L^2(L^2 + 1)] \right) \left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^{\alpha} \kappa^{\alpha/2}} \right) K_{\alpha,L,T} + \frac{C}{N^2} K_{\alpha,L,T}
$$

$$
+ \frac{1}{\kappa^2} (K_{\alpha,L,T} + 1) \mathbb{E} \int_{T-1}^{T} \|\eta_s\|_2^2 d s + \kappa^{- \frac{4b-20b-3a}{4(a+4)}} N^{-\frac{3a}{a+4}} K_{\alpha,L,T}.
$$
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By the choice of $\kappa$, we have $\frac{1}{\kappa^2}(K_{\alpha,L,T} + 1) \leq \frac{1}{2}$ and thus
\[
\mathbb{E} \int_{T-1}^{T} \|\eta_t\|_{L^2}^2 \, dt \leq \exp \left( \frac{2}{\kappa} \left[ K_{\alpha,L,T} + L^2(L^2 + 1) \right] \right) \left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^\alpha K^{\alpha/2}} \right) K_{\alpha,L,T} \left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^\alpha K^{\alpha/2}} \right) 
\]
\[+ \frac{C}{N^{2\alpha}} K_{\alpha,L,T} + \kappa \frac{4b - 2b \cdot 3a}{b} N^{-\frac{3a}{a+b}} K_{\alpha,L,T} \]
\[\leq \tilde{K}_{\alpha,L,T}\left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^\alpha K^{\alpha/2}} + C \frac{4b - 2b \cdot 3a}{b} N^{-\frac{3a}{a+b}} \right). \]

Therefore,
\[
\mathbb{P}(\|\eta\|_{L^2(T-1,T;L^2)} > r_0/2) \leq \frac{4}{r_0^2} \mathbb{E} \int_{T-1}^{T} \|\eta_t\|_{L^2}^2 \, dt \leq \frac{4}{r_0^2} \tilde{K}_{\alpha,L,T}\left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^\alpha K^{\alpha/2}} + C \frac{4b - 2b \cdot 3a}{b} N^{-\frac{3a}{a+b}} \right). \]

Substituting this estimate into (5.17) completes the proof. \qed

Finally we are ready to prove the main result.

Proof of Theorem 2.4 Taking $a = 1/2$ and $b = 2$ in Lemma 5.8 we deduce that for some constant $\check{C} = \check{C}_{\alpha,L,r_0} > 0$ it holds
\[
\mathbb{P}(\|\xi\|_{L^2(T-1,T;L^2)} > r_0) \leq \check{C}_{\alpha,L,r_0}\left( \frac{\kappa^{1-\alpha}}{N^{2\alpha}} + \frac{1}{N^\alpha K^{\alpha/2}} + \frac{1}{N^2} + \frac{\kappa^{9/20}}{N^{3/5}} \right) \leq 2\check{C}_{\alpha,L,r_0}\left( \frac{\kappa^{1-\alpha}}{N^{\alpha}} + \frac{\kappa^{9/20}}{N^{3/5}} \right)
\]
since $\kappa \geq 1$. Combining this result with (5.11) and Lemma 5.7 we complete the proof. \qed

A Proof of Theorem 3.1

This section is devoted to the proof of Theorem 3.1 we shall only prove the first estimate since the second one can be proved in the same way by improving some estimates in [33, Section 5], see Remark A.7 for a brief discussion of necessary modifications.

Let $\Pi^\perp$ be the projection operator orthogonal to $\Pi$: for any vector field $X \in L^2(T^2, \mathbb{R}^2)$, $\Pi^\perp X$ is the gradient part of $X$. Formally,
\[
\Pi^\perp X = \nabla \Delta^{-1} \text{div}(X).
\]
On the other hand, if $X = \sum_{l \in \mathbb{Z}_0^2} X_l e_l$, $X_l \in \mathbb{C}^2$, then
\[
\Pi^\perp X = \sum_l \frac{l \cdot X_l}{|l|^2} l e_l = \nabla \left[ \frac{1}{2 \pi i} \sum_l \frac{l \cdot X_l}{|l|^2} e_l \right].
\]
Now for a divergence vector field $v$ on $T^2$, recall the Stratonovich-Itô corrector
\[
S_{\theta}^{(2)}(v) = 2\kappa \sum_k \theta_k^2 [\sigma_k \cdot \nabla \Pi(\sigma_{-k} \cdot \nabla v)].
\]
Using the operator $\Pi^\perp$, we have
\[
\Pi(\sigma_{-k} \cdot \nabla v) = \sigma_{-k} \cdot \nabla v - \Pi^\perp(\sigma_{-k} \cdot \nabla v).
\]
Noting that, by (1.8) and the fact that \(\sigma_k \cdot \nabla \sigma_{-k} \equiv 0\),
\[
2\kappa \sum_k \theta_k^2 \Pi[\sigma_k \cdot \nabla (\sigma_{-k} \cdot \nabla v)] = \kappa \Pi[\Delta v] = \kappa \Delta v,
\]
where the last step is due to the divergence free property of \(v\), hence,
\[
S_{\theta}^{(2)}(v) = \kappa \Delta v - 2\kappa \sum_k \theta_k^2 \Pi[\sigma_k \cdot \nabla \Pi^\perp (\sigma_{-k} \cdot \nabla v)].
\]
We shall denote the second term on the right-hand side by \(S_{\theta}^+(v)\). Therefore, the first assertion in Theorem 3.1 follows if we can prove
\[
\left\| S_{\theta}^+(v) - \frac{3}{4} \kappa \Delta v \right\|_{H^{s-2-\alpha}} \leq C \frac{\kappa}{\sqrt{N\alpha}} \|v\|_{H^s}.
\]  
(A.4)

Now we assume the divergence free vector field \(v\) has the Fourier expansion
\[
v = \sum_l v_l \sigma_l,
\]
where the coefficients \(\{v_l : l \in \mathbb{Z}_0^2\} \subset \mathbb{C}\) satisfy \(\overline{v_l} = v_{-l}\). We begin with finding the exact expression for \(S_{\theta}^+(v)\).

**Lemma A.1.** We have
\[
S_{\theta}^+(v) = -8\pi^2 \kappa \sum_l v_l \Pi \left\{ \left[ \sum_k \theta_k^2 (a_k \cdot l)^2 (a_l \cdot (k - l)) \frac{k - l}{|k - l|^2} \right] e_l \right\}.
\]  
(A.5)

**Proof.** We give a proof by using the formula (A.2); one can also proceed with (A.1), cf. [33] Section 5. We have
\[
\nabla v(x) = \sum_l v_l \nabla \sigma_l(x) = 2\pi i \sum_l v_l (a_l \otimes l) e_l(x).
\]
Note that \(\sigma_{-k}(x) = a_k e_{-k}(x)\); thus
\[
(\sigma_{-k} \cdot \nabla v)(x) = 2\pi i \sum_l v_l (a_k \cdot l) a_l e_{l-k}(x).
\]
By the first equality in (A.2), we have
\[
\Pi^+(\sigma_{-k} \cdot \nabla v)(x) = 2\pi i \sum_l v_l (a_k \cdot l) (a_l \cdot (l - k)) \frac{l - k}{|l - k|^2} e_{l-k}(x).
\]  
(A.6)

As a consequence,
\[
\left[ \sigma_k \cdot \nabla \Pi^+(\sigma_{-k,\alpha} \cdot \nabla v) \right](x)
= 2\pi i \sum_l v_l (a_k \cdot l) (a_l \cdot (l - k)) \frac{l - k}{|l - k|^2} e_k(x) a_k \cdot \nabla e_{l-k}(x)
= (2\pi i)^2 \sum_l v_l (a_k \cdot l) (a_l \cdot (l - k)) \frac{l - k}{|l - k|^2} (a_k \cdot (l - k)) e_k(x) e_{l-k}(x)
= -4\pi^2 \sum_l v_l (a_k \cdot l)^2 (a_l \cdot (k - l)) \frac{k - l}{|k - l|^2} e_l(x),
\]
where in the last step we have used \(a_k \cdot k = 0\). This immediately gives us the desired identity. \(\square\)
In the next lemma we compute explicitly the projected quantity in (A.5). Let $\angle_{k,l}$ be the angle between two vectors $k$ and $l$.

**Lemma A.2.** We have

$$S_{\theta}^{\perp}(v) = -8\pi^2 \kappa \sum_{l} v_l |l|^2 \left[ \sum_{k} \theta_k^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k - l))^2}{|k - l|^2} \right] \sigma_l.$$  

**Proof.** First, noting that \( \{a_k, \frac{k}{|k|}\} \) is an ONB of \( \mathbb{R}^2 \) for any \( k \in \mathbb{Z}_0^2 \), we have

$$\langle a_k \cdot l \rangle^2 = |l|^2 - \left( \frac{l \cdot k}{|k|} \right)^2 = |l|^2 \left( 1 - \left( \frac{l \cdot k}{|l||k|} \right)^2 \right) = |l|^2 \sin^2 \angle_{k,l}.$$  

Therefore, we can rewrite (A.5) as

$$S_{\theta}^{\perp}(v) = -8\pi^2 \kappa \sum_{l} v_l |l|^2 \Pi \left\{ \left[ \sum_{k} \theta_k^2 \sin^2(\angle_{k,l})(a_l \cdot (k - l)) \frac{k - l}{|k - l|^2} \right] e_l \right\}$$  

(A.7)

where the second step follows from the linearity of \( \Pi \).

Since \( \{\sigma_j\}_{j \in \mathbb{Z}_0^2} \) is a CONB in the space of square integrable and divergence free vector fields on \( \mathbb{T}^2 \) with zero mean, one has \( \Pi((k - l)e_l) = \sum_j \langle (k - l)e_l, \sigma_j \rangle \sigma_j = ((k - l) \cdot a_l) \sigma_l \). Substituting this result into (A.7) leads to the desired equality. \( \square \)

Recall the sequence $\theta^N \in \ell^2$ defined in (1.9). The next result is a crucial step for proving the limit (A.4).

**Proposition A.3.** There exists some constant $C > 0$ such that for any $l \in \mathbb{Z}_0^2$ and for all $N \geq 1$, it holds

$$\left| \sum_{k} (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k - l))^2}{|k - l|^2} - \frac{3L}{8} \right| \leq C \frac{|l|}{N}.$$  

Suppose we have already proved this result; we now turn to prove (A.4).

**Proof of (A.4).** For any $N \geq 1$, by Lemma A.2

$$S_{\theta^N}^{\perp}(v) = -8\pi^2 \kappa \sum_{l} v_l |l|^2 \left[ \sum_{k} (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k - l))^2}{|k - l|^2} \right] \sigma_l.$$  

Since $v = \sum l v_l \sigma_l$ one has

$$\frac{3}{4} \kappa \Delta v = -3\pi^2 \kappa \sum_{l} v_l |l|^2 \sigma_l,$$

therefore,

$$S_{\theta^N}^{\perp}(v) - \frac{3}{4} \kappa \Delta v = -8\pi^2 \kappa \sum_{l} v_l |l|^2 \left[ \sum_{k} (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k - l))^2}{|k - l|^2} - \frac{3}{8} \right] \sigma_l.$$  

Fix any $L > 0$; we have

$$\left\| S_{\theta^N}^{\perp}(v) - \frac{3}{4} \kappa \Delta v \right\|_{H^{s+2-\alpha}}^2 = K_{L,1} + K_{L,2}.$$  
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where \((C = 64\pi^4)\)

\[
K_{L,1} = C\kappa^2 \sum_{|l| \leq L} |v_l|^2 |l|^{2(\alpha-\alpha)} \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k-l))^2}{|k-l|^2} - \frac{3}{8},
\]

\[
K_{L,2} = C\kappa^2 \sum_{|l| > L} |v_l|^2 |l|^{2(\alpha-\alpha)} \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot (k-l))^2}{|k-l|^2} - \frac{3}{8}.
\]

Next we estimate the two quantities above. By Proposition \(\text{A.3}\)

\[
K_{L,1} \leq C'\kappa^2 \sum_{|l| \leq L} |v_l|^2 |l|^{2(\alpha-\alpha+1)} \frac{1}{N^2} \leq C'\kappa^2 \frac{L^2(1-\alpha)}{N^2} \sum_{|l| \leq L} |v_l|^2 |l|^{2s} \leq C'\kappa^2 \frac{L^2(1-\alpha)}{N^2} \|v\|_{H^s}^2.
\]

Moreover, since \(|a_l| = 1\) and \(\|\theta_N\|_{L^2} = 1\), one has

\[
K_{L,2} \leq C\kappa^2 \sum_{|l| > L} |v_l|^2 |l|^{2(\alpha-\alpha)} \left( \sum_k (\theta_k^N)^2 + \frac{3}{8} \right)^2
\]

\[
\leq 4C\kappa^2 \sum_{|l| > L} |v_l|^2 |l|^{2s} \frac{1}{L^{2\alpha}} \leq C'\kappa^2 \frac{1}{L^{2\alpha}} \|v\|_{H^s}^2.
\]

Summarizing these estimates and taking \(L = N\), we complete the proof of \(\text{A.4}\).

Next we prove Proposition \(\text{A.3}\) for which we need some preparations.

\textbf{Lemma A.4.} For any \(l \in \mathbb{Z}^2\) and all \(N \geq 1\) it holds

\[
\left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \left( \frac{(a_l \cdot (k-l))^2}{|k-l|^2} - \frac{(a_l \cdot k)^2}{|k|^2} \right) \right| \leq \frac{4|l|}{N}.
\]

\textbf{Proof.} We have

\[
\left| \frac{(a_l \cdot (k-l))^2}{|k-l|^2} - \frac{(a_l \cdot k)^2}{|k|^2} \right| \leq \left| \frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} \right|
\]

where \(\| \cdot \|\) is the operator norm of matrices. Note that

\[
\frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} = \frac{k - l}{|k-l|} \otimes \left( \frac{k - l}{|k|} \right) + \left( \frac{k - l}{|k-l|} \right) \otimes \frac{k}{|k|},
\]

and thus

\[
\left| \frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} \right| \leq 2 \left| \frac{k - l}{|k-l|} \right| \leq 2 \frac{|k| - |l|}{|k|}.
\]

Next, since

\[
\frac{k - l}{|k-l|} - \frac{k}{|k|} = \left( \frac{1}{|k-l|} - \frac{1}{|k|} \right) \left( k - l \right) - \frac{l}{|k|},
\]

one has

\[
\left| \frac{k - l}{|k-l|} - \frac{k}{|k|} \right| \leq \frac{|k| - |l|}{|k|} + \frac{|l|}{|k|} \leq 2 \frac{|l|}{|k|}.
\]

Combining the above estimates we obtain

\[
\left| \frac{(a_l \cdot (k-l))^2}{|k-l|^2} - \frac{(a_l \cdot k)^2}{|k|^2} \right| \leq \left| \frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} \right| \leq \frac{4|l|}{|k|}.
\]
Finally, recalling the definition of $\theta^N$ in (1.9), it holds
\[
\sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \left| \frac{(a_l \cdot (k - l))^2}{|k - l|^2} - \frac{(a_l \cdot k)^2}{|k|^2} \right| \leq \sum_{N \leq |k| \leq 2N} (\theta_k^N)^2 \times 4 \frac{|l|}{|k|} \leq \frac{4|l|}{N}.
\]

The proof is complete. \(\square\)

We also need the following result.

**Lemma A.5.** Let $\{\theta^N\}_{N \geq 1} \subset \ell^2$ be given as in (1.9). There exists a $C > 0$, independent of $N \geq 1$ and $l \in \mathbb{Z}_0^2$, such that
\[
\left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_l \cdot k)^2}{|k|^2} - \frac{1}{\Lambda N} \int_{\{N \leq |x| \leq 2N\}} \frac{1}{|x|^{2\gamma}} \sin^2(\angle_{x,l}) \frac{(a_l \cdot x)^2}{|x|^2} \, dx \right| \leq \frac{C}{N}.
\]

**Remark A.6.** In the 2D case, for any $l \in \mathbb{Z}_0^2$, $\{a_l, \frac{1}{|l|}\}$ is an ONB of $\mathbb{R}^2$; it is easy to see that
\[
\frac{(a_l \cdot x)^2}{|x|^2} = \sin^2(\angle_{x,l}),
\]
thus the expression of integrand can be simplified. However, for the 3D case discussed in Remark A.7, such simplification no longer holds; thus we decide to do the computations below using this more complicated expression, in order to shed some light on the computations in the 3D case.

**Proof of Lemma A.5.** For any $l \in \mathbb{Z}_0^2$, we define the function
\[
g_l(x) = \sin^2(\angle_{x,l}) \frac{(a_l \cdot x)^2}{|x|^2}, \quad x \in \mathbb{R}^2, x \neq 0;
\]
clearly, $\|g_l\|_\infty \leq 1$. We shall prove that there exists $C > 0$, independent of $N \geq 1$ and $l \in \mathbb{Z}_0^2$, such that
\[
\left| \sum_k (\theta_k^N)^2 g_l(k) - \frac{1}{\Lambda N} \int_{\{N \leq |x| \leq 2N\}} g_l(x) \frac{1}{|x|^{2\gamma}} \, dx \right| \leq \frac{C}{N}.
\]
(A.8)

Let $\square(k)$ be the unit square centered at $k \in \mathbb{Z}^2$ such that all sides have length 1 and are parallel to the coordinate axes. Note that for all $k, l \in \mathbb{Z}^2$, $k \neq l$, the interiors of $\square(k)$ and $\square(l)$ are disjoint. Let $S_N = \bigcup_{N \leq |k| \leq 2N} \square(k)$; then,
\[
\left| \sum_k (\theta_k^N)^2 g_l(k) - \frac{1}{\Lambda N} \int_{S_N} g_l(x) \frac{1}{|x|^{2\gamma}} \, dx \right| \leq \frac{1}{\Lambda N} \sum_{N \leq |k| \leq 2N} \int_{\square(k)} \left| \frac{g_l(k)}{|k|^{2\gamma}} - \frac{g_l(x)}{|x|^{2\gamma}} \right| \, dx.
\]

For all $|k| \geq N \geq 1$ and $x \in \square(k)$, we have $|x - k| \leq \sqrt{2}/2$ and $|x| \geq 1/2$, thus
\[
\left| \frac{g_l(k)}{|k|^{2\gamma}} - \frac{g_l(x)}{|x|^{2\gamma}} \right| \leq \frac{1}{|k|^{2\gamma}} - \frac{1}{|x|^{2\gamma}} + \frac{|g_l(k) - g_l(x)|}{|x|^{2\gamma}} \leq C_1 \left( \frac{1}{|k|^{2\gamma + 1}} + \frac{|g_l(k) - g_l(x)|}{|k|^{2\gamma}} \right)
\]
for some constant $C_1$ depending on $\gamma > 0$. Next,
\[
|g_l(k) - g_l(x)| \leq |\sin^2(\angle_{k,l}) - \sin^2(\angle_{x,l})| + \frac{((a_l \cdot k)^2}{|k|^2} - \frac{(a_l \cdot x)^2}{|x|^2} | \leq 2\sin(\angle_{k,l}) - \sin(\angle_{x,l})| + \frac{|k \times k|}{|k|^2} - \frac{|x \times x|}{|x|^2} | \leq 2|\angle_{k,l} - \angle_{x,l}| + 2 \frac{k}{|k|} \cdot \frac{x}{|x|}.
\]
Since \( x \in \square(k) \) and \(|k| \geq N \geq 1\), we can find a constant \( C_2 > 0 \), independent of \( l \in \mathbb{Z}_0^2 \) and \( N \geq 1 \), such that
\[
|g_l(k) - g_l(x)| \leq \frac{C_2}{|k|}.
\]

Summarizing the above discussions, we obtain
\[
\left| \sum_k (\theta_k^N)^2 g_l(k) - \frac{1}{\Lambda_N^2} \int_{\Gamma^N} g_l(x) \, dx \right| \leq \frac{1}{\Lambda_N^2} \sum_{N \leq |k| \leq 2N} \int_{\square(k)} \frac{C_3}{|k|^{2\gamma+1}} \, dx
\leq \frac{C_3}{N \Lambda_N^2} \sum_{N \leq |k| \leq 2N} \frac{1}{|k|^{2\gamma}} = \frac{C_3}{N}.
\]

Note that there is a small difference between the sets \( \{N \leq |x| \leq 2N\} \) and \( S_N \), but, in the same way, one can show that
\[
\left| \int_{\{N \leq |x| \leq 2N\}} \frac{g_l(x)}{|x|^{2\gamma}} \, dx - \int_{S_N} \frac{g_l(x)}{|x|^{2\gamma}} \, dx \right| \leq \frac{C}{N \Lambda_N^2}.
\]

Indeed, for any \( x \in \square(k) \) with \( N \leq |k| \leq 2N \), one has \( N - 1 \leq |x| \leq 2N + 1 \). Therefore,
\[
S_N = \bigcup_{N \leq |k| \leq 2N} \square(k) \subset \{N - 1 \leq |x| \leq 2N + 1\} =: T_N.
\]

One also has
\[
R_N := \{N + 1 \leq |x| \leq 2N - 1\} \subset S_N.
\]

Let \( A \Delta B \) be the symmetric difference of subsets \( A, B \subset \mathbb{R}^2 \); then,
\[
\left| \int_{\{N \leq |x| \leq 2N\}} \frac{g_l(x)}{|x|^{2\gamma}} \, dx - \int_{S_N} \frac{g_l(x)}{|x|^{2\gamma}} \, dx \right| \leq \int_{S_N \Delta \{N \leq |x| \leq 2N\}} \frac{1}{|x|^{2\gamma}} \, dx \leq \int_{T_N \setminus R_N} \frac{1}{|x|^{2\gamma}} \, dx \leq \frac{C_4}{N^{2\gamma-1}} \leq \frac{C_5}{N \Lambda_N^2},
\]

where the last step follows from
\[
\Lambda_N^2 = \sum_{N \leq |k| \leq 2N} \frac{1}{|k|^{2\gamma}} \geq \frac{1}{(2N)^{2\gamma}} \# \{k \in \mathbb{Z}_0^2 : N \leq |k| \leq 2N\} \geq \frac{C_6}{N^{2\gamma-2}}.
\]

It is easy to see that the constants \( C_4, C_5 \) and \( C_6 \) depend only on \( \gamma \). The proof is complete. \( \square \)

We are not ready to provide the

\textbf{Proof of Proposition A.3} In view of Lemma A.5, we define
\[
J_N = \frac{1}{\Lambda_N^2} \int_{\{N \leq |x| \leq 2N\}} \frac{1}{|x|^{2\gamma}} \sin^2(\zeta_{x,l}) \frac{(a_l \cdot x)^2}{|x|^2} \, dx.
\]

To compute \( J_N \), we consider the new coordinate system \((y_1, y_2)\) in which the coordinate axes are \( a_l \) and \( \frac{l}{|l|} \), respectively. Let \( U \) be the orthogonal transformation matrix: \( x = U y \). For \( i = 1, 2 \), let \( e_i \in \mathbb{R}^2 \) be such that \( e_{i,j} = \delta_{i,j}, 1 \leq j \leq 2 \). We have
\[
a_l = U e_1 \quad \text{and} \quad \frac{l}{|l|} = U e_2.
\]
Now \( \angle_{x,l} = \angle_{U_y,U_{e_2}} = \angle_{y,e_2} \) and
\[
J_N = \frac{1}{\Lambda_N^2} \int_{\{N \leq |y| \leq 2N\}} \frac{1}{|y|^{2\gamma}} \sin^2(\angle_{y,e_2}) \left( \frac{(U_{e_1} \cdot U_y)^2}{|y|^2} \right) dy
\]
\[
= \frac{1}{\Lambda_N^2} \int_{\{N \leq |y| \leq 2N\}} \frac{1}{|y|^{2\gamma}} \sin^2(\angle_{y,e_2}) \frac{y_1^2}{|y|^2} dy. \tag{A.9}
\]

We compute \( J_N \) by changing the variables into the polar coordinate system:
\[
\begin{cases}
y_1 = r \cos \varphi, \\
y_2 = r \sin \varphi,
\end{cases}
\]
\( N \leq r \leq 2N, \ 0 \leq \varphi < 2\pi. \)

In this system, \( \varphi \) is the angle between \( y \) and \( e_1 \), hence \( \sin^2(\angle_{y,e_2}) = \cos^2 \varphi \). As a consequence,
\[
J_N = \frac{1}{\Lambda_N^2} \int_{N}^{2N} dr \int_{0}^{2\pi} \frac{1}{r^{2\gamma}} (\cos^4 \varphi) r \, d\varphi = \frac{3\pi}{4\Lambda_N^2} \int_{N}^{2N} \frac{dr}{r^{2\gamma-1}}. \tag{A.10}
\]

where in the second step we have used
\[
\int_{0}^{2\pi} \cos^4 \varphi \, d\varphi = \frac{1}{4} \int_{0}^{2\pi} (1 + \cos 2\varphi)^2 \, d\varphi = \frac{1}{4} \int_{0}^{2\pi} \left( 1 + 2 \cos 2\varphi + \frac{1 + \cos 4\varphi}{2} \right) \, d\varphi = \frac{3\pi}{4}.
\]

Following the proof of Lemma \ref{lem:A.5} (it is much simpler here since the function \( g \) can be taken identically 1), one can show
\[
\left| \sum_k (\theta_k^N)^2 - \frac{1}{\Lambda_N^2} \int_{\{N \leq |x| \leq 2N\}} \frac{dx}{|x|^{2\gamma}} \right| \leq \frac{C}{N} \tag{A.11}
\]
for some constant \( C > 0 \). Equivalently,
\[
\left| 1 - \frac{2\pi}{\Lambda_N^2} \int_{N}^{2N} \frac{dr}{r^{2\gamma-1}} \right| \leq \frac{C}{N}.
\]

Recalling \eqref{lem:A.10}, we obtain
\[
\left| J_N - \frac{3}{8} \right| \leq \frac{C'}{N}.
\]

Combining this limit with Lemmas \ref{lem:A.4} and \ref{lem:A.5}, we complete the proof. \( \square \)

Finally we discuss the necessary modifications for proving the estimate \eqref{eq:3.2} in the 3D case.

\textbf{Remark A.7.} Recall \cite{3D} Corollary 5.3] for the expression of \( S_{\theta}^{(3),1}(v) \) (the part “orthogonal” to \( S_{\theta}^{(3)}(v) \)); note that there \( \nu \) is the noise intensity, playing the role of \( \kappa \) in this paper. Similarly to Lemma \ref{lem:A.4} above, we can rewrite it as

\[
S_{\theta}^{(3),1}(v) = -6\pi^2 \kappa \sum_{l \in \mathbb{Z}_0^3} \sum_{i=1}^{2} v_{l,i} |l|^2 \sum_{j=1}^{2} \left| \sum_k \theta_k^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} \right| \sigma_{l,j}.
\]

Following Proposition \ref{prop:A.5}, we reformulate \cite{3D} Proposition 5.4 as below: there exists \( C > 0 \) such that for all \( l \in \mathbb{Z}_0^3 \) and \( N \geq 1 \), it holds
\[
\left| \sum_k \theta_k^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} - \frac{4}{15} \delta_{l,j} \right| \leq C \frac{|l|}{N} \tag{A.12}
\]
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for $i, j \in \{1, 2\}$. With this result in hand, repeating the proof of (A.4) yields
\[
\left\| S_{gN}^{(3), \perp} (v) - \frac{2}{5} \kappa \Delta v \right\|_{H^{\alpha - 2}}, \leq C \frac{\kappa}{N^\alpha} \| v \|_{H^\alpha}.
\]

To show (A.12), we simply replace [35, Lemma 5.6] by the following analogue of Lemma A.5: there exists $C = C(\gamma) > 0$, independent of $N \geq 1$ and $l \in \mathbb{Z}_3^3$, such that for any $i, j \in \{1, 2\}$,
\[
\left\| \sum_k \left( g_k \right)^2 g^{i,j}_k (k) - \frac{1}{A_N^2} \right\|_{\{N \leq |x| \leq 2N\}} \left\| \frac{1}{|x|^2} \right\| g^{i,j}_l (x) \mathrm{d} x \right\| \leq C \frac{1}{N},
\]
where $g^{i,j}_l (x) = \sin^2 (\angle x, \| a_{ij} \| (\frac{1}{|x|^2} x) \mathrm{d} x, x \in \mathbb{R}^3 \setminus \{0\}$. Note that, by symmetry, the second quantity in the absolute value vanishes if $i \neq j$. The proof of this estimate is similar to that of Lemma A.5 since $g^{i,j}_l$ enjoys the same properties as those of $g_l$.
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