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Abstract—Accurate and robust tracking and reconstruction of the surgical scene is a critical enabling technology toward autonomous robotic surgery. Existing algorithms for 3D perception in surgery mainly rely on geometric information, while we propose to also leverage semantic information inferred from the endoscopic video using image segmentation algorithms. In this paper, we present a novel, comprehensive surgical perception framework, Semantic-SuPer, that integrates geometric and semantic information to facilitate data association, 3D reconstruction, and tracking of endoscopic scenes, benefiting downstream tasks like surgical navigation. The proposed framework is demonstrated on challenging endoscopic data with deforming tissue, showing its advantages over our baseline and several other state-of-the-art approaches. Our code and dataset are available at https://github.com/ucsdarclab/Python-SuPer.

I. INTRODUCTION

With the maturation of surgical robotic platforms like the da Vinci® Surgical System (Intuitive Surgical, Inc., Sunnyvale, CA) well underway, there has been growing interest for these robot platforms to incorporate increased intelligence towards understanding the anatomy of the operative scene. 3D scene understanding of both geometric and semantic features of anatomy enables more effective navigation in patients and is an important step towards the automation of surgical tasks in the future. Current surgical navigation systems generally utilize segmented preoperative images, such as CT/MRI scans, to provide 3D semantics information. Specifically, the 3D semantic segmentation estimated from the preoperative data serves as a map, unchanged throughout the surgery, and matched with the current scene through registration approaches [1], [2], [3], [4], [5]. However, whenever there is a large deformation due to surgical operations or different pre- and intra-operative body positioning, the map becomes less reliable, thereby limiting the applications of existing navigation systems to deformable surgical scenes.

In contrast, video semantic segmentation has the potential to extract precise anatomical information in real-time to update the navigation map. Existing works have shown the benefits of integrating semantic information extracted from videos with 3D geometry for perception in indoor dynamic environments and autonomous driving [6], [7], [8], [9], [10], [11], [12], [13]. Different from environments addressed in these works, surgical scenes usually involve textureless tissue surfaces and constantly deforming tissues. These features can cause difficulty in data association, which is a process to find the correspondences between the sensory inputs and the tracked models. Several works have investigated data association approaches, including pixel-level feature matching and dense photometric loss, but still show that this remains a challenge. We aim to alleviate this problem from a different perspective: using semantics to guide data association. We propose a cost function named “morphing loss” that explicitly encourages the border consistency between the semantic segmentation from the current video frame and the 3D model by projecting its semantic information to the image plane.

In this work, we propose a novel semantic-aware surgical perception framework, Semantic-SuPer, that combines semantics from 2D videos with 3D deformation tracking and reconstruction. This framework builds upon SuPer [14], [15] by integrating kinematic model-based surgical tool tracking, model-free deformable tissue tracking, and a robotic arm control loop with semantics, increasing robustness and improving accuracy. The main contributions are as follows:

- A perception framework that integrates semantic information from videos with the 3D geometric properties of the surgical environment for better scene understanding.
- A novel morphing loss that explicitly constrains the semantic consistency between the new input data and the 3D model, showing the benefits of including semantic information for surgical perception.
- An investigation on the influence of semantic segmentation accuracy on the endoscopic video datasets.
- A released robotic tissue manipulation dataset for semantic-aware 3D tracking and reconstruction, collected using the da Vinci Research Kit (dVRK) [16].
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II. RELATED WORK

Endoscopic tissue deformation tracking and semantic segmentation are two critical components for intelligent assistance in surgery. Because the integration of these two tasks in endoscopic scenes remains under explored, we mainly focus on related work for each individual topic.

Surgical Scene Semantic Segmentation aims to divide a surgical image into regions of different tissues and tools. Motivated by the developments in deep learning, various networks, especially Convolutional Neural Networks (CNNs), have achieved state-of-the-art segmentation performance for endoscopic images [17], [18], [19], [20], [21], [22], [23]. Most existing works focus on developing segmentation algorithms, while the exploration of their potential applications is still limited. In contrast, we focus on integrating the semantic information with surgical scene tracking in the 3D space.

Endoscopic Tissue Tracking is a specific area of non-rigid tracking, where the low textured, deformable tissue is a significant challenge. Earlier works typically track the scenes based on rigidity assumptions [24], [25], [26], thus their performance degrades when dealing with large motions. MIS-SLAM [27] described the deformation using embedded deform nodes and achieved better tracking. Also, there is another trend of works that model deformations with models like mesh and spline, based on the assumption that the tissue surface is continuous [28], [29], [30], [31]. Yet, the complex surgical scenes still make the data association a challenge even for state-of-the-art methods [31], [32], which led to exploration on stronger features as well as photometric losses that impose dense constraints to this process [31], [32], [33]. Compared to the approaches mentioned above, we aim to build a comprehensive framework that integrates surgical scene tracking and reconstruction with semantic segmentation and show that semantic information can provide guidance for data association.

Semantic SLAM refers to approaches that combine the geometry of the world estimated by SLAM with object detection or semantic segmentation results. Semantic SLAM has been widely studied for areas including autonomous driving, where semantic information has been used to select features or regions of interest, improve data association, identify and remove dynamic points for mapping, and assist long-term localization [6], [8], [9], [10], [11], [13]. Yet, methods that combine 3D tracking and reconstruction with semantic segmentation is still very limited for endoscopic data. To the best of our knowledge, there are only two works involving endoscopic data, using a binary mask to segment surgical tools from tissue backgrounds [34], [35]. In contrast, we consider segmentation information of the whole surgical scene, including different types of tissues.

III. METHODS

The proposed approach builds upon the surgical perception framework SuPer for tissue manipulation [14], [15] by including pixel-wise semantic labels of the endoscopic videos as inputs and building surface elements (surfels) [37], [38], [39] with semantic information, as shown in Figure 2. We investigate three popular deep segmentation models to provide the semantic labels, while other segmentation architectures can also be used. This semantic information is used to suppress erroneous data association between different classes, and therefore improves the robustness of tissue tracking. Furthermore, this allows us to build a 3D surfel map that contains semantic information of different anatomies in deformable surgical scenes, which could benefit endoscopic surgical navigation and other related tasks in the future.

A. SuPer Framework

SuPer tracks the geometric information of the entire surgical scene, including both the tools controlled by the surgical robot and the deforming tissues. The tool tracking is achieved by a particle filter that utilizes kinematic modeling and information from the endoscopic video. For more details on tool tracking, refer to Richter’s et al. previous work [40]. Meanwhile, the surgical environment (i.e. soft tissue) is tracked using a model-free method based on surfel representation. Each surfel $S$ is defined by a position $p_i \in \mathbb{R}^3$, a normal $n_i \in \mathbb{R}^3$, a color $c_i \in \mathbb{R}^3$, a radius $r_i \in \mathbb{R}$, a confidence score $\epsilon_i \in \mathbb{R}$, and a time stamp $t_i \in \mathbb{N}$ of its last update. One can refer to [38], [39] for details on adding, fusing, and deleting surfels.

The number of surfels is proportional to the number of image pixels, so tracking each surfel individually requires a large number of parameters. As inspired by [41], SuPer introduces the Embedded Deformation (ED) graph with vertices that are much sparser than the surfels to drive the motion of the surfel set. The ED graph is given by $G_{ED} = \{\mathcal{V}, \mathcal{E}, \mathcal{P}\}$, where $\mathcal{V}$ is the set of vertices, $\mathcal{E}$ is the set of edges, and $\mathcal{P}$ is the set of parameters. Each vertex (ED node) contains $(g_j, q_j, b_j) \in \mathcal{P}$, where $g_j \in \mathbb{R}^3$ is its position, $q_j \in \mathbb{R}^4$ and $b_j \in \mathbb{R}^3$ are the quaternion and translation parameters, respectively. The position and normal of each surfel is then updated according to

$$
\overline{p}_i = T_g \sum_{j \in N_i} \omega_j(p_i)[T(q_j, b_j)(\overline{p}_i - \overline{g}_j) + \overline{g}_j] \quad (1)
$$

$$
\overline{n}_i = T_g \sum_{j \in N_i} \omega_j(p_i)[T(q_j, 0) \overline{n}_i] \quad (2)
$$

where $T_g \in SE(3)$ is the global homogeneous transform matrix that is shared by all surfels, $T(\cdot) \in SE(3)$ is the local homogeneous transform matrix from a ED node, and $\omega_j$ is the weight that indicates the influence of $g_j$ to $p_i$ and is calculated as $\omega_j(p_i) = e^{-\|p_i - g_j\|}$ and then normalized to sum to one within $N_i$. (1) and (2) can be interpreted as transforming the surfels by averaging the motions of their neighboring ED nodes. For every new image frame received, a total of $7 \times (n + 1)$ parameters $(q_j, b_j, T_g)$, where $n$ is the total number of ED nodes, will be estimated. The estimated parameters are then committed (i.e., updating all ED nodes transformations and all surfels based on (1) and (2)) to track the deformations of the reconstructed tissue.
B. Inputs to the Framework: Depth, Normals, and Semantics

As we found previously [14], [15], the noise in the input depth map is a major factor that limits the performance of the proposed perception framework. Thus, in SuPer-Deep [15] we did a comprehensive comparison showing that deep learning depth estimation models pre-trained on other datasets, such as the KITTI benchmark [42], led to better tissue tracking performance than traditional stereo matching algorithms. Yet, without finetuning the deep learning models to the surgical dataset, their estimations are still noisy. For example, the SuPer-Deep framework with PSMNet pretrained on KITTI [43] crashes within the first 40 image frames from the datasets collected in this work due to the noisy depth observations. Furthermore, there is not a sufficient amount of surgical data with ground truth depth maps to train supervised stereo matching algorithms.

In this work, we use Monodepth2 which can be trained in a self-supervised fashion [44]. Self-supervision is achieved by maximizing the similarity between the real left image and the reconstructed left image, which is warped from the right view using the estimated depth and camera intrinsics and extrinsics. From the depth map, we estimate the surface normal at each pixel as the average of the cross products of all pairs of vectors that point to its 8 neighboring pixels [45]. The surfel set is initialized from the first depth and normal maps. ED nodes are initialized by sampling uniformly in a rectangle mesh grid in the image, similar to [46], and the corresponding node positions \( g \) are extracted from the point cloud. The ED graph edges are then initialized by connecting each node with its 8 neighbors.

Meanwhile, the deep learning based segmentation model (see Section IV-C.2) is utilized to predict the segmentation map of each frame. For each surfel, its semantic confidence scores \( s_i \in \mathbb{R}^C \) (\( C \) is the number of classes) are initialized as the corresponding softmax outputs of the network and its semantic label \( y_i \in \mathbb{R} \) is the class that corresponds to the highest softmax score.

C. Semantic-aware Registration

After the surfels and ED nodes are initialized, they are updated according to new observed depth, normal, and segmentation maps. The update is applied by solving

\[
\arg \min_{\mathbf{q}, \mathbf{b}, \mathbf{T}} \lambda_\alpha L_{\text{sim}} + \lambda_m L_{\text{morph}} + \lambda_r L_{\text{reg}}
\]

where \( L_{\text{sim}} \) is the similarity metric that measures the similarity between the transformed model and input data based on data association, \( L_{\text{morph}} \) is the proposed semantic-aware morphing loss, \( L_{\text{reg}} \) is the regularization term, and \( \lambda_m, \lambda_s, \lambda_r \) are hyper-parameters. The coming subsections detail explicit expressions for each loss term and (3) is solved in a similar manner as the original SuPer [14].

1) Data Association Approaches: Data association aims to find the correspondences between the tracked data and new observations (i.e., depth, normal, and semantic maps) which are then used to optimize the transformations. The first loss is the same point-to-plane ICP loss [47] as in SuPer [14]:

\[
L_{\text{icp}} = \sum_i \rho_{i,o}(\mathbf{n}_{i,o}^T(\mathbf{p}_i - \mathbf{p}_o))^2
\]

where \( \mathbf{p}_o \) and \( \mathbf{n}_o \) are the observed positions and normals, bilinearly sampled [48] from the observations at the projected pixel coordinates of \( \mathbf{p}_i \) and \( \rho_{i,o} \) is the weight for each term. The original SuPer uses the naive ICP loss, so \( \rho_{i,o} = 1 \) [14]. For Semantic-SuPer, the weight is computed based on the Jensen–Shannon divergence [49] between the semantic softmax confidences of the surfel and the observation, \( i.e., \rho_{i,o} = \exp^{-JSD(s_i \parallel s_o)} \). The second term utilizes Pulsar [50], a real-time differentiable renderer, to compute a loss directly between a rendering of the tracked soft tissue and the raw
where $SSIM(\cdot)$ is the structural similarity index measure [51]. $N$ is the number of pixels in the image, $I_i$ denotes the $i$th pixel of image $I$, $\mathcal{R}(\cdot)$ is the Pulsar renderer, and $K$ is the camera intrinsic parameters.

2) Semantic-aware Morphing Loss: The data-association losses, $L_{\text{sim}}$, are restricted by the locality of their gradients, which can lead to incorrect associations when the scene is undergoing large deformations. Therefore, we propose a semantic aware morphing loss that provides longer-range hints by explicitly restricting the semantic edge consistency between the tracked surfel map and every new input semantic map. The morphing loss, $L_{\text{morph}}$, minimizes the distance of surfels whose projections onto the image fall outside of their own semantic boundary (see Figure 2) and the semantic boundary:

$$L_{\text{morph}} = \sum_{\pi(p_i) \notin R_i} \min_{o \in \mathcal{B}_i} ||\pi(p_i) - o||^2$$

where $\pi(\cdot)$ projects points from the 3D space to the image plane, $R_i$ is the corresponding semantic region that the 2D projection of $p_i$ should lie in, and $\mathcal{B}_i$ is the set of coordinates of boundary pixels of $R_i$. Note that we minimize the distance in the image plane instead of in the 3D space because the estimated depths around the object boundaries are naturally quite noisy due to the background occlusion [52].

3) Regularization term: The regularization term consists of two terms. The first term, $L_{\text{face}}$, ensures all ED nodes move as rigidly as possible, which helps the model resist incorrect guidance from noisy inputs, and more importantly, provides hints to control some ED nodes that do not receive enough information from observation (e.g., due to occlusion) [53], [54], [14]. As inspired by [55], $L_{\text{face}}$ is the $l_2$ norm of the difference between the area of all the transformed triangle surfaces in the ED graph:

$$L_{\text{face}} = \sum_{e_{ij} \in \mathcal{E}, e_{ik} \in \mathcal{E}, j \neq k} ||e_{ij}|| \frac{1}{2} |e_{ij} \times e_{ik}| - A_{ijk}|^2$$

where $e_{ij}$ denotes the edge that connects the $i$-th and $j$-th ED nodes. For each group of three edges that form an triangle, the indicator is set to 1, i.e., $l_{\text{tri}} = 1$, and $A_{ijk}$ is the initial area of this triangle; otherwise $l_{\text{tri}} = 0$. The second term, $L_{\text{Rot}}$, is the quaternion normalization term adopted from SuPer to ensure the quaternions hold $||q_i||^2 = 1$:

$$L_{\text{Rot}} = \sum_{k} ||1 - q_k^T q_k||^2.$$
we finetune the model without a train-test split. For both pretraining and finetuning, Monodepth2 is trained for 20 epochs using the Adam optimizer [58], with a batch size of 16, a learning rate of $10^{-4}$ for the first 15 epochs and $10^{-5}$ for the remainder. The estimated depth map is post-processed by a widely adopted method that fuses the depth maps for the target image and its horizontally flipped image [59].

2) Semantic Segmentation: We compare the influence of three segmentation algorithms, DeepLabv3+ [60], U-Net [61], and UNet++, on the performance of Semantic-SuPer. These models are trained for 50 epochs using Adam optimizer, with a batch size of 16 and an initial learning rate of $10^{-4}$ which step decays by 0.1 for every 16 epochs. The models are trained under a K-fold cross-validation setup with $K=4$. At each split, three trials were used to train the model, which was then directly applied to the remaining trial for evaluating Semantic-SuPer.

3) Deformable Tracking: The methods for initializing surfel radius and adding surfels and ED nodes are in the same manner as SuPer [14]. To initialize the ED graph, since the depths vary a lot between trials, instead of using a fixed step size to generate the mesh, we choose the step size for each trial by ensuring the average edge length of the graph is around 5mm. Finally, the hyperparameters that control the cost functions are chosen as $\lambda_m=10$, $\lambda_s=1$, and $\lambda_p=10$.

D. Comparisons with the State-of-the-art Methods

As shown in Table I, we compare Semantic-SuPer against two baselines: 1) SuPer [14], and 2) NoSoftLabel-Semantic-SuPer that does not consider the semantic confidence score, only connects surfels and ED nodes that belong to the same class, and uses naive ICP metric calculated from pairs of surfels from the same class. We also evaluate the performance of SOTA deforming surgical scene tracking and reconstruction algorithms DefSLAM [30] and SD-DefSLAM [31]. DefSLAM and SD-DefSLAM track the scene based on relatively sparse feature matching and may not track the labeled points, so we estimated the flow of a certain labeled point by averaging the flows of its 3 nearest neighbors. We also conduct an ablation study in Table II to evaluate the effectiveness of the proposed modules on top of SuPer.

Table I shows that Semantic-SuPer outperforms the baselines on Lab 1-3. Lab 4 has the furthest distance between the camera and the scene so it has minimum deformation and changes in the segmentation map, which leads to the small performance gap between Semantic-SuPer and SuPer on it. Moreover, our framework outperforms DefSLAM on each of the videos, while achieving either comparable or better performance than SD-DefSLAM. DefSLAM and SD-DefSLAM use matching algorithms based on sparse image features so they could achieve low reprojection errors by selecting more robust features. Yet, because the data was collected by a stationary camera, these two algorithms are unable to reconstruct the 3D surfaces well, while our approach uses monocular depth estimation techniques and thus can provide more accurate and dense tracking, as shown in Figure 4.

Figure 5 shows the average reprojection error of each video frame in Lab 1. The large deformation happens around the 60th to the 110th frames; during this period we can see larger gaps between DefSLAM, SuPer and Semantic-SuPer. SD-DefSLAM has a much parse detection in the region with a larger deformation, i.e., the grasping point shown by the red rectangle in Figure 4, so it does not follow the same pattern as the other three methods. It should be noted that the detections near the grasping point are very important because the robot requires this information to perform autonomous manipulation, which is one of our final goals.

E. Influence of different segmentation methods

A comparison of the influence of different segmentation algorithms on Semantic-SuPer is shown in Table III. We measure the quality of the predicted segmentation maps using Hausdorff distance (HD), which indicates the largest

---

TABLE I
Reprojection error comparison on our dataset.

| Method                  | Lab1       | Lab2       | Lab3       | Lab4       |
|-------------------------|------------|------------|------------|------------|
| DefSLAM [30]            | 16.5(12.5) | 14.5(11.3) | 14.5(13.2) | 15.6(13.8) |
| SD-DefSLAM [31]         | 8.5(8.5)   | 5.2(4.6)   | 8.0(9.4)   | 10.3(12.0) |
| SuPer [14]              | 10.8(8.8)  | 8.6(7.0)   | 10.8(10.1) | 10.2(9.1)  |
| NoSoftLabel-Semantic-SuPer | 12.79(5.1)| 9.3(7.4)   | 10.80(7.9)| 10.4(9.6)  |
| Semantic-SuPer          | 7.5(6.1)   | 6.7(5.7)   | 8.6(7.6)   | 9.2(7.8)   |

* From left to right, the two metrics of each data are the reprojection errors averaged over all points and over points near object boundaries, respectively. The errors are formatted as `mean(standard deviation)'. The best result in each row is in bold.

TABLE II
Ablation studies of Semantic-SuPer.

| Method                   | Cost Functions | Lab1       | Lab2       | Lab3       | Lab4       |
|--------------------------|----------------|------------|------------|------------|------------|
|                          | $\mathcal{L}_{\text{morph}}$ | $\mathcal{L}_{\text{render}}$ | Data       |           |           |
| SuPer [14]               | ✓              | ✓          | 10.8(8.8)  | 8.6(7.0)   | 10.8(10.1)| 10.2(9.1)  | 8.1(6.7) | 7.2(5.9) | 4.8(4.3) | 4.1(3.2) |
|                          | ✓              |            | 10.9(9.1)  | 8.8(7.1)   | 9.9(9.0)  | 8.7(7.2)   | 8.3(6.9) | 4.7(4.2) | 4.0(3.4) |
| Semantic-SuPer           | ✓              | ✓          | 10.8(8.3)  | 8.5(7.1)   | 10.6(9.9)| 10.1(9.0)  | 8.7(7.1) | 8.6(7.1) | 4.7(4.1) | 4.0(3.3) |

* Refer to the note of Table I.
should be noted that the green pins, attached to tissues to allow quantitative evaluation, in fact, make tracking more challenging for our framework. With the pins, the tissue surfaces became uneven, but advanced self-supervised depth estimation methods typically rely on an assumption of the smoothness of the depth and lead to suboptimal depth maps on our data. In addition, we do not use image feature matching methods like the Lucas-Kanade tracker used in SD-DefSLAM [31] for data association and therefore do not take much advantage of the strong features from the green pins. Nevertheless, our results are still competitive.

The comparison between Semantic-SuPer and NoSoftLabel-Semantic-SuPer shows the benefits of considering the certainty of segmentation. NoSoftLabel-Semantic-SuPer achieves worse performance, because without using the soft semantic labels, the incorrect segmentations assign surfels to ED nodes that belong to other classes, and the estimations of the ED node transformations will be affected more by wrong associations between surfels belonging to different classes. Thus, adopting better uncertainty estimation methods for the semantics (also required for depth input) [65], [66], [67], as well as leveraging multi-task learning-based cross-task knowledge [68] to estimate uncertainty could lead to better tracking performance.

VI. CONCLUSIONS

In this paper, we present a novel surgical perception framework Semantic-SuPer that achieves better surgical scene 3D reconstruction and tracking by integrating semantic information, showing the benefits of including semantics in this task, which has not been well-explored in prior works. In the future, we will deploy our framework on endoscopic videos captured by moving cameras. We will also investigate multi-task learning to leverage useful information among depth, normal estimation, and semantic segmentation to improve these tasks, whose performance still limits our framework. Furthermore, we plan to extract cross-modality knowledge among these framework inputs to achieve better uncertainty estimation for more robust tracking. This perception uncertainty could further augment the combination of advanced control algorithms with our framework, aiming for surgical task automation.
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