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Abstract
This research paper investigates the linkage between the financial development and the economic growth in Bahrain during the period 1981 to 2013. The motivation for kicking off on the Bahrain economy is attributed on account of paradigm shift manifested in moving from hydrocarbons purveyor to being in the financial services and industrial hub. Given the limiting factor embedded with the bivariate causality structure, the paper encompasses savings as an intermittent variable. The paper makes an earnest investigation to gauge the long run and short run relationship among financial development, savings and the economic growth. Time series data are taken for a time span of 33 years (1981-2013). Data are culled from the World Bank Database. Financial Development measured by M2(broad money)/GDP is represented by F, Economic growth measured by GDP per capita is represented by Y and Savings measured by Domestic Savings/GDP is represented by S. No long term co-integration is found among the variables under consideration as represented by Johansen test. Through the employment of multiple econometrics tools under Vector Auto Regression (VAR) framework, it is unearthed that the empirical evidence supports neither the supply – leading hypothesis nor the demand – following hypothesis for the Bahrain. While savings and economic growth have bi-directional causality at 10% level of significance. In responding to inexplicit results between the purported variables, the current study recommends that more wide ranges of reforms in the financial services are entailed, so as to escalate further the economic growth in the Bahrain economy.
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1. Introduction

In spite of the voluminous literature conducted on the arena of financial development and economic growth, there are difference in opinions pertaining to the direction and nature of the linkages on the purported theme. The gist of galore studies exhibits conflicting findings on the linkage between the development of a country’s financial system and the scale & pace of economic growth. Financial development is gauged by the ingredients, namely, size, depth, access, the efficiency and stability of a financial system. Financial milieu, per se, encompasses the markets, intermediaries, range of assets, institutions and regulations. Financial Structure and Development by Raymond W. Goldsmith’s (1969) provided the fitting pedestal in igniting the economists to delve and unfold theoretical and empirical documentations associating with economic and financial development.

In this very vein, the current paper makes an earnest endeavor to report the relationship between financial development and economic growth on the landscape of Bahrain economy. The rationale of embarking upon the stipulated theme is on account of paucity of studies on the Bahrain economy. In response to the acknowledging of depletable oil reserves, Bahrain embarked in early eighties on an enterprising venture by redefining its future economic strategic directions. Bahrain was one of the leading GCC countries in moving from hydrocarbons exports to being in the financial services and industrial hub. Of late, Bahrain has established itself as one of the matured financial hub in the GCC region. Bahrain has metamorphosed from being exclusively contingent on oil resources to the fostering and developing of multifarious sectors of the economy. Banking and financial services have unfolded as an instrumental sector of the Bahrain economy. Rules and regulations in line with the global best practices have provided fitting pedestal for the multinational companies to make a beeline on the landscape of Bahrain economy. The unfolding of Bahrain as central financial destination in Middle East is on account of the robust financial frameworks that are in sync with the international financial yardsticks. As per the latest international economic
reports, a substantial exhibition from the non-oil industries shall propel economic growth in Bahrain to exceed both the regional and global averages. Real GDP growth will reach 3.8 per cent in 2015 and 2016, compared to an annual average of 3.6 per cent between 2009 and 2013. The return to profit of government investment fund Mumtalakat and the strengthening of the domestic banking sector manifest unwavering economic prosperity in Bahrain. The retail banking in the kingdom remained untouched from the global economic crisis. In line with the international requirements, the banking watchdog is fortifying the sector by concentrating on the new Basel norms, promoting the corporate governance norms and safeguarding the consumer interests. With the revamping of the Bahrain Bourse in offing, it shall drive to greater speed and flexibility in the financial system. Initial public offerings shall get accelerated along with better trading rules and regulations. Following the Bahrain Economic Vision 2030, the government has made earnest endeavor to promote the private sector as the cardinal role player to augment growth in the economy. Bahrain shall sanguinely map out the economy’s growth in expanding its economy and establishing an investor-friendly milieu, which shall lead to the further consolidation and diversification of the industries in the country. The rest of the paper is organized as follows: Section 2 provides extant literature on the purported theme. Section 3 presents the data and methodology. Finally, Section 4 concludes the paper.

2. Extant Literature

Walter Bagehot (1873) and Joseph Schumpeter (1911) are the pioneering scholastic investigation on the significance of the financial system on the economic growth. They opined the central role of the financial system in the economic growth of the economy (Levine 1997). The extant literature on linkage between financial development and economic growth can be classified into multiple categories. In one of the prime study conducted by Patrick (1966), the literature on the purported theme got bifurcated into two categories: firstly the studies that highlight the influence of financial development in stimulating the economic growth, marked as supply leading hypothesis or the finance led growth hypothesis. The supply leading hypotheses reveals that aggressive activities of financial system shall lead to increase in the economic growth. Relatedly, empirical evidence by Goldsmith (1969), Hicks (1969), McKinnon (1973), Shaw (1973), King and Levine (1993), Levine (1997), Rajan and Zingales (1998), Darrat, (1999), Hussain and Chakraborty (2012), Nasir, N. M., Ali, N., & Khokhar, I. (2014) mostly found the financial development as a central input for economic growth and thereby these studies advocate for the supply leading hypothesis. On the contrary, the second sets of studies undermine the purpose of financial development in stimulating the economic growth. These set of studies are christened as demand following hypothesis or the growth –led finance hypothesis. In this second view, it is considered that the economic growth propel the financial development in the country. Studies such as Robinson (1952), Kuznets (1955), Friedman & Schwarts (1963), Lucas (1988), Odhiambo (2004), Odhiambo (2008), Odhiambo (2009a), Odhiambo (2009b) reveal the role of economic growth in the financial development. The third set of studies pertains to two way causal relationship between finance development and economic growth. Lewis (1955), Patrick (1966), Wood (1993), Dematriades and Hussain (1996), Yucel (2009), Luintel and Khan (1999), Odhiambo (2011) document a bi-directional causality between financial development and economic growth. Additionally, another set of studies reveals that there is no relationship between financial development and economic growth (Ram, 1999). Further there are investigations that reveal that financial development and economic growth has probable negative linkages (De Gregorio and Guidotti, 1995; Al-Malkawi, H. A. N., Marashdeh, H. A., & Abdullah, N., 2012).

An endeavor is made to review selected studies highlighting on the financial development and economic growth in the Middle East and North Africa (MENA) and in Gulf Cooperation Council (GCC) countries including Bahrain. Kar, M., Nazlioglu, S., & Agr, H. (2011) examined the direction of causality between financial development and economic growth in the Middle East and North African (MENA) countries. The study applied unrelated regressions and wald tests with the country specific bootstrap critical values, to the panel of fifteen MENA countries for the time span 1980–200. The study report inexplicit understanding on the linkage between financial development and economic growth. Abu-Bader, S., & Abu-Qarn, A. S. (2008) investigated the causal relationship between financial development and economic growth for six MENA countries enclosed by quadvariate vector autoregressive framework. Through the employment of four distinct scale of financial development and of the augmented vector autoregression vector (VAR) methodology, the study substantially endorse the view that finance stimulate growth in five out of the six countries. Kandil, M. (2006) reveals that monetary policy act as central driver of economic growth in the MENA countries. The study conveys a set of strategies to uplift the financial development in the MENA countries through stimulating the competition in financial sector, fortifying supervision and escalating the ambit of central banks. Boulila, G., & Trabelsi, M. (2004) explored the financial activity and economic growth for sixteen countries in the MENA region, beginning from 1960 to 2002. Through the employment of multiple tools, the study
The period 1974 to 2008. Utilising the autoregressive distributed lag (ARDL) approach to co-integration, the study examines the relationship between financial development and economic growth in the Bahrain economy. Al-Malkawi, H. A. N., Marashdeh, H. A., & Abdullah, N. (2012) investigated the relationship between financial development and economic growth. The study reveals that the conventional finance has a significant short run and long run relationship with the economic growth in Bahrain. Applying the Johansen & Juselius cointegration test and Vector Error Correction Model (VECM), the study shows that Bahrain manifests unclear Granger-causality relationship between the financial development and economic growth.

Altace, H. H. A., & Al-Jafari, M. K. (2014) explored the linkage between trade openness, financial development and economic growth for the Kingdom of Bahrain. The study covered the time series data from 1980 till 2012. The study report that trade openness and financial development have causal influence on economic growth. Contrarily, growth is revealed to have no causal impact on trade and financial development, thereby endorsing for “trade-led growth” and “finance-led growth”. The study recommends that the expansion and development of financial arena shall enhance the economic growth. Abduh, M., Brahim, S., & Omar, M. A. (2012) investigated the short run and the long run relationships between the paired Islamic and conventional financial development with the economic growth in the Bahrain. Applying the Johansen & Juselius cointegration test and Vector Error Correction Model (VECM), the study reveals that the conventional finance has a significant short run and long run relationship with the economic growth in the Bahrain economy. Al-Malkawi, H. A. N., Marashdeh, H. A., & Abdullah, N. (2012) investigated the linkage between financial development and economic growth of United Arab Emirates (UAE). The study covers the period 1974 to 2008. Utilising the autoregressive distributed lag (ARDL) approach to co-integration, the study exhibits neither the demand-following nor the supply-leading hypothesis for UAE.

Going through the existing literature, it is revealed that multiple econometric tools have been applied to threadbare examine the linkage of financial development and economic growth. Mercan & Gocer (2013) have concentrated on the panel data analysis. Al-Malkawi et al. (2012) employed the Autoregressive distributed lag (ARDL) bound testing approach in the studies. Jeanneney, S. G., Hua, P., & Liang, Z. (2006) has applied generalized method of moments. Perera & Paudel (2009) and Ilhare & Moore (2011) utilised Johansen co-integration and Granger causality tests. Wong & Zhou (2010) made use of panel regression. King & Levine (1993) and Levine & Zervos (1998) applied contemporaneous regressions, sensitivity analyses and Panel data analysis. Abu-Bader & Abu-Qarn (2008) applied augmented vector autoregression and model. Levine, R., Loayza, N., & Beck, T. (2000) applied cross-sectional analyses and dynamic panel techniques. Vector autoregression (VAR) and Vector error correction model was applied by Rousseau and Wachtel (1998). Wood (1993) applied lag-length parameterization of the time series Cross-sectionally heteroscedastic and time-wise autoregressive model was applied by Ahmed and Ansari (1998). Tri-variate causality model was applied by Odhiambo (2008).

The extant literature reveals that numerous studies have applied a bi-variate model to investigate the casual relationship between the financial development and economic growth. However, it is, of late, revealed cogently that outcome of the purported test on the financial development and economic growth may be unreasonable on account of exclusion of an significant factor influencing both the stipulated factors (Lutkepohl, 1982). Some of the factors that are predicated to be significant in the finance–growth linkage, encompasses, namely, level of openness, savings, investment and inflation (Odhiambo, 2008). In the same vein, the current paper includes savings as an intermittent variable that can affect both the financial development and the economic growth (Odhiambo, 2008). The current study uses a tri-variate causality framework to investigate the causality between financial development, savings and economic growth in Bahrain.

The selection of savings as an intermittent variable has been dominated on account of empirical linkage between financial development & savings from one point of view, and economic growth & savings from the other point of view (Odhiambo, 2008). The linkage between economic growth and savings vis-à-vis financial development and savings has been investigated by multiple studies. Studies have revealed favorable linkages between financial sector development and savings (Baliamoune & Chowdhury, 2003; Kelly & Mavrotas 2003). Studies reveal that enhancement in savings yield a higher rate of growth on account of its favorable influence on investment and capital accumulation. (Lucas, 1988, Romer, 1986). The Harrod–Domar model of growth anticipates that savings plays a vital factor of growth (Domar, 1946 and Harrod, 1939). Singh, T. (2010) reveals the significant long-run effects of savings on income and the bidirectional causality between savings and growth in Indian economy. Likewise, multiple studies have investigated the relationship between financial development and savings. A formal financial system is anticipated to augment savings by the efficacy in the financial intermediaries (McKinnon 1973; Shaw 1973;
Jha, S., Prasad, E., Hagiwara, A.T., 2009; Mavrotas, 2008). The current study makes an endeavor to enhance the extant literature by yielding empirics on the linkage between the financial development, savings and the economic growth in Bahrain.

3. Data and Methodology

The paper makes earnest investigation to gauge the long run and short run relationship between, financial development, economic growth and the savings. Time series data are taken for a time span of 33 years (1981 - 2013). Data are culled from the World Bank Database. Financial Development measured by M2(broad money)/GDP is represented by F, Economic growth measured by GDP per capita is represented by Y and Savings is measured by Domestic Savings/GDP is represented by S.

3.1 ADF Test of Unit Root

In order to identify the stationary trend of a time series data, the Augmented Dickey-Fuller (ADF) test is frequently used by the researchers. It is very important to apply these tests to validate the results as non-stationary data nullify the normal statistical tests. This research has applied unit root tests for data to observe the integrated order.

Following is the basic equation of ADF when we consider a constant and trend.

$$\Delta X_t = \lambda_0 + \lambda_1 t + \lambda_2 X_{t-1} + \sum_{i=1}^{p-1} \lambda_i \Delta X_{t-i} + \epsilon_t$$

The Equation above represents a macroeconomic variable in the form of $\Delta X$, in a time period $t$, while $\lambda_0$ is a constant term and $\Delta X = X_t - X_{t-1}$ where $t$ is a trend variable and $\epsilon_t$ is noise error term in the model.

For the above mentioned equation the Null hypothesis and Alternative hypothesis are as under,

$H_0: \lambda_2 = 0$ (Time series data is Non Stationary)

$H_1: \lambda_2 < 0$ (Time series data is Stationary)

The null hypothesis $H_0$ states that data has a unit root o and alternative hypothesis $H_1$ states that data do not contain a unit root. Researchers use these unit root tests to calculate t-statistic and probability to compare it with critical values at levels and at the first difference with constant or with constant and trend. If the outcomes confirm that critical values are more than test value at levels we cannot reject $H_0$ that means the data is non stationary. At the first difference if the t-values are greater than the critical values we can reject $H_0$ that means the data is stationary.

3.2 Phillips-Perron (PP) Test

Another famous research to establish the integrated order of the data is Phillips and Perron (1988) test for non-parametric unit root. This test is more sophisticated in a way that it also considers the issues of serial correlation and heteroscedasticity in the data. The equation for this test is given below

$$\Delta Z_t = \theta Z_{t-1} + \alpha + \epsilon_t$$

Where $\Delta$ indicates the first difference operator in the equation.

The hypothesis established for ADF is same for PP test.

Following Tables 1 and 2 show the results of unit root tests stating that null hypothesis of no unit root cannot be rejected at levels as the values of t statistic is less than the critical values in both tests. That is not the same at first difference where the t values are more than the critical values means $H_0$ is rejected at the first difference. Therefore it can be concluded that all the variables under consideration are non-stationary at level and stationary at first difference.

| Variables | At level | At first difference |
|-----------|----------|---------------------|
|           | With constant | With constant and linear trend | With constant | With constant and linear trend |
|           | t-stat | C-VALUE | t-stat | C-VALUE | t-stat | C-VALUE | t-stat | C-VALUE |
| Y         | 0.92275 | -3.646 | -1.428 | -4.205 | -5.539 | -3.653 | -6.163 | -4.2732 |
| F         | -3.4377 | -3.646 | -3.734 | -4.205 | -8.565 | -3.653 | -8.426 | -4.2732 |
| S         | -1.7545 | -3.646 | -1.909 | -4.205 | -5.442 | -3.653 | -5.626 | -4.2732 |
Table 2. PP test

| VARIABLES | At level | At first difference |
|-----------|----------|---------------------|
|           | With trend | With trend and intercept | With trend | With trend and intercept |
| t-stat    | C-VALUE   | t-stat | C-VALUE | t-stat | C-VALUE | t-stat | C-VALUE |
| Y         | 1.054    | -3.646 | -1.265 | -4.205 | -5.536 | -3.653 | -6.515 | -4.2732 |
| F         | -3.437   | -3.646 | -3.734 | -4.205 | -8.688 | -3.653 | -8.565 | -4.2732 |
| S         | -1.7862  | -3.646 | -1.861 | -4.205 | -5.438 | -3.653 | -5.737 | -4.2732 |

3.3 Johansen Test for Co-integration

After addressing the issue of unit root, the co-integration test can be applied in order to establish the long run relationship among the variables. The co-integration theory describes that although the variables in a model are non-stationary at levels but the linear relationship among them may still be stationary at difference. This specific work has applied multivariate co-integration approach which was developed by Johansen and Juselius (1990) to establish that relationship.

Table 3 below displays the results of Johansen co-integration test. As it can be seen from the outcomes, there is no co-integrated equation. This means the absence of any long run relationship among the variables under consideration. Trace test and Max-Eigen values are lower than the critical values and p-values for them are also insignificant which asserts that Vector Error Correction Model (VECM) is not applicable in this specific case.

Table 3. Johansen co-integration test

| Hypothesized Cointegration Rank Test (Trace) | MAX- EIGEN VALUES |
|--------------------------------------------|--------------------|
| Hypothesized | Trace | 0.05 | Hypothesized | Max-Eigen | 0.05 |
| No. of CE(s) | Eigen value | Statistic | Critical Value | Prob.** | No. of CE(s) | Eigen value | Statistic | Critical Value | Prob.** |
| None | 0.401493 | 23.15148 | 29.79707 | 0.2387 | None | 0.401493 | 16.42613 | 21.13162 | 0.2009 |
| At most 1 | 0.179028 | 6.725343 | 15.49471 | 0.6098 | At most 1 | 0.179028 | 6.312512 | 14.26460 | 0.5735 |
| At most 2 | 0.012818 | 0.412831 | 3.841466 | 0.5205 | At most 2 | 0.012818 | 0.412831 | 3.841466 | 0.5205 |
Trace test indicates no cointegration at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

3.4 Unrestricted Vector Auto-regression (VAR)

Vector auto regression (VAR) is a model in econometrics which is used to understand the linear relationships for variables with multiple time series. It simplifies the autoregressive models by permitting the effect for more than one changing variable on relevant time series data under consideration. The model in a VAR treats all variables as endogenous so separate equation is generated for each variable. Every equation in VAR consists of lagged values of all the variables as independent variables including the dependent variable itself. The basic equations used for VAR in the reduced form are given below:

\[
Y_{t,1} = \alpha_1 + \varphi_{11}Y_{t-1,1} + \varphi_{12}F_{t-1,2} + \varphi_{13}S_{t-1,3} + \omega_{t,1}
\]

\[
F_{t,2} = \alpha_2 + \varphi_{21}Y_{t-1,1} + \varphi_{22}F_{t-1,2} + \varphi_{23}S_{t-1,3} + \omega_{t,2}
\]

\[
S_{t,3} = \alpha_3 + \varphi_{31}Y_{t-1,1} + \varphi_{32}F_{t-1,2} + \varphi_{33}S_{t-1,3} + \omega_{t,3}
\]
The Table 4 depicts the results of VAR in which one can examine some significant values of coefficients that establish there may exist a relationship among the variables. The values of coefficients of GDP represented by Y with lag 1 significantly affect GDP and economic growth while the value of intercept in the equation is not much significant, where financial development represented by F and savings represented by S has no significant effects on the GDP. If we consider Financial development as a dependent variable, the lagged GDP and Financial development have significant coefficient values while savings does not affect the financial development in that equation while intercept is also significant. If the savings is taken as dependent variable the coefficients of Y and S are significant while the constant is same, the F has no significance in this equation.

Following are the three equations with the substituted values of the related coefficients in the above mentioned equations after generating the VAR results.

\[
Y = 1.034085 \times Y(-1) + 0.000402 \times F(-1) - 0.000727 \times S(-1) - 0.109087
\]
\[
F = 12.25702 \times Y(-1) + 0.442633 \times F(-1) - 0.050215 \times S(-1) - 4.919872
\]
\[
S = 11.24709 \times Y(-1) - 0.009177 \times F(-1) + 0.778804 \times S(-1) - 32.11282
\]

Table 4. Vector auto regression estimates
Vector Autoregression Estimates
Sample (adjusted): 1981 2013
Included observations: 33 after adjustments
Standard errors in ( ) & t-statistics in [ ]

|       | Y       | F       | S       |
|-------|---------|---------|---------|
| Y(-1) | (0.04916) | (11.0343) | (7.14395) |
| F(-1) | (0.00073) | (0.16416) | (0.10628) |
| S(-1) | (0.00070) | (0.15814) | (0.10348) |
| C     | (0.15891) | (35.6716) | (23.0949) |

R-squared 0.953889 0.301573 0.777590
Adj. R-squared 0.949119 0.229322 0.754582
F-statistic 199.9729 4.173959 33.79660

The selection of lag length:
As the VAR model is responsive to lag lengths, so the research has applied lag length selection criteria to obtain the best lag length for the model. The outcomes of different selection methods are given in the Table5, which shows that the optimal lag for the model is lag order 1 which is recommended by all of the selection criteria.

Table 5. Lag selection criteria

| Lag | LogL    | LR     | FPE    | AIC    | SC     | HQ     |
|-----|---------|--------|--------|--------|--------|--------|
| 0   | -204.2971 | NA     | 129.081 | 13.37400 | 13.51278 | 13.41924 |
| 1   | -119.8238 | 147.1469* | 0.995483* | 8.504764* | 9.059855* | 8.685710* |
| 2   | -112.1007 | 11.95840 | 1.102157 | 8.587142 | 9.558553 | 8.903798 |
| 3   | -106.6623 | 7.368152 | 1.454928 | 8.816923 | 10.20465 | 9.269288 |

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

3.5 Granger Causality Test

As the VAR does not interpret the direction of causality so the researchers have also used the granger causality to identify the Causal relationship. The Granger Causality test is widely used test in the literature to establish the causal relationship among the variables. Granger Causality can be described with the help of following equations.

\[ Y_t = \alpha_0 + \sum_{i=1}^{m} \alpha_{i1} Y_{t-i} + \sum_{i=1}^{n} \alpha_{2i} F_{t-i} + \sum_{i=1}^{n} \alpha_{3i} S_{t-i} + \alpha_4 ECT_{t-1} + \varnothing_t \]

\[ S_t = \beta_0 + \sum_{i=1}^{m} \beta_{i1} Y_{t-i} + \sum_{i=1}^{n} \beta_{2i} F_{t-i} + \sum_{i=1}^{n} \beta_{3i} S_{t-i} + \beta_4 ECT_{t-1} + \theta_t \]

\[ F_t = \psi_0 + \sum_{i=1}^{m} \psi_{i1} Y_{t-i} + \sum_{i=1}^{n} \psi_{2i} F_{t-i} + \sum_{i=1}^{n} \psi_{3i} S_{t-i} + \psi_4 ECT_{t-1} + \eta_t \]

In the above mentioned model, GDP is represented by Y, F is the financial development and S is the savings while ECT_{t-1} is error correction term at lag length one and remaining \( \varnothing, \theta \) and \( \eta \) are white noise residual and \( \alpha_0, \beta_0, \psi_0 \) are the respective intercepts.

The results of granger causality test depicts few causal relationships. The savings have bi-directional relationship with GDP where both can cause each other at 10% level of significance. This is also true for savings and economic growth where both variables are causing each other as well. There is no other significant directional relationship that can be established among the given variables.

Table 6. VAR Granger Causality/Block Erogeneity Wald Tests

| Pairwise Granger Causality Tests | Obs | F-Statistic | Prob. |
|----------------------------------|-----|-------------|-------|
| F does not Granger Cause Y       | 33  | 1.06287     | 0.3108|
| Y does not Granger Cause F       | 33  | 1.24892     | 0.2726|
| S does not Granger Cause Y       | 33  | 1.87094     | 0.0813|
| Y does not Granger Cause S       | 33  | 2.81986     | 0.0935|
| S does not Granger Cause F       | 33  | 0.07781     | 0.7822|
| F does not Granger Cause S       | 33  | 0.24344     | 0.6253|

3.6 The Impulse Response Function

After the above mentioned tests impulse response function was utilized to determine the impact of shock to the given variables. Impulse response function illustrates the effect of a one-time shock to one of the variations on current and future values of all the endogenous variables taken in a model. This shock also transfers its impact to all other endogenous variables via the lag structure of the VAR in a model beside itself. This specific work has utilized the 3x3 graphs in order to depict the outcomes of impulse response on each variable.
The graphs show how the Y or economic growth respond to a shock to all the variables under consideration including itself, financial development and savings. The response of a shock too, is both positive and negative at times. The effect of shock for financial development to itself and savings and economic growth is stable while it's generally negative in case of savings. For a shock to savings the response to itself and GDP is negative.

3.7 Variance Decomposition Method

In order to depict the system dynamics, Variance decomposition is another appropriate technique. As it is a feature of impulse response functions to show the effects of a shock to endogenous variable on the variables in the model, Variance Decomposition Method decomposes the variation in an endogenous variable into the component shocks with respect to other variables in the model. It is of importance nature as it gives the information about specific random innovations to the variables in the system.

| Period | S.E.   | Y      | F      | S      |
|--------|--------|--------|--------|--------|
| 1      | 0.037695 | 100.0000 | 0.000000 | 0.000000 |
| 2      | 0.051731 | 99.17614 | 0.395262 | 0.428596 |
| 3      | 0.062252 | 97.78753 | 0.913771 | 1.298697 |
| 4      | 0.071169 | 96.13376 | 1.410394 | 2.455849 |
| 5      | 0.079160 | 94.38054 | 1.849659 | 3.769805 |
| 6      | 0.086537 | 92.62546 | 2.229619 | 5.144922 |
From the results in Tables 7, 8 and 9 above, it can be demonstrated that almost 3 per cent of GDP can be explained by the effects of savings while it is about 10 per cent for financial development. At the other hand 27 per cent of the financial development can be explained by the variations in GDP, while it is only 1.2 per cent with respect to effect of savings on financial development. Savings are determined up to 48 per cent by the effects of GDP and it is only 0.74 per cent in the case of financial development which is negligible. The above mentioned results substantiate the outcomes of impulse response function.

4. Conclusion
This study was undertaken to investigate the existence of the relationship among financial development, savings and economic growth in Bahrain for which the study applied tri-variate casualty model. The data consisted of 33 years ranging from 1981 to 2013. The data was taken from the World Bank database to ensure its reliability. As the results of Johansen co-integration report, the study is not able to establish any long term relationship among the variables. Further, Vector Autoregressive Model is used to investigate this relationship. The outcome discloses the existence of
relationship between economic growth and savings. The results of Granger also reveal bi-directional causality between economic growth and savings at 10 percent level of significance which manifests that savings and economic growth cause each other in Bahrain. There is no causality between financial development and savings, like-wise is evinced for financial development and economic growth which is in sync with the previous studies conducted on the purported theme. The research further uses the impulse response function and variance decompositions to ascertain the impact of any change or shocks on the variables under consideration. The results of these tests exhibit that almost 3 per cent of GDP can be explained by the effects of savings, while it is about 10 per cent for financial development. On the other hand, 27 per cent of the financial development can be explained by the variations in GDP, while it is only 1.2 per cent with respect to effect of savings on financial development. Savings are determined up to 48 per cent by the effects of GDP and it is only 0.74 per cent in the case of financial development which is negligible. The above mentioned results substantiate the outcomes of impulse response function.

On the whole, the empirical evidence supports neither the supply –leading hypothesis nor the demand –following hypothesis for the Bahrain. In responding to inexplicit result between the purported variables, the current study recommends that more wide ranges of reforms in the financial services are entailed, so as to spur the economic growth in the Bahrain economy. Overall results disclose that savings is an important component to consider which effects economic growth in the country. More advanced proxies for financial development are not being incorporated in this study due to paucity of time series data. Future research should make comparative studies of various GCC countries that encompass more variables, namely, FDI, capital formation and stock market performance.
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