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ABSTRACT

Graph Neural Networks (GNNs) have achieved unprecedented success in identifying categorical labels of graphs. However, most existing graph classification problems with GNNs follow the protocol of balanced data splitting, which misaligns with many real-world scenarios in which some classes have much fewer labels than others. Directly training GNNs under this imbalanced scenario may lead to uninformative representations of graphs in minority classes, and compromise the overall classification performance, which signifies the importance of developing effective GNNs towards handling imbalanced graph classification. Existing methods are either tailored for non-graph structured data or designed specifically for imbalanced node classification while few focus on imbalanced graph classification. To this end, we introduce a novel framework, Graph-of-Graph Neural Networks (G2GNN), which alleviates the graph imbalance issue by deriving extra supervision globally from neighboring graphs and locally from stochastic augmentations of graphs. Globally, we construct a graph of graphs (GoG) based on kernel similarity and perform GoG propagation to aggregate neighboring graph representations. Locally, we employ topological augmentation via masking node features or dropping edges with self-consistency regularization to generate stochastic augmentations of each graph that improve the model generalizability. Extensive graph classification experiments conducted on seven benchmark datasets demonstrate our proposed G2GNN outperforms numerous baselines by roughly 5% in both F1-macro and F1-micro scores. Open-source code can be found at https://github.com/YuWVandy/G2GNN.
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1 INTRODUCTION

Employing graph representations for classification has recently attracted significant attention due to the emergence of Graph Neural Networks (GNNs) associated with its unprecedented power in expressing graph representations [42]. A typical GNN architecture for graph classification begins with an encoder that extracts node representations by propagating neighborhood information followed by pooling operations that integrate node representations into graph representations, which are then fed into a classifier to predict graph labels [8]. Although numerous GNN variants have been proposed by configuring different propagation and pooling schemes, most works are framed under the setting of balanced data-split where an equal number of labeled graphs are provided as the training data for each class [28]. However, collecting such balanced data tends to be time-intensive and resource-expensive, and thus are often impossible in reality [18].

In many real-world graph datasets, the distribution of graphs across classes varies from a slight bias to a severe imbalance where a large portion of classes contain a limited number of labeled graphs (minority classes) while few classes contain enough labeled graphs [6, 45] (majority classes). For example, despite the huge chemical space, few compounds are labeled active with the potential to interact with a target biomacromolecule; the remaining majority are labeled inactive [14, 21, 25]. Since most GNNs are designed and evaluated on balanced datasets, directly employing them on imbalanced datasets would compromise the overall classification performance. As one sub-branch of deep learning on graph-structured data, GNNs similarly inherit two severe problems from traditional deep learning on imbalanced datasets: inclination to learning towards majority classes [15] and poor generalization from given scarce training data to abounding unseen testing data [28, 48]. Aiming at these two challenges, traditional solutions include augmenting data via under- or over-sampling [4, 33], assigning weights to adjust the portion of training loss of different classes [31], and constructing synthetic training data via interpolation over minority instances to balance the training data [3]. However, these methods have been primarily designed on point-based data and their performance on graph-structured data is unclear.
Imbalance on graph-structured data could lie either in the node or graph domain where nodes (graphs) in different classes have different amount of training data. Nearly all related GNN works focus on imbalanced node classification by either pre-training or adversarial training to reconstruct the graph topology \([26, 38, 41, 51]\), while to the best of our knowledge, imbalanced graph classification with GNNs remains largely unexplored. On one hand, unlike node classification where we can derive extra supervision for minority nodes from their neighborhoods, graphs are individual instances that are isolated from each other and we cannot aggregate information directly from other graphs by propagation. On the other hand, compared with imbalance on regular grid or sequence data (e.g., images or text) where imbalance lies in feature or semantic domain, the imbalance of graph-structured data could also be attributed to the graph topology since unrepresentative topology presented by limited training graphs may ill-define minority classes that hardly generalize to the topology of diverse unseen testing graphs. To address the aforementioned challenges, we present Graph-of-Graph Neural Networks (G^2 GNN), which consists of two essential components that seamlessly work together to derive supervision globally and locally. In summary, the main contributions are as follows:

- **Problem**: We investigate the problem of imbalanced graph classification, which is heavily unexplored in the GNN literature.
- **Algorithm**: We propose a novel framework G^2 GNN for imbalanced graph classification, which derives extra supervision by globally aggregating from neighboring graphs and locally augmenting graphs with self-consistency regularization.
- **Experiments**: We perform extensive experiments on various real-world datasets to corroborate the effectiveness of G^2 GNN on imbalanced graph classification.

We define imbalanced graph classification problem in section 2 and related work in section 3. The proposed framework, G^2 GNN, is given in Section 4, consisting of global graph construction/propagation and local graph augmentation. In Section 5, we conduct extensive experiments to validate the effectiveness of G^2 GNN. Finally, we conclude and discuss future work in Section 6.

### 2 PROBLEM FORMULATION

Let \( G = (\mathcal{V}^G, \mathcal{E}^G, \mathcal{X}^G) \) denote an attributed graph with node feature \( \mathcal{X}^G \in \mathbb{R}^{|\mathcal{V}^G| \times d} \) and adjacency matrix \( A^G \in \mathbb{R}^{|\mathcal{V}^G| \times |\mathcal{V}^G|} \) where \( A^G_{ij} = 1 \) if there is an edge between nodes \( v_i, v_j \) and vice versa. In graph classification, given a set of \( N \) graphs \( \mathcal{G} = \{G_1, G_2, ..., G_N\} \) with each graph \( G_i = (\mathcal{V}^{G_i}, \mathcal{E}^{G_i}, \mathcal{X}^{G_i}) \) as defined above and their labels \( Y \in \mathbb{R}^{N \times C} \) where \( C \) is the total number of classes, we aim to learn graph representations \( P \in \mathbb{R}^{N \times d_f} \) with \( P_i \) for each \( G_i \) in \( \mathcal{G} \) that is well-predictive of its one-hot encoded label \( Y_i \). The problem of imbalanced graph classification can be formalized as:

**Problem 1.** Given a set of attributed graphs \( \mathcal{G} \) with a subset of \( \ell \) labeled graphs \( \mathcal{G}^\ell \) that are imbalanced among different classes, we aim to learn a graph encoder and classifier \( F : \mathcal{F}(\mathcal{X}^G, A^G) \rightarrow Y_i \) that works well for graphs in both majority and minority classes.

### 3 RELATED WORK

**Graph Imbalance Problem.** Graph imbalance exists in many real-world scenarios [51] where graph topology can be harnessed to derive extra supervision for learning graph/node representations. DR-GCN [26] handles multi-class imbalance by class-conditional adversarial training and latent distribution regularization. RECT [41] merges a GNN and proximity-based embeddings for the completely-imbalanced setting (i.e., some classes have no labeled nodes during training). GraphSMOTE [51] attempts to generate edges by pre-training an edge generator for isolated synthetic nodes generated from SMOTE [3]. Most recently, imGAGN [24] simulates both distributions of node attributes in minority classes and graph structures via generative adversarial model. However, all of these recent powerful deep learning works are proposed for node imbalance classification. Graph imbalance classification [23], remains largely unexplored, especially in GNN domain. Therefore, this work tackles this problem and different from previous work, we expect to leverage the graph topology via graph kernels to construct graph of graphs (GoG) and perform propagation on the constructed GoG.

**Graph of Graphs.** Graphs model entities by nodes and their relationships by edges. Sometimes, nodes at a higher level in a graph can be modeled as graphs at a lower level, which is termed as graph of graphs (GoG) [22]. This hierarchical relationship was initially used in [22] to rank nodes in a broader and finer context. Recently, [13] and [37] leverage Graph of Graphs (GoG) to perform link prediction between graphs and graph classification. However, both of them assume the GoG is provided in advance, e.g., [37] constructs edges between two molecule graphs based on their interactions and two drug graphs based on their side effects. Conversely, in this work, we construct a kNN GoG based on graph topological similarity and aggregate neighboring graph information by propagation on the constructed GoG.

**Graph Augmentations.** Recent years have witnessed successful applications of data augmentation in computer vision (CV) [27] and natural language processing (NLP) [9]. As its derivative in graph domain, graph augmentation enriches the training data [7, 49, 50] and therefore can be naturally leveraged to alleviate class imbalance. In this work, we augment graphs by randomly removing edges and masking node features [39, 44] to enhance the model generalizability and further employ self-consistency regularization to enforce the model to output low-entropy predictions [1].

### 4 THE PROPOSED FRAMEWORK

In this section, we introduce our proposed G^2 GNN framework. Figure 1 presents an overview of G^2 GNN, which is composed of two modules from global and local perspective. Globally, a graph kernel-based GoG construction is proposed to establish a k-nearest neighbor (kNN) graph and hence enable two-level propagation, where graph representations are first obtained via a GNN encoder and then neighboring graph representations are aggregated together through the GoG propagation on the established kNN GoG. Locally, we employ graph augmentation via masking node features or removing edges with self-consistency regularization to create novel supervision from stochastic augmentations of each individual graph. The GoG propagation serves as a global governance to retain the model discriminability by smoothing intra-class graphs while separating inter-class graphs. Meanwhile the topological augmentation behaves as a local explorer to enhance the model generalizability in discerning unseen non-training graphs. Next, we introduce details of each module.
4.1 Global Imbalance Mitigation: Graph-of-Graph Construction and Propagation

Graph representations obtained by solely forwarding each graph through GNN encoders cannot be well-learned given scarce labeled training graphs in minority classes. Therefore, we construct a GNN to connect independent graphs and perform GoG propagation to aggregate the information of neighboring graphs. The intuition is that feature propagation and aggregation would mimic the way of SMOTE [3] and mixup [47], which are two of the most fundamental approaches handling the issue of class imbalance and poor generalizability. Aggregating representations of graphs of the same/different class/classes would simulate the interpolation of SMOTE/mixup with coefficients being determined by the specific graph convolution we use in propagation. In the following, we first introduce the basic GNN encoder to obtain graph representations, which will be later used for GoG propagation. Then we construct GoG and empirically demonstrate its high homophily, which naturally motivates the GoG propagation.

4.1.1 Basic GNN Encoder. In this work, we employ graph isomorphism network (GIN) as the encoder to learn graph representation given its distinguished discriminative power of different topology [42]. However, our framework holds for any other GNN encoder.

One GIN layer is defined as:

\[ X^{G_i, l+1} = \text{MLP}^l((A^{G_i} + (1 + \epsilon)I)X^{G_i, l}), \forall l \in \{1, 2, ..., L\} \]  

where \( X^{G_i, l} \) is the intermediate node representation at layer \( l \), \( X^{G_i, 0} \) is the initial node feature in the graph \( G_i \), and MLP is a multi-layer perceptron at layer \( l \). After \( L \) GIN convolutions, each node aggregates information from its neighborhoods up to \( L \) hops away and a readout function integrates node representations into the graph representation \( \mathbf{H}_i \) for each graph \( G_i \) as:

\[ \mathbf{H}_i = \text{READOUT}((X^{G_i, L}_i | v_j \in \mathcal{N}^{G_i})) \]  

Then we construct a kNN graph on top of each individual graph and perform GoG propagation to borrow neighboring graphs’ information. Here we employ global-sum pooling as our READOUT function, which adds all nodes’ representations to obtain the graph representation.

4.1.2 Graph of Graphs Construction. Given a set of graphs \( \mathcal{G} \), we expect to construct a high-level graph where every graph \( G_i \in \mathcal{G} \) is represented by a node and two graphs are linked by an edge if they are similar. In this work, we determine the graph similarity based on their topological similarity since graphs with similar topology typically possess similar functions or belong to the same class such as scaffold hopping [52] and enzyme identification [34]. Here we leverage the graph kernel to quantify topological similarity between pairs of graphs [43] and further use it to construct GoG. Denote the similarity matrix as \( S \in \mathbb{R}^{N \times N} \) where each entry \( S_{ij} \) measures the topological similarity between each pair of graphs \( (G_i, G_j) \) and is computed by the kernel function \( \phi \) as:

\[ S_{ij} = \phi(G_i, G_j), \]  

where multiple choices of the kernel function \( \phi \) could be adopted here depending on specific types of topological similarity required by downstream tasks and in this work, we choose the Shortest Path Kernel due to its simplicity and effectiveness as demonstrated in Section 5. Then we construct a kNN graph \( G^{kNN} \) by connecting each graph \( G_i \) with its top-\( k \) similar graphs based on the similarity matrix \( S \) and then measure its edge homophily as:

\[ \chi^{G^{kNN}} = \frac{|\{(G_i, G_j) \in E^{G^{kNN}} : Y_i = Y_j\}|}{|E^{G^{kNN}}|}. \]  

where high \( \chi^{G^{kNN}} \) means most edges connect graphs of the same class and by varying \( k \), we end up with multiple \( G^{kNN} \) with different homophily level. Figure 2 visualizes the homophily of \( G^{kNN} \).
constructed using Shortest-Path and Weisfeiler-Lehman kernels on three graph datasets populating in the literature [29, 44]. We can clearly see that edge homophily decreases as $k$ increases because graphs with lower topological similarity have higher chance to be selected as neighborhoods while they likely belong to different classes from corresponding center graphs. However, edge homophily even when $k$ is up to 5 is still in \([0.7, 0.8]\) and comparable to Citeseer dataset\(^1\), which indicates that most edges in the constructed $G^k$ connects graphs of the same class. Motivated by this observation, we perform GoG propagation on the generated kNN graph $G^k$ to aggregate neighboring graph information.

### 4.1.3 Graph of Graphs Propagation

Denoting the adjacency matrix with added self-loops of the constructed graph $G^k$ as $A^{kNN} = \tilde{A}^{kNN} + I$ and the corresponding degree matrix as $\tilde{D}^{kNN}$, the $l$th-layer GoG propagation is formulated as:

$$p^{l+1} = (\tilde{D}^{kNN})^{-1} \tilde{A}^{kNN} p^l, l \in \{1, 2, ..., L\}$$

where $p^0 = H$ includes representations of all individual graphs $H_i$ that are previously obtained from GIN followed by the graph pooling, as Eqs. (1)-(2). Note that here we do not differentiate between layers $l$, $L$ used in GoG propagation here and layers used in GIN convolution in Section 4.1.1 since their difference is straightforward based on the context. After $L$ layers propagation, the representation of a specific graph $P^L$ aggregates information from neighboring graphs up to $L$ hops away, which naturally smooths neighboring graphs and their labels by the following theorem [36]:

**THEOREM 4.1.** Suppose that the latent ground-truth mapping $M : P^l_i \rightarrow Y_i$ from graph representations to graph labels is differentiable and satisfies $\mu$–Lipschitz constraints, i.e., $|M(P^l_i) - M(P^l_j)| \leq \mu \|P^l_i - P^l_j\|_2$ for any pair of graphs $G_i, G_j$ ($\mu$ is a constant), then the label smoothing is upper bounded by the feature smoothing among graph $G_i$ and its neighboring graphs $N_i$ through (6) with an error $\epsilon_i^l = p^{l+1} - p_i^l$:

$$d_l^{-1} \sum_{G_j \in N_i} Y_j - y_i - d_l^{-1} \sum_{G_j \in N_i} \sigma(\|P^l_j - P^l_i\|_2) \leq \mu \epsilon_i^l.$$  

**Proof of Theorem 4.1** is provided in [36]. Specifically, $\epsilon_i^l$ quantifies the difference of the graph $G_i$’s representation between $l$th and $(l+1)$th propagation, which decreases as propagation proceeds [19] and eventually converges after infinite propagation $\lim_{l \rightarrow \infty} \epsilon_i^l = 0$ [20]. Treating each graph $G_i$ as a node in $G^k$ and its representation $P^l_i$ gradually converges since $\lim_{l \rightarrow \infty} \epsilon_i^l = 0$. Such feature smoothing further leads to the label smoothing based on Theorem 4.1. Therefore propagating features according to (5) is equivalent to propagating labels among neighboring graphs, which derives extra information for imbalance classification. Given the high-homophily of the $G^k$ in Figure 2, i.e. neighboring graphs tend to share the same class, the extra information derived from feature propagation (label propagation) is very likely beneficial to the performance of downstream classification.

---

\(^1\) Citeseer: a well-known GNN node classification benchmark dataset [28].

### 4.2 Local Imbalance Mitigation: Self-consistency Regularization via Graph Augmentation

Even though feature propagation globally derives extra label information for graphs in minority classes from their neighboring graphs, training with limited graph instances still restricts the power of the model in recognizing numerous unseen non-training graphs. To retain the model generalability, we further leverage two types of augmenting schemes, removing edges and masking node features [44], which are respectively introduced in the next.

#### 4.2.1 Removing Edges

For each graph $G_i \in \mathcal{G}$, we randomly remove a subset of edges $\mathcal{E}^{G_i}$ from the original edge set $\mathcal{E}^G$ with probability: $P(e_{uv} \in \mathcal{E}^{G_i}) = 1 - \delta_{uv}$, where $\delta_{uv}$ could be uniform or adaptive for different edges. Since uniformly removing edges (i.e., $\delta_{uv} = \delta$) already enjoys a boost over baselines as shown in Section 5.2, we leave the adaptive one as future work.

#### 4.2.2 Masking Node Features

Instead of directly removing nodes that may disconnect the original graph into several components, we retain the graph structure by simply zeroing entire features of some nodes following [10, 44]. Randomly masking entire features of some nodes enables each node to only aggregate information from a random subset of its neighborhoods multi-hops away, which reduces its dependency on particular neighborhoods. Compared with partially zeroing some feature channels, we empirically find that zeroing entire features generates more stochastic augmentations and achieves better performance. Formally, we randomly sample a binary mask $\eta_{ij}^{G_i} \sim Bernoulli(1 - \delta_{ij})$ for each node $v_j$ in graph $G_i$ and multiply it with the node feature, i.e., $\tilde{X}^{G_i}_{ij} = \eta_{ij}^{G_i} X_{ij}^{G_i}$ [48].

For model simplicity, we unify the probability of removing edges and masking node features as a single augmentation ratio $\delta$. Note that by using these augmentations after feature propagation, features of each node are stochastically mixed with its neighborhoods and create multiple augmented representations, which significantly increases the model generalability if these augmented representations overlap with unseen non-training data. However, arbitrary modification of graph topology without any regularization could unintentionally introduce invalid or even abnormal topology. Therefore, we leverage self-consistency regularization to enforce the model to output low-entropy predictions [10].

#### 4.2.3 Self-Consistency Regularization

Formally, given a set of $T$ augmented variants of a graph $G_i, \tilde{G}_i = \{G_i, G_i^2, ..., G_i^T \}$, $q_G(\cdot | G_i)$ is the augmentation distribution conditioned on the original graph $G_i$ parameterized by the augmentation ratio $\delta$, we feed them through a graph encoder by Eq. (1)-(2) and the GoG propagation by Eq. (5) to obtain their representations $\{P^1_i, P^2_i, ..., P^T_i\}$. More specifically, we forward the set of representations of all $r$th augmented graphs $\{H^r | i \in \{1, 2, ..., |G^r|\}\}$ through GoG propagation $T$ times to obtain their representations $\{P^1_i, P^2_i, ..., P^T_i\}$. Then we further apply the classifier to obtain their predicted label distributions $\{P^t_i = \sigma(\theta_p(P^t_i)) | i \in \{1, 2, ..., |G^r|\}, t \in \{1, 2, ..., T\}\}$ where $\sigma$ is the softmax normalization and $\theta_p$ is a trainable classifier parameterized by $\theta_p$. After that, we propose to optimize the consistency of predictions among $T$ augmentations for each graph. We first calculate the center of label
distribution by taking the average of the predicted distribution of all augmented variants for each specific graph $G_i$, i.e., $\overline{P}_i = \frac{1}{T} \sum_{t=1}^{T} \bar{P}_{ij}$.

Then we sharpen $[1]$ this label distribution center:

$$\bar{P}_{ij} = (\bar{P}_{ij})^T = \sum_{c=1}^{C} P_{ic}^T, \forall j \in \{1, 2, ..., C\}, i \in \{1, 2, ..., |G|\} \tag{7}$$

where $\tau \in [0, 1]$ acts as the temperature to control the sharpness of the predicted label distribution and as $\tau \rightarrow \infty$, the sharpened label distribution of each graph approaches a one-hot distribution and hence becomes more informative. Then the self-consistency regularization loss for the graph $G_i$ is formulated as the average $L_2$ distance between the predicted distribution of each augmented graph $\overline{P}_i$ and their sharpened average predicted distribution:

$$L_{\text{self}} = \frac{1}{T} \sum_{t=1}^{T} ||\bar{P}_i - \overline{P}_i||_2. \tag{8}$$

Optimizing (8) requires the encoder and classifier to output similar predicted class distribution of different augmentations of each graph to the center one; this prevents the decision boundary of the whole model from passing through high-density regions of the marginal data distribution [12]. Also, as we increase $\tau$, we can enforce the model to output low-entropy (high-confidence) predictions.

### 4.3 Objective Function and Prediction

The overall objective function of $G^2$GNN is formally defined as:

$$\mathcal{L} = -\frac{1}{|G'|} \sum_{G' \in G} - \sum_{c=1}^{C} \sum_{i=1}^{\text{num_graph}} \log P_{ic}' \log P_{ic} + \frac{1}{|G'|} \sum_{c=1}^{C} \sum_{i=1}^{\text{num_graph}} ||\bar{P}_i - \overline{P}_i||_2. \tag{9}$$

where $\mathcal{L}^\text{sup}$ is the cross entropy loss over all training graphs in $G'$ with known label information as previously defined with $C$ graph classes to be predicted, and $\mathcal{L}^\text{self}$ is the self-consistency regularization loss defined by Eq. (8) over all training graphs.

To predict classes of graphs in validation/testing set, instead of forwarding each individual unlabeled graph through the already-trained encoder $f_{\theta_y}$ and the classifier $g_{\theta_y}$ to predict its label, we first generate $T$ augmented variants of each unlabeled graph $G_i = \{G_1, G_2, ..., G_k, i \sim q_{\delta}(\cdot | G_i)\}, \forall G_i \in G \cap G'$ following Section 4.2 and then collectively forward the augmented graphs through $f_{\theta_y}$, GoG propagation and the classifier $g_{\theta_y}$ to obtain their predicted label distribution $\{P^1_{i1}, P^1_{i2}, ..., P^1_{iT}\}$, then the final predicted distribution of graph $G_i$ is averaged over all augmented variants as $\frac{1}{T} \sum_{t=1}^{T} \bar{P}_{ij}, \forall G_i \in G \cap G'$ and the final predicted class is the one that owns the highest class probability, i.e., $y_i = \arg \max_{j \in \{1, 2, ..., C\}} \frac{1}{T} \sum_{t=1}^{T} \bar{P}_{ij}$.

### 4.4 Algorithm

In Algorithm 1, we present a holistic overview of the main stages in the proposed $G^2$GNN framework. Note that the GoG propagation and the graph augmentation with self-consistency regularization are both proposed to create more supervision from scarce minority training graphs, which can only handle the poor generalization problem. To avoid the problem of inclination to learning towards majority classes as mentioned in Section 1, we up-sample minority labeled graphs till the graphs in training and validation set are both balanced among different classes before starting the whole training processes as step 3 shows here. Balancing the labeled graphs in training set cannot only balance the training loss computed by Eq. (9) but also provide sufficient graphs from minority class to construct GoG. Otherwise given only few graphs in the minority class, the top-$k$ similar graphs to one graph in minority class would be more likely come from majority class, which would further cause the negative feature smoothing when performing GoG propagation and hence compromise the classification performance. Balancing the labeled graphs in validation set could avoid the imbalanced bias introduced in determining which model should be preserved for later evaluation.

Next, we compare our proposed $G^2$GNN with vanilla GNN-based encoders by analyzing the time and model complexity. Since we employ shortest path kernel for all experiments in this work, we only analyze our models with this specific graph kernel.

In comparison to vanilla GNN-based encoders, additional computational requirements come from three components: kernel-based GoG construction and topological augmentation. In kernel-based GoG construction, applying shortest path kernel to calculate the similarity between every pair of graphs requires $O(n^2)$ [2] time and thus the total time complexity of this part is $O(|G|n) + |G| = \max_{G \in \mathcal{G}} E (|V|G) \sum_{i=1}^{C} \mathcal{P}_i G_i$ due to the total $|G|$ graphs. After computing the pairwise similarity, we can construct the GoG by naively thresholding out the top-$k$ similar graphs for each graph and the time complexity here is $O(|G|k)$. By default $k \leq |G|$, we directly have $O(|G|) + O(|G|k) = O(|G|^{\frac{3}{2}})$ and hence the time complexity of the first module is $O(|G|^{\frac{3}{2}})$. Despite the prohibitively heavy computation of $O(|G|^{\frac{3}{2}})$, the whole module is a pre-processing computation once for all and we can further save the already computed similarity matrix $S$ for future use, which

---

**Algorithm 1:** The algorithm of $G^2$GNN

**Input:** The imbalanced set of labeled graphs $G'$, the kernel function $\phi$, the augmentation distribution $q_{\delta}$, the encoder $f_{\theta_y}$ and the classifier $g_{\theta_y}$ with their learning rate $\alpha_f, \alpha_g$

1. Compute pairwise similarity matrix $S$ by Eq. (3) and construct $G^2$GNN following Section 4.1.2
2. Up-sample minority graphs in $G'$ for both training and validation sets
3. while not converged do
4. for mini-batch of graphs $G^B = \{G_1, G_2, ..., G_i, i \sim \{1, 2, ..., |G|\}\} do$
5. Find top-$k$ similar graphs for each $G_i \in G^B$ based on $S$ and incorporate them into $G^B$ // Section 4.1.2
6. Obtain the subgraph $G^\text{sub}_{G^B}$ from $G^\text{sub}_{G^B}$ induced by graphs in $G^B$
7. For each $G_i \in G^B$, generate $T$ augmented graphs
8. Apply graph encoder $f_{\theta_y}$ by Eq. (1)-(2), the GoG propagation by Eq. (5), and the classifier $g_{\theta_y}$ to predict graph class distribution
9. Compute loss by Eq. (9) and update parameters
10. $\theta_y \leftarrow \theta_y - \alpha_f + V_{\theta_y} L, \theta_y \leftarrow \theta_y - \alpha_f + V_{\theta_y} L$ // Section 4.1.3
therefore imposes no computational challenge. In topological augmentation, we augment graphs $T$ times during each training epoch and each time we either go over all its edges or nodes, therefore the total time complexity of this module during each training epoch is $O(T \sum_{G_i \in G^B} (|V^G_i| + |E^G_i|))$. Since augmenting graphs multiple times gains no further improvement than $2$ [44], we fix $T$ to be the constant 2 and therefore the total complexity of this part is linearly proportional to the size of each graph, which imposes no additional time compared with GNN encoders. Among the GoG propagation component, the most computational part comes from propagation in Eq. (5), which can be efficiently computed by applying power iteration from the edge view in $O(K|G^{GNN,B}|)$ for each subgraph induced by graphs in batch $G^B$. Based on experimental results in Figure 5a-5b, we usually choose $k$ to be small to ensure the sparsity and the high homophily of GoG, then $O(K|G^{GNN,B}|)$ can be neglected compared with applying GNN encoders to get representations of each graph, $O(K \sum_{G_i \in G^B} |E^G_i|)$. For the model complexity, besides the parameters of GNN encoders, $G^2$GNN adds no additional parameters and therefore its model complexity is exactly the same as traditional GNN encoders.

In summary, our model introduces no extra model complexity but $O(\frac{1}{k^2})$ extra time complexity in the pre-processing stage. We further present the actual time used for applying Shortest Path kernel to compute $S$ in Table 1. It can be clearly see that similarity matrix $S$ is calculated in a short time for each dataset other than D&D and REDDIT-B since graphs in these two dataset are on average denser than other datasets as shown in Table 1. However, we can simply pre-compute this $S$ once for all and reuse it for $G^2$GNN. Moreover, we can make this computation feasible by either employing the fast shortest-path kernel computations by the sparcity and the high homophily of GoG, then $\beta$.

5 EVALUATION

In this section, we evaluate the effectiveness of $G^2$GNN by conducting extensive imbalanced graph classification on multiple types of graph datasets with different levels of imbalance. We begin by introducing the experimental setup, including datasets, baselines, evaluation metrics, and parameter settings.

5.1 Experimental Setup

5.1.1 Dataset. We conduct experiments on seven widely-adopted real-world datasets [30, 43], which include: (1) Chemical compounds: PTC-MR, NCI1, and MUTAG. (2) Protein compounds: PROTEINS, D&D, and DHFR. (3) Social network: REDDIT-B. Details of these datasets can be found in Table 1.

5.1.2 Baselines. To evaluate the effectiveness of the proposed $G^2$GNN, we select three models designed for graph classification, which includes:

- **GIN** [42]: A basic supervised GNN model for graph classification due to its distinguished expressiveness of graph topology.
- **InfoGraph** [29]: An unsupervised GNN model for learning graph representations via maximizing mutual information between the original graph and its substructures of different scales.
- **GraphCL** [44]: Stepping further from InfoGraph, GraphCL proposes four strategies to augment graphs and learns graph representations by maximizing the mutual information between the original graph and its augmented variants.

Since imbalanced datasets naturally provide weak supervision on minority classes, unsurpassed GNNs outweigh supervised counterparts and selecting them as baselines could more confidently justify the superiority of our model. All the above three baselines are proposed without consideration of imbalanced setting, therefore we further equip these three backbones with strategies designed specifically for handling imbalance issue, which includes:

- **Upsampling (us)**: A classical approach that repeats samples from minority classes [17]. We implement this directly in the input space by duplicating minority graphs.
- **Reweighting (rw)**: A general cost-sensitive approach introduced in [46] that assigns class-specific weights in computing the classification loss term in Eq. (9); we set the weights of each class as inverse ratio of the total training graphs to the number of training graphs in that class.
- **SMOTE (st)**: Based on the ideas of SMOTE [3], synthetic minority samples are created by interpolating minority samples with their nearest neighbors within the same class based on the output of last GNN layer. Since directly interpolating in the topological space may generate invalid graph topology, here we first obtain graph representations by GNN-based encoders and interpolate minority graph representations in the embedding space to generate more minority training instances. Here, the nearest neighbors are computed according to Euclidean distance.

Equipping each of the above three backbones with up-sampling, re-weighting, and SMOTE strategies tailored specifically for imbalanced classification, we end up with 10 baselines. Specifically, we equip up-sampling and re-weighting with all three backbones and name each new baseline by combining the name of its backbone and the equipped strategy, e.g. GIN$_{us}$ represents the backbone GIN equipped with the up-sampling strategy. Since applying SMOTE empirically leads to similar or even worse performance gains, we only stack it on the GIN backbone.

5.1.3 Evaluation Metrics. Following existing work in imbalanced classification [51], we use two criterion: F1-macro and F1-micro to measure the performance of $G^2$GNN and other baselines. F1-macro computes the accuracy independently for each class and then takes the average (i.e., treating different classes equally). F1-micro computes accuracy over all testing examples at once, which may underweight the minority classes. Following [10], The whole GoG propagation is conducted in the transductive setting where representations of graphs in the training set could aggregate representations of graphs in the validation and testing sets while the classification loss is only evaluated on the given training labels.
Table 2: Graph classification performance on seven datasets. Note that the standard deviation is relatively higher since we focus on the imbalance problem and use 50 different data splits (i.e., having different training data distributions). \(G^2\text{GNN}_r\) and \(G^2\text{GNN}_n\) represent our proposed model using the removing edges and masking node features augmentation strategy, respectively. Red (blue) denotes the best (runner-up) model.

| Model       | MUTAG (5-45) | PROTEINS (30:270) | D&D (30:270) | NC1 (100:908) |
|-------------|--------------|-------------------|--------------|---------------|
|             | F1-macro     | F1-micro           | F1-macro     | F1-micro       | F1-macro     | F1-micro       | F1-macro     | F1-micro       | F1-macro     | F1-micro     | F1-macro     | F1-micro     | F1-macro     | F1-micro     | F1-macro     | F1-micro     |
| GIN         | 52.50 ± 18.70 | 56.77 ± 14.14     | 25.33 ± 7.33 | 28.50 ± 5.82 | 9.99 ± 7.44  | 11.88 ± 9.49 | 18.24 ± 7.58 | 18.94 ± 7.12  |
| GIN\text{ax} | 78.03 ± 7.62  | 78.77 ± 7.67      | 65.64 ± 2.67 | 71.55 ± 3.19 | 41.15 ± 3.74 | 70.56 ± 10.28 | 59.19 ± 4.39 | 71.80 ± 7.02  |
| GIN\text{mr} | 77.00 ± 9.59  | 77.68 ± 9.30      | 54.54 ± 6.29 | 55.77 ± 7.11 | 28.49 ± 5.92 | 40.79 ± 11.84 | 36.84 ± 8.46 | 39.19 ± 10.05 |
| GIN\text{nr} | 74.61 ± 9.66  | 75.11 ± 9.87      | 56.07 ± 7.95 | 57.85 ± 8.70 | 27.08 ± 6.63 | 39.01 ± 15.87 | 40.40 ± 9.63 | 44.48 ± 12.05 |
| InfoGraph   | 69.11 ± 9.93  | 69.68 ± 7.77      | 35.91 ± 7.58 | 36.81 ± 6.51 | 21.41 ± 4.51 | 27.68 ± 7.52  | 33.09 ± 3.30 | 34.03 ± 3.68  |
| InfoGraph\text{ax} | 78.62 ± 6.84  | 79.09 ± 6.86      | 62.68 ± 2.70 | 66.02 ± 3.18 | 41.55 ± 2.32 | 71.34 ± 6.76  | 53.38 ± 1.88 | 62.20 ± 2.63  |
| InfoGraph\text{mr} | 80.85 ± 7.75  | 81.68 ± 7.83      | 65.73 ± 3.10 | 69.60 ± 3.68 | 41.92 ± 2.28 | 72.43 ± 6.63  | 53.05 ± 1.12 | 62.45 ± 1.89  |
| GraphCL     | 66.82 ± 11.56 | 67.77 ± 9.75      | 40.86 ± 6.94 | 41.24 ± 6.38 | 21.02 ± 3.05 | 26.80 ± 4.95  | 31.92 ± 2.09 | 36.12 ± 3.05  |
| GraphCL\text{ax} | 80.06 ± 7.79  | 80.45 ± 7.86      | 64.21 ± 2.53 | 65.76 ± 2.61 | 38.96 ± 3.01 | 64.23 ± 8.10  | 49.22 ± 1.25 | 58.29 ± 3.30  |
| GraphCL\text{mr} | 80.27 ± 7.27  | 80.84 ± 7.43      | 63.46 ± 2.42 | 64.97 ± 2.41 | 40.29 ± 3.31 | 67.96 ± 8.88  | 50.05 ± 2.09 | 58.18 ± 3.08  |
| G\text{GNN}_r | 80.37 ± 6.73  | 81.25 ± 6.87      | 67.70 ± 2.96 | 73.10 ± 4.05 | 43.23 ± 3.91 | 73.03 ± 9.98  | 63.60 ± 1.37 | 72.97 ± 1.81  |
| G\text{GNN}_n | 83.01 ± 7.01  | 83.59 ± 7.14      | 67.39 ± 2.99 | 73.30 ± 4.19 | 43.93 ± 3.46 | 79.09 ± 10.28 | 64.78 ± 2.86 | 74.93 ± 2.14  |

5.1.4 Parameter Settings. We implement our proposed \(G^2\text{GNN}\) and some necessary baselines using PyTorch Geometric [11]. For InfoGraph\textsuperscript{2} and GraphCL\textsuperscript{3} we use the original authors’ code with any necessary modifications. Aiming to provide a rigorous and fair comparison across models on each dataset, we tune hyperparameters for all models individually as: the weight decay $\in [0, 0.1]$, the encoder hidden units $\in \{128, 256\}$, the learning rate $\in \{0.001, 0.01\}$, the inter-network level propagation $L \in \{1, 2, 3\}$, the augmentation ratio $\delta \in \{(0.05, 0.1), (0.15, 0.2), (0.25, 0.3)\}$, the augmentation number $T = 2$ and sharpening temperature $\tau = 0.5$. We employ Shortest Path Kernel to compute similarity matrix $S$ and set the trainable classifier $g$ as a 2-layer MLP. For REDDITB dataset, we use one-hot encoding of the node degree as the feature of each node following [29, 44]. For reproducibility, the code of the model with its corresponding hyperparameter configurations are publicly available\textsuperscript{4}.

5.2 Performance Comparison

In this subsection, we compare the performance of \(G^2\text{GNN}_r\) and \(G^2\text{GNN}_n\), which represent the G\text{GNN} framework with the edge removal or node feature masking as augmentation, respectively, against the aforementioned baselines. Since class distributions of most datasets are not strictly imbalanced, we use an imitative imbalanced setting: we randomly set 25%/25% graphs as training/validation sets and among each of them, we choose one class as minority and reduce the graphs of this class in the training set (increase the other one) till the imbalance ratio reaches 1:9, which creates an extremely imbalanced scenario\textsuperscript{5}. We average the performance per metric across 50 different data splits to avoid any bias from data splitting. Table 2 reports the mean and the standard deviation of the performance.

We observe from Table 2 that \(G^2\text{GNN}\) performs the best in all 7 datasets under both F1-macro and F1-micro. Moreover, edge removing (i.e., \(G^2\text{GNN}_r\)) benefits more on the social network (i.e., REDDIT-B) while node feature masking (i.e., \(G^2\text{GNN}_n\)) enhances more on biochemical molecules (e.g., MUTAG, D&D, NC1 and PTC-MR), which conforms to [44] and is partially attributed to no node attributes presented in the social network. Models that are specifically designed for tackling the class imbalance issue generally perform better than the corresponding bare backbones without any strategy handling imbalance. The inferior performance of \(\text{GIN}_\text{mr(st)}\) to \(\text{GIN}_\text{ax}\) is because we either set weights for adjusting training loss of different classes or generate synthetic samples based on training data at current batch. Since the number of training instances in each batch may not strictly follow the prescribed imbalance ratio, the batch-dependent weight or synthetic samples hardly guarantee the global balance. InfoGraph\textsuperscript{(GraphCL)-based} variants do not suffer from the issue introduced by batch-training since once we obtain graph representations from pre-trained models by mutual information maximization, we feed them through downstream classifiers all at once without any involvement of batch process. Therefore, the performance of InfoGraph\textsuperscript{(GraphCL)}\textsuperscript{r_w(st)} is comparable to InfoGraph\textsuperscript{(GraphCL)}\textsuperscript{ax}. We emphasize that the larger standard deviation in our setting is due to the significantly

---

\textsuperscript{2} https://github.com/fanyun-sun/InfoGraph
\textsuperscript{3} https://github.com/Shen-Lab/GraphCL
\textsuperscript{4} Code for G\text{GNN}: https://github.com/submissionConf/\text{G\text{GNN}}

\textsuperscript{5} We select the amount of training and validation data as 25% to ensure the sufficiency of minority instances in both training and validation set given the imitative data distribution is at such a skewed level.
different training data across different runs. We further argue that this standard deviation cannot be reduced by only increasing the number of runs due to the imbalance nature of the problem. However, the higher average performance of our model still signifies its superiority in handling a wide range of imbalanced data splittings.

### 5.3 Influence of Imbalance Ratio

We further compare the performance of our model with other baselines under different imbalance ratios. We vary the imbalance ratio from 1:9 to 9:1 by fixing the total number of training and validation graphs (25%/25%) as before and gradually varying the number of graphs in different classes, which exhausts the imbalance scenarios from being balanced (5:5) to the extremely imbalanced (1:9 or 9:1) scenarios. Note that for clear comparison, we only visualize the performance of the best variant among each of three backbones in Figure 3. We can clearly see that the performance of all models first increases and then decreases as the imbalance ratio increases from 0.1 to 0.9, which demonstrates the detrimental effect of data imbalance on the model performance and such detrimental effect becomes even worse when the imbalance becomes more severe. Furthermore, the F1-macro score of our G²GNN model clearly outperforms all other baselines on both MUTAG and DHFR under each imbalance ratio, which soundly justifies the superiority and robustness of our model in alleviating imbalance of different level. Different from supervision presented from given labeled data, the extra supervision derived by leveraging neighboring graphs’ information via propagation and topological augmentation is weakly influenced by the amount of training data. Therefore, the margin achieved by our model further grows when imbalance ratio is either too low or too high compared with GIN, InfoGraph and GraphCL that are not designed specifically for handling the imbalance scenario since the extra supervision derived in our model stays the same while the basic supervision encoded in the training data decreases. Besides, our model also performs comparable or even slightly better then all other baselines under balanced scenario, which additionally signifies the potentiality of our model in balanced data-splitting. Among other baselines, GraphCL performed the best since it applies re-weight strategy to balance the training loss and further leverages the graph augmentation coupled with mutual information maximization to extract the most relevant information for downstream classification. An interesting observation is that the optimal performance is not always when the labeled data is strictly balanced, which reflects the uneven distribution of informative supervision embedded across different classes.

### 5.4 Ablation Study

In this section, we conduct ablation study to fully understand the effect of each component in G²GNN on alleviating the imbalance issue. In Figure 4, we present performance improvement over the baseline GIN\_us achieved by our proposed framework (G²GNN\_e(\(n\))) along with variants that remove the GoG propagation (G²GNN\_e(\(n\)) (w/o kNN)) and remove the topological augmentation (G²GNN\_\(\emptyset\)). (1) We notice that solely employing GoG propagation (G²GNN\_\(\emptyset\)) increases the performance on all datasets according to F1-macro, demonstrating the effectiveness of GoG propagation in alleviating imbalance issue. (2) Augmenting via removing edges hurts the performance on MUTAG. This is because the size of each graph in MUTAG is relatively small and thus removing edges may undermine crucial topological information related to downstream classification. (3) We observe that the proposed GoG propagation and graph augmentation generally achieve more performance boost on F1-macro than F1-micro. This is because the derived supervision significantly enhance the generalizability of training data in minority classes. However, for majority classes where majority training instances already guarantee high generalizability, the enhancement would be minor. (4) Combining GoG propagation and
graph augmentation together is better than only applying one of them in most cases, which indicates that the extra supervision derived by globally borrowing neighboring information and locally augmenting graphs are both beneficial to downstream tasks and not overlapped with each other as the accumulating benefit shown here. (5) On NCI1, despite the minor improvement of applying only one of the proposed two modules, combining them together leads to significant progress. This is because instead of propagating original graphs’ representations, we leverage augmented graphs in GoG propagation and the derived local supervision is further enhanced by the global propagation to create more novel supervision and extremely enhance the model generalizability on minority classes.

5.5 Further Probe

5.5.1 Effect of Neighborhood Numbers. Here we investigate the influence of the number of neighboring graphs on the performance of $G^k\text{GNN}(k ≥ 1)$ on MUTAG and DHFR. The experimental setting is the same as Section 5.1 except that we alter the $k$ among $\{1, 2, ..., 9\}$. In Figure 5, we see that both of the F1-macro and F1-micro increase first as $k$ increases to 2 on MUTAG and 3 on DHFR since higher $k$ means more number of neighboring graphs sharing the same label, as the homophily level at this stage is generally higher given the red line, therefore we derive more beneficial supervision. However, as we further increases $k$ to 6, the performance begins to decrease since most of added neighborhoods share different labels due to low homophily in this middle stage and hence provide adverse information that compromises classification. In the last stage when $k$ proceeds to increase beyond 6, the performance gradually becomes stable, this is because directly linking each graph with its 6-top similar graphs leads to a very dense GoG and propagation on this dense GoG directly incorporates information from most of other graphs and therefore the neighboring information that each graph receives is too noisy and useless.

5.5.2 Effect of augmentation ratio. Then we investigate the effect of augmentation ratio $\delta$ among $\{0.1, 0.2, ..., 0.9\}$ on the performance of $G^2\text{GNN}$ on MUTAG and $G^2\text{GNN}$ on PROTEINS. We see that the F1-macro on both MUTAG and PROTEINS first increase and then decrease. This is because initially increasing augmentation ratio would generate abundant unseen graphs and enhance the model generalizability, which conforms to the advantageous of harder contrastive learning concluded in [44]. However, as we further increase the augmentation ratio, the performance decreases because graphs of one class may be over-augmented, which destroys the latent relationship between graphs and its class or even mismatch graphs with other classes.

5.5.3 Efficient Analysis. Furthermore, we compare the efficiency of each model in Table 3 where the running time is averaged across 10 times. Without equipping any imbalance-tailored operation, GIN achieves shortest running time. Equipping reweighting as $\text{GIN}_{rw}$ is faster than equipping upsampling as $\text{GIN}_{us}$ since upsampling increase the size of the dataset. Our proposed $G^2\text{GNN}$ and its variants generally have longer running time due to topological augmentation and graph-level propagation.

6 CONCLUSION

In this paper, we focused on imbalanced graph classification, which widely exists in the real world while rarely explored in the literature. Noticing that unlike the node imbalance problem where we can propagate neighboring nodes’ information to obtain extra supervision, graphs are isolated and have no connections with each other. Therefore, we employ a kernel-based Graph of Graph (GoG) construction to establish a kNN graph and devise a two-level propagation to derive extra supervision from neighboring graphs globally. By theoretically proving the feature smoothing is upper bounded by the label smoothing and empirically showing the high homophily on the constructed kNN GoG, we guarantee the derived supervision is beneficial for downstream classification. Moreover, we employ local augmentation and upsampling of minority graphs to enhance the model generalizability in discerning unseen non-training (especially minority) graphs. Experiments on 7 real-world datasets demonstrate the effectiveness of $G^2\text{GNN}$ in relieving the graph imbalance issue. For future work, we plan to incorporate attention mechanism in the GoG propagation to adaptively aggregate neighboring graphs’ information based on their topological similarity and further more work on the imbalance problem in link prediction, especially in recommendation systems [40].

Table 3: Running time (in seconds) of different models.

| Dataset  | GIN  | GIN$_{us}$ | GIN$_{rw}$ | $G^2\text{GNN}$ | $G^2\text{GNN}_n$ | $G^2\text{GNN}_d$ |
|----------|------|------------|------------|----------------|------------------|------------------|
| MUTAG    | 5.2  | 8.9        | 5.6        | 16.8           | 24.4             | 22.6             |
| PROTEINS | 24.3 | 40.7       | 25.3       | 111.1          | 155.7            | 153.0            |
