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Abstract—In this paper, we proposed a new deep learning based dense monocular SLAM method. Compared to existing methods, the proposed framework constructs a dense 3D model via a sparse to dense mapping using learned surface normals. With single view learned depth estimation as prior for monocular visual odometry, we obtain both accurate positioning and high quality depth reconstruction. The depth and normal are predicted by a single network trained in a tightly coupled manner. Experimental results show that our method significantly improves the performance of visual tracking and depth prediction in comparison to the state-of-the-art in deep monocular dense SLAM.

I. INTRODUCTION

SLAM is a key building block in most mobile autonomous systems. Much of the recent research addresses the SLAM problem with a single camera. A solution with a single camera would be very competitive in many applications as a camera is relatively inexpensive and already present in most mobile devices. In this paper we investigate direct methods for SLAM. Impressive semi-dense/sparse tracking and mapping results have been achieved. LSD-SLAM [1] and the more recent DSO [2] define the state of the art in these domains. However, they are not able to overcome the intrinsic problem of monocular visual positioning, that scale is not observable. With the recent advances in deep learning, this issue is now being tackled by using learning based depth estimators. The idea is to use a network to predict the depth from a monocular image and use this as a prior in a SLAM or visual odometry (VO) system. Recent works [3], [4] show that the absolute position error can be greatly reduced in this way. This is the approach we take in this paper as well.

Our long term goal is accurate and dense 3D reconstruction of scenes. Such models could, for example, support advanced predictions of the effect of certain physical interactions. We make several important contributions in this paper. At a high level, we propose a deep learning based dense monocular SLAM method capable of real-time performance. The most related work to ours is CNN-SLAM [3]. A key insight in our work is that we should combine the ability of the CNN to generate dense depth predictions with the ability of a visual tracking system to generate highly accurate but sparse points through optimization. We use these sparse but accurate points to correct the dense depth predictions from the CNN. In particular, we leverage normals and an assumption about local planar structures. Depth and normals are predicted by a single CNN for efficiency. The network has been trained in a novel coupled manner, optimized for the sparse-to-dense reconstruction task. The CNN thus contributes to the tracking system by providing the true scale and the tracking system helps improve the accuracy of the dense depths. In our work, the sparse point clouds are generated from the active window keyframes of DSO [2], initialised by depth priors from the CNN. After the sparse to dense reprojection, the keyframes are sent to the backend which includes keyframe wise refinement and a fusion based mapper. We choose a fusion based mapper for the further enhancement of the global 3D model consistency. The backend also provides our system with loop closure abilities. An example is shown in Fig. 1.

In summary, the key feature of our system is learning based sparse to dense mapping for 3D reconstruction. We denote our method S2D (Sparse2Dense). In the remainder of the paper, we firstly review the related work. Secondly, we provide an overall system overview to better explain the details. Then, in the following two sections, we present our approach to coupled training and reconstruction. Finally, we show experimental results, discuss these and outline
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directions for future work.

II. RELATED WORKS

**Single View Depth and Normal Estimation.** Deep learning methods have achieved great advances in the area of single view depth and/or normal estimation and have largely replaced classical methods such as [5] and [6].

Eigen et al. [7] train a two scale CNN to predict depth from single images. Liu et al. [8] use a CNN to learn unary and pairwise potentials for a continuous CRF for depth estimation. Laina et al. [9] propose a fully convolutional [10] residual network [11] (FCRN) with up-projection based upsampling using interleaved convolution. In addition, there are many supervised deep learning methods for monocular depth estimation [12], [13], [14], [15] showing good performances.

Another recent trend, are approaches which train the CNN to predict the depth in a self-supervised way [16], [17], [18], [19] or in an unsupervised way [20]. They use an image reconstruction loss without the supervision of ground truth depth. This is well suited for scenarios where the depth ground truth is hard or expensive to be collected, e.g., recorded video and outdoor. Recent methods in [21], [4] show that combining supervised learning using depth ground truth and self-supervised learning achieves better performance.

For single view normal prediction, Wang et al. [22] developed CNNs that operate both locally and globally on the image. The resulting predictions are combined with evidence from vanishing points to produce the final prediction. In [23] both depth and normal predictions are performed using a multi-scale deep network. Li et al. [24] use hierarchical CRFs to estimate depth and normals from monocular images. Bansal et al. introduce a skip-network model in [25] and in [26] a model for stratified sampling of pixels that can be used for normal prediction. In work [27], a CRF with a 4-stream CNN is designed to improve the consistency of predicted depth and surface normals in planar regions. GeoNet, proposed in recent work [28], consists of two streams of CNNs that have been jointly optimized to predict depth and normal through depth-to-normal and normal-to-depth mappings.

In our setting, an indoor scenario, relative large amounts of labeled samples is available, such as NYUv2 [29], SUN3D [30], etc. Thus, we trained the network in a supervised manner. Furthermore, we trained the CNN to predict both depth and normal in a coupled way similar to [28]. The reconstructed depth and normals are used as strong regularization and can be seen as a pre-optimization for the sparse to dense reconstruction. Further details can be found in Sec. IV.

**Monocular VO and SLAM**

Impressive progress has been made in visual odometry and SLAM methods. A common way to categorize different approaches is to use direct / indirect and dense / sparse. In direct methods, image frames are aligning directly based on pixel intensities and in indirect methods by first extracting features. Sparse and dense methods differ by how much of the image information is used. ORB-SLAM [31] defines the state-of-the-art in indirect sparse methods. When speed is of the essence SVO2 [32], using a semi-direct approach, offers frame rates of hundreds of Hz. LSD-SLAM [1] was one of the first direct semi-dense methods. The more recent DSO [2] is a direct and sparse method that adds joint optimization of all model parameters.

Scale drift [33] is an error which cannot be removed easily in a principled way with traditional methods when using a single camera. Traditional, non-deep, methods are therefore gradually being challenged by learning based methods. Recent deep learning based mapping systems [3], [4] reduce the scale drift error by incorporating deep learning based single view depth estimation. In CNN-SLAM [3], a CNN is used to predict single view depth, which is fed into LSD-SLAM to achieve dense reconstruction. The depth is refined by using Bayesian filtering from [1], [34]. In DVS-O [35], a virtual stereo view similar to [18] is predicted for the depth. This is jointly optimized for high accuracy tracking using DSO. Yin et al. [36] improve the performance of the depth estimation by using two consecutive frames and estimate ego-motion with refined depth. In CodeSLAM [37], a compact learned representation from conditioned auto-encoding is optimized to obtain a dense reconstruction with camera pose.

End-to-end training is a general trend. Here ego-motion estimation is performed directly, either supervised with ground truth or unsupervised [20], [38] using image reconstruction loss. However, as shown in [35], the performance of the end-to-end ego-motion is not on par with geometrical optimization based methods yet.

Our work is tightly related to deep learning based VO/SLAM and single view depth/normal estimation. Our method, S2D, is built on top of the direct monocular VO method DSO[2]. Depth and normals are predicted by a jointly optimized CNN. The learning based depth prior is used in the geometric optimization to reduce scale drift and achieve accurate monocular camera pose estimation. This results in sparse but optimized depth estimates. Finally, surface normal based geometrical reconstruction is conducted to rebuild a dense point cloud from the optimized sparse depth estimates.

III. SYSTEM OVERVIEW

The overview of proposed S2D system is shown in Fig. 2. The overall framework can be divided into four major stages: learning based prior generation for depth/normal, visual tracking using direct alignment, geometrical sparse to dense reconstruction and lastly fusion based mapping. The main contributions in this paper are made in stage one and three. Examples of intermediate results in our pipeline are illustrated in Fig. 3.

Before we dive into the fine technical details, we provide a brief overview of these four stages and how they are connected. We use DSO for the visual tracking. Whenever a new keyframe is created by DSO, we use a single network
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to infer the depth/normals from the image data. When DSO is in the initialization stage, we directly assign depth priors to the new immature points to be optimized. If, on the other hand, DSO has been initialized, we project all mature points from active keyframes in the optimization window to the new keyframe. This sparse optimized depth cloud is used for: (1) a global scale correction for the depth prior of the new immature points and (2) a sparse to dense recasting, where the optimized depth is propagated to co-planar neighbouring pixels using the predicted normal. The reconstructed depth images of these keyframes are refined using Bayesian estimation. Finally, the dense refined depth images are fed into a fusion based mapper, built on ElasticFusion, which generates a consistent global 3D model and handles loop closures.

IV. COUPLED DEPTH AND NORMAL PREDICTION

In this section, we first introduce the network structure deployed in S2D. Then, we illustrate the training scheme for the tightly coupled depth and normal prediction.

A. Network Structure

In CNN-SLAM, the network FCRN with an encoder-decoder structure is used for monocular depth estimation. The encoder part is built on ResNet50. For the decoder, a sequence of residual upsampling blocks, composed of interleaved convolution and up-projection, are used for recovering the feature maps at the targeted resolution. In S2D, various modifications have been made for more stable training and better performance. A source of inspiration is [18], which present a structure that obtain better performance than related methods (including FCRN) in outdoor scenarios. With respect to FCRN, we replace ResNet50 by the Dialated Residual Network (DRN) [39] in the encoder part. The feature maps of the DRN have higher resolution, which is better suited for generating more detailed depth/normal. For the decoder, besides residual upsampling, we train the network to predict depth/normal at three different scales. The depth prediction at lower resolution are upsampled and aggregated with the higher resolution one during the decoding. The overall structure is shown in Fig. 4. We denote the modified network structure FCDRN, to highlight the interleaved upsampling block from FCRN and the use of DRN.

B. Training Scheme

Inspired by GeoNet [28], we use a tightly coupled two-way reconstruction training scheme: depth-to-normal and normal-to-depth. [28] showed impressive depth and normal estimation quality compared with other existing methods. GeoNet uses two CNNs to predict the depth/normal. It runs at around 1Hz on a desktop with modern CPU and GPU, which is much more efficient than other related deep learning based methods (more than 10 times faster). However, an online SLAM system can still not afford this computational cost.

In S2D, the depth/normal are predicted in one single network (FCDRN introduced in Sec. IV-A) using input images with resolution of 320 × 240. This is similar to the resolution of 304 × 228 used in FCRN. The output, the depth/normal predictions, is 160 × 120. We do not use depth-to-normal mapping as post-processing, as we found its main effect to be to regularize the depth with geometrical structure during training, but not to improve the quality of the predicted depth.

We implement the normal-to-depth conversion in C++ with CUDA to allow it to run in real time together with the whole system. Note that the overhead of computing depth/normal only appears when making a new keyframe.

Focal Length Adaption. The main challenge when training a network to predict depth from RGB-D images captured by a single RGB-D camera is: if the testing is conducted using another sensor, the change in focal length brings in an error in the scale of the estimated depth. To reduce this effect and make the trained network generalize better, in CNN-SLAM [3], the depth \( \hat{Z} \) generated by the CNN is adjusted as follows:

\[ Z(u_i) = \frac{f_{\text{test}}}{f_{\text{train}}} \hat{Z}(u_i) \]  

where \( f_{\text{train}} \) and \( f_{\text{test}} \) are the focal lengths of the cameras used for training and testing respectively. This rescaling is performed as a separate post-processing step, which is not related to the training of the network. In S2D, we choose the disparity as the target for the CNN to regress rather than the depth. By doing so, we embed the scale correction into the training to better diminish the effect mentioned above. The depth is calculated from the disparity \( D \) as follows:

\[ Z(u_i) = B \frac{f_{\text{train}}}{D(u_i)} \]  

where \( B \) is a hyperparameter that can be seen as a “virtual” baseline. It controls the range of the depth to be regressed and is set to 0.1m in our implementation. Note that the disparity is linearly dependent on the inverse depth, which is well-known to have various statistical advantages and also
converge better in our optimization. By using Eq.2, we decouple the focal length from the training. More importantly, the network now predicts the disparity from a fixed base line camera rather than a camera with a fixed focal length.

**Depth-to-Normal.** The depth-to-normal conversion is straightforward. As mentioned, the original least mean square estimation is slow. To accelerate the training, we adopt a common approach from SLAM and compute the normal using the cross product [40]:

\[
\mathbf{N}_{re}(\mathbf{u}_i) = \nu [\mathbf{V}(u_i + 1, v_i) - \mathbf{V}(u_i, v_i)] \times [\mathbf{V}(u_i, v_i + 1) - \mathbf{V}(u_i, v_i)]
\]

\[
\mathbf{V}(u_i, v_i) = [x_i, y_i, z_i]^T = \left[ \frac{u_i (w-c_x)}{f_x}, \frac{v_i (h-c_y)}{f_y}, z_i \right]^T
\]

where \(\nu||\mathbf{n}|| = \mathbf{n}/||\mathbf{n}||_2\) and \(\mathbf{V}(u, v)\) is the 3D vertex unprojected from image plane. Compared to the least mean square estimation used in [28], we did not find a notable difference in the quality of depth/normal estimation.

**Normal-to-Depth.** The normal-to-depth conversion is based on the assumption that points used to reproject the depth to the current position are locally on the same surface tangent:

\[
n_x(t_x - t_x) + n_y(t_y - t_y) + n_z(t_z - t_z) = 0
\]

Rearranging the equation and substituting \(x\) with a coplanar point \(x_j\):

\[
z_j = \frac{n_{x_j} x_j + n_{y_j} y_j + n_{z_j} z_j}{(n_{x_j} T n_{x_j}) + (n_{y_j} T n_{y_j}) + n_{z_j}}
\]

The above equation shows how the depth can be reprojected by using the normal and depth of neighbouring points. The final depth can then be computed using the weighted sum of every depth reprojected by the neighbouring points. The weighted sum for each pixel corresponds to a spatial filter for which the kernel weights are given by the inner products of normals of neighbouring points:

\[
\mathbf{Z}_{re}(\mathbf{u}_i) = \sum_{j \in \mathcal{C}_i} \frac{\mathbf{n}_j^T \mathbf{n}_i z_{ij}}{\sum_{j \in \mathcal{C}_i} \mathbf{n}_j^T \mathbf{n}_i}
\]

where \(\mathcal{C}_i\) contains the pixels around \(u_i\) meeting the following condition:

\[
\mathcal{C}_i = \{(x_j, y_j, z_j) | \mathbf{n}_j^T \mathbf{n}_i > \psi, |u_i - u_j| < \sigma, |v_i - v_j| < \sigma\}
\]

where \(\psi\) is a threshold to remove non-coplanar points and \(\sigma\) is the spatial distance in the image plane. To be consistent with [28], they are set as 0.95 and 5 respectively.

**Objective Functions.** The overall objective function is as follows:

\[
\mathcal{L}(\mathbf{u}_i) = \alpha \left( ||\mathbf{D}(\mathbf{u}_i) - \mathbf{D}^{gt}(\mathbf{u}_i)||_1 + ||\mathbf{N}(\mathbf{u}_i) - \mathbf{N}^{gt}(\mathbf{u}_i)||_1 \right)
\]

\[
+ \beta \left( ||\mathbf{D}_{re}(\mathbf{u}_i) - \mathbf{D}^{gt}(\mathbf{u}_i)||_1 + \gamma ||\mathbf{N}_{re}(\mathbf{u}_i) - \mathbf{N}(\mathbf{u}_i)||_1 \right)
\]

where \(\mathbf{D}_{re}\) is computed from \(\mathbf{Z}_{re}\) via Eq. 2 to be in the same scale as \(\mathbf{D}\) and \(\mathbf{D}^{gt}/\mathbf{N}^{gt}\) are the ground truth disparity and normals respectively, \(||.||_1\) is the huber loss and \(||.||_1\) is the L1 loss. The threshold for the huber is set as 0.1 relative to the maximum absolute error. The hyper-parameters \(\{\alpha, \beta, \gamma\}\) control the weights of the different terms and are set to \{1.0, 0.1, 0.05\} in our implementation. The supervised term is the ordinary regression using ground truth disparity and normal. The coupled terms consists of the penalty on the reconstructed normal and depth. The supervised term is given higher weight because the corresponding information is more reliable. Henceforth, we denote the depth and normal predicted by the CNN as CNN depth and CNN normal to avoid confusion.
V. SLAM

In this section, we introduce the tracking frontend, deep sparse visual odometry, and the mapping backend, dense global fusion.

A. Deep Sparse Visual Odometry

For the visual odometry, our implementation is based on DSO [2]2. In S2D, the CNN depth is used as a prior for the initialization of sparse points. We do not force DSO to initialize densely for the following reason: even if points in flat regions are activated using CNN depth, the uncertainty of those are unlikely to be reduced during the tracking since the gradients they contribute are relative small. In fact, we found that the tracking performance degrades if large amounts of low-gradient points are forced into the joint optimization.

Online Scale Correction. When a new key frame is required by DSO, we warp all visible mature points from active keyframes into the current image plane:

\[
Z_{opt}(u_i) = z_i^* \\
u_i^*, v_i^*, z_i^*[T] = V^{-1}(R, V)(u_i, v_i) + t
\]  

where \([R, t] \in \mathbb{SE}(3)\) are the relative transforms between active keyframes and the new keyframe. They are estimated by direct image alignment of DSO, \(Z_{opt}\) is the warped optimized sparse depth image, it has been corrected in range and structure by tracking. We perform online scale corrections to the CNN depths using the scale changes observed in the sparsely optimized point:

\[
Z_{cor}(u_i) = Z(u_i) \sum_{j \in \Omega} B_{rel}^j z_j^*/z_j \sum_{j \in \Omega} B_{rel}^j
\]  

where \(B_{rel}\) is the maximum relative baseline from which the point has been observed. \(\Omega\) includes all mature points belonging to active keyframes and visible in the new keyframe. \(Z_{cor}\) is the rescaled CNN depth.

Sparse to Dense Filtering. During the training we used Eq. 6 to recast the depth of the points using depth and normal of other pixels around them inside a windows with predefined size. However, this approach is error prone when the input depth image is sparse. For example, in a scene where a desk stands on a flat floor, the depth of the edges on the desk can be propagated from the floor since they are equally “flat” in the same 3D direction. If so, the depth is recomputed from a wrong parallel surface rather than the actual coplanar tangent. To avoid this, a fast pre-segmentation into super-pixels is performed. The depth will only be filled by reprojecting from adjacent pixels within the same super-pixel. The new filtering criteria \(C\) is defined as:

\[
\tilde{C}_i = \{(x_j, y_j, z_j) | n_f^T n_i > \psi, c_i = c_j\}
\]

where \(c\) is the label assigned by the super-pixel segmentation.

The overall filtering based sparse to dense reconstruction can be summarized into three steps: (1) filter \(Z_{opt}\) with CNN normal using Eq. 6 with the new criteria \(\tilde{C}\); (2) filter the updated \(Z_{opt}\) with bilateral filtering, the kernel weight is based on the color difference and spatial distance; (3) a wrap up filtering with CNN normal using Eq. 6 with original criteria \(C\). As mentioned in the previous section, the filtering is parallelized and performed on GPU, which allows us to meet the requirement of real time.

Step (1) can effectively diminish the incorrect depth re-projection. The downside of this is that it results in no value exchange between blobs. To tackle with this issue, step (2), a classical bilateral filtering is conducted. However, as the color based smoothing is not as reliable as the normal, we perform step (3) for further regularization. We denote the final reconstructed depth as \(Z_{dense}\) to distinguish it from the intermediate output \(Z_{cor}\) (only used for training).

B. Dense Global Fusion

Keyframe-wise Refinement. In CNN-SLAM, based on LSD-SLAM [1], an uncertainty based update is used for dense depth refinement. We build on DSO instead. DSO uses a window based optimization scheme, containing a bundle of active keyframes for more robust estimation. It is very expensive to associate and update the dense depth and uncertainty using every single frame. However, the depth uncertainty has already been greatly reduced by the dense reconstruction which directly propagates the low uncertainty points using the geometrical structure. In Fig. 1, we see that a 3D reconstruction can be performed even without the refinement. That said, the refinement helps reject outliers and grant additional baseline stimulus in a dense manner and we therefore include it in our pipeline. However, we only perform the refinement between keyframes, and not between every frame. Specifically, we use the Bayesian Estimation based on REMODE [41]3 and estimate the uncertainty for each pixel based on the difference between updated depth and scale fixed CNN depth (Eq. 10).

As a final step in our SLAM system we deploy a fusion based method to build a global 3D model consisting of surfel splats. It is fed our refined dense depth images. Our implementation is based on ElasticFusion [40]4 with frame-to-frame tracking disabled since we only use it as an advanced mapper. As the point cloud is fused into the global model, transient noise can be further rejected and loop closures are handled.

VI. EXPERIMENTS

In this section, we evaluate the effectiveness of our S2D framework on the TUM [42] and ICL-NUIM [43] RGB-D datasets. The Absolute Trajectory Error (ATE) and Percentage of Correct Depth (PCD) (also used in [3]) are used as metrics to compare with other learning/non-learning based monocular VO and SLAM systems.

The training of FCDRN is conducted using a desktop with an Intel i7-4790 processor and dual Nvidia 1080 graphic cards. The testing is done with a laptop with Intel i7-7700HQ and mobile version Nvidia 1070. The core of the
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Fig. 5: Raw point cloud reconstruction examples of TUM seq1, 2 and 3 (top to bottom). The left and right columns show the front and top views, respectively. The red circles mark the area where loop closures are detected.

Sparse to dense reconstruction is the normal based spatial filtering together with super-pixel segmentation and color based bilateral filtering. These steps can all be greatly accelerated by GPU computing. In the experiments, we did not find a notable frame drop with our implementation in C++ with CUDA. The running frame rate of the overall system on our laptop was more than 23Hz using images of size 320 × 240. The inference time of FCDRN is around 25Hz (21 Hz including copying from CPU to back GPU) on our laptop.

A. Datasets

Training samples First we pre-trained FCDRN using 44624 RGB-D frames extracted from the SUN-3D [30] dataset. The SUN-3D dataset includes videos recorded in various typical indoor environments. We sampled roughly one frame per second from the video to avoid too repetitive training samples. Noisy images, e.g., mostly occluded or overexposed, cause the training to diverge. We use a standard SIFT keypoint detector to identify images that are likely to be noisy and discard images in which we find less than 50 SIFT keypoints. Then, we trained the network with the SUN-RGBD [44] dataset containing 10k refined RGB-D images which are collected from NYUv2 [29], Berkeley B3DO [45] and SUN-3D [30]. The training of FCDRN is implemented using Pytorch. We used the Adam optimizer with learning rate $10^{-4}$ for the pre-training, and the same learning rate decayed by 2 every 20 epochs for the formal training.

The overall training includes 20 epochs over the pre-trained dataset we extracted and 50 epochs using SUN-RGBD.

Test sequences For the testing, we used the same sequences from TUM-RGBD and ICL-NUIM datasets as in the evaluation of CNN-SLAM [3]. The abbreviations TUM seq1 to seq3 refer to long_office_household, nostructure_texture_near_withloop and structure_texture_far of sensor fR3, respectively. From ICL-NUIM, the first 3 office and living room sequences are used for testing.

B. Quantitative Results

Absolute trajectory error (ATE). ATE, is a well-established metric for evaluating the quality of a predicted camera trajectory. It is defined as the root mean square error between the estimated and ground-truth camera trajectories. ATE directly shows the final performance of monocular visual tracking.

Tab. I shows the evaluated results. We compare the performance against the original DSO and DSO using depth from FCRN, denoted as DDSO with focal length adaptation as in CNN-SLAM with Eq. 1. These two additional baselines can help further demonstrate the influence of different depth adaptions and the quality of the scale estimation.

Firstly, it can be seen that S2D outperforms the other methods in general. Obvious lower and more stable results have been obtained with S2D in almost all the test cases. In the exception, ICL/living1, the depth scale estimated by FCRN is really accurate, and as a result DDSO has the lowest ATE in this case. The overall results demonstrate the high quality of the scale estimated by our network, FCDRN. Our method wrap the focal length adaption into the training and perform more effective online scale correction on the run. In contrast, DDSO using the depth and adaption with CNN-SLAM only works on par with CNN-SLAM.

Percentage of Correct Depth (PCD). PCD is defined as the percentage of depth predictions whose absolute error is smaller than 10% of the ground truth depth. This reveals the quality of final depth of keyframes of our and other methods. The results are shown in Tab. II. We achieve better results than CNN-SLAM in all but two of the sequences and in many the difference is large. The sequences, ICL/office1 and ICL/office2, where CNN-SLAM is better than S2D, are from the artificially refined ICL dataset. On some of the datasets, e.g., TUM/seq1, TUM/seq2 and ICL/living2, the PCD of our method is more than twice that of CNN-SLAM, illustrating the impact of our geometrical sparse to dense reconstruction using the geometric normal.

The overall training includes 20 epochs over the pre-trained dataset we extracted and 50 epochs using SUN-RGBD.
TABLE II: Percentage of Correct Depth

| Datasets         | S2D  | CNN-SLAM [3] | LSDH [1] | LSD [1] | ORB [3] | Laina [9] | REMODE [41] |
|------------------|------|--------------|---------|--------|--------|---------|-------------|
| TUM/seq1         | 55.29 | 12.377       | 3.397   | 0.086 | 0.031 | 12.952 | 9.534       |
| TUM/seq2         | 54.26 | 24.077       | 4.573   | 0.053 | 0.027 | 9.450  | 6.739       |
| TUM/seq3         | 37.68 | 19.110       | 5.355   | 0.015 | 17.194| 4.479  | 5.114       |
| ICL/living0      | 19.70 | 25.159       | 4.179   | 0.038 | 20.338| 4.479  | 3.212       |
| ICL/living1      | 27.09 | 37.246       | 4.135   | 0.078 | 36.697| 16.708 |            |
| ICL/living2      | 25.94 | 12.840       | 3.830   | 0.057 | 11.449| 4.479  | 2.429       |
| ICL/office0      | 25.98 | 26.500       | 1.087   | 0.167 | 0.014 | 23.070 | 8.681       |

TABLE III: RMSEs on KITTI odometry dataset

| Sequence No. | DSO     | S2D     | S2D fine-tuned |
|--------------|---------|---------|----------------|
| t_re        | 0.487   | 0.0486  | 0.211          |
| t_rel       | 0.211   | 0.594   | 0.059          |
| r_re        | 0.071   | 0.117   | 0.120          |
| r_rel       | 0.117   | 0.117   | 0.120          |
| mean        | 0.245   | 0.106   | 0.081          |

surprising. S2D dramatically outperforms other classical methods shown for completeness in the table.

C. Qualitative Results

Fig. 5 shows top and front views of 3D constructions using S2D on the three TUM sequences. Shown in the top views, sharp edges are well preserved. This is accomplished by the verification via tracking of DSO and good quality of normal prediction for depth reprojecting. The original depth usually suffers from ambiguous boundaries. Both TUM/seq1 and TUM/seq2 have loop closures that have been detected (marked with red circles in Fig. 5). These closed loops also provide evidence that the monocular depth estimation of our method is consistent. A fusion based mapper requires correct alignment between the active and the global model. On the contrary, a pose graph based key frame management approach only need a minimum of two keyframes to be aligned. However, this does not necessarily mean that loop closure using pose graphs is easier for monocular SLAM. Quality is what matters and the deformation model of ElasticFusion helps to achieve this goal via rejecting outliers based on the surface quality and refining appearance based on the elastic deformative graph.

D. Discussion

In this subsection, we discuss the limitations of S2D. The overall performance of S2D relies on two major factors: the performance of visual tracking and the generalization ability of FCDRN for predicting depth/normals.

In the supplementary material, we present the ATE of S2D for all available TUM/ICL sequences to allow for future comparisons to S2D. We compare it with the results from ElasticFusion [40] which uses the captured depth image as input. S2D works well in general, but for some sequences, both S2D and ElasticFusion lose track. The reasons reported in [40] are valid also for S2D. The sequences in question exhibit a high rate of dropped frames and sudden high angular velocities, which mainly affect the image alignment and thus the tracking. As for the FCDRN, it struggles to generate accurate depth priors when the input image is close to textureless. These two challenges can be addressed, e.g., by using a global shutter camera with higher frame rate [2] and by combining the visual input with inertial data [46].

S2D has been developed for indoor use. To investigate how S2D generalizes to outdoor scenes we performed tests with the KITTI odometry dataset [47]. Tab. III shows the translational, \(t_{rel}(ratio)\), and rotational, \(r_{rel}(10^{-3} \times \text{deg}/m)\), RMSEs for some sequences. The official tool provided by [47] is used for the evaluation. We compared three methods: original DSO, S2D with FCDRN trained by the SUN dataset (indoor as above) and S2D with FCDRN fine-tuned using the same KITTI raw sequences as in [18]. The CNN depth is fine-tuned with the same loss function as in [21], [4]. The CNN normal is fine-tuned based on the coupled refinement term from Eq. 8 as ground truth depth is not available to calculate the normals. Note that we only finetune the CNN in S2D and do not change anything else in the system pipeline. Thanks to the robust tracking of DSO, the rotational errors are low for all three methods (note the scale of \(r_{rel}\)). On the other hand, there are significant differences in translational errors. S2D trained on indoor scenes is not working so well outdoors, as can be expected. We still see a clear improvement over DSO. When the CNN in S2D is fine-tuned for the outdoor environment, the translational errors are significantly reduced. The \(t_{rel}\) is now on par with results of DSO with state-of-the-art depth priors for single view images, achieving an average of 0.107 according to [4]. To fully convert S2D from indoor use to outdoor use, one should take into account that stereo data is the main source for training in outdoor environments, in contrast to indoor scenes where RGB-D data dominates. One could redesign FCDRN to additionally predict a virtual stereo pair and incorporate the impressive results of DVS [4]. However, we want to emphasize that the focus in this paper is utilizing the learning based geometrical information to densely reconstruct scenes from corrected sparse depth and that we target indoor scenes.

VII. SUMMARY AND CONCLUSIONS

In this paper, a new deep learning based monocular SLAM method is proposed. A single CNN has been trained to predict depth and normals in a coupled way. The depth is used in the projective geometric optimization for accurate pose estimation. The normals are utilized for a dense geometrical reconstruction using intermediate sparse optimized point clouds. Experiments demonstrated the effectiveness of our method, S2D. Both improved motion estimation and dense depth reconstruction are achieved in comparison with state-of-the-art deep dense monocular SLAM.

In future work, we plan to investigate including the camera pose estimation in the depth/normals training scheme. S2D is not limited to mapping with a single camera, it can potentially be used for reconstruction with multiple sensors having sparse depth measurements, e.g., camera and Lidar. We also plan to investigate how to support human interaction with the dense 3D reconstruction. To achieve this goal, we
will study exploiting the semantics of the environment in the model.

REFERENCES

[1] J. Engel, T. Schöps, and D. Cremers, “LSD-SLAM: Large-scale direct monocular SLAM,” in *IEEE Intl. Conf. on Computer Vision (ICCV)*, September 2014.

[2] J. Engel, V. Koltun, and D. Cremers, “Direct sparse odometry,” *IEEE Trans. Pattern Anal. Mach. Intell.*, March 2018.

[3] K. Tateno, F. Tombari, I. Laina, and N. Navab, “Cnn-slam: Real-time dense monocular slam with learned depth prediction,” in *IEEE Conf. on Computer Vision and Pattern Recognition (CVPR)*, vol. 2, 2017.

[4] N. Yang, R. Wang, J. Stückler, and D. Cremers, “Deep virtual stereo odometry: Leveraging deep depth prediction for monocular direct sparse odometry,” *European Conf. on Computer Vision (ECCV)*, 2018.

[5] A. Saxena, M. Sun, and A. Y. Ng, “Make3d: Learning 3d scene structure from a single still image,” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 31, 2009.

[6] D. Hoiem, A. A. Efros, and M. Hebert, “Automatic photo pop-up,” in *ACM Trans. on Graphics*, vol. 24. ACM, 2005.

[7] D. Eigen, C. Puhrsch, and R. Fergus, “Depth map prediction from a single image using a multi-scale deep network,” in *Advances in Neural Information Processing Systems (NIPS)*, 2014.

[8] F. Liu, C. Shen, G. Lin, and I. D. Reid, “Learning depth from single monocular images using deep convolutional neural fields.” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 38, 2016.

[9] I. Laina, C. Rupprecht, V. Belagiannis, F. Tombari, and N. Navab, “Deepnerf: Deep neural rendering with fully convolutional residual networks,” in *Inifth Conf. on 3D Vision (3DV)*, IEEE, 2016.

[10] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2016.

[11] M. Liu, M. Salzmann, and X. He, “Discrete-continuous depth estimation from a single image,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2014.

[12] B. Liu, S. Gould, and D. Koller, “Single image depth estimation from predicted semantic labels,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, IEEE, 2010.

[13] P. Wang, X. Shen, Z. Lin, S. Cohen, B. Price, and A. L. Yuille, “Towards unified depth and semantic prediction from a single image,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2015.

[14] W. Zhuo, M. Salzmann, X. He, and M. Liu, “Indoor scene structure analysis for single image depth estimation,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2015.

[15] R. Garg, V. K. BG, G. Carneiro, and I. Reid, “Unsupervised cnn for single view depth estimation: Geometry to the rescue,” in *European Conf. on Computer Vision (ECCV)*. Springer, 2016.

[16] J. Xie, R. Girshick, and A. Farhadi, “Deep3d: Fully automatic 2d-to-3d video conversion with deep convolutional neural networks,” in *European Conf. on Computer Vision (ECCV)*. Springer, 2016.

[17] C. Godard, O. Mac Aodha, and G. J. Brostow, “Unsupervised monocular depth estimation with left-right consistency,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, vol. 2, 2017.

[18] Y. Luo, J. Ren, M. Lin, J. Pang, W. Sun, H. Li, and L. Lin, “Single view stereo matching,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2018.

[19] T. Zhou, M. Brown, N. Snavely, and D. G. Lowe, “Unsupervised learning of depth and ego-motion from video,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, vol. 2, 2017.

[20] Y. Kuznietsova, J. Stückler, and B. Leibe, “Semi-supervised deep learning for monocular depth map prediction,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2017.

[21] X. Wang, D. Fouhey, and A. Gupta, “Designing deep networks for surface normal estimation,” in *IEEE Intl. Conf. on Computer Vision and Pattern Recognition (CVPR)*, 2015.

[22] D. Eigen and R. Fergus, “Predicting depth, surface normals and semantic labels with a common multi-scale convolutional architecture,” in *IEEE Intl. Conf. on Computer Vision (ICCV)*, 2015.
Supplementary Material for
Sparse2Dense: From direct sparse odometry to dense 3D reconstruction

I. INTRODUCTION

In this supplementary material, we include additional experimental results for our paper. Firstly, we list ATE tests results on all TUM and ICL datasets. Then, we show different intermediate outputs from S2D.

II. ADDITIONAL RESULTS ON ICL AND TUM DATASETS

Tab. I shows the ATE results for all ICL sequences and Tab. II for all TUM sequences. Results from ElasticFusion[39] using ground truth depth as input are listed as reference. Note that CNN-SLAM was only evaluated on the sequences that we include in the paper.

| Sequence Name          | S2D   | Elastic Fusion |
|------------------------|-------|----------------|
| living room0           | 0.137 | 0.009          |
| living room1           | 0.082 | 0.009          |
| living room2           | 0.045 | 0.014          |
| living room3           | 0.067 | 0.106          |
| office room0           | 0.132 | NaN            |
| office room1           | 0.131 | NaN            |
| office room2           | 0.085 | NaN            |
| office room3           | 0.094 | NaN            |

TABLE I: Absolute Trajectory Error on ICL dataset.

| Sensor                | Sequence Name       | S2D   | Elastic Fusion |
|-----------------------|---------------------|-------|----------------|
| freiburg1             | 360                 | 0.161 | 0.108          |
| freiburg1             | desk                | 0.126 | 0.02            |
| freiburg1             | desk2               | 0.090 | 0.048          |
| freiburg1             | floor               | –     | –              |
| freiburg1             | plant               | 0.141 | 0.022          |
| freiburg1             | room                | 0.221 | 0.068          |
| freiburg1             | rpy                 | 0.104 | 0.0185         |
| freiburg1             | teddy               | 0.401 | 0.083          |
| freiburg1             | xyz                 | 0.030 | 0.011          |
| freiburg2             | 360 hemisphere      | 1.053 | –              |
| freiburg2             | 360 kidnap          | –     | –              |
| freiburg2             | coke                | –     | –              |
| freiburg2             | desk                | 0.162 | 0.071          |
| freiburg2             | dishes              | 0.190 | –              |
| freiburg2             | large no loop       | 0.914 | –              |
| freiburg2             | large with loop     | –     | –              |
| freiburg2             | metallic sphere     | 0.422 | –              |
| freiburg2             | metallic sphere2    | 0.314 | –              |
| freiburg2             | pioneer 360         | –     | –              |
| freiburg2             | pioneer slam        | –     | –              |
| freiburg2             | pioneer slam2       | –     | –              |
| freiburg2             | pioneer slam3       | –     | –              |
| freiburg2             | rpy                 | 0.023 | 0.015          |
| freiburg2             | xyz                 | 0.008 | 0.011          |
| freiburg3             | cabinet             | 0.327 | –              |
| freiburg3             | large cabinet       | 0.107 | 0.099          |
| freiburg3             | long office household| 0.071 | 0.017         |
| freiburg3             | nostructure notexture far | – | – |
| freiburg3             | nostructure notexture near withloop | – | – |
| freiburg3             | nostructure texture far | 0.693 | 0.074 |
| freiburg3             | nostructure texture near withloop | 0.078 | 0.016 |
| freiburg3             | structure notexture far | 0.179 | 0.03 |
| freiburg3             | structure notexture near | 0.853 | 0.021 |
| freiburg3             | structure texture far | 0.072 | 0.015 |
| freiburg3             | structure texture near | 0.134 | 0.015 |
| freiburg3             | teddy               | 0.039 | 0.049          |

TABLE II: Absolute Trajectory Error on the full TUM dataset.
III. INTERMEDIATE RESULTS

Fig. 1 shows a comparison of 3D constructions using rescaled CNN depth, $Z_{cor}$, and reconstructed depth, $Z_{dense}$. In addition, the sparse optimized points $Z_{opt}$ are already updated in $Z_{cor}$. Both depth resulting images have been through the refinement. It shows us that the CNN depth, $Z_{cor}$, suffers from inconsistencies between frames. The resulting merged 3D model is sparse since a lot of points have been rejected as transient noises. In contrast, sparse to densely reconstructed depth, $Z_{dense}$, merges easily resulting in a higher density model. This also shows that S2D is not mainly relying on the refinement since the Bayesian estimation refinement is used in both cases.

Fig. 1: Comparison of 3D reconstructions using different source of depth as input to the mapping backend. Top: $Z_{cor}$ complemented with further updated depths from $Z_{opt}$. Bottom: Our final reconstructed depth, $Z_{dense}$.

Fig. 2 and Fig. 3 show intermediate results from S2D. More precisely, they show a captured RGB-D image, CNN predicted depth/normal, normal images computed from CNN depth and captured depth using Eq.3. Thanks to the coupled training, the CNN depth are naturally smooth without employing any explicit smoothing terms in the loss like other existing methods. The CNN normal are clearly of better quality compared with the one computed from CNN depth.
Fig. 2: Depth/normal comparison I.
Fig. 3: Depth/normal comparison II.