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Abstract

The Tutte polynomial of a graph is a two-variable polynomial whose zeros and evaluations encode many interesting properties of the graph. In this article we investigate the zeros of the Tutte polynomials of graphs, and show that they form a dense subset of certain regions of the plane. This is the first density result for the zeros of the Tutte polynomial in a region of positive volume. Our result almost confirms a conjecture of Jackson and Sokal except for one region which is related to an open problem on flow polynomials.

1 Introduction

Let $G$ be a graph with vertex set $V$ and edge set $E$. We allow $G$ to have loops and multiple edges. In this paper we consider the random cluster formulation of the Tutte polynomial of $G$, which is defined to be the polynomial

$$Z_G(q,v) = \sum_{A \subseteq E} q^{k(A)} v^{|A|},$$

(1)

where $q$ and $v$ are commuting indeterminates, and $k(A)$ denotes the number of components in the graph $(V,A)$. We can retrieve the classical formulation of the Tutte polynomial $T_G(x,y)$ from $Z_G(q,v)$ by a simple change of variables as follows:

$$T_G(x,y) = (x - 1)^{-k(E)} (y - 1)^{-|V|} Z_G((x - 1)(y - 1), y - 1).$$

Since we deal mainly with the formulation given by (1), we will say that $Z_G(q,v)$ is the Tutte polynomial of $G$, and $T_G(x,y)$ is the classical Tutte polynomial of $G$.

The chromatic polynomial $P_G(q)$ is a well-studied specialisation of the Tutte polynomial, and can be obtained from (1) by setting $v = -1$. In particular, the zeros of the chromatic polynomials of graphs are of much interest due to their connection with graph colouring and statistical physics, see [10]. Notably, Tutte [12] showed that no zeros of the chromatic polynomials of graphs lie in the set $(-\infty,0) \cup (0,1)$, and Jackson [5] showed that the same conclusion holds for the interval $(1,32/27]$. On the other hand, Thomassen [11] proved the complementary result that such zeros are dense in the interval $(32/27,\infty)$. We also mention the result of Sokal [9] which says that the complex zeros of the chromatic polynomial form a dense subset of the complex plane.
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Expanding on Jackson’s study, Jackson and Sokal [6] identified a zero-free region $R_1$ of the $(q,v)$ plane where the Tutte polynomial never has a zero. Using a multivariate version of the Tutte polynomial, their work led to a much better understanding of such zero-free regions, and further elucidated the origin of the number $32/27$. They conjectured that $R_1$ is the first in an inclusion-wise increasing sequence of regions $R_1, R_2, \ldots$, such that for $i \geq 1$, the only 2-connected graphs whose Tutte polynomials have a zero inside $R_i$ have fewer than $i$ edges. Jackson and Sokal also conjectured that this sequence converges to a limiting region $R^*$, outside of which the zeros of the Tutte polynomials of graphs are dense. The region $R^*$ is depicted by the unshaded region in Figure 1.

We now state the conjecture of Jackson and Sokal precisely. Following [6], let $v_+^\circ(q)$ be the function describing the middle branch of the curve $v^3 - 2qv - q^2 = 0$ for $0 < q < 32/27$, see Figure 1 or [6, Figure 2]. Also, let $v_-^\circ(q)$ be defined by $v_-^\circ(q) = q/v_+^\circ(q)$ for $0 < q < 32/27$.

**Conjecture 1.1.** [6] The zeros of the Tutte polynomials of graphs are dense in the following regions:

(a) $q < 0$ and $v < -2$,
(b) $q < 0$ and $0 < v < -q/2$,
(c) $0 < q \leq 32/27$ and $v < v_-^\circ$,
(d) $0 < q \leq 32/27$ and $v_+^\circ < v < 0$, and
(e) $q > 32/27$ and $v < 0$.

The union of the regions described in Conjecture 1.1 is illustrated by the shaded and hatched area in Figure 1.

In this paper, we prove Conjecture 1.1 in many cases. Our main tool is a technique of Thomassen [11], which was originally developed for the chromatic polynomials of graphs, and which we extend to the Tutte polynomial.
Theorem 1.2. The zeros of the Tutte polynomials of graphs are dense in the following regions:

(a) $q < 0$ and $v < -2$,
(b) $q < 0$ and $0 < v < -q/2$,
(c) $0 < q \leq 32/27$ and $v < v_0^-$,
(d) $0 < q \leq 32/27$ and $v_0^+ < v < 0$,
(e) $32/27 < q < 4$ and $v < 0$, and
(f) $q > 4$ and $-q < v < 0$.

Thus, the only region of Jackson and Sokal’s conjecture which is not covered by Theorem 1.2 is the region defined by $q > 4$ and $v < -q$. This region is indicated by a question mark in Figure 1. We later discuss the obstructions that arise in this region which are related to an open problem on the flow polynomials of graphs.

2 The Multivariate Tutte Polynomial

In this section we introduce the multivariate Tutte polynomial and briefly describe the advantages in using this more general version. We refer the reader to [10] for a more detailed introduction. Let $G$ be a graph with vertex set $V$ and edge set $E$. The multivariate Tutte polynomial of $G$ is the polynomial

$$Z_G(q, v) = \sum_{A \subseteq E} q^{k(A)} \prod_{e \in A} v_e,$$

where $q$ and $v = \{v_e\}_{e \in E}$ are commuting indeterminates, and $k(A)$ denotes the number of components in the graph $(V, A)$. We say that $(G, v)$ is a weighted graph and $v_e$ is the weight of the edge $e$. It can be seen from (1) that the random cluster formulation of the Tutte polynomial is obtained by setting all edge weights equal to a single indeterminate $v$. Despite being interested in the zeros of the Tutte polynomial, we will find it useful to consider the multivariate version. This point of view has proven to be particularly useful in studying the computational complexity of the evaluations [2, 3, 4, 8], and the zeros of the Tutte polynomial [6, 9].

The major advantage of using the multivariate Tutte polynomial is that, in certain circumstances, one can replace a subgraph by a single edge with an appropriate weight. Indeed, suppose $(G, v)$ is a weighted graph and $F$ and $H$ are connected subgraphs of $G$ such that $V(F) \cup V(H) = V(G)$ and $V(F) \cap V(H) = \{x, y\}$. Let $F_{xy}$ denote the graph formed by identifying the vertices $x$ and $y$ in $F$ (the edges between $x$ and $y$ become loops) and let $F + xy$ denote the graph formed by adding an edge $xy$ to $F$. We also let $Z_{F + xy}(q, v|F, w)$ denote the multivariate Tutte polynomial of $F + xy$ where the new edge $xy$ has weight $w$. Finally, let $v_F$ denote the effective weight of $F$ in $(G, v)$, which is defined by

$$1 + v_F = \frac{(q - 1)Z_{F_{xy}}(q, v|F)}{Z_{F + xy}(q, v|F, -1)} = \frac{(q - 1)Z_{F_{xy}}(q, v|F)}{Z_F(q, v) - Z_{F_{xy}}(q, v|F)}.$$

If $F$ is a graph with $x, y \in V(F)$, then we write $v_F(q, v)$ to indicate the effective weight of the graph $F$ where every edge has weight $v$. The following lemma shows that replacing the graph $F$ with a single edge of weight $v_F$ only changes the multivariate Tutte polynomial by a prefactor depending on $F$. 

3
Lemma 2.1. \[ \frac{1}{q(q-1)}Z_{F+xy}(q,v)\big|_{F,-1}Z_{H+xy}(q,v)\big|_{H,v_F}. \]

We briefly note the effective weights of two common graphs which we will frequently use. See [10] for a more detailed derivation. We define a dipole to be the loopless multigraph consisting of two vertices \(x\) and \(y\) connected with a number of parallel edges. Thus a single edge \(xy\) is considered to be a dipole. If \(F\) is a dipole with \(s\) edges of weights \(v_1, \ldots, v_s \in \mathbb{R}\), then the effective weight \(v_F\) of \(F\) satisfies

\[ 1 + v_F = \prod_{i=1}^{s}(1 + v_i). \quad (4) \]

We also use \(P_s\) to denote the path with \(s\) edges whose end vertices are labelled \(x\) and \(y\). If the edges of \(P_s\) have weights \(v_1, \ldots, v_s \in \mathbb{R}\), then the effective weight \(v_{P_s}\) of \(P_s\) satisfies

\[ 1 + \frac{q}{v_{P_s}} = \prod_{i=1}^{s}\left(1 + \frac{q}{v_i}\right). \quad (5) \]

We say that a connected loopless graph \(F\) with two vertices labelled \(x\) and \(y\) respectively is a two-terminal graph if \(x\) and \(y\) are not adjacent in \(F\). The vertices \(x\) and \(y\) are called terminals. The following lemma shows that these graphs satisfy a technical condition which will be required later.

Lemma 2.2. Let \(v \in \mathbb{R}\) be fixed. If \(F\) is a two-terminal graph, then \(v_F(q,v)\) is not a constant function of \(q\) and there exists \(q_0 > 0\) such that \(1 + v_F(q,v) > 0\) for all \(q > q_0\).

Proof. By (3), we have

\[ 1 + v_F = \frac{(q-1)Z_{F_{xy}}(q,v)}{Z_{F+xy}(q,v)\big|_{F,-1}} = \frac{qZ_{F_{xy}}(q,v) - Z_{F_{xy}}(q,v)}{Z_F(q,v) - Z_{F_{xy}}(q,v)}. \]

Since \(xy \notin E(F)\), the graph \(F_{xy}\) is loopless. Hence, the terms with the highest powers of \(q\) in \(Z_{F_{xy}}(q,v)\) and \(Z_{F+xy}(q,v)\big|_{F,-1}\) are \(q^{|V(F)|-1}\) and \(q^{|V(F)|}\) respectively. Thus there exists such \(q_0 > 0\).

By the same reason, if \(1 + v_F\) is a constant function of \(q\) then it is 1, and \(qZ_{F_{xy}}(q,v) = Z_F(q,v)\). However, \(Z_F(q,v)\) has a nonzero coefficient of \(q\) whereas the minimum degree of \(q\) in \(qZ_{F_{xy}}\) is 2. This is a contradiction, so \(1 + v_F\) is not a constant function of \(q\). \(\square\)

3 Strategy

In [11], Thomassen showed that the zeros of the chromatic polynomial include a dense subset of the interval \((32/27, \infty)\). In this section we generalise his technique to the Tutte polynomial. At the heart of Thomassen’s method lies the following lemma, which is proved implicitly in Proposition 2.3 of [11].

Lemma 3.1. \[ \text{Let } I \subseteq \mathbb{R} \text{ be an interval of positive length, and let } a, b \text{ and } c \text{ be rational functions of } q \text{ such that } 0 < b(q) < 1 < a(q) \text{ and } c(q) > 0 \text{ for all } q \in I. \text{ If there is no } \alpha \in \mathbb{Q} \text{ such that } \log(a(q)) / \log(b(q)) = \alpha \text{ for all } q \in I, \text{ then there exist natural numbers } s \text{ and } t \text{ such that } a(q_0)^s b(q_0)^t = c(q_0) \text{ for some } q_0 \in I. \text{ Moreover, } s \text{ and } t \text{ can be chosen to have prescribed parity.} \]
Let $F$ be a two-terminal graph or dipole. For real numbers $q$ and $v$, we say that $F$ has one of four types at $(q,v)$ defined by the following conditions.

**Type $A^+$**: $1 + v_F(q,v) > 1$,

**Type $A^-$**: $1 + v_F(q,v) < -1$,

**Type $B^+$**: $0 < 1 + v_F(q,v) < 1$,

**Type $B^-$**: $-1 < 1 + v_F(q,v) < 0$.

Let $A$ and $B$ be two-terminal graphs or dipoles. Note that if $A$ is a graph of type $A^+$ or $A^-$ at $(q,v)$, then the rational function $1 + v_A(q,v)$ or $-1 - v_A(q,v)$ can play the role of $a(q)$ in Lemma 3.1. The corresponding property holds for a graph of type $B^+$ or $B^-$.

**Definition 3.2.** Let $A$ and $B$ be two-terminal graphs or dipoles. We say that the pair $(A,B)$ is complementary at $(q,v)$ if at most one of $A$ and $B$ is a dipole, and

- $A$ has type $A^+$ and $B$ has type $B^-$ at $(q,v)$, or
- $A$ has type $A^-$ and $B$ has type $B^+$ at $(q,v)$.

The definition of complementary pairs is motivated by the following key lemma.

**Lemma 3.3.** Let $q_0,v \in \mathbb{R}$ be fixed such that $q_0 \neq 1$, and let $A$ and $B$ be two-terminal graphs or dipoles. If $(A,B)$ is complementary at $(q_0,v)$, then for all $\varepsilon > 0$, there is a graph $G$ such that $Z_G(q,v) = 0$ for some $q_1 \in (q_0 - \varepsilon,q_0 + \varepsilon)$. Furthermore, if both $A + xy$ and $B + xy$ are planar, then we can choose $G$ to be planar.

**Proof.** Suppose that $A$ has type $A^-$ and $B$ has type $B^+$ at $(q_0,v)$. The other case is analogous. By continuity of $v_A(q,v)$ and $v_B(q,v)$, there exists an interval $I \subseteq \mathbb{R}$ of small positive length such that $q_0 \in I \subseteq (q_0 - \varepsilon,q_0 + \varepsilon)$ and the graphs $A$ and $B$ have types $A^-$ and $B^+$ respectively for all $q \in I$. For positive integers $s$ and $t$ (which will be determined later), let $G$ denote the graph obtained from $s$ copies of $A$ and $t$ copies of $B$ by identifying all vertices labelled $x$ into a single vertex and all vertices labelled $y$ into another. In other words, we place all copies of $A$ and $B$ in parallel. Notice that by construction the graph $G$ is planar if $A + xy$ and $B + xy$ are both planar. Using Lemma 2.1 and 4, one can see that the Tutte polynomial of $G$ is

$$Z_G(q,v) = q \left( \frac{Z_{A+xy}(q,v,-1)}{q(q-1)} \right)^s \left( \frac{Z_{B+xy}(q,v,-1)}{q(q-1)} \right)^t f(q,v),$$

where $f(q,v) = q - 1 + (1 + v_A(q,v))^s(1 + v_B(q,v))^t$. Define $a(q) = -1 - v_A(q,v)$ and $b(q) = 1 + v_B(q,v)$. Moreover, define $c(q) = q - 1$ or $c(q) = 1 - q$ such that $c(q) > 0$ for all $q \in I$. In doing this it may be necessary to replace $I$ with an appropriate subinterval. If $a$, $b$ and $c$ satisfy the conditions in Lemma 3.1 then there are positive integers $s$ and $t$, of any prescribed parity, such that $a(q_1)^s b(q_1)^t = c(q_1)$ for some $q_1 \in I$. Since $f(q,v)$ is $c(q) + (-a(q))^s b(q)^t$ or $-c(q) + (-a(q))^s b(q)^t$, we may choose the parity of $s$ and $t$ such that this factor becomes zero for some $q_1 \in I$.

It remains to check that $a$, $b$ and $c$ satisfy the conditions of Lemma 3.1. Indeed, by assumption, we have that $0 < b(q) < 1 < a(q)$ and $c(q) > 0$ for all $q \in I$. Suppose for a contradiction that there is $\alpha \in \mathbb{Q}$ such that $\log(a(q))/\log(b(q)) = \alpha$ for all $q \in I$. Equivalently $a(q) = b(q)^\alpha$ for $q \in I$. Since $a$ and $b$ are rational functions and $\alpha \in \mathbb{Q}$, it follows that this equality is satisfied
for all \( q \in \mathbb{R} \) except for any singularities. Also, since \( a(q) > 0 \) for \( q \in I \), we take the principal branch of any fractional power. Since \( (A, B) \) is complementary, at most one of \( A \) and \( B \) is a dipole, and thus by Lemma 2.2 at most one of \( a \) and \( b \) is a constant function. If precisely one of \( a \) and \( b \) is a constant function, then we immediately deduce a contradiction. Thus, we may assume that both of \( A \) and \( B \) are two-terminal graphs. By Lemma 2.2 we see that \( a(q) < 0 \) and \( b(q) > 0 \) for large enough \( q \). This contradicts the assertion that \( a(q) = b(q)^\alpha \) for all \( q \in \mathbb{R} \).

**Corollary 3.4.** If \( R \) is an open subset of the \((q, v)\) plane such that for every \((q, v) \in R\) there is a complementary pair of graphs \((A, B)\), then the zeros of the Tutte polynomials of graphs are dense in \( R \).

To obtain density in some regions we will use planar duality. Let \( G \) be a plane graph and let \( G^* \) be its planar dual. The following relation is easily derived from (2) and Eulers formula, see [10].

\[
Z_{G^*}(q, v) = q^{1-n}v^mZ_G(q, \frac{q}{2}).
\]  

Thus we have a second corollary of Lemma 3.3. Let us call a complementary pair \((A, B)\) planar if both \( A + xy \) and \( B + xy \) are planar.

**Corollary 3.5.** Let \( R \) be an open subset of the \((q, v)\) plane. If for every \((q, v) \in \mathbb{R}\) there is a planar complementary pair of graphs, then the zeros of the Tutte polynomials of graphs are dense in \( R^* \) where

\[
R^* = \{ (q, v) : (q, q/v) \in R \}. \tag{7}
\]

### 4 Complementary Pairs

In this section, we find complementary pairs of graphs for points \((q, v)\) in several regions of the \((q, v)\) plane. Combining this with Corollaries 3.4 and 3.5 we deduce Theorem 1.2. In what follows it will be useful to partition the \((q, v)\) plane into a number of regions, see Figures 2 and 3. Note that taken together, the closure of the regions below is equal to the union of the regions in Theorem 1.2. Thus, if the zeros of the Tutte polynomials of graphs are dense in these regions, then Theorem 1.2 follows.

- **Region I:** \( q < 0 \) and \( v < -2 \).
- **Region II:** \( 0 < q < 1 \) and \( v < -2 \).
- **Region III:** \( 1 < q < 2 \) and \( v < -2 \).
- **Region IV:** \( 2 < q < 4 \), \( q \neq 3 \) and \( v < -q \).
- **Region V:** \( q > 2 \) and \( -q < v < -2 \).
- **Region VI:** \( 2 < q < 4 \) and \( -2 < v < -q/2 \).
- **Region VII:** \( q > 2 \) and \( -1 < v < 0 \).
- **Region VIII:** \( 0 < q < 32/27 \) and \( -2 < v < v^* \).
- **Region IX:** \( 32/27 < q < 2 \) and \( -2 < v < -1 \).

We also define the following ‘dual’ regions in the sense of [7]. It is easy to check that the dual of each region below is contained in the corresponding region above.

- **Region I’:** \( q < 0 \) and \( 0 < v < -q/2 \).
Region II*: $0 < q < 1$ and $-q/2 < v < 0$.
Region III*: $1 < q < 2$ and $-q/2 < v < 0$.
Region V*: $-2 < v < -1$ and $q > -2v$.
Region VIII*: $0 < q < 32/27$ and $v^+ < v < -q/2$.
Region IX*: $32/27 < q < 2$ and $-1 < v < -q/2$.

In the following lemma, we show that the path of an appropriate length $s$ gives graphs of varying types depending on the point $(q,v)$. The condition $s > 1$ guarantees that the resulting graphs are two-terminal graphs. We note that parts (ii) and (iii) are equivalent to Lemmas 21 and 22 in [4] respectively.

**Lemma 4.1.** Let $q$ and $v$ be real numbers, and let $P_s$ denote the path of length $s$ where every edge has weight $v$.

(i) If $v < 0$ and $q < 0$, then there exists $s > 1$ such that $P_s$ has type $B^+$ at $(q,v)$.
(ii) If $v < -2$ and $0 < q < 1$, then there exists $s > 1$ such that $P_s$ has type $B^+$ at $(q,v)$.
(iii) If $v < -2$ and $1 < q < 2$, then there exists $s > 1$ such that $P_s$ has type $B^-$ at $(q,v)$.
(iv) If $v < 0$ and $q > -2v$, then there exists $s > 1$ such that $P_s$ has type $A^+$ at $(q,v)$.
(v) If $v < 0$ and $2 < q < -2v$, then there exists $s > 1$ such that $P_s$ has type $A^-$ at $(q,v)$.

**Proof.** By (5), the effective weight of $P_s$ is given by

$$v_{P_s} = \frac{q}{(1 + \frac{q}{v})^s - 1}.$$  \hfill (8)


Figure 3: Regions VIII, IX, II*, III*, VIII* and IX*

(i) Since \( q/v > 0 \), the denominator of \( (8) \) tends to infinity with \( s \). Because \( q < 0 \), we deduce that there exists \( s > 1 \) such that \( -1 < v_{P_s} < 0 \). Thus, \( P_s \) has type \( B^+ \) as claimed.

(ii) The conditions of the lemma imply that \( 0 < 1 + \frac{q}{v} < 1 \). Thus, for all \( \varepsilon > 0 \), there is \( s > 1 \) such that \( -q - \varepsilon < v_{P_s} < -q \). Since \( 0 < q < 1 \), there exists an \( s > 1 \) such that \( P_s \) has type \( B^+ \).

(iii) By the same argument as in (ii), for every \( \varepsilon > 0 \), there exists \( s > 1 \) such that \( -q - \varepsilon < v_{P_s} < -q \). Since \( 1 < q < 2 \), there exists an \( s > 1 \) such that \( P_s \) has type \( B^- \).

(iv) The conditions imply \( q/v < -2 \). Thus for any even \( s \) we have \( v_{P_s} > 0 \). It follows that there is \( s > 1 \) such that \( P_s \) has type \( A^- \).

(v) Since \( 2 < q < -2v \), we have \( -1 < 1 + \frac{q}{v} < 1 \). Thus, for \( s = 2 \), we have \( v_{P_s} < -q \). In particular, \( v_{P_s} < -2 \). Thus, there exists an \( s > 1 \) such that \( P_s \) has type \( A^- \).}

We will also require some less simple two-terminal graphs. Many of these we take from [4] and [6] where a similar technique is used. The following lemma is an intermediate step in the proof of Lemma 11 from [4].

Lemma 4.2. If \( q > 2 \) and \( -q < v < -2 \), then there is a two-terminal graph of type \( B^+ \) at \( (q,v) \).

Proof. Let \( F \) be the dipole having two edges of weight \( v \). Note that by \( (4) \) we have \( v_F = v(v + 2) > 0 \). Now let \( G \) be the two-terminal graph consisting of \( s \) copies of \( F \) and one edge of weight \( v \) in series. By \( (5) \) we have that

\[ 1 + \frac{q}{v_G} = \left( 1 + \frac{q}{v_F} \right)^s \left( 1 + \frac{q}{v} \right). \]  

By the conditions of the lemma, we have that \( 1 + q/v < 0 \). Since \( 1 + q/v_F > 1 \), the right hand side of \( (9) \) tends to minus infinity as \( s \) tends to infinity. It follows that there is \( s \) such that \( -1 < v_G < 0 \), and for this \( s \), \( G \) is a two-terminal graph of type \( B^+ \) at \( (q,v) \).
Lemma 4.3. Let $F$ be a two-terminal graph with effective weight $v_F$ and let $q$ be a real variable. Also let $F^{(2)}$ be the graph consisting of two copies of $F$ in parallel. If $v_F(q) < -2$, then $F^{(2)}$ has effective weight $v_{F^{(2)}}(q) > 0$. If $-2 < v_F(q) < -1$, then $F^{(2)}$ has effective weight $-1 < v_{F^{(2)}}(q) < 0$.

Proof. Let $D$ denote the dipole with two edges of weight $v_F$. It may be verified that the effective weight of $F^{(2)}$ is equal to the effective weight of $D$. Thus, by (4), we have $v_{F^{(2)}}(q) = v_F(q)(v_F(q) + 2)$. If $v_F(q) < -2$, this is positive. If $-2 < v_F(q) < -1$, then $-1 < v_{F^{(2)}}(q) < 0$. \hfill $\Box$

In the following lemma we invoke Lemma 23 of [4], which uses the two-terminal graph obtained from the Petersen graph by deleting an edge $xy$.

Lemma 4.4. If $2 < q < 4$ is non-integer and $v < -q$ then there is a two-terminal graph of type $B^+$ at $(q,v)$.

Proof. By the argument in Lemma 23 of [4], there is a two-terminal graph $F$ satisfying $-q < v_F < 0$. If $-1 < v_F < 0$ then the result follows immediately. If $-q < v_F < -2$, then the result follows by Lemma 12. If $-2 < v_F < -1$, then by Lemma 4.3, the two-terminal graph $F^{(2)}$ formed by taking two copies of $F$ in parallel has effective weight $v_{F^{(2)}}$ satisfying $-1 < v_{F^{(2)}} < 0$ as required. Thus, it just remains to consider the cases when $v_F \in \{-1,-2\}$.

Let $J_s$ denote the graph consisting of $s$ copies of $F$ in series. The effective weight of $J_s$ is equal to the effective weight of $P_s$, where $P_s$ denotes the path with $s$ edges of weight $v_F$. Suppose $v_F = -1$. We have $v_{J_s} = \frac{-1}{q^2 - 3q + 3}$. It may be checked that for $q > 2$ we have $-1 < v_{J_s} < 0$, so $J_s$ has type $B^+$ as required. Now suppose that $v_F = -2$. By [5], we have $1 + \frac{q}{v_{J_s}} = (1 - \frac{q}{2})^s$. Since $2 < q < 4$, we have that $-1 < 1 - \frac{q}{2} < 0$, and so for any $\varepsilon > 0$, there exists a large and odd $s$ such that $-q < v_{J_s} < -q + \varepsilon$. Thus we can ensure that $-q < v_{J_s} < -2$. The result now follows by an application of Lemma 4.2. \hfill $\Box$

The following lemma uses a gadget based on large complete graphs and consequently, the resulting two-terminal graph is non-planar.

Lemma 4.5. [4] Lemma 18] If $q > 2$ and $-1 < v < 0$ then there is a two-terminal graph of type $A^-$ or $B^-$ at $(q,v)$.

Recall that $v^+_\gamma(q)$ is the function describing the middle branch of the curve $v^3 - 2qv - q^2 = 0$ for $0 < q < 32/27$, and that $v^-\gamma(q)$ is defined by $v^\gamma(q) = q/v^\gamma(q)$ for $0 < q < 32/27$.

Lemma 4.6. If $0 < q < 32/27$ and $-2 < v < v^\gamma$, then there is a two-terminal graph $F$ of type $A^+$ at $(q,v)$. Furthermore, we can choose $F$ such that $F + xy$ is planar.

Proof. Let $H$ be the graph consisting of two edges of weight $v$ in parallel. We claim that $v_H > v^\gamma(q)$. By (1), the effective weight $v_H$ of $H$ satisfies $v_H = v(v + 2)$, which is a decreasing function of $v$ for $-2 < v < v^\gamma$. Note that $\frac{q}{v}(\frac{q}{v} + 2) = v$ is precisely the equation satisfied by $v^\gamma(q)$. Thus $v^\gamma(q)(v^\gamma(q) + 2) = v^\gamma(q)$ for $0 < q < 32/27$. Since $v < v^\gamma$, it follows that $v_H = v(v + 2) > v^\gamma(q)(v^\gamma(q) + 2) = v^\gamma(q)$ as claimed. Now by Lemmas 8.5(a) and 8.5(b) in [6], there is a two-terminal graph obtained from $H$ which has type $A^+$. \hfill $\Box$

Lemma 4.7. [4] Lemma 12] If $q > 32/27$ and $-2 < v < -q/2$, then there is a two-terminal graph $F$ of type $A^+$ at $(q,v)$. Furthermore, we can choose $F$ such that $F + xy$ is planar.
We now combine the results of this section and Section 3 to prove Theorem 1.2.

Proof of Theorem 1.2. We first show that the zeros of the Tutte polynomial are dense in regions I - IX. By Corollary 3.4, it suffices to show that for each point \((q, v)\) in Regions I - IX, there exists a complementary pair of graphs. In regions I - V, a single edge of weight \(v\) has type \(A^-\). By Lemma 4.3, the graph consisting of two such edges in parallel has type \(A^+\). Thus, in regions I - V, it only remains to find a two-terminal graph of type \(B^+\) or \(B^-\).

Region I: By Lemma 4.1(i), there is a two-terminal graph of type \(B^+\).
Region II: By Lemma 4.1(ii), there is a two-terminal graph of type \(B^+\).
Region III: By Lemma 4.1(iii), there is a two-terminal graph of type \(B^-\).
Region IV: By Lemma 4.4, there is a two-terminal graph of type \(B^+\).
Region V: By Lemma 4.2, there is a two-terminal graph of type \(B^+\).

We deal with the remaining regions individually.

Region VI: For \((q, v)\) in region VI, a single edge of weight \(v\) has type \(B^-\). By Lemma 4.1(v), there exists a two-terminal graph of type \(A^-\). By Lemma 4.3, taking two copies of this graph in parallel gives a two-terminal graph of type \(A^+\) as required.

Region VII: A single edge of weight \(v\) has type \(B^+\). By Lemma 4.5 there is a two-terminal graph \(F\) of type \(A^-\) or \(B^-\) at \((q, v)\). If \(F\) has type \(A^-\) then we are done. If \(F\) has type \(B^-\), then the effective weight \(v_F\) of \(F\) satisfies \(-2 < v_F < -1\). Thus, the point \((q, v_F)\) lies in region VI or \(V^*\). If \((q, v_F)\) \(\in\) VI, then we use the argument for region VI to obtain a two-terminal graph of type \(A^+\). If \((q, v_F)\) \(\in\) \(V^*\), then we use Lemma 4.1(iv) to obtain a two-terminal graph of type \(A^+\).

Region VIII: A single edge of weight \(v\) has type \(B^-\). By Lemma 4.6, there is a two-terminal graph of type \(A^+\) at \((q, v)\).
Region IX: A single edge of weight \(v\) has type \(B^-\). By Lemma 4.7, there is a two-terminal graph of type \(A^+\) at \((q, v)\).

We note that in regions I, II, III, V, VIII and IX, each complementary pair that we use is planar. Thus by Corollary 3.5, the zeros of the Tutte polynomials of planar graphs are also dense in the regions I*, II*, III*, V*, VIII* and IX*.

We briefly remark on the region in which we have been unable to prove density, namely the points satisfying \(q > 4\) and \(v < -q\). For \((q, v)\) in this region, the sequence of paths \(P_s, s \in \mathbb{N}\) have effective weights converging to the point \(-q\). Along the line \(v = -q\), the multivariate Tutte polynomial is nothing other than the flow polynomial \(F_G(q)\) multiplied by a prefactor. Goldberg and Jerrum have shown that if \(G\) is a graph and \(xy \in E(G)\) such that \(F_G(q)\) and \(F_{G-xy}(q)\) have opposite signs, then it is possible to implement a weight \(v'\) satisfying \(-q < v' < 0\). Using an argument similar to that of Lemma 4.4, it would then be possible to find a two-terminal graph which has type \(B^+\) at \((q, v)\). It is conjectured [7] that there exists \(q_0 \in \mathbb{R}\) such that \(F_G(q) > 0\) for all 2-connected graphs \(G\) and all \(q > q_0\). Thus it seems unlikely that this technique can be used to prove density for all \(q > 4\).
The dual of the unsolved region lies inside region VII. Unfortunately, the graphs we used to prove density in region VII are non-planar, and so we cannot use duality as we have done above. However, if we allow ourselves to use all matroids instead of all graphs then we can apply the duality argument, since every matroid has a dual. It is easy to define the Tutte polynomial for matroids by replacing the term $q^{k(A)}$ with $q^{r(G)} - r(A) + 1$ where $r$ is the rank function, see [10].
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