DexMV: Imitation Learning for Dexterous Manipulation from Human Videos
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Abstract. While significant progress has been made on understanding hand-object interactions in computer vision, it is still very challenging for robots to perform complex dexterous manipulation. In this paper, we propose a new platform and pipeline DexMV (Dexterous Manipulation from Videos) for imitation learning. We design a platform with: (i) a simulation system for complex dexterous manipulation tasks with a multi-finger robot hand and (ii) a computer vision system to record large-scale demonstrations of a human hand conducting the same tasks. In our novel pipeline, we extract 3D hand and object poses from videos, and propose a novel demonstration translation method to convert human motion to robot demonstrations. We then apply and benchmark multiple imitation learning algorithms with the demonstrations. We show that the demonstrations can indeed improve robot learning by a large margin and solve the complex tasks which reinforcement learning alone cannot solve. Code and videos are available at https://yzqin.github.io/dexmv
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* Equal Contribution
1 Introduction

Dexterous manipulation of objects is the primary means for humans to interact with the physical world. Humans perform dexterous manipulation in everyday tasks with diverse objects. To understand these tasks, in computer vision, there is significant progress on 3D hand-object pose estimation \cite{28,79} and affordance reasoning \cite{13,72}. While computer vision techniques have greatly advanced, it is still very challenging to equip robots with human-like dexterity. Recently, there has been a lot of effort on using reinforcement learning (RL) for dexterous manipulation with an anthropomorphic robot hand \cite{52}. However, given the high Degree-of-Freedom joints and nonlinear tendon-based actuation of the multi-finger robot hand, it requires a large amount of training data with RL. Robot hands trained using only RL will also adopt unnatural behavior. Given these challenges, can we leverage humans’ experience in the interaction with the physical world to guide robots, with the help of computer vision techniques?

One promising avenue is imitation learning from human demonstrations \cite{60,65}. Particularly, for dexterous manipulation, Rajeswaran et al. \cite{60} introduces a simulation environment with four different manipulation tasks and paired sets of human demonstrations collected with a Virtual Reality (VR) headset and a motion capture glove. However, data collection with VR is relatively high-cost and not scalable, and there are only 25 demonstrations collected for each task. It also limits the complexity of the task: It is shown in \cite{58} that RL can achieve similar performance with or without the demonstrations in most tasks proposed in \cite{60}. Instead of focusing on a small scale of data, we look into increasing the difficulty and complexity of the manipulation tasks with diverse daily objects. This requires large-scale human demonstrations which are hard to obtain with VR but are much more available from human videos.

In this paper, we propose a new platform and a novel imitation learning pipeline for benchmarking complex and generalizable dexterous manipulation, namely DexMV (Dexterous Manipulation from Videos). We introduce new tasks with the multi-finger robot hand (Adroit Robotic Hand \cite{42}) on diverse objects in simulation. We collect real human hand videos performing the same tasks as demonstrations. By using human videos instead of VR, it largely reduces the cost for data collection and allows humans to perform more complex and diverse tasks. While the video demonstrations might not be optimal for perfect imitation (e.g., behavior cloning) to learn successful policies, the diverse dataset is beneficial for augmenting the training data for RL, which can learn from both successful and unsuccessful trials.

Our DexMV platform contains a paired systems with: (i) A computer vision system which records the videos of human performing manipulation tasks (1st row in Figure \ref{fig:1}); (ii) A physical simulation system which provides the interactive environments for dexterous manipulation with a multi-finger robot (3rd row in Figure \ref{fig:1}). The two systems are aligned with the same tasks. With this platform, our goal is to bridge 3D vision and robotic dexterous manipulation via a novel imitation learning pipeline.
Our DexMV pipeline contains three stages. First, we extract the 3D hand-object poses from the recorded videos (2nd row in Figure 1). Unlike previous imitation learning studies with 2-DoF grippers [80,70], we need the human video to guide the 30-DoF robot hand to move each finger in 3D space. Parsing the 3D structure provides critical and necessary information. Second, a key contribution in our pipeline is a novel demonstration translation method that connects the computer vision system and the simulation system. We propose an optimization-based approach to convert 3D human hand trajectories to robot hand demonstrations. Specifically, the innovations lie in 2 steps: (i) Hand motion retargeting approach to obtain robot hand states; and (ii) Robot action estimation to obtain the actions for learning. Third, given the robot demonstrations, we perform imitation learning in the simulation tasks. We investigate and benchmark algorithms which augment RL objectives with state-only [58] and state-action [31,60] demonstrations.

We experiment with three types of challenging tasks with the YCB objects [15]. The first task is to relocate an object to a goal position. Instead of relocating a single ball as [60], we increase the task difficulty by using diverse objects (first 5 columns in Figure 1). The second task is pour, which requires the robot to pour the particles from a mug into a container (Figure 1 from column 6). The third task is place inside, where the robot hand needs to place an object into a container (last 2 columns in Figure 1). In our experiments, we benchmark different imitation learning algorithms and show human demonstrations improve task performance by a large margin. More interestingly, we find the learned policy with our demonstrations can even generalize to unseen instances within the same category or outside the category. We highlight our contributions as follows:

- DexMV platform for learning dexterous manipulation using human videos. It contains paired computer vision and simulation systems with multiple dexterous complex manipulation tasks.
- DexMV pipeline to perform imitation learning, with a key innovation on demonstration translation to convert human videos to robot demonstrations.
- With DexMV platform and pipeline, we largely improve the dexterous manipulation performance over multiple complex tasks, and its generalization ability to unseen object instances.

2 Related Work

Dexterous Manipulation. Manipulation with multi-finger hands is one of the most challenging robotics tasks, which has been actively studied with optimization and planning [63,10,50,20,3,7]. Recently, researchers have started exploring reinforcement learning for dexterous manipulation [52,51]. However, training with only RL requires huge data samples. Different from a regular 2-DoF robot gripper, the Adroit Robotic Hand used in our experiment has 30 DoFs, which greatly increases the optimization space.

Imitation Learning from Human Demonstrations. Imitation learning is a promising paradigm for robot learning. It is not limited to behavior
cloning \cite{65, 62, 76} and inverse reinforcement learning \cite{64, 49, 1, 31, 23, 5, 77, 45}, but also augmenting the RL training with demonstrations \cite{51, 11, 31, 78, 60}. For example, Rajeswaran et al. \cite{60} propose to incorporate demonstrations with on-policy RL. However, all these approaches rely on expert demonstrations collected using expert policies or VR, which is not scalable and generalizable to complex tasks. In fact, it is shown in \cite{58} that RL can achieve similar performance and sample efficiency with or without the demonstrations in most dexterous manipulation tasks in \cite{60} besides relocate. Going beyond a VR setup, researchers have recently explored imitation learning and RL with videos \cite{60, 1, 17, 65, 69, 70, 80}. However, all tasks are relatively simple (e.g., pushing a block) with a parallel gripper. In this paper, we propose new challenging dexterous manipulation tasks.

We leverage pose estimation for providing demonstrations that largely improve imitation learning performance, while RL alone fails to solve these tasks.

**Hand-Object Interaction.** Hand-object interaction is a widely studied topic. One line of work focus on object pose estimation \cite{39, 57, 79, 73, 53, 33, 29} and hand pose estimation \cite{81, 34, 71, 25, 6, 12, 28, 41, 46}. For example, Berk et al. \cite{15} propose YCB dataset with real objects and their 3D scans. Beyond object poses, datasets and methods for joint estimation of the hand-object poses are also proposed \cite{24, 26, 46, 18}. Another line of work focus on hand-object contact reasoning \cite{13, 72}, which can be used for functional grasps \cite{35, 14, 47}. Recently, researchers explored to use hand pose estimation to control a robot hand \cite{27, 44}. They require motion retargeting to map the hand pose into robot motion. These work focus on teleoperation where no objects are involved. In DexMV, we consider the demonstration translation setting, which converts a sequence of hand-object poses into robot demonstrations. We show that the translated demonstration is beneficial for imitation learning for dexterous manipulation.

## 3 Overview

We propose DexMV for **Dexterous Manipulation with imitation learning from human Videos** including:

- **(i) DexMV platform**, which offers a paired computer vision system recording human manipulation videos and physical simulators conducting the same tasks. We design three challenging tasks in the simulator and use computer vision system to collect human demonstrations for these tasks in real world. The videos can be efficiently collected with around **100 demonstrations per hour**.

- **(ii) DexMV pipeline**, a new pipeline for imitation learning from human videos. Given the recorded videos from the computer vision system, we perform pose estimation and motion retargeting to translate human video to robot hand demonstrations. These demonstrations are then used for policy learning where multiple imitation learning and RL algorithms are investigated. By learning from demonstrations, our policy can be deployed in environments with **different goals and object configurations**, instead of just following one trajectory.
Fig. 2: **DexMV platform and pipeline overview.** Our platform is composed of a computer vision system (yellow), a simulation system (blue), and a demonstration translation module (colored with green). In computer vision system, we collect human manipulation videos. In simulation, we design the same tasks for the robot hand. We apply 3D hand-object pose estimation from videos, followed by demonstration translation to generate robot demonstrations, which are then used for imitation learning.

## 4 DexMV Platform

Our DexMV platform is shown in Figure 2. It is composed of a computer vision system and a simulation system.

**Computer Vision System.** The computer vision system is used to collect human demonstration videos on manipulating diverse real objects. In this system, we build a cubic frame (35 inch$^3$) and attach two RealSense D435 cameras (RGBD cameras) on the top front and top left, as shown on the top row of Figure 2. During data collection, a human will perform manipulation tasks inside the frame, e.g., relocate sugar box. The manipulation videos will be recorded using the two cameras (from a front view and a side view).

**Simulation System.** Our simulation system is built on MuJoCo [74] with the Adroit Hand [42]. We design multiple dexterous manipulation tasks aligned with human demonstrations. As shown in the bottom row of Figure 2, we perform imitation learning by augmenting the Reinforcement Learning with the collected demonstrations. Once the policy is trained, it can be tested on the same tasks with different goals and object configurations.

**Task Description.** We propose 3 types of manipulation tasks with different objects. We select the YCB objects [15] with a reasonable size for human to manipulate. For all tasks, the state is composed of robot joint readings, object pose. For relocate, we also include target position. The action is 30-d control command of the position actuator for each joint.

**Relocate.** It requires the robot hand to pick up an object on the table to a target location. It is inspired by the hardest task in [60] where the robot hand needs to grasp a sphere and move it to the target position. We further increase the task difficulty by using 5 complex objects as shown in the table above and visualized in the first 5 columns of Figure 1. The transparent green shape repre-
sents the goal, which can change during training and testing (goal-conditioned). The task is successfully solved if the object reaches the goal, without the need for a specific orientation. We train one policy for relocating each object.

**Pour.** It requires the robot hand to reach the mug and pour the particles inside into a container (Figure 1, column 6). The robot needs to grasp the mug and then manipulate it precisely. The evaluation criteria is based on the percentage of particles poured inside the container.

**Place Inside.** It requires the robot to pick up an object (e.g., a banana) and place it into a container. The robot needs to rotate the object to a suitable orientation and approach the container carefully to avoid collisions. The evaluation is based on how much percentage of the object mesh volume is inside the container.

Besides testing on the trained objects, we also evaluate the generalization ability of the trained policies on unseen object instances, within the training categories like can, bottle, mug, and also outside the training categories such as camera from ShapeNet dataset [16].

5 Pose Estimation

5.1 Object Pose Estimation

We use the 6-DoF pose to represent the location and orientation of objects, which contains translation $T \in \mathbb{R}^3$ and rotation $R \in \text{SO}(3)$. For each frame $t$ in the video, we use the PVN3D [29] model trained on the YCB dataset [15] to detect objects and estimate 6-DoF poses. By taking both the RGB image and the point clouds as inputs, the model first estimates the instance segmentation mask. With dense voting on the segmented point clouds, the model then predicts the 3D location of object key points. The 6-DoF object pose is optimized by minimizing the PnP matching error.

5.2 Hand Pose Estimation

We utilize the MANO model [61] to represent the hand that consists of hand pose parameter $\theta_t$ for 3D rotations of 15 joints and root global pose $r_t$, and shape parameters $\beta_t$ for each frame $t$. The 3D hand joints can be computed using hand kinematics function $\mathbf{j}^{3d}_t = \mathbf{J}(\theta_t, \beta_t, r_t)$.

Given a video, we use the off-the-shelf skin segmentation [40] and hand detection [68] models to obtain a hand mask $M_t$. We use the trained hand pose estimation models in [46] to predict the 2D hand joints $\mathbf{j}^{2d}_t$ and the MANO parameters $\theta_t$ and $\beta_t$ for every frame $t$ using RGB image. We estimate the root joint $r_t$ using the center of the depth image masked by $M_t$. Given the initial estimation $\hat{\theta}_t, \hat{\beta}_t, \hat{r}_t$ of each frame $t$ and the camera pose $\Pi$, we formulate the 3D hand joint estimation as an optimization problem,

$$\theta^*_t, \beta^*_t, r^*_t = \arg\min_{\theta_t, \beta_t, r_t} ||\Pi \mathbf{J}(\theta_t, \beta_t, r_t) - \mathbf{j}^{2d}_t||^2 + \lambda ||M_t \cdot (\mathbf{R}(\theta_t, \beta_t, r_t) - D_t)||^2$$

(1)
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Hand Motion Retargeting

Fig. 3: Top row: Kinematic Chains and Task Space Vectors (TSV). The TSV (dash arrows) are ten vectors to be matched between both hands. Bottom row: (i) Hand motion retargeting; (ii) Action Estimation.

Fig. 4: Visualization of hand motion retargeting results. Top row: 3D hand-object poses. Mid row: Retargeting results using Finger Tip Mapping as optimization objective. Bottom row: Retargeting results using the proposed optimization objective.

where $\lambda = 0.001$ and $R$ is a depth rendering function \[ RS \] and $D_t$ is the corresponding depth map in frame $t$. We minimize the re-projection error in 2D and optimize the hand 3D locations from the depth map. Equation 1 can be further extended to a multi-camera setting by minimizing the objective from different cameras with calibrated extrinsics. We use two cameras by default to handle occlusion. Additionally, we deploy a post-processing procedure with minimizing the difference of $j_t^H$ and $\beta_t$ between frames.

6 Demonstration Translation

Common imitation learning algorithm consumes state-action pairs from expert demonstrations. It requires the state of the robot and the action of the motor as training data but not directly using the human hand pose. As shown in the kinematics chains in the blue box of Figure 3, although both robot and human hands share a similar five-finger morphology, their kinematics chains are different. The finger length of each knuckle is also different.

In this paper, we propose a novel method to translate demonstrations from human-centric pose estimation result into robot-centric imitation data. Specifically, there are two steps in demonstration translation (as shown in the red box of Figure 3): (i) Hand motion retargeting to align the human hand motion to robot hand motion, which are with different DoF and geometry; (ii) Predicting robot action, i.e. torque of robot motor: Without any wired sensors, we need to recover the action from only pose estimation results.

6.1 Hand Motion Retargeting

In computer graphics and animation, motion retargeting is used to retarget a performer’s motion to a virtual character for applications such as movies
and cartons. While the animation community emphasizes realistic visual appearance, we consider more on the physical effect of the retargeted motion in the context of robotics manipulation. That is, the robot motion should be executable, respecting the physical limit of motors, e.g. acceleration and torque.

Formally, given a sequence of human hand pose estimated \( \{(\theta_t, \beta_t, r_t)\}_{t=0}^{T} \) from a video, the hand pose retargeting can be defined as computing the sequence of robot joint angles \( \{q_t\}_{t=0}^{T} \), where \( t \) is the step number in a sequence of length \( T + 1 \). We formulate the hand pose retargeting as an optimization problem.

**Optimization with Task Space Vectors.** In most manipulation tasks, human and multi-finger robot hand contacts the object using finger tips. Thus in fingertip-based mapping, retargeting is solved by preserving the Task Space Vectors (TSV) defined from finger tips position to the hand palm position (green arrow) as shown in the green box of Figure 3, so that the human and robot hands will have same finger tip position relative to the palm. However, only considering finger tip may results in unexpected optimization result as shown in Figure 4. Although the tip position is preserved, the bending information of hand fingers are lost, leading to penetrating the object after retargeting. It becomes more severe when the joint angles are closed to the robot singularity. To solve this issue, we include the TSV from palm to middle phalanx (blue arrow) as shown in the green box of Figure 3. The optimization objective is,

\[
\min_{q_t} \sum_{i=0}^{N} ||v_i^H(\theta_t, \beta_t, r_t) - v_i^R(q_t)||^2 + \alpha ||q_t - q_{t-1}||^2, \tag{2}
\]

where the forward kinematics function for human \( v_i^H(\theta, \beta, r) \) computes the \( i \)-th TSV for human hand and the robot forward kinematics function \( v_i^R(q) \) computes \( i \)-th TSV for the robot. The first term in Equation 2 is to find the best \( \{q_t\}_{t=0}^{T} \) that matches the finger tip-palm TSV and finger tip-phalanx TSV from both hands. Note the human hand TSV \( \{v_i^H(\theta_0, \beta_0, r_0)\}_{t=0}^{T} \) is first processed by a low pass filter before optimization for better smoothness. We also add an L2 normalization (second term in Equation 2) to improve the temporal consistency. For optimization, we use Sequential Least-Squares Quadratic Programming in NLopt, where \( \alpha = 8e - 3 \) in implementation.

When retargeting hand pose, the objective in Equation 2 is optimized for each \( t \) from \( t = 0 \) to \( t = T \). For \( t \geq 1 \), we initialize \( q_t \) using the optimization results \( q_{t-1} \) from last step to further improve the temporal smoothness.

### 6.2 Robot Action Estimation

Hand motion retargeting provides temporal-consistent translation from human hand poses to robot joint angles \( \{q_t\}_{t=0}^{T} \) in different time steps. But the action, i.e. joint torque or control command, is unknown. In robotics, the joint torque \( \tau \) can be computed via robot inverse dynamics function \( \tau = f_{inv}(q, q', q'') \).

To use this function, we first fit the sequence of joint angles into a continuous joint trajectory function \( q(t) \). Then, the first and second order derivative \( q'(t) \) and \( q''(t) \) can be used to compute the torque \( \tau(t) = f_{inv}(q(t), q'(t), q''(t)) \).
One important property of \( q(t) \) is: The absolute value of third-order derivative \( q'''(t) \), which also refers as jerk, should be as small as possible. We call it minimum-jerk requirement. The reason is two-fold: (i) First, physiological study [22] shows that the motion of human hand is a minimum jerk trajectory, where the lowest effort is required during the movement. This requirement will resemble the behavior of human, which in turn leads to more natural robot motion. (ii) Second, minimizing jerk can ensure low joint position errors for motors [43] and limit excessive wear on the physical robot [19]. Thus we also expect the fitted trajectory function \( \{q_t\}_{t=0}^T \) to be minimum-jerk. In implementation, we use the model proposed in [75] to achieve this.

7 Imitation Learning

We perform imitation learning using the translated demonstrations. Instead of using behavior cloning, we adopt imitation learning algorithms that incorporate the demonstrations into RL.

**Background.** We consider the Markov Decision Process (MDP) represented by \( \langle S, A, P, R, \gamma \rangle \), where \( S \) and \( A \) are state and action space, \( P(s_{t+1} | s_t, a_t) \) is the transition density of state \( s_{t+1} \) at step \( t+1 \) given action \( a_t \), \( R(s, a) \) is the reward function, and \( \gamma \) is the discount factor. The goal of RL is to maximize the expected reward under policy \( \pi(a|s) \). We incorporate RL with imitation learning. Given trajectories \( \{(s_i, a_i)\}_{i=1}^n \) from demonstrations \( \pi_D \), we optimize the agent policy \( \pi_\theta \) with \( \{(s_i, a_i)\}_{i=1}^n \) and reward \( R \). We evaluate imitation learning under two settings: state-action imitation and state-only imitation.

7.1 State-action imitation learning

We will introduce two algorithms. The first one is the Generative Adversarial Imitation Learning (GAIL) [32], which is the SOTA IL method that performs occupancy measure matching to learn policy. Occupancy measure \( \rho_\pi \) [56] is a density measure of the state-action tuple on policy \( \pi \). GAIL aims to minimize the objective
\[
\min_{\theta} \max_w \mathbb{E}_{s, a \sim \rho_\pi} \left[ \log D_w(s, a) \right] + \mathbb{E}_{s, a \sim \rho_D} \left[ \log(1 - D_w(s, a)) \right],
\]
where \( D_w \) is a discriminator. To equip GAIL with reward function, we adopt the approach proposed by [37], denoted as GAIL+ in this paper.

The second algorithm is Demo Augmented Policy Gradient (DAPG) [59]. The objective function for policy optimization at each iteration \( k \) is as follow.
\[
g_{aug} = \sum_{(s, a) \in \rho_\pi} \nabla_\theta \ln \pi_\theta(a|s) A^\pi(s, a) + \sum_{(s, a) \in \rho_D} \nabla_\theta \ln \pi_\theta(a|s) \lambda_0 \lambda_1^k,
\]
where $A^π$ is the advantage function \cite{9} of policy $π_θ$, and $λ_0$ and $λ_1$ are hyper-parameters to determine the advantage of state-action pair in demonstrations.

### 7.2 State-only imitation learning

Besides state-action imitation, we also evaluate the State-Only Imitation Learning (SOIL) \cite{58} algorithm which does using action information from demonstrations. SOIL extends DAPG to the state-only imitation setting by learning an inverse model $h_ϕ$ with the collected trajectories when running the policy. The inverse model predicts the missing actions in demonstrations and the policy is trained as DAPG. The policy and inverse model are optimized simultaneously.

### 8 Experiment

**Experiment settings.** We adopt TRPO \cite{67} as our RL baseline. We benchmark imitation learning algorithms SOIL, GAIL+, and DAPG. All these algorithms incorporate demonstrations with TRPO of same hyper-parameters. Thus all the algorithms are comparable. All policies are evaluated with the same three random seeds. By default, the hand pose is estimated using two cameras.

#### 8.1 Experiments with Relocate

**Main comparisons.** We benchmark four methods: SOIL, GAIL+, DAPG, and RL on the relocate tasks. The success rate is shown in Table 1 and training curves are in Figure 5. A trial is counted as success only when the final position of the object (after 200 steps) is within 0.1 unit length to the target. The initial object position and target position are randomized. In figure 5 the x-axis is training iterations and the y-axis is normalized average-return over three seeds.

Both Table 1 and Figure 5 show that the imitation learning methods outperform RL baseline for all five tasks. For mustard bottle and sugar box, a pure RL agent is not able to learn anything. SOIL performs the best for sugar box while DAPG achieves comparable or better performance on mug, mustard bottle, and tomato soup can. Relocate with sugar box is most challenging since it is tall and thin with a flat surface. Once it drops on the table, it is hard to grasp again. We conjecture training the inverse dynamics model online in SOIL helps obtain more accurate action for Relocate.

**Ablation on motion retargeting method.** Figure 6 (a) illustrates the performance of SOIL with respect to demonstrations generated by different retargeting method, on relocating a tomato soup can. It shows that our retargeting design (blue curve) can improve the imitation learning performance over fingertip mapping (red curve) based retargeting baseline. Besides, without L2 norms in Equation 2 (green curve), the performance shows a huge drop. It indicates the importance of smooth robot motion when used as demonstrations.

**Ablation on the number of demonstrations.** Figure 6 (b) shows the performance of SOIL with respect to different number of demonstrations, on
relocating a tomato soup can. SOIL can achieve better sample efficiency, performance and the variance is reduced when more demonstrations are given. Table 2 illustrates the success rate of the different policies trained with a different number of demonstrations. This shows the importance of our efficient platform to scale up the number and diversity of demonstrations.

**Ablation on environmental conditions.** Figure 6 (c) and (d) illustrates that our demonstrations can transfer to different physical environments. Given the same demonstrations on Relocate the tomato soup can, we train policies with objects scaling into different size from ×0.75 to ×1.125 (Figure 6 (c)) and applying different frictions (Figure 6 (d)) from ×0.8 to ×1.2. With same demonstrations, we can still perform imitation learning in different environments and achieve consistent results. All policies achieve much better performance than pure RL. This experiment shows the robustness of our pipeline against the gap between simulation (environment) and real (demonstration).

**Ablation on hand pose estimation.** We choose 4 different settings for hand pose estimation from video captured by: (i) single camera; (ii) single camera plus post-processing (iii) dual camera; (iv) dual cameras plus the post-processing (mentioned in Section 5.2) Since we have no ground-truth pose annotation in our dataset, we evaluate the performance of hand pose estimation approaches on the DexYCB [18] dataset, which provides the pose ground-truths. We follow DexYCB to use Mean Per Joint Position Error (MPJPE, smaller the better). We experiment with SOIL on relocating a tomato soup can. The object pose remains
Fig. 6: **Ablation Study**: Learning curves of SOIL on *Relocate* with tomato soup can. The x-axis is training iterations. We ablate: (a) hand pose estimation methods; (b) number of demonstrations used to train SOIL; (c) scaling of object size; (d) friction of the relocated object. The demonstrations are kept the same for all conditions.

| #Demo   | 400 Iter. | 600 Iter. | 800 Iter. | Setting | MPJPE | Success (%) |
|---------|-----------|-----------|-----------|---------|-------|-------------|
| SOIL (100) | 0.36 ± 0.13 | 0.70 ± 0.25 | 1.00 ± 0.00 | 1 Cam | 41.7 | 66.7 ± 57.7 |
| SOIL (50) | 0.19 ± 0.23 | 0.40 ± 0.43 | 0.59 ± 0.39 | 1 Cam Post | 36.2 | 69.7 ± 33.3 |
| SOIL (10) | 0.04 ± 0.05 | 0.17 ± 0.11 | 0.36 ± 0.21 | 2 Cam | 36.6 | 84.7 ± 25.7 |
| RL (0)    | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.13 ± 0.19 | 2 Cam Post | 32.5 | **93.3 ± 11.5** |

Table 2: Success rate with different number of demonstrations on *Relocate* task with a tomato soup can, evaluated via 100 trials for three random seeds at 400, 600, and 800 training iterations.

| Model | Success (%) | Model | Inside Score |
|-------|-------------|-------|--------------|
| SOIL  | 3.5 ± 3.3   | SOIL  | 27.9 ± 26.5  |
| GAIL+ | 3.4 ± 2.5   | GAIL+ | 16.0 ± 14.2  |
| DAPG  | 27.2 ± 18.4 | DAPG  | **31.3 ± 30.0** |
| RL    | 1.3 ± 0.7   | RL    | 3.2 ± 5.6    |

Table 3: Hand pose error and the success rate of learned policy for 4 hand pose estimation settings. Smaller MPJPE means better hand pose estimation performance.

Fig. 7: **Pour and Place Inside**. (a) learning curves of *Pour*; (b) success rate of *Pour*; (c) learning rate of *Place Inside*; (d) Inside score of *Place Inside*.

the same for all four settings. Table 3 shows better pose estimation in general corresponds to better imitation, except the comparison on 1-Cam Post and 2-Cam. It seems 2-Cam are better than 1-Cam in imitation, even pose estimation result is close. We conjecture 2-Cam can provide more smooth trajectories.

### 8.2 Experiments with Pour

The *Pour* task involves a sequence of dexterous manipulations: reaching the mug, holding and stably moving the mug, and pouring water into the container. We benchmark four imitation learning algorithms in Figure 7 (a) and (b). We observe that DAPG converges to a good policy with much fewer iterations: 27.2% of the particles are poured into the container on average. Without the demonstrations, pure RL will only have a very small chance to pour a few particles
### 8.3 Experiments with Place Inside

The Place Inside task requires the robot hand to first pick up a banana, rotate it to the appropriate orientation, and place it inside the mug. We define a metric Inside Score, which is computed based on the volume percentage of the banana inside of the mug. We benchmark the imitation learning algorithms in Figure 7(c) and (d). We find that DAPG outperforms other approaches whereas RL hardly learns to manipulate the object. Between state-only method (SOIL) and state-action method (DAPG), we again observe that computing action offline analytically achieves better results, due to the complexity of the task.

### 8.4 Generalization on Novel Objects and Category

**Generalization with Relocate.** We benchmark the generalization ability of the trained policy with different imitation learning algorithms. We directly...
deployed the trained policies for the Relocate task using our demonstrations on: (i) novel unseen objects within the same category; (ii) object instances from a new category. For evaluation on unseen object instances within the same category, we choose the can, bottle, and mug categories from ShapeNet \cite{xiang2014深色} dataset, which corresponds to the tomato soup can, mustard bottle, and mug in our demonstrations. We omit evaluation on the clamp and sugar box policies since there are no corresponding categories in ShapeNet. For the evaluation on new category, we choose the camera category from ShapeNet. We select 100 object instances for each category and pre-process the objects to fit the size of robot hand. More details about data pre-processing can be found in supplementary. We report the results in Figure 8. The success rate is computed as a mean accuracy over all object instances within a category. We find DAPG generalizes well on unseen objects in both same category and novel category experiments, significantly outperforming other approaches. We can also observe generalization to novel categories brings a larger challenge.

**Generalization with Pour.** We benchmark the generalization performance of the trained policies from all four methods on new mug instances for Pour task. We choose 100 object instances from the ShapeNet mug category for deployment. The top row of Figure 9 (a) visualizes the task with different mugs and Figure 9 (b) shows the success rate. In this benchmark, DAPG still performs the best across all methods. Interestingly, the performance is not much worse than Pour with the trained object (by comparing Fig. 7 (b)). This shows the robustness of imitation learning using our pipeline.

**Generalization with Place Inside.** For Place Inside, we replace the YCB banana using the objects from cellphone category in ShapeNet as visualized in the bottom row of Figure 9 (a). Figure 9 (c) shows the generalization performance when directly deploying the policy trained with banana. We find the policy performance is also close to Place Inside with banana (by comparing Fig. 7 (d)). This indicates the robustness of policy against small shape variations and human demonstration on single object can also benefit the tasks on new objects.

9 Conclusion

To the best of our knowledge, DexMV is the first work to provide a platform on computer vision/simulation systems and a pipeline on learning dexterous manipulation from human videos. We propose a novel demonstration translation module to bridge the gap between these two systems. We hope DexMV opens new research opportunities for benchmarking imitation learning algorithms for dexterous manipulation.
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