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ABSTRACT

The hot intra-cluster medium (ICM) is rich in metals, which are synthesised by supernovae (SNe) and accumulate over time into the deep gravitational potential well of clusters of galaxies. Since most of the elements visible in X-rays are formed by type Ia (SNIa) and/or core-collapse supernovae (SNcc), measuring their abundances gives us direct information on the nucleosynthesis products of billions of SNe since the epoch of the star formation peak ($z \sim 2–3$). In this study, we compare the most accurate average X/Fe abundance ratios (compiled in a previous work from XMM-Newton EPIC and RGS observations of 44 galaxy clusters, groups, and ellipticals), representative of the chemical enrichment in the nearby ICM, to various SNIa and SNcc nucleosynthesis models found in the literature. The use of a SNcc model combined to any favoured standard SNIa model (deflagration or delayed-detonation) fails to reproduce our abundance pattern. In particular, the Ca/Fe and Ni/Fe ratios are significantly underestimated by the models. We show that the Ca/Fe ratio can be reproduced better, either by taking a SNIa delayed-detonation model that matches the observations of the Tycho supernova remnant, or by adding a contribution from the “Ca-rich gap transient” SNe, whose material should easily mix into the hot ICM. On the other hand, the Ni/Fe ratio can be reproduced better by assuming that both deflagration and delayed-detonation SNIa contribute in similar proportions to the ICM enrichment. In either case, the fraction of SNIa over the total number of SNe (SNIa+SNcc) contributing to the ICM enrichment ranges within 29–45%. This fraction is found to be systematically higher than the corresponding SNIa/(SNIa+SNcc) fraction contributing to the enrichment of the proto-solar environment (15–25%). We also discuss and quantify two useful constraints on both SNIa (i.e. the initial metallicity on SNIa progenitors and the fraction of low-mass stars that result in SNIa) and SNcc (i.e. the effect of the IMF and the possible contribution of pair-instability SNe to the enrichment) that can be inferred from the ICM abundance ratios. Finally, we show that detonative sub-Chandrasekhar WD explosions (resulting, for example, from violent WD mergers) cannot be a dominant channel for SNIa progenitors in galaxy clusters.
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1. Introduction

Since the emergence and progress of stellar nucleosynthesis models over the past century, it is now well known that all the heavy elements in the Universe (i.e. except H, He, and traces of Li and Be, which were produced shortly after the Big Bang) have been produced by stars and stellar remnants (Cameron 1957; Burbidge et al. 1957). In particular, α- and Fe-peak elements ($8 \leq Z \leq 28$) are mostly synthesised by nuclear fusion reactions during stellar lifetimes and supernova (SN) explosions, and are then released into and beyond the interstellar medium (e.g. Arnett 1973; Tinsley 1980). On the one hand, oxygen (O), neon (Ne), magnesium (Mg), silicon (Si), and sulfur (S), are thought to be mostly produced by core-collapse supernovae (SNcc). On the other hand, type Ia supernovae (SNIa) produce predominantly argon (Ar), calcium (Ca), chromium (Cr), manganese (Mn), iron (Fe), and nickel (Ni). Finally, when low-mass stars ($<6 M_\odot$) leave the main sequence and enter into their asymptotic giant branch (AGB) phase, they are efficient in releasing lighter metals, such as carbon (C) or nitrogen (N), via powerful winds. Although this general picture of synthesis (and recycling) of metals through cosmic ages is now well established, many issues are still unsolved and still bring a great deal of uncertainty when identifying the specific origins of each element.

First, it is well known that SNcc result from the end-of-life explosion of massive stars ($\sim 10–140 M_\odot$). However, several parameters, such as the mass cut that separates the collapsing core from the supernova remnant (SNR) or the final kinetic energy of the explosion, are poorly constrained. Consequently, some differences in the predicted abundance pattern from proposed SNcc models proposed by different groups still remain (for a review,
see Nomoto et al. 2013). Moreover, the relative amount of unburned elements depends on the initial mass and metallicity of the progenitor star (e.g. Woosley & Weaver 1995). These two parameters are not always easy to constrain, especially when considering a whole population of (massive) stars, whereas the universality of the initial mass function (IMF) is still under debate (e.g. Treu et al. 2010; Dutton et al. 2012).

Second, despite their fundamental role both in the Galactic chemical evolution (e.g. Timmes et al. 1995; Kobayashi & Nomoto 2009) and as standard candles for cosmological distances (Riess et al. 1998; Schmidt et al. 1998), the nature of SNIa progenitors is still elusive (for reviews, see Howell 2011; Maoz & Mannucci 2012; Hillebrandt et al. 2013; Maoz et al. 2014). It seems likely that the explosion results from an accreting carbon-oxygen white dwarf (WD), which ignites shortly before reaching its Chandrasekhar mass. However, it is not clear whether the mass transfer is due to a normal stellar companion (single degenerate scenario; Whelan & Iben 1973) or a second white dwarf (double degenerate scenario; Webbink 1984; Iben & Tutukov 1984). Furthermore, the physics of the SNIa explosion itself is poorly constrained (for a review, see Hillebrandt & Niemeyer 2000). In most models, the explosion starts with a deflagration (i.e. the burning front propagates subsonically). The currently favoured explosion models suggest that when the burning front reaches a certain critical density, it propagates supersonically, and the deflagration becomes a detonation. These so-called delayed-detonation models (Khokhlov 1989), in particular their variant of deflagration-to-detonation transition (DDT), have been studied in detail (Khokhlov 1991; Niemeyer & Woosley 1997; Gamezo et al. 2005; Seitenzahl et al. 2013b, e.g.), but not yet fully understood. Moreover, some peculiar SNIa (e.g. the 2002cx supernovae, Kromer et al. 2013) seem to be better explained by invoking a pure deflagration explosion (Branch et al. 2004; Jha et al. 2006; Phillips et al. 2007). What is clear, however, is that the abundance pattern of the elements synthesised by SNIa is very sensitive to their explosion mechanism.

Many attempts to constrain all these SNcc and SNIa uncertainties have been made by studying the optical and X-ray spectra of SNRs and, particularly, their abundance pattern (e.g. Badenes et al. 2006; Yasumi et al. 2014). However, such an approach is difficult in practice, mostly because only a few Galactic SNRs are suitable for studying the composition of their ejecta, preventing any statistical study over large samples; the emitting plasma of the SNRs is far from being in ionisation equilibrium, making its spectroscopy complicated and not yet fully understood; and the ejected material from the SNR easily mixes with the surrounding ISM, making it a challenge to correctly estimate the metal abundances from the SN itself.

An interesting alternative approach to investigating nucleosynthesis products from supernovae (SNe) is to consider the chemical enrichment at the scale of galaxy clusters. In fact, the hot intra-cluster medium (ICM) pervading the volume of galaxy clusters and groups, and accounting for no less than ~80% of their total baryonic matter, is rich in α- and Fe peak elements (for reviews, see Werner et al. 2008; Böhringer & Werner 2010). These metals, which can be observed via their emission lines from X-ray spectroscopy, must have been synthesised by SNIa and SNcc inside the cluster galaxies, and have enriched the ICM, especially around \( z \approx 2 \)–3, during the major cosmic epoch of star formation (Hopkins & Beacom 2006; Madau & Dickinson 2014). Assuming that the large gravitational potential well of clusters/groups make them behave like a closed-box system, the metal abundances of the ICM are a remarkable signature of the yields of billions of SNIa and SNcc over time. Moreover, the ICM is well known to be in (or very close to) collisional ionisation equilibrium state, making its spectroscopy less complex than SN spectra and its abundances relatively easy to derive.

Several previous studies have already attempted to use abundance measurements in the ICM in order to constrain SNIa and SNcc yield models. For instance, de Plaa et al. (2007) compiled a sample of 22 cool-core clusters, and found that the standard SNIa models fail to reproduce the Ar/Ca and Ca/Fe abundance ratios. They also showed that the fraction of SNIa over the total number of SNe highly depends of the considered models. De Grandi & Molendi (2009) showed that Si/Fe abundance ratios are remarkably uniform over a sample of 26 cool-core clusters observed with XMM-Newton, arguing for a similar enrichment process within cluster cores. However, they concluded that systematic uncertainties between the SN models are too large to precisely estimate the relative contribution of SNIa and SNcc. Finally, many abundance studies have been performed on individual objects as well (e.g. Werner et al. 2006; de Plaa et al. 2006; Sato et al. 2007; Simionescu et al. 2009; Mernier et al. 2015). From these studies, and considering the instrumental performance of current X-ray observatories, it appears that higher quality data (i.e. with longer exposure time), collected over larger samples, are needed to clarify the picture of the precise origin of metals in the ICM.

In this paper, we make use of ICM abundances measured in two previous works (de Plaa et al. 2016; Mernier et al. 2016, hereafter Paper I) and compare them with predictions from theoretical SNIa and SNcc yield models. These measurements consist of the average X/Fe abundance ratios of ten elements (O/Fe, Ne/Fe, Mg/Fe, Si/Fe, S/Fe, Ar/Fe, Ca/Fe, Cr/Fe, Mn/Fe, and Ni/Fe) in the ICM of 44 cool-core clusters, groups, and ellipticals, using the XMM-Newton EPIC and RGS instruments. To our knowledge, this is the most complete and robust abundance pattern measured in the ICM available to date.

This paper is structured as follows. In Sect. 2 we present the sample and briefly recall the data reduction, as well as the spectral analysis used to derive the abundance ratios. We then discuss the comparison between various SNIa and SNcc models and our average ICM abundance pattern (Sect. 3) on the one hand, and the proto-solar abundances (Sect. 4) on the other hand. Section 5 summarises our discussion and addresses future prospects. Throughout this paper we assume cosmological parameters of \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_m = 0.3 \), and \( \Omega_b = 0.7 \). The abundances presented in this paper are taken relative to the proto-solar values of Lodders et al. (2009). All the error bars are given at a 68% confidence level.

### 2. Observations and spectral analysis

We start by briefly summarising the main steps of the data reduction and the spectral analysis that were necessary to provide the average X/Fe abundance pattern (Fig. 1), representative of the ICM of cool-core objects. The detailed presentation, reduction, and spectral analysis of our observations can be found in Paper I and in de Plaa et al. (2016).

Our sample consists of the CHEERS\(^1\) catalogue (de Plaa et al. 2016), and is detailed in Table 1 in Paper I (see also Pinto et al. 2015; de Plaa et al. 2016). It includes 44 nearby (\( z < 0.1 \)) cool-core clusters, groups, and elliptical galaxies for

\(^1\) CHEMical Enrichment Rgs Sample.
which the O VIII 1s–2p line at 19 Å is detected by the RGS instrument with >5σ. Recent XMM-Newton observations (AO-12, PI: de Plaa) have been combined with archival data. We reduced the EPIC and RGS data using the XMM-Newton Science Analysis System (SAS) software v14.0.0. After having filtered them from solar-flare events, we obtain cleaned EPIC MOS 1, MOS 2, and pn data of ~4.5, ~4.6, and ~3.7 Ms, respectively.

The EPIC spectra were extracted within a circle of a radius of either 0.2r500 (for kT mean > 1.7 keV, i.e. the farther clusters) or 0.05r500 (for kT mean < 1.7 keV, i.e. the nearer groups/ellipticals). The RGS spectra were extracted with a cross-dispersion width of 0.8′. We carefully checked that the difference in these EPIC and RGS extraction regions did not affect our final results (Paper I).

We used the SPEX fitting package (Kaastra et al. 1996) v2.05 to perform our spectral fits. The EPIC and RGS spectra were fitted with a gdem and a 2T (i.e. cie+cie) thermal model, respectively. The EPIC (X-ray and particle) background components were carefully modelled following the method detailed in Mernier et al. (2015). The free parameters in our fits were the emission measure (or normalisation), the temperature parameters (kT mean and σT for a gdem model; kT up and kT low, for a 2T model), and the abundances of O, Ne, Mg, Si, S, Ar, Ca, Fe, and Ni for EPIC, and O, Ne, Mg, and Fe for RGS. We were also able to constrain the EPIC sample-averaged abundances of Cr and Mn by converting the equivalent width of their line fluxes (at rest-frame energies of ~5.7 keV and ~6.2 keV, respectively) as described in Mernier et al. (2015).

We finally computed a weighted average of all the considered X/Fe abundance ratios (taking O/Fe and Ne/Fe from RGS, and Mg/Fe, Si/Fe, S/Fe, Ar/Fe, Ca/Fe, Cr/Fe, Mn/Fe, and Ni/Fe from EPIC), carefully taking account of all the possible systematic uncertainties that could affect our measurements. This final abundance pattern, reasonably representative of the ICM enrichment in the cool cores of clusters, groups, and ellipticals, is shown in Fig. 1 (see also Fig. 8 in Paper I). The Cr/Fe, Mn/Fe, and Ni/Fe abundance ratios are found to differ significantly from the proto-solar values. The ICM average abundance pattern, as well as the proto-solar estimates and their uncertainties (Lodders et al. 2009), can now be directly compared to various sets of SN yield models.

3. Chemical enrichment in the ICM

Since the metals present in the ICM are the product of billions of SNe that exploded mostly in the cluster galaxies, the average abundance ratios measured in the ICM bear witness to the contribution of both SNIa and SNcc to the chemical enrichment of galaxy clusters and groups. Following several past attempts (Werner et al. 2006; de Plaa et al. 2006, 2007; Mernier et al. 2015), we fit a combination of SNIa and SNcc nucleosynthesis models to our ICM average abundance pattern. More quantitatively, the total number of atoms of the ith element in the ICM can be expressed as a linear combination of the number of atoms expected from SNIa (N Ia) and SNcc (N cc) contributions (e.g. Werner et al. 2006)

\[
N_{i,\text{tot}} = a N_{i,\text{Ia}} + b N_{i,\text{cc}},
\]

where a and b are multiplicative factors corresponding respectively to the number of SNIa and SNcc that released their metal contents into the ICM. Since N Ia and N cc can be easily converted into abundances, we can fit this linear combination to our average abundance pattern (ten data points), and infer the SNIa-to-SNcc fraction

\[
\frac{SN\text{Ia}}{SN\text{Ia} + SN\text{cc}},
\]

which represents the relative number of SNIa over the total number of SNe responsible for the enrichment. As noted by Matteucci & Chiappini (2005), the equations above assume an instantaneous recycling of the metals, and such a ratio should not be interpreted as the true relative number of SNIa over the entire lifetime of the clusters, but rather as the SNIa ratio necessary to enrich the ICM (de Plaa et al. 2007).

Throughout this paper, many SNIa and SNcc yield models are considered. They are all summarised in Table B.1, and described further in the text when needed. In Fig. 2, we plot the X/Fe abundance pattern predicted from several individual SNIa (left panel) and SNcc (right panel) models. In particular, we emphasise the differences in the nucleosynthesis of SNIa deflagration and delayed-detonation explosions (left panel), and the effects of the initial metallicity (Zini) of massive stars on their predicted SNcc yields (right panel). Specific comparisons are also discussed in this paper.

3.1. Abundance pattern of even-Z elements

In this section, we consider only the ratio of even-Z elements (i.e. O/Fe, Ne/Fe, Mg/Fe, Si/Fe, S/Fe, Ar/Fe, Ca/Fe, Cr/Fe, and Ni/Fe) as part of the ICM abundance pattern. In fact, the Mn/Fe ratio is particular, in the sense that it may depend on the metallicity of the SNIa progenitors, which has not been fully taken into account in most of the yield models so far. For this reason, Mn/Fe needs to be considered separately. In Sect. 3.2, we discuss this initial metallicity dependence extensively and we derive other useful information related to SNIa progenitors in general from the observed Mn/Fe ratio.

\[\footnote{The proto-solar abundances used in this paper (Lodders et al. 2009) are currently the most representative abundances of the solar system at its formation as they are based on meteoritic compositions.} \]
3.1. Classical SNIa and Nomoto SNcc yields

One set of SNIa models commonly referred to in the literature (hereafter the “Classical” models, Table B.1) is from Iwamoto et al. (1999), who predicted nucleosynthesis products regarding different one-dimensional (1D) explosion mechanisms. Two initial central densities ($\rho_0$, given in units of $10^9$ g/cm$^3$) are considered (C and W models, see Table B.1). The W7 and W70 models assume a pure deflagration during the SNIa event, while the WDD and CDD models assume a delayed-detonation, with three possible transition densities ($\rho_T$, given in units of $10^9$ g/cm$^3$). The models currently favoured by the supernova community are the delayed-detonation models, and among these, WDD2 is usually preferred (Iwamoto et al. 1999).

A well-referenced set of SNcc models was given by Nomoto et al. (2006) and has been recently updated by Nomoto et al. (2013, hereafter the “Nomoto” models), who estimated nucleosynthesis products of a SNcc as a function of the mass and the initial metallicity ($Z_{\text{init}} = 0.001, 0.004, 0.008, 0.02$) of its progenitor. In order to estimate the total yield mass $M_{Y,\text{SNcc}}$ of the $i$th element coming from SNcc explosions, we integrate these models (following Tsujimoto et al. 1995) over a power-law IMF between $10–40 M_\odot$ (or $10–140 M_\odot$ when $Z_{\text{init}} = 0$; Nomoto et al. 2013), as

$$M_{Y,\text{SNcc}} = \int_{10}^{140} M_i(m) m^{-(1+\alpha)} \, dm,$$

where $M_i(m)$ is the mass yield of the $i$th element at a given mass $m$ of the single sequence progenitor and $x$ is the power index of the IMF. Here we assume that the fraction of metals resulting from the SNcc enrichment have been generated by a population of massive stars having a Salpeter IMF ($x = 1.35$) and sharing a common $Z_{\text{init}}$. We note that in the case $Z_{\text{init}} = 0$, the stellar yields beyond $40 M_\odot$ are available for $100 M_\odot$ and $140 M_\odot$ only. Consequently, a precise integration over the IMF (Eq. (3)) within the $40–140 M_\odot$ range is not trivial, and the IMF-weighted abundance ratios of the Z0 model might be somewhat altered by the choice of the mass binning. For this reason, in the following we also consider the Z0 cut model, similar to the Z0 model, but restricted to $\leq 40 M_\odot$ (Table B.1 and Fig. 2 left; see also Nomoto et al. 2006).

Considering all the possible combinations of a Classical SNIa model plus a Nomoto SNcc model, our best fit (Fig. 3) is reached for a WDD2 model and a SNcc initial metallicity $Z_{\text{init}} = 0.008$. With a reduced $\chi^2$ of $\sim 2.8$, this fit is quite poor. In particular, the Ar/Fe, Ca/Fe, and Ni/Fe ratios are underestimated with $> 1\sigma$, $> 3\sigma$, and $> 2\sigma$ respectively, while Si/Fe is overestimated with $> 2\sigma$. In Table 1 (top panel) we indicate the five best fits (including this one) that we find with this Classical combination of models, as well as their respective estimated SN fractions. The errors on the SN fractions are typically about $\pm 5–6\%$. Although all these fits are poor, the delayed-detonation models are generally preferred. The SNcc rates are always comparable, ranging between $29\%$ and $35\%$. We note that the WDD2 model with $Z = 0.02$ used in de Plaa et al. (2007) has a reduced $\chi^2$ of $\sim 2.9$, and also shows clear discrepancies in Ca/Fe ($> 3\sigma$), and Ni/Fe ($> 2\sigma$). Clearly, these combinations fail to reproduce our measured ICM abundance pattern.

3.1.2. Ca/Fe ratio: a contribution from Ca-rich SNe?

In previous studies and in this work the Ca/Fe measured ratio in the ICM was found to be higher than expected. Using the same Classical models (together with the SNcc models of Nomoto et al. 2006), Werner et al. (2006), de Plaa et al. (2006), de Plaa et al. (2007), and Mennier et al. (2015) reported a significant underestimate of the Ca/Fe expected yields compared to the measurements. Also in stellar populations, chemical evolution models from Crosby et al. (2016, who made use of the Classical SNIa yields predictions as well) failed to reproduce observations of Ca/Fe. Although residual systematic biases in the Ca abundance measurements cannot be excluded, this possibility is quite unlikely. Indeed, atomic databases have been considerably improved during the past decades, the continuum and line fluxes in this work have been fitted carefully, the EPIC MOS and pn instruments agree very well in their Ca/Fe measurements, and no line feature around $\sim 4$ keV has been reported so far in the EPIC
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Fig. 3. Average abundance ratios versus atomic numbers in the average ICM abundance pattern (Paper I). The histograms show the yields contribution of a best-fit combination of one Classical SNIa model (WDD2) and one Nomoto SNcc \( (\mathcal{Z}_{\text{init}} = 0.008, \text{Salpeter IMF}) \) model.

As one possibility of solving this conundrum, de Pasquale et al. (2007) made use of an alternative delayed-detonation SNIa model, which provides the best description of the spectra of the Tycho SNR (Badenes et al. 2006). More specifically, de Pasquale et al. (2007) showed that the DDTc model of Bravo et al. (1996) better fits the measured Ar/Fe and Ca/Fe ratios. In this paper, we test three models (DDTa, DDTc, and DDTe; hereafter the “Bravo” models) introduced in Badenes et al. (2003, 2006) that are based on the calculations of Bravo et al. (1996) and that reasonably reproduce the spectral features of Tycho. The best fit using these models is shown in Fig. 4 (top left) and Table 1 (second panel).

Similarly to de Pasquale et al. (2007), we obtain the best fit to our abundance pattern when using the DDTc model. The fits are significantly better than in the Classical models (for the best fit, \( \chi^2/\text{d.o.f.} \approx 1.3 \)), essentially because this alternative successfully reproduces the observed Si/Fe, Ar/Fe, and (above all) Ca/Fe ratios. However, the Ni/Fe ratio is still clearly underestimated (>2\( \sigma \)). The SNIa-to-SNe fraction ranges from ~29% to ~35%, which is similar to what was found for the Nomoto-Classical case.

Another possibility has been recently proposed by Mulchaey et al. (2014), and suggests a significant additional contribution from Ca-rich gap transients to the ICM enrichment. Although spectroscopically defined as type Ibc/c, this recently discovered subclass of SNe (Filippenko et al. 2003; Perets et al. 2010, 2011) is thought to originate from a He-accreting WD (Waldman et al. 2011; Foley 2015) rather than a core-collapse object, and will be further considered as being part of the SNIa contribution. Their nebular spectrum is dominated by Ca, they show large photospheric velocities (Kasliwal et al. 2012), and they preferentially explode far from galaxies (Yuan et al. 2013), likely making their nucleosynthesis products easily mixed into the ICM (see below). We explore this possibility by adding one “Ca-rich gap” yield model to the Classical SNIa and Nomoto SNcc models. We base this additional contribution on a set of yield models calculated by Waldman et al. (2011), who considered various masses of the CO core and the He upper layer of the accreting WD (as well as, for instance, a 2% mass fraction of N in the He layer, or a mixing of 30% between the CO core and the He layer). The decimal numbers in the model acronyms refer to the mass of each considered layer (in \( M_\odot \); see Waldman et al. 2011, and Table B.1).

The best fit is obtained for a Z0.008+W70+CO.5HE.2N.02 combination, with a reduced \( \chi^2 \) of ~0.7. Compared to the Nomoto+Classical models, the fit is thus significantly improved and fully acceptable. The enriching fraction of SNIa over the total number of SNe is estimated to be ~40%, thus similar to (although somewhat higher than) what was found in the previous cases.

However, based on this best fit, we estimate that the relative fraction of Ca-rich gap transients to the total number of SNIa contributing to the enrichment, SNIa(Ca)/SNIa, is ~34%. This is much larger than recent estimates of the Ca-rich SNe rate over the total SNIa rate from the literature; i.e. ~7 ± 5% (Perets et al. 2010), ~20% (Li et al. 2011), and ~16% (Mulchaey et al. 2014). Since Ca-rich gap transients occur preferably in the outskirts of galaxies (or even in the intra-cluster light) and have large photospheric velocities (see above), one interesting possibility is that they may be significantly more efficient in enriching the ICM than classical SNIa (whose metals may be more easily locked in the gravitational well of galaxy members). The fraction SNIa(Ca)/SNIa contributing to the enrichment might thus naturally be higher than the absolute Ca-rich/SNIa rate (for comparison with the solar neighbourhood enrichment, see also Sect. 4). On the other hand, the amount of produced Ca highly depends on the models. In particular, assuming 30% of mixing between the CO core and the He layer in the accreting WD produces significantly more Ca during the explosion (Waldman et al. 2011), and thus requires a smaller contribution from Ca-rich gap transients to the total enrichment. Considering this particular case (i.e. taking the CO.5HE.2C.3 model only; see Table 1, third panel), the best fit is achieved for the combination Z0.001+WDD2+CO.5HE.2C.3 (with a reduced \( \chi^2 \) of ~1.1, thus formally acceptable as well), which is plotted in Fig. 4 (top right). We then obtain SNIa(Ca)/SNIa = 9%, which is in agreement with the estimated rates from the literature. The enriching SNIa-to-SNe fraction is ~35–40%. It is important to note, in this case, the need for a SNIa delayed-detonation model (WDD2) instead of a deflagration model, in order to predict a consistent Cr/Fe ratio. However, the use of a delayed-detonation model again underestimates the Ni/Fe ratio, as noted previously (Figs. 3 and 4; top left). This shows that the choice of a specific Ca-rich gap contribution has a significant impact on favouring one of the two possible SNIa explosion mechanisms. A further discussion of the Ni/Fe ratio and the choice of a SNIa explosion model can be found in Sect. 3.1.3.

At this stage, we must point out that the assumption of a significant fraction of the ICM enrichment coming from Ca-rich gap transient SNe is purely speculative. However, as demonstrated in this section, this may be a realistic possibility, as it successfully reproduces the high Ca/Fe abundance ratio measured in the ICM. Whereas in the rest of our analysis we choose to constrain the most realistic Ca-rich gap model regarding the current estimates of the Ca-rich/SNIa rate (i.e. allowing the CO.5HE.2C.3 model only), we must note that such rates are

\[ \frac{\text{Fe}}{\text{Si}} \]
same as Fig. 3, but fitting alternative sets of models. In every case, only one SNcc model (Nomoto) has been fitted ($Z_{\text{init}}$ = 0.0,0.001,0.004,0.008 or 0.02; Salpeter IMF).

Top left: delayed-detonation SNIa model based on the observation of Tycho supernova remnant (Bravo, DDTc).

Top right: combination of a Classical delayed-detonation SNIa model (WDD2) and a Ca-rich gap transients population model (CO.5HE.2C.3).

Bottom left: combination of a Classical deflagration SNIa model (W70) and a delayed-detonation SNIa model based on the observation of Tycho SN remnant (Bravo, DDTe).

Bottom right: combination of a Classical deflagration SNIa model (W7), a Ca-rich gap transients population model (CO.5HE.2C.3), and a Classical delayed-detonation SNIa model (CDD1).

not well constrained yet by the observations. Alternatively, more precise measurements of the abundances in the ICM using the next generation of X-ray satellites could potentially help to constrain this rate as well (see also Sect. 5.1).

3.1.3. Ni/Fe ratio: diversity in SNIa explosions?

During SNcc explosions most of the Ni remains locked in the collapsing core, while in SNIa explosions the Ni production depends on the electron capture efficiency in the core. In particular, delayed-detonation models (i.e. the models currently favoured by the supernova community) should produce limited amounts of Ni. Dupke & White (2000) used ASCA to measure a large Ni/Fe abundance ratio of ~4 in the central region of three clusters. They deduced that this ratio is more consistent with SNIIa deflagration models and inconsistent with delayed-detonation models. Böhringer et al. (2005) measured the abundances of O, Si, and Fe in four clusters, and favour predictions from WDD models. Other papers based on the abundance ratios of more Si-group elements (de Plaa et al. 2007; Mernier et al. 2015) also show a better consistency with the delayed-detonation models. However, when measured, the Ni/Fe ratio is very often found to be super-solar (e.g. Tamura et al. 2009; De Grandi & Molendi 2009, Paper I). Comparing their Ni/Fe value of 1.5 ± 0.3 solar with the ones found by Dupke & White (2000), Finoguenov et al. (2002) suggested that both deflagration and delayed-detonation SNIa could participate in the enrichment of the ICM.

We explore this compromise by modelling one additional Classical contribution of SNIa to our two combinations already described in Sect. 3.1.2. Again, we choose to use the CO.5HE.2C.3 model as the most reasonable possibility for the Ca-rich gap contribution (Sect. 3.1.2). The five best fits of the Nomoto+Classical+Bravo and Nomoto+Classical+Classical-Ca-rich gap models are presented in Table 1 (last two panels). The best fits of these two cases are shown in Fig. 4 (bottom left and bottom right, respectively). These two combinations of models are now fully consistent...
Table 1. Results of various combinations of SN fits to the average ICM abundance pattern (Paper I).

| SNcc | SNla | SNla(Ca) | SNla(def) | $\chi^2$/d.o.f. |
|------|------|----------|-----------|----------------|
| Nomoto Classical | Nomoto Classical Ca-rich gap | Nomoto Classical Bravo | Nomoto Classical Bravo Ca-rich gap | Nomoto Classical Classical Classical Ca-rich gap |
| Z0.008 | WDD2 | – | – | – | 0.31 | 0.38 | 0.31 | 0.36 | 22.1/8 |
| Z0.02 | WDD2 | – | – | – | 0.29 | 0.33 | 0.31 | 0.35 | 22.8/8 |
| Z0.001 | WDD2 | – | – | – | 0.35 | 0.31 | 0.31 | 0.39 | 23.0/8 |
| Z0.008 | CDD2 | – | – | – | 0.30 | 0.37 | 0.31 | 0.38 | 23.0/8 |
| Z0.004 | WDD2 | – | – | – | 0.29 | 0.32 | 0.30 | 0.36 | 16.5/8 |
| Z0.001 | DDTc | – | – | – | 0.35 | 0.38 | 0.33 | 0.37 | 10.7/8 |
| Z0.008 | DDTc | – | – | – | 0.32 | 0.33 | 0.31 | 0.32 | 11.3/8 |
| Z0.02 | DDTc | – | – | – | 0.29 | 0.29 | 0.29 | 0.32 | 11.6/8 |
| Z0.004 | DDTc | – | – | – | 0.33 | 0.32 | 0.31 | 0.32 | 12.4/8 |
| Z0_cut | DDTc | – | – | – | 0.32 | 0.38 | 0.32 | 0.40 | 16.5/8 |
| Z0.001 | W70 | DDTc | – | – | 0.40 | 0.40 | 0.40 | 0.40 | 5.0/7 |
| Z0.02 | W70 | DDTc | – | – | 0.35 | 0.35 | 0.35 | 0.35 | 6.6/7 |
| Z0.001 | W7 | DDTc | – | – | 0.42 | 0.42 | 0.42 | 0.42 | 6.8/7 |
| Z0.001 | WDD3 | DDTc | – | – | 0.38 | 0.38 | 0.38 | 0.38 | 7.5/7 |
| Z0.02 | W7 | DDTc | – | – | 0.36 | 0.36 | 0.36 | 0.36 | 8.1/7 |
| Z0.004 | W7 | CDD1 | CO.5HE.2C.3 | 0.36 | 0.35 | 0.34 | 0.35 | 4.1/6 |
| Z0.008 | W7 | CDD1 | CO.5HE.2C.3 | 0.35 | 0.35 | 0.34 | 0.35 | 4.1/6 |
| Z0.004 | W7 | CDD1 | CO.5HE.2C.3 | 0.35 | 0.35 | 0.34 | 0.35 | 5.6/6 |
| Z0.008 | W7 | CDD1 | CO.5HE.2C.3 | 0.35 | 0.35 | 0.34 | 0.35 | 5.9/6 |

Notes: In each case, only one SNcc model has been fitted ($Z_{out} = 0.001, 0.004, 0.008, 0.02; $ Salpeter IMF), and we only show the five best fits, sorted by increasing $\chi^2$/d.o.f. (degrees of freedom). The choice of the CO.5HE.2C.3 model, indicated by a $^\circ$, has been fixed (see text).
On the other hand, some SNcc may overproduce Ni as well, and it is possible that the current yield models actually underestimate the Ni production within SNcc. Finally, the Ni/Fe ratio from SNla contribution may be sensitive to the initial metallicity of the SNla progenitors (see further discussion in Sect. 3.2.1).

Despite these intriguing possibilities, it is important to note that measuring the Ni abundance is a challenge using the current X-ray capabilities. In the abundance pattern derived in Paper I and used for this work, substantial systematic uncertainties have been taken into account to overcome the large disagreement between MOS and pn. Moreover, the hard band (7–9 keV) in which the main Ni-K lines reside is often significantly contaminated by the instrumental background. Despite the very careful background modelling performed in Paper I, we cannot fully exclude that the background still affects our Ni/Fe measurements in both MOS and pn detectors (see also discussion in Paper I). Finally, the SN models themselves have uncertainties in their yield predictions (e.g., related to the electron capture rates adopted in SNla models, see Appendix A), and prevent us from firmly favouring one specific combination of models (De Grandi & Molendi 2009). A better future constraint on the Ni/Fe ratio, coupled to updated SNla and SNcc yield models, will help us to favour one particular SNla explosion model, and perhaps to confirm (or rule out) the co-existence of two explosion mechanisms (Sect. 5.1).

3.1.4. Two- and three-dimensional SNla yield models

Whereas all the nucleosynthesis yields considered so far are based on calculations assuming a 1D (i.e. spherically symmetric) explosion, several authors have recently published various sets of SNla yields, assuming two-dimensional (2D) or even three-dimensional (3D) explosions. In this section, we compare these updated yields with our observations in order to determine whether predictions from multi-dimensional SNla calculations better reproduce our ICM abundance pattern.

We take the 2D models (deflagration and delayed-detonation) from Maeda et al. (2010), as well as the 3D delayed-detonation and the 3D deflagration models from Seitenzahl et al. (2013b) and Fink et al. (2014), respectively. These models (hereafter “2D” and “3D”) are mentioned in Table B.1 (see also Fig. 2, left panel). In addition to the symmetrical (deflagration and delayed-detonation) cases, the 2D models also propose an asymmetrical delayed-detonation explosion (O-DDT), where the ignition is slightly offset from the WD centre. In the 3D models, various numbers of ignition spots (usually close to the WD centre) are successively considered, sometimes with changing values for \( \phi_0 \). In order to check whether such multi-dimensional models better agree with our ICM abundance pattern, we re-fit our results, this time replacing the Classical (1D) models successively by the 2D and the 3D models. The full results are shown in Tables 2 and 3 (for the 2D and 3D cases, respectively). We note that the available Bravo and Ca-rich gap models have only been calculated for one dimension so far, so we could not apply any 2D or 3D extensions to those.

From Table 2, it clearly appears that the use of the 2D models does not improve our fit. In fact, while the (C- and O-) DDT models largely overestimate (\( >4\sigma \)) the Si/Fe ratio, the C-DEF model overestimates (\( >2\sigma \)) the Ni/Fe ratio (see also Fig. 2, left). Moreover, unlike in Sect. 3.1.3, using two 2D SNla models does not improve the quality of the fit. The best fit, obtained for the combination \( Z_{0.02} + O-DDT + CO.5HE.2C.3 \) (\( \chi^2/d.o.f. \approx 4.3 \)) is shown in Fig. 5 (left panel).

The 3D models (Table 3) look somewhat more encouraging. Although the combination Nomoto+3D clearly does not reproduce the ICM abundance pattern (see Sect. 3.1.2), the addition of a Ca-rich gap contribution significantly improves the quality of the fit. In particular, this confirms the Ca/Fe problem discussed earlier, and strengthens the need for a significant contribution, for instance, from Ca-rich gap transients. The favoured SNla model (N100H) assumes a delayed-detonation explosion, where the core density of the pre-exploding WD is quite high (\( 5.5 \times 10^8 \text{ g/cm}^3 \)). We also note that considering two channels of SNla explosion (as in Sect. 3.1.3) does not improve the quality of the fit (Table 3). In fact, the estimated contribution from delayed-detonation SNla is clearly marginal (typically \( \sim 10\% \) of the total SNla contribution). The best fit, obtained for the combination \( Z_{0.02} + N100H + CO.5HE.2C.3 \) (with a reduced \( \chi^2 \) of \( \sim 1.7 \)) is shown in Fig. 5 (right panel).

Moreover, although the 3D models agree better with our ICM abundance pattern than the 2D models, we stress that the Classical and/or Bravo (i.e. 1D) models still significantly provide the best match to our observations (Table 1). This is partly because the multi-dimensional delayed-detonation SNla models predict a higher Si/Fe ratio than in the 1D case, making a full compensation by the SNcc yields difficult, since the predicted O/Fe and Si/Fe ratios from SNcc must be rather similar (Fig. 2, left). Moreover, the 2D and 3D deflagration SNla models predict systematically lower S/Si and Ar/Si ratios (Fig. 2, left), which cannot reproduce our measurements even when accounting for the SNcc contribution.

3.2. Mn/Fe ratio

In Paper I, we were able to detect Mn in the ICM with \( >7\sigma \) (MOS and pn combined), and to constrain an average Mn/Fe abundance under reasonable uncertainties (\( \sim 13\% \)). To our knowledge, this is the first time that the abundance of an odd-Z element has been measured in the ICM. It is commonly known that the bulk of Mn comes from SNla explosions as SNcc are very inefficient in producing Mn (Fig. 2, right). In this section, we discuss two interesting consequences that the observed ICM Mn/Fe ratio (again, witnessing the explosion of billions of SNla) can have on the SNla progenitors.

3.2.1. Metallicity of the SNla progenitors

Seitenzahl et al. (2013b) calculated the yields from their N100 (3D delayed-detonation) model, assuming four different initial metallicities (0.01 \( Z_\odot \), 0.1 \( Z_\odot \), 0.5 \( Z_\odot \), and 1 \( Z_\odot \)) of SNla progenitors, \( Z_{\text{snla}} \). Interestingly, the result (Fig. 6) shows a slight, but clear dependence of the Mn/Fe abundance ratio with \( Z_{\text{snla}} \) (see also Seitenzahl et al. 2015). Since the bulk of the Mn observed in the ICM is produced by SNla, we can use our observed Mn/Fe abundance ratio to derive constraints on the average metallicity of the progenitors of SNla responsible for the enrichment. Following the 1D yield models best reproducing our abundance pattern, we estimate that respectively \( \sim 95\% \) and \( \sim 82\% \) of the Mn and Fe are produced by SNla. Taking these factors into account, the average Mn/Fe abundance ratio in the ICM coming from SNla is \( 1.97 \pm 0.25 \). Again assuming the N100 model for the SNla contribution, the interpolation of the yields from Seitenzahl et al. (2013b) involves a lower limit of \( Z_{\text{snla}} \) (SNla) \( \geq Z_\odot \) (Fig. 7).
has been calculated for several successive values of $Z$ and the Mn yields could only be achieved by comparing this with the initial metallicities of SNIa progenitors. Moreover, a more complete understanding of the precise relation between $Z$ and the Mn yields could only be achieved by comparing this with the initial metallicities of SNIa progenitors. Therefore, we prefer to treat Mn as a peculiar element, and for this reason, we assume a limited Mn production by SNcc. If, for some reason, the Mn production is revised upwards in upcoming SNcc yield models, it would have a strong impact on the inferred limits of the initial metallicity for SNIa progenitors.

Finally, it is worth noting (see Fig. 6) that the Ni/Fe ratio from SNIa contributions may also vary with $Z_{\text{init}}$(SNIa) (at least for metallicities beyond $\sim 0.5 Z_{\odot}$). If such a trend is demonstrated in other delayed-detonation models (e.g. 1D), a high initial metallicity for SNIa progenitors could be an interesting alternative to the need of an additional deflagration channel, as it might reconcile the high Ni/Fe ratio with the rest of the ICM abundance pattern (Sect. 3.1.3). However, a clear relation between Ni/Fe and $Z_{\text{init}}$ has not yet been established, and the large difference in abundance pattern (Sect. 3.1.3) therefore, Mn/Fe was not included in the previous fits (Sect. 3.1).

Table 2. Same as Table 1, but considering 2D SNIa models instead of the 1D Classical SNIa models.

| SNcc   | SNIa     | SNIa SNcc+SNcc | SNIa(Ca) SNcc | SNIa(def) SNcc | $\chi^2$/d.o.f. |
|--------|----------|----------------|--------------|---------------|----------------|
| Nomoto | 2D       |                |              |               |                |
| Z0.02  | O-DDT    | 0.35           |              |               | 56.0/8         |
| Z0.001 | O-DDT    | 0.41           |              |               | 60.0/8         |
| Z0.008 | O-DDT    | 0.37           |              |               | 63.1/8         |
| Z0.004 | O-DDT    | 0.39           |              |               | 69.0/8         |
| Z0.008 | C-DEF    | 0.36           |              |               | 79.9/8         |

| Nomoto | 2D Ca-rich gap |                |              |               |                |
|--------|---------------|----------------|--------------|---------------|----------------|
| Z0.02  | O-DDT CO.5HE.2C.3 | 0.39           | 0.10         |               | 30.2/7         |
| Z0.001 | O-DDT CO.5HE.2C.3 | 0.45           | 0.09         | 0.07          | 32.7/7         |
| Z0.008 | O-DDT CO.5HE.2C.3 | 0.38           | 0.09         |               | 36.8/7         |
| Z0.004 | O-DDT CO.5HE.2C.3 | 0.41           | 0.09         |               | 39.5/7         |
| Z0.008 | C-DEF CO.5HE.2C.3 | 0.40           | 0.08         | 0.79          | 41.9/6         |

Table 3. Same as Table 1, but considering 3D SNIa models instead of the 1D Classical SNIa models.

| SNcc   | SNIa     | SNIa SNcc+SNcc | SNIa(Ca) SNcc | SNIa(def) SNcc | $\chi^2$/d.o.f. |
|--------|----------|----------------|--------------|---------------|----------------|
| Nomoto | 3D       |                |              |               |                |
| Z0.08  | N100H    | 0.26           |              |               | 47.2/8         |
| Z0.04  | N100H    | 0.28           |              |               | 47.3/8         |
| Z0.02  | N100H    | 0.25           | 0.10         |               | 49.8/8         |
| Z0.01  | N100H    | 0.30           |              |               | 55.1/8         |
| Z0.02  | N150     | 0.31           |              |               | 55.6/8         |

| Nomoto | 3D Ca-rich gap |                |              |               |                |
|--------|---------------|----------------|--------------|---------------|----------------|
| Z0.02  | N100H CO.5HE.2C.3 | 0.31           | 0.17         |               | 11.8/7         |
| Z0.008 | N100Hdef CO.5HE.2C.3 | 0.44           | 0.11         |               | 12.0/7         |
| Z0.02  | N100Hdef CO.5HE.2C.3 | 0.43           | 0.12         |               | 12.8/7         |
| Z0.004 | N100Hdef CO.5HE.2C.3 | 0.45           | 0.10         |               | 12.9/7         |
| Z0.008 | N100HCO.5HE.2C.3 | 0.32           | 0.15         |               | 13.1/7         |

| Nomoto | 3D 3D Ca-rich gap |                |              |               |                |
|--------|------------------|----------------|--------------|---------------|----------------|
| Z0.008 | N100Hdef N100H   | 0.42           | 0.11         | 0.77          | 11.2/6         |
| Z0.02  | N100Hdef N150    | 0.41           | 0.12         | 0.69          | 11.3/6         |
| Z0.02  | N100Hdef N100L   | 0.43           | 0.11         | 0.76          | 11.4/6         |
| Z0.02  | N100Hdef N100    | 0.41           | 0.12         | 0.75          | 11.6/6         |
| Z0.02  | N100Hdef N100H   | 0.40           | 0.12         | 0.76          | 11.7/6         |

inferring further constraints such as an upper limit to $Z_{\text{init}}$(SNIa). We also recall that our inferred lower limit depends on the assumed limited Mn production by SNcc. It, for some reason, the Mn production is revised upwards in upcoming SNcc yield models, it would have a strong impact on the inferred limits of the initial metallicities of SNIa progenitors. Moreover, a more complete understanding of the precise relation between $Z_{\text{init}}$(SNIa) and the Mn yields could only be achieved by comparing this with the initial metallicities of SNIa progenitors. Except N100, no other available deflagration/delayed-detonation model has been calculated for several successive values of $Z_{\text{init}}$(SNIa).
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3.2.2. Clues on the nature of SNIa progenitors

In principle, the formation channel of the binary system leading to the SNIa explosion (i.e. single-degenerate versus double-degenerate scenario) affects the explosion itself. In the single-degenerate scenario, the explosion occurs during the accretion process from the stellar companion as the total mass of the WD approaches the Chandrasekhar mass limit (near-$M_{\text{Ch}}$) and leads to the deflagration and/or delayed-detonation explosion mechanisms discussed earlier. In the double-degenerate scenario, when assuming a violent merger of the two WDs (without accretion disc), the explosion is thought to occur well below the Chandrasekhar mass limit (sub-$M_{\text{Ch}}$) of either WD, and should lead to a pure detonation explosion. Another possibility is that the less massive WD gets disrupted and forms a thick disc that the more massive WD gradually accretes. If the WD rotates rapidly, C may be ignited in its core and lead to a SNIa with a deflagration or a delayed-detonation explosion (e.g. Piersanti et al. 2003).

Recently, Seitenzahl et al. (2015) suggested that the Mn $K\alpha$ line emissivity inferred from the X-ray spectra of SNIa could bring a tight constraint on the scenarios mentioned above as the near-$M_{\text{Ch}}$ models produce significantly more $^{55}\text{Fe}$ (later decaying into stable $^{55}\text{Mn}$) than the sub-$M_{\text{Ch}}$ models. On the other hand, Seitenzahl et al. (2013a) showed that sub-$M_{\text{Ch}}$ explosion models from Pakmor et al. (2012; violent WD merger with respective masses of 1.1 $M_\odot$ and 0.9 $M_\odot$) and Ruiter et al. (2013; violent WD merger with masses of 0.6 $M_\odot$ each) systematically predict sub-solar Mn/Fe abundance ratios, and can hardly explain the proto-solar value of Mn. Although Mn uncertainties in our measured Ni/Fe ratio do not allow us to explore this possibility further.
yields from SNIa may be metallicity-dependent (Sect. 3.2.1), Seitenzahl et al. (2015) noted that even the highest-$Z_{\text{init}}$ (i.e. 1 $Z_{\odot}$) sub-$M_{\text{Ch}}$ model produces two times less Mn than the lowest-$Z_{\text{init}}$ (i.e. 0.01 $Z_{\odot}$) near-$M_{\text{Ch}}$ model.

Again assuming that ≈95% of the Mn/Fe ratio measured in the ICM originates from SNIa explosions, our super-proto-solar ICM Mn/Fe ratio constrains this result even more, and suggests that the WD violent merger scenario should be excluded as a dominant SNIa progenitor channel (at least assuming that such a merger produces a pure detonation).

To confirm this claim in a larger context, we re-fit our ICM abundance pattern, this time by including the publicly available yields from the WD violent merger model of Pakmor et al. (2010). This sub-$M_{\text{Ch}}$ yield is only available for the violent merger of two WDs with equal masses ($M_{\text{WD1}} = M_{\text{WD2}} = 0.9 M_{\odot}$; see also Table B.1). We consider two specific cases:

1. all SNIa (excluding Ca-rich gap transients) originate from violent WD mergers (both of equal mass $M_{\text{WD1}} = M_{\text{WD2}} = 0.9 M_{\odot}$), and they occur as sub-$M_{\text{Ch}}$ explosions (i.e. the Nomoto+sub-$M_{\text{Ch}}$+Ca-rich gap combination);
2. one part of the SNIa originate from violent WD mergers, the other part originate from another channel, occurring as near-$M_{\text{Ch}}$ explosions, either deflagration or delayed-detonation (i.e. the Nomoto+sub-$M_{\text{Ch}}$+3D+Ca-rich gap combination).

In the first case, the fit fails to find any positive contribution for the sub-$M_{\text{Ch}}$ model. In the second case, the contribution of the sub-$M_{\text{Ch}}$ SNIa to the enrichment is limited to ≈1.3% of the total number of SNIa, with similar best fits to those we reported in Sect. 3.1.2 (Nomoto+Classical+Ca-rich combination). This occurs because the Si/Fe ratio predicted by the 0.9 $M_{\odot}$ model is dramatically higher (≈8) than the observed ratio in the ICM. Again, this favours near-$M_{\text{Ch}}$ explosions, and discards the violent WD mergers scenario (leading to sub-$M_{\text{Ch}}$ explosions) as a significant contributor to SNIa nucleosynthesis, at least for the two specific combinations of initial masses discussed above (1.1 $M_{\odot}$ + 0.9 $M_{\odot}$ and 0.9 $M_{\odot}$ + 0.9 $M_{\odot}$). We must note, however, that this result does not necessarily discard all the subchannels of the double-degenerate scenario. For instance, as mentioned above, a disruption of the least massive WD, followed by the creation of a thick torus that could feed the most massive WD, may lead to a near-$M_{\text{Ch}}$ explosion, and to similar yields as used in the Classical, 2D and 3D models. Moreover, we recall that our discussion is entirely based on the current yield predictions. Any substantial change in upcoming yield models of sub-$M_{\text{Ch}}$ explosions (for instance in the initial masses that are assumed) may potentially challenge our interpretation.

3.3. Fraction of low-mass stars that become SNIa

Since SNcc explosions are the result of the end-of-life of massive stars ($\geq 10 M_{\odot}$), the bulk of SNcc events occur very rapidly ($\lesssim 40$ Myr) after its associated episode of star formation. On the contrary, SNIa events require a considerable time delay (up to several Gyr), from their zero age low-mass star progenitors to the end of the binary evolution of the corresponding WD(s). In our Galaxy, multiple episodes of star formation continuously generate low-mass stars, and make it difficult to directly compare the number of SNIa events and the corresponding number of low-mass stars that have generated them.

In galaxy clusters, however, the situation is different. In fact, since the bulk of the star formation occurred at the epoch of cluster formation ($\approx 2–3$), and has now dramatically quenched, clusters are an interesting laboratory which allow us to relate the estimated number of low-mass stars to the number of SNIa, and thus estimate the SNIa efficiency, $\eta_{\text{SNIa}}$ (i.e. the fraction of low-mass stars that eventually result in SNIa). Following the approach of de Plaa et al. (2007), in this section we attempt to estimate $\eta_{\text{SNIa}}$ from the ICM abundance measurements and their best-fit SN yield models.

Quantitatively, assuming a power-law IMF, we can write (de Plaa et al. 2007)

$$\frac{\text{SNIa}}{\text{SNIa+SNcc}} = \frac{\eta_{\text{SNIa}} \int_{M_{\text{low}}}^{M_{\text{up}}} m^{-(1+\alpha)} \, dm}{\eta_{\text{SNIa}} \int_{M_{\text{low}}}^{M_{\text{up}}} m^{-(1+\alpha)} \, dm + \int_{M_{\text{cc}}}^{M_{\text{up}}} m^{-(1+\alpha)} \, dm},$$

where $M_{\text{low}}$ and $M_{\text{cc}}$ are respectively the lower and upper mass limit of stars that eventually result in SNIa, and $M_{\text{up}}$ is the upper mass limit of massive stars contributing to the ICM enrichment. Low-mass stars are thus comprised between $M_{\text{low}} < M < M_{\text{cc}}$ (i.e. $\eta_{\text{SNIa}}$ is estimated for the stars within this range), and massive stars (all producing SNcc) are comprised between $M_{\text{cc}} < M < M_{\text{up}}$.

Based on all our previous fits that are of acceptable quality (i.e. $\chi^2$/d.o.f. $\lesssim 2$ in Tables 1–3), the SNIa-to-SNe responsiivity for the enrichment varies within $\approx 29$–$45\%$. The typical $M_{\text{low}}$ values found in the literature vary between $M_{\text{low}} = 0.9 M_{\odot}$ (the minimum mass allowed for a star to end its life within the Hubble time) and $M_{\text{low}} = 1.5 M_{\odot}$ (to allow the accreting WD to reach a value close to its Chandrasekhar limit within a binary system, e.g. Matteucci & Recchi 2001; de Plaa et al. 2007). We also assume that the bulk of high-mass stars responsible for the enrichment (i.e. via SNcc explosions) has a non-zero initial metallicity, and therefore we limit $M_{\text{up}}$ to 50 $M_{\odot}$. Finally, we allow $M_{\text{cc}}$ to vary between $\approx 8 M_{\odot}$ (e.g. Smartt 2009) and $\approx 10 M_{\odot}$ (e.g. Nomoto et al. 2013). We also assume a Salpeter IMF. From Eq. (4), and exploring the different limits reported above, we obtain $\eta_{\text{SNIa,0}} \approx 1.5$–$4\%$ and $\eta_{\text{SNIa,15}} \approx 3$–$9\%$ as the fraction of low-mass stars, respectively with $M \geq 0.9 M_{\odot}$ and $M \geq 1.5 M_{\odot}$, that eventually become SNIa. These two estimates are in agreement with previous typical values of 3–10% reported in the literature (e.g. Yoshii et al. 1996; Matteucci & Recchi 2001; Mao & Mannucci 2012; Loewenstein 2013). Similarly, Maoz (2008) compiled various observational estimates of $\eta_{\text{SNIa}}$ from the literature, this time adopting $M_{\text{low}} = 3 M_{\odot}$, i.e. the most appropriate value for the double-degenerate scenario. In particular, he shows that under this condition the estimate ($\eta_{\text{SNIa}} \approx 14$–$40\%$) of de Plaa et al. (2007) brings larger upper limits than the other estimates, always below $\approx 20\%$ (e.g. Lin et al. 2003; Dahlen et al. 2004; Mannucci et al. 2005; Sullivan et al. 2006). In that context, we reconsider our estimate of $\eta_{\text{SNIa}}$, this time by assuming $M_{\text{low}} = 3 M_{\odot}$. We find $\eta_{\text{SNIa,3}} \approx 9$–$27\%$, hence lowering the maximum estimate of the fraction of low-mass stars that become SNIa.

We recall, however, that we use the instantaneous recycling approximation for such an estimate, and the SN fractions introduced in this work should be interpreted as the fraction of SNIa and SNcc contributing to the ICM enrichment. In particular, a higher SNcc lock-up efficiency (i.e. the efficiency for SNcc products to be recycled back into stars instead of enriching the ICM; Loewenstein 2013) would make the true SNIa-to-SNe fraction (i.e. accounting for the total number of SNIa and SNcc) somewhat lower than our current estimate and, consequently, would lower $\eta_{\text{SNIa}}$ as well. Nevertheless, this consideration requires detailed calculations of stellar and galactic evolutionary models, which is beyond the scope of the present paper.
3.4. Clues on the metal budget conundrum in clusters

Previous studies clearly report that, in the ICM of massive \((\gtrsim 10^{14} - 10^{15} M_\odot)\) galaxy clusters, the measured Fe content is far above expectations if we assume the currently favoured SN efficiencies, star formation, IMF, and Fe production rate by SNIa and SNcc (e.g. Renzini et al. 1993; Loewenstein 2006, 2013; Renzini & Andreon 2014; Yates et al. 2016). This conundrum on the metal budget in galaxy clusters has not yet been solved. In this section, we explore two possibilities that have been proposed in the literature, and that directly depend on the ICM abundance pattern we report in this work.

3.4.1. Effect of the IMF on core-collapse yields

One of the possible solutions to this conundrum would be a completely different IMF in galaxy clusters from that measured in the field. In particular, if low-metallicity environments favour formation of higher mass stars, invoking a top-heavy (i.e. flat, \(x = -1\)) IMF could potentially boost the Fe production by SNcc and reconcile the Fe stellar production and the Fe mass in the ICM on clusters scales (e.g. Nagashima et al. 2005).

We explore this possibility by fitting the same combinations of SN models discussed above to our measured ICM abundance pattern, this time integrating the SNcc yields over a top-heavy IMF. As can be seen in Fig. 8, the slope of the IMF has an effect on the relative abundance of all the \(\alpha\)-elements, in particular on the Ne/Mg ratio. Assuming a top-heavy IMF, the Nomoto+Classical case gives slightly more acceptable results, improving the best-fit reduced \(\chi^2\) from \(~2.8\) \((\text{Z0.008+WDD2, Salpeter IMF})\) to \(~2.6\) \((\text{Z0.008+WDD2, top-heavy IMF})\). In all other cases, however, these best fits are either comparable to or less acceptable than when assuming a Salpeter IMF. In other words, despite our effort in constraining the X/Fe abundance uncertainties, the large error bars of O/Fe, Ne/Fe, and Mg/Fe prevents us from deriving any firm conclusion on the IMF in galaxy clusters/groups.

3.4.2. Contribution from pair-instability supernovae?

As an alternative to a different IMF in cluster galaxies, Morsony et al. (2014) suggest that the large Fe content found in the ICM may be explained by accounting for the contribution of pair-instability supernovae (PISNe) to the overall enrichment. In fact, by convention, the IMF is often restricted to an upper limit of \(~40 M_\odot\) or \(~140 M_\odot\) (depending on the assumed \(Z_{\text{init}}\) for SNcc), whereas PISNe (typically estimated to occur between \(140–300 M_\odot\)) are thought to produce much larger amounts of metals than SNcc or SNIa. To explore this possibility, we redo the same abundance fits as described above, this time incorporating nucleosynthetic yields of PISNe, and by extending the upper mass limit of the Salpeter IMF to the largest mass for which PISNe can produce and eject metals. We assume that only stars with \(Z_{\text{init}} = 0\) can give rise to PISNe (Nomoto et al. 2013). Two distinct models (see Table B.1 and Fig. 9) are considered here:

1. the Nomoto \(Z_0+\text{PISNe}\) model: the \(Z_0\) model presented earlier (up to \(140 M_\odot\)) from Nomoto et al. (2013), combined with the PISNe model (140–300 \(M_\odot\)) from Umeda & Nomoto (2002);
2. the “HW” \(Z_0+\text{PISNe}\) model: the \(Z_{\text{init}} = 0\) model for SNcc (up to \(100 M_\odot\), where we assume equal contributions from models with SNcc energies of 0.3, 0.6, 0.9, 1.2, 1.5, 2.4, and \(3.0 \times 10^{51}\) erg) from Heger & Woosley (2010), combined with the PISNe model (140–260 \(M_\odot\)) from Heger & Woosley (2002). This model has also been considered in order to remain consistent with the analysis of Morsony et al. (2014).

When using these extended models instead of the regular SNcc models used so far, we find that the fits are always significantly poorer than previously reported. In particular, the O/Ne and O/Mg ratios, as well as the Si/Fe ratios (and sometimes S/Fe), are dramatically overestimated by the models. This strongly suggests that a contribution from PISNe to the enrichment is unlikely (or insufficient) to explain the large amount of metals found in the ICM. Nevertheless, as mentioned earlier, such a claim is dependent on the model yields proposed so far.

4. Enrichment in the solar neighbourhood

In addition to the ICM average abundance pattern presented in Paper I and this work, the X/Fe abundance ratios from our solar system (Fig. 1) offers an interesting additional dataset to test
predictions from SN yield models. In particular, it is reasonable to assume that the SNIa explosion channel(s) enriching galaxy clusters and the solar neighbourhood must be the same, presumably with a different relative fraction of SNIa and SNcc having contributed to this enrichment. This potentially brings an additional constraint on the specific SNIa explosion models to favour. However, the SNcc progenitors that enriched the Milky Way and the ICM did not necessarily have the same average initial metallicity. Consequently, the various sets of SN yield models presented in this paper should be fitted separately to the ICM abundance pattern (Sect. 3) on the one hand, and to the proto-solar values (this section) on the other hand.

In the following we always assume a Salpeter IMF. Similarly to Sect. 3.1, we ignore the proto-solar Mn/Fe ratio because of its possible dependence on the metallicity of SNIa progenitors, which itself depends on the considered SNIa model (Sect. 3.2.2). We also note that a significant part of the nitrogen, fluorine, and chlorine abundances are produced by AGB stars, which we do not consider in this work. In the following we also ignore the proto-solar N/Fe, F/Fe, and Na/Fe ratios.

We start by considering sets of one SNcc and one SNIa model, namely the Nomoto+Classical, Nomoto+Bravo, Nomoto+2D, and Nomoto+3D combinations. The five best fits of each combination are listed in Table 4. With a reduced $\chi^2$ of $\sim 3.8$, the best fit is obtained for a combination Z0.02+WDD2, and is shown in Fig. 10 (left). Clearly, these sets of models do not reproduce well the proto-solar abundance pattern. The main reason is that the ratios of CI/Fe, K/Fe, Sc/Fe, Ti/Fe, V/Fe, and Co/Fe are systematically underestimated (with $>2\sigma$, $>3\sigma$, $>3\sigma$, $>1\sigma$, and $>1\sigma$, respectively) by all the models. In some cases, the Cr/Fe ratio is somewhat overestimated. Such discrepancies have already been reported in the literature by using Galactic evolution models (e.g. Kobayashi et al. 2006; Romano et al. 2010; Kobayashi et al. 2011; Nomoto et al. 2013). Although the problem has not yet been discussed in detail, it is possible that the $\nu$-process significantly increases the production of these elements in SNcc (Kobayashi et al. 2011; Nomoto et al. 2013). Except for these specific cases, the ratios of the other elements (mostly even-Z) are correctly reproduced. For comparison, if we include only the X/Fe ratios of the even-Z elements that could be measured in the ICM, we find that the best fit is obtained for a Z0.02+WDD3 combination, with a reduced $\chi^2$ of $\sim 0.6$, and a SN fraction of $\sim 20\%$. Based on Table 4, some additional remarks are worth mentioning.

First, all the best fits are reached for a SNcc initial metallicity $Z_{\text{init}} = 0.02$. In fact, the Z0.02 model is clearly favoured by the O/Fe, Ne/Fe, Mg/Fe, and Al/Fe abundance ratios, whose elements are almost entirely produced by SNcc. Of course, an enrichment of the solar system with SNcc already having solar initial metallicities is not possible. On the other hand, $Z_{\text{init}} = 0.008$ may be on the low side for the average contributing SNcc, and no model assuming intermediate values of $Z_{\text{init}}$ is available so far. Therefore, Z0.02 is the most suitable model, but this statement must be carefully interpreted. Because of the poor quality of the fits, it is more difficult to favour one specific SNIa model. However, it appears that the delayed-detonation models are systematically preferred to the deflagration models. The preference of the WDD2, DD, O-DDT, and N100H models, respectively in the Classical, Bravo, 2D, and 3D categories, is also consistent with the best fits of the ICM abundance pattern (Tables 1–3).

Second, the proto-solar abundance pattern does not need an additional contribution from Ca-rich gap transients as the Ca/Fe ratio is already successfully reproduced. Such a result may not be surprising if, as already discussed in Sect. 3.1.2, Ca-rich gap SNe explode preferably in the galaxy outskirts, hence easily enriching the ICM, while their contribution in enriching the solar neighbourhood should be quite limited.

Similarly, an additional SNIa component (to account for the possible diversity of SNIa explosions, Sect. 3.1.3) does not

### Table 4. Results of various SN fits to the proto-solar abundance ratios adapted from Lodders et al. (2009).

| SNcc | SNIa | $\chi^2$/d.o.f. |
|------|------|-----------------|
| Nomoto Classical |
| Z0.02 | WDD2 | 0.20 | 61.0/16 |
| Z0.02 | CDD2 | 0.19 | 61.8/16 |
| Z0.02 | WDD3 | 0.18 | 62.7/16 |
| Z0.02 | W70 | 0.19 | 72.3/16 |
| Z0.008 | WDD3 | 0.17 | 75.6/16 |

| Nomoto Bravo |
| Z0.02 | DD Ta | 0.20 | 64.5/16 |
| Z0.02 | DD Ta | 0.15 | 66.2/16 |
| Z0.008 | DD Ta | 0.15 | 77.6/16 |
| Z0.008 | DD Ta | 0.21 | 80.0/16 |
| Z0.004 | DD Ta | 0.16 | 94.2/16 |

| Nomoto 2D |
| Z0.02 | O-DDT | 0.24 | 67.8/16 |
| Z0.008 | O-DDT | 0.25 | 81.4/16 |
| Z0.004 | O-DDT | 0.27 | 97.1/16 |
| Z0.001 | O-DDT | 0.30 | 99.5/16 |
| Z0.02 | O-DDT | 0.28 | 111.5/16 |

| Nomoto 3D |
| Z0.02 | N100H | 0.18 | 62.0/16 |
| Z0.02 | N40 | 0.20 | 63.9/16 |
| Z0.02 | N100 | 0.21 | 64.1/16 |
| Z0.02 | N20 | 0.17 | 64.4/16 |
| Z0.02 | N150 | 0.22 | 64.6/16 |

Notes. Only one SNIa and one SNcc model have been fitted, and for each case we only show the five best fits (sorted by increasing $\chi^2$/d.o.f.).
improve the quality of the fits. Quantitatively, when fitting an additional SNIa model to the proto-solar abundance pattern, the contribution of delayed-detonation SNIa to the local enrichment is systematically $\geq 10$ times more important than any additional contribution of deflagration SNIa.

Finally, the estimated enriching SNIa-to-SNe fraction is systematically lower for the enrichment of the solar neighbourhood ($\sim 15–30\%$) than for the ICM enrichment. Here again, this is not surprising. If the bulk of local SNIa progenitors result from a recent star formation, most of them had not yet exploded at the epoch of the formation of the Sun, and could not have contributed to the enrichment of the solar neighbourhood (on the contrary of SNcc progenitors, which explode shortly after their formation). On the other hand, in galaxy clusters, almost all potential SNIa have exploded (except perhaps those with extremely long delay times) giving rise to a substantial fraction of SNIa yields. We cannot exclude, however, that other effects (e.g. different lock-up efficiencies) may also play a role to explain the difference between local and the ICM enrichment.

We must emphasise that our approach in comparing the SN yield models to the proto-solar abundance ratios is purely empirical as we are just interested in a direct comparison between local and ICM enrichments. Ideally, a full Galactic enrichment study would require a complete evolutionary model (taking account of star formation, infall, outflows, Galactic age, binary populations, etc.) to be compared to the abundances in stars in the Solar neighbourhood (e.g. Kobayashi et al. 2006; Kobayashi & Nomoto 2009; Romano et al. 2010; Kobayashi et al. 2011). However, such a detailed study is beyond the scope of this present work.

5. Summary and conclusions

In this paper, we have made use of the most precise and complete average X/Fe abundance ratios measured in the ICM so far (derived in Paper I), in order to constrain properties of SNIa, SNcc, and their relative contribution to the enrichment at the scale of galaxy clusters. Our main results can be summarised as follows.

- Whereas a simple combination of one Classical SNIa and one Nomoto SNcc model is sufficient to explain most of the X/Fe abundance ratios in the solar neighbourhood, this is clearly not the case in the ICM. In particular, this set of models cannot explain the high Ca/Fe and Ni/Fe ratios found in the ICM. In other words, the ICM seems to be particularly Ca- and Ni-rich.
- The Ca/Fe ratio can be successfully reproduced if we assume a significant contribution to the enrichment from Ca-rich gap transients, a recently discovered class of SNe which explode as WDs and are surprisingly rich in Ca. Based on the available models, a significant mixing ($\sim 30\%$ in mass) between the C-O core and the He layer of the pre-exploding WD is necessary to reconcile the enriching fraction of Ca-rich gap transients to the rates inferred from optical observations (less than $\sim 10\%$ of the total number of SNe events). However, a higher Ca-rich SNe contribution to the enrichment (this time assuming no mixing of the WD material) cannot be excluded as these objects preferentially explode far away from the galactic centres, and their yields could thus be easily mixed into the ICM, as compared to the Galaxy or solar neighbourhood. This could also explain why no significant Ca-rich SNe contribution is necessary in the enrichment of the solar neighbourhood.
- Alternatively to this scenario, the Ca/Fe predicted ratio can be reconciled with our measurement by using a SNIa delayed-detonation model based on the Tycho supernova remnant (Badenes et al. 2006). Unfortunately, the uncertainties in our measurements do not allow us to favour one of these two scenarios.
- The best way to successfully reproduce the Ni/Fe ratio in the ICM (simultaneously with the other X/Fe ratios) is to invoke a diversity in SNIa explosions, with $\sim 50–77\%$ of deflagration SNIa, and the remaining fraction of delayed-detonation SNIa. On the other hand, the proto-solar abundance pattern does not require such a diversity in SNIa, and clearly favours the delayed-detonation explosion as the dominant channel ($\geq 90\%$ of SNIa).
- The Mn/Fe ratio—measured in the ICM for the first time—can in principle bring useful constraints on the initial metallicity of SNIa progenitors. Assuming a limited ($\sim 5\%$) Mn production from SNcc, we find that $Z_{\text{inst}}(\text{SNIa}) \lesssim 1Z_\odot$. This result is, of course, very dependent on the assumed yields, and more SNIa models (with varying values of $Z_{\text{inst}}(\text{SNIa})$) are clearly needed to extend the discussion further. The initial metallicity of SNIa progenitors also affects the Ni production, and could be considered as a possible alternative to the co-existence of both delayed-detonation and deflagration SNIa explosions.

In addition to this consideration, the high Mn/Fe ratio suggests that a negligible contribution from a hypothetical sub-$M_\odot$ SNIa channel (associated with a detonative explosion). Considering the models available so far, this could imply that the majority of SNIa contributing to the ICM (and Galactic) enrichment were not produced by violent WD mergers.

- Interestingly, the recent 2D (Maeda et al. 2010) and 3D (Seitenzahl et al. 2013b; Fink et al. 2014) SNIa models are less efficient in reproducing the ICM (and proto-solar) abundance pattern than the basic 1D (Iwamoto et al. 1999; Badenes et al. 2006) SNIa models. In particular, the multi-dimensional models tend to overproduce Si, whereas the Si/Fe ratio in the ICM is very well constrained by our observations.
- Based on all the models that reasonably reproduce our ICM abundance pattern, we estimate that $\sim 29–45\%$ of the SNe contributing to the enrichment are SNIa, the remaining part coming from SNcc. This fraction is systematically higher in the solar neighbourhood ($\sim 15–25\%$), and could be explained by the rapid quenching of star formation in galaxy clusters shortly after their assembly. Such a SNIa fraction in the ICM also implies, under rough assumptions, that the fraction of low-mass stars that become SNIa ranges between 1.5% and 27% (depending on the assumed lower mass limit), in agreement with most of the observations.
- The uncertainties in the ICM abundance ratios prevent us from putting tight constraints on the IMF, the initial parameters of the deflagration/delayed-detonation WD explosion leading to SNIa, or the initial metallicity of SNcc progenitors. For the latter, however, our measurements can reasonably exclude a SNcc enrichment with a zero initial metallicity, meaning that the SNcc progenitors that enriched the ICM must have been previously pre-enriched. Similarly, a significant enrichment of the ICM by PISNe (in addition to SNcc) can reasonably be excluded.

5.1. Future directions

As we have seen throughout this paper, the determination of several SNIa and SNcc properties (as well as their relative contribution to the ICM enrichment) can, in principle, be constrained...
from the ICM (and proto-solar) abundance pattern. Although we showed that some combinations of models and hypotheses can be ruled out with a high degree of certainty, it is still impossible to clearly favour one specific combination of SN models. For instance, as we have shown in Sect. 3.1.3, if one wants to confirm (or rule out) the bimodality in SNIIa explosions that enrich the ICM, a very precise determination of the Ni/Fe ratio is essential, but currently not possible. Similarly, although the amount of metals released by SNcc is in principle sensitive to the shape of the IMF, we cannot clearly favour one specific IMF with our current results and the available models (Sect. 3.4.1). Finally, despite our detailed discussion on the possible contribution of Ca-rich gap transients to the enrichment, the high Ca/Fe ratio measured in the ICM remains an open issue. In order to better constrain the stellar origins of the ICM enrichment, further improvements on many aspects are clearly needed.

First, both SNIIa and SNcc yield models still suffer from uncertainties (e.g. see discussion in Appendix A). Major improvements of these models (in particular, better agreements in the yields of physically comparable models) are thus crucial for the purpose of this study. Second, an ongoing effort should be made to reduce the systematic uncertainties in the solar and meteoritic abundances, as, together with ICM abundances, they may provide further constraints to SNIIa and SNcc yield models. Third, future direct studies of SNe will be complementary to this work. In particular, improvements in estimating the relative fraction of SNIIa, and particularly of Ca-rich gap transients, exploding in the Galaxy and in galaxy clusters could bring additional valuable constraints on the SN models to favour. Conversely, the estimates from our study may be useful to complement future direct observations of SNe.

Finally, the uncertainties in the ICM abundances must be reduced as well. For instance, the discrepancies between atomic data have been greatly reduced over the past decades, but the atomic codes should be continuously updated. Similarly, calibration issues in the current X-ray instruments have been improved, but still largely contribute to the current uncertainties (e.g. Schellenberger et al. 2015; Mernier et al. 2015, Paper I). In Paper I we showed that adding more cluster data would not reduce the current uncertainties in the ICM abundance pattern. Therefore, next-generation X-ray missions (in particular using micro-calorimeter arrays, which should significantly improve the spectral resolution currently achieved with CCDs) are crucial to provide a better general understanding of the ICM enrichment and the origin of metals in the Universe.
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Appendix A: The effect of electron capture rates on the SNII nucleosynthesis yields

Fig. A.1. Predicted X/Fe abundances from the Classical W7 model (SNII), adopted from Iwamoto et al. (1999, brown) and Maeda et al. (2010, orange). The two models assume different electron capture rates, leading to different X/Fe ratios, both for intermediate-mass and Fe-group elements (see text). For comparison, the ICM average abundance ratios (inferred from Paper I) are also plotted.

Because the electron gas in the core of WDs is highly degenerate, the electron capture process can play an important role during the SNII explosion, and has a significant impact on the nucleosynthesis of intermediate-mass and Fe-group elements. The Classical SNII yield models referred to in this paper are taken from Iwamoto et al. (1999), who used the electron capture rates of Fuller et al. (1982). These rates were tabulated for light (i.e. sd-shell) nuclei only. Lateron, Brachwitz et al. (2000) showed that updated calculations of heavier (pf-shell) nuclei (e.g. Langanke & Martinez-Pinedo 1998; Langanke & Martinez-Pinedo 2001) lead to a significant reduction in the electron capture rates compared to the previous estimates. In principle, these lowered rates affect the overall nucleosynthesis predicted by the SNII models.

In Fig. A.1, we compare the X/Fe ratios predicted by the Classical W7 model, using first the older and then the more recent electron capture rates. These two W7 models are directly adopted from Iwamoto et al. (1999) and Maeda et al. (2010), respectively. The largest difference in the X/Fe ratios from the more recent calculations is found for Cr/Fe, with a decrease of 39% compared to the older electron capture rates. The other abundance ratios, however, show less pronounced differences (~20% at most).

Except W7, no other Classical (or Bravo) model incorporating these updated electron capture rates is explicitly available in the literature. Although we do not expect this issue to alter the conclusions of this paper, this illustrates well that SN yield models may suffer from uncertainties, and that care must be taken when interpreting the ability of the models to strictly reproduce the measured abundance ratios in the ICM.
### Appendix B: List of SN yield models used in this work

Table B.1. SN Ia and SNcc yield models, taken from literature and used in this work.

| Category      | Name        | Reference | Remarks                                                                 |
|---------------|-------------|-----------|--------------------------------------------------------------------------|
| SNIa          | Classical   |           |                                                                          |
|               | W7          | 1         | Deflagration, \( \rho_y = 2.12 \)                                       |
|               | Classical   | W70       | Deflagration, \( \rho_y = 2.12 \), zero initial metallicity             |
|               | Classical   | WDD1      | Delayed-detonation, \( \rho_y = 2.12, \rho_{T7} = 1.7 \)                  |
|               | Classical   | WDD2      | Delayed-detonation, \( \rho_y = 2.12, \rho_{T7} = 2.2 \)                  |
|               | Classical   | WDD3      | Delayed-detonation, \( \rho_y = 2.12, \rho_{T7} = 3.0 \)                  |
|               | Classical   | CDD1      | Delayed-detonation, \( \rho_y = 1.37, \rho_{T7} = 1.7 \)                  |
|               | Classical   | CDD2      | Delayed-detonation, \( \rho_y = 1.37, \rho_{T7} = 2.2 \)                  |
|               | Bravo       | DDTa      | 2, 3 Delayed-detonation, fits the Tycho SNR, \( \rho_{T7} = 3.9 \)         |
|               | Bravo       | DDTc      | 2, 3 Delayed-detonation, fits the Tycho SNR, \( \rho_{T7} = 2.2 \)         |
|               | Bravo       | DDTe      | 2, 3 Delayed-detonation, fits the Tycho SNR, \( \rho_{T7} = 1.3 \)         |
|               | Ca-rich gap | CO.45HE.2 | 4 Ca-rich SNe, \( M_{CO} = 0.45, M_{He} = 0.2 \)                        |
|               | Ca-rich gap | CO.5HE.2  | 4 Ca-rich SNe, \( M_{CO} = 0.5, M_{He} = 0.2 \)                         |
|               | Ca-rich gap | CO.5HE.15 | 4 Ca-rich SNe, \( M_{CO} = 0.5, M_{He} = 0.15 \)                        |
|               | Ca-rich gap | CO.5HE.2N02 | 4 Ca-rich SNe, \( M_{CO} = 0.5, M_{He} = 0.2, 2\% \text{ N in He layer} \) |
|               | Ca-rich gap | CO.5HE.2C03 | 4 Ca-rich SNe, \( M_{CO} = 0.5, M_{He} = 0.2, 30\% \text{ mixing core-He layer} \) |
|               | Ca-rich gap | CO.5HE.3  | 4 Ca-rich SNe, \( M_{CO} = 0.5, M_{He} = 0.2 \)                         |
|               | Ca-rich gap | CO.55HE.2 | 4 Ca-rich SNe, \( M_{CO} = 0.55, M_{He} = 0.2 \)                        |
|               | Ca-rich gap | CO.6HE.2  | 4 Ca-rich SNe, \( M_{CO} = 0.6, M_{He} = 0.2 \)                         |
|               | 2D          | C-DEF     | 5 2D deflagration, \( \rho_y = 2.9 \)                                   |
|               | 2D          | C-DDT     | 5 2D delayed-detonation, \( \rho_y = 2.9, \rho_{T7} = 1.0 \)             |
|               | 2D          | O-DDT     | 5 2D delayed-detonation, \( \rho_y = 2.9, \rho_{T7} = 1.0 \), off-centre ignition |
|               | 3D          | N1def     | 6 3D deflagration, \( \rho_y = 2.9, 1 \text{ ignition spot} \)           |
|               | 3D          | N3def     | 6 3D deflagration, \( \rho_y = 2.9, 3 \text{ ignition spots} \)          |
|               | 3D          | N5def     | 6 3D deflagration, \( \rho_y = 2.9, 5 \text{ ignition spots} \)          |
|               | 3D          | N10def    | 6 3D deflagration, \( \rho_y = 2.9, 10 \text{ ignition spots} \)         |
|               | 3D          | N20def    | 6 3D deflagration, \( \rho_y = 2.9, 20 \text{ ignition spots} \)         |
|               | 3D          | N40def    | 6 3D deflagration, \( \rho_y = 2.9, 40 \text{ ignition spots} \)         |
|               | 3D          | N100Ldef  | 6 3D deflagration, \( \rho_y = 1.0, 100 \text{ ignition spots} \)        |
|               | 3D          | N100def   | 6 3D deflagration, \( \rho_y = 2.9, 100 \text{ ignition spots} \)        |
|               | 3D          | N100Hdef  | 6 3D deflagration, \( \rho_y = 5.5, 100 \text{ ignition spots} \)        |
|               | 3D          | N150def   | 6 3D deflagration, \( \rho_y = 2.9, 150 \text{ ignition spots} \)        |
|               | 3D          | N200def   | 6 3D deflagration, \( \rho_y = 2.9, 200 \text{ ignition spots} \)        |
|               | 3D          | N300Cdef  | 6 3D deflagration, \( \rho_y = 2.9, 300 \text{ centred ignition spots} \) |
|               | 3D          | N1600def  | 6 3D deflagration, \( \rho_y = 2.9, 1600 \text{ ignition spots} \)       |
|               | 3D          | N1600Cdef | 6 3D deflagration, \( \rho_y = 2.9, 1600 \text{ centred ignition spots} \) |
|               | 3D          | N1        | 7 3D delayed-detonation, \( \rho_y = 2.9, 1 \text{ ignition spot} \)      |
|               | 3D          | N3        | 7 3D delayed-detonation, \( \rho_y = 2.9, 3 \text{ ignition spots} \)     |
|               | 3D          | N5        | 7 3D delayed-detonation, \( \rho_y = 2.9, 5 \text{ ignition spots} \)     |
|               | 3D          | N10       | 7 3D delayed-detonation, \( \rho_y = 2.9, 10 \text{ ignition spots} \)    |
|               | 3D          | N20       | 7 3D delayed-detonation, \( \rho_y = 2.9, 20 \text{ ignition spots} \)    |
|               | 3D          | N40       | 7 3D delayed-detonation, \( \rho_y = 2.9, 40 \text{ ignition spots} \)    |
|               | 3D          | N100L     | 7 3D delayed-detonation, \( \rho_y = 1.0, 100 \text{ ignition spots} \)   |
|               | 3D          | N100      | 7 3D delayed-detonation, \( \rho_y = 2.9, 100 \text{ ignition spots} \)   |
|               | 3D          | N100H     | 7 3D delayed-detonation, \( \rho_y = 5.5, 100 \text{ ignition spots} \)   |
|               | 3D          | N150      | 7 3D delayed-detonation, \( \rho_y = 2.9, 150 \text{ ignition spots} \)   |
|               | 3D          | N200      | 7 3D delayed-detonation, \( \rho_y = 2.9, 200 \text{ ignition spots} \)   |

**Notes.** The inner core densities \( \rho_y \) are given in units of \( 10^5 \text{ g/cm}^3 \). The transitional deflagration-to-detonation densities \( \rho_{T7} \) are given in units of \( 10^7 \text{ g/cm}^3 \). The masses of the CO core and of the He layer (respectively \( M_{CO} \) and \( M_{He} \), “Ca-rich gap” models), and the mass of each of the two merging WD (\( M_{WD} \), “DD channel” model) are given in units of \( M_{\odot} \).

**References.** (1) Iwamoto et al. (1999); (2) Badenes et al. (2003); (3) Badenes et al. (2006); (4) Waldman et al. (2011); (5) Maeda et al. (2010); (6) Fink et al. (2014); (7) Seitenzahl et al. (2013b); (8) Pakmor et al. (2010); (9) Nomoto et al. (2006); (10) Kobayashi et al. (2006); (11) Nomoto et al. (2013); (12) Umeda & Nomoto (2002); (13) Heger & Woosley (2002); (14) Heger & Woosley (2010).
Table B.1. continued.

| Category     | Name       | Reference | Remarks                                                                 |
|--------------|------------|-----------|-------------------------------------------------------------------------|
| 3D           | N300C      | 7         | 3D delayed-detonation, $\rho_9 = 2.9$, 300 centred ignition spots       |
| 3D           | N1600      | 7         | 3D delayed-detonation, $\rho_9 = 2.9$, 1600 ignition spots             |
| 3D           | N1600C     | 7         | 3D delayed-detonation, $\rho_9 = 2.9$, 1600 centred ignition spots     |
| Sub-$M_{\text{Ch}}$ | 0.9_0.9  | 8         | WD-WD violent merger, $M_{\text{WD}} \approx 0.9$, $\rho_9 = 1.4 \times 10^{-2}$ |

SNcc

| Nomoto       | $Z_0$      | 9,10,11  | $Z_{\text{init}} = 0$                                                   |
| Nomoto       | $Z_0$ cut  | 9,10,11  | $Z_{\text{init}} = 0$, restricted to $\leq 40 \, M_\odot$               |
| Nomoto       | $Z_{0.001}$| 9,10,11  | $Z_{\text{init}} = 0.001$                                               |
| Nomoto       | $Z_{0.004}$| 9,10,11  | $Z_{\text{init}} = 0.004$                                               |
| Nomoto       | $Z_{0.008}$| 9,10,11  | $Z_{\text{init}} = 0.008$                                               |
| Nomoto       | $Z_{0.02}$ | 9,10,11  | $Z_{\text{init}} = 0.02$                                                |
| Nomoto       | $Z_{0+\text{PISNe}}$ | 9,10,11,12 | $Z_{\text{init}} = 0$, incl. contribution from PISNe (up to 300 $M_\odot$) |
| HW           | $Z_{0+\text{PISNe}}$ | 13,14   | $Z_{\text{init}} = 0$, incl. contribution from PISNe (up to 260 $M_\odot$) |