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Abstract—Recently, program autotuning has become very popular especially in embedded systems, when we have limited resources such as computing power and memory where these systems run generally time-critical applications. Compiler optimization space gradually expands with the renewed compiler options and inclusion of new architectures. These advancements bring autotuning even more important position. In this paper, we introduced Flag Optimization with Genetic Algorithm (FOGA) as an autotuning solution for GCC flag optimization. FOGA has two main advantages over the other autotuning approaches: the first one is the hyperparameter tuning of the genetic algorithm (GA), the second one is the maximum iteration parameter to stop when no further improvement occurs. We demonstrated remarkable speedup in the execution time of C++ source codes with the help of optimization flags provided by FOGA when compared to the state of the art framework OpenTuner.

Index Terms—Compiler optimization, Compiler flags, Autotuning, Optimization, Genetic algorithm

I. INTRODUCTION

Vast majority of software applications are developed using a high-level programming language such as C++, Java or C#. Specific applications that are designed to perform real-time, mission-critical operations or handle low-level memory management on the hardware level are mostly written in C/C++. Such C and C++ codes are passed to the compilers that translate these codes into binary executable files which can be interpreted by computer hardware. Compilers have been employed for 50 years in order to extract platform-specific binary executable from human-readable high-level programming languages [1], [2]. Compilers are still developed in terms of optimization so that each code block in a program can be translated into an optimized application. For tuning the compiler flags, some test cases are selected and the resulting performance is analyzed. Afterwards, the performance of the code is analyzed until it obtains the best flag set. Compilers includes three main layers and optimization can be applied to these layers distinctively:

- Frontend
- Intermediate Representation
- Backend

Optimizing source codes manually is also an option, but it is highly infeasible, since it is time consuming and probably platform-specific. Instead, compiler optimizations allow us to create optimized binary executable automatically. The scope of this study covers the optimization of intermediate representation of the compiler by enabling/disabling the corresponding optimization flags which yield to significant improvements based on the defined objectives. These objectives could be one of the followings but not limited to: power consumption, execution time (runtime), code size or compile time. The trade-off between these objectives yields to a challenging problem which requires holistic exploration [3].

Hence, an efficient approach should be employed in order to solve compiler optimization. Recent advances in artificial intelligence (AI) provides solution to seek optimization parameters using the previously known data. AI is the ideal fit for compiler optimization problem, due to following advantages:

- Once trained, a machine learning model can run fully automatic for previously unseen source code.
- Manually optimizing the compiler optimization flags is tedious task, where AI needs less intervention.
- Manual optimizations are usually valid for a single architecture or platform but an AI model could be architecture-independent.

Optimizing the compiler flags to run program faster is also referred as autotuning [4], [5]. In this study, we employ genetic algorithm approach in order to obtain the best compiler flags for execution time. GCC (GNU Compiler Collection) is the focus of our research for autotuning. Our search space contains 114 compilation flags from version 9.3 which implies that there are $2^{114}$ available combinations for binary flags. Among GCC optimization flags, namely -O1, -O2, -O3, -Ofast, -Ofast and -O3 optimization flags are referred as producing the most optimal flag sets. However, this is not the case for every C/C++ source code and compilation flags should be tweaked for some specific code blocks. To do so, machine learning models are utilized to solve search-space exploration and determining the best flag set. Pre-defined optimization levels of GCC is as follows:

- **-O0**
  - This parameter does not make any optimization on the code, it only allows compiling the code. Main purpose here is to facilitate the debugging process.
- **-O1**
  - Enables some optimization flags to be compiled by optimizing the code by turning on some optimization flags. Here the compiler attempts to reduce the code size and execution time while keeping the compilation time as low as possible.
- **-O2**
  - Optimize the code more than -O1. While doing this, the compilation time may be longer since it uses more flags than -O1. In this part, it is necessary to sacrifice memory for higher performance.
- **-O3**
It aims to increase the optimization by turning on flags in -O2, as well as few other optimization flags.

This study provides a new approach to deal with automatic tuning of the C++ compilation flags by contributing the followings to existing methods:

- Seeking the optimum flag sets is dramatically low compared to other approaches.
- In order to find optimum runtime in a sensible time manner we use early stopping strategy.
- Hyperparameter fine-tuning of the genetic algorithm with evolutionary algorithms.

The remainder of the paper is organized as follows. First, a thorough literature survey on the problem is provided in Section II. Then, methods are introduced to predict compiler optimization flags for minimizing the execution time in Section III. Finally, experiments are provided followed by conclusions in Section IV and Section V respectively.

II. RELATED WORK

Machine learning models have been used to solve problems from different areas and produces various outputs depending on the problem which includes seeking the best compiler flags or job scheduling and parallel program optimization [6]. In this section, we review the machine learning models used for compiler optimization. In general, machine learning model could be either supervised or unsupervised. Supervised learning expects labeled output from user and then reveals the relation between the input and the output such that this relation predicts the output label of the new data which is previously unseen by model. Depending on the prediction output, our supervised model could be either regression if the output has numerical features or classification if the output has categorical features. On the other hand, unsupervised methods do not need labels and mostly used for categorizing the input into several subsets. Recent advances in neural networks and available computing power, deep neural networks and online learning methods gain importance. Deep neural networks consists of many hidden layers where output of each layer is the weighted representation of the input layer depending on the layer type. They need more training data as they become more complex. Additionally, online learning approaches works like trial and error principle and tends to choose best model among all. In this chapter, different approaches of AI are reviewed in terms of compiler flag optimization.

A. Supervised Learning

Regression techniques are widely used for predicting numerical output. In the subject of compiler optimization, Qilin compiler [7] follows an approach so that it predicts the execution time of a program based on the input size for both CPU and GPU. Additionally, another proposed study uses regression techniques to estimate potential speedup of OpenCL programs with specific input [8]. Alongside estimating numerical features like execution time and speedup, classification techniques allow us to associate a program with classes implied from the input feature vectors.

Classification methods are often used for determining parameters. kNN is one of the simple yet effective classification approach used for choosing optimal optimization parameters in previously proposed studies [9], [10]. kNN algorithm chooses the best optimal flags from programs whose features are closest to the any given program. However, kNN has two major downsides: It gets slower in case of large training data, since it needs to recalculate the distance between the input and training data for each prediction. Secondly, kNN algorithm is not robust to noisy training data and tends to be erroneous, because it simply chooses k nearest neighbors. Decision trees are alternative to kNN for classification tasks. For instance, loop unroll factors are determined by decision trees [11], [12], or optimal algorithms are selected for implementation [13].

Decision trees are easy to interpret and visualize. Nevertheless, they are prone to overfit training data. Random forests have been proposed to overcome overfitting problem [14]. Lukuciejewski et al. [15], proposed random forests to determine whether to inline a function or not. Also, support vector machines have been used for compiler optimization task in order to classify programs based on their feature vectors [16], [17].

B. Unsupervised Learning

Unsupervised learning methods such as clustering automatically extract the target label of the input without any intervention instead of labels. Unsupervised learning generally used to reveal distribution of the data or categorize the data into the subgroups. In our specific objective for compiler optimization, works proposed in [18], [19] utilized k-means for clustering program execution path into phase groups. Besides k-means, fast Newman clustering approach [20] is utilized for categorize functions whose best optimization flags are similar to each other [21]. Unsupervised learning includes dimension reduction techniques as well. Principal component analysis(PCA) and autoencoders are such algorithms to reduce the dimension of feature space [22], [23]. PCA is often employed in order to alleviate the workload of compiler optimization techniques [24], [25]. On the other hand, some methods have been proposed to extract representative programs from benchmarks [24], [25]. On the other hand, autoencoders are the artificial neural networks [23] which compress the features and reconstruct the input from this compressed representation. They are used to make source code feature more compact [28].

C. Online Learning

Evolutionary algorithms (EA) consists of three main categories: genetic algorithms (GA), genetic programming (GP) and stochastic-based search. All of them are utilized to find a good optimization solution in very large search spaces. They work by mimicking the biological evolution to find the best fit for a given problem. Since EA is suitable for large search spaces, it is mostly used for seeking the best compiler flags in previously proposed works [29], [31]. The algorithm starts with randomly initialized populations, where each population represents a compiler flag settings. These populations are
employed to compile program with various optimization flag sequences and fitness function is generally defined as the execution time of the resulting program. Next population is derived from the current population via mechanisms such as reproduction/crossover and mutation. Compiler flags return lower execution times as these populations evolve by each iteration and algorithm returns the program with the lowest execution time. Agakov et al. [29] and Zuluaga et al [32] proposed to combine supervised learning and genetic algorithms by employing supervised model to narrow down the design space. Jantz and Kulkarni [33] proposed a method to prune design space. They pointed out that phase order search space is reduced by 89% on average.

III. METHOD

A. Genetic Algorithm

The concept of GA is inspired by the nature, weak species are faced with extinction by natural selection. The strong species are more successful in transferring their genes to subsequent generations via reproduction. There are parameters that affect the outcome of GA which are selection, crossover and mutation. Crossover, is the most time consuming part of genetic algorithm [17].

In this work, we represent compiler optimization flag sets as individuals and each gene of an individual in GA corresponds to a compiler optimization flag. Gene values are binary ∈ {0, 1}. If the flags are on, gene value is 1, otherwise 0. As a fitness function, we try to optimize the execution time of source codes by choosing the most suitable compiler optimization flags. In other words, the fitness function returns a value proportional to the execution time of the target source code. Hence, if the execution time of the source code is longer, the fitness function will return a larger value or vice versa. Return value of a fitness function represents that individual’s chance to survive within a given population (smaller value leads to higher survival ratio). The probability of survival is also related to the selection criteria. Stronger offsprings will be obtained by choosing strong parents for crossover. Considering this in our case, the genes that have little effect on reducing execution time are deleted from the population over time. The value of genes are defined by mostly crossover beside mutation. The mutation rate prevents us from sticking to the local minimas. In our problem, there are \(2^{114}\) possible combinations for compiler optimization flags. The genetic algorithm allows us to quickly converge to a solution within such large search sets. Ultimately, when we do not observe any improvement, or when we realize that we do not get better offspring, the genetic algorithm stops and returns the best final individual as a result. Flowchart of the genetic algorithm is shown in Fig. 1.

B. Tuning Genetic Algorithm

Genetic algorithm has many parameters due to its structure. Population number, mutation rate, crossover type are a few of them. In order to achieve optimum solutions with GA, these parameters should be tuned in a smart way. In previous studies, [34] only four parameters were tuned on, but we did a very detailed study and wanted to run the genetic algorithm in the most accurate way. In Table I, available values for crossover, mutation and selection types are shown. There are \(5 \times 2 \times 7\) combinations for categorical variables and 7 different numerical parameters where our aim is tuning these parameters. We had experiments to iteratively compile and run the codes with these parameters. In order to do that, we used OpenTuner to find the best configurations by defining execution time of the best individual (proposed GA parameters of FOGA) as the optimization criteria.

TABLE I: Available values for crossover, mutation and selection types evaluated to tune genetic algorithm

| Crossover Types | Mutation Types | Selection Types |
|-----------------|----------------|-----------------|
| One Point       | Gauss by Center| Fully Random    |
| Two Point       | Uniform        | Roulette       |
| Uniform         | Stochastic     | Stochastic     |
| Shuffle         | Sigma Scaling  | Sigma Scaling  |
| Segment         | Ranking        | Ranking        |

As a result of the tuning process, we found that the best GA
parameters are obtained which seeks compiler optimization flags as quick as possible. Tuned GA parameters are given in Table II. The best result was obtained through segment-based crossover, gauss by center and linear ranking selection type. In the segment-based crossover, random chosen segments of the parents are used to form an offspring \cite{35}. When compared to other crossover types, segment based crossover has noteworthy diversity on the gene. As a result, the search space contains various flag sets.

As mutation type gauss by center is used, where a random value which is driven from a normal distribution is added to the chosen gene \cite{36}.

In the linear ranking selection concept, the selection probability of an individual is determined by sorting fitness values with equal intervals between adjacent rank \cite{37}. With linear ranking, individuals with lower fitness values have chance to be chosen. This approach provides to reveal the flags which has not been turned on but may have effect on the execution time. 

| TABLE II: Tuned parameters results |
|------------------------------------|
| Max Number of Iteration | 100 |
| Population Size | 277 |
| Mutation Prob. | 0.287 |
| Elitism Ratio | 0.147 |
| Crossover Probability | 0.120 |
| Parents Portion | 0.689 |
| Crossover Type | Segment |
| Mutation Type | Gauss by Center |
| Selection Type | Linear Ranking |
| Max Iteration Without Improvement | 45 |

IV. EXPERIMENTS

Experiments are conducted to observe the runtime differences between autotuned optimization flags by OpenTuner and FOGA as well as the pre-defined optimization options (-O1, -O2, -O3). Three different source codes, namely tsp\_ga.cpp, matrixmultiply.cpp, raytracer.cpp are used where optimization plays significant role as these source codes mostly rely on linear algebra calculations. We used Ubuntu 20.04 with GCC version 9.3.0 for compiling C++ codes. Our experiments ran on Intel(R) Xeon(R) CPU E5 - 2670 v3 @ 2.30 GHz with 48 total cores.

We compiled the source codes with five different configurations; three of them are the pre-defined optimization options, the fourth configuration is the optimization flag set obtained by OpenTuner \cite{38} and the last configuration is the flag set obtained from our proposed method FOGA.

In Fig. 3, runtime of the pre-defined optimization options, OpenTuner and FOGA are presented, x-axis shows the input size which is denoted as N and y-axis shows the runtime. Also, in Fig. 3b the most important flags for each source code are shown. We performed one-hot encoding to understand effect of each flag to runtime. Their total speedup factor are rescaled to 100. Fig. 2 represents the execution time of the traveling salesman problem. Execution time of the pre-defined optimization levels are similar, while the execution time of OpenTuner and FOGA decreases as N increases. This is an expected result, since according to Fig. 3a two most important flags, funroll-all-loops and funsafe-math-optimizations are not included in the default -O1, -O2 or -O3 GCC options. As it is seen in Fig. 2b the margin between the pre-defined optimization levels and the evolutionary methods is wider compared to tsp\_ga. Again, the most important flags are not included in -O1, -O2 or -O3. Moreover, these excluded tree-loop-vectorize and unsafe-math-optimizations flags are the most important ones for speedup, e.g. responsible for 41.54% and 40.70% of the speedup respectively as shown in Fig. 3b. Hence, we can deduce that FOGA and OpenTuner successfully find this relation and turn these flags on. On the third example, shown in Fig. 2c for raytracer.cpp, FOGA and OpenTuner slightly improves the execution time with respect to -O1, -O2, -O3. In this case, improvement ratio is lower, since importance of flags are similar and external flags (those not provided by the pre-defined optimization levels) does not improve the speedup so much for raytrace.cpp. In all cases, FOGA outperforms other configurations in terms of execution time regardless of the source code.

In addition to the execution time of each source code, we also measured the duration of autotuning for reaching the best execution time for each source code. We compared the convergence time of FOGA and OpenTuner to shortest runtime as shown in Fig. 4. For all of the source codes, FOGA has remarkable advantage for both runtime and autotuning time. In Fig. 4a and Fig. 4b FOGA stops searching whenever it does not provide any improvement after a certain period (see Table II). Note that OpenTuner continues to search for the best flag afterwards, however it could not reach better runtime than FOGA.

V. CONCLUSION

Making automatic adjustments at the compiler level is essential for a certain program to work optimally, especially for time-critical applications. With a smart automatic compiler parameter tuning method, it is aimed to increase performance by adjusting the compiler optimization flags. Sometimes turning off a compiler flag that is enabled by default increases the performance or in some cases activating a specific parameter enhances the efficiency. The mission of a autotuning method is to find the best possible parameters. In this study, we proposed FOGA which automatically tunes the compiler optimization flags with the help of genetic algorithm. As a first step, we tuned the parameters of genetic algorithm via OpenTuner by iteratively search among many combinations. Secondly, we showed that FOGA surpassed OpenTuner in terms of reaching the minimum execution time of a program. Additionally, we limited the iteration count if there is no improvement on the execution time for greater than a Maximum Iteration without Improvement parameter. These improvements allow us to reach shorter execution times in autotuning time with respect to the pre-defined optimization levels and OpenTuner.

As a future work, we plan to implement genetic algorithm that posses customized mutation and crossover operations.
These customized operations are employed to keep alive important genes for the next generations. This approach narrows down the search space as individuals evolved and enable to find the best flags sooner.
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