Non-equilibrium quasi-long-range order of driven random field $O(N)$ model
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We investigate three-dimensional $O(N)$ spin models driven with a uniform velocity over a random field. Within a spin-wave approximation, it is shown that in the strong driving regime the model with $N = 2$ exhibits a quasi-long-range order in which the spatial correlation function decays in a power-law form. Furthermore, for the cases that $N = 2$ and 3, we numerically demonstrate a non-equilibrium phase transition between the quasi-long-range order phase and the disordered phase, which turns out to resemble the Kosterlitz-Thouless transition in the two-dimensional pure XY model in equilibrium.
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Introduction. — Thermodynamic systems in an ordered phase can exhibit remarkably complex behavior when they are driven by an external force. Examples include ferromagnetic systems and crystalline systems that are driven by steady shear, oscillating external fields, and athermal noise. The driving forces can significantly change the nature of the system’s phase transition. The general treatment that concerns how the driving forces affect the nature of the phase transition has not been established because of the lack of advancements in non-equilibrium statistical mechanics.

The ferromagnetic and crystalline phases are characterized by long-range order (LRO), wherein the order parameter takes a finite value. As a qualitatively different behavior, the two-dimensional XY model exhibits quasi-long-range order (QLRO), wherein the order parameter remains zero but the spatial correlation decays in a power-law form at low temperatures. Furthermore, at the transition between the QLRO phase and the disordered phase, which is called the Kosterlitz-Thouless (KT) transition, there is no singularity in thermodynamic quantities such as specific heat and susceptibility. This peculiar type of phase transition has attracted considerable research attention. However, the possibility that a driving force causes the KT transition has not been clearly discussed or established. Consequently, the question arises as to whether there is a system that does not exhibit the KT transition in equilibrium, while it does exhibit the transition in the presence of a driving force. To the best of our knowledge, such a system has not been reported thus far. In this Letter, we consider three-dimensional $O(N)$ spin models driven with a uniform velocity over a random field as examples of such systems. We show that the models with $N = 2$ and 3 exhibit QLRO at low temperatures and that the transition from the QLRO phase to the disordered phase resembles the KT transition.

The dynamics of an ordered system driven by an external force over a random substrate have been a topic of intensive research in statistical physics. A rich variety of complex phenomena results from the interplay between elasticity, quenched disorder and driving. The best-known example of such systems may be driven vortex lattices in dirty superconductors. In such systems, impurities and crystalline defects act as random pinning potentials for vortex lines. There are other well-studied systems, e.g., charge-density waves or colloids driven by an external field. The driven vortex lattice systems exhibit dynamical reordering transition for a finite driving velocity. In equilibrium, the vortex lattice system has two different phases. In the strong disorder regime, the vortex glass phase is realized, in which the spatial correlation function exhibits power-law decay. When the vortex glass is driven with a finite velocity, the effective disorder that the vortices experience becomes weaker because the random potential varies rapidly. At a large driving velocity, a first-order phase transition to the Bragg glass phase from the vortex glass phase occurs. While the vortex lattice systems that exhibit the first-order phase transition in the absence of the disorder are well studied, very few studies have focused on a driven system over a random substrate that exhibits a second-order phase transition in the absence of disorder.

In this Letter, we consider the nature of the dynamical reordering transition of three-dimensional $O(N)$ spin models when they are driven with a uniform velocity over a random field. First, for the case that $N = 2$ (XY model), we show that this model exhibits QLRO at low temperatures by using the spin-wave approximation. Next, the phase diagram for $N = 2$ and 3 with respect to temperature, disorder, and driving velocity is determined by means of numerical experiments. We calculate the specific heat and show that it exhibits no singularity at the transition point. Finally, we discuss nematic liquid crystals flowing in a random medium as an experimental realization of our model.

Model. — Let $\{\phi^\alpha\}_{\alpha=1}^N$ be an $N$-component $(N \geq 2)$ real vector field. The Hamiltonian of the three-
Dimensional O(N) models with a quenched random field is given by

\[
H[\phi] = \int d^3 r \left[ \frac{1}{2} K |\nabla \phi(r)|^2 - \frac{r}{2} |\phi(r)|^2 + \frac{g}{4N} |\phi(r)|^4 - h(r) \cdot \phi(r) \right],
\]

where \(K\), \(r\), and \(g\) represent positive parameters. The quenched random field \(h(r)\) obeys a Gaussian distribution with \(\langle h(r) \rangle = 0\) and \(\langle h^\alpha(r) h^\beta(r') \rangle = h_0^\alpha \delta_{\alpha\beta} \delta(r-r')\). The time evolution of the field \(\phi(r, t)\) is described by

\[
\frac{\partial \phi^\alpha(r, t)}{\partial t} + v \cdot \nabla \phi^\alpha(r, t) = -\Gamma \frac{\delta H[\phi]}{\delta \phi^\alpha(r, t)} + \eta^\alpha(r, t),
\]

where \(v = v_{\text{ex}}\) denotes a parameter independent of \((r, t)\), and \(\eta^\alpha(r, t)\) represents thermal noise that satisfies \(\langle \eta^\alpha(r, t) \eta^\beta(r', t') \rangle = 2 \Gamma T \delta_{\alpha\beta} \delta(r-r') \delta(t-t')\). This equation describes the relaxation dynamics of the ordered system that is driven with a uniform velocity over the quenched random field. Examples of such systems include nematic liquid crystals flowing in a random medium such as an aerogel or a porous substrate, where the random field corresponds to the random anchoring that occurs due to the complicated surface structure of the porous substrate. We investigate the non-equilibrium steady states of the models with \(N = 2\) (XY model) and \(N = 3\) (Heisenberg model). We call these models as driven random field O(N) models (DRFO(N)Ms).

Let us review the behavior of these models in equilibrium \((v = 0)\). The random field O(N) models (RFO(N)Ms) are one of the simplest disordered systems in which spins with O(N) symmetry are coupled to a quenched random field. The Imry-Ma argument and theory of dimensional reduction state that LRO with continuous symmetry breaking is destroyed by an infinitesimally weak random field below four dimensions \([12, 13]\). The absence of LRO below four dimensions was also rigorously proved by Aizenman and Wehr \([12]\). While the theoretical description that concerns the existence of LRO has been established, whether QLRO exists or not is a more subtle problem. From the analogy of the Bragg glass phase in a vortex lattice system \([13]\), theoretical studies based on the renormalization group analysis have predicted the existence of QLRO for the three-dimensional random field XY model and the random anisotropy Heisenberg model \([20, 21]\). In order to confirm this predicted QLRO, numerical simulations have also been conducted \([22, 23]\). However, definitive evidence for the existence of QLRO has not thus far been obtained because the correlation length rapidly increases when the strength of the random field decreases. Moreover, in Ref. \([24]\), the experimental investigation of nematic liquid crystals in aerogels did not lead to the observation of any QLRO. Recently, more sophisticated renormalization group studies have negated the existence of QLRO in three dimensions \([24, 26]\). In summary, to the best of our knowledge, we can conclude that three-dimensional RFO(N)Ms with \(N \geq 2\) do not exhibit any phase transitions.

**Spin-wave approximation.**— Let us calculate the spin correlation function for the XY model \((N = 2)\) by using the spin-wave approximation at zero temperature. The magnitude of the spin is assumed to be fixed to unity. The order parameter field is represented by \(\phi(r) = (\phi^1(r), \phi^2(r)) = (\cos \theta(r), \sin \theta(r))\). The Hamiltonian is rewritten as

\[
H[\theta] = \int d^3 r \left[ \frac{1}{2} K \langle \nabla \theta(r) \rangle^2 - h(r) \cos \theta(r) - \xi(r) \right],
\]

where the random field is written as \(h(r) = (h^1(r), h^2(r)) = (h(r) \cos \xi(r), h(r) \sin \xi(r))\). The equation of motion at zero temperature is given by

\[
\frac{\partial \theta(r, t)}{\partial t} + v \cdot \nabla \theta(r, t) = \Gamma \left[ K \nabla^2 \theta(r, t) - h(r) \sin \theta(r, t) - \xi(r) \right],
\]

where \(\Gamma = \frac{\hbar_0}{\pi K v}\).

We define the Green function \(G(r)\) by its Fourier transform \(G(q) = (Kq^2 + iv_{\text{ex}} q)^{-1}\). Subsequently, the formal solution for the steady state is given as

\[
\theta(r) = \int dr' G(r-r') \times \Gamma \left\{ -h^1(r') \sin \theta(r') + h^2(r') \cos \theta(r') \right\}.
\]

The mean square relative displacement \(\langle (\theta(r_1) - \theta(r_2))^2 \rangle\) is calculated as \([27]\)

\[
\langle (\theta(r_1) - \theta(r_2))^2 \rangle = \Gamma^2 \hbar_0^2 \int dr' \left\{ G(r_1 - r') - G(r_2 - r') \right\}^2.
\]

By using the explicit form of the Green function, we obtain the asymptotic behavior over a large distance \(r \gg \Gamma K/v\),

\[
\langle (\theta(r) - \theta(0))^2 \rangle \approx \left\{ \begin{array}{ll}
\frac{\hbar_0^2}{\pi \Gamma K v} \ln r, & (r \parallel v), \\
\frac{\hbar_0^2}{\pi \Gamma K v} \ln r, & (r \perp v).
\end{array} \right.
\]

This logarithmic dependence on the distance is similar to that of the KT transition in the two-dimensional pure XY model \([28]\). Thus, the spin correlation function is given by \(C(r) \equiv \langle \phi(r) \cdot \phi(0) \rangle = e^{-1/2(\theta(r)-\theta(0))^2} \propto r^{-\alpha}\), where the exponent \(\alpha\) is \(\alpha_{\parallel} = \frac{\hbar_0^2}{4 \pi \Gamma K v}\) for the direction parallel to \(v\) or \(\alpha_{\perp} = \frac{\hbar_0^2}{4 \pi \Gamma K v}\) for that perpendicular to \(v\). Thus, we have shown that DRFO(2)Ms exhibit anisotropic QLRO at low temperatures, in which the spin-wave approximation is valid.

**Numerical results.**— We investigate the transition between the QLRO phase and the disordered phase by numerically solving Eq. (2). The calculation is implemented
The correlation functions for different values of temperature are displayed in Fig. 1. The upper and lower panels depict $C(r)$ for the directions parallel and perpendicular to the driving velocity $v$, respectively. In order to verify the finite size effect, we calculate $C(r)$ for system sizes of $60^3$ and $100^3$. The system size dependence of $C(r)$ for the perpendicular direction is larger than that for the parallel direction because of the periodic boundary conditions. The insets represent the exponents as a function of temperature. The horizontal lines represent the theoretical prediction of the spin-wave approximation. The exponents $\alpha_\parallel$ and $\alpha_\perp$ increase linearly at low temperatures, but they exhibit strong temperature dependence near the transition temperature.

We next determine the transition temperature $T_c$ as a function of the strength of the random field $h_0$ and the driving velocity $v$ by using the non-equilibrium relaxation method [29]. With this method, we observe the relaxation of the magnetization $M(t) = V^{-1} \int \phi(r) dr$ from the complete ordered state $\phi^1(r) \equiv 1$ and $\phi^2(r) \equiv 0$. The magnetization $M(t)$ behaves as $M(t) \sim \exp(-t/\tau(T))$ for $T > T_c$ and $M(t) \sim t^{-\lambda}$ for $T = T_c$. For the high-temperature regime $T > T_c$, the relaxation time $\tau(T)$ is determined assuming the scaling relation $M(t) = \tau(T)^{-\lambda} m(t/\tau(T))$. Consequently, we can obtain the transition temperature $T_c$ by fitting $\tau(T)$ into the exponential form $\tau(T) \sim \exp(A(T-T_c)^{-1/2})$ from the analogy of the KT transition of the two-dimensional pure XY model [30, 31]. Fig. 2 displays the schematic phase diagram with respect to the strength of the disorder $h_0$, driving velocity $v$, and temperature $T$. The QLRO phase appears in the large-$v$ and low-$T$ regime. In the region in which $h_0 = 0$, the LRO phase exists because the model.

![Fig. 1: Spin correlation function $C(r)$ for different values of temperature. The upper and lower panels depict $C(r)$ for the directions parallel and perpendicular to the driving velocity $v$, respectively. The values of temperature are $T = 0.20$, 0.40, 0.60, and 0.70 from the top to the bottom of the panels. The other relevant parameters are $h_0 = 1.0$ and $v = 0.5$. The transition temperature is estimated as $T_c = 0.70 \pm 0.05$. The crosses represent $C(r)$ for a system size of $60^3$ and the circles represent that for a system size of $100^3$. The error-bars are comparable with the size of the symbols. The insets display the temperature dependence of the exponents $\alpha_\parallel$ and $\alpha_\perp$ determined from the data corresponding to the system size of $60^3$. The horizontal lines (green) represent the values predicted from the spin-wave approximation.](image1)

![Fig. 2: Schematic phase diagram with respect to the disorder $h_0$, driving velocity $v$, and temperature $T$. The parameter $T_{c0}$ denotes the transition temperature of the three-dimensional pure XY model. The abbreviation PM denotes the paramagnetic or disordered phase. The inset depicts $T_c$ as a function of $v$. The solid lines serve as a visual guide. The squares (red) and circles (green) denote the values of $T_c$ for $h_0 = 1.0$ and $h_0 = 1.2$, respectively.](image2)
is identical to the three-dimensional pure XY model in the moving frame. The small-$v$ and high-$T$ regime corresponds to the disordered phase. The phase boundary at $T = 0$ is given by $\Gamma h_0^3 \sim K v$. It is noteworthy that QLRO does not exist in equilibrium ($v = 0$). For an arbitrarily large value of $h_0$, QLRO is observed for sufficiently large values of $v$.

In order to compare this transition with the KT transition of the two-dimensional pure XY model, we calculate the specific heat as a function of temperature. We define the specific heat as $c(T) = \partial \langle H \rangle_\text{ss}/\partial T$, where $\langle \ldots \rangle_\text{ss}$ represents the average with respect to the non-equilibrium steady state. Since the system is not in equilibrium, this specific heat is not related to the energy fluctuation.  

[FIG. 3: Specific heat $c(T)$ as a function of temperature for system size of $60^3$. The driving velocity is $v = 1.0$. The crosses (red), squares (green), and circles (blue) denote $c(T)$ values for $h_0 = 0.0$, 1.0, and 1.4, respectively. The upper arrows represent the transition temperature $T_c$ as determined by the non-equilibrium relaxation method.

The case that $h_0 = 0$ corresponds to the three-dimensional pure XY model. In the presence of finite disorder, the discontinuity of $c(T)$ disappears and a smooth peak remains above the transition temperature. The position of the peak decreases with increase in the strength of the disorder. It is to be noted that the specific heat does not exhibit any singularity at the transition temperature. These behaviors resemble the KT transition of the two-dimensional pure XY model [3].

We briefly review our investigation of the Heisenberg model ($N = 3$) here. We numerically verified that the phase diagram of the Heisenberg model is qualitatively similar to that of the XY model. Fig. 4 shows the transition temperature determined by using the non-equilibrium relaxation method. The qualitative behaviors of the correlation function and the specific heat are also identical [32]. These behaviors contrast with those of the two-dimensional pure O($N$) model, in which the KT transition does not exist for $N = 3$ [33].

Finally, we remark on the topics related to the experimental realization of the QLRO under consideration. We consider nematic liquid crystals (NLCs) flowing in a random substrate such as an aerogel or a porous medium. Recently, the dynamics of liquid crystals confined to a complex geometry has attracted considerable attention due to not only fundamental research interest but also its industrial applications [34, 35]. For NLCs in a random substrate, the random anchoring, which results from the complicated surface structure, significantly influences the ordering structure and thermodynamic properties [36, 37]. Here, we remark that certain factors concerning NLCs flowing in the random substrate are not included in our models. For example, we ignore the inhomogeneity of the velocity field. The inhomogeneity of the velocity field acts as an additional random perturbation for the directors of the NLCs. Since the correlation of the spatial fluctuation of hydrodynamic velocity field exhibits power-law decay, this random perturbation is qualitatively different from the random anchoring whose correlation decays over a short distance. The consequences of this hydrodynamic effect and other factors excluded in our models will be extensively investigated in future work.

Conclusions.— We investigated the non-equilibrium phase transition of three-dimensional O($N$) models driven with a uniform velocity over a quenched random field. For the cases that $N = 2$ and 3 (XY and Heisenberg model, respectively), we show that QLRO appears in the strong driving regime. Furthermore, the transition from the QLRO phase to the disordered phase resembles the KT transition of the two-dimensional pure XY model. It is noteworthy that there exists a critical value $N_c$ such that QLRO does not exist for $N > N_c$. The renormalization group analysis is required to determine this value of $N_c$. We also plan to investigate these theoretical aspects in our future studies.
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SUPPLEMENTAL MATERIAL

The calculation of the spin-wave approximation

We calculate the correlation function $C(r_1 - r_2) = \langle \phi(r_1) \cdot \phi(r_2) \rangle$ for the XY model ($N = 2$). Eq. (5) in the main text is

$$\theta(r) = \int dr' G(r - r') \Gamma \{ -h^1(r') \sin \theta(r') + h^2(r') \cos \theta(r') \}. \quad (S1)$$

The mean square relative displacement $\langle (\theta(r_1) - \theta(r_2))^2 \rangle$ is calculated as

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle = \int d^3r'd^3r'' \{ G(r_1 - r') - G(r_2 - r') \} \times \{ G(r_1 - r'') - G(r_2 - r'') \} \times \Gamma^2 \{ \langle \theta^1(r') \theta^2(r'') \rangle \cos \theta(r'') \} - 2 \langle \theta^1(r') \rangle \langle \theta^2(r'') \rangle \cos \theta(r'') \} + \langle \theta^2(r') \rangle \langle \theta^1(r'') \rangle \cos \theta(r'') \} . \quad (S2)$$

By using the approximation $\langle h^1(r) h^2(r') \sin \theta(r) \sin \theta(r') \rangle \approx \langle h^1(r) h^2(r') \rangle (\sin \theta(r) \sin \theta(r'))$ and $\langle h^1(r) h^2(r') \rangle = h_0^2 \delta_{\alpha\beta}(r - r')$, we obtain Eq. (6) in the main text. Substituting the explicit form of the Green function, we have

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle = 2 \Gamma^2 h_0^2 \int \frac{d^3q}{(2\pi)^3} \frac{1 - \cos \{ q \cdot (r_1 - r_2) \}}{K^2 q^4 + v^2 q^2}. \quad (S3)$$

Let us estimate this integral in Eq. (S3). First, we consider the case in which $r_1 - r_2$ is parallel to $v$. Eq. (S3) is then rewritten in terms of the polar coordinate

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle = 2 \Gamma^2 h_0^2 \int_0^\infty \frac{dq}{(2\pi)^3} \int_0^{2\pi} d\phi \int_0^\pi d\theta q^2 \sin \theta \frac{1 - \cos \{ q |r_1 - r_2| \cos \theta \}}{K^2 q^4 + v^2 q^2 \cos^2 \theta} \quad (S4)$$

where we have changed the variable $u = \cos \theta$. Since we are interested in the contribution from the small wave number regime $q \ll v/(\Gamma K)$, the range of the $u$-integral can be extended to $(-\infty, \infty)$. Thus, we have

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle \approx \frac{\Gamma^2 h_0^2}{2\pi K v} \int_0^{v/(\Gamma K)} dq \frac{1}{q} \left( 1 - \exp \left( -\frac{\Gamma K q^2}{v} |r_1 - r_2| \right) \right) . \quad (S5)$$

The integrand takes the maximal value at $q = q_m \sim \sqrt{v/(\Gamma K |r_1 - r_2|)}$, and it decays as $q^{-1}$ for $q \gg q_m$. Therefore, we obtain

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle \approx \frac{\Gamma^2 h_0^2}{2\pi K v} \int_{q_m}^{v/(\Gamma K)} dq \frac{1}{q} + \text{const} = \frac{\Gamma^2 h_0^2}{2\pi K v} \frac{v/(\Gamma K)}{q_m} + \text{const} = \frac{\Gamma^2 h_0^2}{4\pi K v} \log |r_1 - r_2| + \text{const}. \quad (S6)$$

This is one of Eqs. (7) in the main text.

We next consider the case in which $r_1 - r_2$ is perpendicular to $v$. Eq. (S3) is then rewritten as

$$\langle (\theta(r_1) - \theta(r_2))^2 \rangle = 2 \Gamma^2 h_0^2 \int \frac{d^3q}{(2\pi)^3} \frac{1 - \cos \{ q_z |r_1 - r_2| \}}{K^2 q^4 + v^2 q^2} . \quad (S7)$$
FIG. S1: Left: Relaxation of the magnetization $M(t)$ for different values of temperature. The other parameters are $h_0 = 1.4$ and $v = 1.0$. The values of temperature are $T = 0.52, 0.55, 0.58, 0.65$, and $0.75$ from the up to the bottom. Right: Scaling plot of the magnetization to Eq. (S10) with appropriately chosen $\tau(T)$ and $\lambda$. $\lambda = 0.08 \text{ and } \tau(0.75) = 18$, $\tau(0.55) = 60$, $\tau(0.52) = 300$.

FIG. S2: Relaxation time $\tau$ as a function of temperature. The curve fitted to Eq. (S11) with $T_c = 0.43$ is shown.

where $\mathbf{r}_1 - \mathbf{r}_2$ is assumed to be parallel to the $z$-axis. Since we are interested in the contribution from the small wave number regime $q \ll v/(\Gamma K)$, the term containing $q_x$ in $q^4$ of the denominator can be ignored. Thus, we have

$$
\langle (\theta(\mathbf{r}_1) - \theta(\mathbf{r}_2))^2 \rangle \simeq \frac{2\Gamma^2 h_0^2}{\pi K v} \int_{q<\sqrt{v/(\Gamma K)}} \frac{d^3 q}{(2\pi)^3} \frac{1 - \cos \{q_z |\mathbf{r}_1 - \mathbf{r}_2|\}}{\Gamma^2 K^2 (q_y^2 + q_z^2)^2 + v^2 q_x^2},
$$

$$
= \frac{\Gamma h_0^2}{\pi K v} \int_{q<\sqrt{v/(\Gamma K)}} dq_y dq_z \frac{1 - \cos \{q_z |\mathbf{r}_1 - \mathbf{r}_2|\}}{2\pi q_y^2 + q_z^2},
$$

$$
= \frac{\Gamma h_0^2}{\pi K v} \int_{0}^{\sqrt{v/(\Gamma K)}} dq \frac{1 - J_0(q |\mathbf{r}_1 - \mathbf{r}_2|)}{2\pi q},
$$

$$
= \frac{\Gamma h_0^2}{2\pi K v} \log |\mathbf{r}_1 - \mathbf{r}_2| + \text{const},
$$

where $J_0(x)$ is the Bessel function. This is the other one of Eqs. (7) in the main text.

The determination of the transition temperature

We determine the transition temperature $T_c$ from the QLRO phase to the disordered phase. We use the non-equilibrium relaxation method [3]. In this method, we observe the relaxation of the magnetization $M(t) = V^{-1} \int \phi(r) dr$ from the complete ordered state $\phi^3(r) \equiv 1$ and $\phi^2(r) \equiv 0$. The asymptotic behavior of the mag-
FIG. S3: Spin correlation function $C(r)$ for different values of temperature. The left and right panels depict $C(r)$ for the directions parallel and perpendicular to the driving velocity $v$, respectively. The values of temperature are $T = 0.10, 0.20, 0.30, 0.40$ from the top to the bottom of the panels. The other parameters are $h_0 = 1.0$ and $v = 1.0$. The transition temperature is estimated as $T_c = 0.37 \pm 0.03$. The crosses represent $C(r)$ for a system size of $60^3$ and the circles represent that for a system size of $100^3$. The error-bars are comparable to the size of the symbols.

netization for $T \geq T_c$ is summarized as

$$M(t) \sim \begin{cases} \exp(-t/\tau(T)), & (T > T_c), \\ t^{-\lambda}, & (T = T_c). \end{cases} \quad (S9)$$

where $\tau(T)$ is the relaxation time. In order to determine the relaxation time as a function of temperature for the disordered phase, we assume the following scaling form,

$$M(t) = \tau(T)^{-\lambda} n(t/\tau(T)), \quad (S10)$$

for $T > T_c$. The relaxation of the magnetization $M(t)$ and its scaling plot are displayed in Fig. S1. The system size is $60^3$. 100 independent runs are performed for averaging.

Next, we estimate $T_c$ from $\tau(T)$. From the analogy to the KT transition of the two-dimensional pure XY model \cite{2}, the correlation length is expected to diverge exponentially as $\xi \sim \exp(a/\sqrt{T - T_c})$. Thus, we assume that the relaxation time diverges in the same way,

$$\tau(T) = B \exp\left(\frac{A}{\sqrt{T - T_c}}\right). \quad (S11)$$

Fitting $\tau(T)$ into Eq. (S11) with parameters $A$, $B$, and $T_c$, we obtain the transition temperature. The best fitting is shown in Fig. S2.

**Heisenberg model**

We show the results of the numerical calculations of the Heisenberg model ($N=3$). First, we display the spin correlation function $C(r_1 - r_2) = \langle \phi(r_1) \cdot \phi(r_2) \rangle$ in Fig. S3. The left and right panels depict $C(r)$ for the directions parallel and perpendicular to the driving velocity $v$, respectively. In order to verify the finite size effect, we calculate for system sizes of $60^3$ and $100^3$. The power-law dependence can be observed.

Fig. S4 shows the specific heat as a function of temperature. The case that $h_0 = 0$ corresponds to the three-dimensional pure Heisenberg model. In the presence of finite disorder, the discontinuity of $c(T)$ disappears and a smooth peak remains above the transition temperature.
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FIG. S4: Specific heat $c(T)$ as a function of temperature. The driving velocity is $v = 1.0$. The crosses (red), squares (green), and circles (blue) denote $c(T)$ values for $h_0 = 0.0, 0.8, \text{ and } 1.0$, respectively. The upper arrows represent the transition temperature $T_c$ as determined by the non-equilibrium relaxation method.