Interaction capacity as a potential driver of community diversity
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How patterns in community diversity emerge is a long-standing question in ecology. Studies suggested that community diversity and interspecific interactions are interdependent. However, evidence from high-diversity ecological communities is lacking because of practical challenges in characterizing speciose communities and their interactions. Here, I analysed time-varying interaction networks that were reconstructed using 1197 species, DNA-based ecological time series taken from experimental rice plots and empirical dynamic modelling, and introduced ‘interaction capacity’, namely, the sum of interaction strength that a single species gives and receives, as a potential driver of community diversity. As community diversity increases, the number of interactions increases exponentially but the mean interaction capacity of a community becomes saturated, weakening interspecific interactions. These patterns are modelled with simple mathematical equations, based on which I propose the ‘interaction capacity hypothesis’: that interaction capacity and network connectance can be two fundamental properties that influence community diversity. Furthermore, I show that total DNA abundance and temperature influence interaction capacity and connectance nonlinearly, explaining a large proportion of diversity patterns observed in various systems. The interaction capacity hypothesis enables mechanistic explanations of community diversity. Therefore, analysing ecological community data from the viewpoint of interaction capacity would provide new insight into community diversity.

1. Introduction

How patterns in community diversity in nature emerge is one of the most challenging and long-standing questions in ecology [1]. Community diversity, or species diversity, a surrogate of biodiversity that is most commonly focused on [2], is a collective consequence of community assembly [3]. In the community assembly processes, interspecific interactions, which contribute to the process of selection, play an important role in shaping community diversity particularly at a local (i.e. small/short spatio-temporal) scale [4,5]. They have played a central role when devising theories of ecological communities, including modern coexistence theory [6], niche theory [7] and many others. Understanding how interspecific interactions shape community diversity is key to understanding how patterns in an ecological community emerge in nature.

Theoretical studies and simple manipulative experiments have supported the view that interspecific interactions contribute to community diversity [4,8–13]. Nonlinear, state-dependent interspecific interactions have been shown to influence community diversity, composition and even dynamics [8,9,12], and weak interactions are key to the maintenance of community diversity [10,14]. However, despite enormous efforts to understand the interdependence between interspecific interactions and community diversity, especially efforts made in theoretical studies (e.g. [9,11–13]), whether and how interspecific interactions control diversity in a complex, high-diversity, empirical ecological community remain poorly understood. This is largely due to two difficulties: (i) the number of species and interspecific interactions examined in previous theoretical and experimental...
studies have been limited compared with those of a real, highdiversity ecological community under field conditions, and (ii) detecting causal relationships between interspecific interactions and diversity is not straightforward because manipulative experiments, a most effective strategy to detect causality, are not feasible when a large number of species and interactions are targeted under field conditions. Nonetheless, understanding the mechanism by which interspecific interactions drive community diversity in nature is necessary for predicting responses of ecological communities and their functions to the ongoing global climatic and anthropogenic threats [15].

To overcome the previous limitations and examine the causal relationships between interspecific interactions and diversity of a speciose, empirical community, I integrated quantitative environmental DNA monitoring and a nonlinear time-series analysis and found the potential influences of the capacity of species for interspecific interactions on community diversity. Efficient water sampling, DNA extraction and quantitative MiSeq sequencing with an internal standard DNA [16,17] overcame the first difficulty noted above: quantitative, highly diverse, multi-taxonomic, daily, 122-day-long ecological time series were obtained from five experimental rice plots under field conditions. This extensive ecological time series was analysed using a framework of nonlinear time series analysis, empirical dynamic modelling (EDM) [18–20], to overcome the second difficulty: EDM quantified fluctuating interaction strengths, reconstructed the time-varying interaction network of the ecological communities, and detected potential causal relationships between network properties and community diversity. Here, I look specifically at how interaction strengths change with community diversity, and how interspecific interactions and community diversity are causally coupled. Then, I derive a hypothesis that could explain community diversity in various empirical systems, which I call the ‘interaction capacity hypothesis’.

2. Results and discussion

(a) Experimental design and ecological community monitoring

Ecological time series were taken from five experimental rice plots established at the Center for Ecological Research, Kyoto University, Japan (figure 1a; electronic supplementary material, figure S1). Ecological communities were monitored by analysing DNA in water samples taken from the rice plots using two types of filter cartridge [16]. Daily monitoring during the rice-growing season of 2017 (23 May to 22 September) resulted in 1220 water samples in total (5 plots × 2 filter types × 122 days). Prokaroytes and eukaryoytes (including fungi and animals) were analysed by amplifying and sequencing 16S rRNA, 18S rRNA, ITS (for which DNAs extracted from 0.22 µm filters were used) and mitochondrial COI regions (for which DNAs from 0.45 µm filters were used), respectively, using quantitative MiSeq sequencing [16,17]. Over 80 million reads were generated by four runs of MiSeq, and the sequences generated were then analysed using the amplicon sequence variants (ASVs) method [21] (see electronic supplementary material, figure S2 for the sequence quality). Examination of the relationships between the copy numbers and sequence reads of standard DNAs (electronic supplementary material, figure S3a,b) and comparisons of the quantitative MiSeq method with three independent analyses showed that the quantitative MiSeq sequencing has a reasonable capability to measure the quantity, composition and diversity of the ecological communities (electronic supplementary material, figure S3c–i). Among over 10000 ASVs detected, 1197 ASVs (equivalent to 1197 taxonomic units) were abundant, frequently detected and contained enough temporal information for subsequent time-series analyses (see the electronic supplementary material, Methods).

(b) Community dynamics and reconstruction of fluctuating interaction network

The total DNA copy number increased late in the sampling period (figure 1b). By contrast, ASV diversity (a surrogate of species diversity in the present study) was highest in August and then decreased in September (figure 1c). Prokaroytes largely accounted for this pattern (electronic supplementary material, figure S4), which is not surprising given their higher diversity and abundance compared with the other taxa.

Fluctuating interaction networks were reconstructed using EDM, a time-series analytical framework for nonlinear dynamics [18–20]. In the analysis, I detected interacting ASV pairs using convergent cross-mapping (CCM) [18], a causality test of EDM and then quantified the interaction strengths by multivariate, regularized S-maps [20,23,24] (a locally weighted linear regression tool of EDM). Linear trends of air temperature during the monitoring season were included in the S-maps, and thus the interaction strengths estimated here reflect interactions between species (see the electronic supplementary material, Methods). In addition, although the total number of ASVs analysed was over 1000, most ASVs have fewer than 20 causal interactions (electronic supplementary material, figure S5a), suggesting that the estimation of interaction strengths by S-map would be reliable (i.e. the number of data points is more than or roughly equal to the square of the dimensions of reconstructed state space, which is required for robust estimations of the S-map coefficients). Note that, in the case that the number of dimensions far exceeds the number of data points, a recently proposed S-map method would be more suitable [25].

Figure 2 shows the reconstructed network of the detected interactions over the monitoring period (for the time-varying interaction network, see electronic supplementary material, figure S5b and the electronic supplementary material, video; https://doi.org/10.6084/m9.figshare.16456179). The properties of the ecological network changed over time. For example, relatively dense interactions among community members in July and August (in Plot 1) disappeared by September (electronic supplementary material, figure S5b). Interestingly, dynamic stability [26], an index that quantifies how fast the community bounces back from small perturbations (i.e. the dominant eigenvalue of the interaction matrix), was almost always over 1, suggesting unstable community dynamics (electronic supplementary material, figure S5c–g). This pattern may not be surprising because the rice plots were open systems under field conditions. Many community members could immigrate and emigrate, leading to inherently unstable community dynamics. Analysis of the dynamic stability of subset communities suggested that fluctuations in moderately abundant
community members could contribute to the unstable dynamics (electronic supplementary material, figure S5–g). The fluctuating, seemingly unstable conditions might be key to understanding the coexistence of many community members in nature. Alternatively, calculating and comparing different stability measures such as structural stability [27] may provide a different insight.

(c) Patterns emerging in the interaction networks
Properties of the interaction networks showed intriguing patterns (figure 3; electronic supplementary material, table S1). As ASV diversity increases, the mean interaction strength per link decreases (figure 3a; for mathematical definitions of network properties, see the electronic supplementary material, Methods), while the number of interactions in a community increases exponentially (electronic supplementary material, figure S6), being consistent with the theoretical and experimental evidence [4,10]. This suggests that the total interaction strength that a species receives and gives, which I call ‘interaction capacity’, might not exceed a certain upper limit, even when ASV diversity and the number of interactions in a community increase. Note that ‘interaction capacity’ should ideally be defined as an index of the total amount of available energy, resources and time that can be invested in interspecific interactions. However, in the present study, the interaction capacity is measured as the total interaction strength, which is actually ‘realized’ interaction capacity. In reality, the availability of energy, resources and time, which are required to interact with other species, is limited. For example, it seems difficult for a single species to strongly interact with a large number of species within a certain time interval given their constrained body size, abundance and generation time. Also, interspecific interactions usually involve the consumption of a certain amount of energy. Thus, it is intuitively plausible to assume that there is a certain upper limit of interaction capacity. Indeed, the upward trend of the mean ‘realized’ interaction capacity is weakened when ASV diversity is over 100 in the studied system (figure 3b), supporting the assumption.

Another important property of the interaction networks, connectance, is also relatively constant as ASV diversity varies (figure 3c; for the definition of connectance, see the electronic supplementary material, Methods). Importantly, these patterns were not reproduced when the randomly shuffled version of the original time series was analysed (electronic supplementary material, figure S7). In addition, this pattern of interaction strength per link decreasing and converging when the number of interactions and/or species is high and the relatively constant connectance are valid even at the species level (electronic supplementary material, figure S8). These findings suggest that the original results

![Figure 1. Workflow of the present study and time series of the rice plot ecological communities. (a) Workflow of the present study. (b) Mean DNA copy number of the ecological communities in rice plots. Different colours indicate different superkingdoms. (c) Temporal patterns of the number of ASVs detected from each plot. Different symbols and colours indicate different rice plots (n = 122 for each plot; total n = 610).](image-url)
may not have been experimental or statistical artefacts but rather may have emerged as consequences of empirical community assembly processes. Another intriguing pattern is that mean values of coefficient of variation (CV) of DNA copy numbers, an EDM-independent index of realized temporal variability, decrease as a function of ASV diversity (figure 3d; one outlier shows a relatively high CV regardless of a high community diversity). This showed, for the first time, that the small temporal variability in species abundances observed in plant communities [28] is also valid even when all major cellular organisms are taken into account, and that there is a connection between community diversity and temporal dynamics in this system.

(d) Interdependence of community diversity and interaction capacity revealed by simple mathematical equations
To better understand and clarify the implications of the patterns that emerged in the network properties, I explicitly show the relationship between the network properties by developing a simple mathematical model. By starting with minimal assumptions, I demonstrate that community diversity and interaction capacity are interdependent on each other. Since connectance, $C$, is defined as $C = N_{\text{link}}/S^2$, species diversity (species richness), $S$, can be simply represented as $S = \sqrt{N_{\text{link}}/C}$, where $N_{\text{link}}$ indicates the total number of interactions in a community. Furthermore, $N_{\text{link}}$ can be decomposed into the mean realized interaction capacity at the community level ($IC$), defined as $IC = 2 \times \sum_{i=1}^{S} \sum_{j=1}^{S} |IS_{i,j}|/S$ (see the electronic supplementary material, Methods), and the mean interaction strength per link, $IS_{\text{link}}$, as follows:

$$N_{\text{link}} = \frac{IC}{2 \times IS_{\text{link}}} \times S. \quad (2.1)$$

$IC/IS_{\text{link}}$ is divided by 2 because each interaction strength is counted twice (for donor and receiver species). Therefore, $S$, $C$, $IC$ and $IS_{\text{link}}$ should satisfy the following

---

**Figure 2.** Reconstructed interaction network of the ecological community. Lines indicate causal influences between nodes, and line colours indicate causal taxa (e.g. blue lines indicate the causal influences from a bacterial ASV to another ASV). The relative size of each node (circle) represents the total DNA copy number of the ASV ($n = 1197$ for nodes). Different colours of nodes indicate different taxa, as shown at the bottom. Note that, although interaction strengths were quantified at each time point, the information on the time-varying interactions are not shown in the network. The detailed, daily fluctuating interaction network is presented in electronic supplementary material, figure S5b and at https://doi.org/10.6084/m9.figshare.16456179 as an animation.
(a–h) correlation analysis

\[
\text{IC} = \frac{I_C}{2 \times I_{S_{\text{link}}} \times C}.
\]  

No system-specific assumption is used to derive equation (2.2), and thus \( S, IC, I_{S_{\text{link}}} \) and \( C \) should satisfy equation (2.2) in any system and under any condition. Note that the four parameters are all interdependent, and thus a change in one parameter influences other parameters. Results of CCM of the time series taken from the rice plots suggested that the four parameters in equation (2.2) are indeed interdependent in the empirical communities (electronic supplementary material, figure S9).

The simple equation, equation (2.2), suggests that there is a negative relationship between \( S \) and \( C \) or \( I_{S_{\text{link}}} \) given that the other parameters are constant. Similar arguments were made in previous seminal theoretical studies [11,13], but there are important contributions of equation (2.2) to understanding empirical ecological communities. ‘Interaction capacity’ is an easily understandable concept, and it can be defined as ‘trait’ for any biological level (e.g. for community, species or even local populations). Equation (2.2) explicitly shows the linkage between the interaction capacity and other fundamental properties of an ecological community, opening up a new research direction to link the biological trait and network properties. Furthermore, it would enable intuitive and clear explanations of mechanisms of community diversity by investigating how \( IC \) and \( C \) are determined and it has empirical supports as shown in the following sections.

(e) The interaction capacity hypothesis

A potentially important feature of the emerging empirical patterns is that \( I_{S_{\text{link}}} \) tends to converge when community diversity increases (figure 3a). When using the system-specific parameter value of converged \( I_{S_{\text{link}}} \) in the present study, maximum possible community diversity, \( S_{\text{max}} \) in the rice plots is approximated based on equation (2.2) as follows:

\[
S_{\text{max}} \approx \frac{IC}{2 \times 0.03 \times C}.
\]  

Equation (2.3) predicts that there is a positive relationship between the interaction capacity and community diversity while there is a negative relationship between connectance and community diversity, which is consistent with previous
Although the influences of temperature and abundance (biomass or energy) on diversity have long been recognized in literatures (e.g. [31]), this model, supported by empirical evidence, provides mechanistic explanations about how temperature and abundance control community diversity. The present study did not include other potentially important abiotic factors such as water pH and nutrient availability, but the mechanisms of the influence of such factors may also be understood by considering their effects on interaction capacity and connectance. Because community diversity, interaction capacity and connectance are interdependent in any system and under any condition according to equation (2.2), the influences of any biotic/abiotic factors on community diversity can be mechanistically explained and predicted if we can understand the interdependence among these factors, interaction capacity and connectance, a proposal which I call the ‘interaction capacity hypothesis’.

(f) Empirical evidence supporting the interaction capacity hypothesis in other systems and predictions based on the hypothesis

The simple mathematical model and the analyses of the extensive ecological time series reported here suggest that community diversity, interaction capacity and connectance are interdependent, and that the long-recognized patterns that temperature and total species abundance influence community diversity could be understood by considering their influences on interaction capacity and connectance. In some cases, variable responses of community diversity to temperature and/or abundance might be observed because of the nonlinear influences of temperature and abundance on interaction capacity and connectance (figure 3i–n). Conversely, if the hypothesis is applicable to other systems, it should be possible to explain community diversity reasonably well by a nonlinear regression using temperature and total abundance. Indeed, a meta-analysis that compiled two global datasets and four local datasets collected in Japan showed that biodiversity is surprisingly well explained only by a nonlinear regression using temperature and abundance, suggesting that the interaction capacity hypothesis might be applicable to a wide range of taxa and ecosystems (electronic supplementary material, figure S10a–f and Text; see also electronic supplementary material, figure S10g,h for other evidence).

The interaction capacity hypothesis provides quantitative and unique predictions about community diversity in nature. For example, everything else being equal, community diversity may increase with increasing temperature because of increased interaction capacity under warmer conditions (figure 4a,h). Similarly, community diversity will increase with increasing habitat heterogeneity because of decreased connectance (figure 4a,h). Thus, high-diversity communities will exist under optimal environmental conditions (i.e. high interaction capacity) with spatially heterogeneous habitats (i.e. low connectance), such as plants in tropical forests or microbes in soils with neutral pH (figure 4c,d). Furthermore, under such conditions, community dynamics will be stabilized because of the decreased interaction strengths (figures 3d and 4c; also see evidence from a recent experimental study [10]). On the other hand, low-diversity communities will exist under extreme environmental conditions with
spatially homogeneous habitats, such as deserts, because of decreased (or consumed) interaction capacity and increased connectance.

(g) Future directions
Although there are several potential limitations of the present study (see the electronic supplementary material for the details), the interaction capacity hypothesis has some empirical and theoretical supports, and thus how interaction capacity is determined will be an interesting question in ecology. For example, interaction capacity may be influenced by energy and resources provided to a system, but it can also be influenced by species identity (i.e. species’ ecology, physiology and evolutionary history; e.g. higher interaction capacities of prokaryotes than of eukaryotes; see electronic supplementary material, figure S8b,d). Also, rapid evolution and eco-evolutionary feedbacks may cause changes in species trait, their interactions and dynamics (e.g. [32]), which would influence how species assign their interaction capacity to biotic/abiotic interactions. Incorporating species identity, evolutionary history and eco-evolutionary feedbacks into the interaction capacity hypothesis would be an interesting direction for future studies. Furthermore, abiotic factors can easily and explicitly be incorporated into the interaction capacity hypothesis. For example, if interaction capacity (or energy resources) is ‘consumed’ to adapt to harsh environmental conditions, interaction capacity that can be used for extreme temperature or high spatial heterogeneity (e.g. desert ecosystem) generate a community with low diversity, high interaction strength (and a small number of interactions) and unstable dynamics. On the other hand, optimal temperature and high spatial heterogeneity (e.g. tropical forests) generate a community with high-diversity, low-interaction strength (but a large number of interactions) and stable community dynamics. (d) Examples of ecological communities (low-diversity versus high-diversity community) according to the potential external drivers and the interaction capacity hypothesis. (Online version in colour.)

Figure 4. Potential drivers of the community network according to the interaction capacity hypothesis and examples of ecological communities. (a) Potential external drivers that contribute to the community diversity and network structure. (b) Mechanisms of community assembly. Extreme and optimal temperature would generally decrease and increase species interaction capacity, respectively. Spatial heterogeneity decreases connectance, which subsequently increases community diversity. (c) Outcomes of community diversity and dynamics. Extreme temperature and low spatial heterogeneity (e.g. desert ecosystem) generate a community with low diversity, high interaction strength (and a small number of interactions) and unstable dynamics. On the other hand, optimal temperature and high spatial heterogeneity (e.g. tropical forests) generate a community with high-diversity, low-interaction strength (but a large number of interactions) and stable community dynamics. (d) Examples of ecological communities (low-diversity versus high-diversity community) according to the potential external drivers and the interaction capacity hypothesis. (Online version in colour.)
interspecific interaction will decrease, which will consequently decrease community diversity. Incorporating the impact of climate change into the interaction capacity hypothesis might reveal implications for how ecological communities respond to climate change.

3. Conclusion

How patterns in community diversity emerge has been extensively studied by experimental and theoretical approaches, yet rarely examined for highly diverse, complex ecological communities. Using DNA-based, highly frequent, quantitative, extensive ecological time series and EDM, I proposed that ‘interaction capacity’ would be a key concept to understand and predict community diversity. Connectance may also play an important role, because it influences how interaction capacity is divided into each interaction link. Interaction capacity can be influenced by the total abundance and temperature, which can provide mechanistic explanations for many observed ecological patterns in nature. Carefully designed experiments (e.g. manipulation of interaction strength, capacity and/or community diversity) and large-scale monitoring of natural ecological communities are required to empirically verify the interaction capacity hypothesis. However, once validated, expanding spatial and temporal scales and incorporating the other processes in community assembly (that is, speciation, dispersal and drift) [3] into the interaction capacity hypothesis will further deepen our understanding of community assembly processes, which will contribute to how we can predict, manage and conserve biodiversity and the resultant ecosystem functions in nature.

4. Method summary

For the full method descriptions, see the electronic supplementary material, Methods.

(a) Experimental setting

Five artificial rice plots were established using small plastic containers (90 × 90 × 34.5 cm; 216 l total volume; Risu Kogyo, Kagamigahara, Japan) in an experimental field at the Center for Ecological Research, Kyoto University, in Otsu, Japan (34°58′18″N, 135°57′33″E) (electronic supplementary material, figure S1). Sixteen Wagner pots (ø74.6 × ø160.4 × 197.5 mm; AsOne, Osaka, Japan) were filled with commercial soil, and three rice seedlings (var. Hinohikari) were planted in each pot on 23 May 2017 and then harvested on 22 September 2017 (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days). The containers (hereafter, ‘plots’) were filled with well water, and the ecological community was monitored by (122 days).

(b) Field monitoring of the ecological community

To monitor the ecological community, water samples were collected daily from the five rice plots. Approximately 200 ml of water in each rice plot was collected from each of the four corners of the plot using a 500 ml plastic bottle and taken to the laboratory within 30 min. The water was filtered using Sterivex filter cartridges (Merck Millipore, Darmstadt, Germany). Two types of filter cartridges were used to filter water samples: to detect microorganisms, ø0.22 µm Sterivex (SVG010RS) filter cartridges that included zirconia beads inside were used [16], and to detect macroorganisms, ø0.45 µm Sterivex (SVHV010RS) filter cartridges were used. After filtration, 2 ml of RNAlater solution (ThermoFisher Scientific, Waltham, Massachusetts, USA) were added to each filter cartridge to prevent DNA degradation during storage. In total, 1220 water samples (122 days × 2 filter types × 5 plots) were collected during the census term. In addition, 30 field-level negative controls, 32 PCR-level negative controls with or without the internal standard DNAs and 10 positive controls to monitor the potential DNA cross-contamination and degradation during the sample storage, transport, DNA extraction and library preparations were used.

(c) DNA extractions, library preparations for MiSeq sequencing with internal standard DNAs and sequence processing

Due to the space limitation, detailed information about how DNA was extracted, DNA library was prepared, and generated sequences were processed are described in the electronic supplementary material, Methods. Briefly, DNA was extracted and purified using a DNeasy Blood & Tissue kit following a protocol described in my previous study [16]. After the purification, DNA was eluted using 100 µl of the elution buffer and stored at −20°C until further processing.

Two-step PCR approach was adopted for the library preparation for quantification of MiSeq sequencing. Briefly, the first-round PCR (first PCR) was carried out with the internal standard DNAs to amplify metabarcoding regions using primers specific to prokaryotes (515F and 806R), eukaryotes (Euk1_1391F and Euk1R), fungi (ITS1-F-KYO1 and ITS2-KYO2) and animals (miC0linF and HCO2198) (for primer sequences and references, see the electronic supplementary material). The second-round PCR (second PCR) was carried out to append indices for different samples for sequencing with MiSeq. The DNA library was sequenced on the MiSeq (Illumina, San Diego, CA, USA). Scripts to process the sequence data are available at Zenodo (https://doi.org/10.5281/zenodo.5867264). The raw MiSeq data were converted into FASTQ files using the bcftools program provided by Illumina (bcftools v.2.18). The FASTQ files were then demultiplexed using the command implemented in Claident v.0.2.2019.05.10 (http://www.claident.com) [33]. Demultiplexed FASTQ files were then analysed using the ASV method implemented in the DADA2 (v.1.11.5) package of R. Taxonomic identification was performed using Claident.

(d) Estimations of DNA copy numbers and validation of the quantitative capability of the MiSeq sequencing with internal standard DNAs

For all analyses in this subsection, the free statistical environment R v.3.6.1 was used [34]. The procedure used to estimate DNA copy numbers consisted of two parts, following previous studies [16,17]. Briefly, I did (i) linear regression analysis to examine the relationship between sequence reads and the copy numbers of the internal standard DNAs for each sample (electronic supplementary material, figure S3a,b), and (ii) the conversion of sequence reads of non-standard DNAs to estimate the copy numbers of the internal standard DNAs (for sample-specific regression slope × the number of standard DNA copies (per µl) (see electronic supplementary material, figure S3 for the validation of this method).

The quantitative capacity of the MiSeq sequencing with internal standard DNAs (i.e. the quantitative MiSeq sequencing) is one of important factors that could influence subsequent data analyses. Therefore, I checked the reliability of the quantitative capacity of the method using three independent experiments (fluorescent-based total DNA quantifications, quantitative PCR...
[qPCR] of the 16S region and shotgun metagenomic analysis) and compared the results with those of the quantitative MiSeq sequencing. Details of the total DNA quantification, qPCR and shotgun metagenomic analysis and discussion of the results are provided in the electronic supplementary material, Methods.

(e) Empirical dynamic modelling: convergent cross-mapping and the regularized, multivariate S-map method

The reconstruction of the original dynamics using time-lagged coordinates is known as state space reconstruction (SSR) [35,36] and is useful when one wants to understand complex dynamics. Recently, developed tools for nonlinear time-series analysis called ‘empirical dynamic modelling (EDM),’ which were specifically designed to analyse state-dependent behaviour of dynamical systems, are rooted in SSR [18–20,26]. These methods do not assume any set of equations governing the system and thus are suitable for analysing complex systems, for which it is often difficult to make reasonable a priori assumptions about their underlying mechanisms.

To detect causation between species detected by the DNA analysis, CCM, a causality detection tool of EDM [18], implemented in ‘rEDM’ (v.0.7.5) [19,37] was performed with some modifications based on an algorithm described in ‘rUIC’ (v.0.1.5) packages [22]. After the detection of causal pairs, the multivariate, regularized S-map (sequential locally weighted global linear map) method was used to quantify dynamic (i.e. time varying) interactions of the causal pairs [20,24]. What criteria were used for each analysis, how statistical significance was determined, and other detailed information are described in the electronic supplementary material, Methods and https://doi.org/10.5281/zenodo.5867264. How properties of the interaction network were calculated after the network reconstruction are also described in the electronic supplementary material, Methods.

Data accessibility. Computer codes used in the present study are available from Zenodo (https://doi.org/10.5281/zenodo.5867264) and GitHub (https://github.com/ong8181/interaction-capacity). Sequence data are deposited in DDBJ Sequence Read Archives (DRA) (DRA accession number = DRA009658, DRA009659, DRA009660 and DRA009661 for ecological community monitoring data and DRA012505 for supporting shotgun metagenomic data).
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