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Chapter 1

Introduction

Relativistic quantum field theories are described by the set of local observables, which are linear bounded or unbounded operators associated with regions of Minkowski space. These observables have the physical meaning of “measurements” which take place in a finite space and in a finite period of time. In the case of bounded operators, the set of observables forms von Neumann algebras associated with spacetime regions, which in order to gain any physical interpretation, need to fulfill some properties. We list here these properties by paying attention especially to the physical motivation behind them.

The first property states that an algebra $\mathcal{A}(\mathcal{O}_1)$ associated with the region $\mathcal{O}_1$ includes all the operators of another algebra $\mathcal{A}(\mathcal{O}_2)$ if $\mathcal{O}_2 \subset \mathcal{O}_1$. This reflects the fact that measurements performed in a certain region of the spacetime include also all the measurements performed on a smaller region, which is included in the previous one.

The second property is called Einstein’s causality, which says that no signals can travel faster than the velocity of light. This means that measurements performed in spacelike separated regions cannot interfere with each other, and therefore, by Heisenberg’s uncertainty relations, the corresponding operators must commute. The third property concerns with the principle of covariance of the theory. This implies that the algebra of observables must transform covariantly under spacetime symmetry transformation of the region. Mathematically, it means that there must exist a strongly continuous representation of the spacetime symmetry group acting on the algebra. The stability of the matter requires a positive energy spectrum in all Lorentz frames, and therefore that the joint spectrum of the generators of the spacetime translations is contained in the forward light cone. Finally, we require the existence of a unique vector in the Hilbert space of the theory which has energy and momentum zero, and represents the vacuum state.

The problem is to construct models of quantum field theories in this setting, by exhibiting algebras of local observables fulfilling all these properties. With the exception of the free field theory, this is in general a difficult task due to the complicated structure that local observables have in the presence of nontrivial interaction. There are the results of Glimm and Jaffe [GJ87] on the construction of simpler and lower dimensional models with interaction. But in the case of $3+1$ spacetime dimensions this is still nowadays an open problem.

In particular we focus in models in $1+1$ spacetime dimensions with factorizing scattering matrices, and we are interested to study the content of local observables in these theories. Note that for models with one particle species and without inner degrees of freedom, a factorizing scattering matrix is in fact just given by a function in one variable (the rapidity $\theta$). We would look for the existence of these local observables
in any mathematical framework: As algebras of bounded operators \cite{Haa96}, or as Wightman fields \cite{SW64}, or as closed operators affiliated with the algebras of bounded operators.

One approach to this problem is the so called form factor programme \cite{Smi92,BFK06}. Here, one starts from the scattering matrix $S$ as an input, and construct the Wightman $n$-point functions of the theory with the $S$-matrix that we started with. For this, one expands expectation values of local observables in a series of form factors. Here as local observables, we intend pointlike localized quantum fields, and a form factor is the expectation value of this field operator between asymptotic scattering states. However, as expectation values of local observables, the form factors must fulfil a number of properties, and by solving these conditions, they can be computed explicitly. There are explicit examples of form factors in various models, such as the Sinh-Gordon \cite{FMS93}, the Sine-Gordon models \cite{BFKZ99}, the Ising model \cite{BKW79}, and many more.

Then, one computes the Wightman $n$-point functions from the form factors by introducing in the vacuum expectation values of the local fields a complete basis in terms of asymptotic scattering states. As a result, the Wightman $n$-point functions are expressed by an infinite series expansion in terms of form factors. We write down here the example of the two-point function:

$$
\langle \Omega, A(x)A(0)\Omega \rangle = \sum_{n=0}^{\infty} \frac{1}{n!} \int d\theta_1 \cdots \int d\theta_n e^{-ix\sum_{k=1}^{n} p(\theta_k)}|\langle \Omega |A(0)|\theta_1,\ldots,\theta_n\rangle|^2, \quad (1.1)
$$

where $|\theta_1,\ldots,\theta_n\rangle_{\text{in}}$ are the incoming particle states depending on the rapidities $\theta_j$. By computing all the $n$-point functions using this method, one would be able to construct the local observable as operator-valued distribution (Wightman reconstruction theorem, \cite{SW64}).

However, this approach hides a subtle difficulty, that is controlling the convergence of infinite series expansion of the type $(1.1)$: In despite of some progress in \cite{BK04}, this problem remains still open.

A different approach was due to Schroer \cite{Sch99} who proposed to construct algebras of local observables indirectly in terms of algebras of observables with a weaker notion of localization. He started with a Hilbert space representation of the Zamolodchikov-Faddeev algebra in terms of creation and annihilation operators $z, z^\dagger$ which satisfy a deformed version of the canonical commutation relations, which already involves the scattering function. Then he constructed field operators, similarly to the free field theory, by taking linear combination of $z, z^\dagger$. These operators can be consistently be interpreted as being localized in unbounded regions, called wedges. In particular, we have that fields localized in space-like separated wedges commute. Then one can pass to algebras of bounded operators associated with wedges by taking certain bounded functions of the fields and considering the von Neumann algebra generated by them.

By viewing bounded regions in spacetime, for example double cone regions, as the intersection of left and right wedges, one can correspondingly obtain the set of local observables associated with the double cone as the intersection of the respective sets of observables associated with the right and left wedges. One can see this on the level of von Neumann algebras, but we will consider it on a more general level, see Sec. 4.1.

The remaining problem in this approach is to show that this intersection is non-trivial, namely that it does not contain only multiples of the identity operator. Lechner proved this in his Ph.D. thesis for a large class of two dimensional models with factorizing scattering matrices \cite{Lec06, Lec08} using a very abstract argument from the
Tomita-Takesaki modular theory, the so-called modular nuclearity condition. In this way, instead of directly constructing the local operators, one can guarantee the non-triviality of the double cone algebras by giving an abstract condition on the underlying wedge algebras. From a technical level, Lechner proved this condition by analysing the analyticity and boundedness properties of the matrix elements of the wedge local operators.

While Lechner proved that the double cone algebras are non-trivial, we do not know much about the explicit form of these local observables. This because, while we know explicitly the generators of the wedge algebras, the passage to the von Neumann algebras adds many observables as weak-limit points, about which much less is known. It is these limit points which are contained in the intersection.

Our task is to give more information on the structure of these local observables. For this, we expand the local observables in a series expansion and we analyse the analyticity and boundedness properties of the single terms in the expansion, corresponding to the localization of the observable in a bounded region of spacetime.

To clarify the idea at the basis of our approach, we first consider the situation of the free field theory. Araki proved [Ara63] in the theory of a free scalar real massive field, in a slightly different notation, that for every bounded operator on Fock space there exists a unique expansion in terms of a string of normal-ordered creation and annihilation operators $a, a^\dagger$ of the free field theory, depending on the rapidities $\theta_j, \eta_j$:

$$ A = \sum_{m,n=0}^{\infty} \int \frac{d\theta \, d\eta}{m!n!} f_{m,n}(\theta, \eta) a^\dagger(\theta_1) \cdots a^\dagger(\theta_m) a(\eta_1) \cdots a(\eta_n), \quad (1.2) $$

where the coefficients $f_{m,n}$ (generalized functions) are given as vacuum expectation value of a string of nested commutators:

$$ f_{m,n}(\theta, \eta) = \langle \Omega, [a(\theta_m), \ldots [a(\theta_1), [\ldots [A, a^\dagger(\eta_n)], \ldots, a^\dagger(\eta_1)] \ldots] \Omega \rangle. \quad (1.3) $$

Note that this expansion holds for any $A$, independently from its localization properties: Whether $A$ is localized in a space-time point, or in a bounded region, or in an unbounded region such as in a wedge, or completely delocalized.

As next step, one looks for analyticity and boundedness properties of the coefficients $f_{m,n}$ corresponding to the localization of $A$ in a bounded region of spacetime. To obtain this, we can express $a, a^\dagger$ in terms of the Fourier transforms of time-zero fields and use the fact that the localization of the field in a bounded region of spacetime represents a certain support restriction in position space which corresponds, by Fourier transformation, to certain analyticity and boundedness properties of the coefficients $f_{m,n}$ in momentum space; this ideas is at the basis of the well-known Paley-Wiener theorem [RS75, Thm.IX.16]. So, one finds that if $A$ is localized in a bounded region, then the expansion coefficients are entire analytic and fulfil Paley-Wiener type of bounds. For more technical details of this proof, this can be seen as a special case of the construction we will work out in Chapter 5, in particular see Theorem 5.4.

Schroer and Wiesbrock [SW00] proposed to generalize the expansion (1.2) to 1 + 1 dimensional theories of one type of scalar massive particle with factorizing scattering matrices, by replacing $a, a^\dagger$ with the annihilation and creation operators $z, z^\dagger$ satisfying the algebraic relations of the Zamolodchikov-Faddeev algebra depending on a given scattering function.

$$ A = \sum_{m,n=0}^{\infty} \int \frac{d\theta \, d\eta}{m!n!} f_{m,n}(\theta, \eta) z^\dagger(\theta_1) \cdots z^\dagger(\theta_m) z(\eta_1) \cdots z(\eta_n). \quad (1.4) $$
Now, one would look again for analyticity properties of the expansion coefficients \( f_{m,n} \) and bounds of its analytic continuation, corresponding to the localization of \( A \) in bounded region of spacetime.

In the case of observables localized in bounded regions of spacetime, Schroer and Wiesbrock [SW00] expected the following scenario: The coefficients \( f_{m,n} \) of an observable \( A \) localized in a double cone are boundary values of meromorphic functions on the entire rapidity multi-variables complex plane with specific growth behaviour in certain real direction in the complex plane and following a certain pole structure with residue given by an infinite system of recursion relation for the expansion coefficients.

Our programme aims to make these expectations more precise in the class of 1 + 1 dimensional models with factorizing scattering matrices studied by Lechner [Lec08], where however our class of scattering function do not need to fulfil certain regularity conditions imposed by Lechner and our observables are not restricted only to the class of bounded operators. This programme is developed in several steps, that we are going to explain in the following.

First, we will prove that for every quadratic form (and therefore for bounded and unbounded operators, as well) \( A \) there exists a unique expansion (1.4). We will provide an explicit expression (see Eq. (3.21)) for the expansion coefficients \( f_{m,n} \) in terms of matrix elements of \( A \), involving the scattering function \( S \). It is not obvious how to relate this expression to a formula similar to (1.3). For this purpose, we will introduce the notion of warped convolution used in deformation methods for the construction of quantum field theories by several authors [GL07, Lec12], [BS08, BLST11]. Here, Buchholz, Summers and Lechner made use of the warped convolution integral to deform wedge-local observables of any theory in order to construct interacting models in arbitrary spacetime dimensions; in 1 + 1 dimensions, this yields models with a factorizing scattering matrix. We will use this notion to define a “deformed commutator” that depends on the scattering function and fulfils a certain “deformed” version of the standard properties of a commutator. Then, by replacing in (1.3) \( a, a^\dagger \) with the “deformed” annihilators and creators \( z, z^\dagger \) and the commutator with the deformed commutator, one obtains a generalization of (1.3) to the class of factorizing scattering models described by [GL07].

Note that the expansion (1.4) is similar to the form factor expansion, but it is not identical to it. In particular, the basis of our expansion is in the operators \( z, z^\dagger \), rather than in the asymptotic free creators and annihilators \( a_{\text{in}}, a_{\text{in}}^\dagger \). Heuristically, in the basis of \( z, z^\dagger \) one may expect that it is easier to control the convergence of the infinite series in (1.4) for local operators, since these \( z, z^\dagger \) are related to the notion of wedge locality. In fact, we will discuss this convergence in an example in Chapter 9. This would not be possible in the basis in terms of \( a_{\text{in}}, a_{\text{in}}^\dagger \), since these operators are completely unrelated with local objects. Another advantage of our construction is that it applies to the model of Lechner, which is fully constructed, while, as far we know, there are no completely constructed models in the form factor programme.

We will discuss the properties of the expansion coefficients that are independent of the localization of \( A \). In particular, we will study how the coefficients \( f_{m,n} \) behaves under spacetime symmetry transformations of \( A \) (see Chapter 5), such as the spacetime translations. Of particular interest to us is the behaviour of \( f_{m,n} \) under spacetime reflections, since it encodes the interaction of the model and it will play an important role in the analysis of observables localized in bounded regions, as we will see in Chapter 8.

As next step, we will deal with the problem of convergence of the infinite series expansion in (1.4). Note that since this expansion is expressed in terms of the unbounded operators \( z, z^\dagger \), it is more natural that it describes unbounded objects, rather
than bounded operators. As a consequence, we have established this expansion on the level of quadratic forms. As a quadratic form, $A$ can be unbounded at high energies and high particle numbers, however, for our characterization of the local observables, we are considering quadratic forms of a specific “regularity” class, where this singular behaviour is in a certain way “controlled”. We are thinking here to some kind of generalized $H$ bounds of the type introduced by Jaffe [Jaf67], see Sec. 2.6. Extra conditions on the summability of certain $\omega$-norms of $f_{m,n}$ (see Sec. 2.7 for definitions) would imply an extension of the quadratic form to a closed, possibly unbounded, operator (see Sec. 4.3, in particular Prop. 4.5).

For our characterization of the local observables, we will need a notion of locality that is therefore adapted to the level of quadratic forms, called $\omega$-locality, see Sec. 4.1. This kind of locality is “weaker” than the usual notion of locality, however, we will show that a quadratic form that is $\omega$-local and moreover can be extended to a closed operator, is affiliated with the local algebras of bounded operators, see Prop. 4.4.

In the third step of our programme, we want to identify the necessary and sufficient conditions on the expansion coefficients $f_{m,n}$ in (1.4) that make $A$ local in a bounded region.

In the case of operators localized in wedges, we can refer partially to the results of Lechner [Lec08]. However, we recall that our context is less restrictive than Lechner’s setting, since we do not assume that our observable $A$ is necessarily a bounded operator and we do not need certain regularity conditions on the scattering function, used by Lechner. On the level of quadratic forms, we find that due to the localization of $A$ in a wedge, the coefficients $f^{[A]}_{m,n}$ are boundary values of a common analytic function, i.e. $f^{[A]}_{m,n}(\theta, \eta) = F_{m+n}(\theta, \eta + i\pi)$, where $F_k$ are analytic in the area $0 < \text{Im} \zeta_1 < \ldots < \text{Im} \zeta_k < \pi$.

In the case of quadratic forms localized in double cones, we will find that the localization of $A$ in the shifted right and left wedges (which identify the double cone) implies, via a rather geometrical construction, involving graphs and tube domains on the rapidity multi-variables complex plane, the meromorphic continuation of the functions $F_k$ to the entire rapidity multi-variables complex plane. We will show that these functions $F_k$ fulfil an infinite system of recursion relations, and have a rich pole structure due to these recursion relations and the poles of the $S$-matrix. We compute explicitly the expression of the residua at the poles, given by the recursion relations; we note that these residua vanish in the case $S = 1$, corresponding to the free field theory, and the functions $F_k$ become entire analytic. In the case $S = -1$, the same situation holds for $k$ even, namely when the operator creates even number of particles from the vacuum. Further, we will find that these functions $F_k$ fulfil certain properties of symmetry and periodicity, which depend on the scattering function $S$. We will compute certain pointwise bounds of these functions along specific lines on certain graphs in the rapidity multi-variables complex plane, and also specific $L^2$-like bounds on certain nodes of these graphs.

For clarity, we will consider conditions on three levels: We will establish conditions on the quadratic forms $A$; conditions on analytic functions $f_{m,n}$ when the imaginary part of the argument is restricted to a certain graph $G$ (formal definition will be given in Sec. 6.1); conditions on meromorphic/analytic functions $F_k$. Then we will show that these conditions are equivalent, yielding a theorem of characterization for $\omega$-local quadratic forms in bounded spacetime regions (see Chapter 5).

As already mentioned, we can show that a set of functions $F_k$ which fulfil the conditions Def. 5.3 for the characterization of a $\omega$-local quadratic form, and the condition in Prop. 4.5 for the extension of the quadratic form to a closed operator, defines, using
the expansion (1.4), a closed, possibly unbounded, operator affiliated with the local algebras of bounded operators (see Prop. 1.3).

As next step in our programme, we will use the sufficient conditions established before to construct explicit examples of local operators. We will present two examples in the case \( S = -1 \). In one example we admit only a finite number of coefficient functions \( F_k \) for even \( k \); the other example contains an infinite family of coefficient functions for odd \( k \). In particular, we will show in the second example, where the infinite sum can possibly diverge, that our condition for the extension of a \( \omega \)-local quadratic form to a closed operator affiliated with the local algebras is fulfilled.

Finally, we will propose in Chapter 9 an approach for finding examples of local operators in the case of a general scattering function, without having verified all the conditions discussed in Chapters 5 and 4. However, our approach is a natural generalization of the construction of examples for \( S = -1 \) studied in Chapter 9. Completing the general construction would be an important achievement of our programme, since the explicit form of local observables in the presence of highly non-trivial interaction has been for long time an open problem.

This thesis is organized as follows: We introduce in Chapter 2 the general mathematical framework, partially similar to [Lec08]. In Chapter 3 we will prove existence and uniqueness of the expansion (1.4) for any quadratic form \( A \); moreover, we analyse the properties (independent of locality) of this expansion, and in particular its behavior under spacetime symmetries. In Chapter 4 we identify the conditions on \( f_{m,n} \), so that \( A \) is a closable operator affiliated with the local algebra. In Chapters 5, 6, 7 and 8 we formulate and prove a theorem of characterization for \( \omega \)-local quadratic forms, which gives the necessary and sufficient conditions on the coefficients \( f_{m,n} \) that make \( A \) \( \omega \)-local in a bounded region. Using the conditions of Chapter 4 and Chapter 5 we will construct explicit examples of local observables in the case \( S = -1 \) in Chapter 9. In the final appendix, we will discuss in particular a generalization of the formula of the string of nested commutators (1.3) to a certain class of factorizing scattering models described by [GL07], and its relation with the notion of warped convolution integral introduced by [BS08], see Appendix A. Finally, we will discuss conclusions and outlook in Chapter 10. Chapters 2, 3 and Appendix A are material of one of the joint papers with H. Bostelmann [BCb]. We will deal with the characterization of locality in another paper [BCa] and with the concrete examples and Chapter 4 in [BCc].
Chapter 2

General definitions

2.1 Minkowski space

In the present thesis, the spacetime is given by the 1+1 dimensional Minkowski space \( \mathbb{R}^2 \) with vectors \( x = (x_0, x_1) \) and scalar product \( x \cdot y = x_0 y_0 - x_1 y_1 \). The symmetry group of Minkowski space is the Poincaré group \( \mathcal{P} \) which includes the translations in time and space \( x \mapsto x + c, \ c \in \mathbb{R}^2 \), the space reflection \( x \mapsto (x_0, -x_1) \), the time reflection \( x \mapsto (-x_0, x_1) \) and the Lorentz boosts:

\[
x \mapsto \begin{pmatrix} \cosh \lambda & \sinh \lambda \\ \sinh \lambda & \cosh \lambda \end{pmatrix} x, \quad \lambda \in \mathbb{R}.
\]  

(2.1)

We denote with \( \mathcal{P}_+ \) the subgroup of the Poincaré group consisting of the translations, boosts and the total space-time reflection \( x \mapsto -x \).

We are in particular interested in wedge-shaped regions of spacetime called wedges. We have the standard right wedge \( \mathcal{W} \) with edge at the origin, which is the set

\[
\mathcal{W} := \{ x \in \mathbb{R}^2 : x_1 > |x_0| \};
\]  

(2.2)

cf. Fig. 2.1, and the standard left wedge \( \mathcal{W}' \), which is defined as the causal complement of \( \mathcal{W} \). We also consider the translates of the standard right and left wedges, \( \mathcal{W}_x := \mathcal{W} + x \) and \( \mathcal{W}'_y = \mathcal{W}' + y = (\mathcal{W}_y)' \) with \( x, y \in \mathbb{R}^2 \).

We will consider the intersection of the translated right and left wedges \( \mathcal{O}_{x,y} = \mathcal{W}_x \cap \mathcal{W}'_y \), with \( x, y \in \mathbb{R}^2, y - x \in \mathcal{W} \), which is called the double cone.

Of particular interest to us is the double cone of radius \( r \) and centre the origin cf. Fig. 2.2, which is defined as: \( \mathcal{O}_r = \mathcal{W}_{-r} \cap \mathcal{W}'_r \), where \( \mathcal{W}_r := \mathcal{W}_{re(i)} = \mathcal{W} + re(i) \) and \( \mathcal{W}'_r = (\mathcal{W}_r)' \).

2.2 Scattering function and its properties

We are focusing on theories with factorizing scattering matrices, namely theories where the scattering amplitudes between the outgoing particle and the incoming particle factorize in the product of the S-matrix of the free theory \( S^{\text{free}} \) and a scattering function \( S \):

\[
S_{n,n}(\theta; \theta') = S^{\text{free}}(\theta; \theta') \prod_{1 \leq \ell \leq n} S(|\theta_k - \theta_\ell|).
\]  

(2.3)

where we set \( \theta := (\theta_1, \ldots, \theta_n) \), and where the variables \( \theta, \theta' \) are related to the momenta of the incoming and outgoing particles.
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Figure 2.1: The standard right and left wedges

Figure 2.2: The double cone
2.3. S-SYMMETRY

We can find examples of such theories within the completely integrable models, see for example \[ZZ79\]. The scattering function \(S\) is a function defined by the following properties.

**Definition 2.1.** Let \(S(0,\pi)\) denote the strip \(\mathbb{R} + i(0,\pi)\) in the complex plane. We denote with \(S\) the class of scattering functions \(S\) satisfying the following properties:

1. Analytic on \(S(0,\pi)\) and smooth on the boundary,
2. Symmetry relation \(S(\theta + i\pi) = S(\theta)^{-1} = S(-\theta) = S(\theta)\), \((\theta \in \mathbb{R})\),
3. Bounded on \(S(0,\pi)\),

Remark: in the present work we do not need the regularity condition used in \([Lec08, Def. 3.3]\).

### 2.3 S-symmetry

Following \([Lec06, p. 53]\), we introduce an action \(D_n\) of the permutation group \(S_n\) on \(L^2(\mathbb{R}^n)\), acting as

\[
(D_n(\sigma)f)(\theta) = S^\sigma(\theta)f(\theta^\sigma), \quad \sigma \in S_n.
\]

(2.4)

where \(\theta^\sigma = (\theta_{\sigma(1)}, \ldots, \theta_{\sigma(n)})\) and the factors \(S^\sigma(\sigma \in S_n)\) are given by:

\[
S^\sigma(\theta) := \prod_{\sigma(i) > \sigma(j)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}). \quad (2.5)
\]

**Lemma 2.2.** The factors \(S^\sigma\) fulfil a composition law, that can be found in \([Lec06, p. 54]\):

\[
S^{\sigma \rho}(\theta) = S^\sigma(\theta)S^\rho(\theta^\sigma). \quad (2.6)
\]

**Proof.** First we consider the case where \(\rho\) is the transposition which exchanges the indices \(k\) and \(k+1\). Following \([Lec06, Formula (4.1.16)]\) and using the definition \((2.5)\), we have:

\[
S^{\sigma \rho}(\theta) = \prod_{\sigma(i) > \sigma(j)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)})
= \prod_{\sigma(i) > \sigma(j)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) \prod_{i=k,j=k+1} S(\theta_{\sigma(k+1)} - \theta_{\sigma(k)})
= \prod_{i<k, (i,j) \neq (k,k+1)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) \prod_{i=k,j=k+1} S(\theta_{\sigma(k+1)} - \theta_{\sigma(k)}). \quad (2.7)
\]
If \( \sigma(k+1) > \sigma(k) \), then
\[
\text{r.h.s. (2.7)} = \prod_{\sigma(i) > \sigma(j), i<j} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) S(\theta_{\sigma(k+1)} - \theta_{\sigma(k)})
\]
\[
= \prod_{\sigma(i) > \sigma(j), i<j} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) S(\theta^\sigma_{k+1} - \theta^\sigma_k)
\]
\[
= \prod_{\sigma(i) > \sigma(j), i<j} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) S(\theta^\sigma_{\rho(k)} - \theta^\sigma_{\rho(k+1)})
\]
\[
= S^\sigma(\theta) S^\rho(\theta^\sigma). \tag{2.8}
\]

Notice that in the equation above the product \( \prod_{i<j, \sigma(i) > \sigma(j)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) \) includes in principle the case \((i,j) = (k,k+1)\), but this case does not contribute with an \(S\)-factor because of the condition \(\sigma(k+1) > \sigma(k)\); notice also that in the last equality we made use of the following: \(S^\sigma(\theta) = \prod_{i<j, \rho(i) > \rho(j)} S(\theta_{\rho(i)} - \theta_{\rho(j)}) = S(\theta_{\rho(k)} - \theta_{\rho(k+1)}) = S(\theta_{k+1} - \theta_k)\).

If \( \sigma(k+1) < \sigma(k) \):
\[
\text{r.h.s. (2.7)} = \left( \prod_{\sigma(i) > \sigma(j), i<j} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) \right) S(\theta_{\sigma(k+1)} - \theta_{\sigma(k)})
\]
\[
= S^\sigma(\theta) S(\theta^\sigma_{k+1} - \theta^\sigma_k)
\]
\[
= S^\sigma(\theta) S(\theta^\sigma). \tag{2.9}
\]

Notice that in the equation above the product \( \prod_{i<j, \sigma(i) > \sigma(j)} S(\theta_{\sigma(i)} - \theta_{\sigma(j)}) \) includes the factor \(S(\theta_{\sigma(k)} - \theta_{\sigma(k+1)})\); this means that we had to multiply this product with the inverse \(S(\theta_{\sigma(k+1)} - \theta_{\sigma(k)})\).

Now, we apply induction hypothesis three times as follows. Let \(\tau\) be a transposition, \(\sigma, \rho\) be general permutations, we have:
\[
S^{\sigma(\rho^\sigma)}(\theta) = S^{(\sigma\rho)^\sigma}(\theta) = S^{\sigma(\rho\sigma)^\sigma}(\theta) = S^\sigma(\theta) S^\rho(\theta^\sigma) S^{(\theta^\sigma)^\rho} = S^\sigma(\theta) S^\rho(\theta^\sigma) S^\sigma(\theta^\rho) = S^\sigma(\theta) S^\rho(\theta^\sigma). \tag{2.10}
\]

Using this composition law, it follows \[\text{Lec08 page 830}\] that \(D_n\) defines a unitary representation of \(\mathfrak{S}_n\) on \(L^2(\mathbb{R}^n)\) and that \(\mathcal{P}^\sigma_n := \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} D_n(\sigma)\) is the orthogonal projection onto the space of \(S\)-symmetric functions in \(L^2(\mathbb{R}^n)\), namely functions such that:
\[
f(\theta) = S^\sigma(\theta) f(\theta^\sigma). \tag{2.11}
\]
We denote the \(S\)-symmetrization of a function with \(\text{Sym}_S f\) and it is given by:
\[
\text{Sym}_S f(\theta) = \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} S^\sigma(\theta) f(\theta^\sigma). \tag{2.12}
\]
We will use \(\text{Sym}_S\) etc. also for more general functions and for distributions. If the function depends on several variables and we want to symmetrize only with respect to some of them, we will write \(\text{Sym}_{S,\theta}\). The choice of variables for the symmetrization can be of importance, as the formula
\[
\text{Sym}_{S,\theta} \delta^{(n)}(\theta - \theta') = \text{Sym}_{S,\theta'} \delta^{(n)}(\theta - \theta'). \tag{2.13}
\]
2.4 Single-particle space, S-symmetric Fock space, space-time symmetries

We will focus our attention on models with only one sort of scalar particle with mass \( \mu > 0 \). As in the free scalar field, our single particle space is then \( \mathcal{H}_1 = L^2(\mathbb{R}, d\theta) \), where \( \theta \) ("rapidity") is related to the particle momentum by

\[
p(\theta) := \mu \left( \frac{\cosh \theta}{\sinh \theta} \right), \quad \theta \in \mathbb{R}.
\]

Using the subspace of "S-symmetrized" wave functions introduced in Sec. 2.3, we define our Hilbert space \( \mathcal{H} \) of the theory as the S-symmetrized Fock space over \( \mathcal{H}_1 \):

\[
\mathcal{H} := \bigoplus_{n=0}^{\infty} \mathcal{H}_n,
\]

where \( \mathcal{H}_n \) is the \( n \)-particle space; \( \mathcal{H}_n := P_n^S \mathcal{H}_1^{\otimes n} \), with \( \mathcal{H}_0 = \mathbb{C} \Omega \). We denote the projection onto \( \mathcal{H}_k \) with \( P_k \), we define \( Q_k := \sum_{j=0}^{k} P_k \), and we denote the space of finite particle number states with \( \mathcal{H}^f = \bigcup_k Q_k \mathcal{H} \subset \mathcal{H} \) dense.

We denote with \( U(x, \lambda) \) the unitary, strongly continuous representation of the boosts, \( U(0, \lambda) \), and of the translations, \( U(x, 0) \), on \( \mathcal{H} \); we have \( U(x, \lambda) = U(x, 0)U(0, \lambda) \).

This representation acts as, \( \Psi \in \mathcal{H} \),

\[
(U(x, \lambda)\Psi)_n(\theta) := \exp \left( i \sum_{k=1}^{n} p(\theta_k) \cdot x \right) \Psi_{n}(\theta - \lambda), \quad \lambda = (\lambda, \ldots, \lambda).
\]

and we denote with \( U(j) = J \) the anti-unitary representation of the reflection \( j(x) := -x \) on \( \mathcal{H} \), which acts as, \( \Psi \in \mathcal{H} \),

\[
(U(j)\Psi)_n(\theta) := \Psi_{n}(\theta_n, \ldots, \theta_1).
\]

It is important for later to fix the conventions for the Fourier transform: Let \( g \in \mathcal{S}(\mathbb{R}^n) \), we set

\[
\tilde{g}(p) := \frac{1}{2\pi} \int d^2 x g(x)e^{ip \cdot x} = \frac{1}{2\pi} \int d^2 x g(x)e^{ip_0 x_0}e^{-ip_1 x_1},
\]

\[
g^\pm(\theta) := \frac{1}{2\pi} \int d^2 x g(x)e^{\pm ip(\theta) \cdot x} = \tilde{g}(\pm p(\theta)).
\]

2.5 Jaffe class functions

We know that in Wightman quantum field theory, quantum fields (and associated objects) localized at a point in space-time must be unbounded operators. Their singular behaviour can be explained by thinking of the uncertainty relation in quantum mechanics. Indeed, measurements which take place in a finite region of space-time need that a big quantity of energy and momentum is transferred. Therefore, expectation values of quantum fields between states with good behaviour at high energies should be non-singular. For this reason, one usually considers operators which fulfil polynomial bounds at high energy, namely Wightman fields \( \phi(x) \) such that \( (1 + H)^{-\ell} \phi(x)(1 + H)^{-\ell} \) is bounded for some \( \ell > 0 \) [FH81]. We can absorb the above condition on the high-energy behaviour of quantum fields into the choice of the class of test functions space
with which one smears these quantum fields. Usually we take this class to be the Schwartz space, just recall the known book [SW64]. But actually according to Jaffe [Jaf67] this choice is too restrictive and we can extend the class of smearing functions to a more general family. This includes energy bounds which instead of being only of polynomial type growth in energy, can be “almost exponential” growth like \( \exp \omega(E) \), where the function \( \omega \) can almost grow linearly in \( E \). To read more about this see also [CT74]. The generalized class of distributions associated to this more general space of test functions was studied by [Bj¨ o65], but according to the paper Beurling already presented a certain generalized distribution theory before (see the related citations in the paper of Bjoerck).

In this thesis, we are going to adopt Jaffe’s point of view with some little variations, since with the aim of constructing examples of local operators, we would like to consider a more general class of operators as possible. In the following we list the properties that we require the function \( \omega \) (the so called indicatrix) to fulfil.

**Definition 2.3.** An indicatrix is a smooth function \( \omega : [0, \infty) \rightarrow [0, \infty) \) with the following properties.

(\( \omega_1 \)) \( \omega \) is monotonously increasing;

(\( \omega_2 \)) \( \omega(p + q) \leq \omega(p) + \omega(q) \) for all \( p, q \geq 0 \) (sublinearity);

(\( \omega_3 \)) \( \int_0^\infty \frac{\omega(p)}{1 + p^2} \, dp < \infty \).

We call \( \omega \) an analytic indicatrix if, in addition, there exists a function \( \varpi \) on the upper half plane \( \mathbb{R} + i[0, \infty) \), analytic in the interior and continuous at the boundary, such that

(\( \omega_4 \)) \( \Re \varpi(p) = \Re \varpi(-p) \) for all \( p \geq 0 \);

(\( \omega_5 \)) There exist \( a_\omega, b_\omega > 0 \) such that \( \omega(|z|) \leq \Re \varpi(z) \leq a_\omega \omega(|z|) + b_\omega \) for all \( z \in \mathbb{R} + i[0, \infty) \).

We have chosen these properties as general as possible so that one can find a large range of examples. One example, which in terms of \( \exp \omega(E) \) reads as the usual polynomial growth energy behaviour, is the following for some \( \beta > 0 \):

\[
\omega(p) = \frac{\beta}{2} \log(1 + p), \quad \varpi(z) = \beta [\log(i + z) + 1].
\]

**Lemma 2.4.** The example \((2.20)\) matches the definition \(2.3\).

**Proof.** In this example \( \omega \) is clearly a continuous function \([0, \infty) \rightarrow [0, \infty)\). It fulfills the subadditivity property due to [Bjø65] Proposition 1.3.6. Moreover, there holds:

\[
\int_0^\infty \frac{\log(1 + p)}{1 + p^2} \, dp < \infty.
\]

The function \( \varpi \) is analytic on \( \mathbb{R} + i[0, \infty) \).

We have \( \Re \varpi(p + i q) = \frac{\beta}{2} \log|p + i(q + 1)|^2 + 2 \geq \frac{\beta}{4} \log(p^2 + q^2 + 1) + 2 \geq \frac{\beta}{2} \log(|p + i q| + 1) \) since \( \frac{\log(x^2 + 1) + 2}{\log(x + 1)} \geq 1 \) for \( x \geq 0 \). This proves the property \((\omega_5)\) part 1).

The property \((\omega_5)\) part 2) follows from a short computation: \( \Re \varpi(p + i q) = \beta \log|p + i(q + 1)| + \beta \leq \omega(|p + i q|) + \beta \) since \( |p + i(q + 1)| \leq |p + i q| + 1 \).

The property \((\omega_4)\) is also fulfilled because \( \Re \varpi(p) = \beta + \beta \log|i + p| = \beta + \beta \log \sqrt{1 + p^2} \). \( \square \)
A second class of examples with stronger growth in $p$ is, with $0 < \alpha < 1$,

$$\omega(p) = p^\alpha \cos\left(\frac{\alpha \pi}{2}\right), \quad \varpi(z) = i^{-\alpha}(z + i)^\alpha.$$  \hfill (2.21)

**Lemma 2.5.** The example \textbf{(2.21)} matches the definition \textbf{2.3}.

**Proof.** In this example $\omega$ is again a continuous function $[0, \infty) \to [0, \infty)$; it is increasing and concave, since $\alpha < 1$. Subadditivity then follows by \textbf{[Bjø65, Proposition 1.2.1]}.

Moreover, there holds for $0 < \alpha < 1$: $\int_{0}^{\infty} \frac{p^{\alpha}}{1 + p^2} \, dp < \infty$.

The function $\varpi$ is analytic on $\mathbb{R} + i[0, \infty)$. To prove the property \textbf{(\omega5)} we compute:

$$\Re \varpi(p + iq) = \Re i^{-\alpha}(p + (q + 1)i)^\alpha = \Re i^{-\alpha} \exp(\alpha \Log(p + (q + 1)i))$$

$$= \Re \exp[i \frac{\pi}{2} (-\alpha) + \alpha \log |p + (q + 1)i| + i\alpha \arg(p + (q + 1)i)]$$

$$= |p + (q + 1)i|^\alpha \cos((-\alpha) \frac{\pi}{2} + \alpha \arctan \frac{q + 1}{p})$$

$$\geq |p + (q + 1)i|^\alpha \cos(\frac{\alpha \pi}{2}).$$ \hfill (2.22)

where in the last inequality we made use of the fact that $\alpha \arctan \frac{q + 1}{p} \in [\alpha \epsilon, \alpha(\pi - \epsilon)]$ and therefore $(-\alpha) \frac{\pi}{2} + \alpha \arctan \frac{q + 1}{p} \in [-\alpha \frac{\pi}{2} + \epsilon, \alpha \frac{\pi}{2} - \epsilon]$.

This proves the property \textbf{(\omega5)} (part 1).

From \textbf{(2.22)} we have also

$$\Re \varpi(p + iq) \leq |p + (q + 1)i|^\alpha$$

$$= (|p|^2 + (q + 1)^2)^{\alpha/2}$$

$$\leq (|p + iq| + 1)^\alpha$$

$$\leq c|p + iq|^{\alpha} + d \cdot 1^\alpha$$

$$= c \omega(|p + iq|) + d.$$ \hfill (2.23)

The fourth inequality follows from the following fact. The function $f(a, b) = (|a|^\alpha + |b|^\alpha)/(|a| + |b|)^\alpha$ has the property to be homogeneous of order 0, that is: $f(\lambda a, \lambda b) = f(a, b)$ for all $\lambda > 0$; hence, for arbitrary $(a, b) \neq (0, 0)$ we can rescale the argument of the function $f$, $(a, b) = \lambda(c, d)$ with $\lambda > 0$, such that $(c, d) \in S^1 \subset \mathbb{R}^2$. Then, we notice that $f$ is clearly continuous, positive and non-zero on the unit circle $S^1$. Hence, $f$ is bounded there and we can find two positive real constants $m, M > 0$ such that $m \leq f(a, b) \leq M$ for all $(a, b) \in S^1$. This implies $m(|a| + |b|)^\alpha \leq |a|^\alpha + |b|^\alpha \leq M(|a| + |b|)^\alpha$ (*), where we can choose $m = M^{-1}$. Notice that the point $(a, b) = (0, 0)$ fulfills the inequality (*) trivially.

This proves the property \textbf{(\omega5)} (part 2). To prove the property \textbf{(\omega4)} we compute:

$$\Re \varpi(p) = \Re(e^{i(-\alpha)\frac{\pi}{2}} e^{\alpha \Log(p + i)}) = \Re \exp(\alpha \log \sqrt{1 + p^2} + i\alpha \arctan \frac{1}{p} - i\alpha \frac{\pi}{2}).$$ \hfill (2.24)

Using the relation $\arctan \frac{1}{p} = -\arctan p + \frac{\pi}{2}$, we find

$$\Re \varpi(p) = \exp \alpha \log \sqrt{1 + p^2} \Re \exp i(\alpha \arctan(-p))$$

$$= |i + p|^\alpha \cos(\alpha \arctan(-p)) = |i + p|^\alpha \cos(\alpha \arctan(p)).$$ \hfill (2.25)
Let $\omega$ be an indicatrix and let $O$ be an open set in Minkowski space. We consider the following space of functions with compact support in $O$,

$$D^{\omega}(O) := \{ f \in D(O) : \theta \mapsto e^{\omega(cosh \theta)} f^\pm(\theta) \text{ is bounded and square integrable} \}. \quad (2.26)$$

We are not interested in equipping $D^{\omega}(O)$ with a topology, even if one can find in [Bjö65, C173] methods on how to topologize these kind of spaces. We are rather interested to know “how many” elements $f$ the space $D^{\omega}(O)$ contains. If for example $\omega$ is of the form (2.20), or bounded by this, then $e^{\omega(p)}$ is clearly bounded by a power of $p$; due to Paley-Wiener theorem the product $e^{\omega(p)} \hat{f}(p)$ is bounded for any $f \in D(O) := C_0^\infty(O)$: this because the Fourier transform of a function $f \in C_0^\infty(O)$ is entire analytic and bounded by a polynomial in $p$ at infinity. Hence, in this case $D^{\omega}(O) = D(O) := C_0^\infty(O)$. See also [Bjö65, Proposition 1.3.6]. If instead we consider a faster growing $\omega$, it is not obvious a priori that $D^{\omega}(O)$ contains any non-zero element. It is condition (ω3) on how fast $\omega$ needs to grow to be decisive for non-triviality. Indeed, it was shown in [Bjö65, Theorem 1.3.7] that condition (ω3) is equivalent to the fact that one can find functions $f$ (“local units”) in $D^{\omega}(O)$ with $0 \leq f \leq 1$, with $f = 1$ on any given compact set $K \subset O$, and $f = 0$ outside any given neighbourhood of $K$, such that a certain norm of $f$ (see [Bjö65, Definition 1.3.1]) is finite. However, this bound is related to our bound in (2.26) as a consequence of [Bjö65, Definition 1.3.25] and [Bjö65, Corollary 1.4.3]. The square integrability in (2.20) is a consequence of [Bjö65, Definition 1.3.25] for $\lambda = 2$; indeed if $|e^{2\omega(cosh \theta)} f^\pm(\theta)|$ is bounded by a constant, then $e^{\omega(cosh \theta)} f^\pm(\theta)$ is bounded by $e^{-\omega(cosh \theta)}$, which can be integrated due to (ω3). Notice that it suffices to show this for $\omega(p) > p^\alpha, 0 < \alpha < 1$, or for $\omega(p) > log p$. Indeed, in the case where $\omega$ is not greater than $p^\alpha$, we can define $\omega'(p) := \omega(p) + p^\alpha \geq p^\alpha$; if we can find local units in $D^{\omega'}(O)$, then we can also find such local units in $D^{\omega}(O)$ as well, since $D^{\omega'}(O) \subset D^{\omega}(O)$ (as the condition in $D^{\omega'}(O)$ is stricter). All this is equivalent to say that the space $D^{\omega}(O)$ is non-trivial.

We can approximate any functions in $D(O)$ with functions in $D^{\omega}(O)$ by considering the convolutions of the smooth functions with compact support in $O$ with these local units. Since the convolution in Fourier space is just a multiplication, their product still decays rapidly in momentum space and is again in $D^{\omega}(O)$. By performing the limit of the convoluted function in the $D(O)$ topology as the local units in $D^{\omega}(O)$ approaches the delta distribution, we obtain that the convoluted function converges to the function in $D(O)$ (see [Bjö65, Theorem 1.3.16] for more details on this argument). Hence, one finds that $D^{\omega}(O)$ is actually dense in $D(O)$, in the $D(O)$ topology.

The importance of the condition (ω3) becomes evident also if one considers the example of a function $f$ whose Fourier transform fulfills the bound: $|\hat{f}(p)| \leq e^{-|p|}$, namely $\omega(p) = |p|$. In this case, we have that the integral $\int \hat{f}(p)e^{ip(x + iy)} dp = f(x + iy)$ converges if $|y| < 1$ since the integrand is bounded by $|\hat{f}(p)e^{ip(x + iy)}| \leq e^{-|p|}e^{-yp}$ (and therefore by $e^{-p(1+y)}$ for $p > 0$ and by $e^{yp(1-y)}$ for $p < 0$). Hence the function $f(x + iy)$ is defined on the strip $|y| < 1$ and consequently cannot have compact support. Thus, $D^{\omega}(O)$ is trivial (see also [Bjö65] before Theorem 1.3.7).

For functions in $D^{\omega}(O)$, one can derive Paley-Wiener type estimates on their Fourier transform [Bjö65, Sec 1.4]. We use the following variant in our context.

**Proposition 2.6.** Let $\omega$ be an analytic indicatrix, $r \in \mathbb{R}$, and $f \in D^{\omega}(W_r)$. Then $f^-$ extends to an analytic function on the strip $S(0, \pi)$, continuous on its closure, and one
has \( f^-(\theta + i\pi) = f^+(\theta) \). For fixed \( \ell \in \mathbb{N}_0 \), there exists \( c > 0 \) such that

\[
\left| \frac{d}{d\zeta} f^-(\theta + i\lambda) \right| \leq c (\cosh \theta)^\ell e^{-\mu r \cosh \theta \sin \lambda} e^{-\omega (\cosh \theta) / a_\omega} \quad \text{for all } \theta \in \mathbb{R}, \ \lambda \in [0, \pi].
\]  

(2.27)

\[\text{Proof.} \] Since \( f \) has compact support, its Fourier transform \( \hat{f} \) and \( f^\pm \) are actually entire, and the relation \( f^-(\zeta \pm i\pi) = f^+(\zeta) \) follows by direct computation from definition (2.19) and the fact that \( p(\theta + i\pi) = -p(\theta) \). We first prove the bound (2.27) in the case \( \ell = 0, r = 0 \). We consider the function \( g \) on \( S(0, \pi) \) (note that \( \sinh \) maps the strip into the upper half plane and \( \varpi \) is defined there), defined by

\[ g(\zeta) := f^-(\zeta)e^{\varpi (\sinh \zeta) / a_\omega}. \]  

(2.28)

For \( \zeta = \theta + i\lambda \) in the closed strip, one has

\[ \Re \varpi (\sinh \zeta) / a_\omega \leq \omega (|\sinh \zeta|) + b_\omega / a_\omega \leq \omega (\cosh \theta) + b_\omega / a_\omega, \]  

(2.29)

where in the first inequality we used \([\omega 5]\) (right inequality) and in the second inequality we used \([\omega 1]\) and the fact that \( |\sinh (\theta + i\lambda)| \leq \cosh \theta \). Since \( f \in \mathcal{D}^\omega (\mathcal{W}) \), we have by definition \( \sup_{\theta \in \mathbb{R}} |\exp (\omega (\cosh \theta)) f^-(\theta)| < \infty \), hence it follows that

\[ \sup_{\theta \in \mathbb{R}} |g(\theta)| \leq e^{b_\omega / a_\omega} \sup_{\theta \in \mathbb{R}} \left| e^{\omega (\cosh \theta)} f^-(\theta) \right| < \infty. \]  

(2.30)

This means that \( g \) is bounded on \( \mathbb{R} \), and by a similar computation involving \( f^+ \), we have that it is bounded also on the line \( \mathbb{R} + i\pi \) (since \( f^-(\theta + i\pi) = f^+(\theta) \)).

In the interior of the strip, we know that \( f^-(\zeta) \) is bounded since \( \text{supp} \ f \subseteq \mathcal{W} \): see [Lec06 Proposition 4.2.6]; therefore,

\[ |g(\theta + i\lambda)| \leq e^{\omega (\cosh \theta)} \sup_{\zeta' \in S(0, \pi)} |f^-(\zeta')|, \]  

(2.31)

where we have used (2.29).

Hence, we have shown that \( g \) is uniformly bounded in \( \lambda \) in the interior of the strip and grows for large \( \theta \) like \( e^{\omega (\cosh \theta)} \). However, \( g \) is bounded in real direction at the boundary of the strip. By application of the maximum modulus principle we would like to show that \( g \) is actually bounded on the entire strip by the maximum which is attained at the boundary. For this, \( g \) must grow not too “fast” for \( \theta \to \infty \) in the interior of the strip. According to [HR46 Theorem 3] it suffices if \( g \) behaves like \( e^{\omega (p)} \) with \( (\omega (p)) / p \to 0 \) for \( p \to \infty \). Since \( \omega (p) = o(p) \) due to \([\omega 3]\) and the function \( \log |g| \) is subharmonic and bounded by \( \log |g| \leq \omega (\cosh \theta) \approx e^\theta \), we can apply a Phragmén-Lindelöf argument [HR46 Theorem 3] to log \( |g| \) and show that this function is actually bounded on the strip, and takes its maximum at the boundary. Therefore, the function \( g \) is bounded on the strip for \( \theta \to \infty \) uniformly in \( \lambda \).

In other words, from (2.28) we have,

\[ |f^-(\zeta)| \leq c |e^{-\varpi (\sinh \zeta) / a_\omega}| \quad \text{for all } \zeta \in S(0, \pi) \]  

(2.32)

with some \( c > 0 \). We estimate

\[ \Re \varpi (\sinh \zeta) \geq \omega (|\sinh \zeta|) \geq \omega (\cosh \theta - 1) \geq \omega (\cosh \theta) - \omega (1), \]  

(2.33)

where in the first inequality we used \([\omega 5]\) in the second inequality we used \([\omega 1]\) together with the relations \( |\sinh \zeta| \leq |\sinh \theta| \) and \( \sinh \theta = \cosh \theta - e^{-\theta} \) with \( e^{-\theta} \leq 1 \).
for \( \theta > 0 \); in the third inequality we made use of (2.32): \( \omega(\cosh \theta) = \omega(\cosh \theta - 1 + 1) \leq \omega(\cosh \theta - 1) + \omega(1) \).

Inserted into (2.32), this gives (2.27) for \( r = 0, \ell = 0 \).

For the case \( r \neq 0, \ell = 0 \), we note that \( f^-(\zeta) = \exp(-i\mu r \sinh \zeta) h^-(\zeta) \) with \( h \in \mathcal{D}^\omega(\mathcal{W}) \) and by applying the result before to \( h^-(\zeta) \), we find (2.27) for \( r \neq 0, \ell = 0 \). By analogous arguments, the same estimate (2.27) holds for \( f^+(\zeta), \zeta \in S(0, \pi) \), if \( f \in \mathcal{D}^\omega(\mathcal{W}_r^\omega) \) (see [Lec06, Proposition 4.2.6]).

For \( r = 0, \ell > 0 \), we proceed as follows. Since \( f \) has compact support and \( \mathcal{W} \) is open, we can choose \( s > 0 \) such that \( f \in \mathcal{D}^s(\mathcal{W}) \cap \mathcal{D}^\omega(\mathcal{W}_s^\omega) \).

Because of the relation \( f^-(\zeta \pm i\pi) = f^+(\zeta) \), we have that \( f^- \) in the strip \( S(-\pi, 0) \) or \( S(\pi, 2\pi) \) corresponds to \( f^+ \) in the strip \( S(0, \pi) \) (which is bounded if \( f \) is localized in \( \mathcal{W}_s^\omega \) due to [Lec06, Proposition 4.2.6]). Hence, using the above result for \( f^- \) and \( f^+ \), we have the estimate

\[
|f^-(\theta + i\lambda)| \leq ce^{-\omega(\cosh \theta)/a_\omega} \cdot \begin{cases} 
1 & \text{if } \lambda \in (0, \pi), \\
\mu \cosh \theta |\sin \lambda| & \text{if } \lambda \in (-\pi, 0) \cup (\pi, 2\pi).
\end{cases} \tag{2.34}
\]

We use Cauchy’s formula to estimate the derivatives of \( f^- \): For any \( t > 0 \), we have

\[
\left| \frac{d^\ell f^-}{d\zeta^\ell}(\zeta) \right| = \frac{\ell!}{2\pi} \int_{|\zeta'|=|t|} \frac{|f^-(\zeta')|}{|\zeta - \zeta'|^{\ell+1}} d\zeta' \leq \ell! t^{-\ell} \sup_{|\zeta'|=t} |f^-(\zeta')|. \tag{2.35}
\]

where we took into account that the length of the integral path is \( 2\pi t \).

Here \( \zeta \in S(0, \pi) \), but parts of the circle \( |\zeta - \zeta'| = t \) might be outside this strip. With \( t < \pi/2 \), this circle is within the strips \( S(-\pi, 0) \cup S(0, \pi) \) or \( S(\pi, 2\pi) \), so we can use the estimates (2.34) and we obtain for large \( \theta \), taking into account that \( |\sin \lambda| \leq |\lambda| \leq t \),

\[
\left| \frac{d^\ell f^-}{d\zeta^\ell}(\theta + i\lambda) \right| \leq \ell! c t^{-\ell} e^{\mu t \cosh(\theta-t)\cosh(\theta-t))/a_\omega}. \tag{2.36}
\]

(Notice that assuming “large \( \theta \)" ensures for example that \( \cosh(\theta-t) < \cosh \theta \) and \( \cosh(\theta+t) > \cosh \theta \) and therefore that the two estimates on the exponentials above hold.)

We choose \( t = 1/\cosh \theta \). Using \( \cosh(\theta-t) \geq \cosh \theta - c' \), \( \cosh(\theta+t) \leq \cosh \theta + c' \) with some \( c' > 0 \) (notice that the first inequality can be proved by showing that the function \( y(x) = \cosh(x - 1/\cosh x) - \cosh x \) is bounded below by some negative constant; with analogous argument we prove also the second inequality), and using (2.32) we obtain a constant \( c'' > 0 \) such that

\[
\left| \frac{d^\ell f^-}{d\zeta^\ell}(\theta + i\lambda) \right| \leq c''(\cosh \theta)^\ell e^{-\omega(\cosh \theta)/a_\omega}. \tag{2.37}
\]

For large \( -\theta \), the computation is analogous. This gives (2.27).

Finally, for the case \( \ell > 0, r \neq 0 \) we compute the derivatives of \( f^-(\zeta) = \exp(-i\mu r \sinh \zeta) h^-(\zeta) \). The result before applies to the factor \( \frac{d^k h^-}{d\zeta^k}(\zeta) \); noting that \( d^k \exp(i\mu r \sinh \zeta)/d\zeta^k, 0 \leq k \leq \ell \), is bounded by \( c_k(\cosh \theta)^k \exp(\mu r \cosh \theta \sin \lambda) \) with constants \( c_k > 0 \), we obtain (2.27). \( \square \)
2.6 Quadratic forms

We introduce a dense subspaces of our Hilbert space $\mathcal{H}$, which is related to a fixed indicatrix $\omega$. We call it $\mathcal{H}^\omega$ and it is defined as $\mathcal{H}^\omega := \{\psi \in \mathcal{H} : \|e^{\omega(H/\mu)}\psi\| < \infty\}$. We denote, for fixed $k$, $\mathcal{H}^\omega_k = \mathcal{H}^\omega \cap \mathcal{H}_k$, and $\mathcal{H}^{\omega,f} = \mathcal{H}^\omega \cap \mathcal{H}^f$. We consider for test functions $g \in \mathcal{D}(\mathbb{R}^m)$ the following norm,

$$
\|g\|_2^\omega := \|\theta \mapsto e^{\omega(E(\theta))}g(\theta)\|_2,
$$

where $E$ is the dimensionless energy function,

$$
E(\theta) = \sum_{j=1}^m p_0(\theta_j)/\mu = \sum_{j=1}^m \cosh \theta_j.
$$

Now we denote by $\mathcal{Q}^\omega$ the space of quadratic forms (or more precisely, sesquilinear forms) $A$ on $\mathcal{H}^{\omega,f} \times \mathcal{H}^{\omega,f}$, namely,

$$
A : \mathcal{H}^{\omega,f} \times \mathcal{H}^{\omega,f} \to \mathbb{C}, \quad (\psi, \chi) \mapsto \langle \psi, A\chi \rangle,
$$

such that the following norms are finite for any $k \in \mathbb{N}_0$:

$$
\|A\|_k^\omega := \frac{1}{2}\|Q_k A e^{-\omega(H/\mu)} Q_k\| + \frac{1}{2}\|Q_k e^{-\omega(H/\mu) A Q_k}\|.
$$

As we can see from (2.41), quadratic forms $A \in \mathcal{Q}^\omega$ can be unbounded because of their behaviour at high energies (notice the energy damping factor $\exp(-\omega(H/\mu))$) and at high particle numbers (notice the projector on $\mathcal{H}_k$, $Q_k$).

We note that space-time translations and reflections act on $\mathcal{Q}^\omega$ by adjoint action of $U(\cdot)$, and leave this space invariant since they commute with $H$ and $Q_k$:

$$
\|U(x)AU(x)^*\|_k^\omega = \frac{1}{2}\|Q_k U(x)AU(x)^*e^{-\omega(H/\mu)} Q_k\| + \frac{1}{2}\|Q_k e^{-\omega(H/\mu) U(x)AU(x)^*} Q_k\|
$$

and similarly for $U(j)$.

The adjoint action of Lorentz boosts $U(0, \lambda)$ maps $\mathcal{Q}^\omega$ into $\mathcal{Q}^{\omega'}$:

$$
\|U(\lambda)AU(\lambda)^*\|_{\lambda'}_k^\omega = \frac{1}{2}\|Q_k U(j)AU(j)^*e^{-\omega'(H'/\mu)} Q_k\| + \frac{1}{2}\|Q_k e^{-\omega'(H'/\mu) U(j)AU(j)^*} Q_k\|
$$

where $H' := U(0, \lambda)HU(0, \lambda)^*$. By recalling that the boost and the Hamiltonian act on functions $f \in L^2(\mathbb{R}^2)$ as: $(U(\lambda)f)(\theta) = f(\theta + \lambda)$ and $(Hf)(\theta) = \mu \cosh \theta f(\theta) = p_0(\theta)f(\theta)$, we have:

$$
(U(\lambda)(Hf))(\theta) = (Hf)(\theta + \lambda) = \mu \cosh \theta f(\theta + \lambda)
$$

$$
= (\mu \cosh \theta \cosh \lambda + \mu \sinh \theta \sinh \lambda) f(\theta + \lambda)
$$

$$
= (E(\theta) \cosh \lambda + p_1 \sinh \lambda) f(\theta + \lambda).
$$

(2.44)
Now, we want to compare \( \exp(-\omega(H/\mu)) \) with \( \exp(-\omega'(H'/\mu)) \). Let \( c > 0 \) be such that \( H' \geq cH \). Since \([H', cH] = 0\), we can proceed from \( H' \geq cH \) to \( \exp(-\omega'(H'/\mu)) \leq \exp(-\omega'(cH)) \). Defining \( \omega'(p) = \omega(p/c) \), we have that \( \exp(-\omega'(cH)) = \exp(-\omega(H/\mu)) \).

Hence, we find that \( \exp(-\omega'(H'/\mu)) \leq \exp(-\omega(H/\mu)) \). By \( 2.43 \), we have \( \|U(\lambda)AU(\lambda)^*\|_k^\omega \leq \|A\|_k^\omega \) with \( \omega'(p) = \omega(p/c) \). This implies that the adjoint action of the Lorentz boosts maps \( Q^\omega \) into \( Q^{\omega'} \) with \( \omega'(p) = \omega(cp) \). So, we could in principle modify the definition of \( Q^\omega \) by requiring that the norm \( ||A||_k^{\omega(\cdot)} < \infty \) for some \( \beta \) (depending on \( A \)), so that \( Q^\omega \) is fully Poincaré invariant; but we remain here with the definition \( 2.41 \), which is simpler.

### 2.7 Generalized annihilation and creation operators

Similar to the Fock representation of the CCR algebra, Lechner [Lec06] introduced a representation of the Zamolodchikov algebra using modified creation and annihilation operators \( z, z^\dagger \) on \( \mathcal{H} \). These operators are defined on \( \mathcal{H}^\ell \) by

\[
(z^\dagger(f)\Phi)_n := \sqrt{n}P_n^S(f \otimes \Phi_{n-1}),
\]

\[
z(f) := z^\dagger(f)^s.
\]

where \( \Phi \in \mathcal{H}, f \in \mathcal{H} \). It was shown in [Lec06] that these satisfy the relations of the Zamolodchikov algebra:

\[
z^\dagger(\theta)z^\dagger(\eta) = S(\theta - \eta)z^\dagger(\eta)z^\dagger(\theta),
\]

\[
z(\theta)z(\eta) = S(\theta - \eta)z(\eta)z(\theta),
\]

\[
z(\theta)z^\dagger(\eta) = S(\eta - \theta)z^\dagger(\eta)z(\theta) + \delta(\theta - \eta) \cdot 1_\mathcal{H}.
\]

The \( z^\dagger(\theta), z(\eta) \) are distributions, or can also be seen as quadratic forms on the domain \( (\mathcal{H}^\ell \cap \mathcal{D}(\mathbb{R}^k)) \times (\mathcal{H}^\ell \cap \mathcal{D}(\mathbb{R}^k)) \); when smeared with test functions \( f \in \mathcal{S}(\mathbb{R}) \), \( z^\dagger(f), z(f) \) are unbounded operators on \( \mathcal{H}^\ell \), but their unboundedness is related to the particle number, as we can see from the following computation of their norms (setting \( \omega = 0 \), the following Lemma holds still true):

**Lemma 2.7.** In generalization of [Lec08, Eq. (3.14)], we have for \( \ell \in \mathbb{N}_0 \) and \( f \in \mathcal{S}(\mathbb{R}) \),

\[
\|e^{\omega(H/\mu)}z^\dagger(f)e^{-\omega(H/\mu)}Q^\ell\| \leq \sqrt{\ell + 1}\|f\|_2^2, \quad \|e^{\omega(H/\mu)}z(f)e^{-\omega(H/\mu)}Q^\ell\| \leq \sqrt{\ell}\|f\|_2,
\]

if the right-hand side is finite.

**Proof.** Formula \( (2.48) \) (left equation) is equivalent to say that for every \( \psi \in Q_{\ell}H^\omega \), we have

\[
\|e^{\omega(H/\mu)}z^\dagger(f)\psi\| \leq \|f\|_2^2\sqrt{\ell + 1}\|e^{\omega(H/\mu)}\psi\|.
\]

Due to Pythagoras it suffices to prove this for \( \psi \in H^\omega \).

We have

\[
\left( e^{\omega(H/\mu)}z^\dagger(f)\psi \right)(\theta) = \sqrt{\ell + 1}\text{Sym}_{S, \theta} \left( e^{\omega(E(\theta))} f(\theta_1)\psi(\theta_2, \ldots, \theta_{\ell+1}) \right).
\]

By application of Cauchy-Schwarz, we have

\[
\|e^{\omega(H/\mu)}z^\dagger(f)\psi\|^2 \leq (\ell + 1) \int e^{2\omega(E(\hat{\theta}))}|f(\theta_1)|^2|\psi(\hat{\theta})|^2 d\theta_1 d\hat{\theta}
\]

\[
\leq (\ell + 1)(||f||_2^2 ||e^{\omega(E(\hat{\theta}))}\psi(\hat{\theta})||_2^2
\]

\[
= (\ell + 1)(||f||_2^2 ||e^{\omega(H/\mu)}\psi||_2^2). \tag{2.51}
\]
where in the second inequality we made use of the sublinearity of \( \omega \): 
\[
e^{2\omega(E(\theta))} = e^{2\omega(E(\theta_1)+E(\theta))} \leq e^{2\omega(E(\theta_1))}e^{2\omega(E(\theta))}.
\]

Analogously, for \( z \) we have
\[
\left( e^{\omega(H/\mu)z(f)\psi}(\theta) \right) = \sqrt{\ell} \int d\theta_1 \text{ Sym}_{\mathcal{S},\theta} \left( e^{\omega(E(\theta))}f(\theta_1)\psi(\theta_1, \ldots, \theta_t) \right).
\] (2.52)

Using Cauchy-Schwarz and the monotonicity of \( \omega \) we have
\[
||e^{\omega(H/\mu)z(f)\psi}(\theta)||^2 \leq \ell \int e^{2\omega(E(\theta))}|f(\theta_1)|^2|\psi(\theta)|^2 \, d\theta \leq \ell \int e^{2\omega(E(\theta))}|f(\theta_1)|^2|\psi(\theta)|^2 \, d\theta.
\] Applying again Cauchy-Schwarz in the variable \( \theta_1 \), we find
\[
||e^{\omega(H/\mu)z(f)\psi}(\theta)||^2 \leq \ell(||f||_2)^2||e^{\omega(E(\theta))}\psi(\theta)||^2 = \ell(||f||_2)^2||e^{\omega(H/\mu)}\psi||^2.
\] (2.53)

We want to define an extension of \( z, z^\dagger \) to normal-ordered products of these annihilators and creators, which are multilinear operators in a suitable class of “smearing functions”. Formally this is given by
\[
z^{m}z^n(f) = \int d^m\theta d^n\eta f(\theta, \eta) z^{\dagger}(\theta_1) \ldots z^{\dagger}(\theta_m) z(\eta_1) \ldots z(\eta_n).
\] (2.55)

This is given by the definitions of \( z, z^\dagger \) above if \( f \) is “factorizable”, namely if it is of the form \( f(\theta, \eta) = f_1(\theta_1) \ldots f_{m+n}(\eta_n) \), or is a linear combination of such functions. Lechner in \[Lec06\] Lemma 4.1.2] extended the definition to arbitrary \( f \in L^2(\mathbb{R}^{m+n}) \).

Note that the “smearing functions” that we will need is even more general than this (see Prop. \[2.11\]). To define such class we first introduce for a distribution \( f \in D(\mathbb{R}^{m+n})' \), the (possibly infinite) norms
\[
||f||_{m\times n} := \sup \left\{ \left| \int f(\theta, \eta)g(\theta)h(\eta)d^m\theta d^n\eta \right| : \begin{array}{c} g \in D(\mathbb{R}^m), h \in D(\mathbb{R}^n), \|g\|_2 \leq 1, \|h\|_2 \leq 1 \end{array} \right\},
\]
\[
||f||_{m\times n} := \frac{1}{2} \|e^{-\omega(E(\theta))}f(\theta, \eta)e^{-\omega(E(\eta))}\|_{m\times n} = \frac{1}{2} \|f(\theta, \eta)e^{-\omega(E(\eta))}\|_{m\times n}.
\] (2.56)

We also consider
\[
||f||_{x} := \sup \left\{ \left| \int d^k\theta f(\theta)g_1(\theta_1) \ldots g_k(\theta_k) \right| : g_1, \ldots, g_k \in D(\mathbb{R}), \|g_j\|_2 \leq 1 \right\}.
\] (2.57)

We note that these norms fulfill some properties. First, we have the following Lemma.

\[\textbf{Lemma 2.8.} \text{ If } f_L \in C^\infty(\mathbb{R}^m), f_R \in C^\infty(\mathbb{R}^n), f_1, \ldots, f_k \in C^\infty(\mathbb{R}) \text{ are bounded, then}
\]
\[
||f_L(\theta)f(\theta, \eta)f_R(\eta)||_{m\times n} \leq ||f_L||_\infty ||f||_{m\times n} ||f_R||_\infty,
\]
\[
||f(\theta)f_j(\theta_j)||_x \leq ||f||_x ||f_j||_\infty.
\] (2.59) (2.60)
Proof. This can be proved by absorbing $f_L, f_R, f_j$ into the test functions $g, h, g_j,$ respectively. Let us prove (2.59) first. Applying definition (2.57), we find

$$\|f_L f_R\|_{m \times n} = \frac{1}{2} \|e^{-\omega(E)} f_L(\theta) f(\theta, \eta) f_R(\eta)\|_{m \times n} + \frac{1}{2} \|f_L(\theta) f(\theta, \eta) f_R(\eta) e^{-\omega(E)}\|_{m \times n}.$$  

(2.61)

We consider the first norm on the right hand side of the above equation. By (2.50), we have:

$$\|e^{-\omega(E)} f_L(\theta) f(\theta, \eta) f_R(\eta)\|_{m \times n} = \sup_{\|g\|_2 \leq 1, \|h\|_2 \leq 1} \left| \int e^{-\omega(E)} f_L(\theta) f(\theta, \eta) f_R(\eta) h(\theta) d^m \theta d^m \eta \right|.$$  

(2.62)

We call $g'(\theta) := f_L(\theta) g(\theta)$ and $h'(\eta) = f_R(\eta) h(\eta).$ By multiplying the above equation with $\|g'\|_2 / \|g\|_2$ and taking $\|g'\|_2 \leq \|f_L\|_\infty \|g\|_2$ into account, we find:

$$\|e^{-\omega(E)} f_L(\theta) f(\theta, \eta) f_R(\eta)\|_{m \times n} \leq \|f_L\|_\infty \|f_R\|_\infty \sup_{\|g\|_2 \leq 1, \|h\|_2 \leq 1} \left| \int f(\theta, \eta) g'(\theta) h'(\eta) d^m \theta d^m \eta \right| \
= \|f_L\|_\infty \|f_R\|_\infty \cdot \|e^{-\omega(E)} f(\theta, \eta)\|_{m \times n}.$$  

(2.63)

We can apply the same argument to the second norm on the right hand side of (2.61); hence, we find (2.59).

By a similar method one can prove (2.60). \qed

Another property is that if $g \in D(\mathbb{R}^m), g' \in D(\mathbb{R}^m'),$ and if $g \cdot g' \in D(\mathbb{R}^{m+m'})$ is the product of $g, g'$ in independent variables, then $\|g \cdot g'\|_2 = \|g\|_2 \|g'\|_2,$ and also $\|g \cdot g'\|_2^2 \geq \|g\|_2^2 \|g'\|_2^2$ due to monotonicity of $\omega:

$$\|g \cdot g'\|_2^2 = \|g(\theta, \theta') \mapsto e^{\omega(E(\theta, \theta'))} g(\theta) g'(\theta')\|_2^2 \
\geq \|g(\theta, \theta') \mapsto e^{\omega(E(\theta))} g(\theta) g'(\theta')\|_2^2 \
= \|g\|_2^2 \|g'\|_2^2.$$  

(2.64)

This gives the following Lemma:

Lemma 2.9.

$$\|f \cdot f'\|_{(m+m') \times (n+n')}^\omega \leq \|f\|_{m \times n}^\omega \|f'\|_{m' \times n'}^\omega.$$  

(2.65)

Proof. Applying definition (2.57), we have

$$\|f \cdot f'\|_{(m+m') \times (n+n')}^\omega = \frac{1}{2} \|e^{-\omega(E(\theta, \theta'))} (f \cdot f')(\theta, \theta', \eta, \eta')\|_{(m+m') \times (n+n')}^\omega + \frac{1}{2} \|(f \cdot f')(\theta, \theta', \eta, \eta') e^{-\omega(E(\eta, \eta'))}\|_{(m+m') \times (n+n')}^\omega.$$  

(2.66)

We consider the first norm on the right hand side of the above equation. By (2.50), we have:

$$\|e^{-\omega(E(\theta, \theta'))} (f \cdot f')(\theta, \theta', \eta, \eta')\|_{(m+m') \times (n+n')}^\omega = \sup_{\|g\|_2 \leq 1, \|h\|_2 \leq 1} \left| \int e^{-\omega(E(\theta, \theta'))} f(\theta, \eta) f' \theta' \eta' g(\theta, \theta') h(\eta, \eta') d^m \theta d^m \theta' d^m \eta d^m \eta' \right|.$$  

(2.67)
Referring to [KR97, Prop. 2.6.12], we can consider the special case \( g(\theta, \theta') = g'(\theta) \cdot g''(\theta') \) (the same for \( h \)); indeed, [KR97, Prop. 2.6.12] tells us that the supremum over the special functions which are factorizable equals the supremum over more general functions in \( L^2 \). Hence, using (2.64), we find

\[
\text{r.h.s. (2.67)} = \sup_{\|g'\|_2 \neq 0 \atop \|h'\|_2 \neq 0} \frac{\left| \int e^{-\omega(E(\theta) - E(\eta))} f(\theta, \eta) f'(\theta') \eta' \right| \|g''(\theta')h''(\eta') \| d^n \theta' d^n \theta' d^n \eta' d^n \eta' \|}{\|g''\|_2 \|h''\|_2}
= \sup_{\|g'\|_2 \neq 0 \atop \|h'\|_2 \neq 0} \frac{\left| \int f'(\theta', \eta') \eta' \right| \|g''(\theta')h''(\eta') \| d^n \theta' d^n \eta' \|}{\|g''\|_2 \|h''\|_2}
\times \sup_{\|g'\|_2 \neq 0 \atop \|h'\|_2 \neq 0} \frac{\left| \int f(\theta', \eta') \eta' \right| \|g''(\theta')h''(\eta') \| d^n \theta' d^n \eta' \|}{\|g''\|_2 \|h''\|_2}
= \|f\|_{m \times n} \|f'\|_{m' \times n'}.
\]  

(2.68)

We can apply the same argument to the second norm on the right hand side of (2.66); hence, we find (2.65).

Finally, we have the following Lemma:

**Lemma 2.10.**

\[
\|f(\theta) \prod_{j=1}^{m+n} e^{-\omega(\cosh \theta_j)} \|_x \leq \|f\|_{m \times n} \leq \frac{1}{2} \left( \|e^{-\omega(E(\theta))} f(\theta, \eta)\|_2 + \|e^{-\omega(E(\eta))} f(\theta, \eta)\|_2 \right),
\]

(2.69)

**Proof.** As for the left inequality in (2.69), using the monotonicity and the sublinearity of \( \omega \):

\[
\prod_{j=1}^{m+n} e^{-\omega(\cosh \theta_j)} \leq e^{-\omega(\theta)} \leq e^{-\omega(\sum_{j=1}^{m+n} \cosh \theta_j)},
\]

we find:

\[
\|f(\theta) \prod_{j=1}^{m+n} e^{-\omega(\cosh \theta_j)} \|_x \leq \frac{1}{2} \|f(\theta) e^{-\omega(\sum_{j=1}^{m+n} \cosh \theta_j)} \|_x + \frac{1}{2} \|f(\theta) e^{-\omega(\sum_{j=1}^{m+n} \cosh \theta_j)} \|_x.
\]

(2.71)

Since the factorizable functions are a special case of the larger set of \( L^2 \) functions, and the supremum over a larger set of functions is larger than the supremum over a smaller set of functions, we have from definition (2.59):

\[
\text{r.h.s. (2.71)} \leq \frac{1}{2} \|f(\theta) e^{-\omega(\sum_{j=1}^{m+n} \cosh \theta_j)} \|_{m \times n} + \frac{1}{2} \|f(\theta) e^{-\omega(\sum_{j=1}^{m+n} \cosh \theta_j)} \|_{m \times n}.
\]

(2.72)

The right hand side of the equation above is (2.57). This implies the left inequality in (2.69).

The right inequality in (2.69) is a consequence of the application of the Cauchy-Schwarz inequality to definition (2.56) in the case \( \omega = 0 \), and to definition (2.57) in
The case $\omega \neq 0$:

$$\|f\|_{m,n}^\omega \leq \frac{1}{2} \sup_{\|g\|_2 \leq 1 \atop \|h\|_2 \leq 1} \left( \int d^n \theta d^m \eta |e^{-\omega(E(\theta))}f(\theta, \eta)|^2 \right)^{1/2} \|g\|_2 \|h\|_2$$

$$+ \frac{1}{2} \sup_{\|g\|_2 \leq 1 \atop \|h\|_2 \leq 1} \left( \int d^n \theta d^m \eta |e^{-\omega(E(\eta))}f(\theta, \eta)|^2 \right)^{1/2} \|g\|_2 \|h\|_2$$

$$= \frac{1}{2} |e^{-\omega(E(\theta))}f(\theta, \eta)|_2 + \frac{1}{2} |e^{-\omega(E(\eta))}f(\theta, \eta)|_2. \quad (2.73)$$

However, equality in (2.69) does in general not hold: As a counterexample in the case $\omega = 0$, consider $f(\theta_1, \theta_2, \theta_3) = \delta(\theta_1 - \theta_2)/(1 + \theta_3^2) + \delta(\theta_1 - \theta_3)/(1 + \theta_2^2)$; then $\|f\|_\times$ and $\|f\|_{1,2}^\omega$ are finite but $\|f\|_{2,1}^\omega$ and $\|f\|_2$ are infinite, as we can see from the following direct computation using the definitions (2.58), (2.57):

By (2.58), we compute

$$\|f\|_\times = \sup \left\{ \left| \int d^3 \theta f(\theta) g_1(\theta_1) g_2(\theta_2) g_3(\theta_3) \right| : g_j \in \mathcal{D}(\mathbb{R}), \|g_j\|_2 \leq 1 \right\}. \quad (2.74)$$

The absolute value of $f$ integrated with the functions $g_j$ can be estimated using the Cauchy-Schwarz inequality:

$$\left| \int d^3 \theta f(\theta) g_1(\theta_1) g_2(\theta_2) g_3(\theta_3) \right|$$

$$\leq \prod_{j=1}^3 \|g_j\|_2 \left( \|\theta_3 \to 1/(1 + \theta_3^2)\|_2 + \|\theta_2 \to 1/(1 + \theta_2^2)\|_2 \right) < \infty. \quad (2.75)$$

By definition (2.57) with $\omega = 0$, we have:

$$\|f\|_{1,2}^\omega = \sup \left\{ \left| \int f(\theta) g(\theta_1) h(\theta_2, \theta_3) d^3 \theta \right| : g \in \mathcal{D}(\mathbb{R}^1), h \in \mathcal{D}(\mathbb{R}^2), \|g\|_2 \leq 1, \|h\|_2 \leq 1 \right\}. \quad (2.76)$$

The absolute value of $f$ integrated with the functions $g, h$ can be estimated using the Cauchy-Schwarz inequality:

$$\left| \int f(\theta) g(\theta_1) h(\theta_2, \theta_3) d^3 \theta \right| \leq \|g\|_2 \|h\|_2 \left( \|\theta_3 \to 1/(1 + \theta_3^2)\|_2 + \|\theta_2 \to 1/(1 + \theta_2^2)\|_2 \right) < \infty. \quad (2.77)$$

Clearly $\|f\|_2$ is not finite due to the delta distributions. As for $\|f\|_{2,1}^\omega$ with $\omega = 0$, we compute:

$$\|f\|_{2,1}^\omega = \sup \left\{ \left| \int f(\theta) g(\theta_1, \theta_2) h(\theta_3) d^3 \theta \right| : g \in \mathcal{D}(\mathbb{R}^1), h \in \mathcal{D}(\mathbb{R}^2), \|g\|_2 \leq 1, \|h\|_2 \leq 1 \right\}. \quad (2.78)$$

The absolute value of $f$ integrated with the functions $g, h$ can be estimated using the Cauchy-Schwarz inequality:

$$\left| \int f(\theta) g(\theta_1, \theta_2) h(\theta_3) d^3 \theta \right|$$

$$\leq \left| \int d\theta_1 g(\theta_1, \theta_1) \cdot \|h\|_2 \|\theta_4 \to 1/(1 + \theta_4^2)\|_2 + \|h\|_2 \|g\|_2 \|\theta_2 \to 1/(1 + \theta_2^2)\|_2. \quad (2.79)$$
which is infinite because sup \( \{ \| g(\theta_1, \theta_1) d\theta_1 \mid g \in D(\mathbb{R}^1), \| g\|_2 \leq 1 \} \) is not finite.

We now define the multilinear annihilation and creation operators \( z^{m}f \) as follows. For an arbitrary distribution \( f \in D(\mathbb{R}^{m+n})' \) and with vectors \( \psi \in \mathcal{H}_l \cap D(\mathbb{R}^l) \), \( \chi \in \mathcal{H}_l \cap D(\mathbb{R}^l) \), we set:

\[
\langle \chi, z^{m}f \rangle = \frac{\sqrt{k!}((k-n+m)!}{(k-n)!} \int d^{k-n}\theta d^{m}\eta \chi(\theta, \lambda) f(\theta, \eta) \psi(\eta) \ldots \eta, \lambda)
\]  

(2.80)

if \( \ell = k-n+m \), and \( = 0 \) otherwise. Because of the relation \( (z(\eta)\Psi_k(\theta) = \sqrt{\omega} \Psi_k(\eta, \theta) \), this extends the previous definition of the annihilators and creators. Now the question is whether the quadratic form (2.84) can be extended to \( \mathcal{H}_l(\mathbb{R}^l) \), or even to an (unbounded) operator on \( \mathcal{H}_l \). A sufficient condition for that is \( \| f \|^2_{m \times n} < \infty \), as the following proposition shows.

**Proposition 2.11.** If \( f \in D(\mathbb{R}^{m+n})' \) with \( \| f \|^2_{m \times n} < \infty \), then \( z^{m}f \) extends to an operator on \( \mathcal{H}_l \), and

\[
\| z^{m}f \| \leq \frac{2\sqrt{k!}((k-n+m)!}{(k-n)!} \| f \|^2_{m \times n}.
\]  

Moreover,

\[
\| z^{m}f \| \leq \frac{k!}{(k-\max(m,n))!} \| f \|^2_{m \times n}.
\]  

(2.82)

**Proof.** For \( \psi \in \mathcal{H}_l \cap D(\mathbb{R}^l) \) and \( \chi \in \mathcal{H}_l \cap D(\mathbb{R}^l) \), with \( l = k - m + n \), one has by the definition in (2.83),

\[
\| \langle \chi, z^{m}f \rangle \| = \frac{\sqrt{k!}((k-n+m)!}{(k-n)!} \int d\theta d\eta \chi(\theta, \lambda) \chi(\eta) f(\theta, \eta)
\]  

\[
\leq \frac{\sqrt{k!}((k-n+m)!}{(k-n)!} \int d\lambda \int d\theta d\eta \chi(\theta, \lambda) \chi(\eta) f(\theta, \eta)
\]  

\[
\leq \frac{\sqrt{k!}((k-n+m)!}{(k-n)!} \| f \|^2_{m \times n}\| \chi \|^2_2 \left( \int d\lambda \int d\eta \| \psi(\eta) \|^2 \| e^{2\omega(\lambda)} \| ight)^{1/2}
\]  

\[
\leq \frac{\sqrt{k!}((k-n+m)!}{(k-n)!} \| f \|^2_{m \times n}\| \chi \|^2_2 \| e^{2\omega(\lambda)} \|_2
\]  

(2.83)

where in the third inequality we made use of the estimate

\[
\int d\theta d\eta \chi(\theta, \lambda) \chi(\theta, \lambda) \chi(\eta) f(\theta, \eta)
\]  

\[
\leq 2\| f \|^2_{m \times n}\| \chi \|^2_2\| e^{2\omega(\lambda)} \|_2. \quad (2.84)
\]  

and of the Cauchy-Schwarz inequality, and in the fourth inequality we made use of the relation \( e^{2\omega(\lambda)} \leq e^{2\omega(\lambda)} \).

Remark: The estimate (2.83) follows from (2.57):

\[
2\| f \|^2_{m \times n} \geq \| e^{-\omega(\lambda)} \| f(\theta, \eta) \|_{m \times n}
\]  

\[
= \sup_{\| \chi \|^2_2 \leq 1 \| \psi \|^2_2 \leq 1} \left( \int f(\theta, \eta) e^{-\omega(\lambda)} \chi(\theta, \lambda) \chi(\eta) d\eta \right)
\]  

\[
\sup_{\| \chi \|^2_2 \leq 1 \| \psi \|^2_2 \leq 1} \left( \int f(\theta, \eta) e^{-\omega(\lambda)} \chi(\theta, \lambda) \chi(\eta) d\eta \right)
\]  

(2.85)
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by shifting the denominator in the last line of (2.86) to the left hand side of the equation (here we called \(\psi' (\eta_0, \ldots, \eta_1, \lambda) := e^{-(E(\mu))}_0 \psi(\eta_0, \ldots, \eta_1, \lambda)\)).

Since \(\psi\) and \(\chi\) were chosen from dense sets in the corresponding spaces, and since the matrix elements (2.83) vanish if \(\ell \neq k - n + m\), we can extend \(z^m z^n(f)\) to a bounded operator on \(\mathcal{H}_k\) with norm

\[
\|z^m z^n(f) P_k e^{-\omega(H/\mu)}\| \leq 2 \sqrt{k!(k-n+m)!} \frac{(k-n)!}{(k-n)!!^2} \|f\|_{m \times n}^\omega. \tag{2.86}
\]

This works for any \(k\). For \(k \neq k'\), the images of \(z^m z^n(f) P_k\) and \(z^m z^n(f) P_{k'}\) are orthogonal; hence (2.81) follows from (2.86) using Pythagoras’ theorem. Explicitly: For \(\Psi := \sum_{j=1}^k \Psi_j\),

\[
\left\| \int d^n \theta d^n \eta f(\theta, \eta) z^m(\theta) z^n(\eta) e^{-\omega(H/\mu)} \Psi \right\|^2 = \sum_{j=1}^k \left\| \int d^n \theta d^n \eta f(\theta, \eta) z^m(\theta) z^n(\eta) e^{-\omega(H/\mu)} \Psi_j \right\|^2. \tag{2.87}
\]

Using (2.86), we find:

\[
\text{l.h.s. (2.87)} \leq \sum_{j=1}^k \frac{j!(j-n+m)!}{((j-n)!!)^2} (2 \|f\|_{m \times n}^\omega)^2 \left\| \Psi_j \right\|^2. \tag{2.88}
\]

Hence, we have:

\[
\text{l.h.s. (2.87)} \leq \frac{k!(k-n+m)!}{((k-n)!!)^2} (2 \|f\|_{m \times n}^\omega)^2 \sum_{j=1}^k \left\| \Psi_j \right\|^2 \tag{2.89}
\]

by application of Pythagoras. This implies:

\[
\left\| \int d^n \theta d^n \eta f(\theta, \eta) z^m(\theta) z^n(\eta) e^{-\omega(H/\mu)} Q_k \right\|^2 \leq \frac{k!(k-n+m)!}{((k-n)!!)^2} (2 \|f\|_{m \times n}^\omega)^2. \tag{2.90}
\]

This concludes the proof of Eq. (2.81).

To prove (2.82), we compute for \(n \geq m\), using (2.81),

\[
\|Q_k z^m z^n(f) e^{-\omega(H/\mu)} Q_k\| \leq 2 \sqrt{k!} \sqrt{k!} \frac{(k-n)!}{(k-n)!!} \|f\|_{m \times n}^\omega \leq 2 \frac{k!(k-m+n)!}{(k-m+n-n)!} \|f\|_{m \times n}^\omega. \tag{2.91}
\]

Similarly, using (2.81), for \(m > n\) we have

\[
\text{l.h.s. (2.91)} \leq \|Q_k z^m z^n(f) e^{-\omega(H/\mu)} Q_{k-m+n}\| \leq 2 \sqrt{(k-m+n)!} \sqrt{(k-m+n-n+m)!} \|f\|_{m \times n}^\omega \leq 2 \frac{k!(k-m)!}{(k-m-n)!} \|f\|_{m \times n}^\omega \tag{2.92}
\]

\[\text{\(= 2 \frac{k!(k-m)!}{(k-m-n)!} \|f\|_{m \times n}^\omega.\)}\]
Moreover, we note that, in the sense of quadratic forms, \((z^m z^n(f))^* = z^m z^n(f^*)\), where \(f^*(\eta, \theta) = \bar{f}(\eta_n, \ldots, \eta_1, \theta_m, \ldots, \theta_1)\), and where one finds \(\|f^*\|_{n \times m} = \|f\|_{m \times n}\). Another application of (2.91) then gives

\[
\|Q_k e^{-\omega(H/\mu)} z^m z^n(f) Q_k \| = \|Q_k z^m z^n(f^*) e^{-\omega(H/\mu)} Q_k \| \leq \frac{k!}{(k-m)!} \|f\|_{m \times n}^\omega, \tag{2.93}
\]

and thus (2.82) is proven. \(\square\)

Remark: The equality \(\|f^*\|_{n \times m} = \|f\|_{m \times n}\) follows from a short computation:

\[
\|f^*\|_{n \times m} = \sup_{\|g\|_{2} \leq 1} \left| \int f^*(\theta, \eta) g(\eta) h(\theta) d^m \eta d^n \theta \right| \|g\|_{2} \|h\|_{2} \\
= \sup_{\|g\|_{2} \leq 1} \left| \int f(\eta_m, \ldots, \eta_1, \theta_n, \ldots, \theta_1) \bar{g}(\eta) h(\theta) d^m \eta d^n \theta \right| \|g\|_{2} \|h\|_{2} \\
= \sup_{\|g'\|_{2} \leq 1} \left| \int f(\theta, \eta) g'(\theta) h'(\eta) d^m \eta d^n \theta \right| \|g'\|_{2} \|h'\|_{2} = \|f\|_{m \times n}. \tag{2.94}
\]

where in the fourth equality we called \(g'(\theta) := \bar{g}(\theta_m, \ldots, \theta_1)\) (similar definition for \(h'\)) and we used that \(\|g(\theta_m, \ldots, \theta_1)\|_2 = \|g\|_2\) (same for \(h\)).

### 2.8 Fields and local operators

Following [Lec06], and analogous to free field theory, we can define a quantum field \(\phi\) as, \(f \in \mathcal{S}(\mathbb{R}^2)\),

\[
\phi(f) := z^+(f^+) + z(f^-). \tag{2.95}
\]

As shown in [Lec06] Proposition 4.2.2], this field has similar mathematical properties to the free scalar field: It is defined on \(\mathcal{H}_f\), and essentially selfadjoint for real-valued \(f\). Moreover, \(\phi\) has the Reeh-Schlieder property, transforms covariantly under the representation \(U(x, \lambda)\) of \(\mathcal{P}_+\), and it solves the Klein-Gordon equation.

However, \(\phi\) is strictly local only if \(S = 1\). For generic \(S\), the field is only localized in an infinitely extended wedge – rather than at a space-time point – in the following sense. Let us introduce the “reflected” Zamolodchikov operators, \(\psi \in \mathcal{H}_1\),

\[
z(\psi)' := Jz(\psi)J, \quad z^+(\psi)' := Jz^+(\psi)J, \tag{2.96}
\]

and define another field \(\phi'\) as, \(f \in \mathcal{S}(\mathbb{R}^2)\),

\[
\phi'(f) := J\phi(f^+)J, \quad f^i(x) := \overline{f(-x)}. \tag{2.97}
\]

It has been shown in [Lec06] Proposition 4.2.6] that the two fields \(\phi, \phi'\) are relatively wedge-local: For real-valued test functions \(f, g\) with \(\text{supp } f \subset \mathcal{W}'\) and \(\text{supp } g \subset \mathcal{W}\),
one finds that $[e^{i\phi(f)}^{-}, e^{i\phi'(g)}^{-}] = 0$. Hence, we can understand $\phi(x)$ and $\phi'(y)$ as being localized in the shifted left wedge $\mathcal{W}^x_z$ and in the shifted right wedge $\mathcal{W}^y_z$, respectively.

This result is obtained by computing the commutation relations of $z, z^\dagger$ with $z', z'^\dagger$ [Lec06, Lemma 4.2.5]: Let $g \in \mathcal{H}_1$. The following holds in the sense of operator-valued distributions on $\mathcal{H}^t$:

\[
\begin{align*}
[z(g)', z(\theta)] &= B_{g,\theta}^n, \\
[z(g)', z(\theta)] &= -(B_{g,\theta}^n)^*, \\
[z(g)', z(\theta)] &= 0, \\
[z(g)', z(\theta)] &= 0,
\end{align*}
\]  

where $B_{g,\theta}^n = \bigoplus_{n=0}^{\infty} B_{\theta}^n$. $B_{\theta}^n$ acts on the $n$-particle Hilbert space as a multiplication operator:

\[B_{\theta}^n(\theta_1, \ldots, \theta_n) = g(\theta) \prod_{j=1}^{n} S(\theta - \theta_j),\]  

Instead of working with unbounded (closed) operators, we can also work with associated von Neumann algebras: We define the "wedge algebra" as:

\[
\mathcal{M} = \{e^{i\phi(f)}^{-} | f \in \mathcal{S}_R(\mathbb{R}^2), \text{supp } f \subset \mathcal{W}^x_z\}.\]  

Remark: we can restrict this definition to smaller sets $f \in \mathcal{D}_R(\mathcal{W}^x_z)$, or even to $f \in \mathcal{D}_R(\mathcal{W}^x_z)$ with respect to test functions with support in $\mathcal{W}^x_z$. Moreover, the set of operators $e^{i\phi(f)}$ with $f$ in these restricted domains is dense in $\mathcal{M}$ because the map $f \mapsto e^{i\phi(f)}$ is continuous in the strong operator topology (see for example [RS75]).

We can extend this definition to define algebras associated with any wedge in $\mathbb{R}^2$: As shown in [Lec06, Proposition 4.4.1], the triple $(\mathcal{M}, U(x), \mathcal{H})$ satisfies the defining properties of a standard right wedge algebra in the sense of [Lec06, Definition 2.1.1] and the associated map $\mathcal{W} \mapsto \mathcal{A}(\mathcal{W})$ (where here $\mathcal{W}$ is a generic wedge) is a local net of von Neumann algebras with the properties in [Lec06, Proposition 4.4.1].

We can extend this definition to bounded regions by taking intersections of wedge algebras. Namely, the local algebra of a double cone $\mathcal{O}_{x,y} = \mathcal{W}_x \cap \mathcal{W}_y^y, x, y \in \mathbb{R}^2, y - x \in \mathcal{W}$, is defined as

\[
\mathcal{A}(\mathcal{O}_{x,y}) := \mathcal{A}(\mathcal{W}_x) \cap \mathcal{A}(\mathcal{W}_y)^\prime.
\]  

It has been shown in [Lec06] that $\mathcal{O} \mapsto \mathcal{A}(\mathcal{O})$, where

\[
\mathcal{A}(\mathcal{O}) := \left( \bigcup_{\mathcal{O}_{x,y} \subset \mathcal{O}} \mathcal{A}(\mathcal{O}_{x,y}) \right)^\prime
\]  

is a covariant, local net of von Neumann algebras fulfilling the standard axioms of a local quantum field theory. Here it is not a priori clear that the algebras $\mathcal{A}(\mathcal{O})$ are nontrivial, i.e., that they contain any operator except for multiples of the identity. However, Lechner proved [Lec08] that at least for regions $\mathcal{O}$ of a certain minimum size, the vacuum vector $\Omega$ is indeed cyclic for $\mathcal{A}(\mathcal{O})$, of which it follows that the algebras are type III$_1$ factors [BL04].
Chapter 3

The Araki expansion

We consider quantum field theory on 1+1 dimensional Minkowski space. We know that in the case of a real scalar free field, any operator $A$ on Fock space can be decomposed as

$$A = \sum_{m,n=0}^{\infty} \int \frac{d^m \theta \, d^n \eta}{m!n!} f_{m,n}(\theta, \eta) a^{\dagger}(\theta_1) \cdots a^{\dagger}(\theta_m) a(\eta_1) \cdots a(\eta_n),$$

(3.1)

where $\theta_j, \eta_j$ are rapidities and where the (generalized) functions $f_{m,n}$ can be written down explicitly in terms of a string of nested commutators:

$$f_{m,n}(\theta, \eta) = \langle \Omega, [a(\theta_1), [\ldots [a(\theta_m), [\ldots [A, a^{\dagger}(\eta_n)] \ldots a^{\dagger}(\eta_1)] \ldots] \Omega \rangle.$$

(3.2)

Araki has shown in [Ara63] (in a different notation) that every bounded operators $A$ has such decomposition.

In the following section we aim to establish an analogue of the series expansion (3.1) in terms of the deformed creators and annihilators $z, z^{\dagger}$ in our models with factorizing scattering matrix. Moreover, we aim to establish this expansion for arbitrary bounded operators, and more generally for unbounded operators and quadratic forms. This is an important ingredient for a characterization theorem for local operators which we will formulate in Sec. 5.

3.1 Contractions

In this section we will introduce some of our notation, similar to [Lec08] but with conventions slightly more convenient for our purposes.

We consider for $A \in Q^\omega$ the matrix element

$$\langle \ell(\theta), A r(\eta) \rangle =: \langle \ell(\theta), A r(\eta) \rangle,$$

(3.3)

A contraction $C$ is a triple $C = (m, n, \{(l_1, r_1), \ldots, (l_k, r_k)\})$, where $m, n \in \mathbb{N}_0$, $1 \leq l_j \leq m$ and $m + 1 \leq r_j \leq m + n$, and both the $l_j$ and the $r_j$ are pairwise different among each other. We denote $C_{m,n}$ the set of all contractions for fixed $m$ and $n$, and write $|C| := k$ for the length of a contraction (in other words, the number of elements of the set in the third entry in the definition of $C$).

Using this notion of a contraction, we can consider (“contracted”) matrix elements $\langle \ell_C(\theta), A r_C(\eta) \rangle$, where

$$\ell_C(\theta) := z^{\dagger}(\theta_1) \cdots z^{\dagger}(\theta_m) \Omega,$$

(3.4)

$$r_C(\eta) := z^{\dagger}(\eta_n) \cdots z^{\dagger}(\eta_{r_1-m}) \cdots z^{\dagger}(\eta_{r_k-m}) \cdots z^{\dagger}(\eta_1) \Omega,$$

(3.5)
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and where the hats indicate that the marked elements have been omitted in the sequence.

We note that \( \ell_C(\cdot) \) is an \( \mathcal{H} \)-valued distribution on \( \mathcal{D}(\mathbb{R}^{m-|C|}) \), namely when smearing each \( z^\dagger \) with test functions in \( \mathcal{D}(\mathbb{R}) \), \( \ell_C(f) \) is a vector in \( \mathcal{H} \). Actually, its values are in \( \mathcal{H}^{m'} \); indeed, given any function \( f \) smooth and of compact support, \( \ell_C(f) := \int d^m \theta f(\theta) \ell_C(\theta) \) is a vector of finite particle number, and has the norm

\[
\| e^{\omega(H/\mu)} \ell_C(f) \| \leq \sqrt{(m - |C|)!} \| f \|_2^\omega. \tag{3.6}
\]

This inequality is a generalization of (2.48) first part, in the case \( \ell = 0 \). Namely, we can follow the same computation as in the proof of (2.48), but setting \( \ell = 0 \) and considering \( z^\dagger m(f) \) instead of \( z^\dagger(f) \). By explicit computation:

\[
\| e^{\omega(H/\mu)} \ell_C(f) \|^2 = \int d^{m-|C|} \hat{\theta} d^{m'-|C|} \hat{\theta}' f(\hat{\theta}) f(\hat{\theta}') e^{\omega(H/\mu)} z^\dagger(\theta_1') \cdots \cdots z^\dagger(\theta_{m-1}') \cdots z^\dagger(\theta_m') \Omega, e^{\omega(H/\mu)} z^\dagger(\theta_1) \cdots \cdots z^\dagger(\theta_{l_1}) \cdots z^\dagger(\theta_{l_{|C|}}) \cdots z^\dagger(\theta_m) \Omega \\
\leq (m - |C|)! \int d^{m-|C|} \hat{\theta} |f(\hat{\theta})|^2 e^{2\omega(\sum_{j=1}^m \cosh \hat{\theta}_j)} = (m - |C|)! \| f \|_2^\omega)^2. \tag{3.7}
\]

where in the second inequality we used the \( S \)-symmetry of \( f \).

This holds similarly for \( r_C(\cdot) \). Therefore, for fixed \( A \in \mathcal{Q}^\omega \), the matrix element \( \langle \ell_C(\theta), Ar_C(\eta) \rangle \) is a well-defined distribution on \( \mathcal{D}(\mathbb{R}^{m+n-2|C|}) \).

We associate with a contraction \( C \in \mathcal{C}_{m,n} \) the following quantities:

\[
\delta_C(\theta, \eta) := \prod_{j=1}^{|C|} \delta(\theta_j - \eta_{r_j-m}), \tag{3.8}
\]

\[
S_C(\theta, \eta) := \prod_{j=1}^{|C|} \prod_{m_j=l_j+1}^{r_j-1} S_{m_j, l_j}^{(m)} \cdot \prod_{r_i < r_j, l_i < l_j} S_{l_j, r_j}^{(m)} \tag{3.9}
\]

where we used the notation

\[
S_{a,b}(\theta) := S(\theta_a - \theta_b), \quad S_{a,b}^{(m)} := \begin{cases} S_{b,a} \quad a \leq m < b, b \leq m < a \\ S_{a,b} \quad \text{otherwise} \end{cases} \tag{3.10}
\]

We will often not write down explicitly the arguments \( \theta, \eta \) where they are clear from the context. We will see the use of the above expressions later in the present thesis.

It will become also very useful the fact that we can express the factors \( S_C \) in terms of the expressions \( S^\sigma \) associated with permutations \( \sigma \), as the following Lemma shows.

**Lemma 3.1.** There holds

\[
\delta_C S_C(\theta, \eta) = \delta_C S^\sigma(\theta) S^\rho(\eta), \tag{3.11}
\]

where

\[
\sigma = \begin{pmatrix} 1 & \ldots & \hat{l} & \ldots & m \\ 1 & \ldots & m & l_1 & \ldots & l_{|C|} \end{pmatrix}, \tag{3.12}
\]

\[
\rho = \begin{pmatrix} m+1 & \ldots & \hat{r} & \ldots & m+n \\ m+1 & \ldots & r_1 & m+1 & \ldots & \hat{r} & \ldots & m+n \end{pmatrix}.
\]
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Remarks: \( \hat{l} \) indicates that we leave out the \( l_j \) from the sequence; \( \hat{r} \) analogously. The permutations \( \sigma, \rho \) are not unique since one can permute the pairs of the contraction. However, the right hand side of (3.11) is independent of this choice since the extra \( S \)-factors associated with different permutations \( \sigma, \rho \) of the same pairs would cancel each other due to the delta distributions.

Proof. Considering the above remark, we can assume that \( r_1 < \ldots < r_{|C|} \). From the definition of \( S^\sigma, S^\rho \) in Eq. (2.5) with \( \sigma, \rho \) given by (3.12), we can read off that

\[
S^\sigma = \prod_{j=1}^{|C|} \prod_{p_j=l_j+1}^m S_{p_j,l_j} \cdot \prod_{1 < j \leq j} S_{l_i,l_j}, \quad (3.13)
\]

\[
S^\rho = \prod_{j=1}^{|C|} \prod_{q_j=m+1}^r S_{r_j,q_j}, \quad (3.14)
\]

Computing the product \( S^\sigma S^\rho \) from (3.13) and (3.14), and taking the factor \( \delta_C \) into account, we find that \( \delta_C S^\sigma S^\rho = \delta_C S_C \) with \( S_C \) defined as in (3.9).

We will also need to consider compositions of contractions. Given the contractions \( C \in \mathcal{C}_{m,n} \) and \( C' \in \mathcal{C}_{m-|C|, n-|C|} \), the composed contraction, where the indices are contracted first with \( C \), then with \( C' \), is defined as \( C \cup C' \in \mathcal{C}_{m,n} \): \( C \cup C' = (m, n, \{(l_1, r_1), \ldots, (l_k, r_k), (l'_1, r'_1), \ldots, (l'_q, r'_q)\}) \). This definition should be intuitively clear; on the other hand, note that it involves a \text{renumbering} of the indices in \( C' \) before taking the set union \( C \cup C' \); we will often avoid to indicate this renumbering explicitly. With respect to this composition of contractions, also the factors \( \delta_C \) and \( S_C \) compose in a certain way, as the following lemma shows. Here \( \hat{\theta} \in \mathbb{R}^{m-|C|} \) indicates that \( \theta \) has the components \( \theta_1, \ldots, \theta_{|C|} \) left out; analogously for \( \hat{\eta} \).

Lemma 3.2. Let \( C \in \mathcal{C}_{m,n} \) and \( C' \in \mathcal{C}_{m-|C|, n-|C|} \). There holds

\[
\delta_C(\theta, \eta) \delta_{C'}(\hat{\theta}, \hat{\eta}) S_C(\theta, \eta) S_{C'}(\hat{\theta}, \hat{\eta}) = \delta_{C \cup C'}(\theta, \eta) S_{C \cup C'}(\theta, \eta). \quad (3.15)
\]

Proof. From the definition (3.8) it is clear that \( \delta_C \delta_{C'} = \delta_{C \cup C'} \). Using this and Lemma 3.1 it remains to show that

\[
S^\sigma(\theta) S^{\sigma'}(\hat{\theta}) = S^{\sigma''}(\theta), \quad S^\rho(\eta) S^{\rho'}(\hat{\eta}) = S^{\rho''}(\eta), \quad (3.16)
\]

where \( \sigma, \rho, \sigma', \rho', \sigma'', \rho'' \) are the permutations associated with \( C, C', \) and \( C \cup C' \), respectively, by Eq. (3.11). We note that \( \sigma' \) is given explicitly by

\[
\sigma' = \begin{pmatrix} 1 & \ldots & l & \ldots & m \\ 1 & \ldots & l' & \ldots & l'_{|C|} \end{pmatrix} \in \mathfrak{S}_{|C|}, \quad (3.17)
\]

We can consider \( \sigma' \) as an element of \( \mathfrak{S}_m \) by extending the permutation matrix in the following way:

\[
\sigma' = \begin{pmatrix} 1 & \ldots & l & \ldots & m \\ 1 & \ldots & l' & \ldots & l'_{|C|} \end{pmatrix} \in \mathfrak{S}_{m-|C|}. \quad (3.18)
\]

With this, \( S^{\sigma'}(\hat{\theta}) = S^{\sigma'}(\theta') \). Using the composition law in Eq. (2.5), one has

\[
S^{\sigma''}(\theta) = S^{\sigma'}(\theta') S^\sigma(\theta) = S^{\sigma'}(\hat{\theta}) S^{\sigma}(\theta), \quad (3.19)
\]
where $\sigma''$ is given by:

$$\sigma'' := \sigma \circ \sigma' = \begin{pmatrix} 1 & \ldots & \hat{l} & \hat{l}' & \ldots & m & l_1' & \ldots & l_{|C|}' \end{pmatrix}$$  \hspace{1cm} (3.20)

One notices that this permutation is indeed associated with $C \cup C'$ by Eq. (3.11).

We obtain in a similar way the second part of Eq. (3.10), and hence we find the result of this lemma. $\square$

### 3.2 Contracted matrix elements

Given any quadratic form $A \in \mathcal{Q}^\omega$; we define its **fully contracted matrix elements** $f_{m,n}^{[A]}$ by

$$f_{m,n}^{[A]}(\theta, \eta) := \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C (\theta, \eta) \langle \ell_C(\theta), A r_C(\eta) \rangle.$$  \hspace{1cm} (3.21)

These are very similar to Lechner’s contracted matrix elements $\langle \cdot \rangle^{\text{con}}_{m+n,m}$ introduced in [Lec08]; the relation between our $f_{m,n}^{[A]}$ and Lechner’s contracted matrix elements, in notation used there, is $f_{m,n}^{[A]} = \langle JA^* J \rangle^{\text{con}}_{m+n,m}.$

We can show that $f_{m,n}^{[A]}$ are well-defined distributions in $\mathcal{D}(\mathbb{R}^{m+n})'$. Indeed, due to our remark after (3.7), the contracted matrix elements $\langle \ell_C(\theta), A r_C(\eta) \rangle$ are well-defined distributions in $\mathcal{D}(\mathbb{R}^{m+n})'$. The product of the delta distributions $\delta_C$ with $\langle \ell_C(\theta), A r_C(\eta) \rangle$ is well-defined because they depend on mutually different variables. Since $S$ is smooth (see Definition 2.1), the product of $S_C$ with $\delta_C \cdot \langle \ell_C(\theta), A r_C(\eta) \rangle$ is also well-defined. Therefore, the quantity $\delta_C \cdot S_C \cdot \langle \ell_C(\theta), A r_C(\eta) \rangle$ is a well-defined distribution in $\mathcal{D}(\mathbb{R}^{m+n})'$.

We can even show more, namely that the norms $\|f_{m,n}^{[A]}\|_{m \times n}^\omega$ are finite; we prove this in the following Proposition.

**Proposition 3.3.** For $m, n \in \mathbb{N}_0$, there is a constant $c_{m,n}$ such that for all $A \in \mathcal{Q}^\omega$,

$$\|f_{m,n}^{[A]}\|_{m \times n}^\omega \leq c_{m,n} \|A\|_{m+n}^\omega.$$  \hspace{1cm} (3.22)

**Proof.** Applying the triangle inequality we find

$$\|f_{m,n}^{[A]}\|_{m \times n}^\omega \leq \sum_{C \in \mathcal{C}_{m,n}} \|\delta_C S_C \langle \ell_C(\theta), A r_C(\eta) \rangle\|_{m \times n}^\omega.$$  \hspace{1cm} (3.23)

By Lemma 3.1 the factor $S_C(\theta, \eta)$ factorizes to $S'^{\sigma}(\theta)S'^{\rho}(\eta)$; applying Eq. (2.59), we have

$$\|\delta_C S_C \langle \ell_C(\theta), A r_C(\eta) \rangle\|_{m \times n}^\omega \leq \|S'^{\sigma}\|_{\infty} \|\delta_C \langle \ell_C(\theta), A r_C(\eta) \rangle\|_{m \times n}^\omega \|S'^{\rho}\|_{\infty} = \|\delta_C \langle \ell_C(\theta), A r_C(\eta) \rangle\|_{m \times n}^\omega.$$  \hspace{1cm} (3.24)

where in the third equality we estimated the uniform norms of $S'^{\sigma}, S'^{\rho}$ by 1 (since on the real axis, $|S(\theta)| = 1$ for all $\theta$). The individual factors of $\delta_C$ and the matrix element $\langle \ell_C(\theta), A r_C(\eta) \rangle$ depend on mutually different variables; so, we can apply repeatedly (2.65) to $\|\delta_C \langle \ell_C(\theta), A r_C(\eta) \rangle\|_{m \times n}^\omega$, we find

$$\|f_{m,n}^{[A]}\|_{m \times n}^\omega \leq \sum_{C \in \mathcal{C}_{m,n}} \left( \prod_{j=1}^{|C|} \|\delta(\theta_j - \eta_{r_j})\|_{1 \times 1} \right) \|\ell_C(\theta), A r_C(\eta)\|_{(m-|C|) \times (n-|C|)}.$$  \hspace{1cm} (3.25)
3.2. CONTRACTED MATRIX ELEMENTS

By application of Cauchy-Schwarz one easily sees that \( \| \delta(\theta - \eta) \|_{1\times 1} = 1 \); we can show that

\[
\| \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} \leq \sqrt{(m - |C|)!} \sqrt{(n - |C|)!} \| A \|_{m+n}^{\omega}. \quad (3.26)
\]

The inequality (3.26) can be proved as follows. From (2.56), we have that

\[
\| \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} = \frac{1}{2} \| e^{-\omega(E(\theta))} \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} + \frac{1}{2} \| e^{-\omega(E(\eta))} \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)}. \quad (3.27)
\]

We consider the first norm on the right hand side of the above equation. By (2.56), we have that

\[
\| e^{-\omega(E(\theta))} \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} = \sup_{\| g \|_2 \leq 1, \| h \|_2 \leq 1} \left| \int e^{-\omega(E(\theta))} \langle \mathbf{c}(\theta), A r_C(\eta) \rangle g(\theta) h(\eta) d^{m-|C|} \theta d^{n-|C|} \eta \right|. \quad (3.28)
\]

We can estimate the absolute value of \( \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \) integrated with the functions \( g, h \) using the Cauchy-Schwarz inequality:

\[
\| \langle e^{-\omega(H/\mu)} \mathbf{c}(g), A r_C(h) \rangle \| = \| \langle \mathbf{c}(g), Q_{m-|C|} e^{-\omega(H/\mu)} A Q_{n-|C|} r_C(h) \rangle \| \leq \sqrt{(m - |C|)!} \sqrt{(n - |C|)!} \| g \|_2 \| h \|_2 \| Q_{m-|C|} e^{-\omega(H/\mu)} A Q_{n-|C|} \| \leq \sqrt{(m - |C|)!} \sqrt{(n - |C|)!} \| g \|_2 \| h \|_2 \| Q_{m+n} e^{-\omega(H/\mu)} A Q_{m+n} \|. \quad (3.29)
\]

Hence, we have:

\[
\| e^{-\omega(E(\theta))} \langle \mathbf{c}(\theta), A r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} \leq \sqrt{(m - |C|)!} \sqrt{(n - |C|)!} \| Q_{m+n} e^{-\omega(H/\mu)} A Q_{m+n} \|. \quad (3.30)
\]

By a similar method, we find for the second norm on the right hand side of (3.27):

\[
\| \langle \mathbf{c}(\theta), A e^{-\omega(E(\eta))} r_C(\eta) \rangle \|_{(m-|C|)\times(n-|C|)} \leq \sqrt{(m - |C|)!} \sqrt{(n - |C|)!} \| Q_{m+n} A e^{-\omega(H/\mu)} Q_{m+n} \|. \quad (3.31)
\]

By definition (2.41) and (3.27) the two estimates above imply (3.26). Inserting (3.26) into (3.25), we find the result (3.22). \( \square \)

We present here an alternative proof of Proposition 3.3 close to Lechner [Lec08, Lemma 4.3].

**Proof.** We write \( \theta_i := (\theta_1, \ldots, \theta_{|C|}) \) and \( \delta_C S_C = \delta_C S_C^L S_C^R \), where \( S_C^L \) and \( S_C^R \) are functions of the variables \( \{ \theta_1, \ldots, \theta_m \} \) and \( \{ \eta_1, \ldots, \eta_n \} \setminus \{ \eta_{r_{|C|-m}} \} \cup \{ \theta_1 \} \), respectively. For \( g \in D(\mathbb{R}^{m-|C|}) \), \( h \in D(\mathbb{R}^{n-|C|}) \), we consider

\[
G_{\theta_i}^L := S_C^L \cdot g_{\theta_i}, \quad H_{\theta_i}^R := S_C^R \cdot h_{\theta_i}. \quad (3.32)
\]
where \( g_\theta := g(\theta_1, \ldots, \theta_l, \ldots, \theta_m), h_\theta := h(\eta_1, \ldots, \theta_l, \ldots, \eta_1) \) and where the functions \( G_{\theta_l}^L \in D(\mathbb{R}^{m-|C|}) \) and \( H_{\theta_l}^R \in D(\mathbb{R}^{n-|C|}) \) depend parametrically on \( \theta_l \in \mathbb{R}^{|C|} \). We consider:

\[
\left| \int d^m \theta d^n \eta \left( f^{[A]}_{m,n}(\theta, \eta) g(\theta) h(\eta) \right) \right| = \left| \int d^m \theta d^n \eta \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C \delta_C \times \
\times \langle \ell_C(\theta), e^{-\omega(H/\mu)} Q_{m-|C|} A Q_{n-|C|} T_C(\eta) \rangle e^{\omega(E(\theta))} g(\theta) h(\eta) \right|. \tag{3.34}
\]

After integrating over the delta distributions, we find:

\[
\text{r.h.s. (3.34)} = \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \int d^{|C|} \theta_l \left( e^{\omega(E(\cdot))} G_{\theta_l}^R, Q_{m-|C|} e^{-\omega(H/\mu)} A Q_{n-|C|} H_{\theta_l}^L \right). \tag{3.35}
\]

Using the Cauchy-Schwarz inequality, we find:

\[
\text{r.h.s. (3.34)} \leq \sum_{C \in \mathcal{C}_{m,n}} \sqrt{(n - |C|)!} \sqrt{(m - |C|)!} \int d^{|C|} \theta_l \| e^{\omega(E(\cdot))} G_{\theta_l}^R \|_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| H_{\theta_l}^L \|_2 \\
= \sum_{C \in \mathcal{C}_{m,n}} \sqrt{(n - |C|)!} \sqrt{(m - |C|)!} \int d^{|C|} \theta_l \| e^{\omega(E(\cdot))} g_{\theta_l} \|_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h_{\theta_l} \|_2 \\
\leq \left( \sum_{C \in \mathcal{C}_{m,n}} \sqrt{(n - |C|)!} \sqrt{(m - |C|)!} \right) \| e^{\omega(E(\cdot))} g \|_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h \|_2 \\
= \left( \sum_{C \in \mathcal{C}_{m,n}} \sqrt{(n - |C|)!} \sqrt{(m - |C|)!} \right) \| g \|_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h \|_2. \tag{3.36}
\]

where in the third inequality we made use of the monotonicity of \( \omega: e^{\omega(E(\theta))} \leq e^{\omega(E(\theta) + E(\theta))} \), and of the Cauchy-Schwarz inequality.

Using the inequality \( ab! \leq (a + b)! \), we find

\[
\text{r.h.s. (3.34)} \leq \left( \sum_{C \in \mathcal{C}_{m,n}} 1 \right) \sqrt{(m + n)!} \| g \|^\omega_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h \|_2. \tag{3.37}
\]

The number of contractions in \( \mathcal{C}_{m,n} \) is given by

\[
|\mathcal{C}_{m,n}| := \sum_k \{ C \in \mathcal{C}_{m,n} \mid |C| = k \} = \sum_k \binom{m}{k} \binom{n}{k} k! \tag{3.38}
\]

We denote \( c'_{mn} := |\mathcal{C}_{m,n}| \sqrt{(m + n)!} \), we have

\[
\left| \int d^m \theta d^n \eta \left( f^{[A]}_{m,n}(\theta, \eta) g(\theta) h(\eta) \right) \right| \leq c'_{mn} \| g \|^\omega_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h \|_2. \tag{3.39}
\]

Calling \( g'(\theta) := e^{\omega(E(\theta))} g(\theta) \), the equation above can be rewritten as follows:

\[
\left| \int d^m \theta d^n \eta \ e^{-\omega(E(\theta))} f^{[A]}_{m,n}(\theta, \eta) g'(\theta) h(\eta) \right| \leq c'_{mn} \| g' \|^2_2 \cdot \| Q_m e^{-\omega(H/\mu)} A Q_n \| \cdot \| h \|_2. \tag{3.40}
\]
3.3. S-SYMMETRY OF THE COEFFICIENTS

Analogously, we compute the same norm as before but with \( e^{\omega(E(\tilde{\theta}))} \) replaced by \( e^{\omega(E(\tilde{\eta}))} \):

\[
\left| \int d^m \theta d^n \eta \; f^{[A]}_{m,n}(\theta, \eta) g(\theta) h(\eta) \right| = \left| \int d^m \theta d^n \eta \sum_{C \in \mathbb{C}_{m,n}} (-1)^{|C|} \delta_C S_C \times \right.
\times \langle \ell_C(\theta), Q_{m-|C|} A Q_{n-|C|} e^{-\omega(H/\mu)} r_C(\eta) \rangle g(\theta) e^{\omega(E(\tilde{\eta}))} h(\eta) \right|.
\tag{3.41}
\]

We find in this case:

\[
\left| \int d^m \theta d^n \eta \; f^{[A]}_{m,n}(\theta, \eta) g(\theta) h(\eta) \right| \leq c''_{mn} \|g\|_2 \cdot \|Q_m A e^{-\omega(H/\mu)} Q_n\| \cdot \|h\|_2.
\tag{3.42}
\]

Calling \( h'(\eta) := e^{\omega(E(\eta))} h(\eta) \), the equation above can be rewritten as follows:

\[
\left| \int d^m \theta d^n \eta \; f^{[A]}_{m,n}(\theta, \eta) e^{-\omega(E(\eta))} g(\theta) h'(\eta) \right| \leq c''_{mn} \|g\|_2 \cdot \|Q_m A e^{-\omega(H/\mu)} Q_n\| \cdot \|h'\|_2.
\tag{3.43}
\]

By summing the left and right hand sides of (3.40) and (3.43), we find:

\[
\frac{1}{2} \left| \int d^m \theta d^n \eta \; e^{-\omega(E(\theta))} f^{[A]}_{m,n}(\theta, \eta) g(\theta) h(\eta) \right|
+ \frac{1}{2} \left| \int d^m \theta d^n \eta \; f^{[A]}_{m,n}(\theta, \eta) e^{-\omega(E(\eta))} g(\theta) h(\eta) \right|
\leq \frac{1}{2} c'_{mn} \|g\|_2 \cdot \|Q_m e^{-\omega(H/\mu)} A Q_n\| \cdot \|h\|_2 + \frac{1}{2} \frac{c''_{mn}}{e} \|g\|_2 \cdot \|Q_m A e^{-\omega(H/\mu)} Q_n\| \cdot \|h\|_2
\leq \frac{1}{2} c_{mn} \|g\|_2 \cdot \|Q_{m+n} e^{-\omega(H/\mu)} A Q_{m+n}\| \cdot \|h\|_2 + \frac{1}{2} \frac{c''_{mn}}{e} \|g\|_2 \cdot \|Q_{m+n} A e^{-\omega(H/\mu)} Q_{m+n}\| \cdot \|h\|_2.
\tag{3.44}
\]

where we denoted \( c_{mn} := c'_{mn} + c''_{mn} \).

Taking the supremum of the left and right hand sides of the above equation over \( \|g\|_2 \leq 1 \) and \( \|h\|_2 \leq 1 \), we find (3.22).

\[\square\]

3.3 S-symmetry of the coefficients

**Proposition 3.4.** The distributions \( f^{[A]}_{m,n} \) are S-symmetric in the first \( m \) and last \( n \) variables separately: that is, for permutations \( \pi \in \mathcal{S}_m \) and \( \tau \in \mathcal{S}_n \),

\[
f^{[A]}_{m,n}(\theta, \eta) = S^\pi(\theta) S^\tau(\eta) f^{[A]}_{m,n}(\theta^\pi, \eta^\tau).
\tag{3.45}
\]

**Proof.** We consider only the case \( \tau = \text{id} \); the arguments that we make for \( \pi \) then apply to \( \tau \) analogously. It also suffices to consider the case where \( \pi \) is a transposition due to the representation property of \( S^\pi \), see Sec. 2.3

In (3.21) we denote:

\[
f^{[A]}_{m,n}(\theta, \eta) = \sum_{C \in \mathbb{C}_{m,n}} T_C(\theta, \eta), \quad \text{where } T_C(\theta, \eta) := (-1)^{|C|} \delta_C S_C \langle \ell_C(\theta), A r_C(\eta) \rangle.
\tag{3.46}
\]

We want to compute

\[
T_C(\theta^\pi, \eta) = (-1)^{|C|} \delta_C(\theta^\pi, \eta) S^\pi(\theta^\pi) S^\tau(\eta) \langle \ell_C(\theta^\pi), A r_C(\eta) \rangle,
\tag{3.47}
\]
where $\bm{\theta} = (\theta_1, \ldots, \theta_k, \ldots, \theta_m)$, and where we made use of Eq. \eqref{3.11}, namely $\sigma, \rho$ are the permutations corresponding to $C$ by Lemma \ref{3.1}. We distinguish the four cases where each of the indices $k$ and $k+1$ can be either contracted or non-contracted in $C$.

(a) Consider the case where both $k$ and $k+1$ are not contracted. Since $\delta_C$ depends only on the contracted variables, we have $\delta_C(\theta^\pi, \eta) = \delta_C(\theta, \eta)$. Moreover, $\langle C_{(\theta^\pi)}(A r_C(\eta)) = S(\theta_{k} - \theta_{k+1})(\ell_{C}(\theta), A r_C(\eta))$ due to the exchange relations of the Zamolodchikov algebra. As for the factor $S^\pi(\theta^\pi)$: Since $\pi$ is a transposition, then for all $1 \leq j \leq |C|$ we have that either $k, k+1 > l_j$ or $k, k+1 < l_j$. In both cases it follows from \eqref{3.12} that $S^\pi(\theta^\pi) = S^\pi(\theta)$. In total, we obtain

$$S^\pi(\theta) T_C(\theta^\pi, \eta) = T_C(\theta, \eta). \quad (3.48)$$

(b) Consider the case where both $k$ and $k+1$ are contracted. Given $C = (m, n, \{(l_1, r_1), \ldots, (k, r), (k+1, r'), \ldots, (l_{|C|}, r_{|C|})\}$, let $C' := (m, n, \{(l_1, r_1), \ldots, (k, r'), (k+1, r), \ldots, (l_{|C|}, r_{|C|})\})$. Then we have that $\delta_C(\theta^\pi, \eta) = \delta_{C'}(\theta, \eta)$ and also, $\ell_{C}(\theta^\pi) = \ell_{C'}(\theta)$, since both $\delta_C$ and $\ell_{C}(\cdot)$ do not depend on the contracted variables. Regarding the S-factors, we write using Eq. \eqref{2.6},

$$S^\sigma(\theta^\pi) = S^{\sigma \sigma}(\theta)(S^\pi(\theta))^{-1} \quad (3.49)$$

The permutation $\pi \circ \sigma$ is given by

$$\pi \circ \sigma = \begin{pmatrix} 1 & \ldots & m \\ 1 & \ldots & k+1 & k & \ldots & m \\ 1 & \ldots & \hat{r} & \ldots & m & r_1 & \ldots & k+1 & k & \ldots & r_k \end{pmatrix} \quad (3.50)$$

One finds that $\pi \circ \sigma$ corresponds to $C'$ above in the sense of Eq. \eqref{3.11}, with the same $\rho$ for both $C$ and $C'$. Combining all this into \eqref{3.47}, we obtain

$$S^\pi(\theta) T_C(\theta^\pi, \eta) = T_{C'}(\theta, \eta). \quad (3.51)$$

Note that the contraction $C'$ is again of type (b).

(c) Consider the case where $k$ is contracted, but $k+1$ is not contracted. Given $C = (m, n, \{(l_1, r_1), \ldots, (k, r), \ldots, (l_{|C|}, r_{|C|})\}$, let $C' := (m, n, \{(l_1, r_1), \ldots, (k+1, r), \ldots, (l_{|C|}, r_{|C|})\})$. Then, we have that $\delta_C(\theta^\pi, \eta) = \delta_{C'}(\theta, \eta)$ and $\ell_{C}(\theta^\pi) = \ell_{C'}(\theta)$. Moreover, using Eq. \eqref{2.6}, we write $S^\sigma(\theta^\pi) = S^{\sigma \sigma}(\theta) S^\pi(\theta)^{-1}$ where the permutation $\pi \circ \sigma$, which is given by

$$\pi \circ \sigma = \begin{pmatrix} 1 & \ldots & m \\ 1 & \ldots & k+1 & k & \ldots & m \\ 1 & \ldots & \hat{r} & k & \ldots & m & r_1 & \ldots & k+1 & k & \ldots & r_k \end{pmatrix}, \quad (3.52)$$

corresponds to $C'$ in the sense of Eq. \eqref{3.11}, with the same $\rho$ for both $C$ and $C'$. Combining all in \eqref{3.47}, we arrive at

$$S^\pi(\theta) T_C(\theta^\pi, \eta) = T_{C'}(\theta, \eta). \quad (3.53)$$

(d) $k+1$ is contracted, but $k$ is not contracted. This case is analogous to (c); indeed, the contraction $C'$ in (c) is exactly of type (d).
3.4. INVERSION FORMULA FOR MATRIX ELEMENTS

Summing over all contractions $C$ in (3.10), we obtain from (3.38), (3.51), (3.53) that $S^π(\theta)f_{m,n}^{[A]}(\theta^π,\eta) = f_{m,n}^{[A]}(\theta,\eta)$ as claimed. The details of this summation argument are as follows.

Using the above results in (a), (b), (c), (d), we compute $\sum_{C \in C_{m,n}} T_C(\theta^π,\eta)$ and we find:

$$f_{m,n}^{[A]}(\theta^π,\eta) = \sum_{C \in C_{m,n}} T_C(\theta^π,\eta)$$

$$= \sum_{C \in C_{m,n}^{(a)}} T_C(\theta^π,\eta) + \sum_{C \in C_{m,n}^{(b)}} T_C(\theta^π,\eta) + \sum_{C \in C_{m,n}^{(c)}} T_C(\theta^π,\eta) + \sum_{C \in C_{m,n}^{(d)}} T_C(\theta^π,\eta)$$

$$= (S^π)^{-1} \sum_{C \in C_{m,n}} T_C(\theta,\eta) + (S^π)^{-1} \sum_{C \in C_{m,n}^{(b)}} T_C(\theta,\eta) + (S^π)^{-1} \sum_{C \in C_{m,n}^{(c)}} T_C(\theta,\eta) + (S^π)^{-1} \sum_{C \in C_{m,n}^{(d)}} T_C(\theta,\eta)$$

$$= (S^π)^{-1} \left( \sum_{C \in C_{m,n}^{(a)}} T_C(\theta,\eta) + \sum_{C \prime \in C_{m,n}^{(b)}} T_C(\theta,\eta) + \sum_{C \prime \in C_{m,n}^{(c)}} T_C(\theta,\eta) + \sum_{C \prime \in C_{m,n}^{(d)}} T_C(\theta,\eta) \right)$$

$$= (S^π)^{-1} \left( \sum_{C \in C_{m,n}^{(a)}} T_C(\theta,\eta) + \sum_{C \prime \in C_{m,n}^{(b)}} T_C(\theta,\eta) + \sum_{C \prime \in C_{m,n}^{(c)}} T_C(\theta,\eta) \right)$$

$$= (S^π)^{-1} \sum_{C \in C_{m,n}} T_C(\theta,\eta).$$

where in the sum over $C \in C_{m,n}^{(d)}$ in the third equality we have that $C'$ is defined correspondingly as in (c).

3.4 Inversion formula for matrix elements

In Eq. (3.21), we defined $f_{m,n}^{[A]}$ as a certain sum over matrix elements of $A$. We can now invert this formula in the sense given by the following Proposition.

**Proposition 3.5.** For any $A \in Q^\omega$,

$$\langle \ell(\theta), A r(\eta) \rangle = \sum_{C \in C_{m,n}} \delta_C S_C f_{m-[C],n-[C]}^{[A]}(\hat{\theta}, \hat{\eta}).$$

(3.55)

(Here $\hat{\theta}, \hat{\eta}$ denotes the variables which are obtained from $\theta, \eta$ by leaving out the components which are contracted in $C$.)

**Proof.** Inserting (3.21) into the right-hand side of (3.55), we need to show:

$$\langle \ell(\theta), A r(\eta) \rangle = \sum_{C \in C_{m,n}} \delta_C S_C(\theta, \eta) \sum_{C' \in C_{m-[C],n-[C]}} (-1)^{|C'|} \delta_{C'} S_{C'}(\hat{\theta}, \hat{\eta}) \langle \ell_{C \cup C'}(\theta), A r_{C \cup C'}(\eta) \rangle.$$

(3.56)
Using Lemma 3.2, we find
\[
\text{r.h.s. (3.56)} = \sum_{C \in \mathcal{C}_{m,n}} \left( -1 \right)^{|C|} \delta_{C \cup C'} S_{C \cup C'}(\theta, \eta) \langle \ell_{C \cup C'}(\theta), A r_{C \cup C'}(\eta) \rangle. 
\]
(3.57)

We denote \( D := C \cup C' \); then, we can reorganize the sum over \( C \) and \( C' \) in the following way:
\[
\text{r.h.s. (3.56)} = \sum_{D \in \mathcal{C}_{m,n}} \left( \sum_{D = C \cup C'} \left( -1 \right)^{|C|} \right) \delta_{D} S_{D}(\ell_{D}(\theta), A r_{D}(\eta)). 
\]
(3.58)

We compute the inner sum in the above formula (at fixed \( D \)) using the binomial formula:
\[
\sum_{D = C \cup C'} \left( -1 \right)^{|C|} = \sum_{j=0}^{|D|} \binom{|D|}{j} = \left\{ \begin{array}{ll} 0 & \text{if } |D| \geq 1, \\ 1 & \text{if } |D| = 0. \end{array} \right. 
\]
(3.59)

Hence, we find that the right hand side of (3.58) gives \( \langle \ell(\theta), A r(\eta) \rangle \) as claimed.

3.5 Basis property

A next step which is useful in order to establish a series expansion for any quadratic form \( A \in \mathcal{Q} \) in terms of the \( f^{[A]}_{m,n} \) is to prove that the \( z^{m}(\theta)z^{n}(\eta) \) form a “dual basis” for the contracted matrix elements \( f^{[A]}_{m,n} \).

**Proposition 3.6.** In the sense of distributions, there holds:
\[
f_{m,n} \left[ z^{m'}(\theta')z^{n'}(\eta') \right] (\theta, \eta) = m!n!\delta_{m,m'}\delta_{n,n'} \text{Sym}_{S,\theta} \delta^{m}(\theta - \theta') \text{Sym}_{S,\eta} \delta^{n}(\eta - \eta'). 
\]
(3.60)

**Proof.** We consider \( A := z^{m'}(\theta')z^{n'}(\eta') \). If \( m - m' \neq n - n' \), then all matrix elements of \( A \) in (3.21) vanish, hence \( f^{[A]}_{m,n} = 0 \) and the claim follows. Therefore, we consider in the following \( k := m - m' = n - n' \).

If \( k < 0 \), then all the matrix elements in (3.21) vanish again, and we have \( f^{[A]}_{m,n} = 0 \); hence, the claim follows.

If \( k = 0 \), then we can directly compute that
\[
f^{[A]}_{m,n}(\theta, \eta) = \langle z^{m}(\theta)\Omega, z^{m}(\theta')z^{n}(\eta')Jz^{m}(\eta)\Omega \rangle \\
= \langle z^{m}(\theta)\Omega, z^{m}(\theta')\Omega, z^{n}(\eta')Jz^{m}(\eta)\Omega \rangle = m!n! \text{Sym}_{S,\theta} \delta^{m}(\theta - \theta') \text{Sym}_{S,\eta} \delta^{n}(\eta - \eta'). 
\]
(3.61)

So, again the claim follows.

If \( k > 0 \), we prove that \( f^{[A]}_{m,n} = 0 \) using induction on \( k \). For given \( k \), we can assume that this statement is true for some \( k' \) in place of \( k \), if \( 0 < k' < k \). Now, in Prop. 3.5, we have \( 0 < k_{C} < k \), and \( m_{C} - m' = n_{C} - n' =: k_{C}, n_{C} := m - |C|, n_{C} := n - |C| \). Thus we can apply the induction hypothesis: \( f^{[A]}_{m_{C},n_{C}} = 0 \). For the case \( k_{C} = 0 \), (3.61) applies; for the case \( k_{C} < 0 \), the above argument for \( k < 0 \) applies.

Therefore, from Prop. 3.5, we have
\[
\langle \ell(\theta), A r(\eta) \rangle = \sum_{C \in \mathcal{C}_{m,n}} \delta_{C} S_{C} f^{[A]}_{m_{C},n_{C}}(\theta, \eta) \\
= f^{[A]}_{m,n}(\theta, \eta) + \sum_{C \in \mathcal{C}_{m,n}} \delta_{C} S_{C} m!n! \text{Sym}_{S,\theta} \delta^{m'}(\theta - \theta') \text{Sym}_{S,\eta} \delta^{n'}(\eta - \eta'). 
\]
(3.62)
Using also \(^{(2.13)}\), it therefore suffices to show that
\[
\langle \ell(\theta), Ar(\eta) \rangle = m!'n'! \text{Sym}_{S^{-1}, \theta'} \text{Sym}_{S^{-1}, \eta'} \sum_{C \in C_{m, n} \atop |C| = k} \delta_{C} S_{C} \delta_{m'}(\hat{\theta} - \theta') \delta_{n'}(\hat{\eta} - \eta'). \tag{3.63}
\]
Since both \(\langle \ell(\theta), Ar(\eta) \rangle\) and \(f_{m, n}[A]\) are \(S\)-symmetric in the variables \(\theta, \eta\), we know from \((3.62)\) that the right hand side of \((3.63)\) must be \(S\)-symmetric too; we can therefore take the \(S\)-symmetric part of each term in the sum.

r.h.s.\((3.63)\)
\[
= \text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( m!'n'! \text{Sym}_{S^{-1}, \theta'} \text{Sym}_{S^{-1}, \eta'} \sum_{C \in C_{m, n} \atop |C| = k} \delta_{C} S_{C} \delta_{m'}(\hat{\theta} - \theta') \delta_{n'}(\hat{\eta} - \eta') \right).
\tag{3.64}
\]
We rewrite \(S_{C}\) as \(S^\sigma S^\rho\), where \(\sigma\) and \(\rho\) are the permutations corresponding to \(C\) by Eq. \((3.11)\). For the moment let us consider a single term in the above sum, that implies:
\[
\text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( \delta_{C} S_{C} m!'n'! \text{Sym}_{S^{-1}, \theta'} \delta_{m'}(\hat{\theta} - \theta') \text{Sym}_{S^{-1}, \eta'} \delta_{n'}(\hat{\eta} - \eta') \right)
= \text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( \delta_{C} S^\sigma(\theta) S^\rho(\eta) m!'n'! \text{Sym}_{S^{-1}, \theta'} \delta_{m'}(\hat{\theta} - \theta') \text{Sym}_{S^{-1}, \eta'} \delta_{n'}(\hat{\eta} - \eta') \right).
\tag{3.65}
\]
Let us consider the contraction \(C_{0} := \{(m, 1), (m-1, 2), \ldots, (m-k, k+1)\}\) corresponding to \(S_{C_{0}} = 1\), and therefore (in the sense of formula \((3.11)\)) to \(S^\sigma_{C_{0}} = S^\rho_{C_{0}} = 1\). We write a generic contraction \(C\) of length \(|C| = k\) as a permutation acting on the contraction \(C_{0}\). In particular, \(\delta_{C}\) in the formula above rewrites in terms of \(C_{0}\) as: \(\delta_{C}(\theta, \eta) = \prod_{j=1}^{[C]} \delta(\theta_{i} - \eta_{j}) = \prod_{j=1}^{m-|C|} |\delta(\theta_{j} - \eta_{j})|_{\theta=\theta^{\sigma}, \eta=\eta^{\rho}} = \delta_{C_{0}}(\theta^{\sigma}, \eta^{\rho})\). Hence, each piece in \((3.63)\) becomes
l.h.s.\((3.65)\)
\[
= m!'n'! \text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( \delta_{C_{0}}(\theta^{\sigma}, \eta^{\rho}) S^{\sigma}(\theta) S^{\rho}(\eta) \text{Sym}_{S^{-1}, \theta'} \delta_{m'}(\hat{\theta}^{C_{0}} - \theta') \text{Sym}_{S^{-1}, \eta'} \delta_{n'}(\hat{\eta}^{C_{0}} - \eta') \right).
\tag{3.66}
\]
where \(\hat{\theta}^{C_{0}}, \hat{\eta}^{C_{0}}\) indicate that the variables are contracted in \(C_{0}\).

Then, using the formula \(\text{Sym}_{S, \theta}(S^{\sigma}(\theta) g(\theta^{\sigma})) = \text{Sym}_{S, \theta}(g)\) to simplify the expression, we find
l.h.s.\((3.65)\)
\[
= m!'n'! \text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( \prod_{j=1}^{[C_{0}]} \delta_{m-j+1,m+j}(\theta, \eta) \text{Sym}_{S^{-1}, \theta'} \prod_{j=1}^{m-[C_{0}]} \delta(\theta_{j} - \theta_{j} ') \text{Sym}_{S^{-1}, \eta'} \prod_{j=|C_{0}|+1}^{n} \delta(\eta_{j} - \eta_{j}' - |C_{0}|) \right).
\tag{3.67}
\]
In view of \((2.13)\) the symmetrization in \(\theta', \eta'\) can be dropped in favour of the symmetrization in \(\theta, \eta\), we find
l.h.s.\((3.65)\)
\[
= m!'n'! \text{Sym}_{S, \theta} \text{Sym}_{S, \eta} \left( \prod_{j=1}^{[C_{0}]} \delta_{m-j+1,m+j}(\theta, \eta) \prod_{j=1}^{m-[C_{0}]} \delta(\theta_{j} - \theta_{j} ') \prod_{j=|C_{0}|+1}^{n} \delta(\eta_{j} - \eta_{j}' - |C_{0}|) \right).
\tag{3.68}
\]
Hence, we have
\[
\text{r.h.s.} \, (3.63) = \sum_{C \in \mathcal{C}_{m,n}} \frac{m'! n'!}{k!} \text{Sym}_{S,\theta} \text{Sym}_{S,\eta} (\prod_{j=1}^{[C]} \delta_{m-j+1,m+j} - \eta_j) \prod_{j=1}^{m-\left[C\right]} \delta(\theta_j - \theta'_j) \prod_{j=\left[C\right]+1}^{n} \delta(\eta_j - \eta'_{j-\left[C\right]}) \right). \quad (3.69)
\]

We find that the terms in the sum do not actually depend on \( C \); the sum, which contains \( \binom{n}{k} (\binom{m}{k}) k! \) terms, can then be computed:
\[
m'! n'! \sum_{|C|=k} 1 = m'! n'! \binom{m}{k} k! = \frac{(m' + k)!(n' + k)!}{m'! k! n'! k!} k! m'! n'! = \frac{m! n!}{k!}. \quad (3.70)
\]

Hence, we have
\[
\text{r.h.s.} \, (3.63) = \frac{m! n!}{k!} \text{Sym}_{S,\theta} \text{Sym}_{S,\eta} \left( \prod_{j=1}^{[C]} \delta_{m-j+1,m+j} - \eta_j \right) \prod_{j=1}^{m-\left[C\right]} \delta(\theta_j - \theta'_j) \prod_{j=\left[C\right]+1}^{n} \delta(\eta_j - \eta'_{j-\left[C\right]}) \right). \quad (3.71)
\]

However, the left hand side of (3.63) gives:
\[
\langle \ell(\theta), Ar(\eta) \rangle = \text{Sym}_{S,\theta} \text{Sym}_{S,\eta} \left( \prod_{j=1}^{m'} \delta(\theta'_j - \theta_j) \prod_{i=1}^{n'} \delta(\eta'_i - \eta_{i+k}) \prod_{i=1}^{m-m'} \delta(\theta_{i+m'} - \eta_{i-l+1}) \right) \frac{n!}{(n-n')! (m-m')!} \frac{m!}{k!}. \quad (3.72)
\]
which is obtained by first computing the matrix element with unsymmetrized creators and annihilators, and using \((z(\eta))_{m,n}(\xi) = \sqrt{n} - Th\eta, \xi\).

This shows (3.63) and therefore concludes the proof. \(\Box\)

3.6 Uniqueness of Araki expansion

Proposition 3.7. For any \( m, n \in \mathbb{N}_0 \), let \( g_{mn} \in \mathcal{D}(\mathbb{R}^{m+n})' \) with \( \|g_{mn}\|_{m \times n}^\omega < \infty \). Then,
\[
A := \sum_{m, n = 0}^{\infty} \int \frac{d^m \theta d^n \eta}{m! n!} g_{mn}(\theta, \eta) z^m(\theta) z^n(\eta) \quad (3.73)
\]
defines an element of \( \mathcal{Q}^\omega \), and \( f^{[A]}_{m,n}(\theta, \eta) = \text{Sym}_{S,\theta} \text{Sym}_{S,\eta} g_{mn}(\theta, \eta) \).

Proof. Since we want to show that \( A \) is a quadratic form defined between finite particle number vectors, it is enough to consider (3.73) evaluated between vectors of finite particle number; hence, the sum on the right hand side of (3.73) is finite. By Prop. 2.11 we know that since \( \|g_{mn}\|_{m \times n}^\omega < \infty \), every summand is a well-defined quadratic form in \( \mathcal{Q}^\omega \); and therefore the sum is in \( \mathcal{Q}^\omega \) as well; the “integral is finite” due to the bound
\[ \|g_{mn}\|_{m \times n}^\omega < \infty \] (see this by computing the scalar product of \( A \) between finite particle number vectors explicitly). It remains to show that \( f_{m,n}^{[A]} = \text{Sym}_S g_{mn} \):

\[
\begin{align*}
\sum_{m',n' \geq 0} \frac{d^{m'} \theta' d^{n'} \eta'}{m'!n'!} \sum_{m,n} f_{m',n'}^{[A]}(\theta', \eta') f_{m,n}[z^{m'}(\theta') z^{n'}(\eta')] (\theta, \eta)
\end{align*}
\]

\[
= \sum_{m',n' \geq 0} \int \frac{d^{m'} \theta' d^{n'} \eta'}{m'!n'!} g_{m'n'}(\theta', \eta') m!n! \text{Sym}_S \delta^m(\theta - \theta') \text{Sym}_S \delta^n(\eta - \eta')
\]

\[
= \text{Sym}_S \text{Sym}_S g_{mn}(\theta, \eta), \quad (3.74)
\]

where in the second equality we made use of Prop. 3.6.

### 3.7 Existence of the Araki expansion

We can now show that any \( A \in Q^\omega \) can be expanded into a series with coefficients the \( f_{m,n}^{[A]} \).

**Theorem 3.8.** If \( A \in Q^\omega \), then in the sense of quadratic forms,

\[
A = \sum_{m,n=0}^{\infty} \int \frac{d^m \theta d^n \eta}{m!n!} f_{m,n}^{[A]}(\theta, \eta) z^m(\theta) z^n(\eta).
\]

**Proof.** According to Prop. 3.6 since \( A \in Q^\omega \), we have that \( \|f_{m,n}^{[A]}\|_{m \times n}^\omega < \infty \), thus by Prop. 3.7 the right-hand side of (3.75) exists in \( Q^\omega \). To establish equality in (3.75), we need to show that both sides agree in all matrix elements. In view of Prop. 3.5, it suffices to show that they agree in all \( f_{m,n}^{[A]} \); that is, we need to prove

\[
\sum_{m',n' \geq 0} \frac{d^{m'} \theta' d^{n'} \eta'}{m'!n'!} f_{m',n'}^{[A]}(\theta', \eta') f_{m,n}[z^{m'}(\theta') z^{n'}(\eta')](\theta, \eta).
\]

But this is the case by Prop. 3.7 with \( g_{mn} = f_{m,n}^{[A]} \):

\[
\begin{align*}
\sum_{m',n' \geq 0} \frac{d^{m'} \theta' d^{n'} \eta'}{m'!n'!} & f_{m',n'}^{[A]}(\theta', \eta') f_{m,n}[z^{m'}(\theta') z^{n'}(\eta')](\theta, \eta)
\end{align*}
\]

\[
= \sum_{m',n' \geq 0} \int \frac{d^{m'} \theta' d^{n'} \eta'}{m'!n'!} f_{m',n'}^{[A]}(\theta', \eta') m!n! \text{Sym}_S \delta^m(\theta - \theta') \text{Sym}_S \delta^n(\eta - \eta')
\]

\[
= f_{m,n}^{[A]}(\theta, \eta), \quad (3.76)
\]

where we have used that the \( f_{m,n}^{[A]} \) are \( S \)-symmetric by Prop. 3.4.

### 3.8 Behavior of coefficients under translations and boosts

The **Araki coefficients** \( f_{m,n}^{[A]} \) behave under Poincaré transformations as follows.

**Proposition 3.9.** For any \( A \in Q^\omega, x \in \mathbb{R}^2 \), and \( \lambda \in \mathbb{R} \),

\[
f_{m,n} [U(x, \lambda)AU(x, \lambda)^*] (\theta, \eta) = \exp \left( i \sum_{j=1}^{m} p(\theta_j) \cdot x - i \sum_{i=1}^{n} p(\eta_i) \cdot x \right) f_{m,n}^{[A]}(\theta - \lambda, \eta - \lambda),
\]

where \( \theta - \lambda = (\theta_1 - \lambda, \ldots, \theta_m - \lambda) \), similarly for \( \eta \).
Proof. From the definition (3.21), we have

\[
    f_{m,n} [U(x, \lambda)AU(x, \lambda)^*] (\theta, \eta) = \sum_{C \in \mathbb{C}_{m,n}} (-1)^{|C|} \delta_C S_C \langle \mathcal{E}_C(\theta), U(x, \lambda)AU(x, \lambda)^* r_C(\eta) \rangle.
\]  

(3.79)

Since \( U(x, \lambda)^* r_C(\eta) = \exp(-i \sum_{k \in \{r_j\}} p(\eta_{k-m}) \cdot x) r_C(\eta - \lambda) \), similarly for \( \mathcal{E}_C(\theta) \), we find

\[
    f_{m,n} [U(x, \lambda)AU(x, \lambda)^*] (\theta, \eta) = \exp(i \sum_{i \in \{l_j\}} p(\theta_i) \cdot x - i \sum_{k \in \{l_j\}} p(\eta_{k-m}) \cdot x) \times \sum_{C \in \mathbb{C}_{m,n}} (-1)^{|C|} \delta_C S_C \langle \mathcal{E}_C(\theta - \lambda), A r_C(\eta - \lambda) \rangle. \tag{3.80}
\]

Since the factors \( \delta_C, S_C \) depend only on differences of rapidities, they are invariant under \( U(0, \lambda) \). Hence, the result follows.

3.9 Behavior of coefficients under reflections

The behavior of the coefficients under space-time reflections (which are represented by antiunitaries \( J \)) is a bit more involved than the one under translations and boosts. To study how the coefficients behaves under space-time reflections, we introduce for any contraction \( C = (m, n, \{(l_j, r_j)\}) \), the “reflected” contraction \( C^J \) given by \( C^J = (n, m, \{(r_j - m, l_j + n)\}) \). This contraction is the one that is obtained from \( C \) by exchanging \( l \) with \( r \), and \( m \) with \( n \). We also introduce a factor associated with \( C \) that will become relevant in later computations:

\[
    R_C := \prod_{j=1}^{|C|} \left(1 - \prod_{p_j=1}^{m+n} S_{l_j,p_j}^{(m)}\right). \tag{3.81}
\]

This factor is related in a certain sense to the interaction of the model; indeed we note that in the free case \( S = 1 \), one has \( R_C = \delta_{C[0]} \), and in the case \( S = -1 \) one has \( R_C = 0 \) when \( m + n \) is even.

Lemma 3.10. \( R_C \) has the property

\[
    \delta_C(\eta, \theta)S_C(\eta, \theta)R_C(\eta, \theta) = (-1)^{|C|} \delta_{C^J(\theta, \eta)} S_{C^J(\theta, \eta)} R_{C^J(\theta, \eta)}, \tag{3.82}
\]

Proof. Using Lemma 3.1, we rewrite (3.82) equivalently as

\[
    \delta_C(\eta, \theta)S^\sigma(\eta)S^\rho(\theta)R_C(\eta, \theta) = (-1)^{|C|} \delta_{C^J(\theta, \eta)} S^{\sigma'}(\theta)S^{\rho'}(\eta)R_{C^J(\theta, \eta)}, \tag{3.83}
\]

where \( \sigma, \rho \) and \( \sigma', \rho' \) correspond to the contractions \( C \) and \( C^J \), respectively, in the sense of Eq. (3.11). We note that \( \sigma \) is literally the same as in (3.12), instead \( \rho' \) works out to be

\[
    \rho' = \begin{pmatrix} 1 & \ldots & m \\ l_{|C|} & \ldots & l_1 \\ 1 & \ldots & \hat{l} \ldots & m \end{pmatrix}. \tag{3.84}
\]

By introducing the permutation

\[
    \pi = \begin{pmatrix} 1 & \ldots & \hat{l} \ldots & m \\ l_{|C|} & \ldots & l_1 \\ \hat{l} \ldots & \ldots & l_{|C|} \end{pmatrix} \tag{3.85}
\]
we notice that \( \rho' = \sigma \circ \pi \), and therefore we have that \( S^\sigma(\eta) = S^\pi(\eta^*)S^\sigma(\eta) \) by Eq. (2.6). Correspondingly, one finds that \( S^\sigma(\theta) = S^\tau(\theta^*)S^\rho(\theta) \) where the permutation \( \tau \) is defined analogously to \( \pi \). Explicitly, one has

\[
S^\pi(\eta^*) = \prod_{j=1}^{\lfloor C \rfloor} \prod_{p_j=1}^{m+n} S_{l_j,p_j}, \tag{3.86}
\]

\[
S^\tau(\theta^*) = \prod_{j=1}^{\lfloor C \rfloor} \prod_{m_j=m+1}^{m+n} S_{m_j,r_j}. \tag{3.87}
\]

and therefore

\[
S^\pi(\eta^*)S^\tau(\theta^*) = \prod_{j=1}^{\lfloor C \rfloor} \prod_{p_j=1}^{m+n} S_{l_j,p_j}(\eta, \theta). \tag{3.88}
\]

We can see that

\[
R_{C'}(\theta, \eta)S^\pi(\eta^*)S^\tau(\theta^*) = (-1)^{\lfloor C \rfloor} R_C(\eta, \theta). \tag{3.89}
\]

Indeed, using (3.81), the formula above writes explicitly as:

\[
\prod_{j=1}^{\lfloor C \rfloor} \left( 1 - \prod_{p_j=1}^{m+n} S_{r_j-m,p_j}(\theta, \eta) \right) \cdot \left( \prod_{j=1}^{\lfloor C \rfloor} \prod_{p_j=1}^{m+n} S_{l_j,p_j}(\eta, \theta) \right) = (-1)^{\lfloor C \rfloor} \prod_{j=1}^{\lfloor C \rfloor} \left( 1 - \prod_{p_j=1}^{m+n} S_{l_j,p_j}(\eta, \theta) \right). \tag{3.90}
\]

So, to get the equality in the equation above, in particular we have to show that:

\[
\prod_{p=1}^{m+n} S_{l_j,p}(\eta, \theta) \cdot \prod_{p=1}^{m+n} S_{r_j-m,p}(\theta, \eta) = 1. \tag{3.91}
\]

To see this, consider the first of the two factors. On the support of \( \delta_C \), we can replace \( l_j \) with \( r_j \), but noting that \( l_j \leq m \) and \( r_j > m \), so that the \( S^{(m)} \) factors are turned into their inverse:

\[
\prod_{p=1}^{m+n} S_{l_j,p}(\eta, \theta) = \prod_{p=1}^{m+n} S_{r_j-m,p}(\eta, \theta)^{-1}. \tag{3.92}
\]

Now we renumber the variables: The \( r_j \)-th component of \( (\eta, \theta) \) is \( \theta_{r_j-m} \), or alternatively speaking, the \( (r_j - m)\)-th component of \( (\theta, \eta) \). We get from there,

\[
S_{r_j-p}(\eta, \theta) = S_{r_j-m,p}(\theta, \eta), \tag{3.93}
\]

where \( p' = p + n \) if \( p \leq m \), and \( p' = p - m \) if \( p > m \). (Note that if \( p \) is “left” then \( p' \) is “right” and vice versa.)

Taking the product over all \( p \), inserting into the above, and renaming the product index, we have

\[
\prod_{p=1}^{m+n} S_{l_j,p}(\eta, \theta) = \prod_{p=1}^{m+n} S_{r_j-m,p}(\theta, \eta)^{-1}. \tag{3.94}
\]

and that is what we claimed.

We will see now in the following Proposition how the factor \( R_C \) enters the formula which describes the behaviour of the coefficients \( f_{m,n}^{[4]} \) under the action of space-time reflections.
Proposition 3.11. For any $A \in Q^r$,  
\[ f_{m,n}^{[JA^*J]}(\theta, \eta) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C R_C(\theta, \eta) f_{n-|C|,m-|C|}^{[A]}(\hat{\eta}, \hat{\theta}). \]  
\[ (3.95) \]

Proof. First we notice that given any contraction $C \in C_{m,n}$, we have that $J \ell_C(\cdot) = r_C^J(\cdot)$ and $J r_C(\cdot) = \ell_C^J(\cdot)$. Replacing $A$ with $JA^*J$ in the definition of $f_{m,n}^{[A]}$, given by Eq. (3.21), we obtain:
\[ f_{m,n}^{[JA^*J]}(\theta, \eta) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C(\theta, \eta) \langle \ell_C^J(\eta), A r_C^J(\theta) \rangle. \]  
\[ (3.96) \]

Using Prop. 3.2 in the formula above, we find
\[ f_{m,n}^{[JA^*J]}(\theta, \eta) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C(\theta, \eta) \delta_C S_C(\hat{\eta}, \hat{\theta}) f_{n-|C|,m-|C|}^{[A]}(\hat{\eta}, \hat{\theta}), \]
\[ (3.97) \]

where $\hat{\eta}, \hat{\theta}$ indicates that the variables contracted in $C$ are left out, instead $\hat{\eta}, \hat{\theta}$ indicates that the variables which are contracted $C \cup C^J$ are left out. Now we apply Lemma 3.2 (with $C^J$ in place of $C'$), and setting $D := C \cup C^J$, we reorganize the sum as follows:
\[ f_{m,n}^{[JA^*J]}(\theta, \eta) = \sum_{D \in C_{m,n}} (-1)^{|D|} \delta_D S_D(\theta, \eta) \left( \sum_{D \in C \cup C^J} (-1)^{|C'|} \frac{S_C(\hat{\eta}, \hat{\theta})}{S_C(\theta, \eta)} \right) f_{n-|D|,m-|D|}^{[A]}(\hat{\eta}, \hat{\theta}). \]  
\[ (3.98) \]

It remains to compute the sum $(\ast)$. Using Eq. (3.82), and taking the product with $\delta_D$ into account, we have
\[ (\ast) = \sum_{D \in C \cup C^J} \frac{R_C(\theta, \hat{\eta})}{R_C(\hat{\eta}, \hat{\theta})} = \sum_{D \in C \cup C^J} \prod_{j \in \{ r_i' - n \}} \frac{1 - a_j}{1 - a_j} = \sum_{C \cup C^J \subset D} \prod_{j \in \{ r_i' - n \}} \frac{1 - a_j}{1 - a_j} \cdot \prod_{k \in \{ \ell \}} 1, \]
\[ (3.99) \]

where
\[ a_j := \prod_{p=1}^{m+n} S_{j,p}^{(m)}(\theta, \eta), \quad j \in \{ r_i' - n \}. \]
\[ (3.100) \]

(here we used the fact that
\[ \delta_C \prod_{p=1}^{m+n} S_{j,p}^{(m)}(\theta, \eta) = \delta_C \prod_{p=1}^{m+n} S_{j,p}^{(m-|C|)}(\theta, \hat{\eta}) \cdot \prod_{q=1}^{|C|} S_{r_q \bar{J} r_j, \eta}, \]
\[ (3.101) \]

where the last two $S$-factors cancel due to the delta distribution.)

and where
\[ a_j^{-1} = \prod_{p=1}^{m+n} S_{j,p}^{(n)}(\eta, \theta). \]
\[ (3.102) \]

To see (3.102), consider the right hand side of the equation above. On the support of $\delta_D$, we can replace $l_j$ with $r_j$, but noting that $l_j' \leq n$ and $r_j' > n$, so that the $S^{(n)}$ factors are turned into their inverse:
\[ \prod_{p=1}^{m+n} S_{j,p}^{(n)}(\eta, \theta) = \prod_{p=1}^{m+n} S_{r_j,p}^{(n)}(\eta, \theta)^{-1}. \]
\[ (3.103) \]
Now we renumber the variables: The $r'_j$-th component of $(\eta, \theta)$ is $\theta_{r'_j-n}$, or alternatively speaking, the $(r'_j - n)$-th component of $(\theta, \eta)$. We get from there,

$$S_{r'_j,p}^{(n)}(\eta, \theta) = S_{r'_j-n,p'}^{(m)}(\theta, \eta),$$  \hspace{1cm} (3.104)

where $p' = p + m$ if $p \leq n$, and $p' = p - n$ if $p > n$. (Note that if $p$ is “left” then $p'$ is “right” and vice versa.)

Taking the product over all $p$, inserting into the above, and renaming the product index, we have

$$\prod_{p=1}^{m+n} S_{r'_j,p}^{(n)}(\eta, \theta) = \prod_{p=1}^{m+n} S_{r'_j-n,p'}^{(m)}(\theta, \eta)^{-1}. \hspace{1cm} (3.105)$$

and that is what we claimed in (3.102).

Using the following distributional law:

$$\prod_{a \in A} (\alpha_a + \beta_a) = \sum_{B \subseteq A} \prod_{b \in B} \alpha_b \prod_{d \in B^c} \beta_d, \hspace{1cm} (3.106)$$

we find

$$(*): \prod_{j \in \ell_j \cup \{r'_j - n\}} \left(1 + \frac{1 - a_j}{1 - a_j - 1}\right) = \prod_{j \in \ell_j \cup \{r'_j - n\}} (1 - a_j) = R_D(\theta, \eta). \hspace{1cm} (3.107)$$

Inserting this result into (3.98) concludes the proof. \qed
Chapter 4

Operators and quadratic forms

Most of the material in the following chapter is due to H. Bostelmann.

4.1 Locality of quadratic forms

In the previous chapter we discussed the existence and uniqueness of the Araki decomposition for any quadratic form \( A \in \mathcal{Q}_\omega \). So in order to discuss the locality properties of \( A \) in terms of the Araki decomposition, we need a notion of locality that is adapted to quadratic forms \( A \in \mathcal{Q}_\omega \). This locality is studied in terms of commutators with the wedge-local field \( \phi \), but we have first to clarify in which sense these commutators are well defined.

If \( f \in \mathcal{D}_\omega (\mathbb{R}^2) \), then \( z^\dagger (f^+) \) maps \( \mathcal{H}_{\omega, f} \) into \( \mathcal{H}_{\omega, f} \), so \( Az^\dagger (f^+) \) is well-defined as a quadratic form; indeed, we have the following Lemma:

**Lemma 4.1.** For \( f \in \mathcal{D}_\omega (\mathbb{R}^2) \) one has
\[
\|Az^\dagger (f^+)\|_k^2 \leq \sqrt{k+1}\|f^+\|_2^2\|A\|_{k+1}^2.
\]

**Proof.** From (2.41) we have:
\[
\|Az^\dagger (f^+)\|_k = \frac{1}{2}\|e^{-\omega(H/\mu)}Q_k A z^\dagger (f^+) Q_k\| + \frac{1}{2}\|Q_k z^\dagger (f^+) Q_k e^{-\omega(H/\mu)}\|
\]

We estimate the first norm on the right hand side of (4.1) as follows:
\[
\|Q_k A z^\dagger (f^+) Q_k e^{-\omega(H/\mu)}\| \leq \|Q_k A Q_{k+1} z^\dagger (f^+) Q_k\| \cdot \|f^+\|_2 \sqrt{k+1}
\]

And similarly, for the second norm we find:
\[
\|Q_k A z^\dagger (f^+) Q_k e^{-\omega(H/\mu)}\| \leq \|Q_k A Q_{k+1} e^{-\omega(H/\mu)}\| \cdot \|f^+\|_2 \sqrt{k+1}
\]

Putting together these two estimates, we find from (4.1) the claimed result.

In analogous way, we have that also the product \( z^\dagger (f^+) A \), and the products of \( A \) with \( z(f^-) \), \( \phi(f) \), \( \phi'(f) \) from the left or the right are well-defined in \( \mathcal{Q}_\omega \); this implies that we can define the commutator \([A, \phi(f)] := A\phi(f) - \phi(f)A \in \mathcal{Q}_\omega\). Given this, we can define our notion of locality as follows.
Definition 4.2. Let $A \in \mathcal{Q}^\omega$. We say that $A$ is $\omega$-local in $\mathcal{W}_x$ (the right wedge with edge at $x$) iff
\[
[A, \phi(f)] = 0 \quad \text{for all } f \in \mathcal{D}^\omega(\mathcal{W}_x'), \quad \text{as a relation in } \mathcal{Q}^\omega. \tag{4.4}
\]
$A$ is called $\omega$-local in $\mathcal{W}_x'$ iff $JA^*J$ is $\omega$-local in $\mathcal{W}_x$. $A$ is called $\omega$-local in the double cone $\mathcal{O}_{x,y} = \mathcal{W}_x \cap \mathcal{W}_y'$ iff it is $\omega$-local in both $\mathcal{W}_x$ and $\mathcal{W}_y'$.

In the following lemma we characterize better this notion of locality. Such a Lemma is formulated only for the standard right wedge $\mathcal{W}$, but actually it holds for other regions in analogous way.

Lemma 4.3. Let $\omega$ be an indicatrix, and $A \in \mathcal{Q}^\omega$. The following conditions are equivalent:

(i) $A$ is $\omega$-local in $\mathcal{W}$.

(ii) $[A, \phi(f)] = 0$ for all $f \in \mathcal{D}^\omega(\mathcal{W}')$.

(iii) For every $\psi, \chi \in \mathcal{H}^{\omega,f}$, there exists an indicatrix $\omega'$ such that $\langle \psi, [A, \phi(f)] \chi \rangle = 0$ for all $f \in \mathcal{D}^\omega(\mathcal{W}')$.

(iv) For every $\psi, \chi \in \mathcal{H}^{\omega,f}$, it holds that $\langle \phi(x) \psi, A \chi \rangle = \langle \psi, A \phi(x) \chi \rangle$ for $x \in \mathcal{W}'$, in the sense of tempered distributions.

Proof. First we note that [iv] is well defined: Indeed, since $\|A\|_{\mathcal{K}}^\omega < \infty$, the matrix element $\langle \psi, A \chi \rangle$ is well defined (by continuous extension) if $\psi, \chi \in \mathcal{H}^\ell$ and at least one of $\psi, \chi$ is in $\mathcal{H}^\omega$.

Since $\phi(f)\mathcal{H}^\ell \subset \mathcal{H}^\ell$, and since the map $\mathcal{S}(\mathbb{R}^2) \rightarrow \mathcal{H}$, $f \mapsto \phi(f) \chi$ is continuous with respect to the Schwarz and the Hilbert space norms in the corresponding spaces, the map $f \mapsto \langle \psi, A \phi(f) \chi \rangle$ is a tempered distribution; the same holds for $\langle \phi(f) \psi, A \chi \rangle$ analogously. — Now the equivalence [i] $\Leftrightarrow$ [ii] is true due to the definition; [ii] $\Rightarrow$ [iii] is trivial since [iii] is a special case of [ii] where we choose $\omega' = \omega$; [iii] $\Rightarrow$ [iv] follows because $\mathcal{D}^\omega(\mathcal{W}')$ is dense in $\mathcal{D}(\mathcal{W}')$ (see [Bjo65]); and [iv] $\Rightarrow$ [ii] holds because $\mathcal{D}^\omega(\mathcal{W}') \subset \mathcal{S}(\mathbb{R}^2)$ since $\mathcal{D}(\mathcal{W}') \subset \mathcal{S}(\mathbb{R}^2)$ (and $\mathcal{D}^\omega(\mathcal{W}')$ is dense in $\mathcal{D}(\mathcal{W}')$).

The notion of $\omega$-locality is clearly weaker than the usual notion of locality. If $A$ is just a quadratic form we cannot write down well-defined commutators of $A$ for example with the unitary operators $\exp i\phi(f)^-$, or with a general operator $B \in \mathcal{A}(\mathcal{W}_x')$, and the notion of $\omega$-locality does not give us any information regarding such commutators. However, $\omega$-locality is not so weak as it might appear at first glance: In the following section we will try to clarify the relation between $\omega$-locality and the usual notion of locality.

4.2 Relations to usual notions of locality

Now we would like to pass from $\omega$-local quadratic forms to operators which are $\omega$-local and also to investigate the relation of $\omega$-locality to usual notions of locality. We are aiming to characterize closed operators which are affiliated with the local algebras. We found that this class of operators are still manageable to characterize within the framework of the Araki expansion. On the other hand, smeared pointlike fields are typically closable where they exist, see [FHS1] [Wol85], and we will also find some closable operators in our models explicitly, see Sec. [9].
Proposition 4.4. Let $\mathcal{R}$ be one of the regions $\mathcal{W}_x$, $\mathcal{W}_y$, $\mathcal{O}_{x,y}$ for some $x, y \in \mathbb{R}^2$.

(i) Let $A$ be a bounded operator; then $A$ is $\omega$-local in $\mathcal{R}$ if and only if $A \in \mathcal{A}(\mathcal{R})$.

(ii) Let $A$ be a closed operator with core $\mathcal{H}^\omega_f$, and $\mathcal{H}^\omega_f \subset \text{dom } A^*$. Suppose that
\[
\forall g \in \mathcal{D}_g^\omega(\mathbb{R}^2) : \quad \exp(i\phi(g)\gamma)\mathcal{H}^\omega_f \subset \text{dom } A. \quad (4.5)
\]
Then $A$ is $\omega$-local in $\mathcal{R}$ if and only if it is affiliated with $\mathcal{A}(\mathcal{R})$.

(iii) In the case $S = -1$, statement (ii) is true even without the condition (4.5).

Remark on the conditions: We could make the condition (4.5) in the hypothesis (ii) of Prop. 4.4 a bit weaker by requiring that $\exp(it\phi(g)^-\mathcal{H}^\omega_f \subset \text{dom } A$ for small $|t|$, and we could also restrict to $\text{supp } g \subset \mathcal{R}'$. With this, one can see that the proof of this Proposition (see below) proceeds analogously.

Proof. We will prove this proposition only in the case where $\mathcal{R}$ is the standard right wedge $\mathcal{R} = \mathcal{W}$ and its associated algebra $\mathcal{A}(\mathcal{R}) = \mathcal{A}(\mathcal{W}) = \mathcal{M}$. The other cases $\mathcal{R} = \mathcal{W}_x$ or $\mathcal{R} = \mathcal{W}_y'$ can be obtained from the case before by applying Poincaré transformations (and using the property of covariance of the associated algebra); analogously the case $\mathcal{R} = \mathcal{O}_{x,y}$ can be obtained from the case $\mathcal{R} = \mathcal{W}$ by applying Poincaré transformations to the right and left wedges of the intersection.

We notice that (i) is a special case of (ii) since a bounded operator is in particular a closed operator with domain the entire Hilbert space $\mathcal{H}$. Also, obviously a bounded operator is affiliated to the von Neumann algebra $\mathcal{A}(\mathcal{R})$ if and only if it is an element of this von Neumann algebra. We will now prove (ii) for this we consider an operator $A$ which is closed and $\omega$-local in $\mathcal{W}$. We need to show that $A$ commutes with the unitaries $\exp(i\phi(g)^-) g \in \mathcal{D}_g^\omega(\mathcal{W}')$, in a way that is compatible with the domain of $A$, dom $A$, onto itself and satisfy the commutation relation there ("affiliation" of $A$ with the von Neumann algebra $\mathcal{A}(\mathcal{R})$). So, let $g \in \mathcal{D}_g^\omega(\mathcal{W}')$, we consider the "cut-off" series expansion:
\[
B_n := \sum_{k=0}^{n} \frac{i^k}{k!}(\phi(g)^-)^k, \quad (4.6)
\]
with $n \in \mathbb{N}_0$. This is an operator defined at least on $\mathcal{H}^\omega_f$, since $\phi$ can be applied finitely many times to finite particle vectors; also its adjoint is defined there, since $B_n^*$ is the same as $B_n$ with $i$ replaced by $-i$, considering that $\phi$ is essentially self-adjoint on the space of vectors of finite particle number.

Since $A$ is $\omega$-local in $\mathcal{W}$ and since $B_n$ has a series expansion in terms of $\phi(g)$, with $g \in \mathcal{D}_g^\omega(\mathcal{W}')$, we have, as a consequence of Lemma 4.3(iv) that $B_n$ commutes with $A$:
\[
\langle B_n^* \psi, A \chi \rangle = \langle A^* \psi, B_n \chi \rangle \quad \text{for all } \psi, \chi \in \mathcal{H}^\omega_f, \quad (4.7)
\]
where we used that $\psi \in \text{dom } A^*$, since in the above equation we took $A$ to the left side of the scalar product, applied to $\psi$. Since $\psi$ and $\chi$ are analytic vectors for $\phi(g)$, we have for $n \to \infty$ that the exponential series for $B_n$ converges in strong operator topology, namely that $B_n \chi \to B \chi$ and $B_n^\ast \psi \to B^\ast \psi$, where $B := \exp i\phi(g)^-\gamma$.

Equation (4.7) implies in the limit $n \to \infty$:
\[
\langle B^\ast \psi, A \chi \rangle = \langle A^\ast \psi, B \chi \rangle \quad \text{for all } \psi, \chi \in \mathcal{H}^\omega_f. \quad (4.8)
\]
By hypothesis (4.5), $B\chi \in \text{dom } A$; this implies that we can take $A^*$ in (4.8) to the right side of the scalar product, that is $\langle A^*\psi, B\chi \rangle = \langle \psi, AB\chi \rangle$. Since $B$ is bounded, we can do the same with $B^*$ in (4.8), we have $\langle (B^*)\psi, A\chi \rangle = \langle \psi, BA\chi \rangle$; since $\psi$ can be chosen from a dense set in $\mathcal{H}$, we conclude that

$$BA\chi = AB\chi \quad \text{for all } \chi \in \mathcal{H}^{\omega, f}. \quad (4.9)$$

We would like now to generalize (4.9) to general vectors $\chi \in \text{dom } A$ and to more general operators $B$ in the commutant of $\mathcal{M}$.

First, we consider a general vector $\chi \in \text{dom } A$. Since $\mathcal{H}^{\omega, f}$ is a core for $A$, we can find a sequence of vectors $(\chi_j)$ in $\mathcal{H}^{\omega, f}$ such that $\chi_j \to \chi$, and also $A\chi_j \to A\chi$ in Hilbert space norm since $A$ is a closed operator. Since $A\chi_j \to A\chi$ we compute from Eq. (4.9):

$$A\chi_j = BA\chi_j \to BA\chi. \quad (4.10)$$

Since $B$ is bounded we have that $B\chi_j \to B\chi$; moreover since $A$ is closed and $B\chi_j \in \text{dom } A$ (by (4.5)), we have that $B\chi \in \text{dom } A$. Hence, from (4.10) we have that

$$AB\chi = BA\chi \quad \text{for all } \chi \in \text{dom } A, B = \exp(i\phi(g)^{-}), \ g \in \mathcal{D}_R^\omega(\mathcal{W}). \quad (4.11)$$

By doing a similar computation as in (4.11), we can see that the same result then holds if $B$ is a finite product of Weyl operators $\exp(i\phi(g)^{-})$, or a linear combination of product of Weyl operators, or the strong operator limit of linear combinations of products of Weyl operators. Thus, by the double commutant theorem, (4.11) holds for all $B \in \{\exp(i\phi(g)^{-}) \ g \in \mathcal{D}_R^\omega(\mathcal{W})\}'' = \mathcal{M}'$. This because by the double commutant theorem the closure of $\{\exp(i\phi(g)^{-}) \ g \in \mathcal{D}_R^\omega(\mathcal{W})\}$ in the strong operator topology is equal to the bicommutant of $\{\exp(i\phi(g)^{-}) \ g \in \mathcal{D}_R^\omega(\mathcal{W})\}$, which is in turn equal to $\mathcal{M}'$. Due to (4.11) and the fact that $B \in \mathcal{M}'$, this means that $A$ is affiliated with $\mathcal{M}$ (we denote this by $A \in \mathcal{M}$), as claimed.

For the converse, we consider $A \in \mathcal{M}$ and $g \in \mathcal{D}_R(\mathcal{W})$. We need to show that $A$ is $\omega$-local in $\mathcal{W}$. For any $t \in \mathbb{R}$, we have that $\exp(it\phi(g)^{-}) \in \mathcal{M'}$, since we can write $\exp it\phi(g)^{-} = \exp i\phi(tg)^{-}$ and we know that $\mathcal{M}'$ is generated by $\exp i\phi(g)^{-}$ with $g \in \mathcal{D}_R(\mathcal{W})$. The fact that $A$ is affiliated with $\mathcal{M}$ implies that $A$ commutes with $\exp it\phi(g)^{-}$, $g \in \mathcal{D}_R(\mathcal{W})$, in the following sense:

$$\forall \psi, \chi \in \mathcal{H}^{\omega, f} \forall t \in \mathbb{R} : \langle e^{-it\phi(g)^{-}} \psi, A\chi \rangle = \langle A^*\psi, e^{it\phi(g)^{-}}\chi \rangle. \quad (4.12)$$

To pass from the Weyl operators back to the fields $\phi$ (which is needed for $\omega$-locality), we notice that since $\psi, \chi$ are analytic vectors for $\phi(g)$, we can think of these $\exp(it\phi(g)^{-})$ as series expansion in terms of $\phi$; in particular, we have that these functions are analytic in $t$ and therefore both sides of (4.12) are real analytic in $t$. We can then compute the derivatives at $t = 0$ of both sides of (4.12) and equal the corresponding derivatives; hence we find:

$$\forall \psi, \chi \in \mathcal{H}^{\omega, f} \forall t \in \mathbb{R} : \langle \phi(g)\psi, A\chi \rangle = \langle A^*\psi, \phi(g)\chi \rangle. \quad (4.13)$$

This implies that $A$ is $\omega$-local in $\mathcal{W}$ by Lemma 4.4(iv). This completes the proof of (ii)

To prove (iii) note that in the case $S = -1$, the operators $\phi(g)^{-}$ are actually bounded operators, and generate the algebra $\mathcal{M}'$ \cite{Lec05}. So, we do not need to consider Weyl operators. We can also restrict to $g \in \mathcal{D}_R(\mathcal{W})$ since this space is dense in $\mathcal{D}_R(\mathcal{W})$ which is dense in the space of test functions $g \in \mathcal{S}(\mathcal{W})$ considered by
4.3 CLOSABLE OPERATORS AND SUMMABILITY

Lechner. The algebra \( \mathcal{M}' \) generated by these operators smeared with test functions in \( D_\mathbb{R}(W) \) is dense in the corresponding algebra constructed by Lechner \cite{Lec05}; hence it is the same algebra, since it is closed by definition. It is clear that for fields \( \phi(g) \mathcal{H}_\omega \subset \mathcal{H}_\omega \subset \text{dom } A \), and therefore that they transform \( \mathcal{H}_\omega \) into \( \text{dom } A \). Using this instead of (4.12), we can follow a similar, but simpler, computation as for (ii) without reference to Weyl operators, but only to fields, and show that \( A \eta \mathcal{M} \).

Considering these results, our strategy in order to construct local operators will be first to show \( \omega \)-locality, then to prove (independently) that \( A \) is closed or closable, and finally to apply Proposition 4.4.

### 4.3 Closable operators and summability

In Prop. 4.4 (ii) we have some conditions for the affiliation of operators to local algebras, in particular one condition is that the operator is closable; but it is difficult to characterize closability of a quadratic form \( A \) in terms of the Araki expansion and to apply this condition directly to examples. Also, even if we can show that \( A \) is closable, we can not say much in general about its domain.

For this reason we are aiming only to find a sufficient condition, and not a necessary one, for the closability of a quadratic form, which would let us to apply Prop. 4.4 (ii). This condition is a summability condition on the norms of the Araki coefficients \( f_{m,n}^{[A]} \), which would imply the absolute convergence of the sum in the Araki expansion on a certain domain.

So, first we present a Proposition which gives a sufficient condition for the closability of \( A \) as an operator.

**Proposition 4.5.** Let \( A \in \mathcal{Q}_\omega \). Suppose that for each fixed \( n \),

\[
\sum_{m=0}^{\infty} \frac{2^{m/2}}{\sqrt{m!}} (\| f_{m,n}^{[A]} \|_{\omega} + \| f_{n,m}^{[A]} \|_{\omega}) < \infty. \tag{4.14}
\]

Then, \( A \) extends to a closed operator \( A^- \) with core \( \mathcal{H}_\omega \), and \( \mathcal{H}_\omega \subset \text{dom}(A^-)^* \).

**Proof.** Let \( k \in \mathbb{N}_0 \). Using Prop. 2.11 and the representation (3.75), we compute

\[
\| A Q_k e^{-\omega(H/\mu)} \| \leq \sum_{m,n=0}^{\infty} \frac{1}{m!n!} \| z^m z^n (f_{m,n}^{[A]}) Q_k e^{-\omega(H/\mu)} \| \\
\leq \sum_{m=0}^{\infty} \sum_{n=0}^{k} \frac{2^{k!(k-n+m)!}}{m!n! (k-n)!} \| f_{m,n}^{[A]} \|_{\omega} \tag{4.15}
\]

this means that if the infinite series on the r.h.s. in the above equation converges, then we can extend \( A Q_k e^{-\omega(H/\mu)} \) to a bounded operator. So, we estimate \( k!/(k-n)! \leq 2^k \) and \( (k-n+m)!/(k-n)! m! \leq 2^{k-n+m} \) using \( \frac{m!}{n!} \leq 2^{n} \), and we obtain

\[
\| A Q_k e^{-\omega(H/\mu)} \| \leq 2^{k+1} \sum_{n=0}^{\infty} \frac{2^{-n/2}}{\sqrt{n!}} \sum_{m=0}^{\infty} \frac{2^{m/2}}{\sqrt{m!}} \| f_{m,n}^{[A]} \|_{\omega}, \tag{4.16}
\]

and this converges since we assumed (4.14). Since \( k \) was arbitrary, this allows us to define \( A \) as an (unbounded) operator on \( \mathcal{H}_\omega \). We can use a similar argument with the
roles of $m$ and $n$ exchanged and with $A^*$ in place of $A$ to show that also $\mathcal{H}^{\omega,\omega} \subset \text{dom } A^*$. Hence we have that both $A$ and $A^*$ are densely defined in $\mathcal{H}$ (as $\mathcal{H}^{\omega,\omega}$ is dense in $\mathcal{H}$); this implies by application of [RS72, Thm. VIII.1] (see item (b) and the proof of the theorem) that $A^- := A^{**}$ is a closed extension of $A$ with core $\mathcal{H}^{\omega,\omega}$ (by definition of $A^-$), and $(A^-)^* = A^{***} = A^*$.

We can also find a stricter summability condition so that also the extra condition in Prop. 4.4(ii) (4.5) is fulfilled.

**Proposition 4.6.** Let $A \in Q^{\omega}$. Suppose that

\[
\sum_{m,n=0}^{\infty} \frac{2^{(m+n)/2}}{\sqrt{m!n!}} \| f_{m,n} \|^\omega_{m \times n} < \infty. \tag{4.17}
\]

Then, $A$ extends to a closed operator $A^-$ with core $\mathcal{H}^{\omega,\omega}$; one has $\mathcal{H}^{\omega,\omega} \subset \text{dom}(A^-)^*$; and the condition (4.5) is fulfilled by $A^-$.  

**Proof.** Since the hypothesis of this Proposition is stronger than the one in Prop. 4.6, the first part of the statement above has been already proved in the proposition before; so it only remains to show that $\exp(i\phi(g)^-)\mathcal{H}^{\omega,\omega} \subset \text{dom } A^-$. For this purpose it is useful the following lemma:

**Lemma 4.7.** With $\phi(g) = z^+(g^+) + z(g^-)$ and for $g \in D^{\omega}(\mathbb{R}^2)$, it follows from (2.48) that

\[
\| e^{\omega(H/\mu)} \phi(g)^j e^{-\omega(H/\mu)} Q_\ell \| \leq \sqrt{\frac{(\ell + j)!}{\ell!}} c^j_g, \quad \text{where } c_g := \| g^+ \|_2^2 + \| g^- \|_2^2. \tag{4.18}
\]

**Proof.** We prove Eq. (4.18) using induction in $j$:

\[
\| e^{\omega(H/\mu)} \phi(g)^j e^{-\omega(H/\mu)} Q_\ell \|
\]

\[
= \| e^{\omega(H/\mu)} \phi(g) e^{-\omega(H/\mu)} Q_{\ell+j-1} e^{\omega(H/\mu)} \phi(g)^{j-1} e^{-\omega(H/\mu)} Q_\ell \|
\]

\[
= \| e^{\omega(H/\mu)} \phi(g) e^{-\omega(H/\mu)} Q_{\ell+j-1} \| \cdot \| e^{\omega(H/\mu)} \phi(g)^{j-1} e^{-\omega(H/\mu)} Q_\ell \|
\]

\[
\leq \sqrt{\ell + j} c_g \sqrt{\frac{(\ell + j - 1)!}{\ell!}} c_{j-1}^g
\]

\[
= c_g \sqrt{\frac{(\ell + j)!}{\ell!}}. \tag{4.19}
\]

where in the fourth inequality we made use of (2.48) and of (4.18) with $j$ replaced by $j - 1$.  

Since $\mathcal{H}^{\ell}$ consists of analytic vectors for $\phi(g)$, we can write $e^{i\phi(g)^-}$ as a (convergent)
exponential series; we then obtain for \( k \geq \ell \) and using (4.18),
\[
\|P_k e^{\omega(H/\mu)} e^{i\phi(g)^{-}} e^{-\omega(H/\mu)} Q_\ell \| \leq \sum_{j=\ell+1}^{\infty} \frac{1}{j!} \|e^{\omega(H/\mu)} \phi(g)^j e^{-\omega(H/\mu)} Q_\ell \|
\]
\[
\leq \sum_{j=\ell+1}^{\infty} \frac{1}{j!} \sqrt{\frac{(\ell + j)!}{\ell!}} c_g^j
\]
\[
= \sum_{p=0}^{\infty} \frac{1}{(p + k - \ell)!} \sqrt{\frac{(p + k)!}{\ell!}} c_g^{p+k-\ell}
\]
\[
\leq c_g^{k-\ell} \frac{2^{k/2}}{\sqrt{(k-\ell)!}} \sum_{p=0}^{\infty} \left( \frac{\sqrt{2} c_g}{\sqrt{k-\ell}} \right)^p \leq c_g' \left( \frac{\sqrt{2} c_g}{\sqrt{k-\ell}} \right)^k \tag{4.20}
\]
with some constant \( c_g' > 0 \) depending on \( g \). (Notice that in the first inequality we can replace \( \phi(g)^{-} \) with \( \phi(g) \) since \( e^{i\phi(g)^{-}} \) is applied to finite particle number vectors.)

Now let \( \psi \in \mathcal{H}_\omega^\ell \). Using the estimates (4.16), (4.20) and \( P_k \leq Q_k \), we have
\[
\|AP_k e^{i\phi(g)^{-}} \psi \| \leq \|AQ_k e^{-\omega(H/\mu)} \| \|P_k e^{\omega(H/\mu)} e^{i\phi(g)^{-}} e^{-\omega(H/\mu)} Q_\ell \| \|e^{\omega(H/\mu)} \psi \|
\]
\[
\leq 2c_g' \|e^{\omega(H/\mu)} \psi \| \left( \frac{\sqrt{2} c_g}{\sqrt{k-\ell}} \right)^k \frac{2^{(m-n)/2}}{\sqrt{m!n!}} \sum_{m,n=0}^{\infty} \|f_{m,n}^A \| \|\omega_m \| \|\omega_n \|, \tag{4.21}
\]
where the series exists by the hypothesis (4.17). This expression is summable over \( k \) since \( \frac{(\sqrt{2} c_g)^k}{\sqrt{(k-\ell)!}} \) is summable over \( k \) by quotient criteria. Since \( Q_k \exp(i\phi(g)^{-}) \psi \) is a vector in \( \mathcal{H}_\omega^\ell \subset \text{dom } A^{-} \) due to (4.20) and in particular it is a finite particle number vector, we have that \( \chi_k := Q_k \exp(i\phi(g)^{-}) \psi \in \text{dom } A^{-} \); by (4.21), the same is true for \( A\chi_k \). This implies that \( \chi_k \) and \( A\chi_k \) are both Cauchy sequences in \( \mathcal{H} \). Indeed, one has from (4.20) that \( Q_k \exp(i\phi(g)^{-}) \psi \to \exp(i\phi(g)^{-}) \psi \) for \( k \to \infty \), so this is a convergent sequence in \( \mathcal{H} \) and therefore a Cauchy sequence. Similarly, due to (4.21), we have:
\[
\|A(Q_k - Q_\ell) e^{i\phi(g)^{-}} \psi\| = \|A (Q_k - Q_\ell) e^{i\phi(g)^{-}} \psi\| \leq \sum_{j=\ell+1}^{k} \|AP_k e^{i\phi(g)^{-}} \psi\| \leq \sum_{j=\ell+1}^{\infty} \|AP_k e^{i\phi(g)^{-}} \psi\| \to 0, \quad \ell \to \infty. \tag{4.22}
\]
Hence, this is also a convergent sequence in \( \mathcal{H} \) and therefore a Cauchy sequence.

This means that \( (\chi_k, A\chi_k) \) converges in graph norm in \( \mathcal{H} \times \mathcal{H} \), since both entries are Cauchy sequences. Since \( A \) is a closed operator, the limit point of that sequence in the graph is also in the graph; this implies that \( \lim \chi_k = \exp(i\phi(g)^{-}) \psi \) is contained in the domain of \( A^{-} \) by definition of graph. Thus (4.13) holds.

### 4.4 Examples of closable operators

We present now some examples where we can apply the results before and obtain closable operators.

The simplest example is where the Araki expansion of \( A \) is finite, namely where only a finite number of \( f_{m,n}^A \) is different from zero. An example of such situation is when \( A \) is a polynomial in \( \phi(g) \). In this case the conditions of Prop. 4.6 are fulfilled in
a trivial way. In general the requirement that $A$ is local will force the Araki expansion to be infinite; however, an interesting example of a local operator with a finite Araki expansion can be found in Sec. 9.1.

We present an example of an operator with infinite Araki expansion: the “normal ordered exponential” of $\phi(g)$ given by

$$\exp c \phi(g) := \sum_{m,n \geq 0} \frac{c^{m+n}}{m!n!} z^i(g^+)^m z(g^-)^n, \quad c \in \mathbb{C}, \ g \in S(\mathbb{R}^2).$$

(4.23)

Using (3.21) and (3.6), its Araki coefficients are

$$f_{m,n} [\exp c \phi(g)](\theta, \eta) = c^{m+n} \text{Sym}_{S,\theta} \text{Sym}_{S,\eta} g_1^{\theta_1} \cdots g_m^{\theta_m} g_n^{\eta_1} \cdots g_n^{\eta_n}.$$  

(4.24)

By (2.69) (right inequality) and using $\|g^+\|^m \|g^-\|^n \leq (\|g^+\| + \|g^-\|)^m \|g^+\| + \|g^-\||^n$, they fulfill for any $\omega$,

$$\|f_{m,n} [\exp c \phi(g)]\|_{\omega}^{m,n} \leq |c|^{m+n} (\|g^+\|_2 + \|g^-\|_2)^{m+n}.$$  

(4.25)

This implies that (4.23) is a well-defined element of $Q^\omega$ by Prop. 3.7. Moreover, the summability condition (4.17) is also fulfilled:

$$\sum_{m,n=0}^{\infty} \frac{2^{(m+n)/2}}{\sqrt{m!n!}} \|f_{m,n} [\exp c \phi(g)]\|_{\omega}^{m,n} = \sum_{m,n=0}^{\infty} \frac{2^{(m+n)/2}}{\sqrt{m!n!}} |c|^{m+n} (\|g^+\|_2 + \|g^-\|_2)^{m+n} \leq \sum_{m,n=0}^{\infty} \frac{c^{m+n}}{\sqrt{m!n!}}.$$  

(4.26)

We would also be able to show using techniques as in Sec. 8 that this quadratic form is $\omega$-local in $\mathcal{W}_r$ if $supp g \subset \mathcal{W}_r$. Then, we can apply Proposition 4.6 and show that $\exp c \phi(g)$ is a closable operator and moreover, by Proposition 4.4, that its closure is affiliated with $A(W)$.

But our interest is actually in closable operators which are affiliated with the “strictly local” algebra $A(O)$, where $O$ are the double cones. We will investigate examples of these operators in Sec. 9. For the moment, we discuss some properties of the class of closable operators that we consider.

In the example above, with the methods discussed before, we have shown that $\exp c \phi(g)$ is closable for any $c \in \mathbb{C}$. In the free case, where $S = 1$, we know even more: if $c$ is purely imaginary and $g$ is real valued, the operator is actually bounded. However, this is not visible within our methods since the exponential series does not converge absolutely in operator norm. In nontrivial examples we will always need to compute estimates for $\|f_{m,n}^{[A]}\|_{\omega}^{m,n}$, instead with the exact expressions $f_{m,n}^{[A]}$, so that we do not have control on the convergence of the series for the $f_{m,n}^{[A]}$ itself, but we can only use summability conditions like (4.14) or (4.17).

We expect that whenever we have local observables in the theory which exist as Wightman fields or more in general as Jaffe fields [Jaf67], they can be described by our class of closable operators. But our class is actually even more general: Indeed we do not require that our closable local operators $A$ have a common invariant domain, namely that they fulfill the condition common to Wightman fields that $\forall f : \phi(f) \mathcal{D} \subset \mathcal{D}$, where $\mathcal{D} \subset \mathcal{H}$ is dense and $\mathcal{D} \subset \text{dom} \phi(f)$. This means that we do not know whether $n$-point functions of these operators would exist. On the other hand, they would still be meaningful local observables by showing that they are affiliated with local algebras of bounded operators.
Chapter 5

The characterization theorem for local operators

We will present in this chapter the conditions which characterize $\omega$-locality of a quadratic form $A$ in a standard double cone $O_r$ of radius $r$ and center at the origin. These conditions are formulated in different ways. They can be imposed on a quadratic form, and in this case we call them conditions (A); or they can be imposed on the Araki coefficients as analytic functions of one variable, and we call them conditions (F'); they can also be imposed on the Araki coefficients as meromorphic functions of several variables, in that case we call them conditions (F). We will show in the next Chapters 6, 7 and 8 that these conditions are equivalent.

Note that the conditions (A), (F) and (F') depend on the indicatrix $\omega$ and on the radius $r$ of the double cone; but we will not indicate this explicitly.

5.1 Formulate conditions (A)

The condition of locality for an operator, or more in general, for a quadratic form $A \in Q^\omega$ is better formulated using the notion of $\omega$-locality given by Def. 4.2. So, we have the following definition of the condition (A):

Definition 5.1. $A \in Q^\omega$ fulfills condition (A) if it is $\omega$-local in $O_r$.

5.2 Formulate conditions (F')

Now we expand the quadratic form $A$ into the Araki series; we find that the condition of $\omega$-locality can be expressed for the coefficients $f^{[A]}_{m,n}$ in terms of analytic continuations of these distributions along certain lines in $\mathbb{R}^k$. To describe this continuation we need to introduce some notation, that can be found also in more details in Appendix C.

We call a graph $G$ in $\mathbb{R}^k$ a collection of nodes which are points on the lattice $\pi\mathbb{Z}^k$, connected by edges; the edges are lines parallel to the axis which connect nodes on the lattice that are next neighbors. Namely, an edge is given by $\lambda(s) = \nu + se^{(j)}$, where $\nu$ and $\nu + \pi e^{(j)}$ are nodes of $G$, $e^{(j)}$ is a standard basis vector of $\mathbb{R}^k$ and $0 < s < \pi$.

The tube over $G$, which we denote $T(G)$, is the set of all $\zeta = \theta + i\lambda$ with $\theta \in \mathbb{R}^k$ and $\lambda$ on an edge of $G$.

We call a CR distribution on $T(G)$ (where CR stands for “Cauchy-Riemann”) a distribution on $T(G)$ which is analytic along the edges; namely, considering the edge $\lambda(s)$ given above, we have that $F$ is analytic in $\zeta_j$ in the specified domain, and it is still a distribution in the remaining (real) variables. We also require that the boundary values
at the nodes, namely the values in the limits \( s \searrow 0 \) and \( s \nearrow \pi \), exist as distributions, and that if several edges meet in a common node, then the corresponding distributional boundary values are the same. In this way, we can just speak of the distributional boundary value at a node, without specifying which is the direction of the limit.

The first graph in \( \mathbb{R}^k \) that we will consider in our study is denoted with \( G^+_k \) and it is given as follows. It has the nodes \( \lambda^{(k,j)} = (0, \ldots, 0, \pi, \ldots, \pi) \), where there are \( j \) entries of \( \pi \) with \( 0 \leq j \leq k \). Its edges are the lines parallel to the axis which connect the nodes \( \lambda^{(k,j)} \) and \( \lambda^{(k,j+1)} \).

Another graph that we will consider is denoted with \( G^-_k \). This graph is given by \( G^+_k \) shifted of \( -i \pi \). Namely, it has the nodes \( \lambda^{(k,j)} = (-\pi, \ldots, -\pi, 0, \ldots, 0) \), where there are \( j \) entries of \( -\pi \), with \( 0 \leq j \leq k \), and the edges are lines parallel to the axis connecting next neighbors.

We also consider the union of \( G^+_k \) and \( G^-_k \), that we denote with \( G^0_k \), cf. Fig. 5.1 Since the graphs \( G^\pm_k \) have the node \( \lambda^{(k,0)} = 0 \) in common, the graph \( G^0_k \) has \( 2k+1 \) nodes and \( 2k \) edges.

Now that we have introduced our notation, we can formulate our locality condition in terms of CR distributions on \( T(G^0_k) \) as follows:

**Definition 5.2.** A collection \( F' = (F'_k)_{k=0}^\infty \) of distributions on \( T(G^0_k) \) fulfills condition \((F')\) if the following holds for any \( k \), and with \( \theta \in \mathbb{R}^k \) arbitrary:

\((F1')\) **Analyticity:** \( F'_k \) are CR distributions on \( T(G^0_k) \).

\((F2')\) **Periodicity:** \( F'_k(\theta + i\lambda^{(k,-k)}) = F'_k(\theta + i\lambda^{(k,k)}) \).

\((F3')\) **S-symmetry:** For any \( 1 \leq j < k \),

\[
F'_k(\theta_1, \ldots, \theta_j, \theta_{j+1}, \ldots, \theta_k) = S(\theta_{j+1} - \theta_j) F'_k(\theta_1, \ldots, \theta_{j+1}, \theta_j, \ldots, \theta_k).
\]

\((F4')\) **Recursion relations:** For any \( 0 \leq m \leq k \),

\[
F'_k(\theta + i\lambda^{(k,-m)}) = \sum_{C \in C_{m,k-m}} (-1)^{|C|} \delta_C S_C R_C(\theta) F'_{k-2|C|}(\theta + i\lambda^{(k-2|C|,m-|C|)}),
\]
5.3. Formulate conditions (F)

Now we will present the formulation of a locality condition in terms of meromorphic functions \( F_k \) on \( \mathbb{C}^k \). Indeed, we will find that the Araki coefficients of a local operator can be extended as meromorphic functions to the entire multi-variables complex plane. The conditions will involve also the expressions of the residues of these functions; some of the notations that we use for the residues in several complex variables can be found in Appendix B.

For formulating these conditions we need again to introduce some notation. We denote with \( G^c_k \) the graph which is defined as a “periodic extension” of \( G^0_k \). Namely, it has the nodes \( \lambda^{(k,j)} \) with \( j \in \mathbb{Z} \), and we set, as a recursive expression, for any \( j \), \( \lambda^{(k,j+2k)} := \lambda^{(k,j)} + 2\pi \), where \( \pi = (\pi, \ldots, \pi) \).

We introduce also for given \( k \) and \( 0 \leq j \leq k \) the vectors

\[
\nu^{(k,j)} = (1, 2, \ldots, k-j, -j, \ldots, -2, -1) \in \mathbb{R}^k. \tag{5.1}
\]

Now we formulate the locality condition in terms of properties of the functions \( F_k \) as follows:

**Definition 5.3.** A collection \( F = (F_k)_{k=0}^{\infty} \) of functions \( \mathbb{C}^k \to \mathbb{C} \) fulfills conditions (F) if the following holds for any fixed \( k \), and with \( \zeta \in \mathbb{C}^k \) arbitrary:

\( (F1) \) Analyticity: \( F_k \) is meromorphic on \( \mathbb{C}^k \), and analytic where \( \text{Im} \, \zeta_1 < \ldots < \text{Im} \, \zeta_k < \text{Im} \, \zeta_1 + \pi \).

\( (F2) \) S-symmetry:

\[
F_k(\zeta_1, \ldots, \zeta_j, \zeta_{j+1}, \ldots, \zeta_k) = S(\zeta_{j+1} - \zeta_j)F_k(\zeta_1, \ldots, \zeta_{j+1}, \zeta_j, \ldots, \zeta_k).
\]

\( (F3) \) S-periodicity:

\[
F_k(\zeta + 2i\pi e^{(j)}) = \left( \prod_{i=1 \atop i \neq j}^{k} S(\zeta_i - \zeta_j) \right) F_k(\zeta).
\]
(F4) Recursion relations: The $F_k$ have first order poles at $\zeta_n - \zeta_m = i\pi$, where $1 \leq m < n \leq k$, and
\[
\text{Res}_{\zeta_n - \zeta_m = i\pi} F_k(\zeta) = -\frac{1}{2\pi i} \left( \prod_{j=m}^{n} S_{j,m} \right) \left( 1 - \prod_{p=1}^{k} S_{m,p} \right) F_{k-2}(\hat{\zeta}).
\]

(F5) Bounds on nodes: For each $j \in \{0, \ldots, k\}$ and $\ell \in \mathbb{Z}$, we have
\[
\|F_k(\cdot + i\lambda^{(k,j+\ell)} + i0\nu^{(k,j)})\|_{\ell^{(k-j)}} < \infty.
\]

(F6) Pointwise bounds: There exist $c, c' > 0$ such that for all $\zeta \in \mathcal{T}(\text{ich } G^k_{\pm})$:
\[
|F_k(\zeta)| \leq c \prod_j \exp \left( \mu r |\text{Im } \sinh \zeta_j| + c' \omega(\cosh \text{Re } \zeta_j) \right) \text{dist}(\text{Im } \zeta, \partial \text{ich } G_{\pm})^{k/2}.
\]

We notice that the conditions (F) are “translation invariant” by $i\pi$; this means that if we have a family of functions $F_k$ which fulfill these conditions, then also $F_k(\cdot + i\pi)$ fulfill them as well (see Sec. 8.7 for details).

5.4 Formulate the theorem

Now the following theorem states that these conditions are equivalent:

**Theorem 5.4.** Let $r > 0$ and an analytic indicatrix $\omega$ be fixed.

(i) If $A \in \mathcal{Q}^{\omega}$ fulfills (A), then there is a unique set of functions $F'_k$ fulfilling (F’) such that
\[
F'_{m+n}(\theta, \eta + i\pi) = F'_{m+n}(\theta, \eta + i\pi), \quad f'_{m,n}^{[\lambda^\ast]}(\theta, \eta) = F'_{m+n}(\theta - i\pi, \eta). \quad (5.2)
\]

(ii) If $F'_k$ fulfill (F’), then there are unique functions $F_k$ fulfilling (F), such that for $0 \leq j \leq k$ and $\ell \in \{0, k\}$,
\[
F'_k(\theta + i\lambda^{(k,j-\ell)}) = F_k(\theta + i\lambda^{(k,j-\ell)} + i0\nu^{(k,j)}). \quad (5.3)
\]

(iii) If $F'_k$ fulfill (F), then the following quadratic form $A$ fulfills (A):
\[
A := \sum_{m,n=0}^{\infty} \int_{\mathbb{R}^{2m} \times \mathbb{R}^{2n}} \frac{d^m \theta d^n \eta}{m!n!} F_{m+n}(\theta + i0, \eta + i\pi - i0) z^m(\theta) z^n(\eta). \quad (5.4)
\]

We will prove separately the three parts of the theorem in the following three Chapters 6, 7 and 8.
Chapter 6

(A) ⇒ (F’)

In this chapter we want to show that if we have a quadratic form $A$ which is localized in the standard double cone, then its Araki coefficients $f_{m,n}^{[A]}$ are boundary values of a common CR distributions on a graph, which fulfill specific symmetry conditions, recursion relations and bounds.

So, our task is to prove the following theorem:

**Theorem 6.1.** For any $A \in \mathcal{Q}^\omega$ fulfilling (A), there are functions $F'_{k}$ fulfilling (F’) such that for any $k \in \mathbb{N}_0$ and $0 \leq j \leq k$,

$$F'_{k}(\theta + i\lambda^{(k-j)}) = f^{[A]}_{k-j,j}(\theta), \quad F'_{k}(\theta + i\lambda^{(k-j)}) = f^{[JAJ^*]}_{k-j,j}(\theta).$$

(These two equations are a rewritten form of equations (5.2) in the previous chapter.)

**6.1 Define function on positive simplex**

A first step in the proof of this theorem is to consider the case where the quadratic form $A$ is $\omega$-local in a wedge, and study the properties of analyticity of its Araki coefficients $f_{m,n}^{[A]}$.

We prove the following lemma which is very similar to [Lec08, Lemma 4.1], but it is more general in our case because it is formulated for the quadratic form $A \in \mathcal{Q}^\omega$ and to the class of vectors in $\mathcal{H}^\omega$.

**Lemma 6.2.** Let $A \in \mathcal{Q}^\omega$ be $\omega$-local in $\mathcal{W}$, and $\psi \in P_{n_1}^1 \mathcal{H}^\omega$, $\chi \in P_{n_2}^2 \mathcal{H}^\omega$. There exists an analytic function $K: S(0, \pi) \to \mathbb{C}$ whose boundary values satisfy, $\theta \in \mathbb{R}$,

$$K(\theta) = \langle \psi, [z^\dagger(\theta), A] \chi \rangle, \quad K(\theta + i\pi) = \langle \psi, [A, z(\theta)] \chi \rangle$$

(6.2)

in the sense of distributions. Moreover, there holds the bound

$$\left( \int d\theta |K(\theta + i\lambda)|^2 \right)^{1/2} \leq c_{n_1,n_2} \|\psi\|_2^2 \|\chi\|_2^2 \|A\|_{n_1+n_2+1}^\omega, \quad 0 \leq \lambda \leq \pi.$$ (6.3)

with $c_{n_1,n_2} := 2(\sqrt{n_1 + 1} + \sqrt{n_2 + 1})$.

**Proof.** The proof of this Lemma mainly follows the proof of [Lec08, Lemma 4.1]. But here we are going to repeat the argument again.

We considers the time zero fields $\varphi, \pi$ of $\phi$ [Lec08, Eq. (3.18)], and the corresponding expectation values, $f \in S_\mathbb{R}(\mathbb{R}^2)$,

$$k_-(f) := \langle \psi, [\varphi(f), A] \chi \rangle, \quad k_+(f) := \langle \psi, [\pi(f), A] \chi \rangle.$$ (6.4)
Since $A$ is $\omega$-local – in the sense of Lemma 6.1.4(iv) – in the standard right wedge and $\phi$ is localized in the standard left wedge, we have that these $k_{\pm}$ are Schwartz distributions with support in the right half-line. Then, we apply the classical Paley-Wiener result for tempered distributions [RS75, Thm. IX.16], which implies that the Fourier-Laplace transforms $\tilde{k}_{\pm}$ of $k_{\pm}$ are analytic functions on the lower half plane, bounded by a polynomial in $p$ at infinity and by an inverse power of $\text{Im} p$ near the real line.

We choose as our function $K$ the following combination of $k_{\pm}$:

$$K(\zeta) := \frac{1}{2} \left( \mu \cosh(\zeta) \tilde{k}_-(\mu \sinh(\zeta)) - i \tilde{k}_+(\mu \sinh(\zeta)) \right). \quad (6.5)$$

Noticing that the strip $S(0, \pi)$ is mapped by $(-\sinh)$ to the lower half plane, this $K$ works out to have the proposed analyticity property; and also one can show that it has the proposed boundary values. Indeed, using the relation between $z, z^\dagger$ and $\varphi, \pi$:

$$z^\dagger(f^+) = \frac{1}{2} (\varphi(f) - i\pi(\omega^{-1}f)) \quad (6.6)$$

$$z(f^+) = \frac{1}{2} (\varphi(f^-) + i\pi(\omega^{-1}f_-)) \quad (6.7)$$

where $\omega = \mu \cosh \theta$ and $f_-(x) := f(-x)$, we compute:

$$\langle \psi, [z(f^+), A] \chi \rangle = \frac{1}{2} \langle k_-(f_-) + ik_+(\omega^{-1}f_-) \rangle$$

$$= \frac{1}{2} \int dp \left( \tilde{k}_-(p) + \frac{i\tilde{k}_+(p)}{\sqrt{p^2 + m^2}} \right) \tilde{f}(p)$$

$$= \frac{1}{2} \int d\theta \left( \mu \cosh(-\theta) \tilde{k}_-(-\mu \sinh(-\theta)) + i\tilde{k}_+(-\mu \sinh(-\theta)) \right) f^+(\theta). \quad (6.8)$$

Similarly, we obtain:

$$\langle \psi, [z^\dagger(f^+), A] \chi \rangle = \frac{1}{2} \int d\theta \left( \mu \cosh \theta \tilde{k}_-(-\mu \sinh \theta) - i \tilde{k}_+(-\mu \sinh \theta) \right) f^+(\theta). \quad (6.9)$$

So, $K$ has boundary values which are defined as distributions and formally we can write:

$$K(\theta) = \langle \psi, [z^\dagger(\theta), A] \chi \rangle. \quad (6.10)$$

and since $\tilde{k}_\pm(-\mu \sinh(\theta + i\pi)) = \tilde{k}_\pm(\mu \sinh \theta)$ and $\cosh(\theta + i\pi) = -\cosh \theta$, we have

$$K(\theta + i\pi) = \langle \psi, [A, z(\theta)] \chi \rangle. \quad (6.11)$$

Regarding the proposed bounds for $K$, Eq. (6.3), we first compute a bound for the boundary values of $K$ given by Eq. (6.2). We compute, $f \in \mathcal{D}(\mathbb{R})$,

$$\left| \int d\theta K(\theta + i\pi)f(\theta) \right| \leq |\langle \psi, [A, z(f)] \chi \rangle|$$

$$\leq |\langle \psi, z(f)A \chi \rangle| + |\langle \psi, Az(f) \chi \rangle|$$

$$= |\langle \psi, z(f)Q_{n+1}A e^{-\omega(H/\mu)} e^{\omega(H/\mu)} Q_{n} \chi \rangle| + |\langle \psi, Q_{n} e^{\omega(H/\mu)} e^{-\omega(H/\mu)} A Q_{n-1} z(f) \chi \rangle|$$

$$\leq \|z(f)\|_2 \|Q_{n+1}A e^{-\omega(H/\mu)} e^{\omega(H/\mu)} Q_{n} \chi \| \|e^{\omega(H/\mu)} \chi \|$$

$$+ \|e^{-\omega(H/\mu)} \psi \|_2 \|Q_{n} e^{-\omega(H/\mu)} A Q_{n-1} z(f) \chi \|$$

$$\leq 2 \sqrt{n+1} \|f\| \|z(f)\|_2 \left| \left| \left| Q_{n+1}A e^{-\omega(H/\mu)} e^{\omega(H/\mu)} Q_{n} \chi \right| \right| \right|_2$$

$$+ 2 \sqrt{n} \|\psi\|_2 \left| \left| \left| A Q_{n} e^{-\omega(H/\mu)} A Q_{n-1} z(f) \chi \right| \right| \right|_2$$

$$\leq 2(\sqrt{n+1} + \sqrt{n2}) \|f\| \|\psi\|_2 \|A\|_{n+1}^\omega \|\chi\|_2$$

$$\leq 2(\sqrt{n+1} + \sqrt{n2}) \|f\| \|\psi\|_2 \|A\|_{n+1}^\omega \|\chi\|_2.$$
6.1. Define function on positive simplex

where we used that $\|Q_k A e^{-\omega(H/\mu)} Q_k\| \leq 2 \|A\|_k^\omega$ for any $k \in \mathbb{N}_0$ and [Lec06, Lemma 4.1.3].

Similarly, we find,

$$|K(f)| \leq 2(\sqrt{n_1} + \sqrt{n_2 + 1})\|f\|\|\psi\|_2\|\chi\|_2\|A\|_{n_1+n_2+1}^\omega. \quad (6.13)$$

As a consequence of Riesz’ Lemma, we have that the boundary values of $K$ are $L^2$-functions with norms

$$\|K\|_2 \leq c_{n_1,n_2} \|\psi\|_2\|\chi\|_2\|A\|_{n_1+n_2+1}^\omega. \quad (6.14)$$

where $c_{n_1,n_2} := 2(\sqrt{n_1 + 1} + \sqrt{n_2 + 1})$.

To prove Eq. (6.3), we consider the function (6.5) shifted by $\exp(-i\mu s \sinh \zeta)$:

$K^{(s)}(\zeta) := e^{-i\mu s \sinh \zeta} K(\zeta), s > 0$. We consider its absolute value:

$$|K^{(s)}(\zeta)| = \frac{1}{2} e^{-i\mu s \sinh \theta} \cos \theta |\mu \cosh(\theta + i\lambda)\tilde{k}_-(\mu \sinh(\theta + i\lambda)) - i\tilde{k}_+(\mu \sinh(\theta + i\lambda))|.$$  

(6.15)

Since $\theta \to \tilde{k}_-(\mu \sinh(\theta + i\lambda))$ and $\theta \to \tilde{k}_+(\mu \sinh(\theta + i\lambda))$ are bounded by polynomials in $\cosh \theta$ for $|\theta| \to \infty$ and for every fixed $\lambda \in (0, \pi)$ (see remark after Eq. (6.4)), we have, due to the damping factor $e^{-i\mu s \sinh \zeta}$, that $K^{(s)}_\lambda \in L^2(\mathbb{R})$ for every $\lambda \in [0, \pi]$, $s > 0$. So, we can apply the three lines theorem, and by the estimates of the boundary values of $K$ given by (6.14), we get

$$\|K^{(s)}_\lambda\|_2 \leq c_{n_1,n_2} \|\psi\|_2\|\chi\|_2\|A\|_{n_1+n_2+1}^\omega, 0 \leq \lambda \leq \pi. \quad (6.16)$$

Since (6.15) increases monotonically for $s \to 0$, then this bound holds in particular for $s = 0$, $K^{(0)}_\lambda = K^{(0)}_\lambda, 0 \leq \lambda \leq \pi$.

This concludes the proof of Lemma 6.2. \qed

Using the Lemma above we can study analytic continuations of the functions $f_{m,n}^{[A]}$; this is again very similar to [Lec08, Lemma 4.3]. Note that in [Lec08, Lemma 4.3] Lechner proved the analogous result for $A$ localized in the right wedge; in our case we consider $A$ in the left wedge: This is consistent with the relation $f_{m,n}^{[A]} = \langle JA^*J \rangle^{\text{con}}_{m+n,m,m}$.

**Lemma 6.3.** Let $A \in \mathcal{Q}^\omega$ be $\omega$-local in $\mathcal{W}'$. Then,

1. $f_{m,n}^{[A]}$ has an analytic continuation in the variable $\theta_m$ to the strip $S(0, \pi), m \geq 1$. Its distributional boundary value at $\text{Im} \theta_m = \pi$ is given by

$$f_{m,n}^{[A]}(\theta_1, \ldots, \theta_m + i\pi, \ldots, \theta_{m+n}) = f_{m-1,n+1}^{[A]}(\theta_1, \ldots, \theta_m, \ldots, \theta_{m+n}). \quad (6.17)$$

2. There exists a constant $c_{m+n}$ such that the distribution $f_{m,n}^{[A]}$ fulfills the following bound, $g_1, \ldots, g_{m+n} \in \mathcal{D}(\mathbb{R}), 0 \leq \lambda \leq \pi$:

$$\left| \int f_{m,n}^{[A]}(\theta_1, \ldots, \theta_{m-1}, \theta_m + i\lambda, \theta_{m+1}, \ldots, \theta_{m+n}) \prod_{j=1}^{m+n} g_j(\theta_j) \, d\theta \right|$$

$$\leq c_{m+n} \|A\|_{m+n}^\omega \prod_{j=1}^{m+n} \|g_j\|_2^\omega, 0 \leq \lambda \leq \pi. \quad (6.18)$$
CHAPTER 6. (A) ⇒ (F')

The idea for the proof of the above lemma is to rewrite the definition of \( f^{[A]}_{m,n} \) or \( \langle JA^*J \rangle_{m,n} \) in the notation of \[Lec08\] in terms of a sum of matrix elements of commutators \( \{z^i(\theta), JA^*J\} \), as in \[Lec08\] Lemma 4.2. Then one can apply Lemma 4.2 and find the analytic continuation of the Araki coefficients. More details on this technique can be found in \[Lec08\] Sec. 4.

To prove Lemma 6.3, we therefore first need the result of Lechner \[Lec08\] Lemma 4.2 which we rewrite here using our notation. This result is proved by using the exchange relations of the Zamolodchikov-Faddeev algebra.

**Lemma 6.4.** Let \( \hat{C}_{m,n} \subset C_{m,n} \) denote the subset of those contractions \( C \in C_{m,n} \) which do not contract \( m \), i.e. fulfil \( m \not\in \ell_C \). Then

\[
f^{[A]}_{m,n} = \sum_{C \in \hat{C}_{m,n}} (-1)^{|C|} \delta_C \cdot S^{(m)}_C \cdot \langle JA^*J, [JA^*J, z_m^\dagger] J \ell_C \cup \{m\} \rangle,
\]

(6.19)

\[
f^{[A]}_{m-1,n+1} = \sum_{C \in \hat{C}_{m,n}} (-1)^{|C|} \delta_C \cdot S^{(m-1)}_C \cdot \langle JA^*J, [z_m, JA^*J] J \ell_C \cup \{m\} \rangle.
\]

(6.20)

Note that here and for the rest of this section we will write explicitly the upper index \( (m) \) on the factor \( S_C \) (see Def. (3.9)) for a matter of convenience.

**Proof.** We rewrite in our notation the proof in \[Lec08\] Appendix A.

We denote with \( \hat{C}_{m,n} \) the contractions \( C \in C_{m,n} \) which do not contract \( m \), namely \( m \not\in J \ell_C \) and with \( \hat{C}_{m,n} \) the contractions with \( m \in J \ell_C \). We notice that \( C_{m,n} = \hat{C}_{m,n} \cup \hat{C}_{m,n} \).

We consider a contraction \( C' \in \hat{C}_{m,n} \), which can be written as the union of a contraction \( C \in \hat{C}_{m,n} \) and a contraction \( \{(m, r)\} \) with \( r \not\in J \ell_C \). Namely, \( C' = C \cup \{(m, r)\} \) and we have \( |C| = |C'| - 1 \). Then, recalling the definitions (6.18) and (6.19), we have in this case:

\[
\delta_{C'} = \delta_{m,r} \cdot \delta_C,
\]

(6.21)

\[
S^{(m)}_{C'} = \prod_{j=1}^{|C|} \prod_{m_j = l_j + 1}^j S^{(m)}_{m_j l_j} \cdot \prod_{r_i < r_j, l_i < l_j} \prod_{r_i < r_j, l_i < l_j} S^{(m)}_{r_i m, r_j},
\]

(6.22)

since \( l_1, \ldots, l_{|C|} < m \). By multiplying the two last products of \( S \)-factors in the formula above, we get:

\[
\delta_{C'} \cdot S^{(m)}_{C'} = \delta_C \cdot S^{(m)}_C \cdot \delta_{m,r} \cdot \prod_{p=m+1}^{r-1} S_{m,p} \cdot \prod_{p=m+1}^{r-1} S_{m,p}.
\]

(6.23)

Now we consider the matrix element \( \langle JA^*J J \ell_C \rangle \). Using the Zamolodchikov’s algebra (2.47) repeatedly, we find

\[
\langle JA^*J J \ell_C \rangle = \langle z_{m+1}^\dagger \ldots z_{l_1}^\dagger \ldots z_{l_{|C|}}^\dagger \ldots z_m^\dagger z_{m+n} \rangle, JA^*J z_m^\dagger \ldots z_{l_1}^\dagger \ldots z_{|C|}^\dagger \ldots z_1 \rangle
\]

\[
= \langle JA^*J, [z_m, JA^*J] J \ell_C \cup \{m\} \rangle
\]

\[+
\sum_{r \not\in J \ell_C} \delta_{m,r} \prod_{p=m+1}^{r-1} S_{m,p} \cdot \langle JA^*J J \ell_C \cup \{r\}, JA^*J J \ell_C \cup \{m\} \rangle.
\]

(6.24)
We multiply Eq. (6.24) with $(-1)^{|C|} \delta_C \mathcal{C}^{(m)}_C$ and we sum over $C \in \mathcal{C}_{m,n}$. Since $C = C' \cup \{(m,r)\}$, we have $\sum_{C' \in \mathcal{C}'_{m,n}} = \sum_{m+n+1, r \notin \mathcal{J}_C} \sum_{C \in \mathcal{C}_{m,n}}$. The delta distributions and the $S$-factors in (6.24) are equal to the ones in (6.23). Hence, we have:

$$\sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C^{(m)} \langle Jr_C, JA^*JJL_C \rangle$$

$$= \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C^{(m)} \langle Jr_C, [JA^*J, \tilde{z}_m^+] JL_C \cup \{m\} \rangle$$

$$- \sum_{C' \in \mathcal{C}'_{m,n}} (-1)^{|C'|} \delta_{C'} S_{C'}^{(m)} \langle Jr_{C'}, JA^*JJL_{C'} \rangle. \quad (6.25)$$

where we used that $(-1)^{|C'|} = -(−1)^{|C|}$. Since $\mathcal{C}_{m,n} = \mathcal{C}_{m,n} \cup \mathcal{C}_{m,n}$, we finally find

$$\sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C^{(m)} \langle Jr_C, [JA^*J, \tilde{z}_m^+] JL_C \cup \{m\} \rangle$$

$$= \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C^{(m)} \langle Jr_C, JA^*JJL_C \rangle. \quad (6.26)$$

The right hand side of the formula above is by definition $f_{m,n}^{[A]}$. Hence, we proved (6.19).

The proof of (6.20) is analogous.

Now, we can prove Lemma 6.3 following closely the proof of [Lec08, Lemma 4.3].

**Proof.**

1. We consider the distributions $f_{m,n}^{[A]}$ (3.21) rewritten in the following way:

$$f_{m,n}^{[A]}(\theta, \eta) := \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C \cdot S_C^{(m)} \cdot \langle Jr_C, JA^*JL_C \rangle. \quad (6.27)$$

Using (6.19), we rewrite $f_{m,n}^{[A]}$ as:

$$f_{m,n}^{[A]}(\theta, \eta) = \sum_{C \in \mathcal{C}_{n,m}} (-1)^{|C|} \delta_C \cdot S_C^{(m)} \cdot \langle Jr_C, [JA^*J, \tilde{z}_n^+] JL_C \cup \{m\} \rangle. \quad (6.28)$$

In (6.27) we have that $S_C^{(m)}$ (3.9) has an analytic continuation in the variable $\theta_m$ to the strip $S(0, \pi)$ with boundary value $S_C^{(m-1)}$ at $\mathbb{R} + i\pi$. Indeed, the factors $S_{m,r}$ in $S^{(m)}_C$ can be analytically continued in $\theta_m$ to the strip $S(0, \pi)$ with boundary value $S(\theta_m + i\pi - \theta_r) = S(\theta_r - \theta_m) = S^{(m-1)}(\theta_m - \theta_r)$ since the scattering function $S$ is analytic in $S(0, \pi)$ and fulfills crossing-symmetry relation. The other factors $S_{m,r}$, with $m_j \neq m$, do not depend on $\theta_m$ (in particular $l_i, r_j \neq m$) since $m$ is not contracted in $C \in \mathcal{C}_{m,n}$ and therefore they fulfil $S_{a,b}^{(m)} = S_{a,b}^{(m-1)} (a, b \neq m)$.

We have that the delta distribution $\delta_C$ does not depend on the variable $\theta_m$ since $m$ is not contracted in $C$.

We know from Lemma 6.2 that $\langle J r_C, [J A^* J, z_m^+] J L_C \cup \{m\} \rangle$, integrated in $\theta_j, j \neq m$, with test functions in $D(\mathbb{R})$, can be analytically continued in $\theta_m$ to the strip $S(0, \pi)$. Also, due to Lemma 6.2 its boundary value at $\text{Im} \zeta_m = i\pi$ is given by $\langle J r_C, [z_m, J A^* J] J L_C \cup \{m\} \rangle$. 
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From the considerations above we can conclude that \( f_{m,n}^{[A]} \) can be analytically continued in the variable \( \theta_m \) to the strip \( S(0, \pi) \) with distributional boundary value at the other side of the strip \( \text{Im} \zeta_m = i\pi \) given by:

\[
f_{m,n}^{[A]}(\theta_1, \ldots, \theta_m + i\pi, \ldots, \theta_{m+n}) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C^{(m-1)} \langle J_{\mathcal{C}}, [z_m, JA^*J] J_{\mathcal{L}} \cup \{m\} \rangle.
\] (6.29)

Using (6.20) the right hand side of (6.29) is exactly \( f_{m-1,n+1}^{[A]} \).

2. Using (6.19), we rewrite the left hand side of (6.18) as follows:

\[
\left| \int f_{m,n}^{[A]}(\theta_1, \ldots, \theta_{m-1}, \theta_m + i\lambda, \theta_{m+1}, \ldots, \theta_{m+n}) \prod_{j=1}^{m+n} g_j(\theta_j) \, d\theta_j \right| = \left| \int \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C(\theta) S_C^{(m)}(\theta) \times \right.
\]

\[
\times \langle J_{\mathcal{C}}, [JA^*J, z^\dagger(\theta_m + i\lambda)] J_{\mathcal{L}} \cup \{m\} \rangle \prod_{j=1}^{m+n} g_j(\theta_j) \, d\theta_j \right|.
\] (6.30)

where \( r_{\mathcal{C}}(\theta) = z^\dagger(\theta_m) \ldots z^\dagger(\theta_r) \ldots z^\dagger(\theta_{r(C)}) \ldots z^\dagger(\theta_{m+1}) \Omega \).

We denote \( \theta_r := (\theta_{r_1}, \ldots, \theta_{r(C)}) \), \( \theta_r \in \mathbb{R}^{|C|} \). Following Lechner, we split \( \delta_C S_C^{(m)} \) into the product of three factors: \( \delta_C S_C^{(m)} = \delta_C S_C^L S_C^M S_C^R \), where \( S_C^L \) depends on \( \{\theta_1, \ldots, \theta_{m-1}\} \backslash \{\theta_{r_1}, \ldots, \theta_{r(C)}\} \) and \( \theta_r \), where \( S_C^R \) depends on \( \{\theta_{m+1}, \ldots, \theta_{m+n}\} \), and where \( S_C^M = \prod_{j=1}^{|C|} S_{m,j} \) depends on \( \theta_m \). We also define, \( g_1, \ldots, g_{m+n} \in D(\mathbb{R}) \),

\[
F_{\theta_r}^L := S_C^L \cdot (g_{m-1} \otimes \cdots \otimes \hat{g}_{r_1} \otimes \cdots \otimes \hat{g}_{r(C)} \otimes \cdots \otimes g_1),
\] (6.31)

\[
F_{\theta_r}^R := S_C^R \cdot (g_{m+1} \otimes \cdots \otimes \hat{g}_{r_1} \otimes \cdots \otimes \hat{g}_{r(C)} \otimes \cdots \otimes g_{m+n}).
\] (6.32)

\( F_{\theta_r}^L \) and \( F_{\theta_r}^R \) are functions of \( m - 1 - |C| \) variables, \( \{\theta_1, \ldots, \theta_{m-1}\} \backslash \{\theta_{r_1}, \ldots, \theta_{r(C)}\} \), and of \( n - |C| \) variables, \( \{\theta_{m+1}, \ldots, \theta_{m+n}\} \backslash \{\theta_{r_1}, \ldots, \theta_{r(C)}\} \), respectively, and they depend parametrically on \( \theta_r \). Since \( |S(\theta)| = 1 \) for \( \theta \in \mathbb{R} \), they have norms:

\[
\|F_{\theta_r}^L\|_2^\omega \leq \prod_{j=1}^{m-1} \|g_j\|_2^\omega, \quad \|F_{\theta_r}^R\|_2^\omega \leq \prod_{j=m+1}^{m+n} \|g_j\|_2^\omega.
\] (6.33)

(6.34)

where we made use of the sublinearity of \( \omega \), see (6.2).

After integrating over the delta distributions in (6.30), we find

\[
\text{l.h.s. (6.30)} \leq \left| \sum_{C \in C_{m,n}} (-1)^{|C|} \int d^{(|C|)} \theta_r \prod_{j=1}^{|C|} g_j(\theta_r) g_{r_j}(\theta_{r_j}) \times \right.
\]

\[
\times \int d\theta_m g_m(\theta_m) \prod_{j=1}^{|C|} S(\theta_m - \theta_{r_j} + i\lambda) \langle J_{\mathcal{C}}, [JA^*J, z^\dagger(\theta_m + i\lambda)] J_{\mathcal{L}} \cup \{m\} \rangle \left( F_{\theta_r}^L \otimes F_{\theta_r}^R \right) \right|.
\] (6.35)
We move the absolute value inside the integral in \( \theta_r \) and we apply the Cauchy-Schwarz inequality with respect to the variable \( \theta_m \), we find:

\[
1.\text{h.s.}(6.30) \leq \sum_{C \in \mathcal{C}_{m,n}} \int d^{(C)} \theta_r \prod_{j=1}^{\lvert C \rvert} g_t(\theta_r) g_r(\theta_r) \times \]
\[
\times \left[ \int d\theta_m g_m(\theta_m) \prod_{j=1}^{\lvert C \rvert} S(\theta_m - \theta_j + i\lambda) \langle J_{\mathcal{R}} \rangle, [J A^* J, z^j(\theta_m + i\lambda)] J_{\mathcal{L}} \cup \{m\} (F_{\theta_r}^R \otimes F_{\theta_r}^L) \right]
\]
\[
\leq \sum_{C \in \mathcal{C}_{m,n}} \int d^{(C)} \theta_r \prod_{j=1}^{\lvert C \rvert} g_t(\theta_r) g_r(\theta_r) \times \]
\[
\times \|g_m\|_2 \cdot \left( \int d\theta_m [\langle J_{\mathcal{R}} \rangle, [J A^* J, z^j(\theta_m + i\lambda)] J_{\mathcal{L}} \cup \{m\} (F_{\theta_r}^R \otimes F_{\theta_r}^L)]^2 \right)^{1/2},
\]
(6.36)

where we used that \( |S(\zeta)| \leq 1, \zeta \in S(0,\pi) \). Putting (6.3), we find

\[
1.\text{h.s.}(6.30) \leq \sum_{C \in \mathcal{C}_{m,n}} \int d^{(C)} \theta_r \prod_{j=1}^{\lvert C \rvert} g_t(\theta_r) g_r(\theta_r) \times \]
\[
\times \|g_m\|_2 c_{m-1-\lvert C \rvert,n-\lvert C \rvert} \sqrt{(m - 1 - \lvert C \rvert)!} \sqrt{(n - \lvert C \rvert)!} \|J A^* J\|_\omega^{m+n-2\lvert C \rvert} \|F_{\theta_r}^L\|_\omega^2 \|F_{\theta_r}^R\|_2 \]
\[
\leq \sum_{C \in \mathcal{C}_{m,n}} \int d^{(C)} \theta_r \prod_{j=1}^{\lvert C \rvert} g_t(\theta_r) g_r(\theta_r) \times \]
\[
\times \|g_m\|_2 c_{m-1-\lvert C \rvert,n-\lvert C \rvert} \sqrt{(m - 1 - \lvert C \rvert)!} \sqrt{(n - \lvert C \rvert)!} \|A\|_\omega^{m+n} \prod_{j=1}^{m-1} \|g_j\|_2 \prod_{j=m}^{m+n} \|g_j\|_\omega^2.
\]
(6.37)

Now, we can apply the Cauchy-Schwarz inequality with respect to the variable \( \theta_r \), we find

\[
1.\text{h.s.}(6.30) \leq \sum_{C \in \mathcal{C}_{m,n}} \prod_{j=1}^{\lvert C \rvert} \|g_t\|_2 \|g_r\|_2 \times \]
\[
\times \|g_m\|_2 c_{m-1-\lvert C \rvert,n-\lvert C \rvert} \sqrt{(m - 1 - \lvert C \rvert)!} \sqrt{(n - \lvert C \rvert)!} \|A\|_\omega^{m+n} \prod_{j=1}^{m-1} \|g_j\|_2 \prod_{j=m}^{m+n} \|g_j\|_\omega^2.
\]
(6.38)

As for the constants depending on \( m, n \) in the expression above, we compute:

\[
c_{m-1-\lvert C \rvert,n-\lvert C \rvert} \sqrt{(m - 1 - \lvert C \rvert)!} \sqrt{(n - \lvert C \rvert)!} \leq \frac{4(m + n)!}{\lvert C \rvert!}.
\]
(6.39)

Inserting in (6.38), the dependence on \( C \) of this equation is only in the term \( 1/|C|! \), hence we can compute

\[
\sum_{C \in \mathcal{C}_{m,n}} \frac{1}{|C|!} = 2^{m+n-1},
\]
(6.40)
see also [Lec08 page 20].

Finally, we arrive at

\[ \text{l.h.s.}(6.30) \leq \sqrt{(m+n)!} \frac{1}{2^m n + 1} \prod_{j=1}^{m+n} \| g_j \|_2 \| A \|_m^n. \] (6.41)

This concludes the proof of Lemma 6.3.

Using the results above, now we can define $F'_k$ on the “positive simplex” $T(G_k^+)$, cf. Fig. 5.1, as follows.

**Proposition 6.5.** If $A \in \mathcal{Q}_\omega$ is $\omega$-local in the wedge $W'_r$, then there are CR distributions $F'_k$ on $T(G_k^+)$ such that

\[ F'_k(\theta + i\lambda^{(k,j)}) = f^{[A]}_{k-j,j}(\theta), \quad 0 \leq j \leq k. \] (6.42)

**Proof.** First we consider the case where $r = 0$. By Lemma 6.3 we have that $f^{[A]}_{k-j,j}$ can be analytically continued to the edge $\text{Im} \; \zeta = \lambda^{(k,j)} + \lambda e^{(k-j)}, \; 0 < \lambda < \pi$; we define $F'_k$ on that edge as the analytic continuation of $f^{[A]}_{k-j,j}$ due to that Lemma. The boundary values of $F'_k$ are (6.42), independent of the direction, due to Eq. (6.17).

Now we consider the case where $r \neq 0$. We consider the translated $A, B := U(-re^{(1)})AU(-re^{(1)})^*$, so that the resulting quadratic form is $\omega$-local in the standard wedge $W'_r$. Hence, we can apply the result before for $r = 0$ and conclude that $f^{[B]}_{k-j,j}$ has an analytic function $F'_{k}[B]$ on $T(G_k^+)$ whose boundary values are $f^{[B]}_{k-j,j}$.

We set

\[ F'_{k}[A](\zeta) := F'_{k}[B](\zeta) \exp \left( i \mu r \sum_j \sinh \zeta_j \right). \] (6.43)

One can see that this function has the proposed analyticity property and, using the relation between $f^{[B]}_{k-j,j}$ and $f^{[A]}_{k-j,j}$ given by Eq. (3.78) and the boundary values of $B$, one can also see that it has the proposed boundary values at the nodes. \(\square\)

### 6.2 Define function on negative simplex

Now, if an operator, or rather a quadratic form, $A$ is localized in a double cone $\mathcal{O}_r$, then it is in particular localized in the wedge $W'_r$. Also, since $A$ is localized in the double cone, $JA^*J$ is localized in the same wedge. Hence, we can apply Prop. 6.5 both to $A$ and to $JA^*J$. This implies an extension of the domain of analyticity of the functions $F'_k$ discussed in Prop. 6.5 to $T(G_k^+)$, cf. Fig. 5.1.

In the following proposition we define the functions $F'_k$ for an operator localized in a double cone $\mathcal{O}_r$:

**Proposition 6.6.** If $A$ is $\omega$-local in $\mathcal{O}_r$, then there exist CR distributions $F'_k$ which fulfil (F1') and (F2'), and have the boundary values (6.1).\(\square\)

**Proof.** Since $A$ is $\omega$-local in a double cone $\mathcal{O}_r$, then $A$ is, in particular, localized in the wedge $W'_r$. Therefore, we can apply Prop. 6.5 and define a family of functions $F'_k$ analytic on the tube $T(G_k^+)$, the boundary of which are the required boundary values (6.42).
Since \( A \) is \( \omega \)-local in the double cone, then \( JA^*J \) is \( \omega \)-local in the same wedge \( \mathcal{W}_r \). Therefore, by Prop. 6.5 there is another set of functions \( F_k'[JA^*J] \) analytic on the same domain \( T(\mathcal{G}_r^k) \).

We use this to define \( F_k' \) on \( T(\mathcal{G}_r^k - \pi) \), cf. Fig. 5.1 by
\[
F_k'(\zeta - i\pi) := F_k'[JA^*J](\zeta).
\] (6.44)

This has the required boundary values
\[
F_k'(\theta + i\lambda^{(k,-k+j)}) = F_k'[JA^*J](\theta + i\lambda^{(k,j)}) = f_{k-j,j}^{[JA^*J]}(\theta)
\] (6.45)

To show that the functions \( F_k' \) are actually analytic on \( T(\mathcal{G}_r^k) \), it remains to show that the two boundary values (coming from \( \mathcal{G}_r^k \) and \( \mathcal{G}_r^k \)) of \( F_k' \) at \( \lambda^{(k,0)} \) agree. By Eq. (6.42), we know that for real \( \theta \),
\[
F_k'(\theta + i\lambda^{(k,0)}) \big|_{\mathcal{G}_r^k} = f_{k,0}^{[JA^*J]}(\theta).
\] (6.46)

Likewise, by Eq. (6.45), we have
\[
F_k'(\theta + i\lambda^{(k,0)}) \big|_{\mathcal{G}_r^k} = f_{0,k}^{[JA^*J]}(\theta).
\] (6.47)

However, a short computation shows that these are equal:
\[
f_{k,0}^{[A]}(\theta) = \langle z^\dagger(\theta_1) \ldots z^\dagger(\theta_k) \Omega, A\Omega \rangle = \langle \Omega, JA^*J z^\dagger(\theta_k) \ldots z^\dagger(\theta_1) \Omega \rangle = f_{0,k}^{[JA^*J]}(\theta).
\] (6.48)

This proves \((F1')\). Similarly, we can show that also the boundary values \( F_k'(\theta + i\lambda^{(k,-k)}) \) and \( F_k'(\theta + i\lambda^{(k,k)}) \) agree, and this gives the periodicity condition \((F2')\). \(\square\)

### 6.3 Cross-norm bounds

To prove the bounds \((F5')\) and \((F6')\) we use the maximum modulus principle; this is contained in the proof of the following proposition:

**Proposition 6.7.** If \( A \) is \( \omega \)-local in \( \mathcal{O}_r \), then the distributions \( F_k' \) fulfil the bounds \((F5')\) and \((F6')\) with this parameter \( r \).

**Proof.** We notice that on the nodes of the graph \( \mathcal{G}_r^k \) we have, by Eq. (6.1) and as a consequence of Prop. 3.3,
\[
\|F_k'(\cdot + i\lambda^{(k,j)})\|_{(k-j)\times j} = \|f_{k-j,j}^{[A]}\|_{(k-j)\times j} < \infty
\] (6.49)

for any \( 0 \leq j \leq k \).

Also on the nodes of the graph \( \mathcal{G}_r^k \), \( \lambda^{(k,-j)} \), there holds a similar inequality, for any \( 0 \leq j \leq k \),
\[
\|F_k'(\cdot + i\lambda^{(k,-j)})\|_{j\times(k-j)} = \|f_{j,k-j}^{[JA^*J]}\|_{j\times(k-j)} < \infty.
\] (6.50)

due to Eq. (6.1) and Prop. 3.3. This proves \((F5')\).

Now we consider the distribution
\[
\hat{F}_k(\zeta) := F_k'(\zeta) \exp(-i\mu r \sum_j \sinh \zeta_j) \exp(- \sum_j \varpi (\sinh \zeta_j)).
\] (6.51)

This is a CR distribution on \( T(\mathcal{G}_r^k) \), since \( F_k' \) is a CR distribution on \( T(\mathcal{G}_r^k) \) by Prop. 6.6 and because the exponential functions are entire analytic.
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On the nodes of the graph we have that the first exponential gives a factorizing phase factor, and the second exponential fulfills the estimate

\[ |e^{-\omega(\sinh \zeta_j)}| \leq e^{-\omega(\cosh \theta_j)\omega(1)}, \]  
(6.52)

where we used \([\omega 5]\), and the relations \(\sinh \theta = \cosh \theta - e^{-\theta}\) (which implies \(|\sinh \theta| \geq \cosh \theta - 1\)) and \(\omega(\cosh \theta) \leq \omega(\cosh \theta - 1) + \omega(1)\) (which implies that \(\omega(\cosh \theta) - \omega(1) \leq \omega(\cosh \theta - 1) \leq \omega(\sinh \theta)\)), together with the sublinearity and monotonicity of \(\omega\).

Therefore, from (6.49) and (2.69) (left inequality), \(\hat{F}_k\) fulfills the bound:

\[ \|\hat{F}_k(\cdot + i\lambda^{(k,j)})\|_\omega = \|F'_k(\cdot + i\lambda^{(k,j)})\exp(-\sum_j \omega(\sinh \zeta_j)\exp(-i\mu r \sum_j \sinh \zeta_j))\|_\omega \]
\[ \leq e^{\sum_j=1^k \omega(1)}\|F'_k(\cdot + i\lambda^{(k,j)})\exp(-\sum_j \omega(\cosh \theta_j)\exp(-i\mu r \sum_j \sinh \zeta_j))\|_\omega \]
\[ \leq e^{\omega(1)}\|F'_k(\cdot + i\lambda^{(k,j)})\exp(-i\mu r \sum_j \sinh \zeta_j)\|_\omega \]
\[ = e^{\omega(1)}\|F'_k[A]_{(k-j)\times j}\|_\omega \leq \infty. \]  
(6.53)

Moreover, by (6.43) we have for \(\Im \zeta\) on an edge of \(\mathcal{G}^k_+\):

\[ \hat{F}_k(\zeta) = F'_k[U(-re^{(1)})A(U(-re^{(1)})^\ast)(\zeta)e^{\sum_j \omega(\sinh \zeta_j)\exp(-i\mu r \sum_j \sinh \zeta_j)\exp(- \sum_j \omega(\sinh \zeta_j))} = F'_k[U(-re^{(1)})A(U(-re^{(1)})^\ast)(\zeta)\exp(- \sum_j \omega(\sinh \zeta_j))]. \]  
(6.54)

Now we compute a bound for \((\hat{F}_k \ast (g_1 \otimes \ldots \otimes g_k))(t + i\lambda)\), with \(g_1, \ldots, g_k \in \mathcal{D}(\mathbb{R})\) and \(\lambda\) on an edge of \(\mathcal{G}^k_+\) in the direction \(e^{(j)}\). By Lemma 6.3 we have

\[ |(\hat{F}_k \ast (g_1 \otimes \ldots \otimes g_k))(t + i\lambda)| = \left| \int d\theta F'_k[U(-re^{(1)})A(U(-re^{(1)})^\ast)\zeta e^{-\sum_j \omega(\sinh(\theta_j + i\lambda_j))}g_1(t_1 - \theta_1) \ldots g_k(t_k - \theta_k) \right| = \left| \int d\theta f'_j[A]_{(k-j)}(\theta_1, \ldots, \theta_j-1, \theta_j + i\lambda_j, \theta_{j+1}, \ldots, \theta_k)e^{-\sum_j \omega(\sinh(\theta_j + i\lambda_j))}g_1(t_1 - \theta_1) \ldots g_k(t_k - \theta_k) \right| \]
\[ \leq c_k \|A\|_\omega \prod_{\ell=1}^k \|e^{-\omega(\sinh(\cdot + i\lambda_\ell))}g_\ell(t_\ell - \cdot)\|_2^\omega. \]  
(6.55)

Using (6.52), we find that

\[ \|e^{-\omega(\sinh(\cdot + i\lambda_\ell))}g_\ell(t_\ell - \cdot)\|_2^\omega = \left( \int |g_\ell(t_\ell - \theta_\ell)|^2 e^{-2\omega(\sinh(\theta_\ell + i\lambda_\ell))}e^{2\omega(\cosh \theta_\ell)} d\theta_\ell \right)^{1/2} \]
\[ \leq e^{\omega(1)}\|g_\ell\|_2. \]  
(6.56)

Inserting in (6.55), we arrive at

\[ |(\hat{F}_k \ast (g_1 \otimes \ldots \otimes g_k))(t + i\lambda)| \leq c'_k \|A\|_\omega \prod_{\ell=1}^k \|g_\ell\|_2. \]  
(6.57)

where \(c'_k := e^{\omega(1)}c_k\).
6.4 Recursion relations

This shows that the convoluted function \((\tilde{F}_k \ast (g_1 \otimes \ldots \otimes g_k))(t + i\lambda)\) is bounded in \(t\) and therefore we can apply the maximum modulus principle for the norm \(\| \cdot \|_\infty\) (see Lemma [C.2]), we find

\[
\sup_{\lambda} \| \tilde{F}_k(\cdot + i\lambda) \|_\infty \leq \sup_{0 \leq j \leq k} \| \tilde{F}_k(\cdot + i\lambda^{(k,j)}) \|_\infty < \infty. \tag{6.58}
\]

Similarly, we can apply the arguments above to the function \(F'_k\) on \(T \left( G^k_+ - i\pi \right)\), with \(JA^*J\) in the place of \(A\); the only differences with respect to the result above is a shift of \(\zeta\) by \(i\pi\) due to (6.44), and hence a resulting minus sign in the exponent in (6.51). Namely, the argument applies in a similar way to the distribution:

\[
\tilde{F}_k^{[JA^*J]}(\zeta) := F'_k^{[JA^*J]}(\zeta) \exp(i\mu \sum_j \sinh \zeta_j) \exp(-\sum_j \varpi (-\sinh \zeta_j)). \tag{6.59}
\]

This gives the bounds \((F_6')\). \(\square\)

6.4 Recursion relations

It remains to show the property of \(S\)-symmetry \((F_3')\) and the recursion relations \((F_4')\). The proof of this is a direct consequence of the properties of the Araki coefficients, as we can see in the proof of the following proposition.

**Proposition 6.8.** For fixed \(A \in \mathcal{Q}\), any set of distributions \(F'_k\) with boundary values (6.1) fulfills \((F_3')\) and \((F_4')\).

**Proof.** By (6.1), the property of \(S\)-symmetry \((F_3')\) of the functions \(F'_k\) is a direct consequence of the property of \(S\)-symmetry of the distributions \(f_{k,0}^{[A]}\), discussed in Prop. 3.4.

To prove \((F_4')\), we use Prop. 3.11 and we insert there \(f_{m,n}^{[A]}\) as the boundary value of \(F'_{m+n}\) given by (6.1). We find

\[
F'_{m+n}(\theta - i\pi, \eta) = \sum_{C \in \mathcal{C}_{m,n}} (-1)^{|C|} \delta_C S_C R_C(\theta, \eta) F'_{m+n-2|C|}(\eta, \theta + i\pi). \tag{6.60}
\]

This is exactly \((F_4')\). \(\square\)

The proof of Theorem 6.1 is a consequence of Propositions 6.5, 6.6, 6.7 and 6.8.
CHAPTER 6. (A) ⇒ (F')
Chapter 7

\((F') \Rightarrow (F)\)

In the following Chapter we show that we can extend the CR distributions \(F'_k\) to meromorphic functions \(F_k\) which fulfil the properties \((F)\). More precisely, we want to prove the following Theorem:

**Theorem 7.1.** If \(F'_k\) are distributions fulfilling \((F')\), then there exist functions \(F_k\) fulfilling \((F)\) such that their distributional boundary values are

\[
F_{m+n}(\theta + i0, \eta + i\pi - i0) = F'_{m+n}(\theta, \eta + i\pi),
\]

\[
F_{m+n}(\theta - i\pi + i0, \eta - i0) = F'_{m+n}(\theta - i\pi, \eta),
\]

(7.1)

where \(\theta \in \mathbb{R}^m\), \(\eta \in \mathbb{R}^n\).

### 7.1 Continuation along graphs

We consider a family of CR distributions \(F'_k\) on \(\mathcal{T}(G^k_0)\) which fulfills the conditions \((F')\). Using the symmetry relations in conditions \((F')\), we want to extend the functions \(F'_k\) to certain larger graphs.

#### 7.1.1 Continue to one stair

The first graph that we consider is \(G^k_1 := G^k_0 + 2\pi \mathbb{Z}\). This graph has the edges and the nodes of \(G^k_0\) translated simultaneously in all coordinates by integer multiples of \(2\pi\), cf. Fig. 7.1.

We continue \(F'_k\) to \(\mathcal{T}(G^k_1)\) by defining for \(n \in \mathbb{Z}\) and \(\zeta \in \mathcal{T}(G^k_0)\),

\[
F'_k(\zeta + 2in\pi) := F'_k(\zeta). \quad (7.2)
\]

This is indeed a CR distribution on the graph, since we can show, using \([F2']\), that the boundary values \(F_k(\theta + i\lambda^{(k,k+2nk)} + i0e^{(k)})\) and \(F_k(\theta + i\lambda^{(k,k+2nk)} - i0e^{(1)})\) agree for all \(n \in \mathbb{Z}\) at real \(\theta\).

This can be see from the following direct computation:

\[
F_k(\theta + i\lambda^{(k,k+2nk)} + i0e^{(k)}) = F_k(\theta + i\lambda^{(k,k+2nk)} + i0e^{(k)} - 2in'\pi) \quad (7.3)
\]

\[
= F_k(\theta + i\lambda^{(k,-k)} + i0e^{(k)})
\]

\[
= F_k(\theta + i\lambda^{(k,k)} - i0e^{(1)})
\]

\[
= F_k(\theta + i\lambda^{(k,k+2nk)} - i0e^{(1)}),
\]

where in the first and in the last equality we made use of the definition \([7.2]\), where in the second equality we put \(n' = n + 1\) since \((\lambda^{(k,k+2nk)} + i0e^{(k)} - 2in'\pi)\) must be a
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\[ k = 2 \]

\[
\begin{align*}
\lambda_2 & \quad \pi \\
\lambda_1 & \quad 0 \\
0 & \quad \pi \\
-\pi & \quad -\pi
\end{align*}
\]

Figure 7.1: The stair \(G^*_1\), which arises from \(G^*_0\) by \(2\pi\) periodic continuation.

point in the graph \(G^*_0\), and where in the third equality we made use of the condition \((F2')\).

We notice that the graphs \(G^*_0\) and \(G^*_1\) can also be written in the following way:

\[
G^*_0 = \{ \text{edges} : -\pi \leq \lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + \pi \leq 2\pi \}, \quad (7.4)
\]

\[
G^*_1 = \{ \text{edges} : \lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + \pi \}. \quad (7.5)
\]

We will use the notation \(\{ \text{edges} : C(\lambda) \}\) to indicate the graph given by all the next-neighbour edges on the lattice \(\pi\mathbb{Z}\) such that the condition \(C(\lambda)\) is true for all \(\lambda\) on the edge; the nodes of the graph are the endpoints of these edges.

We can prove the equality in (7.4) as follows: Clearly \(G^*_0\) is a subset of (7.4). Since any edge in the set (7.4) fulfils \(\lambda_m \in [l\pi, (l+1)\pi]\), with \(l = -1, 0\), then it is either an edge in \(G^*_k = \{ \text{edges} | 0 \leq \lambda_1 \leq \ldots \leq \lambda_m \leq \ldots \leq \lambda_k \leq \pi \}\) or in \(G^*_m = \{ \text{edges} | -\pi \leq \lambda_1 \leq \ldots \leq \lambda_m \leq \ldots \leq \lambda_k \leq 0 \}\). Since \(G^*_0 = G^*_+ \cup G^*_\), it is then an edge of \(G^*_0\).

We can prove the equality in (7.5) as follows: Since any edge in \(G^*_0\) fulfils the condition \(-\pi \leq \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \lambda_1 + \pi \leq 2\pi\), using the definition of \(G^*_k\) we have that a generic edge in \(G^*_1\) is determined by the condition \(-\pi + 2n\pi \leq \lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + \pi \leq 2\pi + 2n\pi\) for some \(n \in \mathbb{Z}\). Since \(n\) was arbitrary, this is equivalent to the condition that \(\lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + \pi\).

7.1.2 Continue to all stairs

The next graph that we consider is for \(0 \leq m \leq k-1\) the graph \(G^*_1, m := G^*_1 + \lambda^{(k-m)} = G^*_1 + (-\pi, \ldots, -\pi, 0, \ldots, 0)\), with \(m\) entries of \(-\pi\), cf. Fig. 7.2 and Fig. 7.3, notice that \(G^*_1, 0 = G^*_1\).

We define \(F'_k\) on \(\mathcal{T}(G^*_1, m)\) by

\[
F'_k(\zeta) := F'_k(\zeta_{m+1}, \ldots, \zeta_k, \zeta_1 + 2i\pi, \ldots, \zeta_m + 2i\pi), \quad (7.6)
\]
Figure 7.2: The stairs $G_{1,m}^2$, where the stair $G_{1,1}^2$ arises from the stair $G_{1,0}^2$ by shifting by $-\pi$ in $\lambda_1$ direction.
$k = 3$

Figure 7.3: The stairs $G_{1,m}^3$, where the stair $G_{1,1}^3$ arises from the stair $G_{1,0}^3$ by shifting by $-\pi$ in $\lambda_1$ direction and the stair $G_{1,2}^3$ arises from $G_{1,0}^3$ by shifting by $-\pi$ in $\lambda_2$ direction.
with $\zeta \in T(G^k_{1,m})$.

We note that this definition is consistent with the domain $T(G^k_1)$ of definition of $F_k$ in the following sense: We can show that for $\zeta \in T(G^k_{1,m})$, the argument $\hat{\zeta} := (\zeta_{m+1}, \ldots, \zeta_k, \zeta_1 + 2i\pi, \ldots, \zeta_m + 2i\pi)$ of the function $F_k$ on the r.h.s. is in $T(G^k)$. Indeed, consider a point $\zeta \in T(G^k_{1,m})$, $\zeta = \zeta + i(-\pi, -\pi, \ldots, -\pi, 0, \ldots, 0)$, with $\zeta \in T(G^k)$.

We have $\hat{\zeta} = (\hat{\zeta}_{m+1}, \ldots, \hat{\zeta}_k, \hat{\zeta}_1 + 2i\pi - i\pi, \ldots, \hat{\zeta}_m + 2i\pi - i\pi) = (\hat{\zeta}_{m+1}, \ldots, \hat{\zeta}_k, \hat{\zeta}_1 + i\pi, \ldots, \hat{\zeta}_m + i\pi)$.

Since $\Im \hat{\zeta} \in G^k_2 = \{\text{edges} \mid \Im \zeta_1 \leq \ldots \leq \Im \zeta_k \leq \Im \zeta_1 + \pi\}$ (see Eq. (7.5)), we have that the following sets of inequalities hold: $\Im \hat{\zeta}_{m+1} \leq \ldots \leq \Im \hat{\zeta}_k, \Im \hat{\zeta}_1 + \pi \leq \ldots \leq \Im \hat{\zeta}_m + \pi, \Im \hat{\zeta}_k \leq \Im \hat{\zeta}_1 + \pi$ and $\Im \hat{\zeta}_m + \pi \leq \Im \hat{\zeta}_{m+1} + \pi$ since $\Im \hat{\zeta}_m < \Im \hat{\zeta}_{m+1}$.

Hence, $\hat{\zeta}$ is a point in $T(G^k_1)$.

Definition (7.6) yields $F^k_1$ as a distribution on the tube over the graph

$$G^k_2 := \bigcup_{0 \leq m \leq k-1} G^k_{1,m} = \{\text{edges} : \lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + 2\pi\}. \quad (7.7)$$

To prove the second equality in (7.7), consider a generic edge in the set $\{\text{edges} : \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \lambda_1 + 2\pi\}$:

$$\lambda = (0, \ldots, 0, \rho, \pi, \ldots, \pi, 2\pi, \ldots, 2\pi) + n\pi, \quad n \in \mathbb{Z}, \quad \rho \in [0, \pi], \quad (7.8)$$

or

$$\lambda = (0, \ldots, 0, \pi, \ldots, \pi, \rho, 2\pi, \ldots, 2\pi) + n\pi, \quad n \in \mathbb{Z}, \quad \rho \in [\pi, 2\pi]. \quad (7.9)$$

In the case of (7.8), we compute

$$\lambda + (\pi, \ldots, \pi, 0, \ldots, 0) = (\pi, \ldots, \pi, \rho + \pi, 2\pi, \ldots, 2\pi) + n\pi \in G^k_1. \quad (7.10)$$

We find $\lambda \in G^k_{1,k-j}$ (because $\lambda \in G^k_1 + (-\pi, \ldots, -\pi, 0, \ldots, 0)$).

In the case of (7.9), we compute

$$\lambda + (\pi, \ldots, \pi, 0, \ldots, 0) = (\pi, \ldots, \pi, \rho, 2\pi, \ldots, 2\pi) + n\pi \in G^k_1. \quad (7.11)$$

We find $\lambda \in G^k_{1,j}$ (because $\lambda \in G^k_1 + (-\pi, \ldots, -\pi, 0, \ldots, 0)$).

This concludes the proof of the second equality in (7.7).

### 7.1.3 Difference of boundary values

It is important to note that $F^k_1$ are CR distributions on all $T(G^k_{1,m})$, but they are not CR distributions on $T(G^k_1)$. In other words, we have that on the nodes that two graphs $G^k_{1,m}$ and $G^k_{1,m'}$ ($m > m'$) have in common, the boundary values of $F^k_1$ from different edges do not need to agree. We can show that these common nodes are given by

$$(-\pi, \ldots, -\pi, 0, \ldots, 0, \pi, \ldots, \pi) + \ell\pi, \quad \ell \in \mathbb{Z}. \quad (7.12)$$
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Indeed, let $\zeta$ be a point in $G^k_{m}$ and $G^k_{m'}$, with $m' < m$ and let $\lambda := \text{Im} \zeta$.

Since $\lambda \in G^k_{m}$, we have $\lambda + (\pi, \ldots, \pi, 0, \ldots, 0) \in G^k_{1}$, namely $(\lambda + \pi, \ldots, \lambda + \pi, \lambda_{m+1}, \ldots, \lambda_{k}) \in G^k_{1}$.

This implies

$$\lambda + \pi \leq \lambda_{m'} + \pi \leq \lambda_{m} + \pi \leq \lambda_{m+1} \leq \ldots \leq \lambda_{k} \leq \lambda + 2\pi,$$

which gives in particular the condition

$$\lambda_{m'+1} \leq \ldots \leq \lambda_{m} \leq \lambda_{m+1} - \pi \leq \ldots \leq \lambda_{k} - \pi \leq \lambda + \pi.$$  

(7.13)

On the other hand, since $\lambda \in G^k_{m'}$, we have also $\lambda + (\pi, \ldots, \pi, 0, \ldots, 0) \in G^k_{1}$, namely

$$(\lambda_{1} + \pi, \ldots, \lambda_{m'} + \pi, \lambda_{m'+1}, \ldots, \lambda_{k}) \in G^k_{1}.$$  

This implies

$$\lambda + \pi \leq \ldots \leq \lambda_{m'} + \pi \leq \lambda_{m'+1} \leq \ldots \leq \lambda_{k} \leq \lambda + 2\pi,$$

which gives in particular

$$\lambda_{1} + \pi \leq \ldots \leq \lambda_{m'} + \pi \leq \lambda_{m'+1} \leq \ldots \leq \lambda_{m}.$$  

(7.14)

(7.15)

From the conditions (7.14) and (7.16), we find

$$\lambda + \pi \leq \ldots \leq \lambda_{m'} + \pi \leq \lambda_{m'+1} \leq \ldots \leq \lambda_{m} \leq \lambda_{m+1} - \pi \leq \ldots \leq \lambda_{k} - \pi \leq \lambda + \pi.$$  

(7.17)

This gives

$$\lambda + \pi = \ldots = \lambda_{m'} + \pi = \lambda_{m'+1} = \ldots = \lambda_{m} = \lambda_{m+1} - \pi = \ldots = \lambda_{k} - \pi = \lambda + \pi.$$  

(7.18)

Hence, we have

$$\lambda = (\lambda_{1}, \ldots, \lambda_{1}, \lambda_{1} + \pi, \ldots, \lambda_{1} + \pi, \lambda_{1} + 2\pi, \ldots, \lambda_{1} + 2\pi) = (0 \ldots 0, \pi \ldots \pi, 2\pi \ldots 2\pi) + \lambda \frac{1}{\ell} \in \pi \mathbb{Z}.$$  

(7.19)

Therefore, the points in common between the two stairs $G^k_{1,m}$ and $G^k_{1,m'}$, $m' < m$, are given by

$$\lambda = (-\pi \ldots - \pi, 0 \ldots 0, \pi \ldots \pi, \ldots) + \ell \pi, \quad \ell \in \mathbb{Z}.$$  

(7.20)

Now, we compute the difference of the boundary values of $F_k$ at the point $\zeta = \theta + i\lambda^{m_{m'}}$, with $\ell = 0$.

On $\mathcal{T}(G^k_{1,m})$ (i.e. $\zeta \in \mathcal{T}(G^k_{1,m'})$), we have

$$F_k'(\zeta)_{G^k_{1,m}} = F_k'((\zeta_{m'+1}, \ldots, \zeta_{m'} + 2i\pi, \ldots, \zeta_{m}) + 2i\pi)$$

$$= F_k'((\theta_{m'+1} + i\pi, \ldots, \theta_{k} + i\pi, \theta_{1} + 2i\pi - i\pi, \ldots, \theta_{m'} + 2i\pi - i\pi, \theta_{m'} + 2i\pi, \ldots, \theta_{m} + 2i\pi))$$

$$= F_k'(\theta_{m'+1} - i\pi, \ldots, \theta_{k} - i\pi, \theta_{1} - i\pi, \ldots, \theta_{m'} - i\pi, \theta_{m'+1}, \ldots, \theta_{m}),$$  

(7.21)

where in the first equality we made use of definition (7.6), where in the second equality we used Eq. (7.12) with $\ell = 0$ and in the third equality we made use of condition (F2').

Note that in the last line of (7.21) the function $F_k$ is evaluated at the node $\lambda^{-\frac{1}{m+k-m}}$ of $G^k_{0}$. 
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Analogously, we find for $\zeta \in T(G^k_{1,m'})$:

$$
F'_k(\zeta)_{|_{G^k_{1,m'}}} = F'_k(\zeta_{m'+1}, \ldots, \zeta_k, \zeta_{1} + 2i\pi, \ldots, \zeta_{m'} + 2i\pi)
$$

$$
= F'_k(\theta_{m'+1}, \ldots, \theta_m, \theta_{m+1} + i\pi, \ldots, \theta_{k} + i\pi, \theta_{1} + 2i\pi - i\pi, \ldots, \theta_{m'} + 2i\pi - i\pi)
$$

$$
= F'_k(\theta_{m'+1}, \ldots, \theta_m, \theta_{m+1} + i\pi, \ldots, \theta_{k} + i\pi, \theta_{1} + i\pi, \ldots, \theta_{m'} + i\pi), \quad (7.22)
$$

where in the first equality we made use of definition (7.6) and in the second equality we used Eq. (7.12) with $\ell = 0$. Note that in last line of (7.22) the function $F_k$ is evaluated at the node $\lambda^{(k-m+m')}$ of $G^k_0$.

We can compute the difference of the boundary values (7.21) and (7.22) using condition $[F4']$; this difference is in general non-zero and also quite complicated to write down. Below we will simplify it by multiplying the functions $F_k'$ with certain linear factors (see Prop. 7.2).

We did the computation above considering the point $T_k$ with $\ell = 0$; we can compute the case $\ell = 1$ in a similar way, and then we can obtain the corresponding result for general $\ell$ by periodicity.

7.2 Extend to the interior

Now we will use the results of the previous section in order to construct the meromorphic functions $F_k$ (fulfilling the properties (F)); first we construct it on the tube over the open set:

$$
t^k_2 := ich G^k_2 = \{ \lambda \in \mathbb{R}^k : \lambda_1 < \ldots < \lambda_k < \lambda_1 + 2\pi \}. \quad (7.23)
$$

We can prove the second equality in (7.23) following the argument schematized in the four points below:

1. $ich G^k_2$ is translation invariant (by $k\pi$ obvious, by other translation due to convex combination: if $\lambda \in ich G^k_2$, then $\lambda + k\pi \in ich G^k_2$, therefore for every $\mu \in [0, 1)$: $\mu(\lambda + k\pi) + (1 - \mu)\lambda \in ich G^k_2$).

2. $ich G^k_{++} = ich(\{edges | 0 \leq \lambda_1 \leq \ldots \leq \lambda_k \leq 2\pi\}) = \{ \lambda | 0 < \lambda_1 < \ldots < \lambda_k < 2\pi(\leq 2\pi + \lambda_1) \}$, cf. [Lec06 Corollary 5.2.6].

3. Due to item 1, we have for all $c \in \mathbb{R}$ that $ich G^k_2 \supset ich G^k_{++} + c$. This implies $\bigcup_c(ich G^k_{++} + c) \subset ich G^k_2$. We call $M_c := ich G^k_2 + c$. This set can alternatively be written as $M_c = \{ \lambda | 0 < \lambda_1 - c < \ldots < \lambda_k - c < 2\pi \}$. Set $M := \{ \lambda | \lambda_1 < \ldots < \lambda_k < \lambda_1 + 2\pi \}$. We want to show that $M \subset \bigcup_c M_c$ (which implies $M \subset ich G^k_2$). We prove this as follows: Given $\lambda \in M$, choose $c = \lambda_1 - \frac{\lambda_1 + 2\pi - \lambda_1}{2\pi} = \frac{\lambda_1 + 2\pi - \lambda_1}{2\pi} - \pi$. Then we show that $\lambda \in M_c$: Indeed, we have $\lambda_1 - c = \frac{\lambda_1}{2} - \frac{\lambda_1}{2} + \frac{2\pi}{2} = \frac{1}{2}(\lambda_1 - \lambda_k + 2\pi) > 0$, $\lambda_k - c = \frac{\lambda_k}{2} - \frac{\lambda_1}{2} + \frac{2\pi}{2} = \frac{1}{2}(\lambda_1 - \lambda_k + 2\pi) < 2\pi$, and moreover we have that $\lambda_j < \lambda_j$ if and only if $\lambda_j < \lambda_j - c$. This concludes the proof that $M \subset ich G^k_2$.

4. On the other hand, $\overline{G^k_2} = \{ \text{edges} | \lambda_1 \leq \ldots \leq \lambda_k \leq \lambda_1 + 2\pi \} \subset \overline{M}$. Since $M$ is convex, we have $ich \overline{G^k_2} \subset M$. Hence, we have shown that $ich \overline{G^k_2} = M$.

Now, we prove the following proposition which shows that we can extend meromorphically the functions $F_k$ to $T(t^k_2)$.
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**Proposition 7.2.** Let \( F'_k \) be distributions fulfilling \((F')\). Then there exist meromorphic functions \( F_k \) on \( T(\mathcal{I}_2^k) \) which have the boundary values \((7.21)\). They are analytic except for possible first-order poles at \( \zeta_j - \zeta_m = i\pi, j > m \).

**Proof.** Using the functions \( F'_k \) defined in the previous section, we can define distributions \( G_k \) on \( T(\mathcal{G}_2^k) \) by

\[
G_k(\zeta) := F'_k(\zeta) \cdot \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi}. \tag{7.24}
\]

We can show that these functions \( G_k \) are CR distributions on the graph \( \mathcal{G}_2^k \). We already know that the functions \( F'_k \) are CR distributions on all \( T(\mathcal{G}_1^k) \), but they are possibly not CR distributions on \( T(\mathcal{G}_2^k) \).

We note that the rational factor \( \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \) is bounded at real infinity and it has a pole at \( \zeta_j - \zeta_{j'} + i\pi = 0, (i > j) \).

**Remark:** the pole of the rational factor will not effect our argument in Section 7.3 since we will never consider \( G_k \) in the region \( \{ \zeta \mid |\Im \zeta_j - \Im \zeta_m| < 2\pi \} \). Indeed, by the time we will extend the function to there in Section 7.3 we have gone back to \( F_k \).

So, it remains to show that the boundary values of the functions \( G_k \) agree at the nodes \( \Im \zeta = \lambda^{m'n'm'} \), given by Eq. (7.12). For this, we consider the product \( F'_k(\zeta) \cdot \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \) at the points \( \zeta = \theta + i\lambda^{m'n'm'} \). Using \((F'4)\) we can compute the difference of the boundary values \((7.21)\) and \((7.22)\). Inserting this into the product above, we find in particular the product \( \delta_C \cdot \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \). In \( \delta_C \), factors \( \delta(\theta - \theta_r) \) of two types can occur: either \( \ell \in \{m' + 1, \ldots, m\} \) and \( r \in \{m + 1, \ldots, k\} \) or \( \ell \in \{m + 1, \ldots, m\} \) and \( j \in \{m' + 1, \ldots, m\} \). So, one sees that the support of these delta functions always coincide with the zero of the rational factor in \((7.24)\). It is indeed \( \zeta_r - \zeta_r = \pm i\pi \) which cancel the delta functions, except for the term corresponding to the contraction \( C = (m, n, \emptyset) \).

One follows a similar argument for the case \( \ell = 1 \). In this case, we have to show that the boundary values of the functions \( G_k \) agree at the nodes \( \Im \zeta = \lambda^{m'n'm'} + i\pi \). In place of \((7.21)\) and \((7.22)\) we find, respectively,

\[
F'_k(\zeta)|_{\mathcal{G}_{1,m}^k} = F'_k(\theta_{m+1}, \ldots, \theta_k, \theta_1, \ldots, \theta_{m'}, \theta_{m'+1} + i\pi, \ldots, \theta_{m} + i\pi), \tag{7.25}
\]

\[
F'_k(\zeta)|_{\mathcal{G}_{1,m'}^k} = F'_k(\theta_{m'+1} - i\pi, \ldots, \theta_{m} - i\pi, \theta_{m+1}, \ldots, \theta_k, \theta_1, \ldots, \theta_{m'}). \tag{7.26}
\]

As before, we consider the product \( F'_k(\zeta) \cdot \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \), but at the points \( \zeta = \theta + i\lambda^{m'n'm'} + i\pi \). We compute the difference of the boundary values \((7.25)\) and \((7.26)\) using \((F'4)\). Inserting this into the product above, we find in particular the product \( \delta_C \cdot \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \). In \( \delta_C \), we can have factors \( \delta(\theta - \theta_r) \) where \( \ell \in \{m + 1, \ldots, k\} \) and \( r \in \{m' + 1, \ldots, m\} \) or where \( \ell \in \{1, \ldots, m'\} \) and \( r \in \{m + 1, \ldots, m\} \). On the other hand, the factor \( \prod_{j > j'} \frac{\zeta_j - \zeta_{j'} - i\pi}{\zeta_j - \zeta_{j'} + i\pi} \), now evaluated at the nodes \( \Im \zeta = \lambda^{m'n'm'} + i\pi \), contains also terms where \( j' \in \{m' + 1, \ldots, m\} \) and \( j \in \{m + 1, \ldots, k\} \) or \( j' \in \{1, \ldots, m'\} \) and \( j \in \{m' + 1, \ldots, m\} \). So, also in this case, one sees that the support of these delta functions always coincide with the zero of the rational factor in
We define the function $F$ on the real line, we can find a complex neighbourhood $N$ of $S$ where $F$ is analytic. This function is clearly analytic in the same domain, but it has possible poles at $\sigma$ for all $\xi$. Due to the property of $S$-symmetry (F3'), the boundary values of $F$ on the nodes of the graph. This gives (7.1).

Proof. Given a fixed permutation $\sigma \in \mathfrak{S}_k$, we consider the “permuted region”

$$\mathcal{I}^k_{\sigma} := \{ \lambda \in \mathbb{R}^k : |\lambda_j - \lambda_{j'}| < 2\pi \mbox{ for all } j, j' \}. \quad (7.30)$$

We define the function $F_k$ on the tube based on this permuted region $T(\mathcal{I}^k_{\sigma})$ by

$$F_k(\zeta) := F_k(\zeta_{\sigma(1)}, \ldots, \zeta_{\sigma(k)}) S^\sigma(\zeta), \quad (7.31)$$

where $S^\sigma$ is given by Eq. (2.25). Since $S$ is a meromorphic function for all arguments, $S^\sigma$ is also a meromorphic function for all arguments; hence, (7.31) defines $F_k$ as a meromorphic function on each of the disjoint regions $T(\mathcal{I}^k_{\sigma})$. But since $S$ has no poles on the real line, we can find a complex neighbourhood $N$ of $\mathbb{R}^k$ (not necessarily tubular) where all $S^\sigma$ are analytic, cf. Fig. 7.3, hence $F_k$ is analytic in $N \cap T(\mathcal{I}^k_{\sigma})$ for all $\sigma$. Due to the property of $S$-symmetry (F3'), the boundary values of $F_k$ at $\mathbb{R}^k$ from within all these domains coincide in the sense of distributions. So, we can apply the edge-of-the-wedge theorem (for example, see [Eps60]) around each real point, and find that $F_k$ has an analytic continuation to a possibly smaller complex neighbourhood $\mathcal{N}' \subset \mathcal{N}$ of $\mathbb{R}^k$. This implies that $F_k$ is meromorphic on the connected domain

$$\mathcal{R} := \mathcal{N}' \cup \bigcup_{\sigma \in \mathfrak{S}_k} T(\mathcal{I}^k_{\sigma}), \quad (7.32)$$

7.3 Permuted stairs

We can extend meromorphically the functions $F_k$ to a larger graph by using the property of $S$-symmetry of the functions $F'_k$ cf. Fig. 7.4 as the following proposition shows.

Proposition 7.3. The functions $F_k$ of Prop. 7.2 extend meromorphically to $T(\mathcal{I}^k_{\sigma})$, where

$$\mathcal{I}^k_{\sigma} := \{ \lambda \in \mathbb{R}^k : |\lambda_j - \lambda_{j'}| < 2\pi \mbox{ for all } j, j' \}. \quad (7.29)$$

They fulfil the $S$-symmetry condition (F2).

Proof. Given a fixed permutation $\sigma \in \mathfrak{S}_k$, we consider the “permuted region”

$$\mathcal{I}^k_{1, \sigma} := \{ \lambda \in \mathbb{R}^k : \lambda_{\sigma(1)} < \ldots < \lambda_{\sigma(k)} < \lambda_{\sigma(1)} + 2\pi \}. \quad (7.28)$$

This function is clearly analytic in the same domain, but it has possible poles at $\zeta - \zeta' = i\pi$. Considering the limit in the sense of distributions of $F_k$ to the boundary of $T(\mathcal{I}^k_{\sigma})$, we find that it coincides with $F'_k$ by construction. This because the function $F_k$ is analytic on the edges of $\mathcal{I}^k_{\sigma}$ and therefore there is no need of the rational factor in (7.24). So, on the edges of $\mathcal{I}^k_{\sigma}$ the functions $F_k$ and $F'_k$ agree, and therefore they agree on the nodes of the graph. This gives (7.1).
Figure 7.4: The regions $\mathcal{I}_2$, $\mathcal{I}_{2,\sigma}$ and $\mathcal{I}_3$, where $\mathcal{I}_3$ is the convex hull of the union of $\mathcal{I}_2$ and $\mathcal{I}_{2,\sigma}$, and where $\mathcal{I}_2$, $\mathcal{I}_{2,\sigma}$ are defined by Eq. (7.23) and Eq. (7.30), respectively. The red dotted lines show poles due to the function $S$ and for simplicity we restrict to the case where $S$ has only one pole in the strip $-\pi/2 < \text{Im} \zeta < 0$. 

$k = 2$
7.4. EXTENSION TO ENTIRE PLANE

\[ \mathcal{N} = \{ \zeta \mid \forall i, j : \zeta_i - \zeta_j \in \mathcal{N}_0 \} \]

Figure 7.5: The neighbourhood \( \mathcal{N} \). If the poles of the function \( S \) approach the real axis as \( \text{Re} \zeta \to \pm \infty \) as depicted above, then we can choose a complex neighbourhood \( \mathcal{N}_0 \) of the real axis as indicated, on which \( S \) is still analytic.

By [Eps60] we have just shown that \( F_k \) is meromorphic in the tubes \( T(I_{2,\sigma}^k) \) and that the boundary values at \( \mathbb{R} \) coincide; in the case where the function was analytic, we could apply the tubular edge-of-the-wedge theorem [Bro77] and extend this function to the envelope of holomorphy of \( \mathcal{R} \) given by \( \text{ich}(\mathcal{R}) \). To extend this result to the case of meromorphic functions, we use [JP00, Theorem 3.6.6], which says that the envelope of meromorphy is the same as the envelope of holomorphy. So, we can extend the function meromorphically to \( \text{ich}(\mathcal{R}) = T(I_3^k) \).

7.4 Extension to entire plane

Now we use the properties of periodicity and \( S \)-symmetry of \( F_k \) to extend meromorphically \( F_k \) to the entire multi-variable complex plane, cf. Fig. 7.6.

**Proposition 7.4.** The functions \( F_k \) of Prop. 7.2 extend meromorphically to \( \mathbb{C}^k \). They fulfil \([F1],[F2]\) and \([F3]\).

**Proof.** We define \( F_k \) on \( \mathbb{C}^k \) by

\[
F_k(\zeta) := \left( \prod_{\ell=1}^{k} \left( \prod_{\substack{j=1 \atop j \neq \ell}}^{k} S(\zeta_{\ell} - \zeta_j) \right)^{n_{\ell}} \right) F_k(\zeta + 2i\pi n), \tag{7.33}
\]
$k = 2$

Figure 7.6: The extension of $F_2$ to the entire rapidity multi-variables complex plane by $2\pi$ periodic continuation of $T_3^2$.
where we choose \( \mathbf{n} \in \mathbb{Z}^k \) such that \( \zeta + 2i\pi \mathbf{n} \in \mathcal{T}(I_3^k) \). To show that this is well-defined, we need first to prove that it is possible to choose such \( \mathbf{n} \) for any \( \zeta \): Given \( \mathbf{\lambda} \in \mathbb{R}^k \), choose \( n_j \in \mathbb{Z} \) such that \( \lambda_j := \lambda_j + 2\pi n_j \in [0, 2\pi) \). Then \( |\lambda_j - \lambda_i| < 2\pi \) for all \( i, j \), and therefore \( \mathbf{\lambda} \in I_3^k \). However, we might have several of such choices for \( \mathbf{n} \). Suppose that, for fixed \( \zeta \), there exist \( \mathbf{n} \neq \mathbf{n}' \) such that \( \text{Im} \, \zeta + 2\pi \mathbf{n} \in I_3^k \) and \( \text{Im} \, \zeta + 2\pi \mathbf{n} \in I_3^k \). In this case, we have (a priori) two definitions of \( F_k(\zeta) \), namely one built with \( \mathbf{n} \) and one built with \( \mathbf{n}' \). What we have to prove is that these two definitions actually give the same value \( F_k(\zeta) \). Namely, we need to show that

\[
\prod_{\ell=1}^{k} \left( \prod_{j=1 \atop j \neq \ell}^{k} S(\zeta_\ell - \zeta_j) \right)^{n_\ell} F_k(\zeta + 2i\pi \mathbf{n}) = \prod_{\ell=1}^{k} \left( \prod_{j=1 \atop j \neq \ell}^{k} S(\zeta_\ell - \zeta_j) \right)^{n'_\ell} F_k(\zeta + 2i\pi \mathbf{n}').
\] (7.34)

In order to simplify the above expression, we call \( \tilde{\zeta} = \zeta + 2i\pi \mathbf{n}' \). Dividing by \( S_{n'}(\zeta) \), and using \( 2i\pi \)-periodicity of the S-factors, \( S(\tilde{\zeta}_\ell - \tilde{\zeta}_i) = S(\zeta_\ell - \zeta_i + 2\pi i) = S(\zeta_\ell - \zeta_i) \), formula (7.34) becomes:

\[
F_k(\tilde{\zeta} + 2i\pi (\mathbf{n} - \mathbf{n}')) = \prod_{\ell=1}^{k} \left( \prod_{\ell \neq j \atop j=1}^{k} S(\zeta_\ell - \zeta_j) \right)^{n_\ell - n'_\ell} F_k(\tilde{\zeta})
\] (7.35)

Calling for all \( j, n_j - n'_j =: n''_j \) we get from (7.35) the same expression as in (7.33). So, we can assume without loss of generality that \( \mathbf{n}' = 0 \) and \( \text{Im} \, \zeta \in I_3^k \).

Hence, for \( \zeta \in I_3^k \) and \( \zeta + 2i\pi \mathbf{n} \in I_3^k \), we want to show:

\[
F_k(\zeta) = \prod_{\ell=1}^{k} \left( \prod_{\ell \neq j \atop j=1}^{k} S(\zeta_\ell - \zeta_j) \right)^{n_\ell} F_k(\zeta + 2i\pi \mathbf{n}).
\] (7.36)

We can check that the factor \( S_n(\zeta) \) defined above has the property that \( S_n(\zeta) = S_{n'}(\zeta') \) for any permutation \( \rho \). Indeed, we have by definition:

\[
S_{n'}(\zeta') = \prod_{\ell=1}^{k} \left( \prod_{j=1 \atop j \neq \ell}^{k} S(\zeta_\rho(\ell) - \zeta_{\rho(j)}) \right)^{n_{\rho(\ell)}}
\]

\[
= \prod_{\rho^{-1}(\ell)=1}^{k} \left( \prod_{\rho^{-1}(j)=1 \atop \rho^{-1}(j) \neq \rho^{-1}(\ell)}^{k} S(\zeta_\ell - \zeta_j) \right)^{n_\ell}
\]

\[
= \prod_{\ell=1}^{k} \left( \prod_{j=1 \atop j \neq \ell}^{k} S(\zeta_\ell - \zeta_j) \right)^{n_\ell}.
\] (7.37)

since the products over \( \ell \) and \( j \) run over all the indices \( 1, \ldots, k \), and since \( \rho^{-1}(j) = \rho^{-1}(\ell) \) if and only if \( j = \ell \).

We can see that relation (7.34) is invariant under the permutation of the components of \( \zeta \) and \( \mathbf{n} \) by \( \rho \):

\[
S_{n'}(\zeta') F_k(\zeta' + 2i\pi \mathbf{n}') = S_{n'}(\zeta') F_k(\zeta' + 2i\pi \mathbf{n}'').
\] (7.38)
The invariance of this relation is due to (7.37) and the fact that \( F_k \) is \( S \)-symmetric by Prop. 7.3:

\[
S_n(\zeta)S^\rho(\zeta + 2\pi n)F_k(\zeta + 2\pi n) = S_n(\zeta)S^\rho(\zeta + 2\pi n')F_k(\zeta + 2\pi n').
\] (7.39)

Using that \( S \) is \( 2\pi i \)-periodic, we find

\[
S_n(\zeta)S^\rho(\zeta)F_k(\zeta + 2\pi n) = S_n(\zeta)S^\rho(\zeta)F_k(\zeta + 2\pi n'),
\] (7.40)

and therefore:

\[
S_n(\zeta)F_k(\zeta + 2\pi n) = S_n(\zeta)F_k(\zeta + 2\pi n').
\] (7.41)

Hence we can assume that \( n_1 \leq \ldots \leq n_k \).

Now, with \( \lambda := \text{Im} \, \zeta \), the conditions \( \lambda \in \mathcal{I}_3^k \) and \( \lambda + 2\pi n \in \mathcal{I}_3^k \) imply (cf. (7.29))

\[
\forall j, k : \quad |\lambda_j - \lambda_k| < 2\pi, \quad |\lambda_j - \lambda_k + 2\pi(n_j - n_k)| < 2\pi.
\] (7.42)

We can show that \( n_j \in \{N, N + 1\} \) for all \( j \) with some fixed \( N \in \mathbb{Z} \): We have \( 2\pi > |(\lambda_j - \lambda_j) + 2\pi(n_i - n_j)| \geq |(\lambda_i - \lambda_j) - 2\pi(n_i - n_j)| \geq 2\pi |n_i - n_j| - |\lambda_i - \lambda_j| \geq 2\pi |n_i - n_j| - 2\pi. \)

This implies \( 2 > |n_i - n_j| \), and therefore we have for all \( i = 1, \ldots, k : |n_i - n_j| = 1 \).

We choose \( N = \min_j n_j \).

In the following we consider only the case \( N = 0 \); indeed, we can handle the other case \( N = -1 \) with similar arguments, and to prove the case for all other \( N \) we use the \( 2\pi i \)-periodicity of \( F_k \).

We want to show the identity (7.34) (where \( n = (0, \ldots, 0, 1, \ldots, 1) \) with \( m \) entries of 0, and \( n' = 0 \)) between meromorphic functions, hence it suffices to check it on a real open set, possibly on the boundary of the domain. Therefore, we can choose \( \text{Im} \, \zeta = 0 \) and \( \lambda + 2\pi n \in \mathcal{I}_3^k \). Inserting \( F_k' \) as the boundary value of \( F_k \), it remains to show that for real \( \theta \), in the sense of distributions, we have:

\[
F_k'(\theta) = \left( \prod_{\ell > m, j \leq m} S(\theta_\ell - \theta_j) \right) F_k'(\theta_1, \ldots, \theta_m, \theta_{m+1} + 2\pi i, \ldots, \theta_k + 2\pi i).
\] (7.43)

This uses

\[
\prod_{\ell = 1}^{k} \left( \prod_{i=1}^{k} S(\zeta_\ell - \zeta_i) \right)^{n_\ell} = \prod_{\ell : n_\ell = 1} \prod_{i \neq \ell} S(\theta_\ell - \theta_i) = \prod_{\ell : n_\ell = 1} \left( \prod_{i : n_i = 0} S(\theta_\ell - \theta_i) \right).
\] (7.44)

On the right hand side of \( (7.44) \), \( F_k' \) is evaluated on a point of \( \mathcal{S}(\mathcal{Q}_{1,m}^k) \) (this point is \( \theta + i(0, \ldots, 0, 2\pi, \ldots, 2\pi) \)). Using Eq. (7.6), we find

\[
F_k'(\theta) = \left( \prod_{\ell > m, j \leq m} S(\theta_\ell - \theta_j) \right) F_k'(\theta_{m+1} + 2\pi i, \ldots, \theta_k + 2\pi i, \theta_1 + 2\pi i, \ldots, \theta_m + 2\pi i).
\] (7.45)

Then, using the \( 2\pi i \)-periodicity of \( F_k' \) (7.2), we find

\[
\text{r.h.s.} \, (7.43) = \left( \prod_{\ell > m, j \leq m} S(\theta_\ell - \theta_j) \right) F_k'(\theta_{m+1}, \ldots, \theta_k, \theta_1, \ldots, \theta_m).
\] (7.46)

We consider a permutation \( \sigma \) given by

\[
\sigma = \begin{pmatrix} 1 & \ldots & m & m+1 & \ldots & k \\ m+1 & \ldots & k & 1 & \ldots & m \end{pmatrix}.
\] (7.47)
We compute $S^\sigma$ from the definition (2.5): $\sigma$ swaps $1 \ldots m$ with $m + 1 \ldots k$, but leaves the order of indices unchanged otherwise. Thus the $S$ factors in the product are of the form $S_{\ell,j}$ where $\ell > m$ and $j \leq m$. Hence, we find
\[
\text{r.h.s.}(7.43) = \left( \prod_{\ell>m} \prod_{j\leq m} S(\theta_{\ell} - \theta_j) \right) F_k^i(\theta_{m+1}, \ldots, \theta_k, \theta_1, \ldots, \theta_m) = S^\sigma(\theta) F_k^i(\theta^\sigma). \quad (7.48)
\]
Since $F_k^i$ is $S$-symmetric by (F3'), this proves (7.43).

By the argument above we have just showed that $F_k$ is well-defined on $\mathbb{C}^k$. It is meromorphic on $\mathbb{C}^k$ due to the poles of the $S$-matrix and the possible poles of the recursion relations, and it is analytic on $\text{ich}(G^k_1)$; hence (F4) is fulfilled. We have already showed (F2) in Prop. 7.3 (there we actually proved $S$-symmetry of $F_k$ on a smaller domain than $\mathbb{C}^k$; but since $F_k$ is meromorphic, this property holds also on the larger domain). Regarding (F3), we notice that this is a special case of (7.33), where the shift by $2i\pi$ involves all the complex arguments $\zeta$ of $F_k$.

### 7.5 Residua

Now, we want to compute the residua of $F_k$ and prove formula (F4).

**Proposition 7.5.** The first-order poles of $F_k$ at $\zeta_m - \zeta_n = i\pi$, $m > n$, have residua as given by (F4).

**Proof.** It suffices to prove (F4) for $m = 1, n = k$; indeed, the general case follows from that particular case by using $S$-symmetry (see below). Since the residues are meromorphic functions on the pole hypersurfaces, it suffices to verify formula (F4) on a real open set. Therefore we compute the difference of the boundary values of $F_k$ at the points $\zeta_\pm = \theta + i(0, \ldots, 0, \pi \pm 0)$, where we assume that $\theta_j \neq \theta_{j'}$ for $j \neq j'$ (except for $j = 1, j' = k$). We note that $\zeta_- \in \text{ich}(G^k_1)$ but $\zeta_+ \in \text{ich}(G^k_{1,k-1})$. Hence, using (7.6), the $2\pi i$-periodicity of $F_k$, and the boundary values of $F_k$ as in (7.1), we find
\[
F_k(\theta_1, \ldots, \theta_{k-1}, \theta_k + i\pi - i0) - F_k(\theta_1, \ldots, \theta_{k-1}, \theta_k + i\pi + i0)
= F_k^i(\theta_1 \ldots \theta_{k-1}, \theta_k + i\pi) - F_k^i(\theta_k - i\pi, \theta_1, \ldots, \theta_{k-1})
= \delta(\theta_k - \theta_1) \left( 1 - \prod_{p=1}^k S(\theta_p - \theta_k) \right) F_{k-2}(\theta_2, \ldots, \theta_{k-1}), \quad (7.49)
\]
where in the second equality we made use of (F4) in the case $m = 1$. So, we can read from the formula above the residue of the pole:
\[
\text{res}_{\zeta_k = \zeta_1 + i\pi} F_k(\zeta) = \frac{1}{2\pi i} \left( 1 - \prod_{p=1}^k S(\zeta_p - \zeta_1) \right) F_{k-2}(\zeta). \quad (7.50)
\]
This is exactly (F4) in the case $m = 1, n = k$. \hfill \square

Now, using $S$-symmetry on the residua, we compute the residua of $F_k$ for generic
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7.6 Pointwise bounds
Proposition 7.6. The functions $F_k$ fulfil the bounds (F5) and (F6).
Proof. We notice that (F5) is invariant under the transformation $\ell \to \ell \pm 2$ due to the property of periodicity (7.2). Hence, (F5) follows directly from (F5'). To prove (F6)
we consider the function

\[ H_\pm(\zeta) := \exp \left( \pm i \mu r \sum_j \sinh \zeta_j - \sum_j \varpi(\pm \sinh \zeta_j) \right) F_k(\zeta). \]  

(7.53)

From condition (F6'), we know that
\[ \|H_\pm(\cdot + i \lambda)\|_\infty \leq c \text{ for } \lambda \text{ on an edge of } \mathcal{G}_\pm^k. \]  

(7.54)

By the maximum modulus principle, Lemma C.2, we have that the same bound holds for all $\lambda \in \text{ich } \mathcal{G}_\pm^k$. Then, applying Prop. C.3 we find
\[ H_\pm(\theta + i \lambda) \leq c' \text{ dist}(\lambda, \partial \text{ ich } \mathcal{G}_\pm)^{-k/2}. \]  

(7.55)

By computing $\Re \varpi(\pm \sinh(\theta_j + i \lambda_j)) \leq a_2 \omega(cosh \theta_j) + b_2$, we find from (7.55) and
(7.53) the bound (F6') for $F_k$.

The proof of Theorem 7.1 is a consequence of Propositions 7.4, 7.5 and 7.6
Chapter 8

(F) ⇒ (A)

In this chapter we want to prove that given a family of meromorphic functions \( F_k \) with the properties (F), then the Araki expansion defines a quadratic form which is \( \omega \)-local in a double cone. In other words, we want to prove the following theorem:

**Theorem 8.1.** If \( (F_k) \) is a sequence of functions fulfilling (F), then

\[
A := \sum_{m,n=0}^{\infty} \int \frac{d^m \theta d^n \eta}{m!n!} F_{m+n}(\theta + i0, \eta + i\pi - i0)z^{im}(\theta)z^{in}(\eta) \tag{8.1}
\]

defines a quadratic form fulfilling (A).

### 8.1 Well-definedness

We can show that (8.1) is well-defined. Indeed, set \( g_{mn}(\theta, \eta) := F_{m+n}(\theta + i0, \eta + i\pi - i0) \). We have from (F5) that \( \|g_{mn}\|_{m\times n}^\omega < \infty \). Hence, by applying Prop. 3.7, we have that the series in (8.1) is a well-defined quadratic form \( A \in Q^\omega \).

### 8.2 Commutator for creators-annihilators

In order to show that \( A \) is \( \omega \)-local in a double cone, we need to compute the commutators of \( A \) with the wedge-local fields \( \phi(x), \phi'(x) \), and to show that they vanish if \( x \) is in certain regions in Minkowski space.

We compute these commutators from the Araki expansion and we express them in terms of the Araki coefficients.

To that end, first we compute the commutator \([z^{im}(\theta)z^{in}(\eta), z^{i'j'}(\beta)]\) in operator form, where \( z^{i'j'} = z^i, z^j \); an expression for this commutator generalizes the commutation relations (2.98) and involves the multiplication operator \( B^{g,\theta} \), which is defined in Eq. (2.100).

It is useful the following lemma:

**Lemma 8.2.** Let \( g \in \mathcal{H}_1 \). The following exchange relations hold on \( \mathcal{H}^\ell \) (in the sense of operator-valued distributions):

\[
B^{g,\theta'}z^\dagger(\theta) = S(\theta' - \theta)z^\dagger(\theta)B^{g,\theta'} \tag{8.2}
\]

**Proof.** (8.2) can be computed directly from the definitions. We apply \( B^{g,\theta'}z^\dagger(\theta) \) to an arbitrary \( n \)-particle vector \( \Psi_n \in \mathcal{H}^\ell \). We have

\[
B^{g,\theta'}z^\dagger(\theta)\Psi_n = g(\theta')\prod_{j=1}^{n} S(\theta' - \theta_j)S(\theta' - \theta)z^\dagger(\theta)\Psi_n = S(\theta' - \theta)z^\dagger(\theta)B^{g,\theta'}\Psi_n. \tag{8.3}
\]
Now, we can prove the following lemma:

**Lemma 8.3.** Let $g \in \mathcal{H}_1$. The following commutation relations hold in the sense of operator-valued distributions on $\mathcal{H}^l$:

\[
[z(\bar{g})', z^\dagger(\theta_1) \ldots z^\dagger(\theta_m)] = \sum_{j=1}^m \left( \prod_{l=j+1}^m S(\theta_j - \theta_l) \right) z^\dagger(\theta_1) \ldots z^\dagger(\theta_j) \ldots z^\dagger(\theta_m) B^g,_{\theta_j}, \quad (8.4)
\]

\[
[z^\dagger(\bar{g})', z(\theta_1) \ldots z(\theta_m)] = -\sum_{j=1}^m \left( \prod_{l=j+1}^m S(\theta_l - \theta_j) \right) (B^g,_{\theta_j})^* z(\theta_1) \ldots z(\theta_j) \ldots z(\theta_m). \quad (8.5)
\]

**Proof.** Our proof of Eq. (8.4) is based on induction on $m$. For $m = 1$, Eq. (8.4) reduces to (2.98), and is proven as in [Lec06, Lemma 4.2.5].

So, assume that Eq. (8.4) holds for $m-1$ in place of $m$. We have

\[
[z(\bar{g})', z^\dagger(\theta_1) \ldots z^\dagger(\theta_{m-1}) z^\dagger(\theta_m)] = [z(\bar{g})', z^\dagger(\theta_1) \ldots z^\dagger(\theta_{m-1})] z^\dagger(\theta_m) + z^\dagger(\theta_1) \ldots z^\dagger(\theta_{m-1}) [z(\bar{g})', z^\dagger(\theta_m)]
\]

\[
= \sum_{j=1}^{m-1} \left( \prod_{l=j+1}^{m-1} S(\theta_j - \theta_l) \right) z^\dagger(\theta_1) \ldots z^\dagger(\theta_j) \ldots z^\dagger(\theta_{m-1}) B^g,_{\theta_j} z^\dagger(\theta_m)
\]

\[
+ z^\dagger(\theta_1) \ldots z^\dagger(\theta_{m-1}) B^g,_{\theta_m}, \quad (8.6)
\]

where in the second equality we made use of Eq. (2.98) and Eq. (8.4) in the case $m-1$. Now, using the exchange relation (8.2), we bring $B^g,_{\theta_j}$ to the last position in the third line of (8.6), we find

\[
[z(\bar{g})', z^\dagger(\theta_1) \ldots z^\dagger(\theta_m)] = \sum_{j=1}^{m-1} \prod_{l=j+1}^m S(\theta_j - \theta_l) z^\dagger(\theta_1) \ldots \bar{z}^\dagger(\theta_j) \ldots z^\dagger(\theta_m) B^g,_{\theta_j}
\]

\[
+ z^\dagger(\theta_1) \ldots z^\dagger(\theta_{m-1}) B^g,_{\theta_m}. \quad (8.7)
\]

Hence, we have

\[
[z(\bar{g})', z^\dagger(\theta_1) \ldots z^\dagger(\theta_m)] = \sum_{j=1}^m \prod_{l=j+1}^m S(\theta_j - \theta_l) z^\dagger(\theta_1) \ldots \bar{z}^\dagger(\theta_j) \ldots z^\dagger(\theta_m) B^g,_{\theta_j}, \quad (8.8)
\]

which is (8.4).

Then one can obtain (8.5) from (8.4) by taking the adjoint of (8.4):

\[
[z^\dagger(\bar{g})', z(\theta_1) \ldots z(\theta_m)] = ([z^\dagger(\theta_m) \ldots z^\dagger(\theta_1), z(\theta)]^*)
\]

\[
= -\sum_{j=1}^{m-1} \prod_{l=1}^j S(\theta_l - \theta_j) (B^g,_{\theta_j})^* z(\theta_1) \ldots \bar{z}(\theta_j) \ldots z(\theta_m), \quad (8.9)
\]

where in the second equality we made use of Eq. (8.4).
8.3 Commutator for Araki expansion

Now, given a generic $A \in \mathcal{Q}^\omega$, we compute the commutator $[A, \phi'(x)]$ in terms of its Araki expansion.

**Proposition 8.4.** Let $A \in \mathcal{Q}^\omega$, $g \in \mathcal{D}(\mathbb{R}^2)$. It holds that

$$[A, \phi'(g)] = \sum_{m,n \geq 0} \int \frac{d^m \theta^m \eta}{m! n!} \int d\xi \left( f_{m,n+1}^{[A]}(\theta, \xi, \eta) z^{l_m(\theta)} (B^{\theta^\perp} \xi)^* z^n(\eta) \right.$$  
$$\left. - f_{m+1,n}^{[A]}(\theta, \xi, \eta) z^{l_m(\theta)} B^{\theta^\perp} \xi z^n(\eta) \right). \tag{8.10}$$

**Proof.** We need to compute the commutator:

$$[A, \phi'(g)] = \left[ \sum_{m=0}^\infty \int \frac{d^m \theta^m \eta}{m! n!} f_{m,n}^{[A]}(\theta, \eta) z^{l_m(\theta)} z^n(\eta), \bar{z}(g^\perp)' + z(g^-)' \right]. \tag{8.11}$$

Using (2.99), we find

$$[A, \phi'(g)] = \sum_{m=0}^\infty \int \frac{d^m \theta^m \eta}{m! n!} f_{m,n}^{[A]}(\theta, \eta) z^{l_m(\theta)}[z^n(\eta), \bar{z}(g^\perp)']$$

$$+ \sum_{m=0}^\infty \int \frac{d^m \theta^m \eta}{m! n!} f_{m,n}^{[A]}(\theta, \eta) [z^{l_m(\theta)}, z(g^-)'] z^n(\eta). \tag{8.12}$$

Applying (8.3) and (8.5) to the formula above, we find

$$[A, \phi'(g)] = \sum_{m \geq 0, n \geq 1} \int \frac{d^m \theta^m \eta}{m! (n-1)!} f_{m,n}^{[A]}(\theta, \eta) \sum_{j=1}^n \left( \prod_{l=1}^{j-1} S(\eta_l - \eta_j) \right) \times$$

$$\times z^{l_m(\theta)} (B^{\theta^\perp, \eta_j})^* z(\eta_1) \ldots z(\eta_j) \ldots z(\eta_n)$$

$$- \sum_{m \geq 1, n \geq 0} \int \frac{d^m \theta^m \eta}{m! n!} f_{m,n}^{[A]}(\theta, \eta) \sum_{j=1}^m \left( \prod_{l=j+1}^m S(\theta_l - \theta_j) \right) \times$$

$$\times z^{l}(\theta_1) \ldots z^{l}(\theta_j) \ldots z^{l}(\theta_m) B^{\theta^\perp, \eta_j} z^n(\eta). \tag{8.13}$$

We call $\eta_j =: \xi$ in the first sum and $\theta_j =: \xi$ in the second sum; we permute the argument of $f_{m,n}^{[A]}$ so that they become $(\hat{\theta}, \xi, \eta)$ and $(\theta, \xi, \eta)$, respectively; we notice that this cancels the $S$-factors in the sums. (Here we use Prop. 3.3.) Hence, we find:

$$[A, \phi'(g)] = \sum_{m \geq 0, n \geq 1} \int \frac{d^m \theta^m \eta}{m! (n-1)!} \int d\xi \ f_{m,n}^{[A]}(\theta, \xi, \eta) z^{l_m(\theta)} (B^{\theta^\perp} \xi)^* z^{n-1}(\eta)$$

$$- \sum_{m \geq 1, n \geq 0} \int \frac{d^{m-1} \theta d^n \eta}{(m-1)! n!} \int d\xi \ f_{m,n}^{[A]}(\hat{\theta}, \xi, \eta) z^{l_{m-1}(\hat{\theta})} B^{\theta^\perp} \xi z^n(\eta). \tag{8.14}$$

Now, we relabel the summation indices, we find

$$[A, \phi'(g)] = \sum_{m,n \geq 0} \int \frac{d^m \theta^m \eta}{m! n!} \int d\xi \left( f_{m,n+1}^{[A]}(\theta, \xi, \eta) z^{l_m(\theta)} (B^{\theta^\perp} \xi)^* z^n(\eta) \right.$$  
$$\left. - f_{m+1,n}^{[A]}(\theta, \xi, \eta) z^{l_m(\theta)} B^{\theta^\perp} \xi z^n(\eta) \right) \tag{8.15},$$

which is (8.10).
8.4 Localization in a left wedge

Using that we have a family of functions $F_k$ fulfilling the conditions (F), we want to prove that the operator $A$, given by (8.1), is localized in a shifted left wedge. This means that we have to prove that the commutator $[A, \phi'(g)]$ vanishes if $g$ has support in the corresponding right wedge. To show this, we use Prop. 8.4 and the idea for the proof is as follows. Due to properties (F1) and (F2) (see Prop. 8.7), we have $f_{m,n}^{[A]}(\theta, \eta) = F_{m+n}(\theta + i0, \eta + i\pi - i0)$; then, it follows that $f_{m+1,n}^{[A]}(\theta, \xi + i\pi, \eta) = f_{m,n+1}^{[A]}(\theta, \xi, \eta)$. In matrix elements between vectors of finite particle number we can compute directly $B^{\sigma,\xi+i\pi} = (B^{\sigma,\xi})^*$, using also that $g$ has compact support. Inserting this into Eq. (8.10), we see that $[A, \phi'(g)]$ vanishes if it is possible to shift the integration contour in $\xi$ from $\mathbb{R}$ to $\mathbb{R} + i\pi$.

The fact that we can shift the integration contours depends on the growth behaviour of the analytic functions involved, namely $F_k$ and $g$, and therefore it depends on the localization regions of $A$ and $g$. So, first we study the growth behaviour of these functions.

Hence, we define for fixed $m, n \in \mathbb{N}_0$, $f \in \mathcal{D}(\mathbb{R}^{m+n})$, $q \in \mathbb{N}_0$, and $\nu \in \mathbb{R}^q$, the function

$$K(\xi) := e^{-ir\sinh \xi} \prod_{j=1}^{q} (\xi - \nu_j) \int d^m \theta d^n \eta f(\theta, \eta) F_{m+n+1}(\theta + i0, \xi, \eta + i\pi - i0).$$

(8.16)

Since $F_k$ fulfills the conditions (F), this $K$ is analytic for $\xi \in \mathcal{S}(0, \pi)$, with boundary values which are distributions. We also define for fixed $g \in \mathcal{D}(\mathbb{R}^2)$ the function,

$$h(\xi) := e^{ir\sinh \xi} g^{-}(\xi).$$

(8.17)

Since the support of $g$ is compact, this function is entire analytic.

Now, we want to prove the following lemma:

**Lemma 8.5.** If the $F_k$ fulfill [F1] and [F6], then there exist $c, c' > 0$ such that

$$|K(\xi + i\lambda)| \leq \frac{c e^{c' \omega(\cosh \xi)}}{(\lambda(\pi - \lambda))^{(m+n)/2}}.$$  

(8.18)

**Proof.** We introduce $h := \min(\lambda, \pi - \lambda)/(m + n + 1)$ and $\nu_L := (1, 2, \ldots, m)$, $\nu_R := (n, \ldots, 2, 1)$. For fixed $\xi, \lambda, \theta, \eta$, we define

$$G(z) := e^{-ir\sinh \xi} F_{m+n+1}(\theta + z h \nu_L, \xi + i\lambda, \eta + i\pi - z h \nu_R).$$

(8.19)

We can show that when $z \in \mathbb{R} + i(0, 1)$, then $(\theta + z h \nu_L, \xi + i\lambda, \eta + i\pi - z h \nu_R) \in \text{ich} \mathcal{G}_k^+$, cf. Fig. 8.1. That is, we have to show:

$$0 < \text{Im} z h < \ldots < mh \text{ Im} z < \lambda < \pi - nh \text{ Im} z < \ldots < \pi - h \text{ Im} z < \pi.$$  

(8.20)

Obviously, we have $\text{Im} z h > 0$, $\pi - h \text{ Im} z < \pi$, $\text{Im} z h < \ldots < mh \text{ Im} z$ and $\pi - nh \text{ Im} z < \ldots < \pi - h \text{ Im} z$. It remains to show that $mh \text{ Im} z < \lambda < \pi - nh \text{ Im} z$. By definition $h \leq \frac{\lambda}{m+n+1}$, hence $mh \text{ Im} z \leq m \frac{\lambda}{m+n+1} \cdot 1 = \frac{m}{m+n+1} \lambda < \lambda$. By definition we have also $h \leq \frac{\pi - \lambda}{m+n+1}$, hence $\pi - nh \text{ Im} z \geq \pi - \frac{(\pi - \lambda) m}{m+n+1} \text{ Im} z \geq \pi - (\pi - \lambda) \text{ Im} z \geq \pi - (\pi - \lambda) = \lambda$.
8.4. LOCALIZATION IN A LEFT WEDGE

Since the function $F_{m+n+1}$ is analytic in $\text{ich} \mathcal{G}_+^k$, we have that the function $G$ is analytic in $z \in \mathbb{R} + i(0, 1)$; for the imaginary part of the argument of $F_{m+n+1}$, we can show

$$\text{dist} \left( (h \text{Im} z, \ldots, mh \text{Im} z, \lambda, \pi - nh \text{Im} z, \ldots, \pi - h \text{Im} z), \partial \text{ich} \mathcal{G}_+^k \right) \geq \frac{1}{\sqrt{2}} h \text{Im} z. \quad (8.21)$$

The proof of (8.21) works as follows. Note that $\partial \text{ich} \mathcal{G}_+^k = \{\lambda_i = \lambda_{i+1} \text{ for some } i\} \cup \{\lambda_1 = 0\} \cup \{\lambda_k = \pi\}$. We compute (8.21) directly, noting that $\text{dist}(\cdot)$ denotes the euclidean distance in $\mathbb{R}^k$. Obviously, we have:

$$\text{dist} \left( (h \text{Im} z, \ldots, mh \text{Im} z, \lambda, \pi - nh \text{Im} z, \ldots, \pi - h \text{Im} z), \{\lambda_1 = 0\} \right) = \sqrt{(h \text{Im} z - 0)^2 + (2h \text{Im} z - \lambda_2)^2 + \ldots} \geq h \text{Im} z, \quad (8.22)$$

and,

$$\text{dist} \left( (h \text{Im} z, \ldots, mh \text{Im} z, \lambda, \pi - nh \text{Im} z, \ldots, \pi - h \text{Im} z), \{\lambda_k = \pi\} \right) = \sqrt{\ldots + (\pi - 2h \text{Im} z - \lambda_{k-1})^2 + (\pi - h \text{Im} z - \pi)^2} \geq h \text{Im} z. \quad (8.23)$$

So, it remains to show

$$\text{dist} \left( (h \text{Im} z, \ldots, mh \text{Im} z, \lambda, \pi - nh \text{Im} z, \ldots, \pi - h \text{Im} z), \{\lambda_i = \lambda_{i+1} \text{ for some } i\} \right) \geq \frac{1}{\sqrt{2}} h \text{Im} z. \quad (8.24)$$

By direct computation, we find

$$\text{dist} \left( (h \text{Im} z, \ldots, mh \text{Im} z, \lambda, \pi - nh \text{Im} z, \ldots, \pi - h \text{Im} z), \{\lambda_i = \lambda_{i+1} \text{ for some } i\} \right) = \sqrt{\ldots + (hi \text{Im} z - \lambda_i)^2 + (h(i + 1) \text{Im} z - \lambda_i)^2 + \ldots} \quad (8.25)$$

Figure 8.1: The computation of the pointwise bound (8.18). $D_t$ refers to the disc introduced in the proof of Prop. C.3

---

**Figure 8.1:** The computation of the pointwise bound (8.18). $D_t$ refers to the disc introduced in the proof of Prop. C.3.
We call \( \mu := h \text{Im } z - \lambda_i, h(i + 1) \text{Im } z - \lambda_i = \mu + h \text{Im } z, a := h \text{Im } z \). We compute the minima of the function \( f(\mu) := \mu^2 + (\mu + a)^2 \): from \( \frac{d}{d\mu}(\mu^2 + (\mu + a)^2) = 2\mu + 2(\mu + a) = 0 \), we find \( \mu = -a/2 \). We have \( f(-a/2) = (-a/2)^2 + (-a/2 + a)^2 = 2(a/2)^2 = a^2/2 \). Hence, we have \( \mu^2 + (\mu + a)^2 \geq a^2/2 \); namely:

\[
\sqrt{\ldots} + (hi \text{Im } z - \lambda_i)^2 + (h(i + 1) \text{Im } z - \lambda_i)^2 + \ldots \geq \frac{1}{\sqrt{2}} h \text{Im } z. \tag{8.26}
\]

This concludes the proof of \([8.21]\).

Then, since the argument of \( F_{m+n+1} \) is a point in the interior of \( T(G_k^f) \), we can apply condition \([F6]\) which gives, for any \( R > 0 \), a constants \( c_R \) (dependent on \( R \), but not on \( \xi, \lambda \) and \( c \)) such that

\[
|G(z)| \leq c_R e^{c\omega(\cosh \xi)}(h |\text{Im } z|)^{-k/2} \quad \text{for all } z \in (-R, R) + i(0, 1), \|\theta\| < R, \|\eta\| < R. \tag{8.27}
\]

Following, for example, \([BF09]\) Prop. 4.2, we compute a bound for the boundary distribution \( \int G(x + i0)g(x) \, dx \) as follows: let \( z = x + iy \), we have

\[
\left| \int G(x + i0)g(x) \, dx \right| = \lim_{y \to 0} \int G(x + iy)g(x) \, dx \left| \int \right. \lim_{y \to 0} G^{(-\ell)}(x + iy)g^{(\ell)}(x) \, dx. \tag{8.28}
\]

We can show that

\[
|G^{(-\ell)}(z)| \leq c_R^{(\ell)} e^{c\omega(\cosh \xi)} h^{-k/2} (|\text{Im } z|^{-k/2+\ell-1/4} + 1), \quad (\ell > k/2 + 1/4). \tag{8.29}
\]

We prove \([8.29]\) using induction on \( \ell \). For \( \ell = 0 \) it follows directly from \([8.27]\). Now assume that \([8.29]\) is true for \( \ell - 1 \) in place of \( \ell \); we prove it for \( \ell \):

\[
\int_{i/2}^{z} |G^{(-\ell+1)}(z') \, dz'| \leq c_R^{\ell-1} e^{c\omega(\cosh \xi)} h^{-k/2} \int_{i/2}^{z} (|\text{Im } z'|^{-k/2+\ell-1/4} + 1) \, dz'. \tag{8.30}
\]

We choose in the strip \( z \in \mathbb{R} + i(0, 1) \) the integration path: \( \gamma := \{0 \leq \text{Re } z' \leq \text{Re } z, \text{Im } z' = 1/2\} \cup \{\text{Re } z' = \text{Re } z, 1/2 \leq \text{Im } z' \leq \text{Im } z\} \). We compute the integral above along this curve, we find:

r.h.s. \([8.30]\) = \( c_R^{\ell-1} e^{c\omega(\cosh \xi)} h^{-k/2} \int_{0}^{\text{Re } z} d \text{Re } z' \)

\( + c_R^{\ell-1} e^{c\omega(\cosh \xi)} h^{-k/2} \int_{1/2}^{\text{Im } z} d \text{Im } z' (|\text{Im } z'|^{-k/2+\ell-1/4} + 1) \)

\( = c_R^{\ell-1} e^{c\omega(\cosh \xi)} h^{-k/2} \left( \text{Re } z + \frac{|\text{Im } z'|^{-k/2+\ell-1/4+1}}{-k/2 + \ell - 1 - 1/4 + 1} \int_{1/2}^{\text{Im } z} |\text{Im } z'|^{-k/2+\ell-1/4} + 1 \right) \)

\( \leq c_R^{\ell} e^{c\omega(\cosh \xi)} h^{-k/2} (|\text{Im } z|^{-k/2+\ell-1/4} + 1), \tag{8.31}
\]

where we used that \( \text{Re } z < R \).

Choosing \( \ell > k/2 + 1/4 \) and inserting \([8.29]\) in \([8.28]\), we find

r.h.s. \([8.28]\) \( \leq c_R^{\ell} e^{c\omega(\cosh \xi)} \|g^{(\ell)}\|_1 h^{-k/2}. \tag{8.32}\)
Hence, denoting \( c_{g,R} := c_{g,R}' \) \( \|g\|_1 \), and inserting the definition of \( h \) where we estimated \( \min(\lambda, \pi - \lambda) \geq \frac{1}{2} (\pi - \lambda) \lambda \), we obtain the following estimate for the boundary distribution:

\[
\left| \int G(x + i0) g(x) \, dx \right| \leq c_{g,R} h^{-k/2} e^{\omega(\cosh \xi)} \leq \frac{(3(m + n + 1))^{k/2} c_{g,R} e^{\omega(\cosh \xi)}}{(\lambda(\pi - \lambda))^{k/2}}, \quad (8.33)
\]

where the constant \( c_{g,R} \) might depend on the test function \( g \in D(-R, R) \) and the cutoff \( R \), but not on \( G(\xi, \lambda, \theta, \eta) \).

Now, we recall (8.16) and (8.19), and we compute

\[
|K(\xi + i\lambda)| = \left| e^{-ij\mu \sinh(\xi + i\lambda)} \left( \prod_{j=1}^{q} S(\xi - \nu_j + i\lambda) \right) \int d^m \theta d^m \eta f(\theta, \eta) F_{m+n+1}(\theta + i0, \xi + i\lambda, \eta + i\pi - i0) \right| = \left| \left( \prod_{j=1}^{q} S(\xi - \nu_j + i\lambda) \right) \int d^m \theta d^m \eta f(\theta, \eta) e^{-ij\mu \sinh(\xi + i\lambda)} F_{m+n+1}(\theta + i0, \xi + i\lambda, \eta + i\pi - i0) \right| = \left| \left( \prod_{j=1}^{q} S(\xi - \nu_j + i\lambda) \right) \int d^m \theta d^m \eta f(\theta, \eta) e^{-ij\mu \sinh(\xi + i\lambda)} F_{m+n+1}(\theta + i0, \xi + i\lambda, \eta + i\pi - i0) \right| \leq \left| \int d^m \theta d^m \eta f(\theta, \eta) e^{-ij\mu \sinh(\xi + i\lambda)} F_{m+n+1}(\theta + i0, \xi + i\lambda, \eta + i\pi - i0) \right|. \quad (8.34)
\]

where we have estimated the factors \( S(\xi - \nu_j + i\lambda) \) by 1, since they are bounded functions on the strip \( S(0, \pi) \).

In order to apply (8.33), we perform in the last line of the equation above a coordinate transformation \( t : \mathbb{C} \times \mathbb{R}^{m+n} \rightarrow \mathbb{C}^m \) and \( u : \mathbb{C} \times \mathbb{R}^{m+n} \rightarrow \mathbb{C}^n \), such that we can rewrite that integral as

\[
|K(\xi + i\lambda)| \leq \left| \int d^m \theta d^m \eta f(\theta, \eta) e^{-ij\mu \sinh(\xi + i\lambda)} F_{m+n+1}(\theta + i0, \xi + i\lambda, \eta + i\pi - i0) \right| = \left| \int dx \, dx \, \tilde{f}(x, \rho) e^{-ij\mu \sinh(\xi + i\lambda)} \tilde{F}(x + i0, \rho, \xi + i\lambda) \right|. \quad (8.35)
\]

where we denoted \( \tilde{f}(x, \rho) := f(t(x, \rho), u(x, \rho)) \) and \( \tilde{F}(x + i0, \rho, \xi + i\lambda) := F_{m+n+1}(t(x + i0, \rho), \xi + i\lambda, u(x + i0, \rho) + i\pi) \).

We have that \( G(x + i0) = e^{-ij\mu \sinh(\xi + i\lambda)} \tilde{F}(x + i0, \rho, \xi + i\lambda) \). We can now apply (8.33), we find

\[
|K(\xi + i\lambda)| \leq \int d\rho \left| \int dx \, \tilde{f}(x, \rho) G(x + i0) \right| \leq \int d\rho \left( \frac{(3(m + n + 1))^{k/2} c_{f,, R} e^{\omega(\cosh \xi)}}{c_{f,, R} c_{f,, R} \mu R} \right) \leq \frac{(3(m + n + 1))^{k/2} e^{\omega(\cosh \xi)}}{(\lambda(\pi - \lambda))^{k/2}} \int_{\text{supp} f} d\rho \, c_{f,, R}, \quad (8.36)
\]

where we used that \( f \) has compact support in a ball of radius \( R \), and where the last integral is finite; we call \( c := (3(m + n + 1))^{k/2} \int_{\text{supp} f} d\rho \, c_{f,, R} \). This gives the result in Lemma 8.5.
Lemma 8.6. Let \( m, n \in \mathbb{N}_0 \). If \( F_{m+n} \) fulfils \([(F1)] \) and \([(F6)] \), then there exists an analytic indicatrix \( \omega' \geq \omega \) such that for all \( f \in \mathcal{D}(\mathbb{R}^{m+n}) \) and \( g \in \mathcal{D}'(\mathcal{W}_r) \),

\[
\int K(\xi + i0)h(\xi)d\xi = \int K(\xi + i\pi - i0)h(\xi + i\pi)d\xi,
\]

where \( f, g \) enter the definitions of \( K, h \) given by Eq. (8.16) and Eq. (8.17).

Proof. We set \( \omega'(p) := a_\omega(c'_\omega(p) + \frac{m+n+4}{2} \log(1 + p)) \), with \( c' \) as in Lemma 8.5 and \( a_{\omega'} = a_\omega \geq 1 \). This is a valid indicatrix, see Example 1 in Sec. 2.5. We will show below that

\[
\int K(\xi + i0)h(\xi)d\xi = \lim_{\epsilon \searrow 0} \int K(\xi + i\epsilon)h(\xi + i\epsilon)d\xi,
\]

and similarly for the upper boundary. We can show that for fixed \( \epsilon \) and with some \( c_\epsilon > 0 \),

\[
\forall \lambda \in [\epsilon, \pi - \epsilon] : |h(\xi + i\lambda)K(\xi + i\lambda)| \leq \frac{c_\epsilon}{(1 + \cosh \xi)^{(m+n+4)/2}}.
\]

Indeed, on the strip \( \lambda \in [\epsilon, \pi - \epsilon] \) we can estimate the denominator in (8.18) by \((\lambda(\pi - \lambda))^{(m+n)/2} \geq e^{m+n} \), and we can set \( c_\epsilon := 1/e^{m+n} \); moreover, using Lemma 8.5 and Prop. 2.6 we have

\[
|h(\xi + i\lambda)K(\xi + i\lambda)| \leq c_\epsilon e^{c'\omega(cosh \xi)} e^{-\omega'(cosh \xi)/a_{\omega'}}
\]

\[
\leq c_\epsilon \exp \left( c'\omega(cosh \xi) - \frac{a_\omega(c'_\omega(cosh \xi) + \frac{m+n+4}{2} \log(1 + \cosh \xi))}{a_{\omega'}} \right)
\]

\[
\leq c_\epsilon \exp \left( - \frac{m + n + 4}{2} \log(1 + \cosh \xi) \right)
\]

\[
= c_\epsilon (1 + \cosh \xi)^{-\frac{m+n+4}{2}},
\]

where we have set \( a_\omega = a_{\omega'} \).

So, on the strip \( \lambda \in [\epsilon, \pi - \epsilon] \), where we have shown above that the function \( h \cdot K \) is analytic and decays fast in real direction, we can apply Cauchy’s formula and we get,

\[
\forall \epsilon > 0 : \int d\xi K(\xi + i\epsilon)h(\xi + i\epsilon) = \int d\xi K(\xi + i\pi - i\epsilon)h(\xi + i\pi - i\epsilon)
\]

(8.41)

Now, to conclude the result (8.37) from this, it remains to show Eq. (8.38). Namely, we need to show that

\[
\lim_{\epsilon \searrow 0} \int d\xi K(\xi + i\epsilon)(h(\xi) - h(\xi + i\epsilon)) = 0.
\]

(8.42)

We denote \( K^{(-\ell)} \) the \( \ell \)-th antiderivative of \( K \), with \( \left( \frac{\partial}{\partial \xi} \right)^j K^{(-\ell)}(i\frac{\pi}{2}) = 0, 0 \leq j < \ell \). We will show

\[
|K^{(-\ell)}(\xi + i\lambda)| \leq c e^{c'\omega(cosh \xi)}(1 + |\xi|)^{\ell} \left[ \lambda(\pi - \lambda) \right]^{(m+n)/2-\ell-1/4}, \quad \ell < (m+n)/2.
\]

(8.43)

We prove (8.43) using induction on \( \ell \). For \( \ell = 0 \), it follows directly from the bound of Lemma 8.5, now assume that (8.43) is true for \( \ell - 1 \) in place of \( \ell \), we prove it for \( \ell \).
We integrate $K(-\xi+1)$ along the lines from $i\pi/2$ to $\xi+i\pi/2$ and then from $\xi+i\pi/2$ to $\xi+i\lambda$. By induction hypothesis, we find
\[
\int_{i\pi/2}^{\xi+i\lambda} |K(-\xi+1)(\xi+i\lambda)| d(\xi+i\lambda)
\]
\[
\leq \int_{i\pi/2}^{\xi+i\lambda} e^{c\omega(\cosh \xi)} (1+|\xi|)^{\ell-1} [\lambda'(\pi-\lambda')](m+n)/2-\ell+1-1/4
\]
\[
= c e^{c\omega(\cosh \xi)} (1+|\xi|)^{\ell-1} \int_{\pi/2}^{\lambda} d\lambda' [\lambda'(\pi-\lambda')](m+n)/2-\ell+1-1/4
\]
\[
+c \left[ (\pi/2)(\pi-\pi/2) \right](m+n)/2-\ell+1-1/4 \int_{0}^{\xi} d\xi' e^{c\omega(\cosh \xi)} (1+|\xi'|)^{\ell-1}
\]
\[
= c e^{c\omega(\cosh \xi)} (1+|\xi|)^{\ell-1} \int_{\pi/2}^{\lambda>\pi/2} d\lambda' (\pi-\lambda')(m+n)/2-\ell+1-1/4
\]
\[
+ (\pi/2)(m+n)/2-\ell+1-1/4 \int_{\pi/2}^{\lambda<\pi/2} d\lambda' \lambda(m+n)/2-\ell+1-1/4
\]
\[
+c \left[ (\pi/2)(\pi-\pi/2) \right](m+n)/2-\ell+1-1/4 e^{c\omega(\cosh \xi)} \int_{0}^{\xi} d\xi' (1+|\xi'|)^{\ell-1}
\]
\[
\leq c'' e^{c\omega(\cosh \xi)} (1+|\xi|)^{\ell} \lambda'(\pi-\lambda')(m+n)/2-\ell+1-1/4,
\]
where in the third equality we used that $e^{c\omega(\cosh \xi)} \leq e^{c\omega(\cosh \xi)}$ and the monotonicity of $\omega$, i.e. (8.43). This concludes the proof of (8.44).

For $\ell > (m+n)/2$, we find by repeated integration, with some $c'' > 0$ and for all $\lambda$,
\[
|K(-\xi+1)(\xi+i\lambda)| \leq c'' (1+|\xi|)^{\ell} e^{c\omega(\cosh \xi)}.
\]  
(8.45)

Using integration by parts and the bound (8.45), we find
\[
\lim_{\epsilon \to 0} \left| \int d\xi \ K(\xi+i\epsilon) \left( h(\xi) - h(\xi+i\epsilon) \right) \right|
\]
\[
= \lim_{\epsilon \to 0} \left| \int d\xi \ K(-\xi+1)(\xi+i\epsilon) \left( h^{(\ell)}(\xi) - h^{(\ell)}(\xi+i\epsilon) \right) \right|
\]
\[
\leq c'' \lim_{\epsilon \to 0} \int d\xi \ (1+|\xi|)^{\ell} e^{c\omega(\cosh \xi)} \sup_{0<\lambda<\pi} |h^{(\ell+1)}(\xi+i\lambda)| = 0
\]  
(8.46)

if we can show that the integral in the last line is finite. To that end, using the bounds on $g^-$ from Prop. 2.6 and the definition of $\omega'$ after Eq. (8.37), we have that for all $\lambda \in (0, \pi)$,
\[
|h^{(\ell+1)}(\xi+i\lambda)| \leq c'' (\cosh \xi)^{\ell+1} e^{-\omega'(\cosh \xi)/\omega'}
\]
\[
= c'' (\cosh \xi)^{\ell+1} e^{-\omega'(\cosh \xi)} e^{-\frac{m+n}{2} \log(1+\cosh \xi)}
\]
\[
\leq c'' e^{-\omega'(\cosh \xi)} (\cosh \xi)^{\ell+1} (\cosh \xi)^{-\frac{m+n}{2}-3}
\]
\[
= c'' (\cosh \xi)^{\ell-(m+n)/2-2} e^{-\omega'(\cosh \xi)},
\]  
(8.47)
where we used \( c' := 1/a_\omega \).

Inserting in (8.46), we find

\[
\int d\xi \left( 1 + |\xi| \right)^\ell e^{c'\omega(\cosh \xi)} \sup_{0 < \lambda < \pi} |h^{(\ell+1)}(\xi + i\lambda)|
\leq \int d\xi \left( 1 + |\xi| \right)^\ell e^{c'\omega(\cosh \xi)} e^{-c'\omega(\cosh \xi)} (1 + \cosh \xi)^{-\ell-(m+n)/2-2}
= \int d\xi \left( 1 + |\xi| \right)^\ell (1 + \cosh \xi)^{-\ell-(m+n)/2-2}. \quad (8.48)
\]

This integral is finite if we choose \( m + n < 2\ell \leq m + n + 2 \) (where the left inequality is due to the condition \( \ell > (m + n)/2 \) before (8.45) and the right inequality is due to the requirement that \( \ell - (m + n)/2 - 2 < 0 \)).

Using this we can prove wedge-locality of \( A \), as discussed in the beginning of this section.

**Proposition 8.7.** Let \( F_k \) be a sequence of functions fulfilling [(F1)](equation), [(F2)](equation) [(F5)](equation) and [(F6)](equation), and let \( A \) be as in [(8.1)](equation). Then \( A \) is \( \omega \)-local in the wedge \( W_r' \).

**Proof.** We have that \( A \), given by [(8.1)](equation), is well-defined by properties [(F1)](equation) [(F5)](equation) and we have \( f_{m,n}(\theta, \eta) = F_{m+n}(\theta + i\theta, \eta + i\pi - i\theta) \) by [(F2)](equation). This is due to an application of Prop. 8.7.

Now, by application of Lemma 4.3(iii), it suffices to show that \( \langle \psi, [A, \phi'(g)]\chi \rangle = 0 \) for fixed \( \psi, \chi \in \mathcal{H}_\omega^t \), and for all \( g \in \mathcal{D}^{\omega'}(W_r') \), where the indicatrix \( \omega' \) is chosen in a suitable way.

We can assume that \( \psi, \chi \) have fixed particle number and compact support in rapidity space. This is possible because for any \( \psi \in \mathcal{H}_\omega^t \), more specifically \( \psi \in \mathcal{H}_\omega \cap \mathcal{V}_n \), there exists \( \psi_n \in \mathcal{H}_n \cap \mathcal{D}(\mathbb{R}^n) \), such that \( ||\exp(\omega(H/\mu))(\psi - \psi_n)|| \to 0 \) for \( n \to \infty \). Moreover, let \( \psi_n \to \psi, \chi_n \to \chi \) for \( n \to \infty \) in the sense of the above norm, then \( \langle \psi_n, [A, \phi'(g)]\chi_n \rangle \) converges to \( \langle \psi, [A, \phi'(g)]\chi \rangle \), since \( [A, \phi'(g)] \) is a well-defined element of \( \mathcal{Q}^{\omega'} \).

We use Prop. [(8.4)](equation) and we consider a summand in Eq. [(8.10)](equation) with fixed \( m, n \), since we can compare in this equation only terms with the same number of creators \( z^\dagger \) and annihilators \( z \). It suffices to show that if \( g \in \mathcal{D}^{\omega'}(W_r') \), for fixed \( q \in \mathbb{N}_0 \), we have

\[
\int d^n\theta d^m\eta \int d\xi f(\theta, \eta) \left( F_{m+n+1}(\theta + i\theta, \xi + i\pi - i\theta, \eta + i\pi - i\theta) (B_q^\omega)^* - F_{m+n+1}(\theta + i\theta, \xi + i\theta, \eta + i\pi - i\theta) B_q^{\omega / \xi} \right) = 0. \quad (8.49)
\]

We use the definitions [(2.100)](equation), [(8.16)](equation) and [(8.17)](equation), and we rewrite (8.49) as follows:

\[
\int K(\xi + i\theta)h(\xi)d\xi = \int K(\xi + i\pi - i\theta)h(\xi + i\pi)d\xi. \quad (8.50)
\]

This is given by Lemma [(8.6)](equation); moreover, here we used the following fact: By Proposition [(2.6)](equation) the Fourier transform \( g^- \) of a function \( g \in \mathcal{D}^{\omega'}(W_r') \) extends to an analytic function on the strip \( S(0, \pi) \) with boundary value \( (g^-)(\xi + i\pi) = g^+(\xi) \). Recalling that the
scattering function $S$ is analytic in $S(0, \pi)$, we have

$$B_q^g(\xi, \eta, \xi-i\pi) = g^+(\xi) \prod_{j=1}^{q} S(\xi - \theta_j)^*$$

$$= (g^+(\xi) \prod_{j=1}^{q} S(\xi - \theta_j))^*$$

$$= (B_q^g(\xi))^*$$. \hfill (8.51)

8.5 Generalized recursion relations

Now, we start to pass from the wedge locality to the double cone locality of $A$. So, as first step, we compute the residua of $F_k$ in several dimensions, using (F4). We have the following lemma:

**Lemma 8.8.** There holds

$$\text{res}_{\eta - \theta_{\ell} = 0} \cdots \text{res}_{\eta_{|C|} - \theta_{|C|} = 0} F_{m+n}(\theta, \eta + i\pi) = \frac{(-1)^{|C|}}{(2\pi |C|)^{|C|}} S_C R_C(\theta, \eta) F_{m+n-2|C|}(\hat{\theta}, \hat{\eta} + i\pi),$$

where $C$ is the contraction $(m, n, \{ (\ell_1, r_1 + m), \ldots, (\ell_{|C|}, r_{|C|} + m) \})$. \hfill (8.52)

**Proof.** Our proof is based on induction on $\ell$. We first note that (F4) in our specific situation simplifies to

$$\text{res}_{\eta - \theta_{|C|} = 0} F_{m+n}(\theta + i0, \eta + i\pi - i0) = -\frac{1}{2\pi i} S_{C_1} R_{C_1}(\theta, \eta) F_{m+n-2|C|}(\hat{\theta} + i0, \hat{\eta} + i\pi - i0),$$

where $C_1 = (m, n, \{ (\ell, r + m) \})$.

Also, notice that in the case $\zeta = (\theta, \eta + i\pi)$, $m = \ell, n = r$, the S-factors in (F4) simplify:

$$\left( 1 - \prod_{p=1}^{m+n} S_{\ell,p}(\zeta) \right) \cdot \left( \prod_{q=\ell}^{r} S_{q,\ell}(\zeta) \right) = \left( 1 - \prod_{p=1}^{m+n} S_{\ell,p}^{(m)}(\theta, \eta) \right) \cdot \left( \prod_{q=\ell}^{r} S_{q,\ell}^{(m)}(\theta, \eta) \right) = R_{C_1} S_{C_1}. \hfill (8.54)$$

This is just Eq. (8.52) in the case $|C| = 1$.

Now assume that Eq. (8.52) holds for $|C| - 1$ in place of $|C|$. We consider $C = C'' \cup C_1$, with $C'' = (m, n, \{ (\ell_2, r_2 + m), \ldots, (\ell_{|C'|}, r_{|C'|} + m) \})$ and $C_1 \in C_{m-|C'|, n-|C'|}, |C_1| = 1$. \hfill 101
We have
\[
\begin{align*}
\text{res}_{\eta_1 = 0} \left( \text{res}_{\eta_2 = 0} \ldots \text{res}_{\eta_{|C|} = 0} F(\theta, \eta + i\pi) \right) \\
= \frac{(-1)^{|C|}}{(2i\pi)^{|C|}} R_{C'} S_C (\theta, \eta) \text{res}_{\eta_1 = 0} F_{m+n-2|C|+2} (\hat{\theta}, \hat{\eta} + i\pi) \\
= \frac{(-1)^{|C|}}{(2i\pi)^{|C|}} R_{C'} S_C (\theta, \eta) R_{C_1} S_{C_1} (\hat{\theta}, \hat{\eta}) F_{m+n-2|C|} (\hat{\theta}, \hat{\eta} + i\pi) \\
= \frac{(-1)^{|C|}}{(2i\pi)^{|C|}} R_{C'} S_C (\theta, \eta) F_{m+n-2|C|} (\hat{\theta}, \hat{\eta} + i\pi),
\end{align*}
\]
(8.55)
where in the first equality we used Eq. (8.52) in the case $|C| = 1$, where in the second equality we made use of Eq. (8.53) and in the third equality we used Lemma 3.2. To obtain $R_{C'} R_{C_1} = R_C$ in the third equality, we used (3.81) and the fact that $\delta_C R_{C_1} (\theta, \eta) = \delta_C R_{C_1} (\theta, \eta)$.

\section{8.6 Coefficients of the reflected operator}

Now, we prove the following proposition:

**Proposition 8.9.** Given a family of functions $F_k$ with properties (F), the quadratic form $A$ in (8.11) fulfills
\[
J A^* J = \sum_{m,n=0}^{\infty} \int \frac{d^m \theta d^n \eta}{m! n!} F_{m+n}^\pi (\theta + i0, \eta + i\pi - i0) z^m(\theta) z^n(\eta),
\]
(8.56)
where $F_k^\pi = F_k (\cdot + i\pi)$.

**Proof.** By Prop. 3.7 this is a well-defined element of $Q^\omega$. So, we need only to show that the coefficients $f_{m,n}^{|A|}$ of the right and of the left hand sides of (8.56) are equal. We can rewrite the coefficients of the right hand side as follows:
\[
F_{m+n}^\pi (\theta + i0, \eta + i\pi - i0) = F_{m+n} (\theta + i\pi + i0, \eta + 2i\pi - i0)
\]
\[
= \prod_{k=1}^{n} \left( \prod_{\ell=1}^{m} S(\eta_k - \theta_k) \prod_{q=1}^{n} S(\eta_q - \eta_k) \right) F_{m+n} (\theta + i\pi + i0, \eta - i0)
\]
\[
= \prod_{k=1}^{n} \left( \prod_{\ell=1}^{m} S(\eta_k - \theta_k) \prod_{q=1}^{n} S(\eta_q - \eta_k) \right) \left( \prod_{u=1}^{n} \prod_{\ell=1}^{m} S(\theta_u - \eta_k) \right) F_{m+n} (\eta - i0, \theta + i\pi + i0),
\]
(8.57)
where in the first equality we made use of (F2) and in the second equality we used (F3).

One can check that $\prod_{k=m+1}^{m+n+1} \prod_{q=m+1}^{n} S(\eta_q - \eta_k) = 1$. Hence, we find:
\[
F_{m+n}^\pi (\theta + i0, \eta + i\pi - i0) = F_{m+n} (\eta - i0, \theta + i\pi + i0).
\]
(8.58)
As for the left hand side of (8.56), we know that the coefficients of $J A^* J$ are given by Prop. 3.11 inserting $f_{m,n}^{|A|}$ as the boundary value of $F_k$, we need to show:
\[
F_{m+n} (\eta - i0, \theta + i\pi + i0) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C R_{C'} (\theta, \eta) F_{m+n} (\hat{\theta} + i0, \hat{\eta} + i\pi - i0).
\]
(8.59)
8.6. COEFFICIENTS OF THE REFLECTED OPERATOR

Now, we prove the following lemma:

**Lemma 8.10.** There holds the following equality:

\[ F_{m+n}(\eta - i\theta + i\pi + i0) = \sum_{C \in C_{n,m}} \delta_C S_C R_C(\eta, \theta) F_{m+n}(\hat{\eta} + i0, \hat{\theta} + i\pi - i0). \]  

(8.60)

**Proof.** The proof of this lemma is an application of Prop. B.2 with the substitution \( z = (\eta, \theta) \), with the indices \( p \) in Prop. B.2 labelling the pairs \((\ell, r)\), \(1 \leq \ell \leq n, n + 1 \leq r \leq n + m\), with the contractions \( C \in C_{n,m} \) in place of \( M \subset \{1, \ldots, p\} \), and with the following vectors in \( \mathbb{R}^{n+m} \):

\[
\begin{align*}
a_{(\ell, r)} &:= (0, \ldots, 0, 1_\ell, 0, \ldots, 0, -1_r, 0, \ldots, 0), \\
b_C &:= (1, \ldots, 0, \underbrace{1}_{\ell_j}, \ldots, 0, \underbrace{-1}_{n+1}, \ldots, 0, \ldots, -1), \quad \text{with } C = (n, m, \{(\ell_j, r_j)\}), \\
c &:= (-1, \ldots, -1, 1, \ldots, 1).
\end{align*}
\]

We note that \( a_{(\ell, r)} \cdot b_C \geq 0 \), and that this is zero when \((\ell, r)\) is contracted in \( C \); we also note that \( a_{(\ell, r)} \cdot c < 0 \); so we can apply Prop. B.2. We insert the residues of \( F_{m+n} \) given by Lemma 8.8 into Prop. B.2; however we note that the orientation of the hyperplanes \( z \cdot a_{(\ell, r)} \) is opposite to the pole hyperplanes in (8.52), and this gives an additional factor \(( -1)^{|C|} \). Hence, we obtain

\[ F_{m+n}(\eta - i\theta + i\pi + i0) = \sum_{C \in C_{n,m}} \delta_C S_C R_C(\eta, \theta) F_{m+n}(\hat{\eta} + i0, \hat{\theta} + i\pi - i0). \]  

(8.64)

We note that there are sets of pairs \((\ell, r)\) that cannot form a valid contraction, but these cases correspond to residua that vanish. For example for \( m = 2 \) and \( n = 2 \), let us consider the set of pairs \( \{(1, 3), (2, 3)\} \). This set cannot form a contraction since the indices in the pairs are not pairwise different. On the other hand, in Prop. B.2 the residua on the hyperplanes \( \zeta_3 - \zeta_1 = i\pi \) and \( \zeta_3 - \zeta_2 = i\pi \) is zero since the function \( F \) does not depend on the variable \( \zeta_3 \) after computing the first residue. A second example is given by the set of pairs \( \{(1, 2), (3, 4)\} \); this case also does not form a valid contraction since \( \ell \leq 2 \) and \( r \geq 3 \) are violated. On the other hand, the residua on the poles \( \zeta_1 - \zeta_2 = 0 \) and \( \zeta_3 - \zeta_4 = 0 \) is also zero since two right or two left variables do not differ by \( i\pi \).

Using Eq. (3.82), we find:

\[ F_{m+n}(\eta - i\theta + i\pi + i0) = \sum_{C \in C_{n,m}} (-1)^{|C|} \delta_C S_C R_C(\theta, \eta) F_{m+n}(\hat{\eta} + i0, \hat{\theta} + i\pi - i0). \]  

(8.65)

Now, relabelling the summation index from \( C \) to \( C' \), we finally find

\[ F_{m+n}(\eta - i\theta + i\pi + i0) = \sum_{C \in C_{m,n}} (-1)^{|C|} \delta_C S_C R_C(\theta, \eta) F_{m+n}(\hat{\eta} + i0, \hat{\theta} + i\pi - i0). \]

(8.66)

This proves (8.59) and therefore concludes the proof of Prop. 8.9. \( \square \)
8.7 Locality in a double cone

The last step that we need in order to conclude that $A$ fulfils the condition (A), namely that it is $\omega$-local in the double cone $O_r$, is the following lemma:

**Lemma 8.11.** If some functions $F_k$ fulfil the conditions (F), then $F_k(\cdot + i\pi)$ fulfil them as well.

**Proof.** Condition (F1) is clearly invariant under the translation $\zeta \to \zeta + i\pi$. The same is true for conditions (F2) and (F3) since the $S$-factors depend only on difference of rapidities. The poles of the recursion relations depend on differences of rapidities, too, so condition (F4) is also invariant under $\zeta \to \zeta + i\pi$. In (F5) the shift of $i\pi$ implies $l \to l + 1$. Since $l \in \mathbb{Z}$ is arbitrary, this means only a relabelling of the nodes $\lambda^{(k,j+kl)}$, $j \in \{0, \ldots, k\}$. So, condition (F5) is invariant. Since $\sinh(\zeta + i\pi) = -\sinh \zeta$, the exponential factor in (F6) is invariant under $\zeta \to \zeta + i\pi$. Moreover, the shift of $i\pi$ implies that the argument of $F_k$ is shifted from $G_-$ to $G_+$ and from $G_+$ to $G_+ + \pi$, so by (F3) condition (F6) is also invariant under the shift $\zeta \to \zeta + i\pi$. 

**Proof of Theorem 8.7.** We already showed in Sec. 8.1 that $A$ given by (8.1) is a well-defined element of $Q^\omega$. Moreover, we showed in Prop. 8.7 that $A$ is $\omega$-local in $W'_r$.

Now, from Prop. 8.9 we know that $JA^*J$ is given in the same form as $A$, just with the coefficient functions $F^*_k$ instead of $F_k$. We showed in Lemma 8.11 that in the case where $F_k$ fulfils the conditions (F), then $(F^*_k)$ also fulfil the same conditions (F). Then, by applying Prop. 8.7 to $JA^*J$, we find that $A$ is $\omega$-local in $W''_r$. Thus we have that $A$ is $\omega$-local in $W'_r \cap W''_r = O_r$, and hence it fulfils (A).
Chapter 9

Examples of local operators

We will now discuss some concrete examples for the case $S = -1$, which fulfill the conditions (F) introduced in Chapter 5. In one of these examples we admit only a finite number of coefficient functions $F_k$ for even $k$, which – because of the recursion relation – is possible only if $S = -1$; the other example contains an infinite family of coefficient functions for odd $k$.

For $\zeta \in \mathbb{C}^k$, we set

$$E(\zeta) = \sum_{j=1}^{k} \cosh \zeta_j. \quad (9.1)$$

(the dimensionless energy function).

9.1 Buchholz-Summers type

We discuss an example of a local operator similar to the one given by Buchholz and Summers in [BS07].

Proposition 9.1. We put $F_k = 0$ for $k \neq 2$ and we set

$$F_2(\zeta_1, \zeta_2) = \sinh \frac{\zeta_1 - \zeta_2}{2} \tilde{g}(\mu E(\zeta)),$$  

(9.2)

where $\tilde{g}$ denotes the Fourier transform of a function $g \in \mathcal{D}(-r, r)$ for some $r > 0$.

The family of functions $F_k$ fulfil the properties (F) with respect to $\omega(p) := \ell \log(1+p)$ with $\ell$ sufficiently large.

We can show that in this case the recursion relations are trivial. Note also that Eq. (5.4) becomes

$$A = \frac{1}{2} \int d\theta_1 d\theta_2 \sinh \left(\frac{\theta_1 - \theta_2}{2}\right) \hat{g}(\mu E(\theta)) z^+(\theta_1) z^+(\theta_2)$$

$$- \frac{1}{2} \int d\theta_1 d\theta_2 \sinh \left(\frac{\theta_1 - \theta_2}{2}\right) \hat{g}(-\mu E(\theta)) z(\theta_1) z(\theta_2)$$

$$+ i \int d\theta_1 d\theta_2 \cosh \left(\frac{\theta_1 - \theta_2}{2}\right) \hat{g}(\mu \cosh \theta_1 - \mu \cosh \theta_2) z^+(\theta_1) z(\theta_2). \quad (9.3)$$

so, the Araki sum is finite.

Proof. We verify conditions (F):
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(F1) **Analyticity:** Since $g$ has compact support, its Fourier transform $\hat{g}$ is entire analytic. $\sinh, E(\zeta)$ are entire, too, and the composition of analytic functions is also analytic. So, the function $F_2$ is entire analytic.

(F2) **$S$-symmetry:** Since $E(\zeta_1, \zeta_2) = E(\zeta_2, \zeta_1)$, we have

$$F_2(\zeta_2, \zeta_1) = \sinh\left(\frac{\zeta_2 - \zeta_1}{2}\right)\hat{g}(\mu E(\zeta_2, \zeta_1)) = -\sinh\left(\frac{\zeta_1 - \zeta_2}{2}\right)\hat{g}(\mu E(\zeta_1, \zeta_2)) = -F_2(\zeta_1, \zeta_2).$$  

(9.4)

(F3) **$S$-periodicity:** Due to the property of $S$-symmetry, it suffices to show the property of periodicity with respect to the variable $\zeta_1$. Since $E(\zeta_1 + 2i\pi, \zeta_2) = E(\zeta_1, \zeta_2)$, then:

$$F_2(\zeta_1 + 2i\pi, \zeta_2) = \sinh\left(\frac{\zeta_1 - \zeta_2 + 2i\pi}{2}\right)\hat{g}(\mu E(\zeta_1 + 2i\pi, \zeta_2))$$

$$= -\sinh\left(\frac{\zeta_1 - \zeta_2}{2}\right)\hat{g}(\mu E(\zeta_1, \zeta_2)) = -F_2(\zeta_1, \zeta_2).$$  

(9.5)

(F4) **Recursion relations:** we can show that both sides of (F4) are zero for all $k$. To see this, we consider the left hand side of (F4). Since the function $F_k$ is entire analytic, its residue is zero, so the left hand side of (F4) vanishes. Now we consider the right hand side of (F4). In the case $S = -1$ and $k$ even, $(1 - \prod_{p=1}^{k} S_{p,m}) = 0$. If $k$ is odd, all the functions $F_k$ are zero by hypothesis. So, in both cases the right hand side of (F4) also vanishes.

(F5) **Bounds on nodes:** We show that the $\| \cdot \|_{m\times n}$-norm (see Eq. (2.56)) of $F_2$ on the nodes of $\mathcal{G}_0$ is finite. For any $j \in \{0, 1, 2\}$, the nodes of $\mathcal{G}_0$ are the points $\lambda^{(2,j)}$ and $\lambda^{(2,-j)}$. We consider only the nodes $\lambda^{(2,j)}$, since the proof is analogous for the other points.

(a) We use Formula (2.69) and we compute on the node $\lambda^{(2,0)}$ the norm $\|f_{20}\|_2^2$:

$$\int d^2\theta \ |f_{20}(\theta_1, \theta_2)|^2 \leq \int d\theta_1 d\theta_2 \ \left| \sinh\left(\frac{\theta_1 - \theta_2}{2}\right)\hat{g}(\mu E(\theta)) \right|^2. \tag{9.6}$$

Since $g$ is a Schwartz function, then there is a constant $c$ such that $|\hat{g}(p)| \leq \frac{c}{1 + p^2}$. Hence

$$\int d^2\theta \ |f_{20}(\theta_1, \theta_2)|^2 \leq \int d^2\theta \ \sinh^2\left(\frac{\theta_1 - \theta_2}{2}\right)\left(\frac{c}{1 + (\cosh \theta_1 + \cosh \theta_2)^2 \mu^2}\right)^2. \tag{9.7}$$

Since $\sinh^2\left(\frac{\theta_1 - \theta_2}{2}\right) \leq \cosh^2\left(\frac{\theta_1 - \theta_2}{2}\right) \leq (\cosh \theta_1)^2 + (\cosh \theta_2)^2$, the integrand function behaves for large $\theta$ as

$$\sinh^2\left(\frac{\theta_1 - \theta_2}{2}\right)\left(\frac{c}{1 + (\cosh \theta_1 + \cosh \theta_2)^2 \mu^2}\right)^2 \approx \frac{1}{(\cosh \theta_1)^2 + (\cosh \theta_2)^2} \tag{9.8}$$

and, therefore, the integral on the right hand side of (9.7) is finite.

By (2.69), $\|f_{20}\|_2 < \infty$ implies $\|f_{20}\|_{2 \times 0} < \infty$.

(b) By a similar computation in (9.7), we have $\|f_{20}\|_{\lambda^{(2,2)}} < \infty$ on the node $\lambda^{(2,2)}$.  
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(c) We use Formula (2.69) with $\omega(p) = \ell \log(1 + p)$ and we compute on the node $\mathbf{X}^{(2,1)}$ the norm $||f_{11} e^{-\omega(\theta_2)}||^2_2$:

$$\int d\theta_1 d\theta_2 \, |f_{11}(\theta_1, \theta_2)(1 + E(\theta_2))^{-\ell}|^2$$

$$= \int d\theta_1 d\theta_2 \, \cosh \left( \frac{\theta_1 - \theta_2}{2} \right) \tilde{g}(\mu \cosh \theta_1 - \mu \cosh \theta_2)(1 + E(\theta_2))^{-\ell} \right|^2 \, . \quad (9.9)$$

Using the substitution $x_j = \sinh \frac{\theta_j}{2}$, $d\theta_j = \frac{2dx_j}{\sqrt{1 + x_j^2}}$, $j = 1, 2$, we find

1.h.s. (9.9)

$$= \int \frac{2dx_1}{\sqrt{1 + x_1^2}} \frac{2dx_2}{\sqrt{1 + x_2^2}} \left| \left( \prod_{j=1}^{2} \sqrt{1 + x_j^2} - x_1 x_2 \right) \tilde{g}(2x_1^2 - 2x_2^2)2(1 + x_2^2)^{-\ell} \right|^2 \, . \quad (9.10)$$

where we used that $\cosh\left(\frac{a - b}{2}\right) = \cosh \frac{a}{2} \cosh \frac{b}{2} - \sinh \frac{a}{2} \sinh \frac{b}{2}$ and $\cosh \frac{\theta}{2} = \sqrt{1 + \sinh^2 \frac{\theta}{2}}$, $j = 1, 2$.

Using $\frac{1}{\sqrt{1 + x_j^2}} \leq 1, j = 1, 2$, and since $\prod_{j=1}^{2} \sqrt{1 + x_j^2} - x_1 x_2 \leq (1 + x_1^2)(1 + x_2^2) + |x_1 x_2| \leq 2(1 + x_1^2)(1 + x_2^2)$ (since $|x| \leq 1 + x^2$ for $x \in \mathbb{R}$), we have:

$$\text{l.h.s. (8.8)} \leq 16 \int dx_1 dx_2 \, (1 + x_1^2)^2(1 + x_2^2)^{2-2\ell}(\tilde{g}(2x_1^2 - 2x_2^2))^2 \, . \quad (9.11)$$

Using that $|\tilde{g}(p)| \leq c_\ell (1 + p^2)^{-\ell}$ with $\ell$ as above, we find

$$\text{l.h.s. (8.8)} \leq 16 \int dx_1 dx_2 \, (1 + x_1^2)^2(1 + x_2^2)^{2-2\ell} \frac{c_\ell^2}{(1 + 4(x_1^2 - x_2^2)^2)^{2\ell}} \quad (9.12)$$

Now we perform in (9.12) the substitution $x_1 = \rho \sin \varphi$, $x_2 = \rho \cos \varphi$. As for the term $\left(\frac{1}{1+x_1^2} \frac{1}{1+4(x_1^2-x_2^2)^2}\right)^{2\ell}$, we have:

$$\frac{1}{1 + x_1^2 + 1 + 4(x_1^2 - x_2^2)^2} = \frac{1}{1 + \rho^2 \cos^2 \varphi + 4\rho^4(\cos^2 \varphi - \sin^2 \varphi)^2}$$

$$= \frac{1}{1 + \rho^2 \cos^2 \varphi + 4\rho^4(\cos^2 \varphi - \sin^2 \varphi)^2 + \ldots}$$

$$\leq \frac{1}{1 + \rho^2(\cos^2 \varphi - 4\rho^2(\cos^2 \varphi - \sin^2 \varphi)^2)} \quad (9.13)$$

There holds:

$$\frac{1}{1 + \rho^2(\cos^2 \varphi + 4\rho^2(\cos^2 \varphi - \sin^2 \varphi)^2)} \leq \begin{cases} \frac{1}{1+c_\rho^2}, & \rho \geq 1, \\ 1, & \rho \leq 1, \end{cases} \quad (9.14)$$

where in the upper inequality we made use of the fact that $\cos^2 \varphi + 4\rho^2(\cos^2 \varphi - \sin^2 \varphi)^2 \geq \cos^2 \varphi + 4(\cos^2 \varphi - \sin^2 \varphi)^2 \geq c > 0$. 
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Hence, we have from (9.12):

\[
1.\text{h.s. (9.9)} \leq 16 \left( \int_0^1 \rho d\rho d\varphi \left( (1 + \rho^2 \sin^2 \varphi)^2 (1 + \rho^2 \cos^2 \varphi)^2 \times \right.ight.
\[
\times \frac{c^2_i}{(1 + \rho^2 (\cos^2 \varphi + 4\rho^2 (\cos^2 \varphi - \sin^2 \varphi)^2))^{2\ell}}
\]
\[
+ \int_1^\infty \rho d\rho d\varphi \left( (1 + \rho^2 \sin^2 \varphi)^2 (1 + \rho^2 \cos^2 \varphi)^2 \times \right.ight.
\[
\times \frac{c^2_i}{(1 + \rho^2 (\cos^2 \varphi + 4\rho^2 (\cos^2 \varphi - \sin^2 \varphi)^2))^{2\ell}}
\]
\[
\leq 16 \left( c^2_i \int_0^1 \rho d\rho d\varphi \left( (1 + \rho^2 \sin^2 \varphi)^2 (1 + \rho^2 \cos^2 \varphi)^2 \times \right. \right.
\]
\[
\times \frac{c^2_i}{(1 + \rho^2 (\cos^2 \varphi + 4\rho^2 (\cos^2 \varphi - \sin^2 \varphi)^2))^{2\ell}}
\]
\[
\right) \right). \tag{9.15}
\]

The integral in the fourth line of the formula above is clearly finite. As for the integral in the last line, we notice that the integrand function behaves like \(\rho^{2\ell}\) for \(\rho >> 1\), so this integral is finite if we choose \(\ell\) sufficiently large.

**(F6) Pointwise bounds:** For \(g \in \mathcal{D}(-r, r)\) we have

\[
|\hat{g}(\mu E(\zeta))| \leq \frac{|g|_1}{\sqrt{2\pi}} e^{\mu \ell r} \Im(\cosh \zeta_1 + \cosh \zeta_2), \tag{9.16}
\]

and \(\sinh z\) for \(z \in \mathbb{C}\) is bounded by

\[
|\sinh z| = \left| \frac{e^z - e^{-z}}{2i} \right| \leq \left| \frac{e^z}{2} \right| + \left| \frac{e^{-z}}{2} \right| \leq e^{\text{Re} z}. \tag{9.17}
\]

Hence, we have

\[
|F_2(\zeta)| = \left| \sinh \left( \frac{\zeta_1 - \zeta_2}{2} \right) \hat{g}(\mu E(\zeta)) \right|
\]
\[
\leq e^{\text{Re} \left( \frac{\zeta_1 - \zeta_2}{2} \right)} e^{\mu \ell r} \Im(\cosh \zeta_1 + \cosh \zeta_2)
\]
\[
\leq (\cosh \text{Re} \zeta_1) (\cosh \text{Re} \zeta_2) e^{\mu \ell r (|\Im \sinh \zeta_1| + |\Im \sinh \zeta_2|)}, \tag{9.18}
\]

where in the last inequality we made use of the equalities \(\Im(\sinh z) = \cosh(\text{Re} z) \sin(\text{Im} z)\) and \(\Im(\cosh z) = \sinh(\text{Re} z) \sin(\text{Im} z)\) which imply the estimate \(|\Im(\cosh z)| \leq |\Im(\sinh z)|\).

Since \(e^{\omega(\cosh z)} = (1 + \cosh z)^3\), \(\ell = 3\), we have from (9.18):

\[
|F_2(\zeta)| \leq c \prod_{j=1}^2 \left( e^{\omega(\text{Re} \zeta_j)} e^{\mu \ell r} |\Im \sinh \zeta_j| \right). \tag{9.19}
\]

This is in agreement with condition [F6] because \(\text{dist}(\Im \zeta, \partial \mathcal{I} \mathcal{C}_+)\) is bounded from above.

\[\square\]
9.2 Schrödinger-Truong type

Now we discuss an example which is similar to the one given by Schröder and Truong in [17], who give examples of local operators in the Ising model as formal series in terms of annihilators and creators.

The test function $g$ which appears in Prop. 9.2 and Prop. 9.10 need to be of a certain class of test functions similar to Jaffe class, more precisely in the space of functions $\mathcal{S}_\omega$ defined in [Bjö65, Definition 1.8.1]. We do not state the technical definition here, but we will remark that this space of test function $\mathcal{S}_\omega$ is non-trivial since $\mathcal{D}_\omega$ is dense in $\mathcal{S}_\omega$ due to [Bjö65, Proposition 1.8.6] and [Bjö65, Theorem 1.8.7], and since it was already shown in [Bjö65, Lemma 1.3.9] that $\mathcal{D}_\omega$ is non-trivial. Further, the functions in $\mathcal{S}_\omega$ fulfill specific bounds in momentum space, which are part of the definition [Bjö65, Definition 1.8.1], and are given by

$$\sup_{p \in \mathbb{R}} e^{\lambda \omega(p)} |\partial^j \tilde{g}(p)| < \infty$$

(9.20)

for each $j \in \mathbb{N}_0$, for each non-negative constant $\lambda$ and for an indicatrix $\omega(p)$ of a certain class, see [Bjö65, Definition 1.3.23]. Note that the indicatrix $\omega(p)$ in Prop. 9.2 given by $\omega(p) = p^\alpha$, with $1/3 < \alpha < 1$, belongs to this class. We will make use of these bounds in Prop. 9.10.

Most of the material in this section is due to H. Bostelmann. Our task is to prove the following proposition:

**Proposition 9.2.** Let $g \in \mathcal{D}(\mathbb{R})$, $g \in \mathcal{S}_\omega$ with the indicatrix $\omega(p)$ given by $\omega(p) = p^\alpha$, with $1/3 < \alpha < 1$. We consider the set of meromorphic functions

$$F_{2k+1}(\zeta) = \frac{1}{(4\pi i)^k k!} \tilde{g}(\mu E(\zeta)) \sum_{\sigma \in \mathcal{S}_{2k+1}} \text{sign} \sigma \prod_{j=1}^k \tanh \frac{\zeta_{\sigma(2j-1)} - \zeta_{\sigma(2j)}}{2}, \quad k \in \mathbb{N}_0,$$

(9.21)

with $F_{2k} = 0$ for any $k$.

The family of functions $F_k$ fulfill the properties (F).

**Proof.** The proof of this proposition is given in the following Sec. 9.2.1 and Sec. 9.2.2. \qed

9.2.1 Elementary properties

We consider the following building block of the functions $F_{2k+1}$:

$$T_m(\zeta) := \frac{1}{2^k k!} \sum_{\sigma \in \mathcal{S}_m} \text{sign} \sigma \prod_{j=1}^k \tanh \frac{\zeta_{\sigma(2j-1)} - \zeta_{\sigma(2j)}}{2}, \quad \text{where } k = [m/2], \ m \in \mathbb{N}_0.$$  

(9.22)

It is useful to rewrite these in the following way. We call a *pairing* of $m$ indices a set of pairs, $P = \{(\ell_1, r_1), \ldots, (\ell_k, r_k)\}$, with $k = [m/2]$, where $\ell_j, r_j \in \{1, \ldots, m\}$ are pairwise different and $\ell_j < r_j$. This implies that $\{\ell_j\} \cup \{r_j\}$ is the whole set $\{1, \ldots, m\}$ if $m$ even, except for one element in the case where $m$ is odd, namely $\{1, \ldots, m\} \setminus \{\hat{m}\}$. We denote the set of all pairings of $m$ indices by $\mathcal{P}_m$. The *signum* of a pairing $P$ is defined as

$$\text{sign } P = \begin{cases} 
\text{sign} \begin{pmatrix} 1 & 2 & 3 & 4 & \cdots & 2k-1 & 2k \\
\ell_1 & r_1 & \ell_2 & r_2 & \cdots & \ell_k & r_k \end{pmatrix}, & \text{if } m \text{ even} \\
\text{sign} \begin{pmatrix} 1 & 2 & 3 & 4 & \cdots & 2k-1 & 2k & m \\
\ell_1 & r_1 & \ell_2 & r_2 & \cdots & \ell_k & r_k & \hat{m} \end{pmatrix}, & \text{if } m \text{ odd}
\end{cases}$$

(9.23)
Note that this definition does not depend on the order of pairs \((\ell_j, r_j)\).

Using these definitions, we can express the function \(T_m\) as

\[
T_m(\zeta) = \sum_{P \in \mathcal{P}_m} \text{sign } P \prod_{(\ell, r) \in P} \tanh \frac{\zeta_{\ell} - \zeta_r}{2}.
\] (9.24)

Note that here \(P\) corresponds to \(2^k k!\) permutations \(\sigma\) in the sum (9.21): these come from permuting the pairs among each other (\(k!\) possibilities) and exchanging the two elements in each pair (\(2^k\) possibilities).

For real arguments \(T_m\) is evidently bounded. We conjecture a specific bound which plays some role in our argument. It will become useful in Sec. 9.2.2, when we will need to discuss condition [F5].

**Conjecture 9.3.** We have \(|T_m(\theta)| \leq 1\) for all \(\theta \in \mathbb{R}^m\).

While we have not been able to prove this in full, there is strong evidence that the conjecture is true.

First, we have verified numerically up to \(m = 11\) by evaluating \(T_m\) at a large number of randomly chosen points.

Second, we sketch an argument for a rigorous proof. With the substitution \(x_j := \tanh \frac{\theta_j}{2}\), the function becomes

\[
T_m(x) = \sum_{P \in \mathcal{P}_m} \text{sign } P \prod_{(\ell, r) \in P} \frac{x_\ell - x_r}{1 - x_\ell x_r}.
\] (9.25)

This is now defined on the cube \(x \in (-1, 1)^m\). On the boundary of the cube, that is when one component of \(x\) is equal to \(\pm 1\), it is easy to see that

\[
T_m(x) = \pm T_{m-1}(\hat{x}),
\] (9.26)

where \(\hat{x} := (x_1, \ldots, \pm 1, \ldots, x_m)\).

Therefore, if we can show that \(T_m\) takes its extrema at the boundary, then the conjectured bound follows by induction. In fact, we verified for \(m \leq 4\) that the following formula holds

\[
\frac{d}{d\alpha} \log |T_m(\alpha x)| = \frac{1}{\alpha} \sum_{i < j} \frac{1 + x_i x_j \alpha^2}{1 - x_i x_j \alpha^2}.
\] (9.27)

The right hand side is clearly positive for \(\alpha \in (0, 1)\) and \(x \in (-1, 1)^m\). Therefore, if Eq. (9.27) holds for all \(m\), then since \(T_m(0) = 0\), the function does take its extrema at the boundary and therefore the conjecture would be proven.

We prove some further results about \(T_m\).

**Lemma 9.4.** For any \(1 \leq i < j \leq m\),

\[
\text{res}_{\zeta_j - \zeta_i = i \pi} T_m = 2(-1)^{i+j} T_{m-2}(\hat{\zeta}),
\] (9.28)

where \(\hat{\zeta} = (\zeta_1, \ldots, \hat{\zeta}_i, \ldots, \hat{\zeta}_j, \ldots, \zeta_m)\).

**Proof.** Writing \(T_m\) as in (9.24), it is clear that only pairings \(P\) with \((i, j) \in P\) contribute to the residuum. Writing therefore \(P = P' \cup \{(i, j)\}\), we have

\[
\text{res}_{\zeta_j - \zeta_i = i \pi} T_m = \sum_{P \in \mathcal{P}_m} \text{sign } P \text{ res}_{\zeta_j - \zeta_i = i \pi} \prod_{(\ell, r) \in P'} \tanh \frac{\zeta_\ell - \zeta_r}{2}.
\] (9.29)
One notes that $\text{res}_{\zeta_j-\zeta_i=i\pi} \tanh \frac{\zeta_j-\zeta_i}{2} = -2$ and, from Eq. (9.23), we have $\text{sign} P = (-1)^{i+j+1}$. Indeed, the passage
\[ P = \left( \begin{array}{cccccccc} 1 & 2 & \cdots & i & \cdots & j & \cdots & 2k-1 & 2k \\ \ell_1 & r_1 & \cdots & \ell_i & \cdots & r_j & \cdots & \ell_k & r_k \end{array} \right) \rightarrow P' = \left( \begin{array}{cccccccc} 1 & 2 & \cdots & i & i+1 & \cdots & 2k-1 & 2k \\ \ell_1 & r_1 & \cdots & \ell_i & r_j & \cdots & \ell_k & r_k \end{array} \right) \quad (9.30) \]
corresponds to permuting the $i$-column to the right (or, equivalently, the $j$-column to the left) and the sign of this permutation is $(-1)^{i+j+1}$.

Inserting this in (9.29), we find immediately (9.28).

Using (9.24), we can rewrite the meromorphic functions $F_{2k+1}$ as
\[ F_{2k+1}(\zeta) = \frac{1}{(2\pi i)^k} \tilde{g}(\mu E(\zeta)) T_{2k+1}(\zeta). \quad (9.31) \]
Using (9.23) and the result in Lemma 9.4, now it is easy to check that the functions $F_k$ above fulfil the conditions [F1, F2, F3, F4, F6].

Indeed, these functions $F_k$ are analytic if $\text{Im} \zeta_i < \text{Im} \zeta_j < \text{Im} \zeta_i + \pi$ ($i < j$) because the factors $\tanh$ are analytic in this domain (they have a pole at $\text{Im} \zeta_i - \text{Im} \zeta_i = \pi$); (note that it is enough to check this for $\text{Im} \zeta_i < \text{Im} \zeta_j$, $i < j$, since [F1] requires so). Hence they satisfy property [F1].

From (9.21) we can see that they are antisymmetric [F2] due to the fact that $\tanh(z + i\pi) = \tanh(z)$, they are also $(2\pi i)$-periodic in each variable [F3] and we note that in this case the $S$-factor in [F3] is equal to 1.

Now we compute
\[ \text{res}_{\hat{\zeta}_j-\hat{\zeta}_i=i\pi} F_{2k+1} = \frac{1}{(2\pi i)^k} \tilde{g}(\mu E(\hat{\zeta})) \bigg|_{\zeta_j-\zeta_i=i\pi} \text{res}_{\hat{\zeta}_j-\hat{\zeta}_i=i\pi} T_{2k+1}(\zeta) \]
\[ = \frac{2(-1)^{i+j}}{(2\pi i)^k} \tilde{g}(\mu E(\hat{\zeta})) \cdot T_{2k-1}(\hat{\zeta}) = \frac{2(-1)^{i+j}}{2\pi i} F_{2k-1}(\hat{\zeta}), \quad (9.32) \]
where in the second equality we used Lemma 9.4. Note that on the pole $\zeta_j - \zeta_i = i\pi$, $\cosh \zeta_j = -\cosh \zeta_i$; this implies that $E(\zeta)$ on the pole becomes $E(\hat{\zeta})$.

This gives the condition [F4] where we note that in the case $S = -1$, the factor $(1 - \prod_p S_{m, p})$ becomes 2 and the factor $\prod_{j=m}^n S_{j, m}$ becomes $(-1)^{m-n+1}$.

In the following proposition, we show the bound [F6].

**Proposition 9.5.** If $r > 0$, and $\text{supp } g \subset (-r, r)$, then the $F_{2k+1}$ fulfil [F6] with this constant $r$.

**Proof.** From (9.31) we want to compute bounds for
\[ |F_{2k+1}(\zeta)| = \frac{1}{(2\pi i)^k} |\tilde{g}(\mu E(\zeta))| \cdot |T_{2k+1}(\zeta)| \quad (9.33) \]
for all $\zeta \in T(\ich G^\perp)$.

As for the bound on $g$, we can show that the support properties of $g$ imply
\[ |\tilde{g}(p + iq)| \leq \frac{||g||_1}{\sqrt{2\pi}} e^{r|q|}. \quad (9.34) \]
Indeed, we have
\[
|\tilde{g}(p + i q)| = \frac{1}{\sqrt{2\pi}} \left| \int dx \, e^{i(p + i q) \cdot x} g(x) \right| \\
\leq \frac{1}{\sqrt{2\pi}} \int dx \, |e^{i(p + i q) \cdot x}| \cdot |g(x)| \\
\leq \frac{1}{\sqrt{2\pi}} \sup_{x \in [-r, r]} |e^{i(p + i q) \cdot x}| \int dx \, |g(x)| \\
= \frac{\|g\|_1}{\sqrt{2\pi}} e^{|r|}. \tag{9.35}
\]

Now if we take \( \zeta \) of the form \( \zeta_0 + i \lambda e^{(j)} \), where \( \text{Im } \zeta_0 \) is a node of the graph \( G_1 \), then we have
\[
|\text{Im } E(\zeta)| = |\text{Im } \cosh(\zeta_0 + i \lambda)| \leq \sinh |\text{Re } \zeta_j| \sin \lambda \leq \cosh(\text{Re } \zeta_j) \sin \lambda. \tag{9.36}
\]
Hence, we have from (9.34):
\[
|\tilde{g}(\mu E(\zeta))| \leq \frac{\|g\|_1}{\sqrt{2\pi}} e^{|\mu r|} \cosh(\text{Re } \zeta_j) \sin \lambda. \tag{9.37}
\]
Now it remains to find bounds on \( T_{2k+1}(\zeta) \). To find these bounds, we consider the function
\[
z \mapsto \frac{z + i \pi}{z - i} \tanh \frac{z}{2}. \tag{9.38}
\]
This function has poles at \( z = i, z = \pm i \pi \); so it is clearly analytic on \(-\pi \leq \text{Im } z \leq 0\). We can show that this function is bounded on the strip \(-\pi \leq \text{Im } z \leq 0\). Indeed, for \( \text{Re } z \rightarrow \infty \) one has \( |\tanh \frac{z}{2}| \leq 1 \) and \( \frac{z + i \pi}{z - i \pi} \leq 1 \); on every compact set on the real line and for \( \text{Im } z \in [-\pi, 0] \), the only crucial point is the behaviour of the function in the limit \( z \rightarrow -i \pi \) (since the other pole at \( z = i \) is excluded in the interval \( \text{Im } z \in [-\pi, 0] \)); for \( z \rightarrow -i \pi \) one has \( \tanh \frac{z}{2} \approx \frac{2}{z + i \pi} + \ldots \), and hence \( \frac{z + i \pi}{z - i} \tanh \frac{z}{2} \approx \frac{z + i \pi}{z - i} \frac{2}{z + i \pi} + \ldots \); so the function is continuous on the compact set, and therefore it is bounded.

Hence we can find a constant \( c_1' > 0 \) such that
\[
\left| \frac{z + i \pi}{z - i} \tanh \frac{z}{2} \right| \leq c_1'. \tag{9.39}
\]
This implies:
\[
\left| (z + i \pi) \tanh \frac{z}{2} \right| \leq c_1' |z - i| \\
\leq c_1' \sqrt{(|\text{Re } z|)^2 + (\pi + 1)^2} \\
\leq c_1''(|\text{Re } z| + \pi + 1) \\
\leq c_1 \left( \frac{\text{Re } z}{\pi + 1} + 1 \right) \\
\leq c_1 (|\text{Re } z| + 1) \quad \text{whenever } -\pi \leq \text{Im } z \leq 0, \tag{9.40}
\]

since \( \frac{1}{\pi + 1} \leq 1 \).

Also, since \( |\tanh \frac{z}{2}| \leq 1 \), we have from the equation above
\[
|z + i \pi| \leq c_1 (|\text{Re } z| + 1) \quad \text{whenever } -\pi \leq \text{Im } z \leq 0. \tag{9.41}
\]
Now we can compute for any \( \zeta \) with \( \text{Im} \zeta_1 < \ldots < \text{Im} \zeta_{2k+1} < \text{Im} \zeta_1 + \pi \) the following estimate,

\[
\left| T_{2k+1}(\zeta) \prod_{i<j} (\zeta_i - \zeta_j + i\pi) \right| \leq \sum_{P \in \mathcal{P}_{2k+1}} \prod_{(i,j) \in P} \tanh \frac{\zeta_i - \zeta_j}{2} \prod_{i<j} (\zeta_i - \zeta_j + i\pi) \\
\leq \sum_{P \in \mathcal{P}_{2k+1}} \prod_{(i,j) \in P} \left| (\zeta_i - \zeta_j + i\pi) \tanh \frac{\zeta_i - \zeta_j}{2} \right| \prod_{(i,j) \notin P} \left| \zeta_i - \zeta_j + i\pi \right|, \quad (9.42)
\]

where in the first equality we used (9.21) and where in the second inequality we split the product \( \prod_{i<j} |\zeta_i - \zeta_j + i\pi| \) into \( \prod_{(i,j) \in P} |\zeta_i - \zeta_j + i\pi| \prod_{(i,j) \notin P} |\zeta_i - \zeta_j + i\pi| \).

We estimate the first product in the second line of (9.42) using (9.40) and the second product using (9.41), we find

\[
\left| T_{2k+1}(\zeta) \prod_{i<j} (\zeta_i - \zeta_j + i\pi) \right| \\
\leq \sum_{P \in \mathcal{P}_{2k+1}} \prod_{(i,j) \in P} c_1 \left( |\text{Re}\zeta_i - \text{Re}\zeta_j| + 1 \right) \prod_{(i,j) \notin P} c_1 \left( |\text{Re}\zeta_i - \text{Re}\zeta_j| + 1 \right) \\
\leq \sum_{P \in \mathcal{P}_{2k+1}} c_1^{k(k-1)/2} \prod_{i<j} \left( |\text{Re}\zeta_i - \text{Re}\zeta_j| + 1 \right) \\
\leq |\mathcal{P}_{2k+1}| c_1^{k(k-1)/2} \prod_{i<j} \left( |\text{Re}\zeta_i - \text{Re}\zeta_j| + 1 \right), \quad (9.43)
\]

where in the second inequality we used that the number of pairs \( (i,j) \) with \( i < j \) is \( k(k-1)/2 \), and that \( \prod_{(i,j) \in P} (|\text{Re}\zeta_i - \text{Re}\zeta_j| + 1) \prod_{(i,j) \notin P} (|\text{Re}\zeta_i - \text{Re}\zeta_j| + 1) = \prod_{i<j} (|\text{Re}\zeta_i - \text{Re}\zeta_j| + 1) \). In the third inequality we denoted the sum of the pairings \( P \in \mathcal{P}_{2k+1} \) by \( |\mathcal{P}_{2k+1}| \).

At fixed \( k \), the right-hand side is bounded by a polynomial in the \( \text{Re}\zeta_j \); more precisely, by multiplying out the sum \( (|\text{Re}\zeta_i| + |\text{Re}\zeta_j| + 1) \) in the first line and estimating each term of the sum by \( \prod_{j=1}^{2k+1} (|\text{Re}\zeta_j|^{(2k-1)k} + 1) \), we get

\[
\prod_{i<j} (|\text{Re}\zeta_i - \text{Re}\zeta_j| + 1) \leq \prod_{i<j} (|\text{Re}\zeta_i| + |\text{Re}\zeta_j| + 1) \\
\leq 3^{(2k+1)k} \prod_{j=1}^{2k+1} (|\text{Re}\zeta_j|^{(2k-1)k} + 1) \\
\leq 3^{(2k+1)k} \prod_{j=1}^{2k+1} c_k e^{\text{Re}\zeta_j} \\
\leq c_k' e^{\sum_{j=1}^{2k+1} |\text{Re}\zeta_j|}, \quad (9.44)
\]

Hence we can find a constant \( c_2 > 0 \) such that we have from (9.43)

\[
|T_{2k+1}(\zeta)| \leq c_2 \left( \prod_{i<j} |\zeta_i - \zeta_j + i\pi|^2 \right) \exp \left( \sum_{j=1}^{2k+1} |\text{Re}\zeta_j| \right), \quad (9.45)
\]

Since with \( \omega(p) \sim p^\alpha, 0 < \alpha < 1 \), we have \( e^{\text{Re}\zeta_j} \leq e^{\omega(\text{cosh}(\text{Re}\zeta_j))} \), Equations (9.31), (9.37) and (9.45) together imply the estimate needed for (F6).
We have shown that the family of functions $F_{2k+1}$ given by (9.31) fulfil the conditions (F1), (F2), (F3), (F4) and (F6) of the theorem, but we have not yet shown that they fulfil (F5). This will be discussed in the next subsection.

### 9.2.2 Operator bounds and domain

In order to show that the family of functions $F_{2k+1}$ are the Araki coefficients of a local operator, we need to show that, setting $f_{mn}(\theta, \eta) = F_{m+n}(\theta, \eta + i\pi - i0)$, the norm $\|f_{mn}\|_{m,n}^\omega$ is finite, as required by (F5). Moreover, we compute estimates for $\|f_{mn}\|_{m,n}^\omega$ which imply that the Araki series

$$A = \sum_{m,n} \int \frac{d^m \theta d^n \eta}{m! n!} f_{mn}(\theta, \eta)z^m(\theta)z^n(\eta), \quad (9.46)$$

is summable when we apply it to vectors of a certain class; we use this to show that $A$ is a closable operator on a dense domain (see Prop. 4.5). After lots of preparations, the main result of this section will be Theorem 9.13.

In order to compute these estimates, we start by introducing some notation. Given a smooth function of two real variables, that we call $K$, we define the following quantity:

$$\delta K(\theta, \eta) := \frac{K(\theta, \eta) - K(\eta, \eta)}{\theta - \eta}. \quad (9.47)$$

We can extend this definition to the diagonal $\theta = \eta$ by taking the limit of (9.47) for $\theta \to \eta$. We will now show that this $\delta K$ is a smooth function (this will become useful later on, for example in Eq. (9.80)). First of all, we know that the limit

$$\lim_{\theta \to \eta} \frac{K(\theta, \eta) - K(\eta, \eta)}{\theta - \eta} = \frac{\partial}{\partial \theta}K(\theta, \eta)|_{\theta=\eta} \quad (9.48)$$

exist because by hypothesis $K$ is a smooth function. Then we need to show that the function defined for $\theta \neq \eta$ by $\frac{K(\theta, \eta) - K(\eta, \eta)}{\theta - \eta}$ and for $\theta = \eta$ by $\frac{\partial}{\partial \theta}K(\theta, \eta)|_{\theta=\eta}$ is smooth.

We use the fact that a function is smooth if and only if it has a Taylor expansion of all orders. Since $K$ is smooth we can write its Taylor expansion around $\theta = \eta$:

$$K(\theta, \eta) - K(\eta, \eta) = (\theta-\eta)K'(\eta, \eta) + \frac{(\theta-\eta)^2}{2}K''(\eta, \eta) + \ldots + \frac{(\theta-\eta)^{k-1}}{(k-1)!}K^{(k-1)}(\eta, \eta) + R \quad (9.49)$$

with $|R| \leq c|\theta - \eta|^k$. This implies that the function $(K(\theta, \eta) - K(\eta, \eta))/(\theta - \eta)$ has a Taylor expansion around $\theta = \eta$ given by:

$$\frac{K(\theta, \eta) - K(\eta, \eta)}{\theta - \eta} = K'(\eta, \eta) + \frac{\theta - \eta}{2}K''(\eta, \eta) + \ldots + \frac{(\theta-\eta)^{k-2}}{(k-1)!}K^{(k-1)}(\eta, \eta) + R' \quad (9.50)$$

with $R' := \frac{R}{\theta - \eta}$. We have $|R'| \leq c|\theta - \eta|^{k-1}$. So, this function has also a Taylor expansion, but of order $k - 2$, and therefore it is $(k - 2)$-times differentiable. Since this holds for all $k$, then $\delta K$ is smooth.

We can rewrite (9.47) as a Taylor expansion where the function $\delta K$ is used as a Taylor remainder term:

$$K(\theta, \eta) = K(\eta, \eta) + (\theta-\eta)\delta K(\theta, \eta). \quad (9.51)$$
In the case where \( K \) depends on several variables, \( K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C} \), then similarly to (9.47) we can define \( \delta_j K(\theta, \eta) \) as:

\[
\delta_j K(\theta, \eta) := \frac{K(\theta, \eta) - K(\theta_1, \ldots, \theta_{j-1}, \eta_j, \theta_{j+1}, \ldots, \theta_m)}{\theta_j - \eta_j}.
\]

(9.52)

We can also define for \( k \leq \max(m, n) \) and \( J = \{j_1, \ldots, j_\ell\} \subset \{1, \ldots, k\} \), the quantity \( \delta_j K := \delta_j \ldots \delta_j K \); we notice that this does not depend on the order of the indices \( j_1, \ldots, j_\ell \). We can then generalize Eq. (9.51), and we have

\[
K(\theta, \eta) = \sum_{J \subset \{1, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta^J, \eta),
\]

where \( \theta_j^J = \begin{cases} \theta_j & \text{if } j \in J \text{ or } j > k, \\ \eta_j & \text{otherwise}, \end{cases} \)

(9.53)

where \( k \) is some integer with \( k < m \).

We can prove (9.53) using induction on \( k \). Using

\[
\sum_{J \subset \{1, \ldots, k\}} = \sum_{J \subset \{1, \ldots, k\}} + \sum_{J \subset \{1, \ldots, k\}},
\]

we can write

\[
K(\theta, \eta) = \sum_{J \subset \{1, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta^J, \eta)
\]

\[
= \sum_{J \subset \{1, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta^J, \eta) + \sum_{J \subset \{1, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta^J, \eta)
\]

\[
= \sum_{J \subset \{2, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta_{J \cup \{1\}}, \eta) + \sum_{J \subset \{2, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\eta_1, \tilde{\theta}^J, \eta)
\]

\[
= (\theta_1 - \eta_1) \delta_1 \sum_{J \subset \{2, \ldots, k\}} \left( \prod_{j \in J} (\theta_j - \eta_j) \right) \delta_j K(\theta_{J \cup \{1\}}, \eta) + K(\eta_1, \tilde{\theta}, \eta)
\]

\[
= (\theta_1 - \eta_1) \delta_1 K(\theta_1, \tilde{\theta}, \eta) - K(\eta_1, \tilde{\theta}, \eta) = K(\theta, \eta),
\]

(9.54)

where in the last equality we made use of (9.51).

We use these definitions to obtain estimates of certain integral kernels, as we can see in the following.

**Lemma 9.6.** Let \( K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C} \) be smooth, and \( k \leq \max(m, n) \). Then,

\[
\left\| K(\theta, \eta) \prod_{j=1}^k \frac{1}{\theta_j - \eta_j + i0} \right\|_{m \times n} \leq (2\pi)^k \sum_{J \subset \{1, \ldots, k\}} \| \delta_j K \|_J.
\]

(9.55)

where

\[
\| \delta_j K \|_J^2 = \int d\theta_j d\eta_j \sup_{\eta_j} |\delta_j K(\theta^J, \eta)|^2.
\]

(9.56)

(We denote with \( \theta_j \) the components \( \theta_j \) with \( j \in J \) or \( j > k \), and \( \eta_j \), \( \eta_j \), \( \eta_j \) analogously.)
Proof. We consider the special case where \( m = n = k \). We consider \( f, g \in L^2(\mathbb{R}^k) \). Inserting (9.53), we find

\[
\int d^k \theta \ d^k \eta f(\theta)g(\eta)K(\theta, \eta) \prod_{j=1}^{k} \frac{1}{\theta_j - \eta_j \pm i0} = \sum_{J \subset \{1, \ldots, k\}} \int d^k \theta \ d^k \eta f(\theta)g(\eta)\delta_J K(\theta^J, \eta) \prod_{j \in J} (\theta_j - \eta_j \pm i0) \frac{1}{\theta_j - \eta_j \pm i0} \quad (9.57)
\]

We estimate the integral \( I_J \) in the following way. We first split \( d^k \theta = (\prod_{j \in J} d\theta_j)(\prod_{j \notin J} d\theta_i) \) (the same for \( d^k \eta \)), we have

\[
|I_J| \leq \left( \prod_{j \in J} d\theta_j \right) \left| \int \left( \prod_{j \notin J} \frac{d\theta_j d\eta_j}{\theta_j - \eta_j \pm i0} \right) f(\theta) \tilde{K}(\theta, \tilde{\eta}) \right|,
\]

where \( \tilde{K}(\hat{\theta}, \hat{\eta}) = \int \left( \prod_{j \in J} d\eta_j \right) g(\eta)\delta_J K(\theta^J, \eta) \). (9.58)

We notice that \( \tilde{K} \) depends only on \( \theta_j, j \in J \), and on \( \eta_j, j \notin J \). Then we realize that the inner integral can be seen as the convolution of \( f \) with \( (\eta_j - \theta_j \pm i0)^{-1} \).

\[
\left| \int \left( \prod_{j \notin J} \frac{d\theta_j d\eta_j}{\theta_j - \eta_j \pm i0} \right) f(\theta) \tilde{K}(\theta, \tilde{\eta}) \right| = \left| \int \left( \prod_{j \notin J} d\eta_j \right) \left( \int \left( \prod_{j \in J} \frac{d\theta_j}{\theta_j - \eta_j \pm i0} \right) f(\theta) \tilde{K}(\theta, \tilde{\eta}) \right) \right| \quad (9.59)
\]

The expression above can be estimated in Fourier space considering that by Fourier transform that convolution becomes a multiplication with \( \sqrt{2\pi} \Theta(\pm \rho) \).

\[
\text{l.h.s.}(9.59) = \left| \int \left( \prod_{j \notin J} dp_j \right) \left( \frac{1}{\cdot - \eta_j \pm i0} \ast f(p_j) \right) \tilde{K}(\theta, \rho) \right| = \left| \int \left( \prod_{j \notin J} dp_j \right) (2\pi)^{|J|}/2 \left( \frac{1}{\cdot - \eta_j \pm i0} \right) \tilde{f}(p_j) \tilde{K}(\hat{\theta}, \rho) \right| = \left| \int \left( \prod_{j \notin J} dp_j \right) (2\pi)^{|J|} \Theta(\pm p_j) \tilde{f}(p_j) \tilde{K}(\hat{\theta}, \rho) \right| \leq \left( \int \left( \prod_{j \notin J} dp_j \right) (2\pi)^{|J|} \Theta(\pm p_j) \tilde{f}(p_j) \right)^{1/2} \left( \int \left( \prod_{j \notin J} dp_j \right) |\tilde{K}(\hat{\theta}, \rho)|^2 \right)^{1/2} = (2\pi)^{|J|} \left( \int \left( \prod_{j \notin J} dp_j \right) |\tilde{f}(p_j)|^2 \right)^{1/2} \left( \int \left( \prod_{j \notin J} dp_j \right) |\tilde{K}(\hat{\theta}, \rho)|^2 \right)^{1/2} = (2\pi)^{|J|} \left( \int \left( \prod_{j \notin J} d\theta_j \right) |f(\theta_j)|^2 \right)^{1/2} \left( \int \left( \prod_{j \notin J} d\eta_j \right) |\tilde{K}(\hat{\theta}, \hat{\eta})|^2 \right)^{1/2} \quad (9.60)
\]
We insert the definition of \( \hat{\theta} \).

Applying the Cauchy-Schwarz inequality with respect to the \( \eta \),

\[
|I_j| \leq (2\pi)^k \left( \int_{j \in J} |d\theta_j| \right) \left( \int_{j \notin J} |d\theta_j| \right) \left| f(\theta) \right|^2 \left( \sum_{j \notin J} |d\eta_j| \right) K(\hat{\theta}, \hat{\eta})^2 \right)^{1/2}.
\]  

(9.61)

Inserting into (9.58), and since \( |J| \leq k \), we obtain the estimate:

\[
|I_j| \leq (2\pi)^k \left( \int_{j \in J} |d\theta_j| \right) \left( \int_{j \notin J} |d\theta_j| \right) \left| f(\theta) \right|^2 \left( \sum_{j \notin J} |d\eta_j| \right) K(\hat{\theta}, \hat{\eta})^2 \right)^{1/2}.
\]  

(9.62)

We insert the definition of \( \hat{K} \) and apply the Cauchy-Schwarz inequality to the \( \eta_j \) (\( j \in J \)) integrals, we arrive at

\[
|I_j| \leq (2\pi)^k \left| f \right|_2 \left( \sum_{j \in J} |d\eta_j| \right) \left| g(\eta) \right| \delta_j K(\theta^j, \eta)^2 \right)^{1/2}.
\]  

(9.63)

Inserting the estimate above in (9.57), we find the result in Lemma 9.6 in the case \( m = n = k \).

The more general statement (also for \( m, n \neq k \)) can then be obtained using the Cauchy-Schwarz inequality in the following way. We denote with \( \tilde{m} \) and \( \tilde{n} \) the first \( k \) variables in \( \theta \) and in \( \eta \), respectively. We can write

\[
\left\| K(\theta, \eta) \prod_{j=1}^k \frac{1}{\theta_j - \eta_j + i0} \right\|_{m \times n}
\]

\[
= \sup_{\|f\|_2 \leq 1, \|g\|_2 \leq 1} \int d\theta d\bar{\theta} d\eta d\bar{\eta} K(\hat{\theta}, \hat{\eta}, \hat{\bar{\theta}}, \hat{\bar{\eta}}) \prod_{j=1}^k \frac{1}{\theta_j - \eta_j + i0} f(\hat{\theta}, \hat{\bar{\theta}}) g(\hat{\eta}, \hat{\bar{\eta}})
\]

\[
= \sup_{\|f\|_2 \leq 1, \|g\|_2 \leq 1} \int d\theta d\eta K(\hat{\theta}, \hat{\eta}, \hat{\bar{\theta}}, \hat{\bar{\eta}}) \prod_{j=1}^k \frac{1}{\theta_j - \eta_j + i0} f(\hat{\theta}, \hat{\bar{\theta}}) g(\hat{\eta}, \hat{\bar{\eta}}).
\]  

(9.64)

We apply the result for \( m = n = k \), discussed above, and find

\[
\left\| K(\theta, \eta) \prod_{j=1}^k \frac{1}{\theta_j - \eta_j + i0} \right\|_{m \times n}
\]

\[
\leq (2\pi)^k \sum_{J \subseteq \{1, \ldots, k\}} \sup_{\|f\|_2 \leq 1, \|g\|_2 \leq 1} \int d\theta d\eta \sup_{\eta_j, \bar{\eta}_j} \delta_j K((\hat{\theta}, \hat{\eta})^j, (\hat{\bar{\theta}}, \hat{\bar{\eta}})) \|f(\hat{\theta}, \hat{\bar{\theta}})\|_2 \|g(\hat{\eta}, \hat{\bar{\eta}})\|_2,
\]

(9.65)
where the $L^2$ norms in the equation above are taken with respect to the $\tilde{\theta}, \tilde{\eta}$ variables. Using the Cauchy-Schwarz inequality, we find

$$
\left\| K(\theta, \eta) \prod_{j=1}^{k} \frac{1}{\theta_j - \eta_j \pm i0} \right\|_{m \times n} \leq (2\pi)^k \sum_{J \subset \{1, \ldots, k\}} \sup_{\|f\|_{L^2}, \|g\|_{L^2}} \|\delta_J K\|_J \delta_J \|f\|_{L^2} \|g\|_{L^2}
$$

$$
\leq (2\pi)^k \sum_{J \subset \{1, \ldots, k\}} \|\delta_J K\|_J,
$$

which is the desired result in Lemma 9.6.

We use this result to obtain estimates for more general integral kernels.

**Lemma 9.7.** Let $K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C}$ be smooth, and $k \leq \min(m, n)$. Then,

$$
\left\| K(\theta, \eta) \prod_{j=1}^{k} \coth \frac{\theta_j - \eta_j \pm i0}{2} \right\|_{m \times n} \leq (8\pi)^k \sum_{J \subset \{1, \ldots, k\}} \|\delta_J K\|_J.
$$

**Proof.** We consider the function $L(x) := \coth x - x^{-1}$; this function is real analytic; there is actually no pole at $x = 0$ since $\lim_{x \to 0}(\coth x - x^{-1}) \approx x^{-1} - x^{-1} = 0$. Moreover, by computing the extrema of this function, we can show that $|\coth x - x^{-1}| \leq 1$ for all $x \in \mathbb{R}$.

We have

$$
\left\| K(\theta, \eta) \prod_{j=1}^{k} \coth \frac{\theta_j - \eta_j \pm i0}{2} \right\|_{m \times n} = \left\| K(\theta, \eta) \prod_{j=1}^{k} \left( L(\frac{\theta_j - \eta_j}{2}) + \frac{2}{\theta_j - \eta_j \pm i0} \right) \right\|_{m \times n}
$$

$$
\leq \sum_{J \subset \{1, \ldots, k\}} \left\| K(\theta, \eta) \left( \prod_{j \in J} L(\frac{\theta_j - \eta_j}{2}) \right) \left( \prod_{j \in J} \frac{2}{\theta_j - \eta_j \pm i0} \right) \right\|_{m \times n}
$$

$$
= \sum_{J \subset \{1, \ldots, k\}} 2^{|J|} \left\| K(\theta, \eta) \left( \prod_{j \in J} L(\frac{\theta_j - \eta_j}{2}) \right) \left( \prod_{j \in J} \frac{1}{\theta_j - \eta_j \pm i0} \right) \right\|_{m \times n},
$$

\hspace{1cm} = K(\theta, \eta)

(9.68)

where in the first equality we wrote $\coth x = L(x) + x^{-1}$ and in the second inequality we used the distributional law.

Now we can apply Lemma 9.6 with $\hat{K}$ in place of $K$, we have

$$
\left\| \hat{K}(\theta, \eta) \left( \prod_{j \in J} \frac{1}{\theta_j - \eta_j \pm i0} \right) \right\|_{m \times n} \leq (2\pi)^{|J|} \sum_{I \subset J} \|\delta_I \hat{K}\|_I.
$$

Hence, we find from (9.68),

$$
\left\| K(\theta, \eta) \prod_{j=1}^{n} \coth \frac{\theta_j - \eta_j \pm i0}{2} \right\|_{m \times n} \leq \sum_{J \subset \{1, \ldots, k\}} 2^{|J|} (2\pi)^{|J|} \sum_{I \subset J} \|\delta_I \hat{K}\|_I
$$

$$
= \sum_{J \subset \{1, \ldots, k\}} (4\pi)^{|J|} \sum_{I \subset J} \|\delta_I \hat{K}\|_I.
$$

(9.70)
Note that for any $I \subset J$, we find
\[
\|\delta_I \hat{K}\|^2_I = \int \left( \prod_{i \in I} d\theta_i d\eta_i \right) \sup_{\eta_i, i \in I^c} |\delta_I K(\theta^I, \eta)|^2 \cdot \left( \prod_{j \in J^c} L\left( \frac{\theta_j - \eta_j}{2} \right) \right)^2 \\
\leq \prod_{j \in J^c} \sup_{\eta_j \in \mathbb{R}} |L\left( \frac{\theta_j - \eta_j}{2} \right)|^2 \cdot \|\delta_I K\|^2_I \\
\leq (\|L\|_\infty)^2 \|\delta_I K\|^2_I. \tag{9.71}
\]
Inserting this into (9.70) and noting that $\|L\|_\infty \leq 1$, we obtain
\[
\left\|K(\theta, \eta) \prod_{j=1}^n \coth \frac{\theta_j - \eta_j \pm i0}{2} \right\|_{m \times n} \leq \sum_{J \subseteq \{1, \ldots, k\}} (4\pi)^{|J|} \sum_{I \subseteq J} \|\delta_I K\|_I \\
\leq (8\pi)^k \sum_{I \subseteq \{1, \ldots, k\}} \|\delta_I K\|_I, \tag{9.72}
\]
where in the second inequality we used that there are at most $2^k$ sets $J$ that we can insert between $I$ and $\{1, \ldots, k\}$: $I \subset J \subseteq \{1, \ldots, k\}$, and that $|J| \leq k$. This gives the result in Lemma 9.7. \qed

We computed the estimates above on the remainder terms $\delta_J K(\theta^I, \eta)$. But it can be hard to compute these estimates in the examples. So, we try instead to relate them to the partial derivatives of $K$ near the diagonal, which are more simple to compute. We present the relation between the estimates on $\delta_J K(\theta^I, \eta)$ and on the partial derivatives of $K$ in the following proposition.

**Proposition 9.8.** Let $K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C}$ be smooth, and $k \leq \min(m, n)$. Let $L : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}_+$ and $\epsilon : \mathbb{R}^n \to (0, 1]$ be continuous such that
\[
\forall N \subseteq \{1, \ldots, k\} : \left| \frac{\partial^{|N|} K}{\partial \theta_N}(\theta, \eta) \right| \leq L(\theta^N, \eta) \quad \text{whenever } |\theta_j - \eta_j| < \epsilon(\eta) \text{ for all } j \in N. \tag{9.73}
\]
Then, for all $J \subseteq \{1, \ldots, k\}$,
\[
\|\delta_J K\|_J \leq 8^{|J|} \sum_{M \subseteq J} |\epsilon(\eta)|^{-|J|} L(\theta^M, \eta). \tag{9.74}
\]

Note: In the norm $\|\epsilon(\eta)|^{-|J|} L(\theta^M, \eta)\|_J$, the integrations are not performed with respect to the variables $\theta_j$ “removed” in $\theta^M$.

**Proof.** First we want to prove that for all $k, m, n, L$ with the restrictions above, and all $J \subseteq \{1, \ldots, k\}$, there holds
\[
\int \sup_{\eta_i, j \notin J^c} |\delta_J K(\theta^I, \eta)|^2 d\theta_J \leq 16^{|J|} \sum_{M \subseteq J} |\epsilon(\eta)|^{-2|J|} \int d\theta_M \sup_{\eta_i, j \notin J^c} L(\theta^M, \eta)^2, \tag{9.75}
\]
where $d\theta_M = \prod_{j \in M} d\theta_j$.

We prove this using induction on $|J|$.

For $|J| = 0$, namely for $J = \emptyset$, formula (9.75) reads
\[
\sup_{\eta_1, \ldots, \eta_k, \theta_{k+1}, \ldots, \theta_m} |K(\eta_1, \ldots, \eta_k, \theta_{k+1}, \ldots, \theta_m, \eta)|^2 \leq \sup_{\eta_1, \ldots, \eta_k} L(\eta_1, \ldots, \eta_k, \theta_{k+1}, \ldots, \theta_m, \eta)^2 \tag{9.76}
\]
\[\]
by definition of $\theta^J$ and $\theta^M$ given in (9.53), and since $M = 0$.

This is just (9.73) with $N = \emptyset$, $\theta_j = \eta_j$ ($j \leq k$) and by the definition of $\theta^{N^c}$ given in (9.53).

Now consider the case $J \neq \emptyset$. By renumbering of the variables, we can assume that $1 \in J$ and write $J = \{1\} \cup \hat{J}$.

Then we split the integral in (9.73) into the sum of two integrals, one with $|\theta_1 - \eta_1| < \varepsilon(\eta)$ and one with $|\theta_1 - \eta_1| > \varepsilon(\eta)$.

First we consider the integral (9.73) with $|\theta_1 - \eta_1| < \varepsilon(\eta)$. We write $\theta = (\theta_1, \check{\theta})$, $\eta = (\eta_1, \hat{\eta})$, and we define (similarly to (9.47)):

$$\hat{K}(\dot{\theta}, \dot{\eta}) := \frac{K(\theta, \eta) - K(\theta, \check{\theta})}{\eta_1},$$

(9.77)

where $\hat{K}(\dot{\theta}, \dot{\eta})$ depends parametrically on $\theta_1, \eta_1$. We can show that $\delta_j \hat{K} = \delta_j K$. Indeed, using (9.47), we can rewrite (9.77) as

$$\hat{K}(\dot{\theta}, \dot{\eta}) = \delta_1 K(\theta, \eta).$$

(9.78)

Setting $J = \{1\} \cup \hat{J}$, with $\hat{J} = \{j_2, \ldots, j_l\} \subset \{2, \ldots, k\}$, and recalling the definitions of $\delta_j K$ and $J$ after (9.52), we have

$$\delta_j \hat{K} = \delta_{j_2} \cdots \delta_{j_l} \hat{K} = \delta_{j_2} \cdots \delta_{j_l} \delta_1 K = \delta_j K.$$  

(9.79)

By definition (9.77), and since $\hat{K}$ is a continuous and differentiable function on the interval $|\theta_1 - \eta_1| < \varepsilon(\eta)$, we can apply the mean value theorem, and we have

$$\hat{K}(\dot{\theta}, \dot{\eta}) = \frac{\partial K}{\partial \theta_1}(\xi, \dot{\theta}, \eta_1, \hat{\eta})$$

(9.80)

where $\xi$ depends on the variables $\check{\theta}, \eta$ but $|\xi - \eta_1| < \varepsilon(\eta)$; hence, we have that

$$\forall N \subset \{2, \ldots, k\} : \left| \frac{\partial [N]}{\partial \theta_N}(\dot{\theta}, \dot{\eta}) \right| = \left| \frac{\partial [N+1]}{\partial \theta_1 \partial \theta_N}(\xi, \dot{\theta}, \eta) \right| \leq \sup_{|\xi - \eta_1| < \varepsilon(\eta)} \left| \frac{\partial [N+1]}{\partial \theta_1 \partial \theta_N}(\xi, \dot{\theta}, \eta) \right|$$

$$\leq L(\theta^{N^c \{1\}}, \eta) = L(\eta_1, \theta^{N^c \{1\}}, \eta) = \hat{L}(\theta^{N^c}, \eta),$$

(9.81)

where in the first equality we made use of (9.80), where in the third inequality we used (9.73), and in the last equality we defined $\hat{L}(\dot{\theta}, \dot{\eta}) := L(\eta_1, \check{\theta}, \eta)$, which depends on $\eta_1$ as a parameter. So, we have shown that $K$ fulfills the hypothesis (9.73) of the Prop. 9.8 with respect to $\hat{L}$. Hence, we can apply Prop. 9.8 with respect to $\hat{K}, \hat{L}, \hat{J}$ (induction hypothesis). We get

$$\int_{|\theta_1 - \eta_1| < \varepsilon(\eta)} d\theta_1 \sup_{\eta_j, j \in J^c} |\delta_j K(\theta^J, \eta)|^2 = \int_{|\theta_1 - \eta_1| < \varepsilon(\eta)} d\theta_1 \int d\theta_j \sup_{\eta_j, j \in J^c} |\delta_j \hat{K}(\theta^J, \eta)|^2$$

$$\leq 2\varepsilon(\eta) 16^{|J|} \sum_{M \subset J} \varepsilon(\eta)^{-2|J|} \int d\theta_M \sup_{\eta_j, j \in J^c} \hat{L}(\theta^M, \eta)^2$$

$$\leq \frac{1}{8} 16^{|J|} \sum_{M \subset J} \varepsilon(\eta)^{-2|J|} \int d\theta_M \sup_{\eta_j, j \in J^c} L(\theta^M, \eta)^2,$$

(9.82)

where in first equality we used that $\delta_j \hat{K} = \delta_j K$, and $J = \{1\} \cup \hat{J}$ so that we can split the integral in $\theta_j$ into the integrals in $\theta_1$ and $\theta_j$. In the second inequality we used that
\[\int_{|\theta_i - \eta_i| < \epsilon(\eta)} d\theta_1 = 2\epsilon(\eta)\] and we applied (9.74), with \(\hat{K}\) and \(\hat{J}\) in place of \(K\) and \(J\), to \(\int d\hat{\theta}_j |\delta_j \hat{K}(\hat{\theta}_j^n, \hat{\eta})|^2\); in the last inequality we used that \(|\hat{J}| > |J|\) and therefore if \(M \subset \hat{J}\), then \(M \subset J\); also, since \(|\hat{J}| > |J|\), then \(\epsilon(\eta)^{-2|\hat{J}|} < \epsilon(\eta)^{-2|J|}\). We also used that \(\epsilon(\eta) \leq 1\), so that the factor \(\epsilon(\eta)\) is estimated by \(1\) in the last inequality. Moreover, using the definition \(\hat{L}(\hat{\theta}, \hat{\eta}) := L(\eta_1, \hat{\theta}, \eta)\), we can write \(\hat{L}(\hat{\theta}_j^n, \hat{\eta}) = L(\eta_1, \hat{\theta}_j^n, \eta)\) with \(M \subset \hat{J}\); on the other hand, since \(1 \notin M\) the right hand side is the same as \(L(\theta_j^n, \eta)\), with \(M \in J\). Finally, since \(|\hat{J}| = |J| - 1\), then \(2 \cdot 16^{|J|} = 2 \cdot 16^{|J|} \cdot 1/16 = 16^{|J|} / 1/8\).

Now we consider the part of the integral (9.75) with \(|\theta_1 - \eta_1| > \epsilon(\eta)\). We use that \(J = \{1\} \cup \hat{J}\) and, by definition of \(\delta_1 K(\theta, \eta) = (K(\theta, \eta) - K(\eta_1, \theta, \eta))/(\theta_1 - \eta_1)\), we have that

\[
\delta_j K(\theta^j, \eta) = \delta_1 \delta_j K(\theta^j, \eta) = \frac{\delta_j K(\theta^j, \eta) - \delta_j K(\eta_1, \theta^j, \eta)}{\theta_1 - \eta_1} = \frac{\delta_j K(\theta^j, \eta) - \delta_j K(\theta^j, \eta)}{\theta_1 - \eta_1},
\]

where in the last equality we used that \(1 \notin \hat{J}\).

From the equation above, we compute the estimate

\[
|\delta_j K(\theta^j, \eta)|^2 \leq \frac{2}{(\theta_1 - \eta_1)^2} (|\delta_j K(\theta^j, \eta)|^2 + |\delta_j K(\theta^j, \eta)|^2).
\]

We consider the first summand on the r.h.s. We consider \(K\) as a function of \(m + n - 2\) variables, regarding the dependence on \(\theta_1, \eta_1\) as parameters. We know that it fulfils (9.73), so we can apply (9.74) with \(\hat{J}\) in place of \(J\) (induction hypothesis) (see the second inequality of the equation below).

\[
\int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2} \sup_{\eta_j, j \in J^c} |\delta_j K(\theta^j, \eta)|^2 = \left(\int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2}\right) \int d\theta_j \sup_{\eta_j, j \in J^c} |\delta_j K(\theta^j, \eta)|^2 \\
\leq 4\epsilon(\eta)^{-1} 16^{|\hat{J}|} \sum_{M \subset J} \epsilon(\eta)^{-2|\hat{J}|} \int d\theta_M \sup_{\eta_j, j \in J^c} L(\theta^1 \cup M, \eta)^2 \\
\leq \frac{1}{4} 16^{|\hat{J}|} \epsilon(\eta) \epsilon(\eta)^{-2|\hat{J}| - 2} \sum_{M \subset J} \int d\theta_M \sup_{\eta_j, j \in J^c} L(\theta^M, \eta)^2 \\
\leq \frac{1}{4} 16^{|\hat{J}|} \epsilon(\eta) \epsilon(\eta)^{-2|\hat{J}|} \sum_{M \subset J} \int d\theta_M \sup_{\eta_j, j \in J^c} L(\theta^M, \eta)^2,
\]

where in the second inequality we computed the integral

\[
\int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2} = \int_{\eta_1 + \epsilon}^{\infty} \frac{2}{(\theta_1 - \eta_1)^2} + \int_{\infty}^{\eta_1 - \epsilon} \frac{2}{(\theta_1 - \eta_1)^2} = \frac{4}{\epsilon}.
\]

In the last inequality in (9.85) we used the substitution \(M = \hat{M} \cup \{1\}\). Since \(\hat{M} \subset \hat{J}\), then \(M \subset \hat{J}\); we also replaced the integral in \(\theta^M\) with the integral in \(\theta_M\), noting that in the case where \(1 \in M\), we are integrating over more terms (than before) which are however positive. We also used \(\epsilon(\eta) \leq 1\).

Now we consider the integral over the second summand in (9.84), we apply (9.74) to \(K(\eta_1, \theta_2, \ldots, \theta_m, \eta)\) and \(L(\eta_1, \theta_2, \ldots, \theta_m, \eta)\) as functions of \(m + n - 2\) variables,
parametrically dependent on $\eta_1$, and with $\hat{J}$ in place of $J$ (induction hypothesis) (see the second inequality below), and we obtain

\[
\int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2} \sup_{\eta_j, j \in J_{\hat{J}}} |\delta_j K(\theta^J, \eta)|^2 \\
= \int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2} \int d\theta_j \sup_{\eta_j, j \in J_{\hat{J}}} |\delta_j K(\theta^J, \eta)|^2 \\
\leq \left( \int_{|\theta_1 - \eta_1| > \epsilon(\eta)} d\theta_1 \frac{2}{(\theta_1 - \eta_1)^2} \right) 16^{|J|} \sum_{M \subset J} \epsilon(\eta)^{-2|J|} \int d\theta_M \sup_{\eta_j, j \in J_{\hat{J}}} L(\theta^M, \eta)^2 \\
\leq \frac{1}{4} \epsilon(\eta)^{-2|J|} 16^{|J|} \sum_{M \subset J} \int d\theta_M \sup_{\eta_j, j \in J_{\hat{J}}} L(\theta^M, \eta)^2, \quad (9.87)
\]

where we have used $\epsilon(\eta) \leq 1$.

Now we can sum the three estimates (9.82), (9.85), (9.87), and we find (9.75).

Then we integrate (9.75) over $\eta$ and we get

\[
\|\delta_j K(\theta^J, \eta)\|_{J}^2 \leq 16^{|J|} \sum_{M \subset J} \|\epsilon(\eta)^{-2|J|} L(\theta^M, \eta)\|_{J}^2, \quad (9.88)
\]

To pass from (9.88) to (9.74) we need to take the square root of both sides in (9.88):

\[
\|\delta_j K(\theta^J, \eta)\|_{2} \leq 4^{|J|} \sqrt{\sum_{M \subset J} \|\epsilon(\eta)^{-2|J|} L(\theta^M, \eta)\|_{2}}. \quad (9.89)
\]

Now we use the usual estimate of the $\ell^2$ norm against the $\ell^1$ norm: for a vector $a \in \mathbb{R}^n$, we have $\sqrt{\sum_j |a_j|^2} \leq \sum_j |a_j|$; noting that the sum on the r.h.s. has $2^{|J|}$ summands, we finally find

\[
\|\delta_j K(\theta^J, \eta)\|_{2} \leq 8^{|J|} \sum_{M \subset J} \|\epsilon(\eta)^{-2|J|} L(\theta^M, \eta)\|_{2}. \quad (9.90)
\]

**Remark:** To prove the results in the following Lemma 9.9 and Prop. 9.10 we need the following estimates.

For fixed $0 < \alpha < 1$, we can show that there is a constant $c_\alpha > 0$ such that for all $a, b \in \mathbb{R}$,

\[
c_\alpha^{-1}(|a|^\alpha + |b|^\alpha) \geq (|a| + |b|)^\alpha \geq c_\alpha(|a|^\alpha + |b|^\alpha).
\]

This follows from the fact that the function $(|a|^\alpha + |b|^\alpha)/(|a| + |b|)^\alpha$ is homogeneous of order 0, and continuous and non-zero on the unit circle. See Sec 2.5 for details on the argument. In particular we find from there that

\[
m(|a| + |b|)^\alpha \leq |a|^\alpha + |b|^\alpha \leq M(|a| + |b|)^\alpha \leq \frac{M}{m}(|a|^\alpha + |b|^\alpha).
\]

By setting $c_\alpha^{-1} := 1/m$ and $c_\alpha := 1/m$, we find (9.91).

Another estimate that one can obtain from (9.91) is

\[
c_\alpha^{-1}(|a|^\alpha + |b|^\alpha) \geq |a \pm b|^\alpha \geq c_\alpha |a|^\alpha - |b|^\alpha,
\]

(9.93)
and the same with $a$ and $b$ exchanged.

To show the right inequality in (9.93), we consider the left inequality in (9.91) and we replace $a$ with $a + b$, we find:

$$c_\alpha^{-1}(|a + b|^\alpha + |b|^\alpha) \geq (|a + b| + |b|)^\alpha. \quad (9.94)$$

By moving $c_\alpha$ and $|b|^\alpha$ to the right hand side of the inequality, we get

$$|a + b|^\alpha \geq c_\alpha(|a + b| + |b|)^\alpha - |b|^\alpha. \quad (9.95)$$

Since $|a + b| \geq ||a| - |b||$, we find

$$|a + b|^\alpha \geq c_\alpha(|a + b| + |b|)^\alpha - |b|^\alpha \geq c_\alpha(|a| - |b| + |b|)^\alpha - |b|^\alpha = c_\alpha|a|^\alpha - |b|^\alpha. \quad (9.96)$$

Therefore,

$$|a + b|^\alpha \geq c_\alpha|a|^\alpha - |b|^\alpha. \quad (9.97)$$

To show the left inequality in (9.93), we consider again the left inequality in (9.91). Since $|a| + |b| \geq |a + b|$, we have

$$c_\alpha^{-1}(|a|^\alpha + |b|^\alpha) \geq (|a| + |b|)^\alpha \geq |a + b|^\alpha, \quad (9.98)$$

and therefore:

$$c_\alpha^{-1}(|a|^\alpha + |b|^\alpha) \geq |a + b|^\alpha. \quad (9.99)$$

Another estimate that one also can have by choosing $c_\alpha < 1$, is the following:

$$|a - b|^\alpha + |b|^\alpha \geq \frac{c_\alpha}{2}(|a|^\alpha + |b|^\alpha). \quad (9.100)$$

To prove this inequality, we consider (9.93); it follows from this formula that

$$|a - b|^\alpha + |b|^\alpha \geq c_\alpha|a - b + b|^\alpha = c_\alpha|a|^\alpha. \quad (9.101)$$

Choosing $c_\alpha < 1$, we have also

$$|a - b|^\alpha + |b|^\alpha \geq |b|^\alpha \geq c_\alpha|b|^\alpha. \quad (9.102)$$

Taking the sum member by member of the two equations above, we have

$$2(|a - b|^\alpha + |b|^\alpha) \geq c_\alpha(|a|^\alpha + |b|^\alpha) \quad (9.103)$$

and therefore we find (9.100).

Now we want to compute the $\| \cdot \|_{m \times n}$ of certain concrete functions; in view of Lemma 9.6, this will mean to compute the $L^2$ norm of certain exponentials in the simplest case. We have the following lemma:

**Lemma 9.9.** Let $0 < \alpha < 1$, $\beta > 0$, $m, n \in \mathbb{N}_0$. Let $K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C}$ be given by

$$K(\theta, \eta) = \exp(-\beta E(\eta)^\alpha) \exp(-\beta|E(\theta) - E(\eta)|^\alpha). \quad (9.104)$$

Then, there is $d_\alpha > 0$ (depending on $\alpha$ only) such that

$$\|K\|_2^2 \leq d_\alpha^{m+n} \beta^{-(m+n)/2\alpha} \gamma_\alpha(m) \gamma_\alpha(n), \quad (9.105)$$

where

$$\gamma_\alpha(0) := 1, \quad \gamma_\alpha(k) := \frac{\Gamma(k/2\alpha)}{\alpha \Gamma(k/2)} \text{ for } k \in \mathbb{N}. \quad (9.106)$$
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Proof. We consider the integral

$$
\|K\|_2^2 = \int d\theta d\eta \exp \left( -2\beta |E(\theta) - E(\eta)|^\alpha - 2\beta |E(\eta)|^\alpha \right),
$$

(9.107)

and we perform the substitution

$$
p_i = \sinh \frac{\theta_i}{2}, \quad \frac{2dp_i}{\sqrt{p_i^2 + 1}} = d\theta_i, \quad E(\theta) = 2p^2 + m,
$$

(9.108)

and \( q_i = \sinh \eta_i / 2 \) in analogous way. We find

$$
\|K\|_2^2 = 2^{m+n} \int dp dq \left( \prod_{i=1}^m (1 + p_i^2)^{-1/2} \right) \left( \prod_{j=1}^n (1 + q_j^2)^{-1/2} \right) \times \exp \left( -2\beta |2p^2 - 2q^2 + m - n|\alpha - 2\beta |2q^2 + n|\alpha \right).
$$

(9.109)

We use the inequality (9.100), and the estimates \( 1 + p_i^2 \geq 1, 1 + q_i^2 \geq 1 \) (hence we estimate \( \prod_{i=1}^m (1 + p_i^2)^{-1/2} \leq 1 \) and \( \prod_{j=1}^n (1 + q_j^2)^{-1/2} \leq 1 \), and we get

$$
\|K\|_2^2 \leq 2^{m+n} \int dp dq \exp \left( -\beta c_\alpha |2p^2 + m|\alpha - \beta c_\alpha |2q^2 + n|\alpha \right).
$$

(9.110)

We notice that in the integral above the dependence on the variables \( p, q \) factorizes; first we consider the integral on \( dp \), in the case \( m \geq 1 \).

We perform the substitution with polar coordinates \( p = p e(\Omega), \, dp = p^{m-1} dp d\Omega \), where \( m \geq 1 \), we can drop the dependence on \( m \) in the exponent, we get

$$
\int dp \exp(-\beta c_\alpha |2p^2 + m|^\alpha) \leq \frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \int_0^\infty dp p^{m-1} \exp(-\beta c_\alpha 2^n p^{2\alpha})
$$

$$
= \left( \frac{\sqrt{\pi/2}}{(\beta c_\alpha)^{1/2\alpha}} \right)^m 1 \Gamma(m/2\alpha) \alpha \Gamma(m/2) \leq \frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \frac{\Gamma(m/2\alpha)}{\Gamma(m/2)} \leq \frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \frac{\Gamma(m/2\alpha)}{\Gamma(m/2)} \leq \frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \frac{\Gamma(m/2\alpha)}{\Gamma(m/2)}
$$

(9.111)

where \( d_\alpha > 0 \) is a suitable constant also involving \( \sqrt{\pi/2}/c_\alpha^{1/2\alpha} \).

To prove the second equality in the above equation we used the representation of the gamma function: for \( z \in \mathbb{C}, \Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt \). By the substitution \( t = \beta c_\alpha 2^n p^{2\alpha}, \, dp = dt (1/\beta c_\alpha 2^n) t^{(1/\beta c_\alpha 2^n) - 1/2\alpha}, \, p^{m-1} = (t/(\beta c_\alpha 2^n))^{(m-1)/2\alpha}, \) we find

$$
\frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \frac{\Gamma(m/2\alpha)}{\Gamma(m/2)} \leq \frac{2\pi^{m/2}}{\Gamma(\frac{m}{2})} \frac{\Gamma(m/2\alpha)}{\Gamma(m/2)}
$$

(9.112)

where in the last equality we used that \( \int_0^\infty dt \frac{t^{m/2-1}}{\Gamma(m/2)} e^{-t} = \Gamma(m/2\alpha) \).

We can find an analogous result for the integral on \( dq \) in the case \( n \geq 1 \). Multiplying the two results in (9.110) and redefining the constant \( d_\alpha \), we find (9.105).
We will compute separately in the cases $m = 0$ or $n = 0$ the norm $\| K \|_2$ using the definition (9.102). For example, in the case $n = 0$ and $m \neq 0$, we have
\[
\int d\theta |K(\theta, 0)|^2 = \int d\theta \exp(-2\beta|E(\theta)|^\alpha) \leq 2^m \int dp \exp(-2\beta|2p^2 + m|^\alpha) \quad (9.113)
\]
where in the second inequality we performed the change of variables after (9.107) and we used that $\prod_{i=1}^m (1 + p_i^2)^{-1/2} \leq 1$. Using the same argument as before in (9.111), we find
\[
\| K \|_2^2 \leq d_\alpha^m \beta^{-m/2\alpha} \gamma_\alpha(m). \quad (9.114)
\]
Here it enters the requirement that $\gamma_\alpha(0) := 1$ in (9.105): This is in order to match the result of our direct computation above with equation (9.105) in the case $n = 0$ and $m \neq 0$.

Combining the results above we compute estimates on the integral kernels which are more interesting for the example.

**Proposition 9.10.** Let $0 < \alpha < 1$, $m, n \in \mathbb{N}_0$, and $k \leq \min(m, n)$. Let $g : \mathbb{R} \to \mathbb{C}$ be smooth and $c > 0$ such that
\[
\left| \frac{\partial^j g}{\partial p^j}(p) \right| \leq c \exp(|p|^\alpha) \text{ for all } p \in \mathbb{R}, \ 0 \leq j \leq k. \quad (9.115)
\]
Let $K : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{C}$ be defined by
\[
K(\theta, \eta) := \frac{g(E(\theta) - E(\eta))}{\exp(E(\eta)^\alpha)} \prod_{j=1}^k \coth \left( \frac{\theta_j - \eta_j + i0}{2} \right). \quad (9.116)
\]
Then, there are constants $c' > 0$, $d > 0$ (depending on $c$, $\alpha$, and $k$, but not on $m$ or $n$) such that
\[
\| K \|_{m \times n} \leq c'd^{m+n} \sqrt{\gamma_\alpha(m) \gamma_\alpha(n)}. \quad (9.117)
\]
**Proof.** We have from Lemma 9.1 that
\[
\| K \|_{m \times n} = \left\| \frac{g(E(\theta) - E(\eta))}{\exp(E(\eta)^\alpha)} \prod_{j=1}^k \coth \left( \frac{\theta_j - \eta_j + i0}{2} \right) \right\|_{m \times n} \leq (8\pi)^k \sum_{J \subseteq \{1, \ldots, k\}} \| \delta_J K'(\theta^J, \eta) \|_J, \quad (9.118)
\]
where $K'(\theta, \eta) = g(E(\theta) - E(\eta)) \exp(-E(\eta)^\alpha)$.

Using Proposition 9.8 we want to estimate $\delta_J K'$. So, we need to check that $K'$ fulfils the hypothesis (9.73) of the proposition. So, we need to compute an estimate for the following quantity
\[
\frac{\partial^{|J|} K'}{\partial \theta_N} (\theta, \eta) = \frac{\partial^{|J|} g}{\partial \theta_N} (E(\theta) - E(\eta)) \exp(-E(\eta)^\alpha). \quad (9.119)
\]
After computing one by one these derivatives, applying repeatedly the chain rule, $p = E(\theta) - E(\eta)$, $j \in N$,
\[
\frac{\partial K'}{\partial \theta_j} (\theta, \eta) = \frac{\partial p}{\partial \theta_j} \frac{\partial g}{\partial p} (E(\theta) - E(\eta)) \exp(-E(\eta)^\alpha), \quad (9.120)
\]
we find that the partial derivatives of $K'$ are
\[
\frac{\partial^{|J|} K'}{\partial \theta_N} (\theta, \eta) = \left( \prod_{j \in N} \sinh \theta_j \right) \frac{\partial^{|J|} g}{\partial p^{|J|}} (E(\theta) - E(\eta)) \exp(-E(\eta)^\alpha). \quad (9.121)
\]
Using the hypothesis (9.115), we compute the following estimate
\[
|\frac{\partial^{|N|}}{\partial p^{|N|}}(E(\theta) - E(\eta))| \leq c \exp(-|E(\theta) - E(\eta)|^\alpha) \\
\leq c \exp(|E(\theta) - E(\theta^N)|^\alpha) \exp(-c_\alpha |E(\theta^N) - E(\eta)|^\alpha),
\]
where in the second inequality we made use of (9.113) (right inequality): \(|E(\theta) - E(\theta^N) + E(\theta^N) - E(\eta)| \geq c_\alpha |E(\theta^N) - E(\eta)|^\alpha - |E(\theta) - E(\theta^N)|^\alpha\).

Now we compute an estimate for \(|E(\theta) - E(\theta^N)|\); we have
\[
|E(\theta) - E(\theta^N)| = \left| \sum_{j \in N} \cosh \theta_j - \sum_{j \in N} \cosh \eta_j \right| \leq \sum_{j \in N} |\cosh \theta_j - \cosh \eta_j|.
\]

To estimate \(\cosh \theta_j - \cosh \eta_j\), we set \(\epsilon(\eta) := (4 \prod_{i=1}^k \cosh \eta_j)^{-1}\). If we consider the closed interval \(|\theta_j - \eta_j| < \epsilon(\eta)|\), then we can apply the mean value theorem, and we have
\[
|\cosh \theta_j - \cosh \eta_j| = |\sinh \xi| \cdot |\theta_j - \eta_j|
\leq \epsilon(\eta) \sup \{\sinh |\xi| : |\xi - \eta_j| < \epsilon(\eta)\}
\leq \frac{1}{4 \cosh \eta_j} \sup \{\sinh |\xi| : |\xi - \eta_j| < \epsilon(\eta)\}
\leq \frac{1}{4 \cosh \eta_j} \sinh(\epsilon(\eta))
= \frac{1}{4 \cosh \eta_j} (\sinh |\eta_j| \cosh \epsilon(\eta) + \cosh \eta_j \sinh \epsilon(\eta))
= \frac{1}{4} \left( \sinh \frac{|\eta_j|}{\cosh \eta_j} \cosh \epsilon(\eta) + \sinh \epsilon(\eta) \right)
\leq \frac{1}{4} \frac{2 \cosh \epsilon(\eta)}{\frac{1}{2} \cosh \epsilon(\eta)} \approx \frac{1}{2} \leq 1
\]
where in the third inequality we used that \(\prod_{i=1}^k \cosh \eta_i \geq \cosh \eta_j\) and therefore \(\epsilon(\eta) = (4 \prod_{i=1}^k \cosh \eta_j)^{-1} \leq (4 \cosh \eta_j)^{-1}\). In the fourth inequality we used that \(|\xi - |\eta_j| < |\xi - \eta_j| < \epsilon(\eta)|\), which implies \(|\xi| < |\eta_j| + \epsilon(\eta)|\). In the seventh inequality we used that \(\tanh |\eta_j| \leq 1\) and that for small \(\epsilon\), \(\sinh \epsilon(\eta) \leq \cosh \epsilon(\eta)\). In the ninth approximation we used that for small \(\epsilon\), \(\cosh \epsilon \approx 1\).

As a consequence of the equation above and of (9.123), we have for \(N \subset \{1, \ldots, k\}\), and if \(|\theta_j - \eta_j| < \epsilon(\eta)\) for all \(j \in N\), that
\[
|E(\theta) - E(\theta^N)| \leq \sum_{j \in N} |\cosh \theta_j - \cosh \eta_j| \leq \sum_{j \in N} 1 \leq k,
\]
where we used that \(|N| \leq k\).

Inserting (9.125) in (9.122), we get
\[
|\frac{\partial^{|N|}}{\partial p^{|N|}}(E(\theta) - E(\eta))| \leq c \exp(|E(\theta) - E(\theta^N)|^\alpha) \exp(-c_\alpha |E(\theta^N) - E(\eta)|^\alpha) \\
\leq c \exp(k^\alpha) \exp(-c_\alpha |E(\theta^N) - E(\eta)|^\alpha).
\]

(9.126)
Inserting into (9.121), it follows that
\[
\begin{aligned}
\left| \frac{\partial^{|N|} K^r}{\partial \theta_N} (\theta, \eta) \right| & \leq c e^k \prod_{j \in N} \sinh \theta_j \exp(-c_\alpha |E(\theta^N)| - E(\eta)^\alpha) \\
& \leq c (4e)^k \left( \prod_{j=1}^k \cosh \eta_j \right) \exp(-c_\alpha |E(\theta) - E(\eta)| - E(\eta)^\alpha)
\end{aligned}
\] (9.127)

where in the first inequality we used that for \(0 < \alpha < 1, e^{\alpha k} \leq e^k\), and in the second inequality we used that \(\prod_{j \in N} \sinh \theta_j | \leq 4^k \prod_{j=1}^k \cosh \eta_j\). This last inequality follows from a short computation: if \(|\theta - \eta| \leq \epsilon\), then \(|\sinh \theta| \leq |\sinh(\eta + \epsilon)| \leq |\sinh \eta \cosh \epsilon| + |\cosh \eta \sinh \epsilon|\); since \(|\sinh \eta| \leq \cosh \eta\) and since for small \(\epsilon, \cosh \epsilon \leq \cosh 1\) and \(\sinh \epsilon \leq \sinh 1\), then we have \(|\sinh \eta \cosh \epsilon| + |\cosh \eta \sinh \epsilon| \leq \cosh \eta (\cosh 1 + \sinh 1)\). Since \(\cosh 1 + \sinh 1 = e^1 \leq 4\), then \(|\sinh \theta| \leq \cosh \eta (\cosh 1 + \sinh 1) \leq 4 \cosh \eta\).

In view of Prop. 9.8 we call
\[L(\theta, \eta) := c (4e)^k \left( \prod_{j=1}^k \cosh \eta_j \right) \exp(-c_\alpha |E(\theta) - E(\eta)| - E(\eta)^\alpha),\] (9.128)
and from (9.127) we write
\[
\left| \frac{\partial^{|N|} K^r}{\partial \theta_N} (\theta, \eta) \right| \leq L(\theta^N, \eta).
\] (9.129)

With this \(L\), we can fulfill the hypothesis (9.73) of Proposition 9.8.

Hence, we can apply Prop. 9.8 and using (9.74), we have from (9.118),
\[
\|K\|_{m \times n} \leq (8\pi)^k \sum_{J \subseteq \{1, \ldots, k\}} 2^{|J|} \sum_{M \subseteq J} \|\epsilon(\eta)^{-|J|}L(\theta^M, \eta)\|_J \leq (64\pi)^k \sum_{M \subseteq J \subseteq \{1, \ldots, k\}} \|\epsilon(\eta)^{-|J|}L(\theta^M, \eta)\|_J
\] (9.130)

where in the last inequality we used that \(|J| \leq k\).

On the right hand side of the above formula we have
\[
\epsilon(\eta)^{-|J|}L(\theta^M, \eta) = 4c(4e)^k \prod_{j=1}^k (\cosh \eta_j)^{|J|+1} \exp(-c_\alpha |E(\theta^M)| - E(\eta)^\alpha - E(\eta)^\alpha) \\
\leq 4c(4e)^k \prod_{j=1}^k (\cosh \eta_j)^{|J|+1} \exp \left( -\frac{c_k}{2} (\cosh \eta_j)^\alpha \right) \exp \left( -\frac{c_\alpha}{2} |E(\theta^M)| - E(\eta)^\alpha - \frac{1}{2} E(\eta)^\alpha \right).
\] (9.131)

In the second inequality, we have used that \(\frac{1}{2} E(\eta)^\alpha \geq \frac{\epsilon_k}{2} \sum_{j=1}^k \cosh \eta_j\), which can be obtained by repeated application of (9.91).

Also, we split \(\exp(-E(\eta)^\alpha) = \exp(-\frac{1}{2} E(\eta)^\alpha) \exp(-\frac{1}{2} E(\eta)^\alpha)\); finally, we used that \(E(\theta^M) - E(\eta) = E(\hat{\theta}) - E(\hat{\eta})\), where \(\theta, \eta\) denote the variables \(\theta_j, \eta_j\) with \(j \in M\) or \(j > k\).
Clearly, $4e \cosh^{|J|+1} \eta_j \exp\left(-\frac{c_k}{2} \cosh^a \eta_j\right)$ is bounded by a constant, that we call $c'$; the constant $c'$ might depend on $k$; we have $c' = 1$ for $k = 0$.

We compute the following estimate for the last factor $\exp\left(-\frac{1}{2} E(\eta)^\alpha\right)$ in the last line of (9.131). We split $E(\eta) = E(\hat{\eta}) + E(\tilde{\eta})$. Using (9.91), we find
\[
E(\eta)^\alpha \geq c_\alpha E(\hat{\eta})^\alpha + c_\alpha E(\tilde{\eta})^\alpha,
\] (9.132)
where $\hat{\eta}$ are the remaining components of $\eta$. Therefore, we have
\[
\exp\left(-\frac{1}{2} E(\eta)^\alpha\right) \leq -\frac{c_\alpha}{2} E(\hat{\eta})^\alpha - \frac{c_\alpha}{2} E(\tilde{\eta})^\alpha.
\] (9.133)
Inserting this into (9.131), we find
\[
\epsilon(\eta)^{-|J|} L(\theta^M, \eta) \leq c' \exp \left(-\frac{c_\alpha}{2} |E(\hat{\theta}) - E(\hat{\eta})|^\alpha - \frac{c_\alpha}{2} E(\tilde{\eta})^\alpha\right) \exp\left(-\frac{c_\alpha}{2} E(\tilde{\eta})^\alpha\right).
\] (9.134)
Taking the supremum over $\eta_j$, $j \in J^c$, affects only the last factor; we obtain
\[
\sup_{\eta_j \in J^c} \epsilon(\eta)^{-|J|} L(\theta^M, \eta) \leq c' \exp \left(-\frac{c_\alpha}{2} |E(\hat{\theta}) - E(\hat{\eta})|^\alpha - \frac{c_\alpha}{2} E(\tilde{\eta})^\alpha\right) \exp\left(-\frac{c_\alpha}{2} E(\tilde{\eta})^\alpha\right),
\] (9.135)
where $\tilde{\eta}$ denotes the variables $\eta_j$, $j \in J$ or $j > k$.

Now we apply Lemma 9.9 once in the $\hat{\theta}$, $\hat{\eta}$ variables, and once in $\tilde{\eta}$ (with no corresponding $\theta$’s). Considering that we have $m - k + |M|$ variables $\hat{\theta}$, $n - k + |M|$ variables $\hat{\eta}$, $n - (n - (k - |M|)) = k - |M|$ variables $\tilde{\eta}$ and $k - |M| - (k - |M|) = |J| - |M|$ variables $\tilde{\eta}$, we find
\[
\|\epsilon(\eta)^{-|J|} L(\theta^M, \eta)\|_2^2 \leq (c''m + n) \gamma_\alpha(m - k + |M|) \gamma_\alpha(n - k + |M|) \gamma_\alpha(|J| - |M|),
\] (9.136)
where $c''$ is some constant which also include the constants $c'$, $c_\alpha$, $d_\alpha$ to some power $m + n$ (from Lemma 9.9).

We use monotonicity of $\gamma_\alpha$: $\gamma_\alpha(m - (k - |M|)) \leq \gamma_\alpha(m)$, $\gamma_\alpha(n - (|J| - |M|)) \leq \gamma_\alpha(n)$, and $\gamma_\alpha(|J| - |M|) \leq \gamma_\alpha(k)$. We absorb this $\gamma_\alpha(k)$ into the constant $c''$ (which might depend on $k$):
\[
\|\epsilon(\eta)^{-|J|} L(\theta^M, \eta)\|_2^2 \leq (c'''m + n) \gamma_\alpha(m) \gamma_\alpha(n).
\] (9.137)
Inserting this into (9.130), we find
\[
\|K\|_{m \times n} \leq (64\pi)^k \sum_{M \subseteq J \subseteq \{1, \ldots, k\}} (c''')^{(m+n)/2} \sqrt{\gamma_\alpha(m) \gamma_\alpha(n)} \left( \sum_{M \subseteq J \subseteq \{1, \ldots, k\}} 1 \right)
\leq (64\pi)^k (c''')^{(m+n)/2} \sqrt{\gamma_\alpha(m) \gamma_\alpha(n)} \leq (64\pi)^k (c''')^{(m+n)/2} \gamma_\alpha(m) \gamma_\alpha(n) 2^k 2^{|J|}
\leq (64\pi)^k (c''')^{(m+n)/2} \gamma_\alpha(m) \gamma_\alpha(n) 2^k 2^k 2^{|J|}
\leq c' d^{m+n} \sqrt{\gamma_\alpha(m) \gamma_\alpha(n)},
\] (9.138)
where in the second equality we used that $\sum_{M \subseteq J \subseteq \{1, \ldots, k\}} 1 = 2^k 2^{|J|}$, and in the fourth inequality that $|J| \leq k$. The constants $c'$, $d$ might depend on $k$, but not on $m, n$. Hence, we find our result (9.117).
Now we come back to our example of local operators, given by the family of functions $F_{2k+1}$ defined in (9.21). We define

$$f_{mn}(\theta, \eta) := F_{m+n}(\theta, \eta + i\pi - i0)$$

(9.139)

with $\theta \in \mathbb{R}^m$, $\eta \in \mathbb{R}^n$, $m + n$ odd.

As for the function $g$ that appears in the definition of $F_{2k+1}$, we assume that its Fourier transform $\tilde{g}(\mu)$ fulfils the bounds in Eq. (9.115).

**Proposition 9.11.** Let $f_{mn}$ be as in (9.139), and $\omega(p) = p^6$. Then, $\|f_{mn}\|_{m \times n}^\omega < \infty$ for all $m, n$. If further Conjecture [9.3] is true, then there are constants $c, d > 0$, depending on $n, \alpha$ but not on $m$, such that

$$\|f_{mn}(\theta, \eta)\|_{m \times n}^\omega + \|f_{mn}(\theta, \eta)\|_{n \times m}^\omega \leq c d^m \sqrt{\gamma_\alpha(m)}.$$  

(9.140)

**Proof.** Recall from (9.31) and (9.24) that

$$f_{mn}(\theta, \eta) = \tilde{g}(\mu E(\theta) - \mu E(\eta)) \sum_{P \in \mathcal{P}_{m+n}} \text{sign } P \prod_{(p,q) \in P} \tanh \left( \frac{\zeta_p - \zeta_q}{2} \right),$$

(9.141)

where $\zeta_j = \theta_j$ for $j \leq m$, and $\zeta_j = \eta_j - m + i\pi$ for $j > m$. We reorganize the sum over pairings $P$ in the following way: First we consider the number $\ell$ of pairs which contain one $\theta_i$ and one $\eta_j$, and we sum over $0 \leq \ell \leq \min(m, n)$; then we sum over all the possible corresponding pairs at fixed $\ell$; finally we sum over all other pairings of $\theta_i$ with $\theta_j$ and $\eta_j$ with $\eta_j$. In this way, for every choice of such pairs $(p_1, q_1), \ldots, (p_\ell, q_\ell)$, there is a $\beta(p_1, q_1), \ldots, (p_\ell, q_\ell) \in \{+1, -1\}$, such that:

$$f_{mn}(\theta, \eta) = \tilde{g}(\mu E(\theta) - \mu E(\eta)) \sum_{\ell=0}^{\min(m, n)} \sum_{(p_1, q_1), \ldots, (p_\ell, q_\ell)} \beta(p_1, q_1), \ldots, (p_\ell, q_\ell)$$

$$\times \left( \prod_{j=1}^{\ell} \coth \left( \frac{\theta_{p_j} - \eta_{q_j} + i0}{2} \right) \right) T_{m-\ell}(\hat{\theta}) T_{n-\ell}(\hat{\eta}).$$

(9.142)

Here, $\hat{\theta}$ denotes all $\theta_j$ with $j$ not in the list $p_1, \ldots, p_\ell$, and $\hat{\eta}$ denotes all $\eta_j$ with $j$ not in the list $q_1, \ldots, q_\ell$.

To find such $\beta$, we can write the permutation in Eq. (9.23) as the composition of three permutations given for $k$ even by:

$$\sigma_1 = \left( \begin{array}{cccccccc} 1 & \cdots & 2k \\ 1, \ldots, m & m + 1, \ldots, m + n & p_1, q_1 \ldots p_\ell, q_\ell \end{array} \right),$$

(9.143)

$$\sigma_2 = \left( \begin{array}{cccccccc} 1, \ldots, m \\ p_1', p_1'' \ldots \ p_{m-\ell}', p_{m-\ell}'' \ \\ p_1', p_1'' \ldots \ p_{m-\ell}', p_{m-\ell}'' \ \\ m + 1, \ldots, m + n & p_1, q_1 \ldots p_\ell, q_\ell \end{array} \right),$$

(9.144)

$$\sigma_3 = \left( \begin{array}{cccccccc} p_1', p_1'' \ldots \ p_{m-\ell}', p_{m-\ell}'' \\ p_1', p_1'' \ldots \ p_{m-\ell}', p_{m-\ell}'' \\ q_1', q_1'' \ldots \ q_{n-\ell}', q_{n-\ell}'' \\ q_1', q_1'' \ldots \ q_{n-\ell}', q_{n-\ell}'' \ \\ m + 1, \ldots, m + n & p_1, q_1 \ldots p_\ell, q_\ell \end{array} \right).$$

(9.145)

Note that the pairing $P$ is given by the last line of (9.145). Then sign $P$ is therefore the product

$$\text{sign } P = \text{sign } \sigma_1 \cdot \text{sign } \sigma_2 \cdot \text{sign } \sigma_3$$

(9.146)

where sign $\sigma_1 = \beta$, sign $\sigma_2$ and sign $\sigma_3$ form the respective signum terms in $T_{m-\ell}$ and $T_{n-\ell}$, see (9.24). The case $k$ odd can be treated similarly.
We consider one term in the sum (9.142), multiplied with the exponential \(\exp(-E(\eta)\alpha)\):

\[
f(\theta, \eta) := \hat{g}(\mu E(\theta) - \mu E(\eta)) \left( \prod_{j=1}^{\ell} \coth \frac{\theta_j - \eta_j + i\theta}{2} \right) T_{m-\ell}(\theta) T_{n-\ell}(\eta) \exp(-E(\eta)\alpha).
\]

(9.147)

We want to estimate the norm \(\|f\|_{m\times n}\). The functions \(T_{m-\ell}\) and \(T_{n-\ell}\) are bounded and therefore Prop. 9.10 yields that \(\|f\|_{m\times n} < \infty\) and hence \(\|f_{mn}\|_{m\times n} < \infty\). If the Conjecture 9.3 is true, then we have that \(\|T_{m-\ell}\|_{\infty} \leq 1\) and \(\|T_{n-\ell}\|_{\infty} \leq 1\). Applying Proposition 9.10 we have that \(\|f\|_{m\times n} \leq c d^{m} \gamma_{\alpha}(m)^{1/2}\), where \(d\) and \(\gamma_{\alpha}(m)^{1/2}\) are absorbed into the constants \(c, d\), that therefore might depend on \(n, k\) and \(\alpha\).

We note that every term of the sum (9.142) is of the form (9.147), except for renumbering of the variables and \(\pm\) signs. So we can apply the same estimate to each of this terms. We need only to count the number of summands in (9.142); this can be estimated in the following way: we need to multiply the number \(\binom{m}{\ell}\) of possibilities of setting \(\ell\) indices within \(m\), with the number \(\binom{n}{\ell}\) of possibilities of setting \(\ell\) indices within \(n\), and with the number \(\ell!\) of possible exchanges of the pairs. So, there are at most \(\binom{m}{\ell}\binom{n}{\ell}\ell! \leq 2^{m+n}\ell!\) different choices of pairs \((p_1, q_1), \ldots, (p_{\ell}, q_{\ell})\); and \(\ell\) takes at most \(\ell + 1 \leq \min(m, n) + 1 \leq n + 1\) values.

Therefore, we have to multiply the estimate discussed above with such number. We absorb \(2 \cdot 2^{\alpha}k!\) into some other constants \(c', d'\) that hence might depend on \(n, k\) and \(\alpha\) (but not on \(m\)), we find

\[
\|f_{mn}(\theta, \eta) \exp(-E(\eta)\alpha)\|_{m\times n} \leq c' (d')^m \sqrt{\gamma_{\alpha}(m)}.
\]

(9.148)

In analogous way, we get

\[
\|f_{mn}(\theta, \eta) \exp(-E(\theta)\alpha)\|_{m\times n} \leq c'' (d'')^m \sqrt{\gamma_{\alpha}(m)}.
\]

(9.149)

Recalling the definition (2.57), this gives the result in Prop. 9.11

\[\square\]

Using our results of Sec. 9.2.1 and Proposition 9.11 we can now prove the following corollary:

**Corollary 9.12.** A is \(\omega\)-local in \(O_r\).

**Proof.** By Proposition 9.11 we have that the functions \(F_{2k+1}\) satisfy the condition \([F5]\) with the indicatrix \(\omega(p)\) given by \(\omega(p) = p^\alpha\), \(0 < \alpha < 1\).

We have also shown in Sec. 9.2.1 that the functions \(F_{2k+1}\) satisfy the conditions \([F1] [F2] [F3] [F4] [F6]\) of the theorem. Hence, by Theorem 5.2(iii) A is \(\omega\)-local in \(O_r\).

\[\square\]

Due to Prop. 3.7 we have from Prop. 9.11 that \(A = \sum m!n! f_{mn}(\theta, \eta) z^{\gamma_m(\theta)} z^{\gamma_n(\eta)}\) is a well defined quadratic form in \(Q^\omega\). Moreover, applying Prop. 4.5 we can also show that A extends to a closable operator affiliated with \(A(O_r)\), as the following theorem shows:

**Theorem 9.13.** Let \(1/3 < \alpha < 1\). Suppose that Conjecture 9.3 is true. With \(f_{mn}\) as above, the quadratic form

\[
A = \sum_{m,n=0}^{\infty} \int \frac{d\theta d\eta}{m!n!} f_{mn}(\theta, \eta) z^{\gamma_m(\theta)} z^{\gamma_n(\eta)}
\]

(9.150)

extends to a closed operator which is affiliated with \(A(O_r)\).

\[\text{In the case where } \omega \text{ grows slower, for example polynomially, this result does not seems to be true any more.}\]
Proof. We want to show that the following series converges by using the estimate that we computed in Prop. 9.11:

\[
\sum_{m=0}^{\infty} \frac{2^{m/2}}{\sqrt{m!}} \left( \|f_{mn}\|^\omega_{m \times n} + \|f_{nm}\|^\omega_{n \times m} \right) \leq c \sum_{m=0}^{\infty} \left( \sqrt{2d} \right)^m \left( \frac{\gamma_\alpha(m)}{m!} \right)^{1/2}.
\] (9.151)

Using that \((n \in \mathbb{N}) \Gamma(n) = (n-1)!\) and the Stirling’s approximation, \(n! \sim \sqrt{2\pi n} \left( \frac{n}{e} \right)^n\), we find for large \(m\),

\[
\frac{\gamma_\alpha(m)}{m!} = \frac{\Gamma(m/2\alpha)}{\alpha m! \Gamma(m/2)} = \frac{(\frac{m}{2\alpha} - 1)!}{\alpha m! \left( \frac{m}{2} - 1 \right)!} \sim \frac{1}{\alpha \sqrt{2\pi m \left( \frac{2}{\alpha} \right)}} \left( \sqrt{2\pi m/2 \left( \frac{m}{2\alpha} - 1 \right)} e^{-m/2} \right)^{m/2} \sim \frac{1}{\sqrt{2\pi m \alpha}} \left( \sqrt{2} e^{i/2} \left( 2e^{-i/2} \right)^{m \frac{m}{2}(1/\alpha - 3/2)} \right). \] (9.152)

In the case \(\alpha > 1/3\), we have that the right hand side of (9.151) converges by application of the quotient criterion. Therefore we can apply Prop. 4.5 and find that \(A\) is closable; since moreover we have shown that \(A\) is \(\omega\)-local (see the remark after Eq. (9.149)), we can apply Prop. 4.4(iii) and conclude that the closure is affiliated with \(A(O_r)\). \qed

9.3 Local observables for general \(S\)

We will indicate in this section how the construction of local operators discussed in Sec. 9.1 and Sec. 9.2 for \(S = -1\), see Eq. (9.21), can be generalized to general \(S\) matrices. In order to maintain the comparison with the case \(S = -1\), we will restrict to the case \(S(0) = -1\) rather than \(S(0) = +1\).

Note that in the general case we do not expect “Buchholz-Summers” type of operators because the recursion relations force the family of functions \(F_k\) to be infinite. The main building block of (9.21) is the function

\[H_{-1}(\zeta) := \tanh \frac{\zeta}{2},\] (9.153)

which has the properties

\[H_{-1}(-\zeta) = -H_{-1}(-\zeta), \quad H_{-1}(\zeta + 2i\pi) = H_{-1}(\zeta), \quad \text{res}_{\zeta=-i\pi} H_{-1}(\zeta) = 2.\] (9.154)

We propose to replace this with the \(S\)-dependent variant

\[H_S(\zeta) = \frac{e^{\zeta/2} + S(-\zeta)e^{-\zeta/2}}{e^{\zeta/2} + e^{-\zeta/2}},\] (9.155)

which has the properties \((S(i\pi) = S(0) = -1)\)

\[H_S(-\zeta) = S(+\zeta)H_S(\zeta), \quad H_S(\zeta + 2i\pi) = H_S(\zeta), \quad \text{res}_{\zeta=-i\pi} H_S(\zeta) = \left( e^{-i\pi/2} + S(+i\pi)e^{i\pi/2} \right) \text{res}_{\zeta=-i\pi} \frac{1}{e^{\zeta/2} + e^{-\zeta/2}} = 2.\] (9.156)
Then we consider
\[
T_{S,2k+1}(\zeta) := \frac{1}{2k+1!} \sum_{\sigma \in \mathfrak{S}_{2k+1}} S^\sigma(\zeta) H_S(\zeta_{\sigma(2j-1)} - \zeta_{\sigma(2j)}).
\] (9.157)

This function, according to Eq. (9.156), is $2\pi i$-periodic in each variable and $S$-symmetric (by construction). Similarly to the case $S = -1$, see Sec. 9.2.1, we can rewrite $T_{S,2k+1}$ in the following way:
\[
T_{S,2k+1}(\zeta) = \frac{1}{k!} \sum_{P \in \mathcal{P}_{2k+1}^{\text{ordered}}} S^P(\zeta) \prod_{(\ell,r) \in P} H_S(\zeta_\ell - \zeta_r).
\] (9.158)

Here $\mathcal{P}_{2k+1}^{\text{ordered}}$ denotes the set of all \textit{ordered} pairings of $2k+1$ indices and $S^P$ is the factor $S^\sigma$ for the permutation $\sigma$ corresponding to $P$ by Eq. (9.23). We have the following lemma:

\textbf{Lemma 9.14.} $T_{S,2k+1}$ has the residua
\[
\text{res}_{\zeta_2 - \zeta_1 = i\pi} T_{S,2k+1}(\zeta) = -2 \left( \prod_{q=m}^n (\zeta_q - \zeta_m) \right) T_{S,2k-1}(\hat{\zeta}).
\] (9.159)

\textit{Proof.} To prove this, we first compute the residue of $T_{S,2k+1}$ at $\zeta_2 - \zeta_1 = i\pi$:
\[
\text{res}_{\zeta_2 - \zeta_1 = i\pi} T_{S,2k+1}(\zeta) = \frac{1}{k!} \sum_{P \in \mathcal{P}_{2k+1}^{\text{ordered}}} S^P(\zeta) \text{res}_{\zeta_2 - \zeta_1 = i\pi} H_S(\zeta_1 - \zeta_2) \prod_{(\ell,r) \in P'} H_S(\zeta_\ell - \zeta_\ell),
\] (9.160)

where $P'$ denotes the pairing $P$ with the pair $(1,2)$ left out.

We consider the permutation
\[
\sigma_P = \begin{pmatrix} 1 & 2 & \ldots & 2k+1 \\ 1 & 2 & \ell_1 & r_1 & \ell_2 & r_2 & \ldots & \ell_{m-1} & r_{m-1} & 2k+1 \end{pmatrix}.
\] (9.161)

We call the permutation from the first to the second line $\sigma_P'$, and the permutation from the second to the third line $\tau$. We have $\sigma_P = \sigma_P' \circ \tau$ and, correspondingly, $S^{\sigma_P'}(\zeta) = S^{\sigma_P'}(\zeta') S^\tau(\zeta^{\sigma_P'}) = S^{\sigma_P'}(\hat{\zeta}) S^\tau(\zeta^{\sigma_P'})$. Note that $S^\tau(\zeta^{\sigma_P'}) = 1$ on the hypersurface $\zeta_2 - \zeta_1 = i\pi$. We have $S^P(\zeta) = S^{\sigma_P'}(\zeta)$ and $S^{P'}(\zeta) = S^{\sigma_P'}(\hat{\zeta})$. Further, we note that the sum over $P$ contains every $P'$ exactly $k$ times. Therefore after renumbering the components of $\zeta$, we can change the sum to $\sum_{P \in \mathcal{P}_{2k+1}^{\text{ordered}}} = k \sum_{P' \in \mathcal{P}_{2k-1}^{\text{ordered}}}$. Hence, we arrive at
\[
\text{res}_{\zeta_2 - \zeta_1 = i\pi} T_{S,2k+1}(\zeta) = \frac{-2}{(k-1)!} \sum_{P' \in \mathcal{P}_{2k-1}^{\text{ordered}}} S^{P'}(\hat{\zeta}) \prod_{(\ell,r) \in P'} H_S(\zeta_\ell - \zeta_r) = -2T_{S,2k-1}(\hat{\zeta}).
\] (9.162)
9.3. LOCAL OBSERVABLES FOR GENERAL $S$

For the residue at $\zeta_n - \zeta_m = i\pi$ ($m < n$) we find, using $S$-symmetry,

$$\text{res}_{\zeta_n - \zeta_m = i\pi} T_{S,2k+1}(\zeta) = \text{res}_{\zeta_n - \zeta_m = i\pi} \prod_{i=1}^{m-1} S(\zeta_m - \zeta_i) \prod_{q=1}^{n-1} S(\zeta_n - \zeta_q) T_{S,2k+1}(\zeta_m, \zeta_n, \hat{\zeta})$$

$$= \left( \prod_{i=1}^{m-1} S(\zeta_m - \zeta_i) \prod_{q=1}^{n-1} S(\zeta_n - \zeta_q) \right)_{\zeta_n - \zeta_m = i\pi} \cdot \text{res}_{\zeta_n - \zeta_m = i\pi} T_{S,2k+1}(\zeta_m, \zeta_n, \hat{\zeta})$$

$$= -2 \left( \prod_{q=m}^{n} S(\zeta_q - \zeta_m) \right) T_{S,2k-1}(\hat{\zeta}). \quad (9.163)$$

$T_{S,2k+1}$ is however not $S$-periodic. We propose to fix this problem with an extra factor $M_{S,2k+1}$ which fulfills the following properties:

$$M_{S,2k+1}(\zeta^\sigma) = M_{S,2k+1}(\zeta), \quad (9.164)$$

$$M_{S,2k+1}(\zeta + 2\pi i e^{(j)}) = \left( \prod_{i \neq j} S(\zeta_i - \zeta_j) \right) M_{S,2k+1}(\zeta), \quad (9.165)$$

$$M_{S,2k+1}(\zeta)_{\zeta_n - \zeta_m = i\pi} = M_{S,2k-1}(\hat{\zeta}) \cdot \frac{1}{2} \left( 1 - \prod_{j=1}^{2k+1} S(\zeta_m - \zeta_j) \right) \quad (9.166)$$

for all $\sigma \in G_{2k+1}$ and all $\zeta$.

We will make a remark on the existence of such functions below. Given $M_{S,2k+1}(\zeta)$ with the above properties, we can set with a suitable localized test function $g$,

$$F_{2k+1}(\zeta) = \frac{1}{(2\pi i)^k} M_{S,2k+1}(\zeta) T_{S,2k+1}(\zeta) \tilde{g}(\mu E(\zeta)), \quad (9.167)$$

and this will fulfill all conditions [(F1)] [(F2)] [(F3)] [(F4)]. In particular, we find

$$\text{res}_{\zeta_n - \zeta_m = i\pi} F_{2k+1}(\zeta) = \frac{1}{(2\pi i)^k} M_{S,2k-1}(\hat{\zeta}) \frac{1}{2} \left( 1 - \prod_{p=1}^{2k+1} S(\zeta_m - \zeta_p) \right) \tilde{g}(\mu E(\hat{\zeta})) \times$$

$$\times (-2) \left( \prod_{q=m}^{n} S(\zeta_q - \zeta_m) \right) T_{S,2k-1}(\hat{\zeta})$$

$$= -\frac{1}{2\pi i} \left( \prod_{q=m}^{n} S(\zeta_q - \zeta_m) \right) \left( 1 - \prod_{p=1}^{2k+1} S(\zeta_m - \zeta_p) \right) F_{2k-1}(\hat{\zeta}). \quad (9.168)$$

Regarding the functions $M_{S,2k+1}$, it would of course be important to construct them explicitly, but we have not found an explicit solution yet. Nevertheless, we can show that such functions exist and therefore that the conditions [9.164]–[9.166] are compatible. Namely, using the results of Lechner [Lec08] and our characterization theorem, Thm. 5.3, we know for a large class of functions $S$ that there exist functions $F_{2k+1}^{\text{Lechner}}$ which fulfill all conditions (F). Given these, we set

$$M_{S,2k+1}(\zeta) := (2\pi i)^k \frac{F_{2k+1}^{\text{Lechner}}(\zeta)}{T_{S,2k+1}(\zeta)}. \quad (9.169)$$
Since the poles of the numerator and of the denominator cancel, and since they are both $S$-symmetric, these $M_{2k+1}$ will have the properties (9.164)–(9.166). Of course, this does not solve completely the construction problem, but it shows that our approach is consistent.

However the main challenge in constructing interacting operators for general $S$ is in verifying the various bounds conditions.

The bounds (F6) should be easy to verify with similar methods as in Sec. 9.2, since they essentially depend on the growth of $\tilde{g}$ except for slower growing terms.

More difficult is verifying the bounds (F5), i.e. the question whether

$$\| F_{2k+1}(\theta, \eta + i\pi) \|_{m \times n} < \infty, \quad (9.170)$$

and even more whether the summability conditions of Prop. 4.6 are fulfilled. To that end, the estimates of Sec. 9.2.2 need to be generalized and improved. In particular, these are more difficult to show than the hypothesis of Prop. 4.5 which we used for the case $S = -1$; the extra condition (4.5) needs to be taken into account. In other words, one needs to track the dependence of the constant $c'$ on $k$ in Prop. 9.10 well enough to prove summability, which requires a big improvement.
Chapter 10
Conclusions and outlook

We have established existence and uniqueness of the series expansion (1.4) for any quadratic form $A$ in two-dimensional factorizing scattering models. We have given an explicit expression for the expansion coefficients $f_{m,n}^{A}$ in terms of matrix elements of $A$, and analysed their properties (independent of locality) with respect to spacetime symmetry transformation of $A$: of particular interest are the spacetime reflections, which also play an important role in the study of local observables in bounded regions, see Sec 8.6. We discussed how to generalize the expression (1.3) for the expansion coefficients in terms of a string of nested commutators, valid in the free field theory, to the factorizing scattering models described by [GL07], by defining a “deformed commutator” with the notion of warped convolution [BLS11].

We investigated the necessary and sufficient conditions on the coefficients $f_{m,n}^{A}$ that make a quadratic form $A$ of a certain “regularity class” $\omega$-local in a bounded spacetime region (see definitions in Sections 2.6 and 4.1). These are in particular analyticity properties of the coefficients $f_{m,n}^{A}$, and bounds for their analytic continuation.

Extra conditions on the summability of certain $\omega$-norms of $f_{m,n}^{A}$ (see Sec. 2.7 for definitions) will imply the extension of the quadratic form to a closed, possibly unbounded, operator.

Further, we showed that a family of functions $F_{k}$ which satisfies the conditions Def. 5.3 for the characterization of the $\omega$-local quadratic forms, and the condition of Prop. 4.5 for the extension of the quadratic form to a closed operator, inserted in (5.4), yields an operator affiliated with the local algebra of bounded operators, see Prop. 4.4.

Finally, we used these conditions to construct concrete examples of local observables in the case $S = -1$ in Chapter 9.

This construction applies to two dimensional scattering models with particle spectrum described by one kind of particle, scalar, massive and without charge. However, one can generalize it to models with a richer particle spectrum, see for example [LS12]. This would give a more formal complication to the general setting, for example the scattering function would be a matrix-valued function, rather than scalar-valued; but the expansion (1.4) and the characterization of locality of $A$ in terms of properties of the expansion coefficients would remain essentially the same.

We have shown that the expansion (1.4) is related to the deformation methods applied in quantum field theory, and in particular to the notion of warped convolution, see for example [GL07, Lec12, BS08, BLS11]. These methods can be applied to any theories with arbitrary spacetime dimensions with the purpose of constructing interacting models of Buchholz-Summers type [BS08, BLS11]. This would suggest the possibility to generalize the expansion (1.4) and our analysis to arbitrary spacetime dimensions using techniques of Appendix A. On a formal level, we would get an expansion in a basis
which depends on a deformation parameter $Q$. However, in higher dimensions there is a much larger choice for $Q$ with each $Q$ corresponding to a wedge-region in Minkowski space. One could think to follow the same characterization programme as for $1 + 1$ dimensional models in theories with higher spacetime dimensions. In higher dimensions double cones are intersection of more than two, in fact infinitely many, wedges, and each of these wedge localizations would give an analyticity condition on the coefficients $f_{m,n}^{[A]}$ with details to be determined. However, in line with the expectations of the authors [BS07, BLS11], one will possibly find that these conditions on the holomorphic functions are so strong that they are fulfilled only by constant functions, and therefore the set of local observables contains only multiples of the identity operator. This may lead to a no-go theorem in the class of models described by [BLS11].

The expansion (1.4) is not only useful for the characterization of local operators in two dimensional factorizing scattering models, but also to analyse the pointlike field structure of these theories, using techniques as in [Bos05]. Here one would consider the expansion (1.4) and write the coefficient functions $f_{m,n}^{[A]}$ in a series expansion which is adapted to the short distance limit:

$$f_{m,n}^{[A]}(\theta, \eta) = \sum_{k=0}^{\infty} c_{kmn}^{[A]} g_{mnk}(\theta, \eta).$$  \hspace{1cm} (10.1)

In the free field case, this is a Taylor expansion in momentum variables and the $g_{mnk}$ are polynomials in momentum components, or, in other words, hyperbolic polynomials in rapidity space.

In the factorizing scattering models, $g_{mnk}$ need to be chosen so that they fulfil conditions similar to Def. 5.3 for radius $r = 0$, details regarding the bounds need to be determined: $3 + 1$ dimensional free field theory can serve as a guidance, since the $g_{mnk}$ are explicitly known there [Bos05 BDM10]. In the case $S = -1$, an example of one basis element can be found from Sec. 9.2 by formally setting $\tilde{g} = 1$:

$$h_{2l+1}(\zeta) = \frac{1}{(4\pi i)^{\ell}} \sum_{\sigma \in S_{2l+1}} \text{sign} \sigma \prod_{j=1}^{\ell} \tanh \frac{\zeta_{j} (2j-1) - \zeta_{j} (2j+1)}{2}, \quad \ell \in \mathbb{N}_{0}, \hspace{1cm} (10.2)$$

and setting

$$g_{mn,1}(\theta, \eta) = \begin{cases} h_{m+n}(\theta, \eta + i\pi) & \text{if } m + n \text{ is odd}, \\ 0 & \text{if } m + n \text{ is even}. \end{cases} \hspace{1cm} (10.3)$$

Inserting (10.1) in the expansion (1.4), one finds

$$A = \sum_{m,n,k} \frac{1}{m!n!} c_{kmn}^{[A]} \int d\theta d\eta g_{mnk}(\theta, \eta) z^{m}(\theta) z^{n}(\eta). \hspace{1cm} (10.4)$$

After reorganizing the sum and the terms in the expression above, one should arrive at an expansion of the form

$$A = \sum_{\ell,k} c_{\ell,k}^{[A]} \phi_{\ell,k}(0). \hspace{1cm} (10.5)$$

Here $\phi_{\ell,k}$ are pointlike localized objects at the origin as a consequence of the analyticity conditions fulfilled by $g_{mnk}$. Note also that $\phi_{\ell,k}$ are independent of $A$.

In this way, one would be able to determine all the interacting pointlike fields of the theory, and would have shown that every operator $A$ can be expanded in their terms. In this sense, all the local observables would be known up to approximation.
Further, note that we can apply the expansion (1.4) only to theories where the scattering function $S$ has no poles on the physical strip; in particular, the results of Lechner [Lec08] are valid only in this situation. However, the operator expansion as such (Thm. 3.8) does not require an analytic continuation of $S$, and therefore can in principle be extended beyond theories where the scattering function is restricted by this condition. For these theories, on the other hand, the Hilbert space as defined in Sec. 2.4 is not suitable to allow local operators. So, the Hilbert space needs to be extended in order to include extra states, so called “bound states”, and Thm. 3.8 needs to be generalized to this extended Hilbert space.

Certainly, an important task in our programme would be to exhibit a concrete example of local operator for a general scattering function $S$. We have presented in Chapter 9 an approach for finding functions $F_k$ which might yield an example of this type, without having verified all the conditions (F) established in Def. 5.3 and Prop. 4.5. These $F_k$ are derived as a natural generalization of the examples for $S = -1$ discussed in Chapter 9. A further significant step would be to complete the proof of the conditions (F) and to show closability in the general case.

Finally, we would like to emphasize one important message of this thesis: namely that the examples in Chapter 9 suggest that the expansion Eq. (1.4) in terms of wedge-local objects is more efficient than in terms of local asymptotic free fields (the usual form factor program); in our examples bounds on the coefficients can be exploited to ensure convergence of the expansion series and to establish $(\omega)$-locality, avoiding uncontrolled infinite sums as in usual FFP.
Appendix A

Warped convolution

In the free field theory, corresponding to the case $S = 1$, and where the Zamolodchikov operators $z^\dagger$ and $z$ are the usual Bose annihilation and creation operators $a^\dagger$ and $a$, we can express explicitly the coefficients $f_{m,n}^{[A]}$ of the Araki expansion in terms of a string of nested commutators, namely as:

$$f_{m,n}^{[A]}(\theta, \eta) = \langle \Omega, [\ldots [a(\theta_1), [\ldots [a(\theta_m), A], a^\dagger(\eta_n)]\ldots], a^\dagger(\eta_1)]\Omega \rangle. \quad (A.1)$$

We can verify this formula by direct computation in the case $A = a^{m'n'}a^{n'}(f)$, by using repeatedly the relations of the CCR algebra. Then, we have that this formula holds for all quadratic forms $A$ by expressing the quadratic forms with the Araki expansion and by using linearity.

We can extend this kind of formula (A.1) to other examples. For example, in the case of the Ising model, corresponding to the case $S = -1$, and where the Zamolodchikov creation and annihilation operators fulfil the CAR algebra, we can define a graded commutator $[\cdot, \cdot]_g$; note that the graded commutator between even operators is equal to the commutator and between odd operators is equal to the anticommutator (where even and odd operators are defined with respect to the adjoint action of $(-1)^N$). Then, using this graded commutator, we can write the Araki coefficients in analogous way as in (A.1), using the following formula:

$$f_{m,n}^{[A]}(\theta, \eta) = \langle \Omega, [\ldots [z(\theta_1), [\ldots [z(\theta_m), A]_g, z^\dagger(\eta_n)]_g\ldots], z^\dagger(\eta_1)]_g\Omega \rangle, \quad (A.2)$$

As before, we can prove this formula by computing explicitly the commutators in the case $A = z^{m'n'}z^{n'}(f)$, using repeatedly the relations of the CAR algebra. Then, we can extend this formula to all quadratic forms $A$ by using the Araki expansion and by using linearity.

We would like to generalize this kind of expressions for the Araki coefficients to more general models. Here we will try to make this generalization to the family of models obtained by Buchholz, Summers and Lechner in [BS08, BLS11], using the warped convolution construction.

In this construction, one starts from a given quantum field theory and deforms the algebras of observables, and in this way constructs a new theory. This deformation uses as a deformation parameter a skew symmetric matrix $Q$; this deformation is equivalent to a Rieffel deformation [Rie93] with respect to the action of the translation group (see [BLS11, Lemma 2.1(i),Eq. (2.2)]); moreover, we can alternatively interpret the deformed theory in terms of a quantum field theory on noncommutative space-time [GL07]. Buchholz, Summers and Lechner in [BLS11] wanted to apply this deformation to a general and possibly interacting quantum field theory, in particular in 2+1 and in
more space-time dimensions. However, in our case, we start from a 1+1 dimensional free field theory. Then we know from [GL07] that the deformed theory that one obtains is equivalent to an integrable model with a certain simple type of scattering function $S$. We will see explicitly below this equivalence.

We want to define for this particular class of models, a “deformed commutator” $[\cdot, \cdot]_Q$, so that we can write an analogue of the formula \[A.1\] also in the case of this class of models.

First, we introduce some notation and preliminaries. In this section, $\mathcal{H}$ and related spaces are associated with the free field $S = 1$. We also consider only the case where $\omega = 0$ and hence we drop the superscript $\omega$ from all objects that we will consider.

Now, following the conventions in [BLS11], we introduce some spaces of “smooth” operators and quadratic forms. We start with the operators of $\mathcal{B} (\mathcal{H})$ and we consider $x \mapsto A (x)$ using the adjoint action of translations. Then, we introduce the seminorms $A \mapsto \| \partial^\kappa A \|$, where $\partial^\kappa$ with a multi-index $\kappa$ are partial derivatives with respect to the action of space-time translations. We call $C^\infty$ the subalgebra of $\mathcal{B} (\mathcal{H})$ consisting of “norm-smooth” operators, namely operators such that $\| \partial^\kappa A \| < \infty$ for all multi-indices $\kappa$. We equip $C^\infty$ with the usual Fréchet topology, namely the topology given by the seminorms $A \mapsto \| \partial^\kappa A \|$.

Correspondingly, we also consider the space $Q^\infty \subset Q$ of quadratic forms $A$ that fulfil $Q_k A Q_k \in C^\infty$ for all $k$.

We also consider the subspace $F^\infty$ of $Q^\infty$ defined as follows: For $A \in F^\infty$ and any $k \in \mathbb{N}$, there exists $k' \in \mathbb{N}$ so that $Q_{k'} A Q_{k'} = A Q_k$ and $Q_k A Q_{k'} = Q_k A$. An equivalent way to formulate this definition is to say: For $A \in F^\infty$ and any $k \in \mathbb{N}$, there exists $k' \in \mathbb{N}$ so that $A Q_k \in C^\infty$, $A^* Q_k \in C^\infty$, $Q_k \mathcal{H} \subset Q_{k'} \mathcal{H}$, and $A^* Q_k \mathcal{H} \subset Q_{k'} \mathcal{H}$. Then we say that $Q^\infty$ is a bimodule over $F^\infty$. We note that $F^\infty \subset Q^\infty$, $\mathcal{C}^\infty \subset Q^\infty$, but $C^\infty \not\subset F^\infty$.

Moreover, we consider the so called $F^\infty$-valued distributions on $\mathbb{R}^m$: They are linear maps $D (\mathbb{R}^m) \to F^\infty$, $f \mapsto A (f)$, such that for any $k$, the number $k'$ above can be chosen independent of $f$, and such that the maps $f \mapsto A (f) Q_k$ and $f \mapsto Q_k A (f)$ are continuous in the Fréchet topology. We also have that products of $F^\infty$-valued distributions in independent variables are again $F^\infty$-valued distributions. We will write as usual these distributions in terms of their formal kernels, $A (f) = \int A (\theta) f (\theta) d \theta$.

Considering the (anti)unitary representation $U$ of the proper Poincaré group, we want to show that if an operator $A$ is an element of $C^\infty$, $Q^\infty$, $F^\infty$, and of $F^\infty$-valued distributions, then also the operator transformed by the adjoint action of $U$, $UAU^*$, is an element of these spaces, respectively.

For $C^\infty$: The first order derivative of $UAU^*$ is given by $[P_\mu, UAU^*] = U[P_\mu, A]U^*$, where $P_\mu$, $\mu = 0, 1$, is the momentum operator. Then $\|[P_\mu, UAU^*]\| = \|[U[P_\mu, A]U^*]\| = \|\partial A\| < \infty$. Similarly, the second order derivative of $UAU^*$ is given by the multi-commutator $U[P_\mu, [P_\kappa, A]]U^*$; calling $B := [P_\kappa, A]$, we can use the result before and conclude that $\|\partial^2 (UAU^*)\| < \infty$. The same apply to higher order derivatives of $UAU^*$.

For $Q^\infty$: $UAU^* \in Q^\infty$ if and only if we can show that $Q_k UAU^* Q_k \in C^\infty$. But this follows from the fact that $Q_k UAU^* Q_k = U Q_k A Q_k U^*$ (uses that $U$ commutes with the particle number operator), and the fact that $Q_k A Q_k \in C^\infty$ (since $A \in Q^\infty$).

For $F^\infty$: Since $A \in F^\infty$, then $AQ_k \in C^\infty$; this implies $UAU^* Q_k \in C^\infty$, since $U$ commutes with the particle number operator. Hence, $UAU^* \in F^\infty$.

For $F^\infty$-valued distributions: It was proved before that $UA (f) U^* \in F^\infty$. It remains to show that the map $f \mapsto U A (f) U^* Q_k = U A (f) Q_k U^*$ (uses that $U$ commutes with the particle number operator) is continuous. For this, we consider the map $f \mapsto A (f) Q_k \mapsto UA (f) Q_k U^*$. Since $A$ is a $F^\infty$-valued distribution, then $f \mapsto A (f) Q_k$ is continuous;
call \( B := A(f)Q_k \), we have \( \| \partial^\mu (U B^*) \| = \| U (\partial^\mu B) U^* \| = \| \partial^\mu B \| \). This implies that the map \( B \mapsto U B^* \) is continuous. Therefore, \( f \mapsto UA(f)U^*Q_k \) is a continuous map. Similarly, we can show that the map \( f \mapsto Q_kUA(f)U^* \) is also continuous. Therefore, \( UA^* \) is a \( \mathcal{F}_\infty \)-valued distribution.

In particular here we are interested in the action of the translations operators \( U(x) := U(x,0) \).

We say that an \( \mathcal{F}_\infty \)-valued distribution \( A \) is homogeneous if there is a smooth function \( \varphi_A : \mathbb{R}^m \to \mathbb{R}^2 \) such that

\[
\forall x \in \mathbb{R}^2 : U(x)A(\theta)U(x)^* = e^{i\varphi_A(\theta) \cdot x} A(\theta) \tag{A.3}
\]

We call \( \varphi_A \) the momentum transfer of \( A \). If \( A(\theta), B(\eta) \) are both homogeneous, then also \( A(\theta)B(\eta) \) is homogeneous, and has momentum transfer \( \varphi_{AB}(\theta, \eta) = \varphi_A(\theta) + \varphi_B(\eta) \). There are some important examples of homogeneous distributions: \( a^i(\theta), a(\eta) \), and \( a^i a^m a^n(\theta, \eta) \), which have momentum transfer \( p(\theta), -p(\eta) \), and \( p(\theta) - p(\eta) \), respectively; other examples are their deformed versions, that we will consider below.

Now we introduce the warped convolution. We denote with \( dE(p) \) the (joint) spectral measure of the momentum operator, and we denote with \( Q \) a skew symmetric \( 2 \times 2 \) matrix. The warped convolution \( \tau_Q \) of an operator \( A \) is defined by

\[
\tau_Q(A) := \int U(Qp)AU(Qp)^* \, dE(p) = \int dE(p)U(Qp)AU(Qp)^*. \tag{A.4}
\]

Note that we must take this integral with care, since the integrand has constant norm. However, Buchholz, Lechner and Summers managed in \textup{[BLS11]} to define it in the case where \( A \) are smooth operators and in the sense of an oscillatory integral, and to give a bijective map \( \tau_Q : \mathcal{C}_\infty \to \mathcal{C}_\infty \).

We need to extend this map to our space of quadratic forms, and in order to obtain this we will use the projectors \( Q_k \).

Let \( A \in \mathcal{C}_\infty \), since the \( Q_k \) commute with \( U(x) \), we can write,

\[
\tau_Q(AQ_k) = \tau_Q(A)Q_k, \quad \tau_Q(Q_kA) = Q_k \tau_Q(A) \tag{A.5}
\]

Using this, we can extend \( \tau_Q \) to quadratic forms \( A \in \mathcal{Q}_\infty \): Let \( \psi, \chi \in \mathcal{H}^f \) we define,

\[
\langle \psi, \tau_Q(A)\chi \rangle := \langle \psi, \tau_Q(Q_k AQ_k)\chi \rangle \tag{A.6}
\]

where \( k \) is chosen large enough for \( \psi, \chi \). Indeed, for \( k \) large, the expression on the right hand side becomes independent of \( k \): If \( \psi, \chi \in Q_m \mathcal{H} \) and if \( k \geq m \), then

\[
\langle \psi, \tau_Q(Q_k AQ_k)\chi \rangle = \langle \psi, Q_m \tau_Q(Q_k AQ_k)Q_m \chi \rangle = \langle \psi, \tau_Q(Q_m AQ_m)\chi \rangle \tag{A.7}
\]

where in the second equality we applied \textup{(A.5)} since the operator \( Q_k AQ_k \) is bounded; moreover we used that if \( k \geq m \), then \( Q_m Q_k = Q_m \).

Now we want to show that the relations \textup{(A.5)}, which hold for operators on \( \mathcal{C}_\infty \), hold also for all \( A \in \mathcal{Q}_\infty \): For \( A \in \mathcal{Q}_\infty \), \( k \in \mathbb{N} \), the right hand side of the first relation in \textup{(A.5)} gives,

\[
\langle \psi, \tau_Q(A)Q_k \chi \rangle = \langle \psi, \tau_Q(Q_\ell AQ_\ell)Q_k \chi \rangle = \langle \psi, \tau_Q(Q_\ell AQ_\ell Q_k) \chi \rangle = \langle \psi, \tau_Q(AQ_k) \chi \rangle \tag{A.8}
\]

where in the first equality we made use of \textup{(A.6)} with \( \ell \) large; in the second equality we applied \textup{(A.5)} since the operator \( Q_\ell AQ_\ell \) is bounded. In the third equality we used again \textup{(A.6)} with \( \ell \) large. Analogously for the second relation in \textup{(A.5)}.
APPENDIX A. WARPED CONVOLUTION

Note that \( AQ_k \in Q^\infty \) because \( Q_k \in F^\infty \) and \( A \in Q^\infty \). Indeed, in general one has for \( A \in Q^\infty \) and \( B \in F^\infty \), that \( AB \in Q^\infty \), \( BA \in Q^\infty \) (i.e. \( Q^\infty \) is a bimodule over \( F^\infty \)). The proof of this statement works as follows: \( AB \in Q^\infty \) if we can show that \( Q_k ABQ_k \in C^\infty \). Since \( B \in F^\infty \), then \( Q_k ABQ_k = Q_k AQ_k' BQ_k \), where \( Q_k AQ_k' \in C^\infty \) and \( BQ_k \in C^\infty \). Now, it was already shown in [BLS11] that for \( C,D \in C^\infty \), then \( CD \in C^\infty \). Analogously for the product \( BA \).

We present the most important properties of the map \( \tau_Q \) in the following proposition, which is mostly due to H.Bostelmann:

**Proposition A.1.** For any skew symmetric matrices \( Q,Q' \), we have:

(i) \( \tau_Q : C^\infty \to C^\infty \) is continuous.

(ii) \( \tau_Q \tau_{Q'} = \tau_{Q+Q'} \), \( \tau_0 = \text{id} \), \( \tau_Q^{-1} = \tau_{-Q} \).

(iii) \( \tau_Q(U(x)A) = U(x)\tau_Q(A) \), \( \tau_Q(AU(x)) = \tau_Q(A)U(x) \) for any \( x \in \mathbb{R}^2 \) and \( A \in Q^\infty \).

(iv) \( \tau_Q : C^\infty \to C^\infty \), \( \tau_Q : F^\infty \to F^\infty \), \( \tau_Q : Q^\infty \to Q^\infty \) are \(*\)-preserving vector space isomorphisms.

(v) If \( A \) is an \( F^\infty \)-valued distribution, then \( \tau_Q(A) : f \mapsto \tau_Q(A(f)) \) is an \( F^\infty \)-valued distribution as well. If \( A \) is homogeneous, then so is \( \tau_Q(A) \), with the same momentum transfer as \( A \).

**Proof.** For part (i), this can be proved similarly to [BLS11] Prop. 2.7(ii): in their notation, they considered the inclusion \( \iota \) of \( C^\infty \), equipped with the Fréchet topology induced by \( \| \cdot \| \), into itself equipped with the Fréchet topology induced by \( \| \cdot \|_Q \); it was shown in [Rie93] Lemma 7.2 that this map is continuous. In turn, they showed that the map \( \pi_Q \) is norm-preserving between \( \| \cdot \|_Q \) and \( \| \cdot \| \) and hence it also intertwines the associated Fréchet topologies. In our notation, we have that \( \tau_Q = \pi_Q \circ \iota \); so from the properties of the maps \( \pi_Q \) and \( \iota \), it follows that the map \( \tau_Q \) is continuous.

For part (ii), the relation \( \tau_Q \tau_{Q'} = \tau_{Q+Q'} \) was shown for \( A \in C^\infty \) in [BLS11] Prop. 2.11. To extend it to \( Q^\infty \), we need to show for \( A \in Q^\infty \), that

\[
\langle \psi, \tau_Q \tau_{Q'}(A) \chi \rangle = \langle \psi, \tau_{Q+Q'}(A) \chi \rangle. \tag{A.9}
\]

The left hand side gives:

\[
\langle \psi, \tau_Q(\tau_{Q'}(A)) \chi \rangle = \langle \psi, \tau_Q(Q_k \tau_{Q'}(A)Q_k) \chi \rangle = \langle \psi, \tau_Q(Q_k \tau_{Q'}(Q_kA)Q_k) \chi \rangle = \langle \psi, \tau_{Q+Q'}(Q_kA) \chi \rangle = \langle \psi, \tau_{Q+Q'}(A) \chi \rangle, \tag{A.10}
\]

where in the first equality we made use of (A.9), where in the second equality we used (A.3), where in the third equality we applied [BLS11] Prop. 2.11 since \( Q_kA \in C^\infty \). In the fourth equality we made use of (A.6) again.

The equality \( \tau_0 = \text{id} \) can be proved on \( C^\infty \) using [BLS11] Eq. (2.4) and setting \( Q = 0 \). We can extend it to \( Q^\infty \) by computing:

\[
\langle \psi, \tau_0(A) \chi \rangle = \langle \psi, \tau_0(Q_kA) \chi \rangle = \langle \psi, Q_kA \chi \rangle = \langle \psi, A \chi \rangle, \tag{A.11}
\]

where in the first equality we used (A.6). In the second equality we used the relation \( \tau_0 = \text{id} \) on \( C^\infty \), since \( Q_kA \in C^\infty \). In the third equality we used (A.6) again, assuming that \( k \) is large.
The relation $\tau_Q^{-1} = \tau_{-Q}$ is a direct consequence of $\tau_Q \tau_{Q'} = \tau_{Q+Q'}$ and $\tau_0 = \text{id}$: From $\tau_Q \tau_{Q'} = \tau_{Q+Q'}$ we have $\tau_Q \tau_{-Q} = \tau_{Q-Q} = \tau_0$; inserting $\tau_0 = \text{id}$, we find $\tau_Q \tau_{-Q} = \text{id}$.

Part (iii) these relations can be obtained for the case $A \in C^\infty$ by explicit computation, e.g., from [BLS11, Eq. (2.4)]. The result for $A \in Q^\infty$ can be obtained as follows:

$$
\langle \psi, \tau_Q(U(x)A)\chi \rangle = \langle \psi, \tau_Q(Q_k U(x)AQ_k)\chi \rangle
= \langle \psi, \tau_Q(U(x)AQ_k)\chi \rangle
= \langle \psi, U(x)\tau_Q(Q_kAQ_k)\chi \rangle
= \langle \psi, U(x)\tau_Q(A)\chi \rangle,
$$  
(A.12)

where in the first equality we used (A.6), where in the second equality we used that $U(x)$ commutes with $Q_k$. In the third equality we used the corresponding result for $C^\infty$ obtained above, since $Q_kAQ_k \in C^\infty$. In the fourth equality we used (A.6) again. The second relation in (iii) follows analogously.

For (iv) a map is a vector space isomorphisms if it is linear and bijective. Moreover, it is $*$-preserving if $\tau_Q(A^*) = \tau_Q(A)^*$. For the case $C^\infty$: the inclusion $\tau_Q(C^\infty) \subset C^\infty$ was already shown in (i). The map $\tau_Q$ is linear, bijective and $*$-preserving as a consequence of [BLS11, Prop. 2.7(ii)], [BLS11, Lemma 2.2(ii)] and [BLS11, Remark after Def. 2.3].

For the case $Q^\infty$, we first need to show that for $A \in Q^\infty$, we have $Q_k \tau_Q(A)Q_k \in C^\infty$:

If $A \in Q^\infty$, then $Q_k \tau_Q(A)Q_k = \tau_Q(Q_kAQ_k)$ by (A.5), and $Q_kAQ_k \in C^\infty$. Hence, by part (i), $\tau_Q(Q_kAQ_k) \in C^\infty$. That implies $Q_k \tau_Q(A)Q_k \in C^\infty$, therefore $\tau_Q(A) \in Q^\infty$.

As for linearity: In (A.6), we know from the result above for $C^\infty$ that $\tau_Q(Q_kAQ_k)$ is linear in $A$, since $Q_kAQ_k \in C^\infty$. Therefore $\tau_Q$ is linear on $Q^\infty$.

The map $\tau_Q$ is bijective on $Q^\infty$ as a consequence of relation $\tau_Q^{-1} = \tau_{-Q}$ in part (ii).

Finally, $\tau_Q$ is $*$-preserving on $Q^\infty$ for the following reason: In (A.6), we know from the result above for $C^\infty$ that $\tau_Q(Q_kAQ_k)$ is $*$-preserving in $A$, since $Q_kAQ_k \in C^\infty$. Therefore, $\tau_Q$ is $*$-preserving on $Q^\infty$.

Now, it remains to show that $\tau_Q$ is a linear, bijective, $*$-preserving map from $F^\infty$ to $F^\infty$. For the inclusion $\tau_Q(F^\infty) \subset F^\infty$, we compute

$$
\tau_Q(A)Q_k = \tau_Q(AQ_k) = \tau_Q(Q_k'AQ_k) = Q_k'\tau_Q(A)Q_k,
$$  
(A.13)

where in the first equality we used (A.5), since $A \in F^\infty$ is in particular an element of $Q^\infty$. In the second equality we used that $A \in F^\infty$, and therefore that by definition $Q_k'AQ_k = AQ_k$ for some $k'$. In the third equality we made use of (A.5) again. Similarly, we show that $\tau_Q(A^*)Q_k = Q_k'\tau_Q(A^*)Q_k$. This implies $\tau_Q(A) \in F^\infty$.

The linearity of $\tau_Q$ on $F^\infty$ is a consequence of the linearity of the map on $Q^\infty$ shown above.

The map $\tau_Q$ is also bijective by part (ii), where we proved the relation $\tau_Q^{-1} = \tau_{-Q}$: we only need to show that $\tau_Q^{-1} : F^\infty \to F^\infty$, this can be done using $\tau_Q^{-1} = \tau_{-Q}$ and (A.13) with $-Q$ in place of $Q$.

$\tau_Q$ is also $*$-preserving on $F^\infty$ because it is a $*$-preserving map on $Q^\infty$, as shown above.

For (v) First of all, $\tau_Q(A(f)) \in F^\infty$ by (iv). This implies that $\tau_Q(A(f))Q_k \in C^\infty$. We need to show that $f \mapsto \tau_Q(A(f))Q_k$ is a continuous map in the $C^\infty$-topology: Since $A(f) \in F^\infty$ is in particular an element of $Q^\infty$, then by an application of (A.5), we have $\tau_Q(A(f))Q_k = \tau_Q(A(f)Q_k)$. Now we consider the map $f \mapsto A(f)Q_k \mapsto \tau_Q(A(f)Q_k)$. Since $A$ is an $F^\infty$-valued distribution, the map $f \mapsto A(f)Q_k$ is continuous by definition.
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Also, the map $A(f)Q_k \mapsto \tau_Q(A(f)Q_k)$, from $C^\infty$ to $C^\infty$, is continuous due to (1). Hence, we have that $f \mapsto \tau_Q(A(f)Q_k)$ is continuous. By (A.5), this implies that the map $f \mapsto \tau_Q(A(f))Q_k$ is continuous as well. With a similar argument we show that the map $f \mapsto Q_k\tau_Q(A(f))$ is also continuous.

Since $A$ is an $\mathcal{F}^\infty$-valued distribution, we have $Q_k'A(f)Q_k = A(f)Q_k$ and $Q_kA(f)Q_k' = Q_kA(f)$, where $k'$ depends on $k$ but not on $f$; then we want to show that $Q_k\tau_Q(A(f))Q_k = \tau_Q(A(f))Q_k$, where $k'$ is large enough and where the choice of $k'$ does not depend on $f$; similarly for $Q_k\tau_Q(A(f))$. For this, we compute:

$$Q_k'\tau_Q(A(f))Q_k = \tau_Q(Q_k'A(f)Q_k) = \tau_Q(A(f))Q_k, \quad (A.14)$$

where the first and the last equalities are due to an application of (A.5). In the second equality we used that for $k'$ large enough we can apply (A.6); here note also that the choice of $k'$ does not depend on $f$, since $A$ is an $\mathcal{F}^\infty$-valued distribution.

Hence, we can conclude that $f \mapsto \tau_Q(A(f))$ is a well-defined $\mathcal{F}^\infty$-valued distribution.

Finally, we prove the homogeneity of $\tau_Q(A)$ as follows:

$$U(x)\tau_Q(A(f)U(x)^* = \tau_Q(U(x)A(f)U(x)^*) = \tau_Q(A(e^{ix\lambda(x)}f)), \quad (A.15)$$

where in the first equality we applied (iii) and where in the second equality we used the homogeneity of $A$.

We note that $\tau_Q$ is a vector space isomorphism, i.e. it is a linear ($\tau_Q(A + B) = \tau_Q(A) + \tau_Q(B)$), bijective and $*$-preserving map between vector spaces, but it does not preserve the operator product: $\tau_Q(A \cdot B) \neq \tau_Q(A) \cdot \tau_Q(B)$. On the contrary, it deforms the operator product in the sense given by Lemma A.2.

The following lemma describes explicitly the action of $\tau_Q$ on homogeneous distributions:

**Lemma A.2.** If $A, B$ are two homogeneous $\mathcal{F}^\infty$-valued distribution on $\mathbb{R}^m$, then, in the sense of formal kernels,

$$\tau_Q(A(\eta))\tau_Q(B(\eta)) = e^{i\xi \lambda(\eta)}Q(\xi)\tau_Q(A(\eta)B(\eta)). \quad (A.16)$$

**Proof.** We start with some remarks about a general homogeneous $\mathcal{F}^\infty$-valued distribution with kernel $C(\xi)$.

First, we will show using the basic properties of the warped convolution that the following equation [BLS11, Eq. (2.4)] holds in the sense of distributions:

$$\tau_Q(C(\xi))r(\eta) = e^{i\xi \cdot \eta}C(\xi)\tau_Q(r(\eta)). \quad (A.17)$$

To prove this equation, we consider test functions $f \in D(\mathbb{R}^m)$, $g \in D(\mathbb{R}^n)$. We choose $h_1, h_2 \in S(\mathbb{R})$ such that $h_1 = 1$ on a neighbourhood of 0, $h_2(0) = 1$, and such that $h_2$ has compact support. Moreover, we consider $r(g)$ to be smooth with respect to translations. Then, under these assumptions, we can apply [BLS11, Eq. (2.4)] and we find,

$$\tau_Q(C(f))r(g) = \lim_{\epsilon \to 0}(2\pi)^{-2} \int dx \, dy \, h_1(\epsilon x)h_2(\epsilon y)e^{-ix \cdot y}U(Qx)C(f)U(Qx)^{-1}U(y)r(g). \quad (A.18)$$

Using homogeneity (A.3), we have

$$\tau_Q(C(f))r(g) = \lim_{\epsilon \to 0}(2\pi)^{-2} \int dx \, dy \, h_1(\epsilon x)h_2(\epsilon y)e^{-ix \cdot y}C(e^{i\xi \lambda(\cdot)Qx}f)r(e^{i\xi \lambda(\cdot)}y)g). \quad (A.19)$$
We call
\[
F_\epsilon(\theta, \eta) = (2\pi)^{-2} \int dx \, dy \, h_1(x)h_2(y)e^{i\nu C(\theta)Qx + i(p(\eta) - y)f(\theta)g(\eta)}
= \int dx \, h_1(x) \frac{1}{2\pi \epsilon} \tilde{h}_2(\epsilon^{-1}(p(\eta) - x)) \, e^{i\nu C(\theta)Qx f(\theta)g(\eta)}. \tag{A.20}
\]

Note that \(F_\epsilon \in D(\mathbb{R}^{m+n})\) (this follows by computing explicitly the derivatives of \(F_\epsilon\) in (A.20), taking into account that \(f, g\) are smooth and with compact support and that \(\varphi_C\) is also smooth) and that it plays the role of test function for the vector valued distributions \(C \pi(\cdot);\) hence we can write (A.19) as
\[
\tau_Q(C(f))r(g) = \lim_{\epsilon \to 0} C \pi(F_\epsilon). \tag{A.21}
\]

In (A.20), note that since \(\tilde{h}_2\) has compact support, it restricts the integral to a compact set; moreover, for sufficiently small \(\epsilon\), we can replace \(h_1(\epsilon x)\) with 1. We also note that for \(\epsilon \to 0\),
\[
F_\epsilon(\theta, \eta) \to e^{i\nu C(\theta)Q(\eta)} f(\theta)g(\eta) \quad \text{in} \quad D(\mathbb{R}^{m+n}). \tag{A.22}
\]

Inserting this into (A.19), we find
\[
\tau_Q(C(f))r(g) = \int d\theta d\eta \, e^{i\nu C(\theta)Q(\eta)} f(\theta)g(\eta)C(\theta)r(\eta), \tag{A.23}
\]
which coincides with equation (A.17).

Second, we notice that the support of the distribution \(\langle \ell(\theta), C(\xi)r(\eta) \rangle\) is on the hypersurface \(p(\theta) - p(\eta) = \varphi_C(\xi)\). To show this, we compute, for \(x \in \mathbb{R}^2\),
\[
\langle \ell(\theta), C(\xi)r(\eta) \rangle = \langle U(x)\ell(\theta), U(x)C(\xi)U(x)^* U(x)r(\eta) \rangle = e^{i(-p(\theta) + p(\eta) + \varphi_C(\xi))x} \langle \ell(\theta), C(\xi)r(\eta) \rangle, \tag{A.24}
\]
where in the second equality we used the homogeneity (A.3) of \(C\) and the covariance properties of \(\ell(\cdot), r(\cdot)\) (namely, \(U(x)r(\eta) = \exp(ip(\eta)x)r(\eta)\), and analogously for \(\ell(\theta)\)). But note that equation (A.24) can hold for all \(x\) only if the support of the distribution is contained in the surface \(p(\theta) - p(\eta) = \varphi_C(\xi)\).

Now we compute both sides of equation (A.16) for the distributions \(A\) and \(B\), between smooth vectors \(\ell(\cdot), r(\cdot)\). We start with the left hand side:
\[
\langle \ell(\theta'), \tau_Q(A(\theta))\tau_Q(B(\eta))r(\eta') \rangle = e^{i\varphi_A(\theta)Q(\theta')}e^{i\varphi_B(\eta)Q(\eta')} \langle \ell(\theta'), A(\theta)B(\eta)r(\eta') \rangle
= e^{i\varphi_A(\theta)Q(\eta)} e^{i\varphi_B(\eta)Q(\eta')} \langle \ell(\theta'), A(\theta)B(\eta)r(\eta') \rangle, \tag{A.25}
\]
where in the first equality we applied (A.17) twice, and where in the second equality we used that the support of the distribution is restricted to \(p(\theta') - p(\eta') = \varphi_A(\theta) + \varphi_B(\eta)\), due to the remark above.

As for the right hand side, we obtain
\[
\langle \ell(\theta'), \tau_Q(A(\theta)B(\eta))r(\eta') \rangle = e^{i(\varphi_A(\theta) + \varphi_B(\eta))Q(\eta')} \langle \ell(\theta'), A(\theta)B(\eta)r(\eta') \rangle
= e^{i\varphi_B(\eta)Q(\eta')} \langle \ell(\theta'), A(\theta)B(\eta)r(\eta') \rangle, \tag{A.26}
\]
where in the first equality we applied (A.16) with \(C(\theta, \eta) = A(\theta)B(\eta)\), and where in the second equality we made use of the restriction \(p(\theta') - p(\eta') = \varphi_A(\theta) + \varphi_B(\eta)\) on the support of the distribution.

Eqs. (A.25) and (A.26) imply the result (A.16). \(\Box\)
Now we can consider the warped convolution of the Bose creation and annihilation operators of the free field theory and we can identify the resulting deformed theory with an integrable model. To do that, we set $z^{\dagger}(\theta) = \tau_Q(a^{\dagger}(\theta))$, $z(\eta) = \tau_Q(a(\eta))$. By applying Lemma A.2 twice, we find that these $z, z^{\dagger}$ fulfil the following relations

\[
\begin{align*}
z^{\dagger}(\theta)z^{\dagger}(\eta) &= e^{2ip(\theta)Qp(\eta)}z^{\dagger}(\eta)z^{\dagger}(\theta) \\
z(\theta)z(\eta) &= e^{2ip(\theta)Qp(\eta)}z(\eta)z(\theta) \\
z(\theta)z^{\dagger}(\eta) &= e^{-2ip(\theta)Qp(\eta)}z^{\dagger}(\eta)z(\theta) + \delta(\theta - \eta) \cdot 1_{\mathcal{H}}.
\end{align*}
\] (A.27)

We can show that there is only a one-parameter family of $2 \times 2$ matrices which are skew-symmetric with respect to the scalar product in Minkowski space: A matrix is skew-symmetric with respect to the scalar product in Minkowski space: $A$ matrix is skew-symmetric with respect to the scalar product in Minkowski space if $[x \cdot Q y] = -(Q x) \cdot y$, with $x = (x_0, x_1)$ and $y = (y_0, y_1)$. Solving this equation for $Q = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, we find $a = 0$, $d = 0$, $b = c$. Hence, we can write this family of matrices explicitly as:

\[
Q = -\frac{a}{2\mu^2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\] (A.28)

where $a$ is a real dimensionless constant.

Using this explicit form of the matrix $Q$ and for $a \geq 0$, we find that the equations (A.27) are just the Zamolodchikov relations where the scattering function $S$ is given by

\[
S(\theta) = e^{ia \sinh \theta}.
\] (A.29)

Then we can identify unitarily the Hilbert space $\mathcal{H}$ of the free theory with the $S$-symmetric Fock space over $\mathcal{H}_1$, introduced in Sec. 2.3.

As next step we define the $Q$-commutator as follows.

**Definition A.3.** For $A, B \in C^\infty$, the $Q$-commutator is

\[
[A, B]_Q := AB - \tau_{2Q}(\tau_{-2Q}(B)\tau_{-2Q}(A)).
\] (A.30)

We use the same definition if $A, B \in Q^\infty$ and at least one of them is in $F^\infty$.

For homogeneous distributions $A(\theta), B(\eta)$, we have the following explicit expression for the $Q$-commutator:

\[
[A(\theta), B(\eta)]_Q = A(\theta)B(\eta) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)A(\theta).
\] (A.31)

This can be computed from (A.30) using Lemma A.2.

\[
[A(\theta), B(\eta)]_Q = A(\theta)B(\eta) - \tau_{2Q}(\tau_{-2Q}(B(\eta))\tau_{-2Q}(A(\theta)))
\]

\[
= A(\theta)B(\eta) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}\tau_{2Q}(\tau_{-2Q}(B(\eta)A(\theta)))
\]

\[
= A(\theta)B(\eta) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)A(\theta).
\] (A.32)

In particular, we notice that the expression of the $Q$-commutator is again homogeneous.

We note that the $Q$-commutator fulfils the following “deformed” versions of the standard properties of a commutator. We formulate these properties only for homogeneous distributions. Indeed, we can show that similar relations then holds for general elements of $Q^\infty$ or $C^\infty$, by decomposing them into homogeneous distributions using a spectral decomposition in the sense of Arveson [Arv74] with respect to the action of the translation group, or using the Araki expansion.

---
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Proposition A.4. For homogeneous distributions with kernels $A(\theta), B(\eta), C(\xi)$, the $Q$-commutator satisfies

(i) anticommutativity:
\[ [A(\theta), B(\eta)]_Q = -e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}[B(\eta), A(\theta)]_Q; \tag{A.33} \]

(ii) Leibniz rule:
\[ [A(\theta), B(\eta)C(\xi)]_Q = [A(\theta), B(\eta)]_Q C(\xi) + e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)[A(\theta), C(\xi)]_Q; \tag{A.34} \]

(iii) Jacobi identity:
\[ e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}[A(\theta), [B(\eta), C(\xi)]]_Q + \text{cyclic permutations} = 0. \tag{A.35} \]

Proof. In \([3]\) applying Eq. (A.31) the r.h.s. gives:
\[ -e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}[B(\eta), A(\theta)]_Q = -e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}\left( B(\eta)A(\theta) - e^{2i\varphi_B(\eta)Q\varphi_A(\theta)}A(\theta)B(\eta) \right) \]
\[ = -e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)A(\theta) + A(\theta)B(\eta) = [A(\theta), B(\eta)]_Q. \tag{A.36} \]

For (ii) we apply (A.31) with respect to $B(\eta)C(\xi) = D(\eta, \xi)$ and $\varphi_B(\eta) + \varphi_C(\xi) = \varphi_D(\eta, \xi)$. The l.h.s. gives:
\[ [A(\theta), B(\eta)C(\xi)]_Q = A(\theta)D(\eta, \xi) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}D(\eta, \xi)A(\theta) \]
\[ = A(\theta)B(\eta)C(\xi) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)+\varphi_C(\xi)}B(\eta)C(\xi)A(\theta). \tag{A.37} \]

Applying (A.31), the right hand side of (A.34) gives:
\[ [A(\theta), B(\eta)]_Q C(\xi) = A(\theta)B(\eta)C(\xi) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)A(\theta)C(\xi) \tag{A.38} \]
and
\[ e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)[A(\theta), C(\xi)]_Q \]
\[ = e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)\left( A(\theta)C(\xi) - e^{2i\varphi_A(\theta)Q\varphi_C(\xi)}C(\xi)A(\theta) \right) \]
\[ = e^{2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)A(\theta)C(\xi) - e^{2i\varphi_A(\theta)Q\varphi_B(\eta)+\varphi_C(\xi)}B(\eta)C(\xi)A(\theta). \tag{A.39} \]

Combining (A.38) and (A.39) we get (A.37).

By applying (A.31), the first summand in (A.35) gives:
\[ e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}[A(\theta), [B(\eta), C(\xi)]]_Q \]
\[ = e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}[A(\theta), B(\eta)C(\xi)]_Q - e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)+2i\varphi_B(\eta)Q\varphi_C(\xi)}[A(\theta), C(\xi)B(\eta)]_Q. \tag{A.40} \]

Applying again Eq. (A.31) with $B(\eta)C(\xi) = D(\eta, \xi)$ and $\varphi_B(\eta) + \varphi_C(\xi) = \varphi_D(\eta, \xi)$ (analogously, $C(\xi)B(\eta) = E(\xi, \eta)$, $\varphi_C(\xi) + \varphi_B(\eta) = \varphi_E(\xi, \eta)$), we find from the formula above:
\[ e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}[A(\theta), [B(\eta), C(\xi)]]_Q \]
\[ = e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}A(\theta)D(\eta, \xi) - e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)+2i\varphi_B(\eta)Q\varphi_C(\xi)+2i\varphi_A(\theta)Q\varphi_B(\eta)}D(\eta, \xi)A(\theta) \]
\[ = e^{-2i\varphi_A(\theta)Q\varphi_C(\xi)}A(\theta)B(\eta)C(\xi) + e^{-2i\varphi_A(\theta)Q\varphi_B(\eta)}B(\eta)C(\xi)A(\theta) \]
\[ = e^{-2i\varphi_A(\theta)+\varphi_B(\eta)+\varphi_C(\xi)}A(\theta)C(\xi)B(\eta) + e^{2i\varphi_B(\eta)Q\varphi_C(\xi)-2i\varphi_A(\theta)}C(\xi)B(\eta)A(\theta). \tag{A.41} \]
Taking the sum of the cyclic permuted terms of \(\text{(A.41)}\), we obtain zero.

Using Eq. \(\text{(A.31)}\), we can rewrite the Zamolodchikov relations \(\text{(A.27)}\) in terms of \(Q\)-commutators in the following way:

\[
[z(\theta), z^{\dagger}(\theta')]_Q = 0, \quad [z(\eta), z^{\dagger}(\eta')]_Q = 0, \quad [z(\eta), z^{\dagger}(\theta)]_Q = \delta(\theta - \eta). \tag{A.42}
\]

Namely, we find that the Zamolodchikov operators \(z, z^{\dagger}\) satisfy relations of the type of the CCR relations with respect to the \(Q\)-commutator; note the analogy of this with the graded commutator in the case of the CAR relations.

Moreover, using Eq. \(\text{(A.31)}\), we also obtain:

\[
[z(\xi), z^{lm}(\theta)z^n(\eta)]_Q = z(\xi)z^{lm}(\theta)z^n(\eta) - e^{-2ip(\xi)Q(p(\theta) - p(\eta))}z^{lm}(\theta)z^n(\eta)z(\xi), \tag{A.43}
\]

which implies by repeated application of the relations of the Zamolodchikov relations \(\text{(A.27)}\),

\[
[z(\xi), z^{lm}(\theta)z^n(\eta)]_Q = \sum_{j=1}^{m-1} \prod_{l=1}^{j-1} e^{2ip(\theta_j)Q} \delta(\theta_j - \xi)z^{\dagger}(\theta_1) \cdots z^{\dagger}(\theta_j) \cdots z^{\dagger}(\theta_m)z^n(\eta) = m \text{Sym}_{S-1,\theta} (\delta(\xi - \theta_1)z^{lm-1}(\theta_2, \ldots, \theta_m)z^n(\eta)). \tag{A.44}
\]

Similarly, we have

\[
[z^{lm}(\theta)z^n(\eta), z^{\dagger}(\xi)]_Q = z^{lm}(\theta)z^n(\eta)z^{\dagger}(\xi) - e^{-2ip(\xi)Q \left( \sum_{j=1}^{m} p(\theta_j) - \sum_{l=1}^{n} p(\eta_l) \right)}z^{\dagger}(\xi)z^{lm}(\theta)z^n(\eta), \tag{A.45}
\]

which implies by repeated application of the relations of the Zamolodchikov relations \(\text{(A.27)}\),

\[
[z^{lm}(\theta)z^n(\eta), z^{\dagger}(\xi)]_Q = \sum_{j=1}^{n} \prod_{l=j+1}^{n} e^{2ip(\xi)Qp(\eta_l)} \delta(\eta_j - \xi)z^{lm}(\theta)z(\eta_1) \cdots z(\eta_l) \cdots z(\eta_n) = n \text{Sym}_{S-1,\eta} (\delta(\xi - \eta_n)z^{lm}(\theta)z^{n-1}(\eta_1, \ldots, \eta_{n-1})). \tag{A.46}
\]

Using this, we can now prove the following form of the Araki coefficients in the case where the scattering function is of the form \(\text{(A.29)}\):

**Theorem A.5.** Let \(S\) be of the form \(\text{(A.29)}\). The coefficients \(f_{m,n}^{[A]}\), where \(A \in \mathcal{Q}_{\infty}\), can be expressed as

\[
f_{m,n}^{[A]}(\theta, \eta) = \langle \Omega, [z(\theta_m) \cdots [z(\theta_1) \cdots [A, z^{\dagger}(\eta_n)] \cdots z^{\dagger}(\eta_1)] \cdots]_Q \Omega \rangle. \tag{A.47}
\]

**Proof.** First we notice that that if \(A\) is in \(\mathcal{Q}_{\infty}\), also its expansion terms \(z^{lm}z^n(f_{m,n}^{[A]})\) are elements of \(\mathcal{Q}_{\infty}\). Indeed, using Prop. 3.3 we find that the derivatives \(\partial^\kappa\), with a multi-index \(\kappa\), of \(z^{lm}z^n(f_{m,n}^{[A]})\) fulfill the following equality:

\[
\partial^\kappa z^{lm}z^n(f_{m,n}^{[A]}) = z^{lm}z^n(f_{m,n}^{[\partial^\kappa A]}). \tag{A.48}
\]

Then, by Prop. 2.11 and 3.3, we have that the right hand side of the equation above have finite norms when applied to fixed particle number vectors.
Therefore, by Thm. 3.6 we can express a general $A$ using the Araki expansion; hence, it suffices to prove the equation \((A.47)\) in the case where $A = z^{m'}z^n(f)$, since for more general $A$, due to the Araki expansion, it follows by linearity. Now we have that for this particular $A$, or more precisely for its kernel $A(\theta', \eta') = z^{m'}(\theta')z^n(\eta')$, the nested $Q$-commutator in \((A.47)\) gives by repeated application of Eqs. \((A.44)\) and \((A.46)\):

$$
\left[ z(\theta_m) \ldots z(\theta_1) \ldots \left[ z^{m'}(\theta')z^n(\eta') , z^j(\eta_j) \right] \ldots z^j(\eta_1) \right] Q \ldots Q = m! \delta_{m,n} \delta_{m',n'} S_{-1,\eta'} \Sym_{S-1,\eta'} \Sym_{S-1,\theta'}
$$

\( m' \geq m, n' \geq n \), and the right hand side vanishes otherwise. Now if $m' > m$ or $n' > n$, the vacuum expectation value of the right hand side of \((A.49)\) vanishes. Therefore, we find:

$$
(\Omega, [z(\theta_m) \ldots z(\theta_1) \ldots \left[ z^{m'}(\theta')z^n(\eta') , z^j(\eta_j) \right] \ldots z^j(\eta_1) ] Q \ldots Q \Omega) = m! \delta_{m,m'} \delta_{n,n'} \Sym_{-1,\eta'} \Sym_{-1,\theta'} \delta^{m}(\theta - \theta') \delta^{n}(\eta - \eta').
$$

We have used \((2.13)\) here. This matches the left hand side of \((A.47)\) because of Prop. 3.6.

Hence, we have shown in the case where the scattering function is of the form \((A.29)\) that the Araki coefficients can be expressed in terms of a string of nested deformed commutators. Now it would be interesting to generalize similar expressions for the Araki coefficients in the case of general $S$. We know that on a formal level this is possible. Indeed, one could use the more general deformation procedure given in Lec12 to construct a suitable “$S$-commutator”; or another more direct way would be to impose as a definition the relations $[z(\eta), z^j(\theta)]_S = \delta(\theta - \eta)$, etc., between homogeneous distributions, and to use the Araki decomposition to define the deformed commutator for more general operators; we would then obtain the following formula for “$S$-commutator”:

$$
[A, B]_S = AB - \sum_{m,n \geq 0} \sum_{m',n' \geq 0} \frac{d^m d^n}{m! n!} \frac{d^{m'} d^{n'}}{m'! n'!} \prod_{i=1}^{m+n} \prod_{j=1}^{m'+n'} S^{(m,m')}(\theta_i - \theta'_j) \int^{[B]}_{m',n'}(\theta') \int^{[A]}_{m,n}(\theta) z^{m'} z^n (\theta') z^{m} z^n (\theta)
$$

(A.51)

with

$$
S^{(m,m')}(\theta_i - \theta'_j) := \begin{cases} 
S(\theta_i - \theta'_j), & \text{if } i \leq m \land j \leq m', \text{ or } i > m \land j > m', \\
S(\theta'_j - \theta_i), & \text{if } i \leq m \land j > m', \text{ or } i > m \land j \leq m.
\end{cases}
$$

(A.52)

But if this definition might make sense on a formal level, its properties in the point of view of functional analysis (for example, whether the $S$-commutator of two bounded operators would be bounded) are still unclear for the moment.

In particular, notice that the right hand side of \((A.51)\) is well-defined only if the sum over $m, n$ or the sum over $m', n'$ is finite, namely in the case where either $A$ or $B$ has finite sum in the Araki expansion.
Appendix B

Residues and boundary distributions in several variables

In the proof of our Theorem in Chapter 5, see for example Chapter 7, we study meromorphic functions in several variables and we use their residues. Here, all the poles of these meromorphic functions are of first order and they sit on hyperplanes, $z \cdot a = c$ with $a \in \mathbb{R}^k$, $c \in \mathbb{C}$. Our notation for the residues has the following convention: If $F(z) = G(z)/(z \cdot a - c)$, where $G$ is analytic in a neighbourhood of the hyperplane, then

$$\text{res}_{z \cdot a = c} F = G|_{z \cdot a = c}. \quad \text{(B.1)}$$

One has to be careful with this notation, because of the following fact: For $\alpha \in \mathbb{R} \setminus \{0\}$, we have

$$\text{res}_{z \cdot (\alpha a) = \alpha c} F = \alpha \text{res}_{z \cdot a = c} F, \quad \text{(B.2)}$$

even if $z \cdot a = c$ and $z \cdot (\alpha a) = \alpha c$ describe the same geometric set. We accept this because this notation is simpler, indeed the alternative would be to work with oriented manifolds, and with differential forms rather than functions, and the notation would become a bit more involved.

We consider that the residue of a meromorphic function on $\mathbb{C}^k$ is again a meromorphic function on a lower-dimensional complex manifold, and we identify this lower-dimensional complex manifold with $\mathbb{C}^{k-1}$.

In this section of the appendix, we study the boundary values of meromorphic functions, which are distributions, and we try to generalize to the case of several variables the following relation which is valid in one variable: If $F$ is a function of one complex variable, analytic in a strip around the real axis except for a possible first-order pole at $z = 0$, then we have the following relation between the boundary distributions,

$$F(x - i0) = F(x + i0) + 2\pi i \delta(x) \text{res}_{z=0} F. \quad \text{(B.3)}$$

We present a multi-dimensional generalization of this formula in the following lemma, which is mostly due to H. Bostelmann:

**Lemma B.1.** Let $U \subset \mathbb{R}^k$ be a neighbourhood of zero, $C \subset \mathbb{R}^k$ an open convex cone, and $a \in \mathbb{R}^k$. Let $F$ be meromorphic on $T(U)$ and $(z \cdot a)F(z)$ analytic on $T(C \cap U)$. Let $b^+, b^-, b^\perp \in C$ so that $\pm a \cdot b^\pm > 0$, $a \cdot b^\perp = 0$. Then it holds that

$$F(x + i0b^-) = F(x + i0b^+) + 2\pi i \delta(x \cdot a) \text{res}_{z=a=0} F(x + i0b^\perp). \quad \text{(B.4)}$$
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Proof. Note that $\mathcal{U}$ and $\mathcal{C}$ are both regions in $i\mathbb{R}^k \subset \mathbb{C}^k$.

We note that equation (B.4) is valid without requiring a particular form for the neighbourhood $\mathcal{U}$ of zero, since this formula needs to hold in the limit $\epsilon \to 0$. Since $\mathcal{U}$ is a neighbourhood of zero, it contains an open ball around the origin. So, without loss of generality, we can assume that $\mathcal{U}$ is a ball around the origin.

After the rescaling of the neighbourhood $\mathcal{U}$, we also need to rescale the vectors $b^+, b^-, b^\perp$ with some real positive factor. We need to choose this factor small, so that they are still contained in the ball. Then we note that the statement of the lemma above does not change, in particular the scalar products of those vectors with $a$ and equation (B.4) are still the same: Since (B.4) holds in the limit $\epsilon \to 0$, we can rescale $\epsilon$ and absorb the rescaling factor (let’s say $\lambda$) in the argument of $f$, $F(x + i\epsilon \lambda b^-)$, that would appear after the rescaling of $\mathcal{U}$.

We can also change (“rotate”) the system of coordinates and rescale the vector $a$, so that $a = e^{(1)}$. This also implies that we rotate the vectors $b^+, b^-, b^\perp$. However equation (B.4) transforms covariantly under this change of coordinates; moreover it does not change after the rescaling of $a$ (let’s say by a positive factor $\alpha$): Indeed, as remarked in (B.2), we have that the residue rescales by $\alpha$, but the delta function rescales by the inverse $\alpha^{-1}$.

Note that the equation (B.4) holds in the sense of distributions. We prove this equation when smeared with test functions $g \in \mathcal{D}(\mathcal{K})$, where $\mathcal{K}$ is a fixed convex compact set. We define $G(z) := (z \cdot a)F(z)$; by hypothesis, we have that this function is analytic on $\mathcal{T}(\mathcal{C} \cap \mathcal{U})$, and we have $G(z) = \text{res}_{z = a} F(z)$ if $z \cdot a = 0$.

First we prove the equation (B.4) using the additional hypothesis that $G$ and its gradient, $\nabla G$, can be extended to a continuous function on the closure $\mathcal{K} + i(\mathcal{C} \cap \mathcal{U})$.

We compute,

$$\int \left(F(x + i0b^-) - F(x + i0b^+)\right) g(x) dx = \lim_{\epsilon \to 0} \int \left(F(x + i\epsilon b^-) - F(x + i\epsilon b^+)\right) g(x) dx,$$

where we used that $G(z) := (z \cdot a)F(z)$, $z = x + i\epsilon b^\perp$, $a = e^{(1)}$.

Now we use the notation $x = (x_1, \hat{x})$ and the substitution $y = x_1/\epsilon$, and we can rewrite the right hand side of (B.5) as

$$\int \left(F(x + i0b^-) - F(x + i0b^+)\right) g(x) dx = \lim_{\epsilon \to 0} \int dy \hat{d}\hat{x} \frac{G(ey + i\epsilon b^-_1, \hat{x} + i\epsilon b^-)}{ey + i\epsilon b^-_1} - \frac{G(ey + i\epsilon b^+_1, \hat{x} + i\epsilon b^+)\hat{x}}{ey + i\epsilon b^+_1} g(ey, \hat{x})$$

$$= \lim_{\epsilon \to 0} \int dy \hat{d}\hat{x} \frac{G(z^-)}{y + ib^-_1} - \frac{G(z^+)}{y + ib^+_1} g(ey, \hat{x})$$

$$= \lim_{\epsilon \to 0} \int dy \hat{d}\hat{x} \frac{ib^-_1 G(z^-) - ib^-_1 G(z^+) + y(G(z^-) - G(z^+))}{(y + ib^-_1)(y + ib^+_1)} g(ey, \hat{x}),$$

where $z^\pm := (ey + i\epsilon b^\perp, \hat{x} + i\epsilon b^\perp)$.

We consider the numerator in (B.6), and we compute:

$$\left|ib^-_1 G(z^-) - ib^-_1 G(z^+) + y(G(z^-) - G(z^+))\right|$$

$$\leq \frac{b^+_1 |G(z^-)| + b^-_1 |G(z^+) + |y| \cdot (|G(z^-)| - |G(z^+)|)}{|y + ib^-_1| \cdot |y + ib^+_1|}.$$
Since \( g \) has compact support, we have that \(|x| < c\) with some \( c > 0\), and therefore \(|y| < c/\epsilon\), for \( \epsilon \leq 1\). Since \( G \) is analytic on \( T(C \cap U) \) and, by the additional assumption before (B.3), is also continuous on the closed domain \( K + i(C \cap U) \), we can apply the mean value theorem, and we can find a point \( z \) in \( K + i(C \cap U) \), such that

\[
|G(z^-_e) - G(z^+_e)| = \epsilon \|b^- - b^-\| \|\nabla G(z)\|, \tag{B.8}
\]

where we used that \( z^-_e - z^+_e = i\epsilon(b^- - b^+)\).

By taking the supremum of \( \|\nabla G(z)\| \) over all \( z \) on the domain \( K + i(C \cap U) \), we find

\[
|G(z^-_e) - G(z^+_e)| \leq \epsilon \|b^- - b^-\| \sup \{\|\nabla G(z)\| : z \in K + i(C \cap U)\}. \tag{B.9}
\]

Since by the additional assumption, \( G, \nabla G \) are continuous functions on the compact domain \( K + i(C \cap U) \), then they are bounded, which means that the supremum in the above equation is finite and \( |G(z^+_e)| \) is bounded as well;

Hence, we obtain a majorant in (B.7), which is also integrable. Then we can apply the dominated convergence theorem, and we can bring the limit \( \epsilon \searrow 0 \) inside the integral sign, we find

\[
\text{(B.5)} = \int dy\,dx \left( \frac{G(0, \hat{x})}{y + ib^-_1} - \frac{G(0, \hat{x})}{y + ib^-_1} \right) g(0, \hat{x})
= \int dy \left( \frac{1}{y + ib^-_1} - \frac{1}{y + ib^-_1} \right) \int d\hat{x} \, G(0, \hat{x}) g(0, \hat{x})
= \int dy \frac{ib_1^- - ib_1^-}{(y + ib^-_1)(y + ib^-_1)} \int d\hat{x} \, G(0, \hat{x}) g(0, \hat{x}). \tag{B.10}
\]

We can solve the integral in \( y \) applying the Jordan’s lemma. Using \( \pm ib_1^\pm > 0\), the pole \( y = -ib_1^- \) is in the upper half complex plane of \( y \) and the pole \( y = -ib_1^+ \) is in the lower half complex plane of \( y \). Hence, we have

\[
\int dy \frac{ib_1^- - ib_1^-}{(y + ib^-_1)(y + ib^-_1)} = 2i\pi \text{ res}_{y=-ib^-_1} \left( \frac{ib_1^- - ib_1^-}{(y + ib^-_1)(y + ib^-_1)} \right) = 2\pi i. \tag{B.11}
\]

Inserting in (B.10), we find

\[
\text{(B.5)} = \int dy \frac{ib_1^- - ib_1^-}{(y + ib^-_1)(y + ib^-_1)} \int d\hat{x} \, G(0, \hat{x}) g(0, \hat{x}) = 2\pi i \int d\hat{x} \, G(0, \hat{x}) g(0, \hat{x}). \tag{B.12}
\]

Therefore,

\[
\int \left( F(x + i0 b^-) - F(x + i0 b^+) \right) g(x) dx = 2\pi i \int d\hat{x} \, G(0, \hat{x}) g(0, \hat{x})
= 2\pi i \int d\hat{x} \int dx_1 \delta(x_1) G(x) g(x), \tag{B.13}
\]

which we can rewrite in the sense of distributions as

\[
F(x + i0 b^-) - F(x + i0 b^+) = 2\pi i \delta(x_1) G(x) = 2\pi i \delta(x \cdot a) G(x) = 2\pi i \delta(x \cdot a) \text{ res}_{z=a=0} F(x), \tag{B.14}
\]

where in the second equality we used that \( a = e^{(1)} \), and in the third equality that \( G(z) = \text{res}_{z=a=0} F(z) \). We note that, due to our continuity assumption and equation
\( G(z) = \text{res}_{z=a=0} F(z) \), the residue is a continuous function for \( z \cdot a = 0 \), so we can omit the factor \(+i0b^\top\) in the argument of \( F \).

This proves equation (B.4) with our additional continuity hypothesis.

Now, we consider the general case, without the additional continuity hypothesis. Also in this case, we can replace \( \mathcal{U} \) with a smaller ball \( \mathcal{U}' \), such that \( \mathcal{U}' \subset \mathcal{U} \). Indeed, the assertion of Lemma B.1 does not require a specific neighbourhood of zero, since equation (B.4) needs to hold in the limit \( \epsilon \to 0 \).

Since \( \mathcal{C} \) is open and \( b^+, b^-, b^\top \in \mathcal{C} \), then \( \mathcal{C} \) must also contain a small neighbourhood of each vector \( b^+, b^-, b^\top \). Therefore we can choose a smaller open convex cone \( \mathcal{C}' \), such that \( b^+, b^-, b^\top \in \mathcal{C}' \), and \( \mathcal{C}' \subset \mathcal{C} \). Note that replacing \( \mathcal{C} \) with a smaller cone \( \mathcal{C}' \) does not change the assertion of Lemma B.1. In particular the scalar products of those vectors with \( a \) and equation (B.4) read still the same.

By hypothesis we have that \( G \) and \( \nabla G \) are continuous on \( \mathcal{K} + i(\mathcal{C} \cap \mathcal{U}) \); since \( \mathcal{C}' \subset \mathcal{C} \) and \( \mathcal{U}' \subset \mathcal{U} \), this implies that they are continuous on \( \mathcal{K} + i(\mathcal{C}' \cap \mathcal{U}') \) except possibly at \( \text{Im} \ z = 0 \), because there is no neighbourhood of zero which is contained in \( \mathcal{C} \). Now, to keep the notation simpler, we omit the prime indices, and we write that the functions \( G \) and \( \nabla G \) are continuous on \( \mathcal{K} + i(\mathcal{C} \cap \mathcal{U}) \) except possibly at \( \text{Im} \ z = 0 \) (this change of notation should not confuse the reader since we can choose the new domains \( \mathcal{C}' \) and \( \mathcal{U}' \) without loss of generality).

By hypothesis \( F \) is meromorphic in \( \mathcal{T}(\mathcal{U}) \), so \( G, \nabla G \) are meromorphic in \( \mathcal{T}(\mathcal{U}) \) as well; this implies that they are locally given as a quotient of two analytic functions, where the denominator has zeros of finite order; therefore, \( G, \nabla G \) possibly diverge at \( \text{Im} \ z = 0 \) like an inverse power of \( \text{Im} \ z \). That is, we can find \( c > 0, \ell > 0 \) such that

\[
|G(z)| + \|\nabla G(z)\| \leq c|\text{Im} \ z|^{-\ell} \quad \text{for all } z \in \mathcal{K} + i(\mathcal{C} \cap \mathcal{U}), \text{Im} \ z \neq 0. \tag{B.15}
\]

Now we denote with \( \partial_\perp = b^\top \cdot \nabla \) the partial derivative in the direction of \( b^\top \), and with \( G^{(−m)} \) the \( m \)-th order antiderivative of \( G \) with respect to that direction. We construct this antiderivative by repeated integration along lines connecting different points in the domain of \( G \); the convexity of \( \mathcal{C} \) guarantees that these lines are in the domain of \( G \), and so that we can construct such antiderivatives.

Due to (B.15), we know that by integrating repeatedly with sufficiently large \( m \), we can remove the divergences of \( G, \nabla G \), and obtain that both \( G^{(−m)} \) and \( \nabla G^{(−m)} \) are continuous on \( \mathcal{K} + i(\mathcal{C} \cap \mathcal{U}) \), including the points where \( \text{Im} \ z = 0 \). (see for example [RS75 Thm. IX.16] for details on this technique.)

We compute

\[
\int F(x + ie^\perp b^\perp)g(x)dx = \int \frac{G(x + ie^\perp b^\perp)}{x_1 + ie^\perp b^\perp} g(x) \, dx, \tag{B.16}
\]

where we used that \( G(z) := (z \cdot a)F(z) \), \( z = x + ie^\perp b^\perp, \ a = e^{(1)} \).

Now we use integration by parts. Consider that, since \( b^\perp \cdot a = 0, \ x_1 \) and \( \partial_\perp \) refer to mutually orthogonal directions, and therefore the derivative \( \partial_\perp \) does not apply to the denominator \( x_1 + ie^\perp b^\perp \). Note also that the boundary term is zero because of the support properties of \( g \). Hence, we have

\[
\int F(x + ie^\perp b^\perp)g(x)dx = (-1)^m \int \frac{G^{(−m)}(x + ie^\perp b^\perp)}{x_1 + ie^\perp b^\perp} \partial_{m} \ n g(x) \, dx. \tag{B.17}
\]

Now we can apply all the previous analysis to \( G^{(−m)}, \partial_{m} g \) in place of \( G, g \), until equation
This gives:

\[
\int \left( (F(x + i0b^+) - F(x + i0b^-)) \right) g(x) dx = (-1)^m 2\pi i \lim_{\epsilon \to 0} \int G^{(-m)}(0, \hat{x}) \delta^{\hat{m}}(0, \hat{x}) \hat{d} \hat{x}.
\] (B.18)

We would like now to get rid of the derivatives and antiderivatives of \( G, g \) using integration by parts once more; but we have an obstruction: Since \( G \) diverges at \( \text{Im } z = 0 \), the function \( G^{(-m)} \) is not \( m \)-times differentiable at \( \text{Im } z = 0 \).

To solve this problem, we note that since \( G^{(-m)} \) is continuous on \( \mathcal{K} + i(\mathcal{C} \cap \mathcal{U}) \), we can write \( G^{(-m)}(0, \hat{x}) = \lim_{\epsilon \to 0} G^{(-m)}(0, \hat{x} + i\epsilon \hat{b}^\perp) \) (where on the left hand side \( G^{(-m)} \) is evaluated on the boundary of the cone, in particular at \( \text{Im } z = 0 \), and on the right hand side it is evaluated in the interior of the cone). Inserting this into (B.18), and bringing the limit \( \epsilon \to 0 \) outside the integral sign (the dominated convergence theorem enters here), we find:

\[
\int \left( (F(x + i0b^-) - F(x + i0b^+)) \right) g(x) dx = (-1)^m 2\pi i \lim_{\epsilon \to 0} \int G^{(-m)}(0, \hat{x} + i\epsilon \hat{b}^\perp) \delta^{\hat{m}}(0, \hat{x}) \hat{d} \hat{x}.
\] (B.19)

We notice that \( G^{(-m)}(0, \hat{x} + i\epsilon \hat{b}^\perp) \) is \( m \)-times differentiable in \( (0, \hat{x}) \in \mathcal{K} \) (since we added a non-zero imaginary part to the argument of \( G^{(-m)} \)). Now, we can integrate by parts, and find:

\[
\int \left( (F(x + i0b^-) - F(x + i0b^+)) \right) g(x) dx = 2\pi i \lim_{\epsilon \to 0} \int G(0, \hat{x} + i\epsilon \hat{b}^\perp) g(0, \hat{x}) \hat{d} \hat{x}.
\] (B.20)

Using that \( b_i^\perp = b^\perp \cdot a = 0 \), we find:

\[
\int \left( (F(x + i0b^-) - F(x + i0b^+)) \right) g(x) dx = 2\pi i \lim_{\epsilon \to 0} \int \delta(x_1) G(x + i\epsilon \hat{b}^\perp) g(x) dx.
\] (B.21)

Therefore,

\[
\int \left( (F(x + i0b^-) - F(x + i0b^+)) \right) g(x) dx = 2\pi i \int \delta(x \cdot a) \lim \text{ res}_{x = 0} F(x + i0b^+) g(x) dx.
\] (B.22)

This gives the result (B.4).

Using the lemma above, we try to write a similar formula in the case of a function which has first-order poles at several distinct hyperplanes.

**Proposition B.2.** Let \( \mathcal{U} \subset \mathbb{R}^k \) be a neighbourhood of zero, \( \mathcal{C} \subset \mathbb{R}^k \) an open convex cone, and \( a_1, \ldots, a_p \in \mathbb{R}^k \) pairwise different. Let \( F \) be meromorphic on \( T(\mathcal{U}) \) and \( (z \cdot a_1) \cdots (z \cdot a_p) F(z) \) analytic on \( T(\mathcal{C} \cap \mathcal{U}) \). For any \( M \subset \{1, \ldots, p\} \), let \( b_M \in \mathbb{C} \) such that \( a_j \cdot b_M = 0 \) if \( j \in M \), \( a_j \cdot b_M > 0 \) if \( j \notin M \). Let \( c \in \mathbb{C} \) such that \( a_j \cdot c < 0 \) for all \( j \). Then it holds that:

\[
F(x + i0c) = \sum_{M \subset \{1, \ldots, p\}} (2i\pi)^{|M|} \left( \prod_{m \in M} \delta(x \cdot a_m) \right) \lim \text{ res}_{z = a_{m_1} = 0} \ldots \lim \text{ res}_{z = a_{m_{|M|}} = 0} F(x + i0b_M). \] (B.23)

with the notation \( M = \{m_1, \ldots, m_{|M|}\} \).
Proof. We prove this proposition by using induction on \( p \). For \( p = 1 \), (B.23) reduces to
\[
F(x + i0 c) = F(x + i0 b_0) + (2i\pi)\delta(x \cdot a_1) \ \text{res} \ F(x + i0 b_{(1)}).
\]
This follows directly from Lemma [B.1] with \( b^+ = b_0, \ b^- = c, \ b^+ = b_{(1)} \).

Now we assume that (B.23) holds for \( p - 1 \) in place of \( p \).

Since \( C \) is convex, we have by definition of convex domain that the straight line from \( c \) to \( b_0 \) is contained in \( C \). Since the functions \( a_j \cdot z \) fulfills \( a_j \cdot c < 0 \) on the end point \( c \) of this line and \( a_j \cdot b_0 \) on the other end point \( b_0 \) of the line, and they are continuous between these two points, then they have at least one zero \( (a_j \cdot z = 0) \) along the line; we choose the \( a_j \) which gives the first zero and we rename it \( a_1 \). If we have several zeros which are attained at the same time, then we can perform a small deformation of the path within the open set \( C \) so that the zeros are isolated along the path. We have that the function \((z \cdot a_1) F(z)\) is analytic within the tube over the cone \( C^- := \{ x \in C : x \cdot a_j < 0 \text{ for } j \geq 2 \} \). (It is analytic because \((z \cdot a_j)^{-1}, j \geq 2, \text{ is analytic on that domain.}\) We also note that \( C^- \) is convex and open since it is the intersection of two convex open sets: \( C^- = C \cap \{ x \cdot a_2 < 0 \} \cap \ldots \cap \{ x \cdot a_p < 0 \} \).

After we have possibly renumbered the vectors \( a_j \) (see above), we can choose \( c' \in C^- \) such that \( a_1 \cdot c' > 0 \), but \( a_j \cdot c' < 0 \) for \( j \geq 2 \).

We apply Lemma [B.1] with \( b^+ = c', \ b^- = c \), and we find
\[
F(x + i0 c') = F(x + i0 c') + 2\pi i\delta(x \cdot a_1) \ \text{res} \ F(x + i0 c').
\]
where we choose \( c'' \in C^- \) such that \( a_1 \cdot c'' = 0 \). We can apply to the term \( F(x + i0 c') \) the induction hypothesis (namely equation [B.23] with \( p - 1 \) in place of \( p \)) with respect to the cone \( C^+ := \{ x \in C : a_1 > 0 \} \), where \((z - a_2) \cdots (z - a_p)^{-1} F(z)\) is analytic. This gives
\[
F(x + i0 c') = \sum_{M \subset \{2, \ldots, p\}} (2i\pi)^{|M|} \left( \prod_{m \in M} \delta(x \cdot a_m) \right) \ \text{res} \ F(x + i0 b_M).
\]
Moreover, we have that the residue of \( F \) in (B.25) is a meromorphic function on the hyperplane \( z \cdot a_1 = 0 \), which we can identify with \( \mathbb{C}^{k-1} \); we also have that the function is analytic when we multiply it with \((z - a_2) \cdots \). So, we apply the induction hypothesis (namely equation [B.23] with \( p - 1 \) in place of \( p \)) with respect to the cone \( C^0 := \{ x \in C : a_1 = 0 \} \), and we have
\[
\text{res} \ F (x + i0 c') \ \text{res} \ F (x + i0 b_M).
\]
Inserting (B.26) and (B.27) into (B.25), we find
\[
F(x + i0 c') = \sum_{M \subset \{2, \ldots, p\}} (2i\pi)^{|M|} \left( \prod_{m \in M} \delta(z \cdot a_m) \right) \ \text{res} \ F(x + i0 b_M)
\]
\[
+ 2\pi i\delta(x \cdot a_1) \sum_{M \subset \{2, \ldots, p\}} (2i\pi)^{|M|} \left( \prod_{m \in M} \delta(x \cdot a_m) \right) \times
\]
\[
\times \ \text{res} \ F(x + i0 b_M) = 0 \ \text{res} \ F(x + i0 b_{(1)}).
\]
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that we can rewrite as

\[
F(x + i0 c) = \sum_{M \subset \{2, \ldots, p\}} (2\pi i)^{|M|} \left( \prod_{m \in M} \delta(x \cdot a_m) \right) \left( \prod_{z \cdot a_m = 0} \right) F(x + i0 b_M) \\
+ \sum_{M \subset \{2, \ldots, p\}} (2\pi i)^{|M|+1} \left( \prod_{m \in M \cup \{1\}} \delta(x \cdot a_m) \right) \left( \prod_{z \cdot a_m = 0} \right) F(x + i0 b_{M \cup \{1\}}).
\]

(B.29)

Fix a subset \(M'\) of the set \(\{1, \ldots, p\}\). Either 1 is in \(M'\) or 1 is not in \(M'\). If 1 is in \(M'\), then we consider the second line of (B.29). Set \(M' := M \cup \{1\}\), and relabel the summation index \(M\) in the second line of (B.29) as \(M' \cup \{1\}\), then the second line of (B.29) reads

Second line of (B.29)

\[
= \sum_{M' \subset \{1, \ldots, p\} \atop M' contains 1} (2\pi i)^{|M'|} \left( \prod_{m \in M'} \delta(x \cdot a_m) \right) \left( \prod_{z \cdot a_m = 0} \right) F(x + i0 b_{M'}). \quad (B.30)
\]

If 1 is not in \(M'\), then we consider the first line of (B.29), we have

First line of (B.29) = \[
\sum_{M' \subset \{1, \ldots, p\} \atop M' not contain 1} \left( \prod_{m \in M'} \delta(x \cdot a_m) \right) \left( \prod_{z \cdot a_m = 0} \right) F(x + i0 b_{M}).
\]

(B.31)

Summing these two terms, we find

\[
F(x + i0 c) = \sum_{M'' \subset \{1, \ldots, p\}} \left( \prod_{m \in M''} \delta(x \cdot a_m) \right) \left( \prod_{z \cdot a_m = 0} \right) F(x + i0 b_{M''}), \quad (B.32)
\]

which gives the proposed result (B.23). \(\square\)
Appendix C

CR functions on graphs

Most of the material in this section, until Lemma C.2 included, is due to H. Bostelmann.

We call a graph \( G \) in \( \mathbb{R}^k \), a collection of points in \( \mathbb{R}^k \), that we call the nodes, together with a set of straight lines which connect some of these nodes, that we call the edges.

In our case, the nodes will always be points on the lattice \( \pi \mathbb{Z}^k \), and the edges will always be lines between nodes which are next neighbours and parallel to the axis; this means that the edges are parametrized by \( \lambda(s) = \nu + s \epsilon^{(j)} \), where \( \epsilon^{(j)} \) is a standard basis vector of \( \mathbb{R}^k \), where \( 0 < s < \pi \), and where \( \nu \) and \( \nu + \pi \epsilon^{(j)} \) are nodes of \( G \). We call the tube over \( G \) the set of all \( \zeta = \theta + i \lambda \) with \( \theta \in \mathbb{R}^k \) and \( \lambda \) on an edge of \( G \). We denote this tube by \( T(G) \).

We call a CR function \( F \) on \( T(G) \) a smooth function on \( T(G) \) which is analytic along the edges; namely, if we consider an edge \( \lambda(s) \) parametrized as above, we have that \( F \) is analytic in \( \zeta \) along that edge, and it is smooth in all (real) variables.

Moreover we require that the boundary values of \( F \) and also of all its derivatives exist at the nodes, \( s \searrow 0 \) and \( s \nearrow \pi \), and that where several edges meet in a common node, the different limits of \( F \) along the different edges agree. This means that we can speak of the boundary value at a node, without that we indicate the direction of the limit. But in the case that several graphs play a role, we will denote by \( F(\nu)|_G \) the boundary value at node \( \nu \) which is obtained within \( G \).

A CR distribution \( F \) on \( T(G) \), correspondingly, is an analytic function along the edges and a \( \mathcal{D}(\mathbb{R}^{k-1})' \) distribution in the remaining real variables.\(^1\) As above, we also require that all boundary values at nodes exist in the sense of distributions, and that they agree where several edges meet in a common node.

Now we will obtain some general properties of CR functions on \( T(G) \); these properties are mainly extensions of standard results to our framework.

First, we note that we can make CR distributions “regular” by convoluting them with test functions. Indeed, let \( F \) be a CR distribution on \( G \), and let \( g = (g_1, \ldots, g_k) \in \mathcal{D}(\mathbb{R})^k \), we define

\[
(F \ast g)(\zeta) := \int F(\zeta - \xi)g_1(\xi_1) \ldots g_k(\xi_k) \, d^k\xi.
\]

We can show that \( F \ast g \) is a CR function on \( T(G) \). For this, we need to show that \( F \ast g \) is a smooth function in all (real) variables \( \text{Re} \, \zeta \), and therefore that the following derivative exists for any \( j = 1, \ldots, k \):

\[
\frac{\partial (F \ast g)(\zeta)}{\partial \text{Re} \, \zeta_j} = \frac{\partial}{\partial \text{Re} \, \zeta_j} \int F(\zeta - \xi)g_1(\xi_1) \ldots g_k(\xi_k) \, d^k\xi.
\]

\(^1\)See [GS64, Ch. I, Appendix 2, §3] regarding a discussion of distributions which depends analytically on a parameter.
By renaming of the variables, we can shift Re ζ into the argument of g (ζ = θ + iλ).
\[
\frac{\partial (F \ast g)(\zeta)}{\partial \theta_j} = \frac{\partial}{\partial \theta_j} \int F(\xi' + i\lambda)g_1(\theta_1 - \xi_1) \ldots g_k(\theta_k - \xi_k) \, d^k \xi'.
\]
(C.3)

Since a distribution is a continuous functional in the test functions \(g_j\) in the \(D(\mathbb{R})\) topology, we can move the derivative to the test function \(g\), and note that the functions \(g\) are differentiable.
\[
\frac{\partial (F \ast g)(\zeta)}{\partial \theta_j} = -\int F(\xi' + i\lambda)g_1(\theta_1 - \xi_1) \ldots \frac{\partial}{\partial \theta_j}g_j(\theta_j - \xi_j) \ldots g_k(\theta_k - \xi_k) \, d^k \xi'.
\]
(C.4)

To prove that \(F \ast g\) is a CR function on \(\mathcal{T}(\mathcal{G})\), we also need to show that \(F \ast g\) is an analytic function on the edges of the graph \(\mathcal{G}\), but this follows directly from the fact that \(F\) is analytic along those edges.

Moreover, we have that CR distributions fulfils a version of the tube theorem (see [Boc38], [BM48]), namely they can be extended to the convex hull of the graph. In order to formulate this theorem, we introduce further notation: we denote with \(\text{ich} \, \mathcal{G}\) the closure of the edges of \(\mathcal{G}\), namely it is the edges together with the nodes, as a subset of \(\mathbb{R}^k\). We call \(\text{cch} \, \mathcal{G}\) the closed convex hull of \(\mathcal{G}\), we denote with \(\text{ich} \, \mathcal{G}\) the interior of the convex hull, and following a notation used in [Kaz79], we define the almost convex hull \(\text{ach} \, \mathcal{G} := (\text{ich} \, \mathcal{G}) \cup \mathcal{G}\).

**Lemma C.1.** Let \(\mathcal{G}\) be a connected graph and \(F\) a CR distribution on \(\mathcal{T}(\mathcal{G})\). Then, \(F\) extends to an analytic function on \(\text{ich} \, \mathcal{G}\) with distributional boundary values on \(\text{ach} \, \mathcal{G}\).

**Proof.** To prove this lemma, we use results that you can find in [Kaz79]. In his framework, \(\mathcal{G}\) is a connected, locally closed, locally starlike set. We have that the convolution \(F \ast g\) is a CR function on \(\mathcal{T}(\mathcal{G})\), for any \(g \in D(\mathbb{R})^k\) (we have shown this after Eq. (C.1)).

Even more, since \(F \ast g\) is an analytic function along the edges on \(\mathcal{T}(\mathcal{G})\), and it is continuous on the nodes, then by Morera’s theorem, we have that at nodes where two edges along the same axis meet, \(F \ast g\) analytically continues in the respective variable across the node.

Hence, we have that at any node the function \(F \ast g\) is a smooth function; but due to the several directions where the edges can meet in a common node, the derivatives possibly exist only as single-sided derivatives. This \(F \ast g\) is defined on lines in at most \(k\) independent directions, and therefore we have at most \(k\) independent first order partial derivatives. This makes possible to explicitly construct a smooth extension of this function on a neighbourhood of the node. A possible way is the following: Suppose that \(f_1(x_1)\) and \(f_2(x_2)\) are two smooth functions on the two real axis of \(\mathbb{R}^2\), and 0 is the node; assume, without loss of generality, that \(f_1(0) = f_2(0) = 1\). Then we can construct a smooth extension on the neighbourhood of zero by setting \(f(x_1, x_2) := f_1(x_1) \cdot f_2(x_2)\). Since we can construct a smooth extension of \(F \ast g\) on an open set of the graph, containing the node, then \(F \ast g\) is a smooth function in the sense of Whitney (this can be seen from the definition of smooth function in the sense of Whitney in the remark after Def. 1.3 in [Kaz79]).

Now since \(F \ast g\) is smooth in the sense of Whitney on \(\mathcal{T}(\mathcal{G})\) and it is a CR function on each open line segment in \(\mathcal{G}\), then by [Kaz79, Def. 2.12], \(F \ast g\) is a CR’ function on \(\mathcal{T}(\mathcal{G})\).

Using that \(F \ast g\) is a CR’ function on \(\mathcal{T}(\mathcal{G})\) (which is the same as CR function, see [Kaz79 Proposition 2.13]), then we can apply [Kaz79 Theorem 6.1], which shows that there is a bijection between CR functions on \(\mathcal{T}(\text{ach} \, \mathcal{G})\) and CR functions on \(\mathcal{T}(\mathcal{G})\); this
gives an extension $G$ of $F \ast g$ to $T(\text{ach} \, G)$, and again by [Kaz79, Theorem 6.1], we have that this extension is analytic in $T(\text{ich} \, G)$.  

It remains only to show that we can write $G = F \ast g$, where $F$ is some function analytic in $T(\text{ich} \, G)$. To show this we will follow an argument that can be found in more details and in a similar situation for example in [Eps60, p. 530], and that here we will sketch only briefly.

We know that $G$ depends on $g$; due to the remark in [Kaz79, Sec. 12] (see page 170 bottom), we have also that at each fixed $\lambda \in \text{ich} \, (G)$, the map $g \mapsto G(i \lambda)$ is continuous in $g$ in the $D$-topology.

If now we smear $G$ in $\lambda$ within $\text{ich} \, (G)$ with another test function, we obtain a distribution in $2k$ variables which, due to the analyticity of $G$, fulfills the Cauchy-Riemann equations in the sense of distributions (cf. [Eps60, p. 530]).

Now, we can apply [Sch59, p. 72], which shows that a distribution which fulfills the Cauchy-Riemann equations in a weak sense, it also fulfills the Cauchy-Riemann equations in the strong sense, namely it is an analytic function smeared with test functions. This gives the desired function $F$. \hfill $\square$

If we assume that $F$ is a CR function on $T(G)$, then the maximum modulus principle holds also for CR functions on $T(G)$ due to [Kaz79, Sec. 11, Corollary]:

$$\sup_{\zeta \in T(\text{ach} \, G)} |F(\zeta)| = \sup_{\zeta \in T(\, G)} |F(\zeta)|. \tag{C.5}$$

Now suppose also that the function $F$ fulfills on each edge bounds of this type:

$$\log |F(\theta + i \nu + i\lambda e^{(j)})| = o(\cosh \theta_j) \tag{C.6}$$

for large $|\theta_j|$, uniformly in $\lambda$, and with $\theta_m \ (m \neq j)$ fixed.

Then we can apply the Phragmén-Lindelöf argument given in [HR46, Theorem 3], which states that the function attains the maximum modulus on the boundary of the edge, and therefore on one of the nodes which are connected by the edge. Hence, we can rewrite (C.5) as

$$\sup_{\zeta \in T(\text{ach} \, G)} |F(\zeta)| = \sup_{\zeta \in T(\text{nodes} \, G)} |F(\zeta)|. \tag{C.7}$$

Now we want to obtain a similar maximum modulus principle as above for the norm $\| \cdot \|_x$, which was defined in Eq. (2.58). This is done in the following lemma.

**Lemma C.2.** If $F$ is a CR distribution on $T(G)$, then

$$\sup_{\lambda \in \text{ach} \, G} \|F(\cdot + i\lambda)\|_x = \sup_{\lambda \in G} \|F(\cdot + i\lambda)\|_x. \tag{C.8}$$

If further $F \ast g$ fulfills bounds of the form (C.6) for each fixed $g \in D(R)^k$, then

$$\sup_{\lambda \in \text{ach} \, G} \|F(\cdot + i\lambda)\|_x = \sup_{\lambda \in \text{nodes} \, G} \|F(\cdot + i\lambda)\|_x. \tag{C.9}$$

**Proof.** We consider $g = (g_1, \ldots, g_k)$ with $\|g_1\|_2 \leq 1$, we consider $F \ast g(\zeta)$ as defined in (C.1). We have shown in the proof of Lemma C.1 that this function is analytic on $T(\text{ich} \, G)$ and it is a CR function on $T(G)$. We can also show that

$$\|F(\cdot + i\lambda)\|_x = \sup_{g} |F \ast g(i\lambda)| = \sup_{g, \theta} |F \ast g(\theta + i\lambda)|. \tag{C.10}$$
The first equality can be proved by using the definitions (C.1) and (C.5), and by performing a renaming of the variables \( \theta := -\xi \):

\[
\sup_g | F \ast g(i\lambda) | = \sup_g \left| \int F(i\lambda - \xi)g_1(\xi_1) \ldots g_k(\xi_k) \, d^k\xi \right|
\]

\[
= \sup_g \left| \int F(\theta + i\lambda)g_1(-\theta_1) \ldots g_k(-\theta_k) \, d^k\theta \right|. \tag{C.11}
\]

Calling \( g'_j(\theta) := g_j(-\theta) \), we find

\[
\sup_g | F \ast g(i\lambda) | = \sup_{g'} \left| \int F(\theta + i\lambda)g'_1(\theta_1) \ldots g'_k(\theta_k) \, d^k\theta \right| = \| F(\cdot + i\lambda) \|_x. \tag{C.12}
\]

Similarly, we can prove the second equality in (C.10) using a renaming of variables \( \theta' := \theta - \xi \):

\[
\sup_{g, \theta} | F \ast g(\theta + i\lambda) | = \sup_{g', \theta} \left| \int F(\theta' + i\lambda)g'_1(\theta'_1) \ldots g'_k(\theta'_k) \, d^k\theta' \right|
\]

\[
= \sup_{g'} \left| \int F(\theta' + i\lambda)g'_1(\theta'_1) \ldots g'_k(\theta'_k) \, d^k\theta' \right| = \| F(\cdot + i\lambda) \|_x. \tag{C.13}
\]

where in the first equality we have used that the supremum over \( g \) equals the supremum over \( g' \), and in the second equality we used that, after taking the supremum over all \( g' \), the integral expression does not depend on \( \theta \) any more, so we can drop the supremum over \( \theta \).

Applying the maximum modulus principle (C.5) to \( F \ast g \) and using the relation (C.10), we can find (C.8): Indeed, we have

\[
\sup_{\zeta \in \mathcal{T}(\text{ach } G)} | (F \ast g)(\zeta) | = \sup_{\zeta \in \mathcal{T}(G)} | (F \ast g)(\zeta) |. \tag{C.15}
\]

that we can rewrite as:

\[
\sup_{\theta} \sup_{\lambda \in \text{ach } G} | (F \ast g)(\zeta) | = \sup_{\theta} \sup_{\lambda \in G} | (F \ast g)(\zeta) |. \tag{C.16}
\]

Taking the supremum over \( g \) of both sides of the equation, we find

\[
\sup_{g} \sup_{\theta} \sup_{\lambda \in \text{ach } G} | (F \ast g)(\zeta) | = \sup_{g} \sup_{\theta} \sup_{\lambda \in G} | (F \ast g)(\zeta) |. \tag{C.17}
\]

Using (C.10), we find from the equation above our result (C.8).

Moreover, if \( F \ast g \) fulfills bounds of the form (C.6), then we can apply (C.7) to \( F \ast g \); then using the relation (C.10), we find (C.9). The details of this argument are as follows: By (C.7), we have

\[
\sup_{\zeta \in \mathcal{T}(\text{ach } G)} | (F \ast g)(\zeta) | = \sup_{\zeta \in \mathcal{T}(\text{nodes } G)} | (F \ast g)(\zeta) |. \tag{C.18}
\]
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that we can rewrite as

$$\sup_\theta \sup_{\lambda \in \text{ach } G} |(F * g)\zeta| = \sup_\theta \sup_{\lambda \in \text{nodes}(G)} |(F * g)\zeta|.$$  \hfill (C.19)

Taking the supremum over $g$ of both sides of the equation, we have

$$\sup_g \sup_\theta \sup_{\lambda \in \text{ach } G} |(F * g)\zeta| = \sup_g \sup_\theta \sup_{\lambda \in \text{nodes}(G)} |(F * g)\zeta|.$$  \hfill (C.20)

Using (C.10), we find from the equation above our result (C.9).

Now we prove a result regarding pointwise bounds on analytic functions, which are estimated using the supremum of the norm $\| \cdot \|_\infty$ of these functions. These bounds do not hold only for CR functions on graphs, but they are valid for any analytic functions defined on tube domains, namely are useful in conjunction with Lemma \[C.2\]. The following proposition can be proved by using the mean value property; one can find a similar application of this technique for the computation of certain uniform bounds for example in \[Lec08\, Prop. 4.4\].

**Proposition C.3.** Let $\mathcal{I} \subset \mathbb{R}^k$ be open and $F$ analytic on $\mathcal{T}(\mathcal{I})$. Then, for all $\zeta \in \mathcal{T}(\mathcal{I})$,

$$|F(\zeta)| \leq \frac{(4/\pi)^{k/4} k^{k/4}}{\text{dist}(\text{Im } \zeta, \partial \mathcal{I})^{k/2}} \sup_{\lambda \in \mathcal{I}} \|F(\cdot + i\lambda)\|_\infty.$$  \hfill (C.21)

**Proof.** We fix $\zeta \in \mathcal{T}(\mathcal{I})$, we consider $D_t \subset \mathbb{C}$ to be the disc around the origin with radius $t := \frac{1}{2}k^{-1/2} \text{dist}(\text{Im } \zeta, \partial \mathcal{I})$, cf. Fig. \[C.1\]. Then, for this value of the radius, we have that the polydisc $(D_t \times \cdots \times D_t) + \zeta$ is contained in $\mathcal{T}(\mathcal{I})$. We can apply the
mean value property for analytic functions and we get

$$F(\zeta) = (\pi t^2)^{-k} \int_{D_t} d\theta_1 d\lambda_1 \ldots \int_{D_t} d\theta_k d\lambda_k F(\zeta + \theta + i\lambda)$$

$$= (\pi t^2)^{-k} \int_{[-t,t]^k} d^k \lambda \int_{-(t^2-\lambda^2)^{1/2}}^{(t^2-\lambda^2)^{1/2}} d^k \theta F(\zeta + \theta + i\lambda)$$

$$= (\pi t^2)^{-k} \int_{[-t,t]^k} d^k \lambda \int_{-\infty}^{+\infty} d^k \theta F(\zeta + \theta + i\lambda)\chi(\theta)$$

$$= (\pi t^2)^{-k} \int_{[-t,t]^k} d^k \lambda \left(F \ast \chi_\lambda\right)(\zeta + i\lambda),$$

where \(\chi_\lambda(\theta) = \prod_{j=1}^k \chi_j(\theta_j)\), and where we denote with \(\chi_j\) the characteristic function of the interval \([- (t^2-\lambda^2)^{1/2}, + (t^2-\lambda^2)^{1/2}]\). Since we have by construction that \(\zeta + i\lambda \in \mathcal{T}(\mathcal{I})\), we can estimate

$$||(F \ast \chi_\lambda)(\zeta + i\lambda)|| = \left| \int F(\zeta + i\lambda - \xi)\chi_1(\xi_1) \ldots \chi_k(\xi_k) d^k \xi \right|$$

$$= \left| \int F(\theta - \xi + i\lambda + i\lambda''\chi_1(\xi_1) \ldots \chi_k(\xi_k) d^k \xi \right|$$

$$= \left| \int F(\theta' + i\lambda')\chi_1(\theta_1 - \theta'_1) \ldots \chi_k(\theta_k - \theta'_k) d^k \theta' \right|, \quad (C.23)$$

where in the first equality we used \((C.1)\), where in the second equality we denoted \(\zeta = \theta + i\lambda''\) and where in the third equality we called \(\lambda' := \lambda + \lambda'', \theta' := \theta - \xi\).

Now we apply the definition of the norm \(\| \cdot \|_x\) given by Eq. (2.58), we find

$$\left| \int F(\theta' + i\lambda')\chi_1(\theta_1 - \theta'_1) \ldots \chi_k(\theta_k - \theta'_k) d^k \theta' \right|$$

$$\leq \| F(\cdot + i\lambda')\|_x \cdot \prod_{j=1}^k ||\chi_j(\theta_j - \cdot)||_2$$

$$\leq \sup_{\lambda' \in \mathcal{I}} \| F(\cdot + i\lambda')\|_x \cdot \prod_{j=1}^k ||\chi_j||_2, \quad (C.24)$$

where in the first inequality the estimate holds for some fixed \(\lambda'\) depending on \(\lambda\). (Note that the relation above can be continued to \(L^2\) functions \(g_j\) by continuity.)

Taking into account \(\|\chi_j\|_2 \leq \sqrt{2t}\), we find from \((C.22)\) and from the equation above,

$$|F(\zeta)| \leq (\pi t^2)^{-k}(2t)^k (2t)^{k/2} \sup_{\lambda' \in \mathcal{I}} \| F(\cdot + i\lambda')\|_x. \quad (C.25)$$

Inserting the definition of \(t\) in this equation, we find \((C.21)\). \(\square\)
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