Spoofing detection on facial images recognition using LBP and GLCM combination
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Abstract. The challenge for the facial based security system is how to detect facial image falsification such as facial image spoofing. Spoofing occurs when someone try to pretend as a registered user to obtain illegal access and gain advantage from the protected system. This research implements facial image spoofing detection method by analyzing image texture. The proposed method for texture analysis combines the Local Binary Pattern (LBP) and Gray Level Co-occurrence Matrix (GLCM) method. The experimental results show that spoofing detection using LBP and GLCM combination achieves high detection rate compared to that of using only LBP feature or GLCM feature.

1. Introduction
Nowadays, the face detection system has been widely implemented in daily life. The face detection system usually used in security system because of the unique features on every human faces. However, the face detection system has some drawbacks such as image spoofing. Facial image spoofing is an attack that deceive the face detection system using imprinted images. Spoofing attack occurs when someone try to impersonate a registered user by forging the face image and taking advantage of such illegal access[1]. The biometric system becomes vulnerable without the spoofing detection mechanism.

Original facial images and imprinted facial images reflect light in different ways. Original face is a complex 3D-object where the imprinted face image is rigid planar object. Other differences is that human face has pigment while imprinted face image does not have any pigment. Using those differences, we can build a system that can detect spoofing attack on facial biometric system.

Texture analysis is one of the fundamental research in computer vision and is an important component in the pattern recognition and classification. Texture analysis is commonly used for image classification, content-based image retrieval, 3D image reconstruction and image segmentation. There were a lot of research used texture analysis to detect spoofing attack in facial biometric system. The method used were Local Binary Pattern (LBP), Gabor Wavelet, Haboor Wavelet, Histogram of Oriented Gradient (HOG), Spatiotemporal Local Binary Pattern[2,3,4,5,6]. The ability of LBP to extract image features was used to distinguish the original human face images and the imprinted face images. Another feature extraction used to detect spoofing was GLCM which able to extract the contrast level of an image. The contrast level was used to distinguish spoof or non-spoof images. This study compares the performance of Local Binary Pattern and Gray-Level Co-Occurrence Matrix methods as a feature extraction method to classify the image into two classes i.e. spoof and non-spoof classes. We combine the LBP and GLCM method to extract the features used to detect the spoofing images. The LBP and GLCM are based on texture feature, but GLCM uses statistical function so the extraction result represents the overall image texture features. By combining the
LBP histogram and GLCM statistical function, we expect to obtain a better result compared to by using only one feature function.

2. Related works
The attacks on biometric can be divided into several scenarios. The attack can be a forcing to a registered users, registering to the system using deceased person, using truncated body parts with a genetic clone, or by spoofing the data of registered user. The biometric characteristics of each individual registered user must be different even for identical twins. Using only algorithm is not strong enough to counter those differences[7]. This research is focused on spoofing attack.

Spoofing occurs when someone wants to fool the system by faking the existing data which in this case is the face image of registered user. The attacker uses an imprinted facial image of registered user to enter the biometric security access and then gain access of the system. Without the anti-spoofing mechanism, the recognition system is very vulnerable to be attacked. Anti-spoofing mechanism can be built using liveness detection. The spoofing detection can be built using some liveness sign to differentiate between the original face and the imprinted image. Human face has a complex 3D features that are not rigid, while the imprinted face image is a rigid planar object. We can use texture features to extract those differences. Thus, we can use texture analysis to detect spoofing attacks on human face images[8].

3. Local Binary Pattern (LBP)
Local Binary Pattern (LBP) method was proposed to describe the texture of an image. LBP was used in many researches in computer vision such as face recognition, facial expression recognition, motion and action modeling and in medical image analysis. The LBP is derived from the neighboring radius of a given pixel. The LBP value is calculated by comparing the intensity of neighboring pixel to the intensity of the central pixel starting from a certain angle and repeat it on the next neighboring pixel[9]. The comparison result is a binary number of 1 and 0. A value 1 is given if the center pixel intensity is less than the intensity of the neighboring pixel, whereas a value of 0 is given if the center pixel intensity is more than the intensity of the neighboring pixel. The most commonly used sample is P = 8 with the circle radius R = 1. P = 8 means that we conduct the LBP on 8 neighboring pixel around the center pixel. R = 1 means that the distance between the center pixel and neighboring pixel is 1. However, other number of neighboring pixel and radius values such as P = 16 and R = 2 can be used. After that, we concate the binary value of the neighboring pixel clockwise or counterclockwise. The binary value is then converted to decimal value. This process is conducted for every pixel in the image. The illustration of LBP process can be seen on Figures 1 and 2.

![Figure 1](image1.png)  
**Figure 1** LBP Illustration for different P and R values

![Figure 2](image2.png)  
**Figure 2** LBP Encoding Example
The LBP code of a pixel \((x_c, y_c)\) \([10]\) can be calculated by:

\[
LBP_{P,R} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p,
\]

(1)

where \(g_c\) is the intensity value of the central pixel \((x_c, y_c)\), \(g_p\) is the intensity value of the neighboring pixel \(P\) in radius \(R\), and \(s\) is defined as the thresholding function as:

\[
s(x) = \begin{cases} 
1, & \text{if } x \geq 0; \\
0, & \text{otherwise}.
\end{cases}
\]

(2)

The feature extraction using LBP is divided into two stages.

1. Build LBP matrix by generating every LBP value for every pixel. The example of LBP matrix can be seen on Figure 3.

2. Calculate histogram from LBP matrix. On this stage, we build histogram that contain the number of pixel for every LBP intensity level. The number of LBP intensity level is depend on the number of neighboring pixel \((P\) value), that is \(2^P\). On this research, we use \(P=8\), so the number of LBP intensity level is 256. The example for LBP histogram can be seen on Figure 4.

4. Gray-Level Co-Occurrence Matrix (GLCM)
The texture analysis approach has been widely developed in recent decades, and can be classified into four categories such as statistical, geometrical, model-based and signal processing. Gray Level Co-occurrence Matrix (GLCM) has been shown to be one of the most efficient approaches to texture analysis among other statistical methods\([11]\). GLCM describes the spatial distribution of the gray value of an image and the frequency of gray occurrences pattern with a specified angles and distance. GLCM can be used for recognition and texture classification. Texture analysis using Gray Level Co-occurrence Matrix (GLCM) was introduced by Haralick\([12]\). GLCM is a matrix sized \(N\times N\) where \(N\) is the grayscale intensity level. Each of matrix element value located on \((i,j)\) is calculated from the number pattern from original grayscale image that contain a specified pattern. The specified pattern contains the gray pixel \(i\) neighboring with gray pixel \(j\) for distance \(d\) and angle \(\theta\). The parameter \(d\) represents the distance of two neighboring pixel in the grayscale image and \(\theta\) is the size of the discrete angle \((0^\circ, 45^\circ, 90^\circ, 135^\circ)\). The commonly angle value used in GLCM
calculations is θ = 45° or the mean of the four corners (θ = 0°, 350°, 90°, 135°). The illustration of GLCM can be seen on Figure 5.

**Figure 5** The Illustration of GLCM method

Based on the GLCM definition, Haralick defines several functions to describe the textual features from GLCM, such as[11]:

1. **Angular Second Moment** (ASM),
   \[ f_1 = \sum_i \sum_j (p(i,j))^2 \]  
   (3)

2. **Contrast**, 
   \[ f_2 = \sum_{n=0}^{N-1} n^2 \left\{ \sum_{i=1}^{N} \sum_{j=1}^{N} p(i,j) \right\}, |i - j| = n \]  
   (4)

3. **Correlation**, 
   \[ f_3 = \frac{\sum_{i,j} (i - \mu_x)(j - \mu_y)}{\sigma_x \sigma_y} \]  
   (5)

4. **Variance**, 
   \[ f_4 = \sum_i \sum_j (i - \mu)^2 p(i,j) \]  
   (6)

5. **Inverse Difference Moment**, 
   \[ f_5 = \sum_i \sum_j \frac{1}{1 + (i-j)^2} p(i,j) \]  
   (7)

6. **Sum Average**, 
   \[ f_6 = \sum_{i=2}^{2N-1} p_{x+y}(i) \]  
   (8)

7. **Sum Variance**, 
   \[ f_7 = \sum_{i=2}^{2N-1} (i - \mu)^2 p_{x+y}(i) \]  
   (9)

8. **Sum Entropy**, 
   \[ f_8 = -\sum_{i=2}^{2N-1} p_{x+y}(i) \log(p_{x+y}(i)) \]  
   (10)

9. **Entropy**, 
   \[ f_9 = -\sum_i \sum_j p(i,j) \log(p(i,j)) \]  
   (11)

10. **Difference Variance**, 
    \[ f_{10} = \text{variance of } p_{x-y} \]  
    (12)

11. **Difference Entropy** 
    \[ f_{11} = -\sum_{i=0}^{N-1} p_{x-y}(i) \log(p_{x-y}(i)) \]  
    (13)

\( p(i,j) \) is the normalized value of GLCM element located on \((i,j)\), \( p(i,j) = P(i,j) / R \). \( \mu_x, \mu_y, \sigma_x, \sigma_y \) are the mean values and variance values for \( P_x \) dan \( P_y \). \( \mu \) is the mean value for image \( P \). \( p_x(i) \) is the value
of marginal-probability matrix calculated by summing the row value from $p(i,j) = \sum_{i=1}^{N_g} P(i,j)$. $N_g$ is the gray levels used.

\begin{align}
P_y(j) &= \sum_{i=1}^{N_g} P(i,j) \\
P_{x+y}(k) &= \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j), \ i + j = k; \ k = 2,3,\ldots,2N_g \\
P_{x-y}(k) &= \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j), \ |i - j| = k; \ k = 0,1,\ldots,N_g - 1
\end{align}

5. K-Nearest Neighbour
K-Nearest Neighbors (K-NN) is one of the simplest algorithms and has long been used in classification. In some cases, K-NN method provides better results compared to other classifier. The K-NN method classifies the unlabeled vector (testing data) by assigning the most-appearing labels between the nearest training distance $k$ around the testing data. Therefore, the performance of this method is highly dependent on the distance matrix used to identify its nearest neighbor [3]. The distance function usually used in K-NN are euclidean distance, minkowski distance, mahalanobis distance, city block distance, hamming distance, and mahalanobis distance. The distance function commonly used for continuous variables is the euclidean distance. For discrete variables, such as text-based data, other distance calculation methods can be used, such as Hamming Distance. The distance calculation using the euclidean distance is obtained by comparing each value in the training data vector with each value in the testing data vector as can be seen in:

\begin{align}
d(a,b) &= \sqrt{\sum_{i=1}^{N}(a_i - b_i)^2}
\end{align}

6. Research methodology
This research consist of two steps. The first step is modelling. The modelling step is conducted to build the model for texture feature of the training data (spoof and non-spoof) and insert the features to the database. The output of this step is the database of texture feature of training data. The flowchart of modelling step can be seen on Figure 6.

![Figure 6 Modelling Step](image)

The second step is testing step. The testing step is an identification process to classify the testing data to spoof or non-spoof label. The step start with input image of testing data. The feature extraction process is conducted on training data to obtain the feature vector. Then, the classification process using K-NN algorithm is conducted. The classification process uses the model database built from modelling step. The output of the classification process is the conclusion whether the data is labelled spoof or non-spoof. The process can be seen on Figure 7.

![Figure 7 Testing Step](image)
The dataset used in this research are from NUAA dataset. The NUAA database images consist of 15 user images and the number of overall images are 12,614 images of real face and impostor face images. The images were resized to 64 x 64 pixels. The color representation of the images are grayscale with 256 levels.

7. Testing result
There are three scenario for testing process. The first scenario is spoofing detection using LBP algorithm. The second scenario is spoofing detection using GLCM algorithm. The final scenario is spoofing detection by combining LBP and GLCM algorithm.

7.1 Spoofing Detection using LBP Algorithm.
On this step, we conduct testing on spoofing detection using LBP algorithm to determine the best R value from 1 to 5 using value $P = 8$. The result can be seen on Figure 8.

![Figure 8 LBP Testing Result](image)

The x-axis shows the different value for LBP radius (R). The y-axis shows the accuracy of spoofing detection using given LBP radius. From Figure 8, can be seen that the overall performance of LBP parameter configuration were more than 90%. The best accuracy was obtained by using R=5 where the accuracy was 99.07%.

7.2 Spoofing Detection using GLCM Algorithm.
On this step, we conduct testing on spoofing detection using GLCM algorithm. We use two mechanism on GLCM algorithm.
1) GLCM1 is implemented by using GLCM on every part of human face image.
2) GLCM2 is implemented by using GLCM only on eyes and nose area. We use only the area that has a contour difference on face image.

The result can be seen on fig 9.
From Figure 9, we can see that the accuracy of the overall performance spoofing detection using GLCM for the two configuration obtained the accuracy more than 90%, but the performance of GLCM still less than the performance of LBP algorithm. The best accuracy was 92.82% using GLCM2 configuration (using GLCM only in eyes and nose area).

7.3 Spoofing Detection using LBP and GLCM Combination

We combine the LBP and GLCM feature using several scenario.
1) Combination 1. We combine the result of K-NN algorithm on LBP features and GLCM features.
2) Combination 2. We conduct GLCM algorithm on LBP matrix.
3) Combination 3. Similar to combination 2, but the LBP matrix is constructed only from eyes and nose area.
4) Combination 4. Similar to combination 1, but the LBP matrix and GLCM matrix constructed only from eyes and nose area.

The best accuracy from four combination was obtained using combination 4. The best accuracy was 99.26% obtained by combining the K-NN classification result on LBP and GLCM features. The detail of testing result can be seen on Figure 10.

![Figure 9 GLCM Testing Result](image-url)
Furthermore, we compared the result of the best combination scenario and the result of LBP algorithm. We compared the error rate for the two scenario. The result can be seen on Figure 11.

The error rate of spoofing detection using LBP and GLCM combination feature extraction is less than that of feature extraction using only LBP. By using GLCM, we reduced the error rate on LBP feature from 0.93% to 0.74% or the error rate reduced to 20.4%. Thereby, we conclude that the spoofing detection using combination of LBP and GLCM feature extraction is better than using only one feature extraction method, such as LBP and GLCM.

8. Conclusion
In this research, we implemented the spoofing detection on facial biometric using texture features. We implemented two texture feature extraction algorithm, those were LBP and GLCM. The research showed that the spoofing detection using LBP algorithm has a better accuracy than that of using GLCM algorithm.
The LBP algorithm gave the accuracy 99.07% while the GLCM algorithm only gave accuracy 92.82%. The research also showed that the eyes and nose area has an important feature to detect the spoofing on facial biometric. The accuracy of using only eyes and nose area was 92.82% while the accuracy of using every part on human face was 91.67%. By using the combination of LBP and GLCM algorithm for feature extraction algorithm, the spoofing detection system accuracy was 99.26%. That performance was better than that of using only a single feature extraction algorithm, such as LBP and GLCM.
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