Shannon information is defined for characterizing the uncertainty information of classical probabilistic distributions. As an uncertainty measure it is generally believed to be positive. This holds for any information quantity from two random variables because of the polymatroidal axioms. However, it is unknown why there is negative information for more than two random variables on finite dimensional spaces. It is first shown that the negative tripartite Shannon mutual information implies specific Bayesian network representations of its joint distribution. Then it is shown that the negative Shannon information is obtained from general tripartite Bayesian networks with quantum realizations. This provides a device-independent witness of negative Shannon information. Finally the result is extended for general networks. The present result shows new insights in the network compatibility from non-Shannon information inequalities.

1. Introduction

For a given discrete Markov process a fundamental problem is how to characterize the information produced in such a statistical process. Suppose the statistical outcomes of a set of possible events \( \{ x_1, \ldots, x_n \} \) with respective occurrence of frequencies as \( p_1, \ldots, p_n \in [0, 1] \). Is there a measure of how uncertain is the outcome except for its distribution? For any such a quantity denoted as \( H(p_1, p_2, \ldots, p_n) \), it is reasonable to satisfy the following axioms: 1) \( H \) is a continuous function in each variable \( p_i \) of the probability; 2) \( H \) is an increasing function of sample number for the uniform distribution; 3) \( H \) is weighted summation of its single values if any one choice is changed into two. These axioms imply the unique entropy given by Shannon\(^{[1]} \) as

\[
H(p_1, p_2, \ldots, p_n) = - \sum_{i=1}^{n} p_i \log p_i.
\]

This features the average uncertainty of a given statistical process.

The Shannon entropy shows a remarkable application for mutual information of two discrete random variables as

\[
I(X; Y) = H(X) + H(Y) - H(X, Y)
\]

where the mutual information means the uncertainty between two variables \( X \) and \( Y \). It is a measure of the information to which knowledge of one variable reduces uncertainty about the other. These entropy functions satisfy the polymatroidal axioms\(^{[2]} \) of \( H(X), I(X; Y) \geq 0 \) for any finite dimensional variables \( X \) and \( Y \). Shannon actually shows general information inequalities which are the “physical laws” for characterizing the fundamental limits in classical communications and compression.\(^{[3]} \) However, this intrigues a surprising feature of negative information for three or more discrete variables beyond the polymatroidal axioms. Each one in fact presents a so-called non-Shannon inequality.\(^{[3]} \) One primitive example is from the mutual information contained in three discrete variables \( X, Y, \) and \( Z \) on finite dimensional spaces as

\[
I(X; Y; Z) = I(X; Y) - I(X; Y|Z)
= H(X) + H(Y) + H(Z) + H(X, Y, Z)
- H(X, Y) - H(Y, Z) - H(Z) - H(X, Y, Z)
\]

where \( I(X; Y|Z) = H(Y, Z) - H(Z) - H(X, Y, Z) \) denotes the mutual information conditional on the outcome of variable \( Z \). One example is shown in Figure 1. The proper local measurements on the network (a) may generate a joint probability distribution \( P_{xyz} \) with the notation of \( P_{xyz} = \frac{1}{4}[000] + \frac{1}{4}[011] + \frac{1}{4}[101] + \frac{1}{4}[110] \), where \([xyz]\) denotes joint event \( (X = x, Y = y, Z = z) \), and the probability of joint outcome \([xyz]\) = \([000],[011],[101],[110]) \) or \([110] \) is \( \frac{1}{4} \). This probability distribution yields to a negative information of \( I(X; Y; Z) = -1 \). Especially, the new correlations are built for two independent parties Alice and Bob assisted by the other’s local operations, that is, the mutual information conditional on the outcome of \( Z \) is given by \( I(X; Y|Z) = 1 \) while the mutual information \( I(X; Y) \) is zero. This may imply a simple explanation of the Shannon negative information from Bayesian networks.\(^{[4]} \) This intrigues a natural problem for characterizing general negative Shannon information.

In Hilbert space formulation of Bayesian network in Figure 1a, each bipartite edge is replaced by an entanglement,\(^{[5,6]} \) as shown in Figure 1b. Under the proper postulates of quantum state representation, quantum measurement, Born rule and tensor decom-
of composes systems, the quantum probability is given by 
\[ p(x, y, z) = \text{Tr}(M_x \otimes M_y \otimes M_z) \rho_1 \otimes \rho_2 \], where \( \{ M_x \}, \{ M_y \}, \text{ and } \{ M_z \} \) denotes respective quantum measurements of Alice, Bob, and Matchmaker, and \( \text{Tr}(\cdot) \) denotes the trace operation of matrix. This quantum probability shows not only the similar features of classical statistics of \( I(X; Y; Z) \leq 0 \), but also the quantumness of entanglement,\(^{3,7}\) that is, two independent parties Alice and Bob can build quantum entanglement assisted by the other’s local operations and classical communication.\(^{8,9}\) This provides a simple physical model for verifying Bayesian network and the new quantumness of entanglement assisted by other party from its statistical distribution.

Our motivation in this work is to investigate a general problem of the Bayesian network compatibility of the negative Shannon mutual information. For a given tripartite joint probability distribution with negative mutual information on finite sample spaces, we first classify all the compatible Bayesian networks. We show there are intrinsic network configurations for these distributions, that is, chain network consisting of two edges or triangle network consisting of three edges. This implies a device-independent verification of negative Shannon mutual information using quantum networks. The feature of negative Shannon mutual information is generic for any tripartite quantum entangled network or general multipartite networks.

2. Result

2.1. Negative Shannon Mutual Information in Bayesian Network Model

We first introduce some notations of Bayesian networks.\(^{14}\) A graph \( G \) consists of a vertex (or node) set \( V \), and an edge (or link) set \( E \). The vertices in a given graph are corresponding to measurable variables, and the edges denote certain relationships that hold in pairs of variables. A bi-directed edge denotes the existence of unobserved common causes. These edges will be marked as curved arcs with two arrowheads, as shown in Figure 2. If all edges are directed, we then have a directed graph.

Directed graph may include directed cycles. One example is given by \( X \rightarrow Y \rightarrow Z \rightarrow X \) with \( X, Y, Z \in V \), which represents

Figure 2. Schematic Markov compatibility of negative Shannon mutual information. a) Classical chain network consisting of two latent variables \( \lambda \) and \( \gamma \). b) Quantum chain network consisting of two bipartite states \( \rho_1 \) and \( \rho_2 \) on Hilbert space \( H \). c) Classical triangle network consisting of three latent variables \( \lambda, \gamma, \) and \( \eta \). d) Classical tripartite network consisting of one latent variable \( \lambda \).
mutual causation or feedback processes. The self-loops (e.g., $X \rightarrow X$) are not allowed in what follows. A graph that contains no directed cycle is called acyclic. A graph that is both directed and acyclic is called a directed acyclic graph (DAG). A family in a graph is a set of nodes containing a node and all its parents, where the parents of one node mean all nodes which are connected to it.

Denote a probability distribution as $p_x = \sum p_{x|y} \mathbb{P}[x]$ with random variable $X$ on a finite sample space $\mathcal{X}$, where $[x]$ denotes the event of $X = x$ and $p_x$ denotes the probability of the outcome $x$. The notation $\sum$ does not mean the summation but a notation of union of all possible events of a given probability distribution. Similar notations will be used for multivariate joint distributions $p_{x_1, \ldots, x_n}$ on finite sample space $\mathcal{X}_1 \times \ldots \times \mathcal{X}_n$. Consider the task of specifying an arbitrary joint distribution $p_{x_1, \ldots, x_n} = \sum_{x_1 \ldots x_n} p_{x_1 \ldots x_n} [x_1 \ldots x_n]$ for $n$ random variables, $X_1, \ldots, X_n$ on finite sample spaces $\mathcal{X}_1, \ldots, \mathcal{X}_n$, respectively, and $[x_1 \ldots x_n]$ denotes the joint event of $X_i = x_i$, $i = 1, \ldots, n$. The basic Bayes rule allows us to decompose $p_{x_1 \ldots x_n}$ into

$$p_{x_1 \ldots x_n} = \prod_j p_{x_j|x_1 \ldots x_{j-1}}$$

where $p_{x_j|x_1 \ldots x_{j-1}}$ denotes the probability of outcome $x_j$ conditional on the outcomes of predecessors $x_1, \ldots, x_{j-1}$. Suppose that each $x_j$ is dependent on a small subset $pa(x_j)$ of its predecessors. We have the following definition.

**Definition 1** (Markovian Parents[4]). Let $V = \{X_1, \ldots, X_n\}$ be an ordered set of measurable variables, and let $P_{x_1, \ldots, x_n}$ be the joint probability distribution on these variables. A set of variables $PA_j$ is said to be Markovian parents of $X_j$ if $PA_j$ is a minimal set of predecessors of $X_j$ that renders $X_j$ independent of all its other predecessors, that is,

$$p_{x_j|x_1 \ldots x_{j-1}} = p_{x_j|x_1 \ldots x_{j-1}}$$

and such that no proper subset of $PA_j$ satisfies Equation (5).

Definition 1 implies for each $X_j$ there is a set $PA_j$ of preceding variables for determining its probability. This can be represented by DAG, where $PA_j$ denotes all the parent nodes toward the node $X_j$. Definition 1 provides a simple recursive algorithm for constructing such a DAG for a given $p_{x_1, \ldots, x_n} = \sum_{x_1 \ldots x_n} p_{x_1 \ldots x_n}[x_1 \ldots x_n]$ as follows:

**Algorithm 1.**

i) Starting with the pair $(X_i, X_j)$, we draw an arrow from $X_i$ to $X_j$ if and only if the two variables are dependent.

ii) For $X_i$, we draw an arrow from either $X_i$ or $X_j$ to $X_i$ if $X_j$ is dependent of $X_i$ or $X_j$.

iii) For $j \geq 3$, one can select any minimal set $PA_j$ of $X_j$‘s possible predecessors. And then, draw an arrow from each member in $PA_j$ to $X_j$.

This follows an iterative algorithm to get a DAG of Bayesian network compatible with the given distribution $P_{x_1, \ldots, x_n}$. It has been shown that $PA_j$ is unique for a given distribution $P_{x_1, \ldots, x_n}$.[4]

From the Reichenbach’s common cause principle,[4,11] it allows a Markovian decomposition as

$$p_{x_1 \ldots x_n} = \prod_j p_{x_j|x_1 \ldots x_{j-1}}$$

(6)

The Markovian dependence can be represented by the directed acyclic graph (DAG) of Bayesian networks.[4]

The DAG shows probabilistic and statistical importance for data mining and efficient inferences. A basic problem in statistics theory is to explore the related DAG for a given statistical distribution. The most traditional way to explore possible DAGs from observations is based on the Markov decomposition in Equation (6) and the faithfulness assumption.[4,12]

**Definition 2** (Markov compatibility[4]). If a probability function $p_{x_1 \ldots x_n}$ admits the factorization of Equation (6) relative to DAG $G$, then $G$ and $P_{x_1 \ldots x_n}$ are compatible.

In classical realization of Bayesian networks, each edge is represented by one measurable variable on proper measurable space, and each outcome depends on all the related variables.[4]

The joint distribution is a multifarious function of all outcomes. This allows us to decompose $p_{x_1 \ldots x_n}$ with one measurable variable $\lambda$[7] as:

$$p_{x_1 \ldots x_n} = \int \lambda p(x_1, \ldots, x_n | \lambda) \mu(\lambda) d\lambda$$

(7)

where $(\Omega, \mu(\lambda))$ denotes the measurable space of unobservable latent variable $\lambda$, and $\mu(\lambda)$ denotes the probability of $\lambda$, and $p(x_j|\lambda)$ denotes the characteristic function of outcome $x_j$ conditional on the variable $\lambda$. This kind of Bayesian networks with latent variables shows non-trivial constraints on its correlations,[13,14]

For a joint distribution of two random variables $X$ and $Y$ on finite sample spaces $\mathcal{X} \times \mathcal{Y}$, Equation (1) is used for featuring the common uncertainty of both variables.[4] The non-negative of $H$ and $I$ from the polymatroidal axioms[2] is useful for solving the Markov compatibility with single latent variable in Equation (7). Instead, the entropy function in Equation (3) shows the tripartite mutual uncertainty only for Markov chains,[11] that is,

$$I(X; Y; Z) \geq 0$$

(8)

if $(X, Y, Z)$ (under any order) consists of a Markov chain[4]. This inspires a generalized unordered Markov condition of $I(X; Y; Z) \geq 0$. The joint probability distribution can be generated from one single latent variable as Equation (7). Remarkably, there are joint distributions implying negative Shannon mutual information, that is, $I(X; Y; Z) < 0$. One example is shown in Figure 2a. The coarse-grained single-variable model in Equation (7) does not imply any intrinsic feature of this case. Instead, we prove new Markov compatibilities for these distributions using Bayesian networks.[4]

Case 1. From the definition in Equation (3) the first scenarios satisfies the following constrains:

$$I(X; Y) = 0, I(X; Y|Z) > 0.$$

(9)

Different from the Markov conditional independence of $p(x, y|z) = p(x|z)p(y|z)$,[4] the present condition in Equation (9) implies a conditional dependence, that is, two independent random variables $X$ and $Y$ on $\mathcal{X} \times \mathcal{Y}$ can build new correlations

$$I(X; Y; Z) = 0.$$
conditional on the outcome of variable $Z$. It can be mathematically formulated as $p(x, y) = p(x)p(y|x)$ and $p(x, y|z) \neq p(x|z)p(y|z)$. The so-called anti-Markov condition provides a primitive explanation of nonnegative Shannon mutual information with $I(X; Y; Z) < 0$.

Especially, consider the example shown in Figure 2a. Combined with classical Birkhoff transformation\cite{15} (e.g., a doubly stochastic matrix $a_{ij}$ which satisfies each column or each row consists of a probability distribution, that is, $\sum a_{ij} = \sum a_{iy} = 1$ and $a_{ij} \geq 0$), the joint distribution $P_{xyz}$ acting on the operators $P_{xyz}$ satisfying the condition in Equation (9) it is compatible with quantum networks consisting of two generalized Einstein–Podolsky–Rosen (EPR) states:\cite{5} $|\phi_i\rangle_{AB} = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$ and $|\phi_2\rangle_{BC} = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, as shown in Figure 2b. A simple local measurement strategy implies a quantum joint distribution

$$P_{xyz} = \frac{1}{4}[|00\rangle + \frac{1}{4}|01\rangle + \frac{1}{4}|10\rangle + \frac{1}{4}|11\rangle]$$

where Alice and Bob perform respective projection measurements $\{M_x, x \in \{0, 1\}\}$ and $\{M_y, y \in \{0, 1\}\}$ while the other performs local measurement $\{M_z = |z\rangle\langle z|, z \in \{00, ..., 11\}\}$. This provides a possible experimental verification of any negative Shannon information satisfying Equation (9). As a directive result, any joint distribution in Equation (14) generated from local measurements on the quantum chain network in Figure 2b with any bipartite states $\rho_A$ and $\rho_B$ is compatible with the classical distribution in Equation (11), that is,

$$S_x = S_q$$

where $S_x$ consists of all classical probability distributions in Equation (11) with respect to any two measurable variables $\lambda$ and $\gamma$, or equivalently represented by $S_x = \{P^{00}_{xy}, I(X; Y) = 0, I(X; Y|Z) > 0\}$; $S_q$ consists of all the quantum probability distributions in Equation (14) derived from any two quantum states $\rho_A$ and $\rho_B$, that is, $S_q = \{P^{00}_{xy}, I(X; Y) = 0, I(X; Y|Z) > 0\}$. The equality in Equation (15) means that there is no quantum nonlocality beyond classical networks for quantum chain network if each party has only one set of local measurements. This means that for a tripartite chain network its classical realization with two independent variables can simulate all quantum correlations from any realization of two independent entangled states with one measurement setting per party. This is different from previous results with more than one measurement settings on chain networks.\cite{9,10} It is also different from the triangle network consisting of three variables with one measurement setting.\cite{15} This may inspire another interesting problem for what the network ingredients may inspire the quantum nonlocality for a general network.

**Case 2.** For dependent random variables $X$ and $Y$ on respective finite sample spaces $\mathcal{X}$ and $\mathcal{Y}$, it suggests the second scenarios for $I(X; Y; Z) \leq 0$ as

$$I(X; Y) > 0, I(X; Y|Z) > 0$$

One example is shown as

$$P_{xyz} = \frac{1}{8}[|00\rangle + \frac{1}{8}|01\rangle + \frac{1}{8}|10\rangle + \frac{1}{8}|11\rangle + \frac{1}{8}|20\rangle + \frac{1}{8}|21\rangle + \frac{1}{8}|30\rangle + \frac{1}{8}|31\rangle]$$

For special case of two particles $A$ and $B$, a state $\rho$ on Hilbert space $H_A \otimes H_B$ is entangled if it cannot be decomposed into

$$\rho = \sum_i p_i \rho_A^{(i)} \otimes \rho_B^{(i)}$$

where $\{p_i\}$ is a probability distribution, $\rho_A^{(i)}$ and $\rho_B^{(i)}$ are states of respective particle $A$ and $B$. Similar definitions may be extended for multiple particles.\cite{16}

In Hilbert space formulation, a finite-dimensional pure state is represented by a normalized vector $|\phi\rangle$ in Hilbert space $H_a$.\cite{6} An ensemble of pure states $\{\phi_i\}$ with a mixing probability $p_i$ is represented by a density matrix $\rho = \sum_p p_i |\phi_i\rangle \langle \phi_i|$ on Hilbert space $H_A$. Here, $\rho$ is positive semidefinite matrix with unit trace. The multipartite quantum system is defined on the tensor of local states, that is, the tensor of Hilbert space $\mathcal{S}_{1, \cdots, n} \otimes H_A$. Any measurement acting on $H_A$ consists of an ensemble $\{M_{ij}\}$ of projection operators or generalized positive semidefinite operators satisfying $\sum M_{ij} = 1_A$ with the identity operator $1_A$. After all the local measurements on a given state $\rho$ on Hilbert space $\mathcal{S}_{1, \cdots, n} \otimes H_A$, from Born rule, the quantum joint probability is given by

$$p_{x_1 \cdots x_n} = \text{Tr}(M_{x_1} \otimes \cdots \otimes M_{x_n})\rho$$

for the joint outcome $x_1, \ldots, x_n$.\cite{12}

**Result 1.** Any joint distribution satisfying the condition in Equation (9) is compatible with a chain Bayesian network.
which has \( I(X; Y) = 1 \) and \( I(X; Y|Z) = 2 \). Here, the conditional mutual information \( I(X; Y|Z) \) is defined in Equation (3). By using the binary representation of \( i, g : i \mapsto i_{1}i_{2} \), we may construct a compatible network model\(^1\) by two steps. One is to split \( P_{xyz} \) into two joint distributions of \( P_{x_{1}y_{1}z} = \frac{1}{2}[00] + \frac{1}{2}[11] \) and \( P_{x_{2}y_{2}z} \) in Equation (10) by using local classical transformation \( g \), that is,

\[
P_{g^{-1}(x,y,z)} = P_{x_{1}y_{1}z} \times P_{x_{2}y_{2}z}
\]

under the inverse mapping \( g^{-1} \) of \( g \) for \( x \) and \( y \), where the joint distribution \( P_{x_{1}y_{1}z} \) satisfies \( I(X_{1};X_{2}) = I(X;Y) \), and the joint distribution \( P_{x_{2}y_{2}z} \) satisfies \( I(X_{1};Y_{2}) = 0 \) and \( I(X_{2};Y_{1}|Z) = 2 \). Note that the joint distribution \( P_{x_{1}y_{1}z} \) can be generated by one latent variable \( \lambda_{i} \) from Equation (7) while \( P_{x_{2}y_{2}z} \) is compatible with the chain network using Result 1. This fact implies a new compatible network consisting of three latent variables, as shown in Figure 2c.

In general, for a given distribution \( P_{xyz} \) satisfying the condition in Equation (16), suppose there is classical transformation \( g : x \mapsto x_{1}x_{2} \) such that

\[
P_{g^{-1}(x,y,z)} = P_{x_{1}y_{1}z} \times P_{x_{2}y_{2}z}
\]

where the joint distribution \( P_{x_{2}y_{2}z} \) satisfies the condition in Equation (9). Under this assumption, we can obtain the following result.

**Result 2.** For any joint distribution on finite sample spaces satisfying the condition in Equation (16), there is a compatible triangle network if the decomposition in Equation (19) holds.

A recent result shows triangle quantum network shows nonlocal correlations beyond all classical realizations under local measurement assumptions\(^1\) that is, by performing one set of local measurements on a triangle quantum network consisting of three entangled states there are quantum tripartite joint probability \( P_{xyz} \), which cannot be generated from any classical triangle network consisting of three measureable variables and local measurements. Interestingly, all of their quantum distributions satisfy the condition in Equation (16). This implies the inequivalence of quantum and classical realizations of triangle network in Figure 2c. Thus the decomposition in Equation (19) provides a sufficient condition to verify triangle network, and may be evaluated by using numeric methods.\(^1\)

The other is a tripartite network consisting of one latent variable as shown in Figure 2d. One example is the distribution \( P_{xyz} = \frac{1}{2}[001] + \frac{1}{2}[010] + \frac{1}{2}[100] \), which cannot be generated from all networks in Figure 2a–c.\(^3\)

This yields to a further problem to distinguish different configurations of triangle networks. Here, we present an informational method as:\(^3\)

\[
I(X; Y; Z) \leq \min \{ H(X|Y, Z), H(Y|X, Z), H(Z|X, Y) \}
\]

**Example 1.** Consider a Greenberger–Horne–Zeilinger (GHZ)-type distribution:

\[
P_{ghz} = a[000] + (1 - a)[111]
\]

where \( a \in [0, 1] \). This distribution can be generated by local projection measurements under the computation basis \( \{0, 1\} \) on a GHZ state\(^2\): \( \sqrt{a}(000) + \sqrt{1 - a}(111) \). It is easy to prove that \( I(X; Y, Z) \geq 0 \) for \( a \geq 0 \). Moreover, we show that this distribution is generated from a triangle network in Figure 2d by violating the inequality in Equation (21) for \( a > 0 \).

**Example 2.** Consider a mixture of GHZ-type distribution and W-type distribution as

\[
P_{xyz} = pP_{ghz} + (1 - p)P_{w}
\]

where \( P_{w} = a[001] + b[010] + (1 - a - b)[100] \) and \( p \in [0, 1] \). Here, the W-type distribution \( P_{w} \) can be generated by local projection measurements under the computation basis \( \{0, 1\} \) on a W state\(^3\): \( \frac{1}{\sqrt{2}} [(001) + (010) + (100)] \). It follows from \( I(X; Y, Z) \leq 0 \) for \( p \leq 0.814 \) assisted by numeric evaluations. Moreover, the distribution is generated from a triangle network in Figure 2d by violating the inequality in Equations (20) or (21) for \( p \geq 0.836 \).

**Example 3.** Consider a generalized W-type distribution\(^2\):

\[
P_{w} = a[001] + b[010] + (1 - a - b)[100]
\]

where \( a, b \geq 0 \) and \( 0 \leq a + b \leq 1 \). We show that this distribution implies a negative Shannon mutual information of \( I(X; Y, Z) < 0 \) for any \( a, b \).\(^1\) Unfortunately, this distribution cannot be verified by using the inequalities in Equations (20) and (21). Instead, we verify any one of the following distributions:\(^3\)

\[
P_{xyz} = a[001] + b[010] + c[100] + d[011]
\]

and its permutations using the second-order inflation method\(^2\) as shown in Figure 3, where \( a, b, c, d \geq 0 \) and \( a + b + c + d = 1 \). Here, the triangle network consisting of \( X_{1}, Y_{1}, Z_{1} \) and \( \lambda_{1}, \gamma_{1}, \eta_{1} \) is the
first-order inflation of the initial network consisting of X, Y, Z and variables \( \lambda, \gamma, \eta \). Moreover, the triangle network consisting of \( X_1, Y_1, Z_2 \) and \( \lambda_2, \gamma_2, \eta_2 \) is the second-order inflation of the initial network.

### 2.2. Generic Negative Shannon Mutual Information

Results 1 and 2 show specific network decompositions can be arisen from of negative Shannon mutual information. Our consideration here is for exploring its converse problem, that is, what information can be learned from a given tripartite network configuration. In general, for a given tripartite Bayesian network \( \mathcal{N} \) (consisting of one, two, or three independent measurable variables), define the minimal tripartite mutual information as

\[
I_{\text{min}}(X; Y; Z) = \min_{P_{\text{sys}}} \{I(X; Y; Z)\}
\]  

where the minimum is over all the possible distributions \( P_{\text{sys}} \) generated from \( \mathcal{N} \). Informally, any one in a tripartite Bayesian network can locally generate additional information for others than its absence. This shows generic negative Shannon mutual information for tripartite networks.\(^{[14]}\)

**Result 3.** Any distribution from tripartite Bayesian networks satisfies

\[
I_{\text{min}}(X; Y; Z) \leq 0
\]  

Result 3 intrigues an interesting indicator of any tripartite network by defining the tripartite information increasing as

\[
\Delta := \max\{I(X; Y | Z) - I(X; Y)\}
\]

\[
= -I_{\text{min}}(X; Y; Z)
\]  

This can be used to characterize how much information can be built by local operations and classical communication (LOCC) of one party. It is of a fundamental rule of management science. One example is the organizational theory\(^{[23]}\) where the indicator \( \Delta \) can be used to characterize the increasing information by group behaviors associated with the network relationship. This may be extended and applied for general organizational theory beyond the scope of this paper.

### 2.3. Negative Shannon Mutual Information from General Networks

Results 1–3 shows the negative Shannon mutual information of three variables imply the compatible Bayesian networks. A natural problem is to explore general networks. Our method here is from the so-called multipartite independent networks\(^{[24]}\) that is, there are some nodes which have not shared any entanglement. Especially, consider an \( n + m \)-partite quantum network \( \mathcal{N}_n \) consisting of generalized EPR states\(^{[5]}\) \( |\phi_i\rangle = \cos \theta_i |00\rangle + \sin \theta_i |11\rangle \) with \( \theta_i \in (0, \frac{\pi}{2}) \), \( i = 1, \ldots, N \). Our goal here is to consider the multipartite independent network.\(^{[26]}\) Especially, assume that there are \( n \) number of nodes \( A_1, \ldots, A_n \) in \( \mathcal{N}_n \) with \( n \geq 2 \) such that each pair of them has not shared any entanglement, as shown in Figure 4.

Denote \( X_i \in \mathcal{X}_i \) and \( Y_j \in \mathcal{Y}_j \) as the respective outcomes of \( A_i \) and \( B_j \) under local projection measurements, \( i = 1, \ldots, n; j = 1, \ldots, m \). Our main result here is to prove that any general \( n \)-independent quantum network \( \mathcal{N}_n \) (with \( n \geq 3 \)) shows different features beyond \( \mathcal{N}_2 \), that is, the chain network in Figure 2b. Specially, we show that both negative and positive mutual information can be generated from \( \mathcal{N}_n \) with \( n \geq 3 \). Here, by using Equation (3) iteratively and the equality \( H(X_1, \ldots, X_n | Y_{n+1}) = H(X_1, \ldots, X_{n+1}) - H(X_{n+1}) \), the mutual information of multivariate is defined as

\[
I(X_1; \ldots; X_n; Y) = I(X_1; \ldots; X_n) - I(X_1; \ldots; X_n | Y)
\]  

where \( I(X_1; \ldots; X_n) \) denotes the mutual information of variables \( X_1, \ldots, X_n \) and can be defined by

\[
I(X_1; \ldots; X_n) = \sum_{\text{odd } s \leq n} \sum_{1 \leq j_1 < \cdots < j_s \leq n} H(X_{j_1}, \ldots, X_{j_s}) - \sum_{\text{even } s \leq n} \sum_{1 \leq j_1 < \cdots < j_s \leq n} H(X_{j_1}, \ldots, X_{j_s}) - I(X_1; \ldots; X_n | Y)
\]

denotes the mutual information of \( X_1, \ldots, X_n \) conditional on the outcomes of \( Y = Y_1 \ldots Y_n \) and can be defined as

\[
I(X_1; \ldots; X_n) = \sum_{\text{odd } s \leq n} \sum_{1 \leq j_1 < \cdots < j_s \leq n} H(X_{j_1}, \ldots, X_{j_s}) - \sum_{\text{even } s \leq n} \sum_{1 \leq j_1 < \cdots < j_s \leq n} H(X_{j_1}, \ldots, X_{j_s})
\]
We first show some local operations may generate positive Shannon information for others as: \[ I(X_1; \ldots; X_n) = 0 \]
\[ I(X_1; \ldots; X_n | Y) > 0 \] (33)
where the joint probability distribution \( P_{X_1 \ldots X_n} \) is obtained from local measurements on the network \( \mathcal{N}_n \). This implies negative Shannon mutual information as
\[ I(X_1; \ldots; X_n; Y) < 0 \] (34)
Moreover, there are some local operations may generate negative Shannon mutual information for others as:
\[ I(X_1; \ldots; X_n; Y) = 0 \]
\[ I(X_1; \ldots; X_n; Y) < 0 \] (35) (36)
This implies positive Shannon mutual information as
\[ I(X_1; \ldots; X_n; Y) > 0 \] (37)
which is different from Equation (34). Thus the general \( k \)-independent quantum network with \( k \geq 3 \) can generate both negative and positive Shannon mutual information beyond Result 1 for tripartite chain network even if both have similar Bell nonlocality. This intriguing new kinds of non-Shannon-type information for any independent set.

**Example 4.** One example is the joint distribution in Equation (10). Another example is given by
\[ P_{xy} = \sum_{ij} p_i q_j [x_i y_j] \] (38)
with three finite-dimensional random variables \( X, Y, Z \), where \( \{ p_i \} \) and \( \{ q_j \} \) are probability distributions. Consider classical transformation \( g : z_j \mapsto x_j y_j \), it follows
\[ P_{xyz} = \sum_{ijk} p_i q_j g_k [x_i y_j z_k] = \sum_{ijk} p_i [x_i] \sum_{jk} g_k [y_j z_k] \] (39)
which raises two independent joint distributions of \( \sum_{i} p_i [x_i] \) and \( \sum_{j} q_j [y_j] \). It is easy to check that the joint distribution \( P_{xyz} \) satisfying the constriction in Equation (9), that is, a negative information of \( I(X; Y; Z) < 0 \). From Result 1, there is a tripartite chain network compatible with the distribution in Equation (38). From Equation (33) the present example can be extended for general star network which is compatible with the joint distribution
\[ P_{x_1 \ldots x_n y} = \sum_{i_1 \ldots i_n} p_{i_1} \ldots p_{i_n} [x_{i_1} \ldots x_{i_n} y_{i_1} \ldots i_n] \], (40)
with \( n + 1 \) finite-dimensional variables \( X_1, \ldots, X_n, Y \), where \( \{ p_i \} \) are probability distributions, \( j = 1, \ldots, n \).

**Example 5.** For the triangle network one example is given by Equation (17). Another is given by
\[ P_{xyz} = \sum_{ijk} p_{i,j} q_{i,k} r_{i} [x_{i} y_{j} z_{k}] \] (41)
with three finite-dimensional variables \( X, Y, Z \), where \( \{ p_{i,j} \}, \{ q_{i,k} \}, \) and \( \{ r_{i} \} \) are probability distributions. Consider local mappings \( g_i : x_i \mapsto (i, j), g_k : y_k \mapsto (j, k) \), and \( g_{i,k} : z_{i,k} \mapsto (k, i) \). It follows a new joint distribution
\[ P_{xy}^{(ik)} = \sum_{ijk} p_{i,j} g_{i,k} [x_{i} y_{j} z_{k}] = \sum_{ijk} \sum_{ii} p_{i,j} \sum_{jj} q_{i,k} \sum_{kk} r_{i} \] (42)
which raises three independent joint distributions of \( \sum_{i,j} p_{i,j} \sum_{j} q_{i,k} \sum_{k} r_{i} \), and \( \sum_{i} r_{i} \). This means the joint distribution in Equation (42) satisfy the conditions in Equations (16) and (19). From Result 2, there is a tripartite triangle network consisting of three variables compatible with the distribution in Equation (41).}

### 3. Conclusions

For tripartite Shannon mutual information Results 1 and 2 imply a compatible chain network for special decomposition of its joint distribution in two cases. This means the negative Shannon mutual information hide different network configurations compatible with specific decompositions of joint distributions. This is different from recent results for featuring higher-order statistical correlations which take use of Euler diagram corresponding to Shannon information. The main reason is that negative Shannon mutual information can be featured by using non-Shannon inequalities beyond Euler diagram. Here, the set bounded by Shannon-type information inequalities is denoted as polymatroidal region. A general problem is to determine whether all the polymatroids are entropic. Especially, the negative Shannon information of three random variables implies the existence of non-entropic polymatroids on the boundary. This is further extended for four or more random variables, which even allow unconstrained non-Shannon-type information inequalities. A natural problem is then to explore the Markov compatibility of general non-Shannon-type information. Another problem is to explore different formations of Shannon-type information.

In summary, we provided an operational characterization of negative Shannon mutual information. The main idea is inspired by Bayesian networks. We have investigated the intrinsic network compatibility of all tripartite joint distributions. Similar results are proved for its quantum realizations. This provided a general method for experimentally verifying negative Shannon information in a device-independent manner. These results should be interesting in the information theory, deep learning, quantum nonlocality, and quantum networks.
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