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Abstract—As in other cybersecurity areas, machine learning (ML) techniques have emerged as a promising solution to detect Android malware. In this sense, many proposals employing a variety of algorithms and feature sets have been presented to date, often reporting impressive detection performances. However, the lack of reproducibility and the absence of a standard evaluation framework make these proposals difficult to compare. In this paper, we perform an analysis of 10 influential research works on Android malware detection using a common evaluation framework. We have identified five factors that, if not taken into account when creating datasets and designing detectors, significantly affect the trained ML models and their performances. In particular, we analyze the effect of (1) the presence of duplicated samples, (2) label (goodware/greyware/malware) attribution, (3) class imbalance, (4) the presence of apps that use evasion techniques and, (5) the evolution of apps. Based on this extensive experimentation, we conclude that the studied ML-based detectors have been evaluated optimistically, which justifies the good published results. Our findings also highlight that it is imperative to generate realistic datasets, taking into account the factors mentioned above, to enable the design and evaluation of better solutions for Android malware detection.
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1 INTRODUCTION

Over the past decade we have witnessed impressive advances in mobile devices. Along with the hardware, operating systems (OS) designed for the mobile market have experienced pairwise functionality improvements. With a market share near 72% as of the last quarter of 2020 [1], the Android platform is the leading mobile OS. It has an open source nature and is available for multiple processor architectures. These facts, along with the availability of a well documented development framework that enables a rich set of services (voice and image recognition, contactless payments, etc.), have contributed to the adoption of Android beyond smartphones [2–4].

Coupled with this growing popularity, the increasing attention paid by malware writers to this OS has highlighted the risks to which users are exposed [5]. Data stored on mobile devices is of vital importance, sensitive for users, and has become a valuable target for attackers. According to Kaspersky, adware and banking malware targeting these devices were two of the main security threats in 2020, even being detected in trusted app markets such as Google Play [6].

Aware of these problems, researchers have seen machine learning (ML) techniques as a promising solution for the implementation of Android malware detectors [7]. ML methods leverage on app data to identify signals that are useful for detecting malware. To this end, malware detection can follow one of these strategies (or both in combination): (1) anomaly-based detection focuses on building profiles from goodware so that deviations from those profiles are flagged as dangerous; (2) misuse-based detection, instead, focuses on learning the characteristics of both malware and goodware in order to identify their presence in new apps [8]. Most of the research works on Android malware detection belong to the second group. More specifically, relying on supervised ML algorithms for their detection mechanisms [9, 10].

To perform the detection of malware using ML algorithms (either for misuse or anomaly-based systems), apps need to be preprocessed in order to extract the set of features that best describe their behavior. This task is performed using dynamic or static software analysis techniques. In dynamic analysis, the behavior of an app is monitored in a controlled environment (sandbox), where user and system interactions are simulated. Static analysis is based on the inspection of the files contained in the application package (APK) without needing to run the code. These techniques have their own advantages and drawbacks. On the one hand, through dynamic analysis, it is possible to access the code that is loaded and executed in runtime. However, the success of this analysis, in terms of coverage of code, greatly depends on the simulation mechanism and the absence of sandbox evasion instruments in the apps [11]. On the other hand, static analysis is able to evaluate all the information present in the APKs, but its success lies in the absence of evasion techniques such as obfuscation or dynamic loading of code [12]. Both analysis approaches are complementary and can be combined for Android malware detection [13, 14].

One of the main difficulties faced by researchers when proposing, developing and testing Android malware detectors is the absence of a common and realistic evaluation...
framework. This framework should include appropriate and labeled datasets, essential for training and/or testing supervised ML algorithms. In particular, and as we illustrate in this paper, most publicly available datasets are obsolete, only contain malware, repeated samples, or comprise an insufficient number of samples. In view of this, authors opt for building ad-hoc, custom datasets by downloading app samples from different sources and labeling them using tools such as VirusTotal. This process is not only expensive, but also complicates the reproducibility and comparison of ML-based malware detection proposals.

The issue of reproducibility is aggravated by the unavailability of the code that implements the proposed methods, or by the omission in their respective publications of important details that allow their implementation. This is specially manifested for methods using ML algorithms that require tuning a large number of parameters in order to perform properly [15], as this information is not often provided. The same is true for the evaluation procedures. In many cases, they are not clearly described or are designed assuming very optimistic scenarios [15, 16].

The main objective of this study is to perform a fair comparison of Android malware detection proposals already published in the literature. Given the large amount of proposals presented over the years, as well as the absence of common and realistic evaluation criteria, to perform a fair comparison of methods is not a straightforward task. We have chosen 10 popular detectors based on static analysis that use different features and ML methods, and compared them under a common evaluation framework. In many cases, a re-implementation of the algorithms used in the detectors has been required due to the lack of the original authors’ implementations. The result of this extensive implementation and experimental work is, to the best of our knowledge, the most comprehensive comparative work on Android malware detection methods presented to date. The scientific contributions of this work are summarized as follows:

1) We identify a number of factors that negatively affect the accuracy of Android malware detectors. In particular, we consider five conditions that are present in real life but are often ignored when proposing malware detectors: (1) datasets contain a large amount of apps that are almost identical to others; (2) there is not always agreement on what is goodware and what is malware, and some apps lack enough consensus to be considered malicious or benign; (3) there is more goodware than malware; (4) malware authors may resort to evasion attempts using obfuscation techniques; and, (5) malware and goodware evolve over time. Then, we argue that it is imperative to consider all these factors when designing and evaluating Android malware detectors in order to provide realistic performance values.

2) We analyze the performance of state-of-the-art ML-based Android malware detection approaches when the above factors are taken into account. For this purpose, we selected 10 highly influential detectors that make use of static analysis techniques. We show that the outstanding performances provided by the authors of these approaches are unrealistically optimistic.

3) We highlight the lack of reproducibility of published work in this area. In this sense, we make the code and datasets used in this comparative work publicly available.

The structure of this paper is organized as follows. Section 2 reviews the most important works related to the topic of this paper. Section 3 includes basic concepts about static analysis of Android apps and the type of data that can be obtained using this technique. The state-of-the-art detectors based on supervised ML classifiers that are considered in this work are presented in Section 4. Section 5 describes how datasets for malware detection are typically built, their limitations (factors that should be considered when constructing them but are often ignored) and the reproducibility problems that the use of custom datasets entails. In Section 6 we present our experimental setup. Section 7 discusses the limitations of the selected Android malware detectors based on the analysis of the factors identified in Section 4. Section 8 discusses the characteristics that a realistic evaluation framework should take into account, as well as the challenges and future research lines in Android malware detection. We conclude this paper in Section 9.

2 RELATED WORK

Android malware detection is a well-studied area in the information security literature. Despite this, only a few experimental studies have focused on analyzing what factors impact the performance of malware detectors, which is the main theme of this paper. Most of them focus their analysis on a small group of detectors with similar characteristics. To date, the most comprehensive study is [15]. This article analyzed two different sources of bias in the evaluations of three detection algorithms. The first, known as spatial bias, comes from the differences between the proportion of samples from each class in the dataset. The second type, temporal bias, is related to the inclusion of future knowledge during model training. Experiments to test for spatial bias concluded that the ratio between classes is determinant in the results reported by the authors. Experiments on the impact of temporal bias demonstrated that models tend to misclassify malware as time passes, whereas the accuracy of goodware remains stable over time. The conclusions drawn from this work are similar to those obtained in two other previous studies, each of which considers only one detector in their experiments [16, 17].

The use of obfuscation techniques with malware apps to evade detection was studied in [18]. The work presented an analysis for ten Android commercial anti-virus products, testing them by applying different obfuscation techniques to malware. The results proved that all the analyzed tools worsened their effectiveness to detect malware with at least one type of obfuscation. This work served to highlight the weakness of these commercial solutions. However, given that the details of the detectors are not public, no specific...
conclusions can be drawn for ML methods. Another work studied the ability of a ML malware detector for Windows to identify packed malware [19]. An extensive set of experiments was performed to confirm whether packed samples were identified due to the presence of traces left by packers or by the behavior of the sample. The authors concluded that ML detectors tend to focus on signs of obfuscation, questioning the feasibility of static analysis for Windows due to the amount of false positives. Further studies would need to be conducted to evaluate if these findings also apply to Android malware detectors.

The presence of duplicates in datasets when designing and evaluating detectors is discussed in [20]. Preliminary experiments are carried out for two ML detectors, one based on the usage of API calls and one using permissions. The authors of that work postulate towards the existence of a relation between duplicates and the obtention of over-estimated performances for models. However, additional analysis would be required to confirm this hypothesis, as the implicit reduction of the size of the dataset (as a result of duplicate removal) may eventually originate similar results.

In summary, previous works have focused on the analysis of some specific evaluation flaws affecting detectors, including: spatial bias [15 21], temporal bias [15 21], the consideration of unrealistic (balanced) ratios for malware and goodware [15 17 21], the impact of obfuscation [18 22] or the influence of duplicates in the data [20]. However, these analyses were conducted over a small number of methods [16 17 20], some of which are very similar in terms of the feature sets they use [15]. Other papers analyze more detectors, but the details about their detection mechanisms, i.e., their features or whether they are based on signatures or ML algorithms, are not disclosed [18 22]. Thus, we believe that a more comprehensive analysis, that includes all the identified factors and a higher number of detectors using different features and ML methods, becomes mandatory in the Android malware detection area.

3 Static Analysis on Android

Static analysis is a software technique that inspect apps to extract their characteristics without the need to execute their code and monitor their behavior at runtime [23]. By means of static analysis, all execution paths present in the code and all the information in the files of an app can be inspected. This is done by using tools with code interpretation mechanisms that extract understandable structures describing the internal functions of apps, e.g., call graphs, data flows, statistical measures about code structure, etc. Such information is then converted into a common set of explanatory features that will later be processed by ML algorithms.

Android apps are distributed in APKs (Android Application Packages). An APK is a ZIP compressed file that contains the resources that are essential for the execution of the app on the system: the manifest data and the compiled code.

3.1 Manifest Data

The manifest file of an Android app defines a set of properties and components that the app requires from the platform in order to work. This file is in XML format and can be easily parsed using tools such as AXMLPrinter [4] It is divided into three main blocks or sections:

- The Application Components block defines the elements of the app that interact with the OS while the app is running or when a specific action is requested to the OS by the user. These components implement background functionality (services), manage user screens and app interactions (activities), enable app interactions with other OS components or apps (broadcast receivers and intent filters) and the interfaces to share data with other processes (content providers).
- The Hardware and Software Features block defines the OS properties and functionalities that the app requires to function. This includes software features such as backup support, user account management, input methods, etc. Hardware features include elements such as the camera, bluetooth transmission, fingerprint sensor, etc. Declaring requested features is useful, for example, to prevent an app from running on a phone that does not fulfill the required specifications.
- The Permissions block indicates the features that are required by an app but are protected by the OS. Access to these functionalities must be explicitly granted by the user. By default, Android apps do not have permissions to perform actions that could compromise the OS, user information, or other apps. Thus, permissions are needed to access the microphone, camera, contact list, Internet connection, location, etc.

3.2 Application Code

Android apps are generally developed in Java or Kotlin (Google’s preferred language for Android development) and transformed into Dalvik bytecode format during the compilation process. The Dalvik bytecode runs on the Android virtual machine, which serves as a platform-independent environment. Interactions between the hardware components of mobile devices, directly managed by the operating system, and apps, managed by the virtual machine, are performed through API libraries. These APIs provide a common way to access to the hardware capabilities required by the apps. Thus, abstracting the programmer from the particularities of devices.

The Dalvik bytecode of apps is located inside the APK in the classes.dex file. It includes all user-defined classes and functions, as well as constants and variable definitions. External libraries, such as the Android framework, are not part of the content of this file. To perform static analysis, the classes.dex file can be converted to a more readable format using tools such as bakSmali [5] or dex2jar [6]. After that, different features can be obtained, including information about instructions, methods, classes, strings and the usage of API calls [9]. It is also possible to build different graph
structures representing the code. These include Call Graphs, built following the call instructions (invoke) present in the code; and Control Flow Graphs, which are created considering also the jumps in the code caused by conditional and loop statements (if, switch, for, while...). In both types of graphs, a node represents a method or a block of instructions that can only be executed sequentially, i.e., a basic block; and the edges represent the execution flow between nodes.

After performing static analysis, the data obtained from APKs is mapped into feature vectors that represent the apps in a structured way, suitable for processing by ML algorithms. Figure 1 depicts the binary mapping as applied to represent three apps by means of their strings, API calls and permissions. It uses the values 1 or 0 to denote whether a feature is present in an app’s code or not. Other mappings are also possible, for example, frequency encoding accounts for the number of times a feature is present in the app code.

4 ANDROID MALWARE DETECTORS BASED ON SUPERVISED CLASSIFIERS

Supervised classification is a popular ML task in which the objective is to learn a mapping or classifier \( H : \mathcal{X} \rightarrow \mathcal{C} \), where \( \mathcal{X} \) is a space of features that describes the samples (the input), and \( \mathcal{C} \) is the space of class labels (the output). To do so, the ML algorithm is fed with a set of labeled samples \( D = \{(x^1, c^1), \ldots, (x^n, c^n)\} \) called the training set. In the context of Android malware detection using ML classifiers, the training set consists of a set of labeled apps. Each app or sample is described as a vector of \( t \) features \( x^i = (x_1^i, x_2^i, \ldots, x_t^i) \) which, in the context of this work, are computed through the static analysis of its APK file. The binary class label \( c^i \) takes a value of 0 for goodware apps and a value of 1 for malware apps. Once the classifier is trained, given the feature vector of a new app \( x^k \), it will return its predicted class label \( \hat{c}^k \) (0 for goodware and 1 for malware).

For the purpose of this work, we have selected eight malware detection methods for Android, which are published in top-tier journals. These are the most important papers in this area of study, in terms of relevance, found in IEEEExplore, Scopus and Google Scholar. We have also added two additional proposals, which have been considered in other experimental comparative works, namely the Drebin \[25\] and BasicBlocks \[16\]. All of these are misuse-based detectors, using different supervised ML classification algorithms and with different sets of features extracted from the apps. In addition, and given the large number of features they obtain from APKs, some approaches apply dimensionality reduction algorithms \[3\].

Table[1] outlines the key aspects of these detectors. As can be seen, they were published between 2014 and 2019. Due to the lack of standard datasets, an aspect which is studied in depth in the next section, they all used custom collections of apps to perform their experiments. In many cases, for these proposals, sample selection, class ratios or labeling criteria not only vary, but are not properly documented also. This makes it difficult to reproduce the experiments, compare proposals or measure their contribution level. Furthermore, none of their authors, excepting those of HMM Detector and MaMaDroid, have made their code publicly available, hindering the possibility to re-run the detectors, and complicating their use for comparison purposes. Because of these, a direct comparison of the performances reported in the corresponding articles does not provide useful information.

Given the unavailability of the code of most of the detectors, we have had to re-implement them in order to perform the experimental analysis contained in this work. This was a complex task, mainly due to the lack of details concerning crucial aspects such as parameter values, the feature extraction and training processes of the classifier, etc. The most problematic approaches in this sense have been MultimodalDL and PermPair. Unfortunately, we were unable to implement MultiModalDL \[31\], due to its complexity and the omission of information regarding feature computations (number of centroids, thresholds for similarity computation). As for PermPair \[32\], we implemented the detector as indicated in the original publication. However, the results obtained by us are far from those originally reported by the authors. For these reasons, we omit these works from subsequent analysis.

We have implemented the remaining eight malware detectors listed in Table[4] in Python language. Note that we have carried out the necessary static analysis tasks on APKs to obtain the feature sets specific to each detector, as explained in Section 3. For this purpose, we used the Androguard framework \[33\], a widely-used static analysis and reverse engineering tool for Android APK files. For dimensionality reduction, ML algorithms and the assessment of the performance of detectors, we employed well-established libraries such as scikit-learn \[34\] and numpy \[35\]. Our goal is not only to perform a comparative analysis between Android malware detectors, but also to contribute to the reproducibility and progress in the area by releasing our programs and the instructions for their use in our GitLab repository.

5 DATASETS FOR ANDROID MALWARE DETECTION. DRAWBACKS AND REPRODUCIBILITY ISSUES

When building a supervised classifier, the dataset and the procedures used for training and evaluation are key factors in order to develop robust and well-performing models \[36\]. Consequently, for ML-based malware detection, the collection of apps and the process for their generation are particularly important, both in terms of applicability to real-world scenarios and reproducibility. In this section, we identify and discuss a set of factors that must be considered when creating datasets. We then describe the datasets most commonly used by the Android malware detection research community, pointing out their main drawbacks from the point of view of the identified factors.

5.1 Factors Under Analysis

We have identified five factors that have a major impact on the performance of ML based malware detectors for Android,

7. In the case of DroidDetector \[27\], we were able to implement the detector assuming that feature selection was used to identify the set of most relevant API calls used by the algorithm.

8. To be published after acceptance
and that should be considered when creating the datasets used to train and evaluate them. It should be noted that, in our opinion, these factors are very important, but this does not imply that they are the only influential aspects in the design and evaluation of malware detectors based on supervised classification.

5.1.1 REDUNDANCY

The purpose of Android malware detectors is to identify every type of malware regardless of their level of incidence. This includes a wide range of samples pertaining to different malware families and subfamilies. Typically, malware samples within a family or subfamily exhibit analogous code and data structures to perform the same malicious activities [57]. This characteristic of malware results in datasets with groups of samples that are very similar from the point of view of detectors. This means that, within these groups, samples tend to be represented using identical feature sets, resulting in redundancies in the data fed to ML models. On the one hand, redundant samples in the training set cause bias in ML algorithms because decisions towards groups with many representatives have a great impact in the accuracy of the model [56]. This makes models to ignore non-redundant representatives have a great impact in the accuracy of the model [56]. This makes models to ignore non-redundant samples, since predictions for these instances yield little improvement in accuracy. Resulting, thus, on detectors with a limited ability to identify uncommon (less represented) forms of malware. On the other hand, the presence of duplicates in the evaluation set leads to inflated or poor performances, depending on whether or not these large groups of similar apps are correctly classified. Even if the presence of duplicates or very similar apps has an important

TABLE 1: Android malware detection methods included in this analysis. They are the most relevant works according to the literature
our knowledge, only preliminary work has considered it as an issue [20]. Note that none of the detectors considered in our comparative analysis were assessed taking into account redundancies in the data as an major source of bias.

5.1.2 LABELING-GREYWARE
One of the main problems when building datasets for Android malware detectors based on supervised classification lies in the need to have labeled samples. Ideally, labeling should be carried out manually, by experts, to obtain error-free labels. However, using human annotators to perform this task is costly, both in terms of time and resources [38]. Instead, researchers usually rely upon automatic procedures to label their customized datasets.

In the simplest labeling approach, apps are labeled according to the source they were obtained from [32], e.g., those downloaded from trusted repositories (such as Google Play) are goodware, whereas those from repositories such as VirusShare are labeled as malware. This procedure relies on the analysis, either automatic or manual, performed by the managers of these repositories. In other cases, apps are scanned using a collection of antivirus programs and labeled depending on the number of positive (malware) alerts [39]. In this context, VirusTotal [9] is a tool that allows users to upload files, including APKs, and scan them using a collection of antivirus engines. VirusTotal results, based on the number of positive alerts raised by a file (we refer to this number as VTD, from VirusTotal Detections), are widely used as the criterion to label samples. To this end, a common procedure uses thresholds to establish the level of consensus required to label an APK as malware or goodware [40].

Leveraging on the VTD leads authors to decide what threshold is adequate for malware and goodware, so it is common to find disparities in the literature. For example, Roy et al. [17] set a threshold of VTD ≥ 10 to flag an app as malware, while in [15], Pendlebury et al. set this threshold at a much lower value of 4. In both cases, the condition for labeling an app as goodware was set to VTD = 0 alerts. The choice of thresholds not only means that the malware or goodware definitions vary among articles, but also influences the amount of apps that fall between these categories. These apps, which we refer to as greyware, lack enough consensus by antivirus programs to be considered as goodware or malware with guarantees. Because of that, many researchers discard these apps when training their detectors. However, greyware is an important part of the Android ecosystem [41] and will appear whenever the detector is deployed in a real environment. Thus, discarding them at training time will hinder the effectiveness of a detector once deployed. Indeed, even if common thresholds were applied to label the data, the VTD value provided by VirusTotal changes over time [32], for example, due to engine updates aimed at improving detection capability, or as engines are added or removed from the platform. Thus, disparities may occur between models validated with exactly the same collection of apps but labeled at different times [40].

5.1.3 IMBALANCE
The third factor we consider is related with the malware and goodware ratio in the dataset, especially in the data used for training. In real life, most apps are innocuous in the security aspect, with estimates indicating that malware accounts for about 10% of the total number of Android apps [15]. However, as can be seen in Table 1, researchers have trained their detectors assuming different class proportions in each case (following their own criterion). The class ratio is important when training ML models, since classical ML classifiers tend to be biased towards the majority class in highly unbalanced scenarios. Therefore, ignoring class imbalance can lead to a false perception about the true performance of detectors under real working conditions [15].

5.1.4 EVASION
Some malware authors are aware that their apps will be examined by malware detectors, so they try to evade detection by using obfuscation techniques. These techniques involve code modifications to hinder the static analysis of apps without affecting their functionality. From the point of view of malware creators, obfuscation hampers the extraction of the features that may be indicative of malicious behaviors in order to fool detectors [43]. Unfortunately, only a few authors have considered obfuscation as a factor limiting the effectiveness of detectors and performed adequate evaluations of their proposals [44]. For example, none of the proposals included in this comparative work have considered the effects of evasion attempts.

5.1.5 EVOLUTION
The last factor we highlight is related to the evolution of malware and goodware apps over time. This implies that their behavior rarely remains static for a long time. Thus, the characteristics of newer or mutated apps may differ from those obtained from apps observed earlier, during the training of a detector. However, most authors design and/or evaluate their ML detectors on the assumption that future malware and goodware will remain similar to that used at design time [15] [17].

5.2 Available Android Datasets and their Drawbacks
Android datasets that are used for building supervised classifiers consist of collections of apps and their associated labels, which indicate whether an app is malware or goodware. We have searched in the literature for datasets of Android APKs designed for research on misuse-based Android malware detectors, and have found five popular ones. Their characteristics have been summarized in Table 2 taking into account all the factors identified in the previous section.

In two of the reported datasets (Drebin and CIMAAndMal2017), the labels of the samples were obtained by setting some threshold over the VTD. For example, in Drebin, an app is tagged as malware when its VTD ≥ 2, for a subset of eight antivirus engines from VirusTotal that are selected as reliable by the authors. Only the Android Genome dataset was built based on manual labeling. A combination of both labeling approaches was used in the AMD collection: automatic labeling was first carried out using VirusTotal to filter and cluster apps into malware families, and then a small subset from each family was manually verified. Finally, note that AndroZoo does not provide labels, supplying VTD values
TABLE 2: Characteristics of popular Android Malware Datasets. The “?” symbol means that no information about this characteristic is reported.

| Dataset          | Time period      | Labeling method (Type of labels) | #samples | Obfuscated samples | Redundant samples | Timestamps |
|------------------|------------------|----------------------------------|----------|-------------------|-------------------|------------|
| Android Genome   | 2010-2011        | Manual (Binary)                  | 1,260    | ?                 | ?                 | x          |
| Drebin           | 2010-2012        | VirusTotal (Binary)              | 5,560    | ?                 | ?                 | x          |
| AMD              | 2010-2016        | Hybrid (Binary)                  | 24,553   | ?                 | ?                 | x          |
| CICAndMal2017    | 2014-2017        | VirusTotal (Binary)              | 426      | ?                 | ?                 | x          |
| AndroZoo         | 2011-5065        | VirusTotal (VTD)                 | 13,045,285 | ?             | ?                 | ✓          |

1 This dataset is continuously growing

instead so it is up to the user how to use this information for labeling.

To properly train detectors based on ML classifiers, both malware and goodware samples are needed. Ideally, greyware should also be included. Nonetheless, Drebin, Android Genome and AMD comprise exclusively malware samples and only AndroZoo allows samples to be labeled as greyware. Another drawback of these datasets is related to obfuscated malware. In this sense, the authors neither identify, or explicitly include, obfuscated versions of malware, which makes it very difficult to analyze the possible effects of evasion attempts on the performance of detectors. Something similar occurs for redundant samples, as none of the papers describing the datasets provide information about their presence.

Finally, as can be seen in Table 2, most of these datasets were created more than five years ago and may contain old-fashioned malware. The most recent dataset is CICAndMal2017, which comprises a small set of apps released between 2014 and 2017. This small number of instances may not be enough for training and evaluating anti-malware methods based on some ML algorithms [48]. In addition, in most cases the samples included in these datasets cover only a small period of time or their release date is not available. These facts complicate the elaboration of proper analysis about the evolution of the characteristics of apps.

The limitations of these datasets have led researchers to build custom datasets, in a similar way as AndroZoo was created, i.e., by combining APKs downloaded from various sources or repositories. AndroZoo constitutes the most important public source of Android apps for researchers [47]. Sources of AndroZoo include app marketplaces (such as Google Play), malware datasets, torrents and different malware repositories [49]. Since 2011, these sources are continuously tracked to keep the collection up to date. Additionally to the APKs, AndroZoo provides a file with information about the apps contained in the dataset. The contents of this file, which is updated daily, can be used to filter the samples to be downloaded according to different criteria, such as the market from which an APK was obtained, the SHA and the date of the APK, and the VTD value.

From the above discussion, it is clear that the decisions made by the authors during the construction of custom datasets make them unique, and that particularities of these datasets influence the performance of detectors. Moreover, performance is not only dependent on the data used, but also on the design of the experiments using these data. In our opinion, and as mentioned in the previous section, the use of different datasets and the consideration of different guidelines in the design of the experiments, makes the comparison of the metrics reported for these proposals meaningless, entails an obstacle to the reproducibility and seriously impairs progress on this relevant topic.

6 Experimental Setup

In this section we present the experimental setup devised for this work. We describe the datasets used, the process to build and evaluate the Android malware detectors and the evaluation metrics considered to measure their performance.

6.1 Master Dataset

Our starting point is a “master” dataset from which we extract smaller, derived datasets. These derived datasets are used to analyze the effect of each of the five factors listed in Section 5.1 (REDUNDANCY, LABELING-GREYWARE, IMBALANCE, EVASION and EVOLUTION) on the selected detectors.

To build our master dataset we selected apps from AndroZoo, taking into account their origin, the reported VTD and the date. We use apps from Google Play, AppChina and VirusShare. The date of the apps was used to select 100 monthly samples of each class (malware, goodware and greyware) during the period starting from January 2012 to December 2019. Given the lack of standard criteria in the literature to interpret the results obtained from VirusTotal [40], we use the popular threshold-based method to label apps. In particular, we used the median of the thresholds used in two previous works [15,17] to label the malware, i.e., a VTD≥7. Goodware samples were considered as those with VTD=0, whereas samples with a 1≤VTD≤6 rating were labeled as greyware. Such criteria are in concordance with what is recommended in [12] to obtain reliable labels from VirusTotal.

In total, our master dataset consists of 28,800 samples. The complete list of APKs and the instructions to download this dataset, along with our code, are available in our GitLab repository. In contrast to the datasets introduced in Section 5.2, this dataset is more comprehensive as: (1) it considers greyware; (2) it provides a sufficiently large number of goodware, malware and greyware samples to
TABLE 3: Evaluation metrics used in this paper

| Metric | Formula |
|--------|---------|
| TPR (True Positive Rate) | \( \frac{TP}{TP + FN} \) |
| FPR (False Positive Rate) | \( \frac{FP}{TP + FP} \) |
| Precision | \( \frac{TP}{TP + FP} \) |
| F1 | \( 2 \times \frac{TPR \times Precision}{TPR + Precision} \) |
| A\(_{\text{mean}}\) (Kappa Statistic) | \( \frac{P_o - P_c}{1 - P_c} \) |

\( P_o = \frac{TP + TN}{TP + FP + TN + FN} \)

\( P_c = \sum_k p_k \cdot \hat{p}_k \)

properly train and test ML detectors; (3) it considers a larger time period and the organization of samples by months allows us to split our dataset according to the age of the apps.

6.2 Model Training and Assessment Process

For model construction and evaluation, the dataset is divided into training and test partitions. In order to obtain unbiased results, the test partition is always kept as a completely separate set and is never used for training nor for feature engineering processes (extraction, preprocessing or dimensionality reduction). The model parameters are selected using standard k-fold cross validation (with \( k = 5 \)) within the training set and following a grid search approach. In scenarios where EVOLUTION is considered because the distributions of the data are assumed to change over time, time-aware k-folds are used \([49]\), i.e., all the apps of the evaluation sets are more recent than those for training. In all cases, folds are created maintaining the original ratio between the classes in the given experimental scenario. This is a common process in the ML literature for estimating the generalization error of the final model \([35]\).

6.3 Evaluation Metrics

For this work, we considered a set of evaluation metrics (see Table 3) which are common in the ML and computer security literature \([8]\). Note that some of these metrics, such as the TPR, the FPR or precision, offer complementary information and should be used together to fully understand the performance of a system. The metrics make use of: true positives (TP), which indicate the number of correct positive predictions; false positives (FP), that account for the number of incorrectly predicted negative elements; and P and N, which make reference to the number of positive and negative elements in the data. Conversely, summary metrics such as \( A_{\text{mean}} \), F1 score or kappa statistic, quantify the performance of a system using one measure, but lack explainability and do not provide insights regarding the causes of the good or bad performance. F1 represents the harmonic mean between precision and TPR, \( A_{\text{mean}} \) is the arithmetic mean of the accuracies for the positive and negative classes, and the kappa statistic quantifies the level of correlation between the predictions made by a classifier and the actual labels in the data (\( P_o \) being the accuracy of the detector, \( P_c \) being the weighted sum of the predictions, \( p_k \) being the actual proportion of samples of the class \( k \) in the data and \( \hat{p}_k \) being the proportion of samples predicted as pertaining to class \( k \)).

Unlike the F1 score (as it does not consider True Negatives), the kappa and \( A_{\text{mean}} \) metrics are especially useful under unbalanced scenarios such as this one.

7 Comparative Analysis

In this section we run a complete set of experiments, designing specific scenarios to analyze the effect of the factors presented in Section 5.1. First, a basic scenario is used as the departing point for subsequent experiments. In all scenarios, the selected detectors are compared in equal conditions.

Departing from the master dataset, two different datasets have been extracted, namely balanced and unbalanced (see Table 4). For the balanced case, it is assumed that malware and goodware are equally probable. Thus, from the period 2012-2015, ~70% of all the goodware and ~70% of all the malware are uniformly sampled on a monthly basis and used for training, keeping the remaining 30% of the samples for testing purposes. On the contrary, under the unbalanced configuration, malware is assumed to be less frequent than goodware and, consequently, the malware is downsampled to become ~10% of the goodware (which in fact, corresponds to ~7% and ~3% of the malware in the master dataset for the training and testing partitions, respectively). This process is performed by randomly sampling malware on a monthly basis according to a Gaussian distribution with parameters \( N(0.1, 0.02) \).

7.1 Baseline Scenario

Before analyzing the scenarios related to each factor, we test detectors under the most basic and unrealistic assumptions, i.e., discarding greyware, considering a balanced ratio between the classes, omitting evasion attempts and ignoring the evolution of the apps. The aim of this scenario is to mimic the (favorable) conditions that are commonly assumed in the literature and try to reproduce the results obtained in the original papers.

As shown in Table 5, half of the detectors showed promising detection performances in this scenario, achieving detection rates (TPR) over 0.8 and moderately low false positives of about 0.1. The best detector under this scenario in terms of summary metrics (0.91 for kappa), despite being one of the first works in the area, was Drebin, with TPR and FPR values of 0.95 and 0.04, respectively. Another two well-performing detectors were DroidDet and MaMaDroid, with similar kappa figures of 0.84, despite using different features and ML algorithms. The good results reported for some methods contrast with those obtained for DroidDetector, HMMDetector and AndroDialysis. Given the high number of false positives of these detectors (above 20%), one could conclude that these models are inappropriate even under optimistic working conditions.

7.2 Redundancy Scenario

This scenario aims to study the impact of the presence of very similar samples in Android datasets. To this end, we filter out malware and goodware apps from our initial balanced dataset. This is done by computing intra-class similarities between samples and then applying the algorithm proposed in \([20]\). The algorithm works by randomly selecting one sample at a time and removing the samples lying in its neighborhood, according to an \( \epsilon \) radius threshold.

For our experiments, we use call frequencies of APIs as the representation of apps and the Euclidean distance
### Table 4: Composition of Balanced and Unbalanced datasets derived from the 2012-2015 period of the Master Dataset

| Method       | Dataset   | %malware (#samples) | %goodware (#samples) | ratio |
|--------------|-----------|---------------------|----------------------|-------|
|              | Original  | 4800                | 4800                 |       |
|              | Filtered  | 2480                | 1201                 |       |

### Table 5: Performance of detectors for the baseline scenario

| Method       | TPR     | FPR     | Precision | F1     | $\bar{\text{A}}$ | Kappa  |
|--------------|---------|---------|-----------|--------|------------------|--------|
| AndroDialysis| 0.848   | 0.291   | 0.744     | 0.792  | 0.78             | 0.856  |
| BasicBlocks  | 0.823   | 0.097   | 0.894     | 0.857  | 0.863            | 0.726  |
| Drebin       | 0.953   | 0.043   | 0.956     | 0.955  | 0.955            | 0.910  |
| DroidDetector| 0.936   | 0.088   | 0.913     | 0.925  | 0.924            | 0.848  |
| HMMDetector  | 0.472   | 0.335   | 0.585     | 0.523  | 0.568            | 0.137  |
| ICCDetector  | 0.824   | 0.560   | 0.595     | 0.691  | 0.631            | 0.263  |
| MaMaDroid    | 0.800   | 0.093   | 0.895     | 0.845  | 0.853            | 0.706  |

### Table 6: Composition of the full dataset used for the filtered scenario (data from 2012 to 2015)

| Dataset     | %malware | %goodware |
|-------------|----------|-----------|
| Original    | 7%       | 93%       |
| Filtered    | 16%      | 84%       |

### Table 7: Performance of detectors trained using the filtered dataset and evaluated with the baseline test set

| Method       | TPR     | FPR     | Precision | F1     | $\bar{\text{A}}$ | Kappa  |
|--------------|---------|---------|-----------|--------|------------------|--------|
| AndroDialysis| 0.904   | 0.365   | 0.712     | 0.796  | 0.769            | 0.538  |
| BasicBlocks  | 0.893   | 0.044   | 0.952     | 0.922  | 0.924            | 0.849  |
| DroidDet     | 0.933   | 0.056   | 0.942     | 0.937  | 0.938            | 0.876  |
| DroidDetector| 0.654   | 0.403   | 0.618     | 0.635  | 0.625            | 0.250  |
| HMMDetector  | 0.796   | 0.488   | 0.619     | 0.697  | 0.653            | 0.307  |
| ICCDetector  | 0.800   | 0.053   | 0.937     | 0.863  | 0.873            | 0.747  |
| MaMaDroid    | 0.914   | 0.046   | 0.951     | 0.932  | 0.934            | 0.868  |

### Table 8: Performance of detectors trained and evaluated with filtered sets

| Method       | TPR     | FPR     | Precision | F1     | $\bar{\text{A}}$ | Kappa  |
|--------------|---------|---------|-----------|--------|------------------|--------|
| AndroDialysis| 0.913   | 0.362   | 0.716     | 0.802  | 0.775            | 0.551  |
| BasicBlocks  | 0.880   | 0.065   | 0.930     | 0.904  | 0.907            | 0.814  |
| Dren        | 0.925   | 0.056   | 0.942     | 0.933  | 0.934            | 0.868  |
| DroidDet     | 0.926   | 0.073   | 0.926     | 0.926  | 0.926            | 0.853  |
| DroidDetector| 0.728   | 0.395   | 0.647     | 0.685  | 0.666            | 0.332  |
| HMMDetector  | 0.774   | 0.545   | 0.586     | 0.667  | 0.614            | 0.229  |
| ICCDetector  | 0.797   | 0.070   | 0.918     | 0.853  | 0.863            | 0.726  |
| MaMaDroid    | 0.900   | 0.072   | 0.925     | 0.913  | 0.914            | 0.828  |

To compute the degree of similarity between samples, the intuition behind the consideration of this representation lies in that API call frequencies make reference to both the set of API calls that describe the actions carried out by apps, and their frequency of use. Thus, we assume that when the Euclidean distance for two slightly different apps is below or equal to $\epsilon$, both apps perform identical actions, e.g., they are variations of the same app. We perform the filtering process using a redundancy tolerance value $\epsilon$ equal to 0, which means that we consider as duplicates two apps with exactly the same vector of API call frequencies.

As a result of this process, a dataset without duplicates is obtained. The characteristics of this dataset are presented in Table 6. As can be seen, the size of the malware subset is reduced substantially (almost half of the malware is filtered out), whereas for goodware the number of removed duplicates is considerably smaller. Note that in our baseline experiments, a balanced proportion of goodware and malware from 2012 to 2015 is required for training. Therefore, for the filtered dataset, the majority class (goodware) is randomly downsampled to obtain a balanced ratio of samples.

In order to confirm the influence of the presence of very similar apps in the generalization ability of ML models, the results for detectors trained with filtered data and evaluated with the unfiltered test set used for the baseline scenario are shown in Table 7. As can be seen, almost all approaches improve their performances, with similar TPR and lower FPR values, compared to the results for detectors trained with the unfiltered training set (see Table 5). Among the most benefited methods in terms of performance are ICCDetector and BasicBlocks, with improvements of 5% and 16% in their kappa values, respectively. The results observed for this scenario support the hypothesis that duplicate samples in the training set result in biased models, since accurate predictions for these large groups at training time result in higher accuracy, and the models are less prone to pay attention to minority groups. Thus, removing duplicates from training is translated into models that are able to generalize better to different types of instances.

The previous experiment was carried out with an unfiltered test set. However, to evidence the impact that the presence of duplicates in the testing set has on the reported performances, we perform evaluations using a filtered test set. Table 8 depicts the performance for detectors both trained and evaluated using data without duplicates. Among all the methods, the best scoring are Drebin and DroidDet with kappa values of 0.86 and 0.85, respectively. However, as expected, most detectors report lower detection performances in this scenario than in the previous experiments (see Table 7 and Table 5). With duplicates in the test set, correctly identifying a group has a significant positive effect on the measured performance, whereas erroneously classifying a group penalizes it. This effect disappears when duplicates are removed and only one representative per group is left. Therefore, the measured performance is a better indicator of generalization ability of detectors.

### 7.3 Labeling-Greyware Scenario

As previously mentioned, manual, exhaustive and error free labeling is not affordable. For this reason, the community has agreed to use tools such as VirusTotal to automatically label apps. In this sense, using thresholds on the VTD value is the most common class separation criteria. However, different interpretations and thresholds have been used, which impacts on the obtained datasets. One of the main problems when constructing datasets by means of thresholds...
is that most authors discard greyware (apps with VTD values between goodware and malware).

This scenario has been designed to analyze the classifications made by detectors when facing greyware. Specifically, we want to analyze whether the uncertainty and difficulty of the problem greatly increases when including greyware, and thus, the omission of greyware results in the oversimplification of the problem and leads to unrealistic and unfair evaluations. To do so, models are trained using the balanced dataset and tested exclusively on greyware samples from the period between 2012 and 2015.

As can be seen in Table 9, we have compiled the responses of the detectors when classifying greyware samples. G indicates how many input samples are identified as goodware, whereas M refers to how many samples are classified as malware. The total results are in the right column of the table. The other columns show the partial results for the input samples grouped by their VTD scores. On average 35% of the total samples are considered goodware by detectors. As expected, the results show a certain correlation between the VTD and the decisions made by the detectors: given an app, the higher its VTD is, the more likely the detectors are to classify it as malware. We can observe a high uncertainty for samples with lower VTD values, explaining why authors opt to discard greyware from their experiments. As a result, the problem solved by detectors is simplified. Thus, providing artificially boosted performance results and hiding an effect that will appear in real-working conditions.

In addition, we also analyze how the VTD value and thus, the labels, change over time. For the labeling of our dataset we used the VTD scores provided by AndroZoo. We completely reanalyzed the apps in our dataset with VirusTotal and computed the confusion matrix to represent the label swaps between the two analyses. As can be seen in Table 10, most swaps occur for the greyware class. In this sense, more than half of the apps change their label from greyware to goodware (27.2%) or malware (28.1%). Also, 9.9% of the goodware and 6.9% of the malware apps fall into the category of greyware after being reanalyzed. These changes illustrate the downsides and limitations of using the VTD score for labeling, as well as the need to reconsider greyware as part of the datasets, as 44% of the apps remain in this category even after being reanalyzed.

### 7.4 Imbalance Scenario

According to different reports, about 10% of the apps are malware. This means that a realistic training dataset should be highly unbalanced. Classical ML classifiers do not typically work well in these conditions because they tend to be biased toward the majority class. As such, in order to analyze the behavior of the different detectors in this context, the unbalanced dataset is used. Note that making the testing set balanced (or unbalanced) does not harm the capabilities of the model, but only has an effect in some performance metrics. In this sense, the problem of imbalance in the test set is easily solved by using suitable metrics such as the Kappa or $A_{\text{mean}}$ score.

Table 11 shows the results obtained for detectors under this scenario. The use of unbalanced data for training results in a reduction in the proportion of correctly classified malware (TPR), with respect to the results obtained using the baseline configuration (see Table 5). Imbalance in the training data is translated into less malware information provided to algorithms, making it difficult for detectors to learn the characteristics of this class of samples. On average the performance of most methods decreased about 12% as measured by their $A_{\text{mean}}$ values. Among the best scoring methods in the baseline scenario, MaMaDroid was one of the methods that suffers a more significant decrease in this scenario, with a reduction of 18% in its $A_{\text{mean}}$ value.

### 7.5 Evasion Scenario

This scenario is devoted to test the robustness of ML-based malware detectors under conditions where attackers attempt to bypass detection. We evaluate detectors with obfuscated malware from 2012 to 2015. To generate the obfuscated dataset, 10% of the malware is randomly sampled and obfuscated using the ObfusAPK tool. A combination of techniques commonly used in the wild to hide Android malware behaviors is applied, including:

- **Renaming.** The original name and identifiers of user-defined classes, fields and methods are changed by meaningless strings.
- **Encryption.** This technique involves: (1) the generation of a encryption/decryption random key, (2) the encryption of native libraries, strings and assets, and (3) the insertion of a decryption code which is called from every part of the app where these resources are requested.
- **Changes in the structure of the code.** This form of obfuscation includes: (1) call indirections to add an intermediate function that calls the function originally present in the code, (2) insertion of goto instructions, (3) inversion of conditionals to modify the execution flow of the app, (4) insertion of junk code, and (5) reflection to hide function calls to internal code and to the Android framework (APIs).

As with greyware, we focus on the ability of detectors to correctly classify the obfuscated malware. Results are summarized in Table 12. As can be seen, obfuscation techniques are harmful for most detectors since they frequently classify obfuscated malware samples as goodware. HMMDetector is the system with the best results when evasion is present, effectively detecting over 90% of the obfuscated samples as malware. In the case of Drebin, the second least affected method, 18% of the evasion attempts succeeded and were erroneously identified as goodware. This behavior is even more discouraging for MaMaDroid and DroidDet. Both methods are greatly affected by obfuscation, with this technique being effective 46% and 41% of the times, respectively. Others, such as ICCDetector and BasicBlocks, did not obtain better results and, respectively, 72% and 82% of the obfuscated samples passed unnoticed for them. These alarming results demonstrate that even sophisticated malware detectors, such as those based on ML algorithms, can be easily bypassed by performing simple changes in the malware.

11. Reflection is a feature of some programming languages that allows an executing program to examine or “introspect” upon itself, and manipulate internal properties of the program.
TABLE 9: Decisions made by detectors when dealing with greyware samples from the period 2012-2015, for different VTD values. G stands for the ratio of identifications as goodware, while M is the ratio of identifications as malware.

| Method           | VTD=1 | VTD=2 | VTD=3 | VTD=4 | VTD=5 | VTD=6 | VTD>5 |
|------------------|-------|-------|-------|-------|-------|-------|-------|
| AndroDialysis    | 0.504 | 0.949 | 0.356 | 0.644 | 0.272 | 0.728 | 0.007 |
| BasicBlocks      | 0.675 | 0.325 | 0.452 | 0.548 | 0.394 | 0.606 | 0.035 |
| Drebin           | 0.696 | 0.304 | 0.460 | 0.540 | 0.379 | 0.621 | 0.030 |
| DroidDet         | 0.700 | 0.300 | 0.437 | 0.563 | 0.336 | 0.664 | 0.030 |
| HMMDetector      | 0.629 | 0.371 | 0.691 | 0.309 | 0.607 | 0.393 | 0.056 |
| VirusTotal       | 0.415 | 0.585 | 0.296 | 0.704 | 0.311 | 0.689 | 0.259 |
| ICCDetector      | 0.685 | 0.317 | 0.460 | 0.540 | 0.386 | 0.614 | 0.381 |
| MaMaDroid        | 0.677 | 0.323 | 0.423 | 0.577 | 0.366 | 0.634 | 0.313 |

TABLE 10: Label swaps for goodware (G), greyware (X) and malware (M); between annotations of samples in the master dataset using information contained in AndroZoo (rows) and VirusTotal reanalysis reports (columns).

| VirusTotal reanalysis | G | X | M |
|-----------------------|---|---|---|
| AndroZoo              | 8 | 563 | 964 | 83 |
|                       | X | 2 | 613 | 4284 | 2703 |
|                       | M | 17 | 663 | 8 | 920 |

TABLE 11: Performance of detectors trained with 1:10 malware/goodware ratio.

| Method            | TPR | FPR | Precision | F1 | A_mean | Kappa |
|-------------------|-----|-----|-----------|----|--------|-------|
| AndroDialysis     | 0.573 | 0.032 | 0.543 | 0.542 | 0.670 | 0.396 |
| BasicBlocks       | 0.660 | 0.017 | 0.734 | 0.656 | 0.721 | 0.533 |
| Drebin            | 0.740 | 0.017 | 0.816 | 0.776 | 0.861 | 0.754 |
| DroidDet          | 0.686 | 0.013 | 0.837 | 0.754 | 0.836 | 0.731 |
| HMMDetector       | 0.266 | 0.162 | 0.145 | 0.188 | 0.552 | 0.076 |
| ICCDetector       | 0.520 | 0.013 | 0.795 | 0.629 | 0.753 | 0.399 |
| MaMaDroid         | 0.513 | 0.008 | 0.865 | 0.644 | 0.752 | 0.617 |

7.6 Evolution Scenario

Both malware and goodware evolve over time, i.e., do not follow a stationary distribution. Therefore, it is logical to think that static detectors trained with apps for a certain period of time do not necessarily work well with more recent apps. To prove this assumption, the models trained using the balanced configuration (data from the period 2012-2015) are tested with goodware and malware obtained between 2016 and 2019.

The overall performance of the models under this scenario is characterized by an increment of both false positives and false negatives for most methods (see Table 11). Figure 2 provides a more detailed view of the evolution of the TPR and FPR values throughout the period between 2016 and 2019. As can be seen, the performance of detectors changes in a notable manner from one period to another. Our hypothesis is that the popularity of some malware families decreases with time, and, at some point, they are replaced with newer families for which a detector may not have been trained. Also, at some point, an old behavior may become popular again, resulting in a sudden increase in the performance of that detector. This is why the lines in Figure 2 do not follow clear, decreasing trends. Contrary to what is stated in [13], the incremental trend in the number of false alarms of detectors (see Figure 2) indicates that goodware also changes its behavior over time. At any rate, our observations demonstrate the non-stationary nature of malware and goodware, and show how classic, batch-trained ML algorithms are not an appropriate solution for Android malware detection given the instability of their decisions.

8 Towards a Realistic Framework for Malware Detection

Based on the factors analyzed in the previous sections, this section presents a collection of ideas or tips to consider when designing and evaluating a realistic proposal for Android malware detection.

Undoubtedly, one of the main problems encountered when researching malware detectors for Android is the lack of reproducibility of many proposals in the literature. The datasets and code used in the experimental processes are rarely public, and the details provided in the papers are often not enough for a correct re-implementation of the methods. Therefore, the most important recommendation is that authors of future works ensure that their work and experimental processes are fully reproducible. In addition to this general aspect, the experiments conducted in the previous section have highlighted the importance of using adequate datasets when training models and assessing their performance. Indeed, as we have seen, depending on the datasets used, the same model can show near-perfect performances or be almost irrelevant. Thus, we can conclude...
with, there is a lack of consensus on the labeling of the VTD reported by this tool entails some risks [42]. To begin line between malware and goodware is not clearly defined. Evaluation of models. We should bear in mind that the apps and on the inclusion of greyware in the training and evaluation processes. This lack of consensus results in the omission of a large amount of greyware which lies in between. However, such apps are present in the Android app ecosystem [41, 52], so, realistic proposals should not ignore these type of apps but include them in their training and evaluation processes. In this sense, a solution could be to consider greyware as a specific (third) class in the data. In addition, to avoid the use of fixed thresholds over the VTD for labeling, and as an alternative to binary or three-class classifiers, new detection proposals could consider regression models that provide a risk/maliciousness metric, multi-step learning approaches [53], unsupervised detectors that return a degree of dissimilarity with respect to the benign class [54], or semi-supervised methods that do not require fully labeled datasets [55].

Also regarding labeling, a more general problem is that not all antivirus engines in VirusTotal are equally reliable, with some of them being correlated or specialized in specific types of malware [56]. In addition, two engines from the same vendor but specific for different platforms may differ [57]. Although reliable labels can be derived from the VTD [42], setting simple thresholds to the VTD assumes that all antivirus engines are equally reliable in all situations and makes no distinctions between them. In order to overcome these aspects, techniques such as crowd learning [58], which measure the relevance of the different antivirus engines present in VirusTotal, could be used.

As a last problem with labeling, we have seen in the experimentation that the VTD, and thus, the labeling, changes over time [42]. Weakly labeled data and changes in the labeling can hinder the generation of robust classifiers, leading to detection errors. As a solution, the use of the VTD for labeling, on its own, should be abandoned and replaced by more sophisticated methods, for example, that incorporate informative features provided in the analysis reports of VirusTotal [57]. Active learning may also be a useful tool in this sense. This technique allows the best representatives of each class to be selected, reducing the effort of manual labeling [59]. Nonetheless, using sophisticated methods for labeling might become cumbersome and costly, and of course, their reliability should be validated.

Another important aspect is that malware and goodware apps are found in different proportions, with malware being the minority class. In this sense, in order to obtain and verify that detectors are capable of working in realistic scenarios, datasets in which this imbalance is reflected have to be used. Additionally, the adoption of suitable performance metrics for unbalanced scenarios, such as the kappa, A-mean metrics or F1, should be contemplated as opposed to using others, such as the accuracy, that do not reflect the real performance of detectors in these contexts. In addition, imbalance cannot be properly managed by classical ML supervised classification algorithms, as they expect data to be equally balanced in order to build a robust model [60]. As such, the use and design of specific ML classifiers for unbalanced scenarios is an open research line, which could be promising in this area of study. Some examples include cost-based classification methods, and subsampling and oversampling methods [61]. Alternative approaches using in the anomaly detection literature and that leverage on unsupervised algorithms may also be considered [8].
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that the datasets and experimental scenarios considered in the literature are unrealistic and should be revised.

Related to the previous statements, our analysis has shown that the presence of highly similar apps in the datasets influences the performance of models. This also opens the possibility to perform evasion attacks against classifiers, for example, by developing malware apps with snippets of code from minor malware variants. During training, models tend to focus on large groups of duplicates, instead of trying to generalize the variety of apps in the data. During model assessment, duplicates are the cause of misleading performance indicators that tend to overestimate the detection ability of models. We can conclude that training and evaluation efforts should leverage on datasets without duplicates to improve and demonstrate the generalization capacity of models [56]. Moreover, the removal of duplicates has an additional advantage, as the implicit reduction in the dimensionality of the data is useful to speed up the labeling, training and evaluation processes.

In relation to the labeling of the apps, we have seen that VirusTotal is widely used, but relying only on the VTD reported by this tool entails some risks [42]. To begin with, there is a lack of consensus on the labeling of the apps and on the inclusion of greyware in the training and evaluation of models. We should bear in mind that the line between malware and goodware is not clearly defined.

This lack of consensus results in the omission of a large amount of greyware which lies in between. However, such apps are present in the Android app ecosystem [41, 52], so, realistic proposals should not ignore these type of apps but include them in their training and evaluation processes. In this sense, a solution could be to consider greyware as a specific (third) class in the data. In addition, to avoid the use of fixed thresholds over the VTD for labeling, and as an alternative to binary or three-class classifiers, new detection proposals could consider regression models that provide a risk/maliciousness metric, multi-step learning approaches [53], unsupervised detectors that return a degree of dissimilarity with respect to the benign class [54], or semi-supervised methods that do not require fully labeled datasets [55].

Also regarding labeling, a more general problem is that not all antivirus engines in VirusTotal are equally reliable, with some of them being correlated or specialized in specific types of malware [56]. In addition, two engines from the same vendor but specific for different platforms may differ [57]. Although reliable labels can be derived from the VTD [42], setting simple thresholds to the VTD assumes that all antivirus engines are equally reliable in all situations and makes no distinctions between them. In order to overcome these aspects, techniques such as crowd learning [58], which measure the relevance of the different antivirus engines present in VirusTotal, could be used.

As a last problem with labeling, we have seen in the experimentation that the VTD, and thus, the labeling, changes over time [42]. Weakly labeled data and changes in the labeling can hinder the generation of robust classifiers, leading to detection errors. As a solution, the use of the VTD for labeling, on its own, should be abandoned and replaced by more sophisticated methods, for example, that incorporate informative features provided in the analysis reports of VirusTotal [57]. Active learning may also be a useful tool in this sense. This technique allows the best representatives of each class to be selected, reducing the effort of manual labeling [59]. Nonetheless, using sophisticated methods for labeling might become cumbersome and costly, and of course, their reliability should be validated.

Another important aspect is that malware and goodware apps are found in different proportions, with malware being the minority class. In this sense, in order to obtain and verify that detectors are capable of working in realistic scenarios, datasets in which this imbalance is reflected have to be used. Additionally, the adoption of suitable performance metrics for unbalanced scenarios, such as the kappa, A-mean metrics or F1, should be contemplated as opposed to using others, such as the accuracy, that do not reflect the real performance of detectors in these contexts. In addition, imbalance cannot be properly managed by classical ML supervised classification algorithms, as they expect data to be equally balanced in order to build a robust model [60]. As such, the use and design of specific ML classifiers for unbalanced scenarios is an open research line, which could be promising in this area of study. Some examples include cost-based classification methods, and subsampling and oversampling methods [61]. Alternative approaches using in the anomaly detection literature and that leverage on unsupervised algorithms may also be considered [8].
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Next, detectors have to work in a hostile scenario where attackers will try to trick them to infect a system. Nonetheless, as we have seen, most detectors are not designed with security in mind and are vulnerable to evasion attacks using obfuscation techniques. In this sense, another aspect to take into account is to feed detectors with obfuscated samples in the training phase so that they are able to characterize and then identify these evasion attempts. Specifically, the selection and design of feature sets that are most useful to detect obfuscated malware behaviors could be an interesting future research work [44]. Finally, appropriate assessment methodologies to analyze the robustness of the detectors when facing these type of apps should be considered in order to provide realistic performance metrics. Therefore, obfuscated samples are also essential in testing datasets.

Finally, the malware detection problem is non-stationary, i.e., classes evolve over time and rarely show constant characteristics. A realistic detector should be able to cope with the non-stationary nature of Android apps. We demonstrated that the analyzed detectors, which are based on classical ML classifiers, are not able to manage such changes. A simple solution to this limitation could be to apply periodic retraining procedures to obtain up-to-date detectors [8]. However, depending on the complexity of the algorithms, this process could increment the cost of building and maintaining detectors. In this sense, some authors have focused on finding semantically similar API functions with the aim of slowing-down the aging of models and reducing update efforts [62]. However, as a more promising alternative in ML for dynamic scenarios, online or stream learning algorithms have been proposed [63]. These algorithms can automatically manage the changes in the distribution of the data and adapt the models whenever these changes occur [64]. Accordingly, they could be a suitable solution for malware detection.

9 Conclusions

One of the main conclusions of this work is that authors of ML-based Android malware detectors tend to be very optimistic when designing and evaluating their systems, ignoring factors such as the presence of duplicates in the datasets, the lack of robust labeling methods, the presence of greyware, the imbalance between malware and goodware, the existence of apps trying to evade detection and the evolution of apps. Our evaluation work has shown how these factors substantially affect the performance that can be achieved with the tested detectors. We have seen, therefore, that malware detectors are not ready for deployment in real environments. Another important problem we have studied is the lack of a common design and evaluation framework, stemming, among other things, from the unavailability of codes and standardized and appropriate datasets. This fact greatly complicates the reproducibility of experiments. Our contribution in this regard has been to release our data and codes so that they can be used by other researchers. Finally, we have included in this paper a number of ideas that can contribute to the design of malware detectors which are able to operate in realistic deployment scenarios.
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