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1 Introduction

In the max-algebraic setting we take maximization as our addition operation, addition as our multiplication operation and work with the set of extended reals; the real numbers extended by \(-\infty\). Max-algebra (also called tropical linear-algebra) is a rapidly evolving area of idempotent mathematics, linear algebra and applied discrete mathematics. Its creation was motivated by the need to solve a class of non-linear problems in mathematics, operational research, science and engineering [1–4].

The question of finding integer solutions to max-linear systems of equations was first addressed in [5]. Equations in max algebra are useful to model, for example,
scheduling problems and therefore finding integer solutions is applicable to real world examples.

The two-sided system (TSS) in max-algebra is a matrix equation whose solution can be used to describe, for example, the starting times of a synchronized system of machines. The study of its solutions is also of interest since it is known that two-sided systems in max-algebra are equivalent to mean payoff games [6,7]. Mean payoff games are a well-known problem in $\text{NP} \cap \text{co-NP}$ and the existence of a polynomial algorithm for finding a solution remains open. Combinatorial simplex algorithms for solving mean payoff games were discussed in [8].

The problems of finding solutions to two-sided max-linear systems have been previously studied and one solution approach is to use the Alternating Method [9,10]. If $A$ and $B$ are integer matrices, then the solution found by this method is integer, however, this cannot be guaranteed if $A$ and $B$ are real. The Alternating Method can, however, be adapted [11] in order to find integer solutions to two-sided systems. These methods find solutions in pseudopolynomial time if the input matrices are finite.

Note that various other methods for solving TSS are known [12–14], but none of them has been proved polynomial and there is no obvious way of adapting them to integrality constraints. In [11], a generic class of matrices was defined for which it could be determined, in strongly polynomial time, whether an integer solution to a two-sided system exists, and find one if it does. The current paper extends the use of this generic case to max-linear optimization problems with constraints in the form of a two-sided system.

The max-linear optimization problem (MLOP) is a problem seeking to maximize, or minimize, the value of a max-linear function subject to a two-sided constraint. Note that in other literature this is also known as a max-linear programming problem. Without the integrality constraint, solution methods to solve the MLOP are known, for example in [9,15], a bisection method is applied to obtain an algorithm that finds an approximate solution to the MLOP. Solutions using simplex methods were described in [8]. Also, a Newton type algorithm has been designed [16] to solve a more general, max-linear fractional optimization problem by a reduction to a sequence of mean payoff games. For integer solutions a pseudopolynomial algorithm was described in [11]. In this paper we describe a strongly polynomial solution method in a generic
A strongly polynomially solvable generic case of the IMLP case. It remains open to find a polynomial algorithm to solve a general max-linear optimization problem with two-sided constraints.

2 Defining the Problem

In max-algebra, for \( a, b \in \mathbb{R} = \mathbb{R} \cup \{-\infty\} \), we define \( a \oplus b := \max(a, b) \), \( a \otimes b := a + b \) and extend the pair \((\oplus, \otimes)\) to matrices and vectors in the same way as in linear algebra, that is (assuming compatibility of sizes),

\[
(A \oplus B)_{ij} := a_{ij} \oplus b_{ij}, \\
(A \otimes B)_{ij} := \bigoplus_k a_{ik} \otimes b_{kj} \text{ and} \\
(\alpha \otimes A)_{ij} := \alpha \otimes a_{ij}.
\]

Except for computational complexity arguments, all multiplications in this paper are in max-algebra and, where appropriate, we will omit the \( \otimes \) symbol. Note that \( \alpha^{-1} \) stands for \(-\alpha\).

We will use \( \varepsilon \) to denote \(-\infty\) as well as any vector or matrix whose every entry is \(-\infty\). Note that \( \varepsilon \) is the max-algebraic additive identity, and \( 0 \) is the max-algebraic multiplicative identity. A vector/matrix whose every entry belongs to \( \mathbb{R} \) is called finite. A vector whose \( j^{th} \) component is zero and every other component is \( \varepsilon \) will be called a max-algebraic unit vector, and denoted \( e_j \). We use \( 0 \) to denote the all zero vector of appropriate size. An \( n \times n \) matrix in the max algebra is called diagonal, and denoted by \( \text{diag}(d_1, \ldots, d_n) = \text{diag}(d) \), if and only if its diagonal entries are \( d_1, \ldots, d_n \in \mathbb{R} \) and off diagonal entries are \( \varepsilon \) (that is \(-\infty\)). The max-algebraic identity matrix of appropriate size is \( I := \text{diag}(0, \ldots, 0) \).

For \( a \in \mathbb{R} \), the fractional part of \( a \) is \( fr(a) := a - \lfloor a \rfloor \), where \( \lfloor \cdot \rfloor \) denotes the lower integer part. We extend these definitions to include \( \varepsilon = -\infty \) by defining

\[
\lfloor \varepsilon \rfloor := \varepsilon, ~ [\varepsilon] := \varepsilon \text{ and } fr(\varepsilon) := \varepsilon.
\]

For a matrix \( A \in \mathbb{R}^{m \times n} \), we use \([A] ([A])\) to denote the matrix with \((i, j)\) entry equal to \([a_{ij}] ([a_{ij}])\) and similarly for vectors.
In this paper a vector \( x \in \mathbb{R}^n \) is understood to be a column vector. Its transpose is denoted \( x^T \in \mathbb{R}^{1 \times n} \). Similarly for a matrix \( A \in \mathbb{R}^{m \times n} \) its transpose is \( A^T \in \mathbb{R}^{n \times m} \).

A two-sided max-linear system is of the form

\[
Ax \oplus c = Bx \oplus d
\]

where \( A, B \in \mathbb{R}^{m \times n} \) and \( c, d \in \mathbb{R}^m \). If \( c = d = \varepsilon \), then we say the system is homogeneous, otherwise it is called nonhomogeneous. Nonhomogeneous systems can be transformed to homogeneous systems \([9]\). If \( B \in \mathbb{R}^{m \times k} \), a system of the form

\[
Ax = By
\]

is called a system with separated variables.

If \( f \in \mathbb{R}^n \), then the function \( f(x) = f^T \otimes x \) is called a max-linear function. Max-linear optimization problems seek to minimize, or maximize, a max-linear function subject to constraints given by max-linear equations described by TSS. Throughout this paper the input of an MLOP will always be finite matrices and vectors.

The integer max-linear optimization problem (IMLOP) is given by

\[
f^T \otimes x \rightarrow \min \text{ or max} \\
\text{s.t. } Ax \oplus c = Bx \oplus d, x \in \mathbb{Z}^n
\]

where \( A, B \in \mathbb{R}^{m \times n}, c, d \in \mathbb{R}^m, f \in \mathbb{R}^n \). We will use IMLOP\(_{\text{min}}\) to mean the problem minimizing \( f^T x \) and IMLOP\(_{\text{max}}\) to mean the problem maximizing \( f^T x \).

One example of an application of the TSS and the IMLOP is the multiprocessor interactive system (MPIS) \([1,9]\), which can be described as follows.

Products \( P_1, \ldots, P_m \) are made up of a number of components which are prepared using \( n \) processors. Each processor contributes to the final product \( P_i \) by producing one of its components. We assume processors work on a component for every product simultaneously and that work begins on all products as soon as the processor is switched on.

Let \( a_{ij} \) be the time taken for the \( j^{th} \) processor to complete its component for \( P_i \) \((i = 1, \ldots, m; j = 1, \ldots, n)\). Denote the starting time of the \( j^{th} \) processor by \( x_j \).
(j = 1, ..., n). Then, for each product $P_i$, all components will be completed at time $\max(x_1 + a_{i1}, ..., x_n + a_{in})$.

Further, $k$ other processors prepare components for products $Q_1, ..., Q_m$ with duration and starting times denoted by $b_{ij}$ and $y_j$ respectively. The synchronization problem is to find starting times of all $n + k$ processors so that each pair $(P_i, Q_i)$ ($i = 1, ..., m$) is completed at the same time. This task is equivalent to solving the system of equations

$$\max(x_1 + a_{i1}, ..., x_n + a_{in}) = \max(y_1 + b_{i1}, ..., y_k + b_{ik}) \ (i = 1, ..., m).$$

Additionally, we can introduce deadlines $c_i$ and $d_i$, writing the equations as

$$\max(x_1 + a_{i1}, ..., x_n + a_{in}, c_i) = \max(y_1 + b_{i1}, ..., y_k + b_{ik}, d_i) \ (i = 1, ..., m),$$

or equivalently, $Ax \oplus c = By \oplus d$. For $c_i = d_i$, this indicates that the synchronization of $P_i$ and $Q_i$ is only required after the deadline $d_i$. The case $c_i < d_i [c_i > d_i]$ is similar, but additionally models the requirement that $P_i [Q_i]$ is not completed before time $d_i [c_i]$.

When solving the MPIS it may be required that the starting times are restricted to discrete values, in which case we would want to look for integer solutions to the TSS.

In applications it may also be required that the starting times of the MPIS are optimized with respect to a given criterion. As an example, suppose that all processors in an MPIS should begin as soon [late] as possible, that is, the latest starting time of a processor is as small [big] as possible. In this case we would set $f = 0$ and seek to minimize [maximize] $f^T x = \max(x_1, ..., x_n)$.

With this extra requirement we obtain the MLOP,

$$f^T \otimes x \rightarrow \min \text{ or } \max$$

$$\text{s.t. } Ax \oplus c = Bx \oplus d.$$
3 Preliminary Results

We will use the following standard notation and terminology based on [1,9]. For positive integers \( m, n, k \), we denote \( M = \{1, \ldots, m\} \), \( N = \{1, \ldots, n\} \) and \( K = \{1, \ldots, k\} \).

If \( A = (a_{ij}) \in \mathbb{R}^{n \times n} \), then \( \lambda(A) \) denotes the *maximum cycle mean*, that is,

\[
\lambda(A) := \max \left\{ \frac{a_{i_1i_2} + \ldots + a_{i_ti_1}}{t} : i_1, \ldots, i_t \in N, t = 1, \ldots, n \right\}.
\]

The maximum cycle mean can be calculated in \( O(n^3) \) time [17], see also [9]. If \( \lambda(A) = 0 \), then we say that \( A \) is *definite*. For a definite matrix we define

\[
A^*: = I \oplus A \oplus A^2 \oplus \ldots \oplus A^{n-1},
\]

where \( I \) is the max-algebraic identity matrix. Using the Floyd-Warshall algorithm; see, e.g., [9], \( A^* \) can be calculated in \( O(n^3) \) time.

If \( a, b \in \mathbb{R} = \mathbb{R} \cup \{+\infty\} \), then we define \( a \odot' b := \min(a, b) \). Moreover, \( a \odot' b := a + b \) exactly when at least one of \( a, b \) is finite, otherwise

\[
(-\infty) \odot' (+\infty) := +\infty \text{ and } (+\infty) \odot' (-\infty) := +\infty.
\]

This differs from max-multiplication where

\[
(-\infty) \otimes (+\infty) := -\infty \text{ and } (+\infty) \otimes (-\infty) := -\infty.
\]

For \( A \in \mathbb{R}^{m \times n} \), we define \( A_j \) to be the \( j \)th column of \( A \). Further

\[
A^\# := -A^T \in \mathbb{R}^{n \times m} \text{ and } A^{(-1)} := -A \in \mathbb{R}^{m \times n}.
\]

Similarly for \( \gamma \in \mathbb{R}^n \) we denote \( \gamma^{(-1)} = -\gamma \in \mathbb{R}^n \). For a scalar \( \alpha \), there is no difference between \( \alpha^{-1} \) and \( \alpha^{(-1)} \).

Given a solution \( x \) to \( Ax = b \), we say that a position \( (i,j) \) is *active* with respect to \( x \) if and only if \( a_{ij} + x_j = b_i \), it is called *inactive* otherwise. It will be useful in this paper to talk about the entries of the matrix corresponding to active positions and therefore we say that an element/entry \( a_{ij} \) of \( A \) is *active* if and only if the position \( (i,j) \) is active. In the same way we call a column \( A_j \) *active* exactly when it contains an
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active entry. We also say that a component $x_j$ of $x$ is active in the equation $Ax = Bx$
if and only if there exists $i$ such that either $a_{ij} + x_j = (Bx)_i$ or $(Ax)_i = b_{ij} + x_j$.
Lastly, $x_j$ is active in $f^T x$ if and only if $f_j x_j = f^T x$.

Next we give an overview of some basic properties.

**Proposition 3.1.** [1,9] If $A \in \mathbb{R}^{m \times n}$ and $x, y \in \mathbb{R}^n$, then

$$x \leq y \Rightarrow A \otimes x \leq A \otimes y \text{ and } A \otimes' x \leq A \otimes' y.$$

**Corollary 3.1.** [9] If $f \in \mathbb{R}^n$ and $x, y \in \mathbb{R}^n$, then

$$x \leq y \Rightarrow f^T x \leq f^T y.$$  

**Lemma 3.1.** [9] Let $A, B \in \mathbb{R}^{m \times n}$, $c, d \in \mathbb{R}^m$. Then there exists $x \in \mathbb{R}^n$ satisfying $Ax \oplus c = Bx \oplus d$ if and only if there exists $z \in \mathbb{R}^{n+1}$ satisfying $(A|c)z = (B|d)z$.

**Theorem 3.1.** [11] In IMLOP$^{\text{min}}$, with finite input, $f^{\text{min}} = -\infty$ if and only if $c = d$.

**Theorem 3.2.** [11] In IMLOP$^{\text{max}}$, with finite input, $f^{\text{max}} = +\infty$ if and only if there exists an integer solution to $Ax = Bx$.

If $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$, then, for all $j \in N$, define

$$M_j(A, b) := \{t \in M : a_{tj}b_t^{-1} = \max_i a_{ij}b_i^{-1}\}.$$  

**Proposition 3.2.** [5] Let $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and

$$\bar{x} := A^# \otimes' b.$$

(a) An integer solution to $Ax \leq b$ always exists. All integer solutions can be described as the integer vectors $x$ satisfying $x \leq \bar{x}$.

(b) If, moreover, $A$ is doubly $\mathbb{R}$-astic, then an integer solution to $Ax = b$ exists if and only if

$$\bigcup_{j : x_j \in \mathbb{Z}} M_j(A, b) = M.$$
If an integer solution exists, then all integer solutions can be described as the integer vectors $x$ satisfying $x \leq \bar{x}$ with

$$\bigcup_{j: x_j = \bar{x}_j} M_j(A, b) = M.$$ 

A vector $x \in \mathbb{R}^n \ [x \in \mathbb{Z}^n]$ satisfying $Ax \leq \lambda x$, $x \neq \varepsilon$, is called an \textit{integer subeigenvector} of $A$ with respect to \textit{subeigenvalue} $\lambda$. Since integer vectors are finite we deal only with finite subeigenvectors here. The set of all finite integer subeigenvectors with respect to subeigenvalue $\lambda$ is denoted

$$V^*(A, \lambda) := \{x \in \mathbb{R}^n : Ax \leq \lambda x\}$$

$$[IV^*(A, \lambda) := \{x \in \mathbb{Z}^n : Ax \leq \lambda x\}].$$

Existence of integer subeigenvectors can be determined, and the whole set can be described, in polynomial time using the following result.

**Theorem 3.3.** [5,9] Let $A \in \mathbb{R}^{n \times n}$, $\lambda \in \mathbb{R}$.

(i) $V^*(A, \lambda) \neq \emptyset$ if and only if

$$\lambda(\lambda^{-1} A) \leq 0.$$ 

(ii) If $V^*(A, \lambda) \neq \emptyset$, then

$$V^*(A, \lambda) = \{\lambda^{-1} A)^* u : u \in \mathbb{R}^n\}.$$ 

(iii) $IV^*(A, \lambda) \neq \emptyset$ if and only if

$$\lambda([\lambda^{-1} A]) \leq 0.$$ 

(iv) If $IV^*(A, \lambda) \neq \emptyset$, then

$$IV^*(A, \lambda) = \{[\lambda^{-1} A]^* z : z \in \mathbb{Z}^n\}.$$ 

We will need the following immediate corollary.
Corollary 3.2. If $A$ is integer and $\lambda(A) \leq 0$, then

$$IV^*(A, 0) = \{A^* z : z \in \mathbb{Z}^n\}.$$ 

For any TSS we can deduce a simple criterion for when no integer solution exists. This idea is key in proving the main results of the paper.

Proposition 3.3. [11] Let $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k}$. If

$$(\exists i \in M)(\forall j \in N, t \in K) fr(a_{ij}) \neq fr(b_{it}) \text{ and } a_{ij}, b_{it} \in \mathbb{R},$$

then neither $Ax = By$ nor (if $n = k$) $Ax = Bx$ has an integer solution.

Observe that, if either matrix has an $\varepsilon$ row, row $i$ say, then the existence of an integer solution would imply that the other matrix also has its $i^{th}$ row equal to $\varepsilon$. In this case, the $i^{th}$ row of the equation $Ax = Bx$ can be removed without affecting the existence of integer solutions.

By Proposition 3.3 we can assume, without loss of generality, that in every row there exists a pair of indices $j, t$ for which the finite entries $a_{ij}, b_{it}$ satisfy

$$fr(a_{ij}) = fr(b_{it}).$$

We will restrict our attention to matrices $A$ and $B$ that have exactly one pair of indices $j, t$ per row. (Note that, if we randomly generated real matrices $A$ and $B$, it is likely that $(A, B)$ will have very few such pairs and so this assumption is not too restrictive, provided that we are working with real valued, and not integer valued, matrices; of course, for integer matrices, the existing methods [9] for finding real solutions to the systems discussed will find integer solutions, and hence the interesting case to consider is indeed when the input matrices are not integer). Given a pair of matrices with such an assumption on the fractional parts of entries we define, for all rows $i \in M$, the pair $(r(i), r'(i))$ to be the indices such that

$$fr(a_{i,r(i)}) = fr(b_{i,r'(i)}).$$

Without loss of generality we may assume that the entries $(a_{i,r(i)}, b_{i,r'(i)})$ are integer and that no other entries in the equation for either matrix are integer (this is
since we may subtract a constant from each row of the system without affecting the answer to the question).

We summarize this in the following definition.

**Definition 3.1** Let \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k} \). We say \((A, B)\) satisfies Property OneFP if, for each \( i \in M \), there is exactly one pair \((r(i), r'(i))\) such that

\[
a_{ir(i)}, b_{ir'(i)} \in \mathbb{Z}, \text{ and}
\]

for all \( i \in M \), if \( j \neq r(i) \) and \( t \neq r'(i) \), then

\[
a_{ij}, b_{it} > \varepsilon \Rightarrow fr(a_{ij}) \neq fr(b_{it}).
\]

**Remark 3.1.** Note that this definition allows for multiple \( \varepsilon \) entries in each row, for example, the pair \((I, I)\) satisfies Property OneFP with \( r(i) = i = r'(i) \) for all \( i \).

Throughout this paper we restrict our attention to pairs of matrices satisfying Property OneFP.

Recall, from Proposition 3.3, that a necessary condition for an integer solution to exist is that there is at least one pair of entries sharing the same fractional part in each row. As mentioned above, if we randomly generated two real matrices \( A \) and \( B \), then we would expect there to be very few pairs of entries, \((a_{ir(i)}, b_{ir'(i)})\), which share the same fractional part. So, when given a random two-sided solvable system, the most likely outcome is that there is at most one such pair of entries in each row. While this discussion is not mathematically rigorous, it does allow us to conclude that \((A, B)\) having exactly one such pair per row represents a generic case for solvable systems.

**Proposition 3.4.** [11] Let \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k} \) satisfy Property OneFP. Then, the entries \( a_{i,r(i)} \), \( b_{i,r'(i)} \) are the only possible active entries in the matrix \( A \) \([B]\) with respect to any integer vector \( x \) \([y]\) satisfying \( Ax = By \).

Note that general systems can be converted into systems with separated variables by Proposition 3.5 below and that this conversion will preserve Property OneFP. So Proposition 3.4 holds accordingly for general systems.
Proposition 3.5. [11] Let \(A, B \in \mathbb{R}^{m \times n}\). The problem of finding \(x \in \mathbb{Z}^n\) such that \(Ax = Bx\) is equivalent to finding \(x \in \mathbb{Z}^n, y \in \mathbb{Z}^n\) such that

\[
\begin{pmatrix}
A \\
I
\end{pmatrix} x = \begin{pmatrix}
B \\
I
\end{pmatrix} y.
\]

Hence we restrict our attention to the case of separated variables.

All integer solutions to TSS satisfying Property OneFP can be described by the following.

Theorem 3.4. [11] Let \(A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k}\) satisfy Property OneFP. For all \(i, j \in M\), let

\[
l_{ij} := a_{i,r(i)}^{-1} [a_{j,r(i)}] \oplus b_{i,r'(i)}^{-1} [b_{j,r'(i)}]
\]

and \(L := (l_{ij})\). Then, an integer solution to \(Ax = By\) exists if and only if \(\lambda(L) \leq 0\). If this is the case, then \(Ax = By = \gamma^{(-1)}\) where \(\gamma \in IV^*(L, 0)\).

Corollary 3.3. [11] For \(A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k}\) satisfying Property OneFP, it is possible to decide whether an integer solution to \(Ax = By\) exists in

\[O(m^3 + n + k)\]

time.

Remark 3.2. (i) The \(i^{th}\) row of \(L\), as defined in Theorem 3.4, is equal to \(H(i)^T\) where

\[
H(i) := (a_{i,r(i)})^{-1} [A_{r(i)}] \oplus (b_{i,r'(i)})^{-1} [B_{r'(i)}].
\]

(ii) Knowing \(Ax = \gamma^{(-1)} = By\) for any \(\gamma \in IV^*(L, 0)\), we can easily find \(x\) and \(y\) using Proposition 3.2.

(iii) It follows from the definition that \([\varepsilon]\varepsilon^{-1} = (-\infty)(+\infty) = \varepsilon\).

4 Strongly Polynomial Method to Solve IMLOP for Systems with Property OneFP

In [11], a polynomial algorithm for finding integer solutions to an IMLOP satisfying Property OneFP was described. The aim of this paper is to develop strongly polynomial methods for solving IMLOP\(^{\min}\) and IMLOP\(^{\max}\) under the assumption that
Property OneFP holds. Recall that IMLOP has the form,

\[ f^T \otimes x \rightarrow \min \text{ or max} \]

\[ \text{s.t. } Ax \oplus c = Bx \oplus d, x \in \mathbb{Z}^n \]  \hspace{2cm} (4.1)

where \( A, B \in \mathbb{R}^{m \times n}, c, d \in \mathbb{R}^m, f \in \mathbb{R}^n \). We can write the constraints of the IMLOP as

\[
\begin{pmatrix}
A | c \\
I 
\end{pmatrix} \begin{pmatrix} x \\ 0 \end{pmatrix} = \begin{pmatrix}
B | d \\
I 
\end{pmatrix} \begin{pmatrix} x \\ 0 \end{pmatrix}, x \in \mathbb{Z}^n.
\]  \hspace{2cm} (4.2)

### 4.1 Consequences of Property OneFP

Let \( z = (x^T, 0)^T \in \mathbb{Z}^{n+1} \). By Proposition 3.5, the constraint (4.2) is equivalent to the condition that there exists \( y \in \mathbb{Z}^{n+1} \) such that \((z, y)\) is an integer solution to

\[
A'z = B'y
\]

where

\[
A' := \begin{pmatrix} A | c \\ I \end{pmatrix} \in \mathbb{R}^{(m+n+1) \times (n+1)}, B' := \begin{pmatrix} B | d \\ I \end{pmatrix} \in \mathbb{R}^{(m+n+1) \times (n+1)}.
\]

This is since, if \((z, y)\) is an integer solution to \(A'z = B'y\), then so is \((z_{n+1}^{-1}z, z_{n+1}^{-1}y)\) where \(z_{n+1}^{-1}z = (x^T, 0)^T\) and \(z_{n+1}^{-1}y = y_{n+1}^{-1}y = (x^T, 0)^T\).

**Proposition 4.1.** Let \( A, B \in \mathbb{R}^{m \times n}, c, d \in \mathbb{R}^m \). If there exists a row in which the matrices \((A|c)\) and \((B|d)\) do not have entries with the same fractional part, then the feasible set of \(IMLOP_{\text{min}}\) is empty.

**Proof.** It follows from Proposition 3.3. \(\square\)

For the rest of the paper we will assume that the pair \((A|c), (B|d)\) satisfies Property OneFP, and hence so does \((A', B')\). Note that an example is provided at the end of this paper to clarify many of the concepts that will be introduced in what follows.

**Corollary 4.1.** Let \( A', B' \) be as defined above. Let

\[
L := (l_{ij}) \in \mathbb{Z}^{(m+n+1) \times (m+n+1)}
\]
where, for all $i,j \in \{1,\ldots,m+n+1\}$,

$$l_{ij} := (a'_{i,r(i)})^{-1} [a'_{j,r(i)}] \oplus (b'_{i,r'(i)})^{-1} [b'_{j,r'(i)}].$$

Then, a feasible solution to IMLOP exists if and only if $\lambda(L) \leq 0$. If this is the case, then

$$A'z = B'z$$

where $z_j = \gamma^{-1}_j$ for any $\gamma \in IV^*(L,0)$ and $j \in \{1,\ldots,n+1\}$.

**Proof.** Existence follows from Theorem 3.4.

Assume that $\lambda(L) \leq 0$, hence for all $\gamma \in IV^*(L,0)$,

$$
\begin{pmatrix}
A[c] \\
I
\end{pmatrix} z = \gamma^{(-1)} = 
\begin{pmatrix}
B[d] \\
I
\end{pmatrix} y.
$$

Let $\mu \in \mathbb{Z}^{n+1}$ be defined by $\mu_j = \gamma_{m+j}$, $j = 1,\ldots,n+1$, and note that since $\gamma$ is finite so is $\mu$. Then,

$$Iz = \mu^{(-1)} = Iy.$$

**Remark 4.1.** (i) For $A', B'$ as defined above, $L$ can be calculated in $O((m+n)^2)$ time, $\lambda(L)$ in $O((m+n)^3)$ time and $L^*$ in $O((m+n)^3)$ time.

(ii) Clearly, $l_{ii} = 0$ for all $i \in \{1,\ldots,m+n+1\}$, and so $\lambda(L) \geq 0$. Hence, an integer solution to the TSS exists if and only if $\lambda(L) = 0$.

This matrix $L$, constructed from $A'$ and $B'$, will play a key role in the solution of the IMLOP. To construct the $i^{th}$ row of $L$ we only consider columns $A'_{r(i)}$ and $B'_{r'(i)}$.

From Remark 3.2, the $i^{th}$ row is equal to $H(i)^T$ for

$$
H(i) = (a'_{i,r(i)})^{-1} 
\begin{pmatrix}
[A'_{r(i)}] \\
I_{r(i)}
\end{pmatrix} \oplus (b'_{i,r'(i)})^{-1} 
\begin{pmatrix}
[B'_{r'(i)}] \\
I_{r'(i)}
\end{pmatrix},
$$

(4.3)

where $A' := (A|c)$ and $B' := (B|d)$. Observe that,

$$H(i)_t > \varepsilon \text{ for all } i \in \{1,\ldots,m+n+1\}, t \in \{1,\ldots,m\}.$$
since $A$ and $B$ are finite. Further, when $i \in \{m+1, ..., m+n+1\}$, $i = m+j$ say, then 
$r(i) = j = r'(i)$ and $I_{i,r(i)} = 0 = I_{i,r'(i)}$. Hence,

$$
H(i) = \begin{pmatrix}
[A'_{j}]_j \\
I_j
\end{pmatrix} \oplus \begin{pmatrix}
[B'_{j}]_j \\
I_j
\end{pmatrix} = \begin{pmatrix}
[A'_{j}] \oplus [B'_{j}] \\
I_j
\end{pmatrix}.
$$

Therefore the matrix $L \in \mathbb{Z}^{m+n+1}$ has the form

$$
\begin{pmatrix}
P & Q \\
R & I
\end{pmatrix}
$$

where $P \in \mathbb{Z}^{m \times m}$, $Q \in \mathbb{Z}^{m \times (n+1)}$, $R \in \mathbb{Z}^{(n+1) \times m}$, $I \in \mathbb{Z}^{(n+1) \times (n+1)}$.

Moreover, each row of $Q$ has either one or two finite entries: for a fixed $i \in \{1, ..., m\}$, the entries $l_{ij}, j \in \{m+1, ..., m+n+1\}$ are obtained by calculating

$$
\max([a'_{j,r(i)}] - a'_{j,r(i)}), \ [b'_{j,r'(i)}] - b'_{j,r'(i)}),
$$

where

$$
a'_{j,r(i)}, j \in \{m+1, ..., m+n+1\}
$$

form a max-algebraic unit vector, as do

$$
b'_{j,r'(i)}, j \in \{m+1, ..., m+n+1\}.
$$

Thus at least one will be finite and, if $r(i) \neq r'(i)$, there will be exactly two.

From Corollary 4.1, we have,

$$
\begin{pmatrix}
x \\
0
\end{pmatrix} = z = \mu^{(-1)}
$$

where $\mu$ is the vector of the last $n+1$ entries of some $\gamma \in IV^*(L, 0)$. By Corollary 3.2, $\gamma = L^*w$ for some integer vector $w$. Let $V = (v_{ij})$ be the matrix formed of the last $n+1$ rows of $L^*$, so that $\mu = V \otimes w$ for $w \in \mathbb{Z}^{m+n+1}$, equivalently

$$
\begin{pmatrix}
x \\
0
\end{pmatrix} = z = V^{(-1)} \otimes w^{(-1)}.
$$

(4.4)
Now, (4.4) can be split into two equations, one for the vector $x$ and one for the scalar 0. Further, we would like the second equation to be of the form $\min_k w_k = 0$ for ease of calculations later. This leads to the following definition.

**Definition 4.1** Let $V^{(0)}$ be the matrix formed from $V^{(-1)}$ by max-multiplying each finite column $j$ by $v_{m+n+1,j}$, and then removing the final row (at least one finite column exists by Property OneFP). Let $U \in \mathbb{R}^{1 \times (m+n+1)}$ be the row that was removed.

Note that $U$ contains only 0 or $+\infty$ entries.

**Proposition 4.2.** Let $A, B, c, d, V^{(0)}$ and $U$ be as defined in (4.1) and Definition 4.1. Then, $x \in \mathbb{Z}^n$ is a feasible solution to IMLOP if and only if it satisfies

$$x = V^{(0)} \otimes' \nu$$

where $0 = U \otimes' \nu$ for some $\nu \in \mathbb{Z}^{m+n+1}$.

**Proof.** By Corollary 4.1, $x$ is feasible if and only if $(x^T, 0)^T = \mu^{(-1)}$ where $\mu$ is the vector containing the last $n + 1$ components of some $\gamma \in IV^*(L, 0)$. By the above discussion this means that,

$$\begin{pmatrix} x \\ 0 \end{pmatrix} = V^{(-1)} \otimes' w^{(-1)} = \begin{pmatrix} V^{(0)} \\ U \end{pmatrix} \otimes' \nu.$$

We will first consider, in Subsection 4.2, solutions to IMLOP when $L^*$, and hence also $V^{(0)}$ and $U$, are finite. In Subsections 4.4.1 and 4.4.2 we deal with the case when $L^*$ is not finite.

Before this we summarize key definitions and assumptions that will be used throughout the remainder of the paper, for easy reference later.

**Assumption 4.1.** We assume the following are satisfied.

(i) $A, B \in \mathbb{R}^{m \times n}$, $c, d \in \mathbb{R}^m$.

(ii) $A'' := (A|c), B'' := (B|d)$ and

$$A' := \begin{pmatrix} A|c \\ I \end{pmatrix}, B' := \begin{pmatrix} B|d \\ I \end{pmatrix}.$$
(iii) The pair \((A'', B'')\) satisfies Property OneFP (and therefore also \((A', B')\)).
(iv) \(L\) is constructed from \(A', B'\) according to Corollary 4.1.
(v) Without loss of generality, \(\lambda(L) = 0\).
(vi) \(V\) is the matrix containing the last \(n + 1\) rows of \(L\).

4.2 Finding the Optimal Solution to IMLOP When \(L^*\) is Finite

**Theorem 4.1.** Let \(A, B, c, d\) satisfy Assumption 4.1 and \(V(0)\) be as in Definition 4.1. If \(L^*\) is finite, then the optimal objective value \(f_{\text{min}}\) is attained for

\[
x^\text{opt} = V(0) \otimes 0.
\]

**Proof.** By Proposition 4.2, we know that any feasible \(x\) satisfies \(x = V(0) \otimes' \nu\) where, by the finiteness of \(L^*\) (and also \(V(0)\)), we have \(U = 0\) and hence

\[
\nu_1 \oplus' \ldots \oplus' \nu_{m+n+1} = 0.
\]

Therefore, \(x \geq V(0) \otimes' 0\) for any feasible \(x\) and further \(V(0) \otimes' 0\) is feasible. The statement now follows from the isotonicity of \(f^T x\), see Corollary 3.1.

**Theorem 4.2.** Let \(A, B, c, d\) satisfy Assumption 4.1 and \(V(0)\) be as in Definition 4.1. If \(L^*\) is finite, then the optimal objective value \(f_{\text{max}}\) is equal to

\[
f^T \otimes V(0) \otimes 0.
\]

Further, let \(y := V(0) \otimes 0\) and \(j\) be an index such that \(f_{\text{max}} = f_jy_j\). If \(i\) is such that \(y_j = V^{(0)}_{ji}\), then an optimal solution is \(x^\text{opt} = V^{(0)}_i\).

**Proof.** By Proposition 4.2, we know that any feasible \(x\) satisfies \(x = V(0) \otimes' \nu\) where, by the finiteness of \(L^*\) (and also \(V(0)\)), we have \(U = 0\) and hence

\[
\nu_1 \oplus' \ldots \oplus' \nu_{m+n+1} = 0.
\]

If \(\nu_j = 0\), then \(x \leq V^{(0)}_j\) and therefore all feasible \(x\) satisfy \(x \leq y = V(0) \otimes 0\). Note that \(y\) may not be feasible.
By isotonicity, \( f^T y \geq f^T x \) for any feasible \( x \). We claim that there exists a feasible solution \( x \) for which they are equal. Suppose that \( f^T y = f_j y_j \). Let \( i \) be an index such that \( v_i^{(0)} = y_j \). By setting \( v_i = 0 \) and all other components to large enough integers we get a feasible solution \( \bar{x} \) such that \( \bar{x}_j = y_j \). In fact, \( \bar{x} = V_i^{(0)} \). Hence,

\[
f_j \bar{x}_j = f_j y_j = f^T y \geq f^T \bar{x} \geq f_j \bar{x}_j,
\]

which implies \( f^T y = f^T \bar{x} \) as required.

It follows from Theorems 4.1 and 4.2 that, if \( \lambda(L) \leq 0 \) and \( L^* \) is finite, then an optimal solution to IMLOP\(^{\min}\) and IMLOP\(^{\max}\) always exists.

### 4.3 Criterion for Finiteness of \( L^* \)

Theorems 4.1 and 4.2 provide explicit solutions to IMLOP, which can be found in \( O((m + n)^3) \) time by Remark 4.1, in the case when \( L^* \) is finite. We now consider criteria for \( L^* \) to be non-finite, and show how we can adapt the problem in this case so that IMLOP can be solved using the above methods in general.

**Proposition 4.3.** Let \( A, B, c, d \) satisfy Assumption 4.1.

Let \( e_j \in \mathbb{R}^{m+n+1}_m \) be the \( j \)th max-algebraic unit vector. The following are equivalent:

(i) \( L^* \) contains an \( \varepsilon \) entry.

(ii) There exists \( j \in \{1, \ldots, n+1\} \) such that \( L^*_{m+j} = e_{m+j} \).

(iii) There exists \( j \in \{1, \ldots, n+1\} \) such that \( L^*_{m+j} = e_{m+j} \).

(iv) There exists \( j \in \{1, \ldots, n+1\} \) such that neither \( A''_j \) nor \( B''_j \) contain an integer entry.

Further, the index \( j \) satisfies the condition in (ii) if and only if \( j \) satisfies the condition in (iii) if and only if \( j \) satisfies the condition in (iv).

**Proof.** Recall that \( L \) has the form

\[
\begin{pmatrix}
P \\
Q \\
R \\
I
\end{pmatrix}
\]

where \( P \in \mathbb{Z}^{m \times m}, Q \in \mathbb{Z}^{m \times (n+1)}, R \in \mathbb{Z}^{(n+1) \times m}, I \in \mathbb{Z}^{(n+1) \times (n+1)}. \)

(ii)⇒(i): Obvious.
\[\neg(iii) \Rightarrow \neg(i): \text{Assume that, for all } j, L_j \neq e_j. \text{ We know that the first } m \text{ columns of } L \text{ are finite and, by assumption, every column of } Q \text{ contains a finite entry. This means that } L^2 \text{ will be finite and thus so will } L^*.
\]

(ii) \iff (iii): We show that \( L^*_{m+j} = e_{m+j} \) if and only if \( L^2_{m+j} = e_{m+j} \). Fix \( j \) such that \( L^*_{m+j} = e_{m+j} \). Then clearly, \( L^2_{m+j} = e_{m+j} \) and hence (ii) \Rightarrow (iii). Although (ii) \Rightarrow (iii) follows from above we need to also prove that the same index \( j \) satisfies both statements. To do this we suppose that \( L^2_{m+j} = e_{m+j} \). Then, for all \( i \in \{1, \ldots, m\} \) with \( i \neq j \), we have

\[
\begin{pmatrix} l_{i,1} & \ldots & l_{i,m} \end{pmatrix} \otimes \begin{pmatrix} l_{1,m+j} \\ \vdots \\ l_{m,m+j} \end{pmatrix} \oplus \begin{pmatrix} l_{i,m+1} & \ldots & l_{i,m+n+1} \end{pmatrix} \otimes I_j = \varepsilon
\]

where \( l_{i,1}, \ldots, l_{i,m} \in \mathbb{R} \). Thus,

\[
l_{1,m+j} = \ldots = l_{m,m+j} = \varepsilon
\]

and hence \( L^*_{m+j} = e_{m+j} \).

(iii) \iff (iv): By the structure of \( L \), (iii) holds if and only if \( Q \) contains an \( \varepsilon \) column. Fix \( j \in \{1, \ldots, n+1\} \). Now, for any \( i \in M \),

\[
q_{ij} = \varepsilon
\]

\[
\Rightarrow l_{i,m+j} = \varepsilon
\]

\[
\Rightarrow a'_{m+j,r(i)} = \varepsilon = b'_{m+j,r'(i)}
\]

\[
\Rightarrow r(i) \neq j \text{ and } r'(i) \neq j
\]

\[
\Rightarrow a''_{i,j}, b''_{i,j} \notin \mathbb{Z}.
\]

Therefore \( Q \) contains an \( \varepsilon \) column if and only if neither \( A'' = (A|c) \) nor \( B'' = (B|d) \) contain an integer entry.

Observe that, for each \( j \in \{1, \ldots, n+1\} \), either \( L^*_n = e_{m+j} \) or \( L^*_m = e_{m+j} \) is finite. Further \( L^*_t \) is finite for all \( t \in M \) since \( P \) and \( R \) are finite.

**Corollary 4.2.** Let \( A, B, c, d \) satisfy Assumption 4.1. \( L^* \) is finite if and only if, for all \( j \in \{1, \ldots, n+1\} \), either \( (A|c)_j \) or \( (B|d)_j \) contains an integer entry.
4.4 IMLOP When $L^*$ is Non-Finite

Theorems 4.1 and 4.2 solve IMLOP when $L^*$ is finite. In this case $U = 0$ and we took advantage of the fact that $\nu_i \geq 0$ held for every component of $\nu$. However, if $L_{m+j}^* = e_{m+j}$ for some $j \in N$, then $U_j = +\infty$ and so $\nu_j$ will be unbounded. This suggests that feasible solutions $x = V^{(0)} \otimes \nu$ are not bounded from below and introduces the question of whether $f_{\min} = \varepsilon$ in these cases. We define the set $J$ to be

$$J := \{j \in N : \text{Neither } A_j \text{ nor } B_j \text{ contain an integer entry}\}.$$  

Clearly this definition of $J$ is independent of whether or not $c$ and $d$ contain integer entries, this is necessary because, by the discussion above, only values $\nu_j$ with $j \in N$ may be unbounded (note that $U_{m+n+1} = 0$ regardless of whether or not $L^*$ is finite).

In the following sections we will use it to identify 'bad' or inactive columns of $A$ and $B$, which can be removed from the system. First, we consider the case $J = \emptyset$, under which all $\nu_i$ are bounded even though $L^*$ may not be finite.

Observe that $J = \emptyset$ if and only if $U = 0$. Further, it can be verified that, the results in Theorems 4.1 and 4.2 hold when the assumption that $L^*$ is finite is replaced by an assumption that $U = 0$, in fact, the same proofs apply without any alterations. The case $J = \emptyset$ is therefore solved as follows.

**Proposition 4.4.** Let $A, B, c, d$ satisfy Assumption 4.1 and $V^{(0)}$ be as defined in Definition 4.1. Suppose $J = \emptyset$.

1. For IMLOP$_{\min}$, the optimal objective value $f_{\min}$ is attained for

$$x^{opt} = V^{(0)} \otimes 0.$$  

2. For IMLOP$_{\max}$, the optimal objective value $f_{\max}$ is equal to

$$f^T \otimes V^{(0)} \otimes 0.$$  

Further, let $y := V^{(0)} \otimes 0$ and $j$ be an index such that $f_{\max} = f_j y_j$. If $i$ is such that $y_j = V^{(0)}_{ji}$, then an optimal solution is $x^{opt} = V^{(0)}_i$. 

It remains to show how to find solutions to $IMLOP^{\min}$ and $IMLOP^{\max}$ in the case when $U \neq 0$, i.e. when $L^*$ is not finite and $J \neq \emptyset$. We do this in the following subsections.

4.4.1 $IMLOP^{\min}$ When $L^*$ is Non-Finite

If $J \neq \emptyset$, then we aim to remove the 'bad' columns $A_j, B_j, j \in J$ from our problem and use Theorem 4.1 to solve it. The next result allows us to do this when $J \subset N$.

It will turn out that, in this case, under Assumption 4.1, an optimal solution always exists; this will be shown in the proof of Proposition 4.7 below. The case $J = N$ will be dealt with in Proposition 4.8.

**Proposition 4.5.** Let $A, B, c, d$ satisfy Assumption 4.1 and $f \in \mathbb{R}^n$.

Suppose $\emptyset \neq J \subset N$. If an optimal solution $x$ exists, then $f^{\min} = f_j x_j$ for some $j \in N - J$.

**Proof.** Suppose $x$ is a feasible solution of $IMLOP^{\min}$ such that $f^T x = f^{\min}$, but $f^{\min} \neq f_l x_l$ for any $l \in N - J$. Let

$$J := \{ t \in J : f^{\min} = f_t x_t \}.$$ 

Observe that, for all $t \in J$, neither $A_t$ nor $B_t$ contain an integer entry and so, by Proposition 3.4, $x_t$ is not active in the equation $Ax \oplus c = Bx \oplus d$. Thus, the vector $x'$ with components

$$x'_j = \begin{cases} x_j & \text{if } j \notin J \\ x_j \alpha^{-1} & \text{otherwise} \end{cases}$$

for some integer $\alpha > 0$ is also feasible but $f^T x' < f^T x$, a contradiction. \hfill \Box

Hence, we can simply remove all columns $j \in J$ from our system and solve this reduced system using previous methods. Formally, let $g$ be obtained from $f$ by removing entries with indices in $J$. Let $A^-, B^-$ be obtained from $A$ and $B$ by removing columns with indices in $J$, so $A^-, B^- \in \mathbb{R}^{m \times n'}$ where $n' = n - |J|$. By $IMLOP_1$ and $IMLOP_2$ we mean the integer max-linear optimization problems:
\[ (IMLOP_1) \min f^T \otimes x = f(x) \]
\[ \text{s.t. } Ax \oplus c = Bx \oplus d, x \in \mathbb{Z}^n \]  
(4.5)

and

\[ (IMLOP_2) \min g^T \otimes y = g(y) \]
\[ \text{s.t. } A^- y \oplus c = B^- y \oplus d, y \in \mathbb{Z}^{n'} \]  
(4.6)

where, by assumption, the pair \(((A|c), (B|d))\) satisfies Property OneFP, and therefore so does \(((A^-|c), (B^-|d))\).

To differentiate between solutions to IMLOP_1 and IMLOP_2, the matrices \(L, L^*, V^{(0)}, U\) will refer to those obtained from \(A, B, c, d\). When they are calculated using \(A^-, B^-, c, d\) we will call them \(\hat{L}, \hat{L}^*, \hat{V}^{(0)}, \hat{U}\).

In order to prove that an optimal solution always exists, we recall the following results which tell us that, for any IMLOP, the problem is either unbounded, infeasible or has an optimal solution. Let

\[ IS = \{x \in \mathbb{Z}^n : Ax \oplus c = Bx \oplus d\}, \]
\[ S^{\min} = \{x \in IS : f(x) \leq f(z) \forall z \in IS\} \text{ and} \]
\[ S^{\max} = \{x \in IS : f(x) \geq f(z) \forall z \in IS\}. \]

From Theorems 3.1 and 3.2,

\[ f^{\min} = -\infty \Leftrightarrow c = d \text{ and } f^{\max} = +\infty \Leftrightarrow (\exists x \in \mathbb{Z}^n) Ax = Bx. \]

**Proposition 4.6.** [11] Let \(A, B, c, d, f\) be as defined in (4.1). If \(IS \neq \emptyset\), then \(f^{\min} > -\infty \Rightarrow S^{\min} \neq \emptyset\) and \(f^{\max} < +\infty \Rightarrow S^{\max} \neq \emptyset\).

**Proposition 4.7.** Let \(A, B, c, d\) satisfy Assumption 4.1 and \(f \in \mathbb{R}^n\). Let \(A^-, B^-, g\) be as defined in (4.6). Suppose \(\emptyset \neq J \subset N\). Then \(f^{\min} = g^{\min}\), \(x^{opt}\) can be obtained from its subvector \(y^{opt}\) by inserting suitable 'small enough' integer components and IMLOP_2 can be solved by Theorem 4.1.
Proof. First, observe that an optimal solution to IMLOP_2 always exists since \( \hat{U} = 0 \), so all components of \( \nu \) are bounded below. This implies that feasible solutions to IMLOP_2, and therefore also IMLOP_1, exist. So, by Proposition 4.6, IMLOP_1 either has an optimal solution or \( f_{\text{min}} = \varepsilon \). If \( f_{\text{min}} = \varepsilon \), then, by Theorem 3.1, \( c = d \) which, under Property OneFP, means that \( c, d \in \mathbb{Z}^m \) and there are no integer entries in \( A \) or \( B \). This is impossible since \( J \neq N \).

Suppose \( x^{opt} \) is an optimal solution to IMLOP_1 and let \( y' \) be obtained from \( x^{opt} \) by removing elements with indices in \( J \). Using Property OneFP, we know that components \( x_j^{opt}, j \in J \) are inactive in \( Ax \oplus c = Bx \oplus d \). Further, from Proposition 4.5, we can assume also that \( x_j^{opt}, j \in J \) are inactive in \( f_{\text{min}} \) (can decrease their value if necessary without changing the solution). Hence,

\[
 f_{\text{min}} = f^T x^{opt} = g^T y'
\]

and

\[
 A^- y' \oplus c = Ax^{opt} \oplus c = Bx^{opt} \oplus d = B^- y' \oplus d.
\]

So \( y' \) is feasible for IMLOP_2. If \( y' \) is not optimal, then \( g_{\text{min}} = g^T y'' < f_{\text{min}} \) for some feasible (in IMLOP_2) \( y'' \). But letting \( x' = (x_j') \) where, for \( j \in J \), \( x_j' \) corresponds to \( y_j'' \) and \( x_j', j \notin J \), are set to small enough integers, we obtain a feasible solution to IMLOP_1 satisfying \( f^T x' = g_{\text{min}} < f_{\text{min}} \), a contradiction. Therefore \( y' = y^{opt} \). A similar argument holds for the other direction.

We now show how to solve IMLOP_2. By Proposition 4.2, feasible solutions to IMLOP_2 satisfy

\[
 y = V^{(0)} \otimes \nu, \\
 0 = \hat{U} \otimes \nu, \nu \in \mathbb{Z}^{m+n'+1}.
\]

Case 1: There exists an integer entry in either \( c \) or \( d \).

Observe that IMLOP_2 can be solved immediately by Theorem 4.1 since \( \hat{L}^* \) is finite.

Case 2: Neither \( c \) nor \( d \) contain an integer entry.
Now \( \hat{L}^* \) is not finite. However \( \hat{U} \), is finite and

\[
\hat{V}^{(0)}_{m+n'+1} = \begin{pmatrix}
+\infty \\
\vdots \\
+\infty
\end{pmatrix}.
\]

All other columns of \( \hat{V}^{(0)} \) are finite. The single \(+\infty\) column contains no finite entries and will never be active in determining the value of a feasible solution. Hence, any feasible solution \( y \) still satisfies \( y \geq \hat{V}^{(0)} \odot' 0 \) and \( y^{opt} = \hat{V}^{(0)} \odot' 0 \) as in the proof of Theorem 4.1.

\[\square\]

**Corollary 4.3.** Let \( A, B, c, d \) satisfy Assumption 4.1 and \( f \in \mathbb{R}^n \). Let \( A^{-}, B^{-}, g \) and \( \hat{V}^{(0)} \) be as defined in (4.6). If \( \emptyset \neq J \neq N \), the optimal objective value \( f^{min} \) of IMLOP\(_1\) is equal to \( g^T y^{opt} \) for

\[y^{opt} = \hat{V}^{(0)} \odot' 0.\]

The final case for IMLOP\(^{min}\) is when \( J = N \).

**Proposition 4.8.** Let \( A, B, c, d \) satisfy Assumption 4.1 and \( f \in \mathbb{R}^n \). Suppose \( J = N \). If \( c = d \), then \( f^{min} = -\infty \). If, instead, \( c \neq d \), then IMLOP\(^{min}\) is infeasible.

**Proof.** Follows from Theorem 3.1 and the fact that entries in columns with indices in \( J \) are never active. \[\square\]

### 4.4.2 IMLOP\(^{\text{max}}\) When \( L^* \) is Non-Finite

We will now discuss IMLOP\(^{\text{max}}\) when \( J \neq \emptyset \). The case when neither \( c \) nor \( d \) contains an integer is trivial and will be described in Proposition 4.10. We first assume that either \( c \) or \( d \) contain an integer entry. Here, we cannot make the same assumptions about active entries in the objective function as in the minimization case, as demonstrated by the following example.

**Example 4.1** Suppose we want to maximize \((0,1)^T x\) subject to

\[
\begin{pmatrix}
0 & -1.5 \\
-0.5 & -1.5
\end{pmatrix} x \oplus \begin{pmatrix}
-0.5 \\
0
\end{pmatrix} = \begin{pmatrix}
0 & -1.6 \\
-0.6 & -1.6
\end{pmatrix} x \oplus \begin{pmatrix}
-0.6 \\
0
\end{pmatrix}.
\]
Note that \( J = \{2\} \). It can be seen that the largest integer vector \( x \) which satisfies this equality is \((0, 1)\).

Therefore \( f^{\text{max}} = 2 \), the only active entry with respect to \( f^T x \) is \( x_2 \) and \( 2 \in J \).

Instead, we give an upper bound \( y \) on \( x \), for which \( f^{\text{max}} = f^T y \) and we can find a feasible \( x' \) where \( f^T x' \) attains this maximum value. For all \( j \in J \), we have \( U_j = +\infty \) and also \( V_j^{(0)} \) non-finite since \( L_{m+j}^* = e_{m+j} \). We will therefore adapt the matrix \( V^{(0)} \) to reflect this.

**Definition 4.2** Let \( \bar{V} \) be obtained from \( V^{(0)} \) by removing all columns \( j \in J \).

**Proposition 4.9.** Let \( A,B,c,d \) satisfy Assumption 4.1 and \( f \in \mathbb{R}^n \). Let \( \bar{V} \) be as defined in Definition 4.2. Suppose either \( c \) or \( d \) contains an integer and \( \emptyset \neq J \subseteq \mathbb{N} \). Then, the optimal objective value \( f^{\text{max}} \) is equal to \( f^T y \) for

\[
y = \bar{V} \otimes 0.
\]

Further, let \( j \) be an index such that \( f^{\text{max}} = f_j y_j \) and \( i \) satisfy \( y_j = \bar{V}_{ji} \). Then, an optimal solution is \( x^{\text{opt}} = \bar{V}_i \).

**Proof.** From Proposition 4.2, any feasible \( x \) satisfies

\[
x = V^{(0)} \otimes' \nu \quad \quad 0 = \min_{\nu \in T} \nu_i, \nu \in \mathbb{Z}_{m+n+1}^{m+n+1}
\]

where

\[
T = \{1, \ldots, m+n+1\} - \{m+j : j \in J\}.
\]

Note that \( T \) is the set of indices \( t \) for which \( U_t = 0 \) and \( |T| = m+n+1 - |J| \).

Consider an arbitrary feasible solution \( x' = V^{(0)} \otimes' \nu' \). Let \( \mu' \) be the subvector of \( \nu' \) with indices from \( T \). Then,

\[
x' = V^{(0)} \otimes' \nu' \leq \bar{V} \otimes' \mu' \leq \bar{V} \otimes 0 = y
\]

since \( \min_i \mu'_i = 0 \). Therefore, \( f^T x' \leq f^T y \).

We claim that there exists a feasible \( x \) such that \( f^T x = f^T y \) and hence it is an optimal solution with \( f^{\text{max}} = f^T y \). Indeed, let \( j \in N \) be any index such that
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Let \( i \in T \) be an index such \( v^{(0)}_{ji} = y_j \). Then, by setting \( \nu_i = 0 \) and \( \nu_j, j \neq i \) to large enough integers, we obtain a feasible solution \( \bar{x} = \bar{V}^{(0)}_i \) which satisfies \( f^T \bar{x} = f^T y \).

**Proposition 4.10.** Let \( A, B, c, d \) satisfy Assumption 4.1 and \( f \in \mathbb{R}^n \). Suppose neither \( c \) nor \( d \) contain an integer entry. If there exists \( x \in \mathbb{Z}^n \) such that \( Ax = Bx \), then \( f^{\text{max}} = +\infty \). If no such \( x \) exists, then \( \text{IMLOP}^{\text{max}} \) is infeasible.

**Proof.** Follows from Theorem 3.2 and the fact that \( c \neq d \) since they do not have any entries with the same fractional part.

We conclude by noting that all methods for solving the IMLOP under Property OneFP described in this paper are strongly polynomial.

**Corollary 4.4.** Given input \( A, B, c, d \) satisfying Assumption 4.1 and \( f \in \mathbb{R}^n \), both \( \text{IMLOP}^{\text{min}} \) and \( \text{IMLOP}^{\text{max}} \) can be solved in \( O((m+n)^3) \) time.

**Proof.** From \( A, B, c, d \) we can calculate \( V^{(0)}, \bar{V} \) and \( U \) in \( O((m+n+1)^3) \) time by Remark 4.1. Then \( V^{(0)} \otimes 0, V^{(0)} \otimes 0 \) or \( \bar{V} \otimes 0 \) can be calculated in \( O(n(m+n+1)) \) time. From this we can calculate \( f^{\text{min}} \) or \( f^{\text{max}} \) in \( O(n) \) time. Finally, for \( \text{IMLOP}^{\text{max}} \), we can find an optimal solution in \( O(m+n+1) \) time.

In the cases described in Proposition 4.10, we can perform the necessary checks in \( O((m+n)^3) \) time.

*4.5 An Example*

Suppose we want to find \( f^{\text{min}} \) and \( f^{\text{max}} \) subject to the constraints \( x \in \mathbb{Z}^4 \) and

\[
\begin{pmatrix}
3 & 0.5 & -1.7 & -2.5 \\
-3.7 & -1.9 & -2.1 & -3.7
\end{pmatrix}
\begin{pmatrix}
x \\
x \oplus \begin{pmatrix}
-0.3 \\
-1
\end{pmatrix}
\end{pmatrix}
= \begin{pmatrix}
1.4 & 1.1 & 1 & -1.3 \\
0.8 & 1 & -1.3 & -2.2
\end{pmatrix}
\begin{pmatrix}
x \oplus \begin{pmatrix}
-0.2 \\
-2.4
\end{pmatrix}
\end{pmatrix}.
\]

Note that \( J = \{4\} \) and

\[
A^- = \begin{pmatrix}
3 & 0.5 & -1.7 \\
-3.7 & -1.9 & -2.1
\end{pmatrix}
\quad \text{and} \quad
B^- = \begin{pmatrix}
1.4 & 1.1 \\
0.8 & 1
\end{pmatrix}.
\]
We first construct $A'$ and $B'$, these are
\[
\begin{pmatrix}
3 & 0.5 & -1.7 & -2.5 & -0.3 \\
-3.7 & -1.9 & -2.1 & -3.7 & -1 \\
0 & \varepsilon & \varepsilon & \varepsilon & \varepsilon \\
\varepsilon & 0 & \varepsilon & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & 0 & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & \varepsilon & 0 & \varepsilon \\
\varepsilon & \varepsilon & \varepsilon & \varepsilon & 0 \\
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
1.4 & 1.1 & 1 & -1.3 & -0.2 \\
0.8 & 1 & -1.3 & -2.2 & -2.4 \\
0 & \varepsilon & \varepsilon & \varepsilon & \varepsilon \\
\varepsilon & 0 & \varepsilon & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & 0 & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & \varepsilon & 0 & \varepsilon \\
\varepsilon & \varepsilon & \varepsilon & \varepsilon & 0 \\
\end{pmatrix}.
\]

Then,
\[
L = \begin{pmatrix}
0 & -2 & -3 & \varepsilon & -1 & \varepsilon & \varepsilon \\
1 & 0 & \varepsilon & -1 & \varepsilon & 1 \\
3 & 1 & 0 & \varepsilon & \varepsilon & \varepsilon \\
2 & 1 & \varepsilon & 0 & \varepsilon & \varepsilon \\
1 & -1 & \varepsilon & \varepsilon & 0 & \varepsilon \\
-1 & -2 & \varepsilon & \varepsilon & \varepsilon & 0 \\
0 & -1 & \varepsilon & \varepsilon & \varepsilon & 0 \\
\end{pmatrix}
\quad \text{and} \quad
L^* = \begin{pmatrix}
0 & -2 & -3 & -1 & \varepsilon & -1 \\
1 & 0 & -2 & -1 & 0 & \varepsilon \\
3 & 1 & 0 & 0 & 2 & \varepsilon \\
2 & 1 & -1 & 0 & 1 & \varepsilon \\
1 & -1 & -2 & -2 & 0 & \varepsilon \\
-1 & -2 & -4 & -3 & -2 & 0 \\
0 & -1 & -3 & -2 & -1 & \varepsilon \\
\end{pmatrix}.
\]

Note that $\lambda(L) = 0$ and hence feasible solutions exist, further $L^*_{2+4} = e_{2+4}$ as expected from Proposition 4.3. Now, using Definitions 4.1 and 4.2,
\[
\bar{V} = \begin{pmatrix}
-3 & -2 & -3 & -2 & -3 & -2 \\
-2 & -2 & -2 & -2 & -2 \\
-1 & 0 & -1 & 0 & -1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\quad \text{and} \quad
\hat{V} = \begin{pmatrix}
-3 & -2 & -3 & -2 & -3 & -2 \\
-2 & -2 & -2 & -2 & -2 \\
1 & 0 & -1 & 0 & -1 & 0 \\
\end{pmatrix}
\]

(recall that $\hat{V}$ is calculated from $A^-, B^-$ as defined in (4.6)).

Suppose $f^T = (0, -1, 1, 0)$. We first look for $f_{\min}$.

By Corollary 4.3, we have that
\[
g_{\min} = (0, -1, 1, 0) \odot (V(0) \otimes 0) = (0, -1, 1) \odot (-3, -2, -1) = 0.
\]

Hence, $f_{\min} = 0$ and $x_{opt} = (-3, -2, -1, x_4)^T$ for any small enough $x_4$.

Now we look for $f_{\max}$.
By Proposition 4.9, we have that
\[ f^{\max} = f^T \otimes y = (0, -1, 1, 0) \otimes (-2, -2, 0, 1)^T = 1. \]

Following the proof of this proposition, we see that the optimum is attained either for \( i = 3 \) or \( i = 4 \). For \( i = 3 \), this relates to columns 2, 4 or 6 of \( \bar{V} \) and hence the optimal solution can be obtained by setting either \( \nu_2, \nu_4 \) or \( \nu_6 \) to 0. This yields \( x^{\text{opt}} = (-2, -2, 0, x_4)^T \) for any small enough \( x_4 \). If we instead choose \( i = 4 \), then we conclude that any column of \( \bar{V} \) admits an optimal solution.

Finally, observe that \( \hat{V}^{(0)} \) can be obtained from \( \bar{V} \) by removing rows with indices in \( \mathcal{J} \). This is since \( A^- \) and \( B^- \) differ from \( A \) and \( B \) only in columns with indices from \( \mathcal{J} \), meaning that \( \hat{L} = L[N - \mathcal{J}] \) and \( \hat{L}^* = L[N - \mathcal{J}]^* \).

5 Conclusions

In this paper we presented a strongly polynomial method to determine whether an integer optimal solution exists to a max-linear optimization problem when the input matrices satisfy Property OneFP. We gave a necessary condition for existence of an integer feasible solution and, further, showed that, under this condition, an integer optimal solution always exists. We described how to find an optimal solution in strongly polynomial time. Our solution methods can be used to describe many possible integer optimal solutions to the system. It remains open to determine necessary and sufficient conditions for the existence of an integer solution to a TSS/IMLOP when Property OneFP does not hold. This is one direction for possible future work, as is the construction of a polynomial time algorithm to find integer solutions to the TSS, or prove that no such algorithm exists.

We restricted our attention to finding integer solutions without \(-\infty\), the zero entry in the max-algebraic semiring, as this is more applicable to a real world example. However, it would be interesting to study the set of integer solutions that do allow \(-\infty\) entries, it is expected that the generic case described in this paper will also allow for integer solutions with \(-\infty\) to be found in strongly polynomial time.

At the time of writing, for two-sided systems which do not satisfy the generic property, it is unknown whether an integer solution can be found in polynomial time.
If we remove the integrality requirement, then it is known that finding a solution to a max-algebraic two-sided system is equivalent to finding a solution to a mean payoff game [6]. Mean payoff games are a well known class of problems in \( \text{NP} \cap \text{co-NP} \), it is expected that a polynomial solution method will be found in the future.

6 Acknowledgments

We wish to thank two anonymous referees for their constructive comments that improved the presentation of this paper.

References

1. Cuninghame-Green, R. A.: Minimax algebra. Lecture notes in economics and math systems, Vol. 166, Springer, Berlin (1979)
2. Gondran, M., Minoux, M.: Linear algebra of dioids: a survey of recent results. Annals of Discrete Mathematics, 19, 147-164 (1984)
3. Baccelli, F. L., Cohen, G., Olser, G.-J., Quadrat, J.-P.: Synchronization and linearity. Chichester, Wiley (1992)
4. Heidergott, B., Olser, G. J., van der Woude, J.: Max plus at work: modeling and analysis of synchronized systems. A course on max-plus algebra. Princeton, Princeton University Press (2005)
5. Butkovič, P., MacCaig M.: On integer eigenvectors and subeigenvectors in the max-plus algebra. Linear Algebra and its Applications 438, 3408 - 3424 (2013)
6. Bezem, M., Nieuwenhuis, R., Rodriguez-Carbonell, E.: Hard problems in max-algebra, control theory, hypergraphs and other areas. Information Processing Letters, 110(4), 133-138 (2010)
7. Akian, M., Gaubert, S., Guterman, A.: Tropical polyhedra are equivalent to mean payoff games. International Journal of Algebra and Computation, 22(1):125001 (2012)
8. Allamigeon, X., Benchimol, P., Gaubert, S., Joswig, M.: Combinatorial simplex algorithms can solve mean payoff games. arXiv:1309.5925
9. Butkovič, P.: Max-linear Systems: Theory and Algorithms. Springer-Verlag, London (2010)
10. Cuninghame-Green, R. A., Butkovič, P.: The equation \( Ax = By \) over (max, +). Theoretical Computer Science, 293, 3-12 (2003)
11. Butkovič, P., MacCaig, M.: On the integer max-linear programming problem. Discrete Applied Mathematics 162, 128-141 (2014)
12. Allamigeon, X., Gaubert, S., Goubault, É.: The tropical double description method. J.-Y. Marion, Th. Schwentick (Eds.), Proceedings of the 37th International Symposium on Theoretical Aspects of Computer Science (STACS 2010), Volume 5 of Leibniz International Proceedings in Informatics (LIPICS), Dagstuhl, Germany, 47-58 (2010)
13. Butkovič, P., Hegedüs, G.: An elimination method for finding all solutions of the system of linear equations over an extremal algebra. Ekonomicko - matematický obzor 20: 203-215 (1984)

14. Walkup, E. A., Boriello, G.: A General Linear Max-plus Solution Technique. Gunawardena J. (ed) Idempotency, Cambridge, pp 406-415 (1988)

15. Butkovič, P., Aminu, A.: Max-linear programming, IMA Journal of Management Mathematics 20 (3): 233-249 (2009)

16. Gaubert, S., Katz, R.D., Sergeev, S.: Tropical linear-fractional programming and parametric mean-payoff games. Journal of Symbolic Computation 47, 1447-1478 (2012)

17. Karp, R. M.: A characterisation of the minimum cycle mean in a digraph. Discrete Mathematics, 23, 309-311 (1978)