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Abstract—Many text classification applications require models with satisfying performance as well as good interpretability. Traditional machine learning methods are easy to interpret but have low accuracies. The development of deep learning models boosts the performance significantly. However, deep learning models are typically hard to interpret. In this work, we propose interpretable capsule networks (iCapsNets) to bridge this gap. iCapsNets use capsules to model semantic meanings and explore novel methods to increase interpretability. The design of iCapsNets is consistent with human intuition and enables it to produce human-understandable interpretation results. Notably, iCapsNets can be interpreted both locally and globally. In terms of local interpretability, iCapsNets offer a simple yet effective method to explain the predictions for each data sample. On the other hand, iCapsNets explore a novel way to explain the model’s general behavior, achieving global interpretability. Experimental studies show that our iCapsNets yield meaningful local and global interpretation results, without suffering from significant performance loss compared to non-interpretable methods.

Index Terms—Interpretability, capsule networks.

1 INTRODUCTION

Text classification is an important task in natural language processing (NLP) research. With different predefined categorical labels, models for text classification have various applications, including sentiment analysis, topic categorization, and ontology extraction [1]. A considerable body of efforts have been devoted to developing machine learning models for text classification and many successful models have been studied. However, as many practical applications raise the requirement for interpretable models [2], [3], [4], [5], [6], existing models have not achieved a good trade-off between accuracy and interpretability.

Traditional text classifiers typically rely on statistical methods like bag-of-words and bag-of-n-grams [7]. By simply counting the occurrences of words or n-grams and applying machine learning methods like support vector machines, these methods have achieved some success. However, without semantic understanding of words or n-grams, the success is limited.

The development of distributed representations [8], [9], [10] provides an effective way to model semantic meanings of words through word embeddings. It has motivated applications of deep learning models on many NLP tasks [11], [12], [13], [14], [15], [16], [17]. Pre-trained word embeddings, like word2vec [9] and GloVe [18], are made publicly available to accelerate the research of deep learning on NLP. In addition, other levels of text embeddings, such as character embeddings [1], [19], [20], [21], sub-word embeddings [22], and region embeddings [23], [24], have also been explored.

Based on these embeddings, deep learning models based on recurrent neural networks (RNNs) [25], [26] and convolutional neural networks (CNNs) [23], [27], [28], [29], [30] have been extensively studied. While variants of RNNs, such as long short-term memory (LSTM) [11] and gated recurrent unit (GRU) [17], are known to be effective for processing sequential data like text, many studies have shown that CNNs are comparable with RNNs on NLP tasks. The attention mechanism [13] is another important model. On one hand, combining it with CNNs and RNNs results in significant performance boost [22], [31]. On the other hand, the attention mechanism can be used as an alternative to CNNs and RNNs to build deep learning models and set the record on various NLP tasks [32], [33]. In terms of the accuracy, deep learning models usually outperform traditional text classifiers. However, complex deep learning models work like black boxes and are hard to interpret [34].

Distributed representations can also be combined with interpretable traditional machine learning method, resulting in simpler yet effective models. For example, FastText [35] combines the traditional bag-of-words method with word embeddings, and uses the linear regression to perform classification. It achieves comparable classification accuracies with complex deep learning models and is much more efficient in terms of memory usage and computation speed. While the linear regression models can be interpreted, FastText applies an average/sum operation to generate sentence embeddings from word embeddings, preventing it from telling which words are more important.

In this work, we focus on developing interpretable deep learning models for text classification. Specifically, there are kinds of interpretabilities in terms of explaining machine learning models [2], [36]. The first one is the local interpretability, represents the ability of explaining why a specific decision is made with respect to a specific data sample. In contrast, the global interpretability, refers to the ability of showing how the model works generally, with respect to the whole dataset. We aim at achieving both kinds of interpretabilities at the same time, without hurting the performance significantly.
In this work, we develop a novel deep learning model for text classification, which can be interpreted both locally and globally. Specifically, we extend the CapsNets [37] from computer vision tasks to text classification tasks, and make the following contributions:

- We propose interpretable capsule networks (iCapsNets) for text classification. To the best of our knowledge, this is the first work that achieves both local and global interpretability on CapsNets.
- In iCapsNets, interpretation of classification results with respect to each data sample as well as the model’s general behavior can be both obtained through novel, simple yet effective ways.
- Experimental results show that our iCapsNets yield meaningful interpretation results while having competitive accuracies compared to non-interpretable models, achieving a better trade-off between accuracy and interpretability.

2 iCapsNets

In this section, we first discuss the intuition behind the design of iCapsNets in Section 2.1. Then we introduce the overall architecture of iCapsNets in Section 2.2 followed by details of important layers in Sections 2.3, 2.4, and 2.5. Then we explain how to perform local and global interpretation of iCapsNets in Section 2.6.

2.1 From CapsNets to iCapsNets

CapsNets [37] employ capsules as the input and output of a layer and proposes the dynamic routing algorithm to perform the computation between capsules. A capsule is a vector, whose elements are the instantiation parameters of a specific type of entity. CapsNets were designed for computer vision tasks, where entities may refer to objects or object parts. In CapsNets, capsules are always normalized by a non-linear Squash function so that the norm lies in [0, 1). The norm of a capsule, in turn, represents the probability that the corresponding entity is present in the input image. A capsule is said to be activated if the norm is close to 1. To understand how a capsule layer works, suppose we are given capsules that represent low-level entities; e.g., eyes, ears, and nose in the task of face detection. A capsule layer employs the dynamic routing algorithm to compute capsules that represent high-level entities, which can be faces in this case. Concretely, if low-level capsules indicate that two eyes and one nose are detected in the image, the dynamic routing algorithm is able to decide whether they belong to the same face and choose to activate the high-level capsule for face accordingly.

While convolutional neural networks (CNNs) have become the dominant approach for classification tasks, CapsNets have two main advantages over CNNs. First, using vector-output capsules avoids the exponential inefficiencies incurred by replicating scalar-output feature detectors on a grid [38]. Second, the dynamic routing algorithm is more effective than max-pooling, and allows neurons in one layer to ignore all but the most active feature detector in a local pool in the layer below [37]. Replacing stacked convolutional layers and max-pooling layers in CNNs with capsule layers results in the more efficient and effective CapsNets. In this work, we extend CapsNets to text classification tasks and develop iCapsNets. As it is necessary for accurate text classification models to semantically understand texts, we propose to use capsules to represent different semantic meanings. Intuitively, there is a clear hierarchy between semantic meanings in text classification tasks. Taking topic categorization as an example, detecting certain basketball-related phrases will strongly suggest that a document be categorized into the “sports” topic. Here, “basketball” is a low-level semantic entity as opposed to “sports”. With such intuitions, iCapsNets are designed to first capture low-level semantic entities (primary capsules) from the entire input texts and then use the dynamic routing algorithm to compute high-level semantic entities (class capsules), which correspond to predefined classes. Note that, given a sentence or document to classify, prior deep learning models usually generate a single sentence or document vector embedding which is fed into classifiers. In contrast, iCapsNets produce several primary capsules from the sentence or document, where each primary capsule focuses on capturing a specific...
semantic meaning.

2.2 The Architecture of iCapsNets

An illustration of the overall architecture of our iCapsNets is provided in Figure 1. As introduced above, the top layer of iCapsNets is a capsule layer, whose inputs are \( I \) \( d_{pc} \)-dimensional primary capsules (pc) representing \( I \) distinct low-level semantic meanings extracted from the whole input texts. The outputs are \( J \) \( d_{cc} \)-dimensional class capsules (cc) representing high-level semantic meanings, where \( J \) corresponds to the number of classes of the task. We apply the original dynamic routing algorithm [37]. In addition, we propose a weight sharing regularization to improve the efficiency and interpretability, which is discussed in detail in Section 2.4.

In the following discussions, we assume that the input to iCapsNets is a single sentence of \( N \) words. For short documents, it is reasonable to concatenate the sentences into a single one. We discuss how to adapt iCapsNets for long documents in Section 2.5.

To generate the primary capsules from input texts, iCapsNets start with a word embedding layer. While using character embeddings may lead to higher accuracies [1], it treats text as a kind of raw signal at character level, which is not helpful in achieving human-understandable interpretation results. The input sentence is transformed into a sequence of word embeddings \( e_1, e_2, \cdots, e_N \in \mathbb{R}^{d_w} \) through the word embedding layer. To be specific, given a vocabulary of size \( V \), we build a vocabulary look-up table [15]. Here, \( h_c \) is the dimension of word embedding space.

A 1-D convolutional layer with a kernel size of \( K \) then transforms the word embeddings \( e_1, e_2, \cdots, e_N \) into region embeddings \( w_1, w_2, \cdots, w_N \in \mathbb{R}^{d_e} \). Region embeddings, also known as phrase embeddings or N-grams embeddings, have shown to be effective in various deep learning models for NLP tasks [23], [27], [28], [30], [39] due to the use of word order information. We apply appropriate zero paddings to keep the number of embeddings.

To obtain primary capsules \( pc_1, pc_2, \cdots, pc_I \) from region embeddings \( w_1, w_2, \cdots, w_N \), we propose to use a trainable multi-head attention layer. Many different attention layers have been studied for NLP tasks [13], [22], [31], [32]. Yang et al. [31] used a learnable head vector, instead of a vector from another sources, to attend different positions. Multi-head self-attention was introduced in Vaswani et al. [32], enabling multiple joint views of inputs. Inspired by these studies, we propose the trainable multi-head attention layer, which employ multiple trainable head vectors to perform the attention independently. Each head vector will lead to a primary capsule, which is supposed to represent one specific semantic meaning after training. In iCapsNets, we have \( I \) different head vectors, corresponding to \( I \) primary capsules. In the following sections, we will demonstrate how the trainable multi-head attention layer is suitable to work with the primary layer and helps interpreting the primary capsules.

2.3 Trainable Multi-head Attention Layer

In iCapsNets, the trainable multi-head attention layer actually transforms tensors into capsules [37]. To achieve such transformation from scalar-output feature detectors to vector-output capsules, prior studies [37], [40], [41] simply group convolutional scalar outputs into vectors to form primary capsules, in order to replicate learned knowledge across space and keep positional information. However, this transformation results in a large number of capsules encoding duplicate information as well as inactive capsules during the computation. It hurts the efficiency of the capsule layer. Moreover, as the total number of primary capsules increases as the spatial sizes of inputs increase, the number of training parameters in the capsule layer becomes excessive when the spatial sizes are large, as explained in Section 2.4. It prohibits the use of CapsNets on large-scale datasets, like those built by Zhang et al. [1] and the ImageNet dataset [42]. Applying our trainable multi-head attention layer effectively addresses this problem, since the number of primary capsules is fixed as a hyperparameter of the model.

As illustrated in Figure 1, the trainable multi-head attention layer takes region embeddings \( w_1, w_2, \cdots, w_N \in \mathbb{R}^{d_e} \) as inputs. To produce \( I \) primary capsules \( pc_1, pc_2, \cdots, pc_I \in \mathbb{R}^{d_{pc}} \), there are \( I \) trainable head vectors \( h_1, h_2, \cdots, h_I \in \mathbb{R}^{d_q} \). We name these head vectors as primary capsule queries. For each head \( h_i \in \mathbb{R}^{d_q}, m \in \{1, 2\} \), the attention mechanism determines region embeddings that are important to a specific sentence-level semantic meaning and aggregates them accordingly to form a primary capsule \( pc_i \). Specifically, the attention procedure is

\[
\text{for } n = 1, 2, \cdots, N \text{ do} \]
\[
v_n^i = W^v_i w_n \quad (1)
\]
\[
k_n^i = W^k_i w_n \quad (2)
\]
\[
\alpha_n^i = \frac{\exp(h_i^T k_n^i / \sqrt{d_q})}{\sum_m \exp(h_i^T k_n^i / \sqrt{d_q})} \quad (3)
\]

where \( W^v_i \in \mathbb{R}^{d_v \times d_w} \) and \( W^k_i \in \mathbb{R}^{d_k \times d_w} \), and the aggregation is achieved by a weighted summation:

\[
pc_i = \sum_n \alpha_n^i v_n^i. \quad (4)
\]

Note that for one primary capsule query \( h_i \), \( W^v_i \) and \( W^k_i \) are shared for every region embedding. Here, \( W^v_i \) and \( W^k_i \) represent linear transformations that map region embeddings to a different embedding space for attention. Trained jointly with the primary capsule query \( h_i \), they are supposed to provide appropriate views of region embeddings with the focus on a specific semantic meaning. Consequently, \( k_n^i \in \mathbb{R}^{d_q}, n = 1, 2, \cdots, N \) serve as the attention keys while \( v_n^i \in \mathbb{R}^{d_v}, n = 1, 2, \cdots, N \) serve as the attention values that are used to form the primary capsule \( pc_i \in \mathbb{R}^{d_{pc}} \). The coefficients \( \alpha_n^i \) indicate whether \( w_n \) is informative in generating \( pc_i \). In Section 2.6 we use \( \alpha_n^i \) to perform local interpretation.

Note that Eq. (3) is equivalent to a Softmax operation. And we can easily infer that

\[
\sum_n \alpha_n^i = 1, \quad (5)
\]

which indicates that in the attention mechanism, inputs compete with each other for their contributions to outputs.
Intuitively, it means that only important parts of inputs go through the attention layer. Information that is irrelevant to the semantic meanings represented by primary capsules is discarded and only useful information is retained. In Section 2.4, we can see that, in the dynamic routing algorithm of the capsule layer, outputs compete with each other for receiving inputs. A class capsule gets activated only when receiving agreements from multiple active primary capsules. Our iCapsNets use the capsule layer after the attention layer, since they have complementary functionalities, i.e., the attention layer filters information and the capsule layer makes full use of the filtered information.

To conclude, using the trainable multi-head attention layer to transforms tensors into capsules is not only efficient but also technically sound. Moreover, our trainable multi-head attention layer provides a simple way to interpret primary capsules, which leads to global interpretability of iCapsNets. We illustrate the interpretation method in Section 2.6.

### 2.4 Capsule Layer

Algorithm 1 shows the original dynamic routing algorithm [37]. The Squash function is used to normalize the capsules:

$$
\text{Squash}(x) = \frac{\|x\|^2}{1 + \|x\|^2} \frac{x}{\|x\|},
$$

where $x$ is a capsule, i.e., a vector.

Note that the inputs to the algorithm is not the original primary capsules. Before the routing, we perform linear transformations on primary capsules to produce “prediction vectors” [37]. To be specific, for each pair of a primary capsule $pc_i \in \mathbb{R}^{d_p}$ and a class capsule $cc_j \in \mathbb{R}^{d_c}$, we compute

$$
\hat{pc}_{ji} = \tilde{W}_{ij}pc_i + \hat{b}_{ij},
$$

where $\tilde{W}_{ij} \in \mathbb{R}^{d_c \times d_p}$ and $\hat{b}_{ij} \in \mathbb{R}^{d_c}$. For $I$ primary capsules and $J$ class capsules, it results in $I \times J \times (d_c \times d_p + d_c)$ training parameters, which are excessive when the number of primary capsules is large. Using our trainable multi-head attention layer addresses this problem by limiting the number of primary capsules. However, a more direct solution is to have $\tilde{W}_{ij}$ shared across primary capsules, which means

$$
\hat{pc}_{ji} = \tilde{W}_jpc_i + \hat{b}_{ij},
$$

where $\tilde{W}_j$ is shared for every $pc_i$. iCapsNets employ Eq. (8) to improve the efficiency. More importantly, we find that the weight sharing casts a regularization effect on primary capsule queries in our trainable multi-head attention layer, which is shown in Section 4.2.1.

The dynamic routing algorithm computes weights $\beta_{ij}$ between every pair of a primary capsule $pc_i$ and a class capsule $cc_j$ in an iterative way. The process is visualized in Figure 2. By comparing the routing weights $\beta_{ij}$, we can see that, after $r = 3$ iterations, a primary capsule may contribute much more to one of the class capsules than the others. This primary capsule is usually activated with a norm close to 1 and serves as a strong support to a class capsule. In another case, a primary capsule may contribute similarly to each class capsule. It means that either the primary capsule has a norm close to 0 or it captures a semantic meaning that is not helpful to classification. Therefore, it is reasonable to use the the routing weights $\beta_{ij}$ to explore the local interpretability of iCapsNets, as explained in Section 2.6.

To support the statement in Section 2.5, we point out that line 4 in Algorithm 1 corresponds to a Softmax operation, which indicates

$$
\sum_j \beta_{ij} = 1, \tag{9}
$$

which is opposite to Eq. (5) in terms of normalizing weights across inputs or outputs. As mentioned above, Eq. (5) and Eq. (9) show a complementary relationship between the trainable multi-head attention layer and the capsule layer.

### 2.5 iCapsNets for Long Documents

In the discussions above, we assume that the input to iCapsNets is a single sentence of $N$ words, leading to a hierarchical word-region-sentence architecture. While it is reasonable for short documents, removing the assumption and adding a document level to the hierarchy usually results in a performance boost for long documents [25], [31]. Thus, we propose the trainable multi-head hierarchical attention

---

**Algorithm 1 Dynamic Routing Algorithm [37]**

```
1: procedure ROUTING(pc_{ji}, r, l)
2: for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$:
3:     $b_{ij} \leftarrow 0$
4: for $r$ iterations do
5:     for all capsule $i$ in layer $l$:
6:         $\beta_{ij} \leftarrow \frac{\exp(b_{ij})}{\sum_j \exp(b_{ij})}$
7:     for all capsule $j$ in layer $(l + 1)$:
8:         $s_j \leftarrow \sum_i \beta_{ij}pc_{ji}$
9:     for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$:
10:        $b_{ij} \leftarrow b_{ij} + \tilde{pc}_{ji} \cdot cc_j$
11: end for
12: return $cc_j$
```

---

Fig. 2. An illustration of the capsule layer. The visualization comes from an iCapsNet with 16 primary capsules trained on the AG’s News dataset. Thicker lines indicate larger routing weights $\beta_{ij}$. 

layer to adapt iCapsNets for long documents, as illustrated in Figure 3.

Consider a document of $M$ sentences, where each sentence has $N$ words. For each sentence, we use the same word embedding layer and 1-D convolutional layer to obtain region embeddings $w_{mn} \in \mathbb{R}^{d_w}$, $m = 1, 2, \cdots, M$, $n = 1, 2, \cdots, N$. Our trainable multi-head hierarchical attention layer still has $I$ primary capsule queries $h_1, h_2, \cdots, h_I \in \mathbb{R}^{d_q}$, corresponding to $I$ primary capsules $pc_1, pc_2, \cdots, pc_I \in \mathbb{R}^{d_p}$. For each $h_i$, it performs two levels of attention procedures:

\[
\text{for } m = 1, 2, \cdots, M \text{ do} \\
\quad \text{for } n = 1, 2, \cdots, N \text{ do} \\
\quad \quad v_{mn}^i = W_{mn}^i w_{mn}, \quad k_{mn}^i = W_{mn}^k w_{mn} \\
\quad \quad a_{mn}^i = \frac{\exp(h_i^T k_{mn}^i / \sqrt{d_q})}{\sum_m \exp(h_i^T k_{mn}^i / \sqrt{d_q})} \\
\quad \quad s_m^i = \sum_n a_{mn}^i v_{mn}^i \\
\quad \quad \tilde{v}_m^i = \tilde{W}_i^T s_m^i, \quad \tilde{k}_m^i = \tilde{W}_i^k s_m^i \\
\quad \quad \tilde{a}_m^i = \frac{\exp(h_i^T \tilde{k}_m^i / \sqrt{d_q})}{\sum_m \exp(h_i^T \tilde{k}_m^i / \sqrt{d_q})} \\
\quad \quad pc_i = \sum_m \tilde{a}_m^i \tilde{v}_m^i
\]

where $s_m^i \in \mathbb{R}^{d_{v}}, \quad W_{mn}^i \in \mathbb{R}^{d_v \times d_w}, \quad W_{mn}^k \in \mathbb{R}^{d_k \times d_w}, \quad W_i^v \in \mathbb{R}^{d_v \times d_p}, \quad W_i^k \in \mathbb{R}^{d_k \times d_p}$, and $\tilde{W}_i^v \in \mathbb{R}^{d_v \times d_p}$. Basically, we first apply the same attention layer on each sentence independently and obtain $M$ sentence embeddings $s_1^i, s_2^i, \cdots, s_M^i \in \mathbb{R}^{d_v}$. These sentence embeddings focus on the semantic meaning that $pc_i$ aims to capture. Next, we use an attention layer on $s_1^i, s_2^i, \cdots, s_M^i$ to determine which sentences are more informative and aggregate them to produce $pc_i$. The same procedure is applied for each $h_i$. Note that in the two levels of attention procedures, we employ the same set of trainable head vectors $h_1, h_2, \cdots, h_I$.

We denote the iCapsNets in Figure 4 as iCapsNets$_{Short}$ and the ones with the trainable multi-head hierarchical attention layer as iCapsNets$_{Long}$. In the experiments, iCapsNets$_{Long}$ achieve significantly better accuracies for tasks on long documents.

### 2.6 Interpreting iCapsNets

iCapsNets can be interpreted both globally and locally [2]. We first describe how to perform the local interpretation, i.e., explaining why the classification is made given a specific data sample. Note that, for the trainable multi-head attention layer and the capsule layer, each output is a weighted sum of all inputs, leading to a fully-connected pattern between inputs and outputs. However, unlike regular fully-connected layers where weights are fixed after training, weights in the trainable multi-head attention layer and the capsule layer are input-dependent. This property is crucial to achieving good local interpretation results. Specifically, after feeding a data sample into iCapsNets, we can extract parts of inputs that are important to the classification results, by simply examining large weights in iCapsNets. An illustration of the local interpretation process of iCapsNets is provided in Fig. 4. Suppose iCapsNets categorize a data sample into class $j \in [1, J]$. We first obtain the top $k_1$ largest values from routing weights $\beta_{1j}, \beta_{2j}, \cdots, \beta_{1j}$ in the capsule...
layer. As explained in Section 2.4, a large $\beta_{ij}$ means that the $i$-th primary capsule strongly supports the $j$-th class capsule. Thus, the top $k_1$ largest weights indicate that the corresponding $k_1$ primary capsules are important to the prediction. Next, for each of these $k_1$ sentence capsules, we check the top $k_2$ largest values among weights in the trainable multi-head attention layer. For example, if $\text{pc}_i$ is one of the $k_1$ primary capsules, we select the top $k_2$ largest values from $\alpha_1^i, \alpha_2^i, \ldots, \alpha_N^i$. As pointed out in Section 2.3, large weights indicate that the corresponding inputs are informative in generating $\text{pc}_i$. The process gives us $k_1 \times k_2$ $K$-grams, serving as the explanation for the classification result with respect to the input data sample. Here, $K$ is the kernel size of the 1-D convolutional layer. These $K$-grams may have overlapping words. The more number of times a word appears, the more important that word is. For $\text{pc}_i$, we first select the largest weight from $\rho_1^i, \rho_2^i, \ldots, \rho_M^i$, say $\rho_m^i$. Then we pick the top $k_2$ largest values from $\alpha_{m+1}^i, \alpha_{m+2}^i, \ldots, \alpha_{m+N}^i$. The remaining parts are the same.

The global interpretation means interpreting semantically meaningful components in the model. It demonstrates how the model works generally with respect to the whole dataset. In iCapsNets, we attempt to determine the semantic meanings captured by each primary capsule to explore the global interpretability. First, we count the number of times when a primary capsule has the largest routing weight to the class capsule corresponding to the predicted class. Concretely, we maintain a frequency matrix

$$C = [c_{ij}] \in \mathbb{N}^{J \times I}$$

where $c_{ji}$ is initialized to be $0$. For every data sample in the testing dataset, we perform the local interpretation described above with $k_1 = k_2 = 1$. If it is classified into the $j$-th class and $\beta_{ij}$ is the largest routing weight among $\beta_{ij}, \beta_{i2}, \ldots, \beta_{ij}$, we let $c_{ji} \leftarrow c_{ji} + 1$. Meanwhile, for each $c_{ji}$, we maintain a list of words in the resulted $K$-gram. We find the simple statistical method gives good global interpretation results, as shown in Section 4.2. The final $C$ shows a sparse pattern; that is, only a few values in $C$ are large. And the most frequent words can indicate the semantic meaning captured by primary capsules.

Both local and global interpretabilities of iCapsNets are achieved using simple methods. In the experiments, iCapsNets show a good trade-off between accuracy and interpretability.

3 Experimental Studies

We perform thorough experiments to evaluate and analyze iCapsNets. First, we demonstrate the local and global interpretability of iCapsNets. Then, in terms of classification accuracy, we compare iCapsNets with several text classification baselines which are not interpretable. Notably, iCapsNets achieve a good trade-off between interpretability and accuracy.

3.1 Datasets

We conduct experiments on 7 publicly available large-scale datasets built by Zhang et al. [1]. These datasets cover different text classification tasks, such as sentiment analysis, topic categorization, and ontology extraction. Table 1 is a detailed summary of these datasets. In particular, without loss of generality, we demonstrate the local and global interpretability of iCapsNets using examples from the AG’s News dataset and the Yahoo! Answers dataset.

4 Experimental Setups

We introduce detailed experimental setups for reproducibility. Code is also provided.

The word embedding layer of iCapsNets involves the step of generating a vocabulary. The size of the vocabulary $V$ is determined by the training set and a minimum frequency $F$. Specifically, if a word appears more than $F$ times in the training set, it is included in the vocabulary. In iCapsNets, each word embedding is composed of two parts. The first part is the 300-dimensional pre-trained word2vec [9] and is fixed during training. The second part has dimension $(d_w - 300)$ and is randomly initialized and trained. The 1-D convolutional layer with a kernel size of $K$ transforms the $d_w$-dimensional word embeddings into $d_w$-dimensional region embeddings. For the trainable multi-head attention layer in iCapsNetsShort, we let the dimension of each primary capsule query be equal to that of each primary capsule, i.e., $d_q = d_v$. For the trainable multi-head hierarchical attention layer in iCapsNetsLong, the dimension of the intermediate sentence embeddings is also set to be equal to $d_v$, i.e., $d_q = d_k = d_v$. In addition, we set the number of primary capsules $I$ to be $d_w/d_v$. The number of class capsules $J$ depends on the number of classes. The dimension of a class capsule is $d_c$. For iCapsNetsShort, the input is a single sentence. We use zero paddings to make all the inputs have the same number of words $N$ for large batch training. For iCapsNetsLong, the input is a document. We also apply zero paddings so that all the inputs have the same number of sentences $M$ and each sentence has the same number of words $N$. Table 2 and 3 provide our best settings of these hyperparameters of iCapsNetsShort and iCapsNetsLong for each dataset, respectively.

As the outputs of iCapsNets are class capsules, the predictions are made based on their norms. That is, the class capsule with the largest norm corresponds to the predicted class. To train iCapsNets, we apply the margin loss proposed by Sabour et al. [37]. To be specific, for each class capsule $cc_j$, $j = 1, 2, \ldots, J$, a separate loss function is given by

$$L_j = \frac{1}{I_j(j)} \max(0, m^+ - ||cc_j||)^2 + \lambda(1 - I_j(j)) \max(0, ||cc_j|| - m^-)^2,$$

where $m^+ = 0.9$, $m^- = 0.1$, $\lambda = 0.5$, and $I_j(j)$ is an indicator function defined as

$$I_j(j) = \begin{cases} 1, & \text{if } j = j^* \\ 0, & \text{if } j \neq j^* \end{cases},$$

where $j^*$ is the index of the true label. The total loss is the sum of the loss function of all the class capsules. With the margin loss, the Adam optimizer is used to train iCapsNets. For iCapsNetsShort, the learning rate is set to 0.0001 for the

1. https://www.dropbox.com/s/ev06l6x7ddy9pgr/iCapsNet.zip
TABLE 1
Statistics of the 7 large-scale datasets from Zhang et al. [1].

| Dataset                      | Classes | Train Samples | Test Samples | Avg. Lengths | Tasks   |
|------------------------------|---------|---------------|--------------|--------------|---------|
| Yelp Review Polarity         | 2       | 560,000       | 38,000       | 156          | Sentiment |
| Yelp Review Full             | 5       | 650,000       | 50,000       | 158          | Sentiment |
| Yahoo! Answers               | 10      | 1,400,000     | 60,000       | 112          | Topic    |
| Amazon Review Polarity       | 2       | 3,600,000     | 400,000      | 91           | Sentiment |
| Amazon Review Full           | 5       | 3,000,000     | 650,000      | 93           | Sentiment |
| AG’s News                    | 4       | 120,000       | 7,600        | 44           | Topic    |
| DBPedia                      | 14      | 560,000       | 70,000       | 55           | Ontology |

TABLE 2
Hyperparameter settings of iCapsNetsShort on the 7 datasets from Zhang et al. [1]. Explanations of these hyperparameters are provided in Section 4.

| Dataset                      | V   | F   | dc | K  | dw | dq | dp | dc | N  |
|------------------------------|-----|-----|-----|----|----|----|----|----|----|
| Yelp Review Polarity         | 2512| 50  | 300+64 | 5  | 512| 16 | 32 | 1,296 |
| Yelp Review Full             | 2772| 50  | 300+64 | 5  | 512| 16 | 32 | 1,438 |
| Yahoo! Answers               | 35194| 100 | 300+64 | 5  | 512| 16 | 32 | 1,000 |
| Amazon Review Polarity       | 33207| 200 | 300+64 | 5  | 512| 16 | 32 | 592  |
| Amazon Review Full           | 17534| 50  | 300+64 | 5  | 512| 16 | 32 | 992  |
| AG’s News                    | 30794| 5   | 300+32 | 3  | 256| 8  | 16 | 195  |
| DBPedia                      | 26141| 50  | 300+64 | 5  | 256| 8  | 16 | 1,588 |

TABLE 3
Hyperparameter settings of iCapsNetsLong on the 7 datasets from Zhang et al. [1]. Explanations of these hyperparameters are provided in Section 4.

| Dataset                      | V   | F   | dc | K  | dw | dq | dp | dc | M  | N  |
|------------------------------|-----|-----|-----|----|----|----|----|----|----|----|
| Yelp Review Polarity         | 77202| 5   | 300+64 | 5  | 512| 16 | 32 | 20  | 100|
| Yelp Review Full             | 82814| 5   | 300+64 | 5  | 512| 16 | 32 | 20  | 100|
| Yahoo! Answers               | 131081| 10  | 300+32 | 5  | 512| 16 | 32 | 15  | 100|
| Amazon Review Polarity       | 135192| 10  | 300+64 | 5  | 512| 16 | 32 | 15  | 100|
| Amazon Review Full           | 142375| 10  | 300+64 | 5  | 512| 16 | 32 | 15  | 100|
| AG’s News                    | 30794| 5   | 300+32 | 3  | 256| 8  | 16 | 10  | 86 |
| DBPedia                      | 26141| 50  | 300+64 | 5  | 256| 8  | 16 | 10  | 100|

AG’s News and DBPedia datasets and 0.001 for the other 5 datasets. For iCapsNetsLong, the learning rate is set to 0.0005 for all the 7 dataset.

4.1 Local Interpretation Results

In order to demonstrate the local interpretability of iCapsNets, we show concrete examples of local interpretation results obtained through the interpretation method as described in Section 2.6. Specifically, we train iCapsNetsShort on the AG’s News dataset and iCapsNetsLong on the Yahoo! Answers dataset, respectively. Then we take examples from the testing set to perform prediction and local prediction.

Figures 5 and 6 provide examples of local interpretation results of iCapsNets on AG’s News and Yahoo! Answers datasets, respectively. We can observe that, for each data sample, the extracted words well justify why iCapsNets make the predictions, no matter the predictions are correct or not.
4.2 Global Interpretation Results

We perform global interpretation for the same iCapsNets\textsubscript{Short} on the AG’s News dataset and iCapsNets\textsubscript{Long} on the Yahoo! Answers dataset, respectively. To be specific, we first visualize the frequency matrix $C$ as introduced in Section 2.6. The visualizations are provided in Figures 7 and 8. We can see that in both cases, $C$ shows a sparse pattern. Note that the $i$-th column corresponds to the primary capsule query $pc_i$, or equivalently the primary capsule query $h_i$. Thus, for $pc_i$, we can check the lists of frequent words corresponding to $C_{i1}, C_{i2}, \cdots, C_{iJ}$ and use the most frequent words to interpret $pc_i$. Interpreting primary capsules leads to explanation on how iCapsNets work generally, i.e., achieving the global interpretability.

4.2.1 Visualization of Primary Capsule Queries

We further visualize the sparse pattern of the primary capsule queries in the embedding space. Specifically, we perform t-SNE visualization for the primary capsule queries $h_1, h_2, \cdots, h_{32}$. Fig. 9 shows the visualization of iCapsNets\textsubscript{Short} trained on the AG’s News dataset. It is observed that the primary capsule queries distribute sparsely on the plane, indicating that they capture different semantic meanings under the same embedding space.

4.3 Classification Results

Last, we show that iCapsNets are able to achieve competitive results compared to non-interpretable models.
4.3.1 Baselines

We select several popular supervised text classification models as baselines to show that iCapsNets can achieve competitive accuracies. In terms of deep learning models, we compare iCapsNets with the word-level convolutional model (word-CNN) [30] and character-level convolutional model (char-CNN) [1]. Comparisons with two variants of char-CNN, the character-level convolutional recurrent model (char-CNN+RNN) [21] and the very deep character-level convolutional model (char-VDCNN) [20], are also conducted. In addition, iCapsNets are compared with the discriminative LSTM model (D-LSTM) [26]. FastText [35] combines distributed representations of words with traditional model BoW and gets improved by using the word-context region embeddings (WC.region.emb) and context-word region embeddings (CW.region.emb) [24]. We report the accuracies of these baselines from Zhang et al. [1] and Qiao et al. [24]. As iCapsNets are based on CapsNets [37], we also include CapsNets as baselines. CapsNets have been investigated on text classification [41]. However, due to the efficiency problem discussed in Section 2.3, original CapsNets can only work well on small datasets. Therefore, only the accuracy on the AG’s News dataset is available.

4.3.2 Results

Table 4 summarizes the classification results of all models. In terms of test accuracies, iCapsNets outperforms all the baselines on 4 of the 7 datasets. On the other 3 datasets, iCapsNets achieve competitive results.

Table 4: Comparisons between different models in terms of test accuracies [%] on the 7 datasets from Zhang et al. [1]. iCapsNets achieve competitive results compared to non-interpretable models.

| Model               | Yelp P | Yelp F | Yah. A | Amz P | Amz F | AG   | DBP  |
|---------------------|--------|--------|--------|--------|--------|-------|-------|
| word-CNN [1]        | 95.4   | 60.4   | 71.2   | 94.5   | 57.6   | 91.5  | 98.6  |
| char-CNN [1]        | 94.1   | 62.1   | 71.2   | 94.5   | 59.6   | 90.5  | 98.5  |
| char-CNN+RNN [21]   | 94.5   | 61.8   | 71.7   | 94.1   | 59.2   | 91.4  | 98.6  |
| char-VDCNN [20]     | 95.7   | 64.7   | 73.4   | 95.7   | 63.0   | 91.3  | 98.7  |
| D-LSTM [26]         | 92.6   | 59.6   | 73.7   |        | -      | 92.1  | 98.7  |
| FastText            | 95.7   | 63.9   | 72.3   | 94.6   | 60.2   | 92.5  | 98.6  |
| W.C.region.emb      | 96.4   | 64.9   | 73.7   | 95.1   | 60.9   | 92.8  | 98.9  |
| C.W.region.emb      | 96.2   | 64.5   | 73.4   | 95.3   | 60.8   | 92.8  | 98.9  |
| CapsNets [41]       | -      | -      | -      | -      | -      | 92.6  | -     |
| iCapsNets_short     | 95.9   | 64.2   | 73.5   | 95.2   | 61.1   | 93.0  | 99.0  |
| iCapsNets_long      | 96.0   | 64.3   | 74.5   | 95.7   | 62.4   | 92.9  | 98.9  |

As interpretable models usually suffer from the performance loss [2], the classification performance of iCapsNets is strong considering its interpretability.

5 Conclusions

In this work, we aim to develop a deep learning model that achieves a good trade-off between accuracy and interpretability on text classification tasks. Based on our insights on capsules, we propose the interpretable capsule network (iCapsNets) by employing attention mechanism and adapting CapsNets [37] from computer vision tasks to text classification tasks. We provide novel, simple yet effective way to interpret our iCapsNets. In particular, iCapsNets achieve the local and global interpretability at the same time. Experimental results show that our iCapsNets yield human-understandable interpretation results, without suffering from significant performance loss compared to non-interpretable models.
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