Real time deep learning framework to monitor social distancing using improved single shot detector based on overhead position
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Abstract
The current COVID 19 halo infection has caused a severe catastrophe with its deadly spread. Despite the implementation of the vaccine, the severity of the infection has not diminished, and it has become stronger and more destructive. So, the only solution to protect ourselves from infection is social-distancing. Although social-distancing has been in practice for a long time, in most places it is not effectively followed, and it is very difficult to find out manually at all times whether people are following it or not. Therefore, we introduced a newly developed framework of deep-learning technique to automatically identify whether people maintain social-distancing or not using remote sensing top view images. Initially, we are detecting the context of image which includes information about the environment. Our detection model recognizes individuals using the boundary box. Then centroid is determined over every detected boundary box. By means of applying Euclidean distance, the pair range distances of the detected boundary box centroid are determined. To evaluate whether the distance measurement exceeds the minimum social distance limit, the violation threshold is established. We used Improved Single Shot Detector model for detecting a person over an image. Experiments are carried out on widely collected remote sensing images from various environments. Based on the object detection algorithm of deep learning, a variety of performance metrics are compared to evaluate the efficiency of the proposed model. Research outcome shows that, our proposed model outperforms well while recognize and detect a person in a well excellent way.
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Introduction
The epidemic situation of the covid-19 affects millions of people around the world every day. The spread of this epidemic is causing a great deal of distress in the lives of everyday people. Although high-level research and advancement treatment is undergoing, we are still far behind in diagnosing the disease and providing the necessary treatment. Every day, the mortality rate among the affected population is increasing incredibly. Despite vaccinations, the spread of the disease has not diminished even slightly. So, we focused on finding some other solutions to escape from this epidemic. Meanwhile, medical experts from various fields have tried to date, no betterment treatment they found out so far. Hence situation among people is much more complicated; also the fear and plight of the people about the disease are increasing. On the one hand, some are infected with this deadly infection, but we must be careful that not to spread it further. The virus is highly contagious, especially among people who have been in close contact with one person to another person. In general, research indicates that the virus is transmitted to infected people when they speak, cough or sneeze. By means of an infected individual, the droplets transfer to the lungs via the respiratory system, where it begins to kill lung cells. On the other hand, in the present situation, those who have no symptoms of the disease are often affected (W. C. D. C. Dashboard 2020). Hence, this situation is forcing the global community to find some other
effective steps to prevent further more spread of this life-threatening infectious virus. Therefore, in the present situation, social distancing is said to be the best anti-depressant. It is the necessary action, and it emphasizes that people who have no symptoms also, to keep at least 6 ft from others. This research work aims to encourage effective measures to overcome the further spread of covid-19 and diminish the further spread of corona virus infection with minimal loss of economic resources, also propose a technique to detect and avoid people crowding in public places.

The term “social distance” was coined to reduce the likelihood of the spread of COVID-19 and to prevent further outbreak of infections. The main aim of introducing social distancing is to minimize the infection spreading rate, possibly reduce the vulnerability of the infection as well. According to WHO (Hensley 2020) regulations, the individual who is infected or un-infected must keep a minimum distance of 6 ft when they contact each other, also insists that must staying only at home and not coming out unnecessarily. It is a very vital action in the present situation, to concern seriously infected people. Figure 1 clearly emphasizes the necessity of social distancing. When it is implemented at the preliminary stage, the situation might not be this dangerous as much, possibly the number of death cases reduced as well. And it is clinically proved and gets a show with help of literature work (Nguyen et al. 2020).

Nguyen et al., 2020 discussed that, by means of social distancing, the number of infected individuals decreases gradually and its effect on health organization burden has been reduced. It paves the way to reduce the number of suspected cases as well. And mortality rate eventually decreases, and it is clearly illustrated in Fig. 2. [Collected from literature work]. It shows the effect of following social distancing properly, in which initially cases reported as very high after some time range number of cases (infected cases) decreases tremendously which denotes the positive impact of following the social distancing.

Various research works are still in progress and researchers are working to improve the necessity and importance of social distancing. Also, their literary work replicates that how to follow effectively, what step needs to be taken, which advancement action needs to be done. That sort of fundamental

---

**Fig. 1** Significance of maintaining social distancing

| Normal Behavior | Within 5 Days | Within 30 Days |
|-----------------|---------------|----------------|
| Infected Person | 2.5 Person Infected | 406 Person Infected |

| Maintaining 50% Social distancing |
|-----------------------------------|
| Infected Person | 1.5 Person Infected | 16 Person Infected |

| Maintaining 75% Social distancing |
|-----------------------------------|
| Infected Person | 0.625 Person Infected | 2.5 Person Infected |
action is explained, also explored to the best of their knowledge (ECDPC 2020; Fong et al. 2020; Ahmed et al. 2018; Kermack and McKendrick 1927). Most of the model utilizes the SIR mechanism also developed stochastic models with help of biological approaches (Eksin et al. 2019; Zhao and Zhao 2016). These respiratory diseases are highly contagious, among which the mode of transmission and the incidence of the virus are the most relevant factors. Precautionary measures and prevention steps must take to avoid the outspread of infection. Take considering this concern, an effect made by Eksin et al. (2019), which utilizes the SIR model also includes the boundaries of social distancing, boundaries fixes as B(A, C). Here A denotes the individual which is affected by infection and C denotes convalesce individual from the infection. With help of A and C boundaries can be determined.

\[
\begin{align*}
\frac{dS}{dt} &= -\beta S A T B(A, T) \\
\frac{dA}{dt} &= -\delta A + \beta A C T B(A, T) \\
\frac{dC}{dt} &= \delta A
\end{align*}
\]

Eq. (1)

The above equation, where term ‘\( \beta \)’ denotes the rate of infection. ‘\( \delta \)’ denotes the rate of convalesce. ‘\( T \)’ denotes the total population size by using \( T = S + A + C \) formula, total population is computed. The rate of transition is mapped from a vulnerable state (S) to an affected state (A), by using the expression \( \frac{\beta S A T}{\delta} \), transition is calculated.

Generally, the social distancing prototype consists of two types, i.e., long-term consciousness and short-term consciousness. The first of which prototype is said to be long-term consciousness, in which person’s contact with others is minimized proportionally to the overall percentage of affected (affected and convalesce) and equation indicates that,

\[ B = \left(1 - \frac{A + C}{T}\right)^k \]  

On the way the second prototype which is known as short-term consciousness, which explains the minimization of contacts is directly proportional to the given instance of affected individual proportion and this is stated as follows.

\[ B = \left(\frac{1 - A}{T}\right)^k \]  

In both cases, behavioral boundary is defined as ‘\( k \)’ and its range as, \(-1 \leq k \geq 0\). If k value is higher which is the affected
individual becomes very sensitive and leads prevalence of disease.

On a similar background, Dr. Andrew Ng published an AI automation invention for identification and monitoring, whether social distancing is followed in workplaces or not and he collaborates this with the help of the most popularized company of AI and possible of highly recognizable people under their leadership (Alto 2020; Ng n.d.). The company releases an article, in that upcoming automation spontaneously detect and find out, if people gathered at the working places and maintaining a safe distance between the working employees, also it insists to maintain at least 6 ft between one another. It is possible with the help of a live stream surveillance camera. Also, that would be integrated into the entire existing surveillance camera available in the working places to maintain social distancing among laborers. Also, that states, it is possible which consist of detection, calibration, and quantification process carrier over to monitoring the safe distance between people. This great effort gets recognized and appreciated by various Vendors in the Core technology of Artificial intelligence (AI 2020).

In the domain of remote sensing environment, object detection is a very difficult task and it’s a major research area. More research still in progress, to effectively detect objects in the environment. As considered our work, means the item of interest over the environment (individual person), in remote sensing image our item of interest (individual person), which is be less than 0.0001% over the environment, and finding this out in practice is something that is not possible. Inspired by artificial intelligence, many researchers are actively interested in putting this into practice. Also, over the past decades, Artificial intelligence has been proved to be a promising research area to overcome all existing issues in numerous domains, includes share market, weather prediction, telecommunication, etc. Moreover, its role is huge, especially in the medical field and remote sensing material detection. In past decades, Machine Learning (ML) models are widely used, in the field of object detection. Also, the ML model has done a tremendous role in detecting an object in the environment by using remote sensing images. Furthermore, the evolution of data over the earth is increased massively; hence big data has been evolved to store and process data effectively. Consequently, ML model performance gets degraded for extracting features from the image, hence Deep Learning (DL) Model is deployed (Aires et al. 2001; Akhand et al. 2016). Deep learning has achieved its extent peak to extract the object from the image. And various researchers, still in progress to get better performance over recognize an object by using remote sensing images. By means of, Multilayer neural network or deep neural network all the things get possible in DL. Hence our research work focuses to propose a practical framework to effectively monitoring the social distance in public places with the help of a Deep learning model using remote sensing static images. In a remote sensing image, the overhead position is used to detect our item of interest [individual person] from an image and it is determined using the DL model. The major objectives of this research work are as follows:

- Develop a deep learning framework in real-time to use the overhead position of remote sensing images to maintain social distance between people.
- By detecting an item of interest [individual person] from an image, we deploy pre-trained CNN, also a boundary box is applied over the images, and then centroid value is determined with help of the boundary box. Consequently, to intensify the model performance, a transfer learning approach is used. Also, we trained the layer for detecting an overhead position of the image and integrate them into pretrained model.
- Using the Euclidean distance, we estimate the close distance between each pair of centroids of the fixed boundary boxes, by this way we keep chase social distancing among people. Additionally, we fix a threshold value, in order to determine the violation among people by using pixel to space estimation.
- Centroid chasing algorithm is used, to find out those who do not follow the social distancing.
- Finally, evaluation metrics are used to determine the evaluation of model performance; also we evaluate our proposed practical framework with an additional state-of-art model in terms of evaluation metrics.

The paper is organized as follows: second section discussed the various related work, literature studies associated with sentimental analysis. Third section discussed the current problem statement along with the solution. The different methodology used for the proposed approach is discussed in fourth section. Experimentation and result discussion was on the fifth section. Finally, the conclusion of this paper and probable future work is discussed in sixth section.

**Related study and literature survey**

Various researches suggest that the deadly infectious disease covid-19 [Noval corona virus] began to spread in December 2019 from a place called Wuhan in China. At the end of the week in which the disease began to spread, the number of cases increased from 4000 to 5000 per day and reached its peak and spread to more than half of the population within a month of its inception, also taking millions of lives. Research also shows that people were most severely affected for up to 3 months [end of February 2020], with a slight decrease in the severity of the disease at the half of the third month and no new infections for the last 5 days following the end of that
month. Regarding this that people said they had no idea where the disease had started and that they had no medical equipment to control it, and that the method they used to control the disease by using social distancing as mentioned in the literature work (News 2020; N. H. C. of the People’s Republic of China 2020).

Prem et al. began researching the spread of COVID-19 and the implications of using social distancing. By making use of the SEIR model [susceptible-exposed-irresistible-recuperate], the author’s attempts were made to simulate the path of infectious also used artificial particular-location communication methods. Adherence to the social distance is said to be the same as the main reason for the spread of the disease if it is lifted before the infection subsides or at the same time as the infection subsides, and if the infection comes under control, the adherence to social distance should be gradually reduced (Prem et al. 2020). Though social distancing reduces the level of disease severity, on the concern of economic growth it’s a very painful and backward economy as well. Considering the economic situation in the United States they were not allowed to observe the social distancing in the early days because of which the spread of the disease reached a very cruel peak, which is specifically observed and stated by Adolph et al. (2021). Later the research was towards how to adhere to the social distancing without affecting the economy, hence researchers working on concern that how social distancing is followed effectively without affecting the economic status of the country. Kylie et al. were into that of research, was made a comparison how economic growth is affected while following social distancing in (Ainslie et al. 2020).

Many countries are trying to come up with several effective programs by seeking the help of technologies in the face of this deadly coronavirus infection. Many developed countries, such as India and Korea, are taking precautionary measures with the help of GPS to prevent the spread of the disease to others and to protect infectious people. Considering the welfare of the people, the Government of India has launched the Arogya Setu app. With help of Bluetooth and GPS that app works, which helps to detect the COVID-19 affected people, in that way it safeguards some other people who have a chance of spreading infection. On the other hand, make use of drones and surveillance cameras, to detect people gathering unnecessarily at the public place also monitor whether people followed effectively social distancing or not. But this action increases the manual effort that makes the situation even more challenging. Hence highly advanced social distance monitoring system is needed with the help of trending technologies (Sonbhadra et al. 2020; Punn and Agarwal 2020; Punn et al. 2020a; O 2020; Robakowska et al. 2017; Harvey and LaPlace 2019).

Identifying humans using surveillance cameras is a significant area of research that comes from the current situation. Because it’s totally depends on the manual way to detect numerous abnormal actions. Due to the advancement necessitate in various real-time applications, an intelligent system is needed over the area of object detection (Sulman et al. 2008). Therefore, detecting human unusual activity from a captured image is a challenging task and it leads to a situation worse due to ambiguity arising like camera angle, video image resolution, pose, background, etc. Hence high-level prior knowledge is demanded by the performance of a system to detect the real-time object (Wang 2013).

To detect an object in a moving position, two basic strategies are used. Detection and classification of techniques, the detection of an object at the primary stage includes filtering, background noise removal, and optical flow. Considering, background noise removal, variation of the present frame and the surrounding frame is determined at the block or pixel level. Some of the background noise removal approaches are temporal variation, background hierarchical model, adaptive Gaussian mixture, and non-parametric model. As for the optical flow detection method, to identify the motion region of a given image, and flow vector is correlated with the motion of an object. Also, techniques like outliers detection [to remove noise, color, etc...] and computational overheads are composed of optical flow techniques (Joshi and Thakore 2012; Javed and Shah 2002; Brutzer et al. 2011; Aslani and Mahdavi-Nasab2013; Dollar et al. 2005; Piccardi 2004; Xu et al. 2016; Tsutsui et al. 2001). Aslani et al. stated that to identify parameters of motion using spatio-temporal three-dimensional image [3D] which is based on Spatio-temporal filtering technique. Due to less complexity in computation as well as simplicity in nature, this method is far better. But its performance is limited to uncertainty and noise factor (Agarwal et al. 2016; Niyogi and Adelson 1994).

Deep learning models are effectively addressing the problems involved in object detection. In about last decade, deep learning has produced promising outcomes over the domain of image detection and classification. CNN (Convolution neural network) model has been specifically invented for the purposes of image recognition. Because of layers like convolution, filtering, and max pooling it easily extracts features from an image, also detecting a wide range of features instantly with various dimensions. Also, the visualization purposed is well organized with help of statistical analysis (Zhao et al. 2019; Krizhevsky et al. 2017). CNN initially converts pixels into vectors; based on the vectors it takes features from an image. In terms of considering model training, take a larger time. To address this problem, the YOLO model is used. It has 25 layers and each layer run convolution as default, which means layers like filtering, max polling which run in every convolution layer. So, performance would as much as quick also take very less timing for training the model (Ren et al. 2015; Chen and Gupta.
A regression approach is used in YOLO, which effectively learns features from the boundary boxes; also probability score is associated with every class label. Hence this model provides excellent performance in terms of training and speed. So, the complexity of extract features from an image has been much quicker also its well-organized method exhibits its generalized power capabilities showed over an image (Redmon et al. 2016; Putra et al. 2018). The following Table 1 clearly demonstrates various techniques used so far to maintain social distancing.

We concluded from the literature that the researcher has done appreciable work to monitor, whether social distancing is followed in public places or not. Nearly maximum work focused only on the front or side camera view position of an image. Because of that, we build a framework using a Deep learning paradigm and consider the only overhead position of the remote sensing aerial image [Note: Overhead position offers a better field view of an image]. Thus it plays a significant role in monitoring social distancing effectively through determining distance among people.

### Methodology

Recent works, utilizes only front and side position of an image to detect social distancing among people. But our work is to detect and monitor social distance among people using overhead position of an image using deep learning framework. Our framework utilizes overhead recorded dataset, and furthermore subdivided that for training and testing purposes. Recent researches used numerous pre-trained models, and different frameworks for training dataset to detect an image. Nowadays different models are existing in order to extract and determine object from an image (Krizhevsky et al. 2012; Simonyan and Zisserman 2014; Girshick 2015; Girshick et al. 2014). On basis of considering effective strategy, improved SSD (Single Shot Multibox Detector) is used in our research work. The pretrained model was trained by using Common object in context dataset (COCO). By using transfer learning technique, efficiency of detection model is enhanced. Also new layer is trained and integrated with the pre-trained model in order to extract features from overhead position image.

### Table 1

| Existing solutions          | Methods/techniques                                      | Accuracy          |
|----------------------------|---------------------------------------------------------|-------------------|
| Dalal and Triggs (2005)    | Texture-based schemes using SVM                          | Acc=94.37         |
|                            |                                                         | Sen=95.97         |
|                            |                                                         | Spe=96.63         |
|                            |                                                         | Pre=97.83         |
|                            |                                                         | F1-score=97.37    |
| Leibe et al. (2005)        | Estimation based trajectory using CNN                    | Acc=97.03         |
|                            |                                                         | Sen=96.05         |
|                            |                                                         | Spe=100           |
| Andriluka et al. (2008)    | Tracklet-based detectors using RCNN                      | Acc=96            |
|                            |                                                         | Sen=100           |
|                            |                                                         | Spe=94            |
| Eshel and Moses (2008)     | Crowd detection faster RCNN                             | Acc=74            |
|                            |                                                         | Sen=79.1          |
|                            |                                                         | Spe=62.4          |
| Su et al. (2009)           | Counting model based on people vision using CNN with SSD| Acc=89.89         |
|                            |                                                         | Sen=92.04         |
|                            |                                                         | Spe=88.98         |
|                            |                                                         | AUC=94.37         |
| Punn et al. (2020b)        | Detect humans and the Deepsort using the YOLOv3 model.  | Acc=93            |
|                            |                                                         | AUC=97            |
|                            |                                                         | Pre=95            |
|                            |                                                         | F1-score=93       |
| Ramadass et al. (2020)     | Autonomous drone-based model using YOLOv3 model         | Acc=96.35         |
|                            |                                                         | Spe=95.30         |
|                            |                                                         | Sen=100           |
|                            |                                                         | Pre=95.34         |
| Pouw et al. (2020)         | A framework for physical distancing and managing crowd using faster-RCNN and SSD.| Acc=70.82         |
|                            |                                                         | Sen=69.81         |
|                            |                                                         | Spe=92.92         |
|                            |                                                         | Pre=68.78         |
|                            |                                                         | F1-score=67.12    |
Step involved finding out social distance among people

Once an object is detected by means of improved SSD, that information is treated as boundary box information. Also, a centroid is determined over every detected boundary box. Then find out meanwhile distance among each determined centroid over an image, a Euclidean distance is used. A threshold predefined value is equal to 6 ft is employed to verify that the distance between any two-boundary centroid is less than the number of pixels configured. If two persons are very close in contact means violation exists, that is, the distance between each of them is much shorter than the distance we specified [i.e., threshold]. Then that particular information is kept and stored as violation set. Because there is a violation, that particular boundary box color will be changed to red. To determine, those people who violate social distancing, a Centroid chasing algorithm is used. And the final output will be our model produce the total number of people who violates social distance along with its detected boundary boxes and centroid.

Boundary boxes

The conclusion derived from literature survey point out that, if we want to detect every object individually from the set the object over the image, the concept of boundary boxes is used. These boxes are covered in different spatial locations (for each filter) with different sizes or dimensions and proportions in the input image. In our work, we used width \( W \times \) height \( H \) to generate boundary boxes over the dimension of image.

Consider any location of dimension of image can be \( Wp \times Hp \times Vp \). The ratio of aspect is \( r > 0 \) also the parameter is ‘p’ which ranges from \((0,1]\). For each model from literature, also our model enhanced SSD, are used the configured value of \( p \) and \( r \) which is given in Table 2. Then trained process is done over detection model in order to predict and determine which class, the generated boundary box is belonging to. Also, any adjustment is required on the boundary box dimension [adjust height and width], we have established a balancer to take care of it, also that enables to fit the ground truth object in a better way and paves the way to reduce the loss regression and classification. But in a real work environment, usually objects are closely in nature and kept in close contact with each other, so possibility of getting overlapping in the boundary boxes. So, we used non-max suppression (NMS), to determine the IOU [Intersection over union] boundary. That helps to retrieve our object of interest [individual persons] effectively. Then determine overlapping region ratio between ground truth value and the predefined boundary box. Finally, the determined score value is compared with hyper-parameter of fixed threshold and the image of best boundary box is returned (Table 3).

Loss functions of boundary boxes

The step involved for training our model includes boundary box which is assigned as ‘b’ and the corresponding label such as ‘1’ means positive and ‘0’ means negative. Also, our object of interest [individual person] is associated with entire ground truth value box ‘g’. Furthermore, the assigned class label as positive means it works with \( P_0 \in \{a_1, a_2, \ldots, a_n\} \). Here \( a_n \) represent object belong to category \( n \). On the other hand, the encoded vector also generated with respect to ‘b’ which is \( f(g, b) \). Consequently, the negative boundary box is represented as \( P_0 = 0 \). An image \( R \), consisting of some boundary box ‘b’ corresponding to trained model parameter \( \omega \) and the class object belong to predicted class as \( Z_{class}(R|b; \omega) \) along with equalizer box as \( Z_{reg}(R|b; \omega) \). The following equation is used to determine loss function in order to detect boundary boxes,

\[
L(b|R; \omega) = \alpha.L_{obj}^b L_{reg}[f(g, b) - Z_{reg}(R|b; \omega)] + \beta.Z_{class}(P_0, Z_{class}(R|b; \omega))
\]

From the above equation \( Z_{class} \) denotes prediction of single boundary box, \( L_{reg} \) denotes the regression loss with respect to boundary box. Also, \( L_{obj} \) = 1, and ‘b’ is a positive boundary. The weight combined with regression and classification as \( \alpha, \beta \) respectively. Finally the overall boundary box losses is computed using \( L(b|R; \omega) \).

Centroid over an image

Once boundary box is detected over an image, Next centroid is automatically calculated over an image. That paves the way to get the center position of all the boundary boxes. After getting center position of all the boundary boxes, then we apply Euclidean distance, over every box along with centroid point. Finally, if the values are less than our fixed threshold value, there exists a violation.

In general, for instance it works between each and every detected boundary boxes. Initially select any one boundary box out of an image, then applying the above equation is to find out centre position of an image.

To summarize a shape of given image \( R(a,b) \)

\[
\mu_{xy} = \frac{M_{\mu_{xy}}}{M_{\mu}} = \frac{M_{\mu}}{M_{\mu_{xy}}}
\]

Where, \( \mu_{xy} = \frac{M_{\mu_{xy}}}{M_{\mu}} \)
Euclidean distance over a detected boundary box

Once a centroid is determined from a set of fixed boundary boxes. Then our search space reduces to single boundary box [individual person or single point]. Take that point as ‘G’. Then, from point ‘G’ our approach calculates Euclidean distance over determined boundary box along with point ‘G’. It is calculated by using the Eq. 6.

\[
D(x,y) = \sqrt{\sum_{m=1}^{n} (y_m - x_m)^2}
\]  \hspace{1cm} (6)

where x, y point out two determined boundary boxes. \(y_m\) and \(x_m\) represent Euclidean vector, from starting from the origin of space; m represents total space (Fig. 3).

Convolution Neural Network (CNN)

CNN stands for convolution neural network, which is a notable type of deep learning neural network. It is used for processing the known data, a grid-like topology. CNN plays a significant role in processing the detection and classification of the image. It is one of the well-known practical applications and made a phenomenal success. Convolution, pooling, and fully-connected are the layers which are consist of the building block of CNN. The convolution layer performs convolution operation, which means instead of using normal matrix multiplication, its performance convolution operation within its layer and it’s just like a neural network. It comprises an input layer [where we import our features], an output layer, and numerous hidden layers [depends on model performance]. Each hidden layer holds a convolution layer, and then a pooling layer, and finally a fully connected layer.

1. Convolution layer: This is the primary layer of the convolution block, which consists of kernels and filters. It is independent of the feature of an image. All the layers are initialized randomly. Its operation of convolution is defined as

\[
O(t) = (x*W)(t)
\]  \hspace{1cm} (7)

Where ‘x’ indicates the input vector and W indicates the kernel. This equation works with help of two inputs, which is matrix and filter or kernel of an image. By use of those inputs, it maps the output. If every image consists of matrix dimension such as \([h*w*d]\), also filter size as \([fh*fw*d]\). And the corresponding output dimension volume is as \([h - fh + 1] * [w - fw + 1] * 1\]. By detecting edge, sharpening and blurring kind of functions are possible over an image with help of different filters. And high-level feature extraction such as extract edge from an image with help of convolution operation. This layer depends on user requirements. Also, special operations like strides and padding are associated with every convolution operation. Once the performance of the convolution layer is done, the output is generated in the form of a feature map and that can be fed input to the pooling layer.

2. Pooling layer: CNN exactly consists of three stages. The first stage, corresponding to the linear activation and the second stage consists of a non-linear activation function. Accordingly, the third stage consists of pooling features. Pooling consists of two main kinds i.e., max pooling and average pooling. Input feature vector consisting of a window over within it along with stride. Consequently, the size is mentioned, which is known as the hyper-parameter

Table 2 Feature extraction performance on ImageNet challenge collected from literature work

| Used models                        | Accuracy | Parameters (p) | Ratio (a*100/p) |
|-----------------------------------|----------|----------------|-----------------|
| VGG-16 (Simonyan and Zisserman 2015) | 0.70     | 16 M           | 4.72            |
| ResNet-101(He et al. 2016)        | 0.75     | 43.6 M         | 1.77            |
| Inception v2 (Szegedy et al. 2016) | 0.73     | 11 M           | 7.39            |
| Inception v3 (Szegedy et al. 2017) | 0.77     | 23 M           | 3.57            |
| Resnet v2 (Szegedy et al. 2017)   | 0.79     | 55 M           | 1.47            |

Table 3 Hyper-parameters to generate the boundary boxes

| Models used for detection | Vector size (p) | Aspect ratio | Boundary boxes | Intersection of union |
|---------------------------|-----------------|--------------|----------------|-----------------------|
| Faster RCNN (Punn et al. 2020c) | [0.26, 0.6, 1.0] | [0.6, 1.1, 2.0] | 9              | 0.7                   |
| YOLO v3 (Punn et al. 2020c)     | [0.26, 0.6, 1.0] | [0.4, 0.6, 1.0] | 9              | 0.6                   |
| SSD (Punn et al. 2020c)        | [0.2, 0.56, 0.94] | [0.4, 0.6, 1.0] | 9              | 0.5                   |
| Improved SSD                  | [0.2, 0.57, 0.94] | [0.4, 0.6, 1.0] | 9              | 0.5                   |
of a given pooling layer. The maximum value of features is considered in the case of the max-pooling layer accordingly average value is considered in the case of the average pooling layer. It paves the way to increase the computational efficiency as well as decrease the feature representation.

3. Fully connected layer: The pooling layer output is fed input to the fully connected layer that layer helps to connect every neuron in that layer. The result of the fully connected layer indicates that the total classes in the classification. At last, by utilizing the soft-max activation function, the input vector gets normalized and that corresponding to each probability value of the input vector. This activation function performs exponential action that smoothes the data and ranges output between $[0–1]$. Similar to the traditional neural network, training error is determined with respect to weight $W$, also training error is minimized and back-propagation is done with help of a gradient descent optimizer.

$$L = -\frac{1}{|Z|} \sum_{i} \ln \left( p(y_i|Z) \right)$$

(8)

Where

- $|Z|$ Number of training example.
- $y_i$ Training example corresponding to $i^{th}$ label.
- $p(y_i|Z)$ Correctly classified class probability.
Proposed approach

In this section, we will point out about proposed detection model along with clear architecture. We will use an improved SSD for detecting every object over an image. Also proposed flow framework of social distancing monitoring is demonstrated in Fig. 4.

Improved single shot detector with feature fusion

Considering traditional single shot detector [SSD], it achieves better performance by making use of various layers involved in features maps to detect an object in feature pyramid. By utilized, each layer in the feature pyramid detect independently. Therefore, the traditional SSD model has not the ability to find out the relationship between different layers. Each layer in the pyramid consists of unique information regarding the feature. Consequently, Low-level and High-level layer consists of rich information and powerful semantic features. Hence a high level of importance needs to combine the features of various layers so that the feature pyramid obtaining wealthy feature details regarding semantics.

We demonstrate the structure of an improved single-shot detector in Fig. 3. Our suggested improved SSD has differed from the traditional SSD. Because in improved SSD, used feature information in two-way transfer learning in order to accomplish various output layer feature fusion. In feature fusion pyramid consists of one layer in middle-level. And the reason for that, rich details and well semantic features are present in the middle level. The upper and lower level in the middle layer is known as higher and lower-level layer respectively. It is determined that it is not a traditional SDD also by making use of higher and lower-level layers to get feature fusion results.

To accomplish feature fusion; initially make to set the same size as all feature maps. And utilizing the up and down-sampling technique, the shape of each layer has been resized. The higher and lower-level layer has resized the shape in the

Fig. 4 Proposed flow to detect social distance monitoring framework using overhead position
form of $2H \times 2W$, which is equal to the middle layer i.e., target layer, and showed in Fig. 3. Furthermore, to combine the dimension of the channel, a $1 \times 1$ convolution layer is used [which is equal to 512]. To combine feature value distribution before feature map fusion, a normalization technique is required. Because every layer features value distribution is different. Hence batch normalization is used to accomplish uniform distribution before fusion. At the last feature, a map is obtained with the help of various layers. The obtained feature map consists of well semantic features and finest details because of invoked feature fusion technique.

**Object detection in improved single-shot detector**

By using object features, the object’s category is done in the existing detector. If the object feature is too small and not apparent means detecting its own feature from that category is very difficult which leads to an increase the complexity. When detecting an object from a remote sensing aerial image is uncertain, it is necessary to examine high-level attention between objects.

When we determine the type of object that is not clearly visible, it is natural to look at the scene and the objects around it to help make a decision. For instance, if you find objects on the road, you can easily determine the road, vehicles, and trees over the image. However, as shown in Fig. 4, due to the lack of existing features, people in some other cars can be missing or misidentified. In this scenario, the detected objects can be used with more confidence, helping us to determine the obscure objects.

For instance, we have some object $A = \{A_1, A_2, \ldots , A_n\}$ over a given image $R$, and $n$ is the maximum object that is present. Our objective is to detect every object over an image. Hence the objective function for model training can be defined in eq. 7:

$$\arg_X \max_L = \log Q(A_{A_1:n}|X,R)$$

(9)

From the equation $X$ is the model, in which maximize the log function $L$ and $A_{A_1:n}$ stands for $\{A_1, A_2, \ldots , A_n\}$. By means of using relation among objects, we create an equivalent transformation of eq.[7] which is given in eq. [8].

$$\arg_X \max_L = \sum_{m=1:n} \log Q(A_m|A_{A_1:n-1}, X,R)$$

(10)

We integrate our visual reasoning to the objective function and that approximation will be,

$$\arg_X \max_L \approx \sum_{m=1:n} \log Q(A_m|S_{n-1}, X,R)$$

(11)

Here $S_n$ denotes visual model reasoning that able to note all the relation among objects. The detection model is represented as $X$ that can be trained with help of the network.

Two sections comprise up the overall visual reasoning model. The first section enables the connection among objects. In case we have categories of objects as ‘n’ which means we employ relationship matrix $F = (f_1, f_2, \ldots , f_m) \in T^{mxn}$ which is symmetric. The relationship among the object $i$ and $j$ can be denoted by $f_{ij}$ obtained by make of the following equation,

$$f_{ij} = \sum_{m=1}^{N} R_m(i,j)$$

(12)

$R_m(i,j) = \{ \begin{array}{l} 1 \text{ if } d_{ij} \\ 0 \text{ otherwise} \end{array}$

$N$ indicates the total training items, the center distance among the objects is indicated as $d_{ij}$ and our region of interest [individual person] is denoted as $T$. Once a relationship matrix is built, it is used to provide to model to find out the object over an image $R$.

The second stage manifests how we use the relationship to help the detection model. By making use of an enhanced SSD algorithm, we detect an entire object over a single image with the help of confidence value. The confidence value of the detected item is greater than 0.6 is treated as trustable detection results. Furthermore, make use of those trustable detection results are less belongs to the confidence value ranges from 0.4 to 0.6. Hence less trustable detection outcome’s confidence value gets updated by using the below formula,

$$s_i(x) = s_i(x) + \lambda \frac{\exp(-e^{-\delta_i(x)})}{\exp(-e^{-\delta_i(x)}) + e^{-\delta_i(x)}}$$

$$p_i = \sum_{j \in T} e_{ij} - Q(e_{ij} = 0)$$

(13)

Where $si(x)$ is the total value of confidence of the detected object $x$ which is contained in class $i$, $T$ is the trustable objects that are around the object ‘$x$’ in an image. The parameter of trade-off among the model detection is indicated as. The total number of times $=0$ that can be returned by the function $Q$. The object’s final value of confidence is no more dependent on a feature of its own, but also on the objects by its surrounding. Indicates that the object consists of class $I$, if the value is greater than 0 it means the value of confidence over objects gets increased otherwise will decrease. In this way, an object has to be detected with less relevant features.

| Model                           | Testing accuracy |
|---------------------------------|------------------|
| Improved SSD without transfer learning | 93.4%            |
| Improved SSD with transfer learning | 95.3%            |
Experimentation

Description about dataset and performance metrics

This section explores a clear description regarding different approaches we are used for our experimentation purposes, and we compared our approach with different state-of-art approaches also resultant is clearly demonstrated.

Utilizing single-stage network architecture, the boundary box and the different class probabilities are estimated. Also, the model utilizes COCO [Common objects in context] dataset for training purposes and training is done with help of these pre-trained datasets.

Furthermore, a transfer learning technique is implemented in order to detect the overhead position of an image that enhances the model detection efficiency. The new layer is trained and integrated with existing architecture using improved SSD.

For training, the detecting model of overhead position, we used the dataset taken from the Institute of Management Sciences, Hyderabad, and Peshawar Pakistan, which is an indoor recorded dataset (Ahmad et al. 2019). Further split the dataset 80% and 20% accordingly for training and testing purposes.

Our experimentation result is estranged into two phases. In the First phase, we discussed the result based on testing the pre-trained model either with or without the transfer learning technique. Then in the Second phase discussion is based on applied transfer learning for the overhead position detection model is evaluated with other state-of-art approaches. The main purpose of comparing the results of both phases, the model is tested using the same remote sensing top view images. We used the metrics like accuracy, precision, and recall for performance evaluation.

| Model                                      | Accuracy | Precision | Recall | F-measure |
|--------------------------------------------|----------|-----------|--------|-----------|
| Fast-RCNN (pre-trained) (Imran et al. 2021) | 90%      | 80%       | 66%    | 72.33%    |
| Faster-RCNN (pre-trained) (Imran et al. 2021) | 92%      | 80%       | 70%    | 74.67%    |
| Mask-RCNN (pre-trained) (Imran et al. 2021)   | 92%      | 82%       | 70%    | 75.53%    |
| YOLOv3 (pre-trained) (Imran et al. 2021)      | 92%      | 84%       | 78%    | 80.89%    |
| Improved SSD (trained using overhead position dataset) | 95.3%   | 86.28%   | 79.73% | 82.87%    |
Performance metrics used for evaluation purposes

Accuracy: Accuracy can be evaluated as follows

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \tag{15}
\]

Where,

- TP: An instance which is positive also predicted as positive.
- TN: An instance which is negative also predicted as negative.
- FP: An instance which is negative but predicted as positive.
- FN: An instance which is positive but predicted as negative.

Precision: Precision can be evaluated as follows.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{16}
\]

Recall: Recall can be evaluated as follows.

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{17}
\]

F-Measure: F-Measure can be evaluated as follows.

\[
F - \text{Measure} = 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{18}
\]
Result analysis

PHASE I: result comparison between improved SSD with and without transfer learning technique

The testing result based on the framework of social distancing using a pre-trained model either with or without transfer learning has been reported and visualized as a graph for understanding purposes, which is shown in Fig. 5 and corresponding tested accuracy as listed in Table 4. As the result showed that our suggested improved SSD approach with transfer learning outperforms well, to detect and monitor social distancing effectively over remote sensing top view images and our suggested approach produces better results compared to improved SSD without transfer learning. For testing purposes, we used same static images for both the model. Our

Fig. 9 Detecting boundary boxes
research work is only based on the top-view position of remote sensing image, but in testing, we include few frontals and side view position images, in order to trace out how our approach effectively works in that context also and how to detect our item of interest [individual person], by the way, all the detected result as displayed as follow, which clearly demonstrated the output result of our model.

**PHASE II: result comparison between improved SDD with transfer learning and other State-of-art approaches**

Transfer learning technique improves the accuracy of our detection model. By means of detecting overhead position, in addition overhead dataset is trained to detect overhead position of an image. We fix epoch and batch size for training the dataset as 50 and 64 respectively. Furthermore, we appended a middle layer over an architecture that paves the way to minimize the training losses and testing error. In this phase, comparison is done with help of state-of-art approaches like Fast-RCNN (pre-trained), Faster-RCNN (pre-trained), Mask-RCNN (pre-trained), YOLOv3 (pre-trained), Improved SSD (trained using overhead position dataset). As best of our knowledge, state-of-art approaches is the best approaches so far to detect objects over an image and from literature work we used those approaches (Imran et al. 2021). We listed various performance evaluation measures used in our experimentation in Table 5 and also showed the corresponding graph in Fig. 6.

From Fig. 6, illustrates clearly that our suggested improved SSD with transfer learning outperforms well and achieves an accuracy of 96.7% while detecting our item of interest [individual person] from a remote sensing top view image. Hence our proposed social distancing framework using improved SSD is the best among other state-of-art approaches collected from literature work. The front and side view, overhead position tested sample input images, then detecting bounding boxes and calculating centroid over an images finally applying Euclidean distance over centroid points are shown in figures (Figs. 7, 8, 9, 10 and 11).


## Conclusion

In this research work, we present a real-time deep learning framework to effectively monitor the social distancing among people using the Improved SSD model. For experimentation, purposes a pre-trained COCO dataset along with an overhead position dataset is used. To improve the performance of the pre-trained model transfer learning technique is adopted. By means of integrating a new layer over the existing architecture, an overhead dataset is trained. Our detection model uses a centroid chasing algorithm to identify, whether people violate social distancing or not. Centroid chasing algorithm works on the basis of the fixed threshold value. The experimentation result clearly demonstrates that our deep learning framework works efficiently identifies people who have close contact and violate social distancing. Our detection model performs with better accuracy of 96.7%. Also, overall model detection efficiency and accuracy have been improved with help of the transfer learning technique. Our detection accuracy has been compared with various existing state-of-art approaches also comparison graph is generated. In the future, We aim to extend our research work to use real-time surveillance camera captured video to improve the detection of boundary box rate and real-time performance measures and also plan to integrate a new layer to train the model even more effectively.
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