Generic first-order phase transitions between isotropic and orientational phases with polyhedral symmetries
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Polyhedral nematics are examples of exotic orientational phases that possess a complex internal symmetry, representing highly non-trivial ways of rotational symmetry breaking, and are subject to present experimental pursuits in colloidal and molecular systems. The classification of these phases has been known for a long time, however, their transitions to the disordered isotropic liquid phase remain largely unexplored, except for a few symmetries. In this work, we utilize a recently introduced non-Abelian gauge theory to explore the nature of the underlying nematic-isotropic transition for all three-dimensional polyhedral nematics. The gauge theory can readily be applied to nematic phases with an arbitrary point-group symmetry, including those where traditional Landau methods and the associated lattice models may become too involved to implement owing to a prohibitive order-parameter tensor of high rank or (the absence of) mirror symmetries. By means of exhaustive Monte Carlo simulations, we find that the nematic-isotropic transition is generically first-order for all polyhedral symmetries. Moreover, we show that this universal result is fully consistent with our expectation from a renormalization group approach, as well as with other lattice models for symmetries already studied in the literature. We argue that extreme fine tuning is required to promote those transitions to second order ones. We also comment on the nature of phase transitions breaking the $O(3)$ symmetry in general cases.

I. INTRODUCTION

Nematic liquid crystal phases are states of matter that possess long-range orientational order but are translationally invariant [1]. Historically, they were discovered in systems of rod-like molecules with a $D_{2h}$ symmetry and had a revolutionary impact on the display industry. However, it is generally accepted that the classification of nematic phases coincides with three-dimensional ($3D$) point groups. Since the early 1970s there have been steady and tremendous efforts in the search for new nematic phases beyond uniaxial order. Indeed, $D_{2h}$ biaxial nematics were proposed [2] and their properties were discussed [3] just shortly after theories of the uniaxial ones were established [1]. There is now strong evidence of their existence [5,7] and they are believed to be promising candidates for the next generation of liquid crystal displays (LCDs) [8]. Another remarkable example of unconventional nematic phases whose existence has been established is the twist-bent liquid crystals formed from bent-core constituents with $C_{2v}$ symmetry [3,5]. They exhibit intriguing optical [9,12] and elastic [13,14] properties and rich transition sequences [15–18], and are still subject to present studies.

Moreover, there is also great interest in more complex polyhedral nematic phases classified by polyhedral groups. Attention has been focused on the search for those phases experimentally in various chemical and colloidal systems [19–22] and numerically from packing shapes [22,32], classifying the associated order parameter tensors [33–35] and topological defects [36,37], constructing theories supporting such orders and investigating their phase diagrams [15–18,42], and examining the consequential macroscopic properties [43,44].

Nevertheless, in spite of considerable progress, we may have unveiled only a small corner of the rich landscape of the polyhedral phases. There are still many open questions on, e.g., their transition sequences and the nature of those phase transitions, the interactions of the associated topological defects and their influence on the thermodynamical, optical and mechanical properties of the system. From a theoretical point of view, the difficulty is closely tied to the complexity of those symmetries and their subgroup structure. These demand tensor order parameters of high rank and lead to rich patterns of phase transitions where dynamics of topological defects also plays a crucial role. Traditional Landau schemes and the associated lattice models are explicitly based on order parameters, and, hence, may become extremely involved and difficult to handle when dealing with complicated symmetries. They are also not convenient in accessing topological defects. Furthermore, the full classification of the explicit form of those order parameter tensors has been attained only recently [45,46].

However, lattice gauge theory, adopted from high-energy physics [17], has opened up new avenues to address these issues. The application of this method to nematic orders dates back to the seminal works of Lammert, Rokshar, and Toner in the mid-1990s [48,50]. The authors utilized a $Z_2$ gauge theory to promote Heisenberg vectors to directors, and formulated their model in terms of vectors and $Z_2$ gauge fields, instead of $Q_{2h}$ tensors. They successfully capture the important statistical physics of uniaxial nematics, especially the first-order nematic-isotropic (NI) transition, and show the power of lattice gauge theory in controlling dynamics of topological defects. Variants of the Lammert-Rokshar-Toner model have also been applied to strongly correlated elec-
tron systems, for instance, in studies of charge fraction-
alization of superconductors \[51, 53\] and spin nematics \[54, 55\].

The works mentioned above have focussed exclusively on \(Z_2\) symmetries and uniaxial orders. Only recently has the gauge-theoretical description been extended to accommodate general point-group symmetries, in the studies of \(2 + 1d\) quantum melting \[56, 57\] and \(3D\) thermal nematics \[45\] to \[48\] by ourselves and collaborators.

Its advantages have been proven both mathematically and practically, especially when dealing with \(3D\) point groups which are in general non-Abelian. First of all, it has been shown in solid mathematical terms that the gauge model fits all nematic orders into a uniform and efficient framework, regardless of their symmetry \[45\]. This is in stark contrast to traditional order-parameter methods which are typically specific only for a single symmetry and often suffer from the complexity arising from high-rank ordering tensors. Moreover, the formulation of the gauge model requires no prior knowledge of the underlying order parameter which is an essential input for traditional methods. Instead, it acts as a machinery and generates a full classification of nematic ordering tensors which, to our knowledge, has never been done before \[40\], though remarkable results of a more narrow scope have been obtained previously by other means \[33–49\].

Furthermore, in virtue of its generality, the gauge-theoretical method can also provide a global view over symmetries, which allows us to explore universal properties of different nematic orders \[45\]. These include the insight of a relation between thermal fluctuations and symmetries, and the finding of a vestigial chiral phase that is reminiscent the chiral liquid reported in a recent experiment \[59\]. Last but not least, the gauge model is also naturally compatible with anisotropic interactions. By allowing anisotropy, it has mathematically predicted and numerically verified rich patterns of biaxial-uniaxial transitions and new types of biaxial-biaxial* transitions \[58\], enriching our understanding of biaxial orders.

In earlier works, we have focused on building the connection between generalized \(3D\) nematics and non-
Abelian gauge theories, and on exploring the topology of their phase diagrams. In the present paper we study the nature of the NI transition for polyhedral orders by means of Monte Carlo simulations and a renormalization group analysis. This is not only important for physical properties of the system near the phase transition, but also relates to a fundamental question in statistical physics. That is, whether breaking \(O(3)\) in different manners can give rise to new universality classes. Moreover, it is worth pointing out that the gauge-theory model allows us to easily exclude irrelevant symmetries and focus on the most important degrees of freedom. Meanwhile, the model remains flexible enough to incorporate competing orders and disorders.

The symmetries we are interested in are the 7 polyhedral subgroups of \(O(3)\), \(\{T, T_d, T_h, O, O_h, I, I_h\}\), requiring orientational tensors of rank higher than 2. Nematic phases of these symmetries are sometimes dubbed as octupolar or tetrahedral \((T_d)\), cubic \((O, O_h)\) or icosahedral \((I, I_h)\) phases in literature. However, for convenience we will refer to them as generalized nematic phases when discussing general symmetries and \(G\)–nematics when discussing a specific instance of the symmetry \(G\). This convention was by no means invented by us, but already used in the textbook Ref.\[1\] These polyhedral nematic phases have not been clearly identified in experiments. Nevertheless, this does not mean that they are only of academic interest. Indeed, modern technologies in nano and colloid science are able to synthesize and manipulate mesoscopic particles with the desired symmetry to a high degree \[60, 65\], hence providing essential building blocks for the realization of polyhedral phases. Moreover, it is also worth noting that these phases may emerge from systems of lower-symmetry constituents with suitable interactions or geometrical constraints, such as the proposed tetrahedral \(T_d\) phase from \(C_2\)-shaped molecules \[14\] and \[32\] and the cubic \(O_h\) phase from \(D_{\infty h}\)-components \[28, 30, 67\].

This paper is organized as follows. In Section \[II\] we define the necessary degrees of freedom, and review the realization of generalized nematics in the language of lattice gauge theories. Section \[III\] is devoted to Monte Carlo simulations. We first discuss the results of the chiral tetrahedral \(T_d\) nematics in detail, then present those for other polyhedral symmetries with a discussion on their general features. We compare our results with those from a renormalization scenario and other lattice models in Section \[IV\]. Finally, we conclude and provide an outlook in Section \[V\].

\section*{II. GAUGE-THEORY DESCRIPTION OF NEMATIC PHASES}

\subsection*{A. Degrees of freedom}

Instead of directly using physical order parameters, the fundamental degrees of freedom are nonphysical matter fields and gauge fields in the gauge theoretical description. The matter fields are \(O(3)\) fields describing all possible rotations in \(3D\) real space. They can be parameterized by local orthonormal triads as

\[ R = (l, m, n)^T \in O(3), \]

where \(n^\alpha = \{l, m, n\} \) with \(\alpha = 1, 2, 3\) are the three axes of a local triad. In concrete terms, they are defined by rotations that let \(R\) coincide with the fixed “laboratory” axes \(e^\alpha = \{e_1, e_2, e_3\}\), and are parametrized by three Euler angles with respect to \(e^\alpha\).

The three axes of \(R\) satisfy the relation

\[ \sigma = \det(R) = 1 \cdot (m \times n) = \pm 1. \]

This also defines the chirality or handedness, denoted by a pseudo-scalar \(\sigma\), of the triad. For \(\sigma = 1\), \(R\) describes
rotations in $SO(3)$ and is usually referred to as a proper rotation. For convenience later on, we also define triads formed by pseudo-vectors $\mathbf{n}^\alpha = (\mathbf{l}, \mathbf{m}, \mathbf{n})$,
\[
\mathbf{R} = (\mathbf{l}, \mathbf{m}, \mathbf{n})^T \in SO(3),
\]
with $\mathbf{l} \cdot (\mathbf{m} \times \mathbf{n}) = 1$, describing rotations of a rigid body. Correspondingly, a rotation in $O(3)$ can be decomposed as
\[
\mathbf{R} = \sigma \mathbf{R}.
\]

The gauge fields are defined as a connection between two neighboring triads. They are also rotations, but in contrast to the global $O(3)$ rotations, they describe local rotations with respect to the axes of a triad. The introduction of gauge fields makes it possible to compare two triads locally at different locations. The symmetry of the gauge fields is a point group by construction. In the simplest situation, when homogenous distributions of order parameters are preferred, it coincides with the symmetry of the “mesogens” of a liquid crystal. In terms of the terminology of Ref. 68, this symmetry is chosen to be the symmetry of the effective building blocks of the system, and can in turn represent the symmetry of the state in the fully symmetry-broken phase. In other words, the scheme works at a coarse-grained level by construction.

### B. The model

Having established the necessary information on the degrees of freedom, we now introduce the gauge-theoretic model. It is defined on an auxiliary cubic lattice, which is permitted by the continuous translational symmetry of nematic liquid crystals. It hence applies to both continuous and discrete point groups. The Hamiltonian takes the following form,
\[
H = - \sum_{(i,j)} \text{Tr}(R_i^T \mathbb{J} U_{ij} R_j).
\]

$R_i$ is the $O(3)$ triad at a lattice site $i$, $U_{ij}$ is the gauge field of a point-group symmetry $G$ mediating the interaction between two nearest-neighbor sites and lives on the link $(i,j)$. $\mathbb{J}$ is a coupling matrix and can act as a tuning parameter. It is constrained by the symmetry of nematic mesogens, $i.e.$ the gauge symmetry $G$, in such a way that it has to be invariant under the transformation $\Lambda_\alpha \Lambda^T = \mathbb{J}$, $\forall \Lambda \in G$. It follows that $\mathbb{J}$ is isotropic and takes the form $\mathbb{J} = J \mathbb{I}$ for all polyhedral groups, where $J$ is positive for ferromagnetic (alignment) coupling. However, anisotropies of $\mathbb{J}$ are possible for nematics with axial symmetries, and are responsible to the generalized biaxial-uniaxial and biaxial-biaxial transitions [58].

The Hamiltonian Eq. 5 is invariant under gauge transformations
\[
R_i \rightarrow \Lambda_i R_i, \quad U_{ij} \rightarrow \Lambda_i U_{ij} \Lambda_j^T, \quad \forall \Lambda_i \in G.
\]

This invariance identifies the orientation of a triad defined by $R_i$, with that defined by $\Lambda_i R_i$, and thus encodes the symmetry of the mesogens under consideration.

To be more concrete, we define a local triad $n_{ij}^{\alpha} = U_{ij}^{\alpha\gamma} n_j^\gamma$ at a site $i$, and rewrite the Hamiltonian Eq. 5 in the following form,
\[
H = - \sum_{(i,j)} J^{\alpha\beta} n_{ij}^{\alpha} \cdot n_{ij}^{\beta},
\]

where Greek letters in superscripts are associated with the axes of local triads, and $J^{\alpha\beta} = J \delta_{\alpha\beta}$ for polyhedral symmetries. By doing so, the triad $n_j^\gamma$ has been brought to the same local gauge, namely the same body-fixed coordinate, as the site $i$ by parallel transporting so that the orientation of the two triads can be compared. Then, considering the gauge transformations in Eq. 6 running over $G$ at a site $j$, but letting other sites unchanged, $\Lambda_{i\neq j} \equiv 1$, this generates a set of $n_j^{\alpha}$ which consists of all the equivalent definitions of the orientation of the underlying mesogen of the symmetry $G$ at the site $j$. Let us take a chiral cube with the symmetry $O$ as an example. The orientation of the cube maps to 24 triad configurations of a typical triad. Fig. 1(a) The orientation of a cube, representing physical order parameter fields, is encoded into 24 triad configurations, generated by a gauge symmetry $O$ acting on local axes of a triad. Fig. 1(b) A lattice of cubes maps on to a lattice with triad matter fields residing on the sites and point-group symmetric gauge fields defined on the links.

![FIG. 1. The correspondence between the shape of mesogens and the configurations of local triads. Here, a mesogen with the chiral cubic $O$ symmetry is considered as an example.](image)
can be performed independently to all the sites. Consequently, in the low-energy limit, the orientational interaction of physical mesogens (order parameter fields) is hence effectively encoded in the gauge model Eq. (5) of nonphysical degrees of freedom, as depicted by Fig. 1(b). This procedure can also be shown in explicit mathematical terms by integrating out the gauge fields Eq. (5), and we refer to our earlier publications Refs. 45 and 46 for detailed proofs. However, though maybe less intuitive, it is advantageous to work with gauge degrees of freedom. As the symmetry of the order parameter fields is directly connected to its dynamics of gauge fields

\[ H_{YM} = -\sum_{\Box} K_{C_\mu}(U_\Box)\text{Tr}[U_\Box]. \] (8)

This generalizes the defect suppression term in Refs. 48 and 49 and essentially is an analog of the Yang-Mills theory as the \( U_{ij} \)'s are in general non-Abelian 47. However, comparing to usual lattice Yang-Mills theories in high energy physics, here we are interested in discrete symmetries. \( U_\Box \in G \) denotes the orientated product of the gauge fields around a minimal plaquette of the lattice, \( U_\Box = \prod_{(ij)\in\Box} U_{ij} \). A plaquette of \( U_\Box \neq 1 \) is frustrated and represents a gauge flux. The coupling strength \( K_{C_\mu} \) depends on the trace of \( U_\Box \), so it is a function of the conjugation class \( C_\mu \) of \( G \), which means that gauge fluxes in the same conjugation class are physically equivalent.

A gauge flux has the effect that after a triad travels around it in a closed circuit, the triad is rotated by \( U_\Box \), just like circling a disclination. Furthermore, the classification of gauge fluxes coincides with the Volterra classification of disclinations 71. Even though this classification, as well as the Volterra classification, is in general not identical to the homotopy classification of topologically stable defects 50, it includes all the elementary
TABLE I. Generators of 3D polyhedral point groups. The first column specifies the symmetries. The second column shows a set of generators which produce the entire group elements of the underlying symmetry. The third column gives the order of the symmetries. Note that, there are multiple ways to choose the generator set, but they are all equivalent (for more information see Refs. [22] and [74]). A representation of the generators listed below is catalogued in Table |III|

| Symmetry | Generators | Order |
|----------|------------|-------|
| T        | $c_2(n)$, $c_3(l + m + n)$ | 12    |
| $T_d$    | $c_2(n)$, $c_3(l + m + n)$, $\sigma_d$ | 24    |
| $T_h$    | $c_2(n)$, $c_3(l + m + n)$, $\sigma_h$ | 24    |
| O        | $c_2(m + n)$, $c_3(l + m + n)$, $c_4(n)$ | 24    |
| $O_h$    | $c_2(m + n)$, $c_3(l + m + n)$, $c_4(n)$, $\sigma_h$ | 48    |
| I        | $c_2(n)$, $c_3(l + m + n)$, $c_5(l + \tau n)$ | 60    |
| $I_h$    | $c_2(n)$, $c_3(l + m + n)$, $c_5(l + \tau n)$, $\sigma_h$ | 120   |

topologically stable defects and can be used to construct the full homotopy classification. As we can easily tune $K_{C_n}$ to suppress or prompt certain types of defects, the interaction in $H_{VM}$ provides a possible route to study the influence of topological defects on thermodynamical properties of nematic liquid crystals. As is known from the study of lattice gauge theory [70], this may qualitatively change both the topology of the phase diagrams and the nature of underlying phase transitions. Refs. [48, 50] also showed remarkable examples in this context, where the first-order uniaxial-isotropic transition is split into two continuous ones when the defect suppression is sufficient large. For general symmetries, we expect rich physics to explore when treating the elastic term [5] and non-Abelian defect term [8] at equal footing. Nevertheless, this is beyond the scope of the current paper, and deserves a separate systematic study. Thus, for simplicity, we will set $K_{C_n} \equiv 0$ and focus on Eq. [5] in the following. Physically, this means none of the topological defects are assigned a particular core energy.

III. NUMERICAL RESULTS

As discussed in the last section, the gauge model Eq. [5] can act as an efficient and flexible framework for studying nematic order with arbitrary point-group symmetries. Moreover, it is readily accessible by Monte Carlo simulations. In light of this, we examined the nature of the nematic-isotropic transition for all 3D polyhedral groups, i.e., $\{T, T_d, T_h, O, O_h, I, I_h\}$. For the convenience of the reader, generators of these symmetries are provided in Tables I and II, while more information can be found in textbooks, e.g., Refs. [72] and [75]. Schönflies notation is used throughout the manuscript. We use the Metropolis algorithm and run simulations on cubic lattices with volume $V = 8^3, 16^3, 24^3$.

The simulations include three steps. In the first step, the transition temperatures are located as precise as possible by examining the peak position of the heat capacity and the nematic susceptibility (see below). Procedures of cooling random initial states and heating uniform states are compared. In the next step, we perform extensive simulations near the transition, histogramming the distribution of the observables of interest. The typical amount

TABLE II. Definitions of the generators. Here we specify the representation of the generators for the 3D polyhedral point groups used in our simulations. $c_n(p)$ denotes a $N$-fold rotation about a vector $p$ defined by the local axes $(l, m, n)$. $\tau = (\sqrt{5} + 1)/2$ is the golden ratio, which is involved in case of icosahedral groups $I$ and $I_h$. $\sigma_h$ defines a reflection about the $(l, m)$ plane, while $\sigma_d$ indicates a reflection about the plane $(1 + m, n)$.

| Generator | Representation |
|-----------|----------------|
| $c_2(n)$  | $(-1 0 0)$     |
|           | $(0 -1 0)$     |
|           | $(0 0 1)$      |
| $c_2(m + n)$ | $(-1 0 0)$ |
|           | $(0 0 1)$     |
|           | $(0 1 0)$      |
| $c_3(l + m + n)$ | $(0 1 0)$ |
|           | $(0 0 1)$     |
|           | $(1 0 0)$      |
| $c_4(n)$  | $(0 -1 0)$     |
|           | $(1 0 0)$     |
|           | $(0 0 1)$      |
| $c_5(l + \tau n)$ | $(1/2 -\tau/2 1/(2\tau))$ |
|           | $(\tau/2 1/(2\tau) -1/2)$ |
|           | $(1/(2\tau) 1/2 \tau/2)$ |
| $\sigma_h$ | $(1 0 0)$     |
|           | $(0 1 0)$     |
|           | $(0 0 -1)$    |
| $\sigma_d$ | $(0 -1 0)$    |
|           | $(-1 0 0)$     |
|           | $(0 0 1)$      |
of independent samples used are of the order of $10^5$ to $10^7$. In the last step, the histograms are further improved by Ferrenberg-Swendsen reweighting \cite{Ferrenberg1989, Swendsen1986}, and the transition temperatures are estimated from the shape of the histograms \cite{Ferrenberg1989, Swendsen1986}.

In the rest of the section, we first present the results for tetrahedral $T$ nematics and discuss the general features of this phase transition in detail. Then we discuss other symmetries.

\section{SO(3)/$T$ transition}

The tetrahedral group $T$ consists of 12 proper rotations leaving a tetrahedron invariant. Therefore, aside from the orientational order, a $T$-symmetric nematic phase also takes an intrinsic chiral order, breaks inversion and any kinds of mirror symmetries of real space. Note that the $T$-nematic phase we discuss here is different from the $T$-phase discussed by Fel in Ref. \cite{Fel1983}. In the later case the $T$ symmetry arises from the helical structure of $T_d$-symmetric mesogens and is associated with a different order parameter (see below and also Sec. \ref{sec:SO3} for further discussion).

It turns out that for nematics formed from constituents with a $T$-symmetry and a flexible handedness, as well as from those with an $O$- or $I$-symmetry, fluctuations in the orientation sector are in general much more pronounced than those in the chirality sector \cite{Sachdev1999}. Consequently, the system develops orientational order and chiral order sequentially. Furthermore, by comparing numerical results with a mean-field analysis, it is shown that the two phase transitions are well separated. This implies that the relevant degrees of freedom associated with the NI transition lie in the $SO(3)$ sector in Eq. \eqref{eq:NI}.

In mathematical terms, we can rewrite the gauge model Eq. \eqref{eq:DMI} as

$$H = -J \sum_{\langle i,j \rangle} \sigma_i \sigma_j \text{Tr}(\tilde{R}_i^T U_{ij} \tilde{R}_j),$$

by taking out the $Z_2$ center of $O(3)$, where $\sigma_i$ denotes the handedness fields and $\tilde{R}_i$ are $SO(3)$ triads, defined in Eq. \eqref{eq:SO3} and Eq. \eqref{eq:OM}. The handedness fields are frozen during the NI transition, thus simplifying the problem to a phase transition breaking $SO(3)$, governed by a Hamiltonian

$$H' = -J \sum_{\langle i,j \rangle} \text{Tr}(\tilde{R}_i^T U_{ij} \tilde{R}_j).$$

The orientational order parameter of $T$-nematic phases is a rank-3 tensor taking the following form (note the

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure2.png}
\caption{Nematicity of the tetrahedral $T$ symmetry for a broad range of temperatures in units of the Higgs coupling $J$, computed by Eq. \eqref{eq:DMI}. Error bars are smaller than the data points. These, together with the susceptibility and heat capacity (not shown), give us information of the nontrivial region where massive simulations are performed to locate and determine the order of the transition.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Histograms of the energy density, Fig. \ref{fig:histograms}(a) and of the nematicity, Fig. \ref{fig:histograms}(b) for tetrahedral $T$ nematics at the phase transition at different lattice sizes. Transition temperatures, $T_c$, are estimated by finding where the histogram peaks are of equal height. The data shown have been improved by Ferrenberg-Swendsen reweighting in the vicinity of the simulated temperatures, which are at the precision of four decimal digits.}
\end{figure}
where \( \mathcal{O}_i \) denotes the local ordering tensor at a coarse-grained lattice site \( i \), \( \langle ... \rangle_V \) denotes the average over the volume, and \( \sum_{\text{cyc}} \) is the sum running over cyclic permutations of local axes \( \{ \mathbf{i}, \mathbf{m}, \mathbf{n} \} \). The Levi-Civita tensor is introduced to make the ordering tensor traceless, so \( \overline{\mathcal{O}} \) becomes a zero tensor in the liquid phase. This term is only needed when working with \( SO(3) \) triads where the handedness of each local triad is fixed. If the handedness is allowed to fluctuate (i.e., the case of an \( O(3) \) triad) summing over the two kinds of chirality cancels this term.

In case of homogeneous distributions, instead of using the tensor form Eq. (11), we can characterize a nematic order of symmetry \( G \) by its magnitude defined as

\[
q = \sqrt{\text{Tr}(\mathcal{O}^G \cdot \mathcal{O}^G)}.
\]

This quantity is called the nematicity and generalizes the concept of magnetization \( \mathcal{M} \). Consequently, we can further define the susceptibility of \( q \) in the standard way,

\[
\chi_q = \beta V \left( \langle q^2 \rangle - \langle q \rangle^2 \right),
\]

and detect the NI transition by the peak of \( \chi_q \), where \( \beta \) is the inverse temperature. As confirmed in our simulations, the peak of \( \chi_q \) coincides with that of the heat capacity defined in the standard way, indicating that the nematicity \( q \) is indeed a valid scalar order parameter.

We have measured the \( SO(3)/T \) NI transition with Eq. (10) by monitoring several quantities, including the energy, the nematicity, histograms of the two, the heat capacity and the susceptibility. As many of them reveal the same information, we present only those which are necessary for the following discussions. In Fig. 2 we show the behavior of the nematicity for a broad range of temperatures, and Figs. 3(a) and 3(b) show the histograms of the energy density and the nematicity at phase transition, \( P(E) \) and \( P(q) \), respectively.

As shown in the energy histogram Fig. 3(a), a double-peak behavior emerges at sufficiently large lattice sizes, and appears more pronounced when the lattice size increases, indicating the occurrence two stable, co-existing phases, which is a hallmark of a first-order phase transition. The distance between the valley and peak of a histogram, measuring the difficulty for the system to tunnel between two phases, also increases with the lattice size, as expected. The physical meaning of the two peaks is revealed by the nematicity histogram from the same simulations, shown in Fig. 3(b). With increasing lattice size, aside from the behavior that the peaks become more pronounced, the first peak notably moves to the left. We expect it eventually goes to zero in the thermodynamical limit, indicating a disordered liquid phase. The other peak corresponds to the nematic phase.

### B. Other symmetries

We performed the same procedure as in the case of the \( SO(3)/T \) NI transition for all other polyhedron symmetries, i.e., symmetries of \( \{ T_h, T_d, O, O_h, I, I_h \} \). Similar to the \( T \)-nematics, the breaking of chiral and of rotational symmetry in case of the cubic \( O \) and the icosahedral \( I \) symmetry are separated, owing to huge fluctuations in orientation. Thus, they are also simulated in terms of Eq. (10), resulting in a \( SO(3)/O \) and a \( SO(3)/I \) transition, respectively. On the other hand, the nonchiral symmetries \( \{ T_h, T_d, O_h, I_h \} \) are studied via the original model Eq. (3), corresponding to a direct breaking of \( O(3) \).

We find first-order behavior for all these transitions. Fig. 4 shows the energy histogram of symmetries \( \{ T_h, T_d, O, I \} \). The results of the \( SO(3)/O \) and \( SO(3)/I \) transition also represent those of the \( O(3)/O_h \) and \( O(3)/I_h \) transition, which have very similar behavior as the former two, with slightly higher \( T_c \)’s. This may be understood by the fact that the \( Z_2 \) center in the latter two cases can be factorized as a trivial \( Z_2 \) theory, leading...
to the same order parameter manifold as the $SO(3)/O$ and $SO(3)/I$ cases, respectively. Indeed, $O$-nematics and $O_h$ nematics, as well as $I$- and $I_h$-nematics, share the same orientational order parameter, only distinguished by a pseudo-scalar chiral order parameter [46].

We also studied the behavior of the nematicity and its histogram for these symmetries. Although the curves corresponding to different symmetries are well separated (since the phase transitions occur at different temperature scales) in Fig. 3, the histograms of the nematicities overlap closely for these symmetries, especially in the disorder region where all the disordering peaks are located at some small nematicity value close to 0. Moreover, they show very similar features as seen in Figs. 2 and 3 for the $SO(3)/T$ transition case. They are therefore not presented.

One notable feature of Fig. 4 is that the peaks of the histogram shift to lower energy scales as symmetries increase (the energy density is normalized via $E_C = -9V$ which is the energy when all mesogens uniformly align up), indicating a decrease in the corresponding transition temperatures. This can be understood as a consequence of more pronounced orientational fluctuations for high symmetries, which in turn results in an increasing difficulty to stabilize the order. Note that this feature is manifest when using a common metric, the Higgs coupling strength $J$, for all the symmetries. This metric is not a direct physical measure in the sense that it describes the interaction strength between the auxiliary gauge fields and matter fields, rather than that of physical order parameter fields. Although the latter one depends in principle on the Higgs coupling, the derivation of the relation is in general nontrivial. Nevertheless, this does not prevent us to obtain general insights on the nature of the phase transitions. Clearly, Fig. 4 reveals the generic first-order nature of the NI transition for all these symmetries. It is not clear yet how the strength of these first-order transitions depends on their respective symmetries. However, this depends on microscopic details of a system and a universal conclusion might not exist.

IV. RELATIONS AND COMPARISONS TO OTHER METHODS

We have numerically reached the conclusion of a generic first order NI transition from a particular framework. Moreover, this is consistent with existing results from other methods, including a general perspective from mean field theories, renormalization group (RG) analyses [78] and other lattice models [40, 41], as we elaborate below.

A. Mean-field theories and RG

A significant difference between nematic order and spin or vector order is that in general the former requires a tensor order parameter due to nontrivial internal symmetries. In case of the $D_{\infty h}$ uniaxial nematics, the order parameter is a rank-2 tensor, $Q_{ab}$, which gives rise to a third order term, $Q_{ab}Q_{ac}Q_{ca}$, in the Landau-de Gennes theory and makes the NI transition discontinuous. For polyhedral symmetries $\{T_h, O, O_h, I, I_h\}$ the nematic order parameters are also even rank tensors [40], which take the following form for nonchiral groups $\{T_h, O_h, I_h\}$,

$$\mathcal{O}^T_h = 1^\otimes 2 \otimes \mathbf{m}^\otimes 2 + \mathbf{m}^\otimes 2 \otimes \mathbf{n}^\otimes 2 + \mathbf{n}^\otimes 2 \otimes 1^\otimes 2$$

$$- \frac{2}{5} \delta_{ab} \delta_{cd} \mathbf{e}_\mu + \frac{1}{10} (\delta_{ac} \delta_{bd} \mathbf{e}_\mu + \delta_{ad} \delta_{bc} \mathbf{e}_\mu),$$

(14)

$$\mathcal{O}^O_h = 1^\otimes 4 + \mathbf{m}^\otimes 4 + \mathbf{n}^\otimes 4 - \frac{1}{5} \sum_\text{pairs} \delta_{ab} \delta_{cd} \mathbf{e}_\mu,$$

(15)

and $\mathcal{O} = \{\mathcal{O}^O, \sigma\}$ and $\mathcal{O}^I = \{\mathcal{O}^I, \sigma\}$ for chiral groups $\{O, I\}$, where $\sum_{\text{cyc}}$ runs over the cyclic permutations of $\{1, \mathbf{m}, \mathbf{n}\}$, $\sum_{\text{pairs}}$ sums over all nonequivalent pairings of the indices of the Kronecker delta functions, and $\otimes$ denotes the tensor product. Similar to the $D_{\infty h}$ uniaxial case, even in naive mean-field theories for these symmetries, there are third order terms of the form $\mathcal{O}_{abcdefgh} \mathcal{O}_{efgh} \mathcal{O}_{ghkabc}$, giving rise to a first order phase transition.

On the other hand, the tetrahedral $T_d$ order requires a rank-3 order parameter tensor, $\mathcal{O}^{T_d}$, where

$$\mathcal{O}^{T_d} = \sum_{\text{cyc}} (1 \otimes \mathbf{m} + \mathbf{m} \otimes 1) \otimes \mathbf{n}.$$  

(17)

This forbids the appearance of the third order term in a naive mean-field theory which has the following free energy density,

$$f_{T_d} = \frac{1}{2} (\partial_i \mathcal{O}_{iabc} \partial_i \mathcal{O}_{abc} + \frac{r}{2} \mathcal{O}_{abc} \mathcal{O}_{abc} + u (\mathcal{O}_{abc} \mathcal{O}_{abc})^2),$$

(18)

and predicts a continuous NI transition, where $r$ and $u$ are phenomenological coefficients.

A further RG study by Radzihovsky and Lubensky in Ref. [78] shows that Eq. 15 has a second order phase transitions, falling into the $O(7)$ universality class, as the symmetric traceless tensor $\mathcal{O}^{T_d}$ can be mapped to a 7 dimensional vector. However, this transition is unstable against fluctuations. Following the general symmetry principles there exists another fourth order term, $\mathcal{O}^2_{abc} \mathcal{O}_{abc} \mathcal{O}_{ef} \mathcal{O}_{ccf}$, representing fluctuations,
which qualitatively modifies the nature of the NI transition and makes it first order.

The tetrahedral \( T \) order faces a similar situation as the \( T_d \) one. Its order parameter \( Q^T \) defined in Eq. (11) is also an odd rank and symmetric traceless tensor (the kernel of \( Q^T \) is not symmetric, but becomes so after carrying out the trace). Therefore, the paradigm of Ref. 78 for the \( T_d \) case equally applies to the \( SO(3)/T \) transition, with a different tensor representation for the \( O(7) \) vector. Consequently, the second order NI transition predicted by the MF theory is converted to a first order one, agreeing with our results from the gauge model.

With this new perspective, let us look back to the symmetries \( \{ T_h, O, O_h, I, I_h \} \). Although the first-order nature of their NI transitions can already be concluded from a naive mean-field treatment, we should not omit other quartic couplings for completeness. \( Q^{O_h} \) and \( Q^{I_h} \) are also symmetric and traceless tensors, and lead to 5 and 7 quartic terms (the number of independent terms may be reduced by one), respectively. It is more tricky in the \( T_h \) case. \( Q^{O_h} \) is only partially symmetric (it is only invariant under switching the first or the last two indices), hence even the second and the third order coupling are not unique. Of course not all of those couplings are necessary to appear in a particular system. However, this implies that it requires very precise fine tuning to promote the NI transition for polyhedral symmetries to second order.

**B. Other lattice models**

Next we compare our results with those from other lattice models. Remarkable examples are Refs. 40 and 41 for the \( T_d \) and \( O_h \) order. (Other examples have been mainly focused on uniaxial and biaxial orders [8].) They are typically constructed by an interaction potential between two rigid molecules or mesogens of a certain symmetry. The orientation of a mesogen is described by \( M \) (nonorthogonal) unit vectors, spanned from a common local origin and organized in a way that explicitly has the desired symmetry.

The potential, \( V_{ij} \), is then defined in terms of Legendre polynomials of the inner product of those vectors at the lowest nontrivial order,

\[
V_{ij} = V(\mathbf{v}_i^{(m)}, \mathbf{v}_j^{(m')}) \\
\sim -c_l \sum_{m,m'=1}^{M} P_l(\mathbf{v}_i^{(m)}, \mathbf{v}_j^{(m')}),
\]

where the coefficient \( c_l \) is positive for ferromagnetic coupling, \( P_l(\cdot) \) denotes the Legendre polynomial of the order \( l \), and \( \mathbf{v}_i^{(m)} \) are local unit vectors at the lattice site \( i \).

For the cubic \( O_h \) order, the \( \mathbf{v}_i^{(m)} \) coincide with our local triads \( \mathbf{n}_i^c \), and the Legendre polynomials are trivial for \( l < 4 \) [40]. On the other hand, in case of the tetrahedral \( T_d \) order, the \( \mathbf{v}_i^{(m)} \) are the 4 three-fold axes of a regular tetrahedron and are nonorthogonal [33], whereas the Legendre polynomials become nontrivial only from \( P_3 \) onwards [111]. Following the same principle and given the expression Eq. (16), one expects that this requires 15 vectors, which are the 2-fold axes of a regular icosahedron [33], and sixth order Legendre polynomials.

It is not hard to show that the interaction potential Eq. (19) can be understood as a counterpart of the Lebwohl-Lasher model [79] for general symmetries, and is equivalent to the inner product between two order parameter tensors,

\[
V_{ij} \sim \text{Tr}(O_i^G \cdot O_j^G).
\]

As shown in Refs. 45 and 46, this is exactly the leading order of the effective Hamiltonian of the gauge model Eq. (5) after tracing out the gauge fields. Therefore, it is not a surprise that our results of the \( T_d \) and \( O_h \) NI transition agree with those in Refs. 40 and 41 and the agreements to other polyhedral symmetries, \( \{ T, T_h, O, I, I_h \} \), can also be expected. However, lattice models for these symmetries in the type of the potential Eq. (19) are yet to be developed to the best of our knowledge. Unlike the gauge model Eq. (5), which can readily be applied for all point-group symmetries, the potential Eq. (19) is symmetry-dependent and involves large amounts of vectors and high-order Legendre polynomials, whose high complexity in actual use can be anticipated. For instance, in case of the \( I_h \) order, it involves 225 Legendre polynomials of order 6.

However, the potential Eq. (19) has advantages in a more straightforward connection with microscopic interactions of liquid crystal mesogens, as it is built directly on physical order parameter fields. Moreover, it is interesting to see how this method applies to the \( T \) and \( T_h \) symmetries, where the role of mirrors may be manifest, as well as the relation and difference of the resultant lattice models to those of the \( T_d \) and \( O_h \) case, which are the symmetry they halve, respectively.

**V. SUMMARY**

Rotational symmetry breaking is ubiquitous and plays an important role in condensed matter physics and statistical physics. One of its intriguing features is that there is a multitude of ways to break a symmetry into its subgroups, leading to a large array of exotic phases. In this work, we have examined the nature of phase transitions breaking the rotational group \( O(3) \) to polyhedral point groups. Such phases are prime candidates in the search for unconventional nematic liquid crystals, in particular in the field of nano and colloidal science.

We found that the transitions from the nematic phase to the isotropic liquid phase are generically first order for all polyhedral symmetries. Furthermore, the polyhedral NI transitions are robust in the sense that they
require fine tuning of a high precision in order to achieve a second order phase transition. This feature is inherited from the complexity of the group structure of polyhedral symmetries.

Moreover, along the lines of the discussion in Sec. IV.A we anticipate the NI transition of generalized uni- and bi-axial nematics, which breaks O(3) to axial point groups \( \{C_n, C_{nv}, C_{nh}, S_{2n}, D_n, D_{nh}, D_{nd}\} \), to be generically of first order as well. As discussed in detail in Ref. [10], the order parameter of axial symmetries in general has the structure \( O(G) = \{k^G, B^G, \sigma\} \), where \( k^G = k^G[n] \) defines the order of the primary axis chosen to be \( n, B^G = B^G[l, m] \) or \( B^G[l, m, n] \) defines the order in the perpendicular plane and is required for finite axial symmetries, and \( \sigma \) defines the chiral order as seen in Sec. III.A and is only relevant for the proper axial groups \( \{C_n, D_n\} \). For symmetries \( \{C_{nh}, S_{2n}, D_n, D_{nh}, D_{nd}\} \), \( k^G \) is a rank-two tensor and coincides with the \( Q_{ab} \) director. Hence, following the Landau-de Gennes theory, it is immediately clear that regardless of the in-plane structure, the NI transition for these symmetries will be generically first order. For symmetries \( C_n \) and \( C_{nv} \), the primary order parameter \( \lambda^G \) is a vector, and continuous phase transitions seem to be preferred. However, when \( n > 1 \) but finite, the direct NI transition will be also first order, owing to the existence of an even and/or high rank \( B^G \) tensor, as in the cases of polyhedral symmetries. Even at \( n = 1 \), where both \( A \) and \( B \) are vectorial, the order of the phase transition will depend on their coupling. Therefore, even though there are diverse patterns to break the \( O(3) \) symmetry, second-order transitions and corresponding universality classes may be quite rare. The familiar Heisenberg universality class related to the breaking of \( O(3) \) to \( O(2) \) \( \cong C_{\infty} \) is a special case. Our results add new insights to the physics of exotic orientational phases and hopefully facilitate the understanding of future experiments.

Finally, we would like to note that in the present work only a single symmetry is considered in the realization of each polyhedral nematic. Nevertheless, as has been discussed by many authors for \( T_d \) and \( O_h \) symmetries [15,28,42,60,67], polyhedral phases may emerge from systems formed from less-symmetric constituents. Although it is hard to imagine a second-order NI transition from this, it would be interesting to explore the general pattern of symmetry emergence in liquid crystal systems. Given the compatibility with competing orders and the potential power on controlling topological defects, we expect that the gauge-theory scenario will be suitable to achieve this aim without losing simplicity.
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