Optimal-order bounds on the rate of convergence to normality in the multivariate delta method
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Abstract: Uniform and nonuniform Berry–Esseen (BE) bounds of optimal orders on the rate of convergence to normality in the delta method for vector statistics are obtained. The results are applicable almost as widely as the delta method itself — except that, quite naturally, the order of the moments needed to be finite is generally \( \frac{3}{2} \) times as large as that for the corresponding central limit theorems. Our BE bounds appear new even for the one-dimensional delta method, that is, for smooth functions of the sample mean of univariate random variables. Specific applications to Pearson’s, noncentral Student’s and Hotelling’s statistics, sphericity test statistics, a regularized canonical correlation, and maximum likelihood estimators (MLEs) are given; all these uniform and nonuniform BE bounds appear to be the first known results of these kinds, except for uniform BE bounds for MLEs. The new method allows one to obtain bounds with explicit and rather moderate-size constants. For instance, one has the uniform BE bound

\[
3.61 \frac{E(Y_1^3 + Z_1^3)(1 + \sigma^{-3})}{\sqrt{n}}
\]

for the Pearson sample correlation coefficient based on independent identically distributed random pairs \((Y_1, Z_1, \ldots, Y_n, Z_n)\) with \(E Y_1 = E Z_1 = E Y_1 Z_1 = 0\) and \(E Y_1^2 = E Z_1^2 = 1\), where \(\sigma := \sqrt{E Y_1^2 Z_1^2}\).
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Initially, we were interested in studying certain properties of the Pitman asymptotic relative efficiency (ARE) between Pearson’s, Kendall’s, and Spearman’s correlation coefficients. As is well known (see e.g. [48]), the standard expression for the Pitman ARE is applicable when the distributions of the corresponding test statistics are close to normality uniformly over a neighborhood of the null set of distributions. Such uniform closeness can usually be provided by Berry–Esseen (BE) type of bounds on the rate of convergence to normality.

BE bounds, especially in the special case of linear statistics, constitute a well-established area of research, which originated mainly in work by Scandinavian authors, who were to a large degree concerned with applications in insurance industry and published many of their results on the accuracy of the normal approximation in actuarial journals. For a small sample of recent uses of BE bounds in various areas of sciences and engineering (again for linear statistics), see e.g. [43, 41, 80, 31, 40].

Kendall’s and Spearman’s correlation coefficients are instances of $U$-statistics, for which BE bounds are well known; see e.g. [38]. As for the Pearson statistic (say $R$), we have not been able to find a BE bound in the literature.

This may not be very surprising, considering that an optimal BE bound for the somewhat similar (and, perhaps, somewhat simpler) Student’s statistic was obtained only in 1996, by Bentkus and Götze [6] for independent identically distributed (i.i.d.) random variables (r.v.’s) and by Bentkus, Bloznelis and Götze [4] in the general, non-i.i.d. case. (A necessary and sufficient condition, in the i.i.d. case, for the Student statistic to be asymptotically standard normal was
established only in 1997 by Giné, Götze and Mason [22], and Hall and Wang [26] derive the leading term in the convergence rate in this general setting.)

Employing such simple and standard tools as a delta-method type linearization together with the Chebyshev and Rosenthal inequalities, we quickly obtained (in the i.i.d. case) a uniform bound of the form $O(n^{-1/3})$ for the Pearson statistic. Indeed, Pearson’s $R$ can be expressed as $f(\mathbf{V})$, a smooth nonlinear function of the sample mean $\mathbf{V} = \frac{1}{n} \sum_{i=1}^{n} V_i$, where the $V_i$’s are independent zero-mean random vectors constructed based on the observations of a random sample; cf. (3.7). A natural approximation to $f(\mathbf{V}) - f(0)$, obtained by the delta method, is the linear statistic $L(\mathbf{V}) = \sum_{i=1}^{n} L(\frac{1}{n} V_i)$, where $L$ is the linear functional that is the first derivative of $f$ at the origin. Since BE bounds for linear statistics is a well-studied subject, we are left with estimating the closeness between $f(\mathbf{V})$ and $L(\mathbf{V})$. Assuming $f$ is smooth enough, one will have $|f(\mathbf{V}) - L(\mathbf{V})|$ on the order of $\|\mathbf{V}\|^2$, and so, demonstrating the smallness of this remainder term becomes the main problem.

The reader is referred to [75] for a rather detailed description of the delta method and its applications; see [39, 71] for a more modern treatment of the delta method applied to infinite-dimensional random vectors.

While the mentioned uniform bound of the form $O(n^{-1/3})$ (obtained under the assumption $E \|V_1\|^3 < \infty$) would have sufficed as far as the ARE is concerned, we became interested in obtaining an optimal-rate BE bound for the Pearson statistic, of the form $O(n^{-1/2})$.

Such a bound is obtained in this paper. In fact, we present (in Section 2) general optimal-rate BE bounds (both uniform and nonuniform) for the rate of convergence to normality in the multivariate delta method. The results are applicable almost as widely as the delta method itself – except that, quite naturally, we generally need to require the condition $E \|V_1\|^3 < \infty$ (or something close to that) to hold, whereas the condition $E \|V_1\|^2 < \infty$ (or something close to that) is generally needed for the corresponding central limit theorems.

As applications of our general bounds, we provide (in Section 3) uniform and nonuniform BE-type bounds for the Pearson statistic, the noncentral Student and Hotelling statistics, various statistics commonly used in testing hypotheses about a population covariance matrix, the largest eigenvalue of a certain linear operator on an infinite-dimensional Hilbert space, and maximum likelihood estimators (MLEs). No such BE bounds appear to be previously known, except for uniform BE bounds for MLEs. In fact, our BE bounds appear new even for the one-dimensional delta method, that is, for smooth functions of the sample mean of univariate r.v.’s. Moreover, for the Pearson statistic we obtain bounds with explicit constant factors, which are also of moderate sizes.

Our general BE bounds in the multivariate delta method can of course be used in applications other than the ones considered here; we mention a number of other potential applications in Subsections 3.4 and 3.5. In fact, a result from an earlier arXiv version of this paper, similar to Theorem 2.9, was already used in [20]. Of course, our results cannot perfectly cover the entire variety of uses of the delta method; they may require modification or use of different ideas; see e.g. [77, pages 1198 and 1211].
As for the requirement that the observations be identically distributed, it may (and will) be dispensed in general; that is, $V$ will in general be replaced by a sum $S$ of independent but not necessarily identically distributed random vectors.

The paper is structured as follows:

- Section 2 contains our main results. Theorems 2.2 and 2.5 present comparatively abstract versions of uniform and nonuniform BE-type bounds in the delta method for smooth enough functions of sums of independent (not necessarily identically distributed) random vectors. These bounds, which are quite explicit, constitute the basis of all the subsequent results in the paper. However, the generality of the conditions in which the bounds of Theorems 2.2 and 2.5 hold and their rather abstract nature may make it somewhat difficult to discern the behavior and quality of the bounds in particular situations of interest. By specializing Theorems 2.2 and 2.5 to the case when the summands are i.i.d. random vectors, we obtain Theorems 2.9 and 2.11, where it becomes clear that the resulting BE-type bounds are of the optimal order $O(1/\sqrt{n})$ in $n$, whereas the nonuniform versions of the bound also have the optimal order $O(1/z^3)$ of decrease in $z$ assuming the finiteness of the third absolute moment, where $z$ is the number of the asymptotic standard deviations of the nonlinear statistic from its mean. In Theorem 2.10, the i.i.d. setting is specialized even further – to the case when the summands are one-dimensional, that is, real-valued; even in this special case, our results appear to be new.

- In Section 3, Theorems 2.9 and 2.11 are applied in order to obtain optimal-order BE-type bounds for several specific statistics, including the Student, Pearson, and noncentral Hotelling statistics, test statistics for sphericity, certain statistics arising in principal component analysis, and maximum likelihood estimators.

- Section 4 contains the proofs of all results from Section 2, as well as associated lemmas and proofs.

More technical results and proofs are relegated to appendices found at the end of the paper.

- In Appendix A we state and prove Theorem A.2, which presents an explicit nonuniform bound on the rate of convergence in the delta method in the i.i.d. setting.

- The nonuniform bound (2.25) in Theorem 2.9 holds only for $z = O(\sqrt{n})$; in Appendix B we prove that this condition cannot generally be relaxed.

- In Appendix C we prove Corollary 3.8, which provides a simple uniform bound on the distance to normality of Pearson’s $R$.

- In Appendix D we analyze the asymptotic behavior of our uniform and nonuniform bounds in the i.i.d. setting.

- In Appendix E we provide a short, self-contained proof of the compactness of the covariance operator for a random vector taking values in a separable Hilbert space and possessing a finite second moment; this is used in one of
our applications on the principal component of a certain linear operator.

- In Appendix F we outline the proof of the existence of the spectral decomposition for the covariance operator of a random vector taking values in an infinite-dimensional separable Hilbert space.

More details can be found in the online version [65] of this paper. One significant distinction of [65] from the present paper is that there a more general moment condition is considered: $E \|V_1\|^p < \infty$ for some $p \in (2, 3]$, in place of $E \|V_1\|^3 < \infty$; of course, then the optimal BE bound is of the form $O(n^{1-p/2})$, in place of $O(n^{-1/2})$. The case $p = 3$ is given the most attention in the existing literature. The other significant difference between the present paper and [65] is the presence there, in Subsection 4.2.1, of explicit uniform and nonuniform BE-type bounds for the self-normalized sum, closely related to the centered Student statistic; the corresponding proofs are rather technical and rely heavily on the use of a computer algebra system.

1.1. Notation and conventions

Before moving on to the main results of the paper, let us adopt some conventions and introduce notation that will be used throughout the paper. We use the abbreviations a.s. for “almost surely”, d.f. for “distribution function”, and i.i.d. for “independent and identically distributed”; r.v. shall always mean a real-valued “random variable”, whereas the phrase “random vector” will not be abbreviated.

The symbol $X$ shall be used to denote a separable Banach space (equipped with norm $\|\cdot\|$) of type 2; recall that this means there exists $D \in (0, \infty)$ such that

$$E \left( \sum_{i=1}^n \varepsilon_i x_i \right)^2 \leq D^2 \sum_{i=1}^n \|x_i\|^2$$

for all vectors $x_1, \ldots, x_n$ in $X$, where $\varepsilon_1, \ldots, \varepsilon_n$ are i.i.d. r.v.’s with $P(\varepsilon_1 = 1) = P(\varepsilon_1 = -1) = 1/2$. In particular, it is well known and easy to see that, if $X$ is a Hilbert space, then $X$ is of type 2, and at that one may choose $D = 1$. In particular, any finite-dimensional Euclidean space $\mathbb{R}^d$ is a Hilbert space and thus of type 2, with $D = 1$.

For any $X$-valued random vector $\zeta$, we use the norm notation

$$\|\zeta\| := \left( E \|\zeta\|^p \right)^{1/p} \text{ for any real } p \geq 1;$$

the set $\mathbb{R}$ of all real numbers will always be equipped with the canonical norm $|\cdot|$.

The symbols $x \wedge y$ and $x \vee y$ denote the minimum and maximum, respectively, of the real numbers $x$ and $y$; also, let $x_+ := 0 \vee x$ denote the positive part of a real number $x$.

The symbols $\Phi$ and $\varphi$ will denote, respectively, the distribution and density functions of the standard normal distribution.
2. General bounds on the convergence rate for smooth nonlinear functions of sums of independent random vectors

In this section we provide general BE-type bounds on the rate of convergence to normality in the delta method. The more general and abstract results here are explicit bounds on

\[ |\mathbb{P}(f(S) \leq \sigma z) - \mathbb{P}(L(S) \leq \sigma z)|, \]

where \( S \) is the sum of independent random vectors, \( f \) is a smooth enough real-valued function, \( L \) is an appropriate linear approximation of \( f \), \( \sigma \) is the standard deviation of \( L(S) \), and \( z \) is a real number. More specifically, Theorems 2.2 and 2.5 will present, respectively, uniform (in \( z \)) and nonuniform (that is, dependent on \( z \)) bounds on \( |\mathbb{P}(f(S) \leq \sigma z) - \mathbb{P}(L(S) \leq \sigma z)|. \) The nonuniform bounds are smaller, and thus better, than the uniform ones in tail zones, for large enough values of \( z \).

Once appropriate bounds on \( |\mathbb{P}(f(S) \leq \sigma z) - \mathbb{P}(L(S) \leq \sigma z)| \) are established, one can combine them with any number of well-known BE bounds on the distance \( |\mathbb{P}(L(S) \leq \sigma z) - \Phi(z)| \) for the linear statistic \( L(S) \) (see e.g. inequality \((2.19)\) in this paper), to immediately obtain bounds on \( |\mathbb{P}(f(S) \leq \sigma z) - \mathbb{P}(L(S) \leq \sigma z)|. \) That is, on the closeness of the nonlinear statistic \( f(S) \) to normality.

After Theorems 2.2 and 2.5 are stated and discussed, we shall let (in \((2.20)\)) \( X_i = V_i/n \), where the \( V_i \)'s are i.i.d. random vectors, and the distribution of \( V_1 \) should be thought of as fixed – that is, not depending on \( n \). Then, accordingly, one will have \( S = \sum_i X_i = V \) and \( f(S) = f(V) \). This scaling, \( X_i = V_i/n \), is precisely what is needed in the delta method, where a smooth function of the sample mean is approximated in a neighborhood of the true mean by a linear function of the sample mean.

Theorem 2.9 and its special case for one dimensional random summands presented in Theorem 2.10 state the existence of what we call non-explicit bounds in the i.i.d. setting; roughly, the uniform bound will be of the form \( C/\sqrt{n} \) and the nonuniform bound of the form \( C/(z^3\sqrt{n}) \). An explicit expression for \( C \) can be obtained by careful analysis of the proofs in Section 4. An example of such an explicit uniform bound is found in Theorem 2.11; such an explicit bound can then be used to obtain relatively simple expressions for \( C \) that depend only on universal constants and a few moments of \( V_1 \) and \( L(V_1) \) in specific applications (such as Pearson’s \( R \), as in Corollary 3.8).

The following smoothness condition is crucial. Take any Borel-measurable functional \( f: \mathcal{X} \rightarrow \mathbb{R} \) such that there exist \( \epsilon \in (0, \infty), M_\epsilon \in (0, \infty), \) and a continuous linear functional \( L: \mathcal{X} \rightarrow \mathbb{R} \) such that

\[ |f(x) - L(x)| \leq \frac{M_\epsilon}{2} \|x\|^2 \text{ for all } x \in \mathcal{X} \text{ with } \|x\| \leq \epsilon. \] (2.1)

Thus, \( f(0) = 0 \) and \( L \) necessarily coincides with the first Fréchet derivative, \( f'(0), \) of the function \( f \) at 0. Moreover, given \( f(0) = 0, \) for the smoothness
condition (2.1) to hold, it is enough that the second derivative \( f''(x) \) exist and be bounded (in the operator norm) by \( M_x \) over all \( x \in \mathcal{X} \) with \( \|x\| \leq \epsilon \).

Throughout the remainder of the paper, the use of the symbols \( f, L, \epsilon, \) and \( M_x \) shall refer to the smoothness condition (2.1).

**Remark 2.1.** A fact useful in applications is that the smoothness condition (2.1) continues to hold over compositions of functions. Specifically, suppose that \( X, Y, \) and \( Z \) are separable Banach spaces with respective norms \( \| \cdot \|_X, \| \cdot \|_Y, \) and \( \| \cdot \|_Z, \) and let \( h: \mathcal{X} \to \mathcal{Y} \) and \( g: \mathcal{Y} \to \mathcal{Z} \) be functions such that

\[
\| h(x) - L_h(x) \|_Y \leq M_h \| x \|_X^2 \text{ for all } x \in \mathcal{X} \text{ with } \| x \|_X \leq \epsilon_h
\]

and

\[
\| g(y) - L_g(y) \|_Z \leq M_g \| y \|_Y^2 \text{ for all } y \in \mathcal{Y} \text{ with } \| y \|_Y \leq \epsilon_g
\]

for some continuous linear operators \( L_h: \mathcal{X} \to \mathcal{Y}, L_g: \mathcal{Y} \to \mathcal{Z} \) and positive real numbers \( M_h, \epsilon_h, M_g, \epsilon_g \). Then the composition \( f := g \circ h: \mathcal{X} \to \mathcal{Z} \) satisfies (2.1) with \( \mathcal{Z} \) in place of \( \mathcal{R} \), \( L = L_g \circ L_h, M_x = M_h \| L_g \| + M_g m_h^2, m_h := \| L_h \| + M_h \epsilon_h / 2, \) and \( \epsilon = \epsilon_h \), provided that \( \epsilon_h \) is chosen small enough to ensure \( m_h \epsilon_h \leq \epsilon_g \). Such a statement can of course be generalized to the composition of any finite number of functions. We shall prove this assertion in Section 4.

Next let \( X_1, \ldots, X_n \) be independent random vectors in \( \mathcal{X} \) with \( \mathbb{E} X_i = 0 \) for \( i = 1, \ldots, n \), and set

\[
S := \sum_{i=1}^{n} X_i.
\]

Assume that

\[
\sigma := \| L(S) \|_2 = \sqrt{\sum_i \mathbb{E} L(X_i)^2}
\]

is finite and nonzero, and let

\[
T := \frac{f(S)}{\sigma} \quad \text{and} \quad W := \frac{L(S)}{\sigma} = \sum_{i=1}^{n} \xi_i,
\]

where

\[
\xi_i := L(X_i) / \sigma, \quad i = 1, \ldots, n.
\]

For any real \( p \geq 1 \), let

\[
s_p := \left( \sum_i \| X_i \|_p^p \right)^{1/p} \quad \text{and} \quad \sigma_p := \left( \sum_i \| \xi_i \|_p^p \right)^{1/p}.
\]

The assumption (made in Subsection 1.1) that \( \mathcal{X} \) is of type 2 implies

\[
\| S \|_2 \leq D s_2
\]

for some \( D \in (0, \infty) \) (cf. [30, 66]); we shall assume that \( D \) is chosen to be minimal with respect to this property, so that \( D = 1 \) with the equality in (2.8) whenever \( \mathcal{X} \) is a Hilbert space. Take also an arbitrary \( c_* \in (0, 1) \) and let \( \delta \) be any real number such that

\[
\sum_i \mathbb{E} \| \xi_i \| (\delta \wedge |\xi_i|) \geq c_*;
\]
note that such a number $\delta$ always exists (because the limit of the left-hand side of (2.9) as $\delta \uparrow \infty$ is 1). Necessarily, $\delta > 0$.

We now have enough notation to present the following bound on the Kolmogorov distance between $T$ and its linear approximation $W$:

**Theorem 2.2.** Let $X_1, \ldots, X_n$ be independent zero-mean random vectors in $X$, let $f : X \to \mathbb{R}$ satisfy (2.1), and assume that $\sigma > 0$; also, take any $c_* \in (0, 1)$. Then for all $z \in \mathbb{R}$

$$\left| \mathbb{P}(T > z) - \mathbb{P}(W > z) \right| \leq \frac{1}{2c_*} \left( 4\delta + (\sigma_3 + (8/\pi)^{1/6}) u + \sigma_3 v \right) + \mathbb{P}(\|S\| > \epsilon),$$

(2.10)

where

$$u := \frac{M_\epsilon}{2\sigma} \left( 1 + \frac{D^2}{2} \right)^{2/3} (s_3^2 + 2^{2/3} s_2^2), \quad v := \frac{M_\epsilon}{2\sigma} (s_3^2 + 2Ds_3^{3/2}s_2),$$

(2.11)

and $\delta$ is any real number satisfying (2.9).

**Remark 2.3.** As shown in [59, Theorem 1], (2.9) will hold with

$$\delta = \begin{cases} 
  c_* \sigma_3^3 & \text{if } 0 < c_* \leq \frac{1}{2}, \\
  \frac{\sigma_3^3 - (2c_* - 1)^2}{4(1 - c_*)} & \text{if } \frac{1}{2} \leq c_* < 1,
\end{cases}$$

(2.12)

provided that $\sigma_3 < \infty$. For $c_* = \frac{1}{2}$, this result follows from [11, Remark 2.1]. If $\delta$ is chosen to be as in (2.12), then $\frac{1}{2c_*} 4\delta = 2\sigma_3^3$ is constant over all $c_* \in (0, \frac{1}{2}]$, and hence it may be assumed in Theorem 2.2 that $c_* \in [\frac{1}{2}, 1)$. However, in applications of Theorem 2.5 below, some choices of $c_* \in (0, \frac{1}{2})$ in (2.12) will turn out beneficial.

**Remark 2.4.** The term $\mathbb{P}(\|S\| > \epsilon)$ in (2.10) can be bounded in a variety of ways. For instance, using Chebyshev’s inequality, one can write

$$\mathbb{P}(\|S\| > \epsilon) \leq \frac{\|S\|^2}{\epsilon^2} \leq \frac{D^2 s_3^2}{\epsilon^2}.$$ 

(2.13)

Alternatively, one can write

$$\mathbb{P}(\|S\| > \epsilon) \leq \frac{\|S\|^3}{\epsilon^3} \leq \frac{1 + D^2}{2} \frac{s_3^3 + 2s_2^3}{\epsilon^3},$$

using the Rosenthal-type inequality [67, (12)].

The hardest to obtain result of this section is the following nonuniform bound:

**Theorem 2.5.** Assume that the conditions of Theorem 2.2 are satisfied, and take any positive real numbers $\theta, \omega, \delta_0, \pi_1, \pi_2, \pi_3$, and $\omega$ satisfying the additional restrictions

$$\delta_0 \leq \omega, \quad \pi_1 + \pi_2 + \pi_3 = 1, \quad \text{and} \quad \omega \leq \frac{M_\epsilon \epsilon^2}{2\pi_1}.$$ 

(2.14)
Then for all \( z \in [0, \omega/\sigma] \)

one has

\[ |\mathbb{P}(T > z) - \mathbb{P}(W > z)| \leq \gamma_z + \tau e^{-(1-\pi_1)z/\theta}, \]

where

\[ \gamma_z := \sum_{i=1}^{n} \mathbb{P}(\xi_i > \pi_2 z) + \sum_{i=1}^{n} \mathbb{P}(W - \xi_i > \pi_3 z) \mathbb{P}(\xi_i > w) + \mathbb{P}\left( \|S\| > \sqrt{\frac{2\pi_1 \sigma^2 z}{M_c}} \right), \]

\[ \tau := c_1 \sigma^3 v + c_2 u + c_3 \delta, \]

\( u \) and \( v \) are as in (2.11), and \( c_1, c_2, \) and \( c_3 \) are finite positive expressions defined in (4.14)–(4.16), which depend only on \( c_*=, \theta, w, \delta_0, \max_i \|\xi_i\|_2, \) and \( \sigma_3. \)

**Remark 2.6.** The bound (2.16) is stated only for \( z \geq 0, \) which allows for one-tail expressions such as \( \mathbb{P}(\xi_i > \pi_2 z) \) to be used in (2.17), as opposed to larger two-tail expressions such as \( \mathbb{P}(|\xi_i| > \pi_2 |z|) \). In order to obtain a corresponding bound for \( z < 0, \) all that is needed is to replace \( f \) with \(-f\) (and hence also \( L \) with \(-L\) and \( \xi_i \) with \(-\xi_i\)).

**Remark 2.7.** The restriction (2.15) is of essence. Indeed, if \( z \gg \frac{1}{\sigma} \) (that is, if \( z \) is much greater than \( \frac{1}{\sigma} \)) and the event \( \{W > z\} \) in (2.16) occurs, then, by (2.5), \( L(S) >> 1 \) and hence \( \|S\| >> 1 \), and in this latter zone, of large deviations of \( S \) from its zero mean, the linear approximation of \( f(S) \) by \( L(S) \) will usually break down. This heuristics will be implicitly used in Appendix B, which shows that the upper bound \( \frac{\omega}{\sigma} \) on \( z \) in (2.15) is indeed the best possible up to a constant factor, even when the Hilbert space \( X \) is one-dimensional. Note also that the last inequality in (2.14) can be satisfied for any given \( \omega \in (0, \infty) \) by (say) taking \( \pi_1 \) to be small enough.

**Remark 2.8.** If, in the conditions of Theorem 2.5, it is additionally assumed that the \( \xi_i \)’s are all symmetric(ally distributed), then, according to the main result of [58], the expression \( e^{3w/\theta} - 1 \) (found in the definition (4.15) of \( c_2 \)) may be replaced by the smaller quantity \( \sinh(3w/\theta) \). This sharpening of the inequality (2.16) allows for smaller universal constants to be obtained in applications of Theorem 2.5.

The bounds in (2.10) and (2.16) on the closeness of the distribution of the linear approximation \( W \) to that of the original statistic \( T \) are to be complemented by any number of well-known BE-type bounds on the closeness of the distribution of the linear statistic \( W \) to the standard normal distribution; the reader may be referred to Petrov’s monograph [50, Chapter V] or the paper [55]. For instance, for the linear statistic \( W \) as in (2.5) with i.i.d. \( \xi_1, \ldots, \xi_n \), results due to Shevtsova [74] and Michel [44] imply

\[ |\mathbb{P}(W \leq z) - \Phi(z)| \leq n\left(0.33554(\|\xi_1\|_3^3 + 0.415\|\xi_1\|_2^2) \right) + \frac{30.22111\|\xi_1\|_3^3}{|z|^3 + 1}. \]
I. Pinelis and R. Molzon

classical uniform and nonuniform BE bounds). This should hardly be surprising, however, when one reflects upon the generality of the results. Indeed, there are a whole host of players here: those associated with the function $f$ and the space $X$ (namely, $L$, $ϵ$, $M$, $δ$, $π_1$, $π_2$, $π_3$, and $D$), the parameters we are free to choose ($c_∗$, $θ$, $w$, $δ_0$, $π_1$, $π_2$, $π_3$, and $ω$), and more traditional terms ($σ_3$, $s_2$, $s_3$, and $σ$) – each with a significant and rather circumscribed role to play.

In applications to problems of the asymptotic relative efficiency of statistical tests, usually it is the closeness of the distribution of the test statistic to a normal distribution (on $\mathbb{R}$) that is needed or most convenient; in fact, obtaining uniform bounds on such closeness was our original motivation for this work. On the other hand, there have been a number of deep results on the closeness of the distribution of $f(S)$, not to a normal distribution, but to that of $f(N)$, where $N$ is a normal random vector with the mean and covariance matching those of $S$. In particular, Götze [25] provided an upper bound of the order $O(1/\sqrt{n})$ on the uniform distance between the d.f.’s of the r.v.’s $f(S)$ and $f(N)$ under comparatively mild restrictions on the smoothness of $f$; however, the bound increases to $∞$ with the dimension $k$ of the space $X$ (which is $\mathbb{R}^k$ therein). Chen and Fang [10, Theorem 3.5] recently showed the constant in this bound is $O(k^{1/2})$. One important feature of the bounds in Theorems 2.2 and 2.5 is that they do not explicitly depend on the dimension of the space $X$ but only on the choice of the norm $∥·∥$ on $X$.

One should also note here such results as the ones obtained by Götze [24] (uniform bounds) and Zalesskiı̆ [78, 79] (nonuniform bounds), also on the closeness of the distribution of $f(S)$ to that of $f(N)$. There (in an i.i.d. case), $X$ can be any type 2 Banach space, but $f$ is required to be at least thrice differentiable, with certain conditions on the derivatives. Moreover, Bentkus and Götze [5] provide several examples showing that, in an infinite-dimensional space $X$, the existence of the first three derivatives (and the associated smoothness conditions on such derivatives) cannot be relaxed in general.

Another advantage of the bounds in (2.10) and (2.16) is that they do not explicitly depend on $n$. Indeed, $n$ is irrelevant when the $X_i$’s are not identically distributed (because one could e.g. introduce any number of additional zero summands $X_i$). In fact, (2.10) and (2.16) remain valid when $S$ is the sum of an infinite series of independent zero-mean random vectors, i.e. $S = \sum_{i=1}^{∞} X_i$, provided that the series converges in an appropriate sense; see e.g. Jain and Marcus [33].

On the other hand, for i.i.d. random vectors $X_i$ our bounds have the correct order of magnitude in $n$. Indeed, let

$$V, V_1, \ldots, V_n \text{ be i.i.d. random vectors}$$

in $X$, with $E V = 0$. Throughout the rest of this section and in Section 3, we shall use

$$V_i/n \text{ in place of } X_i \text{ and } V := \frac{1}{n} \sum_{i=1}^{n} V_i \text{ in place of } S. \quad (2.20)$$
Further let
\[ \bar{\sigma} := \|L(V)\|_2, \quad v_p := \|V\|_p, \quad \varsigma_p := \frac{\|L(V)\|_p}{\bar{\sigma}} \]
for any \( p \geq 1 \), so that (2.4), (2.6), and (2.7) yield
\[ \sigma = \frac{\bar{\sigma}}{\sqrt{n}}, \quad \xi_i = \frac{L(V_i)}{\bar{\sigma} \sqrt{n}}, \quad s_p = \frac{v_p}{n^{1-1/p}}, \quad \text{and} \quad \sigma_p = \frac{\varsigma_p}{n^{1/2-1/p}}. \]

**Theorem 2.9.** Suppose that (2.1) holds, and let \( V, V_1, V_2, \ldots, V_n \) be i.i.d. zero-mean random vectors with \( \bar{\sigma} > 0 \) and \( v_3 < \infty \). Then for all \( z \in \mathbb{R} \)
\[ \left| P\left( \frac{\bar{\sigma} f(V)}{\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{\sqrt{n}}, \]
 Moreover, for any \( \omega \in (0, \infty) \) and for all
\[ z \in (0, \omega \sqrt{n}] \]
one has
\[ \left| P\left( \frac{f(V)}{\bar{\sigma} / \sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \mathcal{C}\left( n P(\|V\| > \mathcal{C} \sqrt{n}) + \frac{n P(\|V\| > \mathcal{C} \sqrt{n})}{z^3} \right. \\
\left. + \frac{1}{z^3 n^{3/2}} + \frac{1}{\mathcal{C}^3 \sqrt{n}} \right) \]
\[ \leq \frac{\mathcal{C}}{z^3 \sqrt{n}}. \]

Each instance of \( \mathcal{C} \) above is a finite positive expression that depends only upon the space \( X \) (through the constant \( D \) in (2.8)), the function \( f \) (through (2.1)), and the moments \( \bar{\sigma}, \varsigma_3, v_3/2, v_2, \) and \( v_3 \), with \( \mathcal{C} \) in (2.25) and (2.26) also depending on \( \omega \). Moreover, (2.23) and (2.25) both hold when \( P(\sqrt{n}L(V) / \bar{\sigma} \leq z) \) replaces \( \Phi(z) \).

The restriction (2.24) concerning (2.25) cannot be relaxed in general; see Appendix B.

**Theorem 2.10.** Suppose that a function \( f : \mathbb{R} \to \mathbb{R} \) is twice continuously differentiable in a neighborhood of 0, with \( f(0) = 0 \) and \( f'(0) \neq 0 \). Let \( Y, Y_1, Y_2, \ldots \) be a sequence of i.i.d. zero-mean unit-variance real-valued r.v.’s with \( \|Y\|_3 < \infty \), and let \( \bar{Y}_n := \frac{1}{n} \sum_{i=1}^{n} Y_i \). Then there exists a real number \( \mathcal{C} > 0 \) such that for all \( n \in \mathbb{N} \) and all \( z \in \mathbb{R} \)
\[ \left| P\left( \frac{f(\bar{Y}_n)}{|f'(0)| \sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{\sqrt{n}}. \]
 Moreover, for any \( \omega \in (0, \infty) \) there exists a real number \( \mathcal{C} > 0 \) such that for all \( n \in \mathbb{N} \) and all \( z \) as in (2.24)
\[ \left| P\left( \frac{f(\bar{Y}_n)}{|f'(0)| \sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{z^3 \sqrt{n}}. \]
I. Pinelis and R. Molzon

Theorem 2.10, a straightforward consequence of Theorem 2.9, is stated here to provide an example of uniform and nonuniform BE bounds for the "classical", "univariate" delta method; even this very simple case appears to be new to the literature. Just as with the BE bound for linear statistics, we see that the moment restriction \( \|Y\|_3 < \infty \) is sufficient to obtain a bound on the order of \( O(1/\sqrt{n}) \). That bounds such as (2.27) are useful in applications was suggested to us by E. MolavianJazi [45], who needed such a result in his research in electrical engineering.

**Theorem 2.11.** Let \( X \) be a Hilbert space, let \( f \) satisfy (2.1) for some real \( \epsilon > 0 \), and assume that \( E V = 0, \tilde{\sigma} > 0, \) and \( v_3 < \infty \). Take any real number \( c_* \in [\frac{1}{2}, 1) \).

Then

\[
\left| \mathbb{P}\left( \frac{f(V)}{\tilde{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq K_0 + K_1 \varsigma_3 + (K_20 + K_21) v_2^2 + (K_30 + K_31) v_3^2 + K_\epsilon
\]

(2.29)

for all \( z \in \mathbb{R} \) and \( n \in \mathbb{N} \), where

\[
K_0 := 0.13925 - \frac{(2c_* - 1)^2}{2c_* (1 - c_*)}, \quad K_1 := 0.33554 + \frac{1}{2c_* (1 - c_*)},
\]

\[
(K_{20}, K_{21}, K_{30}, K_{31}) := \frac{M_\epsilon}{4c_* \tilde{\sigma}} \left( 2 \left( \frac{2}{\pi} \right)^{1/6}, 2 + \frac{2^{2/3}}{n^{1/6}}, \frac{(8/\pi)^{1/6}}{n^{1/3}}, \frac{2}{n^{1/2}} \right),
\]

and

\[
K_\epsilon := \frac{v_2^2}{\epsilon^2 n^{1/2}} \wedge \frac{2v_3^2 + v_3^3/n^{1/2}}{\epsilon^3 n}.
\]

Thus, Theorem 2.11 provides an explicit expression of the constant \( C \) in (2.23), depending only on \( n \), the moments \( \tilde{\sigma}, \varsigma_3, v_2, \) and \( v_3 \), and a choice of the parameters \( c_*, \epsilon \) (and hence \( M_\epsilon \)). However, in many applications the non-explicit bounds presented in Theorem 2.9 will be enough; see e.g. [20].

An explicit counterpart to the nonuniform bounds in (2.25)–(2.26) is presented in Theorem A.2. It takes nearly three pages of notation just to state that theorem (and many more to prove it). Therefore, we defer the proof of Theorem A.2 to Appendix A. However, the very long expressions of the bounds in Theorem A.2 can be greatly simplified in specific applications, as is illustrated e.g. in the application to the central \( T \) statistic in [65]. Moreover, the corresponding explicit constants in that application are rather moderate in size, and indeed are comparable with the constant factor in the nonuniform BE inequality (2.19) for linear statistics. Furthermore, the constant factor in the asymptotic bound for general statistics deduced from Theorem A.2 is just the same as that for sums of independent real-valued r.v.'s; see (D.3) in Appendix D.

3. Applications

Here we shall apply the results of Section 2 to present several novel bounds on the rate of convergence to normality in some common applications of the delta
method. Throughout this section, we shall use the i.i.d. notation as presented in (2.20)–(2.22). Moreover, in most of our applications $V$ will take values in the Euclidean space $\mathbb{X} = \mathbb{R}^k$ for some natural number $k$; an exception to this assumption is taken in Subsection 3.5, where we allow $\mathbb{X}$ to be an infinite-dimensional Hilbert space.

The components of the zero-mean random vector $V$ will typically be some functions of real-valued zero-mean r.v.’s denoted by $Y$ and $Z$. E.g., in our application to the Pearson statistic in Subsection 3.2, $V$ will stand for the 5-dimensional zero-mean random vector $(Y, Z, Y^2 - 1, Z^2 - 1, YZ - \mathbb{E}YZ)$, where $Y$ and $Z$ are zero-mean unit-variance r.v.’s.

The non-explicit bounds for the Student, Pearson, noncentral Hotelling, certain covariance statistics, principal component analysis, and maximum likelihood estimators to be given in Theorems 3.1, 3.4, 3.9, 3.12, 3.15 and 3.16, respectively, are more or less straightforward applications of Theorem 2.9. In contrast, the explicit bounds, such as the one for the Pearson statistic given in Corollary 3.8, are based on Theorem 2.11, and they require significantly more work. As the proof of Corollary 3.8 is rather lengthy and technical, it is placed in Appendix C.

### 3.1. Student’s $T$

Let $Y, Y_1, \ldots, Y_n$ be i.i.d. real-valued r.v.’s, with

$$\mu := \mathbb{E}Y \quad \text{and} \quad \text{Var}Y \in (0, \infty).$$

Consider the statistic commonly referred to as Student’s $T$ (or simply $T$):

$$T := \frac{\bar{Y}}{S_Y/\sqrt{n}} = \frac{\sqrt{n} \bar{Y}}{(\bar{Y}^2 - \bar{Y}^2)^{1/2}},$$

where

$$\bar{Y} := \frac{1}{n} \sum_i Y_i, \quad \bar{Y}^2 := \frac{1}{n} \sum_i Y_i^2,$$

and

$$S_Y := \left(\frac{1}{n} \sum_i (Y_i - \bar{Y})^2\right)^{1/2} = \left(\bar{Y}^2 - \bar{Y}^2\right)^{1/2};$$

let $T := 0$ when $\bar{Y} = \bar{Y}^2$. Note that $S_Y$ is defined here as the empirical standard deviation of the sample $(Y_i)_{i=1}^n$, rather than the sample standard deviation $(\frac{n-1}{n} (\bar{Y}^2 - \bar{Y}^2))^{1/2}$. Let us call $T$ “central” when $\mu = 0$ and “noncentral” when $\mu \neq 0$.

As $T$ is invariant under the transformation $Y_i \mapsto aY_i$ for arbitrary $a > 0$, let us assume without loss of generality (w.l.o.g.) that

$$\text{Var}Y = 1.$$
Now let $\mathcal{X} = \mathbb{R}^2$, and for $x = (x_1, x_2) \in \mathcal{X}$ such that $1 + x_2 - x_1^2 > 0$, let $f : \mathcal{X} \to \mathbb{R}$ be defined by

$$f(x) = f(x_1, x_2) = \frac{x_1 + \mu}{\sqrt{1 + x_2 - x_1^2}} - \mu;$$

let $f(x) := -\mu$ for all other $x \in \mathcal{X}$. Since

$$\min_{x_1^2 + x_2^2 \leq \epsilon^2} (1 + x_2 - x_1^2) = \begin{cases} 1 - \epsilon & \text{if } 0 < \epsilon \leq \frac{1}{2}, \\ \frac{3}{4} - \epsilon^2 & \text{if } \epsilon \geq \frac{1}{2}, \end{cases}$$

(3.1)

it is easy to see that $f''$ is continuous (and hence uniformly bounded) on the closed ball $\{x \in \mathcal{X} : \|x\| \leq \epsilon\}$ for any fixed $\epsilon \in (0, \sqrt{3}/2)$. So, the smoothness condition (2.1) is satisfied, with $L(x) = x_1 - \mu x_2/2$ for $x = (x_1, x_2) \in \mathcal{X}$, and upon letting

$$V = (Y - \mu, (Y - \mu)^2 - 1)$$

we see that $\sqrt{n} f(V) = T - \sqrt{n} \mu$. Then Theorem 2.9 immediately yields

**Theorem 3.1.** Assume that $\tilde{\sigma} > 0$ and $\nu_3 < \infty$, for $\tilde{\sigma}$ and $\nu_p$ defined in (2.21). Then for all $n \in \mathbb{N}$ and $z \in \mathbb{R}$

$$\left| \mathbb{P}\left( \frac{T - \sqrt{n} \mu}{\tilde{\sigma}} \leq z \right) - \Phi(z) \right| \leq \frac{c}{\sqrt{n}},$$

(3.3)

where $c$ is a finite expression depending only on the distribution of $Y$; also, for any $\omega > 0$ and for all real $z > 0$ and $n \in \mathbb{N}$ satisfying (2.24),

$$\left| \mathbb{P}\left( \frac{T - \sqrt{n} \mu}{\tilde{\sigma}} \leq z \right) - \Phi(z) \right| \leq \frac{c}{z^3 \sqrt{n}},$$

(3.4)

where $c$ is a finite expression depending only on $\omega$ and the distribution of $Y$.

**Remark 3.2.** If $\mu = 0$ then $\tilde{\sigma} \neq 0$, and otherwise $\tilde{\sigma} = 0$ only if $Y$ has a 2-point distribution, which depends only on $\mu$. Indeed, if $\mu \neq 0$ then $\tilde{\sigma} = 0$ if and only if $Y = 2 \sqrt{p(1 - p)/(1 - 2p)} + B_p$ a.s., where $B_p$ is a standard Bernoulli($p$) r.v. with $p \in (0, 1) \setminus \{1/2\}$.

**Remark 3.3.** The upper bound in (3.3) is optimal in its dependence on $n$ for the noncentral $T$. Indeed, suppose that a function $f : \mathbb{R}^k \to \mathbb{R}$ is twice continuously differentiable in a neighborhood of the origin (so that $f$ satisfies the smoothness condition (2.1)), and let $L$ and $H$ denote here the gradient vector and Hessian matrix of $f$ at 0. Further assume, in addition to the assumptions $\tilde{\sigma} > 0$ and $\nu_3 < \infty$, that $V$ satisfies the Cramér-type condition $\limsup_{|t| \to \infty} |\mathbb{E} e^{itV}| < 1$. Then a calculation of the asymptotic distribution of $\sqrt{n} f(V)/\tilde{\sigma}$ using [8, Theorem 2] implies

$$\sup_{z \in \mathbb{R}} \left| \mathbb{P}\left( \frac{f(V)}{\tilde{\sigma} \sqrt{n}} \leq z \right) - \Phi(z) - \frac{\Delta(z)}{\sqrt{n}} \right| = o\left( \frac{1}{\sqrt{n}} \right),$$

(3.5)
where
\[ \Delta(z) := -\left( \frac{\mathbb{E}(L^TV)^3}{6\tilde{\sigma}^3} + a_3 \right)(z^2 - 1) + a_1 \varphi(z), \]  
\( a_1 := \frac{1}{2\tilde{\sigma}} \text{tr}(H\Sigma), \quad a_3 := \frac{1}{4\tilde{\sigma}^3} (L^T\Sigma - \tilde{\sigma}^2) \text{tr}(H\Sigma) + \frac{1}{2\tilde{\sigma}^3} L^T\Sigma H\Sigma L, \)

\( \Sigma \) denotes the covariance matrix of \( V \), and \( \varphi \) is the standard normal density.

In the conditions of Theorem 3.1, take the simple case where \( Y \) is unit-variance, symmetric about its non-zero mean \( \mu \), and has an absolutely continuous distribution; let \( \nu_k := \mathbb{E}(Y - \mu)^k \) denote the \( k \)th central moment of \( Y \), so that \( \nu_k = 0 \) for odd natural \( k \). Then, for \( \Delta(z) \) as in (3.6), \( \Delta(1) = -\frac{\mu(1 + 3\nu_4)}{8\tilde{\sigma}} \varphi(1) \) and \( \tilde{\sigma} = 1 + \frac{\mu^2}{4}(\nu_4 - 1) \). That is, \( \tilde{\sigma} > 0 \) and \( \Delta(1) \neq 0 \), and we see that the dependence of the upper bound in (3.3) on \( n \) is optimal.

The bounds in (3.3) and (3.4) appear to be new for the noncentral \( T \). It was shown in [7] that, if \( \|Y\|_4 < \infty \), then (after some standardization) \( T \) has a limit distribution which is either the standard normal distribution or the \( \chi^2 \) distribution with one degree of freedom; the latter will be the case if and only if \( Y \) has the two-point distribution described above in Remark 3.2 concerning the degeneracy condition \( \tilde{\sigma} = 0 \).

The bounds in Theorem 3.1 apply to the central \( T \) as well. In Subsection 4.2.1 of the arXiv version of this paper [65] we present several uniform and nonuniform BE-type bounds for the self-normalized sum – which is a simple one-to-one monotonic transformation of the central Student \( T \), along with comparisons of those bounds to existing ones in the literature. The reader is referred to [73] for a survey of limit theorems concerning the self-normalized sums.

### 3.2. Pearson’s \( R \)

Let \((Y, Z), (Y_1, Z_1), \ldots, (Y_n, Z_n)\) be a sequence of i.i.d. random points in \( \mathbb{R}^2 \), with
\[ \forall \text{Var } Y \in (0, \infty) \quad \text{and} \quad \forall \text{Var } Z \in (0, \infty). \]

Recall the definition of Pearson’s product-moment correlation coefficient:
\[ R := \frac{\sum_{i=1}^n (Y_i - \bar{Y})(Z_i - \bar{Z})}{\sqrt{\sum_{i=1}^n (Y_i - \bar{Y})^2} \sqrt{\sum_{i=1}^n (Z_i - \bar{Z})^2}} = \frac{\bar{YZ} - \bar{Y}\bar{Z}}{\sqrt{\bar{Y}^2 - \bar{Y}^2} \sqrt{\bar{Z}^2 - \bar{Z}^2}}, \]  
(3.7)

where
\[ \bar{Y} := \frac{1}{n} \sum_i Y_i, \quad \bar{Z} := \frac{1}{n} \sum_i Z_i, \quad \bar{Y}^2 := \frac{1}{n} \sum_i Y_i^2, \quad \bar{Z}^2 := \frac{1}{n} \sum_i Z_i^2, \]
\[ \text{and} \quad \bar{YZ} := \frac{1}{n} \sum_i Y_i Z_i; \]

let \( R := 0 \) if the denominator in (3.7) is 0. Note that \( R \) is invariant under all affine transformations of the form \( Y_i \mapsto a + bY_i \) and \( Z_i \mapsto c + dZ_i \) with positive
b and d; so, in what follows we may (and shall) assume that the r.v.'s Y and Z are standardized:

\[ \mathbb{E}Y = \mathbb{E}Z = 0 \quad \text{and} \quad \mathbb{E}Y^2 = \mathbb{E}Z^2 = 1, \]
and we let \( \rho := \mathbb{E}YZ = \text{Corr}(Y, Z) \).

Let \( \mathcal{X} = \mathbb{R}^5 \), and for \( x = (x_1, x_2, x_3, x_4, x_5) \in \mathcal{X} \) such that \( 1 + x_3 - x_4^2 > 0 \) and \( 1 + x_4 - x_5^2 > 0 \), let

\[
f(x) = f(x_1, x_2, x_3, x_4, x_5) = \frac{x_5 + \rho - x_1 x_2}{\sqrt{1 + x_3 - x_1^2} \sqrt{1 + x_4 - x_2^2}} - \rho; \quad (3.8)
\]

let \( f(x) := -\rho \) for all other \( x \in \mathcal{X} \). Recall (3.1) to see that \( f''(x) \) exists and is continuous on the closed \( \epsilon \)-ball about the origin for any fixed \( \epsilon \in (0, \sqrt{3}/2) \); then the smoothness condition (2.1) holds, with \( L(x) = f'(0)(x_1, x_2, x_3, x_4, x_5) = -\rho x_3/2 - \rho x_4/2 + x_5 \). Letting \( V = (Y, Z, Y^2 - 1, Z^2 - 1, YZ - \rho) \), so that

\[
L(V) = YZ - \frac{\rho}{2} (Y^2 + Z^2),
\]
we see that \( f(V) = R - \rho \). Then Theorem 2.9 immediately yields

**Theorem 3.4.** Assume that \( \bar{\sigma} > 0 \) and \( v_3 < \infty \), for \( \bar{\sigma} \) and \( v_p \) defined in (2.21). Then for all \( n \in \mathbb{N} \) and \( z \in \mathbb{R} \)

\[
\left| P \left( \frac{R - \rho}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{C}{\sqrt{n}}, \quad (3.9)
\]

where \( C \) is a finite expression depending only on the distribution of the random point \((Y, Z)\). Also, for any \( \omega > 0 \) and all real \( z > 0 \) and \( n \in \mathbb{N} \) satisfying (2.24),

\[
\left| P \left( \frac{R - \rho}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{C}{z^3 \sqrt{n}}, \quad (3.10)
\]

where \( C \) is a finite expression depending only on \( \omega \) and the distribution of \((Y, Z)\).

**Remark 3.5.** Note that the degeneracy condition \( \bar{\sigma} = 0 \) is equivalent to the following: there exists some \( \kappa \in \mathbb{R} \) such that the random point \((Y, Z)\) lies a.s. on the union of the two straight lines through the origin with slopes \( \kappa \) and \( 1/\kappa \) (for \( \kappa = 0 \), these two lines should be understood as the two coordinate axes in the plane \( \mathbb{R}^2 \)). Indeed, if \( \bar{\sigma} = 0 \), then \( YZ - \frac{\rho}{2} (Y^2 + Z^2) = 0 \) a.s.; solving this equation for the slope \( Z/Y \), one obtains two roots, whose product is 1. Vice versa, if \((Y, Z)\) lies a.s. on the union of the two lines through the origin with slopes \( \kappa \) and \( 1/\kappa \), then \( YZ - \frac{\rho}{2} (Y^2 + Z^2) = 0 \) a.s. for \( r := 2\kappa/(\kappa^2 + 1) \) and, moreover,

\[
r = \mathbb{E} \frac{\rho}{2} (Y^2 + Z^2) = \mathbb{E} YZ = \rho.
\]

For example, let the random point \((Y, Z)\) equal \((cx, \kappa cx), (-c x, -\kappa cx), (\kappa cy, cy), (-\kappa cy, -cy)\) with probabilities \( \frac{x}{2}, \frac{p}{2}, \frac{q}{2}, \frac{p}{2} \), respectively, where \( x \neq 0, y \neq 0, \kappa \in \mathbb{R}, c := \sqrt{\frac{x^2 + y^2}{\kappa^2 + 1}}, p := \frac{y^2}{x^2 + y^2}, \) and \( q := 1 - p \); then \( \bar{\sigma} = 0 \) (and the r.v.'s Y and Z are standardized). In particular, one can take here \( x = y = 1 \), so that \( p = q = \frac{1}{2} \).
Remark 3.6. The condition \( v_3 < \infty \) in Theorem 3.4 is equivalent to \( \|Y\|_6 + \|Z\|_6 < \infty \), which might seem overly restrictive, since only the finiteness of the third absolute moments is needed to have a BE-type bound of order \( O(1/\sqrt{n}) \) for linear statistics. However, the moments \( \|Y\|_6 \) and \( \|Z\|_6 \) do appear in an asymptotic expansion (up to an order \( n^{-1/2} \)) of the distribution of \( R \) when \( \rho \neq 0 \); for details, one can see [53]. When \( \rho = 0 \), the most restrictive moment assumption for the existence of the asymptotic expansion is that \( \|YZ\|_3 < \infty \).

Remark 3.7. Recall the asymptotic distribution results of [8] as outlined in Remark 3.3. In the conditions of Theorem 3.4, take the very simple case when \( Y \) and \( Z \) are zero-mean, unit-variance, absolutely continuous r.v.’s independent of each other. Then a straightforward calculation shows that \( a_1 = 0, a_3 = 0 \), and hence \( \Delta(z) = -\frac{1}{6} \mathbb{E}Y^3 \mathbb{E}Z^3(z^2 - 1)\varphi(z) \). So, the bound in (3.9) has an optimal dependence on \( n \) whenever \( \mathbb{E}Y^3 \neq 0 \) and \( \mathbb{E}Z^3 \neq 0 \). Moreover, since \( \Delta(z) \) is real-analytic in \( z, L, H \), and moments of \( V \), we see that generally \( \Delta(z) \neq 0 \) and hence the bound in (3.9) is generally of the optimal order in \( n \).

The bounds in (3.9) and (3.10) appear to be new. In fact, we have not been able to find in the literature any uniform (or nonuniform) bound on the closeness of the distribution of \( R \) to normality. Note that such bounds are important in considerations of the asymptotic relative efficiency of statistical tests; see e.g. Noether [48].

A simple and explicit bound for the Pearson statistic is given in the following corollary.

**Corollary 3.8** (to Theorem 2.11). Assume that \( \mathbb{E}YZ = 0 \) and \( \bar{\sigma} = \|YZ\|_2 > 0 \). Then for all \( n \in \mathbb{N} \) and \( z \in \mathbb{R} \)

\[
\left| \mathbb{P}\left( \frac{R}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{B_0 + B_3/\bar{\sigma}^3}{\sqrt{n}} (\|Y\|_6^6 + \|Z\|_6^6),
\]

(3.11)

where \( (B_0, B_3) \) is any ordered pair in the set

\[
\{(3.61, 3.61), (1.12, 8.94), (13.33, 1.69), (0.56, 14.97), (36.32, 1.37)\}.
\]

The proof of Corollary 3.8 (given in Appendix C) provides a method by which one may obtain a variety of values for the pair \( (B_0, B_3) \). The specific pairs listed in (3.12) are obtained by trying to minimize \( B_0 \vee B_3/\bar{\sigma}^3 \) for \( \bar{\sigma} \in \{1, 2, 1/2, 3, 1/3\} \).

**3.3. Noncentral Hotelling’s \( T^2 \) statistic**

Let \( k \geq 2 \) be an integer, and let \( Y, Y_1, \ldots, Y_n \) be i.i.d. random vectors in \( \mathbb{R}^k \), with finite

\[
\mu := \mathbb{E}Y \quad \text{and} \quad \text{Cov} Y = \mathbb{E}YY^T - \mu\mu^T \text{ strictly positive definite}.
\]

Consider Hotelling’s \( T^2 \) statistic

\[
T^2 := Y^T (S_Y^2/n)^{-1} Y = n Y^T \left( YY^T - YY^T \right)^{-1} Y,
\]

(3.13)
where

\[
Y := \frac{1}{n} \sum_{i} Y_i, \quad \overline{YY}^\top := \frac{1}{n} \sum_{i} Y_i Y_i^\top, \quad \text{and} \quad S_Y^2 := \frac{1}{n} \sum_{i} (Y_i - \overline{Y}) (Y_i - \overline{Y})^\top = \overline{YY}^\top - \overline{Y} \overline{Y}^\top;
\]

the generalized inverse is often used in place of the inverse in (3.13), though here we may just let \( T^2 := 0 \) whenever \( S_Y^2 \) is singular. Also note that \( S_Y^2 \) is defined as the empirical covariance matrix of the sample \( (Y_i)_{i=1}^n \), rather than the sample covariance matrix \( \frac{n}{n-1} S_Y^2 \). Call \( T^2 \) “central” when \( \mu = 0 \) and “noncentral” otherwise.

For any nonsingular matrix \( B \), \( T^2 \) is invariant under the invertible transformation \( Y_i \mapsto BY_i \), so let us assume w.l.o.g. that

\[
\text{Cov} Y = I,
\]

the \( k \times k \) identity matrix.

Now let \( \mathcal{X} = \{(x_1, x_2): x_1 \in \mathbb{R}^k, x_2 \in \mathbb{R}^{k \times k}\} \) be equipped with the norm

\[
\|(x_1, x_2)\| := \sqrt{\|x_1\|^2 + \|x_2\|^2_F},
\]

where \( \|x_2\|_F := \sqrt{\text{tr}(x_2 x_2^\top)} \) is the Frobenius norm. For \( x = (x_1, x_2) \in \mathcal{X} \) such that \( I + x_2 - x_1 x_1^\top \) is nonsingular, let

\[
f(x) = (x_1 + \mu)^\top (I + x_2 - x_1 x_1^\top)^{-1} (x_1 + \mu) - \mu^\top \mu,
\]

and let \( f(x) := -\mu^\top \mu \) for all other \( x \in \mathcal{X} \). The Fréchet derivative of \( f \) at the origin is the linear functional defined by \( L(x) = f'(0)(x_1, x_2) = 2x_1^\top \mu - \mu^\top x_2 \mu \).

Let us recall a couple of other useful facts (found in, say, the monograph [32]): the spectral norm \( \|B\| \) of any \( k \times k \) matrix \( B \) does not exceed \( \|B\|_F \), and \( \|B\| < 1 \) implies \( I - B \) is nonsingular and \( \|(I - B)^{-1}\| \leq 1/(1 - \|B\|) \). In particular,

\[
\|x_1 x_1^\top - x_2\| \leq \|x_1 x_1^\top - x_2\|_F \leq \|x_1 x_1^\top\|_F + \|x_2\|_F = \|x_1\|^2 + \|x_2\|_F < 1
\]

for any \( x \) in the closed \( \epsilon \)-ball about the origin and any fixed \( \epsilon \in (0, \sqrt{3}/2) \) (which again follows from (3.1)), so that the smoothness condition (2.1) holds. Upon letting

\[
V = (Y - \mu, (Y - \mu)(Y - \mu)^\top - I),
\]

we see that \( nf(V) = T^2 - n\mu^\top \mu \). Then Theorem 2.9 immediately yields

**Theorem 3.9.** Assume that \( \tilde{\sigma} > 0 \) and \( v_3 < \infty \), for \( \tilde{\sigma} \) and \( v_3 \) defined in (2.21). Then for all \( n \in \mathbb{N} \) and \( z \in \mathbb{R} \)

\[
\left| \mathbb{P}\left( \frac{T^2 - n\mu^\top \mu}{\tilde{\sigma}\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{\sqrt{n}}, \quad (3.15)
\]

where \( \mathcal{C} \) is a finite expression depending only on the distribution of \( Y \); also, for any \( \omega > 0 \) and all real \( z > 0 \) and \( n \in \mathbb{N} \) satisfying (2.24),

\[
\left| \mathbb{P}\left( \frac{T^2 - n\mu^\top \mu}{\tilde{\sigma}\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{z^3 \sqrt{n}}, \quad (3.16)
\]

where \( \mathcal{C} \) is a finite expression depending only on \( \omega \) and the distribution of \( Y \).
Remark 3.10. The non-degeneracy condition $\tilde{\sigma} > 0$ immediately implies that $\mu \neq 0$, so that Theorem 3.9 is applicable only to the noncentral $T^2$. If $\mu \neq 0$, then $\tilde{\sigma} = 0$ if and only if $(Y' - \mu)'\mu = 1 \pm \sqrt{1 + \|\mu\|^2}$ a.s., that is, if and only if $P(Y'\mu = x_1) = 1 - P(Y'\mu = x_2) = p$, where
\[
x_1 = 1 + \|\mu\|^2 + \sqrt{1 + \|\mu\|^2}, \quad x_2 = 1 + \|\mu\|^2 - \sqrt{1 + \|\mu\|^2},
\]
\[
p = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{1 + \|\mu\|^2}} \right);
\]
in other words, $\tilde{\sigma} = 0$ if and only if $Y$ lies a.s. in the two hyperplanes defined by $Y'\mu = x_1$ or $Y'\mu = x_2$. Note the similarity to the degeneracy condition of Student's $T$ statistic described in Remark 3.2. Recalling the conditions $EY = \mu$ and $Cov Y = I$, we have $\tilde{\sigma} = 0$ if and only if
\[
Y = \xi \frac{\mu}{\|\mu\|} + \hat{Y} \text{ a.s.},
\]
where
\[
\xi = \frac{2\sqrt{p(1-p)}}{1 - 2p} + B_p \text{ for some } p \in (0, \frac{1}{2}),
\]
and $\hat{Y}$ is a random vector in $\mathbb{R}^k$ such that $E\hat{Y} = 0$, $EX\hat{Y} = 0$, $\hat{Y}'\mu = 0$ a.s., and $Cov \hat{Y}$ is the orthoprojector onto the hyperplane $\{x \in \mathbb{R}^k : x'\mu = 0\}$.

Remark 3.11. Using again [8, Theorem 2] (cf. Remark 3.3), we can show that generally the upper bound in (3.15) has an optimal dependence on $n$ as well. For instance, consider the simple case when $Y = (Y_1, Y_2)$, where $Y_1$ and $Y_2$ have absolutely continuous distributions and are independent of one another; further suppose that $EY_2 = 0$, $EY_1 = \mu_1 \neq 0$, and that $Y_1$ is symmetric, so that $E(Y_1 - \mu_1)^m = 0$ for odd natural $m$. Then, for $\Delta(z)$ as in (3.6),
\[
\Delta(1) = -\frac{\mu_1^2(\nu_4 + 1) + 2}{\tilde{\sigma}} \varphi(1) \text{ and } \tilde{\sigma} = |\mu_1| \sqrt{(\nu_4 - 1)\mu_1^2 + 4},
\]
with $\nu_4 := E(Y_1 - \mu_1)^4 \geq E^2(Y_1 - \mu_1)^2 = 1$. So, $\tilde{\sigma} > 0$ and $\Delta(1) \neq 0$. Thus, the dependence of the upper bound in (3.15) on $n$ is optimal.

Again, the bounds in (3.15) and (3.16) appear to be new; we have found no mention of BE bounds for $T^2$ in the literature. A potential for application of our result for the noncentral Hotelling statistic to certain problems in electrical engineering was indicated in [35].

3.4. Covariance test statistics

For any natural $k \geq 2$, let $Y, Y_1, \ldots, Y_n$ be i.i.d. random vectors in $\mathbb{R}^k$ with
\[
EY = 0 \text{ and } \Sigma := Cov Y = EYY' > 0.
\]
Further let
\[
\alpha := tr(\Sigma)/k, \quad \beta := det(\Sigma)^{1/k}, \quad \delta := \sqrt{tr[(\Sigma - \alpha I)^2]/k} \quad (3.17)
\]
be the arithmetic mean, geometric mean, and standard deviation, respectively, of the eigenvalues of $\Sigma$; the assumption that $\Sigma > 0$ implies $\alpha > 0$ and $\beta > 0$.

We consider here a few statistics used to test either the null hypothesis of sphericity ($H_{0,1}: \Sigma = \sigma^2 I$ for some unknown $\sigma^2 > 0$) or the null hypothesis of the identity covariance ($H_{0,2}: \Sigma = I$). Each of these statistics is a smooth function of the sample covariance matrix

$$S := YY^T - \overline{Y} \overline{Y}^T,$$

where $\overline{Y} := \frac{1}{n} \sum_i Y_i$, and $\overline{YY}^T := \frac{1}{n} \sum_i Y_i Y_i^T$.

In turn, $S$ is a smooth function of the zero-mean random vector

$$V := \frac{1}{n} \sum_i V_i = (Y, YY^T - \Sigma),$$

where $V_i := (Y_i, Y_i Y_i^T - \Sigma)$.

Let $X = \mathbb{R}^k \times \mathbb{R}^{k \times k}, Y = \mathbb{R}^{k \times k}$, and $Z = \mathbb{R}$, where $X$ has the norm defined by (3.14) and $Y$ is equipped with the spectral norm. Then the function $h: X \to Y$ defined by the formula $h(x_1, x_2) = x_2 - x_1 x_1^T$ satisfies the smoothness condition (2.2) with $L_h(x_1, x_2) = x_2$, $M_h = 2$, and any $\epsilon_h \in (0, \infty)$. Moreover, $h(V) = S - \Sigma$.

The likelihood-ratio tests of $H_{0,1}$ and $H_{0,2}$ against their negations, based on a normal population, reject for small values of the statistics

$$\Lambda_1 = \frac{\det(S)}{(\text{tr}(S)/k)^k} \quad \text{and} \quad \Lambda_2 = \frac{\det(S)}{e^{\text{tr}(S)}},$$

respectively; see e.g. Muirhead [46, Theorems 8.3.2 and 8.4.2]; one can also find in [46] asymptotic properties of these tests, including expansions of their distributions under both null and nonnull distributions. Associate with $\Lambda_1$ the functions $g: Y \to Z$ and $L_g: Y \to Z$ defined by

$$g(x) = \frac{\det(x + \Sigma)}{\text{tr}(x + \Sigma)/k)^k} \{\text{tr}(x) > -k\alpha\} - \left(\frac{\beta}{\alpha}\right)^k$$

and $L_g(x) = \left(\frac{\beta}{\alpha}\right)^k \text{tr}[(\Sigma^{-1} - \alpha^{-1} I)x]$.

Similarly, with the statistic $\Lambda_2$ associate the functions $g$ and $L_g$ defined by

$$g(x) = \frac{\det(x + \Sigma)}{e^{\text{tr}(x + \Sigma)}} - \left(\frac{\beta}{e^\alpha}\right)^k \quad \text{and} \quad L_g(x) = \left(\frac{\beta}{e^\alpha}\right)^k \text{tr}[(\Sigma^{-1} - I)x].$$

It is clear that, for either of the two functions $g$ defined above, $L_g = g'(0)$ and $g$ satisfies (2.3) for small enough $\epsilon_g$. Hence $f := g \circ h$ satisfies (2.1), for both versions of the function $g$, and so, Theorem 2.9 may be applied to $f(V) = \Lambda_1 - (\beta/\alpha)^k$ and $f(\overline{V}) = \Lambda_2 - (\beta/e^\alpha)^k$.

For the case when the dimension $k$ is large, Nagao [47] proposes the test statistics

$$U := \frac{1}{k} \text{tr}\left[\frac{S}{\text{tr}(S)/k - I}\right]^2 \quad \text{and} \quad \overline{V} := \frac{1}{k} \text{tr}[(S - I)^2]$$
in place of the statistics $\Lambda_1$ and $\Lambda_2$, respectively. John [36] shows that the test of $H_{0,1}$ based on $U$ is locally most powerful (assuming a normal population). Associate with $U$ the functions
\[ g(x) = \frac{1}{k} \text{tr} \left( \frac{x + \Sigma}{\text{tr}(x + \Sigma)/k} - I \right)^2 - \frac{\delta^2}{\alpha^2} \]
and
\[ L_g(x) = \frac{2}{k^2 \alpha^2} \text{tr} \left( (\Sigma - \alpha I) \left( k \alpha I - \Sigma \right) x \right) \]
and with $V$ the functions
\[ g(x) = \frac{1}{k} \text{tr} \left( (x + \Sigma - I)^2 \right) - \delta^2 - (1 - \alpha)^2 \quad \text{and} \quad L_g(x) = \frac{2}{k} \text{tr} \left( (\Sigma - I) x \right). \]

It is straightforward to verify that either of the above functions $g$ satisfies the smoothness condition (2.3), and hence Theorem 2.9 may be applied to either of the functions $f(V) = U - \delta^2/\alpha^2$ or $f(V) = \tilde{V} - \delta^2 - (1 - \alpha)^2$.

Yet one more variation on these tests we consider is the “large-dimensional” case. Ledoit and Wolf [42] investigate the asymptotic behavior of both $U$ and $V$ when $k/n \to c \in (0, \infty)$ as $n \to \infty$, as opposed to the “fixed-dimensional” case (where $n \to \infty$ while $k$ is assumed a constant). They show that the test of $H_{0,1}$ based on $U$ remains consistent in the large-dimensional setting, whereas the test of $H_{0,2}$ based on $V$ is not necessarily consistent. By not dropping terms like $k/n$ in investigations of the asymptotics of $\tilde{V}$, the authors propose the statistic
\[ W := \tilde{V} - \frac{k}{n} \left( \frac{\text{tr}(S)}{k} \right)^2 = \frac{1}{k} \text{tr} \left( (S - I)^2 \right) - \frac{k}{n} \left( \frac{\text{tr}(S)}{k} \right)^2 - 1 \]
as an alternative to $\tilde{V}$ in the test of $H_{0,2}$. It is shown that $W$ has the same limiting distribution as $\tilde{V}$ in the fixed-dimensional setting while also being consistent in a large-dimensional framework. We see that $f(\tilde{V}) = W - \delta^2 - (1 - \alpha)^2 + \frac{k}{n} (\alpha^2 - 1)$ when $f = g \circ h$ and $g$ is defined by
\[ g(x) = \frac{1}{k} \text{tr} \left[ (x + \Sigma - I)^2 \right] - \frac{k}{n} \left( \frac{\text{tr}(x + \Sigma)}{k} \right)^2 - 1 - \delta^2 - (1 - \alpha)^2 + \frac{k}{n} (\alpha^2 - 1); \]
moreover, $g$ satisfies (2.3) with $L_g(x) = \frac{2}{k} \text{tr} \left( (\Sigma - I - \frac{k}{n} \alpha I) x \right)$.

\textbf{Theorem 3.12.} Take any $t \in \{\Lambda_1, \Lambda_2, U, \tilde{V}, W\}$, and let $f = g \circ h$ and $L = L_g \circ L_h$ for the functions $g$ and $L_g$ paired with the statistic $t$ as described above. Assume that $\tilde{\sigma} > 0$ and $v_3 < \infty$, for $\tilde{\sigma}$ and $v_p$ defined in (2.21). Then for all $n \in \mathbb{N}$ and $z \in \mathbb{R}$,
\[ \left| \Pr \left( \frac{f(\tilde{V})}{\tilde{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{\sqrt{n}}, \tag{3.19} \]
where $\mathcal{C}$ is a finite expression depending only on the distribution of $Y$; also, for any $\omega > 0$ and all real $z > 0$ and $n \in \mathbb{N}$ satisfying (2.24),
\[ \left| \Pr \left( \frac{f(\tilde{V})}{\tilde{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{z^3 \sqrt{n}}, \tag{3.20} \]
where $\mathcal{C}$ is a finite expression depending only on $\omega$ and the distribution of $Y$. 
Remark 3.13. The non-degeneracy condition $\tilde{\sigma} > 0$ immediately implies that Theorem 3.12—and the delta method itself—are applicable only to non-null distributions of the statistics $\Lambda_1$, $\Lambda_2$, $U$, and $\tilde{V}$, since $L_g = 0$ for any of these statistics under the assumption of their respective null hypotheses. This should hardly be surprising, as it is known that these statistics (or some normalizing function of them) all have a limiting $\chi^2$ distribution under the null hypothesis. However, one can fix the null-degeneracy of the statistics $\Lambda_1$, $\Lambda_2$, $U$, or $\tilde{V}$ and thus make the delta method and our BE bounds applicable even to the null distributions by using essentially the same trick as in the definition of the statistic $W$ in (3.18), that is, by adding a term of the form $\alpha \left( \frac{\text{tr}([\Sigma])^2}{k} - 1 \right)$ for some nonzero real $\alpha$.

By diagonalization of $\Sigma$, we can simply characterize the degeneracy condition $\tilde{\sigma} = 0$ for any of the above statistics in this subsection. Indeed, by the spectral decomposition, $\Sigma = Q^T D Q$, where $D$ is the diagonal matrix with the eigenvalues $\lambda_1, \ldots, \lambda_k$ of $\Sigma$ on its diagonal and $Q$ is an orthogonal matrix whose columns are corresponding orthonormal eigenvectors of $\Sigma$. Let $Z := Z_1, \ldots, Z_k \sim QY$.

Then, for the statistic $\Lambda_1$,

$$
(\frac{2}{\alpha})^k L(V) = \text{tr} \left[ (\Sigma^{-1} - \alpha^{-1} I) (Y Y^T - \Sigma) \right]
$$

$$
= \text{tr} \left[ Q^T (D^{-1} - \alpha^{-1} I) Q Q^T (Z Z^T - D) Q \right]
$$

$$
= \text{tr} \left[ (D^{-1} - \alpha^{-1} I) (Z Z^T - D) \right]
$$

$$
= \text{tr} \left[ (D^{-1} - \alpha^{-1} I) Z Z^T \right] - \text{tr} [I - \alpha^{-1} D]
$$

$$
= \sum_{j=1}^k \left( \frac{1}{\lambda_j} - \frac{1}{\alpha} \right) Z_j^2.
$$

Since $\tilde{\sigma} = 0$ means precisely that $L(V) = 0$ a.s., it follows that for any non-null alternative, $\tilde{\sigma} = 0$ for the statistic $\Lambda_1$ if and only if the support of the distribution of the random vector $Y$ degenerates so as to lie entirely on a certain quadratic conical surface in $\mathbb{R}^k$. Similar work shows that for one of the statistics $\Lambda_2$, $U$, $\tilde{V}$, and $W$ we have $\tilde{\sigma} = 0$ if and only if the respective one of the random (homogeneous or not) quadratic forms

$$
\sum_{j=1}^k \left( \frac{1}{\lambda_j} - 1 \right) Z_j^2,
$$

$$
\sum_{j=1}^k (\lambda_j - \alpha)(k\alpha - \lambda_j)(Z_j^2 - \lambda_j),
$$

$$
\sum_{j=1}^k (\lambda_j - 1)(Z_j^2 - \lambda_j),
$$

$$
\sum_{j=1}^k (\lambda_j - 1 - \frac{k\alpha}{n})(Z_j^2 - \lambda_j)
$$

equals 0 a.s. In particular, whenever the random vector $Y$ is absolutely continuous, one has $\tilde{\sigma} > 0$ for all these statistics in the non-null case, and then $\tilde{\sigma} > 0$ for the statistic $W$ even in the null case provided that $(1 - \frac{k}{n})\Sigma \neq I$.

Remark 3.14. Let $\Sigma_0$ be any given positive definite symmetric matrix. Then the hypotheses $\Sigma = \sigma^2 \Sigma_0$ (with an unknown $\sigma^2 > 0$) and $\Sigma = \Sigma_0$ on the common covariance matrix $\Sigma$ of i.i.d. random vectors $Y_i$ are obviously equivalent to the
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respective hypotheses \( \Sigma = \sigma^2 I \) (with an unknown \( \sigma^2 > 0 \)) and \( \Sigma = I \) on the common covariance matrix \( \Sigma \) of the i.i.d. random vectors \( \tilde{Y}_i := \Sigma^{-1/2} Y_i \). So, the results in this subsection can be obviously extended to the more general case of the null hypotheses \( \Sigma = \sigma^2 \Sigma_0 \) and \( \Sigma = \Sigma_0 \).

It appears certain that the bounds in Theorem 3.12 are all new to the literature; indeed, any of the results concerning these statistics that we have found investigates their asymptotic properties under the assumption of a normal population, whereas our bounds have only mild moment restrictions on \( Y \). We mention here that Theorem 2.9 could be applied to several other popular statistics which are smooth functions of the sample covariance matrix \( S \). For instance, our results can easily yield BE bounds for statistics proposed by Srivastava [76] or Fisher et al. [18]; Chen et al. [12] propose a statistic for the sphericity test which is a function of a \( U \)-statistic, for which the methods of this paper and [11] could presumably be adapted. The reader is referred to [46] for other statistics used in testing for the equality of population covariances or independence between certain projections applied to \( Y \).

3.5. Principal component analysis (PCA)

It is well known that any simple eigenvalue of a (say, symmetric real matrix) and the orthoprojector onto the corresponding eigenspace are smooth functions of the matrix. Therefore, the delta method is almost universally applicable to PCA, and hence so are our results such as Theorem 2.9. The actual verification of the smoothness condition (2.1) in PCA may involve operator perturbation theory and related tools, based on a representation of analytic functions of a linear operator as certain integrals of the resolvent. This representation largely reduces the problem of the smoothness of a general analytic function of an operator to the obvious smoothness of the map \( A \mapsto A^{-1} \) on the set of all bounded invertible linear operators \( A \) (cf. (F.5) and (F.6)). Whereas this idea is rather transparent, its execution may in some cases be rather nontrivial, and it may result in complicated expressions for \( \epsilon \) and \( M_\epsilon \) in (2.1).

As an illustration of these general theses, let us consider here a statistic rather recently introduced by Cupidon et al. [14, 13]. Let \( Y, Y_1, \ldots, Y_n \) be i.i.d. random vectors taking values in a separable real Hilbert space \( H \) with inner product \( \langle \cdot, \cdot \rangle \) and the corresponding norm \( \| \cdot \| \). Assume at this point that \( \mathbb{E} \| Y \|^2 < \infty \), \( \mathbb{E} Y = 0 \), and the covariance operator

\[
R := \text{Cov} Y = \mathbb{E}(Y \otimes Y)
\]

of \( Y \) is (strictly) positive definite. Here, as usual, \( \otimes \) denotes the tensor product on \( H \), so that \( Rx = \mathbb{E}\langle x, Y \rangle Y \) for all \( x \in H \). Given the condition \( \mathbb{E} \| Y \|^2 < \infty \), the covariance operator \( R \) is known to be compact, which allows its spectral decomposition – see e.g. [37, Theorem 2.10, page 260]; a short proof of the compactness of \( R \) is presented in Appendix E for the readers’ convenience.

Next suppose that \( H = H_1 \oplus H_2 \), where \( H_1, H_2 \) are closed orthogonal subspaces of \( H \); for \( j, k \in \{1, 2\} \), let \( \Pi_j \) denote the orthoprojector onto \( H_j \), \( R_{jk} := \)
\( \Pi_j R \Pi_k \), and also let \( I_j \) denote the identity operator on \( H_j \). Then, for any fixed \( \alpha > 0 \), the regularized squared principal canonical correlation, RSPCC or \( \rho^2 \), is defined by the formula
\[
\rho^2 := \rho^2(\alpha) := \max_{x \in H_1 \setminus \{0\}} \frac{\langle x, (\alpha I_1 + R_{11})x \rangle}{\langle y, (\alpha I_2 + R_{22})y \rangle};
\] (3.21)
that this is a well-defined quantity is proved in [14]. Define the sample RSPCC, \( \hat{\rho}^2 \), by replacing \( R_{jk} \) in (3.21) with \( S_{jk} \), where
\[
S_{jk} = \Pi_j S \Pi_k, \quad S := Y \otimes Y - Y \otimes Y, \quad Y := \frac{1}{n} \sum_i Y_i,
\]
and thus, \( S \) is the sample covariance operator of the random vector \( Y \). See e.g. [27, 17] for discussion and results on the use of canonical correlations in functional data.

Next define the (bounded self-adjoint nonnegative-definite linear) operators
\[
R_1 := (\alpha I_1 + R_{11})^{-1/2} R_{12} (\alpha I_2 + R_{22})^{-1/2} R_{21} (\alpha I_1 + R_{11})^{-1/2},
\]
\[
R_2 := (\alpha I_2 + R_{22})^{-1/2} R_{21} (\alpha I_1 + R_{11})^{-1/2} R_{12} (\alpha I_2 + R_{22})^{-1/2},
\] (3.22)
and similarly let \( \hat{R}_j \) denote the sample analogues of \( R_j \) (obtained by replacing \( R_{jk} \) with \( S_{jk} \)); under the assumption that \( \mathbb{E} \|Y\|^2 < \infty \) (which implies that \( R \) is compact), we see that \( R_1 \) and \( R_2 \) are also compact. Moreover, by [13, Theorem 2.4], \( \| R_1 \| = \| R_2 \| = \rho^2 \) and \( \| \hat{R}_1 \| = \| \hat{R}_2 \| = \hat{\rho}^2 \), where \( \rho^2 \) is as in (3.21) and \( \| \cdot \| \) denotes the operator norm, so that \( \| R_j \| \) is the largest eigenvalue of \( R_j \).

Fix any \( j \in \{1, 2\} \) and assume that \( \rho^2 \) is a simple nonzero eigenvalue of \( R_j \), and then let \( P \) denote the orthoprojector onto the corresponding (one-dimensional) eigenspace of \( R_j \). Let \( B(H) \) and \( B(H_j) \) denote the Hilbert spaces of all bounded linear operators on \( H \) and \( H_j \), respectively, equipped with the corresponding operator norms.

Let \( g(x) := \| x + R_j \| - \| R_j \| \) for any \( x \in B(H_j) \), so that \( g(\hat{R}_j - R_j) = \hat{\rho}^2 - \rho^2 \). By formulas (3.6)-(3.8) on page 89, (2.32) on page 79, and (3.4) on page 88 in [37] (with \( n = 1, \varkappa = 1, \lambda(\varkappa) = \| x + R_j \|, \lambda = \| R_j \| = \rho^2, \lambda^{(1)} = \text{tr}(xP), T^{(1)} = x, T^{(2)} = T^{(3)} = \cdots = 0, a = \| x \|, c = 0, \) and \( 0^0 := 1 \)), the smoothness condition (2.3) will be satisfied with \( \varepsilon_0 = \beta/m, \beta \in (0, 1), L(x) = \lambda^{(1)} = \text{tr}(xP), \) and \( M_g = 2m^2 \varepsilon_0^{-2} \), where \( \varepsilon := \max_{z \in G} |z - \lambda|, m := \max_{z \in G} \| R_j(z) \|, R_j(z) := (R_j - zI)^{-1} \) is the resolvent of \( R_j \), and \( \Gamma \) is the boundary of any open disc \( D \) in \( \mathbb{C} \) such that \( \lambda \in D \) but the closure of \( D \) does not contain 0 or any eigenvalue of \( R_j \) other than \( \lambda \).

(The results from [37] referred to in the above paragraph were stated there for the case when the Hilbert space \( H \) is finite-dimensional. All those results carry verbatim to the “infinite-dimensional” case. Such information can be extracted from other chapters in [37]. However, for readers’ convenience, in Appendix F we provide the few necessary stepping stones to make the transition to the infinite dimension.)
By [21, Theorem 2.1], condition (2.2) holds for the function $y \mapsto h_j(y) := (\alpha I_j + R_{jj} + y)^{-1/2} - (\alpha I_j + R_{jj})^{-1/2}$ in place of $h$ for some real $\epsilon_{h_j} > 0$ and all $y \in H_j$ with $\|y\| \leq \epsilon_{h_j}$. So, in view of definitions (3.22) of $R_j$, their counterparts for $\hat{R}_j$, and Remark 2.1, one can set up a function $h: H \times B(H) \to H_j$ in a straightforward manner so that condition (2.2) holds and $h(V) = \hat{R}_j - R_j$, with the zero-mean vector $V = (Y, Y \otimes Y - R)$. Using Remark 2.1 once again, one sees that the function $f = g \circ h$ satisfies the smoothness condition (2.1), and at that $f(V) = \hat{\rho}^2 - \rho^2$. Thus, Theorem 2.9 yields

**Theorem 3.15.** Assume that $\bar{\sigma} > 0$ and $v_3 < \infty$, for $\bar{\sigma}$ and $v_p$ defined in (2.21). Then for all $n \in \mathbb{N}$ and $z \in \mathbb{R}$,

$$\left| \mathbb{P}\left( \frac{\hat{\rho}^2 - \rho^2}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{\sqrt{n}}, \quad (3.23)$$

where $\mathcal{C}$ is a finite expression depending only on the distribution of $Y$; also, for any $\omega > 0$ and all real $z > 0$ and $n \in \mathbb{N}$ satisfying (2.24),

$$\left| \mathbb{P}\left( \frac{\hat{\rho}^2 - \rho^2}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{\mathcal{C}}{z^3/\sqrt{n}}, \quad (3.24)$$

where $\mathcal{C}$ is a finite expression depending only on $\omega$ and the distribution of $Y$.

Expressions for $\bar{\sigma}$ can be obtained from [14, (4.20), (5.1)]. We see the recurring theme that $\|Y\|_4 < \infty$ is used to establish asymptotic normality of $\hat{\rho}^2$ (cf. [14, (2.1), Theorem 4.2]), while the moment restriction $\|Y\|_6 < \infty$ (equivalent to $v_3 < \infty$ in Theorem 3.15) is needed here to bound the rate of convergence on the order $O(1/\sqrt{n})$. Again, it appears that the bounds in Theorem 3.15 are entirely new to the literature.

In Subsection 3.4, we considered various smooth functions of the determinant and trace of the sample covariance matrix for finite-dimensional random vectors $Y$, and in the present subsection we have a function of the largest eigenvalue of some smooth function of a sample covariance operator. Other statistics which are functions of eigenvalues from a sample covariance operator (be it constructed from a finite-dimensional or infinite-dimensional population) may of course lie in the class of statistics to which Theorem 2.9 could be applied; the primary problem to the practitioner is the demonstration of the smoothness condition (2.1). The use of perturbation theory, as was done above, appears to be valuable for many such potential applications; we mention here statistics proposed in [34, 19], concerning the testing of equality of two covariance operators, as further examples. Yet another potential application of our results would be to the empirical Wasserstein distance, for which central limit theorems were recently given in [70]; cf. [49, 16, 23] (as noted by Dudley in his review MR0752258 on MathSciNet, the normality assumption is not actually needed there).

### 3.6. Maximum likelihood estimators (MLEs)

 Bounds on the closeness of the distribution of the MLE to normality in the so-called bounded Wasserstein distance, $d_{W}$, were recently obtained in [2] under
certain regularity conditions. In [1], these bounds were improved in the rather common case when the MLE $\hat{\theta}$ satisfies the condition

$$q(\hat{\theta}) = \frac{1}{n} \sum_{i=1}^{n} g(Y_i),$$

where $q: \Theta \to \mathbb{R}$ is a twice continuously differentiable one-to-one mapping, $g: \mathbb{R} \to \mathbb{R}$ is a Borel-measurable function, and the $Y_i$’s are i.i.d. real-valued r.v.’s.

It is noted in [2, Proposition 2.1] that for any r.v. $Y$ and $Z \sim N(0, 1)$ one has $d_{Ko}(Y, Z) \leq 2\sqrt{d_{W}(Y, Z)}$, where $d_{Ko}$ denotes the Kolmogorov distance. This bound on $d_{Ko}$ in terms of $d_{W}$ is the best possible one, up a constant factor. Indeed, for each real $\varepsilon > 0$, define a r.v. $Y_{\varepsilon}$ as follows: $Y_{\varepsilon} = \varepsilon$ if $0 < Z < \varepsilon$ and $Y_{\varepsilon} = Z$ otherwise. Then for any Lip(1) function $h: \mathbb{R} \to \mathbb{R}$ one has $|E h(Y_{\varepsilon}) - E h(Z)| \leq E |h(Y_{\varepsilon}) - h(Z)| \leq E |Y_{\varepsilon} - Z| = \int_0^1 (\varepsilon - z) \varphi(z) dz \leq \varphi(0) \varepsilon^2/2$. So, $d_{W}(Y_{\varepsilon}, Z) \leq d_{W}(Y_{\varepsilon}, Z) \leq \varphi(0) \varepsilon^2/2$, where $d_{W}$ is the Wasserstein distance: $d_{W}(X, Y) := \sup\{|E h(X) - E h(Y)|: h \in \text{Lip}(1), h \text{ bounded}\}$ for any r.v.’s $X$ and $Y$. On the other hand, $d_{Ko}(Y_{\varepsilon}, Z) \geq P(Z < \varepsilon) - P(Y_{\varepsilon} < \varepsilon) = \Phi(\varepsilon) - 1/2 \sim \varphi(0) \varepsilon$, so that $d_{Ko}(Y_{\varepsilon}, Z) \geq \sqrt{2\varphi(0)} - o(1) \sqrt{d_{W}(Y_{\varepsilon}, Z)}$ as $\varepsilon \downarrow 0$.

Therefore, even though the bounds on $d_{W}$ obtained in [2, 1] are of the optimal order $O(1/\sqrt{n})$, the resulting bounds on the Kolmogorov distance are only of the order $O(1/n^{1/4})$.

In this subsection, as an application of our general results, we shall obtain bounds of the optimal order $O(1/\sqrt{n})$ on the closeness of the distribution of the MLE to normality in the Kolmogorov distance assuming a somewhat relaxed version of the condition (3.25). In addition, we shall present a corresponding nonuniform bound. At that, our regularity conditions appear simpler than those in [2, 1].

Indeed, let here $Y, Y_1, Y_2, \ldots$ be r.v.’s mapping a measurable space $(\Omega, \mathcal{A})$ to another measurable space $(X, \mathcal{B})$ and let $(P_\theta)_{\theta \in \Theta}$ be a parametric family of probability measures on $(\Omega, \mathcal{A})$ such that the r.v.’s $Y_1, Y_2, \ldots$ are i.i.d. with respect to each of the probability measures $P_\theta$ with $\theta \in \Theta$; here the parameter space $\Theta$ is assumed to be a subset of $\mathbb{R}$. As usual, let $E_\theta$ denote the expectation with respect to the probability measure $P_\theta$. Suppose that for each $\theta \in \Theta$ the distribution $P_\theta Y^{-1}$ of the r.v. $Y$ with respect to the probability measure $P_\theta$ has a density $p_\theta$ with respect to a measure $\mu$ on $\mathcal{B}$. For each point $x = (x_1, \ldots, x_n) \in X^n$ such that the likelihood function $\Theta \ni \theta \mapsto L_n(\theta) := \prod_{i=1}^{n} p_\theta(x_i)$ has a unique maximizer, denote this maximizer by $\hat{\theta}_n(x)$; otherwise, assign to $\hat{\theta}_n(x)$ any value in $\Theta$. Let us then refer to $\hat{\theta}_n(Y)$ as the MLE of $\theta$, where $Y := (Y_1, Y_2, \ldots)$. Clearly, this is a more general definition of the MLE than usual, and we can even allow the function $\hat{\theta}_n$ to be non-measurable. So, the MLE $\hat{\theta}_n(Y)$ does not have to be a r.v. Let $\theta_0 \in \Theta$ be the “true” value of the unknown parameter $\theta$, such that $\Theta_0 := (\theta_0 - \varepsilon, \theta_0 + \varepsilon) \subseteq \Theta$ for some real $\varepsilon > 0$.

We assume the following relaxed version of the condition (3.25): for some real constant $C > 0$ and each natural $n$ there exists a set $E_n \in \mathcal{B}^{\otimes n}$ such that

$$P_{\theta_0}(Y \notin E_n) \leq C/\sqrt{n}$$

(3.26)
and for each point \( x = (x_1, \ldots, x_n) \in E_n \) the value \( \hat{\theta}_n(x) \) of the MLE belongs to the neighborhood \( \Theta_0 \) of the point \( \theta_0 \) and satisfies the condition

\[
q(\hat{\theta}_n(x)) = \frac{1}{n} \sum_{i=1}^{n} g(x_i),
\]

(3.27)

for some measurable function \( g: \mathcal{X} \to \mathbb{R} \) and some twice continuously differentiable mapping \( q: \Theta_0 \to \mathbb{R} \) with \( q'(\theta) \neq 0 \) for all \( \theta \in \Theta_0 \), so that the mapping \( q \) is one-to-one. Suppose also that the MLE \( \hat{\theta}_n(Y) \) is consistent at the point \( \theta_0 \), that is, \( \hat{\theta}_n(Y) \xrightarrow{n \to \infty} \theta_0 \) in probability with respect to the probability measure \( \mathbb{P}_{\theta_0} \); since the MLE does not have to be a r.v., the precise meaning of this consistency is that \( (\mathbb{P}_{\theta_0})^* (|\hat{\theta}_n(Y) - \theta_0| > \delta) \xrightarrow{n \to \infty} 0 \) for each real \( \delta > 0 \), where \( (\mathbb{P}_{\theta_0})^* \) denotes the outer measure induced by the probability measure \( \mathbb{P}_{\theta_0} \). Then, under the condition \( \mathbb{E}_{\theta_0}[g(Y_1)] < \infty \), it follows from (3.27) by the law of large numbers that \( q(\theta_0) = \mu_g : = \mathbb{E}_{\theta_0} g(Y_1) \) or, equivalently, \( \theta_0 = q^{-1}(\mu_g) \), where \( q^{-1} \) stands for the inverse of the function \( q \).

Assuming further that \( \sigma_g : = \sqrt{\text{var}_{\theta_0} g(Y_1)} \in (0, \infty) \), let us introduce

\[
V_i : = \frac{g(Y_i) - \mu_g}{\sigma_g}
\]

for \( i = 1, \ldots, n \) and

\[
f(v) : = q^{-1}(\mu_g + \sigma_g v) - q^{-1}(\mu_g) = q^{-1}(\mu_g + \sigma_g v) - \theta_0
\]

for real \( v \) such that \( \mu_g + \sigma_g v \in q(\Theta_0) \) and \( f(v) = 0 \) (say) for the other real values of \( v \). Then, in view of (3.27), on the event \( \{Y \not\in E_n\} \) one has \( f(V) = \hat{\theta}_n(Y) - \theta_0 \), and at that \( f(0) = 0, f'(0) = \sigma_g (q^{-1})'(\mu_g) = \sigma_g / q'(q^{-1}(\mu_g)) = \sigma_g / q'(\theta_0) \), and \( f \) is twice continuously differentiable in a neighborhood of 0. So, Theorem 2.10 immediately yields

**Theorem 3.16.** In addition to the conditions specified above, assume that \( \mathbb{E}_{\theta_0}[g(Y_1)]^3 < \infty \). Then for all \( n \in \mathbb{N} \) and \( z \in \mathbb{R} \)

\[
\left| \mathbb{P}_{\theta_0} \left( \frac{\hat{\theta}_n(Y) - \theta_0}{\sigma_g/\sqrt{n}} \leq \frac{z}{|q'(\theta_0)|} \right) - \Phi(z) \right| \leq \frac{C + \mathcal{C}}{\sqrt{n}},
\]

(3.28)

where \( C \) is as in (3.26) and \( \mathcal{C} \) is a finite expression depending only on the \( \mathbb{P}_{\theta} \)-distributions of \( Y_1 \) for \( \theta \) in a neighborhood of \( \theta_0 \). Also, if in (3.26) one can replace \( \sqrt{n} \) by \( n^2 \), then for any \( \omega > 0 \) and for all real \( z > 0 \) and \( n \in \mathbb{N} \) satisfying (2.24),

\[
\left| \mathbb{P}_{\theta_0} \left( \frac{\hat{\theta}_n(Y) - \theta_0}{\sigma_g/\sqrt{n}} \leq \frac{z}{|q'(\theta_0)|} \right) - \Phi(z) \right| \leq \frac{C + \mathcal{C}}{z^2 \sqrt{n}},
\]

(3.29)

where \( \mathcal{C} \) is a finite expression depending only on \( \omega \) and the \( \mathbb{P}_{\theta} \)-distributions of \( Y_1 \) for \( \theta \) in a neighborhood of \( \theta_0 \).
As was noted, the MLE \( \hat{\theta}_n(Y) \) does not have to be a r.v., and so, the \( \mathbb{P}_{\theta_0} \)-probability in (3.28) and (3.29) does not have to be defined. Thus, strictly speaking, one should understand this probability as the corresponding outer or inner probability, \( \mathbb{P}_{\theta_0}^* \) or \( \mathbb{P}_{\theta_0}^* \), each one of the two versions will do in each of the two inequalities, (3.28) and (3.29).

Let us show that, under certain mild and natural conditions, (3.27) is fulfilled if the densities \( p_\theta \) form an exponential family with a natural parameter (cf. [1]), so that

\[
p_\theta(x) = e^{\theta g(x) - c(\theta)}
\]  

(3.30)

for some function \( c: \Theta \to \mathbb{R} \) and all \( \theta \in \Theta \) and \( x \in \mathcal{X} \). Here, as before, \( g: \mathcal{X} \to \mathbb{R} \) is a measurable function. The natural choice of the parameter space here is \( \Theta := \{ \theta \in \mathbb{R}: \mathcal{E}(\theta) := \int_\mathcal{X} e^{\theta g(x)} \mu(dx) < \infty \} \), and then of course \( c(\theta) = \ln \mathcal{E}(\theta) \) for all \( \theta \in \Theta \). As before, assume that \( \Theta_0 := (\theta_0 - \varepsilon, \theta_0 + \varepsilon) \subseteq \Theta \) for some real \( \varepsilon > 0 \). In fact, by decreasing \( \varepsilon \) if necessary, we may and shall assume that \( [\theta_0 - \varepsilon, \theta_0 + \varepsilon] \subseteq \Theta \). If \( \mu(\{ x \in \mathcal{X}: g(x) \neq a \}) = 0 \) for some real \( a \), then for all \( \theta \in \Theta \) one has \( \mathcal{E}(\theta) = e^{\theta a} \mu(\mathcal{X}) < \infty \), whence \( p_\theta(x) = 1/\mu(\mathcal{X}) \) for \( x \in \mathcal{X} \), so that the densities \( p_\theta \) are the same for all \( \theta \in \Theta \), and therefore parameter \( \theta \) is not identifiable. Let us exclude this trivial case. Note that the function \( c \) is infinitely many times differentiable (and even real-analytic) on \( \Theta_0 = (\theta_0 - \varepsilon, \theta_0 + \varepsilon) \). Moreover, its derivative \( c' \) is (strictly) increasing and hence \( c \) is strictly convex on \( \Theta_0 \), because \( c''(\theta) = (\ln \mathcal{E})''(\theta) = \text{Var}_\theta g(Y_1) > 0 \) for \( \theta \in \Theta_0 \), since the trivial case of the non-identifiability of \( \theta \) has just been excluded. In particular, it follows that the condition \( \sigma_g := \sqrt{\text{Var}_\theta g(Y_1)} \in (0, \infty) \) holds. At that, \( \mu_g := \mathbb{E}_{\theta_0} g(Y_1) = c'(\theta_0) \).

Let now

\[
E_n := \left\{ x \in \mathcal{X}^n: c'(\theta_0 - \varepsilon) < \frac{1}{n} \sum_{i=1}^n g(x_i) < c'(\theta_0 + \varepsilon) \right\}.
\]  

(3.31)

By Markov’s inequality,

\[
\mathbb{P}_{\theta_0} \left( \frac{1}{n} \sum_{i=1}^n g(Y_i) \leq c'(\theta_0 - \varepsilon) \right)
\]

\[
= \mathbb{P}_{\theta_0} \left( \exp \left\{ -\varepsilon \sum_{i=1}^n g(Y_i) \right\} \geq \exp \left\{ -n \varepsilon c'(\theta_0 - \varepsilon) \right\} \right)
\]

\[
\leq \exp \left\{ n \varepsilon c'(\theta_0 - \varepsilon) \right\} \mathbb{E}_{\theta_0} \exp \left\{ -\varepsilon \sum_{i=1}^n g(Y_i) \right\}
\]

\[
= \exp \left\{ nc'((\theta_0 - \varepsilon) + nc((\theta_0 - \varepsilon) - nc((\theta_0)) = e^{-n \delta(\varepsilon)},
\]

where \( \delta(\varepsilon) := c(\theta_0) - c(\theta_0 - \varepsilon) - c'(\theta_0 - \varepsilon) \varepsilon > 0 \); the latter inequality holds because (i) the function \( c \) is strictly convex and (ii) one has \( h(u + v) > h(u) + h'(u) v \) for any strictly convex differentiable function \( h \), any \( u \), and any nonzero \( v \). Quite similarly, \( \mathbb{P}_{\theta_0} \left( \frac{1}{n} \sum_{i=1}^n g(Y_i) \geq c'(\theta_0 + \varepsilon) \right) \leq e^{-n \delta(-\varepsilon)} \), with \( \delta(-\varepsilon) > 0 \). So,

\[
\mathbb{P}_{\theta_0}(Y \notin E_n) \leq e^{-n \delta(\varepsilon)} + e^{-n \delta(-\varepsilon)},
\]  

(3.32)
so that condition (3.26) holds, even with $n^2$ in place of $\sqrt{n}$. On the other hand, in view of (3.31) and because $c'$ is continuous and increasing on $\Theta_0$, we see that (3.27) holds for all $x \in E_n$, with $q(\theta) = c'(\theta)$ for all $\theta \in \Theta_0$. Now the consistency of the MLE at point $\theta_0$ follows because (i) by (3.32), $\mathbb{P}_{\theta_0}(Y \notin E_n) \xrightarrow{n \to \infty} 0$ and (ii) by the law of large numbers, $\frac{1}{n} \sum_{i=1}^{n} g(Y_i) \xrightarrow{n \to \infty} E_{\theta_0} g(Y_1) = \mu_g = c'(\theta_0)$ in $\mathbb{P}_{\theta_0}$-probability.

Note finally that the condition $E_{\theta_0} |g(Y_1)|^3 < \infty$ in Theorem 3.16 holds as well, since

$$E_{\theta_0} \exp(\varepsilon |g(Y_1)|) < E_{\theta_0} \exp(\varepsilon g(Y_1)) + E_{\theta_0} \exp(-\varepsilon g(Y_1)) = c(\theta_0 + \varepsilon) + c(\theta_0 - \varepsilon) < \infty.$$  

We have verified all the conditions needed in order to apply Theorem 3.16. In addition to this, note that in the present context of exponential families, $q'(\theta) = c''(\theta) = -\frac{d^2}{d\theta^2} \ln p_0(x)$ does not depend on $x$, whence for each $\theta \in \Theta_0$ one has $q'(\theta) = -\frac{d^2}{d\theta^2} \ln p_0(Y_1) = I(\theta)$, the Fisher information contained in $Y_1$. Also, recall that $\sigma_2 = \sqrt{\text{Var}_{\theta_0} g(Y_1)} = \sqrt{c''(\theta_0)} = \sqrt{I(\theta_0)}$. Thus, we have

Corollary 3.17. Suppose that the conditions introduced above starting with the exponential family condition (3.30) hold. Then for all $n \in \mathbb{N}$ and $z \in \mathbb{R}$

$$\left| \mathbb{P}_{\theta_0} \left( \hat{\theta}_n(Y) - \theta_0 \leq \frac{z}{\sqrt{nI(\theta_0)}} \right) - \Phi(z) \right| \leq \frac{\mathcal{E}}{\sqrt{n}}$$  

(3.33)

where $\mathcal{E}$ is a finite expression depending only on the $\mathbb{P}_\theta$-distributions of $Y_1$ for $\theta$ in a neighborhood of $\theta_0$. Also, for any $\omega > 0$ and for all real $z > 0$ and $n \in \mathbb{N}$ satisfying (2.24),

$$\left| \mathbb{P}_{\theta_0} \left( \hat{\theta}_n(Y) - \theta_0 \leq \frac{z}{\sqrt{nI(\theta_0)}} \right) - \Phi(z) \right| \leq \frac{\mathcal{E}}{z^3 \sqrt{n}},$$  

(3.34)

where $\mathcal{E}$ is a finite expression depending only on $\omega$ and the $\mathbb{P}_\theta$-distributions of $Y_1$ for $\theta$ in a neighborhood of $\theta_0$.

Example 3.18. Let here $\mathcal{X} = \mathbb{R}$ and let $\mathcal{B}$ be the Borel $\sigma$-algebra over $\mathbb{R}$. Let the measure $\mu$ on $\mathcal{B}$ be defined by the formula $\mu(dx) = (x + 1)^{-3} I\{x \geq 0\} dx$, and let $g(x) = x$ for all real $x$. Let then $p_0$ be as in (3.30), with $\Theta = (-\infty,0]$. It follows that $c'$ increases on $\Theta$, with $c'(0-) = \int_{0}^{\infty} x(x + 1)^{-3} dx = 1 < \infty$. On the other hand, for each natural $n$, with nonzero $\mathbb{P}_\theta$-probability for each $\theta \in \Theta$, the r.v. $\frac{1}{n} \sum_{i=1}^{n} g(Y_i) = \frac{1}{n} \sum_{i=1}^{n} Y_i$ may take arbitrarily large values, in particular values exceeding $1 = c'(0-) = \sup_{\theta \in \Theta} c'(\theta)$. So, the equality (3.25) will be violated with nonzero $\mathbb{P}_\theta$-probability for each $\theta \in \Theta$ and for each natural $n$. However, Theorem 3.16 and Corollary 3.17 will hold in this situation. This shows the usefulness of the relaxed version (3.26)–(3.27) of the condition (3.25).

As shown in [64], with more effort one can utilize the “multivariate” Theorem 2.9 (rather than the “univariate” Theorem 2.10, used in this subsection)
to obtain bounds of optimal order $O(1/\sqrt{n})$ on the Kolmogorov distance for MLEs in general, without assuming (3.25) or (3.26)–(3.27). It is also shown in [64] that, again without assuming (3.25) or (3.26)–(3.27), one can obtain the corresponding nonuniform bounds of the optimal orders in $n$ and $z$. All these results can be extended to the more general case of $M$-estimators or, even more generally, to the estimators that are zeros of estimating functions; see e.g. [28]. Indeed, the condition that $p_\theta$ is a pdf for $\theta \neq \theta_0$ is used in our proofs only in order to state that $E_\theta \ell'_X(\theta) = 0$ and $E_\theta \ell''_X(\theta) = I(\theta) \in (0, \infty)$. In the case of $M$-estimators or zeros of estimating functions, the corresponding conditions will have to be just assumed, with some other expressions in place of the Fisher information $I(\theta)$, as it is done e.g. in [51, 52], where uniform (but not nonuniform) bounds of optimal order $O(1/\sqrt{n})$ for $M$-estimators were obtained (via different, specialized methods): in [51] for a one-dimensional parameter space $\Theta$ and in [52] in the multidimensional case.

4. Proofs

In the proofs of Theorems 2.2 and 2.5, we start with a linearization argument mentioned in the Introduction, as is done in the delta method (which is allowed here by the smoothness condition (2.1)), in a combination with the Stein-type concentration method developed by Chen and Shao [11]. The idea of linearization of nonlinear statistics has been used in large variety of papers. However, few of them resulted in Berry–Esseen-type bounds. A notable exception in this regard is work by Bolthausen and Götze; see e.g. [9]. However, our context and methods are rather different from those in [9]. Also, our goals here are different in that we want to be able to pursue BE-type bounds with explicit and moderately sized constants.

In order to obtain bounds of the optimal order and dependence on moments, as well as possessing sufficient flexibility regarding a variety of specific applications, we first make a generalization, presented in Lemma 4.5, of Chen and Shao’s uniform and nonuniform bounds. In doing so, we use a number of known (but so far hardly ever used) and new probabilistic and analytical tools, several of which were developed specifically for the needs of this paper. In particular, to obtain small constants in the uniform bound in Theorem 2.2, we also use an exact Rosenthal-type inequality from [63] and an exact bound on quantiles [59].

The proof of the nonuniform bound in Theorem 2.5 is understandably a significantly more difficult task. Aside from the introduction of various parameters (such as in (2.14)), we use there bounds on exponential moments, first found in [69], which will generally be much smaller than the more classical bounds of Hoeffding [29] and Bennett [3]; on the other hand, effective use of these bounds requires a much more delicate approach. We also use Cramér’s tilt transform to bound a certain expectation; without this modification, our bounds would depend on moments higher than the third. Again, in order to obtain relatively small constant factors, we use several new exact bounds developed in [67, 56, 57, 58]. The last term in (2.17) is the nonuniform counterpart to
the term \( P(\|S\| > \epsilon) \) of the uniform bound, and is the source of the restriction (2.15); to ensure that this term can be bounded with a correct order and with small constants, we employ results from [54, 55].

As mentioned before, Theorem 2.9 is applicable whenever the smoothness condition (2.1) holds, together with only a few conditions on moments. In many applications, the verification of the smoothness condition (2.1) is straightforward. However, sometimes this task is rather involved, as e.g. in Theorem 3.15, whose proof relies in part on perturbation theory for linear operators [37]. In the proof of Theorem 3.12 in the infinite-dimensional case we use various results from functional analysis. The explicit bounds found in the application to Pearson’s \( R \) (Corollary 3.8) make use of computer algebra to search for pseudo-optimal parameter choices and of a grid method to bound \( M_{\epsilon} \) for arbitrary values of \( \epsilon \).

This section is organized in the following manner:

- In Subsection 4.1, we introduce several inequalities that will be used at various points in the remainder of the section; these results are presented in Lemmas 4.1–4.4.
- In Subsection 4.2, we state the aforementioned Lemma 4.5. We then link these bounds to the smoothness condition (2.1), after which Theorems 2.2 and 2.5 are fairly quickly proved. We also prove Remark 2.1, concerning the smoothness condition holding over compositions of functions.
- In Subsection 4.3, we prove Theorems 2.9 (non-explicit uniform and non-uniform bounds in the i.i.d. setting) and 2.11 (explicit uniform bound in the i.i.d. setting); these proofs use Theorems 2.2 and 2.5, along with a few of the tools presented in Subsection 4.1.
- In Subsection 4.4, we prove Lemma 4.5, employing such tools as a Stein-type concentration inequality from [11], Rosenthal-type inequalities (cf. Lemma 4.1), bounds on an exponential moment of a sum (cf. Lemma 4.2), a Cramér-type tilt transform, and exact lower bounds on the exponential moment of a Winsorized r.v. (cf. Lemma 4.4).

4.1. Toolkit for proofs

Before moving on to the proofs of results from Section 2, we collect here for ease of reference several inequalities which will be employed in the proofs. In this subsection alone, we shall assume that

\[ S = \sum_1 \zeta_i, \text{ where } \zeta_1, \ldots, \zeta_n \text{ are independent real-valued r.v.’s}. \]  

We first state bounds on the third absolute moment of \( S \).

**Lemma 4.1.** If the \( \zeta_i \) in (4.1) are all zero-mean, then

\[ \|S\|_3^3 \leq \sum_1 \|\zeta_i\|_3^3 + \sqrt{8 \pi} \left( \sum_1 \|\zeta_i\|_2^2 \right)^{3/2}. \]  

(4.2)
Otherwise, if $\mathbb{E} S$ is finite, one has
\[
\|S - \mathbb{E} S\|_3^3 \leq 1.316 \sum_i \|\zeta_i\|_3^3 + 2 \left( \sum_i \|\zeta_i\|_2^2 \right)^{3/2}.
\] (4.3)

A result such as (4.2) is known as a Rosenthal-type inequality, since it was first obtained by Rosenthal in [72, Theorem 3]; however, the constants there were too large. The inequality in (4.2) follows from [63, Theorem 1.5] (take $X = 0$ a.s. in the notation there), and (4.3) follows from [67, Corollary 2] (take $g(x_1, \ldots, x_n) = x_1 + \cdots + x_n$ there, and cf. [67, Corollary 3] concerning the constants 1.316 and 2.

Next, we shall need upper bounds on the exponential moment $\mathbb{E} e^{\lambda S}$ and the tail probability $\mathbb{P}(S > x)$ when the $\zeta_i$'s are a.s. uniformly bounded from above.

Lemma 4.2. Take any real numbers $y > 0$, $m$, $B > 0$, and $\varepsilon \in [0, 1]$, and assume that
\[
\sum_i \mathbb{P}(\zeta_i > y) = 0, \quad \mathbb{E} S \leq m, \quad \sum_i \mathbb{E} \zeta_i^2 \leq B^2, \quad \text{and} \quad \frac{\sum_i \mathbb{E}(\zeta_i)_+^3}{B^2 y} \leq \varepsilon.
\] (4.4)

Then for any $\lambda \geq 0$
\[
\mathbb{E} \exp \{\lambda(S - m)\} \leq \mathbb{P}_{\exp}(\lambda, y, B, \varepsilon) := \exp \left\{ \frac{\lambda^2}{2} B^2 (1 - \varepsilon) + \frac{e^{\lambda y} - 1 - \lambda y}{y^2} B^2 \varepsilon \right\}.
\] (4.5)

Moreover,
\[
\mathbb{P}_{\exp} \text{ is nondecreasing in } B \text{ and in } \varepsilon.
\] (4.6)

Lemma 4.2 is implied by [69, Theorem 2] for $\varepsilon \in [0, 1)$; that we may use the inequalities in (4.4) (in lieu of the equalities used in [69]) follows from (4.6), which in turn follows because $e^t - 1 - t - t^2/2 \geq 0$ for all $t \geq 0$. That (4.5) is true when $\varepsilon = 1$ is a result by Bennett [3] and Hoeffding [29], and we let $\mathbb{B}_{\exp}(\lambda, y, B) := \mathbb{P}_{\exp}(\lambda, y, B, 1)$. The bound $\mathbb{P}_{\exp}$ can be much less than $\mathbb{B}_{\exp}$ when $\varepsilon$ is significantly less than 1.

Lemma 4.3. Under the assumptions of Lemma 4.2, let
\[
u := \frac{(x - m)_+ y}{B^2} \quad \text{and} \quad \kappa := \frac{(x - m)_+}{y}.
\]

Then
\[
\mathbb{P}(S > x) \leq \mathbb{B}_{\text{tail}}(\nu, \kappa) := \exp \left[ \kappa \left( 1 - \left( 1 + \frac{1}{\nu} \right) \ln(1 + u) \right) \right]
\] (4.7)
for $u > 0$, with $\mathbb{B}_{\text{tail}}(0, \kappa) = 1$ for any $\kappa \geq 0$. Moreover, if the $\zeta_i$'s are $\mathcal{X}$-valued random vectors, (4.7) holds under the assumptions of (4.4) when $S$ and $\zeta_i$ are replaced with $\|S\|$ and $\|\zeta_i\|$, respectively.

The notation $\mathbb{B}_{\text{tail}}$ is used for the classical bounds of Bennett [3, (8b)] and Hoeffding [29, (2.9)]. That Lemma 4.3 remains true for $\mathcal{X}$-valued random vectors is implied by [69, p. 343] (see also [68, Theorem 1]). In Lemma A.1, we present
a smaller bound $P(U_{\operatorname{tail}})$ on the tail probability $P(S > x)$, derived from (4.5) and thus also depending on $\varepsilon$ in (4.4).

Lastly, we shall also have cause to find a lower bound on the exponential moment of a Winsorized r.v.

**Lemma 4.4.** Let $\zeta$ be a zero-mean real-valued r.v. with $\sqrt{E\zeta^2} \leq B$ for some $B \in (0, \infty)$. Then for any $c > 0$,

$$E\exp\{c(1 \wedge \zeta)\} \geq L_W(c, B) := \frac{a_{c,B}^2 + B^2 e^{-ac-B}}{a_{c,B}^2 + B^2},$$

(4.8)

where $a_{c,B}$ is the unique positive root of the function $a \mapsto \frac{a^2}{c} (2(e^a + ac - 1) - ac) - B^2$.

Lemma 4.4 is proved in [56, Theorem 2.1]; in fact, as shown there, $L_W(c, B)$ is the exact lower bound on $E\exp\{c(1 \wedge \zeta)\}$ over all zero-mean r.v.’s $\xi$ with $\sqrt{E\xi^2} \leq B$, and hence $L_W(c, B)$ is nonincreasing in $B \in (0, \infty)$.

### 4.2. Proofs of bounds in general non-i.d. setting

The proofs of Theorems 2.2 and 2.5 were inspired by a pair of uniform and nonuniform bounds first developed by Chen and Shao in [11], which bound $|P(\hat{T} > z) - P(W > z)|$ for some nonlinear statistic $\hat{T}$ and a standardized linear statistic $W$ in terms of certain moments and tail probabilities associated with $W$ and $\Delta := |\hat{T} - W|$. However, the results in [11] were not general enough to quite fit our needs in obtaining BE-type bounds with the correct dependence on moments; we present modifications, suitable for our purposes, in the following lemma.

**Lemma 4.5.** Let $\hat{T}$ and $W = \sum_{i=1}^n \xi_i$ be real-valued r.v.’s defined on a common probability space, where $\xi_1, \ldots, \xi_n$ are independent zero-mean r.v.’s such that $\|W\|_2 = 1$. Take any r.v. $\Delta$ such that $|\Delta| \geq |\hat{T} - W|$ a.s., and for each $i = 1, \ldots, n$ let $\Delta_i$ be any r.v. such that the r.v. $\xi_i$ and family $(\Delta_i, (\xi_j : j \neq i))$ of r.v.’s are independent. Then for all $c_* \in (0, 1)$ and $z \in \mathbb{R}$

$$|P(\hat{T} \leq z) - P(W \leq z)| \leq \frac{1}{2c_*} \left(4\delta + E|W\Delta| + \sum_i E|\xi_i(\Delta - \Delta_i)|\right),$$

(4.9)

where $\delta$ satisfies (2.9). Also, for any positive numbers $\theta$, $w$, $\delta_0$, $\pi_1$, $\pi_2$, and $\pi_3$ such that $\delta_0 \leq w$ and $\pi_1 + \pi_2 + \pi_3 = 1$,

$$|\hat{P}(\hat{T} \leq z) - \hat{P}(W \leq z)| \leq \tilde{\gamma}_z + \tilde{\tau} e^{-(1-\pi_1)z/\theta}$$

(4.10)

for all $z \geq 0$, where

$$\hat{P}(E) := P(E \cap \{|\Delta| \leq \pi_1 z\}) \text{ for any } \mathbb{P}\text{-measurable event } E,$$

(4.11)

$$\tilde{\gamma}_z := \sum_i \mathbb{P}(\xi_i > \pi_2 z) + \sum_i \mathbb{P}(W - \xi_i \geq \pi_3 z) \mathbb{P}(\xi_i > w),$$

(4.12)
\[
\bar{\tau} := c_1 \sum_i \|\xi_i\|_3 \|\Delta - \Delta_i\|_{3/2} + c_2 \|\Delta\|_{3/2} + c_3 \delta, \tag{4.13}
\]

and
\[
c_1 := \frac{1}{c_\epsilon} \text{PU}_{\exp}(\frac{3}{5}, w, \frac{1}{\sqrt{3}}, \epsilon_1)e^{\delta_1/\theta}, \tag{4.14}
\]
\[
c_2 := c_1 \left(1.316a_1e^{3w/\theta}\right)^{1/3} \sigma_3 + \left(2^{2/3}a_1e^{3w/\theta}\right)^{1/2} + \left(e^{3w/\theta} - 1\right)/w, \tag{4.15}
\]
\[
c_3 := \left(2c_2 + \frac{1}{c_\epsilon} \sqrt{2} \text{PU}_{\exp}(\frac{2}{5}, w, \frac{1}{\sqrt{3}}, \epsilon_1)\right) \vee \left(\frac{1}{30} \text{PU}_{\exp}(\frac{1}{5}, w, 1, \epsilon_1)\right), \tag{4.16}
\]
\[
\epsilon_1 := \frac{c_3^2}{w} \wedge 1, \tag{4.17}
\]
\[
a_1 := 1/L_W(3w/\theta, \max_i \|\xi_i\|_2/w). \tag{4.18}
\]

The proof of (4.9) is nearly identical to that of [11, (2.3)] (as suggested by the similarity of those two inequalities). In contrast, the proof of (4.10) requires significant changes to the proof of [11, (2.6)]; as the proof of Lemma 4.5 is relatively lengthy, we defer it to Subsection 4.4.

Assume that the conditions of Theorem 2.2 and 2.5 are satisfied; particularly, we have a nonlinear functional \(f\) satisfying the smoothness condition (2.1), along with the statistics \(T\) and \(W\) defined in (2.5). Then let
\[
\bar{T} := T I\{\|S\| \leq \epsilon\} + W I\{\|S\| > \epsilon\} \tag{4.19}
\]
and
\[
\Delta := \frac{M_\epsilon}{2\sigma} \|S\|^2 \quad \text{and} \quad \Delta_i := \frac{M_\epsilon}{2\sigma} \|S - X_i\|^2 \quad \text{for each } i = 1, \ldots, n. \tag{4.20}
\]

By (2.1),
\[
|\bar{T} - W| = \sigma^{-1}|f(S) - L(S)| I\{\|S\| \leq \epsilon\} \leq \frac{M_\epsilon}{2\sigma} \|S\|^2 = \Delta; \tag{4.21}
\]
moreover, \(\xi_i\) and \((\Delta_i, (\xi_j : j \neq i))\) are independent for each \(i = 1, \ldots, n\), and thus the conditions of Lemma 4.5 are met. Theorems 2.2 and 2.5 are then fairly easily proved by substituting the above \(\bar{T}, \Delta, \Delta_i\) into the bounds of Lemma 4.5; the following lemma (which will be proved at the end of this subsection) provides some bounds which bridge the \(\Delta\) and \(\Delta_i\) defined above to the expressions \(u\) and \(v\) found in (2.11).

**Lemma 4.6.** Under the conditions of Theorem 2.2,
\[
||\Delta||_{3/2} \leq u \quad \text{and} \quad \sum_i \|\xi_i\|_3 \|\Delta - \Delta_i\|_{3/2} \leq \sigma_3 v. \tag{4.22}
\]

**Proof of Theorem 2.2.** By (4.19), (4.9), and Hölder’s inequality,
\[
|\mathbb{P}(T \leq z) - \mathbb{P}(W \leq z)| \leq \mathbb{P}(\|S\| > \epsilon) + \mathbb{P}(\|\bar{T} - z\| - \mathbb{P}(W \leq z)|
\]
\[
\leq \frac{1}{2c_\epsilon} \left(4\delta + \|W\|_3 \|\Delta\|_{3/2} + \sum_i \|\xi_i\|_3 \|\Delta - \Delta_i\|_{3/2} + \mathbb{P}(\|S\| > \epsilon)\right)
\]
for all \(z \in \mathbb{R}\). Next, \(\|W\|_3 \leq \sigma_3 + (8/\pi)^{1/6}\), by the Rosenthal-type inequality (4.2); recall here also the definition of \(\sigma_3\) in (2.7). So, (2.10) follows by Lemma 4.6, which completes the proof. \(\square\)
Proof of Theorem 2.5. First note that, by (4.20), (2.15), and the last inequality in (2.14),
\[
\{ |\Delta| \leq \pi_1 z \} = \{ \|S\| \leq (2\pi_1 \sigma z/M_e)^{1/2} \} \subseteq \{ \|S\| \leq (2\pi_1 \omega/M_e)^{1/2} \} \subseteq \{ \|S\| \leq \epsilon \}.
\]
Recalling now the respective definitions (4.19) and (4.11) of $\hat{T}$ and $\hat{p}$, we have
\[
\|\mathbb{P}(T \leq z) - \mathbb{P}(W \leq z)\| \leq |\mathbb{P}(T \leq z) - \mathbb{P}(W \leq z)| + \mathbb{P}(|\Delta| > \pi_1 z) \\
\quad \leq \hat{\gamma}_z + \tilde{\tau} e^{(1-\pi_1)z/\theta} + \mathbb{P}(|\Delta| > \pi_1 z) \\
\quad = \gamma_z + \tilde{\tau} e^{(1-\pi_1)z/\theta}
\]
for all $z$ as in (2.15), with the last inequality following from (4.10) of Lemma 4.5
and the equality following from the definitions (2.17), (4.12), and (4.20) of $\gamma_z, \tilde{\gamma}_z$, and $\Delta$ respectively. Since $\tilde{\tau} \leq \tau$ by Lemma 4.6 (cf. the definitions (2.18) and (4.13) of $\tau$ and $\tilde{\tau}$), the inequality in (2.16) follows and the proof is complete. \hfill $\square$

Proof of Remark 2.1. In view of (2.2), there exists $m_h \in (0, \infty)$ such that
\[
\|h(x)\|_Y \leq m_h \|x\|_X \quad \text{for all } x \in X \quad \text{with } \|x\|_X \leq \epsilon_h;
\]
indeed, we may let $m_h := \|L_h\| + M_h \epsilon_h/2$. Assume that $\epsilon_h$ is chosen small enough to ensure $m_h \epsilon_h \leq \epsilon_g$.

Take any $x \in X$ with $\|x\|_X \leq \epsilon_h$. Then, by (2.2), there is some $y_x \in Y$ such that $\|y_x\|_Y \leq 1$ and $h(x) = L_h(x) + \frac{1}{2} M_h \|x\|_X^2 y_x$. By (4.23), $\|h(x)\|_Y \leq m_h \epsilon_h \leq \epsilon_g$, and so, by (2.3), there is some $z_x \in Z$ such that $\|z_x\|_Z \leq 1$ and
\[
g(h(x)) = L_g(h(x)) + \frac{1}{2} M_g \|h(x)\|_Y^2 z_x \\
\quad = L_g(L_h(x)) + \frac{1}{2} M_h \|x\|^2 X L_g(y_x) + \frac{1}{2} M_g \|h(x)\|_Y^2 z_x.
\]
Thus, by (4.23) (recall also $\|y_x\|_Y \leq 1$ and $\|z_x\|_Z \leq 1$),
\[
\|g(h(x)) - (L_g \circ L_h)(x)\|_Y \leq \frac{1}{2} \left( M_h \|L_g\| + M_g \|L_g\| \right) \|x\|^2 X
\]
for all $x \in X$ with $\|x\|_X \leq \epsilon_h$;

that is, (2.1) with $Z$ in place of $\mathbb{R}$ holds for $f = g \circ h$ with $L = L_g \circ L_h$, $M_e = M_h \|L_g\| + M_g \|L_g\|$, and $\epsilon = \epsilon_h$.

Proof of Lemma 4.6. By (4.20) and [67, (12)], we have
\[
\|\Delta\|_3/2 = M_e \|S\|_3^2 \leq \frac{M_e}{2\sigma} \left( \frac{1 + D^2}{2} \right) \left( s_3^3 + 2s_4^3 \right)^{2/3} \leq u,
\]
where $u$ is as in (2.11).

For each $i = 1, \ldots, n$, (4.20) implies
\[
\frac{2\sigma}{M_e} |\Delta - \Delta_i| = \|S\|^2 - \|S - X_i\|^2 = \||S| - \|S - X_i\|((|S| + \|S - X_i\|) \\
\quad \leq \|X_i\|(\|X_i\| + 2\|S - X_i\|) = \|X_i\|^2 + 2\|X_i\|\|S - X_i\|.
\]
Also, by (2.8), \(|S - X_i|_{3/2} \leq \|S - X_i\|_2 \leq Ds_2\). It follows that
\[
\|\Delta - \Delta_i\|_{3/2} \leq \frac{M}{2\sigma} (\|X_i\|_{3}^2 + 2\|X_i\|_{3} S - X_i\|_{3/2}) \leq \frac{M}{2\sigma} (\|X_i\|_{3}^2 + 2Ds_2 \|X_i\|_{3/2}).
\]

Then Hölder’s inequality yields
\[
\sum_{i=1}^{n} \|\xi_i\|_{3/2} \|\Delta - \Delta_i\|_{3/2} \leq \frac{M}{2\sigma} \sum_{i=1}^{n} \|\xi_i\|_{3} (\|X_i\|_{3}^2 + 2Ds_2 \|X_i\|_{3/2})
\]
\[
\leq \frac{M}{2\sigma} \sigma_3 (s_3^2 + 2Ds_2 s_3) = \sigma_3 u,
\]
by the definition (2.11) of \(v\).

4.3. Proofs of bounds in i.i.d. setting

In this subsection we prove Theorems 2.11 and 2.9, concerning our BE-type bounds in the i.i.d. setting. Recall the i.i.d. notation as introduced in (2.20) and (2.21), along with the subsequent substitutions for \(\sigma\), \(\xi_i\), \(s_p\), and \(\sigma_p\) that can be made (cf. (2.22)).

Theorem 2.11 follows nearly directly from Theorem 2.2:

**Proof of Theorem 2.11.** Concerning the bound in Theorem 2.2,

(i) let \(D = 1\) since \(X\) is assumed to be a Hilbert space;

(ii) use Remark 2.3, along with the inequality \(\sigma_1 = \sqrt{n} \sigma_2 = \sqrt{n}\), to set
\[
\delta = \frac{s_3^3 - (2c_* - 1)^2}{4(1 - c_*) \sqrt{n}};
\]  
(4.24)

(iii) use the inequality \(v_{3/2} \leq v_2\) (recall also the definitions (2.11)) to assert
\[
u = \frac{1}{\sqrt{n}} \frac{M_c}{2\sigma} \left( \frac{v_3^3}{n^{1/3}} + 2^{2/3} v_2^3 \right) \quad \text{and} \quad \sigma_3 \nu \leq \frac{1}{\sqrt{n}} \frac{M_c}{2\sigma} \sigma_3 \left( \frac{v_3^3}{n^{1/2}} + 2v_2^3 \right);
\]  
(4.25)

(iv) and use Remark 2.4 to see that \(P(\|S\| > \epsilon) \leq K\epsilon\) (cf. the definition (2.30)).

Note also that in (2.19), we may make the substitutions \(n\|\xi_i\|_3^3 = \xi_3^3/\sqrt{n}\) and \(n\|\xi_i\|_2^3 = 1/\sqrt{n}\). Upon using the abovementioned substitutions and inequalities in (2.10) and (2.19), (2.29) follows.

The proof of Theorem 2.9 is also a fairly straightforward application of Theorems 2.2 and 2.5. Most of the work involves ensuring the last term of \(\gamma_z\) in (2.17), the presence of which stems in part from the use of the smoothness condition (2.1) (cf. Remark 2.7), can be bounded on the order of \(1/(z^3 \sqrt{n})\) with the moment assumption \(v_3 < \infty\). For this we use truncation of the \(V_i\)'s in tandem with Lemma 4.3. In Appendix A, we use a stronger bound on the tail probability of \(\|V\|\), provided by Lemma A.1.
Proof of Theorem 2.9. The proof of (2.23) is virtually the same as that of (2.29) in Theorem 2.11, only we do not assume that \( X \) is a Hilbert space, hence nor \( D = 1 \), when obtaining explicit expressions for \( C \). It should be clear that (2.26) follows from (2.25) after an application of the Markov inequality.

Throughout the rest of the proof, let us write \( a \leq b \) if \( |a| \leq \mathcal{C}b \) for some \( \mathcal{C} \) as in Theorem 2.9.

To prove (2.25), set \( c_* = \frac{1}{2} \), \( w = \delta_0 = 1 \), \( \pi_1 = \left((M_\epsilon \sigma^2/(2\epsilon\omega)) \wedge \frac{1}{4}\right) \), \( \pi_2 = \pi_3 = \frac{1}{2}(1 - \pi_1) \), and \( \theta = 1 - \pi_1 \). Then the conditions of Theorem 2.5 are met, with \( \tilde{\sigma} \omega \) replacing \( \omega \) there.

Choose \( \delta \) as in (2.44), and refer to (2.45) to see that
\[
\tau e^{-(1-\pi_1)z/\theta} \leq \frac{e^{-z}}{\sqrt{n}}. \tag{4.26}
\]

Recall (2.6) and (2.22) to see that \( P(\xi_1 > x) \leq P(\|V\| > x\tilde{\sigma}\sqrt{n}/\|L\|) \) for any \( x > 0 \); also apply the Markov inequality and the Rosenthal-type inequality (4.2) of Lemma 4.1 to see that \( P(W - \xi_1 \geq \pi_3 z) \leq 1/z^3 \). Then the definition (2.17) of \( \gamma_z \) implies
\[
\gamma_z \leq nP(\|V\| > \mathcal{C}z\sqrt{n}) + \mathcal{C}n\frac{P(\|V\| > \mathcal{C}z\sqrt{n})}{z^3} + P\left(\|V\| > \left(\frac{2\pi_1 \tilde{\sigma} z}{M_\epsilon \sqrt{n}}\right)^{1/2}\right). \tag{4.27}
\]

Next, choose any \( \kappa_2 > 0 \), and let
\[
c_x := \left(\frac{2\pi_1}{M_\epsilon}\right)^{1/2}, \quad x_2 := c_x \left(\frac{\tilde{\sigma} z}{\sqrt{n}}\right)^{1/2}, \quad y_2 := \frac{x_2}{\kappa_2}, \quad \nabla_{y_2} := \frac{1}{n} \sum_{i=1}^{n} V_i \mathbb{I}\{\|V_i\| \leq ny_2\}. \tag{4.28}
\]

Then
\[
P\left(\|V\| > \left(\frac{2\pi_1 \tilde{\sigma} z}{M_\epsilon \sqrt{n}}\right)^{1/2}\right) = P(\|V\| > x_2) \leq P(\max_\|V\| > ny_2) + P(\nabla_{y_2} > x_2) \leq nP(\|V\| > ny_2) + P(\|\nabla_{y_2}\| > x_2) \tag{4.29}
\]

and
\[
P(\|\nabla_{y_2}\| > x_2) \leq nP(\|V\| > \mathcal{C}z\sqrt{n}) + P(\|\nabla_{y_2}\| > x_2), \tag{4.30}
\]

with (4.30) following from (2.24) and \( ny_2 \geq ny_2 \sqrt{z}/(\omega \sqrt{n}) = \mathcal{C}z \sqrt{n} \).

We assert that
\[
P(\|\nabla_{y_2}\| > x_2) \leq \left(\frac{6M_\epsilon}{\pi_1 \tilde{\sigma} \sqrt{n}}\right)^3. \tag{4.31}
\]

Assume w.l.o.g. that the upper bound in (4.31) is no greater than 1, and choose \( \kappa_2 = 6 \). Then
\[
\mathbb{E}\|\nabla_{y_2}\| \leq \mathbb{E}\|V\| + \mathbb{E}\|V - \nabla_{y_2}\|
\]
\[ \|V\|_2 + \frac{1}{n}E\sum_i V_i I\{\|V_i\| > n y_2\} \]
\[ \leq \frac{v_2}{\sqrt{n}} + \frac{v_2^2}{ny_2} \]
\[ = \frac{x_2}{4} \left( \frac{8 M_\epsilon}{\pi_1 \sigma} \frac{v_2^2}{z \sqrt{n}} \right)^{1/2} + 12 M_\epsilon \frac{v_2^2}{\pi_1 \sigma^2} \frac{z \sqrt{n}}{\pi_1 \sigma} \]
\[ < \frac{x_2}{4} \left( \frac{6 e M_\epsilon}{\pi_1 \sigma} \frac{v_2^2}{z \sqrt{n}} \right)^{1/2} + \frac{6 e M_\epsilon}{\pi_1 \sigma^2} \frac{v_2^2}{z \sqrt{n}} \]
\[ \leq \frac{x_2}{2}, \]

where the equality above follows from the definitions of \(x_2\) and \(y_2\) in (4.28).

Then Lemma 4.3 implies (use \(x = x_2\), \(y = y_2\), \(B = v_2/\sqrt{n}\), and \(m = x_2/2\) in (4.4))
\[ P(\|V_{y_2}\| > x_2) \leq BH_{\text{tail}}(\frac{x_2 y_2/2}{v_2^2/\sqrt{n}}, \frac{x_2}{y_2}) = BH_{\text{tail}}\left(\frac{x_2^2}{2 \kappa_2 v_2^2 / n}, \frac{\kappa_2}{2}\right) \]
\[ \leq \left(\frac{2e \kappa_2 v_2^2}{x_2^2} \frac{\kappa_2}{n}\right)^{\kappa_2/2}, \]

with the last inequality following from \(BH_{\text{tail}}(u, \kappa) \leq (c/u)^\kappa\) whenever \(u > 0\) (which in turn is easily verified by referring to (4.7)); (4.31) follows after recalling \(\kappa_2 = 6\) and the definition (4.28) of \(x_2\).

Referring to (4.26), (4.27), (4.30), and (4.31), (2.25) follows when \(\Phi(z)\) is replaced by \(P(\sqrt{n}|L(V)| > \tilde{\sigma} z)\) there. To obtain (2.25) as stated, note that
\[ \left| P\left(\frac{L(V)}{\tilde{\sigma}/\sqrt{n}} \leq z\right) - \Phi(z) \right| \leq \frac{\sigma^3}{c^2} + n \frac{P(\xi_1 > \frac{a}{c} z)}{z^3} + n \frac{P(\xi_1 > 1)}{z^3} \]
(4.32)

for all \(z > 0\); this follows by [55, Corollary 1.3] with \(v = w = 1\), \(p = 3\), \(c = 0\), and \(\lambda = 1\) (in notation therein), using at that the inequalities \(\beta_v \leq \mu_p/v^p\) (displayed right after [55, (1.2)]) and \(P_1 \land \cdots \land P_5 \leq P_4\).

4.4. Proof of Lemma 4.5

The inequality in (4.9) is very similar to one proved by Chen and Shao in [11]. From the condition that \(|\Delta| \leq |\tilde{T} - W|\) follows the concentration inequality
\[ -P(z - |\Delta| \leq W \leq z) \leq P(\tilde{T} \leq z) - P(W \leq z) \leq P(z \leq W \leq z + |\Delta|) \] (4.33)

for all \(z \in \mathbb{R}\). Upon replacing [11, (2.2)] by the inequality (2.9) in the present paper, the proof of (4.9) is then, mutatis mutandis, identical to the proof of [11, (2.3)].

The differences between the proof of (4.10) and the analogous inequality in [11, Theorem 2.2] are significant enough to warrant more details here; particularly, aside from the use of the measure \(\tilde{P}\) and the introduction of various parameters (e.g. \(c_\star, \theta, w, \delta_0,\) and \(\pi_i\)), we also employ a Cramér-tilt absolutely continuous transformation of measure along with the previously mentioned Rosenthal-type
and exponential bounds. For the ease of comparison between the two proofs, we shall use notation similar to that in [11].

Introduce the Winsorized r.v.'s
\[ \xi_i := \xi_i \wedge w \quad \text{and their sum,} \quad W := \sum_{i=1}^{n} \xi_i. \quad (4.34) \]

In view of the definition (4.11) of the measure \( \hat{P} \),
\[ \hat{P}(z - |\Delta| \leq W \leq z) \leq \sum_{i=1}^{n} \mathbb{P}(W \geq (1 - \pi_1)z, \xi_i > w) + \hat{P}(z - |\Delta| \leq W \leq z, \max_i \xi_i \leq w) \]
\[ \leq \sum_{i=1}^{n} \mathbb{P}(\xi_i > \pi_2 z) + \sum_{i=1}^{n} \mathbb{P}(W - \xi_i \geq \pi_3 z) \mathbb{P}(\xi_i > w) \]
\[ = \hat{\gamma}_z + \hat{P}(z - |\Delta| \leq W \leq z). \quad (4.35) \]

The second inequality above follows from the independence of \( W - \xi_i \) and \( \xi_i \), the assumption that \( \pi_3 = 1 - \pi_1 - \pi_2 \) (recall (2.14)), and the definition (4.34) of \( W \), while the above equality follows from the definition (4.12) of \( \hat{\gamma}_z \); compare (4.35) with [11, Lemma 5.1].

We must next establish the inequality
\[ \hat{P}(z - |\Delta| \leq W \leq z) \leq \hat{\tau} e^{-(1-\pi_1)z/\theta}; \quad (4.36) \]
cf. [11, Lemma 5.2]. Consider two cases:

(i) \( \delta > \delta_0 \) \quad \text{and} \quad (ii) \( 0 < \delta \leq \delta_0 \leq w \)

(recall the restriction on the number \( \delta_0 \) in (2.14)). In the first case, when \( \delta > \delta_0 \), one has
\[ \hat{P}(z - |\Delta| \leq W \leq z) \leq \mathbb{P}(W \geq (1 - \pi_1)z) \leq E e^{W/\theta} e^{-(1-\pi_1)z/\theta} \leq \delta \exp(\frac{1}{\theta}, w, 1, \varepsilon_1) e^{-(1-\pi_1)z/\theta} \]
\[ \leq c_3 \delta e^{-(1-\pi_1)z/\theta} \leq \hat{\tau} e^{-(1-\pi_1)z/\theta}; \]

here (4.5) and (4.4) are used for the third inequality above (as well as the definitions (4.17) and (2.7) of \( \varepsilon_1 \) and \( \sigma_3 \)), and the definitions (4.16) and (4.13) of \( c_3 \) and \( \hat{\tau} \) are used for the last two inequalities there. Thus, (4.36) is established when \( \delta > \delta_0 \).

Consider now the second case, when \( 0 < \delta \leq \delta_0 \leq w \). Let
\[ f_{\Delta}(u) := \begin{cases} 0 & \text{if } u < z - |\Delta| - \delta, \\ e^{u/\theta}(u - z + |\Delta| + \delta) & \text{if } z - |\Delta| - \delta \leq u < z + \delta, \\ e^{u/\theta}(|\Delta| + 2\delta) & \text{if } u \geq z + \delta. \end{cases} \]
be defined similarly to [11, (5.16)]. Then, by the independence of \((\Delta_i, \overline{W} - \overline{x}_i)\) and \(\xi_i\),
\[
E W f_\Delta(\overline{W}) = G_1 + G_2,
\]
where
\[
G_1 := \sum_{i=1}^n E \xi_i (f_\Delta(\overline{W}) - f_\Delta(\overline{W} - \overline{x}_i)), \quad G_2 := \sum_{i=1}^n E \xi_i (f_\Delta(\overline{W} - \overline{x}_i) - f_\Delta(\overline{W} - \overline{x}_i)).
\]

Also, using an obvious modification of the arguments associated with [11, (5.17)–(5.19)], one has
\[
G_1 \geq G_{1,1} - G_{1,2},
\]
where
\[
G_{1,1} := c_* \exp\left\{ \frac{1}{2} (1 - \pi_1) z - \delta \right\} \hat{P}(\{ z - |\Delta| \leq \overline{W} \leq z \}),
\]
\[
G_{1,2} := E \int_{|t| \leq \delta} e^{(\overline{W} - \delta)/\theta} |M(t) - E M(t)| dt,
\]
\[
M(t) := \sum_{i=1}^n M_i(t), \quad \text{and} \quad M_i(t) := \xi_i \{ 1(-\overline{x}_i \leq t < 0) - 1(0 < t < -\overline{x}_i) \};
\]
in particular, the factor \(c_*\) in the expression (4.39) for \(G_{1,1}\) arises when one uses the relations \(E M(t) dt = \sum E |\xi_i| (\delta \wedge |\xi_i|) \geq c_*\), which in turn follow by the condition \(\delta \leq \delta_0 \leq w\) of case (ii) and (2.9); cf. [11, (5.19)]. Further,
\[
\int_{|t| \leq \delta} E (M(t) - E M(t))^2 dt \leq \sum_{i=1}^n E \int_{|t| \leq \delta} M_i(t)^2 dt = \sum_{i=1}^n E \xi_i^2 (\delta \wedge |\xi_i|) \leq \delta,
\]
so that two applications of the Cauchy-Schwarz inequality yield
\[
G_{1,2} \leq E \left( \int_{|t| \leq \delta} e^{2(\overline{W} - \delta)/\theta} dt \right)^{1/2} \left( \int_{|t| \leq \delta} (M(t) - E M(t))^2 dt \right)^{1/2}
\]
\[
\leq \left( 2 \delta E e^{2(\overline{W} - \delta)/\theta} \right)^{1/2} \sqrt{3}
\]
\[
\leq \left( 2 \text{PU}_{\exp}(\frac{2}{\theta}, w, 1, \epsilon_1) \right)^{1/2} e^{-\delta/\theta} \delta = \sqrt{2} \text{PU}_{\exp}(\frac{2}{\theta}, w, \frac{1}{\sqrt{2}}, \epsilon_1) e^{-\delta/\theta} \delta,
\]
(4.40)
where the last inequality follows from (4.5) and (4.4), in view of the definitions (4.34) and (4.17) of \(\overline{W}\) and \(\epsilon_1\); the equality in (4.40) follows from the easily verified identity
\[
\text{PU}_{\exp}(\lambda, y, B, \epsilon)^\alpha = \text{PU}_{\exp}(\lambda, y, \alpha^{1/2} B, \epsilon) \quad \text{for any } \alpha > 0.
\]
(4.41)
Next (cf. [11, (5.21)]),
\[
|G_2| \leq \sum_{i=1}^n E |\xi_i e^{(\overline{W} - \overline{x}_i)/\theta}(\Delta - \Delta_i)| \leq \sum_{i=1}^n \| \xi_i e^{(\overline{W} - \overline{x}_i)/\theta} \|_3 \| \Delta - \Delta_i \|_3^{1/2}
\]
Convergence rate in delta method

\[
\sum_{i=1}^{n} E^{1/3} e^{\frac{3}{n} (\tilde{W} - \tilde{X}_i)} \|\tilde{X}_i\|_3 \|\Delta - \Delta_i\|_3/2 \\
\leq \text{PU}_{\exp} \left( \frac{3}{\sqrt[3]{n}}, w, \frac{1}{\sqrt[3]{n}}, \varepsilon_1 \right) \sum_{i=1}^{n} \|\tilde{X}_i\|_3 \|\Delta - \Delta_i\|_3/2.
\]

(4.42)

Also,

\[
E W f(\Delta) \leq E (|\Delta| + 2\delta) |W| e^{\frac{3}{\sqrt[3]{n}} \theta} \leq (\|\Delta\|_3/2 + 2\delta) \|W e^{\theta/3}\|_3.
\]

(4.43)

In the proof in [11], the term \( E W^2 e^W \) was bounded from above; in our case, more work is required to bound the last factor in (4.43). Specifically, we apply Cramér’s tilt transform to the \( \tilde{\xi}_i \)’s, using at that results of [56, 57, 58].

Let \( \tilde{\xi} := (\tilde{\xi}_1, \ldots, \tilde{\xi}_n) \), and for any real \( c > 0 \) let \( \hat{\xi} := (\hat{\xi}_1, \ldots, \hat{\xi}_n) \) be a random vector such that

\[
P(\hat{\xi} \in E) = \frac{E e^{cW} 1_{\{\xi \in E\}}}{E e^{cW}}
\]

for all Borel sets \( E \subseteq \mathbb{R}^n \). Then the \( \hat{\xi}_i \)’s are necessarily independent r.v.’s; moreover, if \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is any nonnegative Borel function, then

\[
E f(\hat{\xi}) = \frac{E f(\xi) e^{cW}}{E e^{cW}}.
\]

(4.44)

By [57, Proposition 2.6,(I)], \( E \hat{\xi}_i \) is nondecreasing in \( c \), so that \( E \hat{\xi}_i \geq E \xi_i = 0 \), and so, by [57, Corollary 2.7],

\[
|\sum_i E \hat{\xi}_i| = \sum_i E \hat{\xi}_i \leq \frac{e^{cw} - 1}{w} \sum_i E \xi_i^2 = \frac{e^{cw} - 1}{w}.
\]

If the \( \xi_i \)’s are assumed to have symmetric distributions, then [58, Theorem 1] allows for the factor \( e^{cw} - 1 \) above to be replaced by \( \sinh(cw) \); cf. Remark 2.8.

Choose now

\[
c = \frac{3}{\theta}
\]

Then, by [56, Theorem 2.1],

\[
E e^{c\xi_i} = E e^{c(\xi_i \wedge \theta)} = E e^{cw(\xi_i \wedge \theta)} \geq L_W(cw, \|\xi_i\|_2/w) \geq L_W(cw, \max_i \|\xi_i\|_2/w) = a_1^{-1},
\]

where \( a_1 \) is as defined in (4.18); the last inequality above follows because \( L_W(c, \sigma) \) in [56, (2.9)] is nonincreasing in \( \sigma \); the condition \( c = \frac{3}{\theta} \) was used here in the above display only for the last equality. So,

\[
E |\xi_i|^\alpha = \frac{E |\xi_i|^\alpha e^{c\xi_i}}{E e^{c\xi_i}} \leq a_1 e^{cw} E |\xi_i|^\alpha
\]
for \( \alpha \in \{2, 3\} \), with \( \sum_i \mathbb{E} \xi_i^3 \leq a_1 e^{cw} \). A consequence of this, next,
\[
\|\sum_i \hat{\xi}_i\|_3 \leq \|\sum_i (\hat{\xi}_i - \mathbb{E} \hat{\xi}_i)\|_3 + \|\sum_i \mathbb{E} \hat{\xi}_i\|
\leq (1.316 \sum_i \mathbb{E} |\xi_i|^3)^{1/3} + 2^{1/3} (\sum_i \mathbb{E} |\hat{\xi}_i|^3)^{1/3} + (e^{3w/\theta} - 1)/w \tag{4.45}
\leq (1.316a_1 e^{3w/\theta} \sigma_3^3)^{1/3} + 2^{1/3} (a_1 e^{3w/\theta})^{1/2} + (e^{3w/\theta} - 1)/w,
\]
where (4.3) is used in the second inequality above. Letting \( f(x_1, \ldots, x_n) \equiv |\sum_i x_i|^3 \) in (4.44) and using (4.5), (4.4), and (4.41) once more, one has
\[
\|W e^{\mathbb{W}/\theta}\|_3 = \left( \mathbb{E} |\sum_i \hat{\xi}_i|^3 e^{\mathbb{W}/\theta} \right)^{1/3} \leq PU_{\exp}(\frac{3}{7}, w, \frac{1}{\sqrt{3}}, \varepsilon_1) \|\sum_i \hat{\xi}_i\|_3. \tag{4.46}
\]

Thus, recalling the case condition \( \delta \leq \delta_0 \), we have
\[
\mathbb{P}(z - |\Delta| \leq \mathbb{W} \leq z, |\Delta| \leq \pi_1 z) = \frac{1}{c_{\varepsilon}} e^{-(1-\pi_1)z/\theta} e^{\delta/\theta} G_{1,1}
\leq \frac{1}{c_{\varepsilon}} e^{-(1-\pi_1)z/\theta} e^{\delta/\theta} (G_{1,2} + |G_2| + \mathbb{E} W f_{\mathbb{W}}(\mathbb{W}))
\leq (c_1 \sum_i \|\xi_i\|_3 |\Delta - \Delta_i|_3)^{1/2} + c_2 |\Delta|_3/2 + c_3 \delta e^{-(1-\pi_1)z/\theta},
\]
where the equality comes from the definition (4.39) of \( G_{1,1} \), the first inequality follows from (4.37) and (4.38), and the second inequality follows from (4.40), (4.42), (4.43), (4.46), and (4.45), along with the definitions (4.14), (4.15), and (4.16) of \( c_1, c_2, \) and \( c_3 \). Thus, in view of the definition (4.13) of \( \hat{\tau} \), the inequality (4.36) is proved for the other case, \( \delta \leq \delta_0 \).

Replace now \( \mathbb{P} \) with \( \mathbb{P} \) in (4.33), so that (4.35) and (4.36) imply
\[
\mathbb{P}(W \leq z) - \mathbb{P}(\hat{T} \leq z) \leq \hat{\gamma}_z + \hat{\tau}_z e^{-(1-\pi_1)z/\theta}.
\]

In a similar fashion, one bounds \( \mathbb{P}(\hat{T} \leq z) - \mathbb{P}(W \leq z) \) from above, establishing (4.10).

**Appendix A: An explicit nonuniform bound in the multivariate delta method**

The bound \( PU_{\exp} \) on the exponential moment of a sum of independent random variables found in (4.5) can be used in conjunction with the Markov inequality to obtain a bound, \( PU_{\text{tail}} \), on certain tail probabilities of the sum; the following lemma quotes expressions found in [69, 54] for this bound. These expressions will be needed in applications of Theorem A.2.

**Lemma A.1.** For any real \( x, y > 0, B > 0, m, \) and \( \varepsilon \in (0, 1] \), let
\[
u := \frac{(x - m)_+ y}{B^2} \quad \text{and} \quad \kappa := \frac{(x - m)_+}{y}.
\]
Further, let $S = \sum_{i=1}^{n} \zeta_i$, where $\zeta_1, \ldots, \zeta_n$ are independent real-valued r.v.'s satisfying (4.4). Then

$$\mathbb{P}(S > x) \leq PU_{\text{tail}}(u, \kappa, \varepsilon) := \inf_{\lambda \geq 0} e^{-\lambda(x-m)} + PU_{\exp}(\lambda, y, B, \varepsilon), \quad (A.1)$$

with

$$PU_{\text{tail}}(0, \kappa, \varepsilon) = 1,$$

$$PU_{\text{tail}}(u, \kappa, 1) = BH_{\text{tail}}(u, \kappa)$$

whenever $u > 0$ (where $BH_{\text{tail}}$ is as defined in (4.7)), and

$$PU_{\text{tail}}(u, \kappa, \varepsilon) = \exp \left[ \frac{\kappa}{2(1-\varepsilon)u} \left( 1 - \varepsilon \right)^2 \left[ 1 + W \left( \frac{\varepsilon + u}{1 - \varepsilon} \exp \frac{\varepsilon + u}{1 - \varepsilon} \right)^2 - \left( \varepsilon + u \right)^2 - (1 - \varepsilon)^2 \right] \right], \quad (A.2)$$

whenever $u > 0$ and $\varepsilon < 1$; in (A.2), $W$ is Lambert’s product-log function with domain restricted to the positive real numbers (so that for positive $w$ and $z$ one has $W(z) = w$ if and only if $z = we^w$).

One also has the alternative identity

$$PU_{\text{tail}}(u, \kappa, \varepsilon) = \inf_{0 < \alpha < 1} \exp [L_1 \lor L_2], \quad (A.3)$$

where

$$L_1 := L_1(\alpha, u, \kappa, \varepsilon) := \kappa \left( 1 - \alpha - \alpha \frac{\varepsilon}{1 - \varepsilon} \frac{\alpha(2 - \alpha)}{2(1 - \varepsilon)} \frac{u}{1 - \varepsilon} \right), \quad (A.4)$$

with $L_1(\alpha, u, \kappa, 1) := -\infty,$

and

$$L_2 := L_2(\alpha, u, \kappa, \varepsilon) := \kappa \left( 1 - \alpha - \frac{\alpha}{2} + \frac{\varepsilon}{u}\ln \left( 1 + \frac{\left( 1 - \alpha \right) u}{\varepsilon} \right) \right), \quad (A.5)$$

with $L_2(\alpha, 0, \kappa, \varepsilon) := 0.$

Moreover, if the $\zeta_i$’s take values in a separable Banach space with norm $\| \cdot \|$, then

(A.1) holds under (4.4) when $S$ and $\zeta_i$ are replaced by $\| S \|$ and $\| \zeta_i \|$, \quad (A.6)

respectively.

Indeed, (A.1) is essentially [54, Proposition 3.1], with the “boundary” case $\varepsilon = 1$ resulting in the Bennett–Hoeffding bound $BH_{\text{tail}}(u, \kappa)$. Next, (A.3) (for $\varepsilon < 1$) is established in [69, Corollary 1] and, again, immediately follows for $\varepsilon = 1$ using $BH_{\text{tail}}(u, \kappa)$. The verity of (A.6) is implied by the remark in [69, p. 343] (see also [68, Theorem 1]).
Theorem A.2. Let $\mathcal{X}$ be a Hilbert space, let $f$ satisfy (2.1) for some real $\epsilon > 0$, and assume that $V, V_1, \ldots, V_n$ are i.i.d. $\mathcal{X}$-valued random vectors such that $\mathbb{E} V = 0$, $\bar{\sigma} = \|L(V)\|_2 > 0$, and $\nu_3 = \|V\|_3 < \infty$. Further, take any positive real numbers

$$c_*, \theta, w, \delta_0, \pi_1, \pi_2, \pi_3, \tau_0, \omega, \kappa_{2,0}, \kappa_{3,0}, \kappa_{2,1}, \kappa_{3,1}, \kappa_2, \kappa_3, \alpha, \varepsilon_*,$$

satisfying the constraints

$$c_* < 1, \delta_0 \leq w, \pi_1 + \pi_2 + \pi_3 = 1, \omega \leq \frac{M_1^2}{2\pi_*}, \kappa_3 \geq \frac{3}{2}, \alpha < 1, \varepsilon_* < 1,$$

$$\hat{K}_2 \geq 2, \hat{\gamma} < 1$$

where

$$\hat{\gamma} := \left( \frac{M_1^2 \omega}{4\pi_*^2 K_2} \right)^{1/4} + \frac{\kappa_3^2}{K_3} \left( \frac{M_1 \omega}{2\pi_*} \right)^{3/2}$$

(A.9)

and

$$\hat{K}_2 := (1 - \hat{\gamma})K_2.$$  

(A.10)

Also introduce

$$t_2 := \frac{\pi_1 \alpha (2 - \alpha)(1 - \hat{\gamma})^2}{K_2} \left( \frac{K_2}{\omega} \right)^{1/2}, \quad t_3 := \frac{\kappa_3^2}{(1 - \hat{\gamma})K_3} \left( \frac{M_1 \omega}{2\pi_*} \right)^{3/2},$$

$$u_0 := \frac{2\pi_1 (1 - \hat{\gamma})}{M_\kappa K_2} \left( \frac{K_2}{\omega} \right)^{1/2},$$

(A.11)

$$e_0 := \frac{1}{K_1 w}, \quad \hat{a}_1 := 1/L_W(3w/\theta, \hat{e}_1),$$

(A.13)

where $L_W(c, B)$ is as in (4.8); further let $\hat{e}_1, \hat{c}_2, \text{ and } \hat{c}_3$ be obtained from $c_1, c_2, \text{ and } c_3$ in (4.14)–(4.16) by replacing there $a_1, \varepsilon_1, \text{ and } \sigma_p$ by $\hat{a}_1, 1 \wedge \hat{e}_1, \text{ and } K_1^{-1/3}$, respectively. Recall also the definition of $PU_{\text{tail}}$ in (A.1). Then for all $z \leq R$ and $n \in \mathbb{N}$ such that

$$z_0 \leq z \leq \frac{\omega}{\theta} \sqrt{n},$$

(A.14)

one has

$$\left| P \left( \frac{f(V)}{\theta / \sqrt{n}} \leq z \right) - \Phi(z) \right|$$

$$\leq \frac{1}{\sqrt{n}} \left( \left( R_{n121} \lor R_{n22} \lor 3 \right) \lor \left( R_{n31} \lor 3 \right) + R_{n32} \right)$$

$$+ \frac{R_0 + R_{n1} \lor 3 + R_{n2} \lor 3 + R_{n3} \lor 3}{e^{(1 - a_1)z/\theta \sqrt{n}}},$$

(A.16)
where

\[
\mathcal{R}_{n1} := 30.2211 + \frac{1}{2\pi^2} + \frac{\kappa_3^{3/2}}{\pi(\pi^3)^2} \left( \frac{\kappa_3^{3/2}}{K_1} + \sup_{u \geq \pi^2 \frac{\pi_2}{\kappa_3}} u^{3/2} \text{P}U_{\text{tail}} \left( u, \kappa_3, \frac{\kappa_3}{K_1 \pi_3 z_0} \wedge 1 \right) \right), \tag{A.17}
\]

\[
\mathcal{R}_{n21} := \frac{\omega \exp\left\{ \hat{\kappa}_2 (1 - \alpha - \frac{\alpha \varepsilon}{1 - \varepsilon}) \right\}}{\sigma^3} \left( \frac{M_r (1 - \varepsilon)}{\pi_1 \alpha (2 - \alpha)(1 - \hat{\gamma})^2} \right)^2 \sup_{t \geq t_2} t^2 e^{-t}, \tag{A.18}
\]

\[
\mathcal{R}_{n22} := \frac{\omega}{\sigma^3} \left( \frac{M_r \kappa_2}{2\pi_1(1 - \hat{\gamma})} \right)^2 \sup_{u \geq u_0} u^2 \text{PU}_{\text{tail}}(u, \hat{\kappa}_2, \varepsilon), \tag{A.19}
\]

\[
\mathcal{R}_{n31} := \frac{\kappa_2^2 e^{3/2(1-\alpha)}}{\pi(\pi^3)^2} \sup_{t \in [0, \varepsilon_3]} \frac{1}{t} \exp \left\{ -\hat{\kappa}_2 (1 - \alpha + t) \ln \left( 1 + \frac{1 - \alpha}{t} \right) \right\}, \tag{A.20}
\]

\[
\mathcal{R}_{n32} := \left( \frac{\kappa_2}{\sigma} \right)^3 \left( \frac{M_r \omega}{2\pi_1} \right)^{3/2}, \tag{A.21}
\]

\[
\mathcal{R}_e := \frac{M_r \hat{\epsilon}_2}{6\sigma} \left( \frac{1}{\kappa_3^2 \kappa_2^2 / \pi_1^2} - \frac{2^{2/3}}{\kappa_2^2} - \frac{(2\varepsilon - 1)^2}{4(1 - \varepsilon)} \hat{\epsilon}_3, \tag{A.22}
\]

\[
\mathcal{R}_{e_1} := d(c_*) \hat{\epsilon}_3 + \frac{M_r \hat{\epsilon}_1}{6\sigma} \left( \frac{1}{\kappa_3^2 \kappa_2^2} + \frac{2}{\kappa_2^2} \right), \tag{A.23}
\]

\[
\mathcal{R}_{e_2} := \frac{M_r}{3\sigma} \left( 2\hat{\epsilon}_1 \kappa_2 + 2^{2/3} \hat{\epsilon}_2 \kappa_2^2 / \pi_1^2 \right), \tag{A.24}
\]

\[
\mathcal{R}_{e_3} := \frac{M_r}{3\sigma} \left( \frac{\hat{\epsilon}_1 \kappa_2^3}{\pi_1^2} + \frac{\hat{\epsilon}_2 \kappa_2^3}{\pi_1^2} \right), \tag{A.25}
\]

\[
d: (0, 1) \rightarrow \mathbb{R} \text{ is defined by } d(c_*) = \begin{cases} 
   c_* & \text{if } c_* \in (0, \frac{1}{2}), \\
   \frac{1}{4(1 - c_*)} & \text{if } c_* \in (\frac{1}{2}, 1),
\end{cases} \tag{A.26}
\]

Moreover, each of the expressions in (A.17)–(A.25) is finite.

Remark A.3. Suppose here that $L(V)$ is symmetric. Then the statement of Theorem A.2 holds when the replacement mentioned in Remark 2.8 is made in the expression (4.15) for $c_2$ and, accordingly, in the expression for $\hat{c}_2$ defined right after (A.13). Also, one can take $\mathcal{R}_{n1}$ in (A.16) to be defined as

\[
\mathcal{R}_{n1} := 30.2211 + \frac{1}{2\pi^2} \frac{\kappa_3^{3/2}}{2(\pi^3)^2} \left( \frac{\kappa_3^{3/2}}{2K_1} + \sup_{u \geq \pi^2 \frac{\pi_2}{\kappa_3}} u^{3/2} \text{P}U_{\text{tail}} \left( u, \kappa_3, \frac{\kappa_3}{K_1 \pi_3 z_0} \wedge 1 \right) \right),
\]

because one can then use $\mathbb{P}(\xi_1 > t) \leq \frac{c_3^3}{(2t^3 \sqrt{n})}$ in place of $\mathbb{P}(\xi_1 > t) \leq \frac{c_3^3}{(t^3 \sqrt{n})}$ to improve bounds on the terms in $\gamma_2$. 
Remark A.4. That all the expressions denoted by $K$ with indices and defined by formulas (A.17)–(A.25) are finite is easily verifiable by inspection, except perhaps for $K_{n1}$, $K_{n22}$, and $K_{n31}$, whose definitions in (A.17), (A.19), and (A.20) involve comparatively complicated suprema. However, as shown in [65], conditions $\kappa_3 \geq \frac{3}{2}$ and $\hat{\kappa}_2 \geq 2$ in (A.8) suffice for these three suprema, and hence for $K_{n1}$, $K_{n22}$, and $K_{n31}$, to be finite.

Proof of Theorem A.2. Take any $z \in \mathbb{R}$ and $n \in \mathbb{N}$ such that (A.14) and (A.15) hold. The conditions of Theorem 2.5 are met, with $X_i = V_i / n$, so that (2.19) and (2.16) imply

$$
|\mathbb{P}\left(\frac{f(V)}{\sigma} \leq z\right) - \Phi(z)\| \leq \frac{30.2211\varsigma_3^3}{\varsigma_3^3 \sqrt{n}} + \gamma \tau e^{-(1-\pi_1)z^2/\theta}. \tag{A.27}
$$

We shall first demonstrate that

$$
\tau \leq \frac{1}{\sqrt{n}} \left( \hat{\kappa}_0 + \hat{\kappa}_1 \varsigma_3^3 + \hat{\kappa}_2 \varsigma_3^3 + \hat{\kappa}_3 \varsigma_3^3 \right), \tag{A.28}
$$

where $\hat{\kappa}_0, \ldots, \hat{\kappa}_3$ are as in (A.22)–(A.25). By the first inequality of (A.15) (recall also (2.21), (4.17), and (A.13))

$$
\sigma_3 = \frac{\varsigma_3}{n^{1/6}} \leq K_1^{-1/3}, \quad \varepsilon_1 \leq \bar{\varsigma}_1, \quad \text{and} \quad \max_i \frac{||\xi_i||_2}{w} = \frac{1}{w \sqrt{n}} \leq \frac{\varsigma_3}{w \sqrt{n}} \leq \frac{1}{K_1 w}.
$$

Then, recalling that $PU_{\exp}(\lambda, y, B, \varepsilon)$ and $L_W(c, B)$ are nondecreasing with respect to $\varepsilon$ and $B$, respectively, we see that $a_1 \leq \tilde{a}_1$ and $c_j \leq \tilde{c}_j$ for $j = 1, 2, 3$. By Remark 2.3 and (4.24), we see that (2.9) is satisfied when

$$
\delta = \frac{d(c_*) \varsigma_3^3 - (2c_* - 1)^2/(4(1 - c_*))}{\sqrt{n}},
$$

where $d$ is as in (A.26). Then (2.18) and (4.25) imply

$$
\tau \leq \frac{1}{\sqrt{n}} \left( M \frac{1}{2\pi} \left( \tilde{c}_1 \varsigma_3 \left( \frac{v_3^2}{K_1} + 2v_2^2 \right) + \tilde{c}_2 \left( \frac{v_3^2}{K_1^{2/3}} + 2^{2/3}v_2^2 \right) \right) + \delta \left( d(c_*) \varsigma_3^3 - \frac{(2c_* - 1)^2}{4(1 - c_*)} \right) \right), \tag{A.29}
$$

the inequalities $v_3^2 / \sqrt{n} \leq v_2^2 / K_1$ and $v_2^2 / n^{1/3} \leq v_3^2 / K_1^{2/3}$ were used above, with these following from $n \geq K_1^{2/3} \geq K_1^2$ (which follows from (A.15)). Finally, use Young’s inequality to see that

$$
\varsigma_3 v_2^2 \leq \frac{1}{3} \varsigma_3^3 + \frac{2}{3} \kappa_3^{3/2} v_2^3 \text{ for } (\alpha, i) \in \{2, 3\} \times \{0, 1\}; \tag{A.30}
$$

applying (A.30) to the various terms in the bound of (A.29) yields the desired inequality (4.26).
Consider next the problem of bounding the terms in $\gamma_z$. First,
\[
\sum_i \mathbb{P}(\xi_i > \pi_3 z) \leq \frac{1}{\pi_3^2} \frac{s^3}{z^3 \sqrt{n}}. \tag{A.31}
\]
Next, use truncation and Lemma A.1 (with $x = \pi_3 z$, $y = x_3/\kappa_3$, $B = 1$, $m = 0$, and $\varepsilon = \sigma_3^3/(B^2 y)$) to obtain
\[
\mathbb{P}(W - \xi_i \geq \pi_3 z) \leq \mathbb{P}\left(\max_i \xi_i \geq \frac{\pi_3 z}{\kappa_3}\right) + \mathbb{P}\left(\sum_{j \neq i} \xi_j \leq \frac{\pi_3 z}{\kappa_3}\right) > \pi_3 z) \\
\leq n \mathbb{P}(\xi_1 > \frac{\pi_3 z}{\kappa_3}) + P_{\text{tail}}(\frac{\pi_3^2 z^2}{\kappa_3^3}, \frac{\sigma_3^3}{\pi_3 z/\kappa_3} \wedge 1) \\
\leq \frac{1}{z^3} \left(\frac{\kappa_3^3}{K_1 \pi_3^3} + \frac{\kappa_3^{3/2}}{\pi_3^3} \sup_{u > \pi_3 z/\kappa_3} u^{3/2} P_{\text{tail}}(u, \kappa_3, \frac{\pi_3^3}{K_1 \pi_3 z/\kappa_3} \wedge 1)\right);
\]
note we have again used the first inequality of (A.15), the fact that $P_{\text{tail}}$ is nondecreasing in $\varepsilon$ (cf. (4.6)), and the assumption that $z > z_0$ (cf. (A.14)). Then, since $\sum_i \mathbb{P}(\xi_i > w) \leq \frac{s^3}{w^3 \sqrt{n}}$,
\[
\frac{3.2211 s^3}{z^3 \sqrt{n}} + \gamma_z \leq \frac{R_{n1} v_z^3}{z^3 \sqrt{n}} + \frac{v_z^3}{n^2 y_2^2} \cdot (\frac{\omega \sqrt{n}}{\sigma z})^{3/2} + \mathbb{P}(\|V_{y_2}\| > x_2) \\
= \frac{R_{n1} v_z^3 + R_{n32} v_z^3}{z^3 \sqrt{n}} + \mathbb{P}(\|V_{y_2}\| > x_2), \tag{A.32}
\]
with the above inequality following from (4.29) and (A.14) (recall also the definition (A.17) of $R_{n1}$), and the equality following from the definitions (4.28) and (A.21) of $y_2$ and $R_{n32}$, respectively.

Considering (A.27), (A.28), and (A.32), the proof will be complete once we show that
\[
\mathbb{P}(\|V_{y_2}\| > x_2) \leq \frac{(R_{n21} \vee R_{n32}) v_z^3 \vee (R_{n31} v_z^3)}{z^3 \sqrt{n}}. \tag{A.33}
\]
Recalling the definitions in (4.28), we have
\[
\mathbb{E}\|V_{y_2}\| \leq \mathbb{E}\|V\| + \mathbb{E}\|V_{y_2} - V\| \\
\leq \|V\| + \frac{1}{n} \sum_i \mathbb{E}|V_i| I(\|V_i\| > ny_2) \| \\
\leq \frac{v_3}{\sqrt{n}} + \frac{v_3}{n^2 y_2^2} \\
= x_2 \left(\frac{v_3}{c_x (\sigma z)^{1/2} n^{1/4}} + \frac{v_3^2}{c_x^2 (\sigma z)^{3/2} n^{5/4}}\right) \\
= x_2 \left(\frac{v_3}{c_x (\sigma z)^{1/4} (\sqrt{n})^{1/4}} + \frac{v_3^2}{c_x^2 (\sigma z)^{3/2} (\sqrt{n})^{3/2}}\right) \\
\leq x_2 \left(\frac{\omega}{K_2} + \frac{\kappa_3^2 \omega^{3/2}}{c^2 K_3}\right) = \hat{\gamma}_x, \tag{A.34}
\]
where (A.14) and (A.15) are used to obtain the last inequality above, and the definition (A.9) of $\hat{\gamma}$ is used for the last equality. Then, since $\hat{\gamma} < 1$ is assumed in (A.8), invoke Lemma A.1 (with $x = x_2$, $y = y_2$, $B = v_2/\sqrt{n}$, $m = \hat{\gamma}x_2$, and $\varepsilon = v_3^3/(n^2B^2y)$) to see that

$$P(\|\nabla y_2\| > x_2) \leq PU_{\text{tail}}(\hat{u}, \hat{\kappa}_2, \varepsilon_2)$$  \hspace{1cm} (A.34)

where

$$\hat{u} := \frac{c_2^2(1 - \gamma)}{\kappa_2} \frac{v_2}{v_3^2} \sqrt{n}, \quad \hat{\kappa}_2 := (1 - \gamma) \kappa_2, \quad \text{and} \quad \varepsilon_2 := \frac{\kappa_2 v_3^3}{c_3 (\sigma z)^{1/2} n^{3/4}} \wedge 1.$$  \hspace{1cm} (A.35)

The inequality in (A.33) is proved by taking any $\varepsilon_\ast \in (0, 1)$ and then considering two cases: (i) $\varepsilon_2 \in (\varepsilon_\ast, 1]$ and (ii) $\varepsilon_2 \in (0, \varepsilon_\ast]$. Assume first that $\varepsilon_2 \in (\varepsilon_\ast, 1]$. By (A.35) and (A.3),

$$PU_{\text{tail}}(\hat{u}, \hat{\kappa}_2, \varepsilon_2) \leq \exp\{L_1(\alpha, \hat{u}, \hat{\kappa}_2, \varepsilon_2)\} \vee \exp\{L_2(\alpha, \hat{u}, \hat{\kappa}_2, \varepsilon_2)\}$$  \hspace{1cm} (A.36)

for any $\alpha \in (0, 1)$. Now introduce

$$r_2^2 := \frac{1}{\hat{u}} = \frac{c_2^2(1 - \gamma)}{\kappa_2} \frac{v_2}{c_3^3(1 - \gamma) \sigma z^3 \sqrt{n}} \left( \frac{\sigma z}{\sqrt{n}} \right)^{1/2} \left( \frac{\sigma z}{\sqrt{n}} \right)^{1/2} \leq \frac{\kappa_2 \omega^{1/2}}{c_3^3(1 - \gamma)} \frac{v_3^3}{\sigma z^3 \sqrt{n}} \left( \frac{\sigma z}{\sqrt{n}} \right)^{1/2}$$

$$\leq \frac{\kappa_2 \omega^{1/2}}{K_2^2 c_3^3(1 - \gamma)} = \frac{1}{u_0}$$ \hspace{1cm} (A.37) \hspace{1cm} (A.38)

and

$$r_3^3 := \frac{\varepsilon_2}{\hat{u}} = \frac{c_2^2(1 - \gamma)}{c_3^3(1 - \gamma)} \frac{v_3^3}{\sigma z^3 \sqrt{n}} \left( \frac{\sigma z}{\sqrt{n}} \right)^{1/2} \left( \frac{\sigma z}{\sqrt{n}} \right)^{1/2} \leq \frac{\kappa_2 \omega^{3/2}}{c_3^3(1 - \gamma) K_3} = t_3,$$ \hspace{1cm} (A.39) \hspace{1cm} (A.40)

where (A.14) is used to establish the inequalities in (A.37) and (A.39), and (A.15) and (A.11) are used for (A.38) and (A.40).

Next, in view of (A.38), (A.10), and (A.11), one has

$$\frac{\hat{\kappa}_2 \alpha (2 - \alpha)}{2(1 - \varepsilon_2)} \frac{\hat{u}}{2(1 - \varepsilon_\ast)} \geq \frac{\hat{\kappa}_2 \alpha (2 - \alpha)}{2(1 - \varepsilon_\ast)} \frac{c_3^3(1 - \gamma)}{\kappa_2} \left( \frac{K_2}{\omega} \right)^{1/2} = \frac{\pi_1 \alpha (2 - \alpha) (1 - \gamma)^2}{M_\ast (1 - \varepsilon_\ast)} \left( \frac{K_2}{\omega} \right)^{1/2} = t_2.$$

So, the case condition $\varepsilon_2 \in (\varepsilon_\ast, 1]$ together with the definitions of (A.4) and (A.37) of $L_1$ and $r_2^2$ imply

$$e^{L_1} \leq e^{\hat{\kappa}_2 \alpha (2 - \alpha) \sup_{t \geq t_2} (t^2 e^{-t})^2} \left( \frac{2(1 - \varepsilon_\ast)}{\hat{\kappa}_2 \alpha (2 - \alpha)} \right)^2 \left( \frac{\sup_{t \geq t_2} t^2 e^{-t}}{\sup_{t \geq t_2} t^2 e^{-t} \gamma_2} \right) r_2^4 \leq \gamma_2 \frac{v_3^4}{z^3 \sqrt{n}}$$ \hspace{1cm} (A.41)
where the last inequality follows by the definition (A.18) of $\mathcal{K}_{n31}$ and (A.37) (on recalling also that $\hat{\kappa}_2 = (1 - \gamma)\kappa_2$). Note that if $\varepsilon_2 = 1$ then, by the definition, $L_1 = -\infty$, which makes (A.41) trivial (using the convention $\exp\{-\infty\} := 0$).

Again by the case condition $\varepsilon_2 \in (\varepsilon_*, 1]$, now together with (A.5) and (A.40),

$$e^{L_2} \leq e^{\hat{\kappa}_2(1 - \alpha)} \left( \sup_{t \in [0, \varepsilon_2]} \frac{1}{t} \exp \left[ -\hat{\kappa}_2 \left( 1 - \frac{\alpha}{2} + t \right) \ln \left( 1 + \frac{1 - \alpha}{t} \right) \right] \right) r_3^3 \leq \mathcal{K}_{n31} \frac{\varepsilon^2}{3\sqrt{n}},$$

where the last inequality follows by the definition (A.20) of $\mathcal{K}_{n31}$ and (A.39). Now, upon combining (A.36), (A.41), and (A.42), we obtain the result (A.33) in the case $\varepsilon_2 \in (\varepsilon_*, 1]$.

Consider the remaining case, when $\varepsilon_2 \in (0, \varepsilon_*]$. Then, by (4.6), (A.35), (A.37), (A.38), and the definition (A.19) of $\mathcal{K}_{n22}$,

$$PU_2 \leq PU_{\text{tail}}(\hat{u}, \hat{\kappa}_2, \varepsilon_2) \leq PU_{\text{tail}}(\hat{u}, \hat{\kappa}_2, \varepsilon_*) \leq \varepsilon^4 \left( \sup_{u \geq \varepsilon_0} u^3 PU_{\text{tail}}(u, \hat{\kappa}_2, \varepsilon_*) \right) \leq \mathcal{K}_{n22} \frac{\varepsilon^4}{3\sqrt{n}}.$$ \hfill (A.43)

Thus, (A.43) yields (A.33) in the case $\varepsilon_2 \in (0, \varepsilon_*]$ as well. As was noted, the demonstration of (A.33) completes the proof.

\section*{Appendix B: Optimality of the restriction $z = O(\sqrt{n})$ for the nonuniform bound}

\begin{proposition}
Let $X = \mathbb{R}$ and $f(x) \equiv x + x^2$, so that (2.1) is satisfied when $L(x) \equiv x$, $M_x = 2$, and $\epsilon = 1$. Let $V, V_1, \ldots, V_n$ be real-valued symmetric i.i.d. r.v.'s with density $|v|^{-4} \ln^{-2} |v|$ for all $|v| \geq v_0$, where the real number $v_0 > 1$ and the density values on $(-v_0, v_0)$ are chosen so that $\|V\|_2 = 1$; note that then $\|V\|_3 < \infty$. For any triple $b := (b_1, b_2, b_3)$ of positive real numbers, let $\mathcal{N}(b)$ denote the set of all pairs $(n, z) \in \mathbb{N} \times (0, \infty)$ for which the inequality (2.25) with $b_1, b_2, b_3$ in place of the three instances of $\mathcal{E}$ holds. Then there exists a constant $\omega(b) \in (0, \infty)$ depending only on $b$ such that (2.24) holds for all pairs $(n, z) \in \mathcal{N}(b)$.

\begin{remark}
Let $r \in (0, 3)$. Then an application of Chebyshev’s inequality to the first two terms in the bound of (2.25) yields

$$\mathbb{P} \left( \frac{f(V)}{\sigma \sqrt{n}} \leq z \right) - \Phi(z) \leq c \left( \frac{\mathbb{E}\|V\|^2 \mathbb{I}\{\|V\| > c_3 \sqrt{n}\}}{z^r n^{r/2 - 1}} + \frac{\mathbb{E}\|V\|^2 \mathbb{I}\{\|V\| > c_4 \sqrt{n}\}}{z^3 n^{r/2 - 1}} + \frac{1}{z^3 \sqrt{n}} + \frac{1}{e^2 \sqrt{n}} \right),$$

\hfill (B.1)

for any $z$ satisfying (2.24). The arguments of the proof of Proposition B.1 can be used to demonstrate that the bound of (B.1) (larger than that in (2.25))
generally fails to hold if \( z/\sqrt{n} \to \infty \). Using Chebyshev’s inequality when \( r = 3 \) yields
\[
\left| \mathbb{P} \left( \frac{f(V)}{\sigma/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{C z}{\sqrt{n}}.
\]
(B.2)

One might hope that a bound of the form in (B.2) could hold for all \( f \) satisfying the smoothness condition (2.1) and all \( z > 0 \). However, another modification of the proof of Proposition B.1 demonstrates that (B.2) fails to be true whenever
\[
\frac{z}{\sqrt{n} \ln^{\alpha} n} \to \infty \quad \text{for any fixed } \alpha > \frac{1}{3};
\]
(B.3)

the extra log factor above is needed because the bound in (B.2) is worse than that in (B.1).

Proof of Proposition B.1. Let \( S = \bar{V} \), so that \( \sigma = \|L(S)\|_2 = 1/\sqrt{n} \), \( T = f(S)/\sigma = \sqrt{n}(S + S^2) \), and \( W = L(S)/\sigma = \sqrt{n}S \). To obtain a contradiction, assume that Proposition B.1 is false. Then for some triple \( b \in (0, \infty)^3 \) and each value of \( \omega \in \mathbb{N} \) there is a pair \((n, z) = (n_\omega, z_\omega) \in \mathbb{N}(b)\) such that \( z > \omega \sqrt{n} \).

Now, for the rest of the proof of Proposition B.1, let \( \omega \to \infty \), so that \( \zeta := z/\sqrt{n} \to \infty \);

further let
\[
\vartheta := \zeta^{1/2} = z^{1/2} n^{3/4},
\]
so that \( \vartheta/n = \zeta^{1/2} \to \infty \). Note that for \( v > v_0 \)
\[
\mathbb{P}(V > v) = \int_v^{\infty} \frac{du}{u^4 \ln^2 u} \approx \frac{1}{v^3 \ln^2 v}
\]
as \( v \to \infty \), which follows by l’Hospital’s rule.

So,
\[
n \mathbb{P}(\|V\| > Cz \sqrt{n}) \asymp \frac{n}{z^3 n^{3/2} \ln^2 (z \sqrt{n})} = \frac{\ln^2 (\zeta^{1/2} n)}{\zeta^{3/2} \ln^2 (\zeta)} \frac{n}{\vartheta^3 \ln^2 \vartheta} = o(n \mathbb{P}(V > \vartheta)),
\]
\[
n \mathbb{P}(\|V\| > Cz \sqrt{n}) \asymp \frac{n}{z^3 n^{3/2} \ln^2 (z \sqrt{n})} = \frac{\ln^2 (\zeta^{1/2} n)}{\zeta^{3/2} \ln^2 (\zeta)} \frac{n}{\vartheta^3 \ln^2 \vartheta} = o(n \mathbb{P}(V > \vartheta)),
\]
\[
\frac{1}{(z \sqrt{n})^3} \approx \frac{\ln^2 (\zeta^{1/2} n)}{\zeta^{3/2} \ln^2 (\zeta)} \frac{n}{\vartheta^3 \ln^2 \vartheta} = o(n \mathbb{P}(V > \vartheta)),
\]
\[
\frac{1}{z^3 \sqrt{n}} \approx \frac{\zeta^{3/2} n^{3/2} \ln^2 (\zeta^{1/2} n)}{e^{z^2/2}} \frac{n}{\vartheta^3 \ln^2 \vartheta} = o(n \mathbb{P}(V > \vartheta)),
\]
and
\[
1 - \Phi(z) \asymp \frac{1}{e^{z^2/2}} \frac{\zeta^{3/2} n^{3/2} \ln^2 (\zeta^{1/2} n)}{e^{z^2/2}} \frac{n}{\vartheta^3 \ln^2 \vartheta} = o(n \mathbb{P}(V > \vartheta)).
\]
(B.4)
Then (2.25) and (4.32) imply that \(|\mathbb{P}(T \leq z) - \Phi(z)|\) and \(|\mathbb{P}(W \leq z) - \Phi(z)|\) are both \(o(n \mathbb{P}(V > \vartheta))\). Now let \(\Delta = T - W = \sqrt{n} S^2\), so that

\[
\mathbb{P}(\Delta > 2z) \leq \mathbb{P}(T > z) + \mathbb{P}(-W > z) = \mathbb{P}(T > z) + \mathbb{P}(W > z) = o(n \mathbb{P}(V > \vartheta)),
\]

by (B.4).

On the other hand, by [15, Lemma 2.3],

\[
\mathbb{P}(\Delta > 2z) = \mathbb{P}(\sqrt{n} S^2 > 2z) = \mathbb{P}\left(\left|\sum_i V_i\right| > \sqrt{2} \vartheta\right) \geq \frac{1}{2} \left(1 - e^{-\psi}\right)
\]

for large enough \(n\), where

\[
\psi := n \mathbb{P}(\left|V\right| > \sqrt{2} \vartheta) = 2n \mathbb{P}(V > \sqrt{2} \vartheta).
\]

Since \(\vartheta/n = \zeta^{1/2} \to \infty\), one has \(\psi = o(n^{-2}) \to 0\), whence

\[
\mathbb{P}(\Delta > 2z) \geq \frac{\psi}{4} > 2^{\frac{3}{2}} n \mathbb{P}(V > \vartheta)
\]

for large enough \(n\), which contradicts (B.5).

The statements of Remark B.2 are proved with only a few modifications to the above arguments, using the relation

\[
\mathbb{E}\|V\|^r I\{|\|V\| > v\} \approx \frac{1}{v^{3-r} \ln^2 v}
\]

as \(v \to \infty\), for any \(r \in (0, 3)\). In order to show that (B.2) fails to hold simultaneously with (B.3), let \(V\) have density \(\frac{1}{|v|^4 \ln^{3\alpha}|v|}\) for \(|v| \geq v_0 > 1\) (and still assume that \(V\) is symmetric, with \(v_0\) and density on \((-v_0, v_0)\) chosen to ensure that \(\|V\|_2 = 1\)), \(\zeta := z/(\sqrt{n} \ln^{\alpha} n)\), and \(\vartheta := \zeta^{1/2} n = z^{1/2} n^{3/4} / \ln^{\alpha/2} n\). After these redefinitions, it is easy to verify that

\[
\frac{1}{z^{3/2} n^{1/2}} = \frac{\ln^{3\alpha}(\zeta^{1/2} n)}{\zeta^{3/2} \ln^{3\alpha} n} \frac{n}{\vartheta^3 \ln^{3\alpha} \vartheta} \approx \frac{\ln^{3\alpha}(\zeta^{1/2} n)}{\zeta^{3/2} \ln^{3\alpha} n} n \mathbb{P}(V > \vartheta) = o(n \mathbb{P}(V > \vartheta)),
\]

from which (B.5) follows and the contradiction is derived as done previously.

**Appendix C: Proof of explicit Berry–Esseen bounds for the Pearson statistic**

**Proof of Corollary 3.8.** For \(\alpha \geq 1\), let

\[
y_\alpha := \|Y\|_\alpha \quad \text{and} \quad z_\alpha := \|Z\|_\alpha.
\]

Also adopt the notation of Theorem 3.4, with \(\rho = 0\), so that \(V = (Y, Z, Y^2 - 1, Z^2 - 1, YZ)\), \(L(V) = YZ\), and \(\bar{\sigma} = \|YZ\|_2\). Take any natural number \(N_0\) and any real number \(b_3 > 0\), and consider the two cases: (i) \(n \leq N_0 - 1\) and (ii) \(n \geq N_0\).
In the first case, when \( n \leq N_0 - 1 \), note that \( 1 \leq (y_6^6 + z_6^6)/2 \) (since \( 1 = y_2 \leq y_6 \) and \( 1 = z_2 \leq z_6 \)) and \( \sigma^3 \leq (y_4 z_4)^3 \leq y_6^3 z_6^3 \leq (y_6^6 + z_6^6)/2 \) (which follows by Hölder’s and Young’s inequalities). Then

\[
\left| \mathbb{P}(\sqrt{n}R/\sigma \leq z) - \Phi(z) \right| \leq 1 \leq \frac{N_0 - 1}{\sqrt{n}} \leq \frac{y_6^6 + z_6^6}{\sqrt{n}} \left( B_{0,1} + B_{3,1}^{3/2} \right), \tag{C.1}
\]

where

\[
(B_{0,1}, B_{3,1}) := \frac{\sqrt{N_0 - 1}}{2(1 + b_3)} \left( 1, b_3 \right). \tag{C.2}
\]

Suppose then that \( n \geq N_0 \). Take any \( \epsilon \in (0, \sqrt{3}/2) \) and \( c_* \in \left[ \frac{1}{2}, 1 \right) \) so that the conditions of Theorem 2.11 are satisfied (cf. the discussion following (3.8)); also introduce the parameter \( \kappa > 0 \). Recall the notation in (2.1), so that

\[
\varsigma_3 = \|YZ\|_{3/\sigma} \leq y_6 z_6/\sigma, \quad \varsigma_3^3 \leq \frac{1}{2} \left( y_6^6 + z_6^6 \right)/\sigma^3,
\]

\[
1 \leq v_2^3 \leq \frac{v_3^3}{3} \leq \sup_{(y,z) \in \mathbb{R}^2} \frac{(y^2 + z^2 + (y^2 - 1)^2 + (z^2 - 1)^2)^{3/2}}{1 - y^2 + 1 - z^2 + y^6 + z^6} \left( y_6^6 + z_6^6 \right)
\]

\[
= \frac{3^{3/2}}{2} \left( y_6^6 + z_6^6 \right),
\]

\[
v_2^3 \leq \frac{v_3^3}{3} \leq 1 + \frac{2}{3^{3/2}} \left( v_3^3 \right), \quad \varsigma_3 v_2^3 \leq \varsigma v_3^3 \leq y_6 z_6 v_2^3/\sigma \leq \left( y_6^3 z_6^3 + \frac{2}{3^{3/2}} v_3^3 \right)/\sigma \leq \frac{3}{2} \left( y_6^6 + z_6^6 \right)/\sigma;
\]

in the last two lines we use the following instance of Young’s inequality: \( ab \leq a^3 + 2(b/3)^{3/2} \) for \( a \geq 0 \) and \( b \geq 0 \). Then (2.29) implies

\[
\left| \mathbb{P}\left( \frac{R}{\sigma/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq \frac{y_6^6 + z_6^6}{\sqrt{n}} \left( A_0 + \frac{A_1}{\sigma} + \frac{A_2}{\sigma^2} + \frac{A_3}{\sigma^3} \right) \leq \frac{y_6^6 + z_6^6}{\sqrt{n}} \left( B_{0,2} + B_{3,2}^{3/2} \right), \tag{C.3}
\]

where

\[
A_0 := \frac{1}{2} \left( \mathfrak{R}_0 \right) + \frac{3^{3/2}(2 + \sqrt{N_0})}{2^3 \sqrt{n} N_0}, \quad A_1 := \frac{3}{2} \left( \mathfrak{R}_{20} + \mathfrak{R}_{30} \right)/\sigma, \quad A_2 := \frac{3}{2} \left( \mathfrak{R}_{21} + \mathfrak{R}_{31} \right)/\sigma, \quad A_3 := \frac{1}{2} \mathfrak{R}_1, \tag{C.4}
\]

with \( N_0 \) replacing \( n \) in the expressions \( \mathfrak{R}_1, \ldots, \mathfrak{R}_{3,1} \),

\[
B_{0,2} := A_0 + \frac{2}{3} \kappa^{-3/2} A_1 + \frac{1}{4} \kappa^{-3} A_2, \quad \text{and} \quad B_{3,2} := A_3 + \frac{1}{2} \kappa^3 A_1 + \frac{2}{3} \kappa^{3/2} A_2. \tag{C.5}
\]

Then (C.1) and (C.3) yield the desired inequality (3.11) if we let

\[
B_0 := B_{0,1} \lor B_{0,2} \quad \text{and} \quad B_3 := B_{3,1} \lor B_{3,2}. \tag{C.6}
\]

We shall show that, for \( f \) as in (3.8),

\[
(C.1) \text{ holds for any pair } \\{ \epsilon, M_\epsilon \} \in \{(0.06, 1.094), (0.17, 1.365), (0.25, 1.688), (0.30, 1.962)\}. \tag{C.7}
\]
Then, substituting the values of the parameters $b_3$, $N_0$, $\epsilon$, $c_*$, and $\kappa$ given in the table below into the expressions for $B_0$ and $B_3$ in (C.6) (which depend on the expressions in (C.2), (C.5), (C.4), and (2.30)), one will see that (3.11) holds for any of the pairs $(B_0, B_3)$ listed in (3.12).

| $b_3$ | $N_0$ | $\epsilon$ | $c_*$ | $\kappa$ | $B_0$ | $B_3$ |
|-------|-------|-------------|-------|---------|-------|-------|
| 1     | 209   | 0.25        | 0.77  | 0.983   | 3.61  | 3.61  |
| 8     | 405   | 0.3         | 0.877 | 1.745   | 1.12  | 8.94  |
| 1/8   | 900   | 0.17        | 0.6115| 0.4416  | 13.33 | 1.69  |
| 27    | 965   | 0.3         | 0.909 | 2.339   | 0.56  | 14.97 |
| 1/27  | 5674  | 0.06        | 0.5635| 0.28273 | 36.32 | 1.37  |

To complete the proof of Corollary 3.8, it now remains to verify (C.7). Toward that end, take any $\epsilon \in (0, \sqrt{3}/2)$, and recall the definition (3.8) of $f$ (with $\rho = 0$) to see that

\[
f(x_1, x_2, x_3, x_4) = f(-x_1, -x_2, x_3, x_4) = -f(x_1, x_2, x_3, x_4, -x_5) = -f(x_1, -x_2, x_3, x_4, -x_5) = f(x_2, x_1, x_3, x_4, x_5)
\]

for any $x \in \mathbb{R}^5$ such that $||x|| \leq \epsilon$. The above identities then imply

\[
M^*_{\epsilon} := \sup_{||x|| \leq \epsilon} \|f''(x)\| = \sup_{\mathbb{R}^5} \|f''(x)\|: x \in B_\epsilon \cap \tilde{\mathbb{R}}^5;
\]

here $B_\epsilon$ denotes the open $\epsilon$-ball about the origin and

\[
\tilde{\mathbb{R}}^5 := \{x \in \mathbb{R}^5: \text{Sgn}(x_1) = \text{Sgn}(x_2) = \text{Sgn}(x_5) \text{ and } x_3 \leq x_4\},
\]

where $\text{Sgn}(x) := I\{x \geq 0\} - I\{x < 0\}$.

Next take any positive $m \in \mathbb{N}$, and let $\delta_{\epsilon} := \epsilon/m$. For any $u = (u_1, \ldots, u_5) \in \mathbb{Z}^5$, let

\[
C_u := \prod_{j=1}^{5} [u_j \delta_{\epsilon}, (u_j + 1) \delta_{\epsilon}], \quad \text{and} \quad c_u := ((u_1 + \frac{1}{2}) \delta_{\epsilon}, \ldots, (u_5 + \frac{1}{2}) \delta_{\epsilon});
\]

that is, $C_u$ is the cube of side length $\delta_{\epsilon}$ with its “southwest” corner at the point $\delta_u$ and center at $c_u$. Introduce also the set

\[
U := \{u \in \mathbb{Z}^5 \cap \tilde{\mathbb{R}}^5: B_\epsilon \cap C_u \neq \emptyset\}
\]

\[
= \left\{u \in \mathbb{Z}^5 \cap \tilde{\mathbb{R}}^5: \sum_{i=1}^{5} (u_j + \frac{1}{2} - \frac{1}{2} \text{Sgn}(u_j))^2 < m^2\right\},
\]

so that $B_\epsilon \cap \tilde{\mathbb{R}}^5 \subseteq \bigcup_{u \in U} C_u$. Then

\[
M^*_{\epsilon} \leq \max_{u \in U} \sup_{x \in C_u} \|f''(x)\| \leq \max_{u \in U} \left(\|f''(c_u)\| + \sup_{x \in C_u} \|f''(x) - f''(c_u)\|_F\right)
\]
\[
\leq \max_{u \in U} \left( \left\| f'''(c_u) \right\| + \sqrt{\delta} \sup_{x \in C_u} \left\| f'''(x) \right\|_F \right),
\]  
\text{where}
\[
\left\| f'''(x) \right\|_F = \left( \sum_{i,j,k=1}^{6} \left( f_{ijk}(x) \right)^2 \right)^{1/2},
\]
and \( f_{ijk} = \partial^3 f / (\partial x_i \partial x_j \partial x_k) \); here we assume that \( m \) is chosen large enough (whence \( \delta \) is small enough) so as to ensure \( f_{ijk} \) exists and is continuous on each cube \( C_u \) (i.e. \( \min_{u \in U} \inf_{x \in C_u} [(1 + x_3 - x_1^2) \wedge (1 + x_4 - x_2^2)] > 0 \)).

Take now any \( u \in U \), and then take any \( x \in \text{int} C_u \), so that \( x_j \neq 0 \) for any \( j \in \{1, \ldots, 5\} \). It is easy to see with a computer algebra system (CAS) that
\[
\left\| f'''(x) \right\|_F^2 = \frac{3\tilde{x}_3 \tilde{x}_4}{64} - p(\tilde{x}),
\]
where \( \tilde{x} := (\tilde{x}_1, \ldots, \tilde{x}_5) := \left( x_1, x_2, \frac{1}{1 + x_3 - x_1^2}, \frac{1}{1 + x_4 - x_2^2}, x_5 \right) \),
so that \( |\tilde{x}_j| \leq |\tilde{x}_j,1|; \) also, for \( j \in \{3, 4\} \) let
\[
\tilde{x}_{j,1} := \left( u_j + \frac{1}{2} + \frac{1}{2} \text{Sgn}(u_j) \right) \delta \quad \text{and} \quad \tilde{x}_{j,-1} := \left( u_j + \frac{1}{2} - \frac{1}{2} \text{Sgn}(u_j) \right) \delta,
\]
so that \( |\tilde{x}_{j,-1}| \leq |\tilde{x}_j| \leq |\tilde{x}_{j,1}| \),
so that \( 0 < \tilde{x}_{j,-1} \leq \tilde{x}_j \leq \tilde{x}_{j,1} \). Then, for any nonnegative integers \( d_1, \ldots, d_5 \), any integer \( a \), and \( s := \text{Sgn}(a) \text{Sgn}(u_1)^{d_1} \text{Sgn}(u_2)^{d_2} \text{Sgn}(u_3)^{d_3} \text{Sgn}(u_5)^{d_5} \),
\[
a_1^{d_1} \tilde{x}_1^{d_2} \tilde{x}_2^{d_3} \tilde{x}_3^{d_4} \tilde{x}_4^{d_5} \tilde{x}_5^{d_5} = s|a||\tilde{x}_1|^{d_1} \cdots |\tilde{x}_5|^{d_5} \leq s|a| |\tilde{x}_1,1|^{d_1} \cdots |\tilde{x}_5,5|^{d_5} = a_1^{d_1} \tilde{x}_1^{d_2} \tilde{x}_2^{d_3} \tilde{x}_3^{d_4} \tilde{x}_4^{d_4} \tilde{x}_5^{d_5},
\]
which follows since \( \tilde{x}_j \geq 0 \) whenever \( u_j \geq 0 \) (and \( \tilde{x}_j \leq 0 \) whenever \( u_j < 0 \)) for \( j \in \{1, 2, 5\} \). Replacing each of the monomial summands in \( p(\tilde{x}) \) with their upper bound in (C.10), we see from (C.9) that
\[
\left\| f'''(x) \right\|_F \leq \sqrt{\frac{3\tilde{x}_3 \tilde{x}_4}{64}} \sqrt{p_{\text{Sgn}(u_1)}(\tilde{x}_1,1, \ldots, \tilde{x}_5,1, \tilde{x}_{1,-1}, \ldots, \tilde{x}_{5,-1})},
\]
where \( p_1 \) and \( p_{-1} \) are each polynomials in the 10 variables (in fact, \( p_{-1} \) is a polynomial in only the five variables \( \tilde{x}_{1,1}, \ldots, \tilde{x}_{5,1} \), as it turns out that \( s = 1 \) for each of the monomials of \( p(\tilde{x}) \) for \( u \in U \) with \( u_1 < 0 \)).

Thus, combining (C.8) and (C.11), one has
\[
M^*_e \leq \max_{u \in U} \left( \left\| f'''(c_u) \right\| + \frac{\sqrt{15\tilde{x}_3 \tilde{x}_4 \tilde{x}_4}}{16m} \sqrt{p_{\text{Sgn}(u_1)}(\tilde{x}_1,1, \ldots, \tilde{x}_5,1, \tilde{x}_{1,-1}, \ldots, \tilde{x}_{5,-1})} \right).
\]
One can then write a program in a CAS which will give an algebraic number for the latter upper bound (and then to bound that algebraic number with a rational). In particular, upon letting \( m = 19 \) and implementing the bound above for \( \epsilon \in \{ \frac{6}{100}, \frac{17}{100}, \frac{25}{100}, \frac{30}{100} \} \), (C.7) follows.

### Appendix D: Asymptotic behavior of the uniform and nonuniform Berry–Esseen bounds

The bounds in Theorems 2.11 and A.2 are complicated in appearance. However, in particular applications such as the one presented in Corollary 3.8, the resulting bounds are of much simpler structure, with explicit numerical constants, which are also rather moderate in size, especially in the uniform bounds. The following corollary shows that the asymptotic behavior of the uniform and nonuniform BE-type bounds given in Theorems 2.11 and A.2 is rather simple as well (especially in the "nonuniform" case) and the corresponding constants are again moderate in size.

**Corollary D.1.** Assume that the conditions of Theorem 2.11 hold, and also that \( f'' \) is twice continuously differentiable in a neighborhood of the origin. Then

\[
\limsup_{n \to \infty} \sup_{z \in \mathbb{R}} \sqrt{n} \left| \mathbb{P}\left( \frac{f(V)}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \\
\leq 0.63925 + 0.83554\varsigma_3^3 + \frac{y_\ast}{2} + \frac{1}{2} \sqrt{(\varsigma_3^3 - 1)(\varsigma_3^3 - 1 + 2y_\ast)} \tag{D.1}
\]

\[
\leq 0.13925 + 1.33554\varsigma_3^3 + y_\ast, \tag{D.2}
\]

where

\[
y_\ast := \frac{\| f''(0) \|}{\bar{\sigma}} \left( \left( \frac{2}{3} \right)^{1/6} + \varsigma_3 \right)^2. \]

Also, for any positive increasing unbounded function \( g \) on \( \mathbb{N} \)

\[
\limsup_{n \to \infty} \sup_{g(n) \leq z \leq \sqrt{n}/g(n)} z^3 \sqrt{n} \left| \mathbb{P}\left( \frac{f(V)}{\bar{\sigma}/\sqrt{n}} \leq z \right) - \Phi(z) \right| \leq 30.2211\varsigma_3^3. \tag{D.3}
\]

In the case of a linear statistic, the simple expression in (D.2) obviously further simplifies to \( 0.13925 + 1.33554\varsigma_3^3 \).

It will be possible to replace the factor 30.2211 in (D.3) by any improved constant factor that one will be able to obtain in place of 30.2211 in the nonuniform BE inequality (2.19) for linear statistics. A substantial improvement of this constant factor appears quite possible; see e.g. [60, 61].

As one can see, in the expressions of the asymptotic uniform bounds in (D.1) the higher moment \( \varsigma_3 \) disappears, and in the asymptotic nonuniform bound in (D.3) the moment \( \varsigma_2 \) disappears as well; however, Corollary D.1 inherits the condition \( \varsigma_3 < \infty \) from Theorems 2.11 and A.2 – where, as seen from Remark 3.6, this condition is essential in general.
Proof of Corollary D.1. Let \( n \to \infty \). Following the lines of the proof of (2.29), one can see that the bound there equals

\[
0.13925 + 0.33554s_3^3 + \frac{4\delta}{2c_*} + \frac{\mathcal{C}}{\sqrt{n}} + \frac{\mathcal{R}_n}{\sqrt{n}}, \tag{D.4}
\]

where \( \mathcal{C} := (\mathcal{R}_0 + \mathcal{R}_1 + \mathcal{C}_3) \sqrt{\frac{1}{2c_*}} (\mathbb{E} |W| + \sum_i \mathbb{E} |\xi_i (\mathcal{X} - \mathcal{Y})|) \) — cf. (4.9). Restricting \( c_* \) to be in \([\frac{1}{2}, 1]\) and then letting \( \delta \) be as in (4.24), so that \( \delta \to 0 \), by [65, Remark 2.2] the term \( 4\delta \) in the bound (D.4) may be replaced by

\[
2\delta + \frac{\delta^2}{c_*} + 2\delta \sqrt{\frac{\delta}{c_*}} + \frac{\mathcal{C}}{\sqrt{n}} \approx 2\delta.
\]

So, the term \( \mathcal{R}_1 = 0.33554 + \frac{\mathcal{R}_0}{2c_* (1-c_*)} \) in (2.29) can be replaced by one asymptotic to \( 0.33554 + \frac{1}{4c_* (1-c_*)} \) and similarly the term \( \mathcal{R}_0 \) may be replaced by \( 0.13925 - \frac{(2c_* - 1)^2}{4c_* (1-c_*)} \).

Let now \( \epsilon = \epsilon_n = n^{-1/8} \); the assumed continuity of \( f'' \) implies \( M_0 \downarrow \|f''(0)\| \), and from (2.30) we see that \( \mathcal{R}_n \downarrow 0 \). Moreover, then \((\mathcal{R}_0, \mathcal{R}_1, \mathcal{R}_3) \to \|f''(0)\|((2/\pi)^{1/6}, 1, 0, 0)\).

Thus,

\[
\lim sup \sup_{n \to \infty} \sup_{z \in \mathbb{R}} \sqrt{n} \mathbb{P} \left( \left| \frac{f(V)}{\sigma / \sqrt{n}} \right| \leq z \right) - \Phi(z) \leq 0.13925 + 0.33554s_3^3 + \frac{s_3^3 - (2c_* - 1)^2}{4c_* (1-c_*)} + \frac{\|f''(0)\|}{2c_* \sigma} ((\frac{2}{\pi})^{1/6} + s_3) v_2^2.
\]

Since

\[
\min_{c_*, \epsilon \in [1/2, 1]} \left( s_3^3 - (2c_* - 1)^2 \frac{y_*}{2c_* (1-c_*)} + \frac{y_*}{2c_* (1-c_*)} \right) = 1 + \frac{s_3^3}{2} + y_* + \frac{\sqrt{(s_3^3 - 1)(s_3^3 - 1 + 2y_*)}}{2},
\]

the inequality (D.1) follows. As for (D.2), it follows because the square root term above is no greater than \( s_3^3 - 1 + y_* \).

To prove (D.3), fix any real \( \bar{\theta} > 0 \) and let \( z_0 = g(n), \omega = \bar{\sigma}/g(n), K_1 = \sqrt{n}/s_3^3, K_2 = \bar{\sigma} s_3^3 \sqrt{n}/v_2^2, \) and \( K_3 = \bar{\sigma} s_3^3 \sqrt{n}/v_2^3, \) so that conditions (A.14) and (A.15) hold for all \( z \in [g(n), \sqrt{n}/g(n)] \). Then, for \( z \geq z_0 \) and large enough \( n \) we have \( z_0 e^{-z_0/\bar{\theta}} \leq z_0 e^{-z_0/\bar{\theta}} \to 0 \). One can clearly choose values for the corresponding parameters so that (i) \( \mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3, \mathcal{R}_n \) are absolutely bounded; (ii) \( \mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3, \mathcal{R}_n \) all vanish in the limit (since \( \omega \downarrow 0 \)); and (iii) \( \mathcal{R}_1 \to 30.2211 + \pi_2^{-3} \). Moreover, one can replace the factor \( s_3^3 \) on the right-hand side of inequality (A.31) by the asymptotically much smaller expression \( \mathbb{E} \left( \frac{L(V)}{ar{\theta}} \right)^3 \mathbb{I} \{ L(V) > \pi_2 \bar{\sigma} z \sqrt{n} \} = o(s_3^3) \).

Then the limit of the corresponding improved expression for \( \mathcal{R}_n \) becomes just 30.2211, instead of 30.2211 + \( \pi_2^{-3} \). Now (D.3) follows by Theorem A.2. \( \square \)
Appendix E: Compactness of the covariance operator

Here we give a short proof that the covariance operator of a random vector with finite second moment is compact. Let $X$ be a random vector taking values in a separable Hilbert space $\mathbb{H}$ such that $\mathbb{E}\|X\|^2 < \infty$ and $\mathbb{E}X = \mu$. Then the covariance operator $R: \mathbb{H} \to \mathbb{H}$ is defined by

$$Rx := \mathbb{E}\langle x, X - \mu \rangle (X - \mu);$$

let us assume w.l.o.g. that $\mu = 0$. Note that $R$ is both self-adjoint and non-negative-definite: for all $x, y \in \mathbb{H}$

$$\langle Rx, y \rangle = \mathbb{E}\langle x, X \rangle \mathbb{E}\langle y, X \rangle = \mathbb{E}\langle y, X \rangle \mathbb{E}\langle X, x \rangle = \langle y, Rx \rangle = \langle x, Ry \rangle$$

and

$$\langle Rx, x \rangle = \mathbb{E}\langle x, X \rangle \mathbb{E}\|\langle x, X \rangle\|^2 \geq 0.$$

Now let $(e_j)_{j \in \mathbb{N}}$ be any orthonormal basis of $\mathbb{H}$, so that $X = \sum_j \langle X, e_j \rangle e_j$. Further take any $x \in \mathbb{H}$, so that $Rx = \mathbb{E}\langle x, X \rangle \sum_j \langle X, e_j \rangle e_j$. For $n \in \mathbb{N}$, define the operator $R_n$ by $R_n x = \mathbb{E}\langle x, X \rangle \sum_{j=1}^n \langle X, e_j \rangle e_j$, and note that the range of $R_n$ is finite-dimensional. Moreover, if $\|x\| \leq 1$, then

$$\| (R - R_n) x \| = \left\| \mathbb{E}\langle x, X \rangle \sum_{j=n+1}^\infty \langle X, e_j \rangle e_j \right\|$$

$$\leq \mathbb{E}\left\| \langle x, X \rangle \sum_{j=n+1}^\infty \langle X, e_j \rangle e_j \right\|$$

$$\leq \mathbb{E}\|X\| \sqrt{\sum_{j=n+1}^\infty \langle X, e_j \rangle^2} \to 0;$$

the limit holds by dominated convergence, since

$$\sqrt{\sum_{j=n+1}^\infty \langle X, e_j \rangle^2} \leq \sqrt{\sum_{j=1}^\infty \langle X, e_j \rangle^2} = \|X\|.$$  

As $x$ was arbitrary and the above majorant of $\| (R - R_n) x \|$ does not depend on $x$, it follows that $\|R - R_n\| \to 0$; that is, $R$ is the limit (in the operator norm) of a sequence of finite-dimensional linear operators on $\mathbb{H}$, and so is compact.

Appendix F: On the spectral decomposition of a covariance operator of a random vector in an arbitrary separable Hilbert space

Let $X$ be a random vector in a separable Hilbert space $(H, \langle \cdot, \cdot \rangle)$ with $\mathbb{E}\|X\|^2 < \infty$. Let $R$ be the covariance operator of $X$. So, $R$ is self-adjoint. Obviously, any self-adjoint operator is normal. Hence, by [37, Theorem 2.10, page 260],

$$R = \sum_{\lambda \in \Lambda} \lambda P_{\lambda}, \quad (F.1)$$
where \( \Lambda \) is the (necessarily at most countable) set of all (necessarily nonnegative) eigenvalues of \( R \); (in the case when the set \( \Lambda \) is infinite) the sum converges in the operator norm; and, for each \( \lambda \in \Lambda \), \( P_\lambda \) is the orthoprojector onto the eigenspace (say \( E_\lambda \)) of \( \lambda \), which is necessarily of a finite dimension \( n_\lambda := \dim E_\lambda = \text{tr} P_\lambda \) if \( \lambda \neq 0 \). At that,

\[
\sum_{\lambda \in \Lambda} P_\lambda = I, \tag{F.2}
\]

the identity operator, and the eigenspaces \( E_\lambda \) are pairwise mutually orthogonal:

\[
P_\lambda P_\mu = I\{\lambda = \mu\}P_\lambda \tag{F.3}
\]

for all \( \lambda \) and \( \mu \) in \( \Lambda \).

Moreover, for each \( \lambda \in \Lambda \), let \( B_\lambda \) be any orthonormal basis of \( E_\lambda \), so that

\[
B := \bigcup_{\lambda \in \Lambda} B_\lambda \text{ is an orthonormal basis of } H.
\]

Then \( \text{tr} R = \sum_{\lambda \in \Lambda} \lambda n_\lambda = \sum_{\lambda \in \Lambda} \sum_{e \in B_\lambda} \langle Re, e \rangle = \sum_{e \in B} E|\langle e, X \rangle|^2 = E \sum_{e \in B} |\langle e, X \rangle|^2 = E \|X\|^2 < \infty, \]

so that \( \sum_{\lambda \in \Lambda} \lambda n_\lambda < \infty \). So, the set \( \Lambda \) of all eigenvalues of \( R \) may have at most one limit point, and any limit point of \( \Lambda \) must be 0.

The spectrum \( \text{sp } R \) of \( R \) is defined as the set of all \( z \in \mathbb{C} \) such that the linear operator \( R - zI \) does not have a bounded inverse. It follows that \( \text{sp } R \) coincides with \( \Lambda \) if \( \dim H < \infty \) and with \( \Lambda \cup \{0\} \) if \( \dim H = \infty \). The complementary set \( \text{res } R := \mathbb{C} \setminus \text{sp } R \) is called the resolvent set. Let \( B(H) \) denote the Banach space of all bounded linear operators \( A : H \to H \).

One can now define the resolvent \( \mathcal{R} : \text{res } R \to B(H) \) by the formula

\[
\mathcal{R}(z) := (R - zI)^{-1} = \sum_{\lambda \in \Lambda} \frac{1}{\lambda - z} P_\lambda; \tag{F.4}
\]

the latter equality can be easily verified in view of (F.1), (F.3), and (F.2), because \( R - zI = \sum_{\lambda \in \Lambda} (\lambda - z) P_\lambda \).

Take now any nonzero \( \lambda \in \Lambda \), which is necessarily an isolated point of the set \( \Lambda \). So, there is an open disc \( D_\lambda \) in \( \mathbb{C} \) such that \( \lambda \in D_\lambda \) but no other point of the set \( \Lambda \cup \{0\} \) is in the closure of \( D_\lambda \). Let \( \Gamma_\lambda \) be the boundary of \( D_\lambda \). Then, by (F.4) and the Cauchy integral theorem,

\[
P_\lambda = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathcal{R}(z) \, dz, \tag{F.5}
\]

whence

\[
\lambda = \frac{1}{n_\lambda} \text{tr } P_\lambda = \frac{1}{n_\lambda} \text{tr } RP_\lambda = -\frac{1}{2\pi in_\lambda} \int_{\Gamma_\lambda} \text{tr } \mathcal{R}(z) \, dz. \tag{F.6}
\]

Formulas (F.5) and (F.6) are important, because it is comparatively easy to analyze the resolvent.
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