A new network-base high-level data classification methodology (Quipus) by modeling attribute-attribute interactions
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Abstract—High-level classification algorithms focus on the interactions between instances. These produce a new form to evaluate and classify data. In this process, the core is a complex network building methodology. The current methodologies use variations of kNN to produce these graphs. However, these techniques ignore some hidden patterns between attributes and require normalization to be accurate. In this paper, we propose a new methodology for network building based on attribute-attribute interactions that do not require normalization. The current results show us that this approach improves the accuracy of the high-level classification algorithm based on betweenness centrality.

1. Introduction

The machine learning classification algorithms are low level when they use only physical features to classify usually distance measures like euclidean distance and ignore the possible interactions between instances as a system [1]. However, high-level classification algorithms focus on exploit these characteristics using complex networks as data representation [2] [3].

There are a variety of techniques to build networks but usually, they use kNN as the core [1] [4] [5]. These algorithms produce a network where each node represents an instance and each edge represents a neighbor in kNN [6].

A complex network is defined as a non-trivial graph [7]. Usually, the quantity of instances on the dataset and the interactions generates a large graph with numerous edges. This large graphs presents special characteristics that are exploited in many techniques to classify data like Betweenness Centrality [5], Clustering Coefficient [8], Assortativity [6] and so on.

The current methodologies produce one network reducing each instance to a node. This approach presents some different problems like the need to normalize data and the omission of hidden-patterns between attribute-attribute interaction.

In this paper, we will present a new methodology that captures these attribute-attribute interactions building a network for each attribute, removing networks without useful information, optimizing the importance of each one. We will use the high-level classification technique presented in [5] to evaluate the results.

2. Model Description

In this section, we describe our algorithm. First, we make a literature review. Then, we describe step by step our algorithm.

2.1. Literature Review

2.1.1. Complex networks as data representation. In order to capture the instance interactions, we need to represent the data in a network structure. Different authors present building methodologies using the k nearest neighbors algorithm. They transform each instance into a node and the nearest neighbors will be the neighborhood of that node [5].

![Image of two related instances transformed in two linked nodes.](image)

Figure 1. Image of two related instances transformed in two linked nodes.

In equation 1, it is described the general methodology to build the network representation of the data [6].

\[ N(X_i) = \begin{cases} kNN(X_i, y_i), & \text{if } \epsilon-radius(X_i, y_i) > k \\ \epsilon-radius(X_i, y_i), & \text{otherwise} \end{cases} \]

Where \( X_i \) is the instance \( i \) and \( y_i \) is its label. \( kNN \) returns the \( k \) nearest nodes related with the instance \( X_i \) that have the same label \( y_i \) using a similarity function like euclidean distance [8]. \( \epsilon-radius \) returns a set of nodes.
The node representation of the instance $X_j$. The value $\epsilon$ is a percentile of the distances calculated with $kNN$ some authors consider just the median [6].

Following this equation [1] we build a complex network $G$ from a dataset $D$ = $\{(x_1, y_1), ..., (x_n, y_n)\}$. Where each class is represented as sub graph $g_i$.

| $g^{red}$ | $g^{green}$ | $g^{blue}$ |
|-----------|-------------|-------------|
| Figure 2. Image of a complex network $G$ with three classes based on Wine UCI dataset and modularity $Q = 0.6562$. |

### 2.1.2. Important network measures.

To exploit the high-level approach, we need measures that capture nodes interaction like structure, centrality, and connectivity measures.

- **Clustering Coefficient (CC):** This metric gives information about the connectivity between the neighbors of a node [7]. It is between 0 (no communication between the neighbors) and 1 (fully connected neighbors).

- **Betweenness Centrality (BC):** This metric capture the communication between nodes using the shortest paths [2]. For each node we will calculate the number of geodesic path where this node is present. A node with higher $BC$ present an important role in the network communication.

  $$B(i) = \sum_{s \neq t \in V} \sum_{t \neq i \in V} \frac{\eta_{st}^i}{\eta_{st}}$$

  where $\eta_{st}^i$ is 1 when the node $i$ is part of the geodesic path from $s$ to $t$ and 0 otherwise. $\eta_{st}$ is the total number of shortest paths between $s$ and $t$.

- **Modularity (Q):** This metric provides information about the quality of a given partition [9]. Usually, it is between 0 and 1. Where 0 means poor community structure and 1 represents a strong differentiation between the communities. In supervised learning classification, the communities are the classes. Higher modularity represents better separations of the sub graphs $g_i$ and probably better classification.

  $$Q = \frac{1}{2|E|} \sum_{i,j \in V} (A_{ij} - \frac{k_i k_j}{2|E|})$$

Where $A_{ij}$ is the weight of the edge that links the vertex $i$ and $j$, $|E|$ and $V$ represents the number of edges and nodes respectively. $k_i$ is the degree of the node $i$.

### 2.1.3. High-level classification algorithms.

These kinds of algorithms apply these measures in complex networks to classify.

- Based on Impact Score (NBHL): This algorithm uses different network measures after and before and insertion [6]. Where the insertion produces fewer metrics variation the node will be classified.

- Based on Importance (PgRkNN): This algorithm use the Pagerank algorithm to evaluate the importance of the nodes [1]. For each sub graph $g_i$, we measure the importance of the nodes related to the node to be classified. The neighbors with higher importance will capture the new node.

- Based on Betweenness (HLNB-BC): This algorithm insert the new node into each sub graph $g_i$ and search the nodes with similar $BC$ in each sub graph [5]. These are compare and evaluated to provide a probability for each class and the higher is the selected label.

  $$H \approx (\alpha)W^n + (1 - \alpha)T^n$$

  where $H$ is a probability list for each label for one node. $W^n$ is the $BC$ average difference of the $b$ closes nodes. $T^n$ is the list of the number of link for each subgraph $g_i$. $\alpha$ controls the weights between structural information $W^n$ and number of links $T^n$.

### 2.2. High-Level Classification Algorithm Using Attribute-Attribute Interaction (Quipus)

#### 2.2.1. Attribute-attribute interactions.

In the section we analyse how each instance is represented as a node but this approach ignore some hidden patterns between attribute-attribute interaction.

In this paper, we create a graph for each attribute to detect this hidden patterns. In figure 3 we can appreciate...
how each attribute is represented as an independent graph. Using this approach, we can capture the attribute-attribute interaction. Since we are using attributes that have the same scale to produce the graphs, our method increases its resistance to non-normalized data. However, there are attributes that by themselves do not provide relevant information and require others to be useful. Thus, we will use the $Q$ to evaluate each graph.

2.2.2. Proposed methodology. In supervised learning, we split the dataset in two $X_{training}$ and $X_{testing}$. In training phase, we produce a model that will help us to predict the testing dataset. In training phase, we need to split the data again in $X_{net}$ and $X_{opt}$ because we have an optimization phase. The proportion depends on the quantity of data available.

The next steps are for training phase:

- First, we need to build a graph for each attribute to capture the hidden patterns between them following the equation [1] on $X_{net}$. Then, we build one more graph using the instance as a node to capture the instance-instance interaction.
- Second, we calculate the $Q$ for each graph. To avoid possible noise of attributes without relevant information, we ignore the graphs with modularity lower than the instance-instance network.
- Third, we insert each instance from $X_{opt}$ to the networks following the same strategy described in step 1. However, we will keep the link between different labels because we want to simulate a real insertion. Introduce each attribute into correspondent graph and the complete instance in the instance-instance graph.
- Fourth, we obtain the probability to be part of each class in each graph using the high-level algorithm HLNB-BC. For example, in a dataset with 3 classes and 4 attributes, it will give us a list with three probabilities for each graph (12 probabilities in total).
- Fifth, we give a weight for each graph from 0 to 1. This will give us a way to reduce or increase the classification probability of the graphs. Then, we use an optimization algorithm like particle swarm to determine the better weights for each graph to increase the accuracy of the predicted instances in $X_{opt}$.
- Finally, we save the weights and produce the final graphs following the same procedure in step 1 with $X_{training}$.

In testing phase, we insert each instance into the graphs following the same process in step 4 of testing phase and multiply the probabilities for each graph with the weights defined in step 5.

3. Results

In this section, we present the performance of our methodology Quipus. We use Python as programming language, Scikit-learn library for machine learning algorithms [7], networkx as graph library [10], and Pyswarms as PSO optimizer [11]. Each algorithm were tested using 10-folds cross validation 10 times for training and testing datasets, and Grid search to tune the parameters. We search $k$ from 1 to 30, the percentile $\epsilon$ was tested with these values $[0.1, 0.2, 0.3, 0.4, 0.5]$, $b$ nearest nodes from 1 to 7 and $\alpha$ with these values $[0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0]$

The datasets used, their attributes, instances, and classes are described on table 1

| Dataset | Instances | Attributes | Classes |
|---------|-----------|------------|---------|
| Iris    | 150       | 4          | 3       |
| Wine    | 178       | 13         | 7       |
| Zoo     | 101       | 16         | 7       |

TABLE 1. INFORMATION ABOUT THE UCI CLASSIFICATION DATASET USED ON THESE PROJECT

In section 2.2.2, we split the training data in $X_{net}$ and $X_{opt}$. In our tests, we use a stratified random split 80% and 20% respectively. This value could be modified according to the quantity of data.

Then, we build a network for each attribute and one network for instance-instance interactions. We calculate their modularities ($Q$) and compare each attribute network with the instance-instance network. The networks with lower modularity will be ignored in the rest of the process. The table 2 show us the modularities for each network.

| Network               | Modularity | $Q$ |
|-----------------------|------------|-----|
| Instance-instance     | 0.3181     |     |
| Attribute 1           | 0.3189     |     |
| Attribute 2           | 0.0924     |     |
| Attribute 3           | 0.0500     |     |
| Attribute 4           | 0.1689     |     |
| ...                   | ...        |     |
| Attribute 10          | 0.2288     |     |
| Attribute 11          | 0.3008     |     |
| Attribute 12          | 0.3333     |     |

TABLE 2. MODULARITIES OF ATTRIBUTE NETWORKS IN UCI WINE DATASET

For instance, the modularity of the networks attribute 1 and attribute 12 are higher than modularity of instance-instance network. So, these networks will be used for optimization, classification, and insertion. The others will be ignore because do not have a high community structure.

The insertion of the nodes into each graph follow the equation [1] but preserving the links with nodes of different labels. Given that we want to capture the insertion probability for each class. Then, we create a weight for each graph probabilities and start an optimization phase. We use a particle swarm optimization from Pyswarms library with these parameters $\{c_1 = 0.5, c_2 = 0.1, w = 0.9, iterations = 500\}$. These could be optimized but we use these fixed values for these experiments.

For example, in one interaction, our algorithm capture the weight in table 3
Once the weights are defined, we proceed to rebuild the graphs but using the entire training dataset \( X_{\text{training}} \). Finally, the classification phase, will follow the same process that optimization phase but using the optimized weights.

In figure 4, we can observe the instance-instance network from one instance of wine dataset classification. The black nodes represents instances classified. It present an structure where the red nodes are in one side, the blue nodes in the other side, and the green nodes in the middle of them. In the figure 5 we observe the network from the first attribute of wine dataset that had a modularity of 0.3189. Once the nodes are inserted this graphs present a higher modularity \( Q = 0.6553 \). Without this methodology, we will lose these attribute-attribute interactions. These networks gives us an accuracy of 91.11%.

In table 5 we observe the accuracy of Quipus against the literature network building technique kNN+\( \epsilon \)-radius. This current technique present problems related to data non-normalized like wine uci dataset. However, using Quipus, we reduce this problem. Due to the attribute networks build their relations in the same scale, the optimized weight manage the probability force, and reduce its impact in the final classification.

### Table 3. Modularities and Weights of Attribute Networks in UCI Wine Dataset

| Attribute | Modularity | Weight | Ignored |
|-----------|------------|--------|---------|
| Instance-instance | 0.3181 | 0.9083 | False |
| Attribute 1 | 0.3189 | 0.8065 | False |
| Attribute 2 | 0.0924 | - | True |
| Attribute 3 | 0.0500 | - | True |
| Attribute 4 | 0.1689 | - | True |
| Attribute 5 | - | - | True |
| Attribute 10 | 0.2288 | - | True |
| Attribute 11 | 0.3008 | - | True |
| Attribute 12 | 0.3333 | 0.1746 | False |

\[
\text{TABLE 3. MODULARITIES AND WEIGHTS OF ATTRIBUTE NETWORKS IN UCI WINE DATASET}
\]

### Table 4. Parameter Values Used by NBHL-BC with Quipus Methodology in UCI Datasets

| Dataset | k | \( \epsilon \) | \( b \) | \( \alpha \) |
|---------|---|-------------|-----|-----|
| Iris    | 12.0 | 0.0 | 3.0 | 1.0 |
| Wine    | 7.0 | 0.0 | 3.0 | 1.0 |
| Zoo     | 1.0 | 0.0 | 1.0 | 1.0 |

\[
\text{TABLE 4. PARAMETER VALUES USED BY NBHL-BC WITH QUIPUS METHODOLOGY IN UCI DATASETS}
\]

### 4. Conclusion

The new classification methodology proposed exploit the hidden patterns in attribute-attribute interactions. Building networks for each attribute and ignoring the ones with lower modularity. Also, uses the high-level classification technique HLNB-BC. Introduces resilience to the model against non-normalized data.

Many different modification, tests, and experiments have been left for future work like testing with others high-level techniques (NBHL, PgRkNN), identify a way to optimize the parameters of particle swarm, and the use of the Quipus methodology in other real datasets.
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