Abstract—This paper presents a robust non-linear state estimator for autonomous surface vehicles, where the movement is restricted to the horizontal plane. It is assumed that only the vehicle position and orientation can be measured, being the former affected by bounded noises. Then, under some fair standard assumptions concerning the maximum velocities and acceleration rates of the vehicle, the estimator is able to reconstruct not only the velocities, but also the lumped generalised disturbances, that cluster external disturbances, non-linearities, and unmodelled dynamics. The observer is easily tunable by the user, with a set of four scalars, two of them related to the velocity of convergence of the estimator, and the other two parameters to set the desired trade-off between noise sensitivity and disturbance rejection. Several simulations with a well-known test-bed craft are provided to show how the proposed algorithm outperforms previous ones in the literature.
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I. INTRODUCTION

AUTONOMOUS surface vehicles (ASVs), also known as unmanned surface vehicles (USVs) or autonomous surface crafts (ASCs), have drawn increased attention in the past several decades due to their ability to perform a wide variety of high-risk tasks in harsh or otherwise unreachable marine environments without human intervention. Moreover, they address data acquisition with lower cost and human risk, thus boosting ocean resource exploration [1]. Climate change, environmental monitoring, and national security issues such as border surveillance, among other civil and military applications, have led to a growing interest in both scientific and military communities for this kind of vehicles. In particular, their versatility and enhanced maneuverability in shallow waters (riverine and coastal regions) compared to larger crafts are highly appreciated in very diverse fields [2], [3].

To address such tasks, it is critical to design an efficient and robust motion control system, which allows ASVs to work in unstructured and unpredictable environments in a fully autonomous way. This raises a series of theoretical challenges that have caused ASV motion control to become a research hotspot in recent years [4]–[6].

Effective and reliable motion control of ASVs is a challenging task, considering the complex model non-linearities, unmodelled hydrodynamics, internal parametric model uncertainties, and unmeasurable disturbances due to wind, waves, and currents, which may affect or even shatter the vessel control performance [7]. To a large extent, many control strategies rely on how disturbances and uncertain terms are estimated, since they can be compensated if the estimation is accurate enough [5], [8]–[14]. In that case, the controller design is simplified, and the motion control performance is enhanced. Furthermore, efficient motion control of ASVs depends heavily on a suitable navigation system where sensing and state estimation are key factors. Despite the growing availability of more effective, compact, and affordable navigation equipment, including global and differential positioning systems (GPSs and DGPSs), as well as inertial measurement units (IMUs) [15], in general and especially in implementations with a reduced number of sensors, only the position and orientation of the ASV are available [1]. Velocities (known as surge, sway, and yaw when considering the ASV to move in a horizontal plane) and accelerations must be usually recovered by using only the position-heading information, measured by a DGPS and a gyrocompass.

On the one hand, many works have addressed the problem of counteracting disturbances and model uncertainties under two main perspectives: a) model-based control techniques, where an adaptive control strategy is applied to estimate and then compensate disturbances and unmodelled dynamics [5], [8]–[10], [12], [16], [17]; and b) integral-based control techniques, where the effect of disturbances and unmodelled dynamics is attenuated by introducing an additional integral action in the controller [18]–[20]. Integral-based control techniques do not provide any detailed insight into ASV dynamics caused by disturbances, but ensure local stability and derive simpler controllers than model-based control techniques, where parametric adaptive methods [12], robust control [10], sliding-mode control [8], [9], and fuzzy logic systems and neural networks have been applied to handle disturbances and uncertainties [5], [16], [17]. However, all these control strategies assume accurate velocity measurement, which may
not be available in ASV implementations with only position sensors, due to technical reasons or just cost saving.

On the other hand, concerning state estimation, high-resolution estimates of the velocities are often required to compute control actions. However, measurements provided by GPS/DGPSs and gyrocompasses are usually influenced in practical applications by environmental noises. Thus, high-gain observers [21]–[23] and different varieties of the well-known Kalman filter [24]–[26] have been applied to deal with state estimation. Peng et al. propose an adaptive unscented Kalman filter (UKF) without a priori knowledge of noise distribution [25]. Motwani et al. propose a robust heading estimation strategy named after an interval Kalman filter (IKF) in order to bound model uncertainties affecting the state estimation [24]. Tran et al. propose to estimate the position and velocity through an extended Kalman filter (EKF) based on a practical dynamic model and both GPS and compass measurements [26]. However, in all cited works the state vector and the vessel uncertainties and disturbances cannot be simultaneously estimated.

Recently, Peng et al. have addressed the simultaneous estimation of unmeasured velocities and uncertainties [27], [28], but persistent excitation of the vessel is required, while other works have applied extended state observers (ESO) to estimate both velocities and disturbances without persistence of exciting [11], [29]–[33]. In particular, Liu et al. have proposed a finite-time non-linear ESO where the convergence of the estimation of the disturbance terms does not depend on the control law [11], unlike other observer designs for non-linear systems where the uncertainty identification depends on the tracking error dynamics [34], [35]. Nevertheless, the ESO proposed in [11] consider only noiseless position and orientation measurements.

In this work, the observer structure proposed in [11] is considered as a starting point, but several contributions are made and are listed below:

- Noise in the position measurement is considered, which enhances the applicability of the observer to realistic applications.
- The full state vector is divided into positional and rotational state vectors, for which two different observers are envisioned, thus providing additional degrees of freedom.
- Four meaningful scalar tuning parameters are considered, which allow to clearly define both the velocity of convergence (for the positional and rotational dynamics), and the user-defined trade-off between estimation quality and noise sensitivity, according to the expected noise level in the measured variables.

Concerning the first contribution, considering noise involves a challenge for the stability proof, since it is necessary to move from a standard stability condition, like the one developed in [11], to a robust one. Moreover, the dynamics of the positional estimation errors are intended to be input-to-state stable with respect to the measurement noises, in addition to the lumped disturbances, whereas the asymptotic estimation error bound is intended to be minimized. The design procedure is thus transformed from a feasibility problem to an optimization problem with Linear Matrix Inequalities (LMI) constraints. This step is not trivial, even more, when the objective is to keep a set of simple tuning parameters, with a direct physical meaning, that the user can tune to modify the performance of the estimator, as stated in the third contribution. This contrasts with the estimator in [11], where, despite proposing a more reduced set of parameters, the physical meaning of the latter is not clearly stated and the tuning procedure could be tricky in the case of noisy measurements.

The remainder of the work is organised as follows. Section II presents the ASV model and formulates the estimation problem. The proposed observer design is detailed in Section III whereas Section IV provides a variety of simulation results showing how the capabilities of the ESO in [11] are improved by the proposed observer, being also extended to the case where noisy positional measurements are considered. The tuning capabilities of the proposed observer are also illustrated. Finally, Section V summarises the main conclusions and some future lines of research are proposed.

II. PROBLEM FORMULATION

A. Preliminaries

Definition 1. [36] Consider a non-linear system whose dynamics are shown in (1):

\[
\dot{x}(t) = f(x(t), u(t)),
\]

(1)

where \( x(t) \in \mathbb{R}^n \) denotes the state vector, \( u \in \mathbb{R}^m \) is the input vector, and \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is the input-state map, for some positive integers \( n, m \). The system defined in (1) is said to be input-to-state stable (ISS) if there exist some \( \Xi \in KL \) and \( \phi \in K_{\infty} \) functions [37] such that (2):

\[
\| x(t) \| \leq \Xi(\| x(t = 0) \|, t) + \phi(\| u \|_{\infty}),
\]

(2)

is satisfied for all bounded inputs \( u \), all initial conditions \( x(t = 0) \), and all \( t \geq 0 \).

B. ASV Dynamics

For an ASV moving in a horizontal plane, the kinematic and kinetic dynamics can be modelled as in (3) [38]:

\[
\begin{cases}
\dot{\eta} = R(\psi)\nu \\
M\dot{\nu} = -C(\nu)\nu - D(\nu)\nu - g(\nu, \eta) + \tau_\omega + \tau,
\end{cases}
\]

(3)

where \( \eta = [x \ y \ \psi]^T \) is the position/heading vector in two dimensions expressed in the north-east-down earth-fixed inertial frame \{n\}, \( \nu = [u \ v \ r]^T \) is the surge-sway-yaw velocity vector expressed in the body-fixed frame \{b\}, \( \tau = [F_u \ 0 \ 0]^T \) stands for the force/torque vector, which represents the control action\(^1\), and \( \tau_\omega = [F_{w,u} \ F_{w,v} \ F_{w,r}]^T \) refers to the environmental forces and torque due to wind, waves, and currents. The rotation matrix \( R(\psi) \) between the body-fixed frame \{b\} and the earth-fixed inertial frame \{n\} is given by (4):

\[
R(\psi) = \begin{bmatrix}
\cos(\psi) & -\sin(\psi) & 0 \\
\sin(\psi) & \cos(\psi) & 0 \\
0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
R_2(\psi) & 0_{2 \times 1} \\
0_{1 \times 2} & 1
\end{bmatrix},
\]

(4)

\(^1\)Without any loss of generality, it is assumed that the control action cannot affect the sway component.
where \( R_2(\psi) \in \mathbb{R}^{2 \times 2} \) is a two-dimensional submatrix of the original rotation matrix \( R(\psi) \). Notice that, in (4) and in the remaining of the paper, \( 0 \) represents a matrix or vector of zeros with the appropriate dimensions, while \( I \) represents an identity matrix with the appropriate dimensions. In (3), \( M = M^T \) is the inertia matrix, \( C(\nu) \) is the Coriolis and centrifugal matrix, \( D(\nu) \) is the damping matrix, and \( g(\eta, \nu) \) refers to unmodelled hydrodynamics and heave, pitch, and roll cross-coupling effects on the modelled degrees of freedom. The nomenclature used in [39] for matrices \( C(\nu) \) and \( D(\nu) \) is applied. Regarding the inertia matrix, its structure is detailed in (5), under the assumptions considered in [38]:

\[
M = \begin{bmatrix}
m - X_v & 0 & 0 \\
0 & m - Y_v & m x_y - y_v \\
0 & m x_y - N_v & I_z - N_v
\end{bmatrix},
\] (5)

where \( m \) is the vessel total mass, \( x_y \) is the distance from the centre of gravity of the vessel to the origin of the body-fixed frame, \( I_z \) is the moment of inertia about the \( Z_b \) axis, and \( X_v, Y_v, \) and \( N_v \) are hydrodynamic parameters according to standard notation [40]. Given that \( M \) is assumed to be symmetric, \( Y_v \) must match \( N_v \).

As stated in [11], the so-called lumped generalised disturbances \( \sigma = [\sigma_u, \sigma_v, \sigma_w]^T \in \mathbb{R}^3 \) can be built as shown in (6):

\[
\sigma := M^{-1} [-C(\nu) \nu - D(\nu) \nu - g(\eta, \nu) + \tau_w],
\] (6)

lumping together the hydrodynamic effects of the ASV, the internal unmodelled dynamics, coupling effects, and uncertainties, in addition to the external disturbances. According to (6), the ASV dynamics (3) can be rewritten as follows:

\[
\begin{align*}
\dot{\eta} &= R(\psi) \nu, \\
\dot{\nu} &= M^{-1} \tau + \sigma.
\end{align*}
\] (7)

Furthermore, vector \( \omega \) is defined as the time derivative of the lumped 42 disturbances \( \sigma \), i.e., \( \dot{\omega} \equiv \dot{\sigma} \).

Concerning the observer design, the ASV dynamics are represented as in (7), thus neglecting the known internal structure of the lumped generalised disturbance vector \( \sigma \) expressed in (6). This representation could be questionable from an engineering point of view, but notice that the accurate expression of (6) turns out to depend on several hydrodynamic parameters, for instance, those included in the damping matrix \( D(\nu) \). The experimental identification of these hydrodynamic parameters is complex and the achieved accuracy may not be high enough to address accurate disturbance rejection [39]. Moreover, the heave, pitch, and roll cross-coupling effects on the modelled degrees of freedom are usually difficult to identify, thus in general the model-based estimation of \( \sigma \) does not provide good results in practice [11]. That is the reason why the observer design is based on the ASV dynamics (7), instead of the standard representation (3).

Assumption 1. The time derivative of the lumped disturbance vector \( \sigma \) satisfies \( ||\dot{\sigma}|| \leq \omega^* \), being \( \omega^* \) a positive constant.

Assumption 2. The yaw velocity \( r \) is limited by some known minimum and maximum values \( r_{\text{min}} \) and \( r_{\text{max}} \).

Remark 1. Assumption 1, which has been used in similar works such as [11], [41], is not particularly hard. Notice that, according to (6), \( \sigma \) has an affine link with the vessel acceleration \( \dot{\nu} \), which must present some limits due to physical constraints of the propeller motors. Moreover, notice that Assumption 1 does not imply the knowledge of the value of \( \omega^* \). On the other hand, Assumption 2 is not hard either. By means of a suitable identification or experimentation with the ASV, these bounds may be estimated. This assumption has been previously used in [11], [42].

The ASV is assumed to be equipped with a GPS and a gyrocompass, in such a way that only the current position and orientation in the earth-fixed inertial frame \( \{n\} \) can be measured, as in (8):

\[
y = \eta + n,
\] (8)

where \( n = [n_x, n_y, n_\psi]^T = [n_p, n_\psi]^T \) refers to the noise affecting the measured variables.

Assumption 3. No noise is assumed to affect the orientation measurement, thus \( n_\psi = 0 \). The noise affecting the position measurement \( n_p \) satisfies \( ||n_p|| \leq n_p^* \), with constant \( n_p^* > 0 \).

Remark 2. Assumption 3 is needed to derive some theoretical properties of the proposed observer structure. In particular, noiseless heading measurement is needed to ensure that the optimization stage of the observer design can be performed offline and only an updating law based on the accurate value of the heading \( \psi \) must be applied online to compute the observer gain. The first part of Assumption 3 has been used in similar works [11], for the same purpose. Concerning the position measurement, the assumption is softer than the one used in [25], [43], [44], since no particular statistical description of the exogenous signal is assumed to be known. Again, \( n_p^* \) is not assumed to be known. Furthermore, this assumption is much softer than considering noiseless position measurement, as in [11].

C. Proposed Observer Structure

The ASV dynamics and measured outputs in (7) and (8) can be divided into positional and rotational parts, according to (9) and (10). On the one hand, the positional non-linear dynamics are described by (9):

\[
\begin{align*}
\dot{x}_p &= A_p(\psi)x_p + B_p \tau + B_{\omega, p} \omega_p, \\
y_p &= \eta_p + n_p = C_p x_p + n_p,
\end{align*}
\] (9)

where \( x_p \equiv [\eta_p \nu_p \sigma_p]^T \in \mathbb{R}^6 \) is the positional state vector, being \( \eta_p \equiv [x \ y]^T, \nu_p \equiv [u \ v]^T, \) and \( \sigma_p \equiv [\sigma_u \ \sigma_v \ \sigma_w]^T \), where \( \sigma_u \) and \( \sigma_v \) represent the lumped generalised disturbances affecting the surge and sway accelerations, respectively; \( \omega_p \equiv [\omega_u \ \omega_w]^T \) is the time derivative of the corresponding components of vector \( \sigma \). The positional dynamic matrices \( A_p \in \mathbb{R}^{6 \times 6}, B_p \in \mathbb{R}^{6 \times 3}, B_{\omega, p} \in \mathbb{R}^{6 \times 2}, \) and \( C_p \in \mathbb{R}^{2 \times 6} \) are detailed in (10), where \( M_p^{-1} \) corresponds to the two first rows of \( M^{-1} \):

\[
A_p(\psi) = \begin{bmatrix} 0_{2 \times 2} & R_2(\psi) & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & I_{2 \times 2} \end{bmatrix}, \quad B_p = \begin{bmatrix} 0_{2 \times 3} \\ M_p^{-1} \end{bmatrix}, \quad B_{\omega, p} = \begin{bmatrix} 0_{2 \times 2} \\ 0_{2 \times 2} \\ I_{2 \times 2} \end{bmatrix}, \quad C_p = \begin{bmatrix} I_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \end{bmatrix}.
\] (10)
On the other hand, the rotational linear dynamics are described by (11):

\[
\begin{align*}
\dot{\chi}_\psi &= A_\psi \chi_\psi + B_\psi \tau + B_{\omega,\psi} \omega_\psi, \\
y_\psi &= \psi = C_\psi \chi_\psi,
\end{align*}
\]

where \( \chi_\psi = [\dot{\psi} \ r \ \sigma_\tau]^T \in \mathbb{R}^3 \) is the rotational state vector, \( \omega_\psi \) is the time derivative of the lumped disturbance component \( \sigma_\tau \). The rotational dynamic matrices \( A_\psi \in \mathbb{R}^{3 \times 3}, B_\psi \in \mathbb{R}^{3 \times 3}, B_{\omega,\psi} \in \mathbb{R}^3, \) and \( C_\psi \in \mathbb{R}^{1 \times 3} \) are given in (12), where \( M_\psi^{-1} \) is the third row of \( M_\psi^{-1} \):

\[
A_\psi = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad B_\psi = \begin{bmatrix} 0_{1 \times 3} \\ 0_{1 \times 3} \end{bmatrix}, \quad B_{\omega,\psi} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad C_\psi = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}.
\]

The proposed decoupling reveals a cascade structure, since the rotational dynamics are independent, and the positional dynamics are coupled with the rotational ones through the rotation matrix \( R_2(\psi) \). This fact is exploited in the definition of the observer structure.

Given the rotational dynamics (11), the linear rotational observer shown in (13) is proposed:

\[
\dot{\hat{\chi}}_\psi = A_\psi \hat{\chi}_\psi + B_\psi \tau + L_\psi (y_\psi - C_\psi \hat{\chi}_\psi),
\]

where \( L_\psi \) is a constant observer gain to be designed.

Notice that the positional dynamics (9) are coupled with the rotational ones through the matrix \( A_\psi \). The rotational dynamic matrices \( A_\psi \), \( B_\psi \), and \( C_\psi \) are given in (12), where

\[
A_\psi = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad B_\psi = \begin{bmatrix} 0_{1 \times 3} \\ 0_{1 \times 3} \end{bmatrix}, \quad B_{\omega,\psi} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad C_\psi = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}.
\]

Theorem III.1. Problem (1) (i) is solved provided that the constant observer gain \( L_\psi \) is computed by solving the optimization problem (16) and then applying (15).

\[
\begin{align*}
\min & \quad \beta_\psi \\
\text{s.t.} & \quad P_\psi \in \mathbb{R}^{3 \times 3}, \\
& \quad A_\psi^T P_\psi + P_\psi A_\psi + C_\psi^T W_\psi^T W_\psi C_\psi + I \leq 0,
\end{align*}
\]

where \( \beta_\psi \in \mathbb{R} \) is a decision variable. Notice that an asterisk has been used to mark the transposed element of the LMI (16d).

\[
V(e_\psi) = \frac{1}{2} e_\psi^T P_\psi e_\psi.
\]

The time derivative of the Lyapunov function candidate yields:

\[
\dot{V}(e_\psi) = \frac{1}{2} e_\psi^T \left[ (A_\psi - L_\psi C_\psi)^T P_\psi + P_\psi (A_\psi - L_\psi C_\psi) \right] e_\psi + e_\psi^T P_\psi (A_\psi - L_\psi C_\psi) e_\psi + e_\psi^T P_\psi B_{\omega,\psi} \omega_\psi.
\]

By defining \( W_\psi \equiv -P_\psi L_\psi \), the time derivative of the Lyapunov function candidate indicated in (17) can be expressed as follows:

\[
\dot{V}(e_\psi) = \frac{1}{2} e_\psi^T \left[ A_\psi^T P_\psi + P_\psi A_\psi + C_\psi^T W_\psi^T W_\psi C_\psi \right] e_\psi + e_\psi^T P_\psi B_{\omega,\psi} \omega_\psi.
\]
According to [42] and standard norm properties, if (16c) is satisfied, it implies that:

\[
\dot{V}(e) \leq -\frac{1}{2}\parallel e \parallel^2 + \parallel e \parallel \parallel P_v B_v \parallel \parallel \omega \parallel.
\]  
(20)

The inequality (20) implies that:

\[
\dot{V}(e) \leq -\frac{1}{2}(1-\theta_p)\parallel e \parallel^2,
\]  
(21)

where \(0 < \theta_p < 1\), whenever:

\[
\parallel e \parallel \geq \frac{2\parallel P_v B_v \parallel \parallel \omega \parallel}{\theta_p}.
\]  
(22)

Therefore, according to Assumption I, the rotational estimation error dynamics (17) are ISS with respect to \(\omega\) and:

\[
\parallel e \parallel(t) \leq \max\{\Xi(\parallel e(0) \parallel, t), \phi(\parallel \omega \parallel)\},
\]  
(23)

where \(\Xi\) is a \(KL\) function [37] and \(\psi(\parallel \omega \parallel)\) is a \(K\infty\) function defined as:

\[
\psi(\parallel \omega \parallel) = \frac{\lambda_{\text{max}}(P_v)2\parallel P_v B_v \parallel \parallel \omega \parallel}{\lambda_{\text{min}}(P_v) \theta_p}.
\]  
(24)

Notice that \(\omega\) is bounded due to Assumption I. Hence, the rotational error dynamics are ISS with respect to \(\omega\).

Moreover, the asymptotic or final estimation error bound \(\parallel e \parallel\) can be reduced by minimizing \(\parallel P_v B_v \parallel\), or equivalently, minimizing the decision variable \(\beta_p\) such as \(\parallel P_v B_v \parallel \leq \beta_p\). This can be done by solving the LMI-based optimization problem shown in (16), where the Schur complement [45] has been applied to obtain the constraint indicated in (16d) related to the condition \(\parallel P_v B_v \parallel \leq \beta_p\). Once the optimization problem is solved for the decision variables \(P_v\), \(W_v\), and \(\beta_p\), the observer gain \(L_p\) can be computed by applying (15).

**Remark 3.** The LMI optimization problem (16) can easily be solved using any LMI software package, such as SeDuMi [46] and YALMIP [47]. Moreover, both the optimization problem (16) and the computation of the rotational observer gain (14) are performed only once and offline, in such a way that only the observer dynamics (13) must be implemented online, thus not compromising the computational feasibility of the observer, even on limited-power single-board computers.

**Remark 4.** A given velocity of convergence of the rotational observer can be ensured by placing its continuous-time poles at specific locations in the complex plane. If the real part of all poles is intended to be located on the left of \(-\delta_{\phi,1}, \Re(\varphi) \leq -\delta_{\phi,1}\), where \(\delta_{\phi,1} \in \mathbb{R} \geq 0\) and \(\varphi \in \mathbb{C}\) are the rotational error dynamics poles, the LMI (25) can be included in the optimization problem (16) as an additional constraint [48]:

\[
A_p^T P_v + P_v A_p + C_p^T W_p^T + W_p C_p + 2\delta_{\phi,1} P_v \leq 0.
\]  
(25)

The value of \(\delta_{\phi,1}\) is the only tuning parameter of the rotational observer, related to the minimum required velocity of convergence. Indeed, the inverse of \(\delta_{\phi,1}\) is related to the time constant of the convergence of the rotational observer to the actual values of the estimated variables.

Therefore, solving the optimization problem (16) with objective function (16a) and constraints (16b)-(16d) and (25) gives rise to an ISS rotational observer with respect to the disturbance \(\omega\), with minimization of the estimation error bound and velocity of convergence defined by the tuning parameter \(\delta_{\phi,1}\).

**Remark 5.** Since the pair \((A_p, C_p)\) is observable, the optimization problem (16) is feasible. Note that \(\beta_p\) can be made as big as needed to satisfy (16d). The feasibility is not compromised even if the additional constraint (25) is considered, since, for a linear observable system, the poles of the error dynamics can be located anywhere. Furthermore, the faster the poles are chosen, the bigger the final error bound will be.

### B. Positional Observer Design and Analysis

The time-varying observer gain \(L_p(\psi) \in \mathbb{R}^{6 \times 2}\) is proposed to be continuously updated as in (26):

\[
L_p(\psi) = -T_p^{-1} P_p^{-1} W_p R_p^T(\psi),
\]  
(26)

where \(T_p \in \mathbb{R}^{6 \times 6}\) a block-diagonal coordinate transformation matrix, defined as indicated in (27):

\[
T_p = \begin{bmatrix} R_p^T(\psi) & 0_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & I_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & I_{2 \times 2} \end{bmatrix}.
\]  
(27)

Constant matrices \(P_p \in \mathbb{R}^{6 \times 6}\) and \(W_p \in \mathbb{R}^{6 \times 2}\) are part of the solution of the LMI optimization problem (28):

\[
p_{\min}^{p, W_p, \beta_p} \beta_p
\]  
(28a)

\[
\text{s.t. } P_p > 0,
\]  
(28b)

\[
A_{0,p}^T P_p + P_p A_{0,p} + C_p^T W_p^T + W_p C_p + r_{\min}(S_p^T P_p + P_p S_p) + I \leq 0,
\]  
(28c)

\[
A_{0,p}^T P_p + P_p A_{0,p} + C_p^T W_p^T + W_p C_p + r_{\max}(S_p^T P_p + P_p S_p) + I \leq 0,
\]  
(28d)

\[
\begin{bmatrix} -\beta_p I & P_p T_p B_{\omega,p} k_{n,p} & W_p k_{n,p} \\ * & -\beta_p I & 0 \\ * & * & -\beta_p I \end{bmatrix} \leq 0,
\]  
(28e)

where \(\beta_p \in \mathbb{R}\) is a decision variable, \(k_{n,p} \in \mathbb{R} \geq 0\) the weighting parameter for robustness against disturbances and \(k_{n,p} \in \mathbb{R} \geq 0\) the weighting parameter for noise rejection, and

\[
A_{0,p} = \begin{bmatrix} 0_{2 \times 2} & I_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & I_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \end{bmatrix},
\]  
(29)

\[
S_p = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]  

Notice that \(T_p B_{\omega,p} = B_{\omega,p}\) thus the LMI (28e) is well posed.

Please also notice that, in order to compute the observer gain (26), the heading \(\psi\) must be accurately known, which is true according to Assumption 3. From this value, one can obtain the matrices \(T_p^{-1}\) and \(R_p(\psi)\), necessary to compute the observer gain \(L_p\) shown in (26).
It is worth mentioning that the optimization problem (28) must be only solved once and offline to get the constant matrices $P_p$ and $W_p$. Afterwards, the observer gain $L_p(\psi)$ can be easily updated with (26). Notice that only this updating law and the positional observer dynamics (14) must be implemented online.

**Theorem III.2.** Problem (11) (ii) is solved provided that the time-varying observer gain $L_p(\psi)$ is computed by initially solving the optimization problem (28) and then applying (26) in a continuous manner.

**Proof.** The dynamics of the positional error can be computed as indicated in (34):

$$
\dot{e}_p = \dot{\chi}_p - \dot{\chi}_p = A_p(\psi)\chi_p + B_p\tau + B_{\omega,p}\omega_p - (A_p(\psi) - L_pC_p)\chi_p - B_p\tau - L_pC_p\chi_p - L_pn_p = (A_p(\psi) - L_pC_p)e_p + B_{\omega,p}\omega_p - L_pn_p.
$$

(30)

Because of the presence of $\psi$, the positional dynamics turn out to be non-linear. In order to analyse the stability properties of the estimation error, a coordinate transformation will be applied to the positional error. Then, using the transformation matrix previously defined in (27), one can define:

$$
z_p = T_p e_p.
$$

(31)

The time derivative of this transformed positional error is given in (32). Notice the presence of the time derivative of $T_p$, as this is not a constant transformation:

$$
\dot{z}_p = T_p \dot{e}_p + \dot{T}_p e_p,
$$

(32)

where $T_p$ is given by (33):

$$
\dot{T}_p = rS_{T_p} T_p.
$$

(33)

From (30)-(31), the evolution of the transformed positional error can be computed:

$$
\dot{z}_p = T_p(A_p(\psi) - L_pC_p)T_p^{-1}z_p + rS_{T_p}z_p + T_pB_{\omega,p}\omega_p - T_pL_pn_p.
$$

(34)

Notice that

$$
T_pA_p(\psi)T_p^{-1} = \begin{bmatrix} I_{2\times2} & 0_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & I_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & 0_{2\times2} \end{bmatrix} = A_{0,p},
$$

(35)

which was defined in (29). In a similar way,

$$
C_pT_p^{-1} = \begin{bmatrix} I_{2\times2} & 0_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & I_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & 0_{2\times2} \end{bmatrix} = \begin{bmatrix} R_2(\psi) & 0_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & R_2(\psi) & 0_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & R_2(\psi) \end{bmatrix} C_p.
$$

(36)

By defining $L_p\equiv -T_pL_pR_2(\psi)$, the dynamics of the transformed positional error can be rewritten as in (37):

$$
\dot{z}_p = (A_{0,p} + rS_{T_p} + L_p, C_p)z_p + T_pB_{\omega,p}\omega_p + L_p, R_2^T(\psi)n_p.
$$

(37)

In order to analyse the stability of the transformed positional estimation error dynamics (37), a Lyapunov function candidate is proposed in (38), where $P_p \in \mathbb{R}^{6\times6}$ is a positive definite matrix according to (28c) and (28d) are satisfied, it implies that:

$$
V(z_p) = \frac{1}{2}z_p^TP_pz_p.
$$

(38)

The time derivative of the Lyapunov function (38) yields:

$$
\dot{V}(z_p) = \frac{1}{2}z_p^T(A_{0,p} + P_pA_{0,p} + C_pT_p^T P_p + P_pL_pC_p)z_p + z_p^T P_p r(S_{T_p}z_p)z_p + z_p^T P_p T_p B_{\omega,p}\omega_p + z_p^T P_p R_2^T(\psi)n_p.
$$

(39)

By defining $W_p \equiv P_pL_p, \omega_p = k_{\omega,p} \omega_p$, and $n_p \equiv k_{n,p}n_p$, (39) can be expressed as follows:

$$
\dot{V}(z_p) = \frac{1}{2}z_p^T(A_{0,p} + P_pA_{0,p} + C_pT_p^T \omega_p + W_pC_p + r(S_{T_p}z_p)z_p + z_p^T P_p T_p B_{\omega,p}\omega_p + z_p^T P_p R_2^T(\psi)n_p)
$$

(40)

where $k_{\omega,p} \in \mathbb{R} \geq 0$ is the weighting parameter for robustness against disturbances and $k_{n,p} \in \mathbb{R} \geq 0$ is the weighting parameter for noise rejection, and:

$$
G_p \equiv \begin{bmatrix} I_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & R_2^T(\psi) \end{bmatrix} \in \mathbb{R}^{4\times4},
$$

(41)

$$
\Gamma_p' \equiv \begin{bmatrix} \omega_p' \\ n_p' \end{bmatrix} \in \mathbb{R}^4.
$$

Once again according to (42) and standard norm properties, if (28c) and (28d) are satisfied, it implies that:

$$
\dot{V}(z_p) \leq -\frac{1}{2}z_p^2 + ||z_p|| \cdot ||P_p B_{\omega,p}k_{\omega,p} + W_p k_{n,p}|| \cdot ||G_p|| ||\Gamma_p'||.
$$

(42)

Notice that $||G_p|| \leq 1$, given the definition of the rotation submatrix $R_2(\psi)$. The inequality (42) implies that:

$$
\dot{V}(z_p) \leq -\frac{1}{2}(1 - \theta_2) ||z_p||^2,
$$

(44)

where $0 < \theta_2 < 1$, whenever:

$$
||z_p|| \geq \frac{2||\Upsilon_p|| ||\Gamma_p'||}{\theta_2}.
$$

(45)
Therefore, according to Assumption 1, the estimation error dynamics (37) are ISS with respect to $\Gamma_p$:

$$\|z_p\|(t) \leq \max\{\Xi_p(\|z_p(0)\|, t), \phi(\|\Gamma_p\|)\},$$

where $\Xi_p$ is a $\mathcal{KL}$ function [37] and $\phi_p(\|\Gamma_p\|)$ is a $\mathcal{K}_\infty$ function defined as

$$\phi_p(\|\Gamma_p\|) = \sqrt{\frac{\lambda_{\max}(P_p) - 2}{\lambda_{\min}(P_p)}} \frac{\|\Upsilon_p\|\|\Gamma_p\|}{\theta_2}.$$  

Notice that $\Gamma_p$ is bounded due to the constraints imposed to $\omega_p$ and $n_p$ in Assumptions 1 and 3 respectively. Hence, the transformed positional error dynamics are ISS with respect to $\Gamma_p$, and in turn to $\Gamma_p \equiv [\omega_p, n_p]^T$, since the difference between both vectors is only a scaling factor, which is used to allow the user to select the trade-off between robustness against uncertainties and noise rejection. Moreover, from the definition of the transformed error (31), the dynamics of the original positional error $e_p$ are also ISS with respect to $\Gamma_p$.

Finally, the proposed design must be proved to minimize the final bound of $\|e_p\|$. It holds that $\|e_p\| = \|T_p^{-1}z_p\| \leq \|T_p^{-1}\|\|z_p\|$. Then, the minimization of $\|z_p\|$ is sought.

The final estimation error bound $\|z_p\|$ can be reduced by minimizing $\|\Upsilon_p\|$ for given constants $k_{\omega,p}$, $k_{n,p}$, or equivalently minimizing $\beta_p$ such that $\|\Upsilon_p\| \leq \beta_p$. It can be done by solving the optimization (28), where the Schur complement [45] has been applied to obtain the constraint (28c), related to the condition $\|\Upsilon_p\| \leq \beta_p$. Once (28) is solved for the decision variables $P_p$, $W_p$, and $\beta_p$, the time-varying observer gain is computed online by applying (26).

The LMI-based optimization problem (28) can be solved using any LMI software package, such as those mentioned in Remark 3.

Remark 6. Once again, in the case of the positional observer a given velocity of convergence can be ensured by placing its continuous-time poles at specific locations in the complex plane. If the real part of all poles is intended to be located on the left of $-\delta_{p,1}$, $\Re(\phi_p) \leq -\delta_{p,1}$, where $\delta_{p,1} \in \mathbb{R} \geq 0$ and $\phi_p \in \mathbb{C}$ are the positional error dynamics poles, the LMs indicated in (48) can be included in the optimization problem (28) as additional constraints [48]:

$$
\begin{align*}
A_{\delta_{p},P_p}^T P_p + P_p A_{0,p} + C_{p}^T W_p^T + W_p C_p \\
+ r_{\min}(S_{p}^T P_p + P_p S_{p}) + 2\delta_{p,1} P_p &\leq 0, \\
A_{\delta_{p},P_p}^T P_p + P_p A_{0,p} + C_{p}^T W_p^T + W_p C_p \\
+ r_{\max}(S_{p}^T P_p + P_p S_{p}) + 2\delta_{p,1} P_p &\leq 0.
\end{align*}
$$

Hence, solving the optimization problem (28) with objective function (28f) and constraints (28b)-(28e) and (48) ensures an ISS positional observer with respect to the disturbances $\omega_p$ and noises $n_p$, with the minimization of the final estimation error bound. The tuning parameters of the positional observer are the scalars $\delta_{p,1}$, $k_{\omega,p}$, and $k_{n,p}$, which module the velocity of convergence, robustness against disturbances, and noise rejection, respectively. For the sake of a better understanding of the available degrees of freedom, Table IV summarizes the influence of each tuning parameter, which may serve as a good help for the user, while Fig.1 represents a block diagram of the complete proposed observer.

Remark 7. The optimization problem (28), including the modification in Remark 6 is feasible when $r_{\min} = r_{\max} = 0$, since the pair $(A_{0,p}, C_p)$ is observable. The increase of those values, one positive ($r_{\max}$) and the other one negative ($r_{\min}$), will shrink the space of solutions in $P_p$, hindering the feasibility of the problem. A formal feasibility analysis is left for future work.

IV. SIMULATION RESULTS

This section shows several simulation results that verify the effectiveness and robustness of the proposed estimation strategy and compare it to similar approaches. The CyberShip II (a 1:70 scale replica of a supply ship for the North Sea) has been used as the test-bed; its geometric and hydrodynamic identified parameters have been obtained from [39] and are summarised in Table II. Notice that not all these parameters are required to be accurately known by the observer, since only estimates of the parameters included in the inertial matrix $M$ described in (5) are required to implement the observer, as shown in Section III but they are necessary to simulate the CyberShip II performance.

Since the performance of the estimator does not depend on the control law, as stated in Section II open-loop simulations are presented below. In particular, sinusoidal signals with random amplitude, frequency and bias are applied to the control actions (force $F_u$ and torque $\tau_r$), as well as to the external disturbances $F_{w,u}$, $F_{w,v}$, and $\tau_{w,r}$, to generate realistic vessel motion (positive surge, sway lower or equal than surge, yaw achievable for standard propellers). In the next subsections, the initial kinematics and dynamics of the ASV are $\eta(t=0) = [0 1 0]^T$ and $\nu(t=0) = [0 0 0]^T$, whereas the initial condition for the estimator is $\hat{\eta}(t=0) = \hat{\nu}(t=0) = [0 0 0]^T$.

A. Comparison with Similar Approaches

The proposed estimator will be compared with the one described in [11], which was proposed for noiseless measurements. For the noiseless scenario, the tuning parameters are chosen as $k_{n,p} = 0$, $k_{\omega,p} = 1$, thus all the effort is put into disturbance rejection. The considered maximum and minimum values of the yaw velocity are $r_{\max} = -r_{\min} = 0.8727$ rad s$^{-1}$.

Table III includes the standard deviation of the estimation errors for the velocities and disturbances for a complete simulation. The results provided by the observer in [11] and the one proposed here are compared. The tuning parameters, $\epsilon$ for the observer in [11] and $\delta_{i,1}$ for $i=p,\psi$, control the velocity of convergence.

Several conclusions may be drawn from the simulations included in Table III. First of all, for the noiseless case, both $\epsilon$ and the pair $\delta_{i,1}$ can be tuned to reduce the error (approaching zero for the ideal noiseless case). However, the proposed algorithm allows to weight the rotational and positional components differently and thus provides the user...
TABLE I: INFLUENCE OF THE TUNING PARAMETERS OF THE PROPOSED ESTIMATOR

| Parameter | Low values | High values | Notes |
|-----------|------------|-------------|-------|
| $\delta_{\psi,1}$ | Higher steady-state error & lower velocity of convergence | Lower steady-state error & higher velocity of convergence | No noise assumed |
| $\delta_{p,1}$ | Lower steady-state error | Higher velocity of convergence | With noise |
| $k_{\omega,p}$ | Lower disturbance rejection | Higher disturbance rejection | For fixed $k_{n,p}$ |
| $k_{n,p}$ | Higher noise sensitivity | Lower noise sensitivity | For fixed $k_{\omega,p}$ |

![Block diagram of the complete system](image)

**Fig. 1**: Block diagram of the complete system

TABLE II: PARAMETERS OF THE CYBERSHIP II [39]

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $m$       | 23.8 kg | $Y_{e[v]}$ | -36.47287 kg m$^{-1}$ |
| $I_z$     | 1.76 kg m$^2$ | $Y_{e[r]}$ | -0.805 kg |
| $x_g$     | 0.046 m | $Y_r$ | -7.25 kg m s$^{-1}$ |
| $X_u$     | -2 kg  | $Y_{r[v]}$ | -0.845 kg |
| $Y_c$     | -10 kg | $Y_{r[r]}$ | -3.45 kg m |
| $Y_r$     | 0 kg m | $N_v$ | 0.0313 kg m s$^{-1}$ |
| $N_{\phi}$| 0 kg m | $N_{e[v]}$ | 3.95645 kg |
| $N_{\phi}$| -1 kg m$^2$ | $N_{e[r]}$ | 0.13 kg m |
| $X_u$     | -0.72253 kg s$^{-1}$ | $N_r$ | -1.9 kg m$^2$ s$^{-1}$ |
| $X_{u|u|}$| -1.32742 kg m$^{-1}$ | $N_{r[v]}$ | 0.08 kg m |
| $Y_u$     | -0.88965 kg s$^{-1}$ | $N_{r[r]}$ | -0.75 kg m$^2$ |

with more freedom. This fact is illustrated by the values in bold in Table III.

When the measurements are affected by noises, the results are more interesting. The tuning parameters have been chosen as $k_{n,p} = k_{\omega,p} = 1$. As before, $r_{\text{max}} = r_{\text{min}} = 0.8727$ rad s$^{-1}$. Uniformly distributed random noises are considered in the position measurement, within ±0.2 m and frequency range between 0.1 and 0.5 Hz. The numerical results are included in Table IV. Only the positional variables are included, since no noise is assumed to affect the rotational dynamics.

Notice that, in the presence of noises, increasing the velocity of convergence (by means of a reduction of $\epsilon$ or an increase of $\delta p$) does not imply better performance as before. While the estimation errors on the surge and sway may be reduced, the errors on the lumped disturbances are increased and the whole state vector estimation turns out to be worse. This is the expected behaviour from (45), as faster dynamics will imply larger bounds for the final error and thus worse steady-state performance. Again, by suitable tuning of the observer parameters, the proposed estimator is able to reduce to a certain extent the estimation errors compared to the observer presented in [11].

Finally, some graphical results are included. Fig 2, 3 depict the estimation of the surge velocity $u$ and the sway-related disturbance $\sigma_v$, respectively, for the best two cases analysed before. These plots illustrate that the proposed observer is able to provide more accurate estimates of both velocities and lumped disturbances.

2State-of-the-art smoother algorithms can be employed to filter the GPS signal, such as [49].
TABLE II: STANDARD DEVIATION OF ESTIMATION ERRORS FOR SEVERAL ESTIMATORS: NOISELESS CASE.

| Estimator | Parameter | $e_u$ (m s$^{-1}$) | $e_v$ (m s$^{-1}$) | $e_r$ (rad s$^{-1}$) | $e_{\sigma_u}$ (m s$^{-2}$) | $e_{\sigma_r}$ (m s$^{-2}$) | $e_{\sigma_r}$ (rad s$^{-2}$) |
|-----------|-----------|--------------------|--------------------|---------------------|------------------------|------------------------|------------------------|
| [11]      | $\epsilon = 0.1$ | $1.9 \cdot 10^{-3}$ | $1.8 \cdot 10^{-3}$ | $2.8 \cdot 10^{-3}$ | $1.9 \cdot 10^{-2}$ | $1.8 \cdot 10^{-2}$ | $2.8 \cdot 10^{-2}$ |
|           | $\epsilon = 0.006$ | $7.2 \cdot 10^{-6}$ | $6.9 \cdot 10^{-6}$ | $1.0 \cdot 10^{-5}$ | $1.6 \cdot 10^{-3}$ | $1.1 \cdot 10^{-3}$ | $1.7 \cdot 10^{-3}$ |
| Proposed  | $\delta_{\psi,1} = 0.05$ | $3.9 \cdot 10^{-6}$ | $3.7 \cdot 10^{-6}$ | $8.9 \cdot 10^{-6}$ | $7.3 \cdot 10^{-3}$ | $6.9 \cdot 10^{-3}$ | $8.8 \cdot 10^{-3}$ |
|           | $\delta_{p,1} = 0.05$ | $3.9 \cdot 10^{-6}$ | $3.7 \cdot 10^{-6}$ | $8.9 \cdot 10^{-6}$ | $3.1 \cdot 10^{-7}$ | $7.2 \cdot 10^{-3}$ | $6.8 \cdot 10^{-3}$ |
|           | $\delta_{p,1} = 300$ | $3.9 \cdot 10^{-6}$ | $3.7 \cdot 10^{-6}$ | $8.9 \cdot 10^{-6}$ | $1.1 \cdot 10^{-3}$ | $1.9 \cdot 10^{-4}$ | $8.8 \cdot 10^{-3}$ |
|           | $\delta_{p,1} = 0.05$ | $1.9 \cdot 10^{-7}$ | $1.8 \cdot 10^{-7}$ | $8.9 \cdot 10^{-6}$ | $1.1 \cdot 10^{-3}$ | $1.9 \cdot 10^{-4}$ | $8.8 \cdot 10^{-3}$ |

TABLE IV: STANDARD DEVIATION OF ESTIMATION ERRORS FOR SEVERAL ESTIMATORS: NOISY CASE

| Estimator | Parameter | $e_u$ (m s$^{-1}$) | $e_v$ (m s$^{-1}$) | $e_r$ (rad s$^{-1}$) | $e_{\sigma_u}$ (m s$^{-2}$) | $e_{\sigma_r}$ (m s$^{-2}$) |
|-----------|-----------|--------------------|--------------------|---------------------|------------------------|------------------------|
| [11]      | $\epsilon = 0.2$ | 0.0898             | 0.0963             | 0.1028              | 0.1130                 |                        |
|           | $\epsilon = 0.1$ | 0.0730             | 0.0788             | 0.1369              | 0.1498                 |                        |
| Proposed  | $\delta_{\psi,1} = \delta_{p,1} = 1.2$ | 0.0822             | 0.0890             | 0.0845              | 0.0944                 |                        |
|           | $\delta_{\psi,1} = \delta_{p,1} = 2.2$ | 0.0713             | 0.0765             | 0.0899              | 0.1002                 |                        |

Fig. 2: Estimation performance of the surge $u$ for two different estimators

Fig. 3: Estimation performance of the sway disturbance $\sigma_v$ for two different estimators

B. Tuning Capabilities of the Proposed Observer

This section intends to show the tuning capabilities that the proposed observer provides to the user. Parameter $\delta_{\psi,1}$ controls the velocity of convergence of the rotational estimator. Regarding the positional observer, parameter $\delta_{p,1}$ modules the velocity of convergence, while parameters $k_{n,p}$ and $k_{\omega,p}$ allow to achieve a user-defined trade-off between noise rejection and robustness against disturbances.

Firstly, an analysis of the influence of $\delta_{p,1}$ for fixed $k_{n,p} = k_{\omega,p} = 1$ is provided. Fig.4–5 depict the estimation of the surge velocity $u$ and the related disturbance $\sigma_u$, respectively. In the presence of noises, higher values of $\delta_{p,1}$ produce more accurate estimates of the velocities, but the estimates of the lumped disturbances are degraded. As theoretically expected, a higher value of $\delta_{p,1}$ leads to a more aggressive estimator, since the observer poles are forced to be on the left of $-\delta_{p,1}$ and the required velocity of convergence is greater. This means that the first derivative of the measured variables (velocities) may benefit from this aggressiveness, but the lumped disturbances, which are actually accelerations and thus the second derivative of the measured variables, turn out to be degraded. Therefore, this tuning parameter $\delta_{p,1}$, in addition to controlling the velocity of convergence of the whole positional state vector (including velocities and lumped disturbances), might act as a way of promoting a more accurate estimation of some variables of $X_p$, according to the user’s aim. As expressed in Table II high values of $\delta_{p,1}$ lead to higher velocity of convergence, but also to greater steady-state errors of the whole positional state vector $X_p$, which will be focused on the lumped disturbances rather than the velocities, according to the simulation results shown in Fig.4–5.

In the case of the rotational variables $r$ and $\sigma_r$, which are assumed not to be influenced by noise, increasing $\delta_{\psi,1}$ only produces positive effects, as illustrated in Table III of the previous section. An illustrative simulation is shown in Fig.6.

Finally, this section analyses the influence of the weighting
parameters \( k_{\omega,p} \) and \( k_{n,p} \) on the performance of the estimator. To do this, one of them will be set and the other parameter will be modified. The values of \( \delta_{p,1} \) and \( \delta_{\psi,1} \) are set to zero, thus the poles of the closed loop dynamics can be located anywhere in the left-half plane. For the analysis, the estimation of the sway velocity \( v \) is considered. Fig 7 presents several simulations for different values of those parameters. For the sake of better understanding of the figures, it is worth mentioning that the internal disturbances due to the non-linear behaviour of the ASV are low-frequency signals, while the considered GPS noises are medium-frequency signals.

On the one hand, one can easily see that the higher the ratio \( k_{\omega,p}/k_{n,p} \) is, the more robust is the estimator to the disturbances in the sway. The best results are obtained with \( k_{\omega,p} = 100 \) and \( k_{n,p} = 1 \), as appreciated in Fig 7. On the other hand, if the ratio \( k_{\omega,p}/k_{n,p} \) is small, the noise rejection capabilities of the observer are remarked and a more filtered estimation of the sway is produced, thus highlighting the trade-off between disturbance rejection and noise sensitivity provided by the \( k_{\omega,p} \) and \( k_{n,p} \) tuning parameters.

V. CONCLUSIONS AND FUTURE WORK

In this work, a robust non-linear state estimator for ASVs has been presented, which allows recovering the unmeasured velocities and estimating the lumped generalised disturbances, considering that only the vessel position and orientation are measured, while the position measurement may be affected by bounded noise. The estimation of the lumped disturbances is a key issue to address motion control, since they lump together external non-measurable disturbances, non-linearities, and unmodelled dynamics. The vessel dynamics are decoupled between positional and rotational dynamics, which reveals a cascade structure where the rotational dynamics are independent and the positional ones are coupled with the former ones through the orientation. The observer design benefits from this issue by providing a set of meaningful parameters which allow the user to set the velocity of convergence of the positional and rotational estimates independently, as well as achieve a user-defined trade-off between noise rejection and robustness against disturbances in the case of the positional estimator. The simulation results show that the proposed observer outperforms previous similar approaches in the literature when both noiseless and noisy position measurements are considered.
Future work will consider the influence of bounded noise also affecting the orientation measurement and an analysis of the impact of the frequency of noises and disturbances on the performance of the estimation. Moreover, the experimental application of the proposed observer to a low-cost in-house-designed ASV is intended in the near future.
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