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Abstract
In recent years, space projects have evolved to faster and more variable projects. To adjust the design processes in accordance, new work methodologies arise, as the Concurrent Engineering (CE). This working discipline is characterized by collaborative design and the flux of information being improved by working in a dedicated environment. CE has been recently adopted by space industry for the preliminary design phase of spacecrafts and other space systems. However, this methodology does not envisage tasks prioritization, which is a fundamental aspect to achieve an optimal design solution with an efficient allocation of resources. In this work a variation of CE discipline by applying Agile methodologies (in which the aspect of task prioritization is essential), is proposed. Agile methodologies allow the proper distribution of the design effort depending on the project priorities, the state of the design and the requirements, in a continuous process to improve the design solution. The general aspects of the proposed method are presented and applied to the design of a space mission, the results being analysed and compared with to the classical CE process in order to outline its differences and similarities with CE and Agile methodologies and show its potential for a new environment for space project design.
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1 Introduction and background
The development of space missions in Europe has been largely linked to the European Space Agency (ESA) [1, 2]. ESA developed the European Cooperation for Space Standardization (ECSS), an initiative established to develop a coherent, single set of user-friendly standards to be used in all European space activities [3]. The ECSS standards divided the space project into seven phases (ECSS-M-ST-10C [4]), providing the number and type of documents that should be released, as well as the milestones and specific reviews to be conducted. System engineering as a discipline is also supported and organized by the ECSS standards [4, 5], being defined as a “collaborative and multidisciplinary approach that derives, develops and verifies a system solution that is balanced over its life cycle to meet stakeholders needs” [6]. The traditional system engineering method applied to space projects is based on a sequential approach, which usually follows a V-model diagram [7, 8] as shown in Fig. 1. The first step is related to the detection of a system solution and the study of its feasibility (phases 0/A of ECSS standards [4]). Therefore, a mission concept is defined through a set of requirements (upper-level system requirements). A conceptual design arises, and several design options are studied by trade-off analyses. Advantages and disadvantages are analyzed and ranked in terms of performance, cost and risk, selecting at the end the option that ranks higher overall [9]. The whole process requires several iterations, a continuous validation with the stakeholders and the need to define verification plans along with the requirements development process.

The sequential methodology is widely used in the general industry and has its own advantages. However, due to the complex nature of space systems, its application usually requires high amounts of time and includes a certain degree of complexity in the decision-making process. The interdependencies between subsystems could cause design conflicts. Usually, changes in one component have an impact (of
variable magnitude) on others and might produce a potential chain of changes in the whole system design.

In addition to the inherent complexity of space projects, the context in which they are developed highly influence the system engineering method to be used. As the nature of space projects changes, system engineering and management processes must be adapted to new environments and frameworks [10, 11]. Those new projects [12, 13] are more subject to the issues derived from the sequential design scheme, as project budget constitute a limitation in the development time and its associated cost. This has been evident in the evolution of space engineering projects, where transitions from sequential to concurrent design or from hierarchical to parallel processes have been observed in the last decades [14].

One of the methodologies that have been used in recent years is Concurrent Engineering (CE), mainly applied for the pre-design and reliability phases of the project (Phase 0/A) [15]. According to the definition adopted by ESA, CE is “a systematic approach to integrate product development that emphasizes the response to customer expectations. It embodies team values of cooperation, trust, and sharing in such a manner that decision making is by consensus, involving all perspectives in parallel, from the beginning of the product life-cycle” [16]. CE has established itself as a methodology of great importance in all areas of engineering, its application being studied in other areas such as manufacturing or quality [17].

Although it has a large number of followers [16, 18], CE has not yet been fully implemented in the industry (except in large companies/agencies such as ESA [19] or NASA [20, 21]). However, CE has proven to be a very useful tool in the universities [22], as the requirements of the academic environment include aspects that are shared with CE, such as teamwork or design sessions concentrated in a short period. CE is being applied as a learning tool in a large number of universities [23], such as the Technical University of Delft (FireSat satellite [24]) or Universidad Politécnica de Madrid (MEOW Satellite [25]).

While CE is growing in the space industry, software engineering is facing a different problem that also arises from the new nature and environment of current projects. New methodologies based on new enterprise concepts have emerged to adapt the design process to new projects, in which requirements and solutions evolve through all the phases. The Agile methodologies [26] are a set of new concepts characterized by iterative development, continuous code integration, and the ability to handle changing business requirements to

Fig. 1 The V-model of the systems engineering process, from International Council on System Engineering (INCOSE) [8]
develop software projects while allowing risk uncertainties to be managed. Agile methodologies have been applied to a large number of companies, having amply demonstrated their ability to improve practically any process, both in engineering or other fields [27].

CE and Agile methodologies (in particular, one methodology from the Agile family, the SCRUM approach) have certain aspects in common, such as parallel multi-tasking and the continuous design iteration as the development process moves forward. However, CE do not envisage a particular hierarchy among requirements. This means that resources are assigned for each discipline (i.e., orbit analysis, payload, structures, etc.) from start to end of the project, even if at certain times some of them do not have yet enough data to begin (or to continue) with their iteration. In contrast, SCRUM approach puts the requirements into a hierarchy, assigning more resources to the top priority ones.

The aim of this work is to present the evolution and improvements in the application of CE discipline by applying some characteristics of Agile methodologies, as the prioritization of tasks that, in turn, has as a consequence for the prioritization of requirements. If requirements are ordered hierarchically, the resources could be allocated on the basis of their priority so an optimization of the design process (in terms of cost and time) is achieved.

To present the method, this paper is organized as follows: the usual process of Concurrent Engineering is described in Sect. 2, which establishes the foundations of the method. A brief review about Agile methodologies is presented in Sect. 3 to focus on its main potentials that will be combined with CE in the new methodology proposed in this work. A description of the new methodology (focusing on its application scheme) is presented in Sect. 4. In Sect. 5, the method is applied for the design of a space mission as an illustrative example. Finally, some conclusions are presented in Sect. 6.

2 Concurrent Engineering fundamentals and its application to space systems design

Since the 1990s, CE has been conceived as a discipline to improve design and implementation processes of manufacturing systems. Although several different definition of CE can be found in the literature since its inception, the main fundamentals of CE can be summarized in four basic principles, as defined by Parsaie and Sullivan (eds.) in [28] and Smith [29]. Those principles are the increased role of manufacturing process design in product design decisions, the formation of cross-functional teams to jointly develop new products and processes, a focus on the customer throughout the development process and the use of lead time as a source of competitive advantage.

CE aims to address as many downstream issues as possible early in the design process. It relies on an integrated and parallel design of products and their related processes, including manufacturing, testing and support [30]. By facilitating such integrated design, CE makes it possible to reduce development lead times by executing the tasks simultaneously, without reducing the time required to complete the isolated design task. The reduction in delivery times can be significant and represents a competitive advantage for those companies that can apply it well.

As CE has been applied for over several decades in manufacturing engineering, it is within this field where the majority of CE variants have been developed and implemented. Indeed, it is in that field that differences between the traditional design process (“serial engineering”) and the application of CE are more evaluated. For example, methodologies as Point-Based Concurrent Engineering (PBCE) take the basic principles of serial engineering, but applying continuous evaluation and typical CE design loops. PBCE could be defined as an update from point-based design, but it still does not stray too far from the main drawbacks of point-based design [31]. The overall goal of these families of methodologies is to identify the “optimal” solution as soon as a design problem arises, and to avoid wasting time considering other options. Other methodologies exist, as Set-Based Concurrent Engineering (SBCE) that constitutes an alternative to PBCE where the benefits of working with multiple designs concurrently are included. All members of the design process “reason, develop, and communicate about sets of parallel and relatively independent solutions” [32]. This methodology has a series of advantages over the more traditional approach: it allows generating a reduction in costs both in terms of product and processes by defining multiple alternatives, it produces a reduction in development time by reusing previous knowledge and avoiding delays caused by late changes, and it produces a decrease in the risks, due to the consideration of larger sets and of several simultaneous solutions [33]. SBCE is based on a wide variety of design techniques, the basic notions can be summarized in two fundamental principles: (1) A large number of design alternatives should be considered, which will be discarded as the design progresses, and (2) Specialists must independently review a design, based on their field of expertise, and then look for regions of overlap between those solution sets in a multidisciplinary environment, to develop a final integrated solution.

2.1 Concurrent Engineering process in the space sector

Tamaskar et al. [34] identify a high level of complexity and uniqueness in aerospace systems: “aerospace systems are different from other engineering systems as they are
characterized by large heterogeneity of components, low number of production units, greater reliability and safety concerns, and high-performance requirements. Modern aerospace systems, which are designed to provide high performance and reliability while operating in extreme environments, have exposed the limits of conventional systems engineering tools and practices”.

Indeed, it is mainly due to this intrinsic complexity of space projects, that a modified version of CE has been adopted in the space industry. This version takes those CE principles that may be applicable to the design processes of a space project (e.g. the design of a spacecraft), and ignores or discards those that cannot be applied or are meaningless in this sector. In addition, it should be noted that due to the high reliability demanded to space systems and the high level of complexity in the design requirements, the CE concepts have been applied (at least currently at the time of this work) only to preliminary design stages (evaluation studies, phases 0/A) [6, 15, 16, 18].

Space projects are characterized also by their inherent uniqueness along with strong relationships between their elements. Those attributes mean that the impact of any change must be evaluated through all phases of the project life-cycle [34]. CE has demonstrated that the magnitude of this impact can be immediately identified and assessed. As a result, an early error detection is ensured, reducing the inefficiencies in the design process [25]. However, the use of CE procedures has a problematic side: as the amount of data generated (in terms of technical parameters and design information that must be collected and shared) is large, establishing an environment of data managing (storing, ordering and sharing) becomes a basic need. Efforts have been made in the last decade to create a set of open data exchange standards [18], allowing streamlined communication and data sharing between multidisciplinary design teams and the customer. This practice is known as Integrated Concurrent Engineering (ICE) [35, 36], and it is focused on the optimization of the design process in terms of time, replacing some of the physical and organizational boundaries by direct communication. Other studies have already focused on the complexity of space projects and the need to include collaborative design methods in the space design processes [37], which is not the same as CE, but its an important part of it.

CE concept, as is understood in the space industry, is based on two key elements: the idea of task parallelization (or performing tasks concurrently) and the need for taking into consideration all the elements of a product life-cycle from the beginning of the design phase [14]. CE methodology applied in the space sector maintains the full concept of collaborative design, in which different design experts work on each of one of the different subsystems that are involved in a space mission.

Another well-known property of CE is based on working with multiple designs at the same time. Several solutions are considered and analyzed simultaneously until the very last moment in the design process. Nevertheless, although this concept belongs to CE discipline and other variants such as SBCE, in the space industry it becomes somewhat blurred, due to the high level of complexity in the requirements. It means that, at the mission level, normally there are not many solutions that can meet the requirements without increasing the design risks. However, at subsystem level, an expert performing the subsystem design works with all the valid design options for this subsystem. The multiple solutions are reduced in an iterative process in which all the mission constraints and subsystems (and their multiple solutions) are analyzed and evaluated until convergence.

The application of CE is based on a continuous flow of system information, which is shared as parameters and design values, previously defined as inputs or outputs in a database. This means that all subsystems of a space project, and also the interfaces between them, must be defined as design parameters. It should be highlighted that these design parameters define a parametric design environment, which has proven to provide great advantages over other design concepts [38, 39]. CE philosophy implies an iterative design working environment: the subsystems are defined and the information is shared and updated until the mission requirements are fulfilled. Each step of this process is called an iteration. Once a closed design is achieved within an iteration, a new iteration arises so that the necessary modifications of design parameters are carried out. This procedure allows achieving an optimization of the previous iteration, whether of size, cost, weight, performance, etc. Once the iterative process has been completed (i.e., all the technical requirements and mission objectives are achieved), the results are studied in terms of feasibility and the strategies for verification are initially defined.

CE has demonstrated significant improvements over the traditional sequential approach [40]. Their application to complex problems allows assessing the impact of changes in the requirements from the beginning through the whole design process. It is well known that the time needed for starting the production of an element increases as the number of design changes increase. This effect is shown in Fig. 2, where a comparison between CE and traditional (or sequential) engineering is presented, making it clear that the application of CE saves time and facilitates the convergence of the solution to an optimized one.

As CE provides a collaborative, co-operative, collective, and simultaneous engineering working environment, their application contributes to avoid interface issues or errors due to design changes not being communicated fast enough between specialists. This advantage directly impacts in maintaining the high quality and reliability standards of the
space industry. In addition, the time reduction in the information sharing process allows to control, verify and identify inconsistencies of the space project budgets (as mass, power, volume and cost).

CE approach takes advantage of modern information technology, with a team of experts from different disciplines working simultaneously in a properly equipped facility and using a model-driven design process, allowing all the design parameters to be dumped into a single model that includes the main properties of the product (e.g. the spacecraft).

2.2 The concurrent design facility

A Concurrent design facility (CDF) is an advanced design room, equipped with networked computers, multimedia devices, and different installed and interconnected software. This properly equipped room allows implementation of the CE methodology in the development of space missions through interaction between design experts, data exchange, and information sharing (projectors, screens, etc.).

As mentioned, the IDR/UPM Institute currently has its own CDF at the UPM Montegancedo campus (Madrid, Spain), developed by an institutional agreement with the European Space Agency (ESA). The CDF consists of a software infrastructure that includes tools for the generation of the different models, integration between them to propagate data in real time, a documentation system, and storage capability. Several calculation models are available for each subsystem specialist to calculate and simulate their respective subsystem variables, which serve as tools to communicate with the database, thus sharing the design parameters, as well as facilitating the necessary calculations to define each one of the subsystems involved in the design of a space mission. Depending on the characteristics of the mission those calculation modules can be adapted by including new functionalities to be as complex as needed, or combined with commercial engineering software (i.e., NASTRAN/PATRAN®, ESATAN-TMS®, CATIA®, etc).

In addition to the database management system, this facility includes 13 workstations, an audio-visual distribution system, and a videoconference system (see Fig. 3). The CDF is being used and updated since its inception, by including the implementation of several sets of calculation modules: (1) the Open Concurrent Design Tools (OCDT), a set of design modules based on Microsoft®Excel®, developed by ESA [42], and (2) a set of design modules under development, programmed and implemented by IDR/UPM staff and students.

By applying CE in a CDF, the communication between the heads of the different subsystems is highly improved, since they are all in the same place at the same time. The CDF allows for instantly updating any design modification that may affect other subsystems, so it is transmitted to all the computers in order to share this update to the rest of the designers.

3 Overview of the Agile methodologies

The Agile methodologies are a set of tasks and procedures aimed to the management of projects in which the result is planned, created, verified and improved. They are those
development methods in which both the needs and the solutions evolve over time. This evolution occurs through teamwork of multidisciplinary groups that are characterized by having the following qualities: evolutionary and flexible development, team autonomy, planning and communication.

The principles that sustain Agile methodologies are focused on reducing the constraints of development procedures and on the development of quality products and services that respond to customer needs, whose priorities often change during the course of the project. Some key points are the need for self-organizing teams and the reduction of documentation (maximizing and improving its content as the project progresses), to increase speed and flexibility in the development process. These main properties are collected in the Agile Manifesto [26], and can be summarized in the following four main values:

- “Individuals and interactions over processes and tools”.
- “Working software over comprehensive documentation”.
- “Customer collaboration over contract negotiation”.
- “Responding to change over following a plan”.

In addition, agile methodologies have undergone constant evolution and adaptation as their application has increased in different industries, with different sizes and products. All this evolution and enforcement are collected annually in the “agile status quo” [43], a complete report that includes the main factors and results regarding the application of current agile methodologies.

A comparison between the main properties of the Agile methodologies and traditional project management methodologies are shown in [44]. Both traditional and agile-based software development methods have their own advantages and disadvantages. However, whenever possible, the agile approach should be considered, as it provides certain advantages, including the speed at which a functional product is achieved; and profitability, since making changes is less expensive than with the traditional approach.

3.1 Main Agile families: definition and properties

First, it is important to mention that all the variants of the Agile methodology have a series of advantages, which are: (1) Improve quality, minimize deliverable errors and improve customer experience and functionality; (2) Increase commitment, improving employee satisfaction and generating team awareness; (3) Speed, as it shortens production cycles and minimizes reaction and decision making times; and, (4) Increase productivity, by better allocating resources and improving production dynamically according to the priorities of the company. Some of the rules of the Agile methodologies have emerged as agile teams have learnt how to work together.

However, each rule should be applied in a particular context, so that each team can find the basic rules that allow them to better apply the Agile fundamentals. In particular, the following rules allow Agile concept application:

1. When there is uncertainty in a certain functionality, very optimistic estimates should be avoided.
2. Always have functionalities on the “bench” that can be developed in case things go better than expected.
3. The priorities of the functionalities shall be very well defined. Thereby, if things go worse than expected, one can be agile and quick identifying what should be left for the next iteration.
4. During the iterations some time shall be reserved for contingencies. It could be a certain percentage of the capacity of the team whose value will vary from iteration to iteration depending of several elements (support to previous deliveries, support to software in production, user training, etc.). If at the end nothing happens, the
functionalities that are in “the bench” could be developed.

5. Give immediate visibility to the client of unforeseen situations and their impact on development. Engaging the customer in daily meetings is key to making agile decisions.

6. Use checklists in everything the team learns and that is essential to ensure predictability.

Although there are different options for the application of Agile methodology, from the authors’ point of view, it should be highlighted the following ones: Scrum, eXtreme Programming (XP), feature driven development (FDD), adaptive software development (ASD), dynamic software development method (DSDM) and Crystal; the six being the most used alternatives found in the literature.

3.1.1 Scrum

Scrum [45] is a process framework based on Agile principles, characterized by the use of iterative and incremental life-cycles for product development and a managing philosophy based on roles, responsibilities and meetings. Through SCRUM, the product is released periodically so that the problems that may arise during the project development process are solved as soon as they become evident. This working scheme seeks to apply good collaborative work practices (as a team) facilitating the finding of optimal solutions to the problems that may arise in the project development process. Scrum is a flexible, adaptable, empirical, productive and iterative method that uses the ideas of industrial process control theory for the development of software systems [45].

The development process starts by following a road map that shows the high-level functional objectives and their associated temporal constraints, serving as a guide for task prioritization, so the effort is focused according to these priorities. With Scrum, regular and partial deliveries (sprints) of the final product are made, all of them with a previously established priority that arises according to the benefit they bring to the client. Therefore, the risks that may arise from extremely long developments are minimized. Scrum is specifically indicated for projects in complex environments, where results are needed immediately and where the following aspects are essential: innovation, productivity, flexibility and competitiveness.

3.1.2 eXtreme Programming

Known by its acronym XP (eXtreme Programming), it is a methodology based on a set of rules and good practices for developing software in highly changing environments with imprecise requirements. Therefore, it is focused on continuous feedback between the development team and the client.

XP is characterized by six phases: Exploration, Planning, Iterations to first release, Production, Maintenance and Death [46]. It is focused on enhancing interpersonal relationships as the key to success in software development, promoting teamwork, caring for developer learning, and fostering a good work climate. In addition, the individuals and the interactions among the development team on the process and tools are valued. People are the main success factor of a software project.

For this reason, as the project starts, all the requirements must be defined and then the effort must be invested in handling the changes that occur, thus minimizing the possibility of error. XP is based on simplicity and aims to improve customer satisfaction.

3.1.3 Feature driven development

Feature driven development (FDD) methodology is geared towards large teams (using larger teams than other Agile methodologies such as SCRUM). The Agile FDD methodology includes the figure of the project manager and an architecture phase.

It is concerned with quality, which is why it includes constant monitoring of the project. It helps to counteract situations such as over budget, program flaws or the fact of delivering less than desired. FDD provides guidelines, tasks, techniques and five sequential processes: Develop an Overall Model, Build a Feature List, Plan by Feature, Design by Feature and Build by Feature [46]. FDD software development focuses on iterative design and construction of the software product [46].

3.1.4 Adaptative software development

Adaptive software development (ASD) grew out from a rapid application development methodology powered by Highsmith [47]. ASD incorporates the principle of continuous adaptation, providing a work framework that encompasses concepts, guidelines and practices in order to encourage rapid, incremental and iterative development of complex systems with constant prototyping. In other words, its principle is to adapt to change instead of fighting against it.

3.1.5 Dynamic software development method

The dynamic software development method (DSDM) Agile Project Framework is conceived for its application in a wide range of projects, from small software developments to large projects. Born in a business environment, it allows applying an Agile approach in corporations accustomed to working with more traditional projects. The basic principle of DSDM is that the resources and timeframe are adjusted and then the
goals and the required functionality (that is not fixed) are adjusted accordingly [48].

3.1.6 Crystal

Crystal is an Agile software “family” of methodologies. It is subdivided into several types of methodologies depending on the number of people who are going to conform the project. However, all of them have a “genetic code” in common, since it shares a human orientation but done in a different way as the other Agile methodologies [49].

It puts a lot of weight on the revisions at the end of the iteration, encouraging the process to apply continuous improvement techniques automatically. Its assertion is that iterative development is to find problems early and then allow them to be corrected by placing more emphasis on people monitoring their process and improving it as development progresses.

One of its main characteristics is the vital importance given to the developers that make up the working group, which is why its study points are aimed at: Human aspect of the team, Team size, Communication between developers, Policies to follow and Physical workspace.

4 The proposed method: Agile-based CE methodology

As aforementioned in Sect. 2.1, all space projects have some points in common, being the main characteristics the uniqueness and the complex interdependence between the different disciplines involved (i.e., between subsystem technical specialists, scientific teams, quality and product assurance, project management, and others). When a pure Integrated Concurrent Engineering (ICE) approach is applied for the assessment phase within a CDF, the situation presented is similar to the one illustrated in Fig. 4. Starting from the definition of the technical requirements and constraints, and using the available schedule and resources, the design process arises, mainly focused on the subsystem definition and the relationships among them. Inter-dependencies are treated as design parameters and variables, which are shared between each participant or specialist.

When a result study (iteration) is obtained, a description of the spacecraft (S/C) design, its configuration, and constraints (in terms of cost, risk, and programmatic aspects) is provided. The refinement of the design is achieved through successive iterations of the same process.
One of the weaknesses of the ICE process applied in a CDF is the relative isolation of subsystem parameters, from the point of view of the specialist working module. While the process is fully coupled (i.e., all subsystems are interrelated among them), the specialists tend to have a partial view of the design, only knowing in full detail their own subsystem design. Indeed, only partial information about other subsystem designs is provided. This drawback is caused by the main design philosophy of the CE process, in which the information about other disciplines is only provided in terms of numerical values (the parameters inputs and outputs of the subsystem designs). This issue may be amplified when each subsystem development have different critical paths depending on the specific technical requirements of the project.

The proposal of this work is to develop a solution to solve this particular aspect of ICE application, by proposing an Agile-based methodology but focused on the CE. In particular, ICE methodology will be applied and, at the same time, some aspects of Agile philosophy will be integrated. The new method presented is therefore an attempt to merge and unite the potentials of both methods from the point of view of the space sector needs.

Within Agile-based techniques, a Scrum scheme will be implemented and combined with ICE. This decision is based on the fact that Scrum has been demonstrated as a good methodology for managing small and specialized teams where finding the problem solution based on a set of requirements is the goal [45]. In addition, Scrum framework is applicable to any project with aggressive deadlines, complex requirements and a certain degree of uniqueness, making it attractive for space industry where reducing development times have a significant impact on the development cost reduction.

Scrum principles were written by software engineers, but in the author’s opinion, they can be adapted to space engineering. The main difference between software and space projects is the nature of the goal on which these projects are focused. Space projects are focused on the development of a physical system (the spacecraft or the space equipment) that requires both hardware and software. This fact completely changes the paradigm, as hardware is not as reversible as software. Therefore, tasks such as manufacturing and testing cannot be programmed as quickly and frequently as the Agile method suggests. In addition, as Agile methodologies have grown, and as they have been implemented in a greater number of companies apart from the IT sector, different studies analyzing the difficulties of their implementation have emerged over the years [50, 51]. Nevertheless, in the first phases of a space project, in which no hardware is involved and only a design is pursued, are susceptible to being managed with the Scrum approach by forming cross-functional teams focusing on the priorities of the on-going phase.

Before presenting the new methodology (merging both ICE and Scrum), a brief summary of Scrum characteristics is provided. As aforementioned in Sect. 3, Scrum is based on a prioritization of the requirements, to focus the design effort to achieve the requirements that affect directly the needs of the customers. In addition, Scrum facilitates the search of optimal solutions to problems that may arise in the development process.

Scrum proposes regular and partial deliveries (called sprints) of the final product, all of them as a result of a previously established priority, which is determined according to the customer needs. It also includes daily meetings regardless of whether the prioritized requirements are met (sprints), called daily sprints. This structure allows to minimize the risks that may arise from extremely long developments. Scrum is specifically indicated for projects in complex environments, where results are needed immediately and aspects as innovation, productivity, and flexibility are essential. The objective is that, in each one of those sprints, all the improvements are put in common, so that all the experts have a global knowledge of the whole project. This knowledge is important to optimize the design and facilitates the decision-making processes.

The Scrum concept is outlined in Fig. 5 and it consists of two main phases. The first one is where the requirements to be fulfilled in the current iteration are selected from the whole requirement list (or requirements blacklog), defining the sprint blacklog. In the second phase two steps are held, one with a very low time-cycle (the short cycle) and one with a higher time-cycle, the sprint itself. In the first step, the state of the project in the current iteration is shared, including the definition of problems that may have arisen from previous iterations. The actions needed to solve them are discussed here. The sprint is performed once the tasks are precisely defined and all stakeholders have a clear vision on the main activities required in the current phase. As results of the sprint, a solution to the problem (the upgraded design or product) is released. A new iteration could be necessary to proceed with the remaining requirements from the requirements blacklog.

If approaches from ICE and Scrum are compared (see Figs. 4, 5), one may realize that the main difference is the allocation of resources during the course of the project. If all requirements are treated with the same level of priority (as performed in CE for space projects) and the resources are distributed between disciplines, this distribution may not be optimal. In certain circumstances, the mission requirements list can be organized to focus the initial effort on the most restrictive ones. Indeed, during the preliminary design of a space mission, some subsystems usually require certain parameters (as inputs) from other subsystems that are not defined at that time at the required level. This situation typically leads to a waste of time for the specialists assigned to...
subsystems requiring a high level of definition to set their inputs.

The methodology presented in this paper aims to solve this issue, exploiting the advantages of Scrum into ICE to assign resources and prioritize tasks. Space design, especially in space platform and satellite design, is characterized by fully focusing the design effort on requirements. Indeed, the ECSS define the design phases around the requirements. First phases of space projects are focused on the definition of the Mission Requirement Document (MRD), where the technical high-level requirements are defined and extracted from scientific needs. Those requirements define the mission in a broad aspect, as the orbital regime, the size of the system, the budgets –mass, power, cost-, etc. After MRD definition, the next phase is focused on the specification of the System Requirement Document (SRD). At this step, the requirements of the different subsystems are generated from the high-level requirements, marking the starting point for the system preliminary design.

ICE is usually used for preliminary design because allows classified the design process in several simultaneous small designs at subsystem or discipline level. For each discipline (i.e., structures and mechanism, attitude determination and control, electrical power, on-board electronics, communications, payload, etc.) several solutions are studied and compared by trade-off analysis. From this study, one or several subsystem solutions are developed and shared to find an optimal solution for the complete mission in terms of mass, power, cost and reliability. This process, although considerably faster than traditional design, often requires several iterations to identify incompatibilities between subsystems and their interfaces, due to the partial isolation between subsystem specialists (only a few set of parameters is shared between disciplines).

The methodology proposed here is based on the following principles:

- The mission requirements are prioritized, establishing an hierarchical order for subsystem design, depending on the number and the complexity of their inputs. This classification shall be performed retaining the versatility of the CE design scheme from Fig. 4.
- The available resources are distributed considering the requirements priority. In practice, this means that more resources will be allocated to fulfill primary requirements.
- The design process is broken down into small increments and tasks, instead of approaching the problem with large work packages. In each short iteration all members of the team work in the areas of subsystem design, analysis, and testing/review/quality, will update and share their progress with the rest of the team, by scheduling daily quick meetings. This process is similar to the first steps in a CE process, but in this case every member of the team works in the discipline or subsystem with a higher priority in the current iteration, so everyone gets a global view of the final solution.

To clarify the method, a possible design sequence for the development of a generic spacecraft is included in Fig. 6. It should be noted that the hierarchy between disciplines presented in the scheme of Fig. 6 refers to the definition of the subsystem inputs/outputs and their connections and, therefore, marks the start of the design stage for each of them. Additionally, it should be said that some activities might be performed in parallel (i.e., it could be possible to start the orbit definition before the end of the payload design).
The first step defined in Fig. 6 belongs to the payload definition and, therefore, to the main objectives of the mission. The payload requirements usually define the mission orbit. Without the knowledge of at least the main parameters of the orbit the power subsystem design cannot start, as the uncertainty in the orbital parameters leads to the absence of essential inputs. Likewise, defining a possible configuration for the spacecraft without the characterization of the subsystems (at least in the most relevant parameters, as mass, size, or number of elements) is complicated. It could lead to a high number of different configurations that shall be studied in later stages.

While ICE proposes to assign an expert (or a team, if required) to each subsystem, therefore performing the design of all subsystems at the same time, the proposed approach suggests the reallocation of the project resources at every step of the process, to the design experts who are involved and working in the design. Therefore, in the first stages within each iteration, the principal resources of the project are distributed based on the priorities. In practice, this means that a greater number of design experts will be assigned to the disciplines that have priority in the design (due to their design parameters). This allows increasing the capacities to study different possible design options for the most critical subsystems for the development of the mission. This way, as the project progresses and the iteration is being completed, the human resources are reallocated to more backward subsystems in the scheme (i.e., subsystems that require a greater level of detail in the design to establish their inputs).

Using this work concept, the design team has knowledge of the whole project (not only by the meetings that take place to inform about the design situation or the input parameters of each design module), as they have been part of that design and have participated in the proposed solutions. However, it could facilitate the process if every discipline has always assigned one design responsible, to analyze the potential implications of the decisions in the subsystem level design.

A scheme of the proposed methodology is shown in Fig. 7. At the first step, the requirements and constraints lists (objectives, environment, lifetime, payload, reliability, schedule, technology, and budgets) in addition to the study requirements lists (budget, study level, planning, and resources), are used to define the mission requirements list. These requirements define the mission concept and they are the primary foundation for the S/C design. In each iteration (sprint), the System Scrum manager (a combination of the System Engineer and the Scrum Master), along with the ICE Team and the Product Owner (The customer, typically the science team), define the mission requirements prioritization list depending on the particular properties of the mission and the design process scheme (which may be different for each mission). The design sequence and the engineering efforts inside of a sprint are prioritized, as explained in Fig. 5.

In each sprint, there also exist various progress meetings (the short cycles in SCRUM terminology) to share the state of each discipline, including all the information relevant for the whole project to anticipate potential risks. At the end of each sprint, the mission requirements prioritization list is revised and new requirements are included, re-distributing the human resources to the new scenario. At the end of the design process, when all the requirements are included and discussed, the optimized solution is obtained (S/C design, S/C configuration, launcher definition, risk analysis, cost analysis, simulations, etc.).
Within ICE process, another advantage of this proposal is the reduction in the number of parameters that must be used simultaneously, reducing the amount of data to be shared and actualized. This might result in a less demanding system in terms of data environment, widening ICE to missions of all sizes and characteristics.

5 Application case: results and discussion

The IDR/UPM Institute has developed over the years a considerable expertise in conducting feasibility design sessions at its CDF, in both academic and industrial projects. Among these projects, it could be highlighted the phase 0/A design for various micro-satellites (50 kg-class), as the UNION LianHé [52] or the UPMSat-2 (successfully launched on September 2\textsuperscript{nd} 2020, in the VV-16 (SSMS-POC) Vega flight), whose missions are devoted to technological demonstration of equipment and payloads developed by the space industry. Among other projects, it could be emphasized the NANOSTAR project\footnote{https://nanostarproject.eu/}. It is articulated around an international consortium (European universities, aerospace clusters, and ESA Business incubation centers), whose objective is to support emergent technologies in nanosatellites, using them as a learning tool of first level. Within this project, several CE studies have been performed, including challenges between teams of young aerospace engineers or students from several universities to compete for the creation of innovative designs for space missions with multiple purposes: CubeSats moon-flyby missions, missions dedicated to studying the survival in space of marine photosymbiotic worms, satellites formation flight mission at L2, etc. Another milestone at the IDR/UPM Institute’s CDF was the participation in the 1st ESA Academy Concurrent Engineering Challenge, organized by ESA Academy’s Training and Learning Centre. IDR/UPM system engineers, along with a team of Master students, developed a 300-kg satellite to identify feasible areas for a future human base in the Moon surface [25].

In the IDR/UPM institute, and in most of the facilities where ICE is applied in the space sector, the CE concepts are mainly used for the preliminary phases of the space mission life-cycle. In those phases, space engineers must study the system as a whole, in order to find a solution that complies with the mission top-level requirements. Several design options are investigated, both at the design level of the subsystem itself, where multiple options are studied; as well as at the level of the complete platform, where the different
options achieved are compared depending on the fulfillment of the requirements. Therefore, as the mission is more subjected to changes, the advantages of applying CE are more accentuated, due to aspects as fast reaction to changes and time savings. It is in this context where the application of SCRUM approaches within the ICE methodology shows its further benefits.

In the following subsection, a case study performed in the IDR/UPM CDF is presented. The main objective is to illustrate comparison between the application of the traditional ICE procedure (used for the aforementioned space projects) and the new proposal of integrating Agile methodologies within ICE. This application example aims to show the possible improvements that have been noticed as a result of carrying out several studies in the CDF. Sessions were guided for professional system engineers. The design experts responsible for each activity were students from the M.Sc. in Space Systems (MUSE) of UPM [53]. Therefore, the profiles of designers in this experimental session are space engineer graduates (i.e., early career professionals) with specialized training in ICE design in CDFs [54].

### 5.1 Application case: comparative CDF sessions

As mentioned, a comparison between the solutions achieved by using usual ICE and by using the proposed methodology, applied to the preliminary design of a space mission, is presented in this subsection. The design case was carried out by a group of 15 aerospace engineers (MUSE students when the study took place) and 2 system engineers, IDR/UPM professors specialized in system engineering, orbital analysis, power generation and distribution, etc, and who have directed several CDF session.

Two express CDF sessions were performed (3 days), implementing the two design methodologies: (i) the first session, called Group 1, managed the session as is usual in ICE (Fig. 4); (ii) the second session, Group 2, implemented the modified Agile-based CE methodology proposed in this paper (Fig. 7).

The CDF infrastructure and calculation modules used in both sessions were usually used by IDR/UPM staff for space missions design. Therefore, the parameters shared among subsystems, the variables of a dependent nature, and the causality criteria employed are already well established. For example, structural parameters depend on payload size and launcher selection, the power subsystem depends on payload consumption and orbit parameters, etc. The type of components used for a particular subsystem (for example, the type of actuators and sensors that compose the Attitude Determination and Control Subsystem) and the possible design options were studied and compared by the specialist in charge of the subsystem design, and advised by the System SCRUM Manager (system engineers).

Both sessions entailed the phase 0/A design of a CubeSat to image the Earth’s surface. In particular, the main objective was to study the thaw on Mount Fuji (Japan). The mission was presented to the two groups through a technical report, obtained after a meeting with the project manager and the science team. Some of the more complex requirements were simplified, so that they could be met in a reduced session of 3 days (e.g., the thermal requirements were simplified to a margin for the entire S/C). Although the mission was adapted to the level of knowledge of the students, it was intended to be comparable to an usual CDF mission design session for more complex missions and systems.

The mission-level (top-level) requirements were the followings: the S/C shall be launched from the ISS; the payload shall include a system to obtain and process images of Mount Fuji and at the time of separation between the satellite and the ISS; and a de-orbit system is required at the end of the mission. The entire mission requirements list is shown in Table 1. In addition, the design was carried out by complying with the CubeSat design specifications (standard) and minimizing mass and cost.

The main steps followed to obtain a preliminary design complying with the mission requirements were similar in both approaches. First, a study of the mission (high-level) requirements was carried out, to derive the corresponding technical (system-level) requirements for the subsystems. It should be noted that, in any space project, high-level and system-level (or low-level) requirements shall be distinguished. High-level requirements are related with the overall mission, in terms of its performances and constraints. On the other hand, system-level requirements are related with

| ID   | Definition                                                                 |
|------|---------------------------------------------------------------------------|
| RQ-001 | The S/C shall be launched from the ISS                                     |
| RQ-002 | The S/C shall include an imaging system with 600x400 pixels resolution for Earth observation (Mount Fuji) |
| RQ-003 | The S/C- ISS separation shall be imaged with a resolution of at least 0.5 m at a distance of 500 m |
| RQ-004 | The S/C De-Orbit Mechanism (DOM) shall be treated as a black box with 0.3 kg mass and 0.1 × 0.1 × 0.05 m³. |
| RQ-005 | The S/C DOM shall be positioned faced to the velocity vector              |
| RQ-006 | The S/C shall accomplish with the CubeSat design specifications          |
the particular performances of the subsystems, in terms of purpose (i.e., conditions under which the subsystem is used), operational constraints, resource utilization and operational modes (i.e., nominal, contingency, etc). The combination of both high- and system-level requirements provides a requirement tree (or function tree) showing their inter-dependencies. At last, a technology matrix is developed listing the system requirements/functions and for each, a potential technology or technological element. Some information is also delivered as the maturity of the technology (technology readiness level); proof of company’s maturity concerning the knowledge and master-ship of the technology, including a description of the necessary technology acquisition activities, and the identification of potential risks (e.g., technology availability, programmatic and financial aspects).

Once the system-level requirements are extracted and studied and the technology matrix is developed, the design process could began. In fact, Group 1 started the design as usual in ICE, with the study of similar past missions, the assignation of responsibilities and the initial search for solutions. However, in the case of the Agile-based ICE proposed here, an intermediate action is needed. The system-level requirements are hierarchically ordered so that a prioritized requirement/function tree is extracted. This action defines the coherent order for the subsystems design and marks a prioritization of tasks.

It should be also appointed that, due to the academic definition of the mission, in the Group 2 design sessions carried out the roles of System SCRUM Manager and Product Owner (in the terms defined in Scrum methodology) were unified in a single person jointly undertaking both tasks.

After those initial steps, as previous designs are essential for CE processes, the missions database was checked by both Group 1 and Group 2 to find past missions with a certain level of similarity. This action is essential to study previous solutions and implement lessons learnt from past missions. Later, the design phase began, where solutions at subsystem level were identified and checked with the technology matrix. As usual in ICE, within each subsystem several solutions complying system-level requirements were proposed. Trade-off analyses were subsequently carried out in a search for low-risk solutions with reduced mass and costs budgets.

At that point, an iterative process started for both session groups. For Group 1 design, one iteration implies that a complete solution for the overall mission is achieved since all system requirements are retained (subsequent steps will be dedicated to cross check mission design and requirements and starting a new iteration). The duration of an iteration is very variable (depends on the complexity of the mission) but, for this application, only two iterations were performed in the three days session.

For Group 2 the process is significantly different. Since system-level requirements have been prioritized, a reduced number of conditions and constraints are presented in the process. Each iteration, called sprint in this case, is faster and allows the study of a big set of possible solutions. After each sprint, possible solutions are analyzed and compared in a search for the optimum. The duration of the sprints is conditioned by the number of requirements included but, for this application, about three sprints by session day were needed.

In the following subsections, the work carried out and the goals achieved in the two CDF sessions, Group 1 and Group 2, are described. To show a better comparison in terms of the gradual evolution of the design process, the description is organized day by day.

5.1.1 CDF session, Day 1

Group 1 was divided into all disciplines according to the different subsystems (one or two engineers per subsystem depending on its complexity). After the definition of the roles, a detailed study of the imposed requirements was carried out and the system-level requirements were derived. Once the mission requirements were defined and understood, the design of all the subsystems began.

In the case of Group 2, the definition and study of the requirements includes one additional step: the prioritization, directed by one of the system engineers that acted as System SCRUM Manager and Product Owner (see Fig. 7). Once the requirements were sorted according to their priority, a subgroup of them was selected and the mission design began, focused on the fulfillment of the selected requirements. As a consequence, the subsystems also were prioritized, according to the mission requirements and the defined design sequences (see Fig. 6). The engineers were distributed according to the subsystems and the requirements that had been selected for the current sprint. Specifically, at the first step, they were divided between mission analysis, payload, and power subsystem. This prioritization will be usual in many space missions, where payload performances and constraints define the objective orbit and the power required by the system and, accordingly, the power subsystem design is significantly constrained by the selected orbit.

The subsystems distribution, both for Group 1 and Group 2, is collected in Table 2. Prioritization has been designated by a letter, from higher priority (A) to lower (C), both for the mission requirements and the subsystems. The prioritization of the subsystems was carried out according to the requirements hierarchy.

At the end of the day, Group 1 was able to advance in the design of several subsystems, typically orbital analysis and payload. However, at this time, some subsystems (as communications, ADCS, or OBDH) do not have enough information (parameters or inputs) to begin their design. As usual in ICE, the initial inputs of those subsystems are estimated using statistical data from previous designs (those
from the missions database of the CDF that were found to have similarities with the proposed missions). However, the effectiveness and utility of the estimated parameters will depend on the extent of the available database, as well as the particularities of the mission being carried out. As usually occurs, such data are more subjected to changes in the forthcoming iterations.

On the other hand, Group 2 presented a slower start. Indeed, a fraction of the session time was needed to define the prioritized requirements and subsystems from the requirements tree. Two teams of two engineers were included in the payload, four teams of two engineers were assigned to mission analysis and three engineers were in charge of the power subsystem design. Several possible solutions were analyzed and studied to relate the orbit properties with aspects as image capturing quality and ground station contacts. As the design progress (after several design sprints), several valid solutions were achieved. At the end of the session, since a large amount of resources were assigned to the prioritized subsystems (especially mission analysis), they achieved a higher level of definition than in the case of Group 1, although, on the contrary, some subsystems remained undefined (Table 2).

### 5.1.2 CDF session, Day 2

At the beginning of day two, Group 1 continued with the design of all subsystems from their previous state. The design study and information data of previous session was shared and actualized in the form of design parameters. This actualization usually causes that the number of possible design solutions at subsystem level is reduced considerably. As all the subsystems are further defined, more information is shared and cross checked, so that the intersections between the solutions of the different subsystems rapidly decline. After two iterations, and at the end of the day, a first design option meeting the requirements was achieved. Henceforth, the design was frozen and the process restarted to refine the design and to study another design solutions, to minimize the budgets of the mission (in terms of mass, power, and cost).

Group 2 started the day with the definition of the new sprint priorities, including new ones added from the requirements tree. Therefore, a re-allocation of resources was needed to start the design of new subsystems. While part of the engineers continued with the iterations on the subsystems already defined, both to achieve a better solution and evaluate the inherent risks, or to find and study new design solutions; others moved to the new subsystems, as shown in Table 3.

It should be noted that a fraction of the engineers assigned to one subsystem are not experts in that field, but they are experts in some of the subsequent subsystems, which come later in the design sequence (Fig. 6). This approach has proven to be effective to provide different points of view in the design process. Indeed, it is a common practice in the aerospace sector to create multidisciplinary groups of experts that give advice to the design team in dedicated meetings. The proposal here is to include this multidisciplinary character in the design process itself (not only through meetings), increasing the agility in the decision-making process.

Throughout the day, and once convergence in the solution was achieved, human resources were transferred from one subsystem to another, preferably between the ones with a direct relationship (see in Table 3 the increments of participants in each team).

### 5.1.3 CDF session, final day

On the last day of the sessions, Group 1 was able to select an optimal solution for the complete preliminary design among all the design options studied and refined. This

---

**Table 2** Subsystems definition and prioritization for the two CDF sessions conducted at the first day

| Subsystem              | Group 1 Teams size | Prioritization | Group 2 Team size | People increment | Prioritization |
|------------------------|--------------------|----------------|-------------------|------------------|----------------|
| Mission analysis       | 2                  | None           | 8                 | –                | A              |
| Power                  | 2                  | None           | 3                 | –                | A              |
| Communications         | 1                  | None           | 0                 | –                | B              |
| Ground Station         | 1                  | None           | 0                 | –                | C              |
| Payload                | 1                  | None           | 4                 | –                | A              |
| ADCS                   | 2                  | None           | 0                 | –                | B              |
| Propulsion             | 2                  | None           | 0                 | –                | B              |
| Thermal                | 1                  | None           | 0                 | –                | C              |
| OBDH                   | 1                  | None           | 0                 | –                | C              |
| Structure/Configuration| 2                  | None           | 0                 | –                | B              |
design allowed to fix the mass, power and cost budgets (including margins).

On the other hand, Group 2 reorganized the student group to complete all the subsystems design, as it is shown in Table 4, ending also the day with a preliminary design. The final design for both groups is presented in Table 5.

The preliminary design solution for Group 1 was a 3U CubeSat of 4 kg mass and 5.5 W of average power consumption, and an estimated lifetime of 8 months. The solution achieved by Group 2 was a 2U CubeSat of 2.7 kg mass, 4.8 W of average power consumption and 10 months of estimated lifetime. Differences between both designs are substantial in global terms (size, mass, power, and lifetime) because the level of refinement was higher for Group 2. In addition to the global differences in the design, the fulfillment of the initial requirements was also different for both groups. The design proposed by Group 1 was able to complete a total of 100 passes over Mount Fuji, with a total number of 54 images, due to light conditions (imaging system can only operate in sunlight conditions). As the software simulations demonstrate, these images were obtained with a quality of around 60 m per pixel (with a 600 × 400 of pixel resolution). The capacity of the communications subsystem designed allowed downloading all the images in each contact (in terms of data rate), and the on-board computer had enough memory capacity for the storage of the acquired data in case a maximum of three failed contacts occur. Group 2

---

**Table 3** Subsystems definition and prioritization for the two CDF sessions conducted at the second day

| Subsystem       | Group 1 | Group 2 |
|-----------------|---------|---------|
|                 | Teams Size Prioritization | Team Size People Increment Prioritization |
| Mission analysis| 2 None | 2 − 6 A |
| Power           | 2 None | 3 0 A   |
| Communications  | 1 None | 2 +2 B  |
| Ground Station  | 1 None | 0 0 C   |
| Payload         | 1 None | 2 − 2 A |
| ADCS            | 2 None | 2 +2 B  |
| Propulsion      | 2 None | 2 +2 B  |
| Thermal         | 1 None | 0 0 C   |
| OBDH            | 1 None | 0 0 C   |
| Structure/Configuration | 2 None | 2 +2 B |

**Table 4** Subsystems definition and prioritization for the two CDF sessions conducted at the third day

| Subsystem       | Group 1 | Group 2 |
|-----------------|---------|---------|
|                 | Teams Size Prioritization | Team Size People Increment Prioritization |
| Mission analysis| 2 None | 1 − 1 A |
| Power           | 2 None | 1 − 2 A |
| Communications  | 1 None | 1 − 1 B |
| Ground Station  | 1 None | 2 +2 C  |
| Payload         | 1 None | 0 − 2 A |
| ADCS            | 2 None | 1 − 1 B |
| Propulsion      | 2 None | 1 − 1 B |
| Thermal         | 1 None | 2 +2 C  |
| OBDH            | 1 None | 2 +2 C  |
| Structure/Configuration | 2 None | 4 +2 B |

**Table 5** Comparison of final properties of group 1 and group 2

| Property                  | Units | Value  | Group 1 | Group 2 |
|---------------------------|-------|--------|---------|---------|
| Volume                    | 3U    | 2U     |         |         |
| Mass (kg)                 |       | 4      | 2.7     |         |
| Average power consumption (W) | 5.5   | 4.8    |         |         |
| Lifetime (months)         | 8     | 10     |         |         |
| Mount Fuji access (number) | 100   | 120    |         |         |
| Images number (number)    | 54    | 61     |         |         |
| Images quality (m per pixel) | 60   | 68     |         |         |
| Orbit control and maintenance (–) | No | Yes |         |         |
was able to improve the results of Group 1 in terms of orbit stabilization. Due to the high level of prioritization in the mission analysis discipline (see Table 2), a detailed analysis of the decrease ratio of orbit altitude was performed at the first stage of the design (day 1). As conclusion, Group 2 ADCS and propulsion disciplines start their design on day 2 with an additional input for orbit control and maintenance. This was not the case for Group 1, so no orbit maintenance was defined at this stage. Therefore, the design of Group 2 was able to pass over Mount Fuji 120 times, increasing the number of images to 61 until mission finished due to orbital decay. The imaging quality was also improved up to 68 m per pixel. Like Group 1, the capacity of the communications subsystem allowed downloading all images in each contact (data rate). However, the on-board computer memory capability was reduced (to reduce its mass and size), been able to store the data of a maximum of two failed contacts.

5.2 Discussion

First of all, it was noted that the level of optimization reached by Group 2 was higher than the one obtained by Group 1. This fact was not only observed by the results, but by the development process itself, since the authors took on the role of System Engineers (for Group 1 and System SCRUM Manager (for Group 2) and reviewed the whole design process. On the one hand, the level of fulfillment of the requirements was different. By obtaining a longer operating time and a better resolution, Group 2 managed to improve the operation of the S/C. In addition, by obtaining a smaller S/C, a reduction was also achieved in terms of mass and consumption, which results in an important decrease in the total cost of the mission.

Beyond the solutions achieved that, in fact, could be affected by external factors, an important aspect is extracted from the study about the applied methodologies. As is usual in ICE, the optimization phase occurs once a valid design is achieved [55], by means of successive iterations throughout the design. However, by the method proposed here, the optimization phase is embedded in the design phase itself. Indeed, as more resources were assigned to mission analysis and payload, a higher number of possible solutions were studied (including some time for the finding of innovative solutions), as well as the inherent risks of all of them. Then, the final decision results more robust and a database of different solutions can be created for subsequent stages.

In this way, characteristics of methods as SBCE are recovered [31–33], improving them with a greater allocation of resources, which generates that different subgroups have the possibility of studying different design options.

These improvements are mainly produced by the two main concepts that have been achieved by combining an agile methodology such as Scrum with CE: the task prioritization and the re-allocation of resources during the design process.

In the space sector, an inherent prioritization of tasks is always performed since the beginning of the design process: the requirements are classified, as has been aforementioned, into high (mission) and low (subsystem)-level requirements [55–58]. With the proposed methodology, the prioritization is embedded into the design process itself, so that more resources are allocated for the most critical actions, which often means being able to study more design solutions.

However, for prioritization to be able to obtain its maximum potential in this new methodology, the second mentioned improvement must be implemented: the re-allocation of resources. As already mentioned, from the first moment in the design, the prioritization of requirements means that not all the subsystems start the design at once. This is beneficial in the first place, since many of these subsystems require that some others have a certain level of development, in order to obtain a necessary minimum number of inputs for their definition [15, 18, 55]. However, it is important to note that the criteria followed for this re-allocation is essential. The re-allocation should be performed between subsystems related to each other, so that the information already analysed can be useful for their design. Although the design responsible for each subsystem has to be an expert in this field, other designers are able to give their point of view (as experts of other disciplines directly related). For example, an engineer in charge of defining the communications or power subsystem should already have knowledge of the orbit definition for his own subsystem. Including him/her in the mission analysis design generates a different perspective away from the main objectives, since his/her decision criteria are based on his own subsystem. Nevertheless, this implies that there must also be a number of experts in each of the subsystems to be defined, which will depend on the size of the team itself.

6 Conclusions

Space missions have evolved from big missions with high development times and cost to small missions with more specific objectives (reducing size and cost). This tendency confirms the space mission design discipline as a dynamic process, in terms of adaptability and flexibility to the use of new technologies. Therefore, smaller development times are required and, as a consequence, an optimization of tasks is needed. However, in spite of this change of tendency, space mission design is still settled in the traditional concept of huge missions with high development times and cost.

CE applied to space sector emerged two decades over the past as a method to adapt space mission design to the new space paradigm. However, nowadays CE is not yet the usual design technique for most space missions and projects.
The method has remained static from an innovation point of view, still maintaining a traditional approach in their basis in spite of its potential. Other areas, as software development, have evolved in the same manner in terms of their environment, but an adaptation has been carried out affecting not only to the project concept itself but also to the design processes.

This work takes some of these new techniques (called Agile methodologies) used for software design discipline, but adapting them to be compatible with CE and, therefore, applied to space mission design. In particular, this work adapts the managing concept used in Agile methods to the CE usual scheme.

Both, CE and Agile methodologies have revealed as effective in their own application fields, as have been proved by their implementation in a significant number of companies and projects. As the method is based on these two design concepts, their basis and foundations are solid and well established.

The application of the new methodology shows an optimization in the development of the design, in terms of a better distribution of resources and a better structuring of the design phases. It allows, in the same development time, to achieve a more optimal solution, since waiting times associated with the lack of definition in certain fundamental subsystems are avoided. This improvement is accomplished due to the continuous optimization of the design during the whole preliminary design process.

Using the method proposed here, and as a result of the prioritization of requirements, the combination of CE and Agile methodologies in an application case within a CDF achieved an optimal pre-design for each subsystem at the end of each iteration (or sprint, if Agile nomenclature is used). As a result, no refinement of the design was required at the end of phase 0/A analysis.

On the contrary, for the application case using traditional CE, the iteration ends with a solution that does not necessarily correspond with an optimum. Indeed, as a result of the parallelization of tasks in the design, subsequent refinements and trend-off analysis must be performed by means of successive iterations of the overall design. As each iteration involves changes in at least one parameter (and this could, in turn, cause a chain of changes in several input or output parameters), a new loop in the design is required to ensure the convergence of the design solution.

During the design sessions carried out combining CE and Agile method, multiple small optimizations were made at the subsystem level, since several groups worked on them looking for different solutions. In this way, a greater optimization is achieved from early stages of the mission preliminary design. In addition, the waste of resources that usually occurs in CE process for subsystems that require a considerably high level of detail in their inputs, is minimized.

The higher optimization level from the CE plus Agile session is also caused by the flow of information associated with the project principal resource, the engineers. For instance, an engineer who defined the mission analysis will know perfectly its status and the main parameters that affects it. When this engineer is transferred to the communications subsystem design, he will have a greater vision of the properties of this subsystem, mainly affected by the mission analysis (orbital period, height, orbit type, ...). If another engineer coming from the payload definition joins this group, the communication team will know first-hand the main inputs that affects the subsystem design.

Usual CE development times for long-term projects are of a few weeks instead of 6-9 months for sequential (or traditional) design [18]. The application of the method proposed in this paper could, in turn, shorten even more the process. Indeed, the main advantages of the application of Agile method for the Concurrent Design of space systems (a substantial time reduction and a high level of optimization at the first stages of the preliminary design phase) and their effects should be amplified if they are applied to (standard) long projects rather than a short session for preliminary design.
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