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Injection of photoelectrons into gaseous or liquid dielectrics is a widely used technique to produce cold plasmas in weakly ionized systems for investigating the transport properties of electrons. We report measurements of the collection efficiency of photoelectrons injected into dense argon gas for $T = 152.7 \, \text{K}$, close to the critical temperature $T_c \approx 150.9 \, \text{K}$, and for $T = 200.0 \, \text{K}$. The high-field data agree with the Young-Bradbury model and with previous measurements below $T_c$ and at an intermediate temperature above $T_c$. The effective, density-dependent electron-atom momentum transfer scattering cross section can be deduced. However, the weak-field data near $T_c$ show large deviations from the theoretical model. We show that the electron behavior at weak field is influenced by electrostriction effects that are only important near the critical point.
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I. INTRODUCTION

The study of the injection of charge carriers into a gaseous or fluid dielectric is important for elucidating processes of both technological and fundamental interest whose knowledge is still far to be complete.  

Electrons can be emitted in several ways, for instance, using photo- or tunnel cathodes. They are directly injected into the conduction band of the dielectric medium. The energy separation between the Fermi level in the emitter and the bottom of the conduction band of the insulator can be measured. This methodological approach allows researchers to investigate the energy levels of the electrons in the medium and to shed light on the nature of their states in a dielectric host.

The energy, with which electrons are injected into the medium, is typically in excess of thermal. The excess energy is continuously dissipated via scattering events that eventually lead electrons to thermalization. Under the action of an externally applied electric field in competition with the image force field, electrons drift towards the anode, at which they are collected. The measured electron mobility is determined by scattering processes.

However, some of the injected electrons can be backscattered via the same scattering mechanisms and can be recaptured by the cathode. Thus, a measure of the electron collection efficiency may give useful pieces of information about the scattering processes a hot electron undergoes on its way to thermalization. It is expected that mobility- and collection efficiency measurements give a coherent picture of the scattering processes involving the excess electrons and the atoms of the medium.

Dense rare gases represent a model system of a disordered medium. The possibility of easily varying their density in a wide range between the dilute gas- (with density $N \approx 10^{-2}$ nm$^{-3}$) and the liquid region ($N \approx 20$ nm$^{-3}$) allows researchers to study how the electronic state and transport properties depend on density and degree of disorder.

In the past, Young and Bradbury (YB) developed a simple yet successful model to relate the collection efficiency of photoelectrons injected into a dilute rare gas to the strength of an electric field externally applied to the electrodes. According to this model, the collection efficiency is determined by the scattering processes and the scattering cross section can be determined from the electric field dependence of the collection efficiency. This model is quite successful at predicting the overall dependence of the collection efficiency on the
electric field strength at low gas density though the hypotheses, on which it is based, are somehow unreasonable.

More recently, the injection of electrons in dense argon gas and liquid has been investigated by using thin-film cold-cathode emitters. The analysis of the data according to the YB model in a wide density range has resulted in an unexpected density dependence of the electron-atom momentum transfer scattering cross section. Although the collection efficiency data of Smejtek et al. agree very well with our more recent measurements, their determination of the cross section is wrong because the correct description of the multiple scattering (MS) effects, which are very important at high density, was unavailable at the time of their measurements.

Numerical simulations based on Monte Carlo (MC) techniques based on classical trajectories have also been carried out in order to statistically investigate the electron injection process as a function of electric field and temperature in a way that is not influenced by the flaws of the YB model. As a matter of fact, MC simulations lead to a correct field dependence of the charge collected at the anode without giving a physical explanation of the result. Moreover, they fail at predicting the density dependence of the experimental observation because, even in this case, the MS effects are not accounted for at all.

Nowadays, the scattering processes in gases at high density are very well understood and the role of MS is clear. The difference with scattering at low density is due to the fact that multiple scattering affects the electron-atom scattering cross section. The analysis of the drift mobility data has resulted in the formulation of a unified heuristic model, in which MS effects lead to a density dependence of the effective cross section. This model agrees well with the mobility data in gases endowed with positive scattering length (such as helium and neon) up to densities, at which localization of electrons in density fluctuations sets in, and agrees with the mobility results in negative length gases (argon) up to even larger densities because electrons still propagate through them as quasifree particles with very long mean free path (mfp).

The theoretical tools for the correct interpretation of the charge collection process are thus available. For this reason, within our program aimed at measuring the electron drift mobility in dense rare gases we have also carried out measurements of charge collection efficiency.

In previous papers we have reported the experimental data in the one-phase region of
argon for \( T = 142.6 \) K below the critical temperature\(^{10} \) as well as for \( T = 177.3 \) K in the supercritical region\(^{11} \). Those measurements have been analyzed in terms of the YB model by taking into account the MS effect as requested by the model developed for the drift mobility. The main result is that the effective, density-dependent momentum transfer scattering cross section determined from the analysis of the collection efficiency data is absolutely compatible with its determination from the drift mobility measurements and that it can theoretically be calculated using the experimental zero-density electron-atom scattering cross section.

In this paper we present further data at \( T = 200.0 \) K and \( T = 152.7 \) K. On one hand, the goal of the measurements is to confirm the prediction of the analysis carried out for the previously investigated temperatures. On the other hand, the temperature \( T = 152.7 \) K has been chosen because it is so close to the critical temperature \( T_c = 150.9 \) K that very large densities can easily be reached. Both series of measurements confirm the results of the YB analysis. However, the data at weak field of the lower \( T \) isotherm unexpectedly show that another phenomenon, namely electrostriction, determines the collection efficiency of electrons.

The paper is organized as follows. In Sect. II the details of the experiment are reported. The experimental data are described in Sect. III. The discussion of the data in Sect. IV is divided into two parts. The first one, Sect. IV A, describes the analysis of the high-field data according to the YB and the MS models. The second one, Sect. IV B, describes the low-field data and their relationship with the phenomenon of electrostriction. Finally, the conclusions are drawn.

II. EXPERIMENTAL DETAILS

Electron injection into the dense gas is accomplished by using the well known pulsed Townsend photoemission method\(^{12} \). We previously used this technique for electron mobility measurements in dense neon\(^{14,15} \), helium\(^{16} \), and argon\(^{12} \). The experimental apparatus, schematically shown in Fig. 1, was used for electron mobility measurements in liquid, gaseous, and critical argon and details have been published elsewhere\(^{20,21} \). We briefly recall here its most relevant features.

The sample cell is made of a massive copper block that can withstand pressure up to more than 7 MPa. Pressure is measured with \( \pm 1 \) kPa accuracy. The cell is mounted inside
Argon of the highest commercially available purity (99.9999% by vol.) is used. Further purification is accomplished by flowing the gas through an Oxisorb filter (Messer Griesheim, Germany) so as to reduce the impurity content down into the parts per billion range or less as required to carry out accurate electron mobility measurements. The gas density is computed from temperature and pressure by using an accurate equation of state.

An ultraviolet (UV)-grade quartz window coated with a ≈ 10 nm thick Au layer is used as both photocathode and electrode for the drift voltage. The UV light source is a commercially available Xe flash lamp (Hamamatsu, model L2435) delivering light pulses lasting ≈ 1 µs each. The emitted light spectrum can be described by an asymmetric Gaussian peak centered at a wavelength λ_m ≈ 232 nm with left and right widths (−6, +28) nm, respectively. λ_m corresponds to photons of ≈ 5.4 eV energy.

The light is guided onto the photocathode by means of a UV-grade quartz fiber. Electrons extracted from the photocathode are injected into the gas and drift toward the anode under the action of an externally applied electric field. The electron current is integrated by an active integrator (charge sensitive amplifier) connected to the anode. Typically, a few millions of electrons per pulse are released in vacuo. The charge sensitive amplifier response is ≈ 3 mV/fC. The resulting output voltage signal is recorded and displayed on a digital storage scope.
In order to improve the signal-to-noise ratio, the electronic signals of 256 light bursts are averaged together for each electric field strength settings. The resulting average signal waveform is fetched by a personal computer connected to the scope for offline data processing. The waveforms are thus analyzed with numerical techniques to determine signal amplitude, hence collected charge, and electron drift time.

III. EXPERIMENTAL RESULTS

We report the experimental results of the measurements of the charge collected at the anode in dense argon gas in the supercritical region at $T = 152.7$ K, quite close to the critical temperature, $T_c \approx 150.9$ K, and at the much higher temperature $T = 200.0$ K. The two temperatures are sufficiently different so as to result in a 30 % difference in the electron thermal energy. Moreover, the lower temperature is close enough to $T_c$ so as to allow us to investigate the electron behavior at very high densities without having to resort to exceedingly high pressures. Actually, a maximum number density $N \approx 11.4$ nm$^{-3} = 1.4N_c$ has been attained, where the critical density is $N_c \approx 8.08$ nm$^{-3}$.

Experimental data at different temperatures in the one-phase region for $T = 142.6$ K $< T_c$ and in the supercritical region for $T = 177.3$ K have been previously published.

For all measurements, the electric field $E$ is set by the D.C. power supply in the range $0.1$ kV/m $< E < 40$ kV/m. At the high end of its range, it is weak enough to avoid breakdown or ionization of the gas. At the low end of the range we have always checked that contact potential effects are absent by realizing that the measured electron mobility is field independent.

It is customary to choose $E/N$ as a parameter to rationalize the data in swarm experiments. Actually, the drifting electrons scatter off the gas atoms and the mean energy in excess of thermal gained from the field over a mean free path $\ell = (1/N\sigma_{\text{mt}})$ is $eE\ell$, where $\sigma_{\text{mt}}$ is the electron-atom momentum transfer scattering cross section. Thus, for a given (and constant) cross section, $E/N$ is proportional to the excess electron energy gained from the field.

For this reason, in Fig. 2 we report the data of the charge $Q$ collected at the anode in supercritical argon gas for $T = 200.0$ K as a function of the reduced electric field $E/N$ for several isopycnals. The density range investigated for this temperature is $0.26$ nm$^{-3} <$
FIG. 2. $Q$ vs $E/N$ at $T = 200$ K for some isopycnals of density $N$ (nm$^{-3}$) = 3.31 (open diamonds), 2.57 (closed squares), 1.80 (open circles), 1.01 (crosses), and 0.256 (closed circles). Only a few isopycnals are shown for the sake of clarity. The solid line represents the $(E/N)^{1/2}$-dependence.

$N < 3.31$ nm$^{-3}$, whereas the reduced electric field range is $10^{-2} \text{mTd} < E/N < 160$ mTd ($1 \text{Td} = 10^{-21} \text{V m}^2$).

The behavior of $Q$ as a function of $E/N$ for $T = 200$ K favorably compares with the previously measured data for $T = 142.6$ K$^{10}$ and for $T = 177.3$ K$^{11}$. For $E/N \gtrsim 1.5$ mTd, $Q \propto (E/N)^{1/2}$ for all densities. In this region, the charge $Q$ collected at fixed $E/N$ increases with increasing the gas density $N$. A similar behavior, both as a function of $E/N$ and of $N$, was also observed for $T = 160$ K$^{7}$, though for $E/N > 10$ mTd, i.e., in a range of field strengths much higher than in the present case. By contrast, Monte Carlo simulations$^{13}$, that reproduce the correct reduced field dependence, predict a density ordering of the data opposite to the experiment.

For weaker fields, the density ordering of the data is reversed and also the field dependence changes towards a $(E/N)^{\gamma}$-law with $\gamma \geq 1/2$ and approaching 1 for the highest densities.
It is possible to rule out any space-charge effect as the cause of the observed low-field behavior of \( Q \) because the amount of charge injected during each light pulse is quite small and because the zero-field electron mobility \( \mu \approx 0.1 \text{ m}^2 \text{V}^{-1} \text{s}^{-1} \) is large even at the highest densities\(^{12,18}\). Moreover, the residual content of \( \text{O}_2 \) impurities is so small that the concentration of slow \( \text{O}_2^- \) ions is negligible.

Such a conclusion is supported by the analysis of the behavior of the photoelectric current measured at constant \( N \) in liquid argon at the normal boiling point \( T \approx 87 \text{ K} \) as a function of the electric field \( E^{25,26} \). At low injection level, the photocurrent rises \( \propto E \) at first and shows a crossover to a \( E^{1/2} \)-law at a field that roughly corresponds to 1 mTd. As the injection level is raised, the field dependence at low field gradually changes toward a \( E^2 \)-law, typical of a space-charge-limited regime, and the crossover region shifts to increasingly larger field strength.

The data obtained for \( T = 152.7 \text{ K} \) are displayed in Fig. 3. We first note that the collected charge is approximately a factor 10 smaller than for the experiment at \( T = 200 \text{ K} \). This is due to the fact that the UV-light source intensity was reduced by a similar factor in order to minimize the heat input into the gas when working close to the critical temperature. As a result the statistical quality of the data is a bit worse than for the other temperature.

In spite of this, the data for \( T = 152.7 \text{ K} \) show the same behavior of all other sets of measurements at high field strengths, i.e., \( Q \propto (E/N)^{1/2} \), where the density ordering of the data is normal, i.e., \( Q \) increases with increasing \( N \) at constant \( E/N \). It also shows a crossover region about \( 0.5 < E/N < 1 \text{ mTd} \) towards a steeper dependence on \( E \) at weaker fields.

However, in the weak field region the density ordering of the data is not simply reversed as for the other temperatures. Actually, \( Q \) shows a very peculiar dependence on \( N \) in the weak field region. This particular behavior can be best realized by plotting the data collected at constant \( E/N \) in the two extreme regions of weak- and strong fields as a function of \( N \), as can be seen in Fig. 4.

\( Q_5 \) is the charge collected at the anode for \( E/N = 5 \text{ mTd} \) and \( Q_{0.2} \) is the charge collected for \( E/N = 0.2 \text{ mTd} \). At high fields, \( Q_5 \) increases with increasing \( N \), as expected on the basis of the results of the measurements at all temperatures\(^{10,11}\). On the contrary, at weak fields, \( Q_{0.2} \) initially decreases with increasing \( N \). It shows a minimum at a density \( N \approx 6 \text{ nm}^{-3} \) well below the critical density \( N_c = 8.08 \text{ nm}^{-3} \). Finally, \( Q_{0.2} \) starts increasing again with \( N \).

We will show that the peculiar behavior of \( Q \) vs \( N \) at low field is due to electrostriction
FIG. 3. $Q$ vs $E/N$ at $T = 152.7\, K$ for some isopycnals of density $N\, (\text{nm}^{-3}) = 11.39$ (open squares), 9.89 (closed circles), 7.63 (crosses), 4.71 (triangles), 3.11 (diamonds), and 0.5 (crossed squares). Only a few isopycnals are shown for the sake of clarity. Solid line: $(E/N)^{1/2}$-law.

effects that are particularly important near the critical point whereas the data at higher fields are not influenced by electrostriction.

For this reason, the analysis of the experiment will be carried out in two distinct parts. In the first one, we will discuss the high-field data that give pieces of information on the electron-atom momentum transfer scattering cross section and the present results will be compared with literature results.

In the second part, the weak-field data will be discussed in the context of the electrostriction model developed earlier in order to rationalize the experimental results of the mobility of slow $O_2^-$ ions in near critical argon gas.$^{27}$
FIG. 4. $Q$ vs $N$ at $T = 152.7$ K for fixed values of $E/N$. $Q_5$ charge collected for $E/N = 5$ mTd (crossed squares, left scale). $Q_{0.2}$ charge collected for $E/N = 0.2$ mTd (circles, right scale).

IV. DISCUSSION

In this section we discuss the present experimental data and compare them with previous literature results. As anticipated, we first discuss the high-field data because they can be analyzed within the theoretical YB model and because they can be directly compared with previous measurements of charge collection efficiency in dense argon gas.

In the second part, we will discuss the low-field data because their behavior is deeply influenced by the fact that the measurements are carried out very close to the critical temperature. They cannot be rationalized without invoking the effect of criticality.

A. The high-field data

In this section, we show how the YB model, if supplemented with the knowledge of multiple scattering effects gathered in the experiments of electron mobility in dense noble gases, can successfully be applied to get an independent determination of the
electron-atom momentum transfer scattering cross section\textsuperscript{10,11}. To this goal, it is convenient to describe the fundamentals of the electron photoemission and thermalization processes, the details of the YB model, and the main features of the multiple scattering (MS) model.

1. The photoemission and thermalization processes

Electrons are extracted from a metal photocathode into vacuum by UV light when the photon energy exceeds the work function $W_v$ of the metal. A diagram of the energy band at the metal-gas interface is shown in Fig.5. If the photocathode is immersed in a dielectric medium, the threshold energy for photoemission $W_m$ is changed with respect to the vacuum value $W_v$ by the amount $V_0(N)$

$$W_m = W_v + V_0(N)$$

$V_0(N)$ is considered as the bottom energy of the electron conduction band in the medium\textsuperscript{2} and depends on the density $N$. $V_0$ may be positive or negative depending on the relative

![FIG. 5. Schematic diagram of the energy band at the metal-gas interface.](image)
weight of the positive electron excess kinetic energy due to the shrinking of the volume available to free electrons when the density is increased, and the negative polarization energy due to the medium polarization induced by electrons. In the case of argon, \( V_0 < 0 \) and less photon energy than in vacuo is required to extract photoelectrons from the metal.

Electrons photoemitted into the medium show a quite broad energy distribution whose highest energy is \( \mathcal{E}_0 = (hc/\lambda_m) - W_m \), where \( \lambda_m \) is the shortest wavelength in the UV light used and \( h \) and \( c \) are the Planck’s constant and the speed of light in vacuo, respectively.

The just injected electrons are epithermal and drift through the gas under the combined action of diffusion, of their own image field that pulls them back to the cathode, and of the externally applied electric field \( E \) that pushes them towards the anode. The net potential energy is

\[
V(x) = -\frac{e^2}{4\pi\epsilon_0 K x} - eEx
\]

in which \( x \) is the distance from the cathode into the gas, \( \epsilon_0 \) is the vacuum permittivity, and \( K \) is the relative dielectric constant of the medium. At the densities of the present experiment, \( K \approx 1 \) within a few \%.

\( V(x) \) has a maximum \( V_m = -2eEx_m \) at the distance \( x_m = (e/16\pi\epsilon_0 KE)^{1/2} \). The action of the electric field \( E \) is thus to lower the threshold energy for injection by the Schottky correction \( \Delta W = |V_m| \). In the present experiment, at the boundaries of the electric field strength range, we obtain \( x_m \approx 2 \mu m \) and \( V_m \approx 40 \mu eV \) for \( E = 0.1 \) kV/m, and \( x_m \approx 95 \) nm and \( V_m \approx 8 \) meV for \( E = 400 \) kV/m. We conclude that, in the present experiment, the electric field strength is always so small as to yield a Schottky barrier lowering smaller than the electron thermal energy \( \mathcal{E}_T = (3/2)k_B T = 20 \) meV for \( T = 152.7 \) K and \( \mathcal{E}_T = 26 \) meV for \( T = 200 \) K. Moreover, the position of the potential energy maximum is located very deep into the medium, even on the mfp scale.

Once injected into the medium with excess energy \( \mathcal{E}_0 \), the epithermal electrons undergo scattering processes leading them to backdiffusion and thermalization. The probability for electrons to be collected at the anode mainly depends on the length of the path travelled before getting thermalized compared with \( x_m \). In pure argon gas, only momentum exchange collisions occur that randomize the electron velocities leading to a slow loss of the initial kinetic energy of the electrons. A first possibility for the electrons is to be immediately backscattered upon injection and to get back to the cathode. Once this happens, the chance that a backscattered electron still diffuse towards the anode over the potential
barrier or directly tunnel through it is negligible because $x_m$ is large, because the electric field strength is quite weak, and because the temperature is quite low.\(^6\)

The remaining electrons that are not backscattered keep diffusing and lose their excess energy in a huge number of scattering events until they thermalize beyond the potential energy maximum and are collected to the anode.\(^7\)\(^,\)\(^36\)

The actual physical situation, however, may be far more complicated than this idealized picture. Actually, the escape probability is smaller the higher is the initial excess electron energy because electrons that have already crossed the the barrier at $x_m$ may have still residual energy to surmount it and any collision able to reverse their motion can send them back to the cathode.\(^37\)

2. The Young-Bradbury model

In the past many researchers aimed at explaining the ratio of the current measured in presence of a gaseous or liquid medium to the saturation current, i.e., the current collected in vacuo.\(^26\)\(^,\)\(^38\)\(^–\)\(^40\). Those results, however, cannot be validated as an exact analytical solution of the Boltzmann’s transport equation is not at hand, though numerical MC simulations have been employed to that goal.\(^13\)

Actually, the thermalization process is universally acknowledged to depend on the features of the electron-atom momentum transfer scattering cross section but is very complicated because a huge number of collisions is involved.\(^13\)\(^,\)\(^41\). Nonetheless, the extremely simplified YB model\(^9\) does a good job at describing the experimental results of charge collection efficiency in low density gases. The simplifying assumptions of the model and the results it provides are subject of strong criticism\(^7\)\(^,\)\(^13\) but, still, its simplicity is appealing. We will show that the YB model, if enhanced by the knowledge about multiple scattering effects gathered from the electron mobility measurements in dense noble gases, can still provide a very accurate description of the experimental data.

According to the model, an electron is removed from the current stream as soon as it is scattered backwards at such an angle that it can reach the emitter again. The effect of the image field is neglected but it is clear that it can only ease the process. The model further assumes that only reflections of the electrons at their first encounter are sufficient to calculate the return current.
An electron that undergoes a backscattering event at a distance $x$ from the cathode can return to the emitter if its velocity towards the cathode after the collision, $u$, is such that $(1/2)mu^2 \geq eEx$, i.e., if the kinetic energy associated with the motion towards the cathode is greater of the work done by the field over the distance $x$. The total electron kinetic energy at a collision with velocity $w$ is $(1/2)mw^2 = \mathcal{E}_0 + eEx$, in which $\mathcal{E}_0$ is the injection energy. Thus, the electron can return to the cathode if it is scattered within a cone subtending the solid angle

$$\Omega = 2\pi \left[1 - \left(\frac{x}{x + \mathcal{E}_0/eE}\right)^{1/2}\right]$$  \hspace{1cm} (3)$$

and the return probability $R$ is simply defined on a geometrical basis as

$$R(x) = \frac{\Omega}{4\pi} = \frac{1}{2} \left[1 - \left(\frac{x}{x + \mathcal{E}_0/eE}\right)^{1/2}\right]$$ \hspace{1cm} (4)$$

If some further hypotheses are assumed, namely, that the electric field is weak enough not to significantly deflect electrons before their first encounter and that the mean free path $\ell$ is negligible compared with the drift distance, the ratio of the observed current $I$ to the saturation current $I_0$ or, in the case of pulsed injection, the ratio of the charge $Q$ collected in the gas to the charge $Q_0$ collected in vacuo, can be calculated as

$$\frac{I}{I_0} \equiv \frac{Q}{Q_0} = \int_0^\infty \ell^{-1} \exp(-x/\ell) \left[\frac{x}{x + \mathcal{E}_0/eE}\right]^{1/2} \, dx$$

$$= \int_0^\infty e^{-y} \left[\frac{y}{y + d^{-2}}\right]^{1/2} \, dy$$ \hspace{1cm} (5)$$

Here, $d^2 = eE\ell/\mathcal{E}_0 = (eE/\mathcal{E}_0 N\sigma_{mt})$.

The integral in Eq. 5 is easy to be numerically evaluated as a function of the parameter $d \propto (E/N)^{1/2}$ and the result is shown in Fig. 6. For $d = (eE/\mathcal{E}_0 N\sigma_{mt}) \lesssim 0.2$, the ratio $Q/Q_0$ can be very well approximated by

$$\frac{Q}{Q_0} \approx \Gamma(3/2) \left(\frac{e}{\mathcal{E}_0 \sigma_{mt}}\right)^{1/2} \left(\frac{E}{N}\right)^{1/2}$$ \hspace{1cm} (6)$$

with $\Gamma(3/2) \approx 0.886$. In the conditions of the present experiment, we estimate $\mathcal{E}_0 \approx 0.35$ eV and assume $\sigma_{mt} \approx 8 \times 10^{-20}$ m$^2$ for thermal electrons\textsuperscript{42,43}, so that we can assert the validity of Eq. 6 for $E/N$ up to 1 Td or even more.

A further condition that must be fulfilled for Eq. 5 to be valid is that the fraction $R$ of electrons that are backscattered to the cathode after they crossed a distance $\ell$ is smaller
than the fraction $T = 1 - R$ of electrons arriving at the anode. How smaller $R$ has to be than $T$ is matter of speculation\textsuperscript{7}. We can write

$$T(\ell) - R(\ell) = \left( \frac{eE\ell}{\varepsilon_0 + eE\ell} \right)^{1/2} < \beta$$

(7)

Necessarily, $0 < \beta < 1$. In the present experiment, the strongest field is $E = 40$ kV/m, the longest mfp can be estimated to be $\ell \approx 10$ nm, so that the maximum work spent by the field turns out to be $eE\ell \approx 0.4$ meV $\ll \varepsilon_0 \approx 0.35$ eV and Eq.\textsuperscript{7} can be rewritten so as to yield a condition on $E/N$

$$\left( \frac{E}{N} \right) \gtrsim \beta^2 \frac{\varepsilon_0 \sigma_{mt}}{e}$$

(8)

If we use the value $\beta = 0.1$ as suggested in literature\textsuperscript{7} and if the previously estimated values of $\varepsilon_0$ and of $\sigma_{mt}$ are used, Eq.\textsuperscript{8} yields $E/N \gtrsim 0.3$ Td. Combining this estimate and the previous one, the validity of the YB model should be limited to the range $0.3$ Td $\lesssim E/N \lesssim 1$ Td.

---

**FIG. 6.** Ratio of the collected current to the saturation current $I/I_0$. Solid line: Eq.\textsuperscript{5} Dashed line: $\Gamma(3/2)(eE/\varepsilon_0 N\sigma_{mt})^{1/2}$. 
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A quick inspection of Fig. 2 and of Fig. 3 reveals that the $(E/N)^{1/2}$-law is obeyed over a far wider reduced field range. Previous high-field data\textsuperscript{7} as well as low-field data\textsuperscript{10,11} confirm that $(E/N)^{1/2}$-behavior is shown for much weaker reduced field than predicted by Eq. 8. An obvious reason for this discrepancy may be the choice of too large a value of $\beta$. At the same time, we have to stress the fact that it is not immediately clear what value for $\sigma_{mt}$ should be used in Eq. 8 owing to the strong dependence of $\sigma_{mt}$ on the electron energy\textsuperscript{42,43} and to the influence, as will be discussed later, of multiple scattering effects\textsuperscript{12}.

The data presented here in Fig. 2 and Fig. 3 span a low- to intermediate reduced field strength range $2 \times 10^{-4}$ Td $< E/N < 2 \times 10^{-1}$ Td, roughly the same range of our previous measurements\textsuperscript{10,11}, and partially overlap old higher-field measurements in the range $5 \times 10^{-3}$ Td $< E/N < 40$ Td\textsuperscript{7}. From our data, it can be seen that the validity of the YB model, as expressed by the $(E/N)^{1/2}$-law, extends further down for $E/N \gtrsim 1$ mTd for all densities up to the highest one for $N \approx 11.4 \text{ nm}^{-3}$ at $T = 152.7$ K. However, this observation suggests that the hypothesis leading to Eq. 7 with $\beta \approx 0.1$ is quite arbitrary and not very realistic.

A further issue of discrepancy between the data and the YB model is that the experimental data show a weak upward curvature even in the range in which the $(E/N)^{1/2}$-law should be followed. However, it is very plausible that this deviation from the YB-law occurs because of the energy dependence of $\sigma_{mt}$ that increases with energy beyond the Ramsauer-Townsend (RT) minimum.

3. **Determination of the scattering cross section**

If one assumes that the YB model is correct, Eq. 6 can be used to determine the momentum-transfer scattering cross section as a function of the gas density $N$.

This is a very important issue. Actually, the electron-atom momentum-transfer scattering cross section is either known via theoretical\textsuperscript{43} or experimental\textsuperscript{42} studies in the limit of $N \rightarrow 0$. However, over the years, a large number of electron swarm experiments\textsuperscript{12,14,44–46}, in which the electron mobility has been measured in noble gases at high density, have shown that the cross section is strongly influenced by density effects (namely, multiple scattering effects) and largely deviates from the prediction of kinetic theory\textsuperscript{8}.

A heuristic model\textsuperscript{12} has successfully been developed in order to rationalize those effects in a unified picture. Thus, an independent determination of the cross section from the
collection efficiency experiment is important to validate that model.

The value of the cross section can be deduced from Eq. 6 for each value of $N$. Let us rewrite Eq. 6 in the form

$$\frac{Q}{Q_0} = AB(N) \left( \frac{E}{N} \right)^{1/2}$$

(9)

in which $A = e^{1/2} \Gamma(3/2)$ and $B(N) = (\mathcal{E}_0 \sigma_{mt})^{-1/2}$.

It is, thus, possible to calculate the density dependent cross section as

$$\sigma(N) = \frac{B^2(N_0) \mathcal{E}_0(N_0)}{B^2(N) \mathcal{E}_0(N)} \sigma_0$$

(10)

in which $N_0$ is a reference density, $\sigma_0$ is the cross section value from mobility experiments, at the reference density, and $\mathcal{E}_0(N)$ is the density-dependent injection energy. This same procedural scheme has been used previously.

Intentionally, we have replaced the quantity $\sigma_{mt}$ with the simpler symbol $\sigma$ because we reserve the former term for the energy-dependent gas-phase electron-atom momentum transfer scattering cross section determined in low-density swarm or crossed-beams experiments, whereas the latter means the density dependent cross section determined from the collection efficiency data. It will later be shown that $\sigma(N)$ can be evaluated from $\sigma_{mt}$ if the multiple scattering effects are taken into account.

The slope values $B(N)$ have been obtained by fitting the experimental data for $E/N \gtrsim 1$ mTd to the square-root law $(E/N)^{1/2}$. The injection energy at $N = 0$ can be estimated to be $\mathcal{E}_0(0) \approx 0.356$ eV. $\mathcal{E}_0(N)$ changes with $N$ because the metal work function is affected by $V_0(N)$. By taking into account Eq. 14 we get

$$\mathcal{E}_0(N) = \mathcal{E}_0(0) - V_0(N)$$

(11)

The energy at the bottom of the conduction band is calculated by using experimental data, corrected by impurity effects at low density. They are well interpolated by the formula

$$V_0(N) = V_0(N_1) + a(N - N_1) + \frac{b}{c} \ln \{ \cosh [c (N - N_1)] \}$$

(12)

with $N_1 = 11.03$ nm$^{-3}$, $V_0(N_1) = -0.253$ eV, $a = -3.34 \times 10^{-3}$ eV/nm$^3$, $b = 2.48 \times 10^{-2}$ eV/nm$^3$, and $c = -0.3$ nm$^{-3}$.

The contribution of $V_0(N)$ to $\mathcal{E}_0(N)$ is quite substantial in our experiment because the density can be high. For instance, for the isotherm close to the critical temperature, in
which the highest density of 11.4 nm$^{-3}$ has been reached, $V_0$ is nearly as large as 0.9 $\mathcal{E}_0(0)$ whereas even for only $N \approx 3$ nm$^{-3}$ it amounts to $\approx 25\%$ of $\mathcal{E}_0(0)$.

For the reference density and cross section $N_0$ and $\sigma_0$, respectively, we have chosen $N_0 = 0.769$ nm$^{-3}$ with $\sigma_0 \approx 2.33 \times 10^{-20}$ m$^2$ for $T = 200$ K, and $N_0 = 5.36$ nm$^{-3}$ with $\sigma_0 \approx 1.01 \times 10^{-20}$ m$^2$ for $T = 152.7$ K. These values are deduced from mobility data published elsewhere$^{18,48}$.

In Fig. 7 we show the density dependent cross section for the two investigated temperatures $T = 200$ K and $T = 152.7$ K.

The present data compare favorably with the previously published data at $T = 142.6$ K and $T = 177.3$ K$^{10,11}$. The old data for $T = 160$ K$^7$ are off by a factor 2 and cannot be shown in this figure. However, as thoroughly discussed in a previous paper$^{10}$, Smejtek’s data are spoiled by the lack of accurate mobility data and of a sound theoretical model for their interpretation. Actually, it has been shown that the cross section determined from the old

![Graph](image.png)

FIG. 7. $\sigma$ vs $N$ for $T = 200$ K (open circles) and for $T = 152.7$ K (closed circles) determined from the analysis of $Q$ with the YB model. Solid lines: theoretical prediction of the multiple scattering model.
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charge collection efficiency data are reconciled with the present ones if they are analyzed in the more correct way we are now using.

The density dependence of the electron-atom momentum-transfer scattering cross section determined from the collection efficiency data and shown in Fig. 7 can be explained if the YB model is supplemented with the results of the heuristic model we developed in order to treat the multiple scattering effects that influence the electron mobility in dense noble gases and that are responsible for the large deviations of the mobility in such systems from the prediction of the kinetic theory.

4. The multiple scattering model

In a dense gas at fairly low temperatures, in particular in the condition of the present experiment, the electron de Broglie wavelength, its mfp, and the average interatomic distance are comparable to each other. In this situation, multiple scattering effects cannot be neglected any longer.

Of the three main MS effects, whose influence has been ascertained in dense noble gases, one is particularly important in the present case. The ground state energy of a quasifree electron immersed in a medium is changed with respect to the thermal value by a density dependent, quantum shift that is to be considered as the energy at the bottom of the conduction band in the medium, \( V_0(N) \).

It is customary to split \( V_0(N) \) in the sum of a potential energy contribution \( U_P(N) \) plus a kinetic energy one \( E_K(N) \)

\[
V_0(N) = U_P(N) + E_K(N) \tag{13}
\]

The potential energy term \( U_P(N) < 0 \) stems from the screened polarization interaction between the electron and the surrounding atoms. The kinetic energy term is a quantum, excluded-volume contribution \( E_K(N) > 0 \) arising from the reduction of the volume the electron can access as the gas density is increased.

As shown elsewhere, the electron-atom scattering in a dense gas is strongly affected by only \( E_K \) that can be calculated by enforcing a local, average translational simmetry of the electron ground state wavefunction about the equivalent Wigner-Seitz (WS) cell centered on each gas atom. This boundary condition yields the eigenvalue equation

\[
tan \left( k_0 (r_s - a(k_0)) \right) - k_0 r_s = 0 \tag{14}
\]
that must be self-consistently solved for the wavevector \( k_0(N) \). \( r_s = (3/4\pi N)^{1/3} \) is the radius of the WS cell. \( \tilde{a} = (\sigma_t/4\pi)^{1/2} \) is the hard-core radius of the Hartree-Fock potential for rare gas atoms\(^{28} \), which is related to the total scattering cross section \( \sigma_t \). Once \( k_0(N) \) has been determined, \( E_K(N) \) is computed as

\[
E_K(N) = \frac{\hbar^2}{2m} k_0^2
\]  

(15)

In Fig. 8 we show the dependence of \( E_K \) on \( N \) computed by means of Eq. 14 and Eq. 15 by using the total scattering cross section given in literature\(^{42} \).

The experiments on electron mobility in dense noble gases\(^{12,14,15,18,21,46,54} \) have produced strong evidence that the kinetic energy \( E \) of electrons during collisions is shifted by the amount \( E_K(N) \), thereby producing a density dependence of the effective cross section through the energy dependence of the zero-density, electron-atom cross section itself that is shown in Fig. 9.

It can be qualitatively understood, just by inspecting Fig. 9, that the effective cross section decreases if the average energy (namely, the thermal energy) is increased by \( E_K(N) > 0 \) as...
FIG. 9. Energy dependence of the electron-Ar scattering cross sections\textsuperscript{42}. Solid line: momentum transfer cross section (left scale). Dashed line: total cross section (right scale).

$N$ is increased. For instance, at high density the energy shift is quite large, as shown in Fig. 8. So, the effective cross section may actually be much smaller than what would be computed at thermal energy.

This is the main reason why the old data of Smejtek et al.\textsuperscript{7} so strongly disagree with the present results. In their analysis, they did not take into account the density dependent energy shift because its importance was not yet acknowledged and because a coherent physical picture of the electron scattering in dense gases was not yet emerged at that time. However, their results can be reconciled with the present ones if their raw data are now analyzed taking into account $E_K(N)\textsuperscript{10}$.

For the sake of completeness, we have to mention that there are two more multiple scattering effects affecting the electron mobility in dense gases when electron mfp and thermal wavelength become comparable to each other. The first one is a quantum self-interference of the electron wave function scattered off atoms located along paths that are connected by time-reversal symmetry\textsuperscript{55}, which enhances the backscattering rate\textsuperscript{56,57}.
The second MS effect is an enhancement of the scattering cross section due to the strong correlations among scatterers, which set in close to the critical point. Actually, at fairly low $T$ and high $N$, the electron wave function spreads over a wide region encompassing many atoms. The total scattered wave packet is obtained by coherently summing up all the partial scattering amplitudes contributed by each individual atom. As a result, the scattering cross section is enhanced by the static structure factor of the gas $^{19,58-61} S(0) = Nk_B T \chi_T$, where $\chi_T$ is the isothermal gas compressibility.

The latter two effects strongly affect the propagation of the wave packet and their influence is best observed in the way the electron mobility is modified with respect to the prediction of kinetic theory. However, they are less effective in altering the electron energy distribution function. Thus, they can be neglected because the YB model assumes that electrons may be lost at their first encounter well before they can substantially propagate.

The electron energy distribution function $g(E)$ is given by the Davydov-Pidduck distribution $^{58,62}$

$$g(E) = C \exp \left\{-\int_0^E \left[ k_B T + \frac{M}{6mz} \left( \frac{eE}{N\sigma_{mt}(z + E_K(N))} \right)^2 \right]^{-1} dz \right\}$$

(16)

$k_B$ is the Boltzmann’s constant. $M$ and $m$ are the argon and electron masses, respectively. The constant $C$ is computed by enforcing the normalization condition $\int_0^\infty z^{1/2} g(z) \, dz = 1$. In Eq. 16 the dependence of the cross section on the shifted energy is explicitly shown.

The knowledge of the distribution function allows one to compute averages. In Fig. 10 we show how the mean electron energy $\langle E \rangle$ depends on the reduced field $E/N$ for several densities. Except for the highest densities, we realize that the electron mean energy does not rise appreciably above its thermal value (except for the $E_K$ contribution) until quite high field strengths $E/N \approx 2 \div 3$ mTd are reached. This observation further suggests that the thermalization processes in argon are very fast.

In Fig. 11 the average values of the momentum transfer cross section $\langle \sigma_{mt} \rangle$ are plotted as a function of $E/N$ for several densities. The average cross section now exhibits a strong density dependence. Up to an intermediate field strength that depends on $N$, $\langle \sigma_{mt} \rangle$ turns out to be field independent and practically equal to its value at the shifted mean energy.
FIG. 10. Reduced field dependence of the electron mean energy $\langle \mathcal{E} \rangle$ for some densities. $N (\text{nm}^{-3}) = 0$ (solid line), 0.5 (dashed line), 5 (dash-dotted line) and 10 (dotted line).

$\bar{\mathcal{E}} = \langle \mathcal{E} \rangle + E_K(N)$, i.e. $\langle \sigma_{\text{mt}} \rangle \approx \sigma_{\text{mt}} (\bar{\mathcal{E}})$.

The MS effects lead to a strong density dependence of the scattering cross section, especially at low fields. At high fields, this acquired density dependence diminishes. This fact is quite obvious because the electron wavelength becomes shorter as the field, hence the electron energy, increases, thus leading to a reduction of MS.

The density dependence introduced by $E_K(N)$ into the cross section, combined with the strong energy dependence of $\sigma_{\text{mt}}$, leads to a strong reduction of the effective cross section with respect to the zero-density value. For instance, for $T = 152.7$ K and $N = 0.5$ nm$^{-3}$, $\langle \sigma_{\text{mt}} \rangle \approx \sigma_{\text{mt}} (\bar{\mathcal{E}}) \approx 2.3 \times 10^{-20}$ m$^{-2}$, whereas $\sigma_{\text{mt}} ((3/2)k_B T) \approx 4.2 \times 10^{-20}$ m$^{-2}$.

In order to compare the results for the average, density dependent cross section predicted by the MS model with the density dependent value of the cross section determined from the collected charge data within the YB picture, we have calculated the effective cross section for $E/N \approx 1.5$ mTd to take into account the fact that the charge data have been fitted to the YB model for $E/N \gtrsim 1$ mTd. This is a reasonable value corresponding for almost all
densities to the transition between thermal- and epithermal electron behavior.

The cross section values calculated according to the MS model are plotted as solid lines in Fig. 7 in which they are compared with the experimental outcome. As reference densities for normalization purposes (see Eq. 10) we have chosen \( N_0 = 0.796 \text{ nm}^{-3} \) with \( \sigma_0 = 2.33 \times 10^{-20} \text{ m}^2 \) for \( T = 200 \text{ K} \) and \( N_0 = 5.36 \text{ nm}^{-3} \) with \( \sigma_0 = 1.01 \times 10^{-20} \text{ m}^2 \). The agreement between data and model is excellent up to the highest \( N \approx 11.4 \text{ nm}^{-3} \) at the lower temperature.

It is now clear that the charge \( Q \) collected at fixed and moderately high \( E/N \) in argon increases with \( N \) because the momentum transfer cross section strongly decreases with increasing energy (see Fig. 9) leading to a decrease of the effective cross section with increasing \( N \). In neon, whose momentum transfer cross section rapidly increases with energy and whose effective cross section thus increases with \( N^{3/4} \), \( Q \) should decrease with increasing \( N \). This
behavior has actually been observed\textsuperscript{16,17}.

The present results confirm what has been obtained at different temperatures, both below\textsuperscript{10} and above\textsuperscript{11} $T_c$. The disagreement of the oldest data by Smejtek \textit{et al.}\textsuperscript{7} with the present results has been thoroughly discussed elsewhere\textsuperscript{10}. It suffices here to say that the old data are reconciled with the present results if they are more properly normalized to the most recent and accurate mobility data\textsuperscript{12}.

5. \textbf{Some final comments on the YB model}

The data presented here and elsewhere\textsuperscript{10,11} span a wide range of reduced electric field data much lower than that explored with a different electron injection technique\textsuperscript{7}. The experimental results for (relatively) large field strengths, and also the old data at much higher field strengths (if more accurately normalized), agree well with the YB model, which predicts that a fraction of the epithermal electrons injected into the gas returns to the cathode immediately after being scattered off a gas atom in their first encounter.

The cross section determined from the collected charge data within the YB model excellently agrees with the prediction of the MS model\textsuperscript{12} that has been developed to treat the MS effects affecting the electron mobility in a dense noble gas. This good agreement lends credibility to the YB model whereas the MS model has been validated by its ability to describe the electron mobility data.

However, it is not yet clear if the YB model is correct at all. Severe criticism has been raised against it. In particular, some of the fundamental hypotheses on which the YB model relies are strongly criticized. For instance, the YB predictions are based on the assumption that electrons are backscattered to the cathode upon their first encounter. However, the prediction of the MS model is computed by taking thermal averages of the gas-phase cross section and by introducing MS effects. This means that in the MS model it is implicitly assumed that electrons have reached thermal equilibrium with the gas. However, it is well known that electron thermalization occurs after a huge number of collisions\textsuperscript{13,41}, thus overtly contradicting the most important hypothesis of the YB model.

MC calculations\textsuperscript{13,37} confirm that a very large number of collisions are required to determine the fate of an electron, once again contradicting the YB hypothesis. However, they reproduce the $(E/N)^{1/2}$ behavior of the collected charge as a consequence of purely sta-
tistical effects but do not give any physical explanation of such a behavior. In addition to that, MC calculations fail at reproducing the density ordering of the experimental data because they are carried out for classical electron trajectories without taking into account the quantum MS effects which are at work in a dense gaseous environment.

B. The low-field data

In this section we present and discuss the data of collected charge at low field and at $T = 152.7$ K, very close to the critical temperature, $T_c \approx 150.9$ K.

Whereas the high-field data have been interpreted within a heuristic, MS model based on kinetic theory, we will show that the weak-field data show that a different physical phenomenon occurs.

As previously noted, the low-field data show a density ordering that is opposite to the order at high fields. Actually, at high $E/N$, the charge collected at fixed $E/N$ increases with increasing $N$. If $E/N$ is lowered, there is a crossover region through which the ordering is reversed. In the previous experiments, we did not carry out measurements at such large densities to thoroughly explore this reversed density ordering. In one case, the temperature was below $T_c$ and we were limited by the density at coexistence in order to remain in the one-phase region. In the other case, $T \gg T_c$, and we were limited by the pressure the cell can withstand.

In the present experiment, we have been able to carry out measurements quite close to the critical temperature, thereby reaching densities comparable to or even larger than the density of the liquid.

In order to discuss these data, we refer to Fig. 4. Whereas the charge collected at fixed $E/N = 5$ mTd, $Q_5$, steadily increases with $N$, the charge collected for $E/N = 0.2$ mTd, $Q_{0.2}$, is not only smaller than $Q_5$ but decreases at first with increasing $N$, shows a minimum about $N_m = 6 \text{ nm}^{-3}$, and then it rises as $N$ is further increases.

1. Electrostriction

The behavior of $Q_{0.2}$ shown in Fig. 4 closely resembles the behavior of the zero-field density-normalized mobility $\mu_0 N$ of $O_2^-$ ions in argon gas for $T = 151.5$ K, a temperature
FIG. 12. Density dependence of the charge extracted at weak fields $Q_{0.2}$ (closed circles, left scale) and of the zero-field density-normalized mobility $\mu_0N$ of $\text{O}_2^-$ ions (open circles, right scale). Solid line: prediction of the hydrodynamic Stokes’s formula for the ion mobility using an effective ion radius that includes contributions from solvation and critical point correlation effects. Critical density: $N_c \approx 8.08 \text{ nm}^{-3}$.

very close to the present one and even closer to $T_c$. In Fig. 12 we plot $Q_{0.2}$ (left scale) and $\mu_0N$ (right scale) as a function of $N$. Both $Q_{0.2}$ and $\mu_0N$ have a minimum at practically the same density, $N_m \approx 6 \text{ nm}^3 < N_c = 8.08 \text{ nm}^{-3}$.

The behavior of the ion mobility is explained in terms of electrostriction. The ion electric field polarizes the surrounding gas atoms. As ions are drifting very slowly through the dense gas with a typical drift velocity of a few mm/s even at moderately high field strength, the gas has time to react to the external perturbation by enhancing the local density around the ion. The solvation shell that is so built around the ion has to be dragged with it during its motion, thereby increasing its hydrodynamic resistance and reducing its mobility.

Owing to the far larger drift velocity of electrons with respect to that of ions, one would
expect electrostriction not to play a major rôle in the electron behavior. This is normally true. However, in our experiment, at weak fields, electrons may drift with a velocity smaller than the sound velocity that determines the gas response to perturbations.

In Fig. [13] the electron drift velocity $v_D^{18}$ is plotted as a function of the reduced field $E/N$ for the densities close to $N_m$, where $Q_{0.2}$ shows the minimum. The grey band in the figure represents the range of sound speed in the corresponding density and temperature region.\cite{68}

It can immediately be realized that the electron drift velocity at weak field, in particular for $E/N \approx 0.2\,\text{mTd}$, is much smaller than the sound velocity. The obvious consequence is that the medium can react also to the perturbation induced by the electric field of the electrons. The medium response, thus, leads to the formation of a solvation shell surrounding the electrons. Once electrons are solvated, their motion is obviously hindered and they are less prone to be collected at the anode. This is the physical reason of the initial decrease of

![FIG. 13. $v_D$ vs $E/N$ for $N$ close to the density at which the collected charge at low field is minimum. $N\,(\text{nm}^{-3}) = 6.43\,\text{(squares)},\,6.02\,\text{(circles)},\,\text{and}\,5.67\,\text{(crosses)}^{18}$. The hatched region roughly corresponds to the range of sound speed in the near critical region.\cite{68}.](image-url)
the collected charge with increasing density.

It is also interesting to note that no such solvation effects are observed in the drift mobility\textsuperscript{18,21}. Actually, the mobility is measured by detecting only those electrons that are not solvated and can propagate across the whole drift distance, thereby reaching the anode. On the other hand, solvated electrons are returned to the cathode and do not contribute to the observed mobility.

For densities \( N \approx N_m < N_c \), \( Q_{0.2} \) shows a minimum and, then, it increases again for \( N > N_m \). If the model of the (partial) formation of a solvation shell surrounding a fraction of the photoinjected electrons is accepted, one would na"ively expect that the strongest effect should occur at the critical density, at which the gas compressibility is the largest. On the contrary, the experimental evidence is that the maximum electrostriction effect occurs for \( N_m < N_c \).

In order to explain this observation and the further rise of \( Q_{0.2} \) with increasing density for \( N > N_m \), it is worth working out into some numerical details the electrostriction model developed by Atkins\textsuperscript{66}.

2. Equations and results of the electrostriction model

The gas is treated as a classical continuum described by a density dependent relative dielectric constant \( K(N) \) that is related to the atomic polarizability \( \alpha \) (\( \approx 1.8 \times 10^{-40} \text{ F} \cdot \text{m} \) for Ar\textsuperscript{35}) by the well-known Clausius-Mossotti relationship\textsuperscript{69}

\[
\frac{K - 1}{K + 2} = \frac{N\alpha}{3\varepsilon_0}
\]

If the system is in thermal equilibrium, the chemical potential must be uniform everywhere. Let \( g_0(T, P) \) be the chemical potential of the gas atoms in the unperturbed region very far away from the charge, where the gas density is \( N_\infty \). At a distance \( r \) from the charge the electric field generated by it is \( \mathbf{E}_i(r) \) and the local value of the chemical potential \( g(r) \) must satisfy the condition

\[
g(r) = g_0 - \frac{1}{2N} \mathbf{P} \cdot \mathbf{E}_i
\]

where \( \mathbf{P} \) is the polarization of the medium. As \( g \) and \( T \) must be constant throughout the gas in equilibrium\textsuperscript{70}, differentiation of Eq.\textsuperscript{18} yields

\[
\frac{dp}{N} = \frac{1}{N} \left( \frac{\partial p}{\partial N} \right)_T \, dN = \frac{\mathbf{P} \cdot d\mathbf{E}_i}{N}
\]
in which \( p \) is the gas pressure. Integration of Eq. 19 gives

\[
\int_{N_\infty}^{N(r)} \frac{1}{N} \left( \frac{\partial p}{\partial N} \right)_T \, dN = \frac{1}{2} \alpha E_i^2(r)
\]

(20)

where we have taken into account that the screening factor necessary to evaluate the field at the atom 3/[2 + K(N)] \( \approx 1 \) at all densities.

If the actual expression for \( E_i = -e/[4\pi\varepsilon_0 K(N) r^2] \) is substituted into Eq. 20 we get

\[
K^2(N) \int_{N_\infty}^{N} \frac{1}{N} \left( \frac{\partial p}{\partial N} \right)_T \, dN = \frac{1}{2} \frac{\alpha e^2}{(4\pi\varepsilon_0)^2 r^4}
\]

(21)

The l.h.s. of Eq. 21 is a function of only \( N \) at constant \( T \) and can be numerically evaluated if the equation of state of the gas is known. Eq. 21 can then be inverted so as to implicitly yield the density profile \( N(r) \) around the charge.

In Fig. 14 we show the pair correlation function \( h(r) = [N(r)/N_\infty] - 1 \) for some densities of the unperturbed fluid. If the density of the unperturbed fluid is below the critical value \( N_c \), the local density \( N(r) \) meets the value \( N_c \) at some distance from the charge. There, the local compressibility is the largest.

On the contrary, if the unperturbed gas density is already above \( N_c \), the increase of the local density as \( r \to 0 \) brings the gas to a condition in which the local compressibility is by far smaller than for \( N_c \).

The pair correlation functions \( h(r) \) calculated for some \( N_\infty \equiv N \) around \( N_c \) and plotted in Fig. 14 further show that for \( N \approx 6 \text{ nm}^{-3} \) the inflexion point, i.e., the point at which the compressibility is the largest, occurs at a distance from the charge larger than for all other densities.

For instance, for \( N = 5.5 \text{ nm}^{-3} \) the slope, hence the compressibility, at the inflexion point is larger than for \( N = 6 \text{ nm}^{-3} \approx N_m \) but the inflexion point itself appears closer to the charge than for \( N = 6 \text{ nm}^{-3} \). This observation leads to the conclusion that for \( N = N_m \approx 6 \text{ nm}^{-3} \) the largest amount of gas is affected by the perturbation induced by the presence of the electron charge. For \( N > N_m \) the inflexion rapidly disappears leading to a decrease of the gas response.

Now, the picture is clear. When the density increases from below towards \( N_m \), the perturbation induced by the charge involves a growing volume of gas. The maximum effect, a
combination of strong gas compressibility and wide extension of the perturbation, is reached for \( N_m \approx 6 \text{ nm}^{-3} < N_c \). For even larger \( N \), the compressibility keeps decreasing and the response of the gas is less and less effective, thus leading to the resumption of the growth of the collected charge.

The case of the ion mobility is a fortunate one because the Stokes’s hydrodynamic formula can be used to relate the extension of the gas perturbation, that includes both solvation and critical correlation effects, and that can be estimated by using the electrostriction model, to the measured mobility. Actually, as shown by the solid line in Fig. 12, the agreement of the electrostriction model with the experimental data is very good. Unfortunately, there is not any model relating the dimension of the solvation shell to the amount of charge that is returned to the cathode or, equivalently, to that collected at the anode.

FIG. 14. Pair correlation function \( h(r) = \left[ \frac{N(r)}{N_\infty} \right]^{-1} \) vs \( r \) for several unperturbed gas densities \( N_\infty (\text{nm}^{-3}) = 5.5 \) (thin solid line), 6 (thick solid line), 6.5 (dashed line), 7 (dash-dotted line) and 8 (dotted line). The curves are computed for \( T = 152.7 \text{ K} \).
Thus, we must content ourselves with such a semiquantitative physical explanation of the experimental outcome.

V. CONCLUSIONS

The present measurements of the collection efficiency of electrons photoinjected into dense argon gas have extended the density range and temperature of our previous measurements. We have confirmed that the YB model, in spite of its flaws, allows an independent determination of the effective, density-dependent momentum transfer scattering cross section that agrees with its determination from electron mobility measurements. This effective cross section can suitably be computed from the zero density, electron-atom cross section by taking into account its energy dependence and the MS effects, namely the density-dependent quantum shift of the energy at the bottom of the conduction band, the correlations among scatterers, and the backscattering rate enhancement due to quantum self-interference of the electron wave packet.

At the same time, the measurements close to the critical temperature have allowed us to reach very large density values. We have observed that, at low electric fields, the density dependence of the collected charge at fixed reduced field strength is different than that occurring at high field strength. We have interpreted this phenomenon as due to the formation of a solvation (or, correlation) shell of gas atoms around the electrons because they drift with a velocity much smaller than the sound velocity. A similar situation occurs for slow $\text{O}_2^-$ ions in near critical argon gas.

Unfortunately, we can only give a qualitative explanation of the experimental observations in this regime because we are not aware of a theoretical model that might extend the YB model in a thermodynamic region, in which the gas cannot be considered to be a uniform medium.

We believe that this kind of measurements together with the theoretical explanation we are proposing should be verified by measuring the electron collection efficiency also in other noble gases. Such measurements have been carried out in liquid helium but the outcome is determined by the fact that helium presents a $\approx 1 \text{ eV}$ high barrier to electron injection\textsuperscript{4,36,72}. Scanty experimental measurements have been carried out in neon gas and liquid\textsuperscript{63}, which apparently confirm the explanation proposed in this paper. Unfortunately, the experimental
accuracy is far to be satisfactory to get quantitatively significant results.
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