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Abstract

We examine the role of self-interaction errors (SIE) removal on the evaluation of magnetic exchange coupling constants. In particular we analyze the effect of scaling down the self-interaction-correction (SIC) for three non-empirical density functional approximations (DFAs) namely, the local spin density approximation, the Perdew-Burke-Ernzerhof generalized gradient approximation, and recent SCAN family of meta-GGA functionals. To this end, we employ three one-electron SIC methods: Perdew-Zunger [Perdew, J. P.; Zunger, A. Phys. Rev. B, 1981, 23, 5048] SIC, the orbitalwise scaled SIC method [Vydrov, O. A. et al., J. Chem. Phys. 2006, 124, 094108], and the
recent local scaling method [Zope, R. R. et al., J. Chem. Phys. 2019, 151, 214108].
We compute the magnetic exchange coupling constants using the spin projection and
non projection approaches for sets of molecules composed of dinuclear and polynuclear
H–He models, organic radical molecules, and chlorocuprate, and compare these results
against accurate theories and experiment. Our results show that for the systems that
mainly consist of single electron regions, PZSIC performs well but for more complex
organic systems and the chlorocuprates, an overcorrecting tendency of PZSIC combined
with the DFAs utilized in this work is more pronounced, and in such cases LSIC
with kinetic energy density ratio performs better than PZSIC. Analysis of the results
in terms of SIC corrections to the density and to the total energy shows that both
density and energy correction are required to obtain an improved prediction of magnetic
exchange couplings.

1 Introduction

The characterization of the magnetic properties of materials is crucial for applications such
as memory storage devices, spintronics, quantum computing, and magnetic sensors. In
many cases, the magnetic behavior arises from interactions between localized electrons typi-
cally described using model spin Hamiltonians, including spin-spin exchange and dipolar
interactions, and magnetic anisotropy contributions. The accurate theoretical description
of magnetic properties such as exchange interactions or spin levels by means of electronic
structure calculations is especially challenging since the energy spacing involved can be much
smaller than the typical electronic excitation energies. In particular, the calculation of mag-
netic exchange couplings (\(J\)) in transition metal complexes have been the focus of attention
for density functional theory methods. In this respect, some approximations can be suc-
cessful in predicting \(J\) couplings for certain type of complexes but fail for others. Hybrid
density functional approximations, in their different flavors, and recently the strongly con-
strained appropriately normed (SCAN) meta-generalized-gradient-approximation functional
(meta-GGA), have shown some promise for predicting magnetic properties, including $J$ couplings.

Experimentally, coupling parameters are obtained by fitting susceptibility data. For complex structures with multiple exchange pathways, this fitting can become very challenging or even impossible. Other experimental techniques, such as electron paramagnetic resonance (EPR), electron spin resonance (ESR), or inelastic neutron scattering (INS) are also used to determine exchange couplings, but they present the same type of shortcomings. Thus, for large, multi-center magnetic complexes, computational methods that can predict $J$ couplings are the only choice to determine these constants. Electronic structure methods are routinely used to determine the coupling parameter by mapping energies of different spin states of spin Hamiltonians. Among electronic structure methods, density functional theory (DFT) is widely used because it provides a reasonable balance between accuracy and computational efficiency. For the case of multi-center transition metal complexes, computational efficiency becomes crucial, and therefore methods based on DFT are, many times, the only alternative. Unfortunately, approximations to the exchange-correlation functionals used in density functional calculations suffer from self-interaction error (SIE). This error emerges when the approximate exchange-correlation energy does not completely cancel out the Coulomb interaction of an electron with itself for one-electron systems. It is well documented that the presence of SIE hinders the accurate description of many properties involving chemical reactions, dissociation, charge transfer, and magnetism. The SIE in standard approximate functionals results in excessive electron delocalization, causing an error in predicted properties that is known as delocalization error. The Heisenberg exchange coupling parameters are very sensitive in sign and magnitude to the overlap between orbitals, both involving spin centers and bridging ligands, and hence the delocalization error, which affects the spin-density at the metal centers, gives rise to large changes in the sign and strength of the calculated coupling parameters $J$.

One approach to mitigate SIE in DFAs is to use hybrid functionals such as the hybrid ver-
sion of the Perdew-Burke-Ernzerhoff (PBEh)\textsuperscript{30} or the popular B3LYP (Becke’s 3-parameter for exchange and Lee-Yang-Parr for correlation).\textsuperscript{31} Over the years several groups have documented the performance of various DFAs for $J$ couplings.\textsuperscript{9,23,32–37} The general conclusions of these studies suggest that there is no single approach that performs best across different types of couplings involving different transition metals, and hence the predictive power of a particular DFA approach is limited. In view of this, other approaches based on DFT that can reduce SIE are specially attractive candidates for the prediction of $J$ couplings.

Perdew and Zunger, in 1981, proposed a scheme (PZSIC) to explicitly remove the SIE on an orbital-by-orbital basis,\textsuperscript{17} making the approximate energy functional exact for any one-electron density (see Section 2). Their work extends the earlier self-interaction scheme for $X$-$\alpha$ exchange due to Lindgren\textsuperscript{38} to the local density functional approximation. Ruiz \textit{et al.}\textsuperscript{23} studied the effect of SIE on exchange couplings using PZSIC to determine the $J$ coupling in a simple model system, H–He–H. In recent years, the development of the Fermi-Löwdin orbital self-interaction correction (FLOSIC) methodology\textsuperscript{22,39–42} and software\textsuperscript{10,43–50} improved the accessibility of SI-free calculations. FLOSIC has been applied to study various molecular properties and showed improvement over LSDA and GGA for most cases where SIE dominates the errors.\textsuperscript{42,51–65} Joshi \textit{et al.}\textsuperscript{55} used FLOSIC with LSDA to investigate the effect of SIE on more realistic systems than the simple model H–He–H, and found that removing the SIE corrects $J$ couplings towards more accurate methods such as hybrid density functionals and wave function based methods, in line with the earlier study of Ruiz \textit{et al.}\textsuperscript{23}

It is well known that that PZSIC tends to overcorrect, particularly for the equilibrium properties, resulting in errors of opposite sign to those from semilocal functionals.\textsuperscript{66,67} Recently, Zope \textit{et al.}\textsuperscript{68} introduced the locally scaled SIC (LSIC), which uses a pointwise iso-orbital indicator to identify the one electron self-interaction regions in many-electron system (see Section 2.4) and to scale down the SIC in the many-electron regions. LSIC works well for both equilibrium properties as well as for properties that involve a stretched bond, and provides an improved performance with respect to standard SIC for a wide range of electronic
Motivated by the success of LSIC, in this work we explore the potential of locally scaled SIC methods for the prediction of magnetic exchange coupling constants $J$. We also perform more comprehensive study of coupling constants by applying three different SIC methods to the three levels of exchange-correlation approximations that include the most recent $r^2$SCAN meta-GGA functional. The two SIC methods besides the well known PZSIC method are the orbitalwise scaled down SIC method of Vyrdov et al. and the recent LSIC method of Zope and coworkers. Results of various SIC methods for the three different class of systems are compared and analyzed.

2 Theory

2.1 Magnetic exchange coupling constants

Isotropic spin-spin interaction between two magnetic centers $A$ and $B$ are usually described by means of the Heisenberg-Dirac-Van Vleck (HDVV) spin Hamiltonian,

$$H_{HDVV} = -\sum_{A,B} J_{AB} \vec{S}_A \cdot \vec{S}_B,$$

(1)

where $\vec{S}_A$ ($\vec{S}_B$) is the spin operator for the site $A$ ($B$), and $J_{AB}$ is the exchange coupling constant. The magnitude and sign of $J_{AB}$ is related to the strength and the nature of the coupling (ferromagnetic or antiferromagnetic). To determine $J$ couplings from electronic structure calculations, it is necessary to map the energy spectrum of the HDVV Hamiltonian to the electronic structure energy spectrum. To illustrate this, consider a two spin-1/2 case. The energy difference between the singlet or low-spin state $|LS\rangle = |S=0\rangle$ and any high-spin or triplet state $|HS\rangle = |S=1\rangle$ from the HDVV Hamiltonian is $E_{HS} - E_{LS} = J_{AB}$. However, for single-reference methods such as those based on DFT, the singlet state is not accessible. In these cases, one can resort to evaluating the energy difference between the broken-symmetry low-spin state $|BS\rangle = |\uparrow\downarrow\rangle$ and the high-spin (HS) state $|HS\rangle = |\uparrow\uparrow\rangle$, which for the two
spin-1/2 case is \( E_{BS} - E_{HS} = J_{AB}/2 \). This approach is exact for perfectly localized magnetic centers, and it can be generalized to two spins \( S_A \) and \( S_B \) to extract the exchange coupling as

\[
J_{SP} = \frac{E_{BS} - E_{HS}}{2S_A S_B},
\]

where SP indicates spin-projected. This approach was introduced by Noodleman\textsuperscript{12} and is widely used in the literature. For cases where there is significant overlap between the magnetic orbitals, one can use the \(|HS\rangle\) and \(|LS\rangle\) states to evaluate the expectation values of the HDVV Hamiltonian. This gives place to the non-projected (NP) approach of Ruiz et al.,\textsuperscript{73} where

\[
J_{NP} = \frac{E_{LS} - E_{HS}}{2S_A S_B + S_B}.
\]

For single-reference states, this approach is exact for fully delocalized spins. It should also be mentioned, although it is not employed in this work, Yamaguchi’s approach, which interpolates between both NP and SP approaches,\textsuperscript{74}

\[
J_Y = \frac{2(E_{BS} - E_{HS})}{\langle S^2 \rangle_{HS} - \langle S^2 \rangle_{BS}}.
\]

The relation between static correlation in the DFAs and SIE has been discussed in the literature.\textsuperscript{75–79} It has been argued that DFA calculations can contain spurious static correlation which causes the BS energy to correspond to the singlet state energy. This may be different when SIE is removed. Since the NP approach approximates the singlet energy with the BS energy, the bare DFA (SIE-uncorrected) NP approach can give better estimates of coupling constants while in the case of the SP approach this will result in double counting of the static correlation contributions.\textsuperscript{80,81}
2.2 PZSIC and FLOSIC

In the PZSIC\cite{17} method, the one-electron SIE is removed from the energy functional by subtracting the orbitalwise self-Hartree and self-exchange, and correlation as follows,

\[
E^{PZSIC}[\rho_\uparrow, \rho_\downarrow] = E^{DFA}[\rho_\uparrow, \rho_\downarrow] - \sum_{i\sigma}^{occ} \{ U[\rho_{i\sigma}] + E^{DFA}_{XC}[\rho_{i\sigma}, 0] \},
\]

(5)

where \( i \) and \( \sigma \) are the orbital and spin indices, and \( \rho_{i\sigma} \) is the density for orbital \( i\sigma \). In the traditional PZSIC approach, one solves the localization equations\cite{82} to determine the set of localized orbitals that minimize the PZSIC total energy. The computational cost of solving localizations equation can be a limiting factor for practical applications due to its poor scaling.\cite{39} In recent years, the FLOSIC approach\cite{22,39-41} for solving the PZSIC problem was proposed. FLOSIC is a size-extensive implementation of the PZSIC method, and its computational efficiency affords the study of large systems. In FLOSIC, using \( 3N \) positions in space (called Fermi-orbital descriptors, or FODs), \( a_j \), the set of KS orbitals \( \psi_i \) is transformed to a set of Fermi orbitals \( F_j \) as follows,\cite{83}

\[
F_j(r) = \frac{\sum_i \psi_i(a_j)\psi_i(r)}{\sqrt{\rho(a_j)}}.
\]

(6)

The resulting Fermi orbitals are normalized but not necessarily orthogonal. The Löwdin orthogonalization scheme\cite{84} is used to form a set of orthonormal Fermi-Löwdin orbitals (FLOs). The FLOs are then used to solve Eq. (5). Since FLOs depend on the FODs, minimizing the PZ energy with respect to the choice of localized orbitals is equivalent to finding the set of FODs that minimize the energy. Thus, the FLOSIC method requires optimizing the \( 3N \) \( a_j \) parameters instead of \( N^2 \) parameters, as in the localization equation approach. For more details on the FLOSIC methodology, we refer the reader to Refs.\cite{22,39-41}
2.3 Orbitalwise scaled SIC

PZSIC eliminates one-electron SIE and improves properties for which DFAs perform poorly due to SIE, but it also worsens the equilibrium properties where SI-uncorrected DFAs tend to perform well. This paradoxical behavior of PZSIC is due to an over-correcting tendency of PZSIC in the many-electron region. In the orbital scaling approach (OSIC) of Vydrov et al., an orbitalwise scaling factor $X_{i\sigma}$ is introduced in Eq. (5) to reduce the over-correction as follows,

$$E^{OSIC}[\rho_\uparrow, \rho_\downarrow] = E^{DFA}[\rho_\uparrow, \rho_\downarrow] - \sum_{i\sigma}^{occ} X_{i\sigma} \{U[\rho_{i\sigma}] + E^{DFA}_{XC}[\rho_{i\sigma}, 0]\}. \quad (7)$$

A quantity such as $\int \rho_i(\vec{r}) \tau^W(\vec{r})/\tau(\vec{r}) d\vec{r}$ may be used as the orbital scaling factor $X_{i\sigma}$ where $\tau$ and $\tau^W$ are the non-interacting (positive) and von Weizsäcker kinetic energy densities, respectively. Alternatively, $\int \rho_i(\vec{r})^2/\rho(\vec{r}) d\vec{r}$ can also be used for $X_{i\sigma}$. OSIC provides improvement over PZSIC for atomization energies but it reintroduces some errors corrected by the PZSIC scheme. For example, unlike in PZSIC, the dissociation of heteronuclear molecules in OSIC showed spurious fractional charge dissociation.

Unlike the OSIC and PZSIC methods, the recent LSIC method described in the next section showed promising results for both the equilibrium properties as well as stretched bond properties when used in combination with the LSDA functional.

2.4 Local-scaling SIC methods

In the LSIC approach introduced by Zope et al., the magnitude of the SIC correction is determined locally (pointwise) in space using a local scaling factor $f(\vec{r})$, also known as iso-orbital indicator. Thus, the SIC energy in the the LSIC method is given by

$$E^{LSIC}_{XC} - E^{DFA}_{XC}[\rho_\uparrow, \rho_\downarrow] = E^{DFA}_{XC}[\rho_\uparrow, \rho_\downarrow] - \sum_{i\sigma}^{occ} \{U^{LSIC}[\rho_{i\sigma}] + E^{LSIC}_{XC}[\rho_{i\sigma}, 0]\}, \quad (8)$$
where

\[
U^{LSIC}[\rho_{\sigma}] = \frac{1}{2} \int d\vec{r} f_{\sigma}(\vec{r}) \rho_{\sigma}(\vec{r}) \int d\vec{r}' \frac{\rho_{\sigma}(\vec{r}')}{|\vec{r} - \vec{r}'|} \tag{9}
\]

and

\[
E^{LSIC}_{X_C}[\rho_{\sigma}, 0] = \int d\vec{r} f_{\sigma}(\vec{r}) \rho_{\sigma}(\vec{r}) \epsilon^{DFA}_{X_C}([\rho_{\sigma}, 0], \vec{r}) \tag{10}
\]

are the scaled-down self-Hartree and self-exchange-correlation energies. In the original LSIC work, Zope et al. used \(z_{\sigma}(\vec{r}) = \tau^{W}_{\sigma}(\vec{r})/\tau_{\sigma}(\vec{r})\) for \(f_{\sigma}(\vec{r})\). This iso-orbital indicator interpolates between the single-orbital regions \((z = 1)\) and the uniform density regions \((z = 0)\), and it is used as a weight for integrating the SIC energy densities accordingly. \(z_{\sigma}\) is not necessarily the only choice with LSIC, and other local scaling factors can be used and sometimes preferred.

Hereafter, we refer to LSIC with \(z_{\sigma}(\vec{r}) = \tau^{W}_{\sigma}(\vec{r})/\tau_{\sigma}(\vec{r})\) as LSIC\((z)\) and to LSIC with \(w_{\sigma}(\vec{r}) = \rho_{\sigma}(\vec{r})/\rho_{\sigma}(\vec{r})\) as the weight factors as LSIC\((w)\), and similarly for OSIC\((z)\) and OSIC\((w)\) for OSIC with the corresponding iso-orbital indicator. The LSIC method is implemented in the development version of the FLOSIC code.

## 3 Computational Details

All calculations in this work were performed with the development version of the FLOSIC code. The FLOSIC code is a software based on the UTEP-NRLMOL code and inherits the features of the original NRLMOL including the NRLMOL Gaussian-type orbital basis set and adaptive integration mesh. This code has the FLO implementation of PZSIC, OSIC, and LSIC. Hereafter, we refer to FLO-PZSIC, FLO-OSIC, and FLO-LSIC as PZSIC, OSIC, and LSIC for brevity. To make calculations attainable, in this work we employ a perturbative flavor of LSIC, where the PZSIC densities are utilized to evaluate the LSIC energy. In case of OSIC method we have found that one shot OSIC results to be practically
Figure 1: Molecular schemes used in this work for the evaluation of magnetic exchange couplings constants with self-interaction corrected methods. Hydrogen, helium, carbon, chlorine, copper atoms are color coded as white, cyan, gray, green, and brown, respectively.
same as fully self-consistent OSIC results.\textsuperscript{57}

We considered the following representative exchange-correlation functionals: the local spin density approximation (LSDA) parameterized by Perdew and Wang (PW92),\textsuperscript{60} the Perdew-Burke-Ernzerhof (PBE)\textsuperscript{91,92} generalized gradient approximation (GGA) functional, and the strongly constrained and appropriately normed (SCAN)\textsuperscript{93} and the recent $r^2$SCAN meta-GGA\textsuperscript{94} functionals. Since SCAN functional is numerically problematic, we used a very dense integration mesh (roughly 45000 grid points per atom for organic molecules) specifically tailored for this functional to obtain accurate energies.\textsuperscript{53} Likewise, we used a mesh with an intermediate grid density between GGA and SCAN for $r^2$SCAN calculations since meta-GGAs generally require finer meshes than GGAs.

The PZSIC is applied in combination with the LSDA, PBE and SCAN functionals. For the LSIC calculations, we considered only LSDA since LSIC combined with GGAs or meta-GGAs causes a gauge inconsistency problem.\textsuperscript{68}

We first assess FLOSIC and locally-scaled SIC methods for magnetic exchange coupling constants using H· · ·He model systems, which were introduced to study magnetic exchange coupling parameters with different electronic structure methods, as well as representative realistic molecular systems, including a small transition metal complex. For all the H· · ·He models reference values from accurate wave function calculations are available. We included a linear H–He–H molecule of three H–He distances $d = 1.25, 1.625, \text{ and } 2.00 \text{ Å, two H–(He–H)$_n$ chains with } n = 2 \text{ and } 3, \text{ a triangle and a square (see Fig. 1). For all these model systems, the } 1s \text{ hydrogen orbitals are coupled through a super-exchange mechanism mediated by the He orbitals. These simple super-exchange model systems were used multiple times in the literature to assess the performance of electronic structure methods for magnetic exchange couplings. The smallest linear H–He–H has been also used to address the effect of SIE on exchange coupling constants.}\textsuperscript{23} Additionally, we considered six organic bi-radical molecules: [C$_3$H$_3$]$^-$, C$_4$H$_4$, trimethylenemethane (TMM), p-C$_8$H$_8$, m-C$_8$H$_8$, and tetramethylenethane (TME), and chlorocuprate [Cu$_2$Cl$_6$]$^{2-}$ (shown in Fig. 1). The structures of [C$_3$H$_3$]$^-$ and
C₄H₄ were taken from Ref. [95] and the structures of p-C₈H₈ and m-C₈H₈ are from Ref. [96]. The TMM and TME structures are taken from Ref. [55]. The [Cu₂Cl₆]²⁻ structure was taken from Ref. [97].

The NRLMOL Gaussian basis set was used for H/He models and the organic radical molecules. For the [Cu₂Cl₆]²⁻ complex, the Stuttgart relativistic small core effective core potential (ECP) consisting of 10 electrons was used in combination with its corresponding valence basis set for copper, and Stuttgart relativistic large core ECP was used for chlorine atoms. The Stuttgart basis set and ECP parameters were obtained from the Basis Set Exchange library.

The optimal FLOs in the FLOSIC calculations are obtained by minimizing the SIC energy with respect to the FOD positions. We used the conjugate gradient algorithm to optimize FOD positions. The force tolerance of 10⁻³\(E_h/a_0\) was used for the organic and copper molecules. A tighter tolerance of 10⁻⁵\(E_h/a_0\) was used for FOD optimization for the H-He complexes. A typical relaxed FOD structure has an FOD at the nuclear position corresponding to the 1s electrons for atoms other than one-electron systems. For carbon and oxygen, the valence FODs are found at the vertices of a tetrahedron centered at the corresponding nuclei for the hybridized 2s2p electrons. The valence electrons in the 3s3p3d shells in the copper atoms form symmetrical arrangements around the atomic centers. The set of optimized FOD used in this work is available on GitHub (https://github.com/FLOSIC/si_magnetic_exchange_coupling).

For the magnetic exchange coupling calculations, both \(J_{SP}\) and \(J_{NP}\) were obtained using Eqs. (2) and (3), where each \(E_{HS}\) and \(E_{BS}\) were calculated at the DFA, PZSIC-DFA, OSIC-DFA, and LSIC-DFA levels of theory. Since the HS and BS states have different orbital configurations (i.e. one for parallel and another for anti-parallel spins), in our FLOSIC calculations we obtained a distinct set of optimal FODs for each spin configuration: one corresponding to the HS state and the other to the BS state.
4 Results and Discussion

Table 1: Magnetic exchange coupling constants $J_{SP}$ (in cm$^{-1}$) for H–He–H with the three H–He distances, $d$. $J_{NP}$ is a half of $J_{SP}$. Mean absolute percentage deviations (MAPD) with respect to full-CI are also shown.

| Method            | $d$ (Å)   | MAPD(%) |
|-------------------|-----------|---------|
|                  | 1.25      | 1.625   | 2.00   | SP | NP |
| LSDA              | -12493    | -1494   | -159   | 183 | 41 |
| PBE               | -8672     | -916    | -88    | 74  | 13 |
| SCAN              | -8246     | -948    | -80    | 68  | 16 |
| r$^2$SCAN         | -8304     | -956    | -84    | 72  | 14 |
| PZSIC-LSDA        | -5503     | -632    | -61    | 17  | 42 |
| PZSIC-PBE         | -4894     | -541    | -51    | 1   | 50 |
| PZSIC-SCAN        | -5526     | -606    | -48    | 10  | 44 |
| PZSIC-r$^2$SCAN   | -5600     | -633    | -51    | 11  | 44 |
| LSIC($z$)-LSDA (perturbative) | -5734     | -696    | -76    | 33  | 34 |
| LSIC($w$)-LSDA (perturbative) | -4786     | -429    | -24    | 25  | 62 |
| OSIC($z$)-LSDA (perturbative) | -5820     | -709    | -77    | 35  | 33 |
| OSIC($z$)-LSDA (SCF) | -5775     | -683    | -60    | 22  | 39 |
| OSIC($w$)-LSDA (perturbative) | -5318     | -590    | -54    | 9   | 45 |
| OSIC($w$)-LSDA (SCF) | -5332     | -606    | -58    | 12  | 43 |
| LSDA@PZSIC-LSDA   | -8427     | -1042   | -109   | 94  | 9  |
| PBE@PZSIC-PBE     | -6599     | -767    | -76    | 42  | 28 |
| SCAN@PZSIC-SCAN   | -7240     | -835    | -71    | 48  | 25 |
| r$^2$SCAN@PZSIC-r$^2$SCAN | -7213     | -845    | -74    | 50  | 24 |

*Reference 97*

4.1 H–He–H model

For the linear H–He–H model system, we considered three different H–He bond distances ($d =$1.25, 1.625, and 2.00 Å) as mentioned in Sec. 3 with the LSDA, PBE, and SCAN and r$^2$SCAN meta-GGAs functionals and their SIC counterparts. In Table 1, we show the calculated $J_{SP}$ for the H–He–H model with DFAs, PZSIC-DFAs, LSIC, OSIC, DFA@PZSIC-DFA, where DFA@PZSIC-DFA denotes PZSIC density with a DFA, and reference full-configuration interaction values. Reference 97 The mean absolute percentage deviations (MAPD) for
each method are also included in Table 1. It should be mentioned that for this system, the SP method to map exchange couplings is physically more meaningful than the NP since it takes into account the broken spin symmetry nature of the low-spin state. By contrast, the NP approach assumes that the broken symmetry state provides the correct energy of the low spin state. Since in this case the spin magnetization is very localized at the H centers, the SP method is expected to yield the correct mapping. The NP values are half of the SP values for this system and therefore are not shown. Typically, DFA exchange couplings using SP formulation are overestimated, and their $J_{NP}$ values are therefore closer to experimental values.

For all the four DFA functionals employed here, we find that the $J_{SP}$ values are larger by a factor of 2 – 3 compared to the reference values. When SIE are removed using PZSIC, the predicted antiferromagnetic coupling strengths decrease, resulting in reduction in the deviations in all three cases. $J_{SP}$’s obtained with PZSIC-PBE show the smallest MAPD, with results comparable to the full-CI reference values.

A graphical comparison of the percentage deviations of $J_{SP}$’s is shown in Fig. 2. PZSIC with the four DFAs shows fairly good performance with relatively small deviations (MAPD, 1 – 17%). The reduction of $J_{SP}$ with PZSIC is partly due to an improved electron density. To examine the effect of PZSIC density, we calculated the $J_{SP}$ parameters using the PZSIC density with the DFAs (herein DFA@PZSIC-DFA). The calculated DFA@PZSIC-DFA values are also shown in Table 1. All the DFA@PZSIC-DFA values are intermediate between respective DFA and PZSIC-DFA values. Moreover, the comparison of DFA errors with DFA@PZSIC-DFA errors shows that the density correction accounts for 17 – 49% of the errors in DFA-only calculations going from r$^2$SCAN to LSDA. Thus the density correction plays a significant part in improving the results particularly for LSDA and GGA functionals which belong to the lower rungs of Jacob ladder of density functionals. The rest of the correction in PZSIC arises from the correction to the energy functional. Since the H–He–H system consists of mostly single electron regions where PZSIC is exact, PZSIC performs well
for $J_{SP}$ for this set of systems. On the other hand, the LSIC($z$), LSIC($w$) and OSIC($z$) methods surprisingly perform much worse compared to PZSIC. LSIC methods are applied perturbatively on PZSIC density and therefore the higher errors in these results stem from the functional alone. LSIC mimics PZSIC in the one-electron regions but reduces the corrections in the many-electron regions. As LSIC reduces the SIC energy correction with respect to PZSIC, the LSIC total energies are higher than the PZSIC total energies. This energy shift is larger on the HS states than the BS states, and hence LSIC shows larger values of the coupling constant than PZSIC. The best performance for this system comes from the OSIC($w$) method. The $w$ factor identifies the weak interaction regions better compared to the $z$ factor which may have contributed to the better performance of the OSIC($w$).

![Figure 2: Percentage deviations of $|J_{SP}|$ for H–He–H with respect to the CI values.](image)

In the next sections, we investigated systems that involve many-electron regions where PZSIC may show overcorrections.
4.2 H···He multicenter models

Next, we assessed $J$ couplings with SIE-free DFAs on a set of multi-center H···He model systems the structures of which are shown in Fig. 1. These complexes are extensions of the two-center H–He–H for which accurate wave function as well as hybrid functional calculations are available.\textsuperscript{102} Here, we studied the four multi-center complexes: H$_3$He$_2$, H$_4$He$_3$, H$_3$He$_3$, and H$_4$He$_4$. The structures of these complexes are taken from Ref. \textsuperscript{102}. The bond distances between H···He were fixed to 1.625 Å in all four cases. For the evaluation of $J_{SP}$ couplings, Eq. (1) can be easily extended to multicenter spin cases.\textsuperscript{102} The equations used to determine the coupling constants of the multicenter complexes can be found in supplementary information.

Our calculated $J_{ij}$ for the nearest and the second nearest neighbor interactions with DFAs, PZSIC-DFAs, and LSIC are presented and compared against the available CASPT2 values in Table 2. All four DFAs overestimate $J_{SP}$ with LSDA having the largest errors. The mean absolute percentage deviations for PBE, SCAN, and r$^2$SCAN are comparable. The first nearest neighbor couplings ($J_{12}^{12}$ and $J_{23}^{23}$) tend to show smaller absolute percentage deviations than the second nearest neighbor couplings ($J_{13}^{13}$) because the relative uncertainties are small. Removing SIE with PZSIC systematically reduces these deviations with MAPDs of 27, 24, and 38% for PZSIC-LSDA, -PBE, and -SCAN, respectively. On the other hand, LSIC($z$) tends to increase the coupling strengths for the nearest neighbor pairs and thus results in overestimation, consistent with what we observed for the linear H–He–H. For the second nearest neighbor pairs, which are weakly coupled, LSIC($z$) tends to improve the coupling strengths over PZSIC. On the other hand, LSIC($w$) tends to underestimate the coupling in general and even leads to ferromagnetic coupling for the next nearest neighbors. Interestingly, when MAPDs are compared, the density based OSIC($w$) method shows the smallest percentage deviation of 14% among the SIC calculations. No systematic improvement is seen for the OSIC($z$) method. Overall, PZSIC-PBE and OSIC($w$) performs well for this set of toy systems.
Table 2: Magnetic exchange coupling constants $J_{SP}$ (in cm$^{-1}$) for the H···He multicenter complexes. The bond length H···He is fixed to 1.625 Å in all cases. Structures are shown in Fig. 1.

| System | $J_{12}$ | $J_{13}$ | $J_{23}$ | $J_{13}$ |
|--------|----------|----------|----------|----------|
| $H_3He_2$ | -1673 | -682 | -744 | -670 |
| $H_4He_3$ | -1830 | -684 | -747 | -702 |
| $H_3He_3$ | -44.5 | -4.7 | -3.0 | -6.6 |
| $H_4He_4$ | -1425 | -611 | -606 | -64 |

MAPD SP | 395 | 27 | 23 | 23 |
| MAPD NP | 147 | 48 | 50 | 45 |

MAD SP | 579 | 54 | 79 | 79 |
| MADC NP | 131 | 132 | 119 | 112 |

| System | DFA LSDA | PZSIC LSDA | LSIC LSDA | OSIC LSDA | Ref. |
|--------|---------|------------|-----------|-----------|------|
| $H_3He_2$ | J12 | -1673 | -1045 | -994 | 1019 | -682 | -600 | -670 | -744 | -467 | -763 | -735 | -633 | -647 | -586 |
| $H_4He_3$ | J12 | -1830 | -1188 | -1096 | -1060 | -733 | -660 | -702 | -786 | -494 | -812 | -781 | -681 | -696 | -629 |
| $H_3He_3$ | J12 | -44.5 | -6.9 | -7.3 | -7.8 | -4.7 | -2.3 | -6.6 | -3.0 | 10.0 | -3.4 | 32.6 | -3.7 | -3.9 | -3.4 |
| $H_4He_4$ | J12 | -1425 | -917 | -838 | -849 | -611 | -540 | -576 | -606 | -412 | -651 | -619 | -558 | -569 | -516 |

aCASPT2 values from Ref. [102]
bPerturbative calculation using PZSIC-LSDA densities.

4.3 Organic radical molecules

In this section, we assess the performance of SIC approximations for $J$ couplings on a set of six organic radical molecules, $[C_3H_3]^-$, $C_4H_4$, trimethylenemethane (TMM), p-C$_8$H$_8$, m-C$_8$H$_8$, and tetramethyleneethane (TME) (Fig. 1). This set is the same set used in the work of Joshi et al. where FLOSIC-LSDA was used to investigate the effects of SIE on exchange coupling constants. We used the same methods as in the previous Section 2 with the exchange couplings in this case compared against available multireference configuration interaction or multi-reference perturbation theories such as CASSCF [103]. The results are summarized in Table 3. The SP approach assumes that the energies of the electronic single-reference states can be mapped to the energies of broken-symmetry spin states, which is a physically acceptable assumption for the H···He complexes with localized electrons. This is not the case for the organic complexes, since the spin density is mostly delocalized. Hence, for these organic radical molecules, the NP mapping, which assumes that the electronic single-reference states provide a reasonable energy for the actual multi-reference states, is more physically acceptable. In Table 3 we show $J_{SP}$ values ($J_{NP}$ values are half as large as the

"
$J_{SP}$ values). The MAPDs of both approaches are shown.

Similar to the results of the H···He systems, the DFA errors for the organic complexes too are large with MAPDs ranging from 60% for LSDA to 24% for SCAN. PZSIC improves the results, but the improvement is not consistent for all the DFAs employed here. While significant improvements are seen for LDA and PBE with PZSIC resulting in MAPDs of 14 and 12%, SCAN performance deteriorates to MAPD of 33%. With PZSIC-DFA, the strength of the interaction (either ferro or antiferromagnetic) is enhanced with respect to the parent DFAs couplings except for TME with PZSIC-LSDA. It is interesting to observe that the scaled SIC methods assessed here affect exchange couplings in a non-systematic way when compared to non-scaled PZSIC. The signs of the coupling constant are consistent with the reference values with DFAs, PZSIC-DFAs, LSIC($z$), LSIC($w$), and OSIC($w$) but not with OSCI($z$). For p-C$_8$H$_8$, OSIC($z$) favors ferromagnetic coupling while the reference results favor antiferromagnetic coupling. The coupling strengths are generally enhanced with LSIC($z$), LSIC($w$) and OSIC($w$) for all molecules except TME for which all the scaled SIC methods show lower strength compared to LSDA. Fig. 3 shows the percentage deviation between the computed $|J_{NP}|$ with DFA, PZSIC-DFA, LSIC, and OSIC and the corresponding reference values for each molecule. We also compared the coupling constants calculated using the DFA@PZSIC-DFA approach with the reference data in Table 4. These results show that the SIC to the density correction has little influence on the results with LSDA and PBE. The use of the SIC density in these functionals provide marginal improvement in MAPD of 1 and 3%, respectively. It is clear however that using SIC density in more accurate functionals such as SCAN and $r^2$SCAN results in appreciable reduction in MAPD by 9 and 16%.

4.4 Hexa-Chlorocuprate $[\text{Cu}_2\text{Cl}_6]^{2-}$

The hexa-chlorocuprate complex has two Cu(II) bridged with chlorine ligands, as shown in Fig. 4, with each copper atom in a 3$d^9$ electron configuration that effectively acts as a spin $S = 1/2$ site. Experimentally, the chlorocuprate $[\text{Cu}_2\text{Cl}_6]^{2-}$ complex is found to be
Table 3: Calculated magnetic exchange coupling constants $J_{SP}$ (in cm$^{-1}$) where $J_{NP}$ is half the $J_{SP}$ for a set of organic radical molecules.

| System     | DFA  | PZSIC | LSIC(z) | LSIC(w) | OSIC(z) | OSIC(w) | Ref. |
|------------|------|-------|---------|---------|---------|---------|------|
|            | LSDA | PBE   | SCAN    | r$^2$SCAN | LSDA    | LSDA$^a$ |      |      |
| [C$_3$H$_3$]$^-$ | 3759 | 4506  | 6286    | 5974    | 7004    | 8490    |      |      |
| C$_4$H$_4$  | -88  | -1306 | -4704   | -4546   | -6940   | -7868   | -9084 |      |
| TMM         | 4798 | 6448  | 11022   | 9892    | 11487   | 12470   | 14052 |      |
| p-C$_8$H$_8$| -2710| -1916 | -2816   | -1666   | -4816   | -4662   | -8308 | -3258|
| m-C$_8$H$_8$| 2276 | 3146  | 8176    | 5580    | 11904   | 13078   | 15212 | 6136 |
| TME         | -2838| -2198 | -2614   | -2516   | -1948   | -2486   | -3036 | -1260|
| MAPD       | SP  | 58    | 35      | 56      | 51      | 87      | 105   | 161  |
|            | NP  | 60    | 53      | 24      | 33      | 14      | 12    | 33   |

$^a$Evaluated using the PZSIC-LSDA density
$^b$CASSCF-MkCCSD from reference 95
$^c$CASSP2N from reference 103
$^d$AM1-CI from reference 105
$^e$CASSCF from reference 106
$^f$DDCI from reference 104

Figure 3: Percentage deviation of $|J_{NP}|$ for the set of six organic systems with respect to multi-configuration calculations.
Table 4: Calculated magnetic exchange coupling constants $J_{SP}$ in cm$^{-1}$ using DFA@PZSIC-DFA for the set of organic radical molecules.

| System | LSDA@PZSIC-LSDA | PBE@PZSIC-PBE | SCAN@PZSIC-SCAN | r$^2$SCAN@PZSIC-LSDA |
|--------|-----------------|--------------|-----------------|---------------------|
| $[C_3H_3]^-$ | 4001            | 5024         | 6466            | 5712                |
| C$_4$H$_4$ | -713            | -2340        | -5408           | -5342               |
| TMM     | 5902            | 7638         | 10866           | 9748                |
| p-C$_8$H$_8$ | -2557          | -1308        | -3464           | -4506               |
| m-C$_8$H$_8$ | 4896           | 6596         | 15031           | 9274                |
| TME     | -1305           | 1494         | -2686           | -2396               |
| MAPD    | SP 22           | 20           | 83              | 66                  |
| NP 59   | 50              | 50           | 15              | 17                  |

weakly antiferromagnetic.\textsuperscript{107} The magnetic susceptibility analysis of this complex shows that its magnetic character changes when outer non-bridging chlorine atoms are twisted around the Cu-Cu axis by an angle $\theta$ (see Fig. \textsuperscript{1}). As $\theta$ varies from 0° to 45°, the coupling changes from being weakly antiferromagnetic to ferromagnetic. This change in the nature of the magnetic interaction with the angle $\theta$ makes the evaluation of the exchange coupling particularly challenging for DFT methods. Relative to the other organic complexes and the H-He model systems studied in this work, the $d$ electrons in this complex are expected to be largely affected by the SIEs, making the hexa-chlorocuprate an interesting case to study the effect of SIE removal on magnetic exchange couplings. To this end, we use two structures taken from the literature.\textsuperscript{97,97,109} The first structure is the planar $[Cu_2Cl_6]^{2-}$ ($\theta = 0^\circ$)\textsuperscript{97,109} for which experiments show that the $J$ values are between 0 to $-40$ cm$^{-1}$, indicating that the Cu(II) ions are weakly antiferromagnetically coupled.\textsuperscript{107} This antiferromagnetic coupling constant is close to the value determined with PBE functional for Cu$_3$ complex in which case the Cu atoms are further apart.\textsuperscript{110} The second structure for $[Cu_2Cl_6]^{2-}$ ($\theta = 45^\circ$) was taken from from Bencini et al.,\textsuperscript{97} where the experimental coupling was found between 80 and 90 cm$^{-1}$. This qualitative change in the magnetic interaction with the twisting angle has also confirmed by \textit{ab initio} methods (see Table \textsuperscript{5}).\textsuperscript{108} We note that a slightly different planar structure was used in a previous FLOSIC-LSDA study.\textsuperscript{109}

The results of our calculations are summarized in Table \textsuperscript{5}. For the $\theta = 0^\circ$ configuration,
most methods give an antiferromagnetic interaction, with the exception of the OSIC with scaling factor $w$. In some of the SIC cases, the interaction strength is exaggerated, but never at the level of LSDA or PBE. It is interesting to point out that using the PZSIC densities with their parent DFA largely reduces the strength of the coupling for LSDA and PBE and only minimally affects the SCAN results. From the scaled methods, the orbital scaled and local scaled SIC LSDA yield similar small antiferromagnetic couplings, in line with the experimental and ab initio results. Turning to the $\theta = 45^\circ$ conformation, we found that while most methods predict a ferromagnetic coupling (the exceptions are PZSIC-LSDA and PZSIC-PBE), in some cases the couplings are largely overestimated. Here again the orbital scaled and local scaled SIC LSDA give $J$ couplings in the range of the reference data.

Although for $\theta = 0^\circ$ configuration SCAN and $r^2$SCAN predict coupling constants within the experimental range of values, these results are not completely reliable as for these self-interaction uncorrected functionals, the highest-occupied valence electron(s) are not bound as evidenced from the eigenvalue spectra shown in Fig. 5. It can be seen that removal of SIE results in the binding of the valence electrons and thereby providing significantly better description of the electron density compared to the bare DFAs. The SIC fixes the
excessive electron delocalization in the uncorrected DFAs as evidenced in the localization of spin-densities on the Cu atoms as summarized in Table 6. These spin-populations were obtained from the Mulliken and Löwdin population analysis and by integrating the spin densities in atomic spheres of van der Waal radii placed on Cu cites. Interestingly, the spin populations also systematically increase in the corrected functionals from LSDA to PBE-GGA to SCAN meta-GGA.

Among all the variations of scaled SIC methods analyzed, only LSIC(z)-LSDA, OSIC(z)-LSDA are able to capture the correct nature and strength of the magnetic interaction for $\theta = 0^\circ$ and $\theta = 45^\circ$. This is encouraging since these methods (especially) LSIC also perform very well for other properties such as molecular dissociation energies and electric polarizabilities. On the other hand, within the non-scaled SIC methods, SCAN@PZSIC-SCAN and all the $r^2$SCAN@PZSIC-DFA methods also successfully reproduce the magnetic interactions. This is an indication that the SIC densities are in general of better quality than their non-corrected counterparts, and these densities used with a “higher-rung” energy density functional are a good option for the evaluation of magnetic exchange couplings.

5 Conclusion

We have studied the magnetic exchange coupling parameters for sets of molecules: H–He models, six organic radical molecules, and $[\text{Cu}_2\text{Cl}_6]^2^-$ using DFAs with and without SIC scheme of PZSIC. In addition, we assessed the impact of orbital-scaled SIC methods, such as OSIC and LSIC applied to LSDA to study the performance of these SIC methods on calculating the said property. For the H–He–H system using the SP method, application of PZSIC improves the resulting exchange couplings especially for PZSIC-PBE. With LSIC-LSDA, performance is slightly worsened compared to PZSIC-LSDA. For the H–He multi-nuclear systems, we find that removing SIE decreases coupling strengths. PZSIC shows good performance for the three functionals. LSIC(z)-LSDA shows slightly larger discrepancies
Figure 5: The eigenvalue spectra (in eV) of chlorocuprate $[\text{Cu}_2\text{Cl}_6]^{2-}$ in BS states. The green lines indicate the energy levels in between HOMO and LUMO eigenvalues.
Table 5: Magnetic exchange coupling constant $J_{SP}$ (where $J_{NP}$ is a half of $J_{SP}$) in cm$^{-1}$ of the [Cu$_2$Cl$_6$]$^{2-}$ molecule.

| Method                      | $\theta = 0^\circ$ | $\theta = 45^\circ$ |
|-----------------------------|---------------------|----------------------|
| LSDA                        | -354                | 221                  |
| PBE                         | -234                | 150                  |
| SCAN                        | -3                  | 159                  |
| r$^2$SCAN                   | -42                 | 177                  |
| PZSIC-LSDA                  | -78                 | -12                  |
| PZSIC-PBE                   | -94                 | -24                  |
| PZSIC-SCAN                  | -99                 | 228                  |
| LSIC($z$)-LSDA$^a$          | -3                  | 102                  |
| LSIC($w$)-LSDA$^a$          | 104                 | 179                  |
| OSIC($z$)-LSDA$^a$          | -15                 | 107                  |
| OSIC($z$)-LSDA(SCF)         | -132                | 71                   |
| OSIC($w$)-LSDA$^a$          | 145                 | 202                  |
| OSIC($w$)-LSDA(SCF)         | 50                  | 102                  |
| LSDA@PZSIC-LSDA             | -131                | 59                   |
| PBE@PZSIC-PBE               | -138                | 80                   |
| SCAN@PZSIC-SCAN             | -25                 | 87                   |
| r$^2$SCAN@PZSIC-LSDA        | -49                 | 76                   |
| r$^2$SCAN@PZSIC-PBE         | -87                 | 107                  |
| r$^2$SCAN@PZSIC-SCAN        | -40                 | 88                   |
| Ab initio, LOC$^b$          | -36                 | 58                   |
| Ab initio, DELOC$^b$        | -6                  | 47                   |
| Expt.                       | 0 to -40$^c$        | 80 to 90$^d$         |

$^a$Perturbative calculation on PZSIC-LSDA density
$^b$References [112,113]
$^c$Reference [107]
$^d$Reference [108]

than PZSIC-LSDA for the nearest-neighbor couplings but shows better agreement for the second nearest-neighbor couplings with the reference, resulting in a relatively small MAPD for this set. The smallest MAPD is seen in the density based OSIC($w$)-LSDA with SP and PZSIC-PBE with NP. For the set of organic molecules, $J_{SP}$ of uncorrected DFAs shows a fair performance while removing SIE overestimates the values notably. However, $J_{NP}$ from PZSIC-DFAs coincidentally provides good agreement with the references where PZSIC-PBE and PZSIC-LSDA show two of the smallest percentage deviations. Although we find that the $J_{NP}$ approach with LSIC and OSIC performs rather poorly, the $J_{SP}$ approach combined with LSIC($z$)-LSDA provides the best estimate among all SP approaches (MAPD, 18%)
Table 6: Spin density analysis of the $[\text{Cu}_2\text{Cl}_6]^{2-}$ molecule. $\int (\rho_\uparrow(\vec{r}) - \rho_\downarrow(\vec{r}))d\vec{r}$ of BS states at the one of the copper atom is shown. Similar results are found for HS states.

| Method        | $\theta = 0^\circ$ |          |          | $\theta = 45^\circ$ |          |          |
|---------------|---------------------|----------|----------|---------------------|----------|----------|
|               | Mulliken | Löwdin | Atom sphere | Mulliken | Löwdin | Atom sphere |
| LSDA          | 0.41     | 0.48    | 0.44     | 0.45     | 0.51    | 0.48     |
| PBE           | 0.46     | 0.53    | 0.49     | 0.49     | 0.55    | 0.52     |
| SCAN          | 0.54     | 0.61    | 0.58     | 0.57     | 0.63    | 0.61     |
| $r^2$SCAN     | 0.52     | 0.59    | 0.57     | 0.55     | 0.61    | 0.59     |
| PZSIC-LSDA    | 0.73     | 0.79    | 0.78     | 0.77     | 0.81    | 0.80     |
| PZSIC-PBE     | 0.78     | 0.82    | 0.81     | 0.81     | 0.85    | 0.84     |
| PZSIC-SCAN    | 0.76     | 0.80    | 0.78     | 0.80     | 0.83    | 0.82     |

In terms of percentage deviations (MAPD of the rest of the methods ranging 35 – 161%) where the triplet-singlet energy gaps of PZSIC are reduced in all six systems. Finally, for the chlorocuprate $[\text{Cu}_2\text{Cl}_6]^{2-}$, LSIC($z$)-LSDA, SCAN, and $r^2$SCAN produce very weak antiferromagnetic couplings for $\theta = 0^\circ$ and ferromagnetic coupling for $\theta = 45^\circ$ showing close agreement with experiments. Our DFA@PZSIC-DFA results are, in general, better than those of uncorrected DFAs but not as good as PZSIC-DFAs. Thus it seems that using an SIC density only is not sufficient and that an SIC energy correction is also needed for this property. Among the uncorrected DFAs, SCAN outperforms than LSDA and PBE in all cases. Also, $r^2$SCAN closely mimics the SCAN functional. It is a good efficient alternative to SCAN due to its numerical efficiency. In all cases, we observed that LSIC reduces the amount of SIC from PZSIC, but this reduction does not always improve the magnetic exchange couplings. This is especially true for the systems that mainly consist of single electron regions where PZSIC already performs well. For the more complex organic systems and $[\text{Cu}_2\text{Cl}_6]^{2-}$, an overcorrecting nature of PZSIC is more pronounced when the SP approach is considered. We find that removing excess SIC using LSIC($z$) gives an improved performance over PZSIC in these cases.

In a case-by-case performance, combinations of certain functionals and SP/NP approaches work very well for a set of systems but work rather poorly for others. This includes $J_{SP}$ of PZSIC-PBE, -SCAN, and -$r^2$SCAN on H-He-H, $J_{NP}$ of PZSIC-PBE and $J_{SP}$ of OSIC($w$)-
LSDA on H···He multicenter complexes, $J_{NP}$ of PZSIC-LSDA and PZSIC-PBE on organic molecules, and SCAN and $r^2$SCAN on chrolocuprate. Thus, some care must be exerted prior to the practical application of these methods for the evaluation of magnetic exchange couplings. On the other hand, we find that the SP approach with LSIC(z)-LSDA provides a decently good overall performance across all four sets of systems, ranging from above average to a few of the best performances. This singles out the LSIC(z) method as a promising option for applications to exchange coupling constants in a wide range of systems. The performance of LSIC method can possibly be improved further by identifying more suitable iso-orbital indicator.
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