Ultra-fast wide band spectrum analyzer based on a rapidly tuned spin-torque nano-oscillator
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A spintronic method of ultra-fast broadband microwave spectrum analysis is proposed. It uses a rapidly tuned spin torque nano-oscillator (STNO), and does not require injection locking. This method treats an STNO generating a microwave signal as an element with an oscillating resistance. When an external signal is applied to this “resistor” for analysis, it is mixed with the signal generated by the STNO. The resulting mixed voltage contains the “sum” and “difference” frequencies, and the latter produces a DC component when the external frequency matches the frequency generated by the STNO. The mixed voltage is processed using a low pass filter to exclude the “sum” frequency components, and a matched filter to exclude the dependence of the resultant DC voltage on the phase difference between the two signals. It is found analytically and by numerical simulation, that the proposed spectrum analyzer has a frequency resolution at a theoretical limit in a real-time scanning bandwidth of 10 GHz, and a frequency scanning rate above 1 GHz/ns, while remaining sensitive to signal power as low as the Johnson-Nyquist thermal noise floor.

Spectrum analyzers are critically important instruments with applications in engineering, science, and medicine.1,2 Historically, spectrum analyzers have been implemented with either swept-tuned or Fourier methods. More recently, real-time spectrum analyzers have started to use a combination of these methods and vector signal analysis. Despite substantial technological improvements, current real time spectrum analyzers for demanding applications, such as pulsed radar frequency determination or electronic signal intelligence, are exceedingly complex and/or computationally expensive.3

We propose to use a rapidly tuned spin torque nano-oscillator (STNO)4,5 based on a magnetic tunnel junction (MTJ) to perform fast, broadband spectrum analysis with frequency scanning rates and bandwidths that exceed current state of the art, all while remaining sensitive to signals with power levels as low as the Johnson-Nyquist thermal noise floor. STNOs are nano-sized low power microwave auto-oscillators that can be tuned over a wide frequency range by adjusting a driving bias DC current. They have a number of interesting features, including low operating power, compatibility with CMOS technology, nonlinear synchronization behavior, operation from below 1 GHz to above 65 GHz, high modulation rates, and the possibility of a radiation-hard construction.6–10 At low frequencies (f < 3 GHz), they have been constructed to operate in the absence of a bias magnetic field.10 STNO oscillations occur in an MTJ when a DC electric current of sufficient amplitude excites the free layer magnetization to precess with a microwave frequency due to the spin-transfer torque effect.11–12 These magnetization oscillations can be detected macroscopically through the effect of tunneling magnetoresistance (TMR). For the purposes of this paper, an STNO (a current-driven MTJ with an oscillating TMR) will be treated as an oscillating resistor.

The configuration of a proposed spectrum analyzer is introduced by a block diagram in Fig. 1. In this diagram, a ramped bias DC current I_{DC}(t) drives the STNO (outlined by a red dashed line) which generates a signal with frequency f(t) that linearly increases with time. The TMR of the STNO, r_{stno}(t), oscillates with the same frequency f(t). An external microwave signal, which will be analyzed, is represented by a current i_{ext}(t) = I_{ext} \cos(2\pi f_{ext}t), where I_{ext} is the external signal amplitude and f_{ext} is the external signal frequency. The external signal is analyzed in three steps. First, i_{ext}(t) and r_{stno}(t) are combined via Ohm’s law to produce voltage v_{stno}(t) which has a high frequency component (f(t) + f_{ext}) and low frequency component (f(t) − f_{ext}). Second, a low pass filter with a cutoff frequency f_c is used to eliminate the high frequency component and a portion of the low frequency component. Third, a matched filter removes the dependence on the phase difference between the mixed signals and improves the signal-to-noise ratio (SNR). The matched filter output, v_{spec}(t), provides the spectrum of i_{ext}(t).

Overall, the method of operation of the proposed spectrum analyzer is similar to a traditional swept-tuned spectrum analyzer, with the exception that frequency tuning is performed entirely by a single STNO. Using
In this equation, \( \mathbf{m} \) is the normalized unit-length magnetization of the free layer in the macrospin approximation, \( \gamma = -2\pi 28 \text{ GHz/T} \) is the gyromagnetic ratio, \( \mathbf{B}_{\text{eff}} = \mathbf{B}_{\text{ext}} - \mu_0 M_s (\mathbf{m} \cdot \hat{z}) \hat{z} \) is the effective field, \( |B_{\text{ext}}| = 1.5 \text{ T} \) is the external field that is applied perpendicular to the free layer plane, in the \( \hat{z} \) direction. The free layer saturation magnetization is \( \mu_0 M_s = 0.8 \text{ T} \), \( I_{\text{DC}}(t) \) is the bias DC current that controls the STNO frequency, \( \alpha_G = 0.01 \) is the Gilbert damping constant, and \( \alpha_3 = h\gamma_0/(2\mu_0 M_s eV) \) is the spin-torque coefficient, where \( h \) is the reduced Planck constant, \( \gamma_0 = 0.35 \) is the spin polarization efficiency, \( \mu_0 \) is the free space permeability, \( e \) is the fundamental electric charge, and \( V = 3 \times 10^4 \text{ nm}^2 \) is the volume of the free layer. The direction of the spin current polarization was chosen as \( \mathbf{p} = \cos(\beta) \hat{x} + \sin(\beta) \hat{z} \) with \( \beta = 30^\circ \). In this configuration, the threshold current of microwave signal generation in the STNO was \( I_{\text{th}} = 2.32 \text{ mA} \). The STNO magnetization can be found by solving (1) numerically, thus allowing computation of the resistance \( r_{\text{stno}}(t) = R_{\text{stno}}(\mathbf{m} \cdot \mathbf{p}) \), where \( R_{\text{stno}} = 1 \text{ k}\Omega \) is the average STNO resistance. All parameters were chosen to have typical values, that were used in previous publication.  

When the STNO is driven by a current exceeding \( I_{\text{th}} \), the magnetization \( \mathbf{m} \) begins to make a stable precession about \( \mathbf{B}_{\text{eff}} \). This precession will lead to the sustained oscillations of the STNO resistance \( r_{\text{stno}}(t) \). The frequency of \( r_{\text{stno}}(t) \), as acquired by simulation, are shown by a gray dashed line in Fig. 2(a). In the first 40 ns of this simulation, the bias current was held constant with \( I_{\text{DC}}(t) = 3.0 \text{ mA} \), allowing \( r_{\text{stno}}(t) \) to oscillate steadily at a frequency of 25.4 GHz. After 40 ns, \( I_{\text{DC}}(t) \) was increased with a slope of \( \approx 1.2 \text{ mA/uc} \). This current increase caused the STNO oscillation frequency to increase at the constant scan rate of \( \rho = 1 \text{ GHz/uc} \), with a frequency:

\[
f(t) = f_0 + \rho \gamma  
\]  

where \( f_0 \) is an initial frequency. The thick black line in Fig. 2(a) shows the interval where spectrum analysis was performed, when \( f(t) \) is between 26 and 36 GHz.

All simulations reported in this Letter were performed without noise, and with an external signal with a power of \( \approx 0.05 \text{ pW} \) \( (J_{\text{ext}} = 10 \text{ nA}) \). The power level was chosen to show that this method of spectrum analysis will work for any power level above the Johnson-Nyquist noise floor.

When the STNO generates a signal of a variable frequency \( f(t) \), the STNO resistance is described by the expression \( r_{\text{stno}}(t) = R_{\text{stno}}(\cos(2\pi f_0 t + \pi \rho t^2 + \psi_0)) \), where the constant of integration \( \psi_0 \) physically represents the phase difference between \( I_{\text{stno}}(t) \) and \( r_{\text{stno}}(t) \).

When an external microwave signal \( i_{\text{ext}}(t) \) is introduced for analysis, it passes through the MTJ, producing a voltage \( v_{\text{stno}}(t) = i_{\text{ext}}(t) r_{\text{stno}}(t) \). As this voltage is the product of two sinusoidal signals, it will have a high frequency component \( f(t) + f_{\text{ext}} \) and a low frequency component \( f(t) - f_{\text{ext}} \). A low pass filter is then applied to \( v_{\text{stno}}(t) \) to remove frequencies above \( f_{\text{c}} \), and the low

\[
\frac{\mathbf{d}\mathbf{m}}{\mathbf{d}t} = |\gamma| \mathbf{B}_{\text{eff}} \times \mathbf{m} + \alpha_G \mathbf{m} \times \frac{\mathbf{d}\mathbf{m}}{\mathbf{d}t} + |\alpha_3| I_{\text{DC}}(t) \mathbf{m} \times [\mathbf{m} \times \mathbf{p}]  
\]
FIG. 2. (a) The frequency of STNO, $f(t)$, in response to $I_{DC}(t)$. The gray dashed line shows the STNO frequency, which is constant at 25.4 GHz until 40 ns, then increases in response to a ramped DC current. The solid black line shows the STNO scanning from 26 to 36 GHz. (b) STNO output with $\psi_0 = 0$. Grey line shows $v_{lpf}(t)$ with $f_c = 15$ GHz, and thick red line shows $v_{lpf}(t)$ with $f_c = 2$ GHz. (c) STNO output with $\psi_0 = 0.15\pi$. (d) Matched output filter, $v_{spec}(t)$, for two phases, with red for $\psi_0 = 0$ and blue for $\psi_0 = 0.15\pi$. Simulated with $f_c = 4.5$ GHz and $f_m = 32$ GHz.

frequency voltage can be expressed as:

$$v_{lpf}(t) = I_{ext} R_{stno} \cos(\phi(t, f_{ext}) + \psi_0).$$

(3)

Where $\phi(t, f_{ext}) = 2\pi(f_0 - f_{ext})t + \pi f t^2$ is the phase of the low frequency component of $v_{stno}(t)$.

It is important to note, that experimentally the phase difference $\psi_0$ cannot be controlled, so this numerical simulation was performed with two representative phases, $\psi_0 = 0$ and $\psi_0 = 0.15\pi$. The results of these two simulations are shown in Fig. 2(b) and 2(c), with a thin gray line representing $v_{lpf}(t)$ with $f_c = 15$ GHz. This line in both Fig. 2(b) and 2(c) shows that the frequency of the voltage is at a minimum near $t = 46$ ns. This low frequency voltage coincides in time with the moment when the frequencies of $r_{stno}(t)$ and $i_{ext}(t)$ are the same. This is emphasized by the thick red and blue lines, which show $v_{lpf}(t)$ with $f_c = 2$ GHz. Both of these lines show increased amplitude when the frequencies of the two signals are the same, and, indeed, the red line in Fig. 2(b) can be used to precisely determine the time when the two frequencies are equal. However, this is not possible when $\psi_0 = 0.15\pi$, as the dual peaks seen in the blue line of Fig. 2(c) could be produced instead by two external signals.

A matched filter can be used to limit the influence of $\psi_0$ and vastly improve the SNR. Matched filters operate by producing a strong peak when an input signal matches a template. Noting that $v(t) = e^{-i\phi(t)f_{ext}} e^{i\psi_0}$, we choose a template for the matched filter as $h(t) = e^{-i\phi(t)f_m}$, where $f_m$ is an arbitrary frequency in the interval of the spectrum analysis. Choosing this $h(t)$ maximizes the SNR, and, hence, the precision of the frequency determination.

Applying the above described matched filter to $v_{lpf}(t)$ produces the following output spectrum:

$$v_{spec}(t) = h(t) * v_{lpf}(t)$$

(4)

where $\ast$ is the symbol for convolution. Fig. 2(d) shows $v_{spec}(t)$ for signals with phases $\psi_0 = 0$ and $\psi_0 = 0.15\pi$. It is evident that both curves show a sharp peak at $f(t \approx 46 \text{ ns}) = 30$ GHz, and that both peaks are independent of the phase difference $\psi_0$. Both curves also show a relatively flat background noise of about 10% the signal maximum, and a minor phase dependence in the neighborhood of the peak. The curves in Fig. 2(d) represent the primary result of this Letter; they show that with $\psi_0$, an STNO is theoretically capable of detecting a 0.05 pW signal while scanning a 10 GHz interval at a rate of 1 GHz/ns, and that the detection is independent of any variation of the phase difference $\psi_0$.

How this particular matched filter works can be seen by filtering each of the exponential terms in (3) independently. When the positive exponent is filtered by $h(t)$:

$$h(t) * e^{i\phi(t,f_{ext})} e^{i\psi_0} = \frac{1}{2\pi} \delta(t - t_{ext}),$$

(5)

the output signal has no phase dependence, and a distinct peak is observed at the time $t_{ext} = (f_m + f_0 - f_{ext})/\rho$, as shown in Fig. 2(d). When the negative exponent of (3) is filtered by $h(t)$:

$$h(t) * e^{-i\phi(t,f_{ext})} e^{-i\psi_0} = \frac{1}{2\sqrt{\pi} \rho}$$

(6)

the result is a constant.

Equations (5) and (6) represent an ideal case, where $r_{stno}(t)$ and $i_{ext}(t)$ are non-zero for all time, $-\infty < t < \infty$. For more realistic signals that exist during a finite interval, as in Fig. 2(b) the peak in (5) will be broadened, while (6) will have a weak phase dependence near $t_{ext}$, and the peak will have a phase dependent amplitude. It is notable, that for smaller values of $\rho$, indicating slower scan rates, the background influence from (6) will be reduced, improving the SNR.

To further demonstrate that $v_{spec}(t)$ is independent of $\psi_0$, the simulation above was repeated with 50 different phases, ranging from $\psi_0 = 0$ to $\pi$ with a 0.02$\pi$ step. Five typical peaks are shown in the Fig. 3. The mean peak frequency for all 50 simulations was found to be 30.001 GHz with an error of just 0.001%. This shows that regardless of the phase difference between the external signal and the STNO, the frequency can be determined with a sufficiently high precision.

In spectrum analysis, the frequency resolution, known as the resolution bandwidth (RBW), is a measure of the
minimum separation required to distinguish two neighboring frequencies, with a low RBW preferred. The RBW of this system, as simulated, is approximately equal to the 3 dB linewidth of a peak, which in Fig. 3 is $\Delta f \approx 220$ MHz. An estimate for a theoretical limit for the RBW is $\Delta f_{\text{res}} \approx \frac{c}{f_c}$, where $f_c = 4.5$ GHz is the bandwidth of the low pass filter used to simulate Fig. 2(d) and Fig. 3. A comparison of the simulated and theoretical RBW for a variety of scan rates is presented in the inset of Fig. 3 with blue squares denoting $\Delta f$ and the dashed black line indicating $\Delta f_{\text{res}}$. It is evident, that the RBW for different scan rates remains near the theoretical limit for scan rates as high as 5 GHz/ns.

In addition to the frequency determination, the amplitude of the external signal, $I_{\text{ext}}$, can be determined from the amplitude of the detection peak. However, there is a minor variation in peak amplitude that is dependent on $\psi_0$. For $\rho = 1$ GHz/ns, the uncertainty is about 8%. This uncertainty can be reduced by further signal processing.

In principle, this “spintronic” design for microwave spectrum analysis can be readily implemented, because all the constituent components have already been used in an experimental settings. MTJs have been extensively manufactured for many years, and STNOs have been studied for over a decade. Similarly, matched filters were developed for radar applications in the 1940s, and a matched filter like \[\text{[1]}\] can be implemented digitally. Digitization of $v_{\text{stno}}(t)$ requires an anti-aliasing filter, which motivates our choice of $f_c = 4.5$ GHz, which is lower than currently available digitization rates of 6.4 GSPS.\[\text{[22]}\]

The last figure demonstrates the analysis of a signal having a more complicated spectrum. Fig. 4 shows three simulations where an STNO-based spectrum analyzer operated on an external signal that had frequencies at every integer frequency from 28 GHz to 35 GHz, each with a distinct random phase $\psi_0$ between 0 and 2$\pi$. The external currents used for all three simulations were identical. Fig. 4(a) shows the response with $\rho = 1$ GHz/ns and $f_c = 4.5$ GHz. With these characteristics, all peaks are correctly determined despite a rising level of background noise. Fig. 4(b) was simulated with the same scan rate $\rho = 1$ GHz/ns and a higher cutoff frequency of $f_c = 6.4$ GHz. It is evident that the higher $f_c$ value decreases the linewidth and the background noise level. This suggests, that as the digitization rates improve, the higher scan rates with lower RBW will be possible. The spectral quality is further improved in Fig. 4(c), which uses a slower scan rate of $\rho = 100$ MHz/ns, and $f_c = 4.5$ GHz. It is evident, that at slower scan rates, as expected, the RBW improves, and the background noise is substantially reduced. The variation in amplitude with respect to frequency in these detected signals is expected, and is caused by the change in the angle of precession in $\mathbf{m}$, and could be easily normalized using standard methods of digital signal processing.

In conclusion, an STNO with a matched filter is capable of performing spectrum analysis at high speeds, high sensitivity, and high resolution. It is able to determine the frequency of an external signal with a high precision. The performance of this system relies on a matched filter to remove the phase-related distortion. The sensitivity of the spectrum analyzer was found to be at the the level of the Johnson-Nyquist noise floor, and the RBW of the system was found to be near the theoretical limit.
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