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Abstract

Existing research for image text retrieval mainly relies on sentence-level supervision to distinguish matched and mismatched sentences for a query image. However, semantic mismatch between an image and sentences usually happens in finer grain, i.e., phrase level. In this paper, we explore to introduce additional phrase-level supervision for the better identification of mismatched units in the text. In practice, multi-grained semantic labels are automatically constructed for a query image in both sentence-level and phrase-level. We construct text scene graphs for the matched sentences and extract entities and triples as the phrase-level labels. In order to integrate both supervision of sentence-level and phrase-level, we propose Semantic Structure Aware Multimodal Transformer (SSAMT) for multi-modal representation learning. Inside the SSAMT, we utilize different kinds of attention mechanisms to enforce interactions of multi-grain semantic units in both sides of vision and language. For the training, we propose multi-scale matching losses from both global and local perspectives, and penalize mismatched phrases. Experimental results on MS-COCO and Flickr30K show the effectiveness of our approach compared to some state-of-the-art models.

1 Introduction

Vision and language are two important aspects of human intelligence to understand the world. To bridge vision and language, researchers pay increasing attention to multi-modal tasks. Image-text retrieval (Frome et al. 2013b), one of the fundamental topics, aims to retrieve the matching text (image) for the query image (text). Researchers (Frome et al. 2013b, Kim et al. 2014, You, Zhang, and Luo 2018) extract features from an image-text pair to compute a scalar matching score to measure the similarity. The model is optimized via a triplet loss that makes the representations of the positive image-text pair closer than negative ones. Existing research (Faghri et al. 2018, Lee et al. 2018, Liu et al. 2020, Wei et al. 2020) usually relies on sentence-level supervision for cross-modality representation learning. However, the semantic mismatch usually happens in finer grain, i.e., phrase level.

We show an example in Figure 1 including a query image, some matched sentences and mismatched ones. In terms of matching scores, the model (Faghri et al. 2018) fails to distinguish positive and negative sentences. A closer look at the example shows that mismatched sentences are usually partially irrelevant with phrases of inconsistent semantics (two dogs, baseball filed, etc.). Inspired by this observation, we explore to provide fine-grained supervision in phrase-level for better cross-modality representation learning. In practice, we construct multi-grained semantic labels for a query image...
of two levels, namely, sentence-level and phrase-level. In sentence-level, we use the whole sentence as the label. In phrase level, we construct the text scene graph of the sentence and extract entities and triples of multiple forms from the graph as labels. Based on these multi-grained semantic labels, we assume the matching model is able to identify fine-grained mismatched semantic units at the same time of distinguishing negative sentences.

In order to utilize the supervision of both sentence-level and phrase-level for cross-modality representation learning, we propose the Semantic Structure Aware Multimodal Transformer (SSAMT) to model multi-grained semantics in vision and language. In language side, we concatenate the sentence and its phrases as input, while both image and its regions are used in vision side. Mask transformer is used to model semantic units of different granularity for both modalities, besides, novel attention mechanisms are presented for interactions of intra-modality and inter-modality. The model learns representations for both modalities of vision (image and regions) and language (sentence and phrases) in multiple scales (global and local). For optimization, we utilize the global matching and local matching for the similarity measurement of image-text pairs, where global matching computes the matching score of the global representations of the image and text, and local matching measures the similarities from fine-grained perspectives including region-to-text and phrase-to-image. In addition, for the phrases extracted from mismatched sentences, we propose phrase-matching to teach the model to increase scores between the matched image-phrase pairs and decrease those mismatched ones. Experiment results on MS-COCO (Lin et al. 2014) and Flickr30K (Plummer et al. 2015) show the effectiveness of our model compared to some state-of-the-art approaches. Further analysis reveals that SSAMT is able to provide better interpretability by locating mismatched phrases of negative sentences.

2 Semantic Structure Aware Multimodal Transformer (SSAMT)

The overall framework of Semantic Structure Aware Multimodal Transformer is shown in Figure 2. It includes three major components, namely, multi-grained semantic labels construction, cross-modality representation learning with multi-grained semantics and multi-scale matching losses. The multi-grained semantic labels construction is to automatically collect semantic labels from annotated sentences of the query image, the cross-modality representation learning with multi-grained semantics is to capture the semantics of different granularity in both modalities, and multi-scale losses are utilized to measure the similarity between the pair of image and sentence. We take the image $I_i$ and text $T_j$ as an example to compute their matching score.

2.1 Multi-Grained Semantic Labels Construction

Each image in vision and language datasets has multiple annotated sentences, for example there are five in MS-COCO. Lin
We fix the pre-trained model during training. To fit the hidden we also set up a global image node with word embeddings to enforce the interaction of multi-grained semantics from vector.

Image Vectors Initialization

For the image \(I_i\), we employ a pre-trained object detector to extract region features, where each \(o_{ik}\) is the mean-pooled convolutional feature for the \(k\)-th region of \(I_i\) and \(d_v\) is the hidden size of the detector. We fix the pre-trained model during training. To fit the hidden size of our encoder, we add a fully-connected layer to project each region feature into the same size and get initial image vectors \(E_j^i\). Following the setting of the global sentence node, we also set up a global image node with \(C^T\) as initialization to capture the overall semantics of the image.

2.3 Cross-Modality Modeling with Multi-Grained Semantics

To enforce the interaction of multi-grained semantics from both two modalities, we employ inter-modality and intra-modality relationships modeling at the same time, and present the mechanism of mask attention inside the transformer cell to learn the multi-grained semantics with the inherent structure.

Inter-Modality Relationship Modeling

Inter-modality relationship model aims to set up the interactions across the two modalities. We use the encoder of transformer \((\text{Vaswani et al. 2017})\) as backbone. In the following equation, we concatenate text embeddings and image vectors in \(\mathbf{H}^\alpha\) as model input.

\[
H^\alpha = [C^T, E^j, E^i; C^T, E^j]
\]

In the original setting of transformer, there is no different granularity or structure and each element attends to others without constraints. In our case, we have phrase node to capture the semantics of words in the phrase, and modality-dependent global nodes to model the overall semantics for image and text, respectively. These nodes are utilized for multi-grained semantic modeling and heavily depends on the structure. To keep their meaning, we argue to abandon original attention and employ mask attention. In implementation, a masking matrix \(M \in \mathbb{R}^{H^\alpha \times H^\alpha}\) is initialized with all 0, and we reset values in specific positions with \(-\infty\) to meet these three requirements as following.

1. In the vision side, each region node is not visible to the global sentence node.
2. In the language side, each phrase and token node is not visible to the global image node.
3. Each phrase node is not visible to any other words that not included in the phrase itself.

We add \(M\) to the following attention function and utilize it to replace the original one in transformer. We call the new one mask transformer.

\[
\text{attention}(Q, K, V, M) = \text{softmax}\left(M + \frac{Q^T K}{\sqrt{d_k}}\right)V
\]

After inter-modality relationship modeling, we get a sequence of outputs shown in the following equation.

\[
H = [h^j, H^T; h^i, H^i]
\]

where \(h^j\) and \(H^j\) are global representations for image and text corresponding to global nodes \(C^T\) and \(C^T\) of image and sentence. \(H^i\) are representations for regions and \(H^T\) are for phrases and words. They are local representations for the image and sentence, respectively.

Intra-Modality Relationship Modeling

Intra-modality relationship model \((\text{Wei et al. 2020}; \text{Yang et al. 2019a})\) is employed to separately encode image and text as a supplementary to the inter-modality relationship modeling, where inputs of image and text are \([C^T, E^j]\) and \([C^T, E^j, E^i]\), respectively. We take the outputs of \(C^T\) and \(C^T\) as intra-modality global representations of the image and text, denoted as \(a^j\) and \(a^T\).

2.4 Multi-scale Matching Losses

Supposing we have a positive image-text pair \((I_i, T_i)\) with a negative image \(I_k\) and a negative sentence \(T_j\). We use triplet loss \(\text{TriL}_\alpha\) to train our model. In \(\text{TriL}_\alpha(u, V, W)\) as following, \(\alpha\) is a scalar to control the distance between the cosine score of \(u\) and positive samples \(V\) and that of negative samples \(W\).
| Model   | Image-to-Text R@1 | R@5 | R@10 | Text-to-Image R@1 | R@5 | R@10 | RSum | Image-to-Text R@1 | R@5 | R@10 | RSum | Text-to-Image R@1 | R@5 | R@10 | RSum |
|---------|------------------|-----|-------|------------------|-----|-------|------|------------------|-----|-------|------|------------------|-----|-------|------|
| Flickr30K |                  |     |       |                  |     |       |      |                  |     |       |      |                  |     |       |      |
| VSE++   | 64.7 - 75.9      | 52.0 - 92.0 | -     | 75.4 - 97.4      | 67.4 - 90.3 | 95.0  | -    | 506.8 - 79.1      | 87.2 | -     | 95.8 | 480.2 - 487.4 | 506.8 | 73.4 | 90.3 | 95.8 |
| CAMP    | 72.3 94.8 -     | 58.5 - 87.9 | 95.0  | 506.8 - 79.1      | 87.2 | -     | 750.9 | 77.4 - 90.3      | 193.0 | -     | 95.8 | 480.2 - 487.4 | 506.8 | 73.4 | 90.3 | 95.8 |
| SCAN    | 72.7 94.8 98.4  | 58.8 - 88.4 | 94.8  | 506.8 - 79.1      | 87.2 | -     | 750.9 | 77.4 - 90.3      | 193.0 | -     | 95.8 | 480.2 - 487.4 | 506.8 | 73.4 | 90.3 | 95.8 |
| SGM     | 73.4 93.8 97.8  | 57.5 - 87.3 | 94.3  | 504.1 - 71.8      | 91.7 | 95.5  | -    | 535.3 - 79.6      | 86.5 | -     | 97.8 | 484.7 - 491.9 | 535.3 | 73.8 | 93.8 | 95.8 |
| VS-RN   | 74.0 94.3 97.8  | 60.8 - 88.4 | 94.1  | 509.4 - 70.4      | 89.2 | 93.7  | -    | 535.3 - 77.9      | 85.7 | -     | 97.8 | 484.7 - 491.9 | 535.3 | 73.8 | 93.8 | 95.8 |
| BFAN    | 74.0 95.6 -     | 59.4 - 88.4 | -     | -                | -   |       |      | 535.3 - 77.9      | 85.7 | -     | 97.8 | 484.7 - 491.9 | 535.3 | 73.8 | 93.8 | 95.8 |
| MMCA    | 74.8 95.6 97.7  | 61.6 - 89.8 | 95.2  | 514.7 - 74.2      | 92.8 | 96.4  | -    | 548.4 - 81.4      | 87.8 | -     | 97.8 | 484.7 - 491.9 | 548.4 | 74.8 | 92.8 | 96.4 |
| GSMN    | 76.1 95.6 98.3  | 60.4 - 88.7 | 95.0  | 514.1 - 71.4      | 92.6 | 96.0  | -    | 539.3 - 79.7      | 87.1 | -     | 97.8 | 484.7 - 491.9 | 539.3 | 74.8 | 92.6 | 96.0 |

**SSAMT** 78.2 95.6 98.0 62.7 89.6 95.3 519.4 75.4 92.6 96.4 54.8 81.5 88.0 488.7

Table 1: Comparison results of the cross-modal retrieval on the MS-COCO 1K and Flickr30K in terms of Recall@K(R@K). The comparative models include VSE++ (Faghri et al. 2018), CAMP (Wang et al. 2019b), VS-RN (Li et al. 2019), BFAN (Liu et al. 2019), MMCA (Wang et al. 2020), GSMN (Liu et al. 2020).

3 Experiment

3.1 Experimental Setup

**Datasets** We evaluate our proposed model on MS-COCO (Lin et al. 2014) and Flickr30K (Plummer et al. 2015). Each image of MS-COCO is accompanied with 5 human annotated captions. We split the dataset into training, validation...
and test sets respectively with 113, 287/5, 000/5, 000 images following [Karpathy and Fei-Fei 2015]. For MS-COCO 1K, the testing set is further divided into 5 splits and the performance reported are the average over the 5 folds of 1K test images [Faghri et al. 2018]. Flickr30K [Plummer et al. 2015] consists of 31000 images collected from the Flickr website. Each image contains 5 descriptive sentences. We take the same splits for training, validation and testing sets as in [Karpathy and Fei-Fei 2015]. 1000 images for validation and 1000 images for testing, while the rest for training.

**Evaluation Metric** The performance of image text retrieval is evaluated by the standard recall at K (R@K), \( R@K \) = \( \frac{\text{the correct item belongs to the top-} K \text{ retrieved items}}{\text{the total number of queries}} \). It is defined as the fraction of queries for which the correct item belongs to the top-\( K \) retrieved items. In image text retrieval, we can take image or text as query to retrieve matched texts or images, corresponding to the settings of image-to-text and text-to-image. We also take RSum which is the sum of \( R@1+R@5+R@10 \) in both image-to-text and text-to-image as an overall metric.

### 3.2 Implementation Details

For the image, we employ Faster-RCNN [Ren et al. 2015] pre-trained on Visual Genome [Krishna et al. 2017] to extract region features following BUTD [Anderson et al. 2018]. We prune the vocabulary by dropping words that appear less than five times. Both of our intra-relationship model and inter-relationship model has 2 layers, the hidden dimension is 1024, the head of attention is 16 and the inner dimension of feed-forward network is 2,048. The number of parameters in our model is 64.7M.

Our training has two phases. For all experiments, the dropout rate is 0.3 and the Adam [Kingma and Ba 2015] with \( \beta_1 = 0.9, \beta_2 = 0.999 \) is taken as the optimizer of our model. The linear-decay learning rate scheduler is employed with \( \mu \) learning rate is 6e-4. During testing, \( \mu_{1} = 0.2 \) and \( \mu_{2} = 0.1 \).

### 3.3 Overall Performance

We compare our model with some classic and state-of-the-art approaches, including VSE++ [Faghri et al. 2018], CAMP [Wang et al. 2019b], SCAN [Lee et al. 2018], SGM [Wang et al. 2020], VSRN [Li et al. 2019], BFAN [Liu et al. 2019], MMCA [Wei et al. 2020], GSNM [Liu et al. 2020]. The results on MS-COCO 1K and Flickr30K are presented in Table 1 and that on MS-COCO is shown in Table 2.

We can see that our proposed SSAMT outperforms all existing methods, with the best R@1 = 78.2% for image-to-text retrieval and R@1 = 62.7% for text-to-image retrieval on MS-COCO 1K. For MS-COCO, the proposed approach maintains the superiority with an improvement of more than 3% on the R@1 of image-to-text retrieval. In Flickr30K, our model achieves the best performance with image-to-text R@1 of 75.4%.

### 3.4 Ablation Study

We perform ablation study on MS-COCO 1K to explore the effectiveness of phrase-level labels and different matching scores. We compare two groups of settings by controlling the usage of phrase-level labels, namely, mask transformer w/o phrases and mask transformer w/ phrases. Under each group of settings, we take mask transformer with global matching loss as baseline. Components are added on top of the previous setting one by one from the first row to the bottom one.

In Flickr30K, we first train the intra-modality relationship model with \( \alpha_{0} = 0.05 \), the maximum instance per batch is 32, 768, the accumulation step is 1, and the peak learning rate is 1e-4. Then, we fix the intra-modality relationship model to train the inter-modality one with \( \alpha_{1} = 0.05, \alpha_{2} = 0.05, \alpha_{3} = 0.1 \) and \( \lambda_{1} = 1.0, \lambda_{2} = 0.1, \lambda_{3} = 0.1 \). The maximum instance per batch is 8, 192, the accumulation step is 4 and the peak learning rate is 8e-4. During testing, \( \mu_{1} = 0.3 \) and \( \mu_{2} = 0.1 \).
Table 4: Accuracy of global matching, local matching and phrase matching in Eq. (1) with respect to SSAMT and SSAMT w/o PM. ‘t2i’ and ‘t2i’ mean image-to-text and text-to-image, respectively.

| Matching Type   | SSAMT | SSAMT w/o PM |
|-----------------|-------|--------------|
| global (t2i)    | 76.9% | 75.2%        |
| global (t2i)    | 83.9% | 82.6%        |
| local (t2i)     | 77.2% | 75.4%        |
| local (t2i)     | 84.2% | 82.6%        |
| phrase (t2i)    | 97.1% | 30.0%        |
| phrase (t2i)    | 97.2% | 28.4%        |

Table 5: RSum of different models with different sizes of training data.

| Model                      | 100% | 75%  | 50%  | 25%  |
|----------------------------|------|------|------|------|
| SSAMT w/o PM&LM            | 483.3| 462.4| 436.5| 372.5|
| SSAMT w/o PM               | 485.1| 464.6| 437.7| 373.4|
| SSAMT                      | 488.7| 471.2| 446.4| 383.8|

4 Further Analysis

In this section, we dive into SSAMT to further analyze the characteristics of semantic labels.

4.1 Influence of Phrase-level Labels on Inference

Power of Various Matching Scores

Multi-grained semantic labels are used in computing the multi-scale scores for a given image text pair as Eq. (1-3). Experiments have shown their effectiveness on improving the overall performance in image-text retrieval. We would like to further explore contributions of different matching scores in the inference process. In addition to the full version of SSAMT, we also train SSAMT without phrase matching loss (denoted as SSAMT w/o PM) as comparison. SSAMT w/o PM has the same architecture as SSAMT and is able to compute phrase matching score during inference. In the experiment of image-to-text (‘t2i’) setting, for each positive image text pair in the test set of MS-COCO ([Lin et al. 2014]), we sample another sentence to form a negative pair. So is text-to-image (‘t2i’). We compute the mean of classification accuracy across the test set.

Experiment results are presented in Table 4. We use one of three matching scores (global, local and phrase) to make the decision of classification. Two findings standout. (1) The performance of SSAMT w/o PM drops significantly when it computes phrase matching to determine the irrelevant parts of the negative sentence. This indicates that if there is no explicit supervision to guide the model to be grounding on the truly irrelevant parts during training, it hardly unsupervised learns the grounding. (2) SSAMT outperforms SSAMT w/o PM in all six metrics. This demonstrates that, through guiding the model to be more grounding on the truly irrelevant parts, phrase-level labels contribute to all three matching during the inference.

4.2 Influence of Phrase-level Labels on the Improvement of Training Efficiency

In the application of semantic labels, we exploit more supervision signals for each query image in phrase level. We would like to see the influence of these phrase-level labels on the training efficiency. We compare three versions of SSAMT, namely, SSAMT, SSAMT w/o PM and SSAMT w/o PM&LM, with different sets of matching losses respectively. In practice, we randomly pick out 75%, 50% and 25% data from Flickr30K ([Plummer et al. 2015]), which respectively contain 21, 750, 14, 500 and 7, 250 images and 108, 750, 72, 500 and 36, 250 image-text pairs. We present RSum score of three models on test set of Flickr30K for evaluation.

Experiment results are shown in Table 5. We find that RSum of all three models decreases as dataset size decreases from 100% to 25%. The performance gain of SSAMT w/o PM over SSAMT w/o PM&LM gets smaller as the dataset size decreases, which ranges from 1.8 to 0.9. However, the gain of SSAMT over SSAMT w/o PM gets larger, which ranges from 3.6 to 10.4. This demonstrates that phrase-level labels can improve the training efficiency, and the improvement is more significant with a small dataset scale.

When the size of training dataset reduces from 29, 000 (100%) to 7, 250 (25%), the size of vocabulary changes from 9, 568 to 8, 608, of which the reduction is smaller than the dataset. It has less impact on phrase matching. This means that the supervision of phrase matching does not decrease that rapidly. Thus, semantic labels are more beneficial for image-text retrieval under the condition of small data amount.

4.3 Case Study

We show two examples in Figure 3. For each image, we show its annotated sentences on top of it. Based on these sentences, we follow the instruction in §2.1 to automatically construct corresponding multi-grained semantic labels, and list them on the right of these image annotated sentences. We show two texts that one is positive (matched) and the other is negative (mismatched) on the right of each image. We observe that phrase scores of the positive sentence are large, and those of negative one are relatively small, especially those mismatched parts, such as “white umbrella”, “man in white” and “man working in kitchen”. These facts verify that SSAMT can produce more faithful results.
5 Related Work

Most works in image-text retrieval focus on capturing the cross-modal semantic association by better feature extraction and cross-modality interaction. Nam, Ha, and Kim (2017) and Ji et al. (2019) represent the image by semantics gathered from block-based attention, or by region-level. Lee et al. (2018), Wang et al. (2019a), Wang et al. (2019b), Wang et al. (2020) and Wei et al. (2020) detect objects in images by pre-trained Faster R-CNN (Ren et al. 2015) following the bottom-up manner proposed by Anderson et al. (2018). For text processing, Klein et al. (2015) explore to use Fisher Vectors as discriminative representations. Language models like Skip-Gram are employed to extract word representations (Frome et al. 2013a), and text segments are generally encoded by recurrent neural network (RNN) (Kiros, Salakhutdinov, and Zemel 2014; Faghri et al. 2018; Chen and Luo 2020). Besides, Yu et al. (2019), Wu et al. (2019) and Wei et al. (2020) use the mechanism of self-attention for enforcing the relationship modeling in sentence. On top of fine-grained features, a line of research propose to model inter-modality interaction, such as dual attention network (Nam, Ha, and Kim 2017), stacked cross attention (Lee et al. 2018; Liu et al. 2019; Hu et al. 2019), graph structure attention (Li et al. 2019; Wang et al. 2020; Liu et al. 2020), and the multi-modal transformer modeling (Wei et al. 2020). UNITER (Chen et al. 2020) and Unicoder (Li et al. 2020) follow BERT (Devlin et al. 2019) to pre-train the vision-language transformer model on the large-scale image-text datasets, and finetune in image-text retrieval. Compare with these transformer-based models, our model expands the transformer input with phrases through introducing phrase nodes and keep their local structure with words during encoding for better multi-grained semantic modeling. More important, previous works focus on finding better models for better cross-modality representation learning, and supervision is always the sentence-level triplet loss. In our works, we provides the fine-grained supervision in phrase-level instead of only a sentence-level matching (mismatching) signal, and the supervision guides the model to discriminate mismatched sentences with more grounding on irrelevant local parts. This method not only helps the model to achieve better retrieval performance, but also is more interpretable and faithful.

6 Conclusion

In this paper, to make full use of negative sentences in both phrase-level and sentence-level, we explore to build multi-grained semantic labels, in which phrase-level ones are automatically constructed through extracting phrases of object entities, object-attribute pairs and object-relation-object triplets from images annotated sentences. We concatenate the sentence and its phrases in language side, while image and its regions in vision side, then present mask transformer for jointly cross-modality modeling with multi-grained semantics. We have multi-scale matching losses to capture the image-to-text matching and region-to-sentence/phrase-to-image matching. Based on the phrase-to-image matching, we utilize the semantic labels to determine the non-correspondence between phrases and image, and adjust scores between the imagephrase pairs. Experiment results show the effectiveness of our model on MS-COCO and Flickr30K. Further analysis reveals that semantic labels improve the efficiency of data exploitation and guide the model to discriminate mismatching sentences with more grounding on mismatched parts.
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