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Abstract: It has been unknown in kinetic theory whether the linearized Boltzmann or Landau equation with soft potentials admits a spectral gap in the spatially inhomogeneous setting. Most of existing works indicate a negative answer because the spectrum of two linearized self-adjoint collision operators is accumulated to the origin in case of soft interactions. In the paper we rather prove it in an affirmative way when the space domain is bounded with an inflow boundary condition. The key strategy is to introduce a new Hilbert space with an exponential weight function that involves the inner product of space and velocity variables and also has the strictly positive upper and lower bounds. The action of the transport operator on such space-velocity dependent weight function induces an extra non-degenerate relaxation dissipation in large velocity that can be employed to compensate the degenerate spectral gap and hence give the exponential decay for solutions in contrast with the sub-exponential decay in either the spatially homogeneous case or the case of torus domain. The result reveals a new insight of hypocoercivity for kinetic equations with soft potentials in the specified situation.

Contents

1. Introduction .................................. 1442
   1.1 Models and motivations ....................... 1442
   1.2 Notations ................................ 1446
   1.3 Spectral gap ................................ 1447
   1.4 Exponential decay for linear equation .......... 1449
   1.5 Exponential decay for nonlinear equation ...... 1449
2. Basic Estimates ............................. 1452
3. Spectral Gap ................................ 1456
4. Exponential Decay for Linear Equation .................. 1468
5. Exponential Decay for Cutoff Boltzmann Equation ........... 1475
1. Introduction

1.1. Models and motivations. In the paper we are concerned with the formation of the spectral gap in case of soft potentials for two classical collisional kinetic equations, the Boltzmann equation with or without angular cutoff and the Landau equation, in the spatially inhomogeneous setting where the space domain is bounded. Let $L$ be the standard linearized collision operator around the normalized global Maxwellian $\mu = \mu(v) := \frac{1}{(2\pi)^{3/2}} \exp(-|v|^2/2)$ with $v = (v_1, v_2, v_3) \in \mathbb{R}^3$, defined by

\[
Lf = \mu^{-1/2} Q(\mu^{1/2} f, \mu) + \mu^{-1/2} Q(\mu, \mu^{1/2} f),
\]

(1.1)

where $Q$ is a bilinear collision operator to be specified later. Then, in terms of basic properties of $Q$, the linearized operator $L$ is self-adjoint and non-positive definite on $L^2(\mathbb{R}^3)$ with a five dimensional kernel space $\ker L = \text{span}\{\mu^{1/2}, v_i \mu^{1/2} (1 \leq i \leq 3), |v|^2 \mu^{1/2}\}$. The long time behavior of solutions to the spatially homogeneous linear problem

\[
\partial_t f = Lf, \quad t > 0, \quad v \in \mathbb{R}^3
\]

(1.2)

leads to the study of the eigenvalue problem:

\[
Lf = \lambda f
\]

(1.3)

for the operator $L$, see Cercignani [15]. As is well known, this problem has five eigenfunctions for $\lambda = 0$; all the other eigenvalues are negative. Moreover, thanks to Carleman [13], Grad [28], Caflisch [11] and many others, we know that in the hard potential case, there exists a spectral gap for $L$ so that an exponential decay to equilibrium as $t \to \infty$ can be obtained, while the spectrum in the soft potential case is continuously connected to the origin so that the spectral gap is lost and degenerate, see Fig. 1 below.

As a sufficient criterion, the existence of the spectral gap for $L$ by solving (1.3) can be also verified from the coercivity estimate of $-L$ via the compactness argument or the constructive approach. Indeed, it generally holds that there is a generic constant $\lambda_L > 0$, depending only on the collision kernel of $Q$, such that

\[
(f, -Lf)_{L^2_v} \geq \lambda_L \int_{\mathbb{R}^3} v(v) |f|^2 dv
\]

(1.4)

for any $f = f(v) \in (\ker L)^\perp$ in $L^2(\mathbb{R}^3_v)$. This is the so-called coercivity estimate for $-L$ which has been extensively studied in [1–3,6,7,11,16–18,27–29,31,32,41–44] for different kinds of collision operators. Among them, we mention the fundamental works by Bobylev [7] and Wang Chang and Uhlenbeck [16,17] for the Maxwell molecules, the constructive proofs by Mouhot together with his collaborators in series of works.

\[\text{(a) Hard potentials} \quad \text{(b) Maxwell molecules} \quad \text{(c) Soft potentials}\]

Fig. 1. Spectrum for $L$
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Fig. 2. Spectrum for $-i k \cdot v - \nu(v)$ with the parameter $k \in \mathbb{Z}^3$

[6,41–43], and the recent progress on the non-cutoff Boltzmann equation by Gressman and Strain [29] and AMUXY [2]. The collision frequency function $\nu(v)$ in (1.4), that turns out to be continuous and strictly positive at all $v \in \mathbb{R}^3$, has a strictly positive lower bound in the hard potential case, which then implies the exponential time decay of solutions to (1.2) in large time. However, in the soft potential case, $\nu(v)$ decays to zero as $|v| \to \infty$ and thus (1.4) implies only the degenerated spectral gap, so that the solution to (1.2) may decay to zero only in a sub-exponential rate using the remarkable strategy by Caflisch [11]. Here we also mention two very interesting recent works by Bobylev, Gamba and Potapenko [8] and Bobylev, Gamba and Zhang [9] about the sub-exponential rate relaxation for some collisional kinetic models.

In the spatially inhomogeneous setting, particularly when the space domain is a torus $\Omega = \mathbb{T}^3$, the spectral gap for the linearized equation

$$\partial_t f + v \cdot \nabla_x f = Lf, \quad t > 0, \quad x \in \Omega, \quad v \in \mathbb{R}^3,$$

(1.5)

also has been extensively studied in the context of hypocoercivity that Villani [53] first introduced for investigating the interplay between the collision operator and the transport operator. For instance, in case of the Boltzmann collision with cutoff potentials, if one ignores the nonlocal integral part $K$ in the Grad’s splitting $L = -\nu(v) + K$ and further takes the Fourier transform of (1.5) with respect to $x \in \mathbb{T}^3$, then the spectrum for the linear operator $-ik \cdot v - \nu(v)$, where $k \in \mathbb{Z}^3$ is the Fourier variable, can be described as in Fig. 2 below, see also Ellis and Pinsky [24]. Therefore, as in the spatially homogeneous case, it is hard to expect the spectral gap as well as the exponential decay for the linear operator $-v \cdot \nabla_x + L$ in case of soft potentials when the operator $K$ is included. In fact, for solutions to (1.5) with $\Omega = \mathbb{T}^3$ in soft potential case, one can obtain only the sub-exponential or almost exponential decay for solutions when the initial data are weighted by an extra velocity function which is either exponential or polynomial, respectively; see many previous fundamental works, for instance, initiated by Caflish [12] and later extensively developed by Strain and Guo [46,47] as well as Carrapatoso and Mischler [14].

In contrast with either the spatially homogeneous case or the torus domain case mentioned above, we aim to recover in the paper the spectral gap as well as the exponential decay in case of soft potentials for general bounded domains with physical boundaries. For this, we consider $\Omega$ as a bounded open subset in $\mathbb{R}^3$ with the unit outward normal vector $n(x)$ which is assumed to exist almost everywhere on $\partial \Omega$. Then one can decompose the phase boundary $\partial \Omega \times \mathbb{R}^3$ as

$$\gamma_- = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v < 0\}, \quad \text{(the incoming set)},$$

$$\gamma_+ = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v > 0\}, \quad \text{(the outgoing set)},$$
\[ \gamma_0 = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v = 0\}, \quad \text{(the grazing set).} \]

With this notation, we consider the initial boundary value problem on the linearized equation (1.5) supplemented with the inflow boundary condition

\[ f(t, x, v) = g(t, x, v), \quad \text{on } [0, \infty) \times \gamma_. \]

for an appropriate function \( g(t, x, v) \) decaying to zero exponentially. We will see that for the specified problem, the fact that the degenerate spectral gap can be refined to be non-degenerate and correspondingly the sub-exponential decay can be refined to be exponential is essentially a consequence of accounting for an extra effect by the transport operator in the bounded domain \( \Omega \), namely, the action of the transport operator on a designed space-velocity dependent weight function induces an extra non-degenerate relaxation dissipation in large velocity. This provides a new insight of hypocoercivity for kinetic equations with soft potentials under consideration.

In the meantime, as a byproduct of our refined weighted energy approach, in particular with the macro-micro decomposition introduced by Guo [31–33] as well as independently by Liu and Yu [39] and Liu, Yang and Yu [38], we will also establish the global well-posedness for the nonlinear initial-boundary value problem

\[ \partial_t F + v \cdot \nabla_x F = Q(F, F), \quad F(0, x, v) = F_0(x, v), \quad (1.6) \]

with inflow boundary condition in the framework of perturbations in some new function spaces for the cutoff Boltzmann case. Here, the non-negative \( F(t, x, v) \) stands for the density distribution function of gas particles with velocity \( v \in \mathbb{R}^3 \) at time \( t \geq 0 \) and position \( x \in \Omega \). For the perturbation formulation, setting \( F(t, x, v) = \mu + \mu^{1/2} f(t, x, v), \) the problem (1.6) can be rewritten as

\[ \partial_t f + v \cdot \nabla_x f = Lf + \Gamma(f, f), \quad f(0, x, v) = f_0(x, v), \quad (1.7) \]

with inflow boundary condition

\[ f(t, x, v) = g(t, x, v), \quad \text{on } \gamma_. \]

where \( L \) is the linearized collision operator defined in (1.1) and \( \Gamma \) is the nonlinear collision operator given by

\[ \Gamma(f, g) = \mu^{-1/2} Q(\mu^{1/2} f, \mu^{1/2} g). \]

For a complete literature review to the well-posedness and large time behavior of the Boltzmann or Landau equation, readers may refer to a recent work [23] by the second author with Liu, Sakamoto and Strain and references therein. Here we only mention that the pioneering work on the first global existence of solutions to the cutoff Boltzmann near global Maxwellians in the whole space was done by Ukai [49] for hard potentials and later by Ukai and Asano [51] for a certain range of soft potentials.

In what follows we prescribe the bilinear collision operator \( Q \) with only soft potentials under consideration. For the case of cutoff Boltzmann equation, the collision operator \( Q \) is defined by

\[ Q(G, F) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} B(v - v_s, \omega) \left[ G(v_s') F(v') - G(v_s) F(v) \right] dv d\omega dv_s. \quad (1.8) \]
In this expression \( v, v_\ast \) and \( v', v'_\ast \) are velocities of a pair of particles before and after collision, given in terms of the \( \omega \)-representation by

\[
v' = v + [(v_\ast - v) \cdot \omega] \omega, \quad v'_\ast = v_\ast - [(v_\ast - v) \cdot \omega] \omega,
\]
satisfying the physical conservation laws of elastic collisions: \( v + v_\ast = v' + v'_\ast \) and \( |v|^2 + |v_\ast|^2 = |v'|^2 + |v'_\ast|^2 \). The Boltzmann collision kernel \( B(v - v_\ast, \omega) \) for a monatomic gas is a non-negative function which only depends on relative velocity \( |v - v_\ast| \) and the angle \( \theta \) through \( \cos \theta = \frac{v - v_\ast}{|v - v_\ast|} \cdot \omega \). We assume

\[
B(v - v_\ast, \omega) = |v - v_\ast|\gamma b(\cos \theta)
\]
with \(-3 < \gamma < 0\) for soft potentials and the angular part \( b(\cos \theta) \) satisfying the Grad angular cutoff assumption \( 0 < b(\cos \theta) \leq C|\cos \theta| \).

For the case of non-cutoff Boltzmann equation, the collision operator \( Q \) is defined by

\[
Q(G, F) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} B(v - v_\ast, \sigma)[G(v'_\ast)F(v') - G(v_\ast)F(v)] d\sigma dv_\ast.
\]
In this expression \( v, v_\ast \) and \( v', v'_\ast \) are velocity pairs given in terms of the \( \sigma \)-representation by

\[
v' = \frac{v + v_\ast}{2} + \frac{|v - v_\ast|}{2} \sigma, \quad v'_\ast = \frac{v + v_\ast}{2} - \frac{|v - v_\ast|}{2} \sigma, \quad \sigma \in \mathbb{S}^2,
\]
that again satisfy that \( v + v_\ast = v' + v'_\ast \) and \( |v|^2 + |v_\ast|^2 = |v'|^2 + |v'_\ast|^2 \). The Boltzmann collision kernel \( B(v - v_\ast, \sigma) \) depends only on \( |v - v_\ast| \) and the deviation angle \( \theta \) through \( \cos \theta = \frac{v - v_\ast}{|v - v_\ast|} \cdot \sigma \). Without loss of generality we can assume \( B(v - v_\ast, \sigma) \) is supported on \( 0 \leq \theta \leq \pi/2 \), since one can reduce the situation with symmetrization: \( \overline{B}(v - v_\ast, \sigma) = B(v - v_\ast, \sigma) + B(v - v_\ast, -\sigma) \). Moreover, we assume \( B(v - v_\ast, \sigma) = |v - v_\ast|\gamma b(\cos \theta) \), where for the angular part, there exist \( C_\beta > 0 \) and \( 0 < s < 1 \) such that

\[
\frac{1}{C_\beta \theta^{1+2s}} \leq \sin \theta b(\cos \theta) \leq \frac{C_\beta}{\theta^{1+2s}}, \quad \forall \theta \in (0, \frac{\pi}{2}].
\]
We also assume \(-3 < \gamma < -2s\) for soft potentials.

For the case of Landau equation, the collision operator \( Q \) is given by

\[
Q(G, F) = \nabla_v \cdot \int_{\mathbb{R}^3} \phi(v - v')[G(v')\nabla_v F(v) - F(v)\nabla_v G(v')] dv' = \sum_{i, j = 1}^3 \partial_{v_i} \int_{\mathbb{R}^3} \phi^{ij}(v - v')[G(v')\partial_{v_j} F(v) - F(v)\partial_{v_j} G(v')] dv'.
\]

The non-negative definite matrix-valued function \( \phi = [\phi^{ij}(v)]_{1 \leq i, j \leq 3} \) takes the form of

\[
\phi^{ij}(v) = \left\{ \delta_{ij} - \frac{v_i v_j}{|v|^2} \right\}|v|^\gamma + 2,
\]
with \(-3 \leq \gamma < -2\) for soft potentials including the physically realistic Coulomb interactions.
As a summary for soft potentials through the paper, we mean \(-3 < \gamma < 0\) for cutoff Boltzmann collision operator, \(-3 < \gamma < -2s\) for non-cutoff Boltzmann collision operator and \(-3 \leq \gamma < -2\) for Landau collision operator, and we also define \(\kappa = \gamma, \gamma + 2s\) and \(\gamma + 2\) in the respective case for later use. Note that \(\kappa < 0\) holds true. We may choose \(v(v) \approx \langle v \rangle^{\kappa}\) for the collision frequency function \(v(v)\) in the coercivity inequality (1.4) for the linearized collision operator \(L\).

1.2. Notations. Before presenting the main results, we also specify some notations to be used through the paper. Let \(\langle v \rangle = \sqrt{1 + |v|^2}\) and \(\partial_\beta = \partial_{\alpha_1} \partial_{\alpha_2} \partial_{\alpha_3} \partial_{\nu_1} \partial_{\nu_2} \partial_{\nu_3}\), where \(\alpha = (\alpha_1, \alpha_2, \alpha_3)\) and \(\beta = (\beta_1, \beta_2, \beta_3)\) are multi-indices. For \(\beta\) and \(\beta'\), if each component of \(\beta'\) is not greater than that of \(\beta\), we denote \(\beta' \leq \beta\). We will write \(C > 0\) to be a generic constant, usually large, which may change from line to line. Denote the \(L^2_v\) and \(L^2_{x,v}\), respectively, as

\[
|f|^2_{L^2_v} = \int_{\mathbb{R}^3} |f|^2 \, dv, \quad \|f\|^2_{L^2_{x,v}} = \int_{\Omega} |f|^2 \, dx.
\]

For Landau equation, we denote

\[
\sigma^{ij}(v) = \int_{\mathbb{R}^3} \phi^{ij}(v - v')\mu(v') \, dv', \quad \sigma^i(v) = \sum_{j=1}^3 \int_{\mathbb{R}^3} \phi^{ij}(v - v') \frac{v_j}{2} \mu(v') \, dv',
\]

and the dissipation norm as

\[
|f|^2_{L^2_D} = \sum_{i,j=1}^3 \int_{\mathbb{R}^3} \left( \sigma^{ij} \partial_{v_i} f \partial_{v_j} f + \sigma^{ij} \frac{v_i v_j}{2} |f|^2 \right) \, dv, \quad \|f\|^2_{L^2_{x,L^2_D}} = \int_{\Omega} |f|^2 \, dx.
\]

For non-cutoff Boltzmann equation, as in [29], we denote

\[
|f|^2_{L^2_{D}} := |\langle v \rangle^{\gamma+2s} f|^2_{L^2_v} + \int_{\mathbb{R}^3} dv \langle v \rangle^{\gamma+2s+1} \int_{\mathbb{R}^3} dv' \frac{(f' - f)^2}{d(v, v')^{3+2s}} 1_{d(v, v') \leq 1}.
\]

We also denote \(|f|^2_{L^2_D, N} = \sum_{|\beta| \leq N} |\partial_\beta f|^2_{L^2_D}\) and \(\|f\|^2_{L^2_{x,L^2_D}} = \int_{\Omega} |f|^2_{L^2_D} \, dx\). The fractional differentiation effects are measured using the anisotropic metric on the lifted paraboloid \(d(v, v') := (|v - v'|^2 + \frac{1}{4}(|v|^2 - |v'|^2)^2)^{1/2}\). For cutoff Boltzmann equation, we denote \(v\) as in (2.28) by

\[
v(v) = \int_{\mathbb{R}^3} \int_{S^2} B(v - v_*, \omega)\mu(v_*) \, d\omega dv_*,
\]

and hence, \(v(v) \approx \langle v \rangle^\gamma\). Correspondingly, we denote the dissipation norm as

\[
|f|^2_{L^2_D} = |f|^2_{L^2_v} + \int_{\mathbb{R}^3} v(v)|f(v)|^2 \, dv, \quad \|f\|^2_{L^2_{x,L^2_D}} = \int_{\Omega} |f|^2 \, dx. \tag{1.9}
\]

The most crucial idea for recovering the spectral gap in case of soft potentials for the spatially inhomogeneous linear problem (1.5) is to introduce a weight function in the
phase variable \((x, v) \in \Omega \times \mathbb{R}^3\) that involves the inner product of \(x\) and \(v\). In fact, let \(q > 0\) be any positive constant, then we define the weight function
\[
W = W(x, v) = \exp \left( -q \frac{x \cdot v}{\langle v \rangle} \right).
\] (1.10)

It is straightforward to compute
\[
\partial_{x_i} W = -q \frac{v_i}{\langle v \rangle} W, \quad \partial_{v_i} W = -q \left( \frac{x_i}{\langle v \rangle} - \frac{v_i x \cdot v}{\langle v \rangle^3} \right) W,
\] (1.11)

and hence
\[
-v \cdot \nabla_x W = q \frac{|v|^2}{\langle v \rangle} W.
\] (1.12)

Thus, by (1.10) and (1.11) above, it holds that
\[
e^{-qC} \leq W \leq e^{qC}, \quad |\partial_{x_i} W| \leq Cq W, \quad |\partial_{v_i} W| \leq Cq \frac{\langle v \rangle}{\langle v \rangle} W,
\] (1.13)

for a generic constant \(C \geq 1\) depending only on the size of \(\Omega\) but not on \(q\). We remark that one may choose the weight function of the more general form
\[
W = \exp \left( -q \langle v \rangle^{\vartheta} \left( 1 - \epsilon \frac{x \cdot v}{\langle v \rangle} \right) \right)
\] (1.14)

to generate higher velocity weight with parameters \(q > 0, 0 \leq \vartheta \leq 2\) and \(\epsilon > 0\). However, we would not pursue such more general formulation in order to keep the current discussions short and concise due to the fact that \(W \approx 1\) for (1.10).

1.3. Spectral gap. In this subsection, we will present the spectral gap for Landau and non-cutoff Boltzmann equations with zero inflow boundary condition. For this, we consider \(\Omega\) as a Lipschitz domain. That is, \(\Omega \subset \mathbb{R}^3\) is an open subset and for each point \(x_0 \in \partial \Omega\), there exists \(r > 0\) and a Lipschitz function \(\varphi : \mathbb{R}^2 \to \mathbb{R}\), upon relabeling and reorienting the coordinates axes if necessary, such that
\[
\Omega \cap B(x_0, r) = \left\{ x \in B(x_0, r) : x_3 > \varphi(x_1, x_2) \right\},
\]

where \(B(x_0, r)\) is the open ball with center \(x_0\) and radius \(r\). Then the unit outward normal vector \(n\) exists on \(\partial \Omega\) almost everywhere. Therefore, we can consider linearized Boltzmann collision operator \(L\) with the zero inflow boundary condition for \(f\):
\[
f(t, x, v) = 0, \quad \text{on } \gamma_-.
\] (1.15)

It means the complete condensation state on the boundary:
\[
F(t, x, v) = \mu, \quad \text{on } \gamma_-.
\]

To study the spectrum, we will split \(L\) as \(L = -A + K\) in Sect. 2, where \(A\) is the dissipation part and \(K\) is the relatively compact part. We define the linear operators
\[
\Lambda = v \cdot \nabla_x + A, \quad \mathcal{L} = v \cdot \nabla_x - L = \Lambda - K,
\]
and the inner product space
\[ X := L^2(\Omega_x \times \mathbb{R}^3) \]  
(1.16)
equipped with the inner product on \( \Omega \times \mathbb{R}^3_v \),
\[ (f, h)_X = C_0(f, h)_{L^2_x,v} + (Wf, Wh)_{L^2_x,v}, \]  
(1.17)
for some large \( C_0 > 0 \) to be chosen large later in Lemma 3.1. Let \( \| \cdot \|_X \) be the norm induced by (1.17). Thanks to (1.13), we know that \( \| \cdot \|_X \) is equivalent to \( \| \cdot \|_{L^2_x,v} \) and hence \( (X, \| \cdot \|_X) \) is a Banach space. Note that \( X \) has the same Banach topology as \( L^2_x,v \).
Here we denote \( \mathcal{L} \) in the sense of distribution and write the definite domain of \( \mathcal{L} \) to be
\[ D(\mathcal{L}) = \{ f \in X : f(t, x, v) = 0 \text{ on } \gamma_-, \mathcal{L}f \in X \}. \]  
(1.18)

Note that \( \mathcal{L} \) is not self-adjoint on \( X \). Since \( D(\mathcal{L}) \) contains \( C_c^\infty(\Omega \times \mathbb{R}^3) \), we know that \( D(\mathcal{L}) \) is dense in \( X \) and \( \mathcal{L} \) is densely defined. Recall that the kernel of \( L \) is the span of \( \{ \mu^{1/2}, v_i \mu^{1/2} (1 \leq i \leq 3), |v|^2 \mu^{1/2} \} \). Then we denote \( \mathbf{P} \) to be the projection onto \( \ker L \):
\[ \mathbf{P}f = (a + b \cdot v + c|v|^2)\mu^{1/2}(v). \]  
(1.19)

Before stating the result on spectrum we recall some notations from functional analysis. One may refer to [26, Chap XIV] for more details. Let \( T \) be a linear operator on \( X \) with domain \( D(T) \subset X \) and range \( \text{Im} \ T \subset X \). The resolvent set \( \rho(T) \) is the set of all complex numbers \( \lambda \in \mathbb{C} \) for which \( \lambda - T \) is invertible and the inverse \( (\lambda - T)^{-1} \) is bounded on \( X \). The spectrum \( \sigma(T) \) of \( T \) is defined to be the complement in \( \mathbb{C} \) of \( \rho(T) \). A point \( \lambda_0 \in \sigma(T) \) is called an eigenvalue of \( T \) of finite type if \( \lambda_0 \) is an isolated point of \( \sigma(T) \) and the associated projection \( P_{\lambda_0} = \frac{1}{2\pi i} \int_C (\lambda - T)^{-1} d\lambda \) has finite rank, where \( C \) is a contour around \( \lambda_0 \) separating \( \lambda \) from the other eigenvalues. Since \( \{ \lambda_0 \} = \sigma(T|_{\text{Im} P_{\lambda_0}}) \) and \( \text{Im} P_{\lambda_0} \) is finite dimension in \( D(T) \), it follows that \( \lambda_0 \) is an eigenvalue of \( T \). The linear operator \( T \) is called a Fredholm operator if \( T \) is closed and the integers
\[ \dim \ker T, \dim (X/\text{Im} T) \]
are finite. The essential spectrum of a linear operator \( T \) on \( X \) is defined to be the set of all \( \lambda \in \mathbb{C} \) such that \( \lambda - T \) is not a Fredholm operator. This set is denoted by \( \sigma_{\text{ess}}(T) \).

The main result on the spectral gap for the linear operator \( \mathcal{L} \) is stated as follows.

**Theorem 1.1.** Consider the Landau equation and non-cutoff Boltzmann equation for soft potentials. The essential spectrum of \( \mathcal{L} = -\Lambda + K \), as an operator on \( (X, \| \cdot \|_X) \) with the definite domain \( D(\mathcal{L}) \) in (1.18), lies in \( \{ z \in \mathbb{C} : \text{Re} \, z \leq -c_0 \} \) for a constant \( c_0 > 0 \), and
\[ \sigma(\mathcal{L}) \cap \{ z \in \mathbb{C} : \text{Re} \, z > -c_0 \} \subset \{ z \in \mathbb{R} : -c_0 < z \leq 0 \} \]  
(1.20)
contains only the discrete eigenvalues of finite type with possible accumulation points only on \( \{ \text{Re} \, z = -c_0 \} \). Moreover, the kernel of \( \mathcal{L} \) in \( (X, \| \cdot \|_X) \) is \{0\}.

We can regard \( \Lambda \) as the dissipative part and \( K \) as the relatively compact part. Theorem 1.1 will be an application of stability for relatively compact perturbation for operators. Thus, we obtain the spectral gap between \( \{ \text{Re} \, z = -c_0 \} \) and \( \{ \text{Re} \, z = 0 \} \) for soft potentials with only real isolated eigenvalues in it. It also shows that there is no eigenvalue in any small neighborhood of the origin, in particular, 0 is no longer an eigenvalue.
1.4. Exponential decay for linear equation. In this subsection, we consider the exponential time decay for the linearized Landau and Boltzmann equations with exponentially decay inflow boundary data. As explained before, the spectral gap estimate (1.20) indicates the formation of the exponential decay of the linear equation (1.5) for soft potentials in the spatially inhomogeneous setting, since $-c_0$ can be regarded as an upper bound of all nonzero eigenvalues.

We consider the linear Cauchy problem
\[
\partial_t f + v \cdot \nabla_x f + Lf = 0, \quad f(0, x, v) = f_0(x, v),
\]
with the inflow boundary condition
\[
f(t, x, v) = g(t, x, v), \quad \text{on } \gamma_-, \tag{1.22}
\]
where $g(t, x, v)$ is assumed to decay to zero exponentially. The key point is to observe that the linear dynamics weighted by $W$ in (1.10) behaves as
\[
\partial_t (Wf) + v \cdot \nabla_x (Wf) + q \frac{|v|^2}{\langle v \rangle} Wf = WLf. \tag{1.23}
\]
Therefore, an extra relaxation dissipation $q \frac{|v|^2}{\langle v \rangle} Wf$ that is non-degenerate in large velocity has been created and it can be employed to compensate the large-velocity degenerate dissipation of the form (1.4) for the operator $L$ in case of soft potentials. As such, the solutions decay in large time to zero in the $L^2_{x,v}$ norm with an exponential rate, which is then in the same situation as in the hard potential case. Precisely, via the weighted energy approach, we are able to prove the following

**Theorem 1.2.** For any initial data $f_0 \in L^2_{x,v}$ and inflow boundary data $g \in L^2(\gamma_-)$ satisfying
\[
\|f_0\|_{L^2_{x,v}}^2 + \sup_{t \geq 0} \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| e^{\delta_0 t} |g|^2 \, dv \, dS(x) < \infty, \tag{1.24}
\]
for some $\delta_0 > 0$, there exists $0 < \lambda < \delta_0$ such that the linearized Landau or Boltzmann equation (including cutoff and non-cutoff cases) (1.21) with inflow boundary condition (1.22) for soft potentials admits a unique solution $f$ satisfying
\[
\sup_{t \geq 0} \{ e^{\lambda t} \|f(t)\|_{L^2_{x,v}}^2 \} \lesssim \|f_0\|_{L^2_{x,v}}^2 + \sup_{t \geq 0} \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| e^{\delta_0 t} |g|^2 \, dv \, dS(x).
\]

1.5. Exponential decay for nonlinear equation. In this subsection, we will give the exponential time decay of solutions to the initial boundary value problem on the nonlinear Boltzmann equation with cutoff potentials
\[
\partial_t f + v \cdot \nabla_x f = Lf + \Gamma(f, f), \quad f(0, x, v) = f_0(x, v), \tag{1.25}
\]
with a general inflow boundary condition
\[
f(t, x, v) = g(t, x, v), \quad \text{on } \gamma_-, \tag{1.26}
\]
where \( g(t, x, v) \) is assumed to decay to zero exponentially. The linearized homogeneous form of (1.25) is

\[
\partial_t f + v \cdot \nabla_x f = Lf. \tag{1.27}
\]

Here we let the domain \( \Omega \subset \mathbb{R}^3 \) be a smooth connected open set such that

\[
\Omega = \{ x \in \mathbb{R}^3 : \xi(x) < 0 \} \tag{1.28}
\]

with \( \xi(x) \) being a smooth function. We assume \( \nabla_x \xi(x) \neq 0 \) at the boundary \( \xi(x) = 0 \). Then the unit outward normal vector at \( \partial \Omega \) is given by \( n(x) = \nabla_x \xi(x)/|\nabla_x \xi(x)| \), and it can be extended smoothly near \( \partial \Omega = \{ x \in \mathbb{R}^3 : \xi(x) = 0 \} \). We call \( \Omega \) as strictly convex if there exists \( c_\xi > 0 \) such that

\[
\sum_{i,j=1}^{3} \partial_{x_i x_j} \xi(x) \xi^i \xi^j \geq c_\xi |\xi|^2 \tag{1.29}
\]

for all \( x \in \overline{\Omega} \) and all \( \xi \in \mathbb{R}^3 \).

Denote a velocity weight function for \( \rho > 0 \) and \( \beta \in \mathbb{R} \):

\[
w(v) = (1 + \rho^2 |v|^2)\beta. \tag{1.30}\]

Then we can reformulate the Boltzmann equation (1.7) by using the weighted function \( h := wWf \):

\[
\begin{cases}
\{ \partial_t + v \cdot \nabla_x + q|v|^2\langle v \rangle^{-1} + v \} h = wW\Gamma \left( \frac{h}{wW}, \frac{h}{wW} \right), \\
\quad h(t, x, v) = wWf_0(x, v), \quad h|_{\gamma} = wWg.
\end{cases} \tag{1.31}
\]

Given \((t, x, v)\), let \([X(s), V(s)] = [X(s; t, x, v), V(s; t, x, v)] = [x + (s - t)v, v]\) be the trajectory (or the characteristic) for the cutoff Boltzmann equation such that

\[
\frac{dX(s)}{ds} = V(s), \quad \frac{dV(s)}{ds} = 0
\]

with the initial condition that \([X(t; t, x, v), V(t; t, x, v)] = [x, v]\).

**Definition 1.3 (Backward exit time).** For \((x, v)\) with \( x \in \overline{\Omega} \) such that there exists some \( \tau > 0 \), \( x - sv \in \Omega \) for \( 0 \leq s \leq \tau \), we define \( t_b > 0 \) to be the last moment at which the back-time straight line \([X(s; 0, x, v), V(s; 0, x, v)]\) remains in the interior of \( \Omega \):

\[
t_b(x, v) = \sup\{ \tau > 0 : x - sv \in \Omega \text{ for all } 0 \leq s \leq \tau \}. \tag{1.32}
\]

Clearly, for any \( x \in \Omega \), \( t_b(x, v) \) is well-defined for all \( v \in \mathbb{R}^3 \). If \( x \in \partial \Omega \), \( t_b(x, v) \) is well-defined for all \( v \cdot n(x) > 0 \). For any \((x, v)\), we use \( t_b(x, v) \) whenever it is well-defined. We have \( x - t_b v \in \partial \Omega \) and \( \xi(x - t_b v) = 0 \). We also define

\[
x_b(x, v) = x(t_b) = x - t_b v \in \partial \Omega.
\]

Then we always have \( v \cdot n(x_b) \leq 0 \).

Our result on the exponential decay for the cutoff Boltzmann equation is given as follows.
Theorem 1.4. Let \( \Omega \) be given in (1.28) and fix \( q > 0 \). Assume \( w^{-2}(v) \in L^1(\mathbb{R}^3) \) in (1.30). There exists \( \delta > 0 \) such that if \( F_0(x, v) = \mu + \sqrt{\mu} f_0(x, v) \geq 0 \) and
\[
\| w W f_0 \|_{L^\infty_{x,v}} + \sup_{t \geq 0} e^{\lambda t} \| w W g(t) \|_{L^\infty(\gamma_- \times \mathbb{R}^3)} \leq \delta,
\]
with some constant \( \lambda_0 > 0 \), then there exists a unique solution \( F(t, x, v) = \mu + \sqrt{\mu} f(t, x, v) \geq 0 \) to the inflow problem (1.25) and (1.26) on the cutoff Boltzmann equation (1.8) for soft potentials, satisfying the estimate that there exists \( 0 < \lambda < \lambda_0 \) such that
\[
\sup_{t \geq 0} e^{\lambda t} \| w F_0 \|_{L^\infty_{x,v}} \leq \| w W f_0 \|_{L^\infty_{x,v}} + \sup_{s \geq 0} e^{\lambda_0 s} \| w W g(s) \|_{L^\infty(\gamma_-)}.
\]
Moreover, if \( \Omega \) is strictly convex in the sense of (1.29), \( f_0(x, v) \) is continuous on \( \Omega \times \mathbb{R}^3 \setminus \gamma_0 \), and \( g \) is continuous in \([0, \infty) \times \partial \Omega \times \mathbb{R}^3 \setminus \gamma_0 \) with \( f_0(x, v) = g(0, x, v) \) on \( \gamma_- \), then \( f(t, x, v) \) is continuous in \([0, \infty) \times \{ \Omega \times \mathbb{R}^3 \setminus \gamma_0 \} \).

Noticing \( W \geq 1/C_\Omega \) by (1.13), we know that the smallness assumption (1.33) can be replaced by \( \| w f_0 \|_{L^\infty_{x,v}} + \sup_{t \geq 0} e^{\lambda_0 t} \| w g(t) \|_{L^\infty(\gamma_- \times \mathbb{R}^3)} \leq C_\Omega \delta \).

The above result gives the global-in-time existence and large-time behavior for small-amplitude classical solutions to cutoff Boltzmann equation with/without cutoff in the space \( L^\infty_{x,v} \) for the case of soft potentials. In particular, we finally recover the exponential decay \( e^{-\lambda t} \) as \( t \to \infty \) with an explicitly constructive constant \( \lambda > 0 \), which is an essential improvement to the sub-exponential decay \( e^{-\lambda t^p} \) with a parameter \( 0 < p < 1 \) depending only on the collision kernel in [12, 29, 47] where they also have imposed an extra exponential velocity decay on initial data. In the current work, we obtain the exponential decay of solutions in the function space that is equivalent to \( L^\infty_{x,v} \) without any velocity weight lost.

In the end we conclude this section with comments on some possible applications of our new approach as well as prospective problems that we think are important to be further explored in the future. In particular, we are able to employ the space-velocity weight function \( W = W(x \cdot v, v) \) of the simple form (1.10) or of the more general form (1.14) to create an extra dissipation even for the transport equation as in (1.23). Thus, we believe that our general method can be widely applied in kinetic problems with the transport term. First of all, it is interesting to see if it is applicable to the cutoff Boltzmann equation in general bounded domains supplemented with other types of boundary conditions in the \( L^2 \cap L^\infty \) framework developed first by Guo [34] and extensively studied later by many people, for instance, whether the results for soft potentials in [37] and [22] could be refined using our weight function. Moreover, it is possible to apply the current approach to study the non-cutoff Boltzmann equation, Landau equation and related models with self-consistent forces in case of soft potentials for the problems in [23, 35, 36]. A more challenging problem proposed in an original work [30] is to extend their perturbation theory with polynomial tails to soft potentials. In this direction we mention recent great progresses for the Landau equation [14] and the non-cutoff Boltzmann equation [5] and [4] in torus.

The rest of the paper is arranged as follows. In Sect. 2, we split the linearized collision operator and give some basic estimates. In Sect. 3, we recover the spectrum gap for soft potential and prove Theorem 1.1 by using relatively compact perturbation. In Sect. 4, we analyze the linear problem (1.21) and (1.22) to give the proof of Theorem 1.2. In Sect. 5, we study the nonlinear problem (1.25) and (1.26) with weight \( W \) involved for
the cutoff Boltzmann equation. Exponential time decay of solutions can be observed for soft potential.

2. Basic Estimates

In this section we list some basic estimates on the linear and nonlinear collision operators in the Landau and Boltzmann cases specified in the previous section.

Lemma 2.1. Let \( R > 0 \) be arbitrary. Assume \( \gamma \geq -3 \) for Landau case, \( \gamma > \max\{-3, -\frac{3}{2} - 2s\} \) for non-cutoff Boltzmann case and \( \gamma > -3 \) for cutoff Boltzmann case, we split \( L = -A + K \) with respect to \( R \) (the decomposition depends on \( R \)) such that

\[
(Af, f)_{L^2_v} \approx |f|^2_{L^2_D},
\]

(2.1)

\[
|(Af, g)_{L^2_v}| \lesssim |f|_{L^2_D} |g|_{L^2_D}.
\]

(2.2)

There exist \( c_1, C_1 > 0 \) such that

\[
(-Lf, f)_{L^2_v} \geq c_1 |\{ I - P \} f |^2_{L^2_D},
\]

(2.3)

and

\[
|W^2Af, f\rangle_{L^2_v} + |(W^2Lf, f\rangle_{L^2_v} \leq C_1 |f|^2_{L^2_D}.
\]

(2.4)

For Landau and non-cutoff Boltzmann case, we further have

\[
|WKf|_{L^2_v} \lesssim |\chi_R f|_{L^2_v},
\]

(2.5)

for \( q \geq 0 \) in (1.10). Here \( \chi_R \) is given by (2.6).

Proof. Case I: Landau equation. We will apply the decomposition \( L = -A + K \) in [54, Section 4.2]. Let \( \varepsilon, R > 0 \) and choose smooth cutoff functions \( \chi_\varepsilon(|v|), \chi_R(|v|) \in [0, 1] \) such that

\[
\chi_R(|v|) = 1 \text{ if } |v| < R; \quad \chi_R(|v|) = 0 \text{ if } |v| > 2R.
\]

(2.6)

Note that by [31, Lemma 1], we have

\[
\Gamma(f, \mu^{1/2}) = -\mu^{-1/2} \partial_v\left\{ \mu \left[ \phi^{ij} * \left( \mu \partial_v \left[ \mu^{-1/2} f \right] \right) \right] \right\}.
\]

Here and below the repeated indices are implicitly summed over. Then we can split \( L = -A + K \) with

\[
-Af = \partial_v(\sigma^{ij} \partial_j f) - \sigma^{ij} \frac{v_i v_j}{2} f + \partial_v \sigma^i (1 - \chi_R) f + A_1 f \\
+ (K_1 - \chi_R K_1 \chi_R) f,
\]

(2.7)

\[
Kf = \partial_v \widetilde{\sigma}^i \chi_R f + \chi_R K_1 \chi_R f,
\]

(2.8)

and \( A_1 \) and \( K_1 \) are respectively given by

\[
A_1 f = -\mu^{-1/2} \partial_v\left\{ \mu \left[ \phi^{ij} \chi_\varepsilon \right] * \left( \mu \partial_v \left[ \mu^{-1/2} f \right] \right) \right\},
\]

\[
K_1 f = -\mu^{-1/2} \partial_v\left\{ \mu \left[ \phi^{ij}(1 - \chi_\varepsilon) \right] * \left( \mu \partial_v \left[ \mu^{-1/2} f \right] \right) \right\},
\]

and
with the convolution taken with respect to the velocity variable \( v \). From [31, Lemma 3], we know that
\[
|\partial^i \sigma^{ij}(v)| + |\partial^i \sigma^{ij}(v)| \leq C_\beta (1 + |v|)^{\gamma + 2 - |\beta|},
\] (2.9)
and
\[
\sigma^{ij} g_i \frac{v_j}{2} = \lambda_1(v) |P_v g|^2 + \lambda_2(v) (I - P_v) g|^2,
\] (2.10)
\[
\sigma^{ij} \frac{v_i v_j}{2} |g|^2 = \lambda_1(v) |v|^2 |g|^2,
\] (2.11)
where \( P_v \) is the projection along the direction \( v \) defined as \( P_v g = \frac{v}{|v|} \sum_{i=1}^3 v_i g_i \).

Moreover, it holds that \( \lambda_1(v), \lambda_2(v) > 0 \) both are strictly positive for all \( v \in \mathbb{R}^3 \) and that there are constants \( c_1, c_2 > 0 \) such that as \( |v| \to \infty \)
\[
\lambda_1(v) \sim c_1 (1 + |v|)^{\gamma'}, \quad \lambda_2(v) \sim c_2 (1 + |v|)^{\gamma + 2}.
\]

Also, [31, Corollary 1] and [47, Lemma 5] show that
\[
|g|_{L_D^2}^2 \approx |(v)^2 P_v \nabla g|^2_{L_v^2} + |(v)^2 (I - P_v) \nabla g|^2_{L_v^2} + |(v)^2 \gamma^2 g|^2_{L_v^2}.
\] (2.12)

By (2.10), (2.11) and (2.7), we have
\[
|(Af, f)_{L_{\infty}} - \|f\|_{L_{D}}^2 | \leq |(\partial_v \sigma^i (1 - \chi_R) f + A_1 f + (K_1 - \chi_R K_1 \chi_R) f, f)_{L^2_{\infty}}|.
\] (2.13)

By (2.9), \( |\partial_v \sigma^i| \lesssim \langle v \rangle^{\gamma + 1} \) and hence,
\[
|(W^2 \partial_v \sigma^i (1 - \chi_R) f, f)_{L^2_{\infty}}| \lesssim R^{-1} |\langle v \rangle^{\gamma + 2} f|_{L_v^2}^2 \leq R^{-1} |f|_{L_v^2}^2.
\] (2.14)

Also, noticing \( W \lesssim 1 \) and taking integration by parts with respect to \( v_i \), we have
\[
|(WA_1 f, Wf)_{L_v^2}|
\]
\[
= \left| \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \partial_v \left( W^2 \mu^{-1/2}(v) f(v) \right) \phi^{ij} (v - v') \chi_\varepsilon (|v - v'|) \mu(v) \mu(v') dv' dv \right|
\]
\[
\times \mu(v) \mu(v') \partial_v \left[ \mu^{-1/2} f \right](v') \mu(v) \mu(v') dv' dv
\]
\[
\leq \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\phi^{ij} (v - v')|^2 \chi_\varepsilon (|v - v'|) \mu^{3/2}(v) \mu^{3/2}(v') dv' dv \right)^{1/2}
\]
\[
\times \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\partial_v \left( W^2 \mu^{-1/2} f \right)(v')|^2 \mu^{3/2}(v') \mu^{3/2}(v') |\partial_v \left[ \mu^{-1/2} f \right]|^2 dv' dv \right)^{1/2}
\]
\[
\lesssim e^{2\gamma + 7} \|f\|_{L_v^2}^2,
\] (2.15)
where we recall (2.6) for the definition of \( \chi_\varepsilon(\cdot) \) depending on \( \varepsilon \). Note that this estimate holds for both \( q = 0 \) and \( q > 0 \). Similarly, for the part \( 1 - \chi_\varepsilon \), there’s no singularity near \( v - v' = 0 \) and we can put the derivative to \( \phi^{ij} (v - v')(1 - \chi_\varepsilon)(|v - v'|) \mu(v) \mu(v') \) to obtain
\[
|(WK_1 f, Wg)_{L_v^2}|
\]
\[
\begin{align*}
&= \left| \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \partial_{v_i} \left( W^2 \mu^{-1/2} g(v) \phi^{ij}(v-v') (1-\chi_{\varepsilon})(v-v') \right) \\
&\quad \times \mu(v) \mu(v') \partial_{v_j} \left[ \mu^{-1/2} f(v') \right] dv' dv \right| \\
&\lesssim C_{\varepsilon} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left| (W^2 \mu^{-1/2} g(v)) \mu^{2/3}(v) \mu^{2/3}(v') \left[ \mu^{-1/2} f(v') \right] \right| dv' dv \\
&\lesssim C_{\varepsilon} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |g(v)| \mu^{1/6}(v) \mu^{1/6}(v') |f(v')| dv' dv \\
&\lesssim C_{\varepsilon} |\mu^{1/10} f|_{L^2_D} |\mu^{1/10} g|_{L^2_D}.
\end{align*}
\]
(2.16)

Thus for \( q \geq 0 \) in (1.10),
\[
|(W(K_1 - \chi_R K_1 \chi_R) f, Wf)|_{L^2_D} \lesssim e^{-R^2/40} |\mu^{1/20} f|_{L^2_D}^2 \lesssim e^{-R^2/40} |f|_{L^2_D}^2.
\]
(2.17)

Noticing \( W = e^{-q \frac{x}{\varepsilon}} \approx 1 \), if we choose \( q = 0 \) in (2.15) and (2.17), \( R > 0 \) large and \( \varepsilon > 0 \) small enough, then (2.13) gives
\[
(Af, f)_{L^2_D} \approx |f|_{L^2_D}^2.
\]

For \( q \geq 0 \) in (1.10), we have
\[
|WKf|_{L^2_D} \lesssim |\chi_R f|_{L^2_D}.
\]
(2.18)

Also, using [48, Proposition 1], i.e.
\[
|\langle \Gamma(f, g), h \rangle|_{L^2_v} \lesssim |f|_{L^2_D} |g|_{L^2_D} |h|_{L^2_D},
\]
(2.15) and (2.16), we have
\[
|(Af, g)|_{L^2_D} \lesssim |f|_{L^2_D} |g|_{L^2_D}.
\]

(2.19)

To prove (2.4), we only need to consider the first two terms in (2.7), since the other three terms have been discussed in (2.14), (2.15), (2.16) and (2.17). To the end, we write \( \partial_{v_i} = \partial_i \) with \( 1 \leq i \leq 3 \) for brevity. We obtain from (2.10) and (2.11) that
\[
(W\partial_i (\sigma^{ij} \partial_j f), Wf)|_{L^2_{x,v}} = (W\sigma^{ij} \frac{v_i v_j}{2} f, Wf)|_{L^2_{x,v}}
\]
\[
= -(\partial_i (W^2) \sigma^{ij} \partial_j f, f)|_{L^2_{x,v}} - (W^2 \sigma^{ij} \partial_j f, \partial_i f)|_{L^2_{x,v}} - (W\sigma^{ij} \frac{v_i v_j}{2} f, Wf)|_{L^2_{x,v}}
\]
\[
\leq -\|f\|_{L^2_{x,v}}^2 -(\partial_i (W^2) \sigma^{ij} \partial_j f, f)|_{L^2_{x,v}},
\]
(2.19)

since \( W \gtrsim 1 \). For the second right-hand term, using integration by parts with respect to \( \partial_j \), one has
\[
(\partial_i (W^2) \sigma^{ij} \partial_j f, f)|_{L^2_{x,v}} = -(\partial_i (W^2) \sigma^{ij} f, \partial_j f)|_{L^2_{x,v}} - (\partial_i (W^2) \sigma^{ij} f, f)|_{L^2_{x,v}}
\]
\[
\quad - (\partial_i (W^2) \partial_j \sigma^{ij} f, f)|_{L^2_{x,v}}.
\]
Noticing that the first right-hand term is the same as the left-hand side, we have
\[
(\partial_i (W^2) \sigma^{ij} \partial_j f, f)|_{L^2_{x,v}} = -\frac{1}{2} (\partial_i (W^2) \sigma^{ij} f, f)|_{L^2_{x,v}} - \frac{1}{2} (\partial_i (W^2) \partial_j \sigma^{ij} f, f)|_{L^2_{x,v}}
\]
\[
\lesssim \|v\|^2 f|_{L^2_{x,v}} \lesssim \|f\|_{L^2_{x,v}}^2 \lesssim \left\| \frac{\partial x}{\partial v} f \right\|^2_{L^2_{x,v}} \lesssim \|f\|_{L^2_{x,v}}^2,
\]
(2.20)
where we have used the fact that $|\partial_t(W^2)| \lesssim qW^2$ and $|\partial_{ij}(W^2)| \lesssim qW^2$ thanks to (1.11), as well as (2.9). Collecting the estimates (2.14), (2.15), (2.16), (2.17), (2.19) and (2.20), we have

$$ (W^2Af, f)_{L^2_{x,v}} \lesssim \|f\|_{L^2_{x,v}}^2. $$

Together with (2.18), we obtain (2.4).

**Case II: Non-cutoff Boltzmann equation.** We will use Pao’s splitting as $\tilde{\nu}(v) = \nu(v) + \nu_K(v)$; cf. [44, pp. 568 eq. (65), (66)] and [29]. Then $\nu(v) \approx \langle v \rangle^{\gamma+2s}$ and $|\nu_K(v)| \lesssim \langle v \rangle^{\gamma}$. We split $L = -A + K$ with

$$ -Af = \Gamma(\mu^{1/2}, f) - \nu_K(v)f + \nu_K(v)(1 - \chi_R)f $$

$$ + (\Gamma(f, \mu^{1/2}) - \chi_R\Gamma(\chi_Rf, \mu^{1/2})), $$

$$ Kf = \chi_R\Gamma(\chi_Rf, \mu^{1/2}) + \nu_K(v)\chi_Rf. \quad (2.21) $$

Here $R > 0$ will be chosen large later. Recall that $W \approx 1$, so such weight actually acts like a constant. Thus, one can apply the same proof of [29, Lemma 2.5] to deduce that

$$ (-\Gamma(\mu^{1/2}, f) + \nu_K(v)f, f)_{L^2_{x,v}} \approx |f|_{L^2_D}^2. \quad (2.22) $$

According to [2, Lemma 2.15], we have

$$ |(\Gamma(f, \mu^{1/2}), g)_{L^2_{x,v}}| \lesssim |\mu^{1/10^2}f|_{L^2_{x,v}}|\mu^{1/10^2}g|_{L^2_{x,v}}, $$

and hence

$$ (\Gamma(f, \mu^{1/2}) - \chi_R\Gamma(\chi_Rf, \mu^{1/2}), f)_{L^2_{x,v}} \lesssim e^{-\frac{|R|^2}{2000}} \|f\|_{L^2_D}^2. \quad (2.23) $$

In addition,

$$ |(\nu_K(v)\chi_Rf, f)_{L^2_{x,v}}| \lesssim R^{-2s}|\langle v \rangle^{\gamma+2s}f|_{L^2_{x,v}}^2 \lesssim R^{-2s}|f|_{L^2_D}^2. \quad (2.24) $$

Combining (2.22), (2.23) and (2.24), we have

$$ (Af, f)_{L^2_{x,v}} \approx |f|_{L^2_D}^2. $$

Noticing $W \lesssim 1$, one can apply the same calculation as [29, Lemma 2.4] to obtain

$$ |(WAf, Wf)_{L^2_{x,v}}| \lesssim |f|_{L^2_D}^2. \quad (2.25) $$

On the other hand, by [29, eq. (6.6), pp. 817] i.e $|(\Gamma(f, g), h)_{L^2_{x,v}}| \lesssim |f|_{L^2_{x,v}}|g|_{L^2_{x,v}}|h|_{L^2_{x,v}}$, (2.23) and (2.24), we have

$$ |(Af, g)_{L^2_{x,v}}| \lesssim |f|_{L^2_D}|g|_{L^2_D}. $$

Noticing $W \lesssim 1$, we have

$$ |WKf|_{L^2_{x,v}} \lesssim |\chi_Rf|_{L^2_{x,v}}, \quad (2.26) $$
for $q \geq 0$ in (1.10). The estimate (2.4) follows from (2.25) and (2.26). Also, [29, eq. (2.15)] shows that

$$\langle v \rangle^{\frac{\gamma + 2s}{2}} g_{L^2_v}^2 + \langle v \rangle^{\frac{\gamma}{2}} (D_v)^s g_{L^2_v}^2 \lesssim |g|_{L^2_D}^2 \lesssim \langle v \rangle^{\frac{\gamma + 2s}{2}} (D_v)^s g_{L^2_D}^2.$$  (2.27)

**Case III: Cutoff Boltzmann equation.** As in [32], we split $L = -A + K$ with

$$Af = v(v) f = f(v) \int_{\mathbb{R}^3} \int_{S^2} B(v - v_*, \omega) \mu(v_*) d\omega dv_*,$$

$$Kf = \int_{\mathbb{R}^3} \int_{S^2} B(v - v_*, \omega) \mu^{1/2}(v_*) \times \left( \mu^{1/2}(v') f(v') + \mu^{1/2}(v') f(v'_*) - \mu^{1/2}(v) f(v_*) \right) d\omega dv_*.$$  (2.28)

By [32, Lemma 1], we have

$$|(Kf, g)_{L^2_v}| \leq C|f|_{L^2_D} |g|_{L^2_D},$$

and hence, by definition (1.9),

$$|v^{-1/2} Kf|_{L^2_v} \leq C|v^{1/2} f|_{L^2_v}.$$  (2.29)

Consequently, noticing $W \lesssim 1$, we have

$$|(W^2 A f, f)_{L^2_v}| + |(W^2 L f, f)_{L^2_v}| \leq C|v^{1/2} f|_{L^2_v}.$$

In the end, we point out that for both Landau and Boltzmann cases, it follows from [31, Lemma 5], [29, Theorem 8.1] and [32, Lemma 3] that

$$(-L f, f)_{L^2_v} \geq c_1 ||(I - P) f||_{L^2_D}^2,$$

with a generic constant $c_1 > 0$.  \qed

3. Spectral Gap

In this section, we are going to show Theorem 1.1 on the formation of the spectral gap for the operator $L = -v \cdot \nabla_x + L$ in the space $X = L^2_{x,v}$ equipped with the inner product $\langle \cdot , \cdot \rangle_X$ as in (1.17) where the constant $C_0$ is chosen to be large.

Split $L = -A + K$ as in Sect. 2 and consider operators

$$Af := v \cdot \nabla_x f + Af \quad \text{and} \quad Kf.$$  

We start with the following

**Lemma 3.1.** Let $q > 0$ in (1.10). For Landau case and Boltzmann case, there are constants $C_0, c_0, \lambda > 0$ such that

$$\langle \Lambda f, f \rangle_X \geq \frac{C_0 \lambda}{2} ||f||_{L^2_v L^2_D}^2 + q ||\langle v \rangle^{-\frac{1}{2}} ||Wf||_{L^2_{x,v}}^2 \geq c_0 ||\langle v \rangle^{\frac{1}{2}} f||_X. $$  (3.1)

for any sufficiently smooth $f \in D(\Lambda) = D(L)$ with $D(L)$ given in (1.18), where $C_0$ (large) is a parameter in (1.17).
Proof. It follows from (1.12) that
\[ W\Lambda f = v \cdot \nabla_x (Wf) + \frac{q|v|^2}{\langle v \rangle} Wf + WAf. \]

Using the zero-inflow boundary condition (1.15) in (1.16), we have
\[
(W\Lambda f, Wf)_{L^2_{\omega, v}} = (v \cdot \nabla_x (Wf) + \frac{q|v|^2}{\langle v \rangle} Wf + WAf, Wf)_{L^2_{\omega, v}} \\
= \int_{\partial \Omega} \int_{v : n \cdot v > 0} v \cdot n(x)|Wf|^2 \, dv \, dS(x) + \int_{\partial \Omega} \int_{v : n \cdot v < 0} v \cdot n(x)|Wg|^2 \, dv \, dS(x) \\
+ q\langle|v|^2\rangle^{-1} Wf, Wf)_{L^2_{\omega, v}} + (W^2 Af, f)_{L^2_{\omega, v}} \\
\geq q||v\rangle^{-\frac{1}{2}} Wf\|_{L^2_{\omega, v}}^2 + (W^2 Af, f)_{L^2_{\omega, v}}, \tag{3.2}
\]
and
\[
(\Lambda f, f)_{L^2_{\omega, v}} = (v \cdot \nabla_x f + Af, f)_{L^2_{\omega, v}} \geq \int_{\partial \Omega} \int_{v : n \cdot v > 0} v \cdot n(x)|f|^2 \, dv \, dS(x) + (Af, f)_{L^2_{\omega, v}} \\
\geq (Af, f)_{L^2_{\omega, v}} \geq \lambda \|f\|_{L^2_D}^2, \tag{3.3}
\]
with some constant $\lambda > 0$. Here the last inequality follows from (2.1).

In view of (3.2) and (3.3), we only need to find the upper bound of $(WAf, Wf)_{L^2_{\omega, v}}$.

By (2.4), we know that
\[ |(WAf, Wf)_{L^2_{\omega, v}}| \lesssim \|f\|_{L^2_D}^2. \]

Thus, choosing $C_0 > 0$ sufficiently large, we deduce from definition (1.16), (3.2) and (3.3) that
\[
(\Lambda f, f)_X \geq C_0 \lambda \|f\|_{L^2_D}^2 + q \|\langle v \rangle\|^{-\frac{1}{2}} |f| Wf\|_{L^2_{\omega, v}}^2 - C \|f\|_{L^2_D}^2 \\
\geq \frac{C_0}{2} \|f\|_{L^2_D}^2 + q \|\langle v \rangle\|^{-\frac{1}{2}} |f| Wf\|_{L^2_{\omega, v}}^2 \\
\geq c_0 \|\langle v \rangle\|^{1/2} \|f\|_{X}^2,
\]
for a small constant $c_0 > 0$. Note that $\|f\|_{L^2_D}^2 \lesssim \|f\|_{L^2_D}^2$ and $\|\langle v \rangle\|^{-\frac{1}{2}} v \lesssim v + \langle v \rangle^{-\frac{1}{2}} |v|$. This then completes the proof of Lemma 3.1. \[ \square \]

In the following, we denote $\Lambda = v \cdot \nabla_x - A$ is the sense of distribution and denote its domain $D(\Lambda) = \{ f \in X : f(t, x, v) = 0 \text{ on } y-, \; \Lambda f \in X \}$. Then $\Lambda$ is closed, cf. [40]. Indeed, for any sequence $f_n \in D(\Lambda)$ such that $f_n \to f$ and $\Lambda f_n \to h$ for some $f, g \in X$, we have that for any test function $\varphi \in C_0^\infty(\Omega \times \mathbb{R}^3_D)$,
\[
(h, \varphi)_{L^2_{\omega, v}} = \lim_{n \to \infty} (\Lambda f_n, \varphi)_{L^2_{\omega, v}} = \lim_{n \to \infty} (f_n, \Lambda' \varphi)_{L^2_{\omega, v}} = (f, \Lambda' \varphi)_{L^2_{\omega, v}} = (\Lambda f, \varphi)_{L^2_{\omega, v}}.
\]

Thus $\Lambda f = g \in X$. Moreover, in term of weak formulation, it holds that $f = 0$ on $y-$, and hence, $f \in D(\Lambda)$. Then we can analyze the spectrum structure of operator $\Lambda$ on $D(\Lambda)$. The idea of proof for the following Theorem comes from [5].
\textbf{Theorem 3.2.} Let $q > 0$ in (1.10). For both Landau case and Boltzmann case, the spectrum of $(-\Lambda, D(\Lambda))$, as an operator on $(X, \| \cdot \|_X)$ defined in (1.16) and (1.17) with the definite domain $D(\Lambda) = D(L)$ given in (1.18), lies in $\{ z \in \mathbb{C} : \text{Re } z \leq -c_0 \}$, that is

$$\sigma(-\Lambda) \subset \{ z \in \mathbb{C} : \text{Re } z \leq -c_0 \}. $$

\textbf{Proof.} Firstly, $c_0 - \lambda$ is dissipative on $X$ by (3.1). Secondly, the domain $D(\Lambda)$ is dense in $X$, since it contains \{ $f \in X : f \in C_c^\infty(\Omega \times \mathbb{R}^3)$ \} functions. By Proposition II.3.14 in [25], it suffices to prove the existence and uniqueness of the problem

$$(\lambda + \Lambda) f = g, \quad f = 0 \text{ on } \gamma_-, $$

for $g \in X$ and $\lambda \in \mathbb{C}$ with $\text{Re } \lambda > -c_0$. Write $f = f_R + i f_I, g = g_R + i g_I$ and $\lambda = \lambda_R + i \lambda_I$, then the above problem is equivalent to the real-valued problems:

$$\left( (\lambda + \lambda_R) I_{2 \times 2} + \lambda_I \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \right) \begin{bmatrix} f_R \\ f_I \end{bmatrix} = \begin{bmatrix} g_R \\ g_I \end{bmatrix}, \quad (3.4) $$

with given $g$. To solve this problem, we consider its perturbation form:

$$\left( (\epsilon L_P + \lambda + \lambda_R) I_{2 \times 2} + \lambda_I \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \right) \begin{bmatrix} f_R \\ f_I \end{bmatrix} = \begin{bmatrix} g_R \\ g_I \end{bmatrix}, \quad (3.5) $$

where $L_P := -\nabla_{x,v} \cdot (v)^{\gamma+4} \nabla_{x,v} + (v)^{\gamma+4}$. In order to eliminate the boundary effect, we consider the following weak form to Eq. (3.5) on $X$. That is, for any $\varphi = \begin{bmatrix} \varphi_R \\ \varphi_I \end{bmatrix}$, we write

$$(W \Lambda f, W \varphi)_{L^2_{x,v}} + C_0(\Lambda f, \varphi)_{L^2_{x,v}} + \epsilon \left( (W^2 (v)^{\gamma+4} \nabla_{x,v} f, \nabla_{x,v} \varphi)_{L^2_{x,v}} + C_0((v)^{\gamma+4} f, \varphi)_{L^2_{x,v}} \right)$$

$$+ \lambda_R (f, \varphi)_X + \lambda_I \left( \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} f, \varphi \right)_X = (g, \varphi)_X. \quad (3.6) $$

Then we introduce the bilinear form $B^\epsilon[f, \varphi] : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$, which is defined by the left-hand side of (3.6) with

$$\mathcal{H} := \left\{ g = (g_R, g_I) \in \left( H^1_{x,v}(\langle v \rangle^{\gamma+4} \cap L^2_{x,v}(\langle v \rangle^{\gamma+4})) \right) \times \left( H^1_{x,v}(\langle v \rangle^{\gamma+4} \cap L^2_{x,v}(\langle v \rangle^{\gamma+4})) \right) : g_R(t, x, v) = g_I(t, x, v) = 0 \text{ on } \gamma_- \right\}.$$ 

Here the weighted space $H^1_{x,v}(\langle v \rangle^{\gamma+4})$ and $L^2_{x,v}(\langle v \rangle^{\gamma+4})$ contain functions that are finite with respect to norms

$$\sum_{|\alpha| + |\beta| \leq 1} \| \langle v \rangle^{\frac{\gamma+4}{2}} \partial^\alpha_{\beta} g \|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)} \quad \text{and} \quad \sum_{|\alpha| + |\beta| \leq 1} \| \langle v \rangle^{\frac{\gamma+4}{2}} g \|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)},$$
respectively. Thanks to (3.1), by choosing $C_0 > 0$ large enough, for $f \in \mathcal{H}$, we have

$$B^\varepsilon [f, f] \geq (c_0 + \lambda_R) \left( \frac{C_0}{2} \| f \|^2_{L^2_xL^2_D} + q \| \langle v \rangle^{-\frac{1}{2}} |v| W f \|^2_{L^2_{x,v}} \right) + \epsilon \| \langle v \rangle^{\frac{\gamma + 4}{2}} \nabla_v f \|^2_{X \times X} + \epsilon \| \langle v \rangle^{\frac{\gamma + 4}{2}} f \|^2_{X \times X}. \quad (3.7)$$

Note that the anti-symmetric term related to $\lambda_I$ vanishes. On the other hand, using (2.12), (2.27) and (1.9), we have $|\langle Af, f \rangle_{L^2_v}| \lesssim \| f \|^2_{L^2_D} \lesssim \| \langle v \rangle^{\frac{\gamma + 2}{2}} (D_v) f \|^2_{L^2_v}$. Then it’s direct to check that

$$|B^\varepsilon [g, f]| \leq (C + |\lambda| + \epsilon)\| g \|_{\mathcal{H}} \| f \|_{\mathcal{H}}.$$ 

Therefore, whenever $c_0 + \lambda_R > 0$, by Lax–Milgram Theorem, for any $g$ in the dual of $\mathcal{H}$ (and hence for any $g \in X \times X$), there exists a unique $f^\varepsilon \in \mathcal{H}$ such that

$$B^\varepsilon [f^\varepsilon, \varphi] = (g, \varphi)_X, \ \forall \varphi \in \mathcal{H}, \ \forall \epsilon > 0.$$ 

This gives the existence and uniqueness for problem (3.6) whenever $c_0 + \lambda_R > 0$. Using (3.7), the weak solution $f^\varepsilon$ satisfies

$$(c_0 + \lambda_R) \left( \frac{C_0}{2} \| f^\varepsilon \|^2_{L^2_xL^2_D} + q \| \langle v \rangle^{-\frac{1}{2}} |v| W f^\varepsilon \|^2_{L^2_{x,v}} \right) \leq B^\varepsilon [f^\varepsilon, f^\varepsilon] = (g, f^\varepsilon)_X \leq \| g \|_{X \times X} \| f^\varepsilon \|_{X \times X}.$$ 

Thus, noticing $\| \cdot \|_X \approx \| \cdot \|_{L^2_xL^2_v}$ and $\| \langle v \rangle^{-\frac{1}{2}} |v| W f^\varepsilon \|_{L^2_{x,v}} \approx (c_0 + \lambda_R)^{-1} \| g \|_{X \times X}$, we have

$$\frac{C_0}{2} \| f^\varepsilon \|^2_{L^2_xL^2_D} + q \| \langle v \rangle^{-\frac{1}{2}} |v| W f^\varepsilon \|^2_{L^2_{x,v}} \lesssim (c_0 + \lambda_R)^{-1} \| g \|_{X \times X}.$$ 

Thus for fixed $g \in X \times X$, $\| f^\varepsilon \|_{L^2_xL^2_v}$ and $\| \langle v \rangle^{-\frac{1}{2}} |v| W f^\varepsilon \|_{L^2_{x,v}}$ are bounded as $\epsilon \to 0$. We let $f_g \in X \times X$ to be the weak limit of $\{ f^\varepsilon \}$ as $\epsilon \to 0$. Then $f_g$ satisfies problem (3.4) in the sense of distribution with estimate

$$\| f_g \|_{X \times X} \lesssim \frac{C_0}{2} \| f_g \|_{L^2_xL^2_D} + q \| \langle v \rangle^{-\frac{1}{2}} |v| W f_g \|_{L^2_{x,v}} \leq (c_0 + \lambda_R)^{-1} \| g \|_{X \times X}. \quad (3.8)$$

Furthermore, any solution to (3.4) in $X \times X$ satisfies estimate (3.8). Thus, the solution is unique in this space. Note that we define $\Lambda$ in the sense of distribution. This proves that $\lambda + \Lambda : D(\Lambda) \to X$ is bijective whenever $\lambda_R > -c_0$. By Proposition II.3.14 in [25], we know that any $\lambda \in \mathbb{C}$ such that $\lambda_R > -c_0$ belongs to the spectrum of $\Lambda$ in space $X$. This completes the proof of Theorem 3.2.

In order to obtain the spatial regularity effect of operator $\Lambda$, we begin with the following extension theorem. Once we could extend the function in $\Omega$ with boundary values to a function in $\mathbb{R}^3 \setminus \Omega$, then we can easily apply the technique in the whole space such as the Fourier transform to deduce the regularizing effect of $\Lambda$. \qed
Lemma 3.3. Let $g \in L^2(\Omega \times \mathbb{R}^3_v)$ such that $\Lambda g \in L^2(\Omega \times \mathbb{R}^3_v)$ and $g = 0$ on $\gamma_-$. Then there exists an extension operator $E$ such that

$$Eg|_{\Omega \times \mathbb{R}^3_v} = g, \quad Eg|_{\partial \Omega \times \mathbb{R}^3_v} = g|_{\partial \Omega \times \mathbb{R}^3_v},$$

and

$$\Lambda Eg = \begin{cases} 
\Lambda g, & \text{on } \Omega \times \mathbb{R}^3_v, \\
0, & \text{on } \partial \Omega \times \mathbb{R}^3_v.
\end{cases}$$

Moreover,

$$\|Eg\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3_v)} + \|\Lambda Eg\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3_v)} \leq \|g\|_{L^2(\Omega \times \mathbb{R}^3_v)} + \|\Lambda g\|_{L^2(\Omega \times \mathbb{R}^3_v)}.$$  

Proof. We proceed in three steps.

**Step 1.** We firstly find a smoothing version of $g$ by considering the problem in $\Omega$:

$$B_1^\varepsilon[f, \varphi] = (g + \Lambda g, \varphi)_{L^2(\Omega \times \mathbb{R}^3_v)}, \quad f = 0 \text{ on } \gamma_-,$$  

(3.9)

for $\varphi \in \mathcal{H}_1$ and $\varepsilon > 0$.

Here $B_1^\varepsilon : \mathcal{H}_1 \to \mathbb{R}$ and Hilbert space $\mathcal{H}_1$ are given respectively by

$$B_1^\varepsilon[f, \varphi] := (f + \Lambda f, \varphi)_{L^2(\Omega \times \mathbb{R}^3_v)} + \varepsilon \left(\|v\|_{L^2(\Omega \times \mathbb{R}^3)}^2 \nabla_x v, v\varphi\right)_{L^2(\Omega \times \mathbb{R}^3_v)} + \left(\|v\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 \varphi, \varphi\right)_{L^2(\Omega \times \mathbb{R}^3_v)},$$

and

$$\mathcal{H}_1 := \left\{ f \in \left( H^1_{x,v}(\Omega \times \mathbb{R}^3_v) \cap L^2(\Omega \times \mathbb{R}^3_v) \right) : f = 0 \text{ on } \gamma_- \right\}.$$

Here $H^1_{x,v}(\Omega \times \mathbb{R}^3_v)((v)_{\frac{\gamma^+}{\gamma}})$ and $L^2_{x,v}(\Omega \times \mathbb{R}^3_v)((v)_{\frac{\gamma^+}{\gamma}})$ contains functions that are finite with respect to the following norms

$$\sum_{|\alpha| + |\beta| \leq 1} \|v\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 \partial_x^\alpha \partial_v^\beta g \|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)} \quad \text{and} \quad \|v\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 \varphi \|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)}.$$

respectively. Note that since $f \in \mathcal{H}_1$ implies $f = 0$ on the boundary $\gamma_-$, we know that $\mathcal{H}_1$ is a Hilbert space, which is a necessary condition for Lax–Milgram Theorem. Thanks to (3.3), we have

$$B_1^\varepsilon[f, f] \geq \|f\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 + \int_{\partial \Omega \times \mathbb{R}^3_v} v \cdot n |f|^2 dS(x) + c_0 \|f\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2$$

$$+ \varepsilon \|v\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 \nabla_x v, v \|_{L^2(\Omega \times \mathbb{R}^3_v)} + \varepsilon \|v\|_{L^2(\Omega \times \mathbb{R}^3_v)}^2 \varphi \|_{L^2(\Omega \times \mathbb{R}^3_v)}.$$  

(3.10)

On the other hand, it’s direct to check that

$$|B_1^\varepsilon[f, \varphi]| \leq (C + \varepsilon) \|f\|_{\mathcal{H}_1} \|\varphi\|_{\mathcal{H}_1}.$$ 

Therefore, by Lax–Milgram Theorem, for any $(I + \Lambda)g$ in the dual of $\mathcal{H}_1$ (and hence for $(I + \Lambda)g \in L^2(\Omega \times \mathbb{R}^3_v)$), there exists a unique solution $f_1^\varepsilon \in \mathcal{H}_1$ to problem (3.9) satisfying

$$B_1^\varepsilon[f_1^\varepsilon, \varphi] = (g + \Lambda g, \varphi)_{L^2_{x,v}(\Omega \times \mathbb{R}^3_v)}, \quad f_1^\varepsilon = 0 \text{ on } \gamma_-,$$  

(3.11)
for any $\varphi \in \mathcal{H}_1$ and,

$$B_1^\varepsilon[f_\varepsilon^\varphi, f_\varepsilon^\varphi] = (g + \Lambda g, f_\varepsilon^\varphi)_{L^2_{x,v}(\Omega \times \mathbb{R}^3)} \leq \|(I + \Lambda)g\|_{L^2(\Omega \times \mathbb{R}^3)} \|f_\varepsilon^\varphi\|_{L^2(\Omega \times \mathbb{R}^3)}.$$

Together with (3.10), we have

$$\|f_\varepsilon^\varphi\|_{L^2(\Omega \times \mathbb{R}^3)}^2 + \int_{\partial \Omega, v, n > 0} v \cdot n |f_\varepsilon^\varphi|^2 dS(x) + c_0 \|f_\varepsilon^\varphi\|_{L^2(\Omega \mathcal{L}_D)}^2 + \varepsilon \|\langle v \rangle^\nu \mathcal{M}_{x,v} f_\varepsilon^\varphi\|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)}^2 \leq \|(I + \Lambda)g\|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)}^2.$$  

(3.12)

Then \{f_\varepsilon^\varphi\} is bounded in $L^2(\Omega \times \mathbb{R}^3)$ and $L^2(\Omega) \mathcal{L}_D$ and hence has a weak limit $f_1$ as $\varepsilon \to 0$ up to a subsequence. Taking limit $\varepsilon \to 0$ in (3.11) and applying (3.12), we have

$$f_1 + \Lambda f_1 = g + \Lambda g \quad \text{in} \quad \Omega \times \mathbb{R}^3, \quad f_1 = 0 \quad \text{on} \quad \partial \Omega. \quad (3.13)$$

Taking inner product of (3.13) with $f_1 - g$ over $\Omega \times \mathbb{R}^3$, we have

$$\|f_1 - g\|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)}^2 + \int_{\partial \Omega, v, n > 0} v \cdot n |f_1 - g|^2 dS(x) + \|f_1 - g\|_{L^2(\Omega \mathcal{L}_D)}^2 = 0. \quad (3.14)$$

This shows that the weak limit $f_1^\varepsilon$ in $\Omega \times \mathbb{R}^3$ is equal to $g$ on $\overline{\Omega} \times \mathbb{R}^3$ and $f_1^\varepsilon$ is the smooth approximated version of $g$. Next, we extend this smoothing approximated function to the whole space. Using extension on Sobolev space for Lipschitz boundary domain (see for instance [45, Theorem VI.5, pp. 181]), there exists a linear operator $E$ mapping functions in $\Omega \times \mathbb{R}^3$ to functions in $\mathbb{R}^3 \times \mathbb{R}^3$ such that $E(f_1^\varepsilon)|_{\Omega \times \mathbb{R}^3} = f_1^\varepsilon$ and

$$\|E(f_1^\varepsilon)\|_{H^1(\mathbb{R}^3)} \lesssim \|f_1^\varepsilon\|_{H^1(\Omega)}.$$

In view of this and (3.12), we have

$$\|E(f_1^\varepsilon)\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}^2 + c_0 \|E(f_1^\varepsilon)\|_{L^2(\mathbb{R}^3 \mathcal{L}_D)}^2 + \varepsilon \|\langle v \rangle^\nu \mathcal{M}_{x,v} E(f_1^\varepsilon)\|_{L^2_{x,v}(\mathbb{R}^3 \times \mathbb{R}^3)}^2 \lesssim \|(I + \Lambda)g\|_{L^2_{x,v}(\Omega \times \mathbb{R}^3)}^2. \quad (3.15)$$

This gives the boundedness of $E(f_1^\varepsilon)$ in the whole space.  

**Step 2.** In the following we extend function $f_1^\varepsilon$ to $\Omega^c$ with respect to operator $\Lambda$. That is, we will solve the equation in $\Omega^c \times \mathbb{R}^3$:

$$B_2^\eta[f, \varphi] = -(E(f_1^\varepsilon) + \Lambda E(f_1^\varepsilon), (f_1^\varepsilon, \varphi))_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)}, \quad f = 0 \quad \text{on} \quad \partial \Omega^c, \quad (3.16)$$

for $\eta > 0$ and $\varphi \in \mathcal{H}_2$. Here $B_2^\eta : \mathcal{H}_2 \to \mathbb{R}$ and Hilbert space $\mathcal{H}_2$ are given respectively by

$$B_2^\eta[f, \varphi] := (f + \Lambda f, \varphi)_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} + \eta \left(\langle (\nu \mathcal{M}_{x,v} f, \mathcal{M}_{x,v} \varphi)_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} + \langle (\nu \mathcal{M}_{x,v} f, \mathcal{M}_{x,v} \varphi)_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)}\right),$$

and

$$\mathcal{H}_2 := \left\{ f \in \left(H^1_{x,v}(\Omega^c \times \mathbb{R}^3) \langle(\nu \mathcal{M}_{x,v} f, \mathcal{M}_{x,v} \varphi)_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)}\right) : f = 0 \quad \text{on} \quad \partial \Omega^c \right\}. $$
Since \( f \in \mathcal{H}_2 \) vanishes on boundary \( \partial \Omega^c \), it’s direct to check that

\[
B_2^n [f, f] \geq \| f \|^2_{L^2(\Omega^c \times \mathbb{R}^3)} + c_0 \| f \|^2_{L^2(\Omega^c) L^2_D} + \eta \| \nabla_x v f \|^2_{L^2(\Omega^c \times \mathbb{R}^3)} + \eta \| \langle v \rangle \|^2_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)},
\]

and \( B_2^n [f, f] \leq (C + \eta) \| f \|_{\mathcal{H}_2} \| g \|_{\mathcal{H}_2} \). In view of (2.4) and (3.15), we deduce from direct calculation on \( \Lambda = v \cdot \nabla_x + A \) that

\[
| (E (f_1^e) + \Lambda E (f_1^e), \varphi) | \\
\lesssim \left( \| E (f_1^e) \|_{L^2_x(\mathbb{R}^3 \times \mathbb{R}^3)} + \| \nabla_x E (f_1^e) \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \right) \times \left( \| \varphi \|_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} + \| \varphi \|_{L^2(\Omega^c) L^2_D} \right) \\
\lesssim C_\varepsilon \| (I + \Lambda) g \|_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} \| \varphi \|_{\mathcal{H}_2},
\]

for \( \varphi \in \mathcal{H}_2 \). Therefore, by Lax–Milgram Theorem, there exists a unique solution \( f_2^n \in \mathcal{H}_2 \) to problem (3.16) satisfying

\[
B_2^n [f_2^n, \varphi] = (E (f_1^e) + \Lambda E (f_1^e), \varphi), \quad f_2^n = 0 \text{ on } \partial \Omega^c,
\]

for \( \varphi \in \mathcal{H}_2 \) and

\[
B_2^n [f_2^n, f_2^n] = (E (f_1^e) + \Lambda E (f_1^e), f_2^n) \\
\leq C_\varepsilon \| (I + \Lambda) g \|_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} \left( \| f_2^n \|_{L^2_x(\Omega^c \times \mathbb{R}^3)} + \| f_2^n \|_{L^2(\Omega^c) L^2_D} \right).
\]

Together with (3.17), we have

\[
\| f_2^n \|^2_{L^2(\Omega^c \times \mathbb{R}^3)} + c_0 \| f_2^n \|^2_{L^2(\Omega^c) L^2_D} + \eta \| \langle v \rangle \|^2_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} \\
+ \eta \| \langle v \rangle \|^2_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)} \leq C_\varepsilon \| (I + \Lambda) g \|^2_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)}.
\]

Then \( \{ f_2^n \} \) is bounded in \( L^2(\Omega \times \mathbb{R}^3) \) and \( L^2(\Omega) L^2_D \) and hence has a weak limit \( f_2 \) as \( \eta \to 0 \) up to a subsequence. Taking limit \( \eta \to 0 \) in (3.18), we have

\[
(f_2 + \Lambda f_2, \varphi)_{L^2_x(\Omega^c \times \mathbb{R}^3)} = -(E (f_1^e) + \Lambda E (f_1^e), \varphi)_{L^2_{x,v}(\Omega^c \times \mathbb{R}^3)}, \quad f_2 = 0 \text{ on } \partial \Omega^c.
\]

Denote \( f_3^e = f_2 + E (f_1^e) \in \Omega^c \times \mathbb{R}^3 \). Then (3.19) implies that

\[
f_3^e + \Lambda f_3^e = 0 \text{ on } \Omega^c \times \mathbb{R}^3, \quad f_3^e = f_1^e \text{ on } \partial \Omega^c.
\]

Taking the inner product with \( f_3^e \), we deduce from (3.20) that

\[
\| f_3^e \|^2_{L^2(\Omega^c \times \mathbb{R}^3)} + \| f_3^e \|^2_{L^2(\Omega^c) L^2_D} \leq \int_{\Omega} v \cdot n | f_1^e |^2 dS(x) \\
\leq C \| g + \Lambda g \|^2_{L^2(\Omega \times \mathbb{R}^3)},
\]

(3.21)
where the boundary term is controlled by using (3.12). Then $f^g_3$ is bounded in $L^2(\Omega^c \times \mathbb{R}^3)$ and $L^2(\Omega^c) \mathcal{L}_D^2$. There exists a weak limit $f_3$ of $\{f^g_3\}$ as $\varepsilon \to 0$ up to a subsequence. Taking weak limit $\varepsilon \to 0$ in (3.20), we have

$$f_3 + \Lambda f_3 = 0 \text{ on } \Omega^c \times \mathbb{R}^3,$$

and hence

$$\|f_3\|_{L^2(\Omega^c \times \mathbb{R}^3)}^2 + \|f_3\|_{\mathcal{L}_D^2}^2 \leq C \|g + \Lambda g\|_{L^2(\Omega \times \mathbb{R}^3)}^2. \tag{3.23}$$

This function $f_3$ gives the extension of $g$ on $\Omega^c \times \mathbb{R}^3$.

**Step 3.** Now we denote

$$f^g = \begin{cases} f^g_1, & \text{on } \Omega \times \mathbb{R}^3, \\ f^g_3, & \text{on } \Omega^c \times \mathbb{R}^3. \end{cases}$$

By (3.12) and (3.21), we know that $f^g$ is uniformly bounded in $L^2(\mathbb{R}^3 \times \mathbb{R}^3)$ and $L^2(\mathbb{R}^3) \mathcal{L}_D^2$ with respect to $\varepsilon$. Denote $f$ to be the weak limit of $\{f^g\}$ (up to subsequence). Since the weak limit is unique, we have from (3.13) and (3.22) that

$$f = \begin{cases} f_1, & \text{on } \Omega \times \mathbb{R}^3, \\ f_3, & \text{on } \Omega^c \times \mathbb{R}^3, \end{cases}$$

and

$$f + \Lambda f = \begin{cases} g + \Lambda g, & \text{on } \Omega \times \mathbb{R}^3, \\ 0, & \text{on } \Omega^c \times \mathbb{R}^3. \end{cases}$$

Note that when we take the weak limit above, the boundary term arising from operator $v \cdot \nabla_x$ along $\partial \Omega$ vanishes since $f^g_1$ in $\Omega$ and $f^g_3$ in $\Omega^c$ have the same boundary values and the normal outward vectors on $\Omega$ and $\Omega^c$ have different signs. In fact, for any smooth test function $\varphi$, we have

$$\lim_{\varepsilon \to 0} \left( f^g + \Lambda f^g, \varphi \right)_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} = \lim_{\varepsilon \to 0} \left\{ (f^g_1 + v \cdot \nabla_x f^g_1 + Af^g_1, \varphi)_{L^2(\Omega \times \mathbb{R}^3)} + (f^g_3 + v \cdot \nabla_x f^g_3 + Af^g_3, \varphi)_{L^2(\Omega^c \times \mathbb{R}^3)} \right\}$$

$$= \lim_{\varepsilon \to 0} \left\{ (f^g_1, \varphi - v \cdot \nabla_x \varphi + A^* \varphi)_{L^2(\Omega \times \mathbb{R}^3)} + \int_{\partial \Omega} \int_{\mathbb{R}^3} v \cdot n(x) f^g_1 \varphi \, dv dS(x) \right. \right.$$

$$+ \left\{ (f^g_3, \varphi - v \cdot \nabla_x \varphi + A^* \varphi)_{L^2(\Omega^c \times \mathbb{R}^3)} + \int_{\partial \Omega^c} \int_{\mathbb{R}^3} v \cdot n(x) f^g_3 \varphi \, dv dS(x) \right\}$$

$$= (f_1, \varphi - v \cdot \nabla_x \varphi + A^* \varphi)_{L^2(\Omega \times \mathbb{R}^3)} + (f_3, \varphi - v \cdot \nabla_x \varphi + A^* \varphi)_{L^2(\Omega^c \times \mathbb{R}^3)}$$

$$= (g + \Lambda g, \varphi)_{L^2(\Omega \times \mathbb{R}^3)}.$$

Write $Eg := f$ and we conclude Lemma 3.3 from (3.14), (3.22) and (3.23).

Applying the above extension theorem, we can now prove Theorem 1.1. \qed
Proof of Theorem 1.1. Let $R > 0$ be given in Lemma 2.1. We proceed it in two steps as follows. Note that we only consider Landau case and non-cutoff Boltzmann case in this theorem.

Step 1. In this step we prove that $K$ is $\Lambda$-compact in $X$. Taking a sequence $\{g_n\} \subset D(\Lambda) \subset X$ such that both $\{g_n\}$ and $\{\Lambda g_n\}$ are bounded in $X$, we apply Lemma 3.3 to extend function $g_n$ to $Eg_n$ over $\mathbb{R}^3 \times \mathbb{R}^3$ such that

$$
\|Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}^2 + \|\Lambda Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}^2 \lesssim \|g_n\|_{L^2(\Omega \times \mathbb{R}^3)} + \|\Lambda g_n\|_{L^2(\Omega \times \mathbb{R}^3)}.
$$

(3.24)

Then it follows from (2.1) that

$$
\|Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}^2 \lesssim (\Lambda g_n, g_n)_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \leq \|\Lambda Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \|Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}. \quad (3.25)
$$

By definition (2.8) and (2.21) for $K$, we know that $KEg_n$ contains the smooth cut-off function $\chi_R$, where $\chi_R$ is given by (2.6). Since $\chi_R(v)$ is smooth and has compact support, $(D_v)^s \chi_R(v)$ can be regarded as a pseudo-differential operator with symbol in $S((v)^s \langle \eta \rangle^s)$, where we let $s = 1$ for Landau case. By [19, Lemma 2.4 and Corollary 2.5], we know that

$$
\|\langle D_v \rangle^s K Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \lesssim \|\langle v \rangle^s \langle D_v \rangle^s Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \lesssim \|Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}^2 + \|\Lambda g_n\|_{L^2(\Omega \times \mathbb{R}^3)} \|Eg_n\|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}.
$$

(3.26)

where the second inequality follows from (2.12) and (2.27) and the last inequality follows from (3.24) and (3.25). This yields the regularizing effect of $\Lambda$ with respect to velocity variable.

Next we will derive the regularity on $x$. Temporarily we denote $f = Eg_n$ and denote Fourier transform $\mathcal{F} f = \int_{\mathbb{R}^3} f e^{-ix \cdot k} \, dx$ with respect to $x$. It follows from (2.5) that

$$
|K \hat{f}|_{L^2(\mathbb{R}^3)} \lesssim |\chi_R \hat{f}|_{L^2(\mathbb{R}^3)}.
$$

(3.27)

Since $f$ is defined on $\mathbb{R}^3 \times \mathbb{R}^3$, we can take Fourier transform to obtain

$$
\lambda \chi_R \hat{f} + i v \cdot k \chi_R \hat{f} + \chi_R A \hat{f} = \lambda \chi_R \hat{f} + \chi_R \Lambda \hat{f},
$$

for any $\lambda > 1$. Then

$$
\chi_R \hat{f}(k, v) = \frac{\lambda \chi_R \hat{f} + \chi_R A \hat{f} - \chi_R \Lambda \hat{f}}{\lambda + i v \cdot k}.
$$

(3.28)

We introduce a smooth mollifier in velocity for any $\varepsilon \in (0, 1)$:

$$
\rho_\varepsilon(v) = \varepsilon^{-3} \rho(\varepsilon^{-1} v), \quad \rho \in C^\infty_c(|v| \leq 1; [0, 1]), \quad \int_{\mathbb{R}^3} \rho \, dv = 1.
$$

Then

$$
\chi_R \hat{f} = (\chi_R \hat{f} - \rho_\varepsilon * \chi_R \hat{f}) + \rho_\varepsilon * \chi_R \hat{f},
$$

(3.29)
where \(*_v\) is the convolution with respect to \(v\). We can estimate the first right-hand term of (3.29) as

\[
|\chi_R \hat{f} - \rho_\varepsilon *_v \chi_R \hat{f}|^2 \leq \int_{\mathbb{R}^3} |(\chi_R \hat{f}(v) - \chi_R \hat{f}(v - u))\rho_\varepsilon(u)|^2 du \\
\leq \left( \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{|\chi_R \hat{f}(v) - \chi_R \hat{f}(v - u)|^2}{|u|^{3+2s}} dudv \right)^{1/2} \left( \int_{\mathbb{R}^3} |\rho_\varepsilon(u)|^2 |u|^{3+2s} du \right)^{1/2} \\
\leq C\varepsilon^2 |(\langle D_v \rangle)^s \chi_R \hat{f}|^2_{L^2_{\varepsilon}(\mathbb{R}^3)}.
\]

Similar to (3.26), we can regard \(\langle D_v \rangle^s \chi_R(v)\) as a pseudo-differential operator with symbol in \(S((v)^{\frac{s}{2}} (\eta)^{s})\). By [19, Lemma 2.4 and Corollary 2.5], we know that

\[
|\chi_R \hat{f} - \rho_\varepsilon *_v \chi_R \hat{f}|_{L^2_{\varepsilon}(\mathbb{R}^3)} \leq C\varepsilon^2 \langle D_v \rangle^s \chi_R \hat{f}_{L^2_{\varepsilon}(\mathbb{R}^3)} \leq C\varepsilon^2 |\hat{f}|_{L^2_{\varepsilon}(\mathbb{R}^3)}.
\]

Here the last inequality follows from (2.12) and (2.27). For the second part in (3.29), it follows from (3.28) that

\[
|\rho_\varepsilon *_v (\chi_R \hat{f})| = \left| \int_{\mathbb{R}^3} \frac{\lambda \chi_R(u) \hat{f}(u) + \chi_R(u) \hat{f}'(u) - \chi_R(u) \hat{f}(u)}{\lambda + iu \cdot k} \rho_\varepsilon(v - u) du \right| \leq \sum_{i=1}^2 I_i,
\]

where

\[
I_1 = \left| \int_{\mathbb{R}^3} \frac{\lambda \chi_R(u) \hat{f}(u) + \chi_R(u) \hat{f}'(u)}{\lambda + iu \cdot k} \rho_\varepsilon(v - u) du \right|,
\]

\[
I_2 = \left| \int_{\mathbb{R}^3} \frac{-\chi_R(u) \hat{f}'(u)}{\lambda + iu \cdot k} \rho_\varepsilon(v - u) du \right|.
\]

Then by Hölder’s inequality,

\[
I_1 \leq \left( \int_{\mathbb{R}^3} \chi_R(u) |\lambda \hat{f}(u) + \hat{f}'(u)|^2 |\rho_\varepsilon(v - u)|^2 du \right)^{1/2} \left( \int_{\mathbb{R}^3} \chi_R(u) \frac{|\rho_\varepsilon(v - u)|^2}{\lambda^2 + |u \cdot k|^2} du \right)^{1/2}.
\]

For the second factor, we apply the method in [10, Proposition 1.1]. Write \(u = \hat{u} \frac{k}{|k|} + u'\) with \(\hat{u} = \frac{u \cdot k}{|k|}\) and \(u' = u - \hat{u} \frac{k}{|k|}\). Then \(k \perp u'\) and

\[
\int_{\mathbb{R}^3} \chi_R(u) \frac{|\rho_\varepsilon(v - u)|^2}{\lambda^2 + |u \cdot k|^2} du \leq \frac{C}{\lambda^2} \int_{\mathbb{R}^3} \frac{1}{1 + |\hat{u}|^2 |k|^2 / \lambda^2} d\hat{u} \leq \frac{C}{|k|^2}. \tag{3.32}
\]

Here \(1_{(\varepsilon)}\) is the indicator function on a set \(\{\cdot\}\). For the term \(I_2\), we have from (2.2), (2.12) and (2.27) that

\[
I_2 \leq C |\hat{f}|_{L^2_{\varepsilon}(\mathbb{R}^3)} \left| \chi_R(u) \rho_\varepsilon(v - u) \right|_{L^2_{\varepsilon}(\mathbb{R}^3)} \leq C |\hat{f}|_{L^2_{\varepsilon}(\mathbb{R}^3)} \left| \chi_R(u) \rho_\varepsilon(v - u) \right|_{H^1(\mathbb{R}^3)}. \tag{3.33}
\]
Here we apply \(|v|^2 \langle D_v \rangle^6 (\cdot)\) on \(L^2_v\) to get \(|\langle D_v \rangle^6 \langle v \rangle^2 \langle \cdot \rangle|_{L^2_v} \lesssim |\langle D_v \rangle \langle v \rangle^2 \langle \cdot \rangle|_{L^2_v}\) (see for instance [19, Corollary 2.5]). For the second factor in (3.33), it’s direct to obtain that
\[
\frac{|(u)^2 \chi_{R}(u)|}{\lambda + i u \cdot k} \rho_{e}(v - u) \in H^1(\mathbb{R}^d) \leq C R \left( \int_{\mathbb{R}^d} \frac{|\chi_{R}(u)\rho_{e}(v - u)|^2}{\lambda^2 + |u \cdot k|^2} \, du \right)
\]
\[
+ \int_{\mathbb{R}^d} \left| \nabla u \chi_{R}(u) \rho_{e}(v - u) \right|^2 \frac{1}{\lambda^2 + |u \cdot k|^2} \, du
\]
\[
+ \varepsilon^{-1} \int_{\mathbb{R}^d} \left| \chi_{R}(u) \nabla u \rho_{e}(v - u) \right|^2 \frac{1}{\lambda^2 + |u \cdot k|^2} \, du + \left| \langle k \rangle \int_{\mathbb{R}^d} \frac{|\chi_{R}(u)\rho_{e}(v - u)|^2}{(\lambda^2 + |u \cdot k|^2)^2} \, du \right). \quad (3.34)
\]
As in [52], for any \(\rho > 0\), we set
\[
\Sigma_1 = \{ u \in \mathbb{R}^d : |u| \leq 2 R, \ |u \cdot k| \leq \rho |k| \},
\]
\[
\Sigma_2 = \{ u \in \mathbb{R}^d : |u| \leq 2 R \} - \Sigma_1.
\]
Then their Lebesgue measures satisfy
\[
|\Sigma_1| \leq C \rho R^2, \quad |\Sigma_2| \leq C R^3.
\]
Splitting the integration region into \(\Sigma_1\) and \(\Sigma_2\) and choosing \(\rho = \lambda^{\frac{3}{2}} |k|^{-\frac{3}{2}}\), we have
\[
\int_{|u| \leq 2 R} \lambda^2 + |u \cdot k|^2 \, du \leq C R \left( \lambda^{-2} \rho + (\rho |k|)^{-2} \right) \leq C R \lambda^{-\frac{3}{2}} |k|^{-\frac{3}{2}}.
\]
Similarly, choosing \(\rho = \lambda^{\frac{4}{5}} |k|^{-\frac{4}{5}}\), we have
\[
\int_{|u| \leq 2 R} \left( \lambda^2 + |u \cdot k|^2 \right)^2 \, du \leq C R \left( \lambda^{-4} \rho + (\rho |k|)^4 \right) \leq C R \lambda^{-\frac{16}{5}} |k|^{-\frac{4}{5}}.
\]
Combining the above two estimates, we take integration of (3.34) with respect to \(v\) to obtain
\[
\frac{|(u)^2 \chi_{R}(u)|}{\lambda + i u \cdot k} \rho_{e}(v - u) \in H^1(\mathbb{R}^d) \leq C R \left( \varepsilon^{-3} + \varepsilon^{-5} \right) \lambda^{-\frac{4}{3}} |k|^{-\frac{2}{3}} + \varepsilon^{-3} \lambda^{-\frac{16}{5}} |k|^{\frac{6}{5}}.
\]
(3.35)
Collecting (3.31), (3.32), (3.33) and (3.35), we have
\[
|\rho_{e} \ast \chi_{R} \hat{f}|_{L^2_v} \leq C \lambda^2 \frac{1}{|k|^2} |\hat{f}(u)|_{L^2_u} + \frac{C}{\lambda^1 \frac{1}{|k|^2}} |\hat{f}(u)|_{L^2_u} + C R \left( \varepsilon^{-5} \lambda^{-\frac{3}{2}} |k|^{-\frac{3}{2}} + \varepsilon^{-3} \lambda^{-\frac{16}{5}} |k|^{\frac{6}{5}} \right) |\hat{f}|_{L^2_D}.
\]
(3.36)
Now we assume \(|k| \geq 1\) and choose \(\varepsilon = |k|^{-\frac{56}{195}}, \lambda = |k|^{\frac{9}{19}}\). Then (3.30) and (3.36) yield
\[
|\chi_{R} \hat{f}(k)|_{L^2_v} \leq C R |k|^{-\frac{56}{195}} |\hat{f}|_{L^2_D} + C R |k|^{-\frac{3}{2}} \left( |\hat{f}|_{L^2_v} + |\hat{f}|_{L^2_u} + |\hat{f}|_{L^2_D} \right).
\]
(3.37)
Let \( s_1 = \min\{\frac{56}{195}, \frac{2}{3}\} \). Applying \((3.37)\) for the parts \(|k| > 1\) and using Plancherel’s Theorem, one can obtain
\[
\left( \int_{\mathbb{R}^3} (k)^{2s_1} |\chi_R \hat{f}(k)|^2 L^2_v dk \right)^\frac{1}{2} \lesssim \left( \int_{\mathbb{R}^3} (k)^{s_1} 1_{|k| \leq 1} |\chi_R \hat{f}(k)| L^2_v dk \right)^\frac{1}{2} + \left( \int_{\mathbb{R}^3} (k)^{s_1} 1_{|k| > 1} |\chi_R \hat{f}(k)| L^2_v dk \right)^\frac{1}{2} \lesssim \|f\|_{L^2_v L^2_\nu} + \|\Lambda f\|_{L^2_v L^2_\nu} + \|f\|_{L^2_v L^2_D}.
\]

Recall that \( f = E g_n \). Together with \((3.27), (3.24)\) and \((3.25)\), we have
\[
\|\langle D_x \rangle^{s_1} K E g_n \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \lesssim \|g_n\|_{L^2(\Omega \times \mathbb{R}^3)} + \|\Lambda g_n\|_{L^2(\Omega \times \mathbb{R}^3)}. \tag{3.38}
\]
This gives the regularizing effect of \( \Lambda \) with respect to spatial variable. In view of \((3.26)\) and \((3.38)\), noticing that \( K \) is an operator acted on velocity only and supported on \(|v| \leq 2R\) while \( E \) is the extension operator on \( g_n \), we have
\[
\|Kg_n\|_{H^\frac{1}{2}((\Omega) H^\frac{1}{2}|_{|v| \leq 2R})} \lesssim \|\langle D_x \rangle^{s_1} K E g_n \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \lesssim \|\langle D_x \rangle^{s_1} K E g_n \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} \lesssim \|g_n\|_{L^2(\Omega \times \mathbb{R}^3)} + \|\Lambda g_n\|_{L^2(\Omega \times \mathbb{R}^3)}.
\]
By this estimate, since \( \{g_n\} \) and \( \{\Lambda g_n\} \) are bounded in \( L^2(\Omega \times \mathbb{R}^3) \), it follows by Sobolev embedding that \( \{K g_n\} \) contains a convergent subsequence. This implies that \( K \) is \( \Lambda \)-compact.

Using \cite[Corollary XVII.4.4.4]{26} for stability of essential spectrum under relatively compact perturbations, we proved that \( \sigma_{ess}(\mathcal{L}) \subset \sigma_{ess}(\Lambda) \subset \{z \in \mathbb{C} : \text{Re} z \leq -c_0\} \), where the later inclusion follows from Lemma 3.2. Then by \cite[Theorem XVII.2.1]{26}, we know that \( \sigma(\mathcal{L}) \cap \{\text{Re} z > -c_0\} \) contains only discrete eigenvalues of finite type. On the other hand, similar to \((3.3)\), \( \mathcal{L} \) is non-positive, i.e. \( (\mathcal{L} f, f)_{L^2_{x,v}} \leq 0 \). Then the discrete spectrum of \( \mathcal{L} \) lies in \((-\infty, 0]\). This proves that \( \sigma(\mathcal{L}) \cap \{z \in \mathbb{C} : \text{Re} z > -c_0\} \subset \{z \in \mathbb{R} : -c_0 < z \leq 0\} \).

**Step 2.** To prove that the kernel of \( \mathcal{L} \) in \( X \) is \( \{0\} \), we let \( f \in \ker \mathcal{L} \). Then
\[
(v \cdot \nabla_x f, f)_{L^2_{x,v}} + (-Lf, f)_{L^2_{x,v}} = 0.
\]
Using boundary condition in \((1.16)\) and non-negativity of \(-L\), we have
\[
\int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n |f|^2 dv dS(x) = (-Lf, f)_{L^2_{x,v}} = 0.
\]
This implies that \( f \big|_{\gamma_-} = 0 \) and \( f = Pf \). Hence,
\[
f(x, v) = (a(x) + b(x) \cdot v + c(x)|v|^2)\mu^{1/2}(v),
\]
for some functions \( a(x), b(x) \) and \( c(x) \) depending possibly on \( x \). Since \( \mathcal{L} f = 0 \) and \( f = Pf \), we have
\[
v \cdot \nabla_x (a(x) + b(x) \cdot v + c(x)|v|^2)\mu^{1/2}(v) = 0,
\]
and thus, \( \nabla_x (a, b, c)(x) = 0 \), in the sense of distributions. It follows that \( a = b = c = 0 \) since \( f = 0 \) on the boundary \( \gamma_- \). This completes the proof of Theorem 1.1. \( \square \)
4. Exponential Decay for Linear Equation

In this section, we will derive the exponential decay for linearized equation corresponding to (1.25). We consider the linear equation
\[
\partial_t f + v \cdot \nabla_x f = Lf, \quad f(0, x, v) = f_0(x, v),
\]
(4.1)
with the inflow boundary condition
\[
f(t, x, v) = g(t, x, v), \quad \text{on } \gamma_-. \quad (4.2)
\]

To find the macroscopic dissipation, we take the following velocity moments
\[
\mu^{\frac{1}{2}}, v_j \mu^{\frac{1}{2}}, \frac{1}{6}(|v|^2 - 3)\mu^{\frac{1}{2}}, (v_j v_m - 1)\mu^{\frac{1}{2}}, \frac{1}{10}(|v|^2 - 5)v_j \mu^{\frac{1}{2}}
\]
with \(1 \leq j, m \leq 3\) for the Eq. (4.1). One sees that the coefficient functions \([a, b, c] = [a, b, c](t, x)\) in (1.19) satisfy the fluid-type system
\[
\begin{aligned}
\partial_t a + \nabla_x \cdot b &= 0, \\
\partial_t b + \nabla_x [(a + 2c) + \nabla_x \cdot \Theta((I - P)f)] &= 0, \\
\partial_t c + \frac{1}{3} \nabla_x \cdot b + \frac{1}{6} \nabla_x \cdot \Lambda((I - P)f) &= 0, \\
\partial_t \Theta_j m((I - P)f) + 2c \delta_j m + \partial_j b_m + \partial_m b_j &= \Theta_j m(r + h), \\
\partial_t \Lambda_j((I - P)f) + \partial_j c &= \Lambda_j(r + h),
\end{aligned}
\]
(4.3)
where the high-order moment functions \(\Theta = (\Theta_j m)_{3 \times 3}\) and \(\Lambda = (\Lambda_j)_{1 \leq j \leq 3}\) are respectively defined by
\[
\Theta_j m(f) = \left((v_j v_m - 1)\mu^{\frac{1}{2}}, f\right)_{L^2_v}, \quad \Lambda_j(f) = \frac{1}{10} \left(|v|^2 - 5v_j \mu^{\frac{1}{2}}, f\right)_{L^2_v},
\]
with the inner product taken with respect to velocity variable \(v\) only, and the terms \(r\) and \(h\) on the right are given by
\[
r = -v \cdot \nabla_x (I - P)f, \quad h = L(I - P)f + g.
\]
Notice that system (4.3) is understood in the sense of distributions.

**Lemma 4.1.** Let \(f\) be a solution to (4.1) with inflow boundary condition (4.2). Then there exists an instant energy function \(E_{int}(t)\) satisfying
\[
|E_{int}(t)| \lesssim \|f\|^2_{L^2_t L^2_v}
\]
(4.4)
such that
\[
\frac{d}{dt} E_{int}(t) + \lambda \|[a, b, c]\|^2_{L^2_v} \lesssim \|[I - P]f\|_{L^2_t L^2_v} + \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n||f|^2 d v d S(x) + \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n||g|^2 d v d S(x). \quad (4.5)
\]
**Proof.** Let $\Phi(t, x, v) \in C^1((0, +\infty) \times \Omega \times \mathbb{R}^3)$ be a test function. Taking the inner product of $\Phi(t, x, v)$ and \eqref{eq:4.1} with respect to $(x, v)$, we obtain

$$
\frac{d}{dt} (f, \Phi)_{L^2_{x,v}}(t) - (f, \partial_t \Phi)_{L^2_{x,v}} - (f, v \cdot \nabla_x \Phi)_{L^2_{x,v}} + \int_{\partial\Omega} (v \cdot n(x) f(x), \Phi(x))_{L^2_v} dS(x) = (Lf, \Phi)_{L^2_{x,v}},
$$

where $dS(x)$ is the spherical measure. Using the decomposition $f = Pf + (I - P)f$, we have

$$
\frac{d}{dt} (f, \Phi)_{L^2_{x,v}}(t) - (Pf, v \cdot \nabla_x \Phi)_{L^2_{x,v}} = \sum_{j=1}^4 S_j,
$$

where $S_j$ are defined by

$$
S_1 = (f, \partial_t \Phi)_{L^2_{x,v}}, \\
S_2 = ((I - P)f, v \cdot \nabla_x \Phi)_{L^2_{x,v}}, \\
S_3 = (Lf, \Phi)_{L^2_{x,v}}, \\
S_4 = -\int_{\partial\Omega} (v \cdot n(x) f(x), \Phi(x))_{L^2_v} dS(x).
$$

**Estimate on $c(t, x)$:** We choose the test function

$$
\Phi = \Phi_c = (|v|^2 - 5) v \cdot \nabla_x \phi_c(t, x) \mu^{1/2},
$$

where

$$
\begin{cases}
-\Delta_x \phi_c = c & \text{in} \ \Omega, \\
\phi_c(x) = 0 & \text{on} \ \partial\Omega.
\end{cases}
$$

Then by standard elliptic estimates, one has

$$
\|\phi_c\|_{H^2_x(\Omega)} \leq \|c\|_{L^2_x}, \quad \|\partial_t \phi_c\|_{H^1_x(\Omega)} \leq \|\partial_t c\|_{H^{-1}}. \quad (4.7)
$$

Using the third equation of \eqref{eq:4.3}, we have

$$
\|\partial_t \phi_c\|_{H^1_x} \leq \|\partial_t c\|_{H^{-1}} \lesssim \|b\|_{L^2_x} + \|(I - P)f\|_{L^2_{x}D}. \quad (4.8)
$$

For the second term on the left-hand side of \eqref{eq:4.6}, we have

$$
- (Pf, v \cdot \nabla_x \Phi_c)_{L^2_{x,v}}
$$

$$
= - \sum_{j,m=1}^3 (a + b \cdot v + \frac{1}{2} (|v|^2 - 3)c, v_j v_m (|v|^2 - 5) \mu \partial_j \partial_m \phi_c)_{L^2_{x,v}}
$$

$$
= 5 \sum_{j=1}^3 (c, -\partial_j^2 \phi_c)_{L^2_{x,v}} = 5 \|c\|_{L^2_{x,v}}^2.
$$

Note that $\int_{\mathbb{R}^3} |v|^4 v_j^2 \mu \, dv = 35$, $\int_{\mathbb{R}^3} |v|^2 v_j^2 \mu \, dv = 5$ and $\int_{\mathbb{R}^3} v^2 \mu \, dv = 1$. 

For $S_1$, we deduce from (4.8) that
\[
|S_1| \leq |(f, \partial_t \Phi_c)_{L^2_{t,x}}| = |(\mathbf{I} - \mathbf{P}) f, \partial_t \Phi_c)_{L^2_{t,x}}| \\
\lesssim \eta \|\partial_t \nabla_x \Phi_c\|_{L^2_x}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2 \\
\lesssim \eta \|b\|_{L^2_x}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2,
\]
for any $\eta > 0$. For $S_2$, we have from (4.7) that
\[
|S_2| \lesssim \eta \|\phi_c\|_{H^2_x(\Omega)}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2 \\
\lesssim \eta \|c\|_{L^2_x}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2.
\]
For $S_3$, applying (2.4) and (4.7), we have
\[
|S_3| \leq \eta \|c\|_{L^2_x}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2.
\]
For $S_4$, by trace theorem, we have
\[
\int_{\partial \Omega} |\nabla_x \Phi_c|^2 dS(x) \lesssim \|\phi_c\|_{H^2_x(\Omega)}^2 \lesssim \|c\|_{L^2_x}^2,
\]
and hence
\[
|S_4| \leq C_\eta \int_{\partial \Omega} \int_{\mathbb{R}^3} |v \cdot n| f|^2 dV dS(x) + \eta \int_{\partial \Omega} |\nabla_x \phi_c|^2 dS(x) \\
\lesssim C_\eta \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n| f|^2 dV dS(x) + C_\eta \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| g|^2 dV dS(x) + \eta \|c\|_{L^2_x}^2.
\]
Collecting the above estimates for $S_j$ ($1 \leq j \leq 4$) and letting $\eta > 0$ be suitably small, we obtain
\[
\frac{d}{dt} (f, \Phi_c)_{L^2_{t,x}} + \lambda \|c\|_{L^2_x}^2 \lesssim \eta \|b\|_{L^2_x}^2 + C_\eta \|\mathbf{I} - \mathbf{P}\| f\|_{L^2_t L^2_D}^2 \\
+ C_\eta \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n| f|^2 dV dS(x) + C_\eta \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| g|^2 dV dS(x),
\]
for some $\lambda > 0$.

**Estimate of $b(t,x)$**: For the estimates of $b$, we choose
\[
\Phi = \Phi_b = \sum_{m=1}^{3} \Phi_b^{j,m}, \quad j = 1, 2, 3,
\]
where
\[
\Phi_b^{j,m} = \begin{cases} 
(|v|^2 v_m v_j \partial_{x_m} \phi_j - \frac{7}{2} (v_m^2 - 1) \partial_{x_j} \phi_j) \mu^{1/2}, & m \neq j, \\
\frac{7}{2} (v_j^2 - 1) \partial_{x_j} \phi_j \mu^{1/2}, & m = j,
\end{cases}
\]
and \( \phi_j (1 \leq j \leq 3) \) solves
\[
\begin{cases}
- \Delta_x \phi_j = b_j & \text{in } \Omega, \\
\phi_j(x) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Similar to (4.7) and (4.8), we deduce from the second equation of (4.3) that
\[
\|\phi_j\|_{H^2_x(\Omega)} \leq \|b\|_{L^2_x}, \quad \|\partial_t \phi_j\|_{H^1_x} \leq \|\partial_t b\|_{H^{-1}} \lesssim \|[a, \sigma]\|_{L^2_x} + (I - P)f\|_{L^2_x L^2_D}. \tag{4.11}
\]

In view of this, we have the following estimates. For \( S_1 \), one has
\[
|S_1| \lesssim (P f, \partial_t \Phi_b)_{L^2_{x,v}} + ((I - P) f, \partial_t \Phi_b)_{L^2_{x,v}} \\
\lesssim C_\eta \|c\|_{L^2_x}^2 + C_\eta \|\{I - P\} f\|_{L^2_x L^2_D}^2 + \eta \|\partial_t \nabla_x b\|_{L^2_x}^2 \\
\lesssim C_\eta \|c\|_{L^2_x}^2 + C_\eta \|\{I - P\} f\|_{L^2_x L^2_D}^2 + \eta \|a\|_{L^2_x}^2.
\]

The term \( S_2 \) can be estimated as
\[
|S_2| \lesssim \|(I - P) f\|_{L^2_x L^2_D}^2 \sum_{i,j,m=1}^3 \|\partial_{x_i x_m} \phi_j\|_{L^2_x} \lesssim C_\eta \|\{I - P\} f\|_{L^2_x L^2_D}^2 + \eta \|b\|_{L^2_x}^2.
\]

For \( S_3 \), we have from (2.4) that
\[
|S_3| \lesssim C_\eta \|\{I - P\} f\|_{L^2_x L^2_D}^2 + \eta \|\nabla_x \phi_j\|_{L^2_x}^2 \\
\lesssim C_\eta \|\{I - P\} f\|_{L^2_x L^2_D}^2 + \eta \|b\|_{L^2_x}^2.
\]

For \( S_4 \), similar to (4.9), by trace theorem, we have
\[
\int_{\partial \Omega} |\nabla_x \phi_j|^2 \, dS(x) \lesssim \|\phi_j\|_{H^2_x(\Omega)}^2 \lesssim \|b\|_{L^2_x}^2,
\]

and hence
\[
|S_4| \lesssim C_\eta \int_{\partial \Omega} \int_{v < 0} |v \cdot n| |f|^2 \, dv \, dS(x) + C_\eta \int_{\partial \Omega} \int_{v > 0} |v \cdot n| |g|^2 \, dv \, dS(x) + \eta \|b\|_{L^2_x}^2.
\]

For the second term on the left-hand side of (4.6), we have
\[
- \sum_{m=1}^3 (P f, v \cdot \nabla_x \Phi_{b,j}^{j,m})_{L^2_{x,v}} \\
= - \sum_{m=1}^3 ((a + b \cdot v + \frac{1}{2}(|v|^2 - 3)c)\mu^{1/2}, v \cdot \nabla_x \Phi_{b,j}^{j,m})_{L^2_{x,v}} \\
= - \sum_{m=1, m \neq j}^3 (v_m v_j \mu^{1/2} b_j, |v|^2 v_m v_j \mu^{1/2} \partial_{x_m} \phi_j)_{L^2_{x,v}} \\
- \sum_{m=1, m \neq j}^3 (v_m v_j \mu^{1/2} b_m, |v|^2 v_m v_j \mu^{1/2} \partial_{x_m} \phi_j)_{L^2_{x,v}}
\]
\[ + 7 \sum_{m=1, m \neq j}^3 (b_m, \partial_{x_m} \phi_j)_{L^2_\xi} - 7(b_m, \partial_{x_j}^2 \phi_j)_{L^2_\xi} = 0 \]

Combining the above estimates and letting \( \eta > 0 \) be sufficiently small, we have

\[
\frac{d}{dt} (f, \Phi_b)_{L^2_{\xi,v}} + \lambda \|b\|_{L^2_\xi}^2 \leq \eta \|a\|_{L^2_\xi}^2 + C_\eta \|c\|_{L^2_\xi}^2 + C_\eta \|I - P\|_{L^2_\xi L^2_D}^2 \sum_{m=1, m \neq j}^3 (b_j, \partial_{x_m} \phi_j)_{L^2_\xi} \leq \|a\|_{L^2_\xi}^2.
\]

(4.12)

for some \( \lambda > 0 \).

**Estimate on** \( a(t, x) \): We choose the following test function

\[
\Phi = \Phi_a = (|v|^2 - 10) v \cdot \nabla_x \phi_a(t, x) \mu^{1/2},
\]

where \( \phi_a \) solves

\[
\begin{cases}
- \Delta_x \phi_a = a & \text{in } \Omega, \\
\phi_a(x) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Similar to (4.7) and (4.8), we deduce from the first equation of (4.3) and standard elliptic estimates that

\[
\|\phi_a\|_{H^2(\Omega)} \leq \|a\|_{L^2_\xi}, \quad \|\partial_t \phi_a\|_{H^1_\xi} \leq \|\partial_t a\|_{H^{-1}_\xi} \lesssim \|b\|_{L^2_\xi}.
\]

(4.13)

For the second term on the left-hand side of (4.6), we have

\[
- (Pf, v \cdot \nabla_x \phi_a)_{L^2_{\xi,v}} = - \sum_{j=1}^3 (a, -\partial_j^2 \phi_a)_{L^2_\xi} = \|a\|_{L^2_\xi}^2.
\]

For \( S_1 \), we apply (4.13) to obtain

\[
|S_1| \leq \left| (I - P)f, \partial_t \phi_a \right|_{L^2_{\xi,v}} + \left| Pf, \partial_t \phi_a \right|_{L^2_{\xi,v}} \lesssim \|I - P\|_{L^2_\xi L^2_D}^2 + \|b\|_{L^2_\xi}^2 + \|\partial_t \nabla_x \phi_a\|_{L^2_\xi}^2 \lesssim \|I - P\|_{L^2_\xi L^2_D}^2 + \|b\|_{L^2_\xi}^2.
\]

For \( S_2 \) and \( S_3 \), by (4.13), we have

\[
|S_2| + |S_3| \lesssim C_\eta \|I - P\|_{L^2_\xi L^2_D}^2 + \eta \|a\|_{L^2_\xi}^2.
\]
For $S_4$, similar to (4.9), by trace theorem and Cauchy-Schwarz inequality, we have

$$|S_4| \lesssim C_\eta \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n| |f|^2 \, dv \, dS(x) + C_\eta \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| |g|^2 \, dv \, dS(x) + \eta \|a\|_{L^2_x}^2.$$  

Combining the above estimates and letting $\eta > 0$ be small enough, we have

$$\frac{d}{dt} (f, \Phi_a)_{L^2_{x,v}} + \lambda \|a\|_{L^2_x}^2 \lesssim \|\partial^\alpha \{I - P\} f\|_{L^2_x L^2_D}^2 + \|b\|_{L^2_x}^2$$

$$+ C_\eta \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n| |f|^2 \, dv \, dS(x) + C_\eta \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| |g|^2 \, dv \, dS(x).$$

(4.14)

Now we take the linear combination (4.10)+$\kappa \times (4.12)$+$\kappa^2 \times (4.14)$, and let $\kappa, \eta > 0$ be sufficiently small to obtain

$$\frac{d}{dt} \mathcal{E}_{int}(t) + \lambda \|\{a, b, c\}\|_{L^2_x}^2 \lesssim \|\{I - P\} f\|_{L^2_x L^2_D}^2$$

$$+ \int_{\partial \Omega} \int_{v \cdot n > 0} |v \cdot n| |f|^2 \, dv \, dS(x) + \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| |g|^2 \, dv \, dS(x),$$

where $\mathcal{E}_{int}(t)$ is given by

$$\mathcal{E}_{int}(t) = (f, \Phi_c)_{L^2_{x,v}} + \kappa (f, \Phi_b)_{L^2_{x,v}} + \kappa^2 (f, \Phi_a)_{L^2_{x,v}}.$$  

Using (4.7), (4.11) and (4.13), we know that

$$|\mathcal{E}_{int}(t)| \lesssim \|f\|_{L^2_{x,v}}^2.$$  

This completes the proof of Lemma 4.1. □

Applying the above macroscopic estimates on $[a, b, c]$, we can prove Theorem 1.2.

Proof of Theorem 1.2. We are going to prove the exponential decay of solution to linearized Landau and Boltzmann equations. Let $W$ be given by (1.10). Multiplying (4.1) by $W$ and noticing (1.12), we have

$$\partial_t (W f) + v \cdot \nabla_x (W f) + q |v|^2 \langle v \rangle^{-1} W f - W L(f) = 0.$$  

(4.15)

Letting $q = 0$ in (1.10) and taking the inner product of (4.15) with $f$ over $\Omega \times \mathbb{R}^3_v$ to obtain

$$\frac{1}{2} \frac{d}{dt} \|f\|_{L^2_{x,v}}^2 + \frac{1}{2} \int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n |f|^2 \, dv \, dS(x) + c_1 \|\{I - P\} f\|_{L^2_x L^2_D}^2$$

$$\leq \frac{1}{2} \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| |g|^2 \, dv \, dS(x).$$  

(4.16)

Here we used (2.3). Letting $q > 0$ in (1.10) and taking the inner product of (4.15) with $W f$ over $\Omega \times \mathbb{R}^3_v$ to obtain

$$\frac{1}{2} \frac{d}{dt} \|W f\|_{L^2_{x,v}}^2 + \frac{1}{2} \int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n |W f|^2 \, dv \, dS(x) + q \|\langle v \rangle^{-\frac{1}{2}} W f\|_{L^2_{x,v}}^2$$

$$\leq C_1 \|f\|_{L^2_{x,v}}^2 + \frac{1}{2} \int_{\partial \Omega} \int_{v \cdot n < 0} |v \cdot n| |W g|^2 \, dv \, dS(x).$$  

(4.17)
Taking the linear combination (4.16) + $\kappa \times (4.5)$ with sufficiently small $\kappa > 0$, we have

$$\frac{d}{dt} \left( \frac{1}{2} \| f \|^2_{L^2_{x,v}} + \kappa \mathcal{E}_{int}(t) \right) + \lambda \| f \|^2_{L^2_{x}L^2_{D}} + \frac{1}{4} \int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n | f |^2 \, dv \, dS(x)$$

$$\lesssim \int_{\partial \Omega} \int_{v \cdot n < 0} | v \cdot n \|g\|^2 \, dv \, dS(x),$$

(4.18)

for some constant $\lambda > 0$. To find the large velocity decay and eliminate the term $\| f \|^2_{L^2_{x}L^2_{D}}$ in (4.17), we take the combination (4.18) + $\kappa \times (4.17)$ with sufficiently small $\kappa > 0$ to deduce that

$$\frac{d}{dt} \mathcal{E}(t) + \lambda \| f \|^2_{L^2_{x}L^2_{D}} + \frac{1}{4} \int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n | f |^2 \, dv \, dS(x)$$

$$+ \frac{\kappa}{2} \int_{\partial \Omega} \int_{v \cdot n > 0} v \cdot n | W f |^2 \, dv \, dS(x) + q \kappa |\langle v \rangle|^2 \frac{1}{2} W f \|_{L^2_{x,v}}^2$$

$$\lesssim \int_{\partial \Omega} \int_{v \cdot n < 0} | v \cdot n \|g\|^2 \, dv \, dS(x),$$

(4.19)

with some small constant $\lambda > 0$. Here $\mathcal{E}(t)$ is defined by

$$\mathcal{E}(t) = \frac{1}{2} \| f \|^2_{L^2_{x,v}} + \kappa \mathcal{E}_{int}(t) + \frac{\kappa}{2} \| W f \|^2_{L^2_{x,v}}.$$

Choosing $\kappa > 0$ small enough, and using (4.4) and noticing $W \approx 1$, we know that

$$\mathcal{E}(t) \approx \| f \|^2_{L^2_{x,v}}.$$

Noticing that

$$\| f \|^2_{L^2_{x}L^2_{v}} \lesssim \| f \|^2_{L^2_{x}L^2_{D}} + \| |\langle v \rangle|^2 \frac{1}{2} W f \|^2_{L^2_{x,v}},$$

we deduce from (4.19) that

$$\frac{d}{dt} \mathcal{E}(t) + \lambda \mathcal{E}(t) \lesssim \int_{\partial \Omega} \int_{v \cdot n < 0} | v \cdot n \|g\|^2 \, dv \, dS(x).$$

(4.20)

This is the main *a priori* estimate of linear equation (4.1). Solving ODE (4.20), we obtain that

$$\sup_{t \geq 0} \| e^{\lambda t} \mathcal{E}(t) \| \lesssim \| f_0 \|^2_{L^2_{x,v}} + \sup_{t \geq 0} \int_{\partial \Omega} \int_{v \cdot n < 0} | v \cdot n | e^{\lambda t} |g|^2 \, dv \, dS(x).$$

Choosing $0 < \lambda < \delta_0$ with $\delta_0$ given in (1.24), we conclude Theorem 1.2. □
5. Exponential Decay for Cutoff Boltzmann Equation

In this section, we will derive the exponential decay for cutoff Boltzmann equation with soft potential. We begin with denoting the following boundary integral. For fixed $x \in \partial \Omega$, denote the boundary inner product over $\gamma_\pm$ in $v$ as

$$\langle g_1, g_2 \rangle_{\gamma_\pm}(t, x) = \int_{\pm v \cdot n(x) > 0} g_1(t, x, v)g_2(t, x, v)|v \cdot n(x)| dv.$$  

We define $\|g\|_\gamma = \|g\|_{\gamma_+} + \|g\|_{\gamma_-}$ to be the $L^2(\gamma)$ with respect to the measure $|v \cdot n(x)|dS(x)dv$. Here $\|g\|_{\gamma_\pm}^2 = \langle g, g \rangle_{\gamma_\pm}$.

**Lemma 5.1.** There exists $M > 0$ such that for any solution $f(t, x, v)$ to the linearized Boltzmann/Landau equation (1.25),

$$\int_0^1 \|P f(s)\|_{L^2 D}^2 ds \leq M \left\{ c_1 \int_0^1 \|(I - P) f(s)\|_{L^2 D}^2 ds + \int_0^1 \int_{\partial \Omega} \int_{\mathbb{R}^3} |v \cdot n| |f(s)|^2 dv dS(x) ds \right\}, \quad (5.1)$$

where $c_1 > 0$ is a constant given in (2.3).

The proof of Lemma 5.1 is based on a contradiction argument. If Lemma 5.1 was false, then no $M$ exists as in Lemma 5.1 for any solution $f$. Hence, for any $k \geq 1$, there exists a sequence of non-zero solutions $f_k(t, x, v)$ to the linearized Boltzmann/Landau equation (1.25) such that

$$\int_0^1 \|P f_k(s)\|_{L^2 D}^2 ds \geq k \left\{ c_1 \int_0^1 \|(I - P) f_k(s)\|_{L^2 D}^2 ds + \int_0^1 \int_{\partial \Omega} \int_{\mathbb{R}^3} |v \cdot n| |f_k(s)|^2 dv dS(x) ds \right\}.$$  

Equivalently, in terms of normalization $Z_k(t, x, v) \equiv \frac{f_k(t, x, v)}{\sqrt{\int_0^1 \|P f_k(s)\|_{L^2 D}^2 ds}}$, we have

$$\int_0^1 \|P Z_k(s)\|_{L^2 D}^2 ds = 1, \quad (5.2)$$

and

$$\left\{ c_1 \int_0^1 \|(I - P) Z_k(s)\|_{L^2 D}^2 ds + \int_0^1 \int_{\partial \Omega} \int_{\mathbb{R}^3} |v \cdot n| |Z_k(s)|^2 dv dS(x) ds \right\} \leq \frac{1}{k}. \quad (5.3)$$

We also have from $\{\partial_t + v \cdot \nabla_x + L\} f_k = 0$ that

$$\{\partial_t + v \cdot \nabla_x + L\} Z_k = 0. \quad (5.4)$$

Since $\sup_{k \geq 1} \int_0^1 \|Z_k(s)\|_{L^2 D}^2 ds < \infty$, up to a subsequence, there exists a function $Z(t, x, v)$ satisfying $\int_0^1 \|Z\|_{L^2 D}^2 ds < \infty$ such that

$$Z_k \rightharpoonup Z \text{ weakly in } \int_0^1 \| \cdot \|_{L^2 D}^2 ds,$$
Lemma 5.3. For any smooth function

\[ \int_0^1 \| (I - P)Z_k(s) \|^2_{L^2_{\mathbb{D}}} \, ds \to 0, \quad \text{as } k \to \infty. \]  (5.5)

Then it is straightforward to verify that

\[ PZ_k \to PZ \quad \text{and} \quad (I - P)Z_k \to (I - P)Z, \quad \text{weakly in} \quad \int_0^1 \| \cdot \|^2_{L^2_{\mathbb{D}}} \, ds, \]

and \((I - P)Z = 0\) from (5.5). Thus,

\[ Z(t, x, v) = \{ a(t, x) + v \cdot b(t, x) + |v|^2 c(t, x) \} \sqrt{\mu}. \]

Also, we deduce from (5.4) and (5.5) that

\[ \partial_t Z + v \cdot \nabla_x Z = 0. \]  (5.6)

Now the main strategy is to show that, on one hand, \( Z = 0 \) from (5.6) and the inherited boundary conditions (5.3). On the other hand, \( Z_k \) will be shown to converge strongly to \( Z \) in \( \int_0^1 \| \cdot \|^2_{L^2_{\mathbb{D}}} \, ds \), and \( \int_0^1 \| Z \|^2_{L^2_{\mathbb{D}}} \, ds \neq 0 \). This leads to a contradiction.

Lemma 5.2. There exist constants \( a_0, c_0, c_1, c_2 \), and constant vectors \( b_0, b_1 \) and \( \varpi \) such that \( Z(t, x, v) \) takes the form:

\[ \left( \left\{ \frac{c_0}{2} |x|^2 - b_0 \cdot x + a_0 \right\} + \left\{ - c_0 t x - c_1 x + \varphi \cdot x + b_0 t + b_1 \right\} \right) \times v + \left\{ \frac{c_0 t^2}{2} + c_1 t + c_2 \right\} |v|^2 \sqrt{\mu}. \]  (5.7)

Moreover, these constants are finite:

\[ |a_0| + |c_0| + |c_1| + |c_2| + |b_0| + |b_1| + |\varpi| < \infty. \]

Proof. See Lemma 6 in [34, pp. 736]. \[ \square \]

Lemma 5.3. For any smooth function \( \chi_0(t, x) \) such that \( \text{supp} \chi_0 \subset \subset \Omega \), one has, up to a subsequence,

\[ \lim_{k \to \infty} \| \chi_0(Z_k - Z) \|^2_{L^2_{\mathbb{D}}} = 0. \]  (5.8)

Proof. Choose any \( \eta_0 > 0 \) and a smooth cutoff function \( \chi_1(t, v) \) in \((0, 1) \times \mathbb{R}^3_v\) such that \( \chi_1(t, v) = 1 \) in \([\eta_0, 1 - \eta_0] \times \{|v| \leq \frac{1}{\eta_0}\}\). Multiplying \( \chi_0 \chi_1 \) with (5.4), we obtain

\[ [\partial_t + v \cdot \nabla_x] \chi_0 \chi_1 Z_k = \{ [\partial_t + v \cdot \nabla_x] \chi_0 \chi_1 \} Z_k - \chi_0 \chi_1 L Z_k. \]

Since \( \int_0^1 \| Z_k \|^2_{L^2_{\mathbb{D}}} \, ds < \infty \), one has \( \chi_0 \chi_1 Z_k \in L^2((0, 1] \times \Omega \times \mathbb{R}^3) \) and \{[\partial_t + v \cdot \nabla_x] \chi_0 \chi_1 \} Z_k - \chi_0 \chi_1 L Z_k \in L^2((0, 1] \times \Omega \times \mathbb{R}^3)\). Then we deduce from the averaging lemma [20, 21] that

\[ \int_{\mathbb{R}^3} \chi_0 \chi_1 Z_k(v) \phi(v) \, dv \]
are compact in $L^2([0, 1] \times \Omega)$ for any smooth cutoff function $\phi(v)$. It then follows that

$$\int_{\mathbb{R}} \chi_0 \chi_k Z_k(v)[1, v, |v|^2] \sqrt{\mu} \, dv \tag{5.9}$$

are compact in $L^2([0, 1] \times \Omega)$. On the other hand, using a similar argument to that for obtaining Lemma 8 in [32, pp. 340], one has from (5.4) that

$$\sup_{0 \leq t \leq 1} \| Z_k(t) \|_{L^2 \mathcal{L}^2}^2 \lesssim \| Z_k(0) \|_{L^2 \mathcal{L}^2}^2,$$

$$\int_0^1 \| Z_k(s) \|_{L^2 \mathcal{L}^2}^2 \, ds \geq C \| Z_k(0) \|_{L^2 \mathcal{L}^2}^2.$$

In view of this, (5.2) and (5.3), for any exponentially decay function $e(v)$, we have

$$\int_0^1 \int_{\Omega} \left( \int_{\mathbb{R}^3} \chi_0(1 - \chi_1)(Z_k - Z)e(v) \, dv \right)^2 \, dx \, ds \lesssim \int_0^1 \int_{\Omega} \left( \int_{\mathbb{R}^3} (1 - \chi_1)^2(|\chi_0 Z_k|^2 - |\chi_0 Z|^2)e(v) \, dv \right) \, dx \, ds \lesssim \left( \int_{0 \leq s \leq \eta_0} \int_{\Omega \times \mathbb{R}^3} + \int_{1 - \eta_0 \leq s \leq 1} \int_{\Omega \times \mathbb{R}^3} + \int_0^1 \int_{\Omega} |v| \geq \frac{1}{\eta_0} \right) \ldots \lesssim \eta_0 \sup_{0 \leq s \leq \eta \int_{\Omega \times \mathbb{R}^3} \chi_0 Z_k^2 - \chi_0 Z^2) \, dv \, dx \lesssim \eta_0,$$

for any $\eta_0 > 0$. Combining with the compactness of (5.9), up to a subsequence, the macroscopic parts of $\chi_0 Z_k$ satisfy $\chi_0 \mathcal{P} Z_k \to \chi_0 Z$ strongly in $L^2([0, 1] \times \Omega \times \mathbb{R}^3)$. Therefore, in light of $\int_0^1 ||(1 - \mathcal{P}) Z_k(s)||_{L^2 \mathcal{L}^2}^2 \, ds \to 0$ in (5.5), the remaining microscopic parts of $\chi_0 Z_k$ satisfy $\lim_{k \to 0} \int_0^1 ||\chi_0 (1 - \mathcal{P}) Z_k(s)||_{L^2 \mathcal{L}^2}^2 \, ds = 0$ and we conclude Lemma 5.3. $\square$

Next, as in [34], we will prove that there is no concentration at the boundary $\partial \Omega$ so that $Z_k \to Z$ strongly in $[0, 1] \times \Omega \times \mathbb{R}^3$. Let

$$\Omega_{\varepsilon^4} \equiv \{ x \in \Omega : \xi(x) < -\varepsilon^4 \}.$$

To this end, we will establish a careful energy estimate near the boundary in the thin shell-like region $[0, 1] \times \{ \Omega \setminus \Omega_{\varepsilon^4} \} \times \mathbb{R}^3$. Recall that $n(x) = \frac{\nabla \xi}{|\nabla \xi|} \neq 0$ are well-defined and smooth on $\Omega \setminus \Omega_{\varepsilon^4}$ for $\varepsilon$ small. For $m > 1/2$ and any $(x, v)$, we define the outward moving (inward moving) indicator function $\chi_+ (\chi_-)$ as

$$\chi_+(x, v) = 1_{\Omega \setminus \Omega_{\varepsilon^4}}(x) 1_{|v| \leq -m, v \cdot n(x) > \varepsilon} (v),$$

$$\chi_-(x, v) = 1_{\Omega \setminus \Omega_{\varepsilon^4}}(x) 1_{|v| \leq -m, v \cdot n(x) < -\varepsilon} (v).$$

The main strategy is to show that the moving (non-grazing) parts $\chi \pm Z_k$ are controlled by the inner boundary values of $Z_k$ on $\partial \Omega_{\varepsilon^4} = \{ \xi(x) = -\varepsilon^4 \}$, which are further controlled by the (compact) interior parts of $Z_k$. Hence, no concentration is possible.
Lemma 5.4.
\[
\int_0^1 \int_{\Omega \setminus \Omega_\delta^4} \int_{|v \cdot n| \leq \varepsilon \text{ or } |v| \geq \varepsilon - m} \langle v \rangle^\gamma |Z_k(s, x, v)|^2 \, dx \, dv \, ds \leq C \varepsilon + \frac{C}{k}.
\] (5.10)

Proof. Let \( PZ_k = \{a_k(t, x) + v \cdot b_k(t, x) + |v|^2 c_k(t, x)\} \sqrt{\mu} \). Since \( \sup_{k \geq 1} \int_0^1 \|Z_k\|^2_{L^2_t L^2_x} \, ds \) is finite and \([1, v, |v|^2] \sqrt{\mu}\) are linearly independent, there exists \( C > 0\) (independent of \( k\)) such that
\[
\int_0^1 \|a_k, b_k, c_k\|^2_{L^2_x} \, ds \leq C \int_0^1 \|Z_k(s)\|^2_{L^2_t L^2_x} \, ds \leq C.
\] (5.11)

By (5.3), we can split:
\[
\begin{align*}
&\int_0^1 \int_{\Omega \setminus \Omega_\delta^4} \int_{|v \cdot n| \leq \varepsilon \text{ or } |v| \geq \varepsilon - m} \langle v \rangle^\gamma |Z_k(s, x, v)|^2 \, dx \, dv \, ds \\
&\quad \leq \int_0^1 \int_{\Omega \setminus \Omega_\delta^4} \int_{|v \cdot n| \leq \varepsilon \text{ or } |v| \geq \varepsilon - m} \langle v \rangle^\gamma \left( |PZ_k(s, x, v)|^2 + |(1 - P)Z_k(s, x, v)|^2 \right) \, dx \, dv \, ds \\
&\quad \leq \int_0^1 \int_{\Omega \setminus \Omega_\delta^4} |a_k, b_k, c_k|^2 \left\{ \int_{|v \cdot n| \leq \varepsilon \text{ or } |v| \geq \varepsilon - m} \langle v \rangle^{\gamma + 2} \mu \, dv \right\} \, dx \, ds + \frac{C}{k}.
\end{align*}
\]

We note that the inner \( v \)-integral above is bounded uniformly in \( x \). In fact, by a change of variable \( v = \{v \cdot n(x)\} n(x) \) and \( v_\perp = v - v\parallel \) for \(|v \cdot n(x)| \leq \varepsilon\), the inner integral is bounded by the sum of
\[
\begin{align*}
&\int_{|v \cdot n(x)| \leq \varepsilon} \langle v \rangle^{\gamma + 2} \mu \, dv \leq C \int_{-\varepsilon}^{\varepsilon} \, dv \int_{\mathbb{R}^2} e^{-|v_\perp|^2/8} \, dv_\perp \leq C \varepsilon \\
&\quad \text{and} \int_{|v| \geq \varepsilon - m} \langle v \rangle^{\gamma + 2} \mu \, dv \leq C \varepsilon.
\end{align*}
\]

The Lemma (5.4) thus follows from (5.11). \( \square \)

To study the non-grazing parts \( \chi_{\pm Z_k} \), we apply the same argument in [34, eq. (99), pp. 745] to obtain that
\[
\int_{\Omega \setminus \Omega_\delta^4} \int_{|v \cdot n| \geq \varepsilon \text{ or } |v| \leq \varepsilon - m} |Z_k(s, x, v)|^2 \, dx \, dv \leq C \varepsilon.
\] (5.12)

Proof of Lemma 5.1. We are now ready to prove compactness of \( Z_k \). We split
\[
\begin{align*}
&\int_0^1 \int_{\Omega} \int_{\mathbb{R}^3} \langle v \rangle^\gamma |Z_k(s, x, v) - Z(s, x, v)|^2 \, ds \, dx \, dv \\
&= \int_0^1 \int_{\Omega \setminus \Omega_\delta^4} \int_{|v \cdot n| \leq \varepsilon \text{ or } |v| \geq \varepsilon - m} \langle v \rangle^\gamma |Z_k(s, x, v)|^2 \, ds \, dx \, dv
\end{align*}
\]
Clearly, using (5.10), the first right-hand term of (5.13) is bounded by \( C \varepsilon \). The second term on the right-hand of (5.13) is bounded by \( C \varepsilon \) according to (5.12) and \( \gamma < 0 \). By Lemma 5.2, the third right-hand term of (5.13) is bounded by

\[
C |\Omega \setminus \Omega_{\varepsilon}^4| \leq C \varepsilon,
\]

where \( C \) depends on \( a_0, c_0, c_1, c_2, b_0, b_1 \) and \( \varphi \). Here \( |\Omega \setminus \Omega_{\varepsilon}^4| \) means the Lebesgue measure of set \( \Omega \setminus \Omega_{\varepsilon}^4 \). The last term of (5.13) tends to zero as \( k \to \infty \) by (5.8) and \( \gamma < 0 \). We hence deduce the strong convergence

\[
\lim_{k \to \infty} \sup 1 \int_0^1 \int_\Omega \int_{\mathbb{R}^3} (v)^\gamma |Z_k(s, x, v) - Z(s, x, v)|^2 ds dx dv = 0, \tag{5.14}
\]

by letting \( \varepsilon \to 0 \). From our normalization (5.2), we know that

\[
\int_0^1 \|Z(s)\|_{L_v^2 L_D^2}^2 ds = \lim_{k \to \infty} \int_0^1 \|Z_k(s)\|_{L_v^2 L_D^2}^2 = 1. \tag{5.15}
\]

Next, we study the boundary conditions which \( Z \) satisfies. In fact, \( Z_k \) and \( Z \) satisfy

\[
\{ \partial_t + v \cdot \nabla_x \} \{ 1_{|v| \leq \varepsilon^{-m}} (Z_k - Z) \} = -1_{|v| \leq \varepsilon^{-m}} L(1 - P) Z_k.
\]

Using Ukai’s trace theorem [50, Theorem 5.1.1], (5.14) and (5.5), for any fixed \( \varepsilon > 0 \), we have

\[
\lim_{k \to \infty} \int_0^1 \left\| 1_{\{|v \cdot n(x)| \geq \frac{1}{2}, |v| \leq \varepsilon^{-m}\}} (Z_k - Z) \right\|_{L_v^2}^2 ds \\
\leq C \lim_{k \to \infty} \left[ \int_0^1 \left\| 1_{|v| \leq \varepsilon^{-m}} (Z_k - Z) \right\|_{L_v^2}^2 ds + \int_0^1 \left\| 1_{|v| \leq \varepsilon^{-m}} L(1 - P) Z_k(s) \right\|_{L_v^2 L_D^2}^2 ds \right] \\
\leq C \lim_{k \to \infty} \int_0^1 \left\| (1 - P) Z_k(s) \right\|_{L_v^2 L_D^2}^2 ds = 0.
\]

Thus, for the inflow boundary condition, by (5.3),

\[
\int_0^1 \left\| 1_{\{|v \cdot n(x)| \geq \frac{1}{2}, |v| \leq \varepsilon^{-m}\}} Z(s) \right\|_{L_v^2}^2 ds = \lim_{k \to \infty} \int_0^1 \left\| 1_{\{|v \cdot n(x)| \geq \frac{1}{2}, |v| \leq \varepsilon^{-m}\}} Z_k(s) \right\|_{L_v^2}^2 ds = 0.
\]

This is valid for \( \varepsilon > 0 \). Thus, \( Z \equiv 0 \) on \( \gamma \).

Finally, as in [34, pp. 747], for any \( t \) and \( x \in \partial \Omega \), and \( v \in \mathbb{R}^3 \), by comparing the coefficients in front of polynomials of \( v \) in (5.7) and \( Z = 0 \) on \( \gamma \). We deduce that

\[
\frac{c_0}{2} |x|^2 - b_0 \cdot x + a_0 = \left\{ -c_0 t x - c_1 x + \varphi x + x + b_0 t + b_1 \right\} \times v = \left\{ \frac{c_0 t^2}{2} + c_1 t + c_2 \right\} |v|^2 = 0.
\]
Therefore, \( c_0 = c_1 = c_2 = 0 \), and \( b_0 = 0 \). Then \( a_0 = 0 \) and \( \sigma \times x + b_1 \equiv 0 \), or
\[
\sigma^2 x_3 - \sigma^3 x_2 + b_1^1 = -\sigma^1 x_3 + \sigma^2 x_1 + b_1^2 = \sigma^1 x_2 - \sigma^2 x_1 + b_1^3 \equiv 0,
\]
for all \( x \in \partial \Omega \). Notice that \( \xi(x) = 0 \) is two dimensional, so we may assume that \((x_1, x_2)\) are (locally) independent. Hence \( \sigma^1 = \sigma^2 = b_1^3 = 0 \) then \( \sigma^3 = b_1^2 = 0 \), and finally \( b_1^1 = 0 \). Therefore, we deduce \( Z \equiv 0 \) and this contradicts with (5.15), and we conclude Lemma 5.1.

\[\text{\begin{proof}[Proof of Theorem 5.5]}
\text{For any solution} \; f \text{ to the linearized Boltzmann equation (1.27),} \; e^{\lambda t} W f(t) \text{satisfies}
\begin{equation}
\partial_t (e^{\lambda t} W f) + v \cdot \nabla_x (e^{\lambda t} W f) + q |v|^2 (v) W W f - W L (e^{\lambda t} f) - \lambda e^{\lambda t} W f = 0.
\end{equation}
\end{proof}\]

For any \( t > 0 \), let \( 0 \leq N \leq t \leq N + 1 \) with \( N \) being an integer. We split \( [0, t] = [0, N] \cup [N, t] \). For the time interval \([N, t]\), we let \( \lambda = 0 \) and take the inner product of (5.16) with \( f \) over \([N, t] \times \Omega \times \mathbb{R}^3 \) to obtain
\begin{equation}
\| f \|_ {L_{x,v}^2}^2 + 2c_1 \left\| (I - P) f \right\|_ {L_{x,v}^2}^2 \left( t \right) \leq \| f(N) \|_ {L_{x,v}^2}^2 - \int_N^t \left( \int_{v,n>0} \left\| v \cdot n \right\|_ {L_{x,v}^2}^2 ds \right) dS(x) ds + \int_N^t \int_{v,n>0} \int_{\mathbb{R}^3} \left| f(s) \right|^2 dv dS(x) ds,
\end{equation}
when \( q = 0 \). Here we apply (2.3) and (2.4). For the time interval \([0, N]\) (we may assume \( N \geq 1 \)), we can take the inner product of (5.16) with \( e^{\lambda t} W f \) over \([0, N] \times \Omega \times \mathbb{R}^3 \) to obtain
\begin{equation}
\begin{align*}
e^{2\lambda N} \| f(N) \|_ {L_{x,v}^2}^2 + 2c_1 \int_0^N e^{2\lambda s} \left\| (I - P) f \right\|_ {L_{x,v}^2}^2 ds - \lambda \int_0^N e^{2\lambda s} \left\| f(s) \right\|_ {L_{x,v}^2}^2 ds &+ \int_0^N \int_{v,n>0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda s} \left| f(s) \right|^2 dv dS(x) ds \\
&\leq \| f(0) \|_ {L_{x,v}^2}^2 - \int_0^N \int_{v,n<0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda s} \left| f(s) \right|^2 dv dS(x) ds,
\end{align*}
\end{equation}
when \( q = 0 \), and
\begin{equation}
\begin{align*}
e^{2\lambda N} \| W f(N) \|_ {L_{x,v}^2}^2 + 2q \int_0^N e^{2\lambda s} \left\| |v| \right\|_ {L_{x,v}^2}^2 ds &+ \int_0^N \int_{v,n>0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda s} \left| W f(s) \right|^2 dv dS(x) ds \\
&\leq C_1 \int_0^N e^{2\lambda s} \left\| f \right\|_ {L_{x,v}^2}^2 ds + \| W f(0) \|_ {L_{x,v}^2}^2,
\end{align*}
\end{equation}
for any solution \( f \) to the linearized Boltzmann equation (1.27) with inflow boundary condition (1.26) and trace \( f|_\gamma \in L_{loc}^2 (\mathbb{R}^+ \times \gamma) \). Then there are \( \lambda > 0 \) and \( C > 0 \) such that for all \( 0 \leq t \leq \infty \),
\begin{equation}
e^{2\lambda t} \| f(t) \|_ {L_{x,v}^2}^2 \leq 4 \left\{ \| f_0 \|_ {L_{x,v}^2}^2 + \int_0^t \int_{v,n<0} \int_{\mathbb{R}^3} v \cdot n \left| f(s) \right|^2 dv dS(x) ds \right\}.
\end{equation}
when \( q > 0 \). Dividing the time interval into \( \bigcup_{k=0}^{N-1} [k, k+1) \) and letting \( f_k(s, x, v) \equiv f(k+s, x, v) \) for \( k = 0, 1, \ldots, N - 1 \), we deduce from (5.18) and (5.19) that

\[
\begin{align*}
&\left(2c_1 e^{2\lambda(k+s)} \| |v|{-\frac{1}{2}} W f_k(s)\|_{L^2_x L^2_v}^2 - \lambda e^{2\lambda(k+s)} \|W f_k(s)\|_{L^2_x L^2_v}^2\right) ds \\
&+ \sum_{k=0}^{N-1} \int_0^1 \int_{v \cdot n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dx ds \\
&\leq \| f(0) \|_{L^2_x L^2_v}^2 - \sum_{k=0}^{N-1} \int_0^1 \int_{v \cdot n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dx ds,
\end{align*}
\]

when \( q = 0 \), and

\[
\begin{align*}
&\left(2q e^{2\lambda(k+s)} \| |v|{-\frac{1}{2}} W f_k(s)\|_{L^2_x L^2_v}^2 - \lambda e^{2\lambda(k+s)} \|W f_k(s)\|_{L^2_x L^2_v}^2\right) ds \\
&+ \sum_{k=0}^{N-1} \int_0^1 \int_{v \cdot n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |W f_k(s)|^2 dv dx ds \\
&\leq C_1 \sum_{k=0}^{N-1} \int_0^1 e^{2\lambda(k+s)} \|f_k(s)\|_{L^2_x L^2_v}^2 ds + \|W f(0)\|_{L^2_x L^2_v}^2 \\
&- \sum_{k=0}^{N-1} \int_0^1 \int_{v \cdot n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |W f_k(s)|^2 dv dx ds,
\end{align*}
\]

when \( q > 0 \). Let \( \delta_0 > 0 \) be chosen later. Multiplying \( \delta_0 e^{2\lambda k} \) with (5.1) to each \( f_k(s, x, v) \) and then summing up over \( k \) yields

\[
\begin{align*}
\int_0^1 \int_{\Omega} \int_{\mathbb{R}^3} |v| |f(s)|^2 dv dx ds \\
+ \int_0^1 \int_{\Omega} \int_{\mathbb{R}^3} |v| |f(s)|^2 dv dx ds.
\end{align*}
\]

Substituting (5.22) into (5.20) and choosing \( \delta_0 < \min\{1, Mc_1\} \), we deduce that

\[
\begin{align*}
&\left(2c_1 e^{2\lambda(k+s)} \| |v|{-\frac{1}{2}} W f_k(s)\|_{L^2_x L^2_v}^2 - \lambda e^{2\lambda(k+s)} \|W f_k(s)\|_{L^2_x L^2_v}^2\right) ds \\
&+ \sum_{k=0}^{N-1} \left(1 - \delta_0\right) \int_0^1 \int_{v \cdot n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dx ds \\
&+ \sum_{k=0}^{N-1} \left(1 - \delta_0\right) \int_0^1 \int_{v \cdot n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dx ds
\end{align*}
\]
\[
\leq \| f(0) \|_{L^2_{x,v}}^2 - (1 + \delta_0) \sum_{k=0}^{N-1} \int_0^1 \int_{v-n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda_k} |f_k(s)|^2 dv dS(x) ds. \tag{5.23}
\]

Then we apply (5.23) to eliminate the first right-hand term of (5.21). Taking the linear combination \( \kappa \times (5.21) + (5.23) \) with \( \kappa > 0 \) sufficiently small satisfying \( \kappa < \frac{\delta_0}{2MC_1e^{2\pi}} \) and \( \kappa W(x, v) \leq 1 \) for any \( x \) and \( v \), one has

\[
e^{2\lambda \kappa} \| f(N) \|_{L^2_{x,v}}^2 + \sum_{k=0}^{N-1} \left\{ \frac{\delta_0 e^{2\lambda_k}}{2M} \int_0^1 \int_{v-n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda_k} |f_k(s)|^2 dv dS(x) ds \right\} + 2\kappa q \int_0^1 e^{2\lambda(k+s)} \| v \|_{\{v\}^{-\frac{1}{2}}} Wf_k(s) \|_{L^2_{x,v}}^2 \, ds \]

\[
- \sum_{k=0}^{N-1} \int_0^1 2e^{2\lambda(k+s)} \lambda \| f_k(s) \|_{L^2_{x,v}}^2 \, ds \]

\[
+ (1 - \delta_0) \sum_{k=0}^{N-1} \int_0^1 \int_{v-n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dS(x) ds \]

\[
\leq 2\| f(0) \|_{L^2_{x,v}}^2 - 2(1 + \delta_0) \sum_{k=0}^{N-1} \int_0^1 \int_{v-n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dS(x) ds.
\]

(5.24)

Here we can choose \( \lambda > 0 \) small enough to control the negative term on the left-hand side of (5.24). Noticing \( \| f_k \|_{L^2_{x,v}} \leq C_1 (\| f_k \|_{L^2_{x,v}} + \| v \|_{\{v\}^{-\frac{1}{2}}} Wf_k \|_{L^2_{x,v}}) \) for some \( C_1 \), we choose \( \lambda > 0 \) in (5.24) sufficiently small such that \( 2C_1 e^{2\lambda \kappa} \leq \min \{ \frac{\delta_0 e^{2\lambda_k}}{4M}, \kappa q \} \) so as to obtain

\[
e^{2\lambda \kappa} \| f(N) \|_{L^2_{x,v}}^2 + \sum_{k=0}^{N-1} \left\{ \frac{\delta_0 e^{2\lambda_k}}{4M} \int_0^1 \| f_k(s) \|_{L^2_{x,v}}^2 \, ds \right\} + \kappa q \int_0^1 e^{2\lambda(k+s)} \| v \|_{\{v\}^{-\frac{1}{2}}} Wf_k(s) \|_{L^2_{x,v}}^2 \, ds \]

\[
+ (1 - \delta_0) \sum_{k=0}^{N-1} \int_0^1 \int_{v-n > 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dS(x) ds \]

\[
\leq 2\| f(0) \|_{L^2_{x,v}}^2 - 2(1 + \delta_0) \sum_{k=0}^{N-1} \int_0^1 \int_{v-n < 0} \int_{\mathbb{R}^3} v \cdot n e^{2\lambda(k+s)} |f_k(s)|^2 dv dS(x) ds.
\]

(5.25)

Notice that \( e^{2\lambda t} = e^{2\lambda (t-N)} e^{2\lambda s} \) for \( s \geq N \), and since \( t \leq N + 1 \), we can choose \( \lambda > 0 \) small such that \( e^{2\lambda (t-N)} (1 + \delta_0) \leq 2 \). Hence, multiplying \( e^{2\lambda t} \) with (5.17) and combining it with (5.25) yields

\[
e^{2\lambda t} \| f \|_{L^2_{x,v}}^2 + e^{2\lambda t} \int_0^t \int_{v-n > 0} \int_{\mathbb{R}^3} v \cdot n |f(s)|^2 dv dS(x) ds
\]
of arguments in [34, Lemma 12, Lemma 13 and Theorem 6] to obtain the following lemmas
Lemma 5.6.

This completes the proof of Theorem 5.5. \hfill \square

Let \( w = (1 + \rho^2 |v|^2)^\beta \) with \( \rho > 0 \) and \( \beta \in \mathbb{R} \). Here we list the theory of \( L^\infty \) decay for the weighted \( h = wWf \) (\( k \geq 0 \)) of the linear cutoff Boltzmann equation (1.25) with the inflow boundary condition (1.26) satisfying (1.33). We consider the homogeneous transport equation

\[
\{ \partial_t + v \cdot \nabla_x + v \} f = 0, \quad f(0, x, v) = f_0(x, v), \quad f|_{\gamma_-} = g,
\]
(5.26)

with the inflow datum \( g \) satisfying (1.33). By (1.12), we can rewrite (5.26) in the form of \( h = wWf \) (\( k \geq 0 \)) as

\[
\{ \partial_t + v \cdot \nabla_x + q |v|^2 \langle v \rangle^{-1} + v \} h = 0, \quad h(0, x, v) = wWf_0(x, v), \quad h|_{\gamma_-} = wWg.
\]
(5.27)

Fix \( q > 0 \). Since \( v(\langle v \rangle^\gamma) \), there exist \( v_0, v_1 > 0 \) such that

\[
v_0(\langle v \rangle^\gamma) \leq q |v|^2 \langle v \rangle^{-1} + v(\langle v \rangle^\gamma) \leq v_1(\langle v \rangle^\gamma).
\]

Then we can regard \( q |v|^2 \langle v \rangle^{-1} + v \) as a whole dissipation term and its behavior is quite similar to \( v(\langle v \rangle^\gamma) \) in the hard potential case. In view of this, we can apply similar arguments in [34, Lemma 12, Lemma 13 and Theorem 6] to obtain the following lemmas and theorem.

**Lemma 5.6.** Let \( f_0 \in L^\infty(\Omega \times \mathbb{R}^3) \) and \( Wg \in L^\infty(\gamma_- \times \mathbb{R}^3) \). Let \( G(t) \) be the solution to Eq. (5.27)

\[
\{ \partial_t + v \cdot \nabla_x + q |v|^2 \langle v \rangle^{-1} + v \} G(t)h_0 = 0, \quad G(0)h_0 = h_0(x, v), \quad \{ G(t)h \}|_{\gamma_-} = wWg.
\]

For \( (x, v) \notin \gamma_0 \cup \gamma_- \),

\[
\{ G(t)h_0 \}(t, x, v) = 1_{t-t_B \leq 0}e^{-\langle q |v|^2 \langle v \rangle^{-1}+v(\langle v \rangle^\gamma) \rangle t}h_0(x-tv, v) + 1_{t-t_B > 0}e^{-\langle q |v|^2 \langle v \rangle^{-1}+v(\langle v \rangle^\gamma) \rangle t_B}wWg(t-t_B, x-t_B v, v),
\]

where \( t_B(x, v) \) is the backward exit time defined in (1.32). Moreover,

\[
\sup_{t \geq 0} e^{v_0t} \| G(t)h_0 \|_{L^\infty(\Omega \times \mathbb{R}^3)} \leq \| h_0 \|_{L^\infty} + \sup_{s \geq 0} e^{v_0s} \| wWg(s) \|_{L^\infty(\gamma_- \times \mathbb{R}^3)}.
\]
Lemma 5.7. Let $\Omega$ be strictly convex as in (1.29). Let $h_0(x, v)$ be continuous in $\overline{\Omega} \times \mathbb{R}^3 \setminus \gamma_0$, $g$ be continuous in $[0, \infty) \times \partial \Omega \times \mathbb{R}^3 \setminus \gamma_0$, $p(t, x, v)$ be continuous in the interior of $[0, \infty) \times \partial \Omega \times \mathbb{R}^3$ and $\sup_{[0,\infty)\times\partial\Omega\times\mathbb{R}^3} \frac{p(t,x,v)}{|q|} < \infty$. Let $h(t, x, v)$ be the solution to
\[
[\partial_t + v \cdot \nabla_x + g|v|^2(v)^{-1} + v]h = p, \quad h(0) = h_0, \quad h|_{\gamma_-} = wWg.
\]

We further assume the compatibility condition on $\gamma_-:
\[h_0(x, v) = \{wWg\}(0, x, v).\]

Then $h(t, x, v)$ is continuous on $[0, \infty) \times \{\Omega \times \mathbb{R}^3 \setminus \gamma_0\}$ and can be written as
\[
h(t, x, v) = e^{-\langle q|v|^2(v)^{-1} + v \rangle t}h_0(x - tv, v) + \int_0^t e^{-\langle q|v|^2(v)^{-1} + v \rangle (t-s)}p(s, x - (t-s)v, v) \, ds
\]
if $t \leq t_b$ and
\[
h(t, x, v) = e^{-\langle q|v|^2(v)^{-1} + v \rangle t}e_h \{wWg\}(t - t_b, x_b, v)
\]
\[
+ \int_{t-t_b}^t e^{-\langle q|v|^2(v)^{-1} + v \rangle (t-s)}p(s, x - (t-s)v, v) \, ds
\]
if $t > t_b$.

Theorem 5.8. Assume $(v)w^{-2} \in L^1(\mathbb{R}^3_+)$. Let $U(t)h_0$ be the solution to the weighted linearized cutoff Boltzmann equation
\[
[\partial_t + v \cdot \nabla_x + g|v|^2(v)^{-1} + v - K_{w,w}U(t)h_0 = 0, \quad U(0)h_0 = h_0, \quad [U(t)h_0]|_{\gamma_-} = wWg.
\]

where $K_{w,w}$ is given by $K_{w,w}h = wWK(\frac{h}{wW})$. Then there exists $0 < \gamma < \gamma_0$ such that
\[
\sup_{t \geq 0} e^{\lambda t} \|U(t)h_0\|_{L^\infty_{x,v}} \leq C\left\{\|h_0\|_{L^\infty_{x,v}} + \sup_{s \geq 0} e^{\lambda_0 s} \|wWg(s)\|_{L^\infty(\gamma_- \times \mathbb{R}^3)}\right\},
\]
(5.28)
where $\lambda_0 > 0$ is given in (1.33).

Notice that in the proof of Theorem 5.8, we crucially apply Theorem 5.5 and Lemmas 5.6 and 5.7. Noticing $W \approx 1$, the behavior of $K_{w,w}$ is similar to $K_{w,1}$ and the similar arguments in [34, Theorem 6, pp.752] can be applied. Now we can prove the exponential decay for cutoff Boltzmann equation.

Proof of Theorem 1.4. In order to prove the existence of Eq. (1.31), we shall apply iteration $\{h^n(t, x, v)\}$:
\[
[\partial_t + v \cdot \nabla_x + g|v|^2(v)^{-1} + v - K_{w,w}h^n]h^{n+1} = wWG\left(\frac{h^n}{wW}, \frac{h^n}{wW}\right),
\]
(5.29)
with $h^0 = 0$ and $h^{n+1}|_{\gamma_0} = h_0, h^{n+1}|_{\gamma_-} = wWg$. In order to solve $5.29)$, we split $h^{n+1} = h^{n+1}_g + h^{n+1}_f$ for $n \geq 0$, where $h^{n+1}_g$ solves the homogeneous linear weighted cutoff Boltzmann equation
\[
[\partial_t + v \cdot \nabla_x + g|v|^2(v)^{-1} + v - K_{w,w}h^{n+1}_g = 0,
\]
\[ h_{g,1}^{n+1} \big|_{\gamma} = w W g, \quad h_{g,1}^{n+1} \big|_{t=0} = h_0. \]  
\hfill (5.30)

while \( h_{g,1}^{n+1} \) satisfies the inhomogeneous weighted Boltzmann equation with zero boundary and initial values:

\[ \{ \partial_t + v \cdot \nabla_x + q |v|^{2} (v)^{-1} + v - K_{w, W} \} h_{g,1}^{n+1} = w W \Gamma \left( \frac{h_{g,1}^{n}}{w W}, \frac{h_{g,1}^{n}}{w W} \right), \]

\[ h_{g,1}^{n+1} \big|_{\gamma} = 0, \quad h_{g,1}^{n+1} \big|_{t=0} = 0. \]  
\hfill (5.31)

Applying Theorem 5.8 to (5.30), there exists \( 0 < \lambda < \lambda_0 \) such that

\[ \sup_{t \geq 0} e^{\lambda t} \| h_{g,1}^{n+1}(t) \|_{L_{x,v}^\infty} \leq C \left\{ \| h_0 \|_{L_{x,v}^\infty} + \sup_{s \geq 0} e^{\lambda_0 s} \| w W g(s) \|_{L^\infty(\gamma \times \mathbb{R}^3)} \right\}. \]  
\hfill (5.32)

To find the estimate on \( h_{g,1}^{n+1} \), we denote \( U(t) \) to be the solution operator for the linear weighted Boltzmann equation

\[ \{ \partial_t + v \cdot \nabla_x + q |v|^{2} (v)^{-1} + v - K_{w, W} \} h = 0, \quad h \big|_{\gamma} = 0, \quad h \big|_{t=0} = 0. \]

Then by Duhamel’s principle, the solution to (5.31) can be written as

\[ h_{g,1}^{n+1} = \int_0^t U(t-s) w W \Gamma \left( \frac{h_{g,1}^{n}(s)}{w W}, \frac{h_{g,1}^{n}(s)}{w W} \right) ds. \]  
\hfill (5.33)

Recall the basic estimate on \( \Gamma \) from [34, Lemma 5, pp. 730]:

\[ |w \Gamma (g_1, g_2)| \leq C \langle v \rangle^\gamma |w g_1|_{L_v^\infty} |w g_2|_{L_v^\infty}. \]  
\hfill (5.34)

Noticing \( W \approx 1 \), we apply the energy estimate (5.28) to (5.33) and deduce that

\[ \| h_{g,1}^{n+1} \|_{L_{x,v}^\infty} \leq C \int_0^t e^{-\lambda (t-s)} \left\| w W \Gamma \left( \frac{h_{g,1}^{n}(s)}{w W}, \frac{h_{g,1}^{n}(s)}{w W} \right) \right\|_{L_{x,v}^\infty} ds \]

\[ \leq C \int_0^t e^{-\lambda (t-s)} e^{-2\lambda s} ds \left\{ \sup_{s \geq 0} e^{\lambda s} \| h_{g,1}^{n}(s) \|_{L_{x,v}^\infty} \right\}^2 \]

\[ \leq C e^{-\lambda t} \left\{ \sup_{s \geq 0} e^{\lambda s} \| h_{g,1}^{n}(s) \|_{L_{x,v}^\infty} \right\}^2. \]  
\hfill (5.35)

In view of (5.32) and (5.35), by induction, there exists \( \delta > 0 \) small enough such that if (1.33) is valid, then

\[ \sup_{n \geq 1} \sup_{t \geq 0} e^{\lambda t} \| h_{g,1}^{n+1}(t) \|_{L_{x,v}^\infty} \leq C \left\{ \| h_0 \|_{L_{x,v}^\infty} + \sup_{s \geq 0} e^{\lambda_0 s} \| w W g(s) \|_{L^\infty(\gamma \times \mathbb{R}^3)} \right\}. \]

To find the limit of \( h^n \), we subtract \( h^{n+1} - h^n \) to obtain

\[ \{ \partial_t + v \cdot \nabla_x + q |v|^{2} (v)^{-1} + v - K_{w, W} \} \{ h^{n+1} - h^n \} \]

\[ = w W \Gamma \left( \frac{h^{n+1} - h^{n+1}}{w W}, \frac{h^n}{w W} \right) + w W \Gamma \left( \frac{h^{n-1}}{w W}, \frac{n - h^{n+1}}{w W} \right), \]

\[ \{ h^{n+1} - h^n \big|_{t=0} = 0, \quad \{ h^{n+1} - h^n \big|_{\gamma} = 0. \]

Similar to (5.35), we deduce that

\[ \| h^{n+1} - h^n \|_{L_{x,v}^\infty} \]
\[
\left\| \int_0^t U(t-s) \left( w W T \left( \frac{h^n - h^{n-1}}{w W}, \frac{h^n}{w W} \right)(s) + w W T \left( \frac{h^{n-1}}{w W}, \frac{h^n - h^{n-1}}{w W} \right)(s) \right) \right\|_{L^\infty_{x,v}} \\
\leq C e^{-\lambda t} \sup_{s \geq 0} \left\{ e^{\lambda s} \| h^n(s) \|_{L^\infty_{x,v}} + e^{\lambda s} \| h^{n-1}(s) \|_{L^\infty_{x,v}} \right\} \sup_{s \geq 0} e^{\lambda s} \| h^n(s) - h^{n-1}(s) \|_{L^\infty_{x,v}} .
\]

(5.36)

Hence, by induction, \{e^{\lambda t} h^n\} is a Cauchy sequence, and the limit \( h \) is the solution to cutoff Boltzmann equation (1.31). Then \( f = \frac{h}{w W} \) is the desired solution to (1.25) with inflow boundary condition (1.26).

To prove the uniqueness of \( h \) (and hence \( f \)), we assume that \( \tilde{h} \) is another solution to the full Boltzmann equation (1.31) and \( \sup_{0 \leq t \leq T_0} \| \tilde{h}(t) \|_{L^\infty_{x,v}} \) is sufficiently small. Then \( h - \tilde{h} \) satisfies

\[
\{ \partial_t + v \cdot \nabla_x + q |v|^{-1} v - K_{w,W} \} \{ h - \tilde{h} \} = w W T \left( \frac{h - \tilde{h}}{w W}, \frac{h}{w W} \right)(s) + w W T \left( \frac{\tilde{h}}{w W}, \frac{h - \tilde{h}}{w W} \right),
\]

\[
\{ h - \tilde{h} \}_{|t=0} = 0, \quad \{ h - \tilde{h} \}_{|\gamma} = 0.
\]

Similar to (5.36), for \( 0 \leq t \leq T \), we have

\[
\| h - \tilde{h} \|_{L^\infty_{x,v}} \leq C \left\| \int_0^t U(t-s) \left( w W T \left( \frac{h - \tilde{h}}{w W}, \frac{h}{w W} \right)(s) + w W T \left( \frac{\tilde{h}}{w W}, \frac{h - \tilde{h}}{w W} \right) \right) \right\|_{L^\infty_{x,v}} \\
\leq C_T \sup_{s \geq 0} \left\{ \| h(s) \|_{L^\infty_{x,v}} + e^{\lambda s} \| \tilde{h}(s) \|_{L^\infty_{x,v}} \right\} \sup_{s \geq 0} e^{\lambda s} \| h(s) - \tilde{h}(s) \|_{L^\infty_{x,v}} .
\]

This implies that \( \sup_{0 \leq t \leq T_0} \| h - \tilde{h} \|_{L^\infty_{x,v}} = 0 \) whenever \( \sup_{0 \leq t \leq T_0} \| h(t) \|_{L^\infty_{x,v}} \) and \( \sup_{0 \leq t \leq T_0} \| \tilde{h}(t) \|_{L^\infty_{x,v}} \) are sufficiently small. This shows the uniqueness for (1.31).

Finally, if \( \Omega \) is strictly convex, we claim that \( h^{n+1} \) is continuous in \([0, \infty) \times \{ \Omega \times \mathbb{R}^3 \setminus \gamma_0 \} \) as in [34, pp. 801]. For a fixed \( n \geq 1 \), we use another iteration to solve \( h^{n+1} \) as the limit of \( n' \to \infty \):

\[
\{ \partial_t + v \cdot \nabla_x + q |v|^{-1} v \} h^{n+1,n'+1} = K_{w,W} h^{n+1,n'} + w W T \left( \frac{h^n}{w W}, \frac{h^n}{w W} \right),
\]

with \( h^{n+1,0} = 0 \) and \( h^{n+1,n'+1}_{|t=0} = h_0, h^{n+1,n'+1}_{|\gamma} = w W g \). By induction on \( n' \), we assume that \( h^{n+1,n'} \) and \( h^n \) are continuous in \([0, \infty) \times \{ \Omega \times \mathbb{R}^3 \setminus \gamma_0 \} \). Then it is straightforward to verify that \( K_{w,W} h^{n+1,n'} \) and \( v^{-1} w W T \left( \frac{h^n}{w W}, \frac{h^n}{w W} \right) \) are continuous in the interior \([0, \infty) \times \Omega \times \mathbb{R}^3 \); see [34, pp. 802]. Moreover, we have from (5.34) that \( \sup_{[0,\infty)\times\Omega\times\mathbb{R}^3} |v^{-1} w W T \left( \frac{h^n}{w W}, \frac{h^n}{w W} \right) | < \infty \). Then by Lemma 5.7, we deduce that \( h^{n+1,n'+1} \) is continuous in \([0, \infty) \times \{ \Omega \times \mathbb{R}^3 \setminus \gamma_0 \} \). Finally, the difference \( h^{n+1,n'+1} - h^{n+1,n'} \) satisfies

\[
\{ \partial_t + v \cdot \nabla_x + q |v|^{-1} v \} \{ h^{n+1,n'+1} - h^{n+1,n'} \} = K_{w,W} \{ h^{n+1,n'} - h^{n+1,n'-1} \},
\]

with zero boundary and initial conditions. Then by the boundedness of \( K_{w,W} \) (for instance, (2.29)) and Duhamel’s principle, we have

\[
\sup_{0 \leq t \leq T} \| h^{n+1,n'+1} - h^{n+1,n'} \|_{L^\infty_{x,v}} \leq C_K \int_0^T \| h^{n+1,n'} - h^{n+1,n'-1} \|_{L^\infty_{x,v}} ds \leq \cdots \leq \frac{(C_K T)^{n'}}{n!} ,
\]
for any $T > 0$. Thus, $\{h^{n+1,n'+1}\}_{n'}$ is Cauchy in $L^\infty([0, T] \times \Omega \times \mathbb{R}^3)$, and its limit $h^{n+1}$ is continuous in $[0, \infty) \times (\overline{\Omega} \times \mathbb{R}^3 \setminus \gamma_0)$. Then $h$ preserves the continuity in $[0, \infty) \times (\overline{\Omega} \times \mathbb{R}^3 \setminus \gamma_0)$ from the uniform convergence.

The positivity can be proved in the same way as in [34, pp.802] and the details are omitted for brevity. This then completes the proof of Theorem 1.4. \hfill \Box
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