CONVERGENCE ANALYSIS OF THE SCHWARZ ALTERNATING METHOD FOR UNCONSTRAINED ELLIPTIC OPTIMAL CONTROL PROBLEMS
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Abstract: In this paper we analyze the Schwarz alternating method for unconstrained elliptic optimal control problems. We discuss the convergence properties of the method in the continuous case first and then apply the arguments to the finite difference discretization case. In both cases, we prove that the Schwarz alternating method is convergent if its counterpart for an elliptic equation is convergent. Meanwhile, the convergence rate of the method for the elliptic equation under the maximum norm also gives a uniform upper bound (with respect to the regularization parameter $\alpha$) of the convergence rate of the method for the optimal control problem under the maximum norm of proper error merit functions in the continuous case or vectors in the discrete case. Our numerical results corroborate our theoretical results and show that with $\alpha$ decreasing to zero, the method will converge faster. We also give some exposition of this phenomenon.
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1. Introduction

In this paper, we consider the following unconstrained elliptic distributed optimal control problem

$$\min_{u \in L^2(\Omega)} J(y, u) = \frac{1}{2} \| y - y_d \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| u \|_{L^2(\Omega)}^2$$

subject to

$$(1.2) \quad \begin{cases} \mathcal{L} y = f + u \text{ in } \Omega, \\
 y = 0 \text{ on } \partial \Omega, \end{cases}$$

where $\Omega \subset \mathbb{R}^d$ ($d = 1, 2, 3$) is a bounded Lipschitz domain, $u \in L^2(\Omega)$ is the control variable, $y_d \in L^2(\Omega)$ is the desired state or observation, $\alpha > 0$ is the regularization parameter and $\mathcal{L}$ is a self-adjoint and strictly elliptic operator which is defined as

$$(1.3) \quad \mathcal{L} y = - \sum_{i,j=1}^d \frac{\partial}{\partial x_j} \left( a_{ij}(x) \frac{\partial y}{\partial x_i} \right) + c_0(x) y,$$

with $a_{ij}(x), c_0(x) \in L^\infty(\Omega)$ and $c_0 \geq 0$. 
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The optimal control problem (1.1)-(1.2) has a unique solution \( u \) which can be characterized by its first order optimality system (see, e.g., [29]). Using standard arguments, the first order necessary (also sufficient here) system of (1.1)-(1.2) is

\[
\begin{align*}
\alpha u + p &= 0; \\
Ly &= f + u \quad \text{in } \Omega, \quad y = 0 \quad \text{on } \partial\Omega; \\
Lp &= y - y_d \quad \text{in } \Omega, \quad p = 0 \quad \text{on } \partial\Omega,
\end{align*}
\]

where \( p \) is the adjoint state.

By eliminating \( u \), it is equivalent to

\[
\begin{align*}
Ly &= f - \alpha^{-1} p \quad \text{in } \Omega, \quad y = 0 \quad \text{on } \partial\Omega; \\
Lp &= y - y_d \quad \text{in } \Omega, \quad p = 0 \quad \text{on } \partial\Omega,
\end{align*}
\]

which can be treated as a saddle point problem.

In the past several decades, optimization problems with PDE constraint have attracted more and more attentions due to the increasingly broad applications in modern science and engineering. The requirement of efficient solving of such kind of problems stimulates the research of this field as well. However, the fast and efficient simulations of such kind of problems are full of challenges. For the theoretical results, we refer to [29, 45]. A lot of researchers from different fields have also tried hard to deal with the related numerical problems, such as the optimization algorithms, the discretization methods and the fast solvers etc. and fruitful achievements have been made. For the recent developments of the optimization algorithms and the convergence analysis of numerical schemes, we refer to the monograph [27].

In addition to the convergence analysis of the discretization schemes and the design of the optimization algorithms, the fast and robust solving of the resulting discretization problems is also very important. There are many attempts to deal with this kind of problems based on different approaches. In [5], [21, 53, 55], the authors used preconditioned Krylov subspace methods to solve the first order optimality system by constructing some block preconditioners. In [6], [7], [8], [37], [40], the authors used multigrid methods to design fast solvers. Another strategy is to use domain decomposition methods to deal with optimal control problems (see e.g., [2, 3, 4, 12, 11, 17, 25, 24, 34, 43, 42]). We also mention [35, 36, 50] for the parallel implementations of domain decomposition type algorithms. In [16, 28, 15], the authors discuss the time domain decomposition methods for time related optimal control problems.

In this paper, we focus on the Schwarz alternating method for the optimal control problem. The Schwarz alternating method was first introduced by H. A. Schwarz in [39] to prove the existence and uniqueness of the solution of Laplace’s equation on general domain with prescribed Dirichlet boundary condition. In the 1970s, it was used as a computing method to solve the partial differential equations, especially after P. L. Lions proving the convergence of the method based on the variational principle in [30] which simplifies the convergence analysis of the method. In [31], P. L. Lions also discussed the convergence properties of the method based on the maximum principle. For more about the origins and developments of the Schwarz alternating method, one can refer to [19]. The generalization of the Schwarz alternating method in different directions yields a variety of domain decomposition methods. Domain decomposition methods (DDM for short) have been successfully used to construct fast solvers for the self-adjoint and positive definite partial differential equations. The essential parallel ability makes them attractive in applications. For more details on the design and the convergence analysis of DDM for the equations, we refer to the monograph [44], the review papers [47, 48] and the references cited therein. As to the design of DDM for nonselfadjoint or indefinite problems, we refer to [9, 10] and the references therein.

In contrast to the equation case where the DDM have fruitful theoretical results and satisfactory numerical performance, in the optimal control problem case there are a few theoretical results of the DDM which are far from satisfactory. But numerous numerical experiments in the literature have illustrated the efficiency and robustness of DDM for the optimal control problem. Roughly speaking, there are two categories of DDM for optimal control problems: the PDE-level DDM
where DDM are only applied to the state equation and the adjoint state equation separately (cf. [11]) and the Optimization-level DDM where DDM are designed to decompose the optimal control problem directly to some optimization subproblems (cf. [3, 4, 17]). In [3, 4], the authors propose a non-overlapping domain decomposition method based on the Robin type transmission conditions and prove the convergence of the algorithm with an absence of the convergence rate which is further discussed in [14, 15, 49] under the optimized Schwarz framework. In [17], the authors prove the convergence of several non-overlapping domain decomposition methods and prove that for appropriate choice of the related parameters, the corresponding algorithms will be convergent in at most three iterations. To the best of our knowledge, there are no robust theoretical convergence results of Optimization-level overlapping DDM for the optimal control problem in the literature. The existing theoretical analysis of the DDM for elliptic equations is hard to extend to the optimal control problem (or PDE-constrained optimization) case because of the essential saddle point structure of the first order optimality system. It is even harder to obtain robust theoretical convergence results of the methods with respect to the regularization parameter $\alpha$. In this paper, we will prove the robust convergence results of the Schwarz alternating method for the elliptic optimal control problem by defining proper error merit functions (or vectors in the discrete case) which are related to the proper norms that are used in [8, 21, 22, 33, 38, 51] and using the maximum principle of the elliptic operator. We will also give a uniform upper bound of the convergence rate. We hope that the results of this paper can give some insights of the DDM for the optimal control problem.

Our analysis is mainly based on the weak maximum principle of second order elliptic operators. We state it in the following theorem and one can refer to [20] for more details.

**Theorem 1.1.** [20, Theorem 8.1] Let $\Omega \subset \mathbb{R}^d$ ($d = 1, 2, 3$) be a domain and $\phi \in H^1(\Omega)$ satisfy $L\phi \leq 0$ ($\geq 0$) in $\Omega$. Then

$$\sup_{\Omega} \phi \leq \sup_{\partial \Omega} \phi^+ \quad (\inf_{\Omega} \phi \geq \inf_{\partial \Omega} \phi^-)$$

where $\phi^+ = \max\{\phi, 0\}$ ($\phi^- = \min\{\phi, 0\}$),

$$\sup_{\partial \Omega} \phi = \inf\{c | \phi \leq c \text{ on } \partial \Omega, \ c \in \mathbb{R}\} \text{ and } \inf_{\partial \Omega} \phi = -\sup_{\partial \Omega} (-\phi).$$

The rest part of this paper is organized as follows. In section 2 we describe the Schwarz alternating method for the optimal control problem in detail. In section 3 we prove the convergence of the Schwarz alternating method and obtain the convergence rate under the maximum norm in the continuous case. We show that the convergence rate of the method for the optimal control problem is bounded by its counterpart in the elliptic equation case. We also obtain the convergence of the method under the $L^2$ norm. Following similar discussions, in section 4 we show the same convergence properties of the method in the finite difference discretization case. In the last section we carry out some numerical experiments to illustrate our theoretical results. We also give more explanations in one dimensional case in the Appendix part.

Throughout this paper we will use the standard notations for differential operators, function spaces and norms that can be found in [1, 20]. We will denote $C$ a generic positive constant independent of $\alpha$ and the mesh size.

2. **The Schwarz alternating method for elliptic optimal control problems**

In this section, we will extend the Schwarz alternating method for elliptic partial differential equations to the optimal control problem. The main issue here is how to properly define the subproblem on each subdomain that can guarantee the convergence of the method.

2.1. **The subproblem.** The subproblem that we will use is still an optimal control problem with PDE constraint. We will give the definition below.
Definition 2.1. Let $\omega \subset \mathbb{R}^d$ ($d = 1, 2, 3$) be a bounded Lipschitz domain. $p_\Gamma, y_\Gamma \in H^{1/2}(\partial \omega)$ are given functions on $\partial \omega$. The following optimal control problem is called a Dirichlet-Dirichlet optimal control problem:

\[
\begin{align*}
\min_{u \in L^2(\omega)} \ J(y, u) &= \frac{1}{2} \| y - y_d \|^2_{L^2(\omega)} + \frac{\alpha}{2} \| u \|^2_{L^2(\omega)} - \int_{\partial \omega} \frac{\partial y}{\partial n} p_\Gamma d\sigma \\
\end{align*}
\]

subject to

\[
\begin{align*}
L_y &= f + u \ \text{in} \ \omega, \\
y &= y_\Gamma \ \text{on} \ \partial \omega,
\end{align*}
\]

where

\[
\frac{\partial y}{\partial n} = \sum_{i,j=1}^d a_{ij}(x) \frac{\partial y}{\partial x_i} \cos(n, x_j),
\]

\[
\cos(n, x_j) = j\text{-th direction cosine of } n \text{ and } n \text{ is the unit outward normal vector of } \partial \omega.
\]

A standard argument gives the first order necessary (also sufficient here) system of the Dirichlet-Dirichlet optimal control problem as

\[
\begin{align*}
\alpha u + p &= 0 \ \text{in} \ \omega; \\
L_y &= f + u \ \text{in} \ \omega, \ \ y = y_\Gamma \ \text{on} \ \partial \omega; \\
L_p &= y - y_d \ \text{in} \ \omega, \ \ p = p_\Gamma \ \text{on} \ \partial \omega.
\end{align*}
\]

Eliminating $u$ by the first equation, we have an equivalent system

\[
\begin{align*}
L_y &= f - \alpha^{-1} p \ \text{in} \ \omega, \ \ y = y_\Gamma \ \text{on} \ \partial \omega; \\
L_p &= y - y_d \ \text{in} \ \omega, \ \ p = p_\Gamma \ \text{on} \ \partial \omega.
\end{align*}
\]

Note that it can also be reformulated as a saddle point problem.

2.2. The Schwarz alternating method. Let $\{\Omega_i : i = 1, 2\}$ be an overlapping domain decomposition of $\Omega$ with $\Omega = \Omega_1 \cup \Omega_2$ and $\Omega_1 \cap \Omega_2 \neq \emptyset$ (see Figure 1). Assume that $\Omega_i (i = 1, 2) \text{ are two bounded Lipschitz domains.}$

\[
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Figure 1. Decomposition of $\Omega$

With these ingredients at hand, we can define the Schwarz alternating method for the elliptic optimal control problem. For the given overlapping decomposition $\Omega = \bigcup_{i=1}^2 \Omega_i$, the Schwarz alternating method is described in Algorithm 2.2. We denote by $\frac{\partial u}{\partial n_{\Omega_i}}$ ($i = 1, 2$) as that of $\frac{\partial u}{\partial n_{\Omega}}$ where $\omega$ is replaced by $\Omega_i$ ($i = 1, 2$).

For more about the Schwarz alternating method and domain decomposition methods of the optimal control problem, one can refer to [34] [42].
Algorithm 2.2. (The Schwarz Alternating Method)

1. Initialiation: choose \( y^{(0)}, p^{(0)} \in H^1_0(\Omega) \).

2. For \( k = 0, 1, \cdots \), solving the Dirichlet-Dirichlet optimal control problem on \( \Omega_i \) (\( i = 1, 2 \)) alternatively:

\[
\min_{u^{(2k+i)}_i \in L^2(\Omega_i)} J(y^{(2k+i)}_i, u^{(2k+i)}_i) = \frac{1}{2} \| y^{(2k+i)}_i \|_{L^2(\Omega_i)}^2 + \frac{\alpha}{2} \| u^{(2k+i)}_i \|_{L^2(\Omega_i)}^2 + \int_{\partial \Omega_i} \frac{\partial y^{(2k+i)}_i}{\partial n_L} | y^{(2k+i-1)}_i | d\sigma
\]

subject to

\[
\begin{cases}
L y^{(2k+i)}_i = f + u^{(2k+i)}_i & \text{in } \Omega_i, \\
y^{(2k+i)}_i = y^{(2k+i-1)}_i & \text{on } \partial \Omega_i.
\end{cases}
\]

3. Set \( u^{(2k+i)}, y^{(2k+i)}, p^{(2k+i)} \) as follows:

\[
\begin{align*}
u^{(2k+i)} &= \begin{cases}
u^{(2k+i)}_i & \text{in } \Omega_i, \\
u^{(2k+i-1)}_i & \text{in } \Omega \setminus \Omega_i.
\end{cases} \\
y^{(2k+i)} &= \begin{cases}y^{(2k+i)}_i & \text{in } \Omega_i, \\
y^{(2k+i-1)}_i & \text{in } \Omega \setminus \Omega_i.\end{cases} \\
p^{(2k+i)} &= -\alpha u^{(2k+i)}.
\end{align*}
\]

Remark 2.3. Since each problem on the subdomain is still an optimal control problem, the decomposition here is an Optimization-level decomposition of the original problem. Note that it decomposes the state equation and the objective function simultaneously, which is another feature of this algorithm.

2.3. An equivalent algorithm for a saddle point problem. By the equivalence of the optimal control problems and their first order optimality systems, we can give the equivalent Schwarz alternating method for the first order optimality system in Algorithm 2.3 in a parallel way. We will give it in Algorithm 2.4.

Algorithm 2.4.

1. Initialiation: choose \( y^{(0)}, p^{(0)} \in H^1_0(\Omega) \).

2. For \( k = 0, 1, \cdots \), solving the following problem on \( \Omega_i \) (\( i = 1, 2 \)) alternatively:

\[
\begin{cases}
L y^{(2k+i)} = f - \alpha^{-1} p^{(2k+i)} & \text{in } \Omega_i, \\
L p^{(2k+i)} = y^{(2k+i)} - y_d & \text{in } \Omega_i, \\
y^{(2k+i)} = y^{(2k+i-1)} & \text{on } \partial \Omega_i, \\
p^{(2k+i)} = p^{(2k+i-1)} & \text{on } \partial \Omega_i, \\
y^{(2k+i)} = y^{(2k+i-1)} & \text{in } \Omega \setminus \Omega_i, \\
p^{(2k+i)} = p^{(2k+i-1)} & \text{in } \Omega \setminus \Omega_i.
\end{cases}
\]

Remark 2.5. The algorithm here can be viewed as a direct decomposition of a saddle point problem into two saddle points subproblems.

3. Convergence analysis of the algorithm in the continuous case

In this section, we focus on the convergence analysis of Algorithm 2.2 while the convergence properties of Algorithm 2.3 follow directly from the equivalence of these two algorithms. Our purpose is to prove the robust convergence properties of the algorithm with respect to the parameter \( \alpha \).

Before we give the analysis in detail, we first give a key observation of the self-adjoint and strictly elliptic operator \( L \).
Lemma 3.1. For a bounded domain $\omega \subset \mathbb{R}^d \ (d = 1, 2, 3)$ and $\beta > 0$, we assume $\phi, \psi \in H^1(\omega)$ satisfy

\[
\begin{align*}
\mathcal{L}\phi &= -\beta \phi \quad \text{in } \omega; \\
\mathcal{L}\psi &= \psi \quad \text{in } \omega.
\end{align*}
\]

Then we have

\[
\mathcal{L}(\psi^2 + \beta \phi^2) \leq 0 \quad \text{in } \omega.
\]

Proof. By the definition of $\mathcal{L}$, we have

\[
\mathcal{L}(\psi^2) = - \sum_{i,j=1}^{d} \frac{\partial}{\partial x_j} \left( a_{ij}(x) \frac{\partial (\psi^2)}{\partial x_i} \right) + c_0(x)\psi^2
\]

\[
= -2\psi \sum_{i,j=1}^{d} \frac{\partial}{\partial x_j} \left( a_{ij}(x) \frac{\partial \psi}{\partial x_i} \right) - 2 \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \psi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \right) + c_0(x)\psi^2
\]

\[
= 2\psi \mathcal{L}\psi - 2 \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \psi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \right) - c_0(x)\psi^2.
\]

Therefore, the strictly ellipticity of $\mathcal{L}$ implies

\[
\mathcal{L}(\psi^2 + \beta \phi^2) = 2\psi \mathcal{L}\psi - 2 \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \psi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \right) - c_0(x)\psi^2
\]

\[
+ \beta \left[ 2\phi \mathcal{L}\phi - 2 \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \phi}{\partial x_i} \frac{\partial \phi}{\partial x_j} \right) - c_0(x)\phi^2 \right]
\]

\[
= -2 \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \psi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \right) - 2\beta \sum_{i,j=1}^{d} \left( a_{ij}(x) \frac{\partial \phi}{\partial x_i} \frac{\partial \phi}{\partial x_j} \right) - c_0(x)(\psi^2 + \beta \phi^2)
\]

\[
\leq 0.
\]

This finishes the proof of the lemma.

Now we prove the convergence of Algorithm 2.4 under the maximum norm by applying the weak maximum principle of Theorem 1.1. We first give the error equations and then introduce some auxiliary problems. By investigating the relationship between the errors and the solutions of the auxiliary problems, we will give the convergence of the algorithm.

Denote $e_y^{(j)} = y - y^{(j)}$ and $e_p^{(j)} = p - p^{(j)}$ with $y, p$ the solutions of (1.5) and $y^{(j)}, p^{(j)}$ generated by Algorithm 2.4. A direct calculation shows that the errors $e_y^{(j)}, e_p^{(j)} \ (j = 2k+i, i = 1, 2, k = 0, 1, 2, ...)$ satisfy the following equations

\[
\begin{align*}
\mathcal{L}e_y^{(2k+i)} &= -\alpha^{-1} e_p^{(2k+i)} \quad \text{in } \Omega_t, \\
\mathcal{L}e_p^{(2k+i)} &= e_y^{(2k+i)} \quad \text{in } \Omega_t, \\
e_y^{(2k+i)} &= e_y^{(2k+i-1)} \quad \text{on } \partial\Omega_t, \\
e_p^{(2k+i)} &= e_p^{(2k+i-1)} \quad \text{on } \partial\Omega_t, \\
e_y^{(2k+i)} &= e_y^{(2k+i-1)} \quad \text{in } \overline{\Omega} \setminus \overline{\Omega}_t, \\
e_p^{(2k+i)} &= e_p^{(2k+i-1)} \quad \text{in } \overline{\Omega} \setminus \overline{\Omega}_t.
\end{align*}
\]

(3.1)

We denote

\[
\eta^{(j)} = (e_y^{(j)})^2 + \alpha^{-1} (e_p^{(j)})^2 \geq 0.
\]

(3.2)
with \( j = 2k + i \) \((i = 1, 2, k = 0,1,\ldots)#. For each \( j = 2k + i \), by Lemma 3.1, \( \eta^{(j)} \) satisfies

\[
\begin{align*}
\mathcal{L}\eta^{(2k+i)} &\leq 0 & \text{in } \Omega_i, \\
\eta^{(2k+i)}(x) &= \eta^{(2k+i-1)}(x) & \text{on } \partial\Omega_i, \\
\eta^{(2k+i)}(x) &= \eta^{(2k+i-1)}(x) & \text{in } \overline{\Omega} \setminus \overline{\Omega}_i.
\end{align*}
\]  

(3.3)

In the following, we introduce some auxiliary problems. We set \( \xi^{(j)} \) satisfies

\[
\begin{align*}
\mathcal{L}\xi^{(2k+i)} &= 0 & \text{in } \Omega_i, \\
\xi^{(2k+i)}(x) &= \xi^{(2k+i-1)}(x) & \text{on } \partial\Omega_i, \\
\xi^{(2k+i)}(x) &= \xi^{(2k+i-1)}(x) & \text{in } \overline{\Omega} \setminus \overline{\Omega}_i
\end{align*}
\]  

(3.4)

with \( j = 2k + i, \ i = 1, 2, k = 0,1,\ldots \), \( \xi^{(0)} = \eta^{(0)} \) on \( \overline{\Omega} \).

**Remark 3.2.** It is worth noting that the system (3.4) is exactly the \( k \)-th iteration of the Schwarz alternating method for the elliptic equation

\[
\mathcal{L}\xi = 0 \text{ in } \Omega \quad \text{and} \quad \xi = 0 \text{ on } \partial\Omega
\]

on \( \Omega_i \) with the initial guess \( \xi^{(0)} = \eta^{(0)} \).

**Lemma 3.3.** For \( i = 1, 2 \) and \( k = 0,1,2,\ldots \), suppose that \( \eta^{(2k+i)} \) and \( \xi^{(2k+i)} \) are defined as above, then

\[
0 \leq \eta^{(2k+i)} \leq \xi^{(2k+i)} \quad \text{in } \overline{\Omega}_i.
\]

**Proof.** We will prove it by induction.

According to (3.3), (3.4) and \( \xi^{(0)} = \eta^{(0)} \) on \( \overline{\Omega} \), we have

\[
\begin{align*}
\begin{cases}
\mathcal{L} (\eta^{(1)} - \xi^{(1)}) \leq 0 & \text{in } \Omega_i, \\
\eta^{(1)}(x) - \xi^{(1)}(x) = 0 & \text{on } \partial\Omega_i,
\end{cases}
\end{align*}
\]

which follows by Theorem 1.1 that

\[
0 \leq \eta^{(1)} \leq \xi^{(1)} \quad \text{in } \overline{\Omega}_i,
\]

i.e., the results hold for \( k = 0 \) and \( i = 1 \).

Without loss of generality, we assume the results hold for \( 2k + i - 1 \), then we prove that the results hold for \( 2k + i \).

Since \( \eta^{(2k+i)} - \xi^{(2k+i)} \) satisfies the following equation

\[
\begin{align*}
\begin{cases}
\mathcal{L} (\eta^{(2k+i)} - \xi^{(2k+i)}) \leq 0 & \text{in } \Omega_i, \\
\eta^{(2k+i)}(x) - \xi^{(2k+i)}(x) &= \eta^{(2k+i-1)}(x) - \xi^{(2k+i-1)}(x) & \text{on } \partial\Omega_i.
\end{cases}
\end{align*}
\]

According to the assumption of the induction, we know that

\[
\eta^{(2k+i-1)} - \xi^{(2k+i-1)} \leq 0.
\]

By Theorem 1.1 we have

\[
\eta^{(2k+i)} - \xi^{(2k+i)} \leq 0 \quad \text{in } \overline{\Omega}_i, \quad \text{i.e.,} \quad \eta^{(2k+i)} \leq \xi^{(2k+i)} \text{ in } \overline{\Omega}_i.
\]

Now, we complete the proof of the lemma.

Recalling Remark 3.2 Lemma 3.3 gives the relationship of the errors \( \eta^{(j)} \) of Algorithm 2.4 and the solutions \( \xi^{(j)} \), i.e.,

\[
0 \leq \eta^{(j)} \leq \xi^{(j)} \quad \text{on } \overline{\Omega}, \quad \forall \ j = 2k + i, k = 0,1,2,\ldots, i = 1,2,
\]

if \( \xi^{(0)} = \eta^{(0)} \) on \( \overline{\Omega} \). This will give the convergence of Algorithm 2.4 if \( \xi^{(j)} \to 0 \) as \( j \to +\infty \). Furthermore, we can also obtain a uniform upper bound of the convergence rate of Algorithm 2.4.

We will prove it and collect all these convergence results in the following main theorem of this paper.
Theorem 3.4. For a given domain decomposition, if the Schwarz alternating method for

\[ L\xi = 0 \text{ in } \Omega \quad \text{and} \quad \xi = 0 \text{ on } \partial\Omega \]

is convergent, then the Schwarz alternating algorithm, i.e., Algorithm 2.4 for the system (1.3) is also convergent. Moreover, if the convergence rate of the Schwarz alternating method for the elliptic equation (3.5) is \( \rho_e \in (0, 1) \) under the maximum norm, i.e.,

\[
\sup_{x \in \overline{\Omega}} \xi^{(2k)} \leq \rho_e \sup_{x \in \overline{\Omega}} \xi^{(2(k-1))} \quad k = 1, 2, \ldots ,
\]

then for \( k = 1, 2, \ldots \), we have

\[
\sup_{x \in \overline{\Omega}} \eta^{(2k)} \leq \rho_e \sup_{x \in \overline{\Omega}} \eta^{(2(k-1))}.
\]

Proof. We only need to prove (3.7).
For \( k \geq 1 \), we take the \( 2(k-1) \)-th step as the initial step, i.e.,

\[
\xi^{(2(k-1))} = \eta^{(2(k-1))} \text{ on } \overline{\Omega}
\]
in (3.3) and (3.4). Applying Lemma 3.3 we have

\[ \eta^{(2k)} \leq \xi^{(2k)} \text{ on } \overline{\Omega}. \]

Therefore, combining with (3.6), we have

\[
\sup_{x \in \overline{\Omega}} \eta^{(2k)} \leq \rho_e \sup_{x \in \overline{\Omega}} \xi^{(2k)} \leq \rho_e \sup_{x \in \overline{\Omega}} \xi^{(2(k-1))} = \rho_e \sup_{x \in \overline{\Omega}} \eta^{(2(k-1))},
\]
which completes the proof.

By applying the above theorem, we can also obtain the convergence of the algorithm under the \( L^2 \) norm.

Corollary 3.5. Suppose the assumptions in Theorem 3.4 hold, then we have

\[
\|e_y^{(2k)}\|_0^2 + \alpha^{-1}\|e_p^{(2k)}\|_0^2 \leq C \rho_e^k \sup_{x \in \overline{\Omega}} \eta^{(0)},
\]
where \( C > 0 \) is a constant independent of \( \rho_e \) and \( \alpha \).

Proof. According to Theorem 3.4 we have

\[
\|e_y^{(2k)}\|_0^2 + \alpha^{-1}\|e_p^{(2k)}\|_0^2 \leq \int_{\Omega} \eta^{(2k)} \, dx \leq |\Omega| \sup_{x \in \overline{\Omega}} \eta^{(2k)} \leq C \rho_e^k \sup_{x \in \overline{\Omega}} \eta^{(0)}.
\]

Remark 3.6. A number of remarks are given as follows:

1. One can refer to [39, 31] for the convergence analysis and the convergence rate of the Schwarz alternating method for the elliptic equations under the maximum norm.

2. Estimate (3.7) gives a uniform upper bound, i.e., \( \rho_e \), for the convergence rate of the method for the optimal control problem. Our numerical results in Section 5 and the theoretical analysis for the 1D continuous case in the appendix part indicate this upper bound is not optimal and the optimal one should be \( \rho_e^2 \).

3. The choice of \( \alpha \) will affect the convergence rate of Algorithm 2.4. Roughly speaking, as \( \alpha \) becomes smaller, the algorithm will converge faster. Our numerical results in section 6 illustrate this. In the one dimensional case, we will attach more theoretical results in the appendix part of this paper to explain this. One can also refer to [42] for more details.

4. The convergence rate of the Schwarz alternating method for the elliptic equation

\[ L\xi + 2\alpha^{-2} \xi = 0 \text{ in } \Omega \quad \text{and} \quad \xi = 0 \text{ on } \partial\Omega \]
is a much better estimate of the convergence rate of the method for the optimal control problem for \( \alpha \) small. Our numerical results and the discussion in 1D case (see Appendix B) corroborate this claim.
4. Extension to the discrete case

In this section, we will consider the possibility to extend the arguments in the previous section to the discrete case.

For an illustration purpose, we will consider the problem in two dimensional case and use finite difference methods to discretize the optimal control problem. More precisely, we will take

$$\Omega = (0, 1)^2 \subset \mathbb{R}^2 \quad \text{and} \quad \mathcal{L} = -\Delta.$$

We first give the discrete problem of the optimal control problem discretized by the finite difference method and then give the Schwarz alternating method for the discrete problem. After that, we will prove the convergence results of the method following the arguments in parallel with that of its continuous counterpart.

4.1. The discrete problem. We adopt the five-point finite difference scheme to discretize the state equation and approximate the objective functional by the trapezoidal rule. We refer to [6, 32] for the numerical analysis of the finite difference scheme for the optimal control problem.

For a given step size \( h = 1/N \), \( \Omega = (0, 1)^2 \) is partitioned uniformly by grid \((x_i, y_j)\) with \(0 \leq i, j \leq N\) and \( x_i = ih, y_j = jh \). For given function \( z \), we take \( z_{i,j} = z(x_i, y_j) \) or some approximation of it and set \( \{z_{i,j}: 0 \leq i, j \leq N\} \), which can be mapped to a vector \( Z \in \mathbb{R}^{(N+1)^2} \). We denote by \( Z_I \) the part corresponding to the interior grid points in \( \Omega \) and \( Z_\partial \) the part corresponding to the boundary grid points on \( \partial \Omega \).

The five-point finite difference scheme for the state equation is given by

\[
- \frac{y_{i-1,j} + y_{i+1,j} - 4y_{i,j} + y_{i,j-1} + y_{i,j+1}}{h^2} = f_{i,j} + u_{i,j} \quad 1 \leq i, j \leq N - 1,
\]

and the discrete problem of (1.1)-(1.2) reads

\[
\min_{U \in \mathbb{R}^n} \ J(Y, U) = \frac{h^2}{2} \|Y_I - Y_{d,I}\|_{\mathbb{R}^n}^2 + \frac{\alpha h^2}{2} \|U_I\|_{\mathbb{R}^n}^2
\]

subject to

\[
\begin{cases}
\mathcal{L}_h Y = F_I + U_I, \\
Y_\partial = 0,
\end{cases}
\]

where \( \mathcal{L}_h \) is the corresponding coefficient matrix of the five-point finite difference scheme and \( n = (N - 1)^2 \).

Following a standard argument, the first order optimality system of the discrete problem reads

\[
\begin{cases}
\mathcal{L}_h Y = F_I + U_I, \\
\mathcal{L}_h P = h^2 (Y_I - Y_{d,I}), \quad P_\partial = 0; \\
\alpha h^2 U_I + P_I = 0.
\end{cases}
\]

Similarly, we can eliminate \( U_I \) and after doing some reformulation, we have

\[
\begin{cases}
\mathcal{L}_h Y = F_I - \frac{1}{\alpha h^2} P_I, \quad Y_\partial = 0; \\
\mathcal{L}_h \left( \frac{1}{h^2} P \right) = Y_I - Y_{d,I}, \quad P_\partial = 0.
\end{cases}
\]

Remark 4.1. We use the discretize-then-optimize approach in the above setting. If we use the optimize-then-discretize approach, we can obtain the following linear system

\[
\begin{cases}
\mathcal{L}_h Y = F_I + U_I, \quad Y_\partial = 0; \\
\mathcal{L}_h \tilde{P} = Y_I - Y_{d,I}, \quad \tilde{P}_\partial = 0; \\
\alpha U_I + \tilde{P}_I = 0,
\end{cases}
\]
which is the first order optimality system of the following discrete optimization problem

\begin{equation}
\min_{U \in \mathbb{R}^n} J(Y, U) = \frac{1}{2} \|Y_I - Y_{d,I}\|_{\mathbb{R}^n}^2 + \frac{\alpha}{2} \|U_I\|_{\mathbb{R}^n}^2
\end{equation}

subject to

\begin{equation}
\begin{aligned}
\mathcal{L}_h Y &= F_I + U_I, \\
Y_\partial &= 0.
\end{aligned}
\end{equation}

Eliminating \(U_I\), we have

\begin{equation}
\begin{aligned}
\mathcal{L}_h Y &= F_I - \frac{1}{\alpha} \tilde{P}_I, \\
\mathcal{L}_h \tilde{P} &= Y_I - Y_{d,I}, \\
\tilde{P}_\partial &= 0.
\end{aligned}
\end{equation}

Note that \(\tilde{P} = \frac{1}{N^2} P\). More details about these schemes can be found in \(\textbf{[32]}\).

4.2. The Schwarz alternating method for the discrete problem. As in the continuous case, we can define the Schwarz alternating algorithms analogous to Algorithm 2.2 and Algorithm 2.4 in this discrete setting. We give the counterpart of Algorithm 2.4 and prove the convergence of the equivalent algorithm in the discrete case, which corresponds to Algorithm 2.2 follow directly.

For \(i = 1, 2\), we denote by \(Z_I, Z_\partial, Z_i, Z_{i,I}, Z_{i,\partial}\) the vector components of \(Z\) corresponding to the grid points related to \(\Omega, \partial\Omega, \Omega_i, \Omega_{i,\partial}\) respectively, and \(\mathcal{L}_h^{(i)}\) the restriction of \(\mathcal{L}_h\) to the grid points related to \(\Omega_i\).

Algorithm 4.2.
1. Initialization: choose \(Y^{(0)}, \ P^{(0)} \in \mathbb{R}^{(N+1)^2}\) with \(Y^{(0)}_\partial = 0\) and \(P^{(0)}_\partial = 0\).
2. For \(k = 0, 1, \ldots\), solving the following problem alternatively:

\begin{equation}
\begin{aligned}
\mathcal{L}_h^{(i)} Y^{(2k+i)}_i &= F_I - \alpha^{-1} \frac{1}{h^2} P^{(2k+i)}_i, \\
\mathcal{L}_h^{(i)} \left( \frac{1}{h^2} P^{(2k+i)}_i \right) &= Y^{(2k+i)}_{i,I} - Y_{d,i,I}, \\
Y^{(2k+i)}_{i,\partial} &= Y^{(2k+i-1)}_{i,\partial}, \\
P^{(2k+i)}_{i,\partial} &= P^{(2k+i-1)}_{i,\partial}, \\
Y^{(2k+i)} &= Y^{(2k+i-1)} \text{ others,} \\
P^{(2k+i)} &= P^{(2k+i-1)} \text{ others.}
\end{aligned}
\end{equation}

Remark 4.3. On each subdomain, the discrete subproblem in the above algorithm is the first order optimality system of the discrete problem of the Dirichlet-Dirichlet optimal control problem on it.

4.3. Convergence analysis. In the following, we prove the convergence results of Algorithm 4.2. We first write down the error equations of the algorithm and then prove a discrete counterpart of Lemma 3.1 for \(\mathcal{L}_h\) for a proper error merit vector. The remaining analysis can be carried out identically in parallel with the continuous case by recalling the maximum principle of \(\mathcal{L}_h\).

4.3.1. The error equations. We define \(E^{(j)}_Y = Y - Y^{(j)}, \ E^{(j)}_P = P - P^{(j)} \) \((j = 2k+i, i = 1, 2, k = 0, 1, 2, \ldots)\) with \(Y, P\) the solutions of \(\textbf{[15]}\) and \(Y^{(j)}, P^{(j)}\) generated by Algorithm 4.2. Then the
errors $E^y(j)$ and $E^p(j)$ satisfy

\[
\begin{cases}
\mathcal{L}^{(i)}_h E^{(2k+i)}_{y,i} = -\alpha^{-1}\left(\frac{1}{h^2} E^{(2k+i)}_{p,i,l}\right), \\
\mathcal{L}^{(i)}_h \left(\frac{1}{h^2} E^{(2k+i)}_{p,i}\right) = E^{(2k+i)}_{y,i,l},
\end{cases}
\]

(4.11)

4.3.2. A property of $\mathcal{L}_h$. For $Z = (Z_k)_{m \times 1} \in \mathbb{R}^m$, we define $Z^2 \in \mathbb{R}^m$ in a componentwise sense, i.e., $(Z^2)_k = (Z_k)^2$.

**Lemma 4.4.** Let $\beta > 0$ and $\Phi, \Psi \in \mathbb{R}^{(N+1)^2}$ satisfy

\[
\begin{align*}
\mathcal{L}_h \Phi &= -\beta \Phi_I, \\
\mathcal{L}_h \Psi &= \Psi_I,
\end{align*}
\]

then

\[
\mathcal{L}_h (\Psi^2 + \beta \Phi^2) \leq 0,
\]

which is understood componentwisely.

**Proof.** Let $\{\phi_{i,j} : 0 \leq i, j \leq N\}$ be the set corresponding to $\Phi$. Since

\[
-\frac{\phi^2_{i-1,j} + \phi^2_{i+1,j} - 4\phi^2_{i,j} + \phi^2_{i,j-1} + \phi^2_{i,j+1}}{h^2} = -2\phi_{i,j}\left(\frac{(\phi_{i-1,j} - \phi_{i+1,j})^2 + (\phi_{i,j+1} - \phi_{i,j})^2}{h^2} - \frac{(\phi_{i,j-1} - \phi_{i,j})^2 + (\phi_{i,j+1} - \phi_{i,j})^2}{h^2}\right),
\]

we have

\[
\mathcal{L}_h (\Phi^2) \leq -2\Phi^T L_h \Phi.
\]

It follows

\[
\mathcal{L}_h (\Psi^2 + \beta \Phi^2) \leq -2\Psi^T L_h \Psi - 2\beta \Phi^T L_h \Phi = 0
\]

by the assumption. This completes the proof.

**Remark 4.5.** The above lemma also applies to $\mathcal{L}^{(i)}_h$ ($i = 1, 2$) for vectors related to $\Omega_i$.

4.3.3. The maximum principle for $\mathcal{L}_h$. The maximum principle plays a crucial role in the proof of the convergence properties of the Schwarz alternating algorithm in the continuous case. For the finite difference operator $\mathcal{L}_h$, we have a similar discrete maximum principle. We state it in the following theorem and refer to [13, Theorem 3] for more details.

**Theorem 4.6.** The finite difference operator $\mathcal{L}_h$ satisfies the discrete maximum principle, i.e., for any $Z \in \mathbb{R}^{(N+1)^2}$ with $\mathcal{L}_h Z \leq 0$ ($\geq 0$), we have

\[
\max\{Z\} \leq \max\{0, Z_0\} \quad (\min\{Z\} \geq \min\{0, Z_0\}),
\]

where max and min are understood in a componentwise sense.

**Remark 4.7.** Note that this theorem also applies to $\mathcal{L}^{(i)}_h$ ($i = 1, 2$) for vectors related to $\Omega_i$. 


4.3.4. The convergence results. We define the error merit vectors as
\[ E^{(2k+i)} = (E_y^{(2k+i)})^2 + \frac{\alpha^{-1}}{h_i^4}(E_p^{(2k+i)})^2, \quad i = 1, 2, \ k = 0, 1, 2, \ldots. \]

Applying Lemma 4.3 to \( L^{(i)}_h \) and \( E_t^{(2k+i)} \), we have
\[ L^{(i)}_h E_t^{(2k+i)} \leq 0, \quad i = 1, 2, \ k = 0, 1, 2, \ldots. \]

With the help of (4.11), (4.12) and Theorem 4.6, we can prove the convergence of Algorithm 4.2 following the same way as that of Theorem 3.4 and similar convergence results for Algorithm 4.2 will be obtained. We just state the results below but omit the details of the proof here.

**Theorem 4.8.** For a given domain decomposition, if the Schwarz alternating method for
\[ LhW = 0 \quad \text{and} \quad W_{\partial \Omega} = 0 \]
is convergent, then the Schwarz alternating algorithm, i.e., Algorithm 4.2 for the system (4.13) is convergent. Moreover, if the convergence rate of the Schwarz alternating method for (4.13) is \( \rho_{e,d} \in (0, 1) \) under the maximum norm, then for \( k = 1, 2, \ldots \), we have
\[ \max \{ E^{(2k)} \} \leq \rho_{e,d} \max \{ E^{(2(k-1))} \}. \]

**Remark 4.9.** With the help of Theorem 4.8 and following the way in [31], we can obtain the convergence rate \( \rho_{e,d} \) of the Schwarz alternating method for the equation (4.13) under the maximum norm.

**Remark 4.10.** As in the continuous case, the uniform upper bound \( \rho_{e,d} \) here is not optimal, which has been observed in the numerical tests.

Parallel to Corollary 3.5, we have the following corollary.

**Corollary 4.11.** Suppose that the assumptions in Theorem 4.8 hold, then we have
\[ h^2(E^{(2k)})^T E^{(2k)} = \sum_{s=1}^{(N+1)^2} h^2(E^{(2k)})_s \leq C \rho_{e,d} \max \{ E^{(0)} \}, \]
where \( C > 0 \) is a constant independent of \( h, \rho_{e,d} \) and \( \alpha \).

**Remark 4.12.** The analysis and convergence results in this section are all valid for the central difference scheme in one dimension and the seven-point finite difference scheme in three dimension.

5. Numerical experiments

In this section we will carry out some numerical experiments to test the performance of the Schwarz alternating method. In our test, we consider the optimal control problem
\[ \min_{u \in L^2(\Omega)} J(y, u) = \frac{1}{2} \| y - y_d \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| u \|_{L^2(\Omega)}^2 \]
subject to
\[ \left\{ \begin{array}{l}
-\Delta y = f + u \quad \text{in} \ \Omega, \\
y = 0 \quad \text{on} \text{ } \partial \Omega,
\end{array} \right. \]
where \( \Omega = (0, 1)^2, y_d = \sin(\pi x_1) \sin(\pi x_2), f = 2\pi^2 \sin(\pi x_1) \sin(\pi x_2) \). The exact solution of this problem is \( y = \sin(\pi x_1) \sin(\pi x_2), p = 0 \) and \( u = 0 \) for any \( \alpha > 0 \). For a given uniform grid of \( \Omega \) with grid size \( h \), we consider the five-point finite difference scheme of this problem which gives the following discrete problem
\[ \min_{U \in \mathbb{R}^n} J(Y, U) = \frac{1}{2} \| Y_I - Y_d, I \|_{\mathbb{R}^n}^2 + \frac{\alpha}{2} \| U_I \|_{\mathbb{R}^n}^2 \]
subject to
\[ \left\{ \begin{array}{l}
\bar{L}_h Y = F_I + U_I, \\
Y_{\partial \Omega} = 0,
\end{array} \right. \]
where \( Y_d \) and \( F \) are corresponding to the values of \( y_d \) and \( f \) at the grid points and the meanings of the notations are just as we stated in the previous section. We drop the scaling constant \( h^2 \) in the objective function in the above formula. By Remark 4.1 this will not affect the performance of the algorithm. We should point out that although we just list the results related to the above discrete optimal control problem, we have also tested the case of random \( Y_d, F \) and it gives similar performances as these results we show here.

In our test, we decompose the domain in two non-overlapping parts first and then we add several layers for each part to obtain the overlapping domain decomposition (cf. Figure 2).

\[ \begin{align*}
\text{Figure 2. Grid and decomposition of } \Omega. \\
\end{align*} \]

In the test, we set the mesh size \( h = 1/64 \) and choose \( \alpha = 10^{-2}, 10^{-4}, 10^{-6} \). We denote the number of the layers added to each subdomain by \( \delta \) which can be used to describe the overlapping size of the decomposition of the domain and choose \( \delta = 1, 2, 3, 4 \), i.e., the overlapping size is \( h, 2h, 3h \) and \( 4h \) in the test. We test the impact of the overlapping size and the parameter \( \alpha \) on the convergence performance of the algorithm and compare the performances of the algorithm in the equation case and the optimal control problem case. We get the exact solution of the discretization problem by solving the first order optimality system. \( \| E \|_\infty \) is the maximum norm of the error between the iterative solution of the Schwarz alternating method and the exact solution of the discrete problem. In the optimal control problem case \( \| E \|_\infty := \| E_y^2 + \alpha^{-1} E_p^2 \|_\infty \) where \( E_y \) and \( E_p \) are the error vectors of the state and adjoint respectively. We denote by \( \rho_{e,d} \) and \( \rho_{c,d} \) the convergence rates of the method for the elliptic equation and the optimal control problem respectively. The test results are reported in Table 1.

In Table 1 for different overlapping size and different \( \alpha \), we present the maximum norm errors of the first five iterations of the Schwarz alternating algorithm for the elliptic equation and the optimal control problem. We also compute the convergence rate in each test setting. It shows that for the same decomposition of \( \Omega \), the convergence rate of the equation case dominates the convergence rate of the optimal control problem case uniformly with respect to \( \alpha \). The results also show that \( \rho_{c,d} \leq \rho_{e,d}^2 \) which has been proved in 1D continuous case (see (A.7)). In both cases, if the overlap increases, the convergence rate will become smaller. As \( \alpha \) goes smaller, the convergence rate of the method for the optimal control problem will become smaller as well. In order to make the comparison more vivid, we plot the convergence curves of the algorithm in different test settings and include them in Figure 3. These results are in good agreement with our theoretical results.

We also compute the convergence results of the Schwarz alternating method for the \( \alpha \)-dependent elliptic equation

\[
\Delta \tilde{w} + 2\alpha^{-\frac{1}{2}} \tilde{w} = 0 \quad \text{in } \Omega \quad \text{and} \quad \tilde{w} = 0 \quad \text{on } \partial \Omega
\]

under the same settings as before. The numerical results are reported in Table 2. The results for the case where \( \alpha = 10^{-6} \) in Table 1 and Table 2 show that the convergence rate of the Schwarz
Table 1. The errors and convergence rates of the Schwarz alternating method versus $\alpha$, $\delta$ and the iteration number $k$.

| $\delta$ | $k$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ |
|----------|-----|----------------|--------------|----------------|--------------|----------------|--------------|----------------|--------------|
| 1        | 10^{-2} | 8.6604e1 | - | 7.2285e3 | - | 2.5279e5 | - |
| 2        | 10^{-4} | 6.170e1 | 7.126e-1 | 2.791e-3 | 3.862e-4 | 1.600e5 | 6.331e-2 |
| 3        | 10^{-6} | 4.394e-6 | 4.306e-1 | 1.170e1 | 4.212e3 | 9.890e2 | 6.179e-2 |
| 4        | 10^{-8} | 5.346e-1 | 6.780e-1 | 5.134e-6 | 4.356e-1 | 5.973e1 | 6.043e-2 |
| 5        | 10^{-10} | 8.366e-1 | 6.684e-1 | 2.110e-2 | 4.198e-1 | 3.427e0 | 5.734e-2 |

| $\delta$ | $k$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ |
|----------|-----|----------------|--------------|----------------|--------------|----------------|--------------|
| 1        | 20^{-3} | 6.092e-1 | 3.531e-1 | 4.808e-1 | 7.007e-2 | 1.680e-4 | 2.327e2 |
| 2        | 10^{-4} | 6.835e-1 | 1.170e-1 | 4.470e-1 | 1.292e-2 | 1.698e-4 | 8.140e-2 |
| 3        | 10^{-6} | 6.679e-1 | 6.799e-1 | 4.306e-1 | 2.263e-1 | 1.751e-4 | 3.065e-3 |
| 4        | 10^{-8} | 6.596e-1 | 2.854e-1 | 6.197e-1 | 3.541e-1 | 1.570e-4 | 1.035e-3 |
| 5        | 10^{-10} | 6.179e-1 | 7.920e-2 | 2.792e-1 | 2.792e-2 |

Table 2. The errors and convergence rates of the Schwarz alternating method versus $\delta$ and the iteration number $k$ for the $\alpha$-dependent elliptic equation with $\alpha = 10^{-6}$.

| $k$ | $\delta$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ | $\|E\|_\infty$ | $\rho_{e,d}$ |
|-----|---------|----------------|--------------|----------------|--------------|----------------|--------------|----------------|--------------|
| 1   | 2.5396e-1 | - | 6.4497e-2 | - | 1.6380e-2 | - |
| 2   | 6.6497e-2 | - | 6.4497e-2 | - | 1.6380e-2 | - |
| 3   | 1.656e-3 | - | 6.4497e-2 | - | 1.6380e-2 | - |
| 4   | 6.819e-5 | - | 6.4497e-2 | - | 1.6380e-2 | - |

6. Conclusion

By using the maximum principle of the elliptic operator, we can analyze the Schwarz alternating method for unconstrained elliptic optimal control problems and prove the convergence of the method under the maximum norm with a convergence rate which is uniformly bounded by a constant less than one. This will also give a first glimpse of exploring the convergence properties of other overlapping/non-overlapping domain decomposition methods for optimal control problems in both continuous and discrete settings, such as the one-level/two-level additive Schwarz method and the multiplicative Schwarz method and so on, which are originated from this method.

As mentioned in Remark 3.6, the estimated upper bound of the convergence rate in this paper is not optimal. How to improve it to the optimal one (see (A.7)) and how to give a fine estimate of it (see [1]) are very interesting and a little bit tricky problems. Besides, the approach in this paper can possibly be extended to local optimal control problems where the control only acts on a subset of the domain rather than the whole domain and the problem with constraints. It is also interesting and important to prove the geometric convergence property of the method.
for the finite element discretization case, which has been observed numerically (cf. [42]). These problems are among our ongoing projects.

**Appendix A. The convergence results in one dimensional case**

In this part, we give an explicit formulation of the convergence rate of the Schwarz alternating method in the one dimensional case. This part is mainly taken from [42].

We consider the one dimensional unconstrained elliptic distributed optimal control problem:

\[
\min_{u \in L^2(\Omega)} J(y, u) = \frac{1}{2} \|y - y_d\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|u\|_{L^2(\Omega)}^2
\]

subject to

\[
\begin{align*}
- y'' &= f + u \quad \text{in } \Omega, \\
y &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \( \Omega = (0, 1) \), \( u \in L^2(\Omega) \) is the control variable, \( y_d \in L^2(\Omega) \) is the desired state or observation and \( \alpha > 0 \) is the regularization parameter.
We set $\Omega_1 = (0, s)$, $\Omega_2 = (r, 1)$ with $0 < r < s < 1$. Then the error systems (A.3) are given by

$$
\begin{align*}
- \left( e_y^{(2k+1)} \right)'' &= -\alpha^{-1} e_{p}^{(2k+1)} \quad \text{in } (0, s), \quad e_y^{(2k+1)}(0) = 0, \quad e_y^{(2k+1)}(s) = e_y^{(2k)}(s), \\
e_y^{(2k+1)} &= e_y^{(2k+1)} \quad \text{in } (0, s), \quad e_p^{(2k+1)}(0) = 0, \quad e_p^{(2k+1)}(s) = e_p^{(2k)}(s)
\end{align*}
$$

and

$$
\begin{align*}
- \left( e_y^{(2k+2)} \right)'' &= -\alpha^{-1} e_{p}^{(2k+2)} \quad \text{in } (r, 1), \quad e_y^{(2k+2)}(r) = e_y^{(2k+1)}(s), \quad e_y^{(2k+2)}(1) = 0, \\
e_y^{(2k+2)} &= e_y^{(2k+2)} \quad \text{in } (r, 1), \quad e_p^{(2k+2)}(s) = e_p^{(2k+1)}(s), \quad e_p^{(2k+2)}(1) = 0.
\end{align*}
$$

We can solve the systems (A.3) and (A.4) directly and obtain the analytic solutions. Let $\gamma = \frac{\sqrt{2} \alpha^{-4}}{\ell}$ and

$$
q_1 = \sinh(\gamma(s-x)) \sin(\gamma(s+x)) - \sin(\gamma(s-x)) \sinh(\gamma(s+x)), \\
q_2 = \cosh(\gamma(s-x)) \cos(\gamma(s+x)) - \cos(\gamma(s-x)) \cosh(\gamma(s+x)), \\
q_3 = \cosh(2\gamma s) - \cos(2\gamma s) = 2(\cosh^2(\gamma s) - \cos^2(\gamma s)) = 2(\cosh^2(\gamma s) + \sin^2(\gamma s)), \\
q_4 = \sinh(\gamma((1-r)-(1-x))) \sin(\gamma((1-r)+(1-x))) - \sin(\gamma((1-r)-(1-x))) \sinh(\gamma((1-r)+(1-x))) \\
q_5 = \cosh(\gamma((1-r)-(1-x))) \cos(\gamma((1-r)+(1-x))) - \cos(\gamma((1-r)-(1-x))) \cosh(\gamma((1-r)+(1-x)))) \\
q_6 = \cosh(2\gamma(1-r)) - \cos(2\gamma(1-r)) = 2(\cosh^2(\gamma(1-r)) + \sin^2(\gamma(1-r))),
$$

where $\sinh(x)$, $\cosh(x)$ are the hyperbolic sine, cosine functions

$$
\sinh(x) = \frac{e^x - e^{-x}}{2} \quad \text{and} \quad \cosh(x) = \frac{e^x + e^{-x}}{2}.
$$

The solutions of (A.3) and (A.4) are

$$
e_y^{(2k+1)}(x) = -\frac{q_2 e_y^{(2k)}(s) - 2\alpha q_1 e_y^{(2k)}(s)}{q_3}, \\
e_p^{(2k+1)} = -\frac{q_1 e_y^{(2k)}(s) + 2\alpha q_2 e_y^{(2k)}(s)}{2q_3}, \\
e_y^{(2k+2)}(x) = -\frac{q_2 e_y^{(2k+1)}(r) - 2\alpha q_1 e_y^{(2k+1)}(r)}{q_3}, \\
e_p^{(2k+2)}(x) = -\frac{q_1 e_y^{(2k+1)}(r) + 2\alpha q_2 e_y^{(2k+1)}(r)}{2q_3}.
$$

Then we have

$$
\begin{align*}
\left( e_y^{(2k+1)}(x) \right)^2 + \alpha^{-1} \left( e_y^{(2k+1)}(x) \right)^2 &= L(x, s) \left( (e_y^{(2k)}(s))^2 + \alpha^{-1}(e_p^{(2k)}(s))^2 \right) \quad x \in [0, s], \\
\left( e_y^{(2k+2)}(x) \right)^2 + \alpha^{-1} \left( e_y^{(2k+2)}(x) \right)^2 &= R(r, x) \left( (e_y^{(2k+1)}(r))^2 + \alpha^{-1}(e_p^{(2k+1)}(r))^2 \right) \quad x \in [r, 1],
\end{align*}
$$

where

$$
\begin{align*}
L(x, s) &= \frac{\sinh^2(\gamma x) + \sin^2(\gamma x)}{\sinh^2(\gamma s) + \sin^2(\gamma s)} \quad x \in [0, s], \\
R(r, x) &= \frac{\sinh^2(\gamma(1-x)) + \sin^2(\gamma(1-x))}{\sinh^2(\gamma(1-r)) + \sin^2(\gamma(1-r))} \quad x \in [r, 1].
\end{align*}
$$

Furthermore, we have

$$
\left( e_y^{(2k+1)}(r) \right)^2 + \alpha^{-1} \left( e_y^{(2k+1)}(r) \right)^2 = L(r, s) \left( (e_y^{(2k)}(s))^2 + \alpha^{-1}(e_p^{(2k)}(s))^2 \right)
$$
where $k$ respects to $\gamma$.

It implies

\[(A.6)\]

and

\[
\left(e^y_{p}^{(2k)+1}(x)\right)^2 + \alpha^{-1}\left(e^y_{p}^{(2k)+1}(s)\right)^2 = R(r, s) \left(e^y_{p}^{(2k)+1}(r)\right)^2 + \alpha^{-1}\left(e^y_{p}^{(2k)+1}(r)\right)^2.
\]

It follows

\[
(\rho, c) \approx \rho^{-1}(r) \approx \rho^{-1}(r) - \rho^{-1}(s) < r \quad \text{for fixed } r < s < 1.
\]

Furthermore, we can prove that for given $0 < r < s < 1$, $\rho_c$ is strictly monotone decreasing with respect to $\gamma$ (cf. Figure 4 for an illustration). Since $\gamma = \frac{\sqrt{2}}{2} \alpha^{-\frac{4}{7}}$, we know that as $\alpha$ decreasing, $\rho_c$ will decrease for fixed $0 < r < s < 1$. Our numerical results for the two dimensional case also corroborate this observation.

Note that

\[
g(\gamma r) - \cos(2\gamma r) = \cosh(2\gamma s) - \cos(2\gamma s). \]

It implies

\[
\rho_c < \rho_c.
\]

Figure 4. Impact of $\gamma = \frac{\sqrt{2}}{2} \alpha^{-\frac{4}{7}}$ with $r = 0.4$, $s = 0.6$.
which give the asymptotic behaviors of the convergence rate as $\alpha$ goes to zero and infinity. Furthermore, by applying the monotonicity of $\rho_c$, we have for any $\alpha > 0$

(A.7) $\rho_c \leq \rho_2^c$. 

**APPENDIX B. A BETTER ESTIMATE IN ONE DIMENSIONAL CASE**

In Appendix A, we compare the convergence rate of the Schwarz alternating method for the elliptic equation

$$-w'' = 0 \text{ in } (0, 1) \text{ and } w(0) = w(1) = 0$$

and the convergence rate of the method for the optimal control problem. Now we consider the convergence rate of the method for the elliptic equation

$$-\tilde{w}'' + \beta^2 \tilde{w} = 0 \text{ in } (0, 1) \text{ and } \tilde{w}(0) = \tilde{w}(1) = 0,$$

where $\beta \geq 0$.

We use the same setting as those in Appendix A. In this case, a direct calculation gives the convergence rate of the method as

$$\tilde{\rho}_{e, \beta} = \frac{\sinh(\beta r) \sinh(\beta (1 - s))}{\sinh(\beta s) \sinh(\beta (1 - r))}.$$ 

Since $\sinh(\beta x)$ is positive, strictly convex, strictly monotone increasing in $(0, \infty)$ and $\sinh(0) = 0$, we have

$$\sinh(\beta r) = \sinh(\beta s) \cdot \frac{r}{s} < \frac{r}{s} \sinh(\beta s)$$

which implies

$$\sinh(\beta r) < \frac{r}{s} \sinh(\beta s)$$

and

$$\tilde{\rho}_{e, \beta} < \rho_e \quad \forall \beta > 0.$$ 

Note that

$$\tilde{\rho}_{e, \beta} \approx e^{2\beta(r-s)} \quad \text{as} \quad \beta \to +\infty \quad \text{and} \quad \lim_{\beta \to +\infty} \tilde{\rho}_{e, \beta} = \rho_e.$$

If we take $\beta = 2\gamma$, i.e., $\beta = \sqrt{2}\alpha^{-\frac{1}{4}}$, we have

(B.1) $\rho_e \approx \tilde{\rho}_{e, \sqrt{2}\alpha^{-\frac{1}{4}}}^{-\frac{1}{4}} \quad \text{as} \quad \alpha \to 0^+ \quad \text{and} \quad \rho_e \approx \tilde{\rho}_{e, \sqrt{2}\alpha^{-\frac{1}{4}}}^{-\frac{1}{4}} \quad \text{as} \quad \alpha \to +\infty.$
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