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Abstract

A topic model outputs a set of multinomial distributions over words for each topic. In this paper, we investigate the value of bilingual topic models, i.e., a bilingual Latent Dirichlet Allocation model for finding translations of terms in comparable corpora without using any linguistic resources. Experiments on a document-aligned English-Italian Wikipedia corpus confirm that the developed methods which only use knowledge from word-topic distributions outperform methods based on similarity measures in the original word-document space. The best results, obtained by combining knowledge from word-topic distributions with similarity measures in the original space, are also reported.

1 Introduction

Generative models for documents such as Latent Dirichlet Allocation (LDA) (Blei et al., 2003) are based upon the idea that latent variables exist which determine how words in documents might be generated. Fitting a generative model means finding the best set of those latent variables in order to explain the observed data. Within that setting, documents are observed as mixtures of latent topics, where topics are probability distributions over words.

Our goal is to model and test the capability of probabilistic topic models to identify potential translations from document-aligned text collections. A representative example of such a comparable text collection is Wikipedia, where one may observe articles discussing the same topic, but strongly varying in style, length and even vocabulary, while still sharing a certain amount of main concepts (or topics). We try to establish a connection between such latent topics and an idea known as the distributional hypothesis (Harris, 1954) - words with a similar meaning are often used in similar contexts.

Besides the obvious context of direct co-occurrence, we believe that topic models are an additional source of knowledge which might be used to improve results in the quest for translation candidates extracted without the availability of a translation dictionary and linguistic knowledge. We designed several methods, all derived from the core idea of using word distributions over topics as an extra source of contextual knowledge. Two words are potential translation candidates if they are often present in the same cross-lingual topics and not observed in other cross-lingual topics. In other words, a word \( w_2 \) from a target language is a potential translation candidate for a word \( w_1 \) from a source language, if the distribution of \( w_2 \) over the target language topics is similar to the distribution of \( w_1 \) over the source language topics.

The remainder of this paper is structured as follows. Section 2 describes related work, focusing on previous attempts to use topic models to recognize potential translations. Section 3 provides a short summary of the BiLDA model used in the experiments, presents all main ideas behind our work and gives an overview and a theoretical background of the methods. Section 4 evaluates and discusses initial results. Finally, section 5 proposes several extensions and gives a summary of the current work.
2 Related Work

The idea to acquire translation candidates based on comparable and unrelated corpora comes from (Rapp, 1995). Similar approaches are described in (Diab and Finch, 2000), (Koehn and Knight, 2002) and (Gaussier et al., 2004). These methods need an initial lexicon of translations, cognates or similar words which are then used to acquire additional translations of the context words. In contrast, our method does not bootstrap on language pairs that share morphology, cognates or similar words.

Some attempts of obtaining translations using cross-lingual topic models have been made in the last few years, but they are model-dependent and do not provide a general environment to adapt and apply other topic models for the task of finding translation correspondences. (Ni et al., 2009) have designed a probabilistic topic model that fits Wikipedia data, but they did not use their models to obtain potential translations. (Mimno et al., 2009) retrieve a list of potential translations simply by selecting a small number $N$ of the most probable words in both languages and then add the Cartesian product of these sets for every topic to a set of candidate translations. This approach is straightforward, but it does not catch the structure of the latent topic space completely.

Another model proposed in (Boyd-Graber and Blei, 2009) builds topics as distributions over bilingual matchings where matching priors may come from different initial evidences such as a machine readable dictionary, edit distance, or the Pointwise Mutual Information (PMI) statistic scores from available parallel corpora. The main shortcoming is that it introduces external knowledge for matching priors, suffers from overfitting and uses a restricted vocabulary.

3 Methodology

In this section we present the topic model we used in our experiments and outline the formal framework within which three different approaches for acquiring potential word translations were built.

3.1 Bilingual LDA

The topic model we use is a bilingual extension of a standard LDA model, called bilingual LDA (BiLDA), which has been presented in (Ni et al., 2009; Mimno et al., 2009; De Smet and Moens, 2009). As the name suggests, it is an extension of the basic LDA model, taking into account bilinguality and designed for parallel document pairs. We test its performance on a collection of comparable texts which are document-aligned and therefore share their topics. BiLDA takes advantage of the document alignment by using a single variable that contains the topic distribution $\theta$, that is language-independent by assumption and shared by the paired bilingual comparable documents. Topics for each document are sampled from $\theta$, from which the words are sampled in conjugation with the vocabulary distribution $\phi$ (for language $S$) and $\psi$ (for language $T$). Algorithm 3.1 summarizes the generative story, while figure 1 shows the plate model.

Algorithm 3.1: GENERATIVE STORY FOR BiLDA()

for each document pair $d_j$

\[\text{for each word position } i \in d_j S\]

\[
\begin{align*}
\text{do } & \text{ sample } z_{ji}^S \sim \text{Mult}(\theta) \\
\text{do } & \text{ sample } w_{ji}^S \sim \text{Mult}(\phi, z_{ji}^S)
\end{align*}
\]

\[\text{for each word position } i \in d_j T\]

\[
\begin{align*}
\text{do } & \text{ sample } z_{ji}^T \sim \text{Mult}(\theta) \\
\text{do } & \text{ sample } w_{ji}^T \sim \text{Mult}(\psi, z_{ji}^T)
\end{align*}
\]

Figure 1: The standard bilingual LDA model

Having one common $\theta$ for both of the related documents implies parallelism between the texts. This observation does not completely hold for comparable corpora with topically aligned texts. To train the
model we use Gibbs sampling, similar to the sampling method for monolingual LDA, with parameters $\alpha$ and $\beta$ set to $50/K$ and $0.01$ respectively, where $K$ denotes the number of topics. After the training we end up with a set of $\phi$ and $\psi$ word-topic probability distributions that are used for the calculations of the word associations.

If we are given a source vocabulary $W^S$, then the distribution $\phi$ of sampling a new token as word $w_i \in W^S$ from a topic $z_k$ can be obtained as follows:

$$P(w_i|z_k) = \phi_{k,i} = \frac{n_k^{(w_i)} + \beta}{\sum_{j=1}^{|W^S|} n_k^{(w_j)} + W^S \beta} \quad (1)$$

where, for a word $w_i$ and a topic $z_k$, $n_k^{(w_i)}$ denotes the total number of times that the topic $z_k$ is assigned to the word $w_i$ from the vocabulary $W^S$, $\beta$ is a symmetric Dirichlet prior, $\sum_{j=1}^{|W^S|} n_k^{(w_j)}$ is the total number of words assigned to the topic $z_k$, and $|W^S|$ is the total number of distinct words in the vocabulary. The formula for a set of $\psi$ word-topic probability distributions for the target side of a corpus is computed in an analogous manner.

### 3.2 Main Framework

Once we derive a shared set of topics along with language-specific distributions of words over topics, it is possible to use them for the computation of the similarity between words in different languages.

#### 3.2.1 KL Method

The similarity between a source word $w_1$ and a target word $w_2$ is measured by the extent to which they share the same topics, i.e., by the extent that their conditional topic distributions are similar. One way of expressing similarity is the Kullback-Leibler (KL) divergence, already used in a monolingual setting in (Steyvers and Griffiths, 2007). The similarity between two words is based on the similarity between $\chi^{(1)}$ and $\chi^{(2)}$, the similarity of conditional topic distributions for words $w_1$ and $w_2$, where $\chi^{(1)} = P(Z|w_1)$ and $\chi^{(2)} = P(Z|w_2)$. We have to calculate the probabilities $P(z_j|w_i)$, which describe a probability that a given word is assigned to a particular topic. If we apply Bayes’ rule, we get $P(Z|w) = \frac{P(w|Z)P(Z)}{P(w)}$, where $P(Z)$ and $P(w)$ are prior distributions for topics and words respectively. $P(Z)$ is a uniform distribution for the BiLDA model, whereas this assumption clearly does not hold for topic models with a non-uniform topic prior. $P(w)$ is given by $P(w) = P(w|Z)P(Z)$. If the assumption of uniformity for $P(Z)$ holds, we can write:

$$P(z_j|w_i) \propto \frac{P(w_i|z_j)}{\text{Norm}_{\phi}} = \frac{\phi_{j,i}}{\text{Norm}_{\phi}} \quad (2)$$

for an English word $w_i$, and:

$$P(z_j|w_i) \propto \frac{P(w_i|z_j)}{\text{Norm}_{\psi}} = \frac{\psi_{j,i}}{\text{Norm}_{\psi}} \quad (3)$$

for a French word $w_i$, where $\text{Norm}_{\phi}$ denotes the normalization factor $\sum_{j=1}^{K} P(w_i|z_j)$, i.e., the sum of all probabilities $\phi$ (or probabilities $\psi$ for $\text{Norm}_{\psi}$) for the currently observed word $w_i$.

We can then calculate the KL divergence as follows:

$$KL(\chi^{(1)}, \chi^{(2)}) \propto \sum_{j=1}^{K} \frac{\phi_{j,1}}{\text{Norm}_{\phi}} \log \frac{\phi_{j,1}/\text{Norm}_{\phi}}{\psi_{j,2}/\text{Norm}_{\psi}} \quad (4)$$

#### 3.2.2 Cue Method

An alternative, more straightforward approach (called the Cue method) tries to express similarity between two words emphasizing the associative relation between two words in a more natural way. It models the probability $P(w_2|w_1)$, i.e., the probability that a target word $w_2$ will be generated as a response to a cue source word $w_1$. For the BiLDA model we can write:

$$P(w_2|w_1) = \sum_{j=1}^{K} P(w_2|z_j)P(z_j|w_1) = \sum_{j=1}^{K} \psi_{j,2}\frac{\phi_{j,1}}{\text{Norm}_{\phi}} \quad (5)$$

This conditioning automatically compromises between word frequency and semantic relatedness (Griffiths et al., 2007), since higher frequency words tend to have higher probabilities across all topics, but the distribution over topics $P(z_j|w_1)$ ensures that semantically related topics dominate the sum.
3.2.3 TI Method

The last approach borrows an idea from information retrieval and constructs word vectors over a shared latent topic space. Values within vectors are the TF-IDF (term frequency - inverse topic frequency) scores which are calculated in a completely analogous manner as the TF-IDF scores for the original word-document space (Manning and Schütze, 1999). If we are given a source word \( w_i \), \( n_{k,S}^{(w_i)} \) denotes the number of times the word \( w_i \) is associated with a source topic \( z_k \). Term frequency (TF) of the source word \( w_i \) for the source topic \( z_k \) is given as:

\[
TF_{i,k} = \frac{n_{k,S}^{(w_i)}}{\sum_{w_j \in W^S} n_{k,S}^{(w_j)}} \quad (6)
\]

Inverse topical frequency (ITF) measures the general importance of the source word \( w_i \) across all source topics. Rare words are given a higher importance and thus they tend to be more descriptive for a specific topic. The inverse topical frequency for the source word \( w_i \) is calculated as\(^2\):

\[
ITF_i = \log \frac{K}{1 + |\{k : n_{k,S}^{(w_i)} > 0\}|} \quad (7)
\]

The final TF-IDF score for the source word \( w_i \) and the topic \( z_k \) is given by \( TF - ITF_{i,k} = TF_{i,k} \cdot ITF_i \). We calculate the TF-IDF scores for target words associated with target topics in an analogical manner. Source and target words share the same \( K \)-dimensional topical space, where \( K \)-dimensional vectors consisting of the TF-IDF scores are built for all words. The standard cosine similarity metric is then used to find the most similar word vectors from the target vocabulary for a source word vector. We name this method the TI method. For instance, given a source word \( w_1 \) represented by a \( K \)-dimensional vector \( S_1 \) and a target word \( w_2 \) represented by a \( K \)-dimensional vector \( T_2 \), the similarity between the two words is calculated as follows:

\[
\cos(w_1, w_2) = \frac{\sum_{k=1}^{K} S_1^k \cdot T_2^k}{\sqrt{\sum_{k=1}^{K} (S_1^k)^2} \cdot \sqrt{\sum_{k=1}^{K} (T_2^k)^2}} \quad (8)
\]

4 Results and Discussion

As our training corpus, we use the English-Italian Wikipedia corpus of 18,898 document pairs, where each aligned pair discusses the same subject. In order to reduce data sparsity, we keep only lemmatized noun forms for further analysis. Our Italian vocabulary consists of 7,160 nouns, while our English vocabulary contains 9,166 nouns. The subset of the 650 most frequent terms was used for testing. We have used the Google Translate tool for evaluations. As our baseline system, we use the cosine similarity between Italian word vectors and English word vectors with TF-IDF scores in the original word-document space (Cos), with aligned documents.

Table 1 shows the Precision@1 scores (the percentage of words where the first word from the list of translations is the correct one) for all three approaches (KL, Cue and TI), for different number of topics \( K \). Although KL is designed specifically to measure the similarity of two distributions, its results are significantly below those of the Cue and TI, whose performances are comparable. Whereas the latter two methods yield the highest results around the 2,000 topics mark, the performance of KL increases linearly with the number of topics. This is an undesirable result as good results are computationally hard to get.

We have also detected that we are able to boost overall scores if we combine two methods. We have opted for the two best methods (TI+Cue), where overall score is calculated by \( Score = \lambda . Score_{Cue} + Score_{TI} \).

We also provide the results obtained by linearly combining (with equal weights) the cosine similarity between TF-IDF vectors with that between TF-IDF vectors (TI+COS).

In a more lenient evaluation setting we employ the mean reciprocal rank (MRR) (Voorhees, 1999). For a source word \( w \), \( rank_w \) denotes the rank of its correct translation within the retrieved list of potential translations. MRR is then defined as follows:

---

\(^2\)Stronger association with a topic is modeled by setting a higher threshold value in \( n_{k,S}^{(w_i)} > \text{threshold} \), where we have chosen 0.

\(^3\)The value of \( \lambda \) is empirically set to 10.
Table 1: Precision@1 scores for the test subset of the IT-EN Wikipedia corpus (baseline precision score: 0.5031)

| K  | KL   | Cue  | TI   | TI+Cue | TI+Cos |
|----|------|------|------|--------|--------|
| 200| 0.3015| 0.1800| 0.3169| 0.2862  | 0.5369  |
| 500| 0.2846| 0.3338| 0.3754| 0.4000  | 0.5308  |
| 800| 0.2969| 0.4215| 0.4523| 0.4877  | 0.5631  |
| 1200| 0.3246| 0.5138| 0.4969| 0.5708  | 0.5985  |
| 1500| 0.3323| 0.5123| 0.4938| 0.5723  | 0.5908  |
| 1800| 0.3569| 0.5246| 0.5154| 0.5985  | 0.6123  |
| 2000| 0.3954| 0.5138| 0.5154| 0.6077  | 0.6046  |
| 2200| 0.4185| 0.5323| 0.5169| 0.5908  | 0.6015  |
| 2600| 0.4292| 0.4938| 0.5185| 0.5662  | 0.5907  |
| 3000| 0.4354| 0.4554| 0.4923| 0.5631  | 0.5953  |
| 3500| 0.4585| 0.4492| 0.4785| 0.5738  | 0.5785  |

Table 2: MRR scores for the test subset of the IT-EN Wikipedia corpus (baseline MRR score: 0.5890)

| K  | KL   | Cue  | TI   | TI+Cue | TI+Cos |
|----|------|------|------|--------|--------|
| 200| 0.3569| 0.2990| 0.3868| 0.4189  | 0.5899  |
| 500| 0.3349| 0.4331| 0.4431| 0.4965  | 0.5808  |
| 800| 0.3490| 0.5093| 0.5215| 0.5733  | 0.6173  |
| 1200| 0.3773| 0.5751| 0.5618| 0.6372  | 0.6514  |
| 1500| 0.3865| 0.5756| 0.5562| 0.6320  | 0.6435  |
| 1800| 0.4169| 0.5858| 0.5802| 0.6581  | 0.6583  |
| 2000| 0.4561| 0.5841| 0.5914| 0.6616  | 0.6548  |
| 2200| 0.4686| 0.5898| 0.5753| 0.6471  | 0.6523  |
| 2600| 0.4763| 0.5550| 0.5710| 0.6268  | 0.6416  |
| 3000| 0.4848| 0.5272| 0.5572| 0.6257  | 0.6465  |
| 3500| 0.5022| 0.5199| 0.5450| 0.6238  | 0.6310  |

Table 3: Lists of the top 10 translation candidates, where the correct translation is not found (column 1), lies hidden lower in the list (2), and is retrieved as the first candidate (3); K=2000; TI+Cue.

5 Conclusion

We have presented a generic, language-independent framework for mining translations of words from latent topic models. We have proven that topical knowledge is useful and improves the quality of word translations. The quality of translations depends only on the quality of a topic model and its ability to find latent relations between words. Our next steps involve experiments with other topic models and other corpora, and combining this unsupervised approach with other tools for lexicon extraction and synonymy detection from unrelated and comparable corpora.
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