Key Variable Screening Method for Complex Industry System Based on Multi-source Monitoring Data
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Abstract. Aiming at the problem that the value density of variables in the state-aware network of complex industry system is low, which leads to poor timeliness of state evaluation, a key variable screening method for state-aware network is proposed. Firstly, a causal network model that can accurately reflect the interaction mode between the monitoring variables of the system is established. Secondly, each node of the causal network can be ranked by the LeaderRank algorithm and the variable set can be divided into multiple sets of variables. Finally, each variable set can be used to evaluate the performance state of the system, and the effectiveness index of variable screening is constructed to evaluate the accuracy and timeliness of the evaluation results of each variable set, then the key variables can be obtained. The Tennessee Eastman (TE) process data is used to test the proposed method, the result shows that the key variables obtained by the method can effectively improve the evaluation efficiency of the performance state.

1. Introduction
The process industry occupies an important position in the national economy. With the continuous improvement of demand, the scale of production equipment is getting larger and larger [1]. In order to effectively evaluate the performance state of the equipment, thousands of digital instruments and sensors to monitor the performance state of the system are installed, forming a state-aware network that can effectively perceive the performance state [2]. The characteristics of multi-point and large data volume result in the value density of variables in the state-aware network is low. How to screen out the key variables that can accurately reflect the performance state become necessary.

In order to solve the problem, Gao [3] established an information flow model according to the system structure. Through this model, the key information nodes of the system are obtained based on the PageRank algorithm. Liu [4] proposed a multi-attribute decision making method based on the TOPSIS to identify the key nodes in the complex water conservancy project. Liu [5] determines the vulnerable nodes according to the global active and reactive power effects of nodes in the power grid. These studies put forward different evaluation methods for node importance. However, it only identifies the key variables of the physical topology, and these methods cannot accurately reflect the information interaction mode between the monitoring variables of the system. It cannot be effectively applied to the key variables screening of complex industry system [6] with unclear correlation between nodes.

In view of the performance state is evaluated by calculating the coupling relationship between all the variables of system in the existing performance state evaluation technology [7][8], which leads to the problems that the evaluation process requires a large amount of computing resources and the existing key variables screening methods for complex systems are difficult to identify the key variables that can accurately reflect the system performance state based on the monitoring data [9], a key variables
screening method for the state-aware network is proposed. Based on the monitoring data of the system, a causal network model that reflects the information interaction mode of the monitoring variables of the system is constructed. The variables of the causal network are ranked and divided into multiple sets of variables, each set of variables is used to evaluate the performance state, and the evaluation result of all variables is used as a benchmark to construct the effectiveness index of variable screening $MCI$ to evaluate the accuracy and timeliness of each variable set. Then the key variables can be obtained and the effective screening of the key variables in the state-aware network can be realized.

2. The key variable screening methods
There are usually multiple monitor variables that are not strongly related to the performance state in the process industry production system. If we cannot effectively eliminate these variables when evaluating the system state, it will cause longer time be consumed. Based on this, the key variable screening method is proposed, as shown in Figure 1.

2.1. Monitoring data acquisition and pre-processing
The working conditions of the process industry fluctuate sharply, this will cause the monitoring data to be disturbed by noise. In addition, the dimensions of each variable are different. In order to prevent these problems from affecting the effectiveness of the analysis results, wavelet noise reduction and min-max standardization methods are used before analysis. The min-max standardization method normalizes the data by transforming each variable time series $x_1, x_2, \cdots, x_n$ as follows:
2.2. Analysis and modelling of causality between variables

Using Copula-Granger causality analysis method [10] to calculate the causality value of variables. In order to determine the threshold value of the causality between each variable, this paper constructs a Gaussian noise sequence. Using the causality value between each variable and Gaussian noise as the threshold value, and getting the causal matrix between the monitoring variables, as shown below:

\[
C = \begin{bmatrix}
0 & c_{12} & \cdots & c_{1n} \\
c_{21} & 0 & \cdots & c_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n1} & c_{n2} & \cdots & 0
\end{bmatrix}
\]

(2)

In the formula, \(c_{ij}\) represents the causality value between variable \(i\) and \(j\).

2.3. Partition of variable set in the state-aware network

Few special nodes play a role in the causal network. Therefore, this paper uses the Leader Rank algorithm [11] to rank the variables of the causal network. According to the ranking results, multiple sets of variables are obtained at a certain proportion. Then the multiple sets of variables are used to evaluate the multiple fault states of the system. The specific steps are as follows:

1. Selecting a set of historical monitoring data \(X^n_1, X^n_2, \ldots, X^n_l\) corresponding to the variable sets \(n_1, n_2, \ldots, n_k\), where \(k\) is the number of nodes in the variable set, \(l\) is the length of the monitoring data.
2. Dividing the monitoring data with a length of \(l\) by the sliding window method, the width of the window is \(T\), and the sliding step is \(SST\), the obtained \(n\) sets of monitoring data samples are as follows:

\[
n = \text{floor} \left( \frac{l - T}{SST} \right)
\]

(3)

3. Obtaining the monitoring data of each variable, and calculating the causality value of the monitoring data in each window, and obtaining the dynamic causal network that can reflect the evolution mode of information interaction among the variables in real time. The network structure entropy of the causal network in the window are used to evaluate the performance state.

\[
\hat{E} = -\frac{2}{2 \ln N - \ln 4(N - 1)} \sum_{i=1}^{N} P(k_i) \cdot \ln P(k_i) - \ln 4(N - 1)
\]

(4)

In the formula, \(P(k_i)\) is the intensity distribution of the nodes, \(k_i\) is the node intensity of node \(i\), and \(N\) is the number of variables in the causal network.

2.4. The key variable screening in the state-aware network

This paper calculates the absolute percentage error, contour similarity and the calculation time of the evaluation results between each set of variables and all variables on the system performance state, and uses the entropy weight method to fuse each indicator to obtain the effectiveness index of variable screening \(MCI\) to evaluate the accuracy and timeliness of each variable set. So as to screen out the key variables that can effectively characterize the performance state. The specific steps are as follows:

1. Calculating the average absolute percentage error \(MAPE\) of each variable set:

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y(i) - x(i)}{x(i)} \right|
\]

(5)

In the formula, \(x_i\) and \(y_i\) are the \(i\)-th evaluation result of each variable set \(X\) and all variables \(Y\).
2. Respectively normalizing the evaluation results \(X\) and \(Y\) to eliminate the influence of numerical differences on the similarity judgment results.
3. Using the Pearson correlation coefficient to calculate the contour similarity \(CS\) of the evaluation results \(X\) and \(Y\), as follows:
\[ CS = \frac{\sum_{i=1}^{N}(x(i) - \bar{x})(y(i) - \bar{y})}{\sqrt{\sum_{i=1}^{N}(x(i) - \bar{x})^2 \sum_{i=1}^{N}(y(i) - \bar{y})^2}} \]  

(6)

In the formula, \( \bar{x} \) and \( \bar{y} \) are the averages of all samples of \( X \) and \( Y \) respectively.

(4) Calculating the root mean square of the contour similarity \( CS \) and the absolute percentage error \( MAPE \), and obtaining the accuracy evaluation index \( Era \):

\[ Era = \sqrt{\frac{(1 - CS)^2 + MAPE^2}{2}} \]  

(7)

(5) Obtaining the unit window evaluation time-consuming index \( Ute \) according to the calculation time of the single sliding window.

(6) Calculating the information entropy of the evaluation indicators \( Era \) and \( Ute \):

\[ E_j = -\ln(n)^{-1} \sum_{i=1}^{n} p_{ij} \ln p_{ij} \]  

(8)

Among them, \( p_{ij} = Y_{ij}/\sum_{i=1}^{n} Y_{ij} \), \( j \) represents the \( j \)-th evaluation index, \( i \) represents the \( i \)-th dimension feature of each evaluation index, \( Y_{ij} = [era_1, ute_1; erase_2, ute_2; \ldots; era_k, ute_k] \). \( E_j \) is the information entropy of each evaluation index.

(7) According to the information entropy \( E_j \) of each indicator, calculating its weight:

\[ W_j = \frac{1 - E_j}{k - \sum E_j} \]  

(9)

(8) Normalizing the data of the \( Era = \{era_1, erase_2, \ldots era_k\} \) and \( Ute = \{ute_1, ute_2, \ldots ute_k\} \) to obtain the normalized evaluation indicators \( Era' \) and \( Ute' \).

(9) Through the index \( Era' \), \( Ute' \) and its corresponding weights \( W_1 \), \( W_2 \), the effectiveness index of variable screening \( MCI \) is obtained:

\[ MCI = Era' \cdot W_1 + Ute' \cdot W_2 \]  

(10)

The set of key variables with the smallest value of the \( MCI \) is the key variables in the state-aware network of complex industry system.

3. Instance verification

3.1. Monitoring data acquisition

As the classic data of chemical process, TE process data set has been widely used in the fields of fault diagnosis and state evaluation in chemical process. This paper simulates the monitoring data of 22 variables in TE process under normal performance state and various fault states.

3.2. Causality modelling and the ranking of variables

In order to avoid the identification of false causality, through experiments, the 1.5 times causality value between each monitored variable and Gaussian noise is selected as the threshold value to eliminate false causality between variables. Taking each monitoring variable as the node, and the causality between the variables as the edge weight, a causal network model reflecting the mode of information interaction between the variables is constructed.

This paper mainly ranks each variable by extracting the characteristics that can reflect the interactive behaviour of the variable in the network. The Leader Rank algorithm is used to calculate the LR value of each variable in the network, and the result is shown in Figure 2.

3.3. The screening of key variables

Obtaining the monitoring data of the 22 variables about the TE process, and using the wavelet noise reduction and min-max standardization methods to deal with the data. The sliding window method is
used to divide the monitoring data of each variable, the width of the window $T$ is 500, the sliding step $SST$ is 50, and 278 sets of monitoring data samples are obtained.

Using the Copula-Granger causality analysis method to calculate the causality value of the monitoring data in each window, a dynamic causal network that can reflect the evolution mode of information interaction between variables in real time is obtained, and the network structure entropy of the causal network in each window are extracted, which is the evaluation result of the system performance state.

Calculating the average absolute percentage error $MAPE$ and the contour similarity $CS$ of the evaluation results between each variable set and all variables, and obtaining the index $Era$ that can effectively characterize the accuracy of the evaluation results. The index $Ute$ is obtained according to the evaluation time of each unit window. The effectiveness index of variable screening $MCI$ is calculated with the index $Era$ and $Ute$ by the entropy method.

The three indicators $Era$, $Ute$, and $MCI$, which reflect the effectiveness of the evaluation results of each variable set, are normalized, and the chart of three indicators change trend as shown in Figure 3.

Figure 2. The chart of LR value and ranking of each variable

Figure 3. The chart of main indicators change trend

It can be seen from Figure 3 that with the expansion of the ratio, the index $MCI$ decreases first and then increases. The extreme value is reached when the ratio is 50%.

(a) The causality heat map among key variables   (b) The causality heat map among all variables

Figure 4. The causality chart of all and 50% key variables

Comparing Figure 4 (a) and (b), we can find that the causality between the key variables is more significant than all variables, it indicates that this method has screened out most of the variables with insignificant impact on the performance state, and can effectively improve the evaluation efficiency.
4. Conclusion

Aiming at the problem that the value density of some variables in state-aware network of complex industry system in the process industry is low, which leads to the poor timeliness of system state evaluation, this paper proposes a key variable screening method for state-aware network driven by monitoring data. Compared with the traditional key variables screening method of complex systems, this method can use the monitoring data to find out the mode of information interaction between variables, through the construction of the causal network model between the variables, the ranking of variables, the variable set division and the validity evaluation of variable realize the key variables screening in the state-aware network of complex industry system.

Using TE process data to verify, the results show that the key variables screened by the method in this paper can effectively characterize the performance state, and improve the evaluation efficiency.
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