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Abstract

Medical conversation summarization is integral in capturing information gathered during interactions between patients and physicians. Summarized conversations are used to facilitate patient hand-offs between physicians, and as part of providing care in the future. Summaries, however, can be time-consuming to produce and require domain expertise. Modern pre-trained NLP models such as PEGASUS have emerged as capable alternatives to human summarization, reaching state-of-the-art performance on many summarization benchmarks. However, many downstream tasks still require at least moderately sized datasets to achieve satisfactory performance. In this work we (1) explore the effect of dataset size on transfer learning medical conversation summarization using PEGASUS and (2) evaluate various iterative labeling strategies in the low-data regime, following their success in the classification setting. We find that model performance saturates with increase in dataset size and that the various active-learning strategies evaluated all show equivalent performance consistent with simple dataset size increase. We also find that naive iterative pseudo-labeling is on-par or slightly worse than no pseudo-labeling. Our work sheds light on the successes and challenges of translating low-data regime techniques in classification to medical conversation summarization and helps guides future work in this space. Relevant code available at

\url{https://github.com/curai/curai-research/tree/main/medical-summarization-ML4H-2021}.

1. Introduction

Medical conversation summarization can help medical providers to keep a record of patient encounters and also provide the necessary context of a patient’s medical history during patient hand-offs between providers. However, creating these summaries presents a significant clerical load on medical providers, which can lead to burnout (Shanafelt et al., 2016).

To tackle this problem, we evaluate the use of transfer learning with abstractive summarization models, such as PEGASUS (Zhang et al., 2019), to fine tune on medical conversation summarization. Availability of pre-trained models has led to tremendous progress in multiple other domains (Yadav et al., 2021; Dai et al., 2021; Xu et al., 2021), with fine-tuning being the main strategy to derive task specificity. Notably, many tasks still require at least moderately sized datasets to capture all task-specific regularities. In the medical domain especially, obtaining labels is resource-intensive and dependent on domain expertise.

Much of the recent work in label-scarce and low-data regime domains has focused on either effectively collecting informative labeled data or leveraging unlabeled data (Mindermann et al., 2021; Du et al., 2020; Chen et al., 2020). The goal is to label enough informative samples such that the overall need for expert-labels can be alleviated while still achieving satisfactory performance. This can be done via active learning, in which an acquisition function is used to iteratively inform the labeling process and select the most “useful” points to label. An alternate approach that has regained popularity is self-training or pseudo-labeling, in which the model’s predictions are used as ground truth in subsequent re-trained it-
erations of a model. In particular, Du et al. (2020) show that self-training with pseudo-labeling can improve performance on text classification benchmarks without the need for in-domain unlabeled data.

Given the context of the success of active learning and pseudo-labeling for low-data regime classification tasks, we are interested in the following:

- Will these strategies translate from the classification setting to the generative task of medical conversation summarization?
- Is there (empirical) consensus on how we can most effectively utilize our label budget to maximize summarization performance with these strategies?

In this work, we explore these questions by applying batched active-learning to the task of medical conversation summarization in the low-data regime, implemented by leveraging model confidence on unlabeled samples as signal for expert-labeling and pseudo-labeling. Following our exploration, the contributions of this work are as follows:

- We find that among the strategies for selecting labels to be expert-labeled, no one strategy emerges as the best. Furthermore, performance on our conversation-summary pair dataset saturates as the number of expert labels increase, while still falling below the theoretical maximum metric values (see §2.3).
- We find that naive pseudo-labeling is on-par or slightly worse than using no pseudo-labeling, often providing the biggest increase following the first iteration of self-training.

2. Experimental Setup

2.1. Approaches Considered

Medical conversation summarization suffers not only from lack of annotated data but also from a high cost of annotating additional examples (Chintagunta et al., 2021; Joshi et al., 2020). We investigate how to collect more labeled examples to improve PEGASUS (Zhang et al., 2019), a state-of-the-art abstractive summarization model, on the task of medical conversation summarization while starting with only a small amount of human labeled data.

Algorithm 1 describes our overall strategy to add labeled data following each iteration \( i \) of self-training. We experiment with two ways to add labeled points to our training set.

1. **Expert/Human labeling (HL):** Have medical-expert summarized conversations added to the labeled set, given that PEGASUS is not likely to do well on these samples.

2. **Pseudo-labeling (PL):** Have model-generated summaries added to the labeled set, given that PEGASUS is likely to do well on them.

We allow the strategies for pseudo-labeling (PL) and expert-labeling (HL) to return empty sets. This allows us to experiment with pseudo-labeling and expert-labeling strategies in isolation as well as in tandem. For both pseudo-labeling and human labeling, we experiment with a budget of zero and 1% of the size of \( U_0 \).

**Algorithm 1** Iterative labeling strategy

Require:

- labeled set \( \mathcal{L}_0 \)
- unlabeled set \( U_0 \)
- pretrained summarization model PEGASUS \( M_0 \)
- labeling budgets \( b_p \) for pseudo-labeling
- labeling budgets \( b_E \) for expert-labeling
- total number of iterations for self-training \( n \)

1: for \( i \leftarrow 1, \cdots, n \) do
2: \( M_i \leftarrow \) Train \( M_0 \) on \( \mathcal{L}_{i-1} \)
3: \( s_i \leftarrow \) log likelihood of \( M_i \) on \( U_{i-1} \)
4: \( P_i \leftarrow \) Pseudo-label \( PL(s_i, U_{i-1}, b_p) \) using \( M_i \)
5: \( E_i \leftarrow \) Expert-label \( HL(s_i, U_{i-1}, b_E) \)
6: \( \mathcal{L}_i \leftarrow \mathcal{L}_{i-1} + P_i + E_i \)
7: \( U_i \leftarrow U_{i-1} - P_i - E_i \)
8: return \( M_n \)

We derive our confidence score of how well PEGASUS can generate a summary for a given data point by using the log-likelihood of the generated summary as a proxy. The log-likelihood of class predictions has been used in prior work for classification tasks in a similar manner (Xie et al., 2019; Sohn et al., 2020).

2.2. Experiment Configurations

We examine performance characteristics of PEGASUS fine tuned on datasets acquired with a large number of experimental configurations. For each

1. Code at https://github.com/curai/curai-research/tree/main/medical-summarization-ML4H-2021
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| Condition                        | Variants                     |
|----------------------------------|------------------------------|
| Dropout                          | 0.1                          |
|                                  | 0.5                          |
| Pseudo-labeling strategy (PL)    | None                         |
|                                  | Top 1%                       |
| Human-labeling strategy (HL)     | None                         |
|                                  | Bottom 1%                    |
|                                  | Middle 1%                    |
|                                  | Random 1%                    |
| Starting number of samples       | 100                          |
|                                  | 250                          |
|                                  | 500                          |
|                                  | 750                          |
|                                  | 1000                         |
|                                  | 1250                         |

Table 1: Overview of experimental conditions as detailed in subsection 2.2.

combination described in Table 1, we ran three additional iterations when either human or pseudo-labeling strategy was not None, for a total of 264 experiments (some iteration 0 experiments are equivalent and thus were not performed, since some conditions only affect later iterations of self-training). For experiments differentiated only by the dropout value, 0.1 (default) and 0.5 (large regularization), the reported result is the best of the two.

2.3. Training Details and Metrics

We replicate the experimental settings with small modifications for PEGASUS from Chintagunta et al. (2021) by importing the pre-trained PEGASUS model on the CNN/DailyMail summarization dataset from HuggingFace. We apply these experimental settings uniformly across all iterations of self-training as well as all baselines plotted on Figure 1.

Performance of our model was measured using the same metrics defined in (Joshi et al., 2020; Chintagunta et al., 2021) viz. concept F1, affirmation F1 and rouge-L F1. We also computed the theoretical maximum of these metrics on our test set. The maximum value for concept F1 and affirmation F1 is computed by assuming that the predicted summary is the same as the ground truth label, i.e. we predict both the concepts and their affirmations correctly for each conversation.²

3. Results

We use a human expert labeled dataset from Chintagunta et al. (2021) to study the effect of dataset size and iterative labeling strategies (Table 1). We present two main findings: (1) performance saturation with dataset size (2) effect of iterative labeling strategies in the low data regime.

3.1. Performance saturation with dataset size

Our main finding is the saturation of model performance as the number of dataset samples increase. An overview of the results can be seen in Figure 1.

1. Setting PL = HL = None and n = 1, we find model performance saturates quickly. Specifically, we find the model with |Ł₀| = 1250 achieves similar performance to |Ł₀| = 6400, with concept F1 scores of 0.41 vs 0.43 respectively.

2. We also find the (n = 2, |Ł₀| = 1000, |Ł₂| = 1159, PL = Top 1%, HL = None) model beats the (n = 1, |Ł₀| = 6400, PL = HL = None) model, with concept F1 scores 0.44 vs 0.43 respectively.

Furthermore, we compare our results with Chintagunta et al. (2021), with whom we share the test-set. We find that our best low-data models achieve similar results to the baselines with significantly more human-labeled points and to the baseline with both human-labeled and GPT-3 labeled points. Notably, Chintagunta et al. (2021) saw continued improvement with additional data while we do not, which we suspect to be due to insufficient optimization of training hyper-parameters (see 2.3 for a comparison of hyper-parameters). Notably, however, we did not study the utility of GPT-3 generated labels in a low-data regime and leave this to future work.

We also observe the saturation behavior by comparing our achieved metrics with the maximum theoretically achievable values. We find that performance is often significantly below maximum values (e.g. concept F1 of 0.44 vs 0.63, affirmation F1 of 0.31 vs 0.45, and rouge F1 of 0.62 vs 1.0 respectively). We

². See Appendix section A for further training details.
³. https://huggingface.co/transformers/model_doc/pegasus.html

4. We provide further explanation of these metrics and the theoretical maximum in Appendix section B.
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Figure 1: (a) Concept, (b) Affirmation, and (c) Rouge F1 scores as a function of number of training points and sampling strategy. Shown are two trend-lines and their standard deviations for models trained with and without pseudo-labeled data (“PL from top 1%” and “No PL”, respectively). The horizontal lines represent performance for: theoretical maximum, dataset of 6400 human labels, and combined dataset of 6400 human labels and 25600 GPT-3 derived labels (Chintagunta et al., 2021). Note: this paper does not study the role of GPT-3 as a function of training set size, which we leave as future work.

suspect that the early saturation below the maximum theoretical values reflect the limits of PEGASUS on the medical conversation summarization task. An interesting future work would include evaluating the saturation behavior of other pre-trained abstractive summarization models.

3.2. Effect of iterative labeling strategies in low data regime

In the low data regime we examined several iterative labeling strategies consisting of adding additional human and pseudo-labeled examples (see Table 1).

From Figure 1, we find that for a given number of training points, PL = None experiments have larger mean value than PL = Top 1% experiments for every metric for most values of |L₀| and i. However, these results are only statistically significant for affirmation F1 scores with ≈ 500 training points.

Overall, the performance improved with additional human labeled data consistently with the number of points added. A more detailed view of the effect of human-labeling can be seen from Figure C.1. For our studies of up to three additional iterations, we did not find that the performance is impacted by the choice of human-labeling strategies HL as Top 1%, Bottom 1% and Random 1% produced similar results. We did find that in the low data regime, human labels are necessary. In Figure C.1 looking at HL = None strategy, we find that pseudo-labels are ineffect at improving test performance when |L₀| = 100.

4. Discussion

We extended active-learning and pseudo-labeling techniques to the generative setting following recent success in the classification setting. We found that for PEGASUS, a SOTA summarization model, there is a rapid performance saturation at 1000 examples when fine tuned for medical conversation summarization. Beyond a small number of examples, providing additional labels did not improve performance. Even with few labels, we found that the choice of active labeling strategy had little effect on the performance, rather, the number of samples ended up being paramount.

Compared to previous results, we also found performance saturation to occur at a lower sample count, due to hyper-parameter optimization done for fine-tuning on a smaller dataset. This provides an important lesson on ensuring hyper-parameters are well tuned before requesting more data.

Through the lens of the bias-variance trade off, we believe PEGASUS represents a high bias model and this potentially allows it to generalize across domains. However, it cannot fully adapt to hyper-specialized regularities, as we struggled to over-fit the train set. This explains why PEGASUS quickly saturates on medical dialogue data and why all sampling strategies are somewhat equivalent, since low confidence examples contain medical jargon not present during PEGASUS pre-training and tokenizer initialization. Understanding how such text generation models fine tune to fields with significant field-specific jargon presents an important area for future exploration.
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Appendix A. Training Details

We follow most experimental settings from Chintagunta et al. (2021), but make modifications to the length of training to 6 epochs and increase the effective batch size to 128 for most experiments. These modifications were made for better optimization in the lower-data regime, compared to the 6400+ samples used in experiments from Chintagunta et al. (2021). We note again that these experimental settings are applied uniformly across all iterations of self-training as well as all baselines plotted on Figure 1.

Appendix B. Metrics

We measure model performance on standard metrics of ROUGE (Lin, 2004) as well as measure a model’s effectiveness in capturing the medical concepts that are of importance, and their negations Joshi et al. (2020).

Medical Concept Coverage: The concept coverage set of metrics captures the coverage of medical terms in the model’s output summary with respect to the ground truth. In particular, let \( \mathcal{C} \) be the set of medical concepts in the reference summary and \( \hat{\mathcal{C}} \) be the set of concepts in the summary output by the model. Then:

\[
\text{Concept recall} = \frac{\sum_{n=1}^{N} |\hat{\mathcal{C}}(n) \cap \mathcal{C}(n)|}{\sum_{n=1}^{N} |\mathcal{C}(n)|}
\]

\[
\text{Concept precision} = \frac{\sum_{n=1}^{N} |\hat{\mathcal{C}}(n) \cap \mathcal{C}(n)|}{\sum_{n=1}^{N} |\hat{\mathcal{C}}(n)|}
\]

We use these to compute a concept F1 and use an in-house medical entity extractor to extract medical concepts in the summary. Medical concepts in the decoded summary that weren’t present in the original conversation would be false positives and vice versa for false negatives.

Affirmation Correctness: To measure the effectiveness of the model to identify the affirmative (alternatively, negated) status of medical concepts, we use Negex (Harkema et al., 2009) to determine negated concepts. Of the concepts present in the decoded summary, we evaluate precision and recall on whether the affirmations and negations were accurate for the decoded concepts and compute an affirmation F1.

Theoretical Maximum Derivation: The maximum score of the concept and affirmation metrics is not 1.0 because, as in Chintagunta et al. (2021), a conservative concept as well as affirmation F1 score of 0 is given for an example if there are no concepts detected in the conversation. As our affirmation tagger is not perfect, it may also ignore/miss certain concepts leading to the affirmation F1 limit not being identical to the concept F1 limit.

Appendix C. Detailed view into sampling strategy experiments

---

5. Experiments with fewer than 128 samples have an adjusted effective batch size that is 2-4x smaller to allow for adequate training.
6. We use the following package with default configuration: https://github.com/google-research/google-research/tree/master/rouge
7. Note if there are no concepts detected in the snippet and summary by the entity extractor, then a conservative F1 score of 0 is given for that example.
Figure C.1: Concept F1 scores for each starting number of examples broken down by human-label sampling strategy and labeling iteration number. Strategy “None” corresponds to no additional human-labeling (only pseudo-labeling). The maximum value of the axis corresponds to the value achieved by training on all 6400 human labels.