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Abstract

Both locally stationary processes and irregular models have had a long story of success in statistics and time series analysis. We combine both concepts and consider a time-varying, first-order autoregressive model with irregular innovations, where we assume that the coefficient function is Hölder continuous. To estimate this function, we use a quasi-maximum likelihood based approach. A precise control of this method demands a delicate analysis of extremes of certain weakly dependent processes, our main result being a concentration inequality for such quantities. Based on our analysis, upper and matching minimax lower bounds are derived, showing the optimality of our estimators. Unlike the regular case, the information theoretic complexity depends both on the smoothness and an additional shape parameter, characterizing the irregularity of the underlying distribution. The results and ideas for the proofs are very different from classical and more recent methods in connection with locally stationary processes.
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1 Introduction

Consider a (first order) autoregressive process $X_k$, $k \in \mathbb{Z}$, formally given by

$$X_k = aX_{k-1} + \varepsilon_k, \quad k \in \mathbb{Z}.$$  

A typical (theoretical) assumption in the literature is that the distribution of $\varepsilon_k$ is regular (e.g. Gaussian), that is, tools such as Cramér-Rao efficiency and local asymptotic normality (LAN) are available to analyse estimators,
see for instance [14] or [27] in this context. However, in many situations, data display non regular features such as one sided support, and it is thus more appropriate to model the driving stochastic component $\varepsilon_k$ with an irregular distribution function, for instance a Gamma distribution. Such statistical models have found broad applications in dendroclimatology, hydrology, epidemiology, finance and quality control, see for instance [4], [13], [12], [16] and [40]. Particularly for an autoregressive context, we refer to [5], [29], [20], [36], [3] and the books [2], [38]. In a non-parametric regression context, irregular models have also been more recently explored in [21],[24],[39] and [9]. Finally, let us mention that irregular models are also of significant importance in the econometric literature, see [17], [1], [32] and [34], [35], [28] for some more recent accounts.

Turning more to mathematical aspects of irregular autoregressive processes, these have been studied, among others, in [43], [11], [10], [19], [18], [33], [25], [23], [22]. However, all these references give rise to parametric models and stationary processes, which is not always appropriate. Our aim is thus to make the next step and move to non-parametric, locally stationary autoregressive processes in the irregular realm. To be more precise, we replace $a$ in (1) with a function $f : [0, 1] \mapsto [0, \rho]$ with $\rho \in (0, 1)$, leading to the time-varying first-order autoregressive (tvAR(1)) process given by

$$X_k = f \left( \frac{k}{N} \right) X_{k-1} + \varepsilon_k, \quad k = 1, \ldots, N, \tag{2}$$

with innovations $\varepsilon_k \geq 0$ (or $\varepsilon_k \leq 0$) and design points $k/N \in [0, 1]$. Our aim here is to estimate $f$ subject to certain smoothness constraints, based on the observations $X_1, \ldots, X_N$. For convenience, we work with positive innovations and equidistant design points, but the results could be extended to negative innovations or inequidistant design points with analogous arguments. As it turns out, solving this task is not easy, and requires new ideas for the following reasons: First, previous techniques developed in the references above focus on weak convergence results, which is not sufficient for us, as we require (optimal) concentration results. Secondly, it is not at all clear how to adapt these methods to fit a non-parametric context, and we therefore develop our own approach.

There is, by now, a huge body of literature on various aspects of (regular) locally stationary processes, see for instance [7] for an overview, and [8],[37],[15],[26], [42], for some more recent contributions. However, to the best of our knowledge, the past end present theory entirely focuses on regular models, and thus have an entirely different statistical complexity from an information theoretic perspective. As in classical, parametric statistics, irregular models are rather connected to order statistics and extreme value
theory than to sample means, as is the case for regular models. In the present context, this leads to dealing with delicate problems involving extremes of weakly dependent processes. Another interesting feature of our irregular, time varying process \((2)\) is that local, stationary approximations appear to be a pitfall in general. In the regular case, local stationarity is usually exploited by locally approximating the process by a stationary proxy in order to apply all the machinery available for stationary processes, see e.g. \([7]\) for details. We dispense with such an approximation to avoid the resulting approximation error. In fact, this appears to be even necessary to attain the minimax rates in general, since otherwise the approximation error appears to be too large.

This work is structured as follows. In Section 2, we present the basic setting and our main results. An outline of the proofs is given in Section 3 (upper bounds) and Section 4 (lower bounds). Detailed proofs are given in Section 5, where some technical results are deferred to Supplement 8.

## 2 Methodology and main results

We use the following notation. For sequences \(a_n, b_n \in \mathbb{R}\) we write \(a_n \sim b_n\) if \(a_n \preceq b_n\) and \(a_n \succeq b_n\). Here, \(a_n \preceq b_n\) means that there exist \(c \in (0, \infty), n_0 \in \mathbb{N}\), such that \(a_n \leq cb_n\) for all \(n \geq n_0\), and \(a_n \succeq b_n\) means that \(b_n \preceq a_n\). For a set \(\mathcal{A}\), we denote with \(|\mathcal{A}|\) its cardinality and \(\mathcal{A}^c\) its complement. For a random variable \(X\) and \(p \geq 1\), we denote with \(\| \cdot \|_p\) the \(L_p\)-norm defined by \(\|X\|_p^p = \mathbb{E}|X|^p\). We write \(\overset{d}{=}\) for equality in distribution. Moreover, we use \(a \wedge b = \min\{a, b\}\) and \(a \vee b = \max\{a, b\}\).

Our key condition regarding the function \(f\) is \(f \in \mathcal{H}(L, \beta)\), that is, we assume \(f\) to be a member of the Hölder class \(\mathcal{H}(L, \beta)\) for \(L, \beta > 0\). This means that for the \(\langle \beta \rangle\)-derivatives of \(f\), we have

\[
|f^{(\langle \beta \rangle)}(y) - f^{(\langle \beta \rangle)}(z)| \leq L |y - z|^{\beta - \langle \beta \rangle} \quad \forall \ y, z \in [0, 1],
\]

where \(\langle \beta \rangle := \max\{a \in \mathbb{N}_0 : a < \beta\}\) is defined to be the largest integer less than \(\beta\). Moreover, it will be convenient to extend the domain of \(f\) to the whole real axis by setting

\[
f(u) = f(0) \quad \text{for all } u < 0, \quad f(u) = f(1) \quad \text{for all } u > 1.
\]

Regarding the irregularity of the model, we make the standard assumption that the distribution function \(F_\varepsilon\) of the innovations decays with a certain sharpness, indicated by the parameter \(a\), at the endpoints of its domain. We thus assume, as \(y \downarrow 0\), that

\[
F_\varepsilon(y) = cy^a + g(y), \quad |g(y)| \leq c_y y^{a+\delta},
\]
for some arbitrarily $\delta > 0$ and constants $a, c, c_g, \in (0, \infty)$. Note that this implies $P(\varepsilon \geq 0) = 1$.

Throughout this note, we work subject to the following assumptions.

**Assumption 1.** There exist $L, \beta > 0$ and $\rho < 1$, such that $f \in \mathcal{H}(L, \beta)$ and $0 \leq f \leq \rho$. Moreover, $X_k$ follows the autoregressive model (2), where the innovations $\varepsilon_k$ are i.i.d. and satisfy:

(i) The local decay condition (5) and $F_{\varepsilon} \in \mathcal{H}(L_{\varepsilon}, \beta_{\varepsilon})$ for $L_{\varepsilon}, \beta_{\varepsilon} > 0$.

(ii) $\mathbb{E}\varepsilon^p < \infty$ for $p = \max\{1, 2a + \delta\}$, where $\delta > 0$ can be arbitrarily small.

**Remark 1.** One may select the same value for $\delta$ in (5) and Assumption 1. We do so in the sequel, and thus identify it as the same parameter.

Given a fixed estimation point $x \in [0, 1]$ and a bandwidth $h > 0$, consider the local sample size

$$n = n(h, x) := \left| \left\{ k : \frac{k}{N} \in [x - h, x + h] \right\} \right| .$$

(6)

Thus, $n$ is proportional to $Nh$, that is $n \sim Nh$. For the bandwidth $h$ and fixed $x \in [0, 1]$, our quasi-MLE $\hat{f}_h$ is defined as follows. Writing the approximation polynomials as

$$p(y) = \sum_{i=0}^{\beta+1} b_i(y - x)^i, \quad y \in [0, 1],$$

we have to find the (local) optimal coefficients $\hat{b}_i$. To this end, we maximize the sum of $p$ evaluated at the design points $k/N$ within the band $[x-h, x+h]$,

$$\left(\hat{b}_i\right)^\beta := \arg\max_{\left(\hat{b}_i\right)^{\beta+1}} \sum_{\left|\frac{k}{N} - x\right| \leq h} p\left(\frac{k}{N}\right),$$

subject to the constraints $p(k/N) \leq Y_k$ for all $k$ with $|k/N - x| \leq h$. Thus, we obtain a linear program, whose derivation can be motivated from the MLE if $\varepsilon_k \overset{d}{=} \varepsilon$ follows an exponential distribution. The estimator for $f(x)$ is given by the value at $x$ of the approximating polynomial, hence

$$\hat{f}_h(x) := \hat{b}_0.$$
Theorem 2.1. Fix $x \in [0, 1]$ and grant Assumption 1. Then there exist finite, positive constants $c_1, c_2, c_3$ and $\nu > 0$, such that for all $0 \leq v \leq n^\nu$ and $h > 0$

$$\sup_{f \in \mathcal{H}(\beta, L)} \mathbb{P}_f \left( |\hat{f}_h(x) - f(x)| \geq c_1 h^\beta + c_2 n^{-1/a}v \right) \leq c_3 e^{-\nu a}. $$

Here, $n = n(h, x)$ is defined in (6).

The above theorem opens the door for a number of further interesting results. Setting $h^* = N^{-\frac{1}{a\beta + 1}}$ and $\hat{f} = \hat{f}_{h^*}$, we immediately obtain the following corollary.

Corollary 2.2. Fix $x \in [0, 1]$ and grant Assumption 1. Then

$$|\hat{f}(x) - f(x)| = \mathcal{O}_\mathbb{P}_f \left( N^{-\frac{a}{a\beta + 1}} \right).$$

Recall $\nu > 0$ in Theorem 2.1 and let $\tau_n \to \infty$ such that $\tau_n = o(n^\nu)$. We then consider the truncated estimator

$$\hat{f}^{\tau_n}(x) = \hat{f} 1(|\hat{f}| \leq \tau_n) + \tau_n 1(|\hat{f}| > \tau_n).$$

Corollary 2.3. Fix $x \in [0, 1]$ and grant Assumption 1. Then, for any $q \geq 1$, there exists $C > 0$ such that

$$\mathbb{E}_f |\hat{f}^{\tau_n}(x) - f(x)|^q \leq C N^{-\frac{aq}{a\beta + 1}}.$$

Having successfully established upper bounds, our next task is to find matching lower bounds. This is achieved by the following result.

Theorem 2.4. For $\alpha \in (0, 2)$, the minimax rate is $N^{-\frac{\alpha}{a\beta + 1}}$. That is, there exists a distribution $F_\alpha$ satisfying Assumption 1, such that for any $x \in [0, 1]$, a lower bound on the pointwise error is given by

$$\lim_{N \to \infty} \inf_{\hat{f}} \sup_{f \in \mathcal{H}(\beta, L)} \mathbb{P}_f \left( |\hat{f}(x) - f(x)| > N^{-\frac{\alpha}{a\beta + 1}} \right) > 0,$$

where the infimum is taken over all $\hat{f}$, measurable with respect to $\sigma(X_1, \ldots, X_N)$. 
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From the viewpoint of irregular models, the case \( a \geq 2 \) turns out to be rather uninteresting, as it can be transferred to the regular setup. This is a bit surprising on first sight, since this is different from the regression case discussed for instance in [24], [21]. Indeed, for \( a \geq 2 \), the process can simply be regularised by subtracting the mean, that is, by considering
\[
X_k - \bar{X}_{Nh^*} \approx f(X_{k-1} - E X_{k-1}) + \varepsilon_k - E \varepsilon_k,
\]
leading to the regular minimax rate \( N^{-\beta/(2\beta+1)} \). More precisely, the approximation error in (9) can be shown to be of magnitude \( \sim N^{-\beta/(2\beta+1)} \) at the most, and one may then appeal to the regular theory mentioned above. Strictly speaking, one also has to adapt the proof for the lower bound in this case, we omit the details. Observe that one can always use (9), but this leads to a suboptimal estimate for \( a \in (0, 2) \), even if \( E X_k \) is known.

Having established an optimal concentration inequality as in Theorem 2.1 also opens the door for future research. For instance, one may think about the adaptive case where \( \beta \) and \( a \) are both unknown as in the i.i.d. regression case discussed in [24]. Among other things, this requires estimation of \( a \) based on the observations \( X_k \), which is currently investigated.

Let us now turn to the problem of prediction. As is well-known, (locally) autoregressive models are extremely useful for prediction of future values and a substantial theory has evolved around this matter, see for instance [6] for classical results. In our setup, prediction also requires a careful handling of the bias, since, as briefly discussed above, the standard empirical mean estimator \( \hat{X}_{Nh^*} \) only achieves the rate \( (Nh^*)^{-1/2} \), which is not sufficient for our cause. However, this problem can be circumvented by plugin-estimation. To this end, let
\[
\hat{\varepsilon}_k = X_k - \tilde{f}^{rn}(k/N)X_{k-1}, \quad 2 \leq k \leq N,
\]

\[
\hat{X}_{N+1} = X_N \tilde{f}^{rn}(1) + \frac{1}{N-1} \sum_{k=2}^{N} \hat{\varepsilon}_k.
\]

Our final result below establishes the desired optimality of our predictor \( \hat{X}_{N+1} \).

**Theorem 2.5.** Grant Assumption 1. Then there exists a finite constant \( C > 0 \), such that
\[
|E_f[|X_{N+1} - \hat{X}_{N+1}|^2 - \text{Var}_f(\varepsilon_{N+1})]| \leq C \left( N^{-\frac{2\beta}{\beta+1}} \vee N^{-1} \right).
\]
This bound is minimax optimal up to multiplicative constants.

The origin of the additional term $N^{-1}$ stems from the necessity to estimate the unknown mean $E\varepsilon_k$.

3 Outline for the upper bound

From now on, we assume the validity of Assumption 1 without mentioning it any further.

Unfortunately, it seems to be impossible to apply the methods of [33], [25], [11], [10] and [19] in our case, in particular, since we require concentration inequalities, and the latter all rely on weak convergence type arguments. Thus, our goal is to use a positive-error version of the quasi-maximum likelihood procedure developed in [24] for nonparametric regression models, see Section 3.1 for more details. To this end, we divide the defining equation (2) of the process by $X_{k-1}$. Thereby, we obtain

$$Y_k := \frac{X_k}{X_{k-1}} = f\left(\frac{k}{N}\right) + \frac{\varepsilon_k}{X_{k-1}} = f\left(\frac{k}{N}\right) + \tilde{\varepsilon}_k,$$

the standard model of nonparametric regression with $f$ as the regression function and errors $\tilde{\varepsilon}_k$. Compared to [24], a huge difference constitutes the fact that the sequence $(\tilde{\varepsilon}_k)$ exhibits (weak) dependence, posing substantial challenges both for the upper and lower bound in the present context.

First, we need to ensure that an analogue of the sharpness condition (5) holds for the modified innovations $\tilde{\varepsilon}_k$ from (10). This may be surprising on first sight, but the intuition here is that $X_k \gg 0$ with high probability due to its autoregressive structure, hence, the distribution $F_{\tilde{\varepsilon}_k}$ of $\tilde{\varepsilon}_k$ 'should' behave as $F_\varepsilon$.

**Proposition 3.1.** The distribution functions $F_{\tilde{\varepsilon}_k}$ of the modified innovations $\tilde{\varepsilon}_k$ satisfy

$$F_{\tilde{\varepsilon}_k}(y) = c_k y^a + O\left(y^{a+\delta'}\right) \quad \text{as } y \downarrow 0$$

for some $\delta' \in (0, \delta]$, where $c^{-1} \leq c_k \leq c$ for some $c \in (0, \infty)$.

In the following, to simplify the notation, we drop the index $f$ for all probability measures $P_f$ and corresponding expectations $E_f$. 

3.1 Error decomposition

To determine the upper bound, the error decomposition into a deterministic and a stochastic part established in [24] is essential. It is given in Theorem 3.1 in [24] and states that for all $f \in \mathcal{H}(L, \beta)$ - adapted to our situation - we have

$$\left| \hat{f}_h(x) - f(x) \right| \leq c(\beta, L)h^\beta + c(\beta)2^{J(\beta)} \max_{j=1}^{2J(\beta)} \{ Z_j(h, x) : x + hI_j \subseteq [0, 1] \}$$  \hspace{1cm} (11)

for constants $c(\beta, L), c(\beta) > 0$ and $J(\beta) \in \mathbb{N}$ only depending on their respective arguments. Here,

$$Z_j(h, x) = \min_{k=1}^{N} \left\{ \tilde{\varepsilon}_k : k/N \in x + hI_j \right\},$$

where $I_j = [-1 + (j - 1)/J(\beta), -1 + j/J(\beta)]$.

Thus, each $Z_j(h, x)$ represents the minimum of the modified errors $\tilde{\varepsilon}_k$ on the respective bin $x + hI_j$. Up to a factor $c(\beta)$, the stochastic part of the error boundary consists of the maximum of these bin minima $Z_j(h, x)$. In view of (11), we aim to show

$$\mathbb{P} \left( \max_{j=1}^{2J(\beta)} \{ Z_j(h, x) : x + hI_j \subseteq [0, 1] \} \geq n^{-1/a}v \right) \lesssim e^{-c(1)v^a}$$

for some constant $c(1) > 0$. As $J(\beta) < \infty$, it suffices to show

$$\mathbb{P} \left( Z_j(h, x) \geq n^{-1/a}v \right) \lesssim e^{-c(1)v^a}, \quad j = 1, \ldots, 2J(\beta),$$  \hspace{1cm} (12)

due to the union bound. Let

$$n_j = \left| \left\{ k : k/N \in x + hI_j \right\} \right|.$$  \hspace{1cm} (13)

Then clearly $n_j \sim n$, and, by the above, our goal is thus to establish

$$\mathbb{P} \left( \min_{k=1}^{n_j} \tilde{\varepsilon}_k \geq n^{-1/a}v \right) \lesssim e^{-c(1)v^a}$$

for $n \in \mathbb{N}$ large enough (we will also require a constraint on $v \in (0, \infty)$, recall Theorem 2.1). To ease the notation, for

$$u = u(n, v, a) = n^{-1/a}v,$$  \hspace{1cm} (14)

we shall mostly write $u$ in what follows.
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In order to employ a blocking argument from Leadbetter [30],[31] (which will be explained in detail in subsection 3.2), we write
\[ n = 2Mn^\gamma \] (15)
for some \( \gamma \in (0,1) \) and \( M \in \mathbb{N} \), and also assume \( n^\gamma \) to be an integer for simplicity.

We start by dividing \( X_k, k \in \{1, \ldots, n\} \), into two parts,
\[
X_k = \sum_{i=0}^{\infty} \left( \prod_{l=0}^{i-1} f \left( \frac{k-l}{n} \right) \right) \varepsilon_{k-i} =: \sum_{i=0}^{\infty} f_{k,i} \varepsilon_{k-i}
\]
\[
= \sum_{i=0}^{n^\gamma} f_{k,i} \varepsilon_{k-i} + \sum_{i>n^\gamma} f_{k,i} \varepsilon_{k-i} =: X^{(1)}_k + X^{(2)}_k, \] (16)
where we recall that the process is defined on \( \mathbb{Z} \). Due to the independence of the innovations \( \varepsilon_k \), the \( X^{(1)}_k \) are \( n^\gamma \)-dependent. For \( X^{(2)}_k \), we have the following trivial result we repeatedly make use of and therefore state for the sake of reference.

**Lemma 3.2.** For \( X^{(2)}_k \) defined in (16), we have (uniformly in \( k \))
\[ \left\| X^{(2)}_k \right\|_1 \lesssim \rho^{(n^\gamma)} \]
for \( \rho < 1 \) as in Assumption 1. Moreover, we have (uniformly in \( k \)) \( \left\| X_k \right\|_p < \infty \).

**3.2 Leadbetter’s blocking argument**

As previously mentioned, in order to determine the rate of the stochastic part of the error boundary in (11), we make use of a blocking argument introduced by Leadbetter [30]. We cut the index set \( \{1, \ldots, n\} \) into \( 2M \) blocks of equal length \( n^\gamma \). Since (11) only provides an upper bound, we are not interested in the exact distribution of the right-hand side. So we simply drop every other block, leading us to
\[
\mathcal{K} := \{1, \ldots, n^\gamma\} \cup \{2n^\gamma + 1, \ldots, 3n^\gamma\} \cup \cdots \cup
\{ (2M - 2)n^\gamma + 1, \ldots, (2M - 1)n^\gamma\}
\]
\[
=: \mathcal{K}_1 \cup \cdots \cup \mathcal{K}_M \] (17)
as a new index set. Handling the minimum on \( \mathcal{K} \) suffices since \( \mathcal{K} \) is a subset of \( \{1, \ldots, n\} \) and thus the minimum on \( \mathcal{K} \) cannot be smaller than the minimum
on \{1, \ldots, n\}. The individual blocks \(K_m\) are separated from each other by \(n^\gamma\) to exploit the \(n^\gamma\)-dependence of the \(X_{k-1}^{(1)}\). This is in line by what Leadbetter dubbed Condition D(\(u\)).

**Lemma 3.3. (Condition D(\(u\)))** For the minimum of the innovations \(\hat{\epsilon}_k\) on the band \([x-h, x+h]\) holds

\[
P\left(\min_{k=1}^n \hat{\epsilon}_k \geq u\right) \leq \prod_{m=1}^M P\left(\min_{k \in K_m} \frac{\epsilon_k}{X_{k-1}^{(1)}} \geq u\right) + R_1,
\]

where, for \(\eta_n \in (0, \infty)\), we have the bound

\[
R_1 \lesssim \eta_n^{-1} n \rho^{(n^\gamma)} + n (u \eta_n)^{\beta_\epsilon}.
\]

Roughly speaking, Condition D(\(u\)) means that we can bound the distribution of the minimum on the whole index set \(\{1, \ldots, n\}\) by a product of the minima on the blocks \(K_m, m = 1, \ldots, M\), where for the block minima, the \(X_k^{(2)}\) part has been cut from \(X_k\) to ensure \(n^\gamma\)-dependence between the blocks. We still need to bound the minima on the blocks \(K_m, m \in \{1, \ldots, M\}\). For this, we use the inclusion-exclusion principle, obtaining

\[
P\left(\min_{k \in K_m} \frac{\epsilon_k}{X_{k-1}^{(1)}} \geq u\right) \leq 1 - \sum_{k \in K_m} P\left(\epsilon_k < u X_{k-1}^{(1)}\right) + \\
\sum_{k, l \in K_m: k < l} P\left(\epsilon_k < u X_{k-1}^{(1)}, \epsilon_l < u X_{l-1}^{(1)}\right), \quad (18)
\]

confer the proof of Proposition 3.5. To be able to bound the last term in (18), we need to verify Leadbetter’s second condition, Condition D'(\(u\)). For our (nonstationary) situation, Condition D'(\(u\)) reads as follows.

**Lemma 3.4. (Condition D'(\(u\)))** For all \(m \in \{1, \ldots, M\}\) holds

\[
\sum_{k, l \in K_m: k < l} P\left(\epsilon_k < u X_{k-1}^{(1)}, \epsilon_l < u X_{l-1}^{(1)}\right) \lesssim \left(\frac{v^a}{M}\right)^2.
\]

The following result is a consequence of Lemma 3.4 and constitutes a key step towards proving our concentration inequality, which will be done in Subsection 3.3.
Proposition 3.5. For all $m \in \{1, \ldots, M\}$ holds
\[
P \left( \min_{k \in K_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u \right) \leq 1 - \frac{c^{(3)} v^a}{M} + R_2,
\]
where $c^{(3)} \in (0, \infty)$ and for $\eta_n \in (0, \infty)$
\[
R_2 \lesssim n^{-\delta} v^{a+\delta} + n^2 \left( w_{\eta_n} \right)^{\beta_\delta} + \eta_n^{-1} n^{2 \rho (n^\gamma)} + \left( \frac{v^a}{M} \right)^2.
\]

3.3 Proof of Theorem 2.1 and Corollaries 2.2 and 2.3

From Lemma 3.3 and Proposition 3.5, we can now derive an upper bound for the stochastic part in the error decomposition (11).

Theorem 3.6. Suppose that
\[
v = o \left( n^{1+\alpha} \right).
\]
Then the stochastic part of the error decomposition (11) satisfies
\[
P \left( 2^{J^{(3)}} \max_{j=1} \{ Z_j(h, x) : x + h I_j \subseteq [0, 1] \} \geq n^{-1/\alpha} v \right) \lesssim e^{-c^{(1)} v^a},
\]
where $c^{(1)} \in (0, \infty)$.

Theorem 2.1 and Corollaries 2.2 and 2.3 are now simple consequences of Theorem 3.6. For the sake of completeness, we explicitly state this below.

**Proof of Theorem 2.1.** Follows from Theorem 3.6 and the error decomposition (11).

**Proof of Corollary 2.2.** Is an immediate consequence of Theorem 2.1.

**Proof of Corollary 2.3.** Using the fact that for any $X \geq 0$, $q \geq 1$, we have
\[
\mathbb{E} X^q = q \int_0^\infty x^{q-1} \mathbb{P}(X > x) dx,
\]
this follows from Theorem 2.1 and straightforward computations.
Proof of Theorem 2.5. We first establish the upper bound. By Cauchy-Schwarz and Corollary 2.3, we have

\[ \mathbb{E}^2 |X_{k-1} (\hat{f}_n (k/N) - f(k/N))|^2 \leq \mathbb{E} |X_{k-1}|^4 \mathbb{E} |\hat{f}_n (k/N) - f(k/N)|^4 \lesssim N^{-\frac{4a}{a+1}}, \]

which also implies

\[ \mathbb{E}^2 |\varepsilon_k - \hat{\varepsilon}_k|^2 \lesssim N^{-\frac{4a}{a+1}}. \]

Hence by the triangle inequality

\[ \mathbb{E}^{1/2} \sum_{k=1}^{N} (\varepsilon_k - \hat{\varepsilon}_k)^2 \lesssim \sqrt{N} N^{-\frac{b}{a+1}}. \]

Piecing everything together and exploiting the fact that \( \varepsilon_{N+1} \) is independent of \( \varepsilon_N, \varepsilon_{N-1}, \ldots \), we obtain via the triangle inequality

\[ \left| \mathbb{E} |X_{N+1} - \hat{X}_{N+1}|^2 - \text{Var} (\varepsilon_{N+1}) \right| \lesssim N^{-2} \text{Var} \left( \sum_{k=2}^{N} \varepsilon_k \right) + N^{-\frac{2a}{a+1}} \]

\[ \lesssim N^{-\frac{2a}{a+1}} \lor N^{-1}, \]

which completes the proof for the upper bound. Let us now turn to the lower bound. We assume first that \( 2\beta < a\beta + 1 \). It is well known that the optimal predictor is the conditional expectation \( \mathbb{E} [X_{N+1} | X_N, X_{N-1}, \ldots] = X_N f(1) + \mathbb{E} \varepsilon_N \). Suppose now there exists \( \tilde{X}_{N+1} \in \sigma(X_N, X_{N-1}, \ldots) \), such that

\[ \left| \mathbb{E} |X_{N+1} - \tilde{X}_{N+1}|^2 - \text{Var} (\varepsilon_{N+1}) \right| \leq a_N, \quad a_N = o(N^{-\frac{2a}{a+1}}). \]

Then, for any \( c > 0 \), we have \( \mathbb{P} \left( |X_N f(1) - \tilde{X}_{N+1}| > cN^{-\frac{2a}{a+1}} \right) \to 0 \) as \( N \) increases. Since \( \lim_{c' \to 0} \mathbb{P} \left( |X_N| > c' \right) = 1 \), uniformly in \( N \), this contradicts Theorem 2.4, and thus establishes optimality if \( 2\beta < a\beta + 1 \). It remains to treat case \( 2\beta \geq a\beta + 1 \). To this end, we consider the special case where \( \rho = 0 \), \( a > 0 \) is known, and \( \varepsilon_k \) follows a Gamma distribution \( \Gamma(a, b) \), where the rate \( b \) is unknown. Since in this case \( \mathbb{E} \varepsilon_k = a/b \), minimax optimal prediction boils down to minimax optimal estimation of \( b \). However, standard arguments show that the minimax rate here is \( N^{-1/2} \), which completes the proof. \( \square \)
4 Outline for the lower bound

Due to the simultaneous irregularity and dependence of the underlying sequence, establishing the lower bound turned out to be surprisingly demanding. We use the common Neyman-Pearson strategy, where it suffices to show that for some constant $c > 0$, we have

$$\sup_x \frac{x}{1 + x} P_1 \left( \frac{dP_0}{dP_1} \geq x \right) \geq c$$

(20)

for appropriate hypothesis $H_0, H_1$ and corresponding probability measures $P_1, P_0$, see Theorem 2.1 in Tsybakov [41] for details. Our hypothesis will be constructed based on $f_0, f_1 \in \mathcal{H}(\beta, L)$, satisfying

$$|f_0 - f_1| \gtrsim N^{-\beta/(a\beta + 1)}.$$  

(21)

We now prove that our rate $N^{-\beta/(a\beta + 1)}$ in Corollary 2.2 (and hence also Corollary 2.3) is minimax optimal for $a \in (0, 2)$. By the above, we need to construct $H_0, H_1$. For our first hypothesis, we assume $f_0 > 0$, while we take $f_1 = 0$ for the second. From now on, we thus write $f := f_0$ for simplicity and insert 0 for $f_1$ where appropriate. This leads to the two models

$$H_0 : X_k = f \left( \frac{k}{N} \right) X_{k-1} + \varepsilon_k \quad \text{and} \quad H_1 : X_k = \varepsilon_k.$$

The $\varepsilon_k$'s distribution can be chosen in a specific manner, since we aim at bounding the minimax risk (or minimax error probability) from below. We take $\varepsilon_k \sim \Gamma(a, b)$ for some $b \in (0, \infty)$, and thus

$$f_\varepsilon(x) = \frac{b^a}{\Gamma(a)} x^{a-1} e^{-bx}.$$  

(22)

Further, we write

$$n^* := Nh^* = NN^{-1/(a\beta + 1)} = N^{(a\beta)/(a\beta + 1)}$$

(23)

for the local sample size corresponding to the bandwidth $h^*$ in (7). In the following, $P_j = P_{f_j}, j \in \{0, 1\}$, denotes the joint distribution of $(X_1, \ldots, X_N)$ under $H_j$. To simplify the notation and calculations, we set $f(x) = f I_{x \leq n^*/N}$ for

$$f = (c_f n^*)^{-1/a}, \quad c_f > 0.$$  

(24)

Clearly, $f(x)$ is not even continuous, but this (and $f \in \mathcal{H}(\beta, L)$) can be salvaged by a usual Kernel modification without effecting the rates. As pointed out above, we therefore stick to the current construction.

We start our lower bound proof by computing the Radon-Nikodym derivative.
Proposition 4.1. We have \( P_0 \ll P_1 \). Moreover, the Radon-Nikodym derivative \( dP_0/dP_1 \) is given by

\[
\frac{dP_0}{dP_1}(x_1, \ldots, x_N) = \frac{dP_0}{dP_1}(x_1, \ldots, x_{n^*}) = e^{(a-1)\sum_{k=1}^{n^*} \log \left(1 - f \frac{x_{k-1}}{x_k} \right)} + b \sum_{k=1}^{n^*} \log \left(1 - f \frac{x_{k-1}}{x_k} \right)^n \prod_{k=1}^{n^*} \mathbb{1}_{\{x_k > x_{k-1}\}}
\]

for \( x_i \in (0, \infty) \).

Next, we introduce a truncation, and obtain that for any \( \tau > 0 \), we have

\[
P_1\left(\frac{dP_0}{dP_1} \geq x\right) \geq P_1\left(\frac{dP_0}{dP_1}(x_1, \ldots, x_{n^*}) \mathbb{1}_{\{\max_0 \leq k \leq n^* - 1, x_k \leq \tau\}} \geq x\right), \tag{25}
\]

Setting

\[
U_k := (a-1) \log \left(1 - f \frac{X_{k-1}}{X_k} \right) \mathbb{1}_{\{X_k > f X_{k-1}, X_{k-1} \leq \tau\}} + b f X_{k-1} \mathbb{1}_{\{X_{k-1} \leq \tau\}}, \tag{26}
\]

the (truncated) Radon-Nikodym derivative can be written as

\[
\frac{dP_0}{dP_1}(X_1, \ldots, X_{n^*}) \mathbb{1}_{\max_0 \leq k \leq n^* - 1, x_k \leq \tau} = e^{\sum_{k=1}^{n^*} U_k} \prod_{k=1}^{n^*} \mathbb{1}_{\{X_k > f X_{k-1}, X_{k-1} \leq \tau\}}. \tag{27}
\]

The following result establishes the correct order of the first two moments of \( U_k \), which is one of the key results.

Proposition 4.2. Let \( 2f\tau \leq 1 \). Then for \( U_k \) as defined in (26), we have uniformly for \( 1 \leq k \leq n^* \):

\[
\begin{align*}
(i) \quad |E_{P_1} U_k| &\lesssim f^a, \\
(ii) \quad E_{P_1} U_k^2 &\lesssim f^a.
\end{align*}
\]

Using the above proposition and some further estimates, we are now in position to establish the lower bound, that is, Theorem 2.4.

5 Proofs of the main results

5.1 Proofs for the upper bounds

In the following, to simplify the notation, we drop index \( f \) for all probability measures \( P_f \) and corresponding expectations \( E_f \).
Proof of Proposition 3.1. Fix an arbitrary $k \in \{1, \ldots, N\}$. We have to show that for any sequence $y_N$ with $y_N \downarrow 0,$

$$F_{\varepsilon_k}(y_N) = c_k y_N^a + O \left( y_N^{a+\delta} \right)$$

holds. With $\varepsilon_k$ being independent of $X_{k-1}$, the distribution function $F_{\varepsilon_k}$ of $\varepsilon_k$ can be written as

$$F_{\varepsilon_k}(y_N) = \mathbb{P}(\varepsilon_k \leq X_{k-1} y_N) = \int_0^{y_N} \mathbb{P}(\varepsilon_k \leq x y_N | X_{k-1} = x) \, dF_{X_{k-1}}(x) = \int_0^{y_N} \mathbb{P}(\varepsilon_k \leq x y_N) \, dF_{X_{k-1}}(x).$$

For any given $y_N \downarrow 0$ we can choose a sequence $x_N \to \infty$ such that $x_N y_N \downarrow 0$ as $N \to \infty$. More precisely, set $x_N := y_N^{\frac{1}{\chi}}$ for some $\chi \in (0, 1)$. Employing (5) then yields

$$\int_0^{y_N} \mathbb{P}(\varepsilon_k \leq x y_N) \, dF_{X_{k-1}}(x) = \int_0^{x_N} c(x y_N)^a + O \left( (x y_N)^{a+\delta} \right) \, dF_{X_{k-1}}(x) + \int_{x_N}^{\infty} \mathbb{P}(\varepsilon_k \leq x y_N) \, dF_{X_{k-1}}(x) =: I_N + II_N.$$

With Assumption 1 and Lemma 3.2 guaranteeing (uniformly in $k$)

$$\text{EX}_{k-1}^{a+\delta} - \text{EX}_{k-1}^{a+\delta} \mathbb{I}_{\{X_{k-1} > x_N\}} \leq \text{EX}_{k-1}^{a+\delta} < \infty,$$

for $t \in [0, \delta]$ we obtain

$$I_N = c_k y_N^a (\text{EX}_{k-1}^a - \text{EX}_{k-1}^a \mathbb{I}_{\{X_{k-1} > x_N\}}) + O \left( y_N^{a+\delta} \right) \left( \text{EX}_{k-1}^{a+\delta} - \text{EX}_{k-1}^{a+\delta} \mathbb{I}_{\{X_{k-1} > x_N\}} \right)$$

$$=: c_k y_N^a + O \left( y_N^{a+\delta} \right). \quad (28)$$

Since for large enough $x_N$ (uniformly in $k$)

$$\text{EX}_{k-1}^a - \text{EX}_{k-1}^a \mathbb{I}_{\{X_{k-1} > x_N\}} \geq \frac{1}{2} \text{EX}_{k-1}^a \geq \frac{1}{2} \text{EX}_{k-1}^a,$$

and $\text{EX}_{k-1}^a \lesssim 1$ by Lemma 3.2, we arrive at $c^{-1} \leq c_k \leq c$ for $c \in (0, \infty)$.

We now proceed by showing $II_N = O(y_N^{a+\delta_1})$. Since

$$II_N = \int_{x_N}^{\infty} \mathbb{P}(\varepsilon_k \leq x y_N) \, dF_{X_{k-1}}(x) \leq \int_{x_N}^{\infty} dF_{X_{k-1}}(x) = \mathbb{P}(X_{k-1} > x_N),$$
we can apply Markov’s inequality, yielding
\[ P(X_{k-1} > xN) \leq \|X_{k-1}\|_{p,x,N}^{-p}. \]
Using Assumption 1 (ii) and selecting \( \chi > 0 \) sufficiently small, this implies
\[ \|X_{k-1}\|_{p,x,N}^{-p} = \|X_{k-1}\|_{p,y,N}^{-p(\chi-1)} \lesssim y_N^{p(1-\chi)} \lesssim y_N^{\alpha+\delta_1} \]
for some \( \delta_1 > 0 \), yielding \( II_N \lesssim y_N^{\alpha+\delta_1} \). As \( y_N \downarrow 0 \) was arbitrary, setting \( \delta' := \min\{\delta, \delta_1\} \) results in
\[ F_{\xi_k}(y) = c_k y^\alpha + O(y^\alpha + \delta') \quad \text{as} \quad y \downarrow 0. \]

**Proof of Lemma 3.3.** Let
\[ C_n := \left\{ \min_{k=1}^n \xi_k \geq u \right\} = \bigcap_{k=1}^n \{ \xi_k \geq uX_{k-1} \} \]
be the set whose probability we want to estimate, and
\[ A_{\eta_n} := \left\{ \max_{k=1}^n X_{k-1}^{(2)} < \eta_n \right\} \]
for some sequence \( (\eta_n) \downarrow 0 \). Further, denote with \( C_{\eta_n,n} = A_{\eta_n} \cap C_n \),
\[ C_n^{(1)} := \bigcap_{k=1}^n \{ \xi_k \geq uX_{k-1}^{(1)} \} \]
and \( C_{\eta_n,n}^{(1)} = C_n^{(1)} \cap A_{\eta_n} \). Using Markov’s inequality and Lemma 3.2, we obtain
\[ P(A_{\eta_n}) \leq \sum_{k=1}^n P \left( X_{k-1}^{(2)} \geq \eta_n \right) \leq \eta_n^{-1} \sum_{k=1}^n \left\| X_{k-1}^{(2)} \right\|_1 \lesssim \eta_n^{-1} n \rho(n^\gamma). \quad (30) \]
As both \( C_n \setminus A_{\eta_n} \) and \( C_n^{(1)} \setminus A_{\eta_n} \) are subsets of \( A_{\eta_n} \), we conclude from (30) that
\[ |P(C_n) - P(C_{\eta_n,n})| = P(C_n \setminus A_{\eta_n}) \lesssim \eta_n^{-1} n \rho(n^\gamma), \quad (31) \]
as well as
\[ |P \left( C_{\eta_n,n}^{(1)} \right) - P \left( C_n^{(1)} \right) | = P \left( C_n^{(1)} \setminus A_{\eta_n} \right) \lesssim \eta_n^{-1} n \rho(n^\gamma). \quad (32) \]
Next, we consider \( |P(C_{\eta_n}) - P(C_{\eta_n,n})| \) and \( P(C_{\eta_n}^{(1)}) \). We require the following lemma, whose proof can be found in the Supplement.
Lemma 5.1. We have
\[ |P(C_{\eta_n,n}) - P(C_{\eta_n,n}^{(1)})| \lesssim n(u\eta_n)^{\beta_k}. \]

We can now use the above results to complete the proof. Combining (31), (32), and Lemma 5.1, we have
\[
P(C_n) \leq |P(C_n) - P(C_{\eta_n,n})| + |P(C_{\eta_n,n}) - P(C_{\eta_n,n}^{(1)})| + |P(C_{\eta_n,n}^{(1)}) - P(C_n^{(1)})| + P(C_n^{(1)}) + R_1,
\]
with \(R_1\) as asserted. Using the blocking argument from (17) and the \(n^{\gamma}\)-dependence of the \(X_{k-1}^{(1)}\) gives us
\[
P(C_n^{(1)}) \leq \prod_{m=1}^M \left( \min_{k \in \mathcal{K}_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u \right),
\]
and hence
\[
P\left( \min_{k=1}^n \varepsilon_k \geq u \right) \leq \prod_{m=1}^M \left( \min_{k \in \mathcal{K}_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u \right) + R_1.
\]

\[ \square \]

Proof of Lemma 3.4. We use the following key Lemma, whose proof is given in the Supplement.

Lemma 5.2. For all \(j \geq 1\), we have
\[
P(\varepsilon_k \leq uX_{k-1}, \varepsilon_{k+j} \leq uX_{k+j-1}) \lesssim u^{2a}.
\]

Due to \(X_{k-1}^{(1)} \leq X_{k-1}\) for all \(k\), we have
\[
\{ \varepsilon_k \leq uX_{k-1}^{(1)} \} \subseteq \{ \varepsilon_k \leq uX_{k-1} \},
\]
and therefore also
\[
\{ \varepsilon_k \leq uX_{k-1}^{(1)}, \varepsilon_l \leq uX_{l-1}^{(1)} \} \subseteq \{ \varepsilon_k \leq uX_{k-1}, \varepsilon_l \leq uX_{l-1} \}
\]
for all \(k, l \in \{1, \ldots, n\}\). By this and Lemma 5.2, we conclude
\[
\sum_{k, l \in \mathcal{K}_m: k < l} P(\varepsilon_k \leq uX_{k-1}^{(1)}, \varepsilon_l \leq uX_{l-1}^{(1)}) \leq \sum_{k, l \in \mathcal{K}_m: k < l} P(\varepsilon_k \leq uX_{k-1}, \varepsilon_l \leq uX_{l-1})
\]
where we also have used (14) and (15).

**Proof of Proposition 3.5.** From the inclusion-exclusion principle as described in (18), using also Lemma 3.4, we get

\[
\mathbb{P}\left( \min_{k \in K_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u \right) \\
\leq 1 - \sum_{k \in K_m} \mathbb{P}\left( \varepsilon_k \leq uX_{k-1}^{(1)} \right) + \sum_{k,l \in K_m : k < l} \mathbb{P}\left( \varepsilon_k \leq uX_{k-1}^{(1)}, \varepsilon_l \leq uX_{l-1}^{(1)} \right) \\
\leq 1 - \sum_{k \in K_m} \mathbb{P}(\varepsilon_k \leq uX_{k-1}) + \sum_{k \in K_m} \mathbb{P}(uX_{k-1}^{(1)} < \varepsilon_k \leq uX_{k-1}^{(1)} + uX_{k-1}^{(2)}) + R_3,
\]

where \( R_3 \lesssim (v^a/M)^2 \). Now we again make use of the set \( A_{\eta_n} \) from (29), and use the estimate (30) and the arguments following (39) in the proof of Lemma 5.1 once more. Thereby, and with the sharpness condition on \( \tilde{\varepsilon}_k \) from Proposition 3.1, we establish that \( \mathbb{P}(\min_{k \in K_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u) \) can further be bounded by

\[
1 - \sum_{k \in K_m} \left( \varepsilon_k u^a + O\left( u^{a+\delta'} \right) \right) + \\
\sum_{k \in K_m} \mathbb{P}\left( \{uX_{k-1}^{(1)} < \varepsilon_k \leq uX_{k-1}^{(1)} + uX_{k-1}^{(2)} \} \cap A_{\eta_n} \right) + \\
\sum_{k \in K_m} \mathbb{P}\left( \{uX_{k-1}^{(1)} < \varepsilon_k \leq uX_{k-1}^{(1)} + uX_{k-1}^{(2)} \} \cap A_{\eta_n}^c \right) + R_3 \\
\leq 1 - c' u^a \sum_{k \in K_m} + n^\gamma O\left( u^{a+\delta'} \right) + R_4,
\]

where \( c' > 0 \) and

\[
R_4 \lesssim n^\gamma n(u\eta_n)^{\beta_\varepsilon} + n^\gamma n^{-1}n^\rho(n^\gamma) + R_3 \\
\lesssim \frac{n^2(u\eta_n)^{\beta_\varepsilon} + n^{-1}n^\rho(n^\gamma)}{M} + \left( \frac{v^a}{M} \right)^2.
\]

Recalling (14) and (15), we thus conclude

\[
\mathbb{P}\left( \min_{k \in K_m} \frac{\varepsilon_k}{X_{k-1}^{(1)}} \geq u \right) \leq 1 - c' u^a E_{\varepsilon_k} n^\gamma + n^\gamma O\left( u^{a+\delta} \right) + R_4
\]
\[
\begin{align*}
&= 1 - \frac{c'\mathbb{E}[\varepsilon^a]}{2M} + O\left(\frac{n^{-\frac{a}{2}}v^{a+\delta}}{M}\right) + R_4 \\
&= 1 - \frac{c^{(3)}v^a}{M} + R_2,
\end{align*}
\]
where \(c^{(3)} = c\mathbb{E}[\varepsilon^a]/2\) and \(R_2\) as asserted. \(\square\)

**Proof of Theorem 3.6.** We can assume w.l.o.g. that \(v \geq 1\). Combining Lemma 3.3 and Proposition 3.5, using also (14), we obtain
\[
P\left(\min_{k=1}^{n} \tilde{\varepsilon}_k \geq u\right) \leq \left(1 - \frac{c^{(3)}v^a}{M} + R_2\right)^M + R_1, \tag{33}
\]
where
\[
R_1 \lesssim \eta_n^{-1}n\rho^{(n^\gamma)} + n(u\eta_n)^{\beta_\varepsilon},
\]
and
\[
R_2 \lesssim \frac{n^{-\frac{a}{2}}v^\delta + n^2(u\eta_n)^{\beta_\varepsilon} + \eta_n^{-1}n^2\rho^{(n^\gamma)} + \frac{v^a}{M})v^a}{M}.
\]
Set \(\eta_n = \frac{\beta_{\varepsilon}n^\gamma}{a}\) and observe
\[
\max_{\gamma \in (0,1)} \frac{1 - \gamma}{a} \wedge \gamma = \frac{1}{1 + a}.
\]
Using (19), we thus obtain
\[
R_1 \lesssim \exp(-c'v^a), \tag{34}
\]
\(c' > 0\). Next, again (19) and the above implies
\[
n^{-\frac{a}{2}}v^\delta + (1 + u^\delta)\frac{\eta_n^{\frac{\beta_\varepsilon}{a}}}{\eta_n^{\beta_\varepsilon} + v^{-a}\eta_n^{-1}n^2\rho^{(n^\gamma)} + \frac{v^a}{M}} \to 0
\]
as \(n \to \infty\), hence \(R_2 = o(v^a/N)\). Piecing everything together yields
\[
P\left(\min_{k=1}^{n} \tilde{\varepsilon}_k \geq u\right) \lesssim \left(1 - \frac{(1 - c'')c^{(3)}v^a}{M}\right)^M + e^{-c'(1)v^a} \lesssim e^{-c'(1)v^a}
\]
for arbitrarily small \(c'' > 0\). As we have argued in Subsection 3.1, the rate of each bin minimum \(Z_j(h, x)\) on the bin \(x + h\mathcal{I}_j\) has to be the same as the rate of the band minimum \(\min_{j=1}^{n_j} \tilde{\varepsilon}_k\). Therefore, for the maximum of the bin minima equally holds
\[
P\left(\max_{j=1}^{\lceil 2J(3) \rceil} \left\{ Z_j(h, x) \mid x + h\mathcal{I}_j \subseteq [0, 1] \right\} \geq u \right) \lesssim e^{-c'(1)v^a}, \tag{35}
\]
which completes the proof. \(\square\)
5.2 Proofs for the lower bound

Proof of Proposition 4.1. Consider the AR(1)-Process $Y_k = aY_{k-1} + \varepsilon_k$. Straightforward computations then reveal

\[
\frac{dP_1}{d\lambda}(y_1, \ldots, y_N) = f_{Y_1}(y_1) \prod_{i=2}^{N} f_{\varepsilon}(y_i - ay_{k-1}),
\]

where $\lambda$ denotes the Lebesgue-measure. It is now easy to see that $P_0 \ll P_1$, and, since $P_0$ and $P_1$ only differ on the first $n^*$-coordinates, it follows that

\[
\frac{dP_0}{dP_1}(x_1, \ldots, x_N) = n^* \prod_{k=1}^{n^*} \left(1 - f \frac{x_{k-1}}{x_k}\right)^{a-1} e^{bf_{x_{k-1}} \mathbb{1}_{\{x_k > f_{x_{k-1}}\}}},
\]

which completes the proof. The latter computation may also be used to establish $P_0 \ll P_1$.

Proof of Proposition 4.2. We need the following two lemmas whose proofs are given in the Supplement.

Lemma 5.3. For $a \geq 1$, we have for any $\tau > 0$

\[
(a - 1) f \mathbb{E}_{P_1} \left[ \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_k > f_{X_{k-1}}\}} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right] - bf \mathbb{E}_{P_1} \left[ X_{k-1} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right] \lesssim f^a.
\]

Lemma 5.4. Denoting by $\| \cdot \|_p$ the $p$-norm with respect to $P_1$, for $p > a$, we have for any $\tau > 0$

\[
\left\| f \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_k > f_{X_{k-1}}\}} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right\|_p \lesssim \frac{f^a}{p - a} + f^p \tau^{(p-a)^\vee 0} \quad \text{as } f \to 0.
\]

Expanding $\log(1 - x)$, we have

\[
|E_{P_1} U_k| \leq |1 - a| \sum_{p \geq 2} \frac{1}{p} \mathbb{E}_{P_1} \left[ \left( f \frac{X_{k-1}}{X_k} \right)^p \mathbb{1}_{\{X_k > f_{X_{k-1}}, X_{k-1} \leq \tau\}} \right] +
\]

\[
(a - 1) f \mathbb{E}_{P_1} \left[ \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_k > f_{X_{k-1}}, X_{k-1} \leq \tau\}} \right] - bf \mathbb{E}_{P_1} \left[ X_{k-1} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right].
\]
An application of Lemma 5.3 \((a \geq 1)\) or Lemma 5.4 \((a < 1)\) hence yields
\[
|E_{P_1}[U_k]| \lesssim \sum_{p \geq 2} \frac{1}{p} \left[ E_{P_1} \left( \left( \frac{X_{k-1}}{X_k} \right)^p \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right) \right] + f^a.
\]
Due to \(p \geq 2\), we have \(p > a\), and can thus employ Lemma 5.4, yielding
\[
\sum_{p \geq 2} \frac{1}{p} \left| \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right|^p \lesssim f^a \left( \sum_{p \geq 2} \frac{1}{p^2 - ap} + \sum_{p \geq 2} \frac{(f \tau)^{p-a}}{p} \right) \lesssim f^a.
\]
The last step is true since both series here converge (recall \(2f \tau \leq 1\)), and hence (i) follows. For (ii), we can argue in a similar manner. Noting \(|a-1| \leq 1\) and \(f \lesssim f^{a/2}\), we again obtain from expanding \(\log(1 - x)\) and the triangle inequality
\[
\left\| U_k \right\| \lesssim \left\| 1 - \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right\|_{L^2} + b f \left\| X_{k-1} \right\|_2
\]
\[
\lesssim \sum_{p=1}^\infty \frac{1}{p} \left( \left| \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right|_{L^2}^{2p} \right)^{1/2} + f^{a/2}.
\]
Due to \(2p > a\), we can apply Lemma 5.4, yielding
\[
\sum_{p=1}^\infty \frac{1}{p} \left( \left| \frac{X_{k-1}}{X_k} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right|_{L^2}^{2p} \right)^{1/2} \lesssim f^{a/2} \sum_{p=1}^\infty \left( \frac{1}{2p^2 - ap^2} + \frac{(f \tau)^{p-a}}{p^2} \right)^{1/2} \lesssim f^{a/2},
\]
which completes the proof.

**Proof of Theorem 2.4.** We require the following two additional results.

**Lemma 5.5.** We have
\[
\prod_{k=1}^{n^*} \mathbb{1}_{\{X_k \leq \tau\}} \overset{P_1}{\to} 1 \quad \text{as } c_f \to \infty.
\]

**Lemma 5.6.** Let \(\tau = \log^2 N\). Then
\[
P_1(\max_{0 \leq k \leq N} X_k \leq \tau) \to 1.
\]

Both Lemma 5.5 and Lemma 5.6 are proven in the Supplement. In the sequel, it will also be convenient to use
\[
V_k = U_k - E_{P_1} U_k, \quad 1 \leq k \leq n^*.
\]
Observe that by Proposition 4.2, we have
\[ \|V_k\|_2 \lesssim f^{a/2} + f^a \lesssim f^{a/2}. \] (37)

Let \( \tau = \log^2 N \). Due to (25) and (27), it suffices to show

(i) : \( \sum_{k=1}^{n^*} U_k \xrightarrow{P_{1}} 0, \)

(ii) : \( \prod_{k=1}^{n^*} \mathbb{I}\{X_k > fX_{k-1}, X_{k-1} \leq \tau\} \xrightarrow{P_{1}} 1, \)

as \( c_f \to \infty \). We first show (i). By Proposition 4.2 (i), we have
\[ \sum_{k=1}^{n^*} |E_{P_{1}}U_k| \lesssim n^* f^a \lesssim c_f^{-1}. \]

Next, let \( \mathcal{E} = 2\mathbb{N} \cap \{1, 2, \ldots, n^*\} \) and \( \mathcal{O} = 2\mathbb{N} - 1 \cap \{1, 2, \ldots, n^*\} \) denote the even and odd subsets. Then by the triangle inequality, independence and (37), we have
\[ \left\| \sum_{k=1}^{n^*} V_k \right\|_2 \leq \left\| \sum_{k \in \mathcal{E}} V_k \right\|_2 + \left\| \sum_{k \in \mathcal{O}} V_k \right\|_2 \lesssim \sqrt{n^* f^{a/2}} \lesssim c_f^{-1/2}. \]

It remains to show (ii). This, however, is an immediate consequence of Lemma 5.5 and Lemma 5.6. \( \square \)
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8 Supplement

8.1 Additional results for the upper bounds

Throughout this section, we set $P = P_f$.

**Proof of Lemma 3.2.** Since $f((k - l)/n) \leq \rho$ results in $f_{k,i} = \prod_{l=0}^{i-1} f \left( \frac{k-l}{n} \right) \leq \rho^i$, we thus deduce

$$\left\| X_k^{(2)} \right\|_1 \leq \sum_{i>n^{\gamma}} f_{k,i} \left\| \varepsilon_{k-i} \right\|_1 \leq \sum_{i>n^{\gamma}} \rho^i = \frac{\rho^{n^{\gamma}+1}}{1 - \rho} \lesssim \rho^{(n^{\gamma})},$$

and similarly $\|X_k\|_p \lesssim 1$.

**Proof of Lemma 5.1.** Due to $C_{\eta_n} \subseteq C_{\eta_n}^{(1)}$,

$$|\mathbb{P}(C_{\eta_n}^{(1)}) - \mathbb{P}(C_{\eta_n})| = \mathbb{P}\left( \bigcap_{k=1}^{n} \{ \varepsilon_k \geq uX_{k-1}^{(1)} \} \setminus \bigcap_{k=1}^{n} \{ \varepsilon_k \geq uX_{k-1} \} \cap A_{\eta_n} \right).$$

Using

$$\bigcap_{k=1}^{n} \{ \varepsilon_k \geq uX_{k-1}^{(1)} \} \setminus \bigcap_{k=1}^{n} \{ \varepsilon_k \geq uX_{k-1} \} \subseteq \bigcup_{k=1}^{n} \{ \varepsilon_k \geq uX_{k-1}^{(1)} \} \setminus \{ \varepsilon_k \geq uX_{k-1} \},$$

we can conclude

$$|\mathbb{P}(C_{\eta_n}^{(1)}) - \mathbb{P}(C_{\eta_n})| \leq \sum_{k=1}^{n} \mathbb{P}\left( \{ \varepsilon_k \geq uX_{k-1}^{(1)} \} \setminus \{ \varepsilon_k \geq uX_{k-1} \} \cap A_{\eta_n} \right).$$

(38)

For each summand holds

$$\mathbb{P}\left( \{ \varepsilon_k \geq uX_{k-1}^{(1)} \} \setminus \{ \varepsilon_k \geq uX_{k-1} \} \cap A_{\eta_n} \right) \leq \mathbb{P}\left( uX_{k-1}^{(1)} \leq \varepsilon_k < uX_{k-1}^{(1)} + u\eta_n \cap A_{\eta_n} \right),$$

(39)

which can be written as

$$\int_0^{\infty} \mathbb{P}\left( ux \leq \varepsilon_k < ux + u\eta_n \left| X_{k-1}^{(1)} = x \right. \right) dF_{X_{k-1}^{(1)}}(x)$$

$$= \int_0^{\infty} \mathbb{P}\left( ux \leq \varepsilon_k < ux + u\eta_n \right) dF_{X_{k-1}^{(1)}}(x)$$

27
\[ \int_0^\infty F_\varepsilon(u x + u \eta_n) - F_\varepsilon(u x) \, dF_{X_{k-1}^{(1)}}(x), \]

where we have used that \( X_{k-1}^{(1)} = \sum_{i=0}^n f_{k-1,i} \) \( \varepsilon_{k-1-i} \) is independent of \( \varepsilon_k \). Using that \( F_\varepsilon \in \mathcal{H}(L_\varepsilon, \beta_\varepsilon) \) by Assumption 1 (i), this is further bounded by \( L_\varepsilon(u \eta_n)^{\beta_\varepsilon} \).

For each summand in (38), we thus have
\[
\mathbb{P} \left( \{ \varepsilon_k \geq u X_{k-1}^{(1)} \} \setminus \{ \varepsilon_k \geq u X_{k-1} \} \cap A_{\eta_n} \right) \lesssim (u \eta_n)^{\beta_\varepsilon}.
\]

This finally yields
\[
|\mathbb{P} (C_{\eta_n}) - \mathbb{P} (C_{\eta_n}^{(1)})| \lesssim n(u \eta_n)^{\beta_\varepsilon}.
\]

\[ \blacksquare \]

**Proof of Lemma 5.2.** We first note that for all \( j \geq 1 \),
\[
\mathbb{P} (\varepsilon_k \leq u X_{k-1}, \varepsilon_{k+j} \leq u X_{k+j-1})
\]
\[
= \mathbb{P} \left( \varepsilon_k \leq u X_{k-1}, \varepsilon_{k+j} \leq u \sum_{i=1}^j \tilde{f}_{i} \varepsilon_{k+j-i} + u f_{k+j-1, j} X_{k-1} \right)
\]
\[
= \mathbb{P} \left( \varepsilon_k \leq u X_{k-1}, \varepsilon_{k+j} \leq u \sum_{i=1}^j \tilde{f}_{i} \varepsilon_{k+j-i} + u \tilde{f}_{j+1} X_{k-1} \right),
\]

where \( \tilde{f}_{i} := f_{k+j-1, i-1} \) with \( f_{k,i} \) defined as in (16). We can further write this as
\[
\mathbb{P} \left( \varepsilon_k \leq u X_{k-1}, \varepsilon_{k+j} \leq u \sum_{i=1}^{j-1} \tilde{f}_{i} \varepsilon_{k+j-i} + u \tilde{f}_{j} \varepsilon_{k} + u \tilde{f}_{j+1} X_{k-1} \right)
\]
\[
\leq \mathbb{P} \left( \varepsilon_k \leq u X_{k-1}, \varepsilon_{k+j} \leq u X'_{k+j-1} + u^2 \tilde{f}_{j} X_{k-1} + u \tilde{f}_{j+1} X_{k-1} \right), \quad (40)
\]

where \( X'_{k+j-1} \) is an independent copy of \( X_{k+j-1} \) in the sense that \( X'_{k+j-1} \overset{d}{=} X_{k+j-1} \) and \( X'_{k+j-1} \) is independent of \( \{ \varepsilon_i \}_{i \leq k} \) and \( \{ \varepsilon_i \}_{i \geq k+j} \). Using that \( X_{k-1} \) is independent of \( \varepsilon_k, \varepsilon_{k+j} \) and \( X'_{k+j-1} \), (40) can, analogously to the proof of Proposition 3.1, be written as
\[
\int_0^\infty \mathbb{P} (\varepsilon_k \leq u x) \mathbb{P} \left( \varepsilon_{k+j} \leq u X'_{k+j-1} + u^2 \tilde{f}_{j} x + u \tilde{f}_{j+1} x \right) dF_{X_{k-1}}(x)
\]
\[
= \int_0^{x_n} \mathbb{P} (\varepsilon_k \leq u x) \mathbb{P} \left( \varepsilon_{k+j} \leq u X'_{k+j-1} + u^2 \tilde{f}_{j} x + u \tilde{f}_{j+1} x \right) dF_{X_{k-1}}(x) +
\]
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\[ \int_{x_n}^{\infty} P(\varepsilon_k \leq ux) P\left(\varepsilon_{k+j} \leq uX'_{k+j-1} + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right) dF_{X_{k-1}}(x) \]

\[ =: I_n + II_n \tag{41} \]

for \( x_n = u^{\xi-1}, \xi \in (0, 1) \), with \( x_n \to \infty \) and \( ux_n \to 0 \) as \( n \to \infty \). First, we deal with \( I_n \). Since \( X'_{k+j-1} \) is independent of \( \varepsilon_{k+j} \), we obtain

\[ P\left(\varepsilon_{k+j} \leq uX'_{k+j-1} + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right) \]

\[ = \int_0^\infty P\left(\varepsilon_{k+j} \leq uz + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right) dF_{X_{k+j-1}}(z). \]

With \( z_n = u^{\xi-1}, \xi \in (0, 1) \), such that \( z_n \to \infty \) and \( uz_n \downarrow 0 \) as \( n \to \infty \), for \( x \in (0, x_n) \), this is bounded by

\[ \int_0^{z_n} c \left( uz + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right)^a + \]

\[ \mathcal{O} \left( \left( uz + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right)^{a+\delta} \right) dF_{X_{k+j-1}}(z) + \]

\[ \int_{z_n}^{\infty} P\left(\varepsilon_{k+j} \leq uz + u^2 \tilde{f}_j x + u\tilde{f}_{j+1} x\right) dF_{X_{k+j-1}}(z) \]

\[ =: \tilde{I}_n + \tilde{II}_n, \tag{42} \]

where we also used Assumption 1. For \( \tilde{I}_n \), we have

\[ \tilde{I}_n \leq cu^aE \left[ \left( X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x\right)^a \right] + \]

\[ \mathcal{O} \left( u^{a+\delta} \right) E \left[ \left( X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x\right)^{a+\delta} \right]. \]

Concerning \( \tilde{II}_n \), by Markov’s inequality and Assumption 1 (ii), there exists \( \hat{q}(1-\zeta) \geq a+\delta, p > \hat{q}, \delta > 0 \), such that

\[ \tilde{II}_n \leq \int_{z_n}^{\infty} dF_{X_{k+j-1}}(z) = P(X'_{k+j-1} \geq z_n) \leq \|X'_{k+j-1}\|^{\hat{q}} z_n^{-\hat{q}} = \mathcal{O} \left( u^{a+\delta} \right), \]

selecting \( \zeta > 0 \) sufficiently small. Hence, the sum in (42) is bounded by

\[ \tilde{I}_n + \tilde{II}_n \leq cu^aE \left[ \left( X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x\right)^a \right] + \]

\[ \mathcal{O} \left( u^{a+\delta} \right) E \left[ \left( X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x\right)^{a+\delta} \right] + \mathcal{O} \left( u^{a+\delta} \right). \]
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For $I_n$ from (41), we thus obtain by Cauchy-Schwarz

$$I_n \leq \int_0^{2n} P(\varepsilon_k \leq ux) \left( cu^a \mathbb{E}\left[ (X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x)^a \right] + \mathcal{O}(u^{a+\delta}) \mathbb{E}\left[ (X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} x)^{a+\delta} \right] \right) dF_{X_{k-1}}(x)$$

$$\leq \left( cu^a \mathbb{E}\left[ (X'_{k+j-1} + u\tilde{f}_j x + \tilde{f}_{j+1} X_{k-1})^{2a} \right] + \mathcal{O}(u^{a+\delta}) \right) \left( \int_0^{2n} P(\varepsilon_k \leq ux) dF_{X_{k-1}}(x) \right)^{\frac{1}{2}}$$

$$\leq \left( u^a + \mathcal{O}(u^{a+\tilde{\delta}}) \right) \left( \int_0^{2n} P(\varepsilon_k \leq ux) dF_{X_{k-1}}(x) \right)^{\frac{1}{2}}.$$

Now, using Assumption 1, we have (with $\tilde{\delta} > 0$ sufficiently small such that $p \geq 2a + 2\tilde{\delta}$)

$$\int_0^{2n} P(\varepsilon_k \leq ux) dF_{X_{k-1}}(x) \lesssim u^{2a} \mathbb{E} X_{k-1}^{2a} + u^{2a+2\tilde{\delta}} \mathbb{E} X_{k-1}^{2a+2\tilde{\delta}},$$

and hence $I_n \lesssim u^{2a}$. For $II_n$ in (41), selecting $\xi > 0$ sufficiently small, Markov’s inequality yields

$$II_n \leq \int_{x_n}^{\infty} dF_{X_{k-1}}(x) = P(X_{k-1} \geq x_n) \leq \|X_{k-1}\|_p x_n^{-p} \lesssim u^{2a}, \quad (43)$$

using Assumption 1 (ii). This completes the proof.

8.2 Additional results for the lower bounds

Proof of Lemma 5.3. As will be obvious from the proof, we may set $\tau = \infty$, hence $1_{(X_{k-1} \leq \tau)} = 1$. Moreover, since the case $a = 1$ is trivial, we will assume $a > 1$ below. Recall that $X_k, X_{k-1}$ are independent subject to $P_1$. Set $X = X_{k-1}$. Then

$$E_{P_1} \left[ \frac{X_{k-1}}{X_k} 1_{\{X_{k-1} > fX_{k-1}\}} \right] = E_{P_1} \left[ X \frac{b^a}{\Gamma(a)} \int_0^{\infty} t^{a-2} e^{-bt} dt \right] - E_{P_1} \left[ X \frac{b^a}{\Gamma(a)} \int_0^{fX} t^{a-2} e^{-bt} dt \right]. \quad (44)$$
Since $\Gamma(a) = (a-1)\Gamma(a-1)$ for $a > 1$, we obtain for the first summand

$$(a - 1)fE_{P_1} \left[ X \frac{b^a}{\Gamma(a)} \int_0^\infty t^{a-2}e^{-bt} \, dt \right] = b fE_{P_1} \left[ X \int_0^\infty f_{\Gamma(a-1,b)}(t) \, dt \right] = b fE_{P_1} [X_{k-1}], \quad (45)$$

where $f_{\Gamma(a-1,b)}$ denotes the density of a $\Gamma(a-1,b)$-distributed random variable. For the second summand, we have

$$(a - 1)fE_{P_1} \left[ X \frac{b^a}{\Gamma(a)} \int_0^{fX} t^{a-2}e^{-bt} \, dt \right] \leq fE_{P_1} \left[ X \int_0^{fX} t^{a-2}e^{-bt} \, dt \right] = fE_{P_1} X^a \frac{p}{a - 1} \lesssim f^a. \quad (46)$$

Combining (45) and (46) with (44) gives the result.

**Proof of Lemma 5.4.** As in the proof of Lemma 5.3 we use an independent copy $X$ of $X_{k-1}$, yielding

$$\left| \frac{fX_{k-1}}{X_k} \mathbb{1}_{\{X_k > fX_{k-1}\}} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \right|^p \leq E_{P_1}(fX)^p \int_1^{fX} t^{a-1-p}e^{-bt} \, dt + E_{P_1}(fX)^p \int_1^\infty t^{a-1-p}e^{-bt} \, dt \mathbb{1}_{\{X \leq \tau\}}. \quad (47)$$

For the first integral in (47), we get

$$\int_1^{fX} t^{a-1-p}e^{-bt} \, dt \leq \frac{(fX)^{a-p} - 1}{p - a}. \quad (48)$$

Since $E_{P_1} X^a < \infty$, we thus obtain for the first expectation in (47)

$$E_{P_1}(fX)^p \int_1^{fX} t^{a-1-p}e^{-bt} \, dt \leq E_{P_1}(fX)^p \frac{(fX)^{a-p} - 1}{p - a} \lesssim \frac{f^a}{p - a}. \quad (49)$$

We now turn to the second expectation in (47). Since

$$\int_1^\infty t^{a-1-p}e^{-bt} \, dt \leq \Gamma(a) \int_1^\infty f_\varepsilon(t) \, dt \leq \Gamma(a),$$

we obtain

$$E_{P_1}(fX)^p \mathbb{1}_{\{X \leq \tau\}} \int_1^\infty t^{a-1-p}e^{-bt} \, dt \lesssim f^{(p-a)\varepsilon_0} E_{X^a} \lesssim f^{p\tau(p-a)\varepsilon_0}. \quad (50)$$

Combining (48) and (49) with (47), we obtain

$$E_{P_1} \left( \frac{fX_{k-1}}{X_k} \right)^p \mathbb{1}_{\{X_k > fX_{k-1}\}} \mathbb{1}_{\{X_{k-1} \leq \tau\}} \lesssim \frac{f^a}{p - a} + f^{p\tau(p-a)\varepsilon_0}. \quad \square$$
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Proof of Lemma 5.5. If a sequence $X_n$ of random variables only takes values in the set $\{0, 1\}$, it suffices to show that $\mathbb{E}X_n \to 0$ to establish $X_n \xrightarrow{P} 0$. To this end, we assume w.l.o.g. that $n^*$ is even, and consider $\mathcal{I}, \mathcal{J} \subset \{1, \ldots, n^*\}$ such that

$$\mathcal{I} = \{2, 6, 10, \ldots\}, \quad \mathcal{J} = \{4, 8, 12, \ldots\}.$$  

Then, by independence

$$\mathbb{E}_{\mathbb{P}_1} \prod_{k \in \mathcal{I}} \mathbb{1}_{\{X_k > fX_{k-1}\}} = \prod_{k \in \mathcal{I}} \mathbb{E}_{\mathbb{P}_1} \mathbb{1}_{\{X_k > fX_{k-1}\}}.$$  

Next, again by independence, we have

$$\Gamma(a) \mathbb{E}_{\mathbb{P}_1} \mathbb{1}_{\{X_k \leq fX_{k-1}\}} \leq \mathbb{E}_{\mathbb{P}_1} \int_0^{fX_{k-1}} x^{a-1} dx \lesssim f^a.$$  

Together with the above, this implies

$$\mathbb{E}_{\mathbb{P}_1} \prod_{k \in \mathcal{I}} \mathbb{1}_{\{X_k > fX_{k-1}\}} \geq \left(1 - O(f^a)\right)^{n^*/2} = e^{O(c_f^{-1})} = 1 + o(1),$$  

as $c_f \to \infty$, and hence

$$\prod_{k \in \mathcal{I}} \mathbb{1}_{\{X_k > fX_{k-1}\}} \xrightarrow{\mathbb{P}_1} 1.$$  

(50)

We may argue analogously for $\mathcal{J}$. Since clearly $\mathbb{1}_{\{X_1 > fX_0\}} \xrightarrow{\mathbb{P}_1} 1$, the claim follows.  

Proof of Lemma 5.6. Since by Markov’s inequality and $t > 0$

$$\mathbb{P}\left(\max_{0 \leq k \leq N} X_k \geq \tau_N^2\right) \leq e^{-t \tau_N^2} (N + 1) e^{tX_0},$$  

this follows from the fact that for $t < b$, we have

$$M_{X_0}(t) = e^{tX_0} = (1 - t/b)^{-a}.$$  
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