Entropy and disorder enable charge separation in organic solar cells
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Although organic solar cells (OSCs) have the potential to become low-cost renewable-energy sources, the precise mechanisms of how they convert photoexcitations into free charge carriers are not completely understood. The efficiency of OSCs depends on the separation of charge-transfer (CT) states formed at donor-acceptor interfaces (Fig. 1), where the Coulomb binding energy between the hole and the electron is usually assumed to be

$$U(r) = \frac{e^2}{4\pi\varepsilon_0\varepsilon_r r},$$

(1)

where $r$ is the distance between them, $e$ is the elementary charge, $\varepsilon_0$ is the permittivity of vacuum, and $\varepsilon_r$ is the dielectric constant. Organic semiconductors typically have low dielectric constants, $\varepsilon_r \approx 2 - 4$, meaning that a CT state with a typically assumed nearest-neighbour electron-hole separation of $r = 1$ nm experiences a Coulomb binding of about 500 meV [1]. Because this barrier is much greater than the available thermal energy ($k_B T = 25$ meV), one might expect that the charges could never separate, or at least not within the lifetime of the CT state. Nevertheless, CT-state dissociation approaches 100% efficiency in some OSCs [2]; explaining this has been a central question in the field.

Efficient charge separation can be reproduced using several kinetic models, either kinetic Monte Carlo simulations [3–6] or analytical generalisations of Onsager’s theory [7–13]. However, it is often difficult to distill the fundamental physics from intricate simulations. In the present case, the simulations have not set aside the fundamental physics from intricate simulations. In theoretical models, the Coulomb binding between the electron and the hole can exceed the thermal energy $k_B T$ by an order of magnitude, suggesting that it is impossible for the charges to separate before recombining.

Here, we consider the entropic contribution to charge separation in the presence of disorder and find that even modest amounts of disorder have a decisive effect, reducing the charge-separation barrier to about $k_B T$ or eliminating it altogether. Therefore, the charges are usually not thermodynamically bound at all and could separate spontaneously if the kinetics otherwise allowed it. Our conclusion holds despite the worst-case assumption of localised, thermalised carriers, and is only strengthened if mechanisms like delocalisation or ‘hot’ states are also present.

Although organic heterojunctions can separate charges with near-unity efficiency and on a sub-picosecond timescale, the full details of the charge-separation process remain unclear. In typical models, the Coulomb binding between the electron and the hole can exceed the thermal energy $k_B T$ by an order of magnitude, suggesting that it is impossible for the charges to separate before recombining.

Here, we show that a combination of entropy and energetic disorder suffice to reduce the barrier to CT-state dissociation to make it easily surmountable or entirely absent, even with the worst-case assumption of localised and thermalised charges. Our result can be seen as a simple, thermodynamic explanation of the success of previous kinetic models. We emphasise that, in the absence of a large barrier, purely thermodynamic considerations cannot predict their separation exceeds the Bjerrum length (or Coulomb capture radius) $r_c = e^2/4\pi\varepsilon_0\varepsilon_r k_B T$. As Onsager already pointed out, this cut-off is “somewhat arbitrary” [7]. As Onsager already pointed out, this cut-off is “somewhat arbitrary” [7]. We show that $r_c$ is not the separation at which charges spontaneously dissociate in an OSC and we redefine the capture length to avoid the arbitrariness of this cut-off.

Here, we show that a combination of entropy and energetic disorder suffice to reduce the barrier to CT-state dissociation to make it easily surmountable or entirely absent, even with the worst-case assumption of localised and thermalised charges. Our result can be seen as a simple, thermodynamic explanation of the success of previous kinetic models. We emphasise that, in the absence of a large barrier, purely thermodynamic considerations cannot predict

A related conceptual difficulty is distinguishing bound charges from free ones when the binding potential (such as Eq. [1]) monotonically increases [25]. It is conventionally assumed the charges are free if $U(r) < k_B T$, i.e., if their separation exceeds the Bjerrum length (or Coulomb capture radius) $r_c = e^2/4\pi\varepsilon_0\varepsilon_r k_B T$. As Onsager already pointed out, this cut-off is “somewhat arbitrary” [7]. As Onsager already pointed out, this cut-off is “somewhat arbitrary” [7]. We show that $r_c$ is not the separation at which charges spontaneously dissociate in an OSC and we redefine the capture length to avoid the arbitrariness of this cut-off.

Here, we show that a combination of entropy and energetic disorder suffice to reduce the barrier to CT-state dissociation to make it easily surmountable or entirely absent, even with the worst-case assumption of localised and thermalised charges. Our result can be seen as a simple, thermodynamic explanation of the success of previous kinetic models. We emphasise that, in the absence of a large barrier, purely thermodynamic considerations cannot predict

Figure 1. Charge separation in organic solar cells. Organic solar cells typically contain two materials, a donor (usually a polymer) and an acceptor (usually a fullerene). After an exciton (1) is formed by the absorption of a photon, it diffuses to the donor-acceptor interface (2). Charge transfer across the interface forms a charge-transfer state (3), whose dissociation into free charges (4) is responsible for charge generation. Arrows: as the charges move away from the interface, they have access to more sites, increasing the entropy.
rates $k$, which would be governed by the pre-exponential factors in the Arrhenius equation, $k \propto \exp(-\Delta E/k_B T)$. Given this expression for the separation rate along with the large energetic barrier $\Delta E$, one might expect the charges never to separate.

Two groups have previously argued that entropy can reduce the height of the potential barrier because increasing the electron-hole separation $r$ increases the number of states $\Omega(r)$ for the charges to be arranged, thus decreasing the free energy. Clarke and Durrant showed that the entropic contribution to charge separation is important because it has a similar magnitude to the Coulomb binding energy. They modelled $\Omega(r)$ as scaling as $r^2$ due to their assumption that the electron can occupy sites within a hemisphere centred on the stationary hole. Gregg also considered the entropy of charge separation, but he modelled an exciton in a single material. He recognised that $\Omega(r)$ should scale not with the volume but with the surface area, because it counts the accessible states when the electron and hole are restricted to be $r$ apart. For a given $r$, the electron can occupy sites on a sphere centred at the hole, giving $\Omega(r) = 4\pi r^2 a^2$, where $a$ is the lattice constant. At a planar interface, the number of states on a hemisphere would be $\Omega(r) = 2\pi r^2 a^2$. Subsequently, observations that charges on an interface between an organic semiconductor and vacuum can escape the Coulomb barrier have been attributed to an increase in entropy.

Here, we address two limitations of the previous models that led them to underestimate the magnitude of entropic effects and retain the conclusion that additional mechanisms might be necessary to explain charge separation. First, we remove the assumed inability of the hole to leave the interface and, second, we add disorder.

We model the organic semiconductors as a hexagonal close-packed lattice with a site density of $\rho = 1 \text{ nm}^{-3}$, giving a lattice constant of $a = (\sqrt{3}/\rho)^{1/3} = 1.12 \text{ nm}$. Both the donor and the acceptor have $\varepsilon_r = 3.5$ and the temperature is $T = 300 \text{ K}$. The electron and the hole occupy sites on the lattice and start as a CT state at the interface, with the hole in the donor and the electron in the acceptor. The nearest-neighbour distance across the interface (which is in the $xy$ plane) is typically $b = 1 \text{ nm}$, as shown in Fig. 2.

We consider the energetically ordered case before adding disorder. Because of translational symmetry along $x$ and $y$, the CT state can be assumed without loss of generality to initially be at the origin. Doing so eliminates two degrees of freedom, so it is necessary to eliminate two degrees of freedom from the separated charges as well. We do so by fixing the $x$ and $y$ coordinates of the hole, allowing it to only move along $z$, as shown in Fig. 2. Alternatively, the $x$ and $y$ coordinates of the centre of mass of the separated charges could be fixed.

For the charges to separate, either the electron or the hole (or both) can leave the interface, meaning that allowing only the electron to leave undercounts the number of accessible states (this is so even if the electron is more mobile than the hole, since entropy is a thermodynamic quantity and not a kinetic one). Because all the site energies are the same at a given value of $r$, the ordered case is easily discussed in the microcanonical ensemble, as was done in refs. and . For entropy to be properly defined, it should contain all contributions where the charges are $r$ apart, including when the hole is at different depths, $d$, into the donor. For a given $d$, the electron can occupy sites within a spherical-cap shell centred on the hole and having the desired radius $r$. The number of possible sites for the electron is proportional to the volume of the spherical-cap shell: $n(r, d, b) = 2\pi r(r - d - b/2)wp$, where we assume the shell has width $w = 1 \text{ nm}$. The total number of accessible arrangements $\Omega(r)$ is the sum of contributions from all the spherical caps as $d$ varies from $b/2$ (hole adjacent to the interface) to $r - b/2$ (electron adjacent to the interface), i.e.,

$$\Omega(r) = \sum_{d=\frac{b}{2}}^{r-\frac{b}{2}} n(r, d, b) = \pi r(r-b)^2 \rho,$$  \hspace{1cm} (2)

where the sum goes in steps of $w$. Finally, with entropy $\Delta S(r) = k_B \ln \Omega(r)$, the free energy is

$$\Delta G_{\text{ordered}}(r) = U(r) - k_B T \ln \Omega(r).$$  \hspace{1cm} (3)
If the hole’s position is assumed to be fixed \(r_0\), \(\Omega(r)\) scales as \(r^2\), whereas in the present model it scales as \(r^3\) due to the additional degree of freedom of the hole. Because the entropy depends logarithmically on \(\Omega(r)\), only the scaling matters; prefactors cancel when computing entropy differences, meaning that it is not important to know \(\rho\) and \(w\) precisely. The same reasoning implies that a planar interface is a reasonable approximation, since changing the curvature of the interface would mostly affect the prefactor, as opposed to the scaling.

An important consequence of introducing an entropic contribution to the free energy is the appearance of a maximum in \(\Delta G(r)\) as shown in Fig. 2. The position \(r^\dagger\) of this maximum is a more natural definition of the radius at which the electron and the hole separate than the Bjerrum length \(r_c\), since the charges will spontaneously move apart past \(r^\dagger\). In the energetically ordered case, if \(\Omega(r) \propto r^\gamma\), then \(r^\dagger = r_c/\gamma\). With a fixed hole, \(\gamma = 2\) predicts \(r^\dagger = r_c/2 \approx 8\,\text{nm}\), whereas allowing the hole to move reduces \(r^\dagger\) further to about \(r_c/3 \approx 5\,\text{nm}\) (or exactly \(r_c/3\) if the initial CT state separation distance is 0). Nevertheless, the barrier is still considerable, \(\sim 7k_BT\).

OSC’s are disordered materials and disorder can significantly affect the entropy. We introduce energetic disorder by drawing the site energies \(E_\alpha\) from a normal distribution with standard deviation \(\sigma\) \([24\,28]\). In the presence of disorder, electron-hole arrangements with equal separation no longer have the same energy and their thermodynamic properties are most easily calculated in the canonical ensemble. For a system at constant temperature, the free energy (in the absence of \(PV\) work, the Helmholtz and Gibbs free energies are equal) is

\[
\Delta G_{\text{disordered}}(r) = -\langle k_BT \ln Z(r) \rangle, \tag{4}
\]

where \(\langle \cdot \rangle\) denotes averaging over the disorder ensemble (we used 1000 realisations for each value of \(r\)). The partition function is

\[
Z(r) = \sum_{\alpha=1}^{[\Omega(r)]} \exp \left( -\frac{U(r) + E^e_\alpha + E^h_\alpha}{k_BT} \right), \tag{5}
\]

where the sum goes over all possible arrangements \(\alpha\) of the electron and the hole at a distance \(r\) apart. The number of arrangements \([\Omega(r)]\) is taken from Eq. 2 (and rounded down) to ensure consistency with Eq. 3 in the ordered limit \(\sigma = 0\). The charge arrangements were determined by selecting \([\Omega(r)]\) sites from the hexagonal close-packed lattice closest to the corresponding spherical cap. The energies \(E^e_\alpha\) and \(E^h_\alpha\) are the disordered site energies of the electron and hole sites in arrangement \(\alpha\).

Including disorder significantly reduces the free-energy barrier, as shown in Fig. 4. Disorder allows the charges to separate more easily because they are more likely to find lower-energy sites at greater separations. Although the amount of disorder depends on the material and its preparation, our conclusions hold for disorder close to the typical value of \(\sigma = 100\,\text{meV}\) \([1\,24\,39]\). In that case, the height of the energy barrier \(\Delta G^\ddagger \approx k_BT\), meaning that the thermal energy could facilitate charge separation (see Fig. 3 for comparison with ordered models).

Fig. 4 depicts the average free-energy landscape due to the averaging in Eq. 4. In reality, each realisation of the disorder results in a different landscape, and the corresponding standard deviations in \(\Delta G_{\text{disordered}}(r)\) are shown in Fig. 4. In particular, the presence of disorder means that some free-energy landscapes contain low-lying traps which may hinder charge separation.

It is possible to separate the contributions of entropy and disorder to the free energy in Eq. 4. By itself, the disorder lowers the energy from \(U(r)\) to

\[
\Delta E_{\text{disordered}}(r) = \left\langle \frac{1}{Z(r)} \sum_{\alpha=1}^{[\Omega(r)]} E_\alpha e^{-E_\alpha/k_BT} \right\rangle, \tag{6}
\]

where \(E_\alpha = U(r) + E^e_\alpha + E^h_\alpha\), while the difference between \(\Delta G_{\text{disordered}}(r)\) and \(\Delta E_{\text{disordered}}(r)\) is the purely entropic contribution, as illustrated in Fig. 4. The entropic contribution is largest in the ordered case, where the occupation of all states at fixed \(r\) is equally likely, whereas increasing disorder decreases the entropic component because the charges are most likely to be found in a smaller number of lower-lying sites. Consequently, in very disordered materials the disorder dominates the reduction in free energy, whereas at medium values of \(\sigma\) the effects of entropy and disorder are comparable.
where tions create a more ordered energetic landscape, decreas-
etheir correlated counterparts except that the energies

\[ E_j = N^{-1/2} \sum_{i=1}^{N_j} K(r_{ij})E_i, \]

\[ \text{where } N_j \text{ is the number of sites within } l_c \text{ of site } j \text{ and } K(r_{ij}) \text{ equals } 1 \text{ if } r_{ij} \leq l_c \text{ and } 0 \text{ otherwise.} \]

The expression for the free energy \( \Delta G(r) \) with correlated disorder is the same as in the uncorrelated case, except that the energies \( E_{\alpha}^{e,h} \) in Eq. 5 are replaced with their correlated counterparts \( \tilde{E}_{\alpha}^{e,h} \).

As the disorder correlation length \( l_c \) increases, the height of the free-energy barrier also increases. Correla-
tions create a more ordered energetic landscape, decreas-
ing the entropic contribution to the free energy, as seen in Fig. 4. The effect of increasing correlations is roughly equivalent to decreasing the energetic disorder, and so it is sufficient to know the effective disorder \( \sigma \) without needing to know the exact extent of spatial correlation.

Overall, including a mobile hole and a disordered energy landscape predicts a lower barrier and a more realistic barrier position compared to previous work. In particular, our prediction of a small \( r^+ \) is consistent with the experimental evidence that the charges separate when they are about 4 nm apart. The finding that disorder enhances charge separation is consistent with previous work indicating high charge generation in OSCs with an energetically disordered interface. By contrast, in the bulk—once the charges are separated—disorder reduces performance because it increases the likelihood of charge trapping, thus decreasing charge mobility and extraction.
Our assumption of localised charge carriers shows that our conclusions hold in the worst-case model with the most strongly bound charges. In reality, both charges are partially delocalised \cite{18 19 21 22 24}, which would make it even easier for them to move apart than there are for them to capture entropy indirectly, since there are more pathways than exciton recombination lifetimes \cite{1, 36, 37}, meaning the Coulomb barrier infinite. Even if the potential of point charges is that their separation would be zero, the insignificance of the Coulomb barrier makes the Arrhenius equation inappropriate, since a quasi-equilibrium between the reactants and the transition state cannot be used to calculate precise rates or efficiencies. Indeed, a low or non-existent barrier to charge separation makes the Arrhenius equation inappropriate, since a quasi-equilibrium between the reactants and the transition state will not be established. Ultimately, the efficiency of charge separation and recombination, and our claim—that the Coulomb binding is not the dominant barrier to charge separation—does not rule out other kinetic obstacles that might make separation slower than recombination. In particular, we do not predict that all disordered OSCs have high efficiencies, since efficient separation requires not only a low barrier, but also a high frequency of attempts to cross it. Indeed, slow charge separation could yield a low efficiency even if there were no thermodynamic barrier at all. However, the insufficiency of the Coulomb barrier does mean, for example, that attempts to improve charge yields by reducing the Coulomb attraction—e.g., by increasing $\varepsilon_r$ \cite{34, 35}—are, by themselves, unlikely to result in the dramatic improvements.

Similarly, our model does not apply to exciton dissociation in a single phase, where it might be expected to predict high yields that are not observed. The main difficulty with interpreting a localised exciton as a pair of point charges is that their separation would be zero, making the Coulomb barrier infinite. Even if the potential between the charges were modified to account for a finite exciton binding energy, there would be less entropy to be gained from charge separation because, in a single phase, the exciton is not restricted to an interface. In particular, the number of configuration would scale as $r^3$ \cite{26}, instead of $r^2$ when an interface is present. More importantly, the recombination lifetimes of CT states are much longer than exciton recombination lifetimes \cite{1, 36, 37}, meaning that CT states have more opportunities for dissociation, giving a higher efficiency.

An alternative, kinetic perspective on charge separation is afforded by kinetic Monte Carlo simulations, which can also predict efficient charge separation for similar parameter values \cite{3, 6}. Analytical treatments based on Onsager theory \cite{7, 8} are also instructive, even if they are unable to treat disorder. All of these kinetic simulations capture entropy indirectly, since there are more pathways for the charges to move apart than there are for them to move together. Our thermodynamic point of view is a complementary one, with the advantage of a conceptually simple argument that directly refutes the widespread view that charge separation in OSCs involves surmounting a hopelessly large barrier.

In summary, our results show that entropy and disorder can drive charge separation even if the charges are localised and thermally relaxed. For typical energetic disorder $\sigma = 100 \text{ meV}$, the height of the free-energy barrier is about $k_B T$, which means that charge separation can occur without a large thermodynamic barrier as previously thought. Furthermore, our prediction of a small $r^3$ is consistent with experimental evidence that shows that 4 nm separation is sufficient for generating a charge separated state \cite{31, 32}. In the future, our estimates of barrier height will be refined by including delocalisation, morphological variation, and energetic gradients caused by external electric fields or molecular aggregation \cite{14}. However, since we started with the worst-case model of localised, relaxed charges, additional enhancement mechanisms would only strengthen our argument that there is no thermodynamic obstacle to charge separation.
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