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Abstract

Neural network-based semantic segmentation has achieved remarkable results when large amounts of annotated data are available, that is, in the supervised case. However, such data is expensive to collect and so methods have been developed to adapt models trained on related, often synthetic data for which labels are readily available. Current adaptation approaches do not consider the dependence of the generalization/transferability of these models on network architecture. In this paper, we perform neural architecture search (NAS) to provide architecture-level perspective and analysis for domain adaptation. We identify the optimization gap that exists when searching architectures for unsupervised domain adaptation which makes this NAS problem uniquely difficult. We propose bridging this gap by using maximum mean discrepancy and regional weighted entropy to estimate the accuracy metric. Experimental results on several widely adopted benchmarks show that our proposed AutoAdapt framework indeed discovers architectures that improve the performance of a number of existing adaptation techniques.

1. Introduction

Fully connected convolutional neural networks have shown to be effective for per-pixel classification (semantic segmentation) in images particularly in the supervised case \cite{2, 3, 11, 52}. However, performance degrades when the networks are applied to domains which they were not trained on, that is, when there is a domain shift. Labeling data in the new domain is expensive so researchers have explored adapting the networks in an unsupervised manner \cite{18, 17}, a technique known as unsupervised domain adaptation (UDA).

UDA seeks to narrow the domain gap between a source dataset, for which we have images and labels, and a target dataset, for which we have only images. While good progress has been made in UDA for image classification \cite{31, 32, 44}, UDA for semantic segmentation remains a challenge since knowledge of both the image features and the image structure is needed in order to adapt.

Work has been proposed to address UDA at the feature-level \cite{18}, at the image-level \cite{17, 55, 5} and at the output space-level \cite{42, 46, 35, 24}. However, we find some interesting observations at the architecture-level, in particular the lack of correlation between how well a model performs on a supervised problem and how well it performs for UDA. As shown in Fig. 1 DeepLabV3+ \cite{3} and DANet \cite{11} both outperform DeepLabV2 \cite{2} on supervised semantic segmentation but perform worse in the UDA case. Model improvements in the supervised case do not necessarily translate to improvements for UDA. Model search must be performed separately for UDA but doing this manually is a significant undertaking especially since the optimal model can be dataset dependent. We therefore turn to the burgeoning field of NAS.
of neural architecture search (NAS). We design a search space over semantic segmentation models for UDA that includes advanced modules and configurations. We then develop a search framework that finds effective models that can be used with existing UDA approaches.

However, as we will point out, performing automated search over candidate model architectures for UDA including different training and adaptation configurations is a difficult problem. Simply combining existing NAS search methods with UDA approaches is not effective. Tighter integration between these two concepts is needed particularly regarding how to evaluate candidate architectures when labeled data is not available for the target domain. We study the optimization gap that results when using NAS for UDA and bridge this gap by simulating the target domain evaluation metric. We incorporate these contributions into a complete search framework.

We make the following contributions in this work:

- We approach UDA from a novel perspective, namely architecture. We propose AutoAdapt, the first framework to our knowledge to perform automated network search for UDA.
- We show that a tight integration between network search and domain adaptation is necessary, that it is not enough to simply combine existing NAS and UDA.
- We propose a novel evaluation metric for model selection to guide the search controller so that it finds architectures close to those that would result if target domain labels were available.

2. Related work

UDA for semantic segmentation Various UDA techniques have been applied for semantic segmentation. Adversarial training [42, 46, 43, 5, 34, 47, 17, 25, 8], has been used where one network predicts the segmentation mask of an image, which can be from either the source or target domain, and another network tries to discriminate which domain the image and mask are from. A second category of methods use self-training to iteratively adapt models using target-set pseudo labels generated by the previous state of the model [55, 24, 25, 53]. Other frameworks to UDA have also been proposed [9, 41, 20, 23, 1, 50, 48, 22]. However, all the above methods approach UDA from the image, feature or output-space level. In contrast, our AutoAdapt framework investigates UDA at the architecture level.

AutoML AutoML has been applied recently to search solutions to problems such as augmentation policy [27]. In the context of NAS, numerical techniques have been proposed to compress or find a tiny model architectures. Recently, [30] proposed a gradient-based method (DARTS) to make the architecture search differentiable. This makes it faster than other search methods based on reinforcement learning [5] or evolutionary algorithms [36, 29] and reduces the cost from hundreds or thousands of GPU days to just a few GPU. This has increased the scope of problems that NAS has been applied to. For example, DARTS has been applied to search model architectures for generative networks for image synthesis [15, 12], for semantic segmentation [28] and for object detection [13], etc. However, to our knowledge, we are the first to search model architectures for unsupervised domain adaptation.

3. AutoAdapt: Domain adaptation at the architecture level

We now describe our novel AutoAdapt framework for unsupervised domain adaptation in semantic segmentation. We provide background material and identify and analyze the challenges in searching network architectures for UDA in Sec. 3.1. We illustrate how we address these challenges by proposing a novel joint evaluation criterion for model selection in Sec. 3.2. Finally, we summarize our proposed AutoAdapt framework in Sec. 3.3. Algo. 1 provides an overview of AutoAdapt.

3.1. Preliminaries and motivation

NAS searches the space of valid architectures guided by an objective function. If the space of architectures is parameterized by $\alpha$ and the network weights are parameterized by $w$ then the joint architecture and weight search for a specific problem can be formulated as minimizing an objective function $J(\alpha, w)$ as follows:

$$
\min_{\alpha} J_{\text{search}}(\alpha, w^*(\alpha))
\quad \text{s.t.} \quad w^*(\alpha) = \arg\min_w L_{\text{train}}(\alpha, w).
$$

This implies a bilevel optimization problem. In order to optimize $\alpha$, we first need to optimize $w$. For most supervised tasks, $J_{\text{search}}$ and $L_{\text{train}}$ can be easily minimized by using a training set to update $w$ and a validation set to update $\alpha$. This is because, the proxy datasets (training and validation) are derived from the same dataset. However, the situation is different for UDA where accuracy can be only computed for the source dataset $(x^S \in X^S, y^S \in Y^S)$. Due to the lack of labels, the accuracy for target dataset $(x^T \in X^T)$ cannot be computed and so there is no way to update $\alpha$.

Focusing on the details of UDA approaches helps explain this problem. We take adversarial learning as an example since it is a common approach to UDA [42, 43, 46, 33]. Since the source dataset has class labels, it can be incorporated into a segmentation loss such as a 2D cross entropy loss. However, the target dataset does not have class labels and so can only be incorporated into an adversarial loss such
as a binary cross entropy loss in which the domains become the labels. While the class labels provide semantic information, the domain labels only help the model identify if the input is from source (1) or target (0) in order to align the distributions. We have the following situation

\[ \mathcal{L}_{\text{seg}}^S(x^S, y^S) = -y^S \log(p_{x^S}) \]  \tag{2} 

\[ \mathcal{L}_{\text{adv}}^T(x^T) = -\log(D(G(x^T))) \]  \tag{3} 

where \( S \) and \( T \) denote the source and target datasets, and the corresponding losses are denoted as \( \mathcal{L}_{\text{seg}}^S \) and \( \mathcal{L}_{\text{adv}}^T \) which are the segmentation loss (2D cross-entropy loss with class labels) and the adversarial loss (binary cross entropy loss with domain labels). \( G(x^T) \) is the segmentation network treated as a generator which can operate in the feature, pixel or output space. \( D \) is the discriminator network. Information from the segmentation model (feature, pixel, output space, etc.) is fed to \( D \) to try fool it. \( p_{x^S} \) denotes the probability output by the segmentation network. The segmentation network is then jointly optimized as follows:

\[ \min_w \mathcal{L}_{\text{seg}}^S(x^S, y^S) + \lambda\mathcal{L}_{\text{adv}}^T(x^T) \]  \tag{4} 

Once the segmentation network is updated, the discriminator network is optimized as follows:

\[ \min_D - (1 - z) \log(1 - D(p)) + z \log D(p) \]  \tag{5} 

where \( z = 0 \) if the sample is drawn from the target domain, and \( z = 1 \) if it is from the source domain. This two-player game forces the model to generate predictions from the target domain that are close to predictions from the source.

We can see from the above equations that \( \mathcal{L}_{\text{adv}}^T(x^T) \) is only an adversarial training loss and so is meaningless for evaluating the model performance on the target domain. The situation is thus different from NAS for supervised problem where \( J_{\text{search}} \) is equal to \( \mathcal{L}_{\text{val}} \) which is the same loss as \( \mathcal{L}_{\text{train}} \) (training set) but just with a different dataset (validation set). In the supervised NAS problem, \( \mathcal{L}_{\text{val}} \) reflects how well the model is performing. However, when NAS is used for UDA, Eq. 4 and Eq. 5 form the \( \mathcal{L}_{\text{train}} \) to update \( w \). Since the adversarial loss provides no feedback on how the model performs on the target dataset, \( \alpha \), and thus the model architecture, cannot be updated in a meaningful way. We identify this as an optimization gap when applying NAS to UDA.
3.2. Bridging the gap without labels

Then main challenge of the search problem is bridging this optimization gap that results when labels are not available for the target domain. The form of the objective used to guide the search is an open problem. Further, it is clear that the performance of a candidate model on the target dataset can only be approximated. We seek a joint metric to approximate this performance. Specifically, maximum mean discrepancy (MMD) is used for computing the distance between source and target domains and entropy is used for determining the model confidence based on output structure.

Maximum Mean Discrepancy (MMD) has been widely used as a regularizer for domain adaptation beyond feature and output spaces. As a confidence measurement, entropy indicates where a model is struggling. We therefore investigate using entropy to evaluate how candidate architectures perform on the target dataset. Specifically, given a softmax score map $p$ for a target image $x^T$, denoted as $p^{(h,w,c)}_{x^T}$ where $h, w, c \in H, W, C$ indicate the indices along height, width and class dimensions of the last softmax layer of the model, we compute the entropy as

$$\text{Ent}_{x^T}^{(h,w)} = \frac{-1}{\log(C)} \sum_{c=1}^{C} p^{(h,w,c)}_{x^T} \log p^{(h,w,c)}_{x^T}. \quad (7)$$

Here, $C$ indicates the number of semantic classes. $\text{Ent}_{x^T}^{(h,w)}$ is a 2D matrix, and in order to produce a consistent metric, we average the entropy over all pixel locations as follows:

$$\text{Ent}_{x^T} = \frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} \text{Ent}_{x^T}^{(h,w)} \quad (8)$$

However, average entropy does not achieve our goal of evaluating the structure of the output. We therefore propose an improved Regional weighted Entropy (ReEnt) to measure adaptation performance with respect to output structure. We first partition the input image into regions $R$ based on the appearance similarity computed using the low-level features. We then compute the entropy value for each region as follows:

$$\text{ReEnt}_{x^T}^{(r,c)} = \beta \frac{1}{\log(r)} \sum_{h',w'}^{r} p_{x^T}^{(h',w',c)} \log p_{x^T}^{(h',w',c)} \quad (9)$$

where $h', w'$ represent the location of the region $r$. Since the areas of the regions vary, $\beta$ is used to weight their importance as measured by their proportion of the total area:

$$\beta = \frac{\text{Area}_r}{\sum_{r' \in R} \text{Area}_{r'}} \quad (10)$$

This is different from standard entropy which is used to characterize the probability distribution along class dimensions. Our goal instead is to determine if a model produces smooth predictions within regions that have similar appearance. If the probability is evenly distributed (smooth prediction) within a region, then the entropy will be large entropy. So that all the metrics are consistent (smaller is better), we take the opposite value. Finally we derive the regional weighted entropy for the whole image as:

$$\text{ReEnt}_{x^T} = \frac{1}{C} \sum_{c=1}^{C} \sum_{r \in R} \text{ReEnt}_{x^T}^{(r,c)} \quad (11)$$
Joint Metric for Model Selection Our metric for evaluating the performance of UDA which is also used for model selection consists of two parts, one to evaluate domain alignment and another to evaluate output structure. In order to also limit the computational cost of the searched segmentation models, we add a computation complexity (MACs) constraint as a regularization term in the objective function. Our search goal thus becomes minimizing the objective function as follows:

\[
\min_{\alpha} \text{MMD}(\mathcal{X}^S, \mathcal{X}^T) + \text{ReEnt}(w^*(\alpha), \alpha, \mathcal{X}^T) + \lambda \text{MACs}(\alpha)
\]

\[
\text{s.t. } w^*(\alpha) = \arg\min_w L_{DA}(\alpha, w, \mathcal{X}^S, \mathcal{X}^T).
\]

(12)

It is noted that, the proposed evaluation metric cannot be served as the training objective. Since the proposed ReEnt is not differentiable resulting in not available for backpropagation while training.

3.3. Framework

We now summarize the proposed AutoAdapt framework for unsupervised domain adaptation. As is done in most NAS techniques, we create a proxy task to perform NAS. Once the optimal architecture is determined, the model is retrained using the entire dataset.

As shown in Algo. 1, AutoAdapt has two stages. Stage I: Search and build model Given a specified search space and a pretrained backbone (seed-net), a child model (super-net) will be created by the search controller (which could be based on reinforcement learning, evolutionary algorithms, gradient descent, etc.). Stage II: Domain adaptation Given the child model, our goal is to update the model weights by adapting from the source to the target, that is to compute \( w^*(\alpha) \). Note that any domain adaptation method can be used to accomplish this. We then evaluate the adapted model using the proposed joint metric \( \text{MMD}(\mathcal{X}^S, \mathcal{X}^T) + \text{ReEnt}(w^*(\alpha), \alpha, \mathcal{X}^T) \), and, through the optimization in Eq. 12 provide feedback to the controller to generate the next novel architecture. Through such interactions, the final optimal solution will be derived from the minimum evaluation score. To improve efficiency, the search is based on a proxy task, that is to find \( \alpha \) using a small number of training iterations and with a simple UDA method (AdvEnt[46]). Finally, the discovered architecture \( \alpha^* \) is retrained with the full datasets and with a sufficient number of iterations. Note that we can consider different UDA methods during retraining. In the experiments below, we investigate AdvEnt [46], IntraDA [53] and CCM [24].

4. Search strategy

Now that we have described a general framework for search optimization, we can investigate it with a specific search strategy. Note that any search algorithm can be used as the search controller. We find search based on evolutionary algorithms is easily incorporated into our framework.
Figure 3: Correlation between entropy and mIoU. Entropy is highly (inversely) correlated with mIoU as indicated by Spearman’s rank correlation (p) for all metrics used in AutoAdapt. All experiments are performed on GTA5→Cityscapes. (Zoom in for details.)

| Source Only | road | side | build. | wall | fence | pole | light | sign | veg | terr. | sky | pers. | rider | car | truck | bus | train | make | bike | mIoU |
|-------------|------|------|--------|------|-------|------|-------|------|-----|-------|-----|-------|-------|-----|-------|-----|-------|------|------|------|
|             |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| CRST [55]   | 60.6 | 17.4 | 73.9   | 17.6 | 20.6  | 21.9 | 31.7  | 15.3 | 79.8| 18.1   | 71.1| 55.2  | 22.8  | 68.1| 32.3  | 23.8| 3.4   | 34.1| 21.2 | 35.7 |
| PLCA [21]   |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
|             | 34.1 |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| BDL [25]    |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
|             | 35.7 |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| CAG [51]    |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| AdvEnt [46]|      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| Ours (Auto-AdvEnt) |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| IntraDA [35]|      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| Ours (Auto-IntraDA) | 90.8 | 38.6 | 82.4   | 35.3 | 24.8  | 32.2 | 36.8  | 24.5 | 85.5| 34.6   | 83.3| 57.7  | 24.6  | 84.1| 27.8  | 30.1| 42.3  | 47.1 |
| CCM [24]    |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |
| Ours (Auto-CCM) |      |      |        |      |       |      |       |      |     |       |     |       |       |     |       |     |       |      |     |      |

Table 2: Experimental results of GTA5→Cityscapes. We show results of Auto-AdvEnt, Auto-IntraDA, Auto-CCM.

and has an acceptable search speed. In this section, we first describe the specific search space we design for UDA. We then present our evolutionary algorithm for searching.

4.1. Search space

The NAS search space defines a set of basic network operations as well as ways to combine these operations to construct valid network architectures. Here, we design our search space that is unique for domain adaptation. We describe our search space in three aspects: training configurations, segmentation model and adaptation configurations. The operations used in each aspect are listed below. More details can be found in the supplementary materials.

- Training configuration: We consider a set of crop sizes (Op1) by multiplying the original image dimensions by reduction ratios of \( \frac{1}{8}, \frac{1}{4}, \frac{1}{2}, \frac{3}{4} \) and \( \frac{3}{4} \). Once the crop size is determined, random cropping is used to generate the input image.

- Segmentation model: We consider both the network backbone and the segmentation head. For the backbone, we design the search space as the number of layers (Op2), the kernel size (Op3), and the dilation rates (Op4). We sample kernel sizes from \( \{3 \times 3, 5 \times 5\} \) and dilation rates from \( \{1, 2, 4\} \). We also consider incorporating an SE-Layer [19] (Op6) into the backbone. For the segmentation head (Op5), we choose from \{ASPP [2], spatial attention [11] and low-level features

- Adaptation configuration: Multi-level adaptation is commonly used in UDA approaches [42, 46] by constructing an auxiliary loss using features from the early layers of the network. We also adopt this and consider features from different layers in our search space.

4.2. Evolutionary algorithm

Initialization We first randomly sample 100 models from the search space. Given a pretrained backbone, this sampling is accomplished by randomly changing one part of the backbone, selecting a different training configuration, or selecting a different adaptation method. We train and evaluate these models and pick the top 20 based on our joint criterion to initialize the population.

Evolution After initialization, the evolutionary algorithm is used to improve the population over \( M \) cycles. Tournament selection [14] is used to update and generate new populations. At each cycle, 25% of the models are randomly sampled as the tournament. The model with the lowest entropy is selected as a parent. A new model, called a child, is constructed from this parent by modifying one part of the model randomly. This process is called a mutation. The child model is then trained, evaluated and added back to the
population. More details of our evolutionary algorithm can be found in the supplementary material.

5. Experiments

5.1. Datasets

GTA5: The synthetic dataset GTA5 [37] contains 24,966 synthetic images with a resolution of 1,914×1,052 and corresponding ground-truth annotations. These synthetic images are collected from a video game based on the urban scenery of Los Angeles city. The ground-truth annotations are generated automatically and contain 33 categories. For training, we consider the 19 categories in common with the Cityscapes dataset. During evaluation, we consider the 16 categories in common with the Cityscapes dataset. During training, 16- and 13-class subsets are used to evaluate the performance. Cityscapes: A real world dataset, Cityscapes [7] contains 3,975 images with fine segmentation annotations. We use 2,975 images for training and 500 images from the evaluation set to evaluate the performance of our models.

5.2. Implementation details

We use the PyTorch deep learning framework to AutoAdapt. For AutoAdapt Stage-I, we first randomly generate 100 models with ResNet-101 which are then trained for 20,000 iterations. We pick the top 20 models as our population and start evolving them through mutation. Once a child model is created, parameter remapping [10] is used to transfer the weights from the pretrained ResNet-101. The model is now ready for to be trained for domain adaptation (Stage-II). We split the target dataset into two folds, 85% for domain adaptation and 25% for performance evaluation. We stop the searching early if the best model in the effective population remains the same for over 25 cycles. Once the architecture search is finished, we retrain the model with the full dataset and sufficient training iterations. Three UDA methods AdvEnt [46], IntraDA [35] and CCM [24] are used for retraining and thus we term our final results Auto-AdvEnt, Auto-IntraDA and Auto-CCM. More details can be found in the supplementary materials.

6. Experimental results

6.1. Effectiveness of AutoAdapt

In this section, we perform comparisons to answer the question “Is automated model search really necessary and effective for UDA?”. That is, how does automated model search for UDA compare with selecting hand-crafted architectures and then applying UDA. We simulate manual design by humans by selecting various advanced backbones and segmentation networks and follow this with different UDA methods. Details of the results and methods are shown in Tab. 1. Adaptation is conducted from GTA5--Cityscapes. We report mIoU on the Cityscape validation set.

1) Comparisons to hand-crafted methods: We replace the commonly used semantic segmentation network DeeplabV2 [2] with the state-of-the-art networks DeeplabV3+ [3] and DANet [11] in a UDA framework. For fair comparison, the backbone remains the same for all three segmentation models. Rows 1-3 show the results of using advanced segmentation networks with various UDA methods. We can see DANet and DeeplabV3 outperform DeeplabV2 in the non-domain adaptation case (oracle=training using the target dataset) by large margins of over 10%. But, when there is domain adaptation, they perform worse than DeeplabV2, often with over 2% lower mIoU. We also investigate how state-of-the-art backbone affects UDA. We replace the backbone of DeeplabV2 which is a ResNet-101 network with SENet [19] and call this DeepLabV2-S. We realize there are other advanced backbones like Xception [6] that could be considered. But, for fair comparison, we only consider SE-Net [19] as it is included in our search space. Row 4 shows the results for DeepLabV2-S. We observe that an advanced backbone does not improve performance as it achieves only 42.3%, 43.9% and 45.7% mIoU when used with AdvEnt, IntraDA and CCM which is lower than the DeeplabV2-ResNet101 results. We conclude therefore that manually designing segmentation networks (backbone or head) for non-domain adaptation scenarios does not necessarily lead to improved UDA results. This raises the question “what kinds of modules/architecture lead to improvement for UDA?”. We answer this question by providing architecture-level analysis and conclusions in Sec. 6.3.

2) Comparisons to searched methods: We select the NAS discovered backbone DARTS [10] with an ASPP (DeeplabV2-D) in DeeplabV2 and the NAS discovered segmentation network AutoDeepLab [28] to separately replace the segmentation networks for different UDA methods. Rows 5 and 6 show these architectures perform poorly for UDA. We conclude that replacing the network with architectures discovered using existing NAS techniques is not effective for UDA. This is because these architectures are discovered in supervised manner which does not take into account the transferability/generalization of the models.

3) Comparisons to NAS methods: We modify the search loss function with a UDA loss in DARTS [10], PC-DARTS [49] and AutoDeepLab [28] to see if existing NAS methods can find effective architectures for UDA. Rows 8-11 show the performance of the modified NAS methods with a UDA loss. Replacing the search loss function does not provide a reasonable search space for UDA due to the
4) Comparison to state-of-the-art We compare our method to state-of-the-art domain adaptation methods on two unsupervised domain adaptation tasks: GTA5→Cityscapes and SYNTHIA→Cityscapes. The results are presented in Tabs. 2 and 3. Our AutoAdapt method outperforms all the baselines. For GTA5→Cityscapes, we achieve an mIoU of 50.2%, comparable to the previous state-of-the-art method CAG (50.1%). The other AutoAdapt methods (Auto-AdvEnt and Auto-IntraDA) outperform their baselines by 1.5% and 1.4% respectively. For SYNTHIA→Cityscapes, we report mIoU on 13 classes (excluding “Wall”, “Fence”, and “Pole”) and 16 classes. Similar observations are made. All AutoAdapt methods outperform their baselines. And our Auto-CCM achieves 53.3% and 45.6% mIoU on 13 classes and 16 classes respectively, both of which outperform previous state-of-the-art.

6.2. Ablation studies

We expect that an effective surrogate evaluation metric should be correlated with the standard metric if it could be computed (if labels were available for the target domain). Fig. 3 shows the (negative) correlation graphically as well as through Spearman’s rank correlation coefficient \( \rho \) between variations of our novel evaluation metric (MMD, Entropy (Ent), and Regional Weighted Entropy (ReEnt) and the combination of them) and mIoU for GTA5→Cityscapes adapted using AdvEnt. We stress that we only use the Cityscape labels to compute mIoU for this correlation analysis—we do not use the labels in our AutoAdapt framework. Fig. 3 shows that MMD which only measures the distribution distance between source and target domains performs the worst. Combining MMD and the output structure metric Ent or ReEnt improves the correlation significantly. The proposed ReEnt by itself shows higher correlation than standard entropy. The proposed joint metric which consists of MMD and ReEnt achieves the best correlation with \( \rho \approx 0.87 \). More details of the evaluation metric can be found in the supplementary materials.

6.3. Architecture-level analysis on UDA

We perform architecture-level UDA analysis in this section. Interesting observations can be made which, in some
Table 4: Comparative studies on replacing architectures with baseline DeeplabV2. Two operations are performed to create the new architecture, replace and add resulting in 2 and 1 edit distance respectively.

| Model         | Backbone | Head                      | MMD | ReEnt | $Params$  | #MACs  | mIoU(%) |
|---------------|----------|---------------------------|-----|-------|-----------|--------|---------|
| DeeplabV2     | Res101 [3,4,23,3] | ASPP + Attention           | 0.78 | -0.53 | 44.6M     | 380.5B | 43.8    |
| arch#1        | /        | ASPP + Attention           | 0.98 | -0.44 | 57.7M     | 490.1B | 39.8    |
| arch#2        | /        | + low-level                | 0.94 | -0.54 | 63.6M     | 601.4B | 41.2    |
| arch#3        | + SE-Layer at Res4 | -ASPP + ASPP{6,18,24,36} | 0.65 | -0.49 | 44.7M     | 380.5B | 44.7    |
| arch#4        | /        |                           | 0.78 | -0.58 | 44.6M     | 380.5B | 44.5    |
| arch#5        | -Res2 + Res2[3] |                          | 0.77 | -0.51 | 42.6M     | 376.5B | 43.7    |

Fig. 5 shows the final model that results from our search. It has slightly more parameters but the computational complexity does not change. This model benefits mainly from adding the SE-Layer and changing the dilatation rates for the ASPP based on the above observations. We conclude that the increase in parameter size is worthwhile for the improved adaptation performance. However, during search, we have the other models with less parameters and computational complexity which yield a bit worse adaptation performance compared to the final model but still outperform the baseline DeeplabV2.

7. Discussion and conclusion

UDA has not experienced the kinds of improvement that supervised semantic segmentation has recently. We therefore take a different approach to UDA, one based on architecture. We adapt NAS techniques to provide in-depth analysis on architecture for UDA. We overcome the optimization gap in NAS for UDA by developing a novel performance estimation metric. Our experimental results show that the architecture discovered using our AutoAdapt framework outperforms all the baseline UDA methods.

We now discuss some limitations. First, the search space is relatively small compared to the supervised cases for image classification, semantic segmentation, etc. It would make sense to develop a benchmark search space for UDA in the future. Second, we only identify the challenge of the optimization gap during search. Other challenges related to the search strategy remain unsolved. For example, efficient gradient-based methods cannot be used to search architectures for UDA in semantic segmentation. Since we are the first to investigate NAS for UDA, in the future, we will try to tackle this challenge to improve the search efficiency. Third, we only partially answer the open question “what is the role of architecture in UDA?” Based on our observations, architectures that have various levels of transferability/generalization benefit tasks like UDA. We still feel this is a promising direction to explain the role the neural network plays in UDA and how this role might be different than in other tasks.
References

[1] Wei-Lun Chang, Hui-Po Wang, Wen-Hsiao Peng, and Wei-Chen Chiu. All about structure: Adapting structural information across domains for boosting semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2019.

[2] Liang-Chieh Chen, G. Papandreou, I. Kokkinos, Kevin Murphy, and A. Yuille. DeepLab: Semantic Image Segmentation with Deep Convolutional Nets, Atrous Convolution, and Fully Connected CRFs. IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), 2018.

[3] Liang-Chieh Chen, Y. Zhu, G. Papandreou, Florian Schroff, and H. Adam. Encoder-Decoder with Atrous Separable Convolution for Semantic Image Segmentation. In Proceedings of the European Conference on Computer Vision (ECCV), 2018.

[4] Minghao Chen, Hongyang Xue, and Deng Cai. Domain adaptation for semantic segmentation with maximum squares loss. In Proceedings of the IEEE International Conference on Computer Vision(ICC), 2019.

[5] Yuhua Chen, Wen Li, and Luc Van Gool. Road: Reality oriented adaptation for semantic segmentation of urban scenes. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2018.

[6] François Chollet. Xception: Deep learning with depthwise separable convolutions. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2017.

[7] Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo Rehfeld, Markus Enzweiler, Rodrigo Benenson, Uwe Franke, Stefan Roth, and Bernt Schiele. The cityscapes dataset for semantic urban scene understanding. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2016.

[8] Xueqing Deng, Yi Zhu, Yuxin Tian, and Shawn Newsam. Scale aware adaptation for land-cover classification in remote sensing imagery. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision (WACV), pages 2160–2169, January 2021.

[9] Liang Du, Jingang Tan, Hongye Yang, Jianfeng Feng, Xiangyang Xue, Qibao Zheng, Xiaoqing Ye, and Xiaolin Zhang. Ssf-dan: Separated semantic feature based domain adaptation network for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2019.

[10] Jiemin Fang, Yuzhu Sun, Kangjian Peng, Qian Zhang, Yuan Li, Wenyu Liu, and Xinggang Wang. Fast neural network adaptation via parameter remapping and architecture search. arXiv preprint arXiv:2001.02525, 2020.

[11] Jun Fu, Jing Liu, Haijie Tian, Yong Li, Yongjun Bao, Zhiwei Fang, and Hanqing Lu. Dual Attention Network for Scene Segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2019.

[12] Chen Gao, Yunpeng Chen, Si Liu, Zhenxiong Tan, and Shuicheng Yan. Adversarialnas: Adversarial neural architecture search for gans. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2020.

[13] Golnaz Ghiasi, Tsung-Yi Lin, and Quoc V Le. Nas-fpn: Learning scalable feature pyramid architecture for object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2019.

[14] David E Goldberg and Kalyanmoy Deb. A comparative analysis of selection schemes used in genetic algorithms. In Foundations of Genetic Algorithms(FOGA), 1991.

[15] Xinyu Gong, Shiyu Chang, Yifan Jiang, and Zhangyang Wang. Autogan: Neural architecture search for generative adversarial networks. In Proceedings of the IEEE International Conference on Computer Vision(ICC), 2019.

[16] Arthur Gretton, Karsten Borgwardt, Malte J Rasch, Bernhard Scholkopf, and Alexander J Smola. A kernel method for the two-sample problem. In Advances in Neural Information Processing Systems (NeurIPS), 2008.

[17] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Darrell. Cycada: Cycle-consistent adversarial domain adaptation. In International Conference on Machine Learning(ICML), 2018.

[18] Judy Hoffman, Dequan Wang, Fisher Yu, and Trevor Darrell. Fcns in the wild: Pixel-level adversarial and constraint-based adaptation. arXiv preprint arXiv:1612.02649, 2016.

[19] Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2018.

[20] Jiaxing Huang, Shijian Guan, and Xiaobing Zhang. Contextual-relation consistent domain adaptation for semantic segmentation. In Proceedings of the European Conference on Computer Vision (ECCV), 2020.

[21] Guoliang Kang, Yunchao Wei, Yi Yang, Yueling Zhuang, and Alexander Hauptmann. Pixel-Level Cycle Association: A New Perspective for Domain Adaptive Semantic Segmentation. In Advances in Neural Information Processing Systems (NeurIPS), 2020.

[22] Myeongjin Kim and Hyeran Byun. Learning texture invariant representation for domain adaptation of semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2020.

[23] Congcong Li, Dawei Du, Libo Zhang, Longyin Wen, Tiejian Luo, Yanjun Wu, and Pengfei Zhu. Spatial attention pyramid network for unsupervised domain adaptation. In Proceedings of the European Conference on Computer Vision (ECCV), 2020.

[24] Guangrui Li, Guoliang Kang, Wu Liu, Yunchao Wei, and Yi Yang. Content-consistent matching for domain adaptive semantic segmentation. In Proceedings of the European Conference on Computer Vision (ECCV), 2020.

[25] Yunsheng Li, Lu Yuan, and Nuno Vasconcelos. Bidirectional learning for domain adaptation of semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2019.

[26] Qing Lian, Fengmao Lv, Lixin Duan, and Boqing Gong. Constructing self-motivated pyramid curriculums for cross-domain semantic segmentation: A non-adversarial approach. In Proceedings of the IEEE International Conference on Computer Vision(ICC), 2019.
[27] Chen Lin, Minghao Guo, Chuming Li, Xin Yuan, Wei Wu, Junjie Yan, Dahua Lin, and Wanli Ouyang. Online hyperparameter learning for auto-adaptation strategy. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2019.

[28] Chenxi Liu, Liang-Chieh Chen, Florian Schroff, Hartwig Adam, Wei Hua, Alan L Yuille, and Li Fei-Fei. Auto-deeplab: Hierarchical neural architecture search for semantic image segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019.

[29] Hanxiao Liu, Karen Simonyan, Oriol Vinyals, Chrisantha Fernando, and Koray Kavukcuoglu. Hierarchical representations for efficient architecture search. In International Conference on Learning Representations (ICLR), 2018.

[30] Hanxiao Liu, Karen Simonyan, and Yiming Yang. DARTS: Differentiable architecture search. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2019.

[31] Mingsheng Long, Yue Cao, Jianmin Wang, and Michael Jordan. Learning transferable features with deep adaptation networks. In International Conference on Machine Learning (ICML), 2015.

[32] Mingsheng Long, Han Zhu, Jianmin Wang, and Michael I Jordan. Unsupervised domain adaptation with residual transfer networks. In Advances in Neural Information Processing Systems (NeurIPS), 2016.

[33] Mingsheng Long, Han Zhu, Jianmin Wang, and Michael I Jordan. Deep Transfer Learning with Joint Adaptation Networks. In Proceedings of International Conference on Machine Learning, 2017.

[34] Yawei Luo, Liang Zheng, Tao Guan, Junqing Yu, and Yi Yang. Taking a closer look at domain shift: Category-level adversaries for semantics consistent domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019.

[35] Fei Pan, Inkyu Shin, Francois Rameau, Seokju Lee, and In So Kweon. Unsupervised intra-domain adaptation for semantic segmentation through self-supervision. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2020.

[36] Esteban Real, Alok Aggarwal, Yanping Huang, and Quoc V Le. Regularized evolution for image classifier search. In Proceedings of the AAAI Conference on Artificial Intelligence (AAAI), 2019.

[37] Stephan R Richter, Vibhav Vineet, Stefan Roth, and Vladlen Koltun. Playing for data: Ground truth from computer games. In Proceedings of the European Conference on Computer Vision (ECCV), 2016.

[38] German Ros, Laura Sellart, Joanna Materzynska, David Vazquez, and Antonio M Lopez. The synthia dataset: A large collection of synthetic images for semantic segmentation of urban scenes. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016.

[39] Kuniai Saito, Kohei Watanabe, Yoshitaka Ushiku, and Tatsuya Harada. Maximum Classifier Discrepancy for Unsupervised Domain Adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018.

[40] Claude E. Shannon. A Mathematical Theory of Communication. The Bell System Technical Journal, 1948.

[41] M Naseer Subhani and Mohsen Ali. Learning from scale-invariant examples for domain adaptation in semantic segmentation. In Proceedings of the European Conference on Computer Vision (ECCV), 2020.

[42] Yi-Hsuan Tsai, Wei-Chih Hung, Kihyuk Sohn Samuel Schultter, Ming-Hsuan Yang, and Mannohan Chandraker. Learning to Adapt Structured Output Space for Semantic Segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018.

[43] Yi-Hsuan Tsai, Kihyuk Sohn, Samuel Schultter, and Manmohan Chandraker. Domain adaptation for structured output via discriminative patch representations. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), 2019.

[44] Eric Tzeng, Judy Hoffman, Ning Zhang, Kate Saenko, and Trevor Darrell. Deep domain confusion: Maximizing for domain invariance. arXiv preprint arXiv:1412.3474, 2014.

[45] Eric Tzeng, Judy Hoffman, Ning Zhang, Kate Saenko, and Trevor Darrell. Deep Domain Confusion: Maximizing for Domain Invariance. arXiv preprint arXiv:1412.3474, 2014.

[46] Tuan-Hung Vu, Himalaya Jain, Maxime Bucher, Matthieu Cord, and Patrick Pérez. Advent: Adversarial entropy minimization for domain adaptation in semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019.

[47] Tuan-Hung Vu, Himalaya Jain, Maxime Bucher, Matthieu Cord, and Patrick Pérez. Dada: Depth-aware domain adaptation in semantic segmentation. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2019.

[48] Zhonghao Wang, Mo Yu, Yunchao Wei, Rogerio Feris, Jinjun Xiong, Wen-mei Hwu, Thomas S Huang, and Honghui Shi. Differential treatment for stuff and things: A simple unsupervised domain adaptation method for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2020.

[49] Yuhui Xu, Lingxi Xie, Xiaopeng Zhang, Xin Chen, Guojun Qi, Qi Tian, and Hongkai Xiong. {PC}−{darts}: Partial channel connections for memory-efficient architecture search. In Proceedings of International Conference on Learning Representations, 2020.

[50] Yanchao Yang and Stefano Soatto. Fda: Fourier domain adaptation for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2020.

[51] Qiming Zhang, Jing Zhang, Wei Liu, and Dacheng Tao. Category anchor-guided unsupervised domain adaptation for semantic segmentation. In Advances in Neural Information Processing Systems (NeurIPS), 2019.

[52] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang Wang, and Jiaya Jia. Pyramid scene parsing network. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017.

[53] Yi Zhu, Zhongyue Zhang, Chongzuo Wu, Zhi Zhang, Tong He, Hang Zhang, R. Manmatha, Mu Li, and Alexander
Smola. Improving semantic segmentation via self-training. 
*arXiv*, 2020.

[54] Barret Zoph and Quoc V Le. Neural architecture search with 
reinforcement learning. *arXiv preprint arXiv:1611.01578*, 2016.

[55] Yang Zou, Zhiding Yu, BVK Vijaya Kumar, and Jinsong 
Wang. Unsupervised domain adaptation for semantic seg-
mentation via class-balanced self-training. In *Proceedings of 
the European conference on computer vision (ECCV)*, 2018.