INTRODUCTION

Throughout the acquisition process, video sequences are often contaminated by noise, degrading the picture and video display quality significantly and adversely affecting post-processing performance in such as motion tracking, object detection, feature extraction, and pattern recognition. Numerous noise reduction techniques have been published in recent years, and the majority of them can be classified into two broad categories based on whether the noise reduction process by exploiting spatial as well as temporal correlations between the frames [1], or by employing nonlinear diffusion techniques to boost edges while the noise is reduced [2]. In what follows, we highlight the most important methods from each category.

From the first category, Yan et al. [3] propose a temporal filtering technique based on extracting and modeling noise in continuous frames of video sequences. The filter was shown to be effective in reducing noise in real-time video sequences, but suffers from dragging effects on moving objects. Another filter based on temporal data blocks is presented in [4], the filter is efficient at reducing noise while minimizing blocking artifacts, however, it does not prevent the formation of blurred edges. Due to the fact that both spatial and temporal filters may produce blurring in motion regions independently, the concept of considering both space and time information in order to avoid temporal artifacts is raised. For example, [5] presents a method for reducing video noise based on the space-time correlations between adjacent frames; to get an appropriate results, Kalman and bilateral filtering were integrated into the filter. Another method, based on spatial-temporal combination, is presented in [6]. It discriminates between static regions and the motion of video sequences’ regions. The authors of [7] proposed a technique for minimizing noise in videos that have been affected by random and fixed-pattern noise by using motion-compensated 3D space-time volumes.
To enhance filtering, especially in the large-scale TV noise region, [27] developed an adaptive filter that adapts temporal and spatial characteristics in real time. The authors of [28] suggest a recursive noise reduction filter for video based on non-local means that allows filtering for temporary correlations.

The second category of video sequence filters uses nonlinear diffusion techniques to increase the sharpness of edges while reducing noise [11, 12]. To guarantee numerical stability, this kind of filter discretizes partial differential equations using a finite difference together with a semi-implicit temporal discretization schema. In this setting, an improvement to the nonlinear smoothing method for minimizing video noise and enabling a more efficient compression operation is proposed [14]. In [11] and [12], the space-time diffusion tensor is used to improve each video frame in the intensity change principal direction. While these nonlinear techniques provide pleasing visual effects and increase the quantity of video sequences [15, 16], they suffer from blurring critical video sequence characteristics such as edges and corners. To overcome this limitation, [17] implements an isotropic diffusion equation using a finite difference technique to improve video sequence patterns in terms of optical flow computation. Similarly, [18] presents an anisotropic diffusion technique for real-time video noise reduction; this method replaces the Gaussian diffusion kernel with a median mean value in order to improve the image’s quality while decreasing the filter’s processing time through GPU optimization.

To our understanding, the best video filtering results are currently achieved using non-local Bayesian patch methods. In this context, [7] and [10] present a Bayesian 3D patch video filter based on space-time rectangular patches. Each patch, is filtered using the maximum a posterior estimator, which is considered as a sample of the Gaussian distribution. Another rapidly growing family of video filtering techniques, such as DnCNN, is based on convolutional neural networks (CNN) [19, 20]. Recently, nonlocal network for noise reduction in video sequences was suggested [16]. The network is constructed by combining CNN with a method known as self-similarity searchm. The objective is to determine the most comparable patches for each patch through its initial non-trainable layer, and then utilize this information to forecast the clean video sequence using CNN.

**CONTRIBUTION**

Although the non-local patch-based methods are state-of-the-art video filtering, they have the drawback of blurring important video sequence features. To address this though non-local patch-based techniques are state-of-the-art methods for video filtering, they have the disadvantage of blurring critical video sequence features. To address this drawback, we propose solving an optimization problem that incorporates both a posterior Bayesian term and prior probability distribution of the observed noisy video sequence. The derived noise reduction formula then incorporates a nonlinear diffusion component into the Bayesian expression, increasing filtering on the homogeneous region and decreasing filtering on the video frame’s local properties. This kind of filtering preserves video sequence’s local features. To take advantage of the noise redundancy, we developed a Bayesian nonlinear filter on a block-wise non-local space-time region. This allows the usage of redundant information throughout the video sequence while still preserving important features.

**Bayesian Formulation**

The observed noisy video sequence is usually represented as a patch additive form:

\[ \tilde{u} = u + \eta \]  \hspace{1cm} (1)

where: \( u \) stands for the ideal (unknown) patch, and \( \tilde{u} \) is the observed patch corrupted by the noise term \( \eta \) modeled as an independent and identically distributed Gaussian distribution.

Bayesian methods are intensively used in the image filtering literature. Such approaches introduce prior knowledge and impose limitations in the estimation process. The Bayesian estimator, known in practice as the maximum a posterior (MAP) approach, is described as the maximum of the following posterior distribution:

\[ \arg \max_u P(u|\tilde{u}) \]  \hspace{1cm} (2)

The Bayesian approach finds the patch \( u \) that maximizes the posterior probability given the observed one \( \tilde{u} \). By Bayes rule, we have:

\[ P(u|\tilde{u}) = \frac{P(u) \cdot P(\tilde{u}|u)}{P(\tilde{u})} \]  \hspace{1cm} (3)

where: \( \tilde{u} \) is the observed noisy patch.
As the logarithm is a monotone function and the probability function $P$ is positive, an equivalent formulation of (2) using Bayes rule (3) leads to:

$$\arg \max_u \left( \log(P(u)) + \log(P(\tilde{u}|u)) \right)$$

(4)

Notice that the probability term $P(\tilde{u})$ is omitted from the previous equation since it is independent to $u$. The above optimization problem is composed of the prior patch distribution $P(u)$ and the posterior Bayesian patch distribution $P(\tilde{u}|u)$. In what follows, we explicitly define each term in the optimization problem (4).

**The prior patch distribution**

In the case of linear model (1) with additive Gaussian noise, the patch prior $P(u)$ of $u$ is also a Gaussian distribution with covariance matrix and expectation patch $\tilde{u}$, which means that:

$$P(u) = \frac{1}{A_0} \exp \left( - (u - \tilde{u})^T C_u^{-1} (u - \tilde{u}) \right)$$

(5)

where: $A_0$ is a coefficient of normalization.

In the next section we calculate the second component of (4) based on the posterior distributions.

**The posterior Bayesian patch distribution**

To compute the posterior Bayesian patch distribution, consider the video sequence as a dynamical diffusion framework of particles in a space-time domain, with each particle representing a pixel in the video sequence [22]. Then, according to stochastic diffusion theory [23, 24], the specific position of the particles at any given time period cannot be calculated precisely; instead, only the probability of the particle being located in a particular region area can be estimated. Specifically, the transfer probability density of the particle has the following form:

$$P(\tilde{u}|u) = \frac{1}{A_1} \exp \left( - \frac{(u - \tilde{u})^T D^{-1} (u - \tilde{u})}{\sigma^2} \right)$$

(6)

where: $D$ is the diffusion diagonal matrix, and $A_1$ is a positive normalization coefficient.

**Nonlinear Bayesian filter formulation**

By substituting (5) and (6) in the optimization problem (4), we get the following equivalence of optimization problem $\arg \min_u$ for each observed patch $u$:

$$\arg \min_u \left( (u - \tilde{u})^T C_u^{-1} (u - \tilde{u}) + \frac{(u - \tilde{u})^T D^{-1} (u - \tilde{u})}{\sigma^2} \right)$$

(7)

Due to the fact that the noisy patch $\tilde{u}$ and the noise-free patch $u$ cannot be directly observed, we can only get an empirical estimate covariance matrix $C_{\tilde{u}}$ from (1). Assuming that the noise follows a Gaussian distribution with a standard deviation $\sigma$ so that:

$$C_{\tilde{u}} = C_u + \sigma^2 I$$

(8)

The problem (7) may be reduced to a minimization problem by using the formula (8) as:

$$\arg \min_u \left( (u - \tilde{u})^T (C_u - \sigma^2 I)^{-1} (u - \tilde{u}) + \frac{(u - \tilde{u})^T D^{-1} (u - \tilde{u})}{\sigma^2} \right)$$

When the previous function is differentiated with respect to $u$ and equated to zero, the following result is obtained:

$$\sigma^2 (C_u - \sigma^2 I)^{-1} (u - \tilde{u}) + D^{-1} (u - \tilde{u}) = 0$$

(9)

By rearranging the terms, we get:

$$u = \tilde{u} + D [\sigma^{-2} C_u + D - I]^{-1} (\tilde{u} - \tilde{u})$$

(10)

as an optimal solution to the problem (7).

**Nonlocal Nonlinear Noise Reduction**

Patch-based video models may be thought of as three-dimensional (space-time) expansions of the conventional two-dimensional image block matching model. By including temporal information, we may take use of redundancy in motion information. As with the image non-local Patch-Based algorithm [24, 25, 26], the proposed implementation consists of three-stages: a) identifying and grouping in a 4D block space-time volumetric patches that are similar to a reference patch; b) using a collaborative filter; and c) aggregating the collaborative filter, which is implemented in two steps: 1) Bayes’ formula is applied to the 4D block, and 2) the 4D block is relocated. This 3D filtering is performed simultaneously on a group of 4D video blocks. Due to the overlap of the filtered patches, multiple estimates for each pixel need to be combined. Aggregation is a special process of averaging that makes use of this redundancy.

**Space-time patches grouping**

We begin by using the patch grouping method extensively used in the image processing literature for video filtering. Consider a noisy video
sequence that has been evenly discretized along the time axis into a set of images.

With reference to Figure 1, assume that we want to filter the frame of the image sequence using the previous frame and the next frame, and let be the reference observed noisy patch to be filtered with size (seen as a column vector) of the noisy image.

Within a centered window with size, we select the similar patch to the reference patch as

$$\Delta(\tilde{u}_k, \tilde{Q}_k) = \frac{\|\tilde{u}_k - \tilde{Q}_k\|^2}{(k_1)^2} \quad (11)$$

Where $\alpha$ is a threshold parameter and is the set formed by the $N$ closest similar patches to the reference patch. The extension to the space-time patch grouping volume is performed as follows: for each similar patch, we calculate the displacement vectors that identify the patch in the preceding and subsequent frames. The sequence is then explicitly filtered along the motion trajectories using motion estimation as a pre-processing step. As shown in Figure 1, we refer to the space-time volume patch that is obtained by grouping all similar neighbor patches. The reference patch and all its similar patches with (10) are then restored using the covariance estimation (8) and the expectation block:

$$\tilde{u}_k = \frac{1}{N} \sum_{\tilde{Q}_k \in V(u_k)} \tilde{Q}_k$$

$$C_{\tilde{u}_k} = \frac{1}{N} \sum_{\tilde{Q}_k \in V(u_k)} (\tilde{Q} - \tilde{u})(\tilde{Q}_k - \tilde{u}_k)^T \quad (12)$$

Algorithms 1 describes the proposed video denoising technique.

**Algorithm 1.** Nonlinear nonlocal Bayes video filtering algorithm

| Data: | Noisy video $\tilde{u}$ |
|-------|------------------------|
| Result: | Estimate of noiseless video $u_{final}$ |

**Lines**

1. $D \leftarrow Estimate\_Nonlinear\_Diffusion\_tensor(\tilde{u})$
2. $\hat{C} \leftarrow Estimate\_noise\_variance(\tilde{u})$

**Step 1**

For each noisy patch $\tilde{u} \in V$

3. $V(\tilde{u}) \leftarrow build\_neighbor\_patch(\tilde{u})$
4. $(\tilde{u}, C_{\alpha}) \leftarrow estimate\_covariance(\tilde{u})$
5. $u_{baste} \leftarrow bayes\_step(U, \hat{C}, D, \tilde{u}, C_{\alpha})$

**End**

**Step 2**

For each basic patch $u_{baste} \in V$

6. $(\tilde{u}, C_{\beta}) \leftarrow estimate\_covariance(\tilde{u}_{baste})$
7. $u_{final} \leftarrow bayes\_step(U, \hat{C}, D, \tilde{u}, C_{\beta})$

**End**

Nonlinear filter parameters: local features preserving

To begin, we estimate the diagonal diffusion matrix $D = diag(\cdots)$ for the whole sequence, which enables to perform nonlinear diffusion, where $n$ is the size of the frame. Each diagonal term of the diagonal diffusion matrix is given by

$$d_i = \frac{1}{1 + \lambda_0^2 + \lambda_1^2 + \lambda_2^2} \quad (13)$$

where: $\lambda_0$, $\lambda_1$, and $\lambda_2$ are the eigenvalues of the space-time structure tensor which is defined at each point by:

$$K_\rho = G_n \times (\nabla I_k \nabla I_k^T) \quad (14)$$

where: $\nabla I_k = \left( \frac{\partial I_k}{\partial x}, \frac{\partial I_k}{\partial y}, \frac{\partial I_k}{\partial t} \right)$ stands for the space-time gradient operator.

![Fig. 1. Space-time grouping of similar neighbor patches](image-url)
For space-time homogeneous structure, all the eigenvalues are small $\approx 0$, in this case, $d \approx 1$ and therefore, space-time isotropic filtering takes place. The situation in which moving a corner or edge structure corresponds to $\lambda_{1,2,3} \gg 1$, characterizes a shifting pixel on an edge or corner structure along the trajectory of motion. In this instance, the nonlinear filtering is performed, and hence the edges and corners are preserved throughout the filtering process.

As described in [16, 25, 26, 27] and [28], we reduce noise via two filtering stages. To begin, we group the space-time neighborhood of each noisy patch in line 3 using the patch distance (11) as illustrated in Figure 1. Following that, we use the equation (12) to estimate the mean and variance patches. By using the Bayes role stated in equation (10), we get a basic estimation and of the reference patch and all its similar patches in line 5. In the second stage, we calculate the final estimation patch and using the basic estimate as an oracle. That is, we construct the space-time volume by grouping all similar neighbor patches; the mean and covariance matrices are computed in line 6, and the final noise-free patch is estimated in line 7 using patches from the basic estimates and.

### EXPERIMENTAL RESULTS

In this section, the proposed non-linear non-local Bayes video filtering algorithm (NNBA) is evaluated on grayscale and color sequences. The first application compares the filtering outputs of three state-of-the-art methods using real grayscale video sequences that have been contaminated with artificial Gaussian noise. We calculate the PSNR (the Peak Signal to Noise Ratio) as an objective performance evaluation to quantify the visual difference between the processed and original video sequences. We consider the qualitative evaluation via visualization of the filtered video sequences. We use the PSNR (Peak Signal to Noise Ratio) as an objective performance evaluation to quantify the visual difference between the processed and original video sequences. We consider the qualitative evaluation via visualization of the filtered video sequences. The standard video sequences such as “Tennis”, “Flower Garden,” “Salesman”, and “Miss America” are used for the evaluation of the proposed filter. The sequences “Tennis” and “Miss America” are characterized by fast variation and slow variation objects on stationary backgrounds. The “Tennis” sequence has fine textured regions, rotation motions, zooming, and panning, while the “Flower Garden” contains a wide textured region and steady translation motion. We evaluate our filter on two color video sequences: the “Flower Garde” sequence with additive Gaussian noise, and the lizard and TV sequences that are naturally contaminated with noise.

### Quantitative evaluation

To begin filtering the noisy video sequences, we set the search window’s dimension, the patch size, and the dimension of each pixel’s space-time neighborhood $N$. To simplify the parameter selection procedure, we pick the set of parameters that provides the filter’s highest mean PSNR when applied to noisy video sequences. Numerous tests have been conducted to fine-tune the suggested parameters, which have a major impact on the filtering efficiency as a whole. We utilize a single set of settings in these experiments: the values of the nearest comparable patches are set to $N = 21$, the size of the search window is set to $= 21$, and the size of the reference patch is set to $= 9$. As a consequence, the filtering results are enhanced.

The motion field for the current video frame is estimated using the block matching method with a block size of 16 and a searching parameter of 7. The Gaussian convolution parameter is set at in equation (14). That is, for each frame, we calculate the derivative gradient for each pixel inside a five-dimensional window.

To process each reference patch in the current frame, the filtering process involves both the previous and subsequent frames along the estimated motion trajectory, and at each patch center, a space-time neighborhood of dimension 21 is evaluated, as is shown in Figure 1. The proposed filter was compared to three known filters in the literature: the video block-matching filter (VB-M4D) [29], the video network (DnCNN) [19], and the motion-adaptive space-time filter built on the K-closest neighborhood (3DKNN) [30].

On conducting this comparison, we applied the proposed filter to noisy sequences and compared it to the other sequences filtered using the three comparative techniques. We examined the sequences accessible in the public domain to offer an impartial comparative evaluation.

In the first set of experiments, we introduced a modest quantity of artificial Gaussian noise with variances of $\sigma = 15$ and $\sigma = 20$ to the original video sequence, averaging PSNR. By providing the maximum PSNR for all evaluated sequences, the proposed filter outperforms the majority of comparable filters; we observe that the network DnCNN overfits motion patterns.
throughout training and fails when confronted with a different motion. In general, the proposed filter performs optimally in terms of PSNR for almost all test video sequences. As shown in Table 1, the results are displayed in terms of the averaged PSNR. The proposed filter surpasses most other comparable filters by providing the maximum PSNR for all evaluated sequences. We notice that the network DnCNN over fits motion patterns in the training and fails when it encounters a different motion. In Figure 8, the graph depicts each frame’s PSNR for the four processed sequences.

An expended view of the filtered frame is the addition of a wide textured region and steady translation motion. We evaluate our filter on two color video sequences: the “Flower Garden” sequence with additive Gaussian noise and the lizard and television sequences with naturally occurring noise.

Quantitative evaluation

Along with quantitative evaluation, we evaluate the visual quality of the proposed filter’s output to that of the three filtering techniques. Since all filters are particularly effective at reducing low levels of noise, we purposefully compared the results for high-noise sequences with noise level $\sigma = 20$, and as illustrated in Figure 2, Figure 3, and Figure 4, the proposed filter results in a remarkable reduction of noise with less temporal and spatial blurring than other filters.

We use the proposed algorithm for filtering two color video sequences, one with natural noise and one with artificial Gaussian noise. In Figure 6, we illustrate a video sequence with artificial noise; as with the grey-level video sequences case, the visual evaluation shows that the proposed approach achieves significant results in terms of artificial noise removal. In Figure 7, we display a video sequence with natural noise, which was processed by TV cameras. The camera introduced the noise. The results of noise reduction on the Lizard sequence are displayed, and on the filtered frames, we can see that the proposed filter can effectively reduce noise while preserving essential frame features, as shown in the expanded view of the image. Figure 9 illustrates the results of noise reduction on a television video sequence, demonstrating that noise reduction is successful.

**Table 1. Average of PSNR in term of noise levels**

| Sequences | Salesman 15 dB | Salesman 20 dB | Miss America 15 dB | Miss America 20 dB |
|-----------|----------------|----------------|---------------------|---------------------|
| Noise ($\sigma$) | 15 dB | 20 dB | 15 dB | 20 dB |
| Algorithms | | | | |
| DnCNN | 31.27 | 29.52 | 34.95 | 31.87 |
| 3DKNN | 30.20 | 29.56 | 35.98 | 32.91 |
| VBM4D | 34.10 | 31.43 | 37.54 | 36.04 |
| NNBA | 35.17 | 33.57 | 38.77 | 37.31 |

**Fig. 2.** “Salesman” Sequence (a) original frame, (b) Frame with additive Gaussian noise of $\sigma = 20$. The filtered noisy frame with: (c) NNBA, (d) 3DKNN, (e) DnCNN and (f) VBM4D.
Fig. 3. "Miss America" Sequence. (a) Original frame (b) frame with additive Gaussian noise of $\sigma = 20$. The filtered noisy frame with: (c) NNBA, (d) 3DKNN, (e) DnCNN and (f) VBM4D.

Fig. 4. "Tennis" Sequence. (a) Original frame. (b) Frame with additive Gaussian noise of $\sigma = 20$. The filtered noisy frame with: (c) NNBA, (d) 3DKNN, (e) DnCNN and (f) VBM4D.

Fig. 5. "Flower Garden" Sequence. (a) original frame. (b) frame with additive Gaussian noise $\sigma = 15$. The level noisy frame with: (c) NNBA, (d) 3DKNN, (e) DnCNN and (f) VBM4D.
Fig. 6. "Flower Garden" color sequence: Top left original frame. Top middle: frame with additive Gaussian noise of $\sigma = 15$. Top right: The filtered noisy frame with the proposed filtering algorithm. An expanded view of the initial noisy and processed picture, from left to right.

Fig. 7. "Lizard" sequence: Original frame. An expanded view of the noisy frame. The filtered frame by the proposed method. An expanded view of the filtered frame.

Fig. 8. PSNR versus index frame for filtered "Miss America" and "Salesman" sequences, with added noise with noise level 15.
CONCLUSION

This paper proposes a new nonlinear Bayesian framework for noise reduction in video sequences. The proposed filter is developed from a variation problem that integrates a Bayesian term with a prior probability distribution of the observed noisy video sequence. The resultant formulation includes a nonlinear diffusion component that preserves critical features such as edges and corners. To exploit the noise redundancy, we constructed the Bayesian nonlinear filter on a block-wise non-local space-time region, which enables us to use intrinsic Bayesian filtering.
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