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In order to solve the problems of traditional engineering cost model derivation process based on genetic algorithm complex, low convergence efficiency, and low accuracy of cost results, an improved design method of engineering cost model based on improved genetic algorithm is proposed. Through this algorithm, the cost model is optimized, better simulation data is selected, and the cost function model is constructed with the cost of the simulation data. The data parameter value is the accurate cost data calculated by the formula. Practice has proved that the dynamic cost precontrol system based on the improved genetic algorithm can effectively realize the dynamic precontrol of the project cost in the postearthquake building repair construction stage. As the number of cost samples increases, the error rate will gradually decrease, and the precontrol performance is good. Moreover, the flexibility of precontrol is always greater than 95%, and the use limit is only 0.04, which is highly practical and can be used as a reference for cost control of postearthquake building repair construction departments. The designed model can accurately and quickly estimate the project cost.

1. Introduction

With the rapid development of economy, the great improvement of the technical level and economic level of the construction industry has brought new challenges to the cost control and project management of construction projects. The restoration of postearthquake buildings not only needs to realize the well-being and work of people in disaster areas but also aims at small cost and large effect. Therefore, the dynamic precontrol of project cost in the restoration construction stage of postearthquake buildings has become the focus of attention of people in related fields [1]. During the restoration of buildings after earthquake, a large number of factors have great interference to the cost of construction projects, such as changes in the design of postearthquake restoration projects and contract changes. With the increasingly fierce competition environment in the construction market, construction units also pay great attention to the precontrol of the construction cost, in the construction stage of the construction project, so as to reduce the cost of the restoration construction of buildings after the earthquake. At present, China is one of the countries with the largest capital construction investment in the world. By 2003, the total output value of China’s construction industry has reached 2,186,549 billion yuan, with 984,490 construction enterprise projects and 38.93 million construction employees, accounting for about 1/3 of the total industrial employees in China [2]. The huge investment in engineering construction and the huge scale of employees make the consequences of construction safety accidents extremely serious and huge. Every year, more than one thousand employees are killed due to safety accidents, and the direct economic loss is more than ten billion yuan. Although the state attaches great importance to safety management in recent years and has issued a series of laws and regulations related to safety, the construction safety situation has improved but compared with foreign developed countries, no matter in the total number of accidents or output value of ten billion yuan mortality is still very serious. It is mainly due to the low level of safety management in engineering construction in China. Therefore, draw lessons from international advanced safety management theory and experience, the construction safety system analysis, prediction, and evaluation, put forward a new management thought and method, and finally set up
perfect safety early warning control system of construction enterprises, to prevent and reduce the occurrence of safety accidents has very important theoretical and practical significance.

Studies have shown that Xin et al., for example, proposed a risk assessment model of power transmission and transformation project cost based on bill of quantities valuation model, which requires a complete and high-precision bill of quantities to budget the cost of postearthquake reconstruction power transmission and transformation project and has poor practicability [3]. Li et al., based on the fuzzy neural network cost prediction model, determined the number of layers and nodes of BP neural network to carry out the cost budget of postearthquake reconstruction projects. This model is prone to fall into local minimum and convergence rate difference [4]. Cao et al. established a prediction model of power engineering cost based on ANN and used historical data to train the network to obtain the optimal network so as to realize the budget of postearthquake reconstruction power engineering cost, with large errors [5].

In this paper, the dynamic precontrol system of project cost in the restoration construction stage of postearthquake building groups is designed, which is used in the dynamic precontrol experiment of project cost in the restoration construction, stage of postearthquake building groups. It can be seen that the precontrol accuracy of this system is significantly better than that of similar systems and has excellent application [6].

2. Basic Genetic Algorithm

Goldberg summarized a unified basic genetic algorithm—simple genetic algorithms (SGA) based on the imitation of genetic and evolutionary mechanisms of organisms in nature. The operation process of genetic evolution is simple and easy to understand, and it is the basic framework of various genetic algorithms. It does not depend on the domain and type of the problem, so it has certain application value. In general, genetic algorithms for solving problems can be constructed as follows:

1. Determine the decision variables, various constraints, and objective functions
2. Determine the chromosomal coding and decoding methods of feasible solutions
3. Quantitative evaluation method to determine individual fitness. This objective function is a minimization problem, which can be transformed as follows:

\[ F(X) = \begin{cases} 
C_{\text{max}} - f(x), & f(x) < C_{\text{max}} \\
0, & f(x) \geq 0 
\end{cases} \]

(1)

where \( f(X) \) is the objective function; \( C_{\text{max}} \) is a given large number [7]

4. Design genetic operators, that is, determine the specific operation methods of selection operation, crossover operation, mutation operation, and other genetic operators. Proportional selection operator is used in selection operation, single point crossover operator is used in crossover operation, and basic bit change operator is used in mutation operation

5. Determine the relevant operating parameters of the genetic algorithm, including population size \( M \) (generally 20-100), termination algebra \( T \) of genetic operation (generally 100-500), and crossover probability \( P_c \) (generally 0.4-0.99), mutation probability \( P_m \) (generally 0.0001-0.1). In this example, \( M = 80, T = 100, P_c = 0.60, \) and \( P_m = 0.05 \)

2.1. Improved Genetic Algorithm. Although genetic algorithm has been widely used, it has many defects such as slow convergence speed, poor stability of algorithm, and premature maturity. Therefore, the solving process of genetic algorithm is improved as follows:

1. Mixed selection: rank individual fitness from highest to lowest and then perform fitness ratio selection. In this way, population diversity can be maintained at the later stage of evolution and the deviation between selection probability and fitness can be avoided

2. Adaptive genetic algorithm: Srinivivas proposed an adaptive genetic algorithm (AGA). In this algorithm, \( P_c \) and \( P_m \) can be automatically changed with fitness, but this adjustment method is suitable for the late evolution of species population, but unfavorable for the early evolution. Wang Xiaoping improved this, making the crossover rate and variation rate of individuals with the maximum fitness value in the population not 0, respectively, to \( P_{c1} \) and \( P_{m1} \), which correspondingly improved the crossover rate and variation rate of individuals with good performance in the population, so that they would not be in a state of approximate stagnation. In order to ensure that the good individuals of each generation are not destroyed, the strategy of elite selection is adopted to make them directly copied into the next generation. The \( P_c \) and \( P_m \) expressions are as follows:

\[ P_c = P_{c1} - \frac{(P_{c1} - P_{c2})}{f_{\text{max}} - f_{\text{avg}}} \cdot f' \geq f_{\text{avg}} \]

\[ P_m = P_{m1} - \frac{(P_{m1} - P_{m2})}{f_{\text{max}} - f_{\text{avg}}} \cdot f \geq f_{\text{avg}} \]

(2)

where \( f_{\text{max}} \) is the one with the largest adaptive value in the population, \( f_{\text{avg}} \) is the average adaptive value of each generation, \( f' \) is the fitness value of the two intersecting individuals is larger, and \( f \) is the fitness value of individual
variation. In general, $p_{c1} = 0.9$, $p_{c2} = 0.6$, $p_{m1} = 0.1$, and $p_{m2} = 0.001$.

2.2. Analysis of Influencing Factors of Reconstruction Project Cost after Earthquake. The process of budgeting the reconstruction project cost after earthquake is very complicated, mainly because it is affected by a large number of important factors. When the cost budget is carried out, it is necessary to summarize the relevant information of the national government, the economic conditions of the people in the earthquake area, the state of the engineering construction structure before the earthquake, and national policies according to the situation of the earthquake area [8]. In order to clearly reflect the characteristics of different important influencing factors, the important influencing factors of postearthquake reconstruction project cost are divided into three categories, namely, earthquake characteristics, pre-earthquake construction structure status, and political, economic, and cultural data.

After analyzing the earthquake reconstruction project cost factors, on the basis of through gray coupling degree theory will pick 14 impact on reconstruction after the earthquake engineering cost is one of the important factors as the input layer nodes, reconstruction after the earthquake engineering cost as the output layer nodes, on the basis of past experience and layer number and the number of nodes of BP neural network calculation for many times.

Buildings after an earthquake repair construction stage engineering design details of the cost function is after the complex repair construction stage engineering cost information in the data using a set of $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$, $c$, $d$, $e$, in turn, set complex repair construction stage engineering cost data of parameters after the quake, according to the earthquake $x = c + dy$ complex repair construction stage engineering cost function formula calculation results are obtained. If the data of cost budget and the complex $a$ repair construction stage engineering cost differences between the actual data $a_1$ is small, the absolute value is 0, $c + dy$ formula and the function model and the complex repair construction stage engineering cost difference between the value is small, earthquake complex repairing construction stage engineering cost dynamic control counter success [9]. In order to minimize the error of the budget value obtained by the project cost function model in the postearthquake restoration construction stage, the function theorem “binary $\theta$” is used to calculate the cost data:

$$\theta = \sqrt{\frac{\sum_{i=1}^{n} (c + dy_i - a_i)^2}{n}},$$  \hfill (3)

where $n$ represents quantifier. The error value is set as $\theta$, and the most accurate simulation parameter in the cost model is the minimum $\theta$ value obtained after repeated calculation [10].

Based on the above calculation, according to the binary operation of the cost formula used in the management function method of the improved genetic algorithm, the validity of parameters is guaranteed through repeated calculation data, which increases the calculation accuracy of the cost function model. Through the improved genetic algorithm $W$ coefficient setting, it can deeply study the cost function model data, increase its accuracy, and obtain relevant parameters:

$$W = \sqrt{1 - \frac{\sum\left| a_i - (c + dy_i) \right|^2}{\sum\left((a_i - (1/n)a)\right)^2}},$$  \hfill (4)

where $W$ can describe the difference between the calculation result of the model cost formula and the actual cost data. If $W$ value is larger, the simulation cost function model has a smaller fit with the cost data. On the contrary, the $W$ value is smaller, the fit is larger, and the cost budget is more accurate.

Cost model based on section on building, $c$, $d$, $e$, describes the cost data parameters, but before the cost model recognition, cost data parameter value constraint is unaware, so according to the improved genetic algorithm of binary algorithm, on the basis of setting parameter recognition, refer to the binary rules using genetic algorithm simulating formula calculation, and shall be implemented for $\theta$ the parameter values of $c$ and $d$. If the parameters of $c$ and $d$ are worthy of recognition, the residual square and $R$ value of the simulation formula are

$$R = \sum_{i=1}^{n} \left[ \theta - (c + dy_i) \right]^2.$$  \hfill (5)

Based on the above calculation, $e$ belongs to cost assumes that the numerical, through the $c$ value calculation, obtain the parameter value is not representative, $c$, $d$ but I did not belong to finally obtain the minimum error, so, in the cost data to select multiple data, set up the parameter $c$ value for many times, calculate to obtain corresponding parameter values, $c$ and $d$ to get the most accurate cost budget data, ensure the highest accuracy of project cost budget data [11]. According to the obtained project cost budget data in the restoration construction stage of postearthquake buildings, the cost problems in the construction stage can be adjusted in real time. For example, if the cost budget is reasonable, no measures need to be taken. If the cost budget

| Table 1: Comparison of error values. |
|-------------------------------------|
| Actual built value (ten thousand yuan) | Budget result (ten thousand yuan) | Error (ten thousand yuan) | Error rate (%) |
| 1621.2 | 1557.61 | -63.59 | 3.56 |
| 2735.34 | 2845.5 | 110.16 | 3.76 |
| 1725.23 | 1788.03 | 62.8 | 3.31 |
| 2635.3 | 2526.53 | -108.77 | 3.85 |
| 1927.17 | 1829.74 | -97.43 | 4.67 |
| 1712.4 | 1801.71 | 89.31 | 4.24 |
2.3. Precontrol System. Regression prediction is a method to explain the functional relationship between variables based on statistical data, including the following four steps: first, select the type of function. Second, determine the parameters in the regression function. Thirdly, the regression function is tested. Fourthly, use regression function to predict [12].

2.3.1. Select the Type of Function. For the unitary regression problem, the correlation between independent variables and dependent variables can be roughly judged by making scatter diagram. If there is a positive correlation (or weak positive correlation) or negative correlation (or weak negative correlation), the unitary linear equation can be selected for regression. If nonlinear correlation occurs, we can see whether it is close to a known mathematical function, such as power function, exponential function, logarithmic function, and trigonometric function, according to the changing trend of the points in the scatter diagram. If it is close, we can choose the corresponding function equation for regression [13]. For multiple regression problems, it is necessary to draw scatter plots for multiple variables one by one and then guess the types of regression functions with the help of spatial imagination. Nonlinear regression can be transformed into linear regression by proper mathematical transformation [14].

2.3.2. Determine the Parameters in the Regression Function Equation. After selecting the type of the regression function, the next step is to determine the parameters in the function. For example, selecting unary linear equation \( y = \hat{a} + \hat{b} \cdot x \) for regression is in essence to determine parameters \( \hat{a} \) and \( \hat{b} \) based on statistical data or known observation data [15].

2.3.3. Regression Function Test. After the regression function is determined, it is necessary to test the regression function. The purpose of test is to ensure the correct selection of regression function and truly reflect the internal relationship between variables, so it is necessary to use mathematical statistics to conduct significant new test on the regression effect.

3. Experimental Analysis

In order to verify the applicability of the postearthquake reconstruction engineering cost model designed in this paper based on the improved genetic algorithm, the cost model was used to budget 40 groups of samples and 80 groups of samples, respectively, and the obtained budget value was compared with the actual construction value to obtain the error value. The comparison results are shown in Table 1 [16].

By analyzing Table 1, it can be seen that the average error of the cost model designed in this paper is about 4% under the condition of 40 groups of samples, while the error value is reduced to about 1% under the condition of 80 groups of samples. It shows that the cost model designed in this paper can be used to effectively budget the cost of postearthquake reconstruction projects, and the error value will decrease with the increase of the number of samples. In order to ensure that the cost model designed in this paper can effectively and accurately the surface-to-surface reconstruction project cost budget, and with the optimality, in earthquake as an example, this paper was used, respectively, to model and on the basis of BP neural network model, ARIMA ES hybrid model of four different cost models such as industrial engineering reconstruction after the earthquake affected areas of cost budget, the obtained budget value is compared with the actual value, and the results are described in Table 2. According to the analysis in Table 2, the difference between the four budget values obtained by using the cost model in this paper and the actual value is smaller, indicating that the cost model in this paper is used to budget the cost of postearthquake reconstruction project with higher budget accuracy.
In order to verify the high practicability of the model designed in this paper, the cost model designed in this paper is compared with other cost models in terms of convergence speed, anti-interference, and application range. The results are shown in Figures 1 and 2.

It can be seen from Figure 1 that there are some differences in the limitations of the three systems. The maximum limitations of the system designed in this paper is only 0.04. As can be seen from Figure 2, the maximum limitations of the engineering cost control system based on the BP neural network and the engineering cost control system based on ARIMA ES hybrid model are 0.17 and 0.22, respectively. It can be seen that the system designed in this paper has the least limitation in use. Through the analysis of the above experimental results, it can be seen that the dynamic cost precontrol system designed in this paper in the restoration construction stage of postearthquake buildings has higher flexibility and lower limitations, so it has higher practical application value.

4. Conclusions

In order to solve the problem of great deviation of precontrol results caused by great variability, in the dynamic control of project cost in the restoration construction stage of postearthquake buildings. A dynamic cost precontrol system is proposed and designed in the restoration construction stage of postearthquake buildings. The improved genetic algorithm is used to complete the cost precontrol in the restoration construction stage of postearthquake buildings. Finally, the overall performance of the designed system is verified by experiments. Compared with the precontrol system based on the BP neural network and ARIMA ES model, the flexibility of the system designed in this paper is up to 97%, and the use limitation is only 0.03, which fully proves that the system has high practicability. It is proposed in this paper based on the improved the traditional BP neural network algorithm for reconstruction after the earthquake engineering cost model, combined with the reconstruction after the earthquake the influence factors of the project cost, by selection strategy to choose better cost simulation data, determine the cost of the model data, the application of cost function model, data using t coefficient computation analysis cost function model, the data parameters of the cost function are formulated by using binary or ternary algorithm, and the function theorem “binary σ” is added to make the data of the cost model more accurate. The experimental results show that the cost model designed in this paper can effectively budget the cost of postearthquake reconstruction engineering, with low error value, high precision of budget value, strong anti-interference, short operation time, wide application range, and has high practicability.
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