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Abstract—This paper proposes a novel framework for real-time localization and egomotion tracking of a vehicle in a reference map. The core idea is to map the semantic objects observed by the vehicle and register them to their corresponding objects in the reference map. While several recent works have leveraged semantic information for cross-view localization, the main contribution of this work is a view-invariant formulation that makes the approach directly applicable to any viewpoint configuration for which objects are detectable. Another distinctive feature is robustness to changes in the environment/objects due to a data association scheme suited for extreme outlier regimes (e.g., 90% association outliers). To demonstrate our framework, we consider an example of localizing a ground vehicle in a reference object map using only cars as objects. While only a stereo camera is used for the ground vehicle, we consider reference maps constructed a priori from ground viewpoints using stereo cameras and Lidar scans, and georeferenced aerial images captured at a different date to demonstrate the framework’s robustness to different modalities, viewpoints, and environment changes. Evaluations on the KITTI dataset show that over a 3.7 km trajectory, localization occurs in 36 sec and is followed by real-time egomotion tracking with an average position error of 8.5 m in a Lidar reference map, and on an aerial object map where 77% of objects are outliers, localization is achieved in 71 sec with an average position error of 7.9 m.

I. INTRODUCTION

Localization is the process of determining the position and orientation (i.e., pose) of a vehicle in its environment. As global navigation satellite systems can be denied (e.g., in subterranean environments), localization based on onboard sensor observations of the surrounding environment is of great interest. Given a reference map of the environment, the key challenge of localization is to correctly associate vehicle observations to their correspondence in the reference map. This difficulty can be caused by 1) different perspectives/viewpoints between the reference and vehicle maps (e.g., localizing a ground vehicle in an aerial map is challenging since the same location is visually different from the ground and aerial views), 2) changes in the environment (e.g., lighting differences, seasonal changes, and objects being created, moved, or removed causes a discrepancy between reference and vehicle maps), 3) different sensing modalities (e.g., localizing a camera image in a Lidar point cloud is challenging due to different data attributes).

Toward addressing the above three challenges, this work presents a novel framework based on registering semantic objects observed by the vehicle (vehicle map) to the objects in the environment (reference map). The proposed framework is view-invariant because it uses a global registration technique that can match objects in any configuration as long as objects are observable/detectable in the vehicle and reference views. Additionally, the chosen data association scheme makes the framework highly robust to association outliers. Therefore, objects that are dynamic, missed, misclassified, or represented poorly are treated as outliers and rejected—even if they constitute a great portion of the data—without affecting the localization. Further, using objects for localization introduces a degree of robustness to environment appearance changes because object classifiers can be trained to accurately identify objects in different lighting and seasons.

Objects provide a common framework for localization using different sensing modalities. For example, modern classifiers can detect the same object classes in Lidar point clouds (e.g. PointNet [1], VoxeNet [2], RangeNet++ [3]) and in images (e.g., YOLO [4], Mask R-CNN [5]). By registering the objects observed in these modalities, a camera can be localized in a Lidar map. In this work, each observed object is represented by a 3D point and its class. This...
compact representation leads to a small map size for a large environment, and consequently enables more efficient communication of the reference and vehicle maps (this is crucial in a multi-agent setting with bandwidth constraints).

We demonstrate the framework experimentally for the case of localizing a ground vehicle in a reference map, using only cars as semantic objects. Only stereo camera images from the KITTI dataset [6] are used to create the ground vehicle’s object map. We consider reference maps constructed from cars seen a priori from ground viewpoints using stereo cameras and Lidar scans, and aerial maps captured on different dates to demonstrate the framework’s robustness to viewpoints, sensing modalities, and environment changes (see Fig. 1).

The localization performance is analyzed in terms of pose accuracy and convergence time. With accuracy comparable to state-of-the-art methods, our framework is also view-invariant and robust to environment changes.

In summary, the contributions of this work are:

- **View-invariant** formulation of localization as the registration of semantic objects, applicable to all cross-view scenarios with jointly observed objects (see Fig. 2).
- Resilient to environment/object changes due to a robust data association framework capable of handling large outlier ratios in associations (>90%).
- Demonstrations on real data from the KITTI dataset showing comparable accuracy to state-of-the-art methods, cross-modal localization between Lidar and stereo maps using objects, and geo-localization in an aerial map captured on a different date with significantly changed objects.

While prior work may share a subset of above contributions, what distinguishes this systems paper is their combination (as discussed in related work).

II. RELATED WORK

The large body of work on localization has close ties to loop closure detection, place recognition, and image retrieval literature. We focus our review on the most recent/related work in these domains.

A. Appearance-Based Methods

Appearance-based methods use images for localization via finding the most visually similar image in the reference database to the locally captured image. The visual similarity is assessed based on low-level information such as color and reflectance values [7], [8] or (low-level) visual features/descriptors [9], [10]. Early works such as [11], [12] use local feature descriptors to compare and match images taken from different perspectives. Majdik et al. [13] use such features with simulated images from Google Street View to match against images from a quadrotor flying through an urban environment. Methods based on low-level features are impacted the most by changes in the environment such as illumination or seasonal changes, and, more importantly, fail under extreme viewpoint difference between the vehicle and reference images (e.g., aerial-ground).

B. Cross-View Localization

The term “cross-view” is mainly used by the literature for geo-localization of a ground vehicle in an aerial/satellite map. However, some works also consider localization of an aerial vehicle (e.g., a drone) in the satellite image [14]. Current learning-based state-of-the-art [14]–[16] use Siamese network architecture [17], [18], and can return a coarse localization (accuracy of hundreds of meters) across a very large area (e.g., city-wide). When coupled with particle filters, these techniques can provide a higher accuracy (tens of meters) in geo-tracking applications [19]. Due to the air-ground view, cross-view algorithms are generally robust to viewpoint variations, however, they are not necessarily view-invariant (see definition in Fig. 2). For example, even though these methods work for the extreme air-ground view, they may not work directly for other views (e.g., ground-ground). Further, many are relatively slow for real-time robotic applications.

Air-ground localization can be achieved by other techniques, such as [20]–[22] that can obtain highly accurate localization (centimeter-level) when a high-definition point cloud map of the environment is available. While accurate, these methods do not work with image maps and require dense point clouds.

C. Semantic-Aided Methods

Several recent works have leveraged semantic information for localization. Different types of semantic information used in the air-ground localization literature include building outlines [23], [24], general vertical structures [25]–[27], lane markings [28], [29], binary ground-nonground distinction [30], vehicle trajectory [31], [32], semantic segmentation [10], [33], buildings [34]–[36], intersections and building gaps [37], and 3D labeled points [38], [39]. While semantic classifiers are typically robust to viewpoint variations and to seasonal and lighting changes, using semantics limits the applicability to environments where the desired classes are present (e.g., urban).

D. Placement of This Work

This work leverages semantic information, however, its view-invariant formulation and ability to handle changes in the environment (in terms of objects) distinguishes it from prior art. Methods that leverage semantic information for localization have not shown to be robust to changes in the semantic data nor completely view-invariant. Methods are typically designed specifically for ground-ground, air-air, or air-ground localization, and the ability of one framework to handle all cases is rarely analyzed. A subtler difference is that instead of one-time localization, the framework is designed for real-time continuous localization and tracking of the vehicle’s pose in the environment, which is important for robotic applications. Only few works [19], [33], [40] have considered this case.

III. PIPELINE

Components of the proposed pipeline are shown in Fig. 3 and explained in detail below.
A. Onboard Sensors

Sensor measurements are used to estimate the vehicle’s motion and to detect and reconstruct objects. Any sensor suite that can provide egomotion estimation, object detection, and depth can be used (e.g., camera+IMU, Lidar); in this work we experiment with a stereo camera.

B. Reference Map and Submaps

The pipeline takes in a reference map of objects in the environment, which can be fully constructed a priori or changing in real-time (e.g., dynamic reference maps are important in multi-agent settings). Our experiments were conducted on static maps. Objects can be of any type/class provided that a small subset of objects detected by the vehicle are co-located with the objects in the reference map, so they can be registered and thus provide localization.

Each object is represented by its 3D centroid \( p \in \mathbb{R}^3 \) and an integer type/class \( c \in \mathbb{N} \). Therefore, the reference map can be denoted as a set of tuples \( S_{\text{ref}} \equiv \{(p_i, c_i) : p_i \in \mathbb{R}^3, c_i \in \mathbb{N}, i = 1, \ldots, n\} \). Since the computational complexity of the registration module grows with the number of objects (Sec. III-F), to achieve real-time registration, the reference map can be divided into \( k \) smaller submaps \( S_{i, \text{ref}} \subseteq S_{\text{ref}}, i = 1, \ldots, k \). The submaps may overlap and they must cover the entire reference map (i.e., \( \bigcup_i S_{i, \text{ref}} = S_{\text{ref}} \)).

C. SLAM System

The purpose of the SLAM module is to provide odometry estimates for the vehicle and to reconstruct a point cloud map of the environment. Our implementation uses ORB-SLAM3 [41], which takes in the stereo camera images as input and returns the vehicle’s pose and 3D reconstructed ORB feature points. This output is used subsequently to reconstruct the objects and track the egomotion of the vehicle in the reference map.

D. Classifier

The role of the classifier is to detect semantic objects of interest in the sensor data. We only consider cars as objects in our demonstrations, however, other types of objects can be used instead (e.g., traffic signs, trees). Provided an RGB image as input, we use YOLO-V3 [42] to return a bounding box and class for each detected object. This bounding box is then used to estimate the object’s centroid.

E. Object Mapping

An object’s centroid is estimated using the 3D landmarks reconstructed by the SLAM system that correspond to the object, meaning the 3D reconstructed landmarks that project inside the object’s bounding box in the image. We approximate the distance to the object from the current vehicle pose by averaging the distance to all corresponding ORB landmarks. Given this distance, we represent the object centroid with the 3D point that is at the computed distance and projects onto the center of the bounding box. Subsequently, the vehicle object map is constructed by tracking all object centroids across consecutive camera frames and fusing them into one map. We denote the vehicle object map by the set of 3D points and their classes \( S_{\text{loc}} \equiv \{(q_i, c_i) : q_i \in \mathbb{R}^3, c_i \in \mathbb{N}, i = 1, \ldots, m\} \). Instead of using the entire vehicle map, a subset of the recently observed objects is used for localization. This speeds up the registration by reducing the problem size and reduces the registration errors that are due to the accumulated drift in the SLAM trajectory.

F. Registration

Robust registration is the core component of the proposed framework. We use a graph-based formulation to solve the registration problem by finding the largest set of geometrically consistent objects that match between the reference submaps and vehicle map. Denoting by \( a_i = (p_i, q_i) \) the association that matches the points \( p_i \) and \( q_i \), two associations \( a_i \) and \( a_j \) are considered geometrically consistent if and only if the distance between the points is preserved, i.e., \( \|p_i - p_j\| = \|q_i - q_j\| \).

In practice, due to noise and inaccuracies, a threshold \( \epsilon \) is set in order to consider associations consistent when \( d(a_i, a_j) \equiv \|p_i - p_j\| - \|q_i - q_j\| < \epsilon \). Now, by denoting the set of associations between objects of the same class in the reference and vehicle maps as \( A \equiv \{(o_i, o_j) : o_i \in S_{\text{ref}}, o_j \in S_{\text{loc}}, \text{class}(o_i) = \text{class}(o_j)\} \), the problem of finding the largest set of consistent associations, \( A^* \), can be defined formally as

\[
\begin{align*}
\text{maximize} & \quad |A^*| \\
\text{subject to} & \quad d(a_i, a_j) < \epsilon, \forall a_i, a_j \in A^*.
\end{align*}
\]
Problem (1) can be modeled as a graph with associations representing the graph nodes and edges representing consistent associations. The optimal solution of (1) is equivalent to the maximum clique of the graph. Fig. 5 illustrates this point. Finding the maximum clique is, in general, an NP-hard problem, which implies that exact algorithms become computationally inhibiting as the graph size grows. However, for sparse graphs (resulting from many inconsistent associations created by an all-to-all scheme), the problem can be solved relatively quickly using the parallel maximum clique (PMC) algorithm [43].

We use an all-to-all association scheme, i.e., we initially associate an object in the reference map to every object in the vehicle map (of the same class) and vice versa. Despite the large number of association outliers generated by the all-to-all association and by inconsistent points, solving (1) using PMC is guaranteed to return the maximum set of consistent associations. The all-to-all scheme ensures that geometrically consistent objects are matched from any configuration, hence the view-invariant claim. The least-square fitting of matched objects using Arun’s method [44] gives the optimal transformation \((R, t) \in SO(3)\) that registers the objects.

G. Localization

The final module in the pipeline is localization. This module continuously tracks the vehicle’s pose in the reference frame by transforming the vehicle’s pose in the SLAM module to the reference frame using the latest registration results. The highest number of matched points in all previous registrations is kept and a new registration is only accepted when the number of matched points is 90% or higher than the highest quality registration from the history.

IV. EXPERIMENTAL EVALUATIONS

We demonstrate the framework experimentally by localizing a ground vehicle in a reference map. We use stereo camera images from the KITTI dataset [6] to create the ground vehicle’s object map, as this dataset is used by several prior works and provides a benchmark for comparison. The framework is implemented in C++ and modules use the robot operating system (ROS) [45] to communicate. The pipeline runs real-time on a laptop with an i7-8750H CPU, 16 GB RAM, and Nvidia 1060 GPU. The objectives are to evaluate our framework with different map modalities, different viewpoints, environment/object changes, and to perform an ablation study of errors.

A. Evaluation Scenarios

To create a particularly challenging environment, we only consider cars as semantic objects (as opposed to buildings [33] or lane markings [28], [29] considered in other work). This enables us to test the framework with a significantly changed semantic object map because cars are dynamic or quasi-static (i.e., parked cars are at different locations on different dates). It is possible to localize a vehicle in a reference map which contains none of the same cars as in the vehicle map because cars are a proxy for parking spaces and our framework is indifferent to visual car attributes (e.g., color, model) for registration. We consider KITTI sequences numbered 0, 2, and 9 since they have been used by prior art as benchmarks [33]. Algorithm parameters are tuned on Sequence 0, and the same values are used for other sequences. In particular, we use a threshold of \(\epsilon = 5\) m for registration (defined in Sec. III-F) and restrict the size of the vehicle object map to the last 75 seen objects/cars to mitigate the effect of drift. We consider registration results that match at least 20 objects across the reference and vehicle maps, but this number may increase as more accurate registrations are found. Due to the larger size of the reference map for KITTI Sequence 0, it is grouped into 4 submaps with 50% overlap, but no submaps are used for KITTI Sequences 2 and 9.

For the reference map, we consider three scenarios of object/car maps created from 1) ground-view stereo camera images, 2) ground-view Lidar scans, and 3) aerial-view georeferenced images (orthophotos) to test the framework’s robustness to viewpoints, sensing modalities, and environment changes that exist across these maps. Fig. 6 shows an overlay of these object maps on the area corresponding to Sequence 0, where cars are represented by their centroids as 3D points. The aerial reference map presents the most challenging case because it has the largest number of objects, the highest object outlier ratio, is constructed from a different viewpoint than the vehicle, and the orthophotos were
captured on a different date. Fig. 4 illustrates snippets of the localization results in the aerial-ground case.

B. Baseline

To create a baseline case which factors out the effects of viewpoint, sensing modality, and environment changes, we localize the ground vehicle in a reference map built from the identical data (KITTI stereo images) as used by the ground vehicle. This reference map (shown in Fig. 6) is created as described in Sec. III-E, but using the ground truth vehicle pose instead of the ORB-SLAM estimated pose. While the reference map consists of 374 cars, the vehicle’s map has 437 cars because the object mapping module misidentifies previously-seen objects as new instances due to drift in SLAM pose estimates. The error in the pose estimates also affects the object centroid estimation. For these reasons, despite identical sensing modalities and viewpoints, only 179 of the 437 cars seen by the vehicle match to a car in the reference map (based on the $\epsilon = 5$ consistency threshold). Thus, the vehicle map contains 59% object outliers. The localization time is defined as the time it takes from the start of the sequence until the vehicle finds a correct registration, which is 32 sec for this case. The position and orientation errors are computed at each time step after the localization time via $e_p(t) \triangleq \parallel T_{gt}(t) - T(t) \parallel$ and $e_o(t) \triangleq \frac{\pi}{180} \arccos ((Q_{gt}(t), Q(t)) > |)$, where $T$ and $Q$ represent position and quaternion orientation, and “gt” denotes the KITTI ground truth. Fig. 7 shows the error statistics. The pipeline successfully rejects outlier objects and obtains an average localization error of 6.1 m.

C. Robustness to Map Modality

To analyze the effect of map modality, an object map is created from the KITTI ground truth poses and the Lidar scans of a Velodyne Lidar mounted on the ground vehicle (shown in Fig. 6). Here, each car centroid in the reference map is computed as the median of the Lidar points associated with that car, as labeled in the SemanticKITTI dataset [46]. The vehicle map has an object outlier ratio of 56% with respect to the Lidar map, which consists of 445 cars. Since both the stereo baseline and Lidar reference maps have similar object outlier ratios (59% and 56%) and are constructed from the same ground truth poses, comparison of

D. Robustness to Viewpoint and Environment Changes

To demonstrate that the framework is view-invariant, we consider air-ground localization using a reference map created from Bing aerial images [47]. This map has a fixed scale since orthophotos are georeferenced with the EPSG:3857 coordinates, which provide an accuracy of (at best) 2 meters. We annotated the cars manually in aerial images (which can be automated by classifiers trained for aerial/satellite images [48], [49]). The vehicle map has 77% object outliers with respect to the aerial map, consisting of 675 cars (shown in Fig. 6). The localization error statistics are reported in Fig. 7.

Compared to the stereo and Lidar maps, the aerial reference map provides the most challenging localization scenario because the orthophotos and the KITTI dataset are captured in different years and the cars are unlikely to be identical and/or at the same location. Further, some cars could not be labeled in the aerial images due to natural occlusions (e.g., trees, shadows) and low image resolution. Despite the limited 2 m accuracy of the EPSG coordinates and challenges above, the pipeline successfully localized the ground vehicle in 71 sec and with an average position error of 7.9 m. This error is comparable to the baseline and stereo-Lidar cases (6.1 m and 8.5 m), which demonstrates that the framework is invariant to viewpoints and changes in environment objects.

E. Maximum Localization Accuracy

The accuracy of vehicle pose estimates depends on various factors such as sensors (e.g., camera and Lidar measurements have different noise models that lead to different accuracy), number of loop closures, and robustness of the backend optimizer in the SLAM module. Pose estimates
 affect object mapping and egomotion tracking, and therefore directly influence the localization accuracy in our pipeline. The localization accuracy is also affected by registration. Fig. 8 analyzes these errors by replacing the ORB-SLAM pose estimates with the the ground truth vehicle pose for localization in the aerial map. The localization error using the ground truth is only due to registration. This case has an average position error of 4.1 m compared to the 7.9 m from stereo pose estimates. This scenario shows the highest localization accuracy that is achievable by the pipeline, which, for example, can be approached by using a highly-accurate SLAM solution (e.g., top-ranked solutions in the KITTI odometry benchmark [50]). The registration error is due to inaccuracies in object centroid estimates in both the ground vehicle map and the aerial reference aerial map (our aerial map has an accuracy of at best 2 m).

F. Comparison with Prior Art

Table I lists the evaluation results for the real-time localization of a car with an onboard stereo camera (KITTI dataset) in georeferenced aerial images shown in Fig. 4. Table II compares these results with prior art that similarly used the KITTI benchmark for air-ground localization. The results are carried over here as reported in the corresponding papers since open-source code was not available. We report the localization error for both cases of stereo odometry and the ground truth odometry, which provides the maximum achievable accuracy of our pipeline.

While the prior state-of-the-art achieves remarkable accuracy, it is unclear if/how these techniques perform in the highly changed environments since the semantic information used (e.g., buildings, road maps, traffic signs) did not change considerably across views in their evaluations. In contrast, the challenging scenario created by using cars in an aerial map captured on a different date demonstrates the robustness of our approach in a very different environment leading to comparable localization accuracy in real time.

V. DISCUSSION

The following discusses some practical limitations and possible extensions of the framework. 1) The localization framework is based on registering geometrically consistent objects, which must be detectable in the vehicle and reference viewpoints. Thus, while in theory the localization framework is view-invariant, in practice, viewpoint variations can be constrained by the limitations of object classifiers. 2) Environments with repetitive/symmetrical object patterns can create scenarios with a large number of geometrically consistent false matches (e.g., a long line of cars can register to another line on a different street). While repetitive patterns (perceptual aliasing) are a fundamental issue in place recognition/localization, steps can be taken to alleviate the problem. For example, object types which have a more random pattern in the environment can be used. 3) Geometric consistency implies that the object maps must have a well-defined scale, which is not the case in monocular SLAM. It is possible to extend the formulation using scale-free metrics (such as geometric similarity) at the cost of higher computational complexity. 4) We used a point cloud representation of object centroids, which had sufficient accuracy for car-based localization. However, this representation may not be sufficient for larger objects such as buildings. Hence, other geometric representations such as lines or planar patches should be used instead, and the formulation of geometric consistency can be extended to these representations using proper invariants (cf. prior works [51], [52]).

VI. CONCLUSIONS

We presented a view-invariant framework for real-time localization and continuous tracking of a vehicle’s pose using compact semantic object maps. Experiments localizing a ground vehicle in reference maps created by stereo cameras and Lidar scans from ground viewpoints, and annotated georeferenced aerial images captured in a different year demonstrated the main contributions of the framework as a view-invariant approach robust to environment object changes.
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