Role of Frustration in a Weakly Disordered Checkerboard Lattice
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Quenched disorder effects on frustrated systems are explored by considering random fluctuations on the antiferromagnetic (AF) interactions between spins on the checkerboard lattice. The replica framework is adopted within a cluster mean-field approach, resulting in an effective single-cluster model. This effective model is treated within a one-step replica symmetry breaking (RSB) approach with exact evaluations for all intralcluster interactions. Competing interactions are introduced by tuning the ratio $J_2/J_1$ (where $J_1$ and $J_2$ are first-neighbour and second-neighbor interactions, respectively), which can lead to a highly frustrated scenario when $J_2/J_1 \to 1$, where a phase transition between AF orders takes place in the absence of disorder. In particular, the AF order appears at lower values of $J_2/J_1$, with the Neel temperature decreasing as the frustration increases. However, quenched disorder changes this description, introducing a RSB spin glass phase for strong enough disorder intensity $J$. In fact, for low levels of disorder, a RSB solution with staggered magnetization (mixed phase) emerges from the maximum frustration region. It suggests that, in the presence of weak quenched disorder, systems with competing interactions are prone to present a glassy behavior instead of conventional orders.
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I. INTRODUCTION

Magnetic systems hosting frustration are a continuous source of challenging problems and a platform for novel phenomena. It is well known that the presence of quenched disorder-driven frustration provides a favorable context for the onset of unconventional magnetic phases, such as the spin-glass phase [1,2]. Apart from disordered systems, competing interactions can also lead to a frustrated scenario, which is called simply as frustration from now on. This source of frustration often introduces a competition between magnetic phases [2,4], giving rise to a number of interesting phenomena, such as reentrant transitions and even disestablishing conventional long-range orders [5]. From the experimental point of view, frustrated systems seem to be highly sensitive to the presence of disorder. This high sensitivity can lead to materials prone to exhibit spin-glass behavior at very low levels of disorder [6]. In spite of that, the interplay between disorder and frustration has been explored in a few setups [10,13]. In this context, several efforts have focused on highly frustrated systems, but a relevant issue is whether adjustable levels of frustration can support a spin-glass phase in a scenario of weak quenched disorder.

Magnetic materials that host both competing interactions and disorder can present rich phase diagrams. For instance, a spin-glass phase between two conventional long-range orders has been reported in the concentration versus temperature phase diagram of several frustrated magnets. Interesting examples can be found in the pyrochlore antiferromagnet LiGa$_{1-x}$In$_x$Cr$_4$O$_8$ [14], the Kitaev-Heisenberg magnet Ru$_{1-x}$Cr$_x$Cl$_3$ [15] and the Ising system Fe$_2$Mn$_{1-x}$TiO$_3$ [16]. In particular, the spin-glass phase found near $x = 0.5$ in the Fe$_2$Mn$_{1-x}$TiO$_3$ compound [16,18] is separated from two different antiferromagnetic orders by mixed-phases, in which spin-glass-like freezing and antiferromagnetic correlations coexist [16]. Therefore, plenty of phenomena can be observed in systems with competing interactions and disorder.

Spin models on bipartite lattices with competing interactions between first-neighbours ($J_1$) and second-neighbours ($J_2$) provide a useful platform to evaluate effects of different degrees of frustration on magnetism. In these systems, one can go from an unfrustrated scenario to a highly frustrated one by tuning the ratio $J_2/J_1$. An interesting example within this class of systems is the Ising model on the checkerboard lattice [11,21]. In this lattice, which can be seen as a two-dimensional version of the pyrochlore lattice, the highly frustrated limit is achieved at $J_2 = J_1$, where a ground-state transition between two ordered states takes place. However, one can already expect frustration effects, such as the reduction in the ordering temperature, when approaching the frustration maximum. An interesting question concerns how quenched disorder can affect the coupling-temperature phase diagram of this model. A reasonable posit is that the increase in frustration can lead to a higher sensitivity to perturbations. In this context, one can expect that the conventional long-range orders found near the frustration maximum can be strongly affected by the presence of disorder.
of low levels of disorder. Motivated by the above issues and by the lack of specific studies of disorder effects on the checkerboard Ising model, we investigate the role of disordered couplings on the Ising checkerboard lattice.

There are a few analytical attempts to deal with quenched disorder and (geometrical) frustration in the same theoretical framework. For instance, Ref. [11] considers a strongly frustrated pyrochlore lattice perturbed by weak-exchange randomness to suggest an SG phase transition at low temperature. The findings claim that the freezing temperature is proportional to the disorder strength [10, 23]. Nevertheless, there is still a lack of results for disordered models in which the degree of frustration can be tuned from an unfrustrated scenario to a highly frustrated regime.

Our approach considers spins on the checkerboard lattice with random fluctuations in the antiferromagnetic interactions: $J_1 + \delta J_{ij}$ and $J_2 + \delta J_{ij}$. The fluctuations follow Gaussian probability distributions, introducing a quenched disorder in the problem. We adopt a cluster variational mean-field method in a replica background to take an effective single-cluster model within a one-step replica symmetry breaking (1s-RSB) approach [24]. We solve exactly the effective model by considering a random distribution of disorder for the intracluster interactions, and then we perform the average over the intracluster disordered couplings. In this way, the present theoretical framework allows us to evaluate the role of disorder in thermodynamics at different levels of frustration $J_2 / J_1$.

The paper is structured as follows. In Section II we define the model and the analytical procedure used to get the free energy in the cluster variational mean-field method within the 1s-RSB scheme. In Section III we presented a detailed discussion of the numerical solutions of the free energy and 1s-RSB order parameters in phase diagrams for different configurations of disorder and frustration. The last section IV is reserved for the conclusions.

II. MODEL

We start from the Ising model $H = -\sum_{i,j} J_{ij} \sigma_i \sigma_j$ with spins $\sigma_i = \pm 1$ on the site $i$ of the checkerboard lattice with $N$ sites. We adopt AF interactions among first $J_1$ and second-neighbors $J_2$ with random deviations $\delta J_{ij}$. The Hamiltonian can be explicitly rewritten as

$$H = -\sum_{\langle i,j \rangle} (J_1 + \delta J_{ij}) \sigma_i \sigma_j - \sum_{\langle\langle i,j \rangle\rangle} (J_2 + \delta J_{ij}) \sigma_i \sigma_j,$$  

(1)

where $\langle i,j \rangle$ and $\langle\langle i,j \rangle\rangle$ denote sums over pairs of sites first and second neighbor, respectively. The random deviations follow Gaussian probabilities distributions given by:

$$P(\delta J_{ij}) = \frac{1}{\sqrt{2\pi J^2}} e^{-\frac{(\delta J_{ij})^2}{2J^2}}.$$  

(2)

We can get the thermodynamic behavior of this disordered problem from the configurational average of the free-energy per site: $f = -\frac{1}{N} \ln \left[ \frac{\ln(\langle Z(\delta J_{ij})\rangle)}{\beta N n} \right]$, in which $\beta = 1 / T$ ($T$ is the temperature), $Z(\delta J_{ij})$ is the partition function for a distribution of $\delta J_{ij}$, and $n$ stands for the average over the disorder expressed by Eq. (2).

We handle this interacting problem with a cluster mean-field method (CMF), in which the lattice is divided in $N_c$ clusters with $n_s$ sites each ($N = N_c n_s$). In order to clear up the present CMF method, we rewrite the Hamiltonian [11] into two parts: one representing the intracluster interactions $H_{\text{intra}}$, and the other describing the inter-cluster interactions $H_{\text{inter}}$. It means $H = H_{\text{intra}} + H_{\text{inter}}$, where

$$H_{\text{intra}} = -\sum_{\nu} \sum_{i,\nu,j,\nu} (J_{\nu,j,\nu} + \delta J_{\nu,j,\nu}) \sigma_i \sigma_j,$$  

(3)

and

$$H_{\text{inter}} = -\sum_{\nu,\lambda} \sum_{i,\nu,j,\lambda} (J_{\nu,j,\lambda} + \delta J_{\nu,j,\lambda}) \sigma_i \sigma_j,$$  

(4)

with $\nu$ and $\lambda$ denoting cluster labels, and $J_{\nu,j,\lambda} = J_1$ or $J_2$. In particular, the intercluster interactions are calculated with a mean-field approximation, while the intracluster interactions are evaluated exactly.

We use the replica method to treat the intercluster disorder: $f = -\lim_{N \to \infty} \lim_{n \to 0} \frac{\ln \left[ \frac{\ln \langle Z_{\nu,\lambda}(\delta J_{\nu,\lambda})\rangle}{\beta N n} \right]}{\beta N n}$, where the intercluster disorder-averaged replicated partition function becomes

$$Z_{\nu,\lambda}(\delta J_{\nu,\lambda}) = \exp \left[ \frac{\beta^2 J^2 n}{4} \sum_{\langle i,\nu,j,\lambda \rangle} 1 \right]$$  

(5)

$$\exp \left[ -\beta H^{(n)}(\delta J_{\nu,\lambda}) \right]$$
with the replicated Hamiltonian

\[ H^{(n)}(\{\delta J_{i,\nu}\}) = \sum_{a=1}^{n} H_{\text{intra}}^{a}(\{\delta J_{i,\nu}\}) \]

\[ - \sum_{(i_{\nu},j_{\lambda})} J_{i_{\nu},j_{\lambda}} \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b} + \beta J^{2} \sum_{a < b}^{n} \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b} \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b}, \]

\[ (6) \]

\( a \) (or \( b \)) representing a replica index and \((i_{\nu},j_{\lambda})\) referring to sums between a site \(i_{\nu}\) in the cluster \(\nu\) and its first- or second neighbor site \(j_{\lambda}\) in the cluster \(\lambda\). The free energy can then be recorded as

\[ f = -\frac{3\beta J^{2}}{4} - \lim_{n \to 0} \frac{\ln \text{Tr} \exp [-\beta H^{(n)}(\{\delta J_{i,\nu}\})]}{\beta N_{\text{s}}} \]

\[ (7) \]

which explicitly considers clusters with four sites \((n_{s} = 4)\) as depicted in Fig. 1.

The intercluster interactions are decoupled by adopting a variational approach, introducing a cluster mean field treatment \[24\]. To be specific, we assume a trial model \(\tilde{H}^{(n)}\) that considers a system divided into clusters with the same interactions of Eq. (2) but replacing the intercluster couplings by

\[ \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b} \rightarrow q_{i_{\nu}}^{ab} \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b} + q_{i_{\nu}}^{ab} \sigma_{j_{\lambda}}^{b} \],

\[ \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b} \rightarrow \sigma_{i_{\nu}}^{a} m_{\nu}^{a} + m_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b}, \]

\[ (8, 9) \]

where \(\{m_{\nu}^{a}\}\) and \(\{q_{i_{\nu}}^{ab}\}\) are sets of variational parameters. Therefore, we get

\[ \tilde{H}^{(n)}(\{\delta J_{i,\nu}\}, m^{a}, q^{ab}) = \sum_{a=1}^{n} H_{\text{intra}}^{a}(\{\delta J_{i,\nu}\}) + \]

\[ -\frac{1}{2} \sum_{\nu} \sum_{(i_{\nu},j_{\lambda})} J_{i_{\nu},j_{\lambda}} m_{\nu}^{a} \sigma_{i_{\nu}}^{a} + \beta J^{2} \sum_{a < b} q_{i_{\nu}}^{ab} \sigma_{i_{\nu}}^{a} \sigma_{j_{\lambda}}^{b}, \]

\[ (10) \]

where factor 1/2 in the second sum aims to avoid double counting of couplings shared by two different clusters.

This procedure results in the following single-cluster effective problem

\[ f = -\frac{3\beta J^{2}}{4} + \lim_{n \to 0} \frac{1}{n} \frac{\beta J^{2}}{4} \sum_{a < b}^{n} (q^{ab})^{2} + \]

\[ + \sum_{a=1}^{n} \left( \sum_{(i_{\nu},j_{\lambda})} \frac{J_{i_{\nu},j_{\lambda}}}{2} m_{\nu}^{a} m_{j_{\lambda}}^{a} + \sum_{(i_{\nu},j_{\lambda})} \frac{J_{i_{\nu},j_{\lambda}}}{2} m_{\nu}^{a} m_{\lambda}^{a} \right) - \frac{1}{\beta n_{s}} \ln \text{Tr} \left\{ e^{-\beta \tilde{H}^{(n)}} \right\}, \]

\[ (11) \]

where \(q^{ab}\) and \(m^{a}\) provide an extreme for the free energy.

At this time, we use one-step symmetry breaking (1S-RSB) to treat the the variational parameters \[25: m^{c} = m\] does not depend on the replica index, and \(q^{ab} = q_{0} \) if \(I(a/c_{1}) = I(b/c_{1})\) or \(q^{ab} = q_{1}\) if \(I(a/c_{1}) \neq I(b/c_{1})\), where

\[ I(x) \]

represents the smallest integer greater than or equal to \(x\). Therefore,

\[ f = \frac{3\beta J^{2}}{4} \left[ (1 - q_{1})^{2} + c_{1}\left(q_{0}^{2} - q_{1}^{2}\right) \right] + \frac{J_{2}}{4} (m_{1} m_{3}) (m_{2} + m_{4}) + \frac{J_{3}}{4} (m_{1} m_{3} + m_{2} m_{4}) \]

\[ - \frac{1}{4 \beta c_{1}} \int dx \ln \int Dv \left\{ \text{Tr} \exp \left[-\beta H_{\text{eff}}^{\text{RSB}}(\{J_{ij}\})\right]\right\}^{c_{1}}, \]

\[ (12) \]

where

\[ H_{\text{eff}}^{\text{RSB}}(\{J_{ij}\}) = H_{\text{intra}}(\{J_{ij}\}) - \sum_{(i,j)} J_{i} \sigma_{i} m_{j} \]

\[ - \sum_{(i,j)} J_{2} \sigma_{i} m_{j} - J\sqrt{3} \sum_{i} (\sqrt{q_{0} z_{i}} + \sqrt{q_{1} - q_{0} v_{i}}) \sigma_{i}, \]

\[ (13) \]

\(Dx \equiv \prod_{i=1}^{n_{s}} dx_{i} \sqrt{\frac{2}{\beta}}\) \((x = z \text{ or } v)\) and the order parameters \(q_{0}, q_{1}, m\) and \(c_{1}\) extremize the free energy, and are explicitly exhibited in Appendix A.

III. RESULTS

In the following, we present our findings in phase diagrams that explore different scenarios for the role of disorder \((J > 0)\) on the checkerboard lattice with AF interactions. We solve self-consistently the set of Eqs. (14), (15), (16), and (17) in order to obtain the free energy,
The AF and SAF orders are characterized by RS solution (\(\delta = 0\)) with \(m_{\text{AF}} = |m_1 - m_2 + m_3 - m_4|/4 > 0\) (following Fig. 1 site numbers) and \(m_{\text{SAF}} = (|m_1 - m_3| + |m_2 - m_4|)/4 > 0\), respectively. We also find a mixed phase, in which the RSB occurs with a finite staggered magnetization \(m_{\text{AF}}\) (AF RSB) or \(m_{\text{SAF}}\) (SAF RSB).

Figure 2(a) shows the temperature versus frustration parameter \(J_2/J_1\) phase diagram for \(J = 0\). In this clean limit, an increase in \(J_2\) enhances the AF ground-state energy per spin, which is given by \(u_{\text{AF}} = -2J_1 + J_2\). For \(J_2/J_1 = 1\), the system can be found in any state in which the sum of magnetic moments within the squares with crossing interactions is zero [26, 27]. For \(J_2/J_1 > 1\), the degeneracy is reduced, but the system can be found in any state composed of antiferromagnetic \(J_2\) diagonal chains. In this case, different ground states can be achieved by flipping magnetic moments within \(J_2\) diagonals [16]. Therefore, the second neighbour couplings are fully satisfied while only half the first-neighbour couplings are satisfied. Within our CMF calculations, the ground-state degeneracy is broken and we consider one of the many possible ground states, which is shown in the right-hand inset of Fig. 2(a). This phase, hereafter called superantiferromagnetic (SAF), has a ground-state energy \(u_{\text{SAF}} = -J_2\) and is present even when thermal fluctuations take place. Therefore, in our CMF phase diagram, the system exhibits a zero-temperature phase transition at \(J_2/J_1 = 1\), as expected. In addition, first order phase transitions between AF and SAF phases take place at finite temperatures. Moreover, the thermal fluctuations can drive second-order phase transitions between the low temperature phases and the PM state. It is worth to note that the critical temperatures of these order-disorder transitions are reduced when \(J_2/J_1 \rightarrow 1\), which indicates the onset of stronger frustration effects as this limit case is approached from \(J_2/J_1 = 0\) or \(J_2/J_1 \rightarrow \infty\). These findings indicate that \(J_2/J_1 = 1\) corresponds to the maximum of frustration introduced by the competing couplings \(J_1\) and \(J_2\). Therefore, our CMF calculations are able to incorporate important frustration effects of the model.

Quenched disorder brings an additional source of frustration in the checkerboard lattice. In addition to the competing couplings \((J_1\) and \(J_2\)), a finite \(J\) introduces randomness in the interactions, causing random deviations in the AF couplings, which can drive relevant changes in the coupling-temperature phase diagram of the model. In Fig. 2(b), we present the phase diagram for \(J/|J_1| = 0.5\). In this weakly disordered case, the onset of mixed phases, in which long-range orders coexist with RSB, is found at low temperatures. More importantly, the mixed phase is only found near \(J_2/J_1 = 1\), being absent for \(J_2/J_1 = 0\) and \(J_2/J_1 = 2\). Furthermore, the transition temperature to the RSB solution increases toward \(J_2/J_1 \rightarrow 1\). Therefore, our findings support that a weak quenched disorder favors a RSB phase in the scenario introduced by the competitive couplings \(J_1\) and \(J_2\) near the frustration maximum. In addition, when the quenched disorder enhances, the SG phase is found and becomes dominant around \(J_2/J_1 = 1\), as depicted in Fig. 2(c). The freezing temperature turns almost independent of \(J_2/J_1\), with the AF and SAF orders only appearing far from \(J_2/J_1 = 1\), being separated by the mixed and SG phases. It reinforces that the RSB solution grows from
Therefore, at intermediary concentrations, a competitive interaction between Mn ions are antiferromagnetic, while the interactions between Fe ions are ferromagnetic within the hexagonal planes formed by iron and manganese ions. The quenched disorder for different levels of frustration: (a) $J_2/J_1 = 0.0$, (b) $1.0$, and (c) $2.0$.

FIG. 3: Phase diagrams of temperature as a function of quenched disorder for different levels of frustration: (a) $J_2/J_1 = 0.0$, (b) $1.0$, and (c) $2.0$.

the strong-competitive region as the disorder increases.

Remarkably, the structure of the phase diagram shown in Fig. 3(c) resembles the temperature versus $x$ phase diagrams obtained for Fe$_x$Mn$_{1-x}$TiO$_3$ (see Fig. 10 in Ref. 10). In this Ising system, antiferromagnetic long-range orders take place for $x ≈ 0$ and $x ≈ 1$. However, within the hexagonal planes formed by iron and manganese ions, the interactions between Fe ions are ferromagnetic while the interactions between Mn ions are antiferromagnetic. Therefore, at intermediary concentrations, a competitive scenario driven by the exchange interactions takes place. As a consequence, a spin-glass state is found at $x = 0.5$ in addition, this SG state is separated from the AF orders by two reentrant mixed phases, in which signatures of both spin-glass freezing and AF long-range orders can be spotted. Therefore, not only the structure of the $T - x$ phase diagram, but also the content of the magnetic phases found in Fe$_x$Mn$_{1-x}$TiO$_3$, resemble the ones found for the $T - J_2/J_1$ phase diagram of the disordered checkerboard lattice. It is worth noting that the competing interactions and the lattice in the present model are notably different of the competing magnetic couplings and crystalline structure found in Fe$_x$Mn$_{1-x}$TiO$_3$. However, the coupling ratio $(J_2/J_1)$ allows us to tune the degree of competition between interactions and, therefore, plays a similar role as the iron concentration in Fe$_x$Mn$_{1-x}$TiO$_3$. Therefore, our model is able to incorporate relevant ingredients in spin glasses with competing interactions.

In Fig. 3, we present the temperature $(T/|J_1|)$ versus disorder $(|J_1|/|J_1|)$ phase diagrams at different levels of frustration $(J_2/J_1)$. At low levels of disorder, the increase in $J$ reduces the ordering temperature of the conventional long-range orders (AF and SAF). It is worth to note that this finding is in accordance with the experimental results for several disordered magnetic materials. Therefore, the theoretical framework provides an improvement over the canonical mean-field calculations for the Edwards-Anderson model. Figure 3(c) exhibits an analogous case for $J_2/J_1 = 2$, where the SAF order appears at low disorder levels with the SG dominating the phase diagram only at strong disorder intensities $(|J_1|/|J_1| > 1.3)$. To summarize, if frustration is entirely from disorder, the nontrivial RSB solution comes out only at higher disorder levels. On the other hand, Fig. 3(b) shows the SG phase occurring at lower levels of disorder at $J_2/J_1 = 1$. In this case, the AF order is the stable one for infinitesimal disorders, but the RSB solution occurs for small values of $J$. By comparing the phase diagrams of Fig. 3 it becomes clear that the SG phase can appear at lower levels of disorder when frustration is maximum. It means that the SG phase is favored against the AF (or SAF) order at lower disorder intensities when the AF competing interactions also introduce frustration.

In order to discuss the occurrence of the RSB solution at lower levels of disorder, we present the free-energy as a function of the frustration in Fig. 4. The thick lines present results for the clean limit $(J = 0)$, in which the free-energy of the ordered phase (AF or SAF) becomes higher when frustration is increased $(J_2/J_1 → 1)$. It means that the frustration leads to a high free-energy ordered phase. In addition, there is a sharp discontinuity at the AF/SAF phase transition. When quenched disorder is introduced, the system free-energy decreases significantly near the frustration maximum (see thin lines of Fig. 4 for $J_1 = 0.50$). Therefore, the instability taking place for $J_2/J_1 → 1$ creates conditions that favor...
the emergence of states related to the quenched disorder such as the mixed phase. Furthermore, the discontinuity at the transition between the mixed phases AF-RSB and SAF-RSB is smooth as compared to the AF/SAF transition (without disorder). The inset brings the entropy behavior for $T/|J_1| = 1.00$ and the two intensities of disorder ($|J_1/J_2| = 0.0$ and 0.5).

IV. CONCLUSION

We study the effect of quenched disorder in the antiferromagnetic Ising spin model on the checkerboard lattice. The problem is dealt with a replica-cluster mean-field formalism, leading to an effective cluster model which is solved exactly with 1s-RSB. In this model, first ($J_1$) and second-neighbor ($J_2$) AF interactions can lead to a competing situation that can also be affected by random deviations coming from disorder $J$. In this way, we can assess the interplay between frustration coming from different sources (the AF competing interactions and the quenched disorder) on the glassy behavior.

In the clean disorder limit $J = 0$, we obtain AF and SAF ground state orders with a discontinuous transition between them at $J_2/J_1 = 1$, where frustration is maximum. The thermal fluctuations lead to continuous transitions to a PM phase at the Neel temperature, which reaches its minimum value at $J_2/J_1 \approx 1$. It means that frustration is against conventional orders, destabilizing the antiferromagnetism and helping the PM phase to appear at lower temperatures. In other words, the free energy of ordered phases increases as $J_2/J_1 \to 1$. For strong disordered regimes, the SG RSB solution replaces the antiferromagnetic phases, dominating the phase diagram. However, an interesting phenomenon occurs in small disorder intensities when the competitive scenario is enhanced. In this frustrated regime, the RSB solution appears as a mixed phase. It means that in this competitive scenario RSB takes place even at low levels of disorder.

To conclude, magnetic systems with competing interactions can present a stronger sensitivity to disorder, which can favor a spin-glass phase in between two competing long-range orders. We also suggest that even when frustration is not strong enough to avoid an ordered phase, it can still favor the onset of a glassy phase at low levels of disorder. This phase can occur as a reentrant mixed spin-glass phase or a canonical spin-glass, depending on the subtle balance of disorder and frustration of the particular system.

**Appendix A: Order Parameters**

By extremizing the free energy given by Eq. (12), we obtain the following set of equations for the order parameters:

$$m_k = \int Dz \left( \frac{\langle Z_{eff}(J_{ij}) \rangle^{c_{ij}-1} \langle \sigma_k Z_{eff} \rangle^{c_{ij}}}{\int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}}} \right)^{I_{ij}}, \quad (A1)$$

$$q_0 = \frac{1}{4} \sum_{k=1}^{4} \int Dz \left( \frac{\int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}-1} \langle \sigma_k Z_{eff} \rangle^{c_{ij}}}{\int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}}} \right)^{2^{I_{ij}}}, \quad (A2)$$

$$q_1 = \frac{1}{4} \sum_{k=1}^{4} \int Dz \left( \frac{\int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}-2} \langle \sigma_k \rangle Z_{eff}^{2} \langle Z_{eff} \rangle^{c_{ij}}}{\int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}}} \right)^{I_{ij}}, \quad (A3)$$

and

$$3(J\beta)^2(q_1^2 - q_0^2) + \frac{1}{c_{ij}} \int Dv \ln \int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}} \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}} - \frac{1}{c_{ij}} \int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}} \ln \int Dv \langle Z_{eff}(J_{ij}) \rangle^{c_{ij}} = 0 \quad (A4)$$

with $k = 1 \cdots 4$, $Z_{eff}(J_{ij}) = \text{Tr} \exp(-\beta H_{eff}(J_{ij}))$ and $\langle \sigma_k \rangle Z_{eff} = \text{Tr} \sigma_k \exp(-\beta H_{eff}(J_{ij}))$, with $H_{eff}(J_{ij})$ defined in Eq. (13).
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