Star cluster formation in turbulent, magnetized dense clumps with radiative and outflow feedback
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ABSTRACT

We present three ORION simulations of star cluster formation in a 1000 \( M_\odot \), turbulent molecular cloud clump, including the effects of radiative transfer, protostellar outflows, and magnetic fields. Our simulations all use self-consistent turbulent initial conditions and vary the mean mass-to-flux ratio relative to the critical value over \( \mu_\phi = 2 \), \( \mu_\phi = 10 \), and \( \mu_\phi = \infty \) to gauge the influence of magnetic fields on star cluster formation. We find, in good agreement with previous studies, that magnetic fields corresponding to \( \mu_\phi = 2 \) lower the star formation rate by a factor of \( \approx 2.4 \) and reduce the amount of fragmentation by a factor of \( \approx 2 \) relative to the zero-field case. We also find that the field increases the characteristic sink particle mass, again by a factor of \( \approx 2.4 \). The magnetic field also increases the degree of clustering in our simulations, such that the maximum stellar densities in the \( \mu_\phi = 2 \) case are higher than the others by again a factor of \( \approx 2 \). This clustering tends to encourage the formation of multiple systems, which are more common in the rad-MHD runs than the rad-hydro run. The companion frequency in our simulations is consistent with observations of multiplicity in Class I sources, particularly for the \( \mu_\phi = 2 \) case. Finally, we find evidence of primordial mass segregation in our simulations reminiscent of that observed in star clusters like the Orion Nebula Cluster.
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1 INTRODUCTION

Most stars form in groups (Lada & Lada 2003; Bressert et al. 2010), but theoretical (e.g. Shu 1977; McKee & Tan 2002, 2003) and numerical (Larson 1969; Banerjee, Pudritz, & Holmes 2004; Krumholz et al. 2007b, 2010; Hennebelle & Fromang 2008; Cunningham et al. 2011; Myers et al. 2011, 2013) treatments of star formation frequently consider stars-forming in isolation. While these models are an important building block, they cannot capture the interaction effects likely to be important in real regions of star formation. For example, in Krumholz, Klein, & McKee (2012b), who considered the collapse of a relatively massive \( (1000 \ M_\odot) \) molecular cloud clump, the presence of a few massive stars affected the temperature structure of the entire cluster. A true understanding of star formation requires considering the clustered mode of formation commonly encountered in nature.

Simulations of star cluster formation that include magnetic effects have typically ignored radiative transfer (Li & Nakamura 2006; Wang et al. 2010), while simulations that include radiation have frequently ignored magnetic fields (Offner et al. 2009; Krumholz 2011; Hansen et al. 2012; Krumholz et al. 2012b). Important exceptions are Price & Bate (2009), which studied the collapse of a \( 50 \ M_\odot \) molecular cloud including both magnetic and radiative effects, and Peters et al. (2011), which included magnetic fields and used a ray-tracing approximation for both the ionizing and non-ionizing components of the protostellar radiation. Non-zero field strengths can, among other things, reduce the overall rate of star formation (Price & Bate 2009; Padoan & Nordlund 2011; Federrath & Klessen 2012), suppress fragmentation (Commerçon, Hennebelle, & Henning 2011; Hennebelle et al. 2011; Federrath & Klessen 2012; Myers et al. 2013), and influence the core mass spectrum (Padoan et al. 2007), while radiative feedback is likely crucial to picking out a characteristic mass scale for fragmentation (Bate 2009; Krumholz 2011; Krumholz, Klein, & McKee 2011, 2012b; Myers et al. 2011). In this paper, we extend the work of Krumholz et al. (2012b) by...
including magnetic fields, and of Price & Bate (2009) by including self-consistently turbulent initial conditions, protostellar outflows, forming a statistically meaningful sample of stars, and following the protocluster evolution until a steady state is reached. The outline of this paper is as follows: we describe our numerical setup in Section 2, report the results of our simulations in Section 3, discuss our results in Section 4, and conclude in Section 5.

2 SIMULATIONS

We have performed six simulations of star formation in turbulent molecular cloud clumps, aimed towards quantifying the effects of varying the magnetic field strength. The first three simulations have a maximum resolution of $\Delta x_f \approx 46$ au and have either a strong, weak, or zero magnetic field. The next three are identical, except that the resolution is $\Delta x_f \approx 23$ au instead. As the high-resolution simulations are necessarily more computationally expensive, we integrate them for a shorter period and use them mainly to check for convergence at early times. The parameters of all six runs are summarized in Table 1.

Our simulations consist of two distinct phases: a driving phase, in which we generate turbulent initial conditions using a simplified set of physics, and a collapse phase, in which we follow the gravitational collapse and subsequent star formation. In this section, we summarize our numerical approach and describe the initial conditions for each of these phases in turn.

2.1 Numerical methods

We use our code ORION to solve the equations of gravito-radiation-magnetohydrodynamics (MHD) in the two-temperature, mixed-frame, grey flux-limited diffusion (FLD) approximation. ORION uses adaptive mesh refinement (AMR) (Berger & Colella 1989) to focus the computational effort on regions undergoing gravitational collapse, and sink particles (Lee et al., in preparation, see also Bate, Bonnell, & Price 1995, Krumholz, McKee, & Klein 2004, Federrath et al. 2010b) to represent matter that has collapsed to densities higher than we can resolve on the finest level of refinement. ORION uses CHOMBO as its core AMR engine, the HYPRE family of sparse linear solvers, and an extended version of the Constrained Transport scheme from PLUTO (Mignone et al. 2012) to solve the magnetohydrodynamic (MHD) sub-system (Li et al. 2012). The output of our code is the gas density $\rho$, velocity $v$, magnetic field $B$, the non-gravitational energy per unit mass $e$, the gravitational potential $\phi$, and the radiation energy density $E_R$, defined on every cell in the AMR hierarchy.

The equations and algorithms that govern our simulations, as well as our choices of dust opacities, flux limiters, and refinement criteria, are with one exception identical to those in Myers et al. (2013). For a complete description of our numerical techniques, see that paper and the references therein. The exception is that, in this work, we have also included the sub-grid protostellar outflow model of Cunningham et al. (2011). In short, in addition to accreting matter from the grid, the sink particles in these simulations also inject a portion of the accreted matter back to the simulation domain at high velocity in the direction given by the sink particle’s angular momentum vector. Specifically, each sink ejects 21 per cent of the mass it accretes back into the gas at a velocity of 1/3 the Keplerian speed at the stellar surface, $v_{i,w} = \sqrt{GM/R}$, where $M_i$ and $R_i$ are the mass and radius of the $i$th sink particle. These parameters were selected so that the momentum flux would be consistent with observed values (Cunningham et al. 2011), without the wind speed dominating the Courant time step. Additionally, the sub-grid outflow model employed in our calculations occasionally drives shocks strong enough to heat a small fraction of the gas to temperatures higher than the dust sublimation temperature ($\gtrsim 10^3$ K). Under such conditions, the dust opacity drops to nearly zero, and our normal treatment of the radiative transfer would not allow this gas to cool efficiently. Physically, this high-temperature gas should still cool by line emission and at still higher temperatures by radiation from free electrons, but it is difficult to model these processes using a single opacity. To remedy this, we make one further change from Myers et al. (2013): when the gas temperature $T_g$ in a cell exceeds $10^3$ K, we remove energy from that cell at a rate given by $(\rho/m_H)^2 \Lambda(T_g)$ and deposit it into the radiation field, where $m_H$ is the hydrogen mass and $\Lambda(T_g)$ is the line cooling function from Cunningham, Frank, & Blackman (2006). After the next radiation solve, this excess energy will be smoothed away by the diffusion solver. Without this correction, the temperature in these wind-shocked regions would be unphysically large.

We use periodic boundary conditions on all gas variables and on the gravitational potential $\phi$. The lone exception is the radiation energy density $E_R$. Periodic boundary conditions would trap radiation inside the simulation volume, which is not realistic. Instead, we use Marshak boundary conditions equivalent to surrounding the box in a radiation bath with temperature $T_r = 10$ K.

2.2 Initial conditions

We begin with a uniform, isothermal gas inside a box of size $L = 0.46$ pc. The initial gas temperature is $T_g = 10$ K and the initial density $\bar{\rho}$ is $6.96 \times 10^{-19}$ g cm$^{-3}$, or $n_H = 2.97 \times 10^4$ hydrogen nuclei per cm$^{-3}$. The gravitational free-fall time

$$t_{ff} = \sqrt{\frac{3\pi}{32G\bar{\rho}}}$$

| Name | $\mu_\phi$ | $B_0$ (mG) | $\beta_0$ | $M_{A,0}$ | $\mu_{\phi,\text{rms}}$ | $B_{\text{rms}}$ (mG) | $\beta_{\text{rms}}$ | $M_{A,\text{rms}}$ | $N_0$ | $\Delta x_f$ (au) |
|------|-----------|------------|----------|-----------|-------------------|-------------------|-------------------|-------------------|------|-------------------|
| Hydro | $\infty$  | 0.00       | $\infty$ | $\infty$ | $\infty$         | 0.00              | $\infty$         | $\infty$         | 128  | 46                |
| Weak  | 10.0      | 0.16       | 0.24     | 3.8       | 2.8              | 0.57              | 0.02             | 1.1               | 128  | 46                |
| Strong | 2.0       | 0.81       | 0.01     | 0.8       | 1.9              | 0.84              | 0.01             | 0.8               | 128  | 46                |
| Hydro23 | $\infty$  | 0.00       | $\infty$ | $\infty$ | $\infty$         | $\infty$         | $\infty$         | $\infty$         | 256  | 23                |
| Weak23 | 10.0      | 0.16       | 0.24     | 3.8       | 2.8              | 0.57              | 0.02             | 1.1               | 256  | 23                |
| Strong23 | 2.0       | 0.81       | 0.01     | 0.8       | 1.9              | 0.84              | 0.01             | 0.8               | 256  | 23                |

Column 2: mass-to-flux ratio. Column 3: mean magnetic field. Column 4: mean plasma $\beta_0 = 8\pi\rho c^2/B_0^2$. Column 5: Alfvén Mach number. Columns 6–9: same as 2–5, but for the root-mean-square field instead of $B_0$. Column 10: resolution of the base grid. Column 11: maximum resolution at the finest level. All runs have $M_e = 1000 M_\odot$, $L = 0.46$ pc, $\Sigma_c = 1$ g cm$^{-2}$, $\sigma_e = 1.2$ km s$^{-1}$, $M = 11.1$, and four levels of refinement.
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computed using the mean density is $t_{\Phi}(\bar{\rho}) \approx 80$ kyr. The corresponding total mass of the clump $M_c$ is 1000 $M_\odot$, and the clump surface density $\Sigma_c = 1$ g cm$^{-2}$.

These parameters were chosen to be consistent with observations of currently forming star clusters that are large enough to contain high-mass stars (e.g. Shirley et al. 2003; Faíndez et al. 2004; Fontani, Cesaroni, & Furuya 2010) and are identical to those of Krumholz et al. (2012b). In addition, our MHD runs have an initially uniform magnetic field with strength $B_0$, oriented in the $z$ direction. The strength of this field can be expressed using the magnetic critical mass, $M_\Phi$, which is the maximum mass that can be supported against gravitational collapse by the magnetic field. In terms of the magnetic flux threading the box $\Phi = B_0 L^2$:

$$M_\Phi = c_\Phi \frac{\Phi}{G^{1/2}}$$

where $c_\Phi = 1/2\pi$ for a sheet-like geometry (Nakano & Nakamura 1978) and $\approx 0.12$ for a uniform spherical cloud (Mouschovias & Spitzer 1976; Tomisaka, Ikeuchi, & Nakamura 1988). In this paper, we take $c_\Phi = 1/2\pi$. The ratio of the mass in the box to the critical mass, $\mu_\Phi = M/M_\Phi$, thus divides the parameter space into magnetically sub-critical ($\mu_\Phi < 1$) cases, for which the field is strong enough to stave off collapse, and magnetically super-critical ($\mu_\Phi > 1$) cases, which will collapse on a time-scale of the order of the mean-density gravitational free-fall time. Note that $\mu_\Phi$ here refers to the box as a whole, and not to the individual cores and clumps that form within.

Observations of the Zeeman effect in both OH lines (Troland & Crutcher 2008) and CN $N = 1 \rightarrow 0$ hyperfine transitions (Falgarone et al. 2008) show that the typical value of $\mu_\Phi$ is $\approx 2$. While these observations do not rule out the existence of sub-critical magnetic fields in some star-forming regions, they do suggest that the typical mode of star formation involves fields that are not quite strong enough to support clouds by themselves over time-scales longer than $\sim t_{\Phi}(\bar{\rho})$. Additionally, Crutcher et al. (2010) suggest, based on a statistical analysis of observed line-of-sight magnetic field components, that values of $\mu_\Phi$, much more supercritical than $\mu_\Phi = 2$ may not be rare. In this paper, we thus do two MHD runs, called Weak and Strong. Weak has an initial magnetic field strength of $B_0 = 0.16$ mG, corresponding to $\mu_\Phi = 10$. Strong, which is in fact closer to the mean observed $\mu_\Phi$, has $B_0 = 0.81$ mG and $\mu_\Phi = 2$. The corresponding values for the plasma parameter, $b_0 = \sqrt{\pi\rho c_s^2}/B_0$, and the 3D Alfvén Mach number, $M_{A,0} = \sqrt{2\pi\rho c_s^2}/B_0$, where $c_s$ is the 1D non-thermal velocity dispersion in the box, are shown in Table 1. We also do a run called Hydro, in which we set $B_0 = 0.0$ mG ($\mu_\Phi = \infty$). Note that, because the Weak run is initially super-Alfvénic, there is some amplification of the initial magnetic field during the driving phase (see, e.g., Federrath et al. 2011a,b). We thus also show in Table 1 the root-mean-squared magnetic field, $B_{rms}$, as well as the values of $M_c$, $\beta$, and $\mu_\Phi$ corresponding to $B_{rms}$ instead of $B_0$.

Molecular clouds and the clumps they contain are also observed to have significant non-thermal velocity dispersions (e.g. Elmegreen & Scalo 2004; Mac Low & Klessen 2004; McKee & Ostriker 2007; Hennebelle & Falgarone 2012), which are generally explained by invoking the presence of supersonic turbulence. Turbulence is frequently modelled in simulations of star formation by generating a velocity field with the desired power spectrum (say, $P(k) \propto k^{-2}$ for supersonic Burgers turbulence) in Fourier space and then superimposing this field on a pre-determined smooth density distribution (e.g. Krumholz, Klein, & McKee 2007a; Bate 2009; Wang et al. 2010; Girichidis et al. 2011; Myers et al. 2013). While this approach captures some of the effects of turbulence on cloud collapse, such as providing ‘seeds’ for fragmentation, it has the downside that density and velocity fields are not self-consistent at time $t = 0$. This lack of initial sub-structure in the density field permits collapse on the order of a free-fall time (Krumholz et al. 2012b). While this may be appropriate for simulations at the scale of individual cores, it is not appropriate for simulations at the scale of dense clumps or giant molecular clouds, as these structures convert only a small percentage of their mass to stars per free-fall time (Zuckerman & Evans 1974; Krumholz & Tan 2007; Krumholz, Dekel, & McKee 2012a, Federrath & Klessen 2013). Here, we instead follow the approach used in, e.g. Klessen, Heitsch, & Mac Low (2000), Offner et al. (2009), Federrath & Klessen (2012), Hansen et al. (2012), and Krumholz et al. (2012b): we generate initial conditions using a driven turbulence simulation, and then switch on gravity and allow the gas to collapse. This ensures that the density and velocity fields are self-consistent at time zero.

During the driving phase, we turn off self-gravity, particles, and radiative transfer, leaving just the ideal MHD equations. We set $\gamma = 1.0001$, so that the gas is very close to isothermal during this phase. For the driving pattern, we use a $512^2$ perturbation cube generated in Fourier space according to method in Dubinski, Narayan, & Phillips (1995). This pattern has a flat power spectrum in the range $1 \leq kL/\pi \leq 2$, where $k$ is the wavenumber. We also perform a Helmholtz decomposition and keep only the divergence-free portion of the driving velocity, as in e.g. Padoan & Nordlund (1999), Ostriker, Gammie, & Stone (1999); Ostriker, Stone, & Gammie (2001), Kowal, Lazarian, & Beresnyak (2007), Lemaster & Stone (2009), and Collins et al. (2012). We then drive the turbulence using the method of Mac Low (1999) for two crossing times. The resulting initial states for the collapse phase are illustrated in Fig. 1. Note that the initial conditions for Weak, for which $M_{A,0} = 6.4$, contains much more structure in the magnetic field than those for Strong ($M_{A} = 1.3$), in which the turbulence is not strong enough to drag around field lines significantly.

Our choice of a solenoidal (divergence-free) driving pattern requires some discussion. The purpose of the driving is to mimic the effects of turbulence cascading down to our dense clump from larger scales. Since this is necessarily somewhat artificial, one would hope that the choice of driving pattern had little effect on the nature of the fully developed turbulence. However, the presence of large-scale compressive motions in the driving has a significant effect on the density probability distribution function (Federrath, Klessen, & Schmidt 2008), the fractal density structure (Federrath, Klessen, & Schmidt 2009), and the star formation rate (SFR; Federrath & Klessen 2012). The latter is of particular importance here. The turbulent runs in Krumholz et al. (2012b), which used initial conditions quite similar to our Hydro run, had SFRs that were too high by an order of magnitude. If the initial mass function (IMF) peak is determined by the temperature structure imposed by protostellar accretion luminosities (Krumholz 2011), then overestimating the SFR likely means overestimating the characteristic stellar mass as well. Our choice of solenoidal driving helps bring the SFR closer to the observed values (Section 3.2), so the level of radiative feedback is probably more realistic in these calculations. Furthermore, even turbulence that is driven purely compressively will have approximately half the power in solenoidal modes in the inertial range for hydrodynamic, supersonic turbulence (Federrath et al. 2010a), and magnetic fields further decrease the compressive fraction (Kritsuk et al. 2010; Collins et al. 2012). We thus expect that, whatever the driving mechanisms responsible for maintaining GMC turbulence on large scales, it would be mostly (but not purely) solenoidal by
the time it cascades down to the \( \approx 0.46 \) pc scales of our box. At the end of the driving phase, our simulations have 29 per cent, 22 per cent, and 14 per cent of the total power in compressive motions in the Hydro, Weak, and Strong runs, respectively.

After generating the initial conditions, we move on to modelling the collapse phase. We coarsen the turbulence simulations above from \( N_0 = 512 \) to either \( N_0 = 256 \) for the high-resolution runs or \( N_0 = 128 \) for our main runs. We switch on gravity, sink particles, and radiation, and also set \( \gamma = 5/3 \) instead of \( \gamma = 1.0001 \), appropriate for a gas of \( H_2 \) that is too cold for the rotational and vibrational degrees of freedom to be accessible. This also allows the temperature to vary according to the outcome of our radiative transfer calculation. We summarize the results of the collapse phase in the next section.

3 RESULTS

We begin by describing the evolution of the large-scale morphology of our clumps in section (Section 3.1). We then discuss the overall rate of star formation (Section 3.2), compare our sink particle mass distributions to the stellar IMF (Section 3.3) and to the protostellar mass functions (PMFs) of McKee & Offner (2010) (Section 3.4), examine the magnetic field geometry on the scale of individual stellar cores (Section 3.5) and the accretion history of individual protostars (Section 3.6), describe the primordial mass segregation observed in our simulations (Section 3.7), and finally discuss the multiplicity of our simulated star systems (Section 3.8). Unless otherwise stated, the results in this section are from our main Hydro, Weak, and Strong calculations at \( \Delta x \approx 46 \) AU. We discuss numerical convergence in section (Section 3.2).

3.1 Global evolution

In Figs 2 through 4, we show the evolution of the column density \( \Sigma \) and density-weighted mean gas temperature \( T \), defined as \( \Sigma = \int \rho \, dx \) and \( T = \int \rho T \, dx / \Sigma \). Because star formation proceeds at different rates in the three runs (see Section 3.2) we compare the simulations based on the total mass that has been converted into stars, rather than the elapsed time. Figs 2 through 4 show snapshots of the runs when the total mass in stars is 5, 10, 15, and 20 \( \text{M}_\odot \). The global morphology of all three calculations is quite similar to the non-magnetic, turbulent simulations presented in Krumholz et al. (2012b). In all three runs, the turbulence creates a network of overdense, filamentary regions. As time passes, these dense regions collapse gravitationally and begin to fragment into isolated cores of gas. The cores collapse to form stars, leading to the appearance that stars tend to be strung along the gas filaments. Comparing the late-time distribution of stars in run Strong to those of run Weak and Hydro, two effects jump out. First, there are many more stars in Hydro than in the either Weak or Strong. Secondly, the magnetic field appears to confine star formation to take place within a smaller surface area in the \( \mu_B = 2 \) case than in the others, so that the star particles tend to be found at higher surface density, and there are large regions with no stars at all. The reason for this behaviour is simple: when the box as a whole is only magnetically supercritical by a factor of 2, then there are relatively large sub-regions within the domain that are magnetically sub-critical. These regions are not able to collapse to form stars on time-scales comparable to \( t_{\text{ff}} \). We return to this point in Section 3.7.

The evolution of the gas temperature is interesting as well. At \( t = 0 \), the gas in the simulations is uniformly at 10 K. As stars form, they also heat up their surrounding environments. When the mass in stars is 5 \( \text{M}_\odot \), the high-temperature regions are confined to the cores of gas around the individual protostars. As the simulations evolve and the protostars grow in mass, the heated regions grow and begin to overlap. By the time 20 \( \text{M}_\odot \) of stars have formed, even regions far from any protostars have begun to be heated above the background temperature of 10 K, although the median gas temperatures are still a quite cool 11–12 K.

We examine the temperature structure in our simulations more quantitatively in Figs 5 and 6. These plots are constructed as follows. First, we create a set of two-dimensional bins in \( \rho - T_g \) space. We have chosen the bins to be logarithmically spaced in both \( \rho \) and \( T_g \), covering a range from \( 10^{-20} \) to \( 10^{-12} \) g cm\(^{-3}\) in density and \( 10^5 \) to \( 10^2 \) K in temperature. Each bin is 0.025 dex wide in both \( \rho \) and \( T_g \), so that there are 320 density bins and 80 temperature bins. Then, we loop over every cell in the simulation. If a cell is not covered by a finer level of refinement (i.e. it is at maximum available resolution), we examine its density and temperature and add its mass to the appropriate bin. Otherwise, we skip it and move on. Figs 5 and 6 thus show the distribution of gas mass with both density and temperature, in units of \( \text{M}_\odot \) dex\(^{-2}\).
Figure 2. Density-weighted mean temperature (left) and column density (right) for the Hydro run. Projected sink particle positions have been over-plotted as white dots.
We have performed this calculation for all three of our runs, comparing each at equal stellar masses (Fig. 5) and at equal times (Fig. 6). The differences between the three runs are particularly dramatic when the runs are compared at equal evolution times, because one of the effects of the magnetic field is to delay the rate of star formation (Section 3.2). However, even when compared at equal stellar mass (Fig. 5), there is still less hot gas in the Strong run than the others. This is likely due to the overall lower accretion rate in the Strong run, since accretion luminosity is the dominant source of heating. The excess hot gas in the Weak run at early times...
is a small-sample size effect: there are only a few stars present at early times, and the Weak field run happens to form a few stars particularly early in its evolution (see Section 3.2). At later times, when there are dozens of stars in each run, the temperature structures of Weak and Hydro look quite similar.

### 3.2 Star formation

We now consider the properties of the sink particles formed in our simulations. In this section, we consider sink particles to be ‘stars’ when their masses exceed 0.05 \(M_\odot\). This threshold corresponds to the approximate mass at which second collapse occurs (Masunaga,
Figure 5. $T-\rho$ phase plots for all three runs. The columns, from left to right, correspond to the Hydro, Weak, and Strong runs, while the rows, from top to bottom, show the state of the simulations at the points at which 5, 10, 15, and 20 $M_\odot$ of stars have formed. The colours show the amount of mass in each $T-\rho$ bin.

Miyama, & Inutsuka 1998; Masunaga & Inutsuka 2000). Below this mass, our code will merge sink particles if one enters the accretion zone of another, so only sinks with masses greater than 0.05 $M_\odot$ are ensured to be permanent over the course of the simulations. With that caveat, we display the total number of stars $N_*$ and the star formation efficiency (SFE) versus time in our simulations in Figs 7 and 8. We have taken the definition of the SFE to be the total mass in stars divided by the total mass of the cluster, including both gas and stars:

$$\text{SFE} = \frac{M_*}{M_{\text{gas}} + M_*} = \frac{M_*}{M_c}. \quad (3)$$

There is a monotonic decrease in both the SFE and $N_*$ at a given time with magnetic field strength. The reduction in $N_*$ between the
Figure 6. $T-\rho$ phase plots for all three runs. The columns, from left to right, correspond to the Hydro, Weak, and Strong runs, while the rows, from top to bottom, show the state of the simulations at $0.1t_{\text{ff}}, 0.2t_{\text{ff}}, 0.3t_{\text{ff}},$ and $0.4t_{\text{ff}}$. The colours show the amount of mass in each $T-\rho$ bin.

$\mu_\Phi = \infty$ and $\mu_\Phi = 2$ cases is approximately a factor of 2. This agrees well with the simulations of Hennebelle et al. (2011), which found the same reduction in the number of fragments (a factor of $\approx 1.5-2$ between $\mu_\Phi = 2$ and $\mu_\Phi = 120$) using quite different numerical schemes and initial conditions. For example, Hennebelle et al. (2011) used an isothermal equation of state with a barotropic switch at high density, compared to our FLD radiative transfer, and took as initial conditions a spherical cloud with velocity perturbations, compared to our turbulent box initial conditions. This factor of $\approx 2$ also agrees with the isothermal calculations of Federrath & Klessen (2012), whose initial conditions were similar to our own. There is evidence from numerical simulations (Commerçon et al. 2011; Myers et al. 2013) that a combination of magnetic fields and radiative heating from accretion luminosity on to massive protostars can much more dramatically suppress fragmentation in the context of massive ($\gtrsim 100 M_\odot$) core collapse, but as we do not form stars anywhere near as massive as those in Myers et al. (2013) in these runs, this effect is not dramatic here.
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Klessen (2012) is to normalize $M_\ast$ by what the SFR would be if all the mass in the box was converted to stars in a mean-density gravitational free-fall time:

$$\epsilon_{ff,\tau} = \frac{M_\ast}{M_\ast/t_{ff,\rho}},$$

where $t_{ff,\rho}$ is equation (1) evaluated at $\rho$. However, because of the compressive effects of supersonic turbulence, most of the mass is actually at higher densities than $\rho$. One could alternatively define some density threshold, $\rho_{\text{thresh}}$, evaluate $t_{ff}$ at that density, and define the relevant mass to be all the mass at $\rho_{\text{thresh}}$ or higher. Krumholz et al. (2012b) take $\rho_{\text{thresh}}$ to be the mass-weighted mean density, $\langle \rho \rangle$, and therefore define

$$\epsilon_{ff,(\rho)} = \frac{M_\ast}{(1/2)M_\ast/t_{ff,(\rho)}},$$

where $t_{ff,(\rho)}$ is the free-fall time (equation 1) computed using $\langle \rho \rangle$, and the factor of $1/2$ accounts for the fact that, for a log-normal mass distribution, half the cloud mass is above $\langle \rho \rangle$.

The first of these definitions is more analogous to extragalactic CO observations, in which the mass is taken to be all the mass in the beam, while the second is more analogous to observations of the SFR based on high-critical density tracers like HCN. We report both forms of $\epsilon_{ff}$ in Table 2 below, where we have evaluated $\langle \rho \rangle$ at the instant gravity is switched on. Note that, while $\rho$ is the same in all of our runs, $\langle \rho \rangle$ is not: the magnetic field keeps material from getting swept up across field lines, such that the value of $\langle \rho \rangle$ generally decreases with increasing magnetic field strength (Padoan & Nordlund 2011).

The SFEs in Fig. 7 are super-linear at all times. After about 0.2 $t_{ff,\rho}$, we find that the SFE versus $t$ curves are well fit by power laws of the form $\text{SFE}(t) \propto t^\alpha$, with $\alpha \approx 3.4, 2.7$, and 3.2 for the Hydro, Weak, and Strong runs, respectively. This differs from the results of Padoan & Nordlund (2011) and Federrath & Klessen (2013), likely because unlike those authors we did not continue to drive the turbulence during the collapse phase. To compare the SFR across our runs, we compute and instantaneous $M_\ast$ at the time at which the mass in stars is $20 M_\odot$. This precise value is somewhat arbitrary, but it is consistent with observations of star-forming clouds, which generally have present-day SFEs of a few percent (Evans et al. 2009; Federrath & Klessen 2013). The resulting slopes are indicated by the dotted lines in Fig. 7. We summarize the values of $M_\ast$, $\epsilon_{ff,\rho}$, and $\epsilon_{ff,(\rho)}$ in Table 2. We find that the magnetic field decreases the SFR by a factor of $\approx 2.4$ over $\mu_b = \infty$ to $\mu_b = 2$, for both definitions of $\epsilon_{ff}$. The $\approx 2.4$ reduction agrees well with previous studies of the SFR in turbulent, self-gravitating clouds (Price & Bate 2009; Padoan & Nordlund 2011; Federrath & Klessen 2012). Likewise, our value of $\epsilon_{ff,\tau} = 0.17$ in the Hydro case is comparable to the value of 0.14 reported in the solenoidally driven, pure HD run in Federrath & Klessen (2012). This suggests that the radiative and outflow feedback processes included in this work have not

![Figure 7. Star formation efficiency (SFE) versus free-fall time for the Hydro (blue), Weak (green) and Strong (red) runs. The solid lines are from the high-resolution simulations, the dashed from the low. The black dotted lines demonstrate the slope of the low-resolution curves computed at SFE = 0.02, which we use to determine the SFR below. The free-fall time has been computed using the mean density.](image1)

![Figure 8. Same as Fig. 7, but showing the number of stars, $N_\ast$, instead of the SFE.](image2)

Table 2. Summary of the star formation in each run.

| Name     | $t_{ff,\rho}$ | $t_{ff,(\rho)}$ | $M_{\ast,t_{ff}}$ | $N_{\ast,t_{ff}}$ | $M_\ast$ | $\epsilon_{ff,\tau}$ | $\epsilon_{ff,(\rho)}$ |
|----------|---------------|-----------------|-------------------|-------------------|---------|----------------------|----------------------|
| Hydro    | 0.45          | 28.5            | 23.9              | 89                | 2.2     | 0.17                 | 0.12                 |
| Weak     | 0.68          | 29.8            | 33.8              | 81                | 1.2     | 0.07                 | 0.07                 |
| Strong   | 0.78          | 33.4            | 32.2              | 92                | 0.9     | 0.07                 | 0.05                 |

Note. Column 2 – the final simulation time. Column 3 – in kyr. Column 4 – the total mass in stars at $t_f$. Column 5– the number of stars at $t_f$. Column 6 – in $10^{-3} M_\odot$ yr$^{-1}$. 
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dramatically altered the SFR over the time we have run, although a direct numerical experiment confirming this would be desirable.

Our Hydro run is almost identical to the ‘TuW’ run from Krumholz et al. (2012b). The exception is the turbulent driving pattern, which is solenoidal here and was a ‘natural’ 1:2 mixture of compressive and solenoidal modes (i.e., 1/3 of the total power was in compressive motions) in Krumholz et al. (2012b), Federrath & Klessen (2012) found that mixed forcing increased the SFR by a factor of \(\approx 3-4\) over the pure solenoidal case, depending on the random seed used to generate the driving pattern. If we compare our \(\Psi_1\) to that of run TuW in Krumholz et al. (2012b), we see that our driving pattern itself resulted in an \(\approx 2.3\) reduction in the SFR, similar to the Federrath & Klessen (2012) result. However, even with this reduction, the lowest SFR reported in this work of 0.05 in the Strong run is still slightly higher than the typically observed value of 0.01 (Krumholz & Tan 2007; Krumholz et al. 2012a). Likewise, Federrath (2013) studied the dependence of the Krumholz et al. (2012a) star formation law on the dimensionless SFR, finding that values of 0.003 to 0.04 covered range of scatter seen in the Milky Way and in other galaxies. Because of the sensitivity of the SFR to the details of the driving, which is in any event only a rough approximation to the true drivers of GMC turbulence, we believe that the raw numbers in Table 2 are to be taken less seriously than the trend with magnetic field strength, which appears to be robust for both solenoidal (this work, Padoan & Nordlund 2011) and naturally mixed (Federrath & Klessen 2012) driving.

### 3.3 The initial mass function

The stellar IMF (e.g. Chabrier 2005) is one of the most basic observable properties of stellar populations, and serves as an important constraint on numerical simulations of star formation. In this section, we examine the distribution of sink particle masses in our simulations, and compare the result against the observed IMF. To begin, we show in Fig. 9 the evolution of the median, 25th percentile, and 75th percentile sink particle masses in each of our runs.

There are two points to make about this plot. First, in each of our runs, the 25th, 50th, and 75th percentile sink masses have all levelled off to well-defined values after about 10 to 20 \(M_\odot\) of gas has been converted into stars. Even though most of the sink particles in our calculations are still accreting at the time we stop running, this growth is counterbalanced by the fact that new stars are continuously forming, so that the population as a whole has approached a steady-state distribution. Secondly, the median particle mass appears to monotonically increase with magnetic field strength, from \(M_c = 0.05 M_\odot\) in the Hydro run to \(M_c = 0.09 M_\odot\) in Weak and \(M_c = 0.12 M_\odot\) in Strong. Thus, the magnetic field increases the median mass by a factor of \(\approx 2.4\) over the range \(\mu_{\phi} = \infty\) to \(\mu_{\phi} = 2\).

Next, we examine the full distribution of sink particle masses. In Fig. 10, we show the differential mass distribution, \(\Psi(m)\), for each of our simulated clusters, where \(\Psi(m)\) is defined such that \(\int_{\log m_1}^{\log m_2} \Psi(m) \, d\log(m)\) gives the fraction of stars with \(\log m\) between \(\log m_1\) and \(\log m_2\). We measure these functions at the point at which the total mass in stars is 20\(M_\odot\). We find that the distributions are well fit by a log-normal:

\[
\Psi(m) \propto \exp \left[ -\frac{(\log m - \log M_c)^2}{2\sigma^2} \right],
\]

where \(M_c\) is the median mass for each run given above and \(\sigma = 0.55\) is the log-normal width. If we take \(M_c = 0.2 M_\odot\), this is equivalent to the low-mass limit of the Chabrier (2005) IMF. However, even our Strong run, which has the largest \(M_c\), is lower than the Chabrier (2005) characteristic mass by a factor of 1.7. The Weak and Hydro medians are smaller by factors of 2.2 and 4.0, respectively.
McKee (1989) considered an approximate expression for the maximum stable mass for a finite temperature cloud in the presence of magnetic fields:

$$M_{\text{cr}} \approx M_{\text{BE}} + M_\Phi,$$

(7)

where $$M_{\text{BE}} = \frac{1.18 c_s^3}{\sqrt{G \rho}}$$ is the Bonnor–Ebert mass and $$M_\Phi$$, as defined above, is the maximum stable mass for a pressureless cloud supported by magnetic fields. It is instructive to compute the typical value of $$M_{\text{cr}}$$ in our simulations. If we write $$M_{\text{cr}} = \mu_{\Phi, \text{core}} M_\Phi$$, where $$\mu_{\Phi, \text{core}}$$ is the mass-to-flux ratio at the core scale, rather than the entire box, then:

$$M_{\text{cr}} = \frac{\mu_{\Phi, \text{core}}}{\mu_{\Phi, \text{rms}}} M_{\text{BE}}.$$  

(8)

The Bonnor–Ebert mass for each of our runs, evaluated at the mass-weighted mean density, is 0.098 M_☉, 0.102 M_☉, and 0.114 M_☉ for Hydro, Weak, and Strong, respectively. To estimate the value of $$\mu_{\Phi, \text{core}}$$, we use $$\mu_{\Phi, \text{rms}}$$. The resulting estimates for $$M_{\text{cr}}$$ are 0.10 M_☉, 0.16 M_☉, and 0.23 M_☉ – approximately a factor of 2 higher than our simulation results for the median stellar mass. The factor of 2.3 increase from $$\mu_{\Phi} = \infty$$ to $$\mu_{\Phi} = 2$$ is quite close to the increase in $$M_{\text{cr}}$$ we observe in our simulations.

It is not surprising that our sink particles undershoot the Chabrier (2005) IMF somewhat – many of the sinks in Fig. 10 formed only recently, and practically all of them are still accreting mass. The more relevant comparison is thus to the PMF, $$\Psi_\ast$$, in McKee & Offner (2010), which gives the mass distribution of a population of still-embedded Class 0 and I protostars. We compare our simulations to these theoretical PMFs in the next section.

### 3.4 The protostellar mass function

The PMF depends on three factors: the functional form of $$N_\ast(t)$$, the distribution of final stellar masses (i.e., the IMF), and the accretion history of the individual protostars, which can be calculated from various theoretical models of star formation. For example, competitive accretion (CA) (Zinnecker 1982; Bonnell et al. 1997), makes a different prediction about a star’s accretion time as a function of its final mass than the turbulent core (TC) model of McKee & Tan (2002, 2003), so a population of still-accreting protostars with the same IMF and functional form of $$N_\ast(t)$$ will have a different mass distribution under the two theories.

McKee & Offner (2010) provide PMFs for two functional forms of $$N_\ast$$, one where it is constant and one where it exponentially accelerates with time. In our simulations, we have an $$N_\ast$$ that is approximately linear with time (Fig. 8), at least after an initial transient phase of $$\approx 0.2$$ Myr, so we will not include any adjustments for accelerating star formation in our comparisons. We also do not include the ‘tapered accretion’ models considered in McKee & Offner (2010), as we find that the accretion rates in our simulations are well described by non-tapered accretion (see Section 3.6). We have also followed McKee & Offner (2010) in assuming that the distribution of final stellar masses $$\Psi_\ast$$ follows the Chabrier (2005) stellar IMF. We consider PMFs associated with three basic accretion models – the TC model, the CA model, and the isothermal sphere (IS) model of Shu (1977) – and two more complex models – two-component turbulent core (2CTC) model of McKee & Tan (2003) and the two-component competitive accretion (2CCA) model of Offner & McKee (2011). 2CTC is a generalization of the TC model that limits to IS for low masses and TC for high masses, while 2CCA similarly interpolates for the IS and CA models. Having fixed $$\Psi_\ast$$ and the form of $$N_\ast(t)$$, the other parameter that enters into the ‘basic’ PMFs is the upper mass limit of stars that will form in the cluster, $$m_\ast$$. In our comparison, we set $$m_\ast = 6$$ M_☉, which is larger than the most massive protostar we form in these simulations and about the mass of the most massive core identified in Section 3.5. The 2CTC model contains an additional parameter: the ratio $$R_{\text{m}}$$ of the accretion rate for the TC model to that of the IS model, evaluated for a 1 M_☉ star. The 2CCA model contains a similar ratio between the CA and IS accretion rates at 1 M_☉. We have taken $$R_{\text{m}} = 3.6$$ for 2CTC and $$R_{\text{m}} = 3.2$$ for 2CCA, which correspond to the fiducial parameter choices in McKee & Offner (2010) and Offner & McKee (2011).

We show the distribution of protostellar masses for the Hydro, Weak, and Strong models in Fig. 11. To make a clear comparison across the three runs, we have plotted the results at the times for which the total mass in stars is 20 M_☉, or SFE =0.02. The earliest time this occurs is $$t \approx 0.4$$ Myr in the Hydro run, so we are well outside the initial ‘turn-on’ phase during which the assumption of constant $$N_\ast$$ is inappropriate. We also show in Fig. 11 the five theoretical PMFs from above. The TC and CA models seem to predict more low-mass protostars than we find in our simulations, and the IS model predicts a median mass that is too large by about 0.5 dex. The two-component models, however, agree well with the median mass found in our Strong simulation. The Hydro run does not compare

---

**Figure 11.** Protostellar mass distributions in our simulations at $$M_\ast \approx 20$$ M_☉ compared to the theoretical PMFs in Offner & McKee (2011). The blue histograms are the simulation data. The green solid curve is the PMF associated with the TC model, the red solid curve the CA model, and the blue solid curve is the IS model. The green and red dotted curves are the 2CTC and 2CCA PMFs, respectively.
well with any of the theoretical models, mainly because its median mass is too low – lower than the Weak run by a factor of \( \approx 2 \) and the Strong run by a factor of \( \approx 3 \) for this snapshot. This increase in the typical protostellar mass due to the magnetic field appears to be necessary to get good agreement with the two-component PMFs.

To examine the degree of agreement with the two-component PMFs over the entire evolution of the cluster, we perform a Kolmogorov–Smirnov (K-S) test comparing our simulated protostar populations to the 2CTC and 2CCA PMFs for all our data outputs. The results are shown in Fig. 12. The Strong MHD run, after the initial transient phase, attains statistical consistency with both PMFs. This agreement appears to be steady with time, hovering around a K-S \( p \)-value of 0.1. The \( p \)-value for the Weak run is also relatively stable, although the agreement with the predicted PMFs is not as good. The Hydro distribution never reaches a steady \( p \)-value \( > 10^{-4} \) for any of the models we consider. Note that, as the PMFs predicted by the 2CTC and 2CCA models are quite similar, our simulated PMFs cannot be said to favour one accretion history model over the other.

### 3.5 Core magnetic field structure

It is also useful to examine the geometry of the magnetic field in the cores formed in our simulations. From the Weak and Strong field MHD runs, we select the four most massive protostars at the time \( t = 0.4 t_{\text{ff}} \). These range in mass from 0.3 to 1.8 \( M_\odot \) at this point in the calculation. In Fig. 13, we show column density maps overlaid with density-weighted, projected magnetic field vectors showing the central 3000 au surrounding each protostar. Fig. 14 shows the same cores convolved with a 1000 au Gaussian beam to ease comparison with observations. As in Krumholz et al. (2012b), we find that all the protostars are found near the centres of dense structures similar to the cores identified in dust thermal emission maps. The typical size of the cores, by inspection, is about 0.005 pc. We calculate the core mass by adding up all the mass (in gas and in the central sink particle) within a sphere of 0.005 pc radius around the protostar. The resulting core masses range from about 2 \( M_\odot \) to 6 \( M_\odot \).

In the Strong run, we find that the magnetic field geometry always follows the ‘hourglass’ structure commonly observed in regions of low-mass (Girart, Rao, & Marrone 2006; Rao et al. 2009) and high-mass (Girart et al. 2009; Tang et al. 2009) star formation. We see examples of this in the Weak case (the left two panels of Fig. 13) but we also see examples of highly disordered field geometry (the right two panels). This is in part due to the greater ability of the...
protostellar outflows to disrupt magnetic field lines in the Weak field case. Note that, because our wind model caps the wind velocity at 1/3 the Keplerian value, this tendency for the winds to disrupt the field lines is if anything underestimated in our simulations.

In general, dust polarization maps of star-forming cores tend to reflect magnetic fields that are quite well ordered. If Crutcher et al. (2010) is correct, and cores with $\mu_\phi \gtrsim 10$ are not rare, then chaotic magnetic field geometries like those shown in the bottom panels of Fig. 13 should not be rare, either. Crutcher et al. (2010) argues for a flat distribution of field strengths from approximately twice the median value down to very near 0 $\mu$G. If this is true, and the median field corresponds to $\mu_\phi = 2$, then a flat distribution implies that $\approx 10$ per cent of cores should have $\mu_\phi \gtrsim 10$.

### 3.6 Turbulent core accretion

The TC model of McKee & Tan (2002, 2003) is a generalization of the singular IS (Shu 1977) that was developed in the context of massive stars. In this model, both the gravitationally bound clump of gas where a cluster of stars is forming and the cores that form individual stars and star systems are assumed to be supersonically turbulent. The predicted accretion rate in the TC model is

$$\dot{m}_* = 1.2 \times 10^{-3} \left( \frac{m_{*,f}}{30 \, M_\odot} \right) \sum_{cl} \left( \frac{m_{*,f}}{m_{*,cl}} \right)^{1/2} \frac{M_\odot}{\text{yr}} ,$$

where we have increased the normalization constant by a factor of 2.6 from the McKee & Tan (2003) value to account for subsonic contraction, as per Tan & McKee (2004). In the above equation, $\dot{m}_*$ is the instantaneous mass accretion rate on to the protostar, $m_*$ is the protostar’s current mass, $m_{*,f}$ is the final mass of the star once it is done accreting, and $\Sigma_{cl}$ is the surface density of the surrounding molecular clump, which we identify with the mean surface density in our simulations, $\Sigma_c = 1 \, \text{g cm}^{-2}$.

The TC model includes the effects of magnetic fields in an approximate way. Its prediction is that the effect of the field strength on the accretion rate should be quite modest. The value quoted above takes the magnetic field into account for a ‘typical’ field strength, for which $M_\beta = 1$. According to McKee & Tan (2003), the accretion rate in the field-free case would be only $\approx 6$ per cent higher, assuming that $\alpha_{\text{vir}}$ is kept constant as the magnetic field strength is varied.

To test this, we select the four most massive stars (as these are the stars for which the TC model should be most applicable) at the end of our Hydro, Weak, and Strong runs, and plot $\dot{m}_*$ versus $m_*$ for the four-star sample in each run (the solid black curves in Fig. 14). We find that the normalization of the best-fitting power law to the mean accretion rates for the four-star sample in each run (the solid black curves in Fig. 15). The resulting fits are compared against equation (9) in Fig. 15. We find that the normalization of the best-fitting power law to the mean accretion rates for the four-star sample in each run (the solid black curves in Fig. 15).
Figure 15. Plots of $\dot{m}_* \propto m_*$ versus $m_*$ for the four most massive protostars in each run. The solid coloured lines correspond to the individual protostars, while the black solid line is the average $\dot{m}_*$ of all four. The black dashed line is the theoretical prediction of the TC model (see the text), while the black dotted line is the best $\dot{m}_* \propto m_*^{1/2}$ power-law fit to the data. These lines overlap almost exactly for the Hydro case. The accretion rates have been smoothed over a 500 yr time-scale for clarity.

law, $C$, is lower than the prediction of equation (9) by 12 per cent in the Hydro run, 35 per cent in the Weak MHD run, and 44 per cent in the Strong MHD run. It is not surprising that the measured accretion rates in the magnetic cases differ somewhat from the prediction in equation (9), since the latter is based on the assumptions that (1) the Alfvén Mach number is unity in the star-forming cores, whereas we set only the initial $M_A$ in the entire turbulent box; and (2) the mass-to-flux ratio in the star-forming cores is similar to that estimated by Li & Shu (1997).

3.7 Mass segregation
Much of our knowledge of the detailed inner structure of star clusters comes from studies of the Orion Nebula Cluster (ONC), which at $\sim 400$ pc is close enough to Earth to be easily observable. One interesting property of the ONC is that, with the exception of relatively massive stars like those that comprise the Trapezium, stars appear to be distributed throughout the cluster independently of mass. However, stars more massive than $\approx 3 M_\odot$ appear to only be found in the centre of the cluster, where the stellar surface density is highest (Huff & Stahler 2006). Allison et al. (2009a) also studied mass segregation in the ONC, finding a similar pattern, but with a threshold of $\approx 5 M_\odot$ below which there was no significant segregation instead. Monoceros R2 (Carpenter et al. 1997) and NGC 1983 (Sharma et al. 2007) show similar behaviour. In this section, we investigate whether our simulations display this pattern of mass segregation as well.

Following Bressert et al. (2010), we define the stellar density around a sink particle out to the $N$th neighbour as

$$n_*(N) = \frac{N - 1}{(4/3)\pi r_N^3},$$

(10)

where $r_N$ is the distance to the $N$th closest sink. The choice of $N$ is somewhat arbitrary; in what follows, we take $N = 9$ for all numerical results, and verify that our qualitative conclusions are not sensitive to this choice over the range $N = 4$ to $N = 20$. Likewise, we define the stellar surface density as

$$N_*(N) = \frac{N - 1}{\pi r_N^2},$$

(11)

as this quantity is closer to what observers measure. For every star in our simulations, we compute $n_*$ and $N_*$, and plot these quantities versus the star mass $m_*$ in Figs 16 and 17. There are two interesting features revealed in these plots. First, although the Strong and Weak runs have advanced to approximately the same time and have approximately the same number of stars, the stars in the Strong run tend to be found at higher stellar densities. The Strong run has 11 stars with $n_* = 1 \times 10^5$ stars pc$^{-3}$ or greater, while neither of the other runs do. The mean and median $n_*$ are higher in the Strong run as well (see Table 3). This trend is also visible in Figs 3 and 4, where the star formation appears more clustered in Strong than in Weak, in that roughly the same number of stars are confined to a smaller surface area.

The second is that, with a few exceptions, all the stars with $m_* > 1 M_\odot$ are found in regions of relatively high stellar density. To make this more quantitative, we compute the mean and median values of $n_*$ twice, once for stars with $m_* < 1 M_\odot$, and again for stars with $m_* > 1 M_\odot$. We do the same for the stellar mass density, $\rho_*$, defined as the total stellar mass within a distance $r_N$ around each star. The results are summarized in Table 3 for the Hydro, Weak,
Table 3. Stellar surface density around >1 M⊙ versus <1 M⊙ stars.

| Name   | n_{b,>,} | n_{b,<} | \bar{n}_{b,> | \bar{n}_{b,< | \rho_{b,>,} | \rho_{b,<,} | \bar{\rho}_{b,> | \bar{\rho}_{b,< | p-value |
|--------|---------|---------|------------|------------|----------|----------|------------|------------|--------|
| Hydro  | 2.0     | 8.6     | 0.5        | 2.5        |          |          |            |            |        |
| Weak   | 2.1     | 74.1    | 9.0        | 64.6       | 0.5      | 117.1    | 8.5        | 96.7       | 5.3 × 10^{-5} |
| Strong | 8.2     | 226.0   | 31.4       | 160.5      | 3.1      | 250.9    | 25.6       | 171.8      | 2.3 × 10^{-3} |
| All    | 2.7     | 74.1    | 16.8       | 91.6       | 0.7      | 113.7    | 12.5       | 110.0      | 2.6 × 10^{-6} |

Note. Column 1: median number density for stars with m_\star < 1 M⊙ in units of 1000 stars per pc^2. Column 2: same, but for stars with m_\star > 1 M⊙. Columns 3 and 4: same, but the mean instead of the median. Column 5 through 8: same as Column 1 through 4, but for the stellar mass density in units of 1000 M⊙ per pc^{-3} instead of the number density. Column 9: p-value returned by a K-S test comparing the m_\star < 1 M⊙ and m_\star > 1 M⊙ distributions.

Figure 17. Same as Fig. 16, but for the stellar surface density N_\star instead.

and Strong runs. We also show the combined properties of all three runs. With the exception of the Hydro run, which only has two stars with m_\star > 1 M⊙, the mean n_\star for super-solar stars is larger than those of sub-solar stars by about a factor of ≈6, while the median is larger by a factor of ≈30. If we compare the stellar mass densities instead, the effect is even more pronounced. We have also indicated in Figs 16 and 17 the median value of n_\star for sub-solar stars in each run. In the Strong run, only one > 1 M⊙ star lies in a region where the stellar surface density is below the median for all the < 1 M⊙ stars in the run. In the Weak run, none do.

We also show in Table 3 the p-value associated with a two-sided K-S test comparing the distributions of n_\star for < 1 M⊙ and > 1 M⊙ stars. For the Weak and Strong MHD cases, we can reject the null hypothesis that the two populations are drawn from the same underlying distribution at the 0.05 per cent and 5 per cent confidence levels, respectively. For the Hydro case, this number is not particularly meaningful, since there are only a couple of stars larger than 1 M⊙. Finally, for the combined sample of all the stars formed in all three runs, the p-value that < 1 M⊙ stars and > 1 M⊙ stars have the same distribution is only 2.6 × 10^{-6}.

Note that the same is not true if we repeat this procedure with a different mass threshold. For example, if we compare the distribution of n_\star around stars with 0.05 M⊙ < m_\star < 0.4 M⊙ to that of stars with 0.4 M⊙ < m_\star < 1.0 M⊙ (the threshold of 0.4 M⊙ was picked because it divides the stars in the mass range 0.05–1.0 M⊙ into two groups of approximately equal mass), we get K-S p-values of 0.30, 0.59, and 0.56, for the Hydro, Weak, and Strong runs, respectively. In other words, the data for stars with 0.05 M⊙ < m_\star < 0.4 M⊙ are consistent with being drawn from the same underlying distribution as those with 0.4 M⊙ < m_\star < 1.0 M⊙. There appears to be a real difference in our simulation between < 1 M⊙ stars, which are found at both low and high stellar density independent of mass, and > 1 M⊙ stars, which are much more likely to be found at high n_\star.

Our threshold value of 1 M⊙ is lower than the threshold for the ONC by about a factor of 3. It is perhaps not surprising that we do not agree with the ONC value quantitatively, since the most massive star in our simulations is ≈5.2 M⊙, while $\theta^1$ Ori C, the most massive member of the Trapezium, is ≈37 M⊙ (Kraus et al. 2009). Nonetheless, we do reproduce the fact that beyond some threshold mass, stars are much more likely to form in the centre of clusters. Interestingly, this same basic pattern has been observed for protostellar cores as well. In a study of dense cores in the ρ Ophiuchi cloud complex, Stanke et al. (2006) found no mass segregation for starless cores with masses $\lesssim$ 1 M⊙, but the most massive cores were only found in the dense, inner region. Finally, although N-body processing can produce the mass segregation observed in the ONC on time-scales comparable to the cluster age of a few Myr (e.g. Allison et al. 2009b), insufficient time (only 56 000 kyr) has elapsed for this effect to be important here. The mass segregation in our simulations is primordial, rather than dynamical.

3.8 Multiplicity

Finally, we consider the multiplicity of the stars formed in our simulations. To divide our star particles into gravitationally bound systems, we use the algorithm of Bate (2009) (see also Bate 2012; Krumholz et al. 2012b). We start with a list of all the stars in each simulation. For each pair, we compute the total centre-of-mass frame orbital energy. We then replace the most bound pair with a single object that has the total mass, net momentum, and centre-of-mass position of its constituent stars. We repeat this procedure until there are no more bound pairs. The only exception is that we do not create systems with more than four stars – if combining the most bound pair of objects would create a system with five or more stars, we combine the next most bound pair instead.1 At the end of this process, there are no more pairs that can be combined, either because they are not gravitationally bound or because combining them would result in more than four stars in a system.

We then compute both the multiplicity fraction MF (Hubber & Whitworth 2005; Bate 2009; Krumholz et al. 2012b):

$$ MF = \frac{B + T + Q}{S + B + T + Q}, $$

1 Our qualitative results are essentially the same if we choose a slightly different limit.
where $S, B, T,$ and $Q$ are the numbers of single, binary, triple, and quadruple star systems, and the companion fraction (e.g. Haisch et al. 2004):

$$\text{CF} = \frac{B + 2T + 3Q}{S + B + T + Q},$$

(13)

which is the number of companions per system. The CF is often reported in observations, but the MF has the desirable property that it does not change if a high-order system is re-classified as a binary or vice-versa.

The results of this calculation for our three runs are shown in Table 4. We find that there is a clear trend towards more multiplicity with stronger magnetic fields. This likely related to the phenomenon discussed in 3.1 and 3.7. Stellar clustering is more dense in the Strong run than the others, with roughly the same number of stars packed into a smaller volume, so the availability of potential partners tends to be greater in run Strong.

At this point, we mention a few caveats of this analysis. First, in our simulations, we are only marginally able to resolve binaries closer than our sink accretion radius of $r_{\text{sink}} = 4\Delta x_f \approx 184$ au. Due to the way our sink particle algorithm works, binaries are unable to form within this distance. Likewise, binaries where one of the partners forms outside of this distance but falls in before exceeding the minimum merger mass of 0.05 $M_\odot$ would be counted as a single star in these simulations. Stars that form outside $r_{\text{sink}}$ and exceed this threshold before falling in are able to form binary systems closer than $r_{\text{sink}}$. However, there is an additional problem, which is that sink–sink gravitational forces are softened on a scale of $0.25\Delta x_f \approx 11.5$ au and gas–sink gravitational forces on a scale of $\Delta x_f \approx 46$ au. We thus have only a limited ability to resolve binaries with separations $< 200$ au.

Most main-sequence, solar-type stars are members of binaries (Duquennoy & Mayor 1991), and young stellar objects such as T Tauri stars (Duquennoy & Mayor 1991; Pinatel et al. 2002) and Class I sources (Haisch et al. 2004; Duchêne et al. 2007; Connelley, Reipurth, & Tokunaga 2008; Duchêne & Kraus 2013) have an even greater tendency to be found in bound multiple systems. The sink particles in our simulations are all still embedded, but have begun to heat up their immediate surroundings to temperatures high enough to radiate in the infrared, and thus are most analogous to Class I sources. Observations of multiplicity among Class I objects have difficulty detecting both very tight and very wide binaries, and thus generally report a restricted companion fraction – that is, the CF counting only companions within some range of projected separations. For instance, Connelley et al. (2008) found a CF of 0.43 for Class I sources in nearby star-forming regions within the range of 100–4500 au, while the high-resolution observations of Duchêne et al. (2007) found $\text{CF} = 0.47$ for 14 to 1400 au. To compare against these observations, we therefore compute the restricted companion fractions in our simulations in the range 200–4500 au. The lower limit of 200 au restricts the analysis to binaries that are resolved at our grid resolution. The results of this calculation are also shown in Table 4.

The main effect of restricting our analysis to companions in the range of 200–4500 AU is to re-classify triple and quadruple star systems as binaries. This is because the higher-order multiples in our simulations are generally hierarchical, with, say, a wide companion orbiting a tighter binary system. Looking for companions only between 200–4500 AU misses many of these partners. This effect makes no difference for the MF, but can change the CF significantly, particularly in the Weak and Strong runs, which without restriction had many triple and quadruple systems. Discounting the companions in the range 100–200 AU, Connelley et al. (2008) found a CF of 0.33 in the range 200–4500 AU. This is quite close to our Strong run, in which the CF restricted to the same range is 0.32.

Additionally, like Bate (2012) and Krumholz et al. (2012b), the multiplicity fraction in our calculations is a strong function of primary mass, $m_p$. If we consider only systems in which the primary star exceeds 1 $M_\odot$, we find that there are 3 such systems in run Hydro, 4 in Weak, and 5 in Strong. Only one of these systems, however, is single. This suggests that the trend for higher multiplicity at higher primary masses, which is well-observed for main-sequence stars, may already be in place during the Class I phase. This is likely related to the phenomenon discussed in section 3.7: that stars more massive than $\approx 1 M_\odot$ are much more likely than average to form in regions of high stellar density. Thus, more massive stars tend to form in regions where there are more potential partners for forming binary and other higher multiple systems. Another potential mechanism behind the strong mass dependence of the multiplicity fraction - that more massive stars have higher accretion rates and thus are more likely to be subject to disc fragmentation (Kratter et al. 2010) - is unlikely to be responsible for the trend in our simulations, simply because at a resolution $\Delta x_f \approx 46$ AU, we are not able to resolve any disc physics.

4 DISCUSSION

We find that the magnetic field influences most aspects of cluster formation and early evolution, including the SFR, the degree of fragmentation, the median fragment mass, the multiplicity fraction, and the typical stellar density in the cluster. However, the magnitude of these effects are rather modest at our resolution, but could be significantly enhanced at a resolution $\Delta x_f \approx 10$ AU. The lower limit of 200 au restricts the analysis to binaries that are resolved at our grid resolution. The results of this calculation are also shown in Table 4.

The main effect of restricting our analysis to companions in the range of 200–4500 AU is to re-classify triple and quadruple star systems as binaries. This is because the higher-order multiples in our simulations are generally hierarchical, with, say, a wide companion orbiting a tighter binary system. Looking for companions only between 200–4500 AU misses many of these partners. This effect makes no difference for the MF, but can change the CF significantly, particularly in the Weak and Strong runs, which without restriction had many triple and quadruple systems. Discounting the companions in the range 100–200 AU, Connelley et al. (2008) found a CF of 0.33 in the range 200–4500 AU. This is quite close to our Strong run, in which the CF restricted to the same range is 0.32.

Additionally, like Bate (2012) and Krumholz et al. (2012b), the multiplicity fraction in our calculations is a strong function of primary mass, $m_p$. If we consider only systems in which the primary star exceeds 1 $M_\odot$, we find that there are 3 such systems in run Hydro, 4 in Weak, and 5 in Strong. Only one of these systems, however, is single. This suggests that the trend for higher multiplicity at higher primary masses, which is well-observed for main-sequence stars, may already be in place during the Class I phase. This is likely related to the phenomenon discussed in section 3.7: that stars more massive than $\approx 1 M_\odot$ are much more likely than average to form in regions of high stellar density. Thus, more massive stars tend to form in regions where there are more potential partners for forming binary and other higher multiple systems. Another potential mechanism behind the strong mass dependence of the multiplicity fraction - that more massive stars have higher accretion rates and thus are more likely to be subject to disc fragmentation (Kratter et al. 2010) - is unlikely to be responsible for the trend in our simulations, simply because at a resolution $\Delta x_f \approx 46$ AU, we are not able to resolve any disc physics.
This difference is likely due to the varying degree of effectiveness of radiative feedback in our two simulations. Because the SFR was higher in Krumholz et al. (2012b), there was considerably more protostellar heating, which pushed the characteristic fragmentation scale to higher masses. If we compare our Figs 5 and 6 against Fig. 10 of Krumholz et al. (2012b), we see that there is significantly less gas that has been heated above the background temperature in our Hydro run than in run TuW of Krumholz et al. (2012b). Quantitatively, Krumholz et al. (2012b) report that 7 per cent of the gas in run TuW is hotter than 50 K at the latest time available. The corresponding values for the most evolved stage of our simulations shown in Fig. 5 are 0.3 per cent 0.3 per cent, and 0.1 per cent for Hydro, Weak, and Strong, respectively. This difference in protostellar heating made the particle masses in Krumholz et al. (2012b) agree well with the IMF, even though the majority of the sinks were still accreting. With the lower SFRs in this work, our median sink particle mass drops to something more characteristic of a PMF, rather than an IMF (see Section 3.4).

However, our simulations confirm the result of Krumholz et al. (2012b) that when turbulent initial conditions are treated self-consistently, the population of sink particles can approach a steady-state mass distribution (Fig. 12). The ‘overheating problem’ identified by Krumholz (2011) for simulations in which star formation is too rapid does not occur here, and the characteristic stellar mass is relatively stable with time.

The first simulations of star cluster formation in turbulent molecular clouds to include both magnetic fields and radiative feedback are the smoothed-particle hydrodynamics simulations of Price & Bate (2009). Price & Bate (2009) found that the median protostellar mass tended to decrease with increasing magnetic field strength in their radiative calculations, the opposite of the trend reported here, although they cautioned that larger simulations that form more sink particles were necessary before drawing firm conclusions. One potential reason for the difference between our result and Price & Bate (2009) is that the star formation in Price & Bate (2009) occurs in the context of a globally collapsing structure, in which stars form in the centre and accrete in-falling gas before getting ejected by N-body interactions. Because this rate of infall is lower with stronger B fields, the typical particle accreted less material before being ejected. In contrast, in our simulations there is no global infall. The typical star forms from a core that results from turbulent filament fragmentation, and the magnetic field increases the typical fragment mass.

5 CONCLUSIONS
We have presented a set of simulations of star-forming clouds designed to investigate the effects of varying the magnetic field strength on the formation of star clusters. We find that the magnetic field strength influences cluster formation in several ways. First, the magnetic field lowers the SFR by a factor of ≈2.4 over the range $\mu_B = \infty$ to $\mu_B = 2$, in good agreement with previous studies (Price & Bate 2009; Padoan & Nordlund 2011; Federrath & Klessen 2012). Secondly, it also suppresses fragmentation, reducing the number of sink particles formed in our simulations by about a factor of ≈2 over the same range of $\mu_B$. This too is in good agreement with previous work (Hennebelle et al. 2011; Federrath & Klessen 2012).

The magnetic field also tends to increase the median sink particle mass, again by a factor of about 2.4 over the range $\mu_B = \infty$ to $\mu_B = 2$. Even at $\mu_B = 2$, however, the median sink mass is still lower than the value for the Chabrier (2005) IMF by about 40 per cent, likely because our sinks are still accreting at the time we stop our calculations. On the other hand, our $\mu_B = 2$ calculation is statistically consistent with both the 2CTC and the 2CCA PMFs from McKee & Offner (2010) and Offner & McKee (2011). In contrast, the pure Hydro simulation does not agree well with either the Chabrier (2005) IMF or any of the PMFs in McKee & Offner (2010).

We also find that the accretion rates on to the most massive stars in our simulations (about $\sim 2-5 M_\odot$) are well described by the TC model. We have confirmed that these accretion rates depend only weakly on the magnetic field strength, as predicted by McKee & Tan (2003).

We examined the magnetic field geometry in our simulations at the $\sim 0.005$ pc scale. In the Strong field case, the field geometry agrees well with observations of low-mass (Girart et al. 2006; Rao et al. 2009) and high-mass (Girart et al. 2009; Tang et al. 2009) star-forming cores, but the magnetic field lines are often quite disordered in the Weak run. If, as suggested by Crutcher et al. (2010), $\approx 10$ per cent of cores have $\mu_B \gtrsim 10$, then we would expect a similar fraction of observed cores to reveal disordered fields at the $\sim 3000$ au scale.

Many of the stars in our simulations are members of bound multiple systems, and our Strong field run in particular agrees well with observations of multiplicity in Class I sources over the range of 200–4500 au (Connelley et al. 2008). We find a trend towards increased multiplicity with magnetic field strength that is likely explained by the fact that star formation is more clustered in the Strong run than others, since at $\mu_B = 2$ much of the volume is prevented from collapsing gravitationally. Our simulations also reproduce the fact, observed in main-sequence stars, that more massive stars are more likely to be found in multiple systems than their lower mass counterparts.

Finally, all our simulations exhibit a form of primordial mass segregation like that observed in the ONC, in which only the most massive stars are more likely than average to be found in regions of high stellar density.
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