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Abstract: The inventory routing problem (IRP) involves the integration and coordination of two components of the logistics value chain: inventory management and vehicle routing. Therefore, consideration of this issue can be effective in decision making of the organization and will lead to lower costs or other goals. Our objective in this article is to examine a new inventory-routing model and solve it with meta-heuristic methods. For more flexibility of the model, and approaching the real world, the model of this article is considered multi-period and multi-product. Also, two objective functions, including minimizing system costs and transportation risk, are included in this model. Given that the main parameter of the model, that is, demand, is uncertain, we have used a robust optimization approach to solve it, and since this model is in the classification of NP-Hard problems, we have used two meta-heuristic algorithms consisting of non-dominated sorting genetic algorithm (NSGA-II) and a multi-objective imperialist competitive algorithm (MOICA). By examining the model in two deterministic and robust conditions, according to two criteria, the mean values of the objective function and its standard deviation, it has been determined that in almost all cases, the robust optimization model produces better solutions. Also, between the two meta-heuristics method, the NSGA-II algorithm has shown better quality according to the mentioned criteria. Obviously, taking into account the different features of a model increases its efficiency. But this, obviously, makes the model even more complex. However, this complexity of models can work like a real system. Our attention in this article has been to analyze such models, exact methods do not have the required performance and paying attention to heuristic and meta-heuristic methods is very effective. In this paper, a robust optimization and meta-heuristic approaches focus on these goals.
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1 INTRODUCTION

In recent years, the increasing development of the chains and the created competition among them, on the one hand, and the development of the information management and the greater awareness of the companies of their chain performance, on the other hand, have led to a great consideration for the coordination, co-operation, and integration of the various elements of the supply chain in order to achieve the competitive advantage. The literature, in this area, shows that coordination in the production, inventory, and transportation management will reduce the costs and increase the total service level of the chain. In the supply chain, the different products are often produced and consumed in different locations. Hence, transportation is one of the key elements in the supply chain and it may generate one of the major parts of the costs in the supply chain. The design of the transportation network affects the performance of the supply chain. The proper design of the transportation network in a supply chain can result in spending a low cost to achieve a satisfactory level of accountability [1].

In a supply chain, different goals are considered. One of the most important of these goals is the cost debate. In connection with this, transportation plays an important role. That is why designing a proper transportation network is very important in achieving the goals of the chain. According to this discussion, vehicle routing problem (VRP) was formed as an optimization problem. In VRP, we are looking for ways to transfer goods so that they have the lowest costs at any given period. Over time, the companies realized that merely considering a routing segment would not reduce costs in the long-term planning, and the attention to the logistics segment and inventories could also add to the optimality of the problem [2].

The vendor-managed inventory (VMI) system is one of the most recent examples in creating added value through logistics services. This policy is often described as a win-win situation for both, the supplier and the customer, leaving customers free from high investment on the inventory and the complexity of the inventory control. Therefore, the VRP gains more significance when it also includes the simultaneous management of the inventory. In this case, the raised issue would be the inventory routing problem (IRP). In the IRP issues, the planning horizon is usually over a period, and the goals of the chain are examined throughout the horizon. That is, we are looking to reduce costs (or other objectives) at the end of the horizon [3].

In the case of VRP, customers send their order to the seller, and the vendor assigns these orders to the vehicle-route, so that the total distance traveled will be minimized while satisfying the orders. But in the IRP issue, the vendor decides on the amount of product that should be sent to each customer daily, not the customer himself. In other words, every day from the planning horizon, the vendor decides which customers to receive and how much they receive.

Therefore, the inventory-routing problem generally involves three choices:

- When will each customer be served?
- How much product will be sent to customers who are served to them?
- What routes should be considered for sending?

Numerous studies and analyses have been carried out on IRP previously; for example comprehensive review has been presented in [4].

IRP issues have different varieties in which the inventory-routing problem with backhauls (IRPB) has been considered. At IRPB, the customers are divided into two groups of linehauls (delivery of the goods) and backhauls (receiving the goods). The linehauls customer needs a number of goods to be delivered, and the backhaul customer also needs a number of goods to be received. This issue has not yet been addressed, in the literature, of the IRP.

In further research, we study the literature of review. Attracted articles include articles that have been presented...
Considering the parameters of each model in real terms, it can have a lot of effects on its performance. One of those parameters in IRP issues is demand that we assumed to be uncertain. To solve such uncertain models, there are various methods, such as stochastic programming, dynamic programming, fuzzy methods, and robust optimization. But given the fact that the accurate distribution of the parameter of demand is not clear, and if we can guess the range of the change of this parameter, the best approach is robust optimization, which tries to preserve as much as possible the optimality under uncertain parameters.

Robust models can be classified based on conditions and attributes of models. In Tab. 2, this topic is mentioned. It should be noted that scenario-based models are appropriate when uncertainty occurs in a discrete or scenario form. There is the possibility of combining robust optimization models with other approaches to dealing with uncertainty, such as the fuzzy approach.

This paper examines a multi-product and multi-period IRPB with the aim of minimizing holding and transportation costs with risk. The IRP is studied in a supply chain consisting of two parts - a distributor, and a set of retailers with direct delivery strategy. The demand for this model is non-deterministic, and robust optimization approach has been developed. Also, the meta-heuristic methods, namely NSGA-II and MOICA, have been used to solve it. Also, considering the multi-objective IRP model in this paper, it has not yet been seen in the IRP literature and therefore the research innovation is summarized in this case.

In this section, the mathematical model of the research paper is described. The structure of this model is a mix integer programming (MIP). It should be noted that Arab et al. [22] presented the basic model of this research in year 2020. The following assumptions are also considered:

- Model is single-depot, which has to supply all demands of all customers.
- Distribution fleet is not homogenous.
- Distances between customers are specified.
- Inventory shortage is not allowed.

In the following, before describing the mathematical model, the parameters and variables of the model are described.

### 2.1 Symbols

- \( i, j, \mu, \lambda \) demand
- \( A \) total customers \((U + W)\)
- \( B \) a subset of \( A \)
- \( u \) linehaul customers \((u = 1, \ldots, U)\)
- \( w \) backhaul customer \((w = U + 1, \ldots, U + W)\)
- \( \{0\} \) depot index
- \( v \) index of vehicle \((v = 1, \ldots, V)\)
- \( p \) index of product \((p = 1, \ldots, P)\)
- \( t \) index of periods \((t = 1, \ldots, T)\)

### 2.2 Parameters

- \( f_c \) fixed cost
- \( v_c \) variable cost
- \( d \) demand of the linehaul customers
- \( d' \) demand of the backhaul customers
- \( cap \) capacity of vehicle \( v \) per unit weight
- \( \phi \) risk between nodes
- \( IC \) inventory capacity
- \( l \) length between nodes
- \( C \) transportation cost
2.4 Mathematical Model

\[
\begin{align*}
\min Z_1 &= \sum_{t=1}^{T} \sum_{i=0}^{V} \sum_{j=1}^{W} f_{ijt} - x_{0jtt} + \\
&\sum_{t=1}^{T} \sum_{i=0}^{U+W} \sum_{j=1}^{V} (v_{ij}c_{ij})x_{ijt} + \sum_{t=1}^{T} \sum_{i=1}^{U+W} p_i I_{it} \\
\text{s.t.} &
\sum_{t=1}^{T} U_{ijt} + \sum_{t=0}^{W} P_i = d_i; \qquad \forall i \in \{1, \ldots, U\}, \; p, \; t \tag{3}
\end{align*}
\]

\[
\begin{align*}
\sum_{t=1}^{T} U_{ijt} - \sum_{t=0}^{W} P_i &= -d_i; \qquad \forall i \in \{U+1, \ldots, U+W\}, \; p, \; t \tag{4}
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^{V} U_{ijt} &= \sum_{i=1}^{V} U_{ijt} + \sum_{i=1}^{A} G_{ijt} = \sum_{i=1}^{V} M_{ijt}; \\
\forall i &\in \{1, \ldots, U\}, \; t, \; p, \; i \neq \mu \neq \lambda \tag{5}
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^{V} U_{ijt} &= \sum_{i=1}^{V} U_{ijt} + \sum_{i=1}^{A} G_{ijt} = \sum_{i=1}^{V} N_{ijt}; \\
\forall i &\in \{1, \ldots, U\}, \; t, \; p, \; i \neq \mu \neq \lambda \tag{6}
\end{align*}
\]

\[
\begin{align*}
\sum_{t=1}^{T} U_{ijt} \leq 1; \tag{7}
\end{align*}
\]

\[
\begin{align*}
\sum_{t=1}^{T} x_{0jtt} \leq 1; \tag{8}
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^{U+W} x_{ijt} \leq 1; \tag{9}
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^{U+W} x_{ijt} - \sum_{j=1}^{U} x_{ijt} = 0; \tag{10}
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^{U+W} x_{ijt} \leq 0; \quad \forall t \tag{11}
\end{align*}
\]

\[
\begin{align*}
p_i \leq IC_i; \quad \forall a \in A, \; t \tag{12}
\end{align*}
\]

The first objective function covers system costs, fixed routing costs included, transportation and maintenance cost. Also, the second objective function minimizes the risk between the nodes. Eq. (3) and Eq. (4) express the inventory balance for customers on a round trip with respect to their demand, respectively. Eq. (5) and Eq. (6) represent the difference between the input and output of each node for customers on a round trip. Eq. (7) states that each customer is visited by a vehicle maximum once during each period. Eq. (8) and Eq. (9) indicate that each vehicle starts at the central depot and returns to that after each trip. Eq. (10) shows the continuity of the travel path. Eq. (11) indicates that customers on the linehaul trip are to be visited and provided with service before customers on the backhaul trip. Eq. (12) indicates the customer's inventory capacity. Eq. (13) is used to sub-tour elimination from vehicle routing problems, and Eq. (14) and Eq. (15) show the maximum and minimum load of variable products for each vehicle during a linehaul or backhaul trip. Also other constraints show type of variables other constraints, present assumptions and values of variables.

3. ROBUST OPTIMIZATION

For the first time, Bertsimas & Sim [20] offered robust optimization for discrete problems. This method is applicable to the linear optimization problem; in the case of uncertainty coefficients exist both in the objective function and in the constraints. This approach also applies to linear continuous optimization problems. We consider the following optimization problem in general:

\[
\min c^T x \tag{17}
\]

s.t. \[Ax \leq b \]

\[l \leq x \leq u, \; x_i \in Z \]

3.1 Model of Data Uncertainty \( U \)

Uncertainty parameters can include the coefficients of the objective functions or the coefficients of the constraints. They are referred to below:

i. **Uncertainty for matrix \( A \):** Each of the constraint coefficients \( a_{ij}, j \in N = \{1, 2, \ldots, n\} \) is modeled as a non-dependent random variable, with uniform
distribution \( \tilde{a}_{ij} \), \( j \in N \) which is set to the interval 
\[
[a_{ij} - \tilde{a}_{ij}, a_{ij} + \tilde{a}_{ij}]
\]
that \( \tilde{a}_{ij} \) denotes the deviation of the nominal coefficient \( a_{ij} \). (We can also assume that \( a_{ij} \) is the mean of data).

ii. **Uncertainty for cost vector \( c \):** Each parameter \( c_{p}, j \in N \) which is set to the interval \([c_{j} - d_{p}, c_{j} + d_{p}]\). \( d_{j} \) shows the deviation from the nominal cost coefficient, \( c_{j} \).

### 3.2 Robust MIP formulation

Consider the \( i \)-th constraint problem as is defined as a set of uncertain coefficients in row \( i \). For each row we define the parameter \( G_{i} \) that \( G_{i} \in [0, |J|] \), (means \( |J| \) is the total number of parameters that have changed in the \( i \)-th row). In fact, \( G_{i} \) has the role of adjustment of stability model. Authors showed that, with little probability, all coefficients could be uncertain. We therefore assume that the maximum of \([G_{i}]\) is the number of these coefficients allowed to change, and a coefficient \( a_{ij} \) can also change to the maximum \( |G_{i} - |J|| \) \( \tilde{a}_{ij} \). Also, due to the symmetric distribution of variables, even if some coefficients that change are also increased from \([G_{i}]\), the optimal solution will be justified with a high probability. Therefore, we call \( G_{i} \) the level of protection for the \( i \)-th constraint.

Also the parameter \( \Gamma \) adjusts the level of robustness in the objective function. Let \( J_{0} = \{ j \mid d_{j} > 0 \} \). If \( \Gamma = 0 \), we ignore the impact of the cost deviations, while if \( \Gamma = |J_{0}| \), we are examining all possible deviations, which is actually the most conservative. Therefore, the proposed robust counterpart of Eq. (17) is as follows:

\[
\min c^{T} x + \max \left\{ \sum_{j \in J_{0}} d_{j} x_{j} \right\} \quad \text{s. t.} \quad \sum_{j} \tilde{a}_{ij} x_{j} + \max \left\{ \sum_{j \in J_{0}} \tilde{a}_{ij} x_{j} \right\} \leq b_{i} \\
1 \leq x \leq u, \quad x_{i} \in Z
\]

If we are interested to make the above model into the linear mathematical model, then the theorem (1) is required.

**Theorem 1.** Given the vector given \( x^{*} \), the protection function of \( i \)-th constraint is obtained from Eq. (19).

\[
\beta_{i}(x^{*}, G_{i}) = \max \left\{ \sum_{j \in J_{0}} \tilde{a}_{ij} x_{j}^{*} + (G_{i} - |J|) \tilde{a}_{ij} x_{j}^{*} \right\} 
\]

Which is equivalent to:

\[
\beta_{i}(x^{*}, G_{i}) = \max \left\{ \sum_{j \in J_{0}} \tilde{a}_{ij} x_{j}^{*} \right\} 
\]

\[
\left\{ \sum_{j \in J_{0}} \tilde{a}_{ij} x_{j}^{*} + (G_{i} - |J|) \tilde{a}_{ij} x_{j}^{*} \right\} 
\]

The proof of the aforementioned theorem is presented in the paper by [20]. By placing the dual of the Eq. (20) in the initial robust model, it can be rewritten as follows:

\[
\min c^{T} x + z_{0} + \sum_{j = 0}^{r} r_{1} \quad \text{s. t.} \quad \sum_{j} d_{ij} x_{j} + z_{0} \leq b_{i} ; \quad \forall i \\
0 \leq z_{ij} \leq 1, \quad \forall i, j \in J
\]

The proof of the aforementioned theorem is presented in the paper by [20]. By placing the dual of the Eq. (20) in the initial robust model, it can be rewritten as follows:

\[
\min c^{T} x + z_{0} + \sum_{j = 0}^{r} r_{1} \quad \text{s. t.} \quad \sum_{j} d_{ij} x_{j} + z_{0} \leq b_{i} ; \quad \forall i \\
0 \leq z_{ij} \leq 1, \quad \forall i, j \in J
\]

The proof of the aforementioned theorem is presented in the paper by [20]. By placing the dual of the Eq. (20) in the initial robust model, it can be rewritten as follows:

\[
\min c^{T} x + z_{0} + \sum_{j = 0}^{r} r_{1} \quad \text{s. t.} \quad \sum_{j} d_{ij} x_{j} + z_{0} \leq b_{i} ; \quad \forall i \\
0 \leq z_{ij} \leq 1, \quad \forall i, j \in J
\]
\[
\beta \left( \Gamma^p \right) = \max \left\{ \Gamma^p, \Gamma^p \cup \left( \Gamma^p \setminus \mathcal{I}_p \right) \right\} \\
\left\{ \sum \hat{d}_{it}^p + (\Gamma^p - \Gamma^p) \hat{d}_{it}^p \right\}
\]

(23)

Also:
\[
\beta \left( \Gamma^p \right) = \hat{d}_{it}^p \rho_{it}^p \\
\sum \rho_{it}^p \leq \Gamma^p, \forall i, p \\
0 \leq \rho_{it}^p \leq 1, \forall i, p
\]

(24)

\[ \Gamma^p \] can be integer or non-integer. The important point is if \( \Gamma^p = 0 \), then \( \beta \left( \Gamma^p \right) = 0 \), and as a consequence, the related limitation is similar to the nominal problem constraint. Similarly, if \( \Gamma^p = \left[ \Gamma^p \right] \), the Bertsimas method will be the same as the Soyster method. Therefore, by changing the \( \Gamma^p \) in the range \([0, \left[ \Gamma^p \right]]\), it is guaranteed to be adjusted against the conservative level of the answer.

\[
\text{dual } \beta \left( \Gamma^p \right) = \min \left( \gamma^p + \Gamma^p \rho^p \right)
\]

s. t.
\[
\gamma^p + \rho^p \geq \hat{d}_{it}^p; \quad \forall i, t \\
\gamma^p \geq 0; \quad \forall i, t \\
\rho^p \geq 0; \quad \forall i
\]

(25)

As a result, the final linear robust form will be as follows (Eq. (1') to Eq. (19')):

\[
\min Z_1 = \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( f_{ij}^t \lambda_{ij}^t \right) x_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( v_{ij}^t \lambda_{ij}^t \right) x_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( v_{ij}^t \lambda_{ij}^t \right) y_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( v_{ij}^t \lambda_{ij}^t \right) y_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( v_{ij}^t \lambda_{ij}^t \right) y_{ij,t}
\]

(1')

\[
\min Z_2 = \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( \phi_{ij}^t \lambda_{ij}^t \right) x_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( \phi_{ij}^t \lambda_{ij}^t \right) y_{ij,t} + \sum_{i=1}^{U} \sum_{j=1}^{V} \sum_{j=1}^{V} \sum_{t=1}^{W} \sum_{j=1}^{V} \sum_{t=1}^{W} \left( \phi_{ij}^t \lambda_{ij}^t \right) y_{ij,t}
\]

(2')

Subject to
\[
I_{it} - I_{it-1} + \sum_{i=1}^{U} M_{it}^p = d_{it}^p + \rho_{it}^p \Gamma^p + \gamma_{it}^p \\
\forall i \in \{1, \ldots, U\}, \ p, \ t
\]

(3')

4 SOLUTION APPROACHES

Given that the model of this research is bi-objective and the objectives are inconsistent, multi-objective approaches (MOP) may be the best approach to solve it. On the other hand, because the research model is NP-hard, exact solution methods cannot be efficient in a reasonable time. In this case, meta-heuristics methods are very effective. In this paper we use two methods, namely Non-dominated Sorting Genetic Algorithm, version2 (NSGA-II) and Multi Objective Imperialist Competitive Algorithm (MOICA). These methods are described below.

4.1 NSGA-II

Srinivas & Deb [23] proposed a non-dominated sorting genetic algorithm (NSGA). This algorithm has two main operators:

- fast non-dominated sorting
- crowding distance.

1. For each \( i \in \{1\} \) to population size (M)
   - Generate \( P[i] \) randomly
   - Evaluate \( P[1] \)

2. \( T = 0 \) (repetitions of the algorithm)

3. Put non-dominated solutions founded in \( P \) on \( A \). (\( A \) is an external archive)
   - Calculate the ranking and crowding distance for each of the solutions in \( P \)
   - Sort the solutions on \( P \) in terms of the crowding distance and the rank of solution as a descending order

4. Repeat the steps below:
   - Choose parents by the tournament selection
   - Do crossover and create children
   - Do mutation and create children
   - Problem constraints are checked on \( P_{pop} \) and the repair process is applied to it
   - Evaluate objective function
   - The solutions of the children and parents are merged and put all the non-dominated solutions founded in \( P \) on \( A \)
   - Calculate the ranking and crowding distance for each of the solutions in \( P \)
   - Sort the solutions on \( P \) in terms of the crowding distance and the rank of each solution as a descending order
   - Separate the \( M \) good solutions and put them as parents of the next step

5. Increase the number of repetitions \((T + 1)\) and go to step 3. This process continues until it reaches the maximum number of repetitions.

Figure 1 The pseudo code of proposed NSGA-II (Arab et al. [22])

With the help of these operators, this algorithm can be implemented for multi-objective problem, and by creating
the Pareto Front, it solves the model. Therefore, the second version of the NSGA is very useful in solving multi-objective problems.

The efficiency of the NSGA-II algorithm has been shown in many articles. Therefore, we also use this algorithm and, of course, MOICA algorithm to solve the IRP model in this paper. Also, the pseudo code of the algorithm used in this paper is shown in Fig. 1.

The main points are considered in relation to this algorithm:

- For solution representation, we use the matrix with one row and $U + W + V - 1$ columns, where $U$ and $W$ represent the number of customers and $V$ represents the number of vehicles.
- The crossover operator uses the clever single point method and the mutation operator uses the swap method.
- Stopping criterion for the proposed algorithm is equal to the maximum number of repetitions of it.
- The selection process in the algorithm is tournament.

4.2 MOICA

This algorithm, first proposed by Atashpaz & Lucas [24], that is the population-based algorithm, similar to the other meta-heuristic algorithms in which the space of the solution is searched by points in the name of the country (similar to the chromosome in GA). In this algorithm we deal with the imperialist and dominant countries, colonial and colonial states that make up the colonies. With colonial competition, the dominant countries are attracted to colonialism and they form an empire. Over time, the power of the countries under the control of an empire may be greater than that of its imperialist, and thus empires will change. Finally, by creating a single empire, we get the optimal solution. Also, the flowchart of the algorithm used in this paper is as follows (see Fig. 2).

4.3 Measuring Metrics

Multi-objective models need metrics to compare. Usually these criteria include four main items, which are shown below:

- **Number of Pareto solutions (NP):** It shows the number of members of the population forming a Pareto front. The more members it has, the better.
- **Spacing metric (SM):** It evaluates the spread of vectors throughout the set of non-dominated solutions, and is calculated with a relative distance measure between consecutive solutions in the obtained non-dominated set. The lower this criterion, the better.
- **Diversity Metric (DM):** It shows the diversity of Pareto solutions. The higher the criterion, the better.
- **Mean Ideal Distance (MD):** It measures the average distance of Pareto solutions from the origin. The lower this criterion, the better.

4.4 Parameters Setting

The performance of the meta-heuristic algorithms is usually sensitive to the settings of the parameters that can influence the search behavior. In this section, the parameters of the two algorithms are described. For this purpose we have used the Taguchi method. The Taguchi method is one of the most powerful statistical methods used to set parameters.

4.4.1 Proposed NSGA-II

In the NSGA-II, four parameters, namely population size, mutation rate, crossover rate and iteration number are used with three levels for each parameter. Given the number of factors and analysis levels, the standard orthogonal table $L_9$ provided by Taguchi method, from MINITAB software, was chosen for this study.
4.4.2 Proposed MOICA

In the MOICA algorithm the following input parameters are considered: the number of countries and imperialist, assimilation coefficient, number of iterations, assimilation angle coefficient and alpha coefficient. Given the number of factors and analysis levels, the standard orthogonal table L27 provided by Taguchi method, from MINITAB software, was chosen for this study. The results are in Tab. 4.

Table 4 Taguchi result for the NSGA-II

| Parameters          | NO. Countries | NO. Imperialist | NO. Iterations | Assimilation Coefficient | Angle Coefficient | Alpha Coefficient |
|---------------------|---------------|-----------------|----------------|--------------------------|------------------|-------------------|
| Level               | 2             | 1               | 2              | 2                        | 2                | 3                 |
| Amount              | 50            | 5               | 100            | 2                        | 0.5              | 0.1               |

5 DISCUSSION

This section discusses the results of model solving by the mentioned algorithms. For this purpose, according to the dimensions of the problem, the model is divided into three sections: small, medium and large size. Model results are also executed by a computer with cpu 2.67 GHz and 4 G RAM.

5.1 Model Results

Considering the division of sample problems, we consider three models ($P_01$, $P_02$ and $P_03$). The uncertainty index for demand is equal to nominal value, as well as four levels of uncertainty for non-deterministic parameters (i.e., $\rho = 0.2$, $0.5$, $0.7$, 1). First, the deterministic and robust models are solved under nominal data. In Tab. 5 nominal data are generated using the random distributions (randomly). Then, under each uncertainty level ($\rho$), three random scenario are generated in the corresponding uncertainty set to demonstrate the performance of the solutions. In addition, the mean and standard deviation of the objective function are assessed for three scenarios at each level of uncertainty (for two algorithms). The results of experiments under customer demands are reported in Tab. 6 and Tab. 7. The results showed that the robust model obtained the solutions with both higher quality and lower standard deviations than the deterministic model. In all problems, with respect to these tables except problem $P_01$ with $\rho = 0.2$ the robust method dominates the deterministic one with respect to the two relevant criteria. In addition, approximately the objective function is generally increased by increasing the level of uncertainty.

In the following, we compare the values for the objective function and the standard deviation obtained from the two algorithms with respect to the above tables. The results show that in almost all cases (sample problems $P_01$, $P_02$ and $P_03$) the robust model has a better quality than the deterministic model (Except $P_02$ with $\rho = 0.7$). For example, we consider the problem $P_01$, and Fig. 3 and Fig. 4 in this case show that the performance of the robust model for both mentioned meta-heuristic algorithms is better than the deterministic model. For the other problems ($P_02$ and $P_03$), according to the results presented in Tab. 6 and Tab. 7, the same result has been achieved.

Table 5 Values of model parameters

| Parameters          | Problem Parameter | Parameter distribution |
|---------------------|-------------------|------------------------|
| $U & W$ = (3, 40)   | $P$ = (2, 10)     |
| $F$ = (2, 20)       | $T$ = (2, 12)     |
| $d & d'$ = (20, 60) | $\phi$ = (0.1, 0.9) |
| $IC$ = (200, 400)   | $y$ = (30, 60)    |
| $l$ = (20, 70)      | $w$ = (0.7, 1.4)  |

As shown in Fig. 5, with increasing the size of the problem, the distance between the solutions of the two models also increases. This means that in larger-sized problems, the robust model offers more qualitative solution than the deterministic model. The Robust model also has the ability to solve the model with the maximum number of non-deterministic parameters according to the size of each problem. Therefore, the effectiveness of the robust model is verifiable.

Finally, we present a summary of the results of the implementation of two algorithms for the robust model.
Table 6 Results of solving the deterministic and robust model with the NSGA-II algorithm

| Sample Prob. (U/W/P/V) | uncertainty Level | Objective function values under nominal data | Mean of objective function values under realizations | Standard deviation of objective function values under realizations |
|------------------------|-------------------|---------------------------------------------|--------------------------------------------------|--------------------------------------------------|
|                        |                   | Deterministic | Robust | Deterministic | Robust | Deviation / % | Deterministic | Robust |
| (87,57,4,5)            | $\rho = 0.2$     | Z1 = 85905   | Z2 = 37.9 | Z1 = 95632   | Z2 = 37.7 | D1 = -0.3 | D2 = -0.3 | S1 = 8525  | S2 = 4.7 |
|                        | $\rho = 0.5$     | Z1 = 107604  | Z2 = 39.4 | Z1 = 84670   | Z2 = 39.5 | D1 = -0.3 | D2 = -0.3 | S1 = 9075  | S2 = 5.1 |
|                        | $\rho = 0.7$     | Z1 = 119984  | Z2 = 42.6 | Z1 = 87018   | Z2 = 39.7 | D1 = 1.9  | D2 = 0.8  | S1 = 11063 | S2 = 4.5 |
|                        | $\rho = 1$       | Z1 = 137604  | Z2 = 49.1 | Z1 = 86816   | Z2 = 41.5 | D1 = 0.8  | D2 = 0.8  | S1 = 8639  | S2 = 4.9 |
| (151,44,14,10)        | $\rho = 0.2$     | Z1 = 596305  | Z2 = 158.8 | Z1 = 545872  | Z2 = 132.5 | D1 = 4.7  | D2 = 6.4  | S1 = 84622 | S2 = 6.9 |
|                        | $\rho = 0.5$     | Z1 = 571659  | Z2 = 152.1 | Z1 = 563751  | Z2 = 148.4 | D1 = 2.6  | D2 = 7.4  | S1 = 27340 | S2 = 7.1 |
|                        | $\rho = 0.7$     | Z1 = 678554  | Z2 = 185.5 | Z1 = 587606  | Z2 = 140.6 | D1 = 5.2  | D2 = 8.3  | S1 = 25660 | S2 = 7.3 |
|                        | $\rho = 1$       | Z1 = 761315  | Z2 = 210.2 | Z1 = 600207  | Z2 = 148.2 | D1 = 4.7  | D2 = 6.1  | S1 = 29057 | S2 = 7.7 |

Table 7 Results of solving the deterministic and robust model with the MOICA algorithm

| Sample Prob. (U/W/P/V) | Uncertainty level | Objective function values under nominal data | Mean of objective function values under realizations | Standard deviation of objective function values under realizations |
|------------------------|-------------------|---------------------------------------------|--------------------------------------------------|--------------------------------------------------|
|                        |                   | Deterministic | Robust | Deterministic | Robust | Deviation / % | Deterministic | Robust |
| (87,57,4,5)            | $\rho = 0.2$     | Z1 = 87012    | Z2 = 37.7 | Z1 = 96133   | Z2 = 34.6 | D1 = 0.5 | D2 = 0.3 | S1 = 9125  | S2 = 4.4 |
|                        | $\rho = 0.5$     | Z1 = 106008   | Z2 = 39.8 | Z1 = 83316   | Z2 = 38.4 | D1 = 0.1 | D2 = 0.5 | S1 = 9560  | S2 = 5.3 |
|                        | $\rho = 0.7$     | Z1 = 117551   | Z2 = 42.3 | Z1 = 86981   | Z2 = 40.1 | D1 = 0.3 | D2 = 1.2 | S1 = 9442  | S2 = 5.5 |
|                        | $\rho = 1$       | Z1 = 140536   | Z2 = 48.8 | Z1 = 88833   | Z2 = 40.9 | D1 = 0.2 | D2 = 2.6 | S1 = 10067 | S2 = 6.6 |
| (151,44,10,9)         | $\rho = 0.2$     | Z1 = 566005   | Z2 = 151.7 | Z1 = 59040   | Z2 = 143.4 | D1 = 2.5 | D2 = 5.2 | S1 = 23087 | S2 = 7.5 |
|                        | $\rho = 0.5$     | Z1 = 703738   | Z2 = 190.2 | Z1 = 59516   | Z2 = 138.9 | D1 = 5.4 | D2 = 5.4 | S1 = 26942 | S2 = 7.9 |
|                        | $\rho = 0.7$     | Z1 = 752611   | Z2 = 213.1 | Z1 = 598665  | Z2 = 150.4 | D1 = 4.7 | D2 = 8.4 | S1 = 28830 | S2 = 7.9 |
|                        | $\rho = 1$       | Z1 = 1377565  | Z2 = 408.3 | Z1 = 1284662 | Z2 = 362.5 | D1 = 4.5 | D2 = 7.7 | S1 = 85694 | S2 = 9.1 |
| (435,321,15,10)       | $\rho = 0.2$     | Z1 = 1310647  | Z2 = 393.5 | Z1 = 1378800 | Z2 = 445.6 | D1 = 6.1 | D2 = 6.4 | S1 = 92310 | S2 = 11.9 |
|                        | $\rho = 0.5$     | Z1 = 1586009  | Z2 = 477.5 | Z1 = 1355493 | Z2 = 386.2 | D1 = 6.1 | D2 = 6.4 | S1 = 92474 | S2 = 12.4 |

The Tab. 8 is based on the criteria for multi-objective problems which are described in Section 4.3. In this table, all the results of solving the robust model, under different uncertainty sets, are presented. Also the computational time of the model is presented by two solving algorithms. Tab. 9 also provides statistical analysis of the metrics under consideration. To do so, the following statistical assumption is proposed, where $\bar{d} = d_{\text{NSGA-II}} - d_{\text{MOICA}}$ and the values of $d$ account for multi objective metrics.
It is noteworthy that since the lower values of MID and SM metrics imply better performance of the algorithm, the alternative hypothesis of a problem is changed $\mathcal{H}_a: \mu > \mu_0$. This hypothesis is tested using $t$-test at 97.5% level of significance. Additionally, the Kolmogorov-Smirnov test is also employed to test the collected data for normality, because $t$-test and ANOVA assume that the sample data follow a normal distribution. In the $K$-$S$ test, it is important to note that if the $p$-value is greater than 0.05, the data can be normalized.

| Prob.No | NSGA-II | MOICA |
|---------|---------|--------|
| $P_{01}$ ($\rho = 0.2$) | 11 | 24672 | 0.69 | 9.4 | 1.12 | 9 | 19865 | 0.77 | 11.5 | 0.75 |
| $P_{01}$ ($\rho = 0.5$) | 8 | 21336 | 0.85 | 12.2 | 1.25 | 7 | 12056 | 0.61 | 11.6 | 0.8 |
| $P_{01}$ ($\rho = 0.7$) | 9 | 35860 | 1.03 | 9.6 | 1.22 | 8 | 38411 | 1.16 | 10 | 0.88 |
| $P_{01}$ ($\rho = 1$) | 7 | 29907 | 0.88 | 8.9 | 1.3 | 8 | 23610 | 0.97 | 8.2 | 0.85 |
| $P_{02}$ ($\rho = 0.2$) | 10 | 134087 | 1.21 | 10.3 | 4.8 | 6 | 112712 | 0.84 | 11.4 | 3.7 |
| $P_{02}$ ($\rho = 0.5$) | 8 | 126166 | 1.28 | 15.4 | 5.35 | 7 | 117207 | 1.17 | 13.3 | 4.12 |
| $P_{02}$ ($\rho = 0.7$) | 11 | 18511 | 1.14 | 12.6 | 5.26 | 8 | 102542 | 0.73 | 14.4 | 3.93 |
| $P_{03}$ ($\rho = 0.2$) | 9 | 97602 | 1.22 | 13.8 | 5.67 | 7 | 93770 | 0.92 | 13.1 | 4.3 |
| $P_{03}$ ($\rho = 0.5$) | 10 | 212065 | 0.83 | 19.4 | 9.1 | 11 | 145112 | 0.96 | 20.7 | 7.67 |
| $P_{03}$ ($\rho = 0.7$) | 11 | 175432 | 0.92 | 24 | 9.33 | 9 | 121836 | 0.95 | 23.8 | 8.25 |
| $P_{03}$ ($\rho = 1$) | 8 | 193836 | 0.8 | 21.5 | 9.92 | 10 | 167830 | 0.71 | 24.6 | 8.63 |
| $Mean$ | 10 | 159203 | 0.88 | 24 | 9.83 | 8 | 144073 | 0.97 | 29.7 | 8.57 |

**Table 9 Summary of statistical analysis results**

| NSGA-II vs MOICA | NSGA-II | MOICA |
|------------------|---------|--------|
| $P_{01}$ = 0.087 | 0.015 | 0.015 |
| $t = 3.16$ | $t = 1.38$ | $t = 1.55$ |
| $p$value = 0.005 | $p$value = 0.097 | $p$value = 0.075 |

From Tab. 9 we find that only with respect to the DM metric, the NSGA-II dominates the MOICA algorithm. However, the MOICA method takes less time than the NSGA-II algorithm. So in general it can be said that the NSGA-II algorithm has a better quality than the MOICA in IRP issues. To shed some light on the issue, we will, for example, consider the problem $P_{02}$ (with $\rho = 0.5$) and compare Pareto's solutions to each other.

It should be noted that from the mean values of Pareto's solutions, the values of the objective functions ($Z_1$, $Z_2$) for each test problem are obtained. Finally, Pareto's solutions to these two algorithms are shown in Fig. 6. Also, as can be seen, the Pareto solutions of the NSGA-II are superior to the MOICA algorithm.

5 CONCLUSION

From the past to today, inventory has always been important to managers. For example, warehousing issues have been raised since the 60s and have been instrumental in reducing system costs. On the other hand, transportation issues are also considered for each company's goals. Moving goods at a low cost is a major factor in the cost segment. But this factor alone is not enough in companies' productivity. For this reason, in the 1990s, the combination of these two issues led to the emergence of the IRP, and from that year on, various versions of it were created. For example, IRPB can be noted that it has many applications in the real world that are also mentioned in this research.

In this paper, a new mathematical model and solution approach for a bi-objective robust inventory routing problem was proposed. The first objective function included the system costs and the second objective function minimizes transportation risks on routes taken by vehicles. Also we considered some of the parameters of the model, such as customer demand, in an uncertain form and based on robust optimization approach (bertsimas and sim, 2004) and two meta-heuristic algorithms, namely MOICA and NSGA-II, were developed to solve the proposed model. In the following, we compared the robust model with a deterministic model based on two mentioned algorithms. The results indicated that the robust model has a better quality than the deterministic model in terms of the mean Pareto's solutions of objective functions and the standard deviation of these solutions and so the efficiency of the robust approach is proven in this paper.

It should be noted that according to the literature review, the presentation of the IRPB model with multi-products and multi-periods, in this paper, is considered to be the contribution of this research.
Concerning future research, it can be said that the development of robust models can be of interest to other authors. For example, more general forms of uncertainty sets (such as polyhedral uncertainty sets) can be considered in developing robust optimization models for inventory-routing problems. It is also useful to use other approaches to solve non-deterministic models such as fuzzy method and its combination with other methods, as well as the development of exact methods for solving small-scale problems (e.g., branch and price or Bender’s decomposition).

6 REFERENCES

[1] Fumero, F. & Vercellis, C. (1997). Integrating distribution, machine assignment and lot-sizing via Lagrangian relaxation. International Journal of Production Economics, 49(1), 45-54. https://doi.org/10.1016/S0925-5273(96)00089-8

[2] Cordeau, J., Laporte, G., Savelsbergh, M., & Vigo, D. (2007). Handbook in Operations Research and Management Science, 14, 367-428. https://doi.org/10.1016/S0927-0507(06)14006-2

[3] Amly, S. & Federguen, A. (1990). A class of Euclidean routing problems with general route cost functions. Mathematics of Operations Research, 15(3), 268-285. https://doi.org/10.1287/moor.15.2.268

[4] Andersson, H., Hoff, A., Christiansen, M., Hasle, G., & Løkketangen, A. (2010). Industrial aspects and literature survey: Combined inventory management and routing. Computers & Operations Research, 37(9), 1515-1536. https://doi.org/10.1016/j.cor.2009.11.009

[5] Barnes, D. & Bassok, Y. (1997). Direct shipping and the dynamic single-depot/multi-retailer inventory system. European Journal of Operational Research, 101(2), 509-518. https://doi.org/10.1016/S0377-2217(96)00188-9

[6] Campbell, A. M. & Savelsbergh, M. (2004). A decomposition approach for the inventory-routing problem. Transportation Science, 38(3), 488-502. https://doi.org/10.1287/trsc.1030.0054

[7] Zhao, Q. H., Chen, S., & Zang, C. (2008). Model and algorithm for inventory-routing decision in a three-echelon logistics system. European Journal of Operational Research, 191(3), 623-635. https://doi.org/10.1016/j.ejor.2006.12.056

[8] Huang, S. & Lin, P. (2010). A modified ant colony optimization algorithm for multi-item inventory routing problems with demand uncertainty. Transportation Research Part E: Logistics and Transportation Review, 46(6), 598-611. https://doi.org/10.1016/j.tre.2010.01.006

[9] Liu, S. & Chen, A. (2012). Variable neighborhood search for the inventory-routing and scheduling problem in a supply chain. Expert Systems with Applications, 39(2), 4149-4159. https://doi.org/10.1016/j.eswa.2011.09.120

[10] Sazvar, Z., Mirzapour, S., Baboli, A., & Akbari Jokar, M. R. (2014). A bi-objective stochastic programming model for a centralized green supply chain with deteriorating products. International journal of production Economics, 150(1), 140-154. https://doi.org/10.1016/j.ijpe.2013.12.023

[11] Mirzaei, S. & Seifi, A. (2015). Considering lost sale in inventory routing problems for perishable goods. Computer and Industrial Engineering, 87(3), 213-227. https://doi.org/10.1016/j.cie.2015.05.010

[12] Ghorbani, A. & Akbari Jokar, M. R. (2016). A hybrid imperialist competitive-simulated annealing algorithm for a multisource multi-product location-routing inventory problem. Computer and Industrial Engineering, 101(5), 116-127. https://doi.org/10.1016/j.cie.2016.08.027

[13] Azadeh, A. & Farrokhii-Asl, H. (2017). The close-open mixed multi depot vehicle routing problem considering internal and external fleet of vehicles. Transportation Letters, 12(3), 1-15.

[14] Jovanović, A. D., Pamečar, D. S., & Pejić-Tarle, S. (2014). Green vehicle routing in urban zones - A neuro-fuzzy approach. Expert Systems with Applications, 41(7), 3189-3203. https://doi.org/10.1016/j.eswa.2013.11.015

[15] Pamečar, D., Gigić, L., Ciřović, G., & Regodić, M. (2016). Transport spatial model for the definition of green routes for city logistics centers. Environmental Impact Assessment Review, 56, 72-87. https://doi.org/10.1016/j.eiarr.2015.09.002

[16] Pumucar, D. & Ćirović, G. (2018). Vehicle route selection with an adaptive neuro fuzzy inference system in uncertainty conditions. Decision Making: Applications in Management and Engineering, 1(1), 13-37. https://doi.org/10.31181/dmame180113p

[17] Barna, P. S., Dutta, J., & Mukherjee, A. (2019). A 2-opt guided discrete ant lion optimization algorithm for multi-depot vehicle routing problem. Decision Making: Applications in Management and Engineering, 2(2), 112-125. https://doi.org/10.31181/dmame1902089b

[18] Roy, A., Manna, A., & Maity, S. (2019). A novel memetic genetic algorithm for solving traveling salesman problem based on multi-parent crossover technique. Decision Making: Applications in Management and Engineering, 2(2), 100-111. https://doi.org/10.31181/dmame1902076f

[19] Pan, F. & Nai, R. (2010). Robust supply chain design under uncertain demand in agile manufacturing. Computers and Operations Research, 37(4), 668-683. https://doi.org/10.1016/j.cor.2009.06.017

[20] Bertsimas, D. & Sim, M. (2004). The Price of Robustness. Operations Research, 25(4), 35-53. https://doi.org/10.1287/opre.1030.0065

[21] Pishwaee, M. S., Razmi, J., & Torabi, S. A. (2012). Robust possibilistic programming for socially responsible supply chain network design: A new approach. Fuzzy Sets and Systems, 206(2), 1-20. https://doi.org/10.1016/j.fss.2012.04.010

[22] Arab, R., Ghaderi, S., & Tavakkoli-Moghaddam, R. (2020). Bi-objective inventory routing problem with backhauls under transportation risks: two meta-heuristics. Transportation Letters, 12(2), 113-129. https://doi.org/10.1080/19427867.2018.1533624

[23] Srinivas, N. & Deb, K. (1994). Multi-objective optimization using non-dominated sorting in genetic algorithms. Evolutionary Computation, 2(1), 221-248. https://doi.org/10.1162/evco.1994.2.3.221

[24] Atashpaz, E. & Lucas, C. (25-28 September 2007). Imperialist Competitive Algorithm: An algorithm for optimization inspired by imperialist competition. IEEE Congress on Evolutionary Computation, Singapore. https://doi.org/10.1109/CEC.2007.4425083

Contact Information:

Rahmat ARAB, PhD, in Industrial Engineering (Corresponding author)
Reza TAVAKKOLI-MOGHADDAM, Professor
Seyed Farid GHADERI, Professor
School of Industrial Engineering, College of Engineering, University of Tehran, Tehran, Iran
E-mail: r.arab@ut.ac.ir
E-mail: tavakkoli@ut.ac.ir
E-mail: ghaderi@ut.ac.ir

802 Technical Gazette 27, 3(2020), 793-802