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ABSTRACT

We present approaches to quickly simulate systematics affecting CMB observations, including the effects of the scanning strategy. Using summary properties of the scan we capture features of full time ordered data (TOD) simulations, allowing maps and power spectra to be generated at much improved speed for a number of systematics – the cases we present experienced speed ups of 3-4 orders of magnitude when implementing the map-based approaches. We demonstrate the effectiveness of the approaches at capturing the salient features of the scan by directly comparing to full TOD simulations – seeing agreement at sub-percent levels of accuracy. We simulate the effects of differential gain, pointing, and ellipticity to show the effectiveness of the approaches, but note that one could extend these techniques to other systematics. We finally show how to apply these fast map-based simulations of systematic effects to a full focal plane showing their ability to incorporate thousands of detectors as seen in modern CMB experiments.
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1 INTRODUCTION

The cosmic microwave background (CMB) anisotropies provide one of the most powerful observational probes of the standard cosmological model (for recent reviews see e.g. Durrer 2015; Staggs et al. 2018). A key target of many future CMB experiments e.g. LiteBIRD, Simons Observatory (SO), BICEP and Keck Array, CMB-S4, (Suzuki et al. 2018; Ade et al. 2019; Hui et al. 2018; Abazajian et al. 2016) is the observation of the low multipole B-mode polarization signal related to primordial gravitational waves. B-modes also arise on smaller angular scales via gravitational lensing of the E-mode signal, which has been observed by a number of experiments e.g. Polarbear, (Faúndez et al. 2020).

Upcoming CMB experiments are targeting unprecedented levels of sensitivity as they target the low amplitude (potentially vanishingly small) signature from the primordial B-mode signal; for example a primary objective of upcoming Stage IV experiments is constraining the tensor-to-scalar ratio to an accuracy of $\Delta r \approx 0.001$ (Abazajian et al. 2016). These ambitious targets will require exquisite understanding and control of foreground contamination (Dickinson 2016), delensing (Green et al. 2017), and instrumental systematics (Hu et al. 2003).

The impact of systematics on CMB polarization measurements has been an important consideration for recent experiments. A plethora of studies of systematic effects have been undertaken by many experiments, including satellite experiments such as WMAP (Jarosik et al. 2011), Planck (Planck Collaboration et al. 2014, 2016a), EPIC (Bock et al. 2009), and CORE (Natoli et al. 2018) and ground-based telescopes such as BICEP2 (Bicep2 Collaboration et al. 2015), and SO (Crowley et al. 2018). As such a number of tools have been developed to deal with a number of different systematic effects. These tools along with new developments will become even more important for next generation surveys as systematics increasingly become the limiting factor in CMB polarization surveys.

One particularly concerning set of systematics are those that cause signals to mix, resulting in coupling of the much larger intensity signal to polarization and mixing between $E$ and $B$-mode polarization signals. Due to the relative size of the signals these can result in spurious $B$-mode signals which would be detrimental to the search for the primordial gravitational wave signature.

A number of these systematics are closely coupled to the scanning strategy, these have been well studied, (see e.g. Hu et al. 2003; O’Dea et al. 2007; Shimon et al. 2008; Miller et al. 2009; Wallis et al. 2017, and references therein). The literature presents a number of approaches to tackle these systematics such as mitigation through a well designed scanning strategy. In particular a number of symmetries exist which may be exploited to heavily suppress systematics of a certain spin which has been pointed out in e.g. O’Dea et al. (2007); Shimon et al. (2008); Miller et al. (2009); Bicep2 Collaboration et al. (2015); Thomas et al. (2020). Additionally a number of formalisms exist which provide details of how to predict the leakage caused by systematics at the power spectrum level using the full coupling of the scan strategy, systematics, and on sky signals (e.g. Hivon et al. 2017; McCallum et al. 2020).

Further mitigation of these types of systematics is possible through the use of a continuously rotating or stepped half-wave plate (HWP)
present a second approach, based on CES constraints, that facilitates the fast map-based approach to a full focal plane (consisting of a large number of detectors) in section 5, and show the effects that correlated systematics across detectors can have on the results. In section 6 we summarise our results.

2 MAP-BASED SIMULATIONS OF SPIN-COUPLED SYSTEMATICS

As standard, CMB experiments aim to measure both the spin-0 intensity and the spin-2 polarization.\(^1\) The way in which these signals are disentangled from one another will depend on a number of factors which are somewhat experiment specific – the presence of a HWP, redundancies of a scanning strategy, or the use of pair differencing amongst other considerations will dictate how analysis choices for the data are eventually made.

An individual polarized detector will measure the on-sky signal according to the detector equation

\[
d = I + Q \cos(2\psi) + U \sin(2\psi)
\]

where \(\psi\) is the crossing angle, and \(I, Q\) and \(U\) are the Stokes parameters. In addition there will be contamination by systematics and noise.

In order to measure the intensity and polarization signals one could employ the familiar simple binning approach to map-making using (e.g. Brown et al. 2009)

\[
\begin{pmatrix}
\hat{I} \\
\hat{Q}
\end{pmatrix}
= M^{-1}
\begin{pmatrix}
\langle d_j \cos(2\psi_j) \rangle \\
\langle d_j \sin(2\psi_j) \rangle
\end{pmatrix},
\]

where

\[
M = \begin{pmatrix}
1 & \langle \cos(2\psi_j) \rangle & \langle \sin(2\psi_j) \rangle \\
\langle \sin(2\psi_j) \rangle & \langle \cos^2(2\psi_j) \rangle & \langle \cos(2\psi_j) \sin(2\psi_j) \rangle \\
\langle \sin(2\psi_j) \rangle & \langle \sin(2\psi_j) \cos(2\psi_j) \rangle & \langle \sin^2(2\psi_j) \rangle
\end{pmatrix}.
\]

The angle brackets \(\langle \rangle\) denote an average over the \(j\) measurements in a sky pixel, each of which has an associated angle \(\psi_j\), and the hat on the Stokes \(\hat{I}, \hat{Q}, \hat{U}\) denotes it is the estimated quantity. One could also trivially extend this to solve for signals of other spin as is discussed in McCallum et al. (2020). We note that the results of this work could also be applied to intensity mapping surveys, by considering leakage from systematics into the spin-0 intensity field, as is done in McCallum et al. (2021).

One can equivalently write equation 2 as

\[
\begin{pmatrix}
\hat{I}

\hat{Q} - i\hat{U}

\hat{Q} + i\hat{U}
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{2}h_2 & \frac{1}{2}h_4 & \frac{1}{2}h_{-2} \\
\frac{1}{2}h_4 & \frac{1}{2}h_2 & \frac{1}{2}h_{-2} \\
\frac{1}{2}h_{-2} & \frac{1}{2}h_{-4} & \frac{1}{2}h_4
\end{pmatrix}^{-1}
\begin{pmatrix}
\langle d_j \rangle \\
\langle d_j \cos(2\psi_j) \rangle \\
\langle d_j \sin(2\psi_j) \rangle \\
\langle d_j e^{2i\psi_j} \rangle
\end{pmatrix},
\]

where we adopt the \(h_n\) quantities used in Wallis et al. (2017); McCallum et al. (2020). This is also similar to the map-making setup presented in Shimon et al. (2008).

\(^1\) The spin dependence we refer to is the dependence of the fields with crossing angle \(\psi\), which gives the orientation of the scan direction of the instrument with respect to North, such that a spin-\(n\) field \(d_n^Q + id_n^U\) contributes to a detector timestamp as \(d_n^Q \cos(n\psi_j) + id_n^U \sin(n\psi_j)\).
The $\hat{h}_n$ are constructed using knowledge of the crossing angles in the scanning strategy giving the orientation function
\begin{equation}
\hat{h}_n(\Omega) = \frac{1}{N_{\text{hits}}(\Omega)} \sum_j e^{in\psi_j(\Omega)} = \frac{1}{N_{\text{hits}}(\Omega)} \sum_j \left(\cos(n\psi_j(\Omega)) + i \sin(n\psi_j(\Omega))\right), \tag{5}
\end{equation}

which is constructed from the scan by averaging within each pixel. The $\Omega = (\theta, \phi)$ are the latitude and longitude coordinates of each pixel on the sky, and $\psi$ is the orientation angle of the scan direction of the instrument with respect to North. This equation was introduced by Bock et al. (2009) who pointed out its use for scan strategy design — a small $\hat{h}_n$ implies a survey with good crossing angle coverage which aids in suppression of certain systematics. In general, one generates these $\hat{h}_n$ maps by performing a full TOD simulation once, and storing maps of this scan information (in the same way as the hit map).

The orientation function can be used to write out the coupling of signals of arbitrary spin to a particular signal of interest when performing a scan as
\begin{equation}
\kappa \hat{S}^d(\Omega) = \sum_{k=-\infty}^{\infty} \hat{h}_{k-k'}(\Omega) \kappa \hat{S}(\Omega), \tag{6}
\end{equation}

where $n = k - k'$ shows the term is coupling some signal of spin-$k'$ to the signal of interest of spin-$k$. This relies on the systematics being time independent — i.e. $\kappa \hat{S}(\Omega)$ not to vary with time — over the extent of the data on which the $\hat{h}_{k-k'}$ are calculated.\(^2\) The $\kappa \hat{S}(\Omega)$ are usually a function of the on-sky signal either directly observed or scaled by some instrumental systematic.

The quantities of equation 6 are related to the terms appearing on the RHS of the map-making equation (equation 2) as
\begin{equation}
\begin{aligned}
\langle d_j \rangle &= 0 \hat{S}^d \\
\langle d_j \cos 2\psi_j \rangle &= \Re \langle \hat{S}^d \rangle \\
\langle d_j \sin 2\psi_j \rangle &= \Im \langle \hat{S}^d \rangle
\end{aligned} \tag{7}
\end{equation}

under the condition that the signals making up $d_j$ have well defined spin dependence i.e. the observed quantity is contributed to by spin-$n$ signals as $d_j = \sum_{n=0}^{\infty} (d^2_n \cos(n\psi_j)) + d^1_n \sin(n\psi_j))$ such that the signals $d^2_n$ and $d^1_n$ do not depend on the crossing angle $\psi_j$ or time. This is the case for many systematics when considering a circular beam as the leaked signals $I, Q, U$ etc. do not depend on the crossing angle (there would be some slight variation in the signals due to sampling different parts of the pixel but this averages out). This allows us to use the averaged crossing angle quantities ($\hat{h}_n$) in each pixel to perform one calculation to simulate the effect of systematics with the effects of the scan included, rather than requiring a full TOD which calculates each point in time separately. However in some cases systematics, such as differential ellipticity, lead to a $\psi_j$ dependence of the systematic-induced signal itself which requires a more complicated approach (see section 4.2.1).

Given equation 7 the map-making equation in the case of time-independent systematics can thus be written as
\begin{equation}
\begin{pmatrix}
\hat{I} \\
\hat{Q} - i\hat{U} \\
\hat{Q} + i\hat{U}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{4} h_2 & \frac{1}{4} h_4 & \frac{1}{4} h_{-2}
\frac{1}{4} h_2 & \frac{1}{4} h_4 & \frac{1}{4} h_{-2}
\frac{1}{4} h_2 & \frac{1}{4} h_4 & \frac{1}{4} h_{-2}
\end{pmatrix}^{-1} \begin{pmatrix}
\sum_{k=-\infty}^{\infty} \hat{h}_{0-k} \hat{S} \\
\sum_{k=-\infty}^{\infty} \hat{h}_{2-k} \hat{S} \\
\sum_{k=-\infty}^{\infty} \hat{h}_{2-k} \hat{S}
\end{pmatrix}. \tag{8}
\end{equation}

As such, having stored the relevant $\hat{h}_n$ from a given scan strategy for the systematics of interest one can apply this entire calculation in map-space i.e. using the averaged scan information means all of the quantities involved in equation 8 are maps, which facilitates the simple map-based simulation approach of taking of the $\hat{h}_n$ scan maps and multiplying the $\kappa \hat{S}$ functions of the on-sky signal in map space. The stored $\hat{h}_n$ retain the structure of the scan – this allows for fast map-based simulations including effects of the scanning strategy to be performed without the need for further full TOD simulations.

In figure 1 we show an example of how this map-based approach works for the leakage of a spin-0 field into a spin-2 field. Equation 6 gives this simply as
\begin{equation}
\kappa \hat{S}^0(\Omega) = \hat{h}_2(\Omega) \hat{S}(\Omega). \tag{9}
\end{equation}

The top left and right panels of the figure show the real and imaginary parts of the $h_2$ quantity for the scanning strategy of the proposed EPIC satellite (Bock et al. 2008), and the top centre panel shows the spin-0 temperature field. The resultant leaked signals of $\Re \langle \kappa \hat{S}^d \rangle$ and $\Im \langle \kappa \hat{S}^d \rangle$ are shown in the bottom left and right panel respectively – we see here that the temperature field is present along with track like structures emanating from structure in the $h_2$ fields resulting from the scanning strategy. We will show in section 3 that the fast map-based method using multiplication in map space retains scanning structure similar to that in a full TOD simulation.

One can calculate $\hat{h}_n$ maps simply from the pointing information of a scanning strategy and store the information. By working with these averaged quantities directly the effect of systematics with the scan strategy encoded can be rapidly simulated, without the need to rerun the computationally expensive TOD simulations many times. Furthermore the $\kappa \hat{S}(\Omega)$ signals are usually some function of the on sky signal e.g. $I, Q, U$ etc. either observed directly or leaked by systematics. As such utilising the speed up of the map-based simulations would facilitate quick Monte-Carlo simulation techniques with different CMB realisations.

### 2.1 Focal Plane Elements

The quantities that appear in map-making will depend on how the data is treated by a given experiment. It is possible to use a number of different timestreams during map-making, made from various focal plane elements, common examples include:

- a single detector timestream necessitating map-making for temperature and polarization simultaneously – requiring a sufficiently redundant scan strategy,
- a single pair of detectors that has been differenced (summed) to solve for polarization (temperature),
- a combined timestream from two detector pairs, oriented at 45 degrees to one another in a "x" layout (see section 3.1 for further details), allowing simultaneous measurement of Q and U.

The methods we use can treat all these cases, but we should note that for a given scanning strategy each would produce different $\hat{h}_n$ terms to include in the map-making equation – though the scan strategy is the same, the element specific setup such as which detector angles are included will change the associated $\hat{h}_n$. Additionally the systematic leakage affecting each case would differ. The approach we

---

\(^2\) One could in principle include time varying systematics by splitting the TOD of a survey into several chunks of time – in which the systematic is stable over the chunk but varies between them – and generating a $\hat{h}_{k-k'}$ for each of them.
present has been applied to simple binned map-making. In principle, the method could be extended to other map-making approaches (e.g. maximum-likelihood) but the map-making equations (e.g. equation 2) would have a more complicated form than is presented here. We also note that subtleties arising from considering multiple frequencies simultaneously may also complicate the setup.

In section 5 we will build on this focal plane element setup to show a simple way to extend the map-based simulation techniques to a full focal plane. This is achieved by taking the maps made by each focal plane element (e.g. a single detector, a single pair, or single set of "+x" pairs) and then averaging them across the full focal plane. An advantage of this is it will translate the speed up afforded by the map-based approach to a full focal plane allowing systematics to be simulated quickly for realistic numbers (thousands) of detectors. This will enable studies of systematics to be performed rapidly for a full focal plane, aiding in forecasting for future CMB experiments without requiring repeated TOD simulations.

3 DEMONSTRATION OF THE MAP-BASED SIMULATION TECHNIQUE

In this section we shall demonstrate the ability of the fast map-based method to mimic a full TOD simulation including the effects of time-independent systematics and the scanning strategy. In order to perform this demonstration we compare the output to a simple full TOD simulation.

3.1 Detector Setup

The detector setup we employ is as in Wallis et al. (2017), where for simplicity two orthogonal detector pairs are considered oriented at 45° with respect to each other, i.e. a "Q"-like + pair and "U"-like × pair. This allows for the simultaneous measurement of Q and U polarization. From each detector pair, we use the differenced signal

$$d = \frac{1}{2}(d^A - d^B),$$

where A and B denote the individual detectors within a pair.

An important point to make is that we are including the differenced signal from a TOD element that includes both a + and × detector pair, each of which will have distinct $h_n(\Omega)$ and signals $k\cdot\tilde{S}(\Omega)$. Having different positioning on the focal plane results in altered crossing angle coverage and thus different $h_n(\Omega)$; the positioning on the focal plane can also lead to different $k\cdot\tilde{S}(\Omega)$ signals stemming from the on-sky signal as each detector pair observes a slightly different point on the sky. Additionally, the two detector pairs experiencing different levels of systematics can also lead to the $k\cdot\tilde{S}(\Omega)$ differing. In this case, equation 6 must therefore include information for both pairs to construct the total signal as

$$k\tilde{S}^{d,\text{tot}}(\Omega) = \sum_{k'=-\infty}^{\infty} \frac{N_{\text{hits}}^+}{N_{\text{tot}}^+} \tilde{h}_{k-k'}^+ \tilde{S}_{k'}^+ (\Omega) + \frac{N_{\text{hits}}^\times}{N_{\text{tot}}^\times} \tilde{h}_{k-k'}^\times \tilde{S}_{k'}^\times (\Omega),$$

where the superscript + and × shows which pair of detectors, and we have weighted according to the number of hits of each pair compared to the total contribution.

We may also write the orientation function for the total contribution to the time-stream as the weighted sum of the individual detector pairs as

$$\tilde{h}_n^{\text{tot}} = \frac{N_{\text{hits}}^+}{N_{\text{tot}}^+} \tilde{h}_n^+ + \frac{N_{\text{hits}}^\times}{N_{\text{tot}}^\times} \tilde{h}_n^\times.$$  

Since we are considering a pair differenced signal the temperature signal should have been nominally removed meaning an experiment can attempt to solve for the polarization directly as

$$\begin{pmatrix} \hat{Q} - i\hat{U} \\ \hat{Q} + i\hat{U} \end{pmatrix} = \begin{pmatrix} \frac{1}{2} \tilde{h}_n^{\text{tot}} \\ \frac{1}{2} \tilde{h}_{n-4}^{\text{tot}} \\ \frac{1}{2} \tilde{h}_{n+4}^{\text{tot}} \end{pmatrix}^{-1} \begin{pmatrix} 2\tilde{S}^{d,\text{tot}} \\ -2\tilde{S}^{d,\text{tot}} \end{pmatrix}.$$  

Figure 1. Example of the map-based mechanism for spin-0 leakage into spin-2 polarization. The top left panel shows the real part of $h$ tracks in the resultant field which relate to the $\langle \cos(2\psi_j) \rangle$ structure from the EPIC satellite scanning strategy. Similarly the top right panel shows the imaginary part of $\bar{h}$ i.e. $\langle \sin(2\psi_j) \rangle$ which when multiplied by the spin-0 temperature field (top middle panel) gives the leakage field (bottom left panel) – note the clear evidence of tracks in the resultant field which relate to the $\langle \sin(2\psi_j) \rangle$ structure from the EPIC scan.
However due to the “+x” detector layout there are always the requisite pairs of angles such that $\hat{h}_4 = 0$.\footnote{We note that this was done implicitly in the map-making approach taken in Wallis et al. (2017) and McCallum et al. (2020) which made assumptions based on the use of a “+x” focal plane.} As such we may simply write

$$\begin{pmatrix} \hat{Q} - i\hat{U} \\ \hat{Q} + i\hat{U} \end{pmatrix} = \begin{pmatrix} 0 & 2 \\ 2 & 0 \end{pmatrix} \begin{pmatrix} \hat{S}_{d,tot}^d \\ -\hat{S}_{d,tot}^d \end{pmatrix},$$

(14)

We shall also apply a further simplification for our subsequent calculations, as is done in Wallis et al. (2017); McCallum et al. (2020), that the detector pairs are effectively colocated such that we may set

$$\hat{h}_{n}^\star(\Omega) = e^{-in \frac{\pi}{2}} \hat{h}_n(\Omega),$$

(15)

where the $e^{-in \frac{\pi}{2}}$ accounts for the rotation of 45° between the + and x orientation of the detectors. Provided the detector pairs are located close to one another on the focal plane this should give a fair representation. See section 5 for further information on how to treat a full focal plane.

### 3.2 Full TOD Simulation

To provide a baseline to compare the map-based simulation method to we run realistic full TOD simulations. These involve looping over the telescope pointing information from the full scanning strategy, incurring a large time cost. We present results for scanning strategies representative of a satellite survey and both “Deep” and “Shallow” ground-based surveys.

For the satellite case we use the EPIC scanning strategy, defined according to the parameters in table 1, which was designed to optimise crossing angle coverage. Further details are available in Bock et al. (2008).

The ground-based surveys, also defined in table 1, are indicative of scanning strategies for an Atacama based instrument performing constant elevation scans at two elevations for 30 days each – swiping back and forth in azimuth at a constant scan rate. Appendix A gives more detail. The “Deep” surveys are traditionally performed over a smaller patch of sky allowing for more integration time in order to heavily suppress noise for primordial B-mode searches. The “Shallow” surveys are performed over a wide patch of sky to aid in the characterisation of the lensing signal and other science goals e.g. measuring the Sunyaev–Zeldovich effect from galaxy clusters, or measuring Neutrino masses through high-$\ell$ effects (e.g. Stevens et al. 2018; Ade et al. 2019).

As mentioned, we use a simple focal plane as in Wallis et al. (2017), where two detector pairs are considered oriented at 45° with respect to each other. We choose not to include noise to ensure the comparison of the systematic effects generated from the full TOD approach to those of the map-based simulation methods is clear. Since correlation between random noise and the systematic effects considered here is not expected, our conclusions regarding the ability of the map-based simulation to mimic the full TOD approach are robust to this choice. White noise can be trivially included into the map-based simulations by simply adding noise maps to the measured data as detailed in e.g. Tegmark (1997a,b).

As an input to the TOD simulation CMB maps of $I$, $Q$, and $U$ are created using the SYNFAST routine of the HEALPIX package (Górski et al. 2005). A 6-parameter $\Lambda$CDM cosmology was used to generate the input CMB power spectra, using the best fitting 2015 Planck results specified by the following cosmological parameter values:

### Table 1. Details of the scanning strategy parameters used in the simulations for both the EPIC satellite and the “Shallow” and “Deep” ground-based surveys.

|                      |       |       |
|----------------------|-------|-------|
| **EPIC Satellite Scan** |       |       |
| NSIDE                | 2048  |       |
| Beam Size            | 7 arcmin |      |
| Boresight Angle      | 50°   |       |
| Precession Angle     | 45°   |       |
| Spin Period          | 1 min |       |
| Precession Period    | 3 hours |      |
| $I_{\text{amp}}$     | 500 Hz |       |
| Survey Time          | 1 year |       |
| **Ground-Based Scans** |       |       |
| NSIDE                | 256   |       |
| Beam Size            | 30 arcmin |      |
| $I_{\text{amp}}$     | 10 Hz |       |
| Scan Rate            | 1/4 s |       |
| Observatory Location | Atacama |       |
| Survey Time          | 30 days |      |
| Elevations           | 35° and 55° |    |
| “Deep” Azimuth Range Rising (Setting) - |       |       |
| Elevation=35°        | 111° to 136° (−111° to −136°) | |
| Elevation=55°        | 110° to 148° (−110° to −148°) | |
| “Shallow” Azimuth Range Rising (Setting) - |       |       |
| Elevation=35°        | 53° to 119° (−53° to −119°) | |
| Elevation=55°        | 72° to 117° (−72° to −117°) | |

Hubble constant – $H_0 = 67.3$, Baryon density – $\Omega_b = 0.0480$, Dark matter density – $\Omega_{cdm} = 0.261$, Optical depth to reionization – $\tau = 0.066$, Scalar spectral index – $n_s = 0.968$, Amplitude of scalar perturbations – $A_s = 2.19 \times 10^{-9}$ (Planck Collaboration et al. 2016b). The Boltzmann code CLASS (Blas et al. 2011) was used to generate the input spectra.

The input maps include both primordial $B$-modes at a level of $r = 0.001$ and $B$-modes induced by gravitational lensing (approximated as Gaussian). The parameters used to generate the scan and input maps are listed in table 1. In the simulations of differential gain and pointing the input maps were convolved with a Gaussian beam. In the case of differential ellipticity a different convolution process was implemented – see section 4.2.1 for further details.

The TOD scans are generated from a set of pointings given by a scanning strategy. In the absence of systematics the four detectors each measure a signal according to the detector equation of

$$a_i^X = I(\Omega) + \frac{1}{2}((Q - iU)(\Omega)e^{2i\psi_i^X} + (Q + iU)(\Omega)e^{-2i\psi_i^X}),$$

(16)

where $i \in 1, 2$ denotes the pair considered, $X \in A, B$ denotes the detector within a pair, and $\psi_i^X$ is the combined crossing angle of the instrument $\psi$ and angle offset of the individual detector from this $\alpha_i^X$ as $\psi_i^X = \psi + \alpha_i^X$. The $\alpha_i^X$ values are offset by 90° between the two detectors $A$ and $B$ in a pair, and there is 45° offset between the pairs 1 and 2. For simplicity we assume that $\alpha_1^A = 0$ such that the reference frame of detector $A$ is aligned with the instrument i.e. $\psi_1^A = \psi$.

We difference the detectors within a pair to produce differenced timestreams. The timestreams are then subjected to simple binned map-making according to equation 13 to solve for the polarization signals – Stokes $\hat{Q}$ and $\hat{U}$. 
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3.2.1 Gain Systematic

Systematics are injected at the detector time stream level. A differential gain systematic is included by adding some $g_i$ offset due to gain miscalibration to each detector as

$$d_i^X = (1 + g_i^X) (I(\Omega) + \frac{1}{2} ((Q-iU)(\Omega) e^{2i\psi_i^X} + (Q+iU)(\Omega) e^{-2i\psi_i^X})). \tag{17}$$

Since we are considering a pair-differencing experiment, the differential signal for a single pair is then given by

$$S_i = \frac{1}{2} [d_i^A - d_i^B] = \frac{1}{2} \left[ (g_i^A - g_i^B) I(\Omega) + \frac{1}{2} ((Q-iU)(\Omega) [2 + g_i^A + g_i^B] e^{2i\psi_i^A} + (Q+iU)(\Omega) [2 + g_i^A + g_i^B] e^{-2i\psi_i^A}) \right]. \tag{18}$$

The gain simulations we present use systematics levels of 1% differential gain ($\delta g_i = g_i^A - g_i^B = 0.01$). We apply this by setting $g_i^A = 0.01$ and $g_i^B = 0$ for each pair of detectors included in the simulation.

3.2.2 Pointing Offset

A pointing offset is included by adding some misalignment of magnitude $\rho_i^X$ in direction $\chi_i^X$ to each detector as

$$d_i^X = I(\Omega) + \frac{1}{2} (e^{2i\psi_i^X} (Q-iU) + e^{-2i\psi_i^X} (Q+iU)) + \frac{\rho_i^X}{2} e^{i(\psi_i^X + \chi_i^X)} \Delta I + \frac{\rho_i^X}{2} e^{-i(\psi_i^X + \chi_i^X)} \Delta I. \tag{19}$$

where we only include the temperature leakage component in this case. Here we have used the spin raising operator $\delta = \frac{\delta}{\Omega} + i \frac{\partial}{\partial \Omega}$ and its conjugate (the spin lowering operator, denoted by a bar).

For consistency with the previous conventions adopted in Wallis et al. (2017; McCallum et al. 2020) we have adopted the reference frame of the orientation angle $\psi_i^A$ of the $d_i^A$ detector in each pair to define the $\rho_i^X$ and $\chi_i^X$ parameters. This means that the detectors within each pair share a common reference frame when describing the pointing offset meaning there is no factor of $\pi/2$ in the pointing offset of the second detector. However this reference frame is rotated through $\pi/4$ between the two pairs we consider $+ \rightarrow \infty$. We reiterate that this is just a choice of convention, and this specific choice is not required to apply the methods we present.

In the pair differenced case this results in a contribution by a single pair of

$$S_i = \frac{1}{2} [d_i^A - d_i^B] = \frac{1}{2} e^{2i\psi_i^A} (Q-iU) + \frac{1}{2} e^{-2i\psi_i^A} (Q+iU) + \frac{\zeta_i^A}{4} e^{i\psi_i^A} \Delta I + \frac{\zeta_i^B}{4} e^{-i\psi_i^B} \Delta I, \tag{20}$$

where $\zeta = \rho^A e^{i\chi^A} - \rho^B e^{i\chi^B}$ gives the effect of the pointing mismatch. In this case we only consider the $I \rightarrow P$ leakage induced by the differential pointing error and ignore the smaller $P \rightarrow P$ terms (McCallum et al. 2020). The HEALPY routine alm2map_der1 (Görski et al. 2005; Zonca et al. 2019) was used to generate the first derivatives of the temperature fields to include the differential point-

ing effects. This is a similar approach to how lensing is incorporated in simulations in Næss & Louis (2013).\footnote{An alternative would be to directly incorporate the offset during the TOD generation as in e.g. Thomas et al. (2020). This may alter the corresponding results slightly due to complications arising from Healpix interpolation effects that would need to be accounted for. By dealing directly with the Taylor expanded quantities ($\mathcal{M}$ etc.) we avoid this complication.}

The pointing simulations use a systematic level of $\rho_i^A = \rho_i^B = 0.1$ arcmin, $\rho_i^A = \rho_i^B = 0.0$ arcmin, and $\chi_i^X = 0$ radians for all detectors. These levels of systematic are indicative of differential systematics seen in recent CMB ground-based surveys (e.g. Bicep2 Collaboration et al. 2015; Ade et al. 2014).

3.3 Application of the map-based technique to a Gain Systematic

The effect of differential gain arises due to a gain mismatch between detectors in differenced pairs. This leads to leakage of the much larger temperature signal into the polarization, and a direct amplification of the polarization signal itself also remains. To match the full TOD setup we are comparing to, we consider two pairs of differenced detectors oriented at 45° to one another. Following the process outlined in section 2 and applying equations 6 and 14, this leads to a total polarization signal of

$$\langle \hat{Q} + i\hat{U} \rangle (\Omega) = \hat{h}_0 (\Omega) (Q + iU) (\Omega) + \frac{1}{2} \hat{h}_2 (\Omega) (\delta g_1 - i\delta g_2) I(\Omega) + \frac{1}{4} \hat{h}_4 (\Omega) (g_1^A + g_1^B + g_2^A + g_2^B) (Q + iU) (\Omega) + \frac{1}{4} \hat{h}_4 (\Omega) (g_1^A + g_1^B + g_2^A - g_2^B) (Q + iU) (\Omega). \tag{21}$$

where $g_i^X$ is the gain offset of detector $X \in A, B$ of pair $i \in 1, 2$ due to a gain miscalibration, and $\delta g_i = g_i^A - g_i^B$ is the gain mismatch between detector $A$ and the detector perpendicular to it ($B$) in the pair. Equation 21 provides the necessary information to implement the map-based simulation of differential gain.

We provide comparisons of the map-based simulation approach to full TOD simulations for both a satellite survey and ground-based survey. In figures 2 and 4 we show the results for a gain systematic for both a full TOD simulation and the map-based approach for the EPIC satellite scan and the “Deep” ground-based scan respectively. We plot the contribution of the systematic to the polarization maps by taking the difference between the output of the simulations including a gain systematic and the input map. We see very close agreement between the TOD simulation and the map-based approach for both the satellite scan and the ground based scan – this is demonstrated by the low level of residual between the two approaches. Particularly evident in the satellite plots is the track like structure which is a result of structure in the EPIC scanning strategy. Satellite missions have access to a larger range of crossing angles than ground-based experiments which results in the evident reduction in the systematic. The map-based approach captures these features of the full TOD simulation well.

In figures 3 and 5 we also show the resulting power spectra contribution of the gain systematic in the case of the full TOD and map-based simulation. In the satellite case (figure 3) no mask is applied and we plot the full sky power spectra, whereas in the ground-based case (figure 5) it is the pseudo-spectra plotted, with the effects of the mask still present. In this case we plot $\Delta C_\ell$ which is the difference
Figure 2. Gain systematic field – created by taking the difference between the output map containing systematics and the input map. Top row - Q. Bottom row - U. Left column - TOD simulation using EPIC scan. Middle column - Map-based simulation with \( \hat{h}_\alpha \) maps created using EPIC scan. Right column - Residual between the first two columns. The low level of residual shows there is a good agreement between the full TOD and map-based method. The track like structure seen in the first two columns is a result of structure in the EPIC scanning strategy resulting in better crossing angle coverage and a reduced systematic in certain areas. The map-based approach captures these features of the full TOD simulation well.

Figure 3. Power spectrum of the gain systematic – \( \Delta C_\ell \) indicates it is the difference between a simulation containing the systematic and a simulation with no systematic present leaving just the systematic leaked signal. The full EPIC TOD and map-based simulation match well including the scatter for both the \( B \)-mode and \( E \)-mode – note the low levels of residual between the two approaches in the lower panel.

between the simulation containing the systematic and a simulation with no systematic present – this isolates the systematic contribution from the true signal. We see good agreement between the full TOD and fast map-based simulation with the map-based simulation even capturing the scatter on the data which stems in part from cosmic variance and in part from the scanning strategy. The ability to retain this scatter sets this map-based method apart from analytic models of the systematic power spectra (e.g. McCallum et al. 2020) as it retains information specific to both the CMB realisations and the scanning strategy – this means the method is appropriate for use with monte-carlo simulations of CMB surveys including systematic effects. We further elucidate this agreement by plotting the residual between the two approaches which is shown to be small at all multipoles considered.

3.4 Application of the map-based technique to a Pointing Systematic

The misalignment of the beams of two detectors within a pair will result in a differential pointing systematic. In order to match the full TOD setup we are comparing to, we consider two pairs of differenced detectors oriented at \( 45^\circ \) to one another, hence the factors of \( e^{-in\pi/4} \) for the second pair in the pointing offset terms. Again following the process outlined in section 2 and applying equations 6 and 14 leads to a total polarization signal of

\[
(\tilde{Q} + i\tilde{U})(\Omega) = \tilde{h}_0(Q + iU)(\Omega) + \frac{1}{4}\tilde{h}_1(\rho_1^A e^{i\chi_1^A} + \rho_2^A e^{i(\chi_2^A - \pi/4)})\delta I(\Omega) \tag{22}
\]

where in this case we are only considering the \( I \rightarrow P \) leakage induced by differential pointing error and ignore the smaller \( P \rightarrow P \) terms (McCallum et al. 2020). In this case by combining maps of \( \tilde{h}_1, \tilde{h}_3, \delta I(\Omega) \) and \( \delta I(\Omega) \), we arrive at a map that represents the spurious signal due to the systematic, without requiring a full TOD simulation.\(^5\)

As for the previous systematic we provide comparisons between the map-based simulation approach and full TOD simulations for both a satellite survey and ground-based survey. In figures 6 and 8 we show the results for a differential pointing systematic for both a full

\(^5\) Note that equation 22 corrects a typo in Wallis et al. (2017) and McCallum et al. (2020).
Figure 4. Gain systematic field – created by taking the difference between the output of a systematic containing simulation and the input map. Top row - Q. Bottom row - U. Left column - TOD simulation using the “Deep” ground-based scan. Middle column - Map-based simulation with $\tilde{h}_n$ maps created using the “Deep” scan. Right column - Residual between the first two columns which shows there is a good agreement between the two methods. The map-based approach captures the features of the full TOD simulation well.

Figure 5. Pseudo power spectrum of the gain systematic – $\Delta C_\ell$ indicates it is the difference between a simulation containing the systematic and a simulation with no systematic present leaving just the systematic leaked signal. The “Deep” ground-based TOD and map-based simulation match well including the scatter present as is evidenced by the low level of the residuals in the lower panel.

TOD simulation and the map-based approach for the EPIC satellite scan and the “Shallow” ground-based scan respectively. We again plot the contribution of the systematic to the polarization maps by taking the difference between the output of the simulations including a gain systematic and the input map. We see close agreement between the TOD simulation of the differential pointing systematic and its map-based counterpart. As in the case of gain previously, we see that there is a track like structure in the satellite case which is a result of structure in the EPIC scanning strategy. The structure emanates from the scanning strategy and the inclusion of the $\tilde{h}_1$ and $\tilde{h}_3$ quantities in the map-based approach mean it is captured well.

Figures 7 and 9 show the resulting power spectra contribution of the differential pointing systematic in the case of the full TOD and map-based simulation. Figure 7 shows the satellite case where full sky power spectra are plotted with no mask applied, whereas figure 9 shows the ground-based case where the pseudo-spectra are plotted, with the effects of the mask still present. We again plot $\Delta C_\ell$ which is the difference between the simulation containing the systematic and a simulation with no systematic present which isolates the systematic contribution from the true signal. The full TOD and map-based simulation results clearly agree well. The map-based simulation also captures the scatter on the data which stems in part from cosmic variance and in part from the scanning strategy. The residual between the two approaches is small at all multipoles considered showing the map-based approach works well.

3.5 Summary and explanation of timings

We have demonstrated that the map-based simulations provide a viable approach to simulate systematics through comparison to full TOD simulations. By using stored average scan quantities we can achieve a massive speed up in comparison to the full TOD simulation whilst retaining effects of the scanning strategy.

The speed of a full TOD simulation will depend on the scan strategy. In particular, the sampling frequency, and the length of observation will dictate how much data the simulation will be required to loop over. However, this is not the limiting factor for the map-based approach which makes use of the stored $\tilde{h}_n$ scan strategy maps to remove the time dimension of the simulation, meaning only a single calculation is needed for each pixel in map-space.

Performing the EPIC TOD simulation for a 1 year scan with the parameters shown in table 1 takes 10–15 hours of CPU time. The map-based simulation by comparison takes 10 seconds, i.e. the map-based simulation is 3600–5400 times faster.\(^6\)

\(^6\) Given that the scan parameters are not the limiting factor for the map-based approach then the speed up for longer TOD sets would be even greater.
Map-based simulations of systematics

Figure 6. Pointing systematic field – created by taking the difference between the systematic containing output map and the input map. Top row - Q. Bottom row - U. Left column - TOD simulation using the EPIC scan. Middle column - Map-based simulation with $\tilde{h}_n$ maps created using the EPIC scan. Right column - Residual between the first two columns which is low showing there is good agreement between the two approaches. The track like structure seen in the first two columns is a result of structure in the EPIC scanning strategy resulting in better crossing angle coverage in those areas and thus a reduced systematic. The map-based approach captures these features of the full TOD simulation well.

Figure 7. Power spectrum of the pointing systematic (temperature leakage only) – $\Delta C_{\ell}$ indicates it is the difference between a simulation containing the systematic and a simulation with no systematic present leaving just the systematic leaked signal. The full EPIC TOD and map-based approach match well including the scatter. The low levels of the residuals demonstrate good agreement between the two methods.

4 CONSTANT ELEVATION SCAN APPROACH

In order to perform the map-based simulations in the previous sections we utilised the simplification of equation 7. This was possible as we were dealing with signals which did not vary with the orientation angle i.e. $I$, $Q$, and $U$, signals smeared by a circular beam. However in some cases these signals can vary with crossing angle – e.g. when smeared by an elliptical beam. In this case equation 7 no longer holds – the observed signal which we wrote earlier as $d_j = \sum_{n \geq 0} (d_{n}^{Q} \cos(n\psi_j) + d_{n}^{U} \sin(n\psi_j))$ no longer has well defined spin dependence due to the signals $d_{n}^{Q} (\psi_j)$ and $d_{n}^{U} (\psi_j)$ now depending on the crossing angle $\psi_j$ – and we must simulate these quantities using a different approach. In the case of ground-based strategies we can utilise restrictions that are imposed on the scanning strategy to facilitate an alternative fast method, that imitates the full TOD well whilst also dealing with the dependence of the signals on the crossing angle.

There are a number of factors that influence scan strategy design, for example control of elevation-dependent and azimuth-dependent contributions to the system such as the atmosphere and ground pickup. These considerations usually dictate that ground-based CMB surveys should use CESs. As discussed in Thomas et al. (2021), the use of CESs imposes a fundamental limit on the range of crossing angles that can be achieved in each pixel. Specifically the use of CESs means that each scan at each elevation can contribute only two distinct crossing angles per pixel – one from when the observation field is rising and one from when it is setting, with the further restriction that $\psi_{\text{set}} = -\psi_{\text{rise}}$. We shall refer to this scanning approach as “NERS” as we are using $N$ elevations measured at rising and setting.

We may utilise the constraints of NERS to develop an approach to simulate ground-based systematics quickly with scan information up detailed forecasts of the effects of a number of systematics on upcoming surveys. This speed up also extends to realistic numbers of detectors, as will be shown in section 5, which is an important capability given the many thousands of detectors expected in future focal plane setups.

7 The crossing angle will be roughly constant across the extent of a sky pixel provided the pixels are small enough (NSIDE $\geq 128$). See Thomas et al. (2021) for further discussion on this requirement.
encoded. Since NERS dictates the crossing angle coverage allowed in each pixel we can develop an approach capable of dealing with systematics that are allowed to vary with crossing angle – i.e. do not have a well defined spin-dependence.

The quantities from the right hand side vector of the map-making equation (equation 4) are given by

$$\langle d_j e^{ik\psi_j} \rangle = \frac{1}{N_{\text{hits}}^{\text{EE}}} \sum_j d_j e^{ik\psi_j}$$

which in this case, using the constraints imposed by NERS, we may write as a sum weighted by the contributions of data taken while setting and rising at each elevation as

$$\langle d_j e^{ik\psi_j} \rangle = \frac{1}{N_{\text{hits}}^{\text{EE}}} \sum_j N_{\text{E, rise}}^{\text{EE}} d(\psi_{\text{rise}}^{\text{EE}}) e^{ik\psi_{\text{rise}}^{\text{EE}}}$$

where $N_{\text{E, rise}}^{\text{EE}}$ is the number of elevations included in the survey, and $E$ denotes which elevation you are considering. In this case we shortcut the TOD simulation by using stored maps of the number of hits from the rising ($N_{\text{hits}}^{\text{EE, rise}}$) and setting ($N_{\text{hits}}^{\text{EE, set}}$) part of the survey at each elevation, maps of the two crossing angles allowed in each pixel per elevation – rising ($\psi_{\text{rise}}^{\text{EE}}$) and setting ($\psi_{\text{set}}^{\text{EE}}$), and the signal as a function of crossing angle $d_j = d(\psi_j) = \sum_{n=0} N_{\text{hits}}^{\text{EE}} d_n(\psi_j) \cos(n \psi_j) + d_n(\psi_j) \sin(n \psi_j)$ evaluated at $\psi_{\text{rise}}^{\text{EE}}$ and $\psi_{\text{set}}^{\text{EE}}$. $d(\psi_j)$ is the observed signal which will be contributed to by both on-sky signals and systematic leaked signals.

We may then combine this with the map-making equation (equation 4) or in the case where we solve for just polarization as

$$\begin{pmatrix} \hat{Q} - i\hat{U} \\ \hat{Q} + i\hat{U} \end{pmatrix} = \begin{pmatrix} \frac{1}{2} \hat{h}_{\text{EE}} \frac{1}{2} & \frac{1}{2} \hat{h}_{\text{BB}} \frac{1}{2} \\ \frac{1}{2} \hat{h}_{\text{EE}} \frac{1}{2} & \frac{1}{2} \hat{h}_{\text{BB}} \frac{1}{2} \end{pmatrix}^{-1} \begin{pmatrix} \langle d_j e^{2i\psi_j} \rangle \\ \langle d_j e^{-2i\psi_j} \rangle \end{pmatrix}$$

(25)

to calculate the effect on the observed signals. Note that in the demonstration presented in section 4.2.2 we use a “+x” focal plane element setup so in that case the diagonals would be set to zero as in section 3.1.

One can use equations 24 and 25 as another form of fast map-based simulation which retains scanning strategy structure. In this case provided the survey consists of a set of CESs we may use the constraints of NERS to capture the effects of signals which vary with crossing angle.
4.1 Non-Circular Beams

Until now we have dealt with circularly symmetric beams – however in reality it is likely that the beams will be elliptical to some extent. A consequence of this is that when performing a scan the convolution of the beam with the sky will now be dependent on the crossing angle – the orientation of the elliptical axes dictating the power that different parts of the sky contribute. This section lays out our setup and conventions, and shows why non-circular beams break the assumptions made in section 2.

Given the dependence on crossing angle it is convenient to use spherical harmonics to describe the beam convolved TOD. We may define the relevant beams according to their spin weighted spherical harmonic transform. The response of the spin-0 temperature and spin-2 polarization beams centred at the North pole are described by

\[
b^{s}_{0 kl} = \int d\Omega_0 Y_{lk}^* (\Omega) B^T (\Omega),
\]

\[
b^{s}_{\pm 2 l k} = \int d\Omega_{\pm 2} Y_{lk}^* (\Omega) [B^Q (\Omega) \pm i B^U (\Omega)],
\]

where \(B^T (\Omega), B^Q (\Omega), \) and \(B^U (\Omega)\) are the beams that apply to the \(I, Q, \) and \(U\) fields respectively, and \(Y_{lk} (\Omega)\) are the spin weighted spherical harmonics.

Accordinly the detector equation describing one TOD element can be written generally for spin-\(s\) fields as

\[
t_j = \sum_{slmk} D^{ls}_{mk} (\omega_j) b^{s}_{slk} a_{slm}
\]

(27)

where \(b^{s}_{slk}\) and \(a_{slm}\) are the spin-\(s\) weighted spherical harmonic decomposition of the beam and on-sky fields respectively whose indices \(l, k, m\) correspond to the multipole expansion of the beam and on-sky fields respectively, \(\omega = [\phi, \theta, \psi]\) are the Euler angles describing the rotation of the beam, and \(D^{ls}_{mk}\) is the Wigner-D matrix that performs the rotations on the spherical harmonic decomposition of a function (e.g. Wallis et al. 2014).\(^8\) The Euler angles perform a rotation as a parameterized rotation of the beam around the \(z\) axis by \(\psi\), followed by rotating by \(\theta\) around the \(y\) axis, followed by a rotation around the \(z\) axis once more by \(\phi\) – we shall adopt the convention where these are performed in a right-handed sense.

From Goldberg et al. (1967) (but with a change of sign as we are using the anti-clockwise rotation convention) we may write the Wigner-D matrix as

\[
D^{ls}_{mk} (\phi, \theta, \psi) = e^{-i m \phi} e^{-i k \psi} d^{l}_{mk} (\theta) = \sqrt{\frac{4 \pi}{2 l + 1}} e^{-i k \psi} Y_{lm} (\theta, \phi)
\]

(28)

which we substitute to give

\[
t_j = \sum_{slmk} \sqrt{\frac{4 \pi}{2 l + 1}} e^{i k \psi} Y_{lm}^* (\theta, \phi) b^{s}_{slk} a_{slm}
\]

(29)

which describes the single polarized detector measurement of spin \(s\) signals convolved with an arbitrary beam \(b^{s}_{slk}\).

In the previous sections we made a simplification in equation 7 by assuming circular beams, which essentially removes the \(\phi\) dependence of the leaked signal itself. However when considering an arbitrary beam as in equation 29 we should note that the \(k\)-dependence of the beam means it can not be decoupled from the scan term, \(e^{i k \psi}\). Consequently, the leaked signal (as well as the scanning terms) will now also vary with \(\psi\).\(^9\)

The \(k\)-dependence of the non-circular beam smearing the signal means that the observed signal no longer has a pure spin dependence. This is different to the systematics we examined earlier as they were smoothed by a circular beam which does not have \(k\)-dependence.

4.2 Application of the CES approach to Differential Ellipticity

The polarized detectors observe a signal with contributions from the \(s = 0\) temperature signal and the \(s = \pm 2\) polarization signals. We may write the observed signal as

\[
t_j = \sum_{lmk} \sqrt{\frac{4 \pi}{2 l + 1}} e^{i k \psi} Y_{lm} (\theta, \phi) [b^{s}_{00l k} a_{0lm} + b^{s}_{-2 l k} a_{-2lm} + b^{s}_{2 l k} a_{2lm}] .
\]

(30)

In the case of a pair differencing experiment following equation 10 we may write

\[
S = \sum_{lmk} \sqrt{\frac{4 \pi}{2 l + 1}} e^{i k \psi} Y_{lm}^* (\theta, \phi) [b^{A}_{00l k} - b^{B}_{00l k}] a_{0lm}
\]

\[
+ (b^{A}_{-2 l k} - b^{B}_{-2 l k}) a_{-2lm} + (b^{A}_{2 l k} - b^{B}_{2 l k}) a_{2lm} .
\]

(31)

Any differences between the \(s = 0\) beams of detector A and B within a pair will result in systematic leakage of the temperature to polarization and differences between the \(s = \pm 2\) beams will cause polarization mixing. The dominant source is the \(T \rightarrow P\) leakage (e.g. Wallis et al. 2014).

When performing the TOD simulations it is possible to perform the beam convolution and rotation according to equation 29 exactly in \(a_{lm}\) space. However this is a time costly process which doesn’t scale well to larger surveys. Instead, we follow a similar approach to the FEBecOp code of Mitra et al. (2011) which applies fast effective beam convolution in the pixel domain. However, unlike FEBecOp we do not use effective beams but rather apply the beam convolution for each TOD element individually (Mitra et al. 2011; Wallis et al. 2014).

The elliptical beam we use in our simulations is given by the standard equation for an elliptical Gaussian beam. In the \(x, y\) plane this is

\[
B(x, y) = \frac{1}{2 \pi \sigma_x \sigma_y} e^{-\frac{x^2}{2 \sigma_x^2} - \frac{y^2}{2 \sigma_y^2} .
\]

(32)

where \(\sigma_x\) and \(\sigma_y\) are the semi-major and semi-minor axes of the ellipse. This may be written in polar coordinates as

\[
B(r, \beta) = \frac{1}{2 \pi q \sigma^2} e^{-\frac{q^2}{2 \sigma^2} (\cos^2 (\beta) + q^2 \sin^2 (\beta))},
\]

(33)

where \(x = r \cos (\beta)\) and \(y = r \sin (\beta)\), \(q = \sigma_x / \sigma_y\) and \(\sigma = \sigma_x\) (Wallis et al. 2015). The degree of asymmetry of the beam is thus defined by the parameter \(q\) with the full with at half maximum (FWHM) given by \(2.35 \sigma\). In the case where \(q = 1\) the beam is axisymmetric, i.e. a circular Gaussian – the beam smeared signal would no longer depend on the orientation angle in this scenario.

\(^8\) One can either perform the rotations clockwise (left-handed) which matches Goldberg et al. (1967) or anti-clockwise (right-handed) (e.g. Challinor et al. 2000; Hivon et al. 2017). Care is required as this changes the signs of some of the exponents.

\(^9\) It has been noted, by e.g. Shimon et al. (2008), that the effect of beam ellipticity can be well approximated by using the second spatial derivatives of \(I, Q,\) and \(U\). This is similar to our use of the first spatial derivative for the pointing systematic. We shall explore in future work the possibility of this making the \(\tilde{H}_{ii}\) approach of equation 8 viable for beam ellipticity effects.
4.2.1 Ellipticity TOD Setup

We perform TOD simulations as detailed in section 3.2, with the slight modification that we now convolve by an elliptical beam of FWHM 30' instead of circular. We will compare the results to a simulation run with a circular beam of FWHM 30'. We use the “Shallow” scan strategy as detailed in table 1.

In pixel space the convolution is given as an integral over all space as

\[
t_j = \int d\Omega \left( B_{ij}^T (\Omega) \mathcal{T}(\Omega) + B_{ij}^Q (\Omega) \mathcal{Q}(\Omega) \cos(2\psi_j) + B_{ij}^U (\Omega) \mathcal{U}(\Omega) \sin(2\psi_j) \right)
\]

where we have absorbed the rotation to the correct orientation angle into the beam terms here. We assume a perfectly copolar response of the detectors which simplifies the convolution of the polarized signals making them equivalent to the temperature case. This would otherwise be complicated by cross-polar leakage requiring a polarization efficiency factor to be included (Mitra et al. 2011). It is only the convolution procedure that is affected by this choice, the speed up introduced by the CES map-based simulation method would still remain even when including the cross-polar leakage.

We approximate the convolution integral of equation 34 in pixel space using a brute force sum. We perform the sum only on a subset of pixels within 5σq of the pointing centre of the beam. This is a good approximation as the majority of the power of the beam is contained within that region. We verified that this choice gave us consistent results by comparing to the full convolution in a space using equation 29 for a subset of data.

Input maps for the simulation are generated by convolving the initial unsmoothed I, Q, and U maps with an elliptical beam with the x-axis orientated along ψ ∈ (0, π) in 20 steps. We make use of the symmetry of the beam, which dictates that the convolved signals with orientation ψ are the same as those at (ψ + π), to create beam-convolved maps at beam orientations between 0 and 2π. These can then be linearly interpolated along the ψ dimension to calculate the TOD for each pointing direction for arbitrary ψ due to the functions having smooth ψ dependence.

For our demonstration we set the asymmetry parameter q = 1.05. We set the elliptical axis such that it is aligned with the detector polarization angle for the A detectors within a pair, and we set the elliptical axis to be rotated π/4 with respect to the detector angles for the B detectors within a pair. This can be easily varied, and we see similar agreement between the TOD and map-based results for other orientations of the elliptical axis. Both q and the elliptical axis can be changed without affecting the speed up of the CES map-based simulation approach.

4.2.2 TOD vs Map-based comparison

Figure 10 shows the output of the TOD simulation including the elliptical beam compared to the CES map-based approach where we have used the “Shallow” ground-based scan strategy. We plot the contribution of the systematic to the polarization maps by taking the difference between the output of the simulations including the differential ellipticity systematic and the no systematic map which has been generated using a circular beam of FWHM 30’. We see good agreement between the two approaches as is evidenced by the small residual. The CES map-based approach captures the features of the full TOD simulation well.

Figure 11 shows the resulting pseudo power spectra contribution due to the differential ellipticity systematic for both the TOD simulation and the CES map-based approach. In this case we plot AC\text{\textit{E}} which is the difference between a simulation containing the systematic and a simulation with no systematic present – this isolates the systematic contribution from the true signal. We see good agreement between the full TOD and CES map-based simulation as is evidenced by the small residual which shows the approach is accurate to sub-percent level.

We further note that the structure present is dominated by temperature leakage into the B-mode spectrum due to the quadrupole nature of differential ellipticity leaking according to a scaled Q^\text{\textit{E}} term. The leakage to the E-mode is further complicated by the cross term between the systematic and on sky signal leading to the dominant term being a scaled iS\text{\textit{T}}^\text{\textit{E}} (McCallum et al. 2020). See Appendix B for more information.

This approach does not perform quite as well as the previous method presented in section 2. However it does still achieve sub-percent level agreement with the full TOD simulation. Furthermore this alternative method has the added benefit of dealing with systematic signals that vary with crossing angle.

For our 30 day “Shallow” survey example, the full TOD simulation takes ~ 9 minutes to run, whereas the CES map-based approach takes ~ 3 seconds. Utilising the CES map-based approach offered a speed up of ~ 180 times for this particular survey. We thus have another method that offers a significant speed-up compared to a full TOD simulation while still delivering accurate simulations of systematics, including the effects of the scanning strategy.

5 FULL FOCAL PLANE – CORRELATED SYSTEMATICS

In the case of a full focal plane one often makes maps for each timestep individually as

\[
D_e = M_e^{-1} D_e
\]

where each focal plane element e has an associated vector D\text{\textit{e}} whose length corresponds to the number of fields to be measured e.g. solving for temperature and polarization would require a 3 component vector. M\text{\textit{e}} is the map-making matrix containing the pointing information made up of various h_{n,e} quantities related to the timestep, and D\text{\textit{e}} is a vector of the observed signals from a given timestep. The subscript e denotes the element in a focal plane we are discussing i.e. what is contributing the TOD signal – this could be a single detector timestep, or a differenced or summed timestep from a detector pair, or the combined timestep of two detector pairs oriented as “+×” etc. e tells us which of the N\text{\textit{element}} focal plane elements we are considering. Each of these would have their own h_{n,e} due to being located in a different position on the focal plane. We note for context that, when applying simple binned map-making to solve for spin-0 and spin-±2 signals simultaneously, equation 35 corresponds to equations 2 and 4 for a given focal plane element e.

Each component of the D\text{\textit{e}} vector is populated according to equation 6 for the spin k signals we wish to reconstruct as

\[
\hat{k}S^d_e(\Omega) = \sum_{k'=\infty}^{\infty} \hat{h}_{k-k',e}(\Omega) k' S_e(\Omega),
\]

where each \(\hat{h}_{k-k',e}(\Omega)\) will differ based on the detector angle of the focal plane element e measured with respect to the crossing angle and its position on the focal plane. The appropriate map-making matrix M\text{\textit{e}} must then be applied in order to obtain the measured D\text{\textit{e}} signal.

Final co-added maps for a full focal plane can then be estimated
Figure 10. Differential ellipticity systematic field - created by taking the difference between the output of a simulation containing the systematic and the no systematic map (the no-systematic simulation is run with a circular beam of FWHM 30'). Top row - Q. Bottom row - U. Left column - TOD simulation using the “Shallow” ground-based scan. Middle column - CES map-based simulation using the “Shallow” scan. Right column - Residuals between the first two columns. The small level of residual indicates good agreement between the two methods. The map-based approach captures the features of the full TOD simulation well.

Figure 11. Power spectrum of the differential ellipticity systematic. $\Delta C_\ell$ indicates it is the difference between a simulation containing the systematic and a simulation with no systematic present leaving just the systematic leaked signal. Upper panel: The green/blue crosses indicate where the $E$-mode map-based data is positive/negative. The brown/yellow dots indicate where the $E$-mode TOD data is positive/negative. The orange/red crosses indicate where the $B$-mode map-based data is positive/negative. The cyan/pink dots indicate where the $B$-mode TOD data is positive/negative. The “Shallow” ground-based TOD and map-based simulation match well. Lower Panel: The residuals are sub-percent level for the entire range of interest, showing the CES map-based approach matches the full TOD well.

by averaging (potentially using a weighting scheme) the measured per-element maps as

$$\hat{D} = \frac{1}{N_{\text{element}}} \sum_{\epsilon} \hat{D}_\epsilon. \quad (37)$$

However some systematics affecting the detectors will be correlated to some degree across the focal plane. How correlated the systematics are between detectors will depend on what is sourcing the systematic. Whether it is due to e.g. local or global temperature fluctuations in the instrument, steps in the fabrication process, or stems from some other issue will make a difference to how correlated we expect them to be.

In this section, we show how our approach is easily and quickly generalised to a full focal plane, including systematics that are correlated between focal plane elements.

5.1 Correlation Method

In order to simulate correlation of the systematics between detectors we proceed as follows (Brown et al. 2009):

For the $N_{\text{detector}}$ detectors we generate an $N_{\text{detector}} \times N_{\text{detector}}$ correlation matrix $C_{d,d'}$ where $C_{d,d'} = 1$ for $d = d'$. The off diagonals are set to some value $0 \leq C_{d,d'\neq d} \leq 1$ where the value chosen indicates the degree of correlation i.e.

- $C_{d,d'\neq d} = 1$ indicates 100% correlation.
- $C_{d,d'\neq d} = 0.5$ indicates 50% correlation.
- $C_{d,d'\neq d} = 0.0$ indicates 0% correlation.

We start with $N_{\text{detector}}$ independent systematics $S_e$ ($S_e$ could for example be the gain levels, the pointing offsets, or the level of beam asymmetry of the detectors etc.) which are initially uncorrelated having been randomly sampled from a normal distribution centred at 0 with a scatter selected according to a sensible systematic level. In order to inject the correlation we desire we first take the Cholesky decomposition of the correlation matrix $L_{d,d'}$ defined according to

$$C_{d,d'\neq d} = \sum_{d''} L_{d,d''} L_{d',d''}. \quad (38)$$

which we then apply to $S_e$ as

$$S_{e\text{correlated}} = \sum_{d'} L_{d,d'} S_{e\text{uncorrelated}} \quad (39)$$

to generate a set of correlated systematics across the focal plane.
5.2 Simulation

We now present full focal plane simulations with the total number of detectors set to 1000: we choose a focal plane setup with 250 + oriented pairs and 250 × oriented pairs. In this case, since we still use a “+x” focal plane element setup, we once again apply the simplifications of section 3.1. For simplicity, we have treated all detectors as colocated on the focal plane (so that they all have the same $h_n$ maps). However this is not a requirement of the fast map-based simulation approach which would work just as well in the case where each focal plane element has a different location on the focal plane and hence a (slightly) different set of $h_n$ maps.

We perform a demonstration of this process using the differential gain systematic and thus combine equations 37 and 21 to write the measured polarization signal by averaging the maps made across the focal plane as

\[
(Q + iU)(\Omega) = \frac{1}{N_{\text{element}}} \sum_{e} \left[ (Q + iU)_e(\Omega) + \frac{1}{2} h_{2,e}(\Omega)(\delta g_{1,e} - i\delta g_{2,e}) I_e(\Omega) \right]
\]

where $N_{\text{element}} = 250$ in this case due to the fact we are treating the combined streams of a + pair and × pair together as one focal plane element.

For the gain systematic we generate two initial distributions $\Delta g_{i,e}$ using different seeds with a scatter of 0.01 indicative of a 1% gain offset. One distribution applies to the gain $g_{A}^i$ of the $N_{\text{detector}} = 500$ $A$ detectors, and the other to $g_{B}^i$ of the $N_{\text{detector}} = 500$ $B$ detectors. We then apply the process of section 5.1 to apply various levels of correlation of the systematic across the focal plane between the detectors – we do this independently for the 500 $A$ and 500 $B$ detectors. We examine the cases of complete correlation $C_{e,e'} = 1$, completely uncorrelated $C_{e,e'} = 0$, and an intermediate case of $C_{e,e'} = 0.5$.

We note that the choice of how to correlate the detectors here is arbitrary. However, it serves the purpose of illustrating that the fast map-based simulation approach can readily and accurately approximate maps resulting from the coaddition of large numbers of detectors from an extended focal plane. If a given experiment had access to better estimates of the expected systematic levels of each of its detectors in the focal plane this could trivially be incorporated into the method we present.

Figure 12 shows the output pseudo power spectra generated by applying the fast map-based simulation to a full focal plane of 1000 detectors for the “Deep” survey. We once again plot $\Delta C_T$ which is the difference between the simulations containing the systematics and simulations with no systematic present – this isolates the systematic contribution from the true signal. We see as expected that if systematics are uncorrelated between detectors across the full focal plane the systematic signal will average down, resulting in a noisy scatter close to zero, for both the $E$- and $B$-mode.

In the completely correlated case the systematic signal has clear structure from the leaked temperature and polarization mixing. The systematic has not averaged down due to being highly correlated between all detectors. The dominant signal is the temperature leakage in the case of the $B$-mode, while in the case of the $E$-mode we see the temperature leakage dominates at low-$\ell$ before the amplification of the polarization signal begins to dominate at higher-$\ell$ causing the characteristic peaks at $\ell \approx 400$ and $\ell \approx 700$. Further detail on this is available in McCallum et al. (2020).

In the intermediate case of 50% correlation between detectors the leakage has been suppressed more than the fully correlated case due to the averaging process. However, it still retains structure from the leaked systematic signals. The process essentially results in a continuum in which the less correlated the detectors the better the systematic will average down when averaging maps from the full focal plane.

The map-based approach will enable future studies of correlated systematic effects across the focal plane to be performed rapidly for many detectors. In the uncorrelated case it will aid in characterising how well the systematic is suppressed and the expected levels of scatter on the data resulting from averaging measurements from the full focal plane. In the correlated case it will aid in identifying the expected levels of systematics and the footprint they will leave in the data for different degrees of correlation.

More importantly we have shown how to apply the fast map-based simulation to a full focal plane simulation. A full TOD simulation would be very time costly when simulating a full focal plane. However the map-based simulation for the “Deep” survey ran for the 1000 detector focal plane in less than 1 minute. Provided we have access to the required $h_n$ map scans of a survey, for the detectors in the focal plane...
plane, we can speedily create simulations of a number of systematics whilst retaining effects of the scanning strategy.

6 CONCLUSIONS

We have presented two techniques that utilise summary properties of the scanning strategy to rapidly simulate systematics in CMB surveys whilst retaining structure from the scanning strategy. For many applications, these approaches remove the need to repeatedly run computationally expensive full TOD simulations. Using the stored scanning data, from a single run of a TOD simulation, will facilitate rapid forecasts of the effects of a number of systematics on upcoming CMB surveys. The map-based approach can incorporate varying magnitudes of systematics, differing CMB realisations, and realistic numbers (thousands) of detectors which means it can be used in tandem with monte-carlo techniques without incurring the significant computational expense of full TOD simulations.

The key results are as follows:

- We first presented a fast map-based approach which utilises summary properties of a scanning strategy to rapidly perform simulations of systematics in CMB surveys for both ground-based, and space-based instruments. By using stored $\tilde{h}_n$ maps generated from the scanning strategy we are able to shortcut the TOD process for the case of time-independent systematics by performing only a single calculation per pixel in map-space – the key equations are equation 6 which shows how to calculate the leakage of fields of arbitrary spin, and equations 7 and 8 which show how these quantities relate to mapping in the CMB context. We showed that, by sacrificing some of the complexities of a full TOD simulation, one can utilise this map-based process to simulate systematics, whilst retaining structure from the scanning strategy, in a fraction of the time of a full TOD simulation. We demonstrated this for both a differential gain and differential pointing systematic. The TOD simulation of a 1-year scan by the proposed EPIC satellite took 10–15 hours of CPU time whilst the associated map-based simulation took ~10 seconds, i.e. the map-based simulation was ~3600–5400 times faster. However the scan parameters are not the limiting factor for the map-based approach so the speed up for longer TOD sets would be even greater.

- The second approach we presented utilises stringent constraints that are placed upon the crossing angle coverage for ground-based instruments when implementing constant elevations scans. By exploiting these constraints we can shortcut the TOD process by using stored maps of the allowed crossing angles for each scanning elevation. Combining these with the corresponding hit maps generated separately for when the target observation field is rising and setting, we can utilise equation 24 to fast track the simulation of systematic effects on a CMB survey. The 30 day “Shallow” TOD simulation we used took ~ 9 minutes of CPU time whereas the corresponding map-based simulation took ~ 3 seconds, i.e. the CES map-based approach offered a speed up of ~ 180 times for this particular survey. Once again, we note that the scan parameters are not the limiting factor for the CES map-based approach so we would see greater speed ups for larger TOD simulations. This CES approach does not perform quite as well as the $\tilde{h}_n$ approach but it does offer an additional benefit: it is able to accurately model systematic effects that vary with crossing angle. There are a number of systematics this could be useful for as we demonstrated with the differential ellipticity systematic. Furthermore despite a slight dip in performance compared to the first method, this approach does still offer sub-percent agreement with the full TOD simulation and still offers a significant speed up while incorporating effects of the scanning strategy.

Finally we showed how to extend the fast map-based simulation method to process a full focal plane. Full TOD simulations are extremely computationally expensive especially when scaling up to a full focal plane – the map-based approach offers an alternative method to simulate systematics which is far less time intensive and still includes structure from the scanning strategy. We demonstrated how this can be implemented using a differential gain systematic, showing that the fast map-based approach offers a way to consider the effects of systematics across a full focal plane rapidly.

The techniques presented in this paper will be useful for speeding up forecasting and tolerancing studies of systematic effects for the next generation of ground-based and satellite CMB surveys, leading up to and including “Stage IV” projects. Our methods could also be useful other forthcoming cosmological surveys that employ scanning observations, in particular intensity mapping surveys.
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to denoting its position on Earth.

We initially define an observatory using an ephem.Observer() object based on surveys we made using the pyEphem package (Rhodes 2011).

APPENDIX A: GROUND-BASED SCANNING STRATEGIES

In order to generate the scan strategy information for the ground-based surveys we made use of the pyEphem package (Rhodes 2011). We initially define an observatory using an ephem.Observer() object which is given a latitude (-22:56:396) and longitude (-67:46:816) denoting its position on Earth.

We then set a target field to observe. We use limits of Dec = -50° to -30° and R.A = -50° to 90° for the “Deep” field, and limits of Dec = -35° to 0° and R.A = -180° to 180° for the “Shallow” field. Subsequently we select a target observation date of 2022/01/01 and the instrument elevation we wish to observe at which we keep constant at 35° for our first set of scans and then 50° for our second set.

We then define an ephem.FixedBody() object to act as our initial target for where we wish to begin the scan (using the field’s lower bounds of Dec and R.A for the rising scan, and the field’s lower bound of R.A and upper bound of Dec for the setting scan) and use it to calculate the next time the field will be visible to the observatory for the desired elevation. The FixedBody Compute method is then used to find the required starting azimuth for the observations. The ending azimuth for each swipe can then be computed using bounds on the target fields. The azimuth bounds for each scan rising and setting at each elevation are given in Table 1.

We perform the scan by swiping between the two azimuth bounds continuously for the extent of time the field is visible each day. We perform two scans each day, one as the field rises and one as it sets. The time is calculated simply as

\[ t = (R.A_{Upper} - R.A_{Lower}) \left( \frac{23.9345}{360} \right) \]  

(A1)

where R.A_{Upper} and R.A_{Lower} are the bounding right ascensions of the field in degrees, and the factor of \( \frac{23.9345}{360} \) gives the sky rotation rate in hours/degree.

Finally we may generate the scan data at each time step which includes the right ascension, declination, and crossing angle. Having calculated the azimuth bounds and set a constant elevation, we may use these along with the sampling frequency (10 Hz), and azimuth slew rate (1°/s) to perform the calculations required.

The R.A and Dec data are generated for each time step using the radec_of() method of pyEphem for the known azimuth and elevation. The crossing angle \( \psi \) is calculated using the two argument arctangent as

\[ \psi = \arctan 2 \left( \frac{\text{Dec}_b - \text{Dec}_a}{(\text{R.A}_b - \text{R.A}_a) \cos(\text{Dec}_a)} \right) \]  

(A2)

where the subscript \( a \) denotes the current value and subscript \( b \) denotes the value from the subsequent time step.

The process for each scan is repeated each day for both rising and setting. We generate a scanning strategy for 30 days at each elevation.

APPENDIX B: BEAM STRUCTURE

There are many types of beam systematics which matter for CMB instruments. Whilst a perfect circular Gaussian beam would be ideal, in reality there will always be imperfections. Differentiation of orthogonal detector pairs is a commonly used technique to separate the temperature and polarization. However any imperfections between the detectors can result in the leakage of temperature to polarization and polarization mixing. This is of course a very dangerous contaminant to B-mode searches given the relative sizes of the signals.

Figure B1 shows some examples of how differential systematics manifest in the beam pattern. The left panel shows the differential ellipticity systematic results in the difference of the quadrupole feature which effectively leaks the second spatial derivative of the temperature signal into the polarization (Shimon et al. 2008). At power spectrum level this results in the leakage to the B-mode going according to an \( \ell^2 C_{\ell}^{TT} \) term, with the \( E \)-mode also experiencing this along with a \( \ell^2 C_{\ell}^{EE} \) effect due to a cross term between the systematic and on sky signal (McCallum et al. 2020).

The middle panel shows the differential pointing is a dipole effect that effectively leaks the first spatial derivative of the temperature signal into the polarization. At power spectrum level this results in the leakage to the polarization being dominated by a \( \ell^2 C_{\ell}^{TT} \) term (Wallis et al. 2017; McCallum et al. 2020).

The right panel shows that the differential gain is a monopole effect which results in direct leakage of the temperature to polarization. At power spectrum level this results in the temperature leaking into
Figure B1. The beam structure post detector differencing. Left panel: Differential ellipticity → quadrupole leakage. Middle panel: Differential pointing → dipole leakage. Right panel: Differential gain → monopole leakage.

polarization directly according to a \( C^T_T \) term (Wallis et al. 2017; McCallum et al. 2020).
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