Spin current as a probe of the $\mathbb{Z}_2$-vortex topological transition in the classical Heisenberg antiferromagnet on the triangular lattice
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We have theoretically investigated transport properties of the classical Heisenberg antiferromagnet on the triangular lattice in which a binding-unbinding topological transition of $\mathbb{Z}_2$ vortices is predicted to occur at a finite temperature $T_v$. It is shown by means of the hybrid Monte-Carlo and spin-dynamics simulations that the longitudinal spin-current conductivity exhibits a divergence at $T_v$, while the thermal conductivity only shows a monotonic temperature dependence with no clear anomaly at $T_v$. The significant enhancement of the spin-current conductivity is found to be due to the rapid growth of the spin-current-relaxation time toward $T_v$, which can be understood as a manifestation of the topological nature of the free $\mathbb{Z}_2$ vortex whose lifetime gets longer toward $T_v$.

The result suggests that the spin-current measurement is a promising probe to detect the $\mathbb{Z}_2$-vortex topological transition which has remained elusive in experiments.

In frustrated magnets, competitions between exchange interactions often result in a non-collinear magnetic state whose ordering wave vector may be commensurate or incommensurate with the underlying lattice structure. In the case of isotropic Heisenberg spins, such a non-collinear spin structure is invariant under any rotation in the three-dimensional spin space, so that the order parameter space has the topology of $SO(3)$. On the two-dimensional lattice, a point defect, namely, a vortex excitation, in the $SO(3)$ manifold is characterized by the topological number of $\mathbb{Z}_2$, and thus it is called a “$\mathbb{Z}_2$ vortex” [1]. In contrast to an ordinary vortex having an integer topological number $Z$, less is known about how the $\mathbb{Z}_2$ vortices affect magnetic properties of the system. In this letter, as a typical platform for the $\mathbb{Z}_2$ vortex, we consider the classical Heisenberg antiferromagnet on the triangular lattice, and investigate its transport properties, focusing on the role of the $\mathbb{Z}_2$-vortex excitations.

The ground state of the triangular-lattice Heisenberg antiferromagnet with the nearest-neighbor (NN) exchange interaction $J$ [1,2] is the non-collinear 120° Neel state, in which three spins on each triangle, $S_1$, $S_2$, and $S_3$, constitute additional degrees of freedom, a chirality vector $\kappa = \frac{1}{4\pi}(S_1 \times S_2 + S_2 \times S_3 + S_3 \times S_1)$. When the spin correlation develops over a lattice spacing at moderately high temperatures, the 120° spin structure is held in spatially local regions, e.g., elementary triangles. Such triangles having the local 120° structure and the associated chirality vector $\kappa$ are building blocks of the $\mathbb{Z}_2$ vortex [1]. A typical $\mathbb{Z}_2$ vortex is shown in Fig. 1(a). In the three-component spin space, it forms a three-dimensionally oriented spin texture and can be viewed as a vortex formed by $\kappa$. The topological object of the $\mathbb{Z}_2$ vortex is relevant to the phase transition in this system [1,2].

As is well established, spins in the present system do not order except at $T = 0$. In other words, the spin correlation length $\xi_s$ is finite at any finite temperature. In the middle ’80s, Kawamura and Miyashita theoretically predicted that although spins are disordered with $\xi_s$ being finite, there exists a Kosterlitz-Thouless (KT)-type topological phase transition associated with binding-unbinding of the $\mathbb{Z}_2$ vortices [1]. The $\mathbb{Z}_2$-vortex transition temperature $T_v$ is estimated to be $T_v/J \approx 0.285$ via extensive Monte Carlo (MC) simulations [1]. At lower temperatures $T < T_v$, all the $\mathbb{Z}_2$ vortices are paired up [see Fig. 1(b)], while at higher temperatures $T > T_v$, dissociated free $\mathbb{Z}_2$ vortices can be found [see Fig. 1(c)]. On approaching $T_v$ from above, the vortex density is reduced due to the vortex-pair annihilation, and correspondingly, the vortex correlation length $\xi_v$, which corresponds to the distance between free vortices, diverges toward $T_v$, whereas the spin correlation length $\xi_s$ remains finite [1,2]. Once across $T_v$, the ergodicity is broken since the phase space is restricted only in the sector without free vortices. The low-temperature phase separated topologically from the ergodic disordered phase is sometimes called a “spin gel” state [1,2].

In the triangular-lattice antiferromagnets NiGa$_2$S$_4$ [7–15, 17–18], FeGa$_2$S$_4$ [19, 20], NaCrO$_2$ [21–24], KCrO$_2$ [25, 26], and AAg$_2$Cr[VO$_4$]$_2$ ($A=K$, Rb) [27, 28], a long-range magnetic order has not been observed down to the lowest temperature reachable in experiments, indicating the realization of the spin-gel state, and the possible existence of the $\mathbb{Z}_2$-vortex transition has extensively been discussed. Nevertheless, the $\mathbb{Z}_2$-vortex transition has remained elusive because static physical quantities such as the specific heat $C$ and the magnetic susceptibility $\chi_m$ exhibit only a weak essential singularity at $T_v$ [1,2]. In this work, to propose a smoking-gun experiment to detect the transition, we examine dynamical physical quantities which may sensitively capture the dynamics characteristic of bound and unbound vortices. In this context, it was theoretically pointed out that the paired and free vortices show different characteristic features in the dynamical spin structure factor near $M$ and $K$ points of the Brillouin zone, respectively [2]. Since in general, dynamical properties should also be reflected in transport phenomena, here, we theoretically investigate the conductivity of spin and thermal currents, putting particular emphasis on the spin transport which is nowadays becoming
FIG. 1: (a) A schematically drawn $\mathbb{Z}_2$ vortex. The main panel shows spin and chirality vectors projected onto the two-dimensional lattice $(xy)$ plane, where the central black dot represents a vortex core. The inset shows a zoomed three-dimensional view of each gray-colored triangle in the main panel, where a red (blue) arrow represents a spin vector $\mathbf{S}_i$ pointing upward (downward) without (with) in-plane components and a green one represents a chirality vector $\kappa$. As the three spins at each gray-colored triangle constitute the $120^\circ$ structure, $\kappa$ does not have an out-of-plane component. Snapshots of the vortex-core distribution taken in the MC simulation below and above the $\mathbb{Z}_2$-vortex transition temperature $T_v/|J| = 0.285$ are shown in (b) and (c), respectively, where black dots represent vortex cores. The definition of the $\mathbb{Z}_2$-vortex core is the same as that in Ref. [1].

available as a probe to study magnetic fluctuations and excitations [28, 34].

In the low-temperature phase (spin-gel state) below $T_v$, spin and thermal currents should be carried by spin waves or magnons. At higher temperatures above $T_v$, thermally-activated free $\mathbb{Z}_2$ vortices may strongly affect the current relaxation, because the vortex as a topological object is generally robust against perturbations, resulting in a relatively long lifetime compared with the damping of the spin-wave mode. As we will demonstrate in this letter, this is actually the case for the spin-current relaxation which gets slower on cooling toward $T_v$, and as a result, the longitudinal spin-current conductivity grows up to diverge at $T_v$, serving as a distinct probe of the $\mathbb{Z}_2$-vortex transition.

The model Hamiltonian we consider is given by

$$\mathcal{H} = -J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j,$$  \hspace{1cm} (1)

and its dynamical properties is determined by the semiclassical equation of motion,

$$\frac{d\mathbf{S}_i}{dt} = \mathbf{S}_i \times J \sum_{j \in N(i)} \mathbf{S}_j,$$  \hspace{1cm} (2)

where $\mathbf{S}_i$ is a classical Heisenberg spin, $J < 0$, $\langle i,j \rangle$ denotes the summation over all the NN pairs, and $N(i)$ denotes all the NN sites of $i$. Since Eq. (2) is a classical analogue of the Heisenberg equation for the spin operator, all the static and dynamical magnetic properties intrinsic to the Hamiltonian (1) should be described by the combined use of Eqs. (1) and (2). From the conservation of the magnetization and the energy, one can define the spin current $\mathbf{J}_s^\alpha$ and the thermal current $\mathbf{J}_{th}$ as follows [35–45],

$$\mathbf{J}_s^\alpha = J \sum_{\langle i,j \rangle} \left( \mathbf{r}_i - \mathbf{r}_j \right) \left( \mathbf{S}_i \times \mathbf{S}_j \right)^\alpha,$$ \hspace{1cm} (3)

$$\mathbf{J}_{th} = \frac{f^2}{4} \sum_i \sum_{j,k \in N(i)} \left( \mathbf{r}_j - \mathbf{r}_k \right) \left( \mathbf{S}_j \times \mathbf{S}_k \right) \cdot \mathbf{S}_i,$$ \hspace{1cm} (4)

where $\alpha$ in $\mathbf{J}_s^\alpha$ denotes the spin component. One can see from Eqs. (3) and (4) that $\mathbf{J}_s^\alpha$ and $\mathbf{J}_{th}$ are associated with the vector and scalar chiralities, respectively. Since the $\mathbb{Z}_2$ vortex is a texture formed by the vector chirality $\kappa$, the spin transport is expected to be sensitive to the existence of the $\mathbb{Z}_2$ vortex.

Within the linear response theory [46], one can define the spin-current conductivity $\sigma_{\mu\nu}^\alpha$ and the thermal conductivity $\kappa_{\mu\nu}$ for the classical spin systems as follows [36, 38, 40, 41, 42],

$$\sigma_{\mu\nu}^\alpha = \frac{1}{T L^2} \int_0^\infty dt \langle J_{s,\nu}(0) J_{s,\mu}(t) \rangle,$$ \hspace{1cm} (5)

$$\langle J_{s,\nu}(0) J_{s,\mu}(t) \rangle = \frac{1}{3} \sum_{\alpha=x,y,z} \langle J_{s,\nu}^\alpha(0) J_{s,\mu}^\alpha(t) \rangle,$$ \hspace{1cm} (5)

$$\kappa_{\mu\nu} = \frac{1}{T^2 L^2} \int_0^\infty dt \langle J_{th,\nu}(0) J_{th,\mu}(t) \rangle,$$ \hspace{1cm} (6)

where $L$ is a linear system size, $(O)$ denotes the thermal average of a physical quantity $O$, and the spin-current conductivity $\sigma_{\mu\nu}^\alpha$ is averaged over the three spin components because the spin space is isotropic in the present Heisenberg model. Noting that in Eq. (2), time $t$ is measured in units of $|J|^{-1}$, it turns out that $\sigma_{\mu\nu}^\alpha$ is a dimensionless quantity and $\kappa_{\mu\nu}$ has the dimension of $|J|$. As we take the lattice constant $a$ to be $a = 1$, the total number of spin $N_{spin}$ and $L$ is related by $N_{spin} = L^2$.

In Eqs. (3) and (4), the time evolutions of $\mathbf{J}_s^\alpha$ and $\mathbf{J}_{th}$ are determined microscopically by the spin-dynamics equation (2). By using the second order symplectic method [6, 47, 48], we numerically integrate Eq. (2) typically up to $t = 100 |J|^{-1}$ and initial spin configurations generated by MC simulations. In this work, we performed 10-20 independent MC runs starting from different initial configurations under the periodic boundary conditions, and prepared 2000-4000 equilibrium spin configurations by picking up a spin snapshot every 1000 MC sweeps after
10^6 MC sweeps for thermalization, where one MC sweep consists of 1 heat-bath sweep and successive 10-30 over-relaxation sweeps. The thermal average is taken as the average over initial equilibrium spin configurations. We have checked that results are not altered if the 4th order Runge-Kutta method is used instead of the 2nd order symplectic method. By analyzing the system-size dependence of \( \sigma_{\mu\nu}^s \) and \( \kappa_{\mu\nu} \), we will discuss the temperature dependences of the conductivities in the thermodynamic limit \((L \to \infty)\) of our interest.

Figure 2 shows the longitudinal \((xx)\) and transverse \((yx)\) components of the spin-current conductivity \( \sigma_{\mu\nu}^s \) and the thermal conductivity \( \kappa_{\mu\nu} \) as a function of the temperature \( T \), which are obtained for various system sizes ranging from \( L = 24 \) to \( L = 768 \). Since the result on the \( yy \) (\( xy \)) component is qualitatively the same as that on the \( xx \) (\( yx \)) one, only the latter is shown in Fig. 2 where the \( x \) and \( y \) directions are taken along the bond and off-bond directions of the triangular lattice, respectively [see Fig. 1 (a)]. As readily seen from Fig. 2 the longitudinal spin-current conductivity \( \sigma_{xx}^s \) exhibits a divergent sharp peak near \( T_v \), while the longitudinal thermal conductivity \( \kappa_{xx} \) only shows a monotonic temperature dependence except a possible weak anomaly near \( T_v \) which, is, however, not evident at the precision of our numerical calculation. In both the spin and thermal transports, the transverse Hall response, \( \sigma_{yx}^s \) and \( \kappa_{yx} \), is absent at 2\( \sigma \) precision [see Fig. 2 (c)].

We first discuss the low-temperature transport caused by magnons, which might be described by the linear-spin-wave theory (LSWT). As shown in Fig. 2 (b), \( \kappa_{xx} \) increases monotonically toward \( T = 0 \). As LSWT predicts \( \kappa_{xx} \propto 1/\alpha_d \) with the magnon damping \( \alpha_d \), the observed monotonic increase in \( \kappa_{xx} \) can be understood as a result of the reduced scattering rate of magnons toward \( T = 0 \), i.e., \( \alpha_d \to 0 \). Since the spin current should be carried by magnons as well, one may naively expect that \( \sigma_{xx}^s \) increase toward \( T = 0 \) similarly to \( \kappa_{xx} \), but this does not seem to be the case for the numerically obtained \( \sigma_{xx}^s \) [see Fig. 2 (a)]. Also, in LSWT, the magnon-spin-current conductivity is calculated as \( \sigma_{xx}^s \sim \text{const} \ T/\alpha_d + T \alpha_d \xi_s \), with \( \xi_s \sim \exp [b_H |J|/T] \), suggesting that its temperature dependence is not so trivial because of the competition between \( \alpha_d \to 0 \) and \( \xi_s \to \infty \). Such a situation is in sharp contrast to that of the unfrustrated Heisenberg antiferromagnet on the square lattice, in which \( \sigma_{xx}^s \sim \text{const} \ T/\alpha_d + T \xi_s/\alpha_d \) is obtained, i.e., \( \sigma_{xx}^s \) unambiguously increases in a monotonic manner toward \( T = 0 \). This increasing behavior has been confirmed by numerical simulations. In the present system, although the \( T \to 0 \) limit of \( \sigma_{xx}^s \) remains unclarified, at least it is certain that the unusual low-temperature spin transport has its origin in the magnetic frustration.

Next, we discuss the significant enhancement of \( \sigma_{xx}^s \) near \( T_v \), which points to a strong association between the spin transport and the \( \mathbb{Z}_2 \)-vortex transition. As one can clearly see from the lower panel of Fig. 2 (a), with increasing the system size \( L \), the peak height in \( \sigma_{xx}^s \) increases and the peak temperature approaches \( T_v/|J| \approx 0.285 \) from above, suggesting that in the \( L \to \infty \) limit, \( \sigma_{xx}^s \) diverges at \( T_v \). Since, at \( T \gtrsim 0.3 |J| > T_v \), \( \sigma_{xx}^s \) saturates to a constant value as a function of the system size \( L \) which corresponds to \( \sigma_{xx}^s \) in the thermodynamic limit \( L \to \infty \). The \( L \to \infty \) values of \( \sigma_{xx}^s \) are rep-

![FIG. 2: The temperature dependence of the spin-current conductivity \( \sigma_{\mu\nu}^s \) and the thermal conductivity \( \kappa_{\mu\nu} \), where the longitudinal (transverse) components of \( \sigma_{\mu\nu}^s \) and \( \kappa_{\mu\nu} \) are shown in (a) [left panel of (c)] and (b) [right panel of (c)], respectively. \( \kappa_{\mu\nu} \) is measured in units of \( |J| \), whereas \( \sigma_{\mu\nu}^s \) is a dimensionless quantity. A black arrow indicates the \( \mathbb{Z}_2 \)-vortex transition temperature, \( T_v/|J| \approx 0.285 \). In (a), the lower panel shows a semi-logarithmic plot of the upper panel together with black colored data representing \( \sigma_{xx}^s \) values in the thermodynamic limit of \( L \to \infty \), and a dashed curve represents the \( \sigma_{xx}^s(T) \) curve obtained by fitting the \( L \to \infty \) data (see the main text). In (b), the inset shows a zoomed view near \( T_v \).]
The behavior of spin-current relaxation time $\tau_s$, where $\tau_s$ is extracted by fitting the long-time tail of $\langle j_{s,x}(0)j_{s,x}(t) \rangle$ with $\exp[-t/\tau_s]$. One can see that on approaching $T_v$ from above, $\tau_s$ is significantly enhanced, while $\langle \sigma_{x,x}(0)^2 \rangle$ exhibits a weaker anomaly. The functional type characterizing the steep increase in $\tau_s$ is also an exponential one. By fitting the data at $T/J \gtrsim 0.3$ with $\bar{b} \exp \left[ \frac{a}{\bar{b}(J/T)^{0.42}} \right]$, we obtain $\bar{a} = 1.21 \pm 0.05$ and $\bar{b} = 0.10 \pm 0.02$. The extrapolated $\tau_s(T)$ curve represented by a dashed curve in Fig. 3 (b) well characterizes the numerically obtained divergent behavior of $\tau_s$. As $\sigma_{x,x}^s$ is related to $\tau_s$ and $\langle \sigma_{x,x}(0)^2 \rangle$ via $\sigma_{x,x}^s \sim T^{-1} \tau_s \langle \sigma_{x,x}(0)^2 \rangle$, it turns out that the divergent behavior in $\sigma_{x,x}^s$ originates from the exponential rapid growth of $\tau_s$ toward $T_v$. Actually, the obtained values of $a$ and $\bar{a}$ are close to each other.

![FIG. 3: The temperature dependence of the equal-time spin-current correlation $\langle j_{s,x}(0)j_{s,x}(t) \rangle$ (a), and the spin-current relaxation time $\tau_s$ (b), which are measured in units of $|J|^2$ and $|J|^{-1}$, respectively. A black arrow indicates $T_v$ and a dashed curve in (b) represents an exponential function obtained by fitting the data above $T_v$ (see the main text). An inset of (a) shows the time correlation function of the spin current $\langle j_{s,x}(0)j_{s,x}(t) \rangle$ at $T/J = 0.3$.](image)

Now, we discuss the functional form characterizing the divergence of $\sigma_{x,x}^s$ at $T_v$. Noting that the vortex correlation length $\xi_v$ grows up toward $T_v$ in the exponential form $\xi_v \sim \exp \left[ A \left( \frac{1}{T/T_v} \right)^\alpha \right]$ with the estimated values of $\alpha = 0.42$ and $A = 0.84 - 0.97$ [2], we fit the $L \rightarrow \infty$ data of $\sigma_{x,x}^s$ with the functional form of $b \exp \left[ a \left( \frac{1}{T/T_v} \right)^{0.42} \right]$. The resultant fitting function with the obtained values of $a = 1.15 \pm 0.06$ and $b = 0.028 \pm 0.007$ is represented by a dashed curve in Fig. 3 (a). One can see that the obtained exponential form well characterizes the divergent behavior of $\sigma_{x,x}^s$.

To clarify the origin of the exponential divergence, we examine the temperature dependence of the time correlation function $\langle j_{s,x}(0)j_{s,x}(t) \rangle$ which involves the fundamental information about $\sigma_{x,x}^s$ [see Eq. 10]. The inset of Fig. 3 (a) shows a typical example of the time correlation function normalized by the system size $\langle j_{s,x}(0)j_{s,x}(t) \rangle \equiv \langle j_{s,x}(0)j_{s,x}(t) \rangle / L^2$. As the time correlation decays exponentially in the form of $\exp[-t/\tau_s]$, one can define a characteristic time scale, namely, a spin-current-relaxation time $\tau_s$. Then, the time correlation function can roughly be written as $\langle j_{s,x}(0)j_{s,x}(t) \rangle \sim \langle \sigma_{x,x}(0)^2 \rangle \exp[-t/\tau_s]$. By carrying out the integral over time in Eq. 3, one can estimate the longitudinal spin-current conductivity as $\sigma_{x,x} \sim T^{-1} \tau_s \langle \sigma_{x,x}(0)^2 \rangle$. Figure 3 shows the temperature dependences of $\langle j_{s,x}(0)^2 \rangle$ and $\tau_s$, where $\tau_s$ is extracted by fitting the long-time tail of $\langle j_{s,x}(0)j_{s,x}(t) \rangle$ with $\exp[-t/\tau_s]$. One can see that the temperature dependence of $\tau_s$, from above, $\tau_s$ is significantly enhanced, while $\langle \sigma_{x,x}(0)^2 \rangle$ exhibits a weaker anomaly. The functional type characterizing the steep increase in $\tau_s$ is also an exponential one. By fitting the data at $T/J \gtrsim 0.3$ with $b \exp \left[ a \left( \frac{1}{T/T_v} \right)^{0.42} \right]$, we obtain $a = 1.21 \pm 0.05$ and $b = 0.10 \pm 0.02$. The extrapolated $\tau_s(T)$ curve represented by a dashed curve in Fig. 3 (b) well characterizes the numerically obtained divergent behavior of $\tau_s$. As $\sigma_{x,x}^s$ is related to $\tau_s$ and $\langle \sigma_{x,x}(0)^2 \rangle$ via $\sigma_{x,x}^s \sim T^{-1} \tau_s \langle \sigma_{x,x}(0)^2 \rangle$, it turns out that the divergent behavior in $\sigma_{x,x}^s$ originates from the exponential rapid growth of $\tau_s$ toward $T_v$. Actually, the obtained values of $a$ and $\bar{a}$ are close to each other.

Here, we provide the physical interpretation of the above result. On cooling toward $T_v$, the inter-free-vortex distance $\xi_v$ increases, so that a free $Z_2$ vortex wanders for a longer time until it collides with an other free $Z_2$ vortex to be pair-annihilated. Since the vortex motion is not ballistic but rather diffusive [58], the vortex lifetime $\tau_v$ could be estimated roughly as $\tau_v \propto \xi_v^2 \sim \exp \left[ 2A \left( \frac{1}{T/T_v} \right)^\alpha \right]$, so that $\tau_v$ should get longer in the exponential form toward $T_v$ with $2A \approx 1.68 - 1.94$ which is comparable to $a$ and $\bar{a}$. Since the two time-scales, $\tau_s$ and $\tau_v$, develop toward $T_v$ in almost the same manner as a function of the temperature, and furthermore, $\sigma_{x,x}^s$ is proportional to $\tau_v$, we could conclude that the divergent peak at $T_v$ in the $\sigma_{x,x}^s$ curve is attributed to the topological excitations of the long lifetime free $Z_2$ vortices.

Finally, we address experimental aspects to detect the divergent enhancement of $\sigma_{x,x}^s$ at $T_v$. Since a single crystal is necessary for transport experiments, a good candidate material in this respect would be NiGa$_2$S$_4$ [7, 15, 16, 18]. In the antiferromagnetic insulator NiGa$_2$S$_4$, although spins do not order down to the lowest temperature, a weak but clear transition-like anomaly, which may be attributed to the binding-unbinding of the $Z_2$ vortices, has been observed at $T^*$ slightly below the specific-heat broad peak temperature. When the non-local measurement of the spin current [52, 61] is done on NiGa$_2$S$_4$, it is expected that a significant enhancement of $\sigma_{x,x}^s$, i.e., a gigantic signal in the inverse spin Hall detector or a very-long-distance transport of spin information, be observed at $T^*$ as a distinct evidence for the $Z_2$-vortex transition [62]. We emphasize that only $\sigma_{x,x}^s$ diverges at $T_v$, while the static quantities $C$ and $\chi_m$ do not, which is in contrast to a ferromagnet where $C$ and $\chi_m$ as well as $\sigma_{x,x}^s$ exhibit critical behaviors at the transition [41, 60–68]. Such a characteristic spin-transport phenomenon may be observed also in FeGa$_2$S$_4$ [19, 20], NaCrO$_2$ [21–24], and KCrO$_2$ [25, 26] in which a putative $Z_2$-vortex anomaly has been reported, so that further experimental study including single-crystal growth on these compounds is strongly awaited. We note that in the present system with finite $\xi_v$, perturbative interactions including...
magnetic anisotropy $D$ and the interlayer coupling $J'_{1D}$ which may exist in real materials are irrelevant as long as their effective energy scale, e.g., $D(J'_{1D})^{1/2}$, is smaller than $k_BT_c$, while in the KT transition, $\xi_s$ diverges and thereby, they become inevitably irrelevant.

In conclusion, we have theoretically shown that in the Heisenberg antiferromagnet on the triangular lattice, the longitudinal spin-current conductivity exhibits a divergence at the temperature of the $Z_2$-vortex binding-unbinding topological transition. Such a significant enhancement of the spin transport is a smoking-gun experimental evidence for the so far elusive $Z_2$-vortex transition which can potentially exist in a large variety of two-dimensional Heisenberg magnets possessing non-collinear spin correlations.
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I. LOW-TEMPERATURE PROPERTIES OF THERMAL AND SPIN-CURRENT CONDUCTIVITIES

We will analytically investigate the temperature dependences of $\kappa_{\mu\nu}$ and $\sigma_{s\mu\nu}$ based on the linear spin-wave theory (LSWT) which can be applied in the low-temperature limit. In Ref. [45], we have taken the same analytical approach to derive $\kappa_{\mu\nu}$ and $\sigma_{s\mu\nu}$ in the unfrustrated square-lattice antiferromagnet, and performed a calculation similar to that shown below. The difference between the present triangular-lattice and the previous square-lattice cases consists in the ordering wave vector $Q$, the energy dispersion of the spin wave or the magnon $\varepsilon_q$, and the magnon representation of the spin current, which results in the different temperature dependence of the spin-current conductivity $\sigma_{s\mu\nu}$. Although the calculation method has already been addressed in Ref. [45], here, we will provide all the steps to derive $\kappa_{\mu\nu}$ and $\sigma_{s\mu\nu}$ for completeness.

In LSWT, a low-temperature ordered state is a starting point. Although the present two-dimensional Heisenberg model does not exhibit a long-range magnetic order at any finite temperature, the spin-correlation length $\xi_s$ increases toward $T = 0$ in the exponential form $\xi_s \sim a \exp[b_H |J|/T]$, where $a$ is a lattice constant and $b_H$ is a universal constant [50]. Thus, even at finite temperatures, the spin-wave expansions could be done locally within the regions smaller than $\xi_s$ [51]. We, therefore, introduce a lower cutoff in the momentum space which corresponds to the inverse spin-correlation length $\xi_s^{-1}$, and take the temperature dependence of $\xi_s$ into account.

We will start from the theory of the corresponding quantum spin system, and then, take the classical limit of relevant physical quantities. By performing the spin-wave expansion, one can express the Hamiltonian [Eq. (1) in the main text]

$$\mathcal{H} = -J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j, \quad (7)$$

and the spin and thermal currents [Eqs. (3) and (4) in the main text]

$$\mathbf{J}_s^\alpha = J \sum_{\langle i,j \rangle} (\mathbf{r}_i - \mathbf{r}_j) (\mathbf{S}_i \times \mathbf{S}_j)^\alpha, \quad (8)$$

$$\mathbf{J}_{th} = \frac{J^2}{4} \sum_i \sum_{j,k \in N(i)} (\mathbf{r}_j - \mathbf{r}_k) \cdot (\mathbf{S}_j \times \mathbf{S}_k) \cdot \mathbf{S}_i, \quad (9)$$

in the magnon representation. Note that Eqs. (8) and (9) for the classical spin systems can also be applied for quantum spin systems by merely replacing $S_i^\alpha$ with the associated spin operator $\hat{S}_i^\alpha$. We will calculate the conductivities $\kappa_{\mu\nu}$ and $\sigma_{s\mu\nu}$ due to the magnon propagation, and discuss their temperature dependences in the classical limit.

A. Magnon representation

Although our focus in the present paper is on the classical Heisenberg model, we start from the corresponding quantum spin system for convenience. By using the spin-wave expansions, we shall derive the magnon representation of the Hamiltonian (7) and the spin and thermal currents in Eqs. (8) and (9). Assuming that the 120° spin structure lies in the $xz$ plane in the spin space, we introduce the transformation from the laboratory frame to the rotated frame with $y$ being the rotation axis [52, 53],

$$\begin{cases}
S_i^x = \tilde{S}_i^x \sin(\theta_i) + \tilde{S}_i^z \cos(\theta_i), \\
S_i^y = \tilde{S}_i^z \sin(\theta_i) - \tilde{S}_i^x \cos(\theta_i), \\
S_i^z = \tilde{S}_i^z,
\end{cases} \quad (10)$$
where $\theta_i = \mathbf{Q} \cdot \mathbf{r}_i$ and $\mathbf{Q} = (\frac{4\pi}{3}, 0)$ is the ordering wave vector of the $120^\circ$ structure. Then, the Hamiltonian reads as

$$\mathcal{H} = \frac{J}{2} \sum_i \sum_j \left[ \hat{S}_i^+ \hat{S}_j^+ \cos(\theta_i - \theta_j) (\hat{S}_i^x \hat{S}_j^x + \hat{S}_i^z \hat{S}_j^z) + \sin(\theta_i - \theta_j) (\hat{S}_i^x \hat{S}_j^y - \hat{S}_i^y \hat{S}_j^x) \right]. \quad (11)$$

By using the Holstein-Primakoff transformation

$$\begin{align*}
\hat{S}_i^x &= S - \hat{a}_i^\dagger \hat{a}_i, \\
\hat{S}_i^y &= \sqrt{2S} (1 - \frac{\hat{a}_i^\dagger \hat{a}_i}{2S})^{1/2} \hat{a}_i = \sqrt{2S} \hat{a}_i + \mathcal{O}(S^{-1/2}), \\
\hat{S}_i^z &= \sqrt{2S} \hat{a}_i^\dagger (1 - \frac{\hat{a}_i \hat{a}_i^\dagger}{2S})^{1/2} = \sqrt{2S} \hat{a}_i^\dagger + \mathcal{O}(S^{-1/2}),
\end{align*} \quad (12)$$

with $\hat{a}_i^\dagger$ and $\hat{a}_i$ being respectively the bosonic creation and annihilation operators and the Fourier transformation of these operators

$$\hat{a}_i^\dagger = \frac{1}{\sqrt{N}} \sum_q \hat{a}_q^\dagger e^{-iq \cdot r_i}, \quad \hat{a}_i = \frac{1}{\sqrt{N}} \sum_q \hat{a}_q e^{iq \cdot r_i}, \quad (13)$$

we obtain

$$\mathcal{H} = \frac{1}{2} \sum_q [A_q (\hat{a}_q^\dagger \hat{a}_q + \hat{a}_q \hat{a}_q^\dagger) - B_q (\hat{a}_q^\dagger \hat{a}_{-q} + \hat{a}_q \hat{a}_{-q})] + \text{const.} + \mathcal{O}(S^0),$$

$$A_q = -3JS (1 + \frac{1}{2} \gamma_q), \quad B_q = -\frac{9}{2} JS \gamma_q,$$

$$\gamma_q = \frac{1}{3} \left( \cos(q_x) + 2 \cos \left( \frac{q_x}{2} \right) \cos \left( \frac{\sqrt{3}}{2} q_y \right) \right). \quad (14)$$

By further using the Bogoliubov transformation

$$\begin{align*}
\hat{a}_q &= u_q \hat{b}_q + v_q \hat{b}_q^\dagger, \\
u_q &= u_{-q} = \frac{1}{2} \left( \frac{A_q + B_q}{A_q - B_q} \right)^{1/4} + \left( \frac{A_q - B_q}{A_q + B_q} \right)^{1/4}, \\
v_q &= v_{-q} = \frac{1}{2} \left( \frac{A_q + B_q}{A_q - B_q} \right)^{1/4} - \left( \frac{A_q - B_q}{A_q + B_q} \right)^{1/4},
\end{align*} \quad (15)$$

with $\hat{b}_q^\dagger$ and $\hat{b}_q$ being the creation and annihilation operators for magnons, one can diagonalize the above Hamiltonian for the $\hat{a}_q$ magnons as follows:

$$\mathcal{H} \simeq \sum_q \varepsilon_q \hat{b}_q^\dagger \hat{b}_q, \quad \varepsilon_q = \sqrt{A_q^2 - B_q^2}. \quad (16)$$

where we have dropped constant and higher-order terms. As is well known, the magnon excitation energy $\varepsilon_q$ becomes gapless at $\Gamma$ ($q = 0$), $K$ ($q = Q$), and $K'$ ($q = -Q$) points.

In the same manner, the thermal current in Eq. (11) can be expressed by the $\hat{b}_q$ magnons as follows:

$$\mathbf{J}_{th} = \sum_q \varepsilon_q \mathbf{v}_q \hat{b}_q^\dagger \hat{b}_q + \mathcal{O}(S^{3/2}),$$

$$\mathbf{v}_q = \nabla_q \varepsilon_q. \quad (17)$$

whereas the spin current in Eq. (9) as

$$\begin{align*}
\mathbf{J}_x^s &= - \frac{JS}{4} \sum_q \left( \hat{V}_q - \hat{V}_q^\dagger \right) + \mathcal{O}(S^{1/2}), \\
\mathbf{J}_y^s &= - \frac{JS}{4} \sum_q D_q (u_q + v_q) \left( \hat{b}_q^\dagger \hat{b}_q + \hat{b}_q \hat{b}_q^\dagger + \hat{b}_q^\dagger \hat{b}_{-q} + \hat{b}_q \hat{b}_{-q} \right) + \mathcal{O}(S^{1/2}), \\
\mathbf{J}_z^s &= \frac{JS}{4} \sum_q \left( \hat{V}_q + \hat{V}_q^\dagger \right) + \mathcal{O}(S^{3/2}),
\end{align*}$$

where $D_q = u_q^2 + v_q^2$.
\[ \hat{V}_q = C^1_q \hat{b}^+_q + \mathbf{C}^2_q \hat{b}^+_q \mathbf{Q} + C^3_q \hat{b}^+_q + \mathbf{Q} + C^4_q \hat{b}^+_q \mathbf{Q} + \mathbf{Q}, \]
\[ C^1_q = (C_q - C_q + Q(u_q + v_u - v_q + v_u) - 2(C_q + C_q + Q)) + Q(v_q + v_u), \]
\[ C^2_q = -(C_q - C_q + Q(v_q + v_u - v_q + v_u) - 2(C_q + C_q + Q) + v_u), \]
\[ C^3_q = (C_q - C_q + Q(u_q + Q + v_q + v_u) - 2(C_q + C_q + Q) + v_u), \]
\[ C^4_q = -(C_q - C_q + Q)(u_q + v_q + Q + v_u) - 2(C_q + C_q + Q) + v_u. \]

For the thermal current carried by the magnons in Eq. (17), the response function below is the same as that for the unfrustrated system in Ref. [45], except the concrete form of the summation over \( D \).

Here, the magnon Green’s function \( D \) is defined by

\[ D = \left\{ \sin(q_x) + \sin\left(\frac{1}{2} q_z \right) \cos\left(\frac{\sqrt{3}}{2} q_y \right), \right. \]
\[ \left. \sqrt{3} \left( -\cos(q_x) + \cos\left(\frac{1}{2} q_z \right) \cos\left(\frac{\sqrt{3}}{2} q_y \right), \right. \right. \]
\[ \left. -\sqrt{3} \sin\left(\frac{1}{2} q_z \right) \sin\left(\frac{\sqrt{3}}{2} q_y \right) \right\}. \]

B. Thermal and spin-current conductivities

Now, we shall calculate the thermal and spin-current conductivities which in the classical spin systems are obtained from the time-correlation of the associated currents. In order to calculate the thermal average of the time correlation, it is convenient to start from the quantum mechanical system and take the classical limit afterwards. In the quantum mechanical system, by introducing a response function

\[ \kappa_{\mu\nu} = \frac{1}{T} \left| \frac{d Q_{\mu\nu}^R(\omega)}{d \omega} \right|_{\omega=0}, \]
\[ \sigma_{\mu\nu} = \frac{i}{T} \left| \frac{d Q_{\mu\nu}^R(\omega)}{d \omega} \right|_{\omega=0}, \]

where \( Q_{\mu\nu}^R(\omega) = Q_{\mu\nu}(\omega + i0) \).

We first calculate the thermal conductivity \( \kappa_{\mu\nu} \). Since the magnon representation of thermal current in Eq. (17) takes the same form as the one for the unfrustrated square-lattice antiferromagnet, the calculation of \( \kappa_{\mu\nu} \) performed below is the same as that for the unfrustrated system in Ref. [45], except the concrete form of the summation over \( q \). For the thermal current carried by the magnons in Eq. (17), the response function \( Q_{\mu\nu}^{th}(i\omega_n) \) is given by

\[ Q_{\mu\nu}^{th}(i\omega_n) = \frac{1}{L^2} \sum_q \varepsilon_q^2 v_{q,\mu} v_{q,\nu} T \sum_{\omega_m} D_q(i\omega_m) D_q(i\omega_m + i\omega_n) \]
\[ = \frac{1}{L^2} \sum_q \varepsilon_q^2 v_{q,\mu} v_{q,\nu} \int_{-\infty}^{\infty} \frac{dx}{2\pi i} \left[ D_q^R(x) - D_q^A(x) \right] \left[ D_q^R(x + i\omega_n) - D_q^A(x - i\omega_n) \right] f_B(x), \]

where \( f_B(x) = (e^{x/T} - 1)^{-1} \) is the Bose-Einstein distribution function, and \( D_q^R(x) \) (\( D_q^A(x) = [D_q^R(x)]^* \)) is the retarded (advanced) magnon Green’s function obtained by analytic continuation \( i\omega_m \rightarrow \omega + i0 \) in the temperature Green’s function \( D_q(i\omega_m) \) defined by

\[ D_q(\tau) = - \langle \mathbf{T}_q \hat{b}^+_q(\tau) \hat{b}^+_q(0) \rangle = T \sum_{\omega_m} D_q(i\omega_m) e^{-i\omega_m \tau}. \]

With use of Eq. (20), the thermal conductivity in the quantum system is formally expressed as

\[ \kappa_{\mu\nu} = \frac{T^{-1}}{4\pi L^2} \int_{-\infty}^{\infty} dx \sum_q \varepsilon_q^2 v_{q,\mu} v_{q,\nu} f_B(x) \left[ D_q^R(x) - D_q^A(x) \right]^2. \]

Here, the magnon Green’s function \( D_q^R(x) \) is given by

\[ D_q^R(x) = \frac{1}{x - \varepsilon_q + i\alpha_d x} = [D_q^A(x)]^*, \]
where the dimensionless coefficient $\alpha_d$ represents the magnon damping \cite{55, 56}. In general, the damping $\alpha_d$ originates from the interactions associated with spins in solids, so that it may be brought not only by the magnon-magnon scatterings but also, for example, by magnon-phonon scatterings. In the present work, however, the starting point is the spin Hamiltonian \cite{2}, and thus, $\alpha_d$ is of purely magnetic origin and brought by the magnon-magnon scatterings. Indeed, the magnon damping of the form $\alpha_d x$ proportional to the magnon energy $x$ in Eq. (21) has been derived elsewhere [see Eq. (4.11) in Ref. \cite{51} and Eq. (4.19) in Ref. \cite{57}] for collinear ferromagnets and antiferromagnets by taking account only of the magnon-magnon scatterings. In the present triangular-lattice antiferromagnet possessing the non-collinear spin correlation, whether the magnon damping takes the same form or not is not clear, but here, we assume this form of the magnon damping for simplicity.

The thermal conductivity in the classical spin systems $\kappa^{cl}_{\mu\nu}$ can be derived by substituting Eq. (24) into Eq. (23) and taking the classical limit of

$$f_B(x) \to \frac{T}{x}, \quad \text{(25)}$$

or equivalently, $f_B(x) = -T/x^2$. Then, we obtain

$$\kappa^{cl}_{\mu\nu} = \frac{1}{2L^2} \sum_{\mathbf{q}} \frac{1 + \alpha_d^2}{\alpha_d} \frac{1}{\varepsilon_{\mathbf{q},\mu} \varepsilon_{\mathbf{q},\nu}}, \quad \text{(26)}$$

where the equation

$$\int_{-\infty}^{\infty} \frac{dx}{[(x-\varepsilon_{\mathbf{q})})^2 + (\alpha_d x)^2]} = \frac{\pi}{2} \frac{1 + \alpha_d^2}{\varepsilon_{\mathbf{q}}^2 \alpha_d^3} \quad \text{(27)}$$

has been used. At this point, one may think that the temperature dependence of $\kappa^{cl}_{\mu\nu}$ is dominated only by $\alpha_d$, but this is not the case for the present Heisenberg model. The additional temperature dependence due to the spin-correlation length $\xi_s$ comes in through the summation over $\mathbf{q}$. As we mentioned in the beginning of this supplemental material, $\xi_s$ enters in the form of the lower cutoff in the $\mathbf{q}$ space, i.e., $\xi_s^{-1} \leq |\mathbf{q}|$. Since the gapless excitations at $\mathbf{q} = 0$ and $\pm Q$ should contribute to the magnon transport, we replace the $\mathbf{q}$-summation with the following integral,

$$\sum_{\mathbf{q}} f_{\mathbf{q}} \simeq \sum_{\mathbf{q}^* = 0, \pm Q} \frac{L^2}{(2\pi)^2} \int_0^{2\pi} d\phi_{\mathbf{q}} \int_{a/\xi_s}^{\Lambda} dq f_{\mathbf{q}+\mathbf{q}^*}. \quad \text{(28)}$$

As the original $\mathbf{q}$-summation is taken over the Brillouin zone, the upper cutoff $\Lambda$ for the integral with respect to $q = |\mathbf{q}|$ is of the order of unity, i.e., $\Lambda \sim O(1)$.

As our focus is on the contributions coming from the gapless magnons, we will use the linear approximation which is valid near the gapless points,

$$\varepsilon_{\mathbf{q}+\mathbf{q}^*} \simeq v_{\mathbf{q}^*} q, \quad \v_{\mathbf{q}+\mathbf{q}^*} \simeq v_{\mathbf{q}^*} (\cos \phi_{\mathbf{q}}, \sin \phi_{\mathbf{q}}), \quad v_{\mathbf{q}^*} = \left\{ \begin{array}{l} \frac{n_s}{2} J S \quad (\mathbf{q}^* = 0) \\ \frac{n_s}{2} J S \quad (\mathbf{q}^* = \pm Q). \end{array} \right. \quad \text{(29)}$$

Note that the magnon velocities at $\Gamma$ ($\mathbf{q}^* = 0$) and $K, K'$ ($\mathbf{q}^* = \pm Q$) points are different, i.e., $v_0 > v_{\pm Q}$.

With the use of Eqs. (28) and (29), we obtain

$$\kappa^{cl}_{\mu\nu} \simeq \frac{1}{8\pi} \frac{1 + \alpha_d^2}{\alpha_d} (v_0 + 2 v_{\mathbf{q}}) \left(1 - a/\xi_s \right). \quad \text{(30)}$$

Only the longitudinal components of the thermal conductivity $\kappa^{cl}_{\mu\nu}$ are non-vanishing. Although the spin-correlation length $\xi_s$ rapidly increases toward $T = 0$, such a temperature effect is irrelevant at lower temperatures because as one can see from Eq. (30), $\xi_s$ enters in $\kappa^{cl}_{\mu\nu}$ in the form of $1/\xi_s$. When the magnon damping is sufficiently small such that $\alpha_d \ll 1$, it follows that $\kappa^{cl}_{\mu\nu} \propto 1/\alpha_d$. In the $T \to 0$ limit, the magnon damping factor $\alpha_d$ should go to zero, so that correspondingly, $\kappa^{cl}_{\mu\nu} \propto 1/\alpha_d$ increases toward $T = 0$. It should be noted that in the integral over $q$, $\int_{a/\xi_s}^{\Lambda} dq q^2$, $\xi_s$ becomes relevant for a quantity satisfying $x \leq -1$. As we will see below, in contrast to the thermal conductivity with $x = 0$, $\xi_s$ becomes relevant for the spin-current conductivity.
Now, we shall calculate the spin-current conductivity $\sigma^s_{\mu\nu}$ based on Eq. (29). In contrast to the thermal current, the magnon representation of the spin current in Eq. (15) takes the form different from the one for the unfrustrated square-lattice antiferromagnet (15), so that, as we will see below, the associated conductivity $\sigma^s_{\mu\nu}$ in the present frustrated system exhibits a temperature dependence different from that in the unfrustrated system. As in the case of the thermal current, the response function of the spin current $Q^s_{\mu\nu}(i\omega_n)$ can be written as

$$Q^s_{\mu\nu}(i\omega_n) = Q^{s+}_{\mu\nu}(i\omega_n) + Q^{s-}_{\mu\nu}(i\omega_n),$$

$$Q^{s+}_{\mu\nu}(i\omega_n) = -(JS/4L)^2 \sum_q \{ [C_q^1 - C_q^2]_{\mu\nu} [C_q^1 - C_q^2]_{\rho\sigma} F_q^- (i\omega_n) + [C_q^3 - C_q^4]_{\mu\nu} [C_q^3 - C_q^4]_{\rho\sigma} F_q^+ (i\omega_n) \},$$

$$Q^{s-}_{\mu\nu}(i\omega_n) = -(JS/4L)^2 \sum_q 2 [D_q]_{\mu\nu} [F_q] (u_q + v_q)^4 F_q^0 (i\omega_n),$$

$$F_q^\pm (i\omega_n) = T \sum_{\omega_m} [D_{q+A} (i\omega_m) \pm i\omega_n \pm i\omega_m) D_{q-A} (-i\omega_m \pm i\omega_m)]$$

$$= \int_{-\infty}^{\infty} \frac{dx}{2\pi i} f_B (x) \left\{ [D_{q+A}^R (x + i\omega_n)] \right\}$$

$$= \int_{-\infty}^{\infty} \frac{dx}{2\pi i} f_B (x) \left\{ [D_{q+A}^R (x + i\omega_n)] \right\}$$

$$= \int_{-\infty}^{\infty} \frac{dx}{2\pi i} f_B (x) \left\{ [D_{q+A}^R (x + i\omega_n)] \right\}$$

As in the present calculation, the 120° spin structure is assumed to lie in the $xz$ plane in the spin space, the spin current with its spin polarization in the $xz$ plane is not equivalent to the one with its polarization in the $y$ direction and the associated spin-current conductivities, $\sigma^{sz}_{\mu\nu}$ and $\sigma^{xy}_{\mu\nu}$, are also the case. Thus, we will calculate $\sigma^{sz}_{\mu\nu}$ and $\sigma^{xy}_{\mu\nu}$ separately. For this purpose, in Eq. (31), we decouple the response function into $Q^{sz}_{\mu\nu}(i\omega_n)$ and $Q^{xy}_{\mu\nu}(i\omega_n)$ which correspond to the response functions of the spin current with its polarization in the $xz$ plane and the $y$ direction, respectively. Then, the spin-current conductivity $\sigma^s_{\mu\nu}$ is formally written as

$$\sigma^s_{\mu\nu} = \sigma^{sz}_{\mu\nu} + \sigma^{xy}_{\mu\nu},$$

$$\sigma^{sz}_{\mu\nu} = -\frac{1}{2\pi} (JS/4L)^2 \int_{-\infty}^{\infty} dx \sum_q f_B (x) [D_{q+A}^R (x) - D_{q-A}^A (x)]$$

$$\cdot [C_q^1 - C_q^2]_{\mu\nu} [C_q^1 - C_q^2]_{\rho\sigma} [D_{q+A}^R (x + i\omega_n) - D_{q-A}^A (x + i\omega_n)]$$

$$\sigma^{xy}_{\mu\nu} = -\frac{2}{2\pi} (JS/4L)^2 \int_{-\infty}^{\infty} dx \sum_q f_B (x) [D_{q+A}^R (x) - D_{q-A}^A (x)]$$

$$\cdot [D_{q+A}^R (x + i\omega_n) - D_{q-A}^A (x - i\omega_n)]$$

In the same manner as that for $\kappa_{\mu\nu}$, we take the classical limit of Eq. (32). By substituting Eq. (21) into Eq. (32), taking the classical limit of $f_B (x) = -T/x^2$, and using Eq. (27) and the formula

$$\int_{-\infty}^{\infty} \frac{dx}{[(x - \varepsilon q)^2 + (\alpha_d x)^2][x + \varepsilon q]^2} = \frac{\pi}{2} \frac{1}{\varepsilon q \alpha_d},$$

we have the spin-current conductivity in the classical spin systems $\sigma^{s,cl}_{\mu\nu}$ as follows:

$$\sigma^{s,cl}_{\mu\nu} = \sigma^{sz,cl}_{\mu\nu} + \sigma^{xy,cl}_{\mu\nu},$$

$$\sigma^{sz,cl}_{\mu\nu} = \frac{(JS/4L)^2}{2T} \sum_q \left\{ [C_q^1 - C_q^2]_{\mu\nu} [C_q^1 - C_q^2]_{\rho\sigma} \frac{\alpha_d}{\varepsilon q + \varepsilon q + Q} - [C_q^3 - C_q^4]_{\mu\nu} [C_q^3 - C_q^4]_{\rho\sigma} \frac{\alpha_d (1 + \alpha_q^2) (\varepsilon q + \varepsilon q + Q)}{\varepsilon q + \varepsilon q + Q} \right\},$$

$$\sigma^{xy,cl}_{\mu\nu} = \frac{(JS/4L)^2}{2T} \sum_q [D_q]_{\mu\nu} [D_q]_{\rho\sigma} (u_q + v_q)^4 \frac{1 + 2\alpha_q^2}{\varepsilon q}.$$
As our focus is on the small $q$ region near the gapless points, we expand $q$-dependent quantities appearing in Eq. (34) with respect to $q$, and obtain the leading order contributions as

$$ C_{q+q'}^1 - C_{q+q'}^0 \simeq 3 \left( \frac{9}{2} \right)^{1/4} \left( \cos \phi_q \sin \phi_q \right) \begin{cases} 1 & (q^* = 0) \\ 0 + \mathcal{O}(q^4) & (q^* = Q) \\ -1 & (q^* = -Q) \end{cases}, $$

$$ C_{q+q'}^2 - C_{q+q'}^0 \simeq 3 \left( \frac{9}{2} \right)^{1/4} \left( \cos \phi_q \sin \phi_q \right) \begin{cases} 1 & (q^* = 0) \\ \left( \frac{2}{3} \right)^{1/4} q & (q^* = Q) \\ 1 & (q^* = -Q) \end{cases}, $$

$$ D_q \simeq q^2 \left( \frac{3 \sqrt{3}}{8} \left[ \cos^2 \phi_q - \sin^2 \phi_q \right] - \frac{3}{4} \cos \phi_q \sin \phi_q \right), $$

$$ (u_{q+q'} + v_{q+q'})^4 = \frac{A_{q+q'} + B_{q+q'}}{A_{q+q'} - B_{q+q'}} \simeq \begin{cases} 12/q^2 & (q^* = 0) \\ q^2/6 & (q^* = \pm Q) \end{cases}. $$

By substituting Eq. (35) into Eq. (34) and performing the $q$-summation with the use of Eq. (28), we obtain

$$ \sigma_{\mu\nu}^{\text{sc,cl}} \simeq \delta_{\mu,\nu} \frac{J^2 S^2}{16\pi} T \left[ \frac{\alpha}{\alpha_d} - \frac{1}{\Lambda} \right] v_0 T^2 \left( \frac{3 \sqrt{3}}{8} \left[ \cos^2 \phi_q - \sin^2 \phi_q \right] - \frac{3}{4} \cos \phi_q \sin \phi_q \right), $$

$$ \sigma_{\mu\nu}^{\text{sc,cl}} \simeq \delta_{\mu,\nu} \frac{J^2 S^2}{16\pi} T \left[ (\Lambda - \frac{\alpha}{\xi_s}) \left( 3\delta_{\mu,x} + \delta_{\mu,y} \right) \frac{27}{32} \frac{1 + 2\alpha^2}{\alpha} \frac{1}{\alpha_d} \right], $$

At low temperatures such that the magnon damping is sufficiently small, i.e., $\alpha \ll 1$, Eq. (36) is reduced to

$$ \sigma_{\mu\nu}^{\text{sc,cl}} \simeq \delta_{\mu,\nu} \frac{J^2 S^2}{16\pi} T \left[ \frac{\alpha}{\alpha_d} - \frac{1}{\Lambda} \right] c_{\sigma_1}, $$

$$ c_{\sigma_1} = \frac{1}{\sqrt{8}} \left( \Lambda - \frac{\alpha}{\xi_s} \right), $$

$$ c_{\sigma_2} = \frac{27}{\sqrt{8}} \left( \frac{1}{v_0 T^2} \right) \frac{1}{\alpha_d} \left[ \frac{1 + 2\alpha^2}{\alpha} \right], $$

$$ \sigma_{\mu\nu}^{\text{sc,cl}} \simeq \delta_{\mu,\nu} \frac{J^2 S^2}{16\pi} T \left[ \frac{\alpha}{\alpha_d} - \frac{1}{\Lambda} \right] c_{\sigma_1}, $$

$$ c'_{\sigma_1} = \frac{1}{\sqrt{8}} \left( \frac{1}{v_0 T^2} \right) \left( \Lambda - \frac{\alpha}{\xi_s} \right) \left( 4\delta_{\mu,x} + 3\delta_{\mu,y} \right) \left( \Lambda - \frac{\alpha}{\xi_s} \right) \left( 4\delta_{\mu,x} + 3\delta_{\mu,y} \right). $$

The transverse component is absent and the longitudinal spin-current conductivity exhibits a temperature dependence of the form $\sigma_{\mu\nu}^{\text{sc,cl}} \sim const T/\alpha_d + T \alpha_d \xi_s$ and $\sigma_{\mu\nu}^{\text{sc,cl}} \sim const T/\alpha_d$. $\sigma_{\mu\nu}^{\text{sc,cl}}$ involves the spin correlation length $\xi_s$, while $\sigma_{\mu\nu}^{\text{sc,cl}}$ does not. At finite temperatures of our interest, $\xi_s$ is finite, which means that in the whole system, there are domains of side length $\xi_s$ having different orientations of the $120^\circ$ spin plane. Thus, at finite temperatures, the observable is the conductivity averaged over $\sigma_{\mu\nu}^{\text{sc,cl}}$ and $\sigma_{\mu\nu}^{\text{sc,cl}}$ and $\sigma_{\mu\nu}^{\text{sc,cl}} + \sigma_{\mu\nu}^{\text{sc,cl}} \sim const T/\alpha_d + T \alpha d \xi_s$, and $\alpha_d \xi_s$ should correspond to the numerically obtained spin-current conductivity in the main text. In contrast to the thermal conductivity $\kappa_{\mu\nu}$, the spin-current conductivity $\sigma_{\mu\nu}^{\text{sc,cl}}$ contains a term proportional to the spin correlation length $\xi_s \sim \exp[\beta H F/J]/T$. With decreasing temperature, the magnon damping $\alpha_d$ goes to zero, while $\xi_s$ increases, so that the temperature dependence of $\sigma_{\mu\nu}^{\text{sc,cl}} \sim const T/\alpha_d + T \alpha_d \xi_s$ is not so trivial. Such a situation is in sharp contrast to the unfrustrated Heisenberg antiferromagnet on the square lattice in which the analytically obtained spin-current conductivity, $\sigma_{\mu\nu}^{\text{sc,cl}} \sim const T/\alpha_d + T \xi_s/\alpha_d \sim const T/\alpha_d$, unambiguously increases in a monotonic manner toward $T = 0$. The origin of the difference consists in the fact that the magnon velocities at the gapless points are the same in the unfrustrated square-lattice case, while not in the frustrated triangular-lattice case, i.e., $v_0 > v_{\pm Q}$. Indeed, if $v_0 = v_{\pm Q}$ were satisfied in the triangular-lattice system, the contribution proportional to $\xi_s$ in Eq. (36) should involve not only a term of the form $T \alpha_d \xi_s$ but also a term of the form $T \xi_s/\alpha_d$, and the latter should be dominant in the low-temperature limit.

So far, we have not discussed the specific temperature dependence of the magnon damping $\alpha_d$. In the case of the square-lattice antiferromagnets, the damping due to multi-magnon scatterings has been calculated in Refs. [51, 57],
FIG. 4: The time correlation functions of the spin current $\langle j_{s,\mu}(0) j_{s,\nu}(t) \rangle$ (a) and the thermal current $\langle j_{th,\mu}(0) j_{th,\nu}(t) \rangle$ (b) at $T/|J| = 0.3$, where the former and the latter are measured in units of $|J|^2$ and $|J|^4$, respectively. The upper and lower panels show the longitudinal ($\mu = \nu = x$) and transverse ($\mu = y$, $\nu = x$) correlations, respectively. The time $t$ is measured in units of $|J|^{-1}$.

and the temperature dependence of $\alpha_d$ essentially follows the $T^2$ form, i.e., $\alpha_d \propto T^2$, which results from the leading-order scattering process involving four magnons. In the present triangular-lattice case, on the other hand, the leading-order scattering process involves three magnons, reflecting the non-collinearity of the 120° spin structure [52, 53]. To our knowledge, no analytical result on the temperature dependence of $\alpha_d$ is available for the triangular-lattice classical antiferromagnet. In order to discuss the exact temperature dependence of $\sigma_{s,\mu\mu} \sim \text{const} T/\alpha_d + T \alpha_d \xi_s$, detailed calculations would be required for $\alpha_d$, but this issue is beyond the scope of the present work.

II. TIME CORRELATION FUNCTIONS OF THE SPIN AND THERMAL CURRENTS

The longitudinal ($\mu = \nu = x$) and transverse ($\mu = y$, $\nu = x$) components of the time correlation function of the spin current $\langle j_{s,\mu}(0) j_{s,\nu}(t) \rangle$ and the thermal current $\langle j_{th,\mu}(0) j_{th,\nu}(t) \rangle$ at $T/|J| = 0.3$ slightly above the $\mathbb{Z}_2$ vortex transition temperature $T_v/|J| = 0.285$ are shown in Fig. 4. The upper panel of Fig. 4(a) corresponds to the longer-time view of the inset of Fig. 3(a) in the main text. One can see that the transverse correlation is absent for both spin and thermal transports. The longitudinal time correlation of the spin current has a long-time relaxation showing a remarkable system-size dependence, while that of the thermal current has a relatively short-time relaxation independent of the system-size, suggesting that the spin and thermal currents are carried by different kinds of magnetic excitations.

III. DIFFUSIVE MOTION OF THE $\mathbb{Z}_2$-VORTEX

In order to characterize the motion of the free $\mathbb{Z}_2$ vortex, we shall calculate the mean square displacement $\langle \delta r_v(0)^2 \rangle$ of the free-vortex core by tracing it in the spin-dynamics simulation. First, we shall pick up a target free $\mathbb{Z}_2$ vortex from the whole system. For an initial ($t = 0$) equilibrium spin configuration taken in the MC simulation at a fixed temperature, one can obtain an associated vortex-core distribution by using the method addressed in Ref. [1]. An example of the vortex-core distribution obtained in this way is shown in Fig. 5(a). Since a pair of the $\mathbb{Z}_2$ vortices whose core distance is shorter than $2a$ ($a$ is the lattice constant) can be annihilated by a single spin flip, such a vortex pair is topologically unstable and can be regarded as a kind of spin-wave modes. In Fig. 5(a), such vortex pairs are represented by colored ellipses. By eliminating the vortex pairs, we obtain topologically stable free vortices. Then, as a target free $\mathbb{Z}_2$ vortex, we pick up the most isolated vortex which has the longest core distance to the NN free vortex. Suppose that the core position of the isolated vortex is denoted by $r_v(0)$. Now, we consider the time evolution of the core position of the isolated vortex $r_v(t)$. At the next time step ($t = \delta t$) in the spin-dynamics simulation, we calculate the vortex-core distribution and regard the position of the nearest vortex core to $r_v(0)$ as the present position of the target vortex $r_v(\delta t)$. Thus, the target vortex may stay there or move in a few lattice spacing. By performing this procedure at every time step, one obtains the trajectory of the target vortex $r_v(t)$. If we cannot find any vortex core
within a searching area of radius $R$ from the previous core position, we regard that the target vortex collides with an other free vortex and is pair-annihilated, and terminate the time evolution. The so-obtained trajectory of the isolated free $\mathbb{Z}_2$ vortex is represented by a zigzag red line in Fig. 5 (a). One can see that the vortex motion is similar to Brownian motion, suggesting that it is diffusive. In order to quantitatively discuss the diffusive character of the vortex motion, we examine the time dependence of the mean square displacement $\langle |\delta r_v(t) \rangle ^2 \rangle$ for the free $\mathbb{Z}_2$ vortex obtained at $T/|J| = 0.32$ (reddish colored data), $T/|J| = 0.3$ (greenish colored data), and $T/|J| = 0.29$ (blueish colored data). The time $t$ is measured in units of $|J|^{-1}$.

### IV. THE INTERFACE EFFECT ON THE DETECTION OF THE SPIN CURRENT

As our focus in the present paper is on the bulk spin-current conductivity, the non-local measurement of the spin current is suitable for the investigation of this bulk transport property. In contrast, the measurement of the spin current locally generated at the interface with the use of the longitudinal spin Seebeck effect should be insensitive to the spin-current conductivity in the bulk away from the interface. Thus, we shall consider the non-local measurement.

In the main text, we have shown that the longitudinal spin-current conductivity in the bulk magnet exhibits a divergence at $T_v$. This means that in non-local measurement of the spin transport, a spin current injected by using, for example, the spin pumping effect, flows in a long distance in the bulk magnet near $T_v$, leading to a large spin accumulation at the opposite side of the sample. This spin accumulation could be measured by attaching a normal metal to the bulk magnet and detecting the inverse spin-Hall signal. In general, however, the signal strength depends on not only the amount of the spin accumulation but also the degree of its diffusion into the spin-Hall metal, i.e., the spin-mixing conductance (SMC) at the interface between the magnet and the metal. In the spin-current-injection sector, SMC is also important. Since as already mentioned, once the spin current is injected, the spin accumulation should become very large at $T_v$, the issue is the temperature dependence of SMC’s at the interfaces.

Following Refs. [63, 64], we assume that the spin diffusion at the interface occurs via the $s$-$d$ coupling of the form $J_{sd} \sigma_i \cdot S_i$, where $S_i$ is a localized spin in the magnet and $\sigma_i$ is a spin of a conduction electron in the normal metal. By using the perturbative expansion with respect to $J_{sd}$, one finds that the dynamical magnetic susceptibility $\chi_{m}^{+-}(q, \omega) = i \int_0^\infty dt e^{i\omega t} \langle [S_i^{-}(t), S_i^{+}(0)] \rangle$ is related to the spin current at the interface [63]. Since the candidate magnets of our interest satisfy the fundamental property for the $\mathbb{Z}_2$-vortex transition, namely, any long-range magnetic order is absent down to the lowest temperature, the dynamical magnetic susceptibility $\chi_{m}^{+-}(q, \omega)$ should not exhibit a critical behavior at any temperature. Indeed, in the candidate antiferromagnets NiGa$_2$S$_4$ [10] and NaCrO$_2$ [21], a critical behavior characteristic of a second-order magnetic transition is not observed in the NMR experiment which is responsible for $\chi_{m}^{+-}(q, \omega)$. Thus, in these compounds, the temperature dependence of the interface effect or SMC

![FIG. 5: (a) A snapshot of the $\mathbb{Z}_2$-vortex-core distribution taken in the MC simulation at $T/|J| = 0.32$, and the trajectory of a free-vortex motion obtained in the spin-dynamics simulation, where black dots represent vortex cores and a red zigzag line represent the trajectory of a free-vortex core indicated by the red arrow. (b) Log-log plot of the time dependence of the mean squa...](image-url)
would be relatively weak within the s-d coupling model, although its details may depend also on the electronic structure in the metal side. This suggests that if one detects a large inverse spin-Hall signal at a putative $\mathbb{Z}_2$-vortex transition temperature, it could be attributed to the divergent enhancement of the bulk spin-current conductivity $\sigma_{s\mu\mu}$ and the resultant spin accumulation rather than the interface effect.

Here, we will briefly comment on the measurement of the spin current with the use of the longitudinal spin Seebeck effect. Since the $\mathbb{Z}_2$-vortex transition occurs in the magnetically disordered phase, an experimental technique available in this temperature regime would be the paramagnetic spin Seebeck effect \cite{34, 64, 65} in which an external magnetic field needs to be applied. In this case, it is theoretically shown that the intensity of the spin current at the interface is proportional to the induced magnetic moment, i.e., the magnetic susceptibility $\chi_m$ and the field strength \cite{64}. In a standard collinear antiferromagnet, $\chi_m$ shows a cusp at the magnetic transition, whereas in the present frustrated antiferromagnet, $\chi_m$ only shows a weak essential singularity at $T_c$ \cite{1, 4}. Thus, in the longitudinal spin Seebeck experiment, the signature of the phase transition can be captured in the collinear antiferromagnet, but not in the present frustrated system, which calls for the non-local measurement of the spin current for the detection of the $\mathbb{Z}_2$ vortex transition.