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Abstract

The emerging field of Reinforcement Learning (RL) has led to impressive results in varied domains like strategy games, robotics, etc. This handout aims to give a simple introduction to RL from control perspective and discuss three possible approaches to solve an RL problem: Policy Gradient, Policy Iteration, and Model-building. Dynamical systems might have discrete action-space like cartpole where two possible actions are +1 and -1 or continuous action space like linear Gaussian systems. Our discussion covers both cases.

1 Introduction

Machine Learning (ML) has surpassed human performance in many challenging tasks like pattern recognition [1] and playing video games [2]. By recent progress in ML, specifically using deep networks, there is a renewed interest in applying ML techniques to control dynamical systems interacting with a physical environment [3, 4] to do more demanding tasks like autonomous driving, agile robotics [5], solving decision-making problems [6], etc.

Reinforcement Learning (RL) is one of the main branches of Machine Learning which has led to impressive results in varied domains like strategy games, robotics, etc. RL concerned with intelligent decision making in a complex environment in order to maximize some notion of reward. Because of its generality, RL is studied in many disciplines such as control theory [7–10] and multi-agent systems [11–15, 15–20], etc. RL algorithm have shown impressive performances in many challenging problems including playing Atari games [2], robotics [5, 21–23], control of continuous-time systems [3, 7, 8, 24–31], and distributed control of multi-agent systems [11–13, 17].

From control theory perspective, a closely related topic to RL is adaptive control theory which studies data-driven approaches for control of unknown dynamical systems [32, 33]. If we consider some notion of optimality along with adaptivity, we end up in the RL setting where it is desired to control an unknown system adaptively and optimally. The history of RL dates back decades [34, 35] but by recent progress in ML, specifically using deep networks, the RL field is also reinvented.

In a typical RL setting, the model of the system is unknown and the aim is to learn how to react with the system to optimize the performance. There are three possible approaches to solve
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an RL problem [9]. 1- **Dynamic Programming (DP)-based solutions**: This approach relies on the principle of optimal control and the celebrated Q-learning [36] algorithm is an example of this category. 2- **Policy Gradient**: The most ambitious method of solving an RL problem is to directly optimize the performance index [37]. 3- **Model-building RL**: The idea is to estimate a model (possibly recursively) [38] and then the optimal control problem is solved for the estimated model. This concept is known as adaptive control [33] in the control community, and there is vast literature around it.

In RL setting, it is important to distinguish between systems with discrete and continuous action spaces. A system with discrete action space has a finite number of actions in each state. An example is the cartpole environment where a pole is attached by an un-actuated joint to a cart [39]. The system is controlled by applying a force of +1 or -1 to the cart. A system with continuous action space has an infinite number of possible actions in each state. Linear quadratic (LQ) control is a well studied example where continuous actions space can be considered [24,25]. The finiteness or infiniteness of the number of possible actions makes the RL formulation different for these two categories and as such it is not straightforward to use an approach for one to another directly.

In this document, we give a simple introduction to RL from control perspective and discuss three popular approaches to solve RL problems: Policy Gradient, Q-learning (as an example of Dynamic Programming-based approach) and model-building method. Our discussion covers both systems with discrete and continuous action spaces while usually the formulation is done for one of these cases. Complementary to this document is a repository called A Crash Course on RL, where one can run the policy gradient and Q-learning algorithms on the cartpole and linear quadratic problems.

### 1.1 How to use this handout?

This handout aims to acts as a simple document to explain possible approaches for RL. We do not give expressions and equations in their most exact and elegant mathematical forms. Instead, we try to focus on the main concepts so the equations and expressions may seem sloppy. If you are interested in contributing to the RL field, please consider this handout as a start and deploy exact notation in excellent RL references like [34,40].

An important part of understanding RL is the ability to translate concepts to code. In this document, we provide some sample codes (given in shaded areas) to illustrate how a concept/function is coded. Except for one example in the model-building approach on page 23 which is given in MATLAB syntax (since it uses System Identification toolbox in MATLAB), the coding language in this report is Python. The reason is that Python is currently the most popular programming language in RL. We use TensorFlow 2 (TF2) and Keras for the Machine Learning platforms. TensorFlow 2 is an end-to-end, open-source machine learning platform and Keras is the high-level API of TensorFlow 2: an approachable, highly-productive interface for solving machine learning problems, with a focus on modern deep learning. Keras empowers engineers and researchers to take full advantage of the scalability and cross-platform capabilities of TensorFlow 2. The best reference for understanding the deep learning elements in this handout is Keras API reference. We use OpenAI Gym library which is a toolkit for developing and comparing reinforcement learning algorithms [41] in Python.

The python codes provided in this document are actually parts of a repository called A Crash Course on RL

https://github.com/FarnazAdib/Crash_course_on_RL

You can run the codes either in your web browser or in a Python IDE like PyCharm.

**How to run the codes in web browser?** Jupyter notebook is a free and interactive web tool known as a computational notebook, which researchers can use to combine python code and text. One can run Jupyter notebooks (ended with *.ipynb) on Google Colab using web browser. You can run the code by following the steps below:

1. Go to
and sign in with a Google account.

2. Click “File”, and select “Upload Notebook”. If you get the webpage in Swedish, click “Arkiv” and then “Ladda upp anteckningsbok”.

3. Then, a window will pop up. Select Github, paste the following link and click search

https://github.com/FarnazAdib/Crash_course_on_RL

4. Then, a list of files with type .ipynb appears. They are Jupyter notebooks. Jupyter notebooks can have both text and code and it is possible to run the code. As an example, scroll down and open “pg_on_cartpole_notebook.ipynb”.

5. The file contains some cells with text and come cells with code. The cells which contain code have [] on the left. If you move your mouse over [], a play box appears. You can click on it to run the cell. Make sure not to miss a cell as it causes fatal errors.

6. You can continue like this and run all code cells one by one up to the end.

**How to run the codes in PyCharm?** You can follow these steps to run the code in a Python IDE (preferably PyCharm)

1. Go to

https://github.com/FarnazAdib/Crash_course_on_RL

and clone the project.

2. Open PyCharm. From PyCharm. Click File and open project. Then, navigate to the project folder.

3. Follow Preparation.ipynb notebook in “A Crash Course on RL” repository to build a virtual environment and import required libraries.

4. Run the python file (ended with .py) you want.

### 1.2 Important notes to the reader

It is important to keep in mind that, the code provided in this document is for illustration purpose; for example, how a concept/function is coded. So do not get lost in Python-related details. Try to focus on how a function is written: what are the inputs? what are the outputs? how this concept is coded? and so on.

The complete code can be found in A Crash Course on RL repository. The repository contains coding for two classical control problems. The first problem is the cartpole environment which is an example of systems with discrete action space [39]. The second problem is Linear Quadratic problem which is an example of systems with continuous action space [24, 25]. Take the Linear Quadratic problem as a simple example where you can do the mathematical derivations by some simple (but careful) hand-writing. Summaries and simple implementation of the discussed RL algorithms for the cartpole and LQ problem are given in Appendices A-B. The appendices are optional, you can skip reading them and study the code directly.

We have summarized the frequently used notations in Table 1.
| General:                                                                 |                                                                 |
|------------------------------------------------------------------------|------------------------------------------------------------------|
| 

$\left[\cdot\right]^{\dagger}$ |
| Transpose operator |

$\langle S, A, P, R, \gamma \rangle$ |
| A Markov Decision Process with state set $S$, action set $A$, transition probability set $P$, immediate reward set $R$ and discount factor $\gamma$ |

$n_s$ |
| Number of states for discrete state space or dimension of states in continuous action space |

$n_a$ |
| Number of actions for discrete action space or the dimension of action in continuous action space |

$\theta$ |
| The parameter vector to be learned |

$\pi(\theta)$ |
| Deterministic policy or probability density function of the policy (with parameter vector $\theta$) |

The subscript $t$ |
| The time step |

$s_t, a_t$ |
| The state and action at time $t$ |

$r_t = r(s_t, a_t)$ |
| The immediate reward |

$c_t = -r_t$ |
| The immediate cost |

$R(T)$ |
| Total reward in form of discounted (3), undiscounted (6) or averaged (4). |

$\tau, T$ |
| A trajectory and the trajectory length |

Policy Gradient: |

$P(\tau|\theta)$ |
| Probability of trajectory $\tau$ conditioned on $\theta$ |

$p(a_t|\theta)$ |
| evaluation of the parametric pdf $\pi_\theta$ at $a_t$ (likelihood) |

$Q$-learning: |

$V, Q$ |
| The value function and the $Q$-function |

$G$ |
| The kernel of quadratic $Q = z^{\dagger} G z$ |

vecs$(G)$ = $[g_{11}, ..., g_{1n}, g_{22}, \ldots, g_{2n}, \ldots, g_{nn}]^{\dagger}$ |
| The vectorization of the upper-triangular part of a symmetric matrix $G \in \mathbb{R}^{n \times n}$ |

vecv$(v)$ = $[v_1^2, 2v_1v_2, ..., 2v_1v_n, \ldots, v_2^2, \ldots, 2v_2v_n, ..., v_n^2]^{\dagger}$ |
| The quadratic vector of the vector $v \in \mathbb{R}^n$ |
2 What is Reinforcement Learning

Machine learning can be divided into three categories: 1- Supervised learning, 2- Unsupervised learning, and 3- Reinforcement Learning (RL). Reinforcement Learning (RL) is concerned with decision making problem. The main thing that makes RL different from supervised and unsupervised learning is that data has a dynamic nature in contrast to static data sets in supervised and unsupervised learning. The dynamic nature of data means that data is generated by a system and the new data depends on the previous actions that the system has received. The most famous definition of RL is given by Sutton and Barto [34] “Finding suitable actions to take in a given situation in order to maximize a reward”.

The idea can be best described by Fig. 1. We start a loop from the agent. The agent selects an action and applies it to the environment. As a result of this action, the environment changes and reveals a new state, a representation of its internal behavior. The environment reveals a reward which quantifies how good was the action in the given state. The agent receives the state and the reward and tries to select a better action to receive a maximum total of rewards in future. This loop continues forever or the environment reveals a final state, in which the environment will not move anymore.

As we noticed earlier, there are three main components in an RL problem: Environment, reward, and the agent. In the sequel, we introduce these terms briefly.

2.1 Environment

Environment is our dynamical system that produces data. Examples of environments are robots, linear and nonlinear dynamical systems (in control theory terminology), and games like Atari and Go. The environment receives an action as the input and generates a variable; namely state; based on its own rules. The rules govern the dynamical model and it is assumed to be unknown. An environment is usually represented by a Markov Decision Process (MDP). In the next section, we will define MDP.

2.2 Reward

Along with each state-action pair, the environment reveals a reward $r_t$. Reward is a scalar measurement that shows how good was the action at the state. In RL, we aim to maximize some notion of reward; for example, the total reward where $0 \leq \gamma \leq 1$ is the discount or forgetting factor

$$ R = \sum_{t=1}^{T} \gamma^t r_t. $$
2.3 Agent

Agent is what we code. It is the decision-making center that produces the action. The agent receives the state and the reward and produces the action based on some rules. We call such rules *policy* and the agent updates the rules to have a better one.

2.3.1 Agent’s components

An RL agent can have up to three main components. Note that the agent need not have all but at least one.

- **Policy**: The policy is the agent’s rule to select action in a given state. So, the policy is a map \( \pi : S \rightarrow A \) from the set of states \( S \) to set of actions \( A \). Though not conceptually correct, it is common to use the terms “Agent” and “Policy” interchangeably.

- **Value function**: The value function quantifies the performance of the given policy. It quantifies the expected total reward if we start in a state and always act according to policy.

- **Model**: The agent’s interpretation of the environment.

2.3.2 Categorizing RL agent

There are many ways to categorize an RL agent, like model-free and model-based, online or offline agents, and so on. One possible approach is to categorize RL agents based on the main components that the RL agent is built upon. Then, we will have the following classification

- Policy gradient.
- Dynamic Programming (DP)-based solutions.
- Model building.

Policy gradient approaches are built upon defining a policy for the agent, DP-based solutions require estimating value functions and model-building approaches try to estimate a model of the environment. This is a coarse classification of approaches; indeed by combining different features of the approaches, we get many useful variations which we do not discuss in this handout.

All aforementioned approaches reduce to some sort of function approximation from data obtained from the dynamical systems. In policy gradient, we fit a function to the policy; i.e. we consider policy as a function of state \( \pi = \text{network(state)} \). In DP-based approach, we fit a model to the value function to characterize the cost-to-go. In the model-building approach, we fit a model to the state transition of the environment.

As you can see, in all approaches, there is a modeling assumption. The thing which makes one approach different from another is “where” to put the modeling assumption: policy, value function or dynamical system. The reader should not be confused by the term “model-free” and think that no model is built in RL. The term “model-free” in RL community is simply used to describe the situation where *no model of the dynamical system is built*.

3 Markov Decision Process

A Markov decision process (MDP) provides a mathematical framework for modeling decision making problems. MDPs are commonly used to describe dynamical systems and represent environment in the RL framework. An MDP is a tuple \( < S, A, P, R, \gamma > \)

- **\( S \)**: The set of states.
- **\( A \)**: The set of actions.
• \( \mathcal{P} \): The set of transition probability.
• \( \mathcal{R} \): The set of immediate rewards associated with the state-action pairs.
• \( 0 \leq \gamma \leq 1 \): Discount factor.

3.1 States

It is difficult to define the concept of state but we can say that a state describes the internal status of the MDP. Let \( S \) represent the set of states. If the MDP has a finite number of states, \(|S| = n_s\) denotes the number of states. Otherwise, if the MDP has a continuous action space, \( n_s \) denote the dimension of the state vector.

In RL, it is common to define a Boolean variable \( done \) for each state \( s \) visited in the MDP

\[
done(s) = \begin{cases} 
  \text{True}, & \text{if } s \text{ is the final state or the MDP needs to be restarted after } s \\
  \text{False}, & \text{Otherwise.}
\end{cases}
\]

This variable is True only if the state is a final state in the MDP: if the MDP goes to this state, the MDP stays there forever or the MDP needs to be restarted. The variable \( done \) is False otherwise. Defining \( done \) comes handy in developing RL algorithms.

3.2 Actions

Actions are possible choices in each state. If there is no choice at all to make, then we have a Markov Process. Let \( \mathcal{A} \) represent the set of actions. If the MDP has a finite number of actions, \(|\mathcal{A}| = n_a\) denotes the number of actions. Otherwise, if the MDP has a continuous action space, \( n_a \) denotes the dimension of the actions. In RL, it is crucial to distinguish between MDPs with discrete or continuous action spaces as the methodology to solve will be different.

3.3 Transition probability

The transition probability describes the dynamics of the MDP. It shows the transition probability from all states \( s \) to all successor states \( s' \) for each action \( a \). \( \mathcal{P} \) is the set of transition probability with \( n_a \) matrices each of dimension \( n_s \times n_s \) where the \( s, s' \) entry reads

\[
[P^a]_{ss'} = p[s_{t+1} = s' | s_t = s, a_t = a].
\]

One can verify that the row sum is equal to one.

3.4 Reward

The immediate reward or reward in short is measure of goodness of action \( a_t \) at state \( s_t \) and it is represented by

\[
r_t = \mathbb{E}[r(s_t, a_t)]
\]

where \( t \) is the time index and the expectation is calculated over the possible rewards. \( \mathcal{R} \) represent the set of immediate rewards associated with all state-action pairs. In the sequel, we give an example where \( r(s_t, a_t) \) is stochastic but throughout this handout, we assume that the immediate reward is deterministic and no expectation is involved in (2).

The total reward is defined as

\[
R(T) = \sum_{t=1}^{T} \gamma^t r_t,
\]

where \( \gamma \) is the discount factor which will be introduced shortly.
3.5 Discount factor

The discount factor $0 \leq \gamma \leq 1$ quantifies how much we care about the immediate rewards and future rewards. We have two extreme cases where $\gamma \to 0$ and $\gamma \to 1$.

- $\gamma \to 0$: We only care about the current reward not what we’ll receive in future.
- $\gamma \to 1$: We care all rewards equally.

The discounting factor might be given or we might select it ourselves in the RL problem. Usually, we consider $0 < \gamma < 1$ and more closely to one. We can select $\gamma = 1$ in two cases. 1) There exists an absorbing state in the MDP such that if the MDP is in the absorbing state, it will never move from it. 2) We care about the average cost; i.e. the average of energy consumed in a robotic system. In that case, we can define the average cost as

$$R(T) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} r_t.$$  \hspace{1cm} (4)

**Example 3.1** Consider the MDP in Fig. 2. This MDP has three states $\mathcal{S} = \{s_0, s_1, s_2\}$ and two actions $\mathcal{A} = \{a_0, a_1\}$. The rewards for some of the transitions are shown by orange arrows. For example, if we start at state $s_1$ and take action $a_0$, we will end up at one of the following cases

- With probability 0.1, the reward is $-1$ and the next state is $s_1$.
- With probability 0.7, the reward is $+5$ and the next state is $s_0$.
- With probability 0.2, the reward is $+5$ and the next state is $s_2$

As a result, the reward for state $s_1$ and action $a_0$ reads

$$E[r(s_1, a_0)] = 0.1 \times (-1) + 0.7 \times (5) + 0.2 \times (5) = 4.4.$$  

The transition probability matrices are given by

$$\mathcal{P}^{a_0} = \begin{bmatrix} 0.5 & 0 & 0.5 \\ 0.7 & 0.1 & 0.2 \\ 0.4 & 0 & 0.6 \end{bmatrix}, \quad \mathcal{P}^{a_1} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0.95 & 0.05 \\ 0.3 & 0.3 & 0.4 \end{bmatrix}.$$  

Observe that the sum of each row in $\mathcal{P}^{a_0}, \mathcal{P}^{a_1}$ equals to one.
3.6 Revisiting the agents component again

Now that we have defined MDP, we can revisit the agents components and define them better. As we mentioned an RL agent can have up to three main components.

- **Policy**: The policy is the agent’s rule to select action in a given state. So, the policy is a map \( \pi : S \rightarrow A \). We can have Deterministic policy \( a = \pi(s) \) or stochastic policy defined by a pdf \( \pi(a|s) = P[a_t = a|s_t = s] \).

- **Value function**: The value function quantifies the performance of the given policy in the states \( V(s) = \mathbb{E}[r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + ... | s_t = s] \).

- **Model**: The agent’s interpretation of the environment \( [P^a]_{s,s'} \) which might be different from the true value.

We categorize possible approaches to solve an RL problem based on the main component on which the agent is built upon. We start with the policy gradient approach in the next section which relies on building/estimating policy.

4 Policy Gradient

The most ambitious method of solving an RL problem is to directly learn the policy from optimizing the total reward. We do not build a model of environment and we do not appeal to the Bellman equation. Indeed our modeling assumption is in considering a parametric probability density function for the policy and we aim to learn the parameter to maximize the expected total reward

\[
J = \mathbb{E}_{\tau \sim \pi_\theta}[R(T)]
\]

where

- \( \pi_\theta \) is the probability density function (pdf) of the policy and \( \theta \) is the parameter vector.
- \( \tau \) is a trajectory obtained from sampling the policy and it is given by
  \[
  \tau = (s_1, a_1, r_1, s_2, a_2, r_2, s_3, ..., s_{T+1})
  \]
  where \( s_t, a_t, r_t \) are the state, action, reward at time \( t \) and \( T \) is the trajectory length. \( \tau \sim \pi_\theta \) means that trajectory \( \tau \) is generated by sampling actions from the pdf \( \pi_\theta \).
- \( R(T) \) is undiscounted finite-time total reward
  \[
  R(T) = \sum_{t=1}^{T} r_t.
  \]
- Expectation is defined over the probability of the trajectory

We would like to directly optimize the probability of the policy by a gradient approach. So, we aim to obtain the gradient of \( J \) with respect to parameter \( \theta \)

\[
\nabla_\theta J.
\]
The algorithms that optimize the policy in this way are called Policy Gradient (PG) algorithms. The log-derivative trick helps us to obtain the policy gradient $\nabla_\theta J$. The trick depends on the simple math rule $\nabla_p \log p = \frac{1}{p}$. Assume that $p$ is a function of $\theta$. Then, using chain rule, we have

$$\nabla_\theta \log p = \nabla_p \log p \nabla_\theta p = \frac{1}{p} \nabla_\theta p.$$ 

Rearranging the above equation

$$\nabla_\theta p = p \nabla_\theta \log p. \tag{7}$$

Equation (7) is called the log-derivative trick and helps us to get rid of dynamics in PG. You will see an application of (7) in Subsection 4.3.

In the sequel, we define the main components in PG.

### 4.1 Defining probability density function for the policy

In PG, we consider the class of stochastic policies. One may ask why do we consider stochastic policies when we know that the optimal policy for MDP is deterministic [9,42]? The reason is that in PG, no value function and no model of the dynamics are built. The only way to evaluate a policy is to deviate from it and see the total reward. So, the burden of the optimization is shifted onto sampling the policy: By perturbing the policy and observing the result, we can improve policy parameters. If we consider a deterministic policy in PG, the agent gets trapped in a local minimum. The reason is that the agent has “no” way of examining other possible actions and furthermore, there is no value function to show how “good” the current policy is. Considering a stochastic policy is essential in PG.

As a result, our modeling assumption in PG is in considering a probability density function (pdf) for the policy. As we can see in Fig. 3 the pdf is defined differently for discrete and continuous random variables. For discrete random variables, the pdf is given as probability for all possible outcomes while for continuous random variables it is given as a function. This tiny technical point makes coding completely different for the discrete and continuous action space cases. So we treat discrete and continuous action spaces differently in the sequel.

![Pdf for discrete and continuous random variables](https://towardsdatascience.com/probability-distributions-discrete-and-continuous-7a94ede66dc0)

**Figure 3**: Pdf for discrete and continuous random variables. Photo Credit: @ https://towardsdatascience.com/probability-distributions-discrete-and-continuous-7a94ede66dc0

#### 4.1.1 Discrete action space

As we said earlier, our modeling assumption in PG is in considering a parametric pdf for the policy. We represent the pdf with $\pi_\theta$ where $\theta$ is the parameter. The pdf $\pi_\theta$ maps from the state to the probability of each action. So, if there are $n_a$ actions, the policy network has $n_a$ outputs, each representing the probability of an action. Note that the outputs should sum to 1.
An example of network is shown in Fig. 4. The network generates the pdf for three possible actions by taking state as the input. In this figure, $p_1$ is the probability associated with action $a_1$, $p_2$ associated with action $a_2$ and $p_3$ is associated with action $a_3$. Note that it should hold $p_1 + p_2 + p_3 = 1$.

Generating pdf and sampling an action in discrete action space case
Let $\pi_\theta$ be generated by the function network(state)

```python
network = keras.Sequential([
    keras.layers.Dense(30, input_dim=n_s, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(n_a, activation='softmax')
])
```

In the above code, the network is built and the parameters of the network (which are biases and weights) are initialized. The network takes state of dimension $n_s$ as the input and uses it in a fully connected layer with 30 neurons, with the activation function as relu, followed by another layer with 30 neurons and again with the activation function as relu. Then, we have the last layer which has $n_a$ number of outputs and we select the activation function as softmax as we want to have the sum of probability equal to one.
To draw a sample $a \sim \pi_\theta$, first we feed the state to the network to produce the pdf $\pi_\theta$ and then, we select an action according to the pdf. This can be done by the following lines of code

```python
softmax_out = network(state)
a = np.random.choice(n_a, p=softmax_out.numpy()[0])
```

4.1.2 Continuous action space
When the action space is continuous, we select the pdf $\pi_\theta$ as a diagonal Gaussian distribution $\pi_\theta = \mathcal{N}(\mu_\theta, \Sigma)$, where the mean is parametric and the covariance is selected as $\Sigma = \sigma^2 I_{n_a}$, with $\sigma > 0$ as a design parameter.
\[ \pi_\theta = \frac{1}{\sqrt{(2\pi\sigma^2)^n}} \exp\left[-\frac{1}{2\sigma^2}(a - \mu_\theta(s))^\top(a - \mu_\theta(s))\right]. \]

As a result, our modeling assumption is in the mean of the pdf, the part that builds our policy \( \mu_\theta \). The actions are then sampled from the pdf \( \pi_\theta = \mathcal{N}(\mu_\theta, \Sigma) \). For example, a linear policy can be represented by \( \mu_\theta = \theta s \) where \( \theta \) is the linear gain and the actions are sampled from \( \mathcal{N}(\theta s, \sigma^2 I_{n_a}) \).

**Sampling an action in continuous action space**

Let \( \mu_\theta \) be generated by the function \( \text{network}(\text{state}) \). That is \( \mu_\theta(s) = \text{network}(\text{state}) \) takes the state variable as the input and has vector parameter \( \theta \). To draw a sample \( a \sim \mathcal{N}(\mu_\theta, \sigma I_{n_a}) \), we do the following:

\[
\begin{align*}
  a &= \text{network(state)} + \text{sigma} \times \text{np.random.randn(n_a)}
\end{align*}
\]

### 4.2 Defining the probability of trajectory

We defined a parametric pdf for the policy in the previous subsection. The next step is to sample actions from the pdf and generate a trajectory. \( \tau \sim \pi_\theta \) means that a trajectory of the environment is generated by sampling action from \( \pi_\theta \). Let \( s_1 \) denote the initial state of the environment. The procedure is as follows.

1. We sample the action \( a_1 \) from the pdf; i.e. \( a_1 \sim \pi_\theta \). We derive the environment using \( a_1 \). The environment reveals the reward \( r_1 \) and transits to a new state \( s_2 \).
2. We sample the action \( a_2 \) from the pdf; i.e. \( a_2 \sim \pi_\theta \). We derive the environment using \( a_2 \). The environment reveals the reward \( r_2 \) and transits to a new state \( s_3 \).
3. We repeat step 2 for \( T \) times and in the end, we get a trajectory

\[
\tau = (s_1, a_1, r_1, s_2, a_2, r_2, s_3, \ldots, s\_T+1).
\]

The probability of the trajectory \( \tau \) is defined as follows

\[
P(\tau|\theta) = \prod_{t=1}^{T} p(s_{t+1}|s_t, a_t)p(a_t|\theta). \tag{8}
\]

in which

- \( p(s_{t+1}|s_t, a_t) \) represents the dynamics of the environment; it defines the next state \( s_{t+1} \) given the current state \( s_t \) and the current action \( a_t \). Note that in RL we do NOT know \( p(s_{t+1}|s_t, a_t) \). You will see later that \( p(s_{t+1}|s_t, a_t) \) is not needed in the computation.

- \( p(a_t|\theta) \) is the likelihood function and it is obtained by evaluating the pdf \( \pi_\theta \) at \( a_t \). In the sequel, we will see how \( p(a_t|\theta) \) is defined in discrete and continuous action spaces.

#### 4.2.1 Discrete action space

If the action space is discrete, \( \text{network}(\text{state}) \) denotes the probability density function \( \pi_\theta \). It is a vector with however many entries as there are actions, and the actions are the indices for the vector. So, \( p(a_t|\theta) \) is obtained by indexing into the output vector \( \text{network}(\text{state}) \).
4.2.2 Continuous action space

Let the action space be continuous and assume that the dimension is \( n_a \), we consider a multi-variate Gaussian with mean \( \mu_\theta(s) = \text{network}(state) \). Then, \( p(a_t|\theta) \) is given by

\[
p(a_t|\theta) = \frac{1}{\sqrt{(2\pi\sigma^2)^{n_a}}} \exp\left[-\frac{1}{2\sigma^2}(a_t - \mu_\theta(s_t))^t(a_t - \mu_\theta(s_t))\right].
\]

(9)

4.3 Computing the gradient \( \nabla_\theta J \)

The final step in PG which results in learning the parameter vector is to compute the gradient of \( J \) in (5)-(6) with respect to the parameter vector \( \theta \); that is \( \nabla_\theta J \). We already have all components to compute this term. First, we need to do a little math here

\[
\nabla_\theta J = \nabla_\theta \mathbb{E}[R(T)]
\]

\[
= \nabla_\theta \int_{\tau} P(\tau|\theta)R(T) \quad \text{replacing the expectation with the integral,}
\]

\[
= \int_{\tau} \nabla_\theta P(\tau|\theta)R(T) \quad \text{bringing the derivative inside,}
\]

\[
= \int_{\tau} P(\tau|\theta) \nabla_\theta \log P(\tau|\theta)R(T) \quad \text{using log-derivative trick (7),}
\]

\[
= \mathbb{E}[\nabla_\theta \log P(\tau|\theta)R(T)] \quad \text{replacing the integral with the expectation.}
\]

(10)

In (10), \( P(\tau|\theta) \) is the probability of the trajectory defined in (7). \( \nabla_\theta \log P(\tau|\theta) \) reads

\[
\nabla_\theta \log P(\tau|\theta) = \nabla_\theta \sum_{t=1}^{T} \log p(s_{t+1}|s_t, a_t) + \nabla_\theta \sum_{t=1}^{T} \log p(a_t|\theta)
\]

\[
= \sum_{t=1}^{T} \nabla_\theta \log p(a_t|\theta).
\]

(11)

The first summation in (11) contains the dynamics of the system \( \log p(s_{t+1}|s_t, a_t) \) but since it is independent of \( \theta \), it disappears while taking gradient. \( p(a_t|\theta) \) is the likelihood function defined in subsection 4.2 for continuous (see (9)) and discrete action spaces. By substituting (11) in (10) \( \nabla_\theta J \) reads

\[
\nabla_\theta J = \mathbb{E}[R(T) \sum_{t=1}^{T} \nabla_\theta \log p(a_t|\theta)].
\]

(12)

This is the main equation in PG. One can replace the expectation with averaging or simply drop the expectation operator.

4.3.1 Discrete action space

Computing (12) in the discrete action space case is quite simple because we can use a pre-built cost function in Machine learning libraries. To see this point note that \( J \) (without the gradient)

\[
J = \sum_{t=1}^{T} R(t) \log p(a_t|\theta)
\]

(13)
is in the form of the weighted cross entropy cost (wcec) function which is used and optimized in the classification task

\[ J_{wcec} = -\frac{1}{M} \sum_{m=1}^{M} \sum_{c=1}^{C} w_c \times y_m^c \times \log(h_\theta(x_m, c)) \]  

(14)

where

- \( C \): number of classes,
- \( M \): number of training data,
- \( w_c \): is the weight of class \( c \),
- \( x_m \): input for training example \( m \),
- \( y_m^c \): target label for \( x_m \) for class \( c \),
- \( h_\theta \): neural network producing probability with parameters \( \theta \).

At the first glance, it might seem difficult to recast the performance index (13) to the weighted cross entropy cost function in (14). But a closer look will verify that it is indeed possible. We aim to maximize (13) in PG while in the classification task, the aim is to minimize the weighted cross entropy cost in (14). This resolves the minus sign in (14). \( n_a \) actions are analogous to \( C \) categories and the trajectory length \( T \) in (13) is analogous to the number of data \( M \) in (14). \( R(T) \) is the weight of class \( c \); i.e. \( w_c \). \( x_m \) is analogous to the state \( s_t \). \( y_m^c \) is the target label for training example \( m \) for class \( c \),

\[ y_m^c = \begin{cases} 1 & \text{if } c \text{ is the correct class for } x_m, \\ 0 & \text{otherwise.} \end{cases} \]

In (13), the target label is defined similarly and hides the summation over actions. That is, we label data in the following sense. Assume that at state \( s_t \), the action \( a_t \) is sampled from the pdf. Then, the target label for state \( s_t \) and action \( a \) is defined as follows:

\[ y_t^a = \begin{cases} 1 & \text{if } a = a_t, \\ 0 & \text{otherwise.} \end{cases} \]

Finally \( h_\theta(x_m, k) \) is analogous to the probability of the selected action \( a_t \) which can be obtained from the output of the network for the state \( s_t \).

In summary, we can optimize \( J \) in (13) in a similar way that the cost function in the classification task is minimized. To do so, we need to recast our problem to a classification task, meaning that our network should produce probability in the last layer, we need to label data, and define the cost to be optimized as the weighted cross entropy.

**Learning parameter in discrete action space case**

Let network(state) represent the parametric pdf of the policy in the discrete action space case. We define a cross entropy loss function for the network

```python
network.compile(loss='categorical_crossentropy')
```

Now, we have configured the network and all we need to do is to pass data to our network in the learning loop. To cast (12) to the cost function in the classification task, we need to define the true probability for the selected action. In other words, we need to label data. For example, if we have three different actions and the second action is sampled, the true probability or the labeled data is \([0, 1, 0]\). The following line of the code, produces labeled data based on the selected action.
target_action = tf.keras.utils.to_categorical(action, n_a)

Now, we compute the loss of the network by giving the state, the target_action, and weighting \( R(T) \). The network(state) gets the state as the input and creates the probability density functions in the output. The true probability density function is defined by target_action and it is weighted by \( R_T \). That is it!

\[
\text{loss} = \text{network.train_on_batch(state, target_action, sample_weight=R_T)}
\]

4.3.2 Continuous action space

Remember that for continuous action space, we have chosen a multi-variate Gaussian distribution for the pdf, see subsections 4.1.2 and 4.2.2. Based on (9), we have

\[
\nabla_{\theta} \log p(a_t|\theta) = \frac{1}{\sigma^2} \frac{d\mu_\theta(s_t)}{d\theta} (a_t - \mu_\theta(s_t)).
\]  

(15)

To evaluate the gradient, we sample \( D \) trajectories and replace the expectation with the average of \( |D| \) trajectories. Then, using (15) \( \nabla_{\theta} J \) in (12) reads

\[
\nabla_{\theta} J = \frac{1}{\sigma^2 |D|} \sum_{\tau \in D} \sum_{t=1}^T (a_t - \mu_\theta(s_t)) \frac{d\mu_\theta(s_t)}{d\theta} R(T).
\]

(16)

For example, if we consider a linear policy \( \mu_\theta(s_t) = \theta s_t \), (16) is simplified to

\[
\nabla_{\theta} J = \frac{1}{\sigma^2 |D|} \sum_{\tau \in D} \sum_{t=1}^T (a_t - \theta s_t) s_t^\top R(T).
\]

(17)

Then, we can improve the policy parameter \( \theta \) by a gradient approach.

4.4 PG as an Algorithm

First, we build/consider a parametric pdf \( \pi_\theta(s) \), see subsection 4.1. Then, we iteratively update the parameter \( \theta \). In each iteration of the algorithm, we do the following

1. We sample a trajectory from the environment to collect data for PG by following these steps:
   
   (a) We initialize empty histories for \( \text{states=}[] \), \( \text{actions=}[] \), \( \text{rewards=}[] \).
   (b) We observe the state \( s \) and sample action \( a \) from the policy pdf \( \pi_\theta(s) \). See subsection 4.1.
   (c) We derive the environment using \( a \) and observe the reward \( r \).
   (d) We add \( s, a, r \) to the history batch \( \text{states}, \text{actions}, \text{rewards} \).
   (e) We continue from 1.(b) until the episode ends.

2. We improve the policy by following these steps:
   
   (a) We calculate the total reward (6).
   (b) We optimize the parameters policy. See subsection 4.3.
4.5 Improving PG

While PG is an elegant algorithm, it does not always produce good (or any) result. There are many approaches that one can use to improve the performance of PG. The first approach is to consider “reward-to-go”

\[ R_T(t) = \sum_{k=t}^{T} r_k. \]  

(18)

Instead of total reward (6). The reason is that the rewards obtained before time \( t \) is not relevant to the state and action at time \( t \). The gradient then reads

\[ \nabla_\theta J = E_{\tau \sim \pi_\theta} [\sum_{t=1}^{T} R_T(t) \nabla_\theta \log p(a_t|\theta)]. \]  

(19)

Another possible approach is to subtract a baseline \( b \) from the total cost (6) or the cost-to-go. The gradient then reads

\[ \nabla_\theta J = E_{\tau \sim \pi_\theta} [\sum_{t=1}^{T} (R_T(t) - b) \nabla_\theta \log p(a_t|\theta)]. \]  

(20)

The justification is that if we subtract a constant from the objective function in an optimization problem, the minimizing argument does not change. Subtracting baseline in PG acts as a standardization of the optimal problem and can accelerate computation. See [10] for possible choices for the baseline function.

There are other possible approaches in the literature to improve PG that we have not discussed here. Note that not all of these methods improve the performance of PG for a specific problem and one should carefully study the effect of these approaches and select the one which works.

5 Q learning

Another possible approach to solve an RL problem is to use Dynamic Programming (DP) and assert to Bellman’s principle of optimality. Such approaches are called Dynamic-Programming based solutions. The most popular DP approach is Q learning which relies on the definition of quality function. Note that in Q learning, we parameterize the quality function and the policy is defined by maximizing (or minimizing depending on whether you consider reward or cost) the Q-function. In Q learning our modeling assumption is in considering a parametric structure for the Q function.

5.1 Q function

The Q function is equal to the expected reward for taking an arbitrary action \( a \) and then following the policy \( \pi \). In this sense, the Q function quantifies the performance of a policy in each state-action pair

\[ Q(s, a) = r(s, a) + \gamma E[Q(s', \pi(s'))] \]  

(21)

where the policy \( \pi \) is the action maximizes the expected reward starting in \( s \)

\[ \pi = \arg \max_a Q(s, a). \]  

(22)

If we prefer to work with cost \( c(s, a) = -r(s, a) \), we can replace \( r(s, a) \) with \( c(s, a) \) in (21) and define the policy as \( \pi = \arg \min_a Q(s, a) \).
An important observation is that (21) is actually a Bellman equation: The quality function (21) of the current state-action pair \((s, a)\) is the immediate reward plus the quality of the next state-action pair \((s', \pi(s'))\).

Finding the policy in (22) needs further consideration. To find the policy in each action, we need to solve an optimization problem; i.e. select the action \(a\) to maximize \(Q\). Since we have two possible scenarios where the action space can be discrete or continuous, we need to define the \(Q\) function for each case properly so that it is possible to optimize the \(Q\) function without appealing to advanced optimization techniques. From here on, we treat discrete and continuous action spaces differently.

5.1.1 Discrete action space

When there is a finite number of \(n_a\) actions, we consider a network which takes the state \(s\) as the input and generates \(n_a\) outputs. Each output is \(Q(s, a)\) for all \(a \in A\) and \(Q(s, a)\) is obtained by indexing into the output vector network(state). The policy \(\pi\) is the index which the output of the network is maximized.

For example, consider the network in Fig. 5. This network takes the state \(s\) as the input and generates \(Q(s, a)\) for all possible actions \(a \in \{a_1, a_2, a_3\}\). The policy for the state \(s\) in this example is the index which the output of the network is maximized; i.e. \(a_2\).

**Defining \(Q\) function and policy in discrete action space case** we consider a network which takes the state as the input and generates \(n_a\) outputs.

```python
network = keras.Sequential([
    keras.layers.Dense(30, input_dim=n_s, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(n_a)])
```

In the above code, we build the network. The network takes a state of dimension \(n_s\) as the input and uses it in a fully connected layer with 30 neurons, with the activation function as relu, followed by two layers each with 30 neurons and with the activation function as relu. Then, we have the last
layer which has \( n_a \) number of outputs. The parameters in the networks are biases and weights in the layers.

Using the network which we just defined, we can define the policy as the argument that maximizes the \( Q \) function

\[
policy = \text{np.argmax} \left( \text{network} \left( \text{state} \right) \right)
\]

5.1.2 Continuous action space

When the action space is continuous, we cannot follow the same lines as the discrete action space case because simply we have an infinite number of actions. In this case, the \( Q \) function is built by a network which takes the state \( s \) and action \( a \) as the input and generates a single value \( Q(s, a) \) as the output. The policy in each state \( s \) is given by \( \arg_a \max Q(s, a) \). Since we are not interested (neither possible nor making sense) in solving an optimization problem in each state, we select a structure for the \( Q \) function such that the optimization problem is carried out analytically. One possible structure for the \( Q \) function is quadratic which is commonly used in linear quadratic control problem \[24\]

\[
Q(s, a) = \begin{bmatrix} s^\dagger & a^\dagger \end{bmatrix} \begin{bmatrix} g_{ss} & g_{sa} \\ g_{sa}^\dagger & g_{aa} \end{bmatrix} \begin{bmatrix} s \\ a \end{bmatrix} = z^\dagger G z \tag{23}
\]

where \( z = \begin{bmatrix} s^\dagger & a^\dagger \end{bmatrix} \) and \( G = \begin{bmatrix} g_{ss} & g_{sa} \\ g_{sa}^\dagger & g_{aa} \end{bmatrix} \). The policy \( \pi \) is obtained by mathematical maximization of the function \( Q(s, a) \) with respect to \( a \)

\[
\pi(s) = -g_{aa}^{-1} g_{sa}^\dagger s. \tag{24}
\]

5.2 Temporal difference learning

As the name implies, in a \( Q \)-learning algorithm, we build a (possibly deep) network and learn the \( Q \)-function. In the discrete action space case, the network takes the state \( s \) as the input and generates \( Q(s, a) \) for all \( a \in \mathcal{A} \), see subsection 5.1.1. In the continuous action space, the network takes the state \( a \) and action \( a \) and generates \( Q(s, a) \), see subsection 5.1.2. If this network represents the true \( Q \)-function, then it satisfies the Bellman equation in (21). Before learning, however, the network does not represent the true \( Q \) function. As a result, the Bellman equation (21) is not satisfied and there is a temporal difference error \( e \)

\[
e = r(s, a) + \gamma \mathbb{E}[Q(s', \pi(s'))] - Q(s, a). \tag{25}
\]

We learn the parameters in the network \( Q \) to minimize the mean squared error (mse)

\[
\frac{1}{2} \sum_{t=1}^{T} e_t^2.
\]

In the sequel, we show how to minimize the mean squared error in discrete and continuous action space cases.
5.2.1 Discrete action space

Temporal difference learning in discrete action space case To learn the parameters in the network, we define an mse cost for the network

```
network.compile(loss='mean_squared_error')
```

After configuring the network, the last step is to feed the network with `states`, `actions`, `rewards`, `next_states`, and `dones` and update the parameters of the network. Note that `dones` is an array of Booleans with the same length as `states`. The ith element in `dones` is True if the ith state in `states` is the last state in the episode (showing that the episode is ended) and False otherwise.

```python
eps_length = len(states)
states = np.vstack(states)
q_target = network(states).numpy
for i in range(eps_length):
    if dones[i]:
        q_target[i, actions[i]] = rewards[i]
    else:
        q_target[i, actions[i]] = rewards[i] + Gamma * tf.math.reduce_max(network(next_states[i])).numpy()
loss = network.train_on_batch(states, q_target)
```

We feed the network with `states`. If the network correctly represents the $Q$ function, the output of the network would be the same as `q_target`. Usually it is not the case and there is an error (which is temporal difference error defined in (25)). As we have defined an mse cost function for the network, the parameters of the network is updated to minimize the mse error in the last line of the code.

5.2.2 Continuous action space

For a quadratic $Q = z^\dagger G z$ function, the matrix $G$ is learned by Least Square Temporal Difference learning (LSTD) [43]

\[ vecs(G) = \left( \frac{1}{T} \sum_{t=1}^{T} \Psi_t (\Psi_t - \gamma \Psi_{t+1}) \right)^{\dagger} \left( \frac{1}{T} \sum_{t=1}^{T} \Psi_t r_t \right), \]

(26)

where $\Psi_t = vecv(z_t)$, $z_t = [s_t^\dagger a_t^\dagger]^\dagger$, see Table 1 for the notations `vecs`, `vecv`.

5.3 How to select action $a$? Exploration vs. Exploitation

You have probably heard about exploration vs. exploitation. This concept is best described by this example. Suppose that you want to go to a restaurant in town. Exploration means that you select a random restaurant that you have not tried before. Exploitation means that you go to your favorite one. The good point with exploitation is that you like what you’ll eat and the good point with exploration is that you might find something that you like more than your favorite.

The same thing happens in RL. If the agent only sticks to exploitation, it can never improve its policy and it will get stuck in a local optimum forever. On the other hand, if the agent only explores, it never uses what it has learned and only tries random things. It is important to balance the levels of exploration and exploitation. The simplest way of selecting $a$ to have both exploration and exploitation is described here for discrete and continuous action space.

5.3.1 Discrete action space

When there is a finite number of actions, the action $a$ is selected as follows. We set a level $0 < \epsilon < 1$ (for example $\epsilon = 0.1$) and we select a random number $r \sim [0, 1]$. If $r < \epsilon$, we explore by selecting a
random action otherwise, we follow the policy by maximizing the $Q$ function

$$a = \begin{cases} 
\text{random action} & \text{if } r < \epsilon, \\
\arg \max_a Q(s,a) & \text{Otherwise.}
\end{cases}$$

### Selecting action $a$ in discrete action space case

The following lines generate action $a$ with the exploration rate epsilon

```python
if np.random.random() <= epsilon:
    selected_action = env.action_space.sample()
else:
    selected_action = np.argmax(network(state))
```

where epsilon $\in [0, 1]$. Note that smaller epsilon, less exploration. In the above lines, we generate a random number and if this number is less than epsilon, we select a random action; otherwise, we select the action according to the policy.

### 5.3.2 Continuous action space

When the action space is continuous, the action $a$ is selected as the optimal policy plus some randomness. Let $r \sim \mathcal{N}(0, \sigma^2)$

$$a = \arg \max_a Q(s,a) + r. \quad (27)$$

### Selecting action $a$ in continuous action space case

When the $Q$ function is quadratic as (23) and the policy is given by (22), a random action $a$ is selected as

$$a = -g_{aa}^{-1} \cdot g_{sa}.T \cdot state + stddev \cdot \text{np.random.randn(n_a)}$$

Note that smaller stddev, less exploration. (The symbol @ represent matrix multiplication.)

### 5.4 $Q$-learning as an algorithm

First, we build/select a network to represent $Q(s,a)$. See Subsection 5.1. Then, we iteratively improve the network. In each iteration of the algorithm, we do the following:

1. We sample a trajectory from the environment to collect data for $Q$-learning by following these steps:
   (a) We initialize empty histories for $states=[], actions=[], rewards=[], next\_states=[], dones=[]$.
   (b) We observe the state $s$ and select the action $a$ according to Subsection 5.3.
   (c) We derive the environment using $a$ and observe the reward $r$ and the next state $s'$, and the Boolean $done$ (which is ‘True’ if the episode has ended and ‘False’ otherwise).
   (d) We add $s, a, r, s', done$ to the history batch $states, actions, rewards, next\_states, dones$.
   (e) We continue from 1.(b). until the episode ends.

2. We use $states, actions, rewards, next\_states, dones$ to optimize the parameters of the network, see Subsection 5.2.
5.5 Improving Q-learning: Replay Q-learning

We can improve the performance of Q-learning by some simple adjustments. The approach is called replay Q-learning and it has two additional components in comparison with the Q-learning.

**Memory:** We build a memory to save data points through time. Each data point contains state $s$, action $a$, reward $r$, next_state $s'$, and the Boolean $done$ which shows if the episode ended. We save all the data sequentially. When the memory is full, the oldest data is discarded and the new data is added.

**Replay:** For learning, instead of using the data from the latest episode, we sample the memory batch. This way we have more diverse and independent data to learn and it helps us to learn better.

5.6 Replay Q-learning as an algorithm

First, we build a network to represent $Q(s,a)$, see Subsection 5.2 and initiate an empty memory. Then, we iteratively improve the network. In each iteration of the algorithm, we do the following:

1. We sample a trajectory from the environment to collect data for replay Q-learning by following these steps:
   (a) We observe the state $s$ and select the action $a$ according to Subsection 5.3.
   (b) We derive the environment using $a$, observe the reward $r$, the next state $s'$ and the Boolean $done$.
   (c) We add $s$, $a$, $r$, $s'$, $done$ to memory.
   (d) We continue from 1.(a). until the episode ends.

2. We improve the $Q$ network
   (a) We sample a batch from memory. Let $states$, $actions$, $rewards$, $next\_states$, $dones$ denote the sampled batch.
   (b) We supply $states$, $actions$, $rewards$, $next\_states$, $dones$ to the network and optimize the parameters of the network. See Subsection 5.2. One can see the difference between experience replay Q-learning and Q-learning here: In the experience replay Q learning $states$, $actions$, $rewards$, $next\_states$, $dones$ are sampled from the memory but in the Q learning, they are related to the latest episode.

6 Model Building, System Identification and Adaptive Control

6.1 Reinforcement Learning vs Traditional Approaches in Control Theory: Adaptive Control

*Reinforcement Learning, RL, is about invoking actions (control) on the environment (the system) and taking advantage of observations of the response to the actions to form better and better actions on the environment.* See Fig. 1.

The same words can also be used to define *adaptive control* in standard control theory. But then typically another route is taken:

1. See the environment or system as a mapping from measurable inputs $u$ to measurable outputs $y$.

2. Build a mathematical model of the system (from $u$ to $y$) by some system identification technique. The procedure could be progressing in time, so that at each time step $t$ a model $\theta(t)$ is available.

3. Decide upon a desired goal for the control of system, like that the output should follow a given reference signal (that could be a constant)
4. Find a good control strategy for the goal, in case the system is described by the model $\theta^*$:

$$u(t) = h(\theta^*, y')$$

where $y'$ denotes all outputs up to time $t$.

5. Use the control policy $\pi : u(t) = h(\theta(t), y')$

See Fig. 6.

### 6.2 System Identification

System identification is about building mathematical models of systems, based on observed inputs and outputs. It has three main ingredients:

- The observed data $Z^t = \{y(t), y(t-1), \ldots, y(1), u(t-1), u(t-2), \ldots, y(t-N), u(t-N)\}$
- A model structure, $\mathcal{M}$: a parameterized set of candidate models $\mathcal{M}(\theta)$. Each model allows a prediction of the next output, based on earlier data: $\hat{y}(t|\theta) = g(t, \theta, Z_{t-1})$
- An identification method, a mapping from $Z^t$ to $\mathcal{M}$

**Example 6.1** A simple and common model structure is the ARX-model

$$y(t) + a_1y(t-1) + \ldots + a_ny(t-n) = b_1u(t-1) + \ldots + b_mu(t-m).$$ (28)

The natural predictor for this model is

$$\hat{y}(t|\theta) = \varphi^T(t)\theta,$$

$$\varphi^T(t) = [-y(t-1), \ldots, -y(t-n), u(t-1), \ldots, u(t-m)],$$ (29)

$$\theta^T = [a_1, a_2 \ldots a_n, b_1, \ldots b_m].$$

The natural identification method is to minimize the Least Squares error between the measured outputs $y(t)$ and the model predicted output $\hat{y}(t|\theta)$:

$$\hat{\theta}_N = \arg \min \sum_{t=1}^{N} \|y(t) - \hat{y}(t|\theta)\|^2.$$ (30)
Simple calculations give

\[ \hat{\theta}_N = D_N^{-1} f_N, \]  
(31)

\[ D_N = \sum_{t=1}^{N} \varphi(t)\varphi^T(t); \quad f_N = \sum_{t=1}^{N} \varphi(t)y(t). \]  
(32)

There are many other common model structures for system identification. Basically you can call a method (e.g. in the system identification toolbox in MATLAB) with your measured data and details for the structure and obtain a model.

### Common model structures for system identification in the system identification toolbox in MATLAB

- \( m = \text{arx(data, [na,nk,nb])} \) for the arx model above,
- \( m = \text{ssest(data, modelorder)} \) for a state space model
- \( m = \text{tfest(data, numberofpoles)} \) for a transfer function model

### 6.3 Recursive System Identification

The model can be calculated recursively in time, so that it is updated any time new measurements become available. It is useful note that the least square estimate (31) can be rearranged to be recalculated for each \( t \):

\[ \hat{\theta}(t) = \hat{\theta}(t-1) + D_t^{-1}[y(t) - \varphi^T(t)\hat{\theta}(t-1)]\varphi(t), \]  
(33)

\[ D_t = D_{t-1} + \varphi(t)\varphi^T(t), \]  
(34)

At time \( t \) we thus only have to keep \( \hat{\theta}(t), R_t \) in memory. This is the Recursive Least Squares, RLS method.

Note that the updating difference \([y(t) - \varphi^T(t)\hat{\theta}(t-1)] = y(t) - \hat{y}(t|\theta(t-1)). \) The update is thus driven by the current model error.

Many variations of recursive model estimation can be developed for various model structure, but the RLS method is indeed the archetype for all recursive identification methods.

### 6.4 Recursive Identification and Policy Gradient Methods in RL

There is an important conceptual, if not formal, connection between RLS and the Policy gradient method in Section 4.

We can think of the reward in system identification as to minimize the expected model error variance \( J = E[\varepsilon(t, \theta)]^2 \) where \( \varepsilon(t, \theta) = y(t) - \hat{y}(t|\theta) \) (or maximize the negative value of it). The policy would correspond to the model parameters \( \theta \). To maximize the reward wrt to the policies would mean to make adjustment guided by the gradient \( \nabla J \). Now, for the “identification reward”, the gradient is (without expectation)

\[ \nabla J = 2\varepsilon(-\psi) = 2(y(t) - \hat{y}(t|\theta))\psi(t)), \]  
(35)

\[ \psi(t) = \frac{d\hat{y}(t|\theta)}{d\theta}. \]  
(36)

Note that for the ARX model (29) \( \psi(t) = \varphi(t) \) so the update in RLS is driven by the reward gradient. So in this way the recursive identification method can be interpreted as a policy gradient method.
Appendices

A RL on Cartpole Problem

Cartpole is one of the classical control problems with discrete action space. In this section, we give a brief introduction to the cartpole problem and bring implementations of the PG, Q-learning and replay Q-learning for environments with discrete action spaces (like the cartpole environment). You can download the code for PG, Q-learning and replay Q-learning on the cartpole problem from the folder ‘cartpole’ in the Crash Course on RL.

A.1 Cartpole problem

We consider cartpole which is a classical toy problem in control. The cartpole system represents a simplified model of a harbor crane and it is simple enough to be solved in a couple of minutes with an ordinary PC.

**Dynamics:** A pole is attached by an un-actuated joint to a cart. The cart is free to move along a frictionless track. The pole is free to move only in the vertical plane of the cart and track. The system is controlled by applying a force of +1 or -1 to the cart. The cartpole model has four state variables: 1- position of the cart on the track $x$, 2- angle of the pole with the vertical $\theta$, 3- cart velocity $\dot{x}$, and 4- rate of change of the angle $\dot{\theta}$. The dynamics of cartpole system is governed by Newtonian laws and given in [39].

We use the cartpole environment provided by OpenAI GYM which uses sampling time 0.02s. In this environment, the pole starts upright, and the goal is to prevent it from falling over. The episode ends when

- the pole is more than 15 degrees from vertical or,
- the cart moves more than 2.4 units from the center or,
- the episode lasts for 200 steps.

The cartpole environments reveals a Boolean ‘done’ which is always ‘False’ unless the episode ends which becomes ‘True’.

**Reward:** In each step, the cartpole environment releases an immediate reward $r_t$.
\[ r_t = \begin{cases} 1, & \text{if the pendulum is upright} \\ 0, & \text{otherwise} \end{cases} \]

where “upright” means that \(|x| < 2.4\) and \(|\theta| < 12^\circ\).

**Solvability criterion:** The CartPole-v0 defines *solving* as getting average sum reward of 195.0 over 100 consecutive trials.

**Why is cartpole an interesting setup in RL?**

- The problem is small so it can be solved in a couple of minutes.
- The state space is continuous while the action space is discrete.
- This is a classical control problem. We love to study it!

### A.2 PG algorithm for the cartpole problem

Here is a summary of PG algorithm for the cartpole problem (and it can be used for any other RL problem with discrete action space):

We build a (deep) network to represent the probability density function \( \pi_\theta = \text{network(state)} \), subsection 4.1.1 and assign a cross-entropy loss function, see subsection 4.3.1

```python
network = keras.Sequential([
    keras.layers.Dense(30, input_dim=n_s, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(n_a, activation='softmax')
])
network.compile(loss='categorical_crossentropy')
```

Then, we iteratively improve the network. In each iteration of the algorithm, we do the following:

1. We sample a trajectory from the environment to collect data for PG by following these steps:
   
   (a) We initialize empty histories for \( \text{states}=[], \text{actions}=[], \text{rewards}=[] \).
   (b) We observe the state \( s \) and sample action \( a \) from the policy pdf \( \pi_\theta(s) \), see subsection 4.1.1
   
   ```python
   softmax_out = network(state)
   a = np.random.choice(n_a, p=softmax_out.numpy()[0])
   ```
   (c) We derive the environment using \( a \) and observe the reward \( r \).
   (d) We add \( s, a, r \) to the history batch \( \text{states}, \text{actions}, \text{rewards} \).
   (e) We continue from 1.(b) until the episode ends.

2. We improve the policy by following these steps:
   
   (a) We calculate the reward to go and standardize it.
   (b) We optimize the policy, see subsection 4.3.1

   ```python
   target_actions = tf.keras.utils.to_categorical(np.array(actions), n_a)
   loss = network.train_on_batch([states, target_actions],
                                 [states, target_actions],
                                 sample_weight=rewards_to_go)
   ```
Here, we bring a simple class of implementing PG for an environment with discrete action space in python

class PG:
    def __init__(self, hparams):
        self.hparams = hparams
        np.random.seed(hparams['Rand_Seed'])
        tf.random.set_seed(hparams['Rand_Seed'])

        # The policy network
        self.network = keras.Sequential([
            keras.layers.Dense(
                self.hparams['hidden_size'],
                input_dim=self.hparams['num_state'],
                activation='relu',
                kernel_initializer=keras.initializers.he_normal(),
                dtype='float64'),
            keras.layers.Dense(
                self.hparams['hidden_size'],
                activation='relu',
                kernel_initializer=keras.initializers.he_normal(),
                dtype='float64'),
            keras.layers.Dense(
                self.hparams['num_actions'],
                activation='softmax',
                dtype='float64'))

        self.network.compile(
            loss='categorical_crossentropy',
            optimizer=keras.optimizers.Adam(epsilon=
                self.hparams['adam_eps'],
                learning_rate=
                self.hparams['learning_rate_adam']))

    def get_action(self, state, env):
        # Building the pdf for the given state
        softmax_out = self.network(state.reshape((1,-1)))

        # Sampling an action according to the pdf
        selected_action = np.random.choice(
            self.hparams['num_actions'],
            p=softmax_out.numpy()[0])
        return selected_action

    def update_network(self, states, actions, rewards):
        reward_sum = 0
        rewards_to_go = []
        for reward in rewards[::-1]:  # reverse buffer r
            reward_sum = reward + self.hparams['GAMMA'] * reward_sum
            rewards_to_go.append(reward_sum)
rewards_to_go.reverse()
rewards_to_go = np.array(rewards_to_go)
# standardise the rewards
rewards_to_go -= np.mean(rewards_to_go)
rewards_to_go /= np.std(rewards_to_go)
states = np.vstack(states)
target_actions = tf.keras.utils.to_categorical(
    np.array(actions),
    self.hparams['num_actions'])
loss = self.network.train_on_batch(
    states, target_actions,
    sample_weight=rewards_to_go)
return loss

You can take a look at the integrated implementation of PG on the cartpole problem in Crash Course on RL.

A.3 Q-learning algorithm for the cartpole problem

Here is a summary of Q-learning algorithm for the cartpole problem (and it can be used for any other RL problem with discrete action space):

We build a network to represent $Q(s,a)$, see subsection 5.1.1 and assign a mean-square-error loss function, see subsection 5.2.1

```python
network = keras.Sequential([
    keras.layers.Dense(30, input_dim=n_s, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(n_a)])
network.compile(loss='mean_squared_error',
    optimizer=keras.optimizers.Adam())
```

Then, we iteratively improve the network. In each iteration of the algorithm, we do the following

1. We sample a trajectory from the environment to collect data for Q-learning by following these steps:
   (a) We initialize empty histories for $states=[], actions=[], rewards=[], next_states=[], dones=[]$.
   (b) We observe the state $s$ and select action $a$ according to (see subsection 5.3.1)
      
      ```python
      if np.random.random() <= epsilon:
          selected_action = env.action_space.sample()
      else:
          selected_action = np.argmax(network(state))
      ```

   (c) We derive the environment using $a$, observe the reward $r$, the next state $s'$, and the Boolean $done$ (which is ‘True’ if the episode has ended and ‘False’ otherwise).
   (d) We add $s, a, r, s', done$ to the history batch $states, actions, rewards, next_states, dones$.
   (e) We continue from 1.(b) until the episode ends.

2. We supply $states, actions, rewards, next_states, dones$ to the network and optimize the parameters of the network. See subsection 5.2.1
eps_length = \text{len}(\text{states})
\text{states} = \text{np.vstack}(\text{states})
\text{q_target} = \text{network}(\text{states}).\text{numpy}

\text{for ~} i \ \text{in} \ \text{range}(\text{eps_length}):\n\quad \text{if} \ \text{dones}[i]:\n\quad \quad \text{q_target}[i, \ \text{actions}[i]] = \text{rewards}[i] \n\quad \text{else}:\n\quad \quad \text{q_target}[i, \ \text{actions}[i]] = \text{rewards}[i] + \Gamma \ast \text{tf.math.reduce_max}(\text{network}(\text{next_states}[i])).\text{numpy}()

\text{loss} = \text{network}.\text{train_on_batch}(\text{states}, \ \text{q_target})

\text{Here, we bring a simple class of implementing } Q\text{-learning for an environment with discrete action space in python}

\text{class} \ Q:\n\quad \text{def ~}_\text{__init__}**(\text{self}, \ \text{hparams}):\n\quad \quad \text{self.hparams} = \text{hparams}
\quad \quad \text{np.random.seed(hparams[}'\text{Rand\_Seed}')})
\quad \quad \text{tf.random.set_seed(hparams[}'\text{Rand\_Seed}')})
\quad \quad \text{self.}\epsilon = \text{hparams[}'\epsilon']\n\quad \quad \# \ The \ Q \ \text{network}.
\quad \quad \text{self.network} = \text{keras.Sequential}([\n\quad \quad \quad \text{keras.layers.Dense}(**\{\n\quad \quad \quad \quad \text{self.hparams[}'\text{hidden\_size}'\}],\n\quad \quad \quad \quad \text{input_dim=\text{self.hparams[}'\text{num\_state}'\}],\n\quad \quad \quad \quad \text{activation=}'\text{relu}',\n\quad \quad \quad \quad \text{kernel_initializer=}\n\quad \quad \quad \quad \text{keras.initializers.he_normal()},\n\quad \quad \quad \quad \text{dtype=}'\text{float64}'\}),\n\quad \quad \quad \text{keras.layers.Dense}(**\{\n\quad \quad \quad \quad \text{self.hparams[}'\text{hidden\_size}'\}],\n\quad \quad \quad \quad \text{activation=}'\text{relu}',\n\quad \quad \quad \quad \text{kernel_initializer=}\n\quad \quad \quad \quad \text{keras.initializers.he_normal()},\n\quad \quad \quad \quad \text{dtype=}'\text{float64}'\}),\n\quad \quad \quad \text{keras.layers.Dense}(**\{\n\quad \quad \quad \quad \text{self.hparams[}'\text{hidden\_size}'\}],\n\quad \quad \quad \quad \text{activation=}'\text{relu}',\n\quad \quad \quad \quad \text{kernel_initializer=}\n\quad \quad \quad \quad \text{keras.initializers.he_normal()},\n\quad \quad \quad \quad \text{dtype=}'\text{float64}'\}),\n\quad \quad \quad \text{keras.layers.Dense}(**\{\n\quad \quad \quad \quad \text{self.hparams[}'\text{num\_actions}'\}],\n\quad \quad \quad \quad \text{dtype=}'\text{float64}'\}])\n\quad \quad \# \ The \ cost \ \text{function} \ \text{for} \ \text{the} \ Q \ \text{network}
\quad \quad \text{self.network}.\text{compile}(**\{\n\quad \quad \quad \text{loss=}'\text{mean\_squared\_error}',\n\quad \quad \quad \text{optimizer=keras.optimizers.Adam(}\n\quad \quad \quad \quad \epsilonpsilon=\text{self.hparams[}'\text{adam\_eps}'\}],\n\quad \quad \quad \quad \text{learning\_rate=}
\quad \quad \quad \quad \text{\text{float64}}\}])
def get_action(self, state, env):
    state = self._process_state(state)
    if np.random.random() <= self.epsilon:
        # Exploration
        selected_action = env.action_space.sample()
    else:
        # Exploitation
        selected_action = np.argmax(self.network(state))
    return selected_action

def update_network(self, states, actions, rewards, next_states, dones):
    eps_length = len(states)
    states = np.vstack(states)
    q_target = self.network(states).numpy()
    for i in range(eps_length):
        if dones[i]:
            q_target[i, actions[i]] = rewards[i]
        else:
            next_state = self._process_state(next_states[i])
            q_target[i, actions[i]] = rewards[i] +
            self.hparams['GAMMA'] *
            tf.math.reduce_max(self.network(next_state)).numpy()
    loss = self.network.train_on_batch(states, q_target)
    return loss

def _process_state(self, state):
    return state.reshape([1, self.hparams['num_state']])

You can take a look at the integrated implementation of Q-leaning on the cartpole problem in Crash Course on RL.

A.4 Replay Q-learning algorithm for the cartpole problem

Here is a summary of Q-learning algorithm for the cartpole problem (and it can be used for any other RL problem with discrete action space):

We build a network to represent \( Q(s,a) \), see subsection 5.1.1 and assign a mean-square-error loss function, see subsection 5.2.1

```python
network = keras.Sequential([
    keras.layers.Dense(30, input_dim=n_s, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(30, activation='relu'),
    keras.layers.Dense(n_a)]))

network.compile(loss='mean_squared_error', optimizer=keras.optimizers.Adam())
```

We also initiate an empty `memory=[]` for saving data.

Then, we iteratively improve the network. In each iteration of the algorithm, we do the following...
1. We sample a trajectory from the environment to collect data for replay Q-learning by following these steps:

(a) We observe the state \( s \) and select action \( a \) according to (see subsection 5.3.1)

\[
\text{if } \text{np.random.random()} \leq \epsilon: \\
\text{selected}_\text{action} = \text{env.action_space.sample()} \\
\text{else:} \\
\text{selected}_\text{action} = \text{np.argmax(network(state))}
\]

(b) We derive the environment using \( a \), observe the reward \( r \), the next state \( s' \), and the Boolean \( done \) (which is ‘True’ if the episode has ended and ‘False’ otherwise).

(c) We add \( s, a, r, s', done \) to memory.

(d) We continue from 1.(a) until the episode ends.

2. We improve the Q-network by following these steps:

(a) We sample a batch from memory. Let \( states, actions, rewards, next\_states, dones \) denote the sampled batch.

\[
\text{batch} = \text{random.sample(memory, min(len(memory), batch_size))} \\
\text{states, actions, rewards, new\_states, dones} = \\
\text{list(map(lambda i: [j[i] for j in batch], range(5)))}
\]

(b) We supply \( states, actions, rewards, next\_states, dones \) to the network and optimize the parameters of the network, see subsection 5.2.1

\[
\text{eps\_length} = \text{len(states)} \\
\text{states} = \text{np.vstack(states)} \\
\text{q\_target} = \text{network(states)}\text{.numpy} \\
\text{for i in range(eps\_length):} \\
\text{if dones[i]:} \\
\text{q\_target[i, actions[i]]} = \text{rewards[i]} \\
\text{else:} \\
\text{q\_target[i, actions[i]]} = \text{rewards[i] + Gamma * tf.math.reduce_max(network(next\_states[i])).numpy()} \\
\text{loss} = \text{network.train\_on\_batch(states, q\_target)}
\]

Here, we bring a simple class of implementing replay Q-learning for an environment with discrete action space in python. This class has two additional functions remember and replay in comparison with the Q-learning class.

```python
class Q:
    def __init__(self, hparams, epsilon_min=0.01, epsilon_decay=0.995):
        self.hparams = hparams
        np.random.seed(hparams[’Rand_Seed‘])
        tf.random.set_seed(hparams[’Rand_Seed‘])
        random.seed(hparams[’Rand_Seed‘])
        self.memory = deque(maxlen=100000)
        self.epsilon = hparams[’epsilon‘]
        self.epsilon_min = epsilon_min
        self.epsilon_decay = epsilon_decay
```
# The Q network
self.network = keras.Sequential([  
    keras.layers.Dense(  
        self.hparams[’hidden_size’],  
        input_dim=self.hparams[’num_state’],  
        activation=’relu’,  
        kernel_initializer=  
        keras.initializers.he_normal(),  
        dtype=’float64’),  
    keras.layers.Dense(  
        self.hparams[’hidden_size’],  
        activation=’relu’,  
        kernel_initializer=  
        keras.initializers.he_normal(),  
        dtype=’float64’),  
    keras.layers.Dense(  
        self.hparams[’hidden_size’],  
        activation=’relu’,  
        kernel_initializer=  
        keras.initializers.he_normal(),  
        dtype=’float64’),  
    keras.layers.Dense(  
        self.hparams[’num_actions’],  
        dtype=’float64’))

# The cost function for the Q network
self.network.compile(  
    loss=’mean_squared_error’,  
    optimizer=keras.optimizers.Adam(  
        epsilon=self.hparams[’adam_eps’],  
        learning_rate=  
        self.hparams[’learning_rate_adam’]))

def get_action(self, state, env):
    state = self._process_state(state)

    if np.random.random() <= self.epsilon:
        # Exploration
        selected_action = env.action_space.sample()
    else:
        # Exploitation
        selected_action = np.argmax(self.network(state))

    return selected_action

def remember(self, state, action, reward, next_state, done):
    # Adding data to the history batch
    self.memory.append((state, action, reward, next_state, done))

def replay(self, batch_size):
    # Sampling the history batch
    batch = random.sample(  
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self.memory, min(len(self.memory), batch_size))

states, actions, rewards, new_states, dones = list(
    map(lambda i: [j[i] for j in batch], range(5)))

loss = self.update_network(
    states, actions, rewards, new_states, dones)

# decreasing the exploration rate
if self.epsilon > self.epsilon_min:
    self.epsilon = self.epsilon_decay

return loss

def update_network(self, states, actions, rewards, next_states, dones):
    eps_length = len(states)
    states = np.vstack(states)
    q_target = self.network(states).numpy()

    for i in range(eps_length):
        if dones[i]:
            q_target[i, actions[i]] = rewards[i]
        else:
            next_state =
                self._process_state(next_states[i])
            q_target[i, actions[i]] = rewards[i] + 
                self.hparams['GAMMA'] * 
                tf.math.reduce_max(
                    self.network(next_state)).numpy()

    loss = self.network.train_on_batch(states, q_target)
    return loss

def _process_state(self, state):
    return state.reshape([1, self.hparams['num_state']])

You can take a look at the integrated implementation of Q-learning on the cartpole problem in Crash Course on RL.

B  RL on Linear Quadratic Problem

Linear Quadratic (LQ) problem is a classical control problem with continuous action space. In this section, we give a brief introduction to the LQ problem and bring implementations of the PG and Q-learning algorithms. We have not implemented replay Q-learning because the Q-learning algorithm performs superb on the LQ problem. You can download the code for PG and Q-learning on the LQ problem from the folder ‘lq’ in the Crash Course on RL.

B.1 Linear Quadratic problem

Linear Quadratic (LQ) problem is a classical control problem where the dynamical system obeys linear dynamics and the cost function to be minimized is quadratic. The LQ problem has a celebrated closed-form solution and is an ideal benchmark for studying the RL algorithms because firstly, it is theoretically tractable and secondly, it is practical in various engineering domains. You can consider the Linear Quadratic problem as a simple example where you can derive the equations in this handout by some simple (but careful) hand-writing.

Dynamics We consider a linear Gaussian dynamical system
$s_{t+1} = As_t + Bu_t + w_t,$  \hspace{1cm} (37)

where $s_t \in \mathbb{R}^n$ and $u_t \in \mathbb{R}^m$ are the state and the control input vectors respectively. The vector $w_t \in \mathbb{R}^n$ denotes the process noise drawn i.i.d. from a Gaussian distribution $\mathcal{N}(0, W_w)$. The linear system in (37) is an example of environment with continuous state and action spaces.

**Cost** In the LQ problem, it is common to define a quadratic running cost as

$$c_t = s_t^T Q s_t + u_t^T R u_t$$  \hspace{1cm} (38)

where $Q \geq 0$ and $R > 0$ are the state and the control weighting matrices respectively. It is enough to consider the reward as

$$r_t = -c_t.$$  \hspace{1cm} (39)

**Solvability criterion:** Define the value function associated with a policy $\pi$ as

$$V(s_t) = \mathbb{E}\left[ \sum_{k=t}^{\infty} s_k^T Q s_k + u_k^T R u_k | s_t \right] = \mathbb{E}[c_t - \lambda + c_{t+1} - \lambda + ... | s_t]$$  \hspace{1cm} (40)

where $\lambda$ is the average cost associated with the policy $\pi$

$$\lambda = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} c_t.$$  \hspace{1cm} (41)

We aim to find a policy $\pi$ to minimize (40).

A question may arise why we subtract $\lambda$ in (40). If we consider the value function as $V(s_t) = \mathbb{E}\left[ \sum_{k=t}^{\infty} s_k^T Q s_k + u_k^T R u_k | s_t \right]$, the value function will be always infinite due to the process noise in (37) and it is not meaningful to minimize it. One possible mathematical modification is to consider minimizing the average cost (41), which is finite. It has been shown that if $\pi$ minimizes (40), it also minimizes (41) \[40\].

**Why is the LQ problem an interesting setup in RL?** But why do we consider to solve an LQ problem with RL when we can simply estimate the linear model?

- The LQ problem has a celebrated closed-form solution. It is an ideal benchmark for studying the RL algorithms because we know the exact analytical solution so we can compare RL algorithms against the analytical solution and see how good they are.
- It is theoretically tractable.
- It is practical in various engineering domains.

**B.2 PG algorithm for the LQ problem**

For the LQ problem, we consider a Gaussian distribution with mean $\mu_\theta(s) = \theta s$ for the pdf of the policy, see subsection 4.1.2. We iteratively improve the policy and in each iteration of the algorithm, we do the following

1. We collect a number of batches. Each batch contains a sample a trajectory from the environment to collect data for PG by following these steps:
   a. We initialize empty histories for states=$[]$, actions=$[]$, costs=$[]$. 

(b) We observe the state \( s \) and sample action \( a \) from the policy pdf \( \pi_{\theta}(s) \), see subsection 4.1.2

\[
a = \theta s + \sigma \ast \text{np.random.randn(n_a)}
\]

Note that \( n_a \) is the dimension of the input in the continuous action space case, see Table 1.

(c) We derive the environment using \( a \) and observe the cost \( c \).

(d) We add \( s, a, c \) to the history batch states, actions, costs.

(e) We continue from 1.(b) until the episode ends.

2. We improve the policy by following these steps

(a) We calculate the total reward (6) and standardize it.

(b) We calculate the gradient from (17), see subsection 4.3.2, which is

\[
\nabla_{\theta} J = \frac{1}{\sigma^2 |\mathcal{D}|} \sum_{\tau \in \mathcal{D}} \sum_{t=1}^T (a_t - \theta s_t)s_t^\top (R(T) - b)
\]

where \( b \) is a baseline.

(c) We update the parameter \( \theta \) by a gradient descent algorithm.

Here, we bring a simple class of implementing PG for LQ problem (which has a continuous action space) in python.

```python
class PGRL:
    def __init__(self, sysdyn: Linear_Quadratic):
        self.dyn = sysdyn
        self.n, self.m = self.dyn.B.shape

    def safeK(self, K, safeguard):
        if np.isnan(K).any():
            K = safeguard * np.ones((self.m, self.n))
        return K

    def pg_linpolicy(self, K0, N, batch_size, T, 
                     explore_mag=0.1, step_size=0.1, 
                     beta1=0.9, beta2=0.999, epsilon=1.0e-8, 
                     safeguard=10):
        
        
        :param K0: The initial controller gain
        :param N: Number of iterations
        :param batch_size: number of batches
        :param T: Trajectory length
        :param explore_mag: Magnitude of the noise to explore
        :param step_size: learning rate for Adam
        :param beta1: Adam related parameter
        :param beta2: Adam related parameter
        :param epsilon: Adam related parameter
        :param safeguard: The maximum of K
        :return: The gain K
```
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# Initialize the controller
Lin_gain = LinK(copy.copy(K0))
Lin_gain.make_sampling_on(explore_mag)

# A heuristic baseline to decrease the variance
baseline = 0.0

# Initializing Adam optimizer
adam = ADAM(self.m, self.n,
    step_size=step_size ,
    beta1=beta1, beta2=beta2 ,
    epsilon=epsilon )

# start iteration
for k in range(N):
    batch = np.zeros((self.m, self.n))
    reward = np.zeros(batch_size)

    # In each iteration, collect batches
    for j in range(batch_size):
        # Do one rollout
        states, actions, costs, _ = self.dyn.one_rollout(
            Lin_gain.sample_lin_policy, T)

        # Building the gradient of the loss with respect to gain
        actions_randomness = actions - Lin_gain.lin_policy(states)
        reward[j] = -np.sum(costs)/T
        batch += explore_mag**(-2) *
            ((reward[j] - baseline) / batch_size) *
            actions_randomness.T @ states

    # Update the baseline when batches are collected
    baseline = np.mean(reward)

    # Update the policy using ADAM
    dK = adam.opt_onestep(batch)
    Lin_gain.K += dK

return self.safeK(Lin_gain.K, safeguard)

You can take a look at the integrated implementation of PG on the LQ problem in Crash Course on RL.

B.3 Q-learning algorithm for the LQ problem

Because the dynamics is linear (37), we consider a quadratic Q function in (23) [24], see subsection 5.1.2

\[ Q(s, a) = \begin{bmatrix} s^\dagger \ a^\dagger \end{bmatrix} \begin{bmatrix} g_{ss} & g_{sa} \\ T \ g_{sa} & g_{aa} \end{bmatrix} \begin{bmatrix} s \\ a \end{bmatrix} = z^\dagger Gz \]
where \( z = [s^\dagger \ a^\dagger]^\dagger \) and \( G = \begin{bmatrix} g_{ss} & g_{sa} \\ g_{sa}^\dagger & g_{aa} \end{bmatrix} \). Remember that in the Q-learning, the policy \( \pi \) is obtained by optimizing the \( Q \) function with respect to the state and is given by (see subsection 5.1.2)

\[
\pi(s) = -g_{aa}^{-1}g_{sa}^\dagger s = Ks.
\]

We start right away by selecting a stabilizing policy (or equivalently initializing the \( Q \)-function such that the resulting policy is stabilizing). In each iteration of the algorithm, we do the following

1. We sample a trajectory from the environment using the current policy to compute the average cost

\[
\lambda = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} c_t.
\]

2. We sample a trajectory from the environment to collect data for \( Q \) learning by following these steps:
   (a) We initialize empty histories for \( \text{states}=[], \text{actions}=[], \text{costs}=[], \text{next\_states}=[] \).
   (b) We observe the state \( s \) and select the action \( a \) according to (see subsection 5.3.2)

\[
a = K \odot \text{state} + \text{stddev} \ast \text{np.random.randn(n_a)}
\]

Note that the symbol \( \odot \) represent matrix multiplication.
   (c) We derive the environment using \( a \) and observe the cost \( c \) and the next state \( s' \).
   (d) We add \( s, a, c, s' \) to the history batch \( \text{states}, \text{actions}, \text{costs}, \text{next\_states} \).
   (e) We continue from 2.(b) until the episode ends.

3. We estimate the matrix \( G \) as (see subsection 5.2.2)

\[
\text{vecs}(G) = (1 \frac{1}{T} \sum_{t=1}^{T} \Psi_t (\Psi_t - \Psi_{t+1})^\dagger)^{-1} (1 \frac{1}{T} \sum_{t=1}^{T} \Psi_t (c_t - \lambda)),
\]

where \( z_t = [s_t^\dagger, a_t^\dagger]^\dagger, \Psi_t = \text{vecv}(z_k) \).

4. We update the policy by

\[
\pi = -g_{aa}^{-1}g_{sa}^\dagger s = Ks.
\]

Here, we bring a simple class of implementing Q-learning algorithm for LQ problem (which has a continuous action space) in python.

```python
class Q_learning:
    def __init__(self, sysdyn: Linear_Quadratic):
        self.dyn = sysdyn
        self.n, self.m = self.dyn.B.shape
        self.n_phi = int((self.n + self.m) * (self.n + self.m + 1) / 2)
        self.P = np.zeros((self.n, self.n))

    def ql(self, K0, N, T, explore_mag=1.0):
```
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Q learning loop
: param K0: The initial policy gain
: param N: Number of iterations
: param T: Trajectory length
: param explore_mag: The amount of randomness in Q learning
: return: kernel P and the controller gain K

self.K = K0
for k in range(N):
    # If the controller is stable, do an iteration
    if self.dyn.is_stable(self.K):
        # Policy evaluation
        G = self.q_evaluation(T, explore_mag)
        # Policy improvement
        self.K = self.q_improvement(G)
        P = GtoP(G, self.K)
        # If the controller is not stable,
        # return some unstable values for P and K
    else:
        P, self.K = self.unstable_P_and_K()

return P, self.K

def q_evaluation(self, T, explore_mag):
    # Creating the linear policy and setting exploration rate
    Lin_gain = LinK(self.K)
    Lin_gain.make_sampling_on(explore_mag)

    # Do one rollout to compute the average cost
    _, _, c, _ = self.dyn.one_rollout(Lin_gain.lin_policy, T)
    Lam = np.sum(c)/T

    # Do one rollout to save data for Q learning
    states, actions, costs, next_states =
    self.dyn.one_rollout(Lin_gain.sample_lin_policy, T)

    # Making z and the next z
    z = np.concatenate((states, actions), axis=1)
    next_z = np.concatenate((next_states, Lin_gain.lin_policy(next_states)), axis=1)

    # Estimating the Q parameter using instrumental variable
    x_iv = vecv(z) - vecv(next_z)
    y_iv = costs - Lam
    z_iv = vecv(z)
    q_vec = inst_variable(x_iv, y_iv, z_iv)
    return SquareMat(q_vec, self.n+self.m)
def q_improvement(self, G):
    return -LA.inv(G[self.dyn.n:, self.dyn.n:]) @
    G[self.dyn.n:, 0:self.dyn.n]

def unstable_P_and_K(self):
    return np.zeros((self.n, self.n)),
    np.zeros((self.m, self.n))

You can take a look at the integrated implementation of Q-learning on the LQ problem in Crash Course on RL.

Acknowledgement

We thank Fredrik Ljungberg for providing us much useful feedback on the repository “A Crash Course on RL”. Farnaz Adib Yaghmaie is supported by the Vinnova Competence Center LINK-SIC, the Wallenberg Artificial Intelligence, Autonomous Systems and Software Program (WASP), and Center for Industrial Information Technology (CENIIT).

References

[1] C. M. Bishop, *Pattern recognition and machine learning*. Springer, 2006.
[2] V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves, I. Antonoglou, D. Wierstra, and M. Riedmiller, “Playing Atari with Deep Reinforcement Learning,” *arXiv preprint arXiv:1312.5602*, 2013.
[3] Y. Duan, X. Chen, R. Houthooft, J. Schulman, and P. Abbeel, “Benchmarking Deep Reinforcement Learning for Continuous Control,” in *International Conference on Machine Learning*, 2016, pp. 1329–1338. [Online]. Available: http://arxiv.org/abs/1604.06778
[4] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa, D. Silver, and D. Wierstra, “Continuous control with deep reinforcement learning,” *arXiv preprint arXiv:1509.02971*, 2015. [Online]. Available: http://arxiv.org/abs/1509.02971
[5] P. Abbeel, A. Coates, M. Quigley, and A. Y. Ng, “An Application of Reinforcement Learning to Aerobatic Helicopter Flight,” in *Advances in Neural Information Processing Systems 19*, 2007, pp. 1–8.
[6] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski, and Others, “Human-level control through deep reinforcement learning,” *Nature*, vol. 518, no. 7540, p. 529, 2015.
[7] F. L. Lewis, D. Vrabie, and K. G. Vamvoudakis, “Reinforcement learning and feedback control: Using natural decision methods to design optimal adaptive controllers,” *IEEE Control Systems*, vol. 32, no. 6, pp. 76–105, 2012.
[8] F. L. Lewis and D. Vrabie, “Reinforcement learning and adaptive dynamic programming for feedback control,” *IEEE circuits and systems magazine*, vol. 9, no. 3, 2009.
[9] B. Recht, “A tour of reinforcement learning: The view from continuous control,” *Annual Review of Control, Robotics, and Autonomous Systems*, 2018.
[10] N. Matni, A. Proutiere, A. Rantzer, and S. Tu, “From self-tuning regulators to reinforcement learning and back again,” in *2019 IEEE 58th Conference on Decision and Control (CDC)*, 2019, pp. 3724–3740.
[11] F. Adib Yaghmaie, “OUTPUT REGULATION OF LINEAR HETEROGENEOUS MULTI-AGENT SYSTEMS,” Ph.D. dissertation, Nanyang Technological University, 2017.

[12] F. Adib Yaghmaie, F. L. Lewis, and R. Su, “Output regulation of heterogeneous linear multi-agent systems with differential graphical game,” International Journal of Robust and Nonlinear Control, vol. 26, no. 10, pp. 2256–2278, 2016.

[13] F. Adib Yaghmaie, K. Hengster Movric, F. L. Lewis, and R. Su, “Differential graphical games for $H_{\infty}$ control of linear heterogeneous multiagent systems,” International Journal of Robust and Nonlinear Control, vol. 29, no. 10, pp. 2995–3013, 2019.

[14] F. Adib Yaghmaie, K. Hengster Movric, F. L. Lewis, R. Su, and M. Sebek, “$H_{\infty}$-output regulation of linear heterogeneous multiagent systems over switching graphs,” International Journal of Robust and Nonlinear Control, vol. 28, no. 13, pp. 3852–3870, 2018.

[15] F. Adib Yaghmaie, F. L. Lewis, and R. Su, “Output regulation of linear heterogeneous multi-agent systems via output and state feedback,” Automatica, vol. 67, pp. 157–164, 2016.

[16] F. Adib Yaghmaie, R. Su, F. L. Lewis, and S. Olaru, “Bipartite and cooperative output synchronizations of linear heterogeneous agents: A unified framework,” Automatica, vol. 80, pp. 172–176, 2018.

[17] F. A. Yaghmaie, F. L. Lewis, and R. Su, “Output regulation of heterogeneous multi-agent systems: A graphical game approach,” in 2015 American Control Conference (ACC), 2015, pp. 2272–2277.

[18] ———, “Leader-follower output consensus of linear heterogeneous multi-agent systems via output feedback,” in 2015 54th IEEE Conference on Decision and Control (CDC), 2015, pp. 4127–4132.

[19] F. A. Yaghmaie, R. Su, and F. L. Lewis, “Bipartite output synchronization of linear heterogeneous multi-agent systems via output feedback,” in 2016 American Control Conference (ACC), 2016, pp. 1024–1029.

[20] F. A. Yaghmaie, R. Su, F. L. Lewis, and L. Xie, “Multiparty consensus of linear heterogeneous multiagent systems,” IEEE Transactions on Automatic Control, vol. 62, no. 11, pp. 5578–5589, 2017.

[21] F. A. Yaghmaie, F. Bakhshande, and H. D. Taghirad, “Feedback error learning control of trajectory tracking of nonholonomic mobile robot,” in 20th Iranian Conference on Electrical Engineering (ICEEE2012), 2012, pp. 889–893.

[22] F. A. Yaghmaie, A. Mobotirgha, and H. Taghirad, “A new method for mobile robot navigation in dynamic environment: Escaping algorithm,” in 2013 First RSI/ISM International Conference on Robotics and Mechatronics (ICRoM), 2013, pp. 212–217.

[23] F. A. Yaghmaie, A. Mobotirgha, and H. Taghirad, “Study of potential ban method for mobile robot navigation in dynamic environment,” in 4th Annual International Power Electronics, Drive Systems and Technologies Conference, 2013, pp. 535–540.

[24] F. Adib Yaghmaie, F. Gustafsson, and L. Ljung, “Linear Quadratic Control using Model-free Reinforcement Learning,” IEEE Transactions on Automatic Control, vol. Conditiona, no. Xx, pp. 1–16, 2021.

[25] F. Adib Yaghmaie and F. Gustafsson, “Using Reinforcement Learning for Model-free Linear Quadratic Gaussian Control with Process and Measurement noises,” in IEEE Conference on Decision and Control, 2019, pp. 6510–6517.
[26] F. Adib Yaghmaie and S. Gunnarsson, “A New Result on Robust Adaptive Dynamic Programming for Uncertain Partially Linear Systems,” in IEEE Conference on Decision and Control, 2019, pp. 7480–7485.

[27] F. Adib Yaghmaie, S. Gunnarsson, and F. L. Lewis, “Output Regulation of Unknown Linear Systems using Average Cost Reinforcement Learning,” Automatica, vol. 110, p. 108549, 201.

[28] F. Adib Yaghmaie and D. J. Braun, “Reinforcement learning for a class of continuous-time input constrained optimal control problems,” Automatica, vol. 99, pp. 221–227, 2019.

[29] T. Bian, Y. Jiang, and Z.-P. Jiang, “Adaptive dynamic programming for stochastic systems with state and control dependent noise,” IEEE Transactions on Automatic Control, vol. 61, no. 12, pp. 4170–4175, 2016.

[30] B. Kiumarsi, F. L. Lewis, and Z.-P. Jiang, “H∞ control of linear discrete-time systems: Off-policy reinforcement learning,” Automatica, vol. 78, pp. 144–152, 2017.

[31] H. Modares and F. L. Lewis, “Linear quadratic tracking control of partially-known continuous-time systems using reinforcement learning,” IEEE Transactions on Automatic Control, vol. 59, no. 11, pp. 3051–3056, 2014.

[32] M. Krstic, I. Kanellakopoulos, P. V. Kokotovic, and Others, Nonlinear and adaptive control design. Wiley New York, 1995, vol. 222.

[33] K. J. Åström and B. Wittenmark, Adaptive control, 2nd ed. Prentice Hall, 1994.

[34] R. S. Sutton and A. G. Barto, Reinforcement learning: An introduction. MIT press Cambridge, 1998, vol. 1, no. 1.

[35] L. P. Kaellbing, M. L. Littman, and A. W. Moore, “Reinforcement learning: A survey,” Journal of artificial intelligence research, vol. 4, pp. 237–285, 1996.

[36] M. G. Lagoudakis and R. Parr, “Least-squares policy iteration,” Journal of Machine Learning Research, vol. 4, no. 6, pp. 1107–1149, 2003.

[37] M. Fazel, R. Ge, S. M. Kakade, and M. Mesbahi, “Global Convergence of Policy Gradient Methods for the Linear Quadratic Regulator,” in International Conference on Machine Learning, 2018, pp. 1467–1476. [Online]. Available: http://arxiv.org/abs/1801.05039

[38] L. Ljung, System Identification - Theory for the user, 2nd ed. PTR Prentice Hall Information and System Sciences series, 1999.

[39] A. G. Barto, R. S. Sutton, and C. W. Anderson, “Neuronlike Adaptive Elements That Can Solve Difficult Learning Control Problems,” IEEE Transactions on Systems, Man, and Cybernetics, vol. 13, pp. 834–846, 1983.

[40] D. P. Bertsekas, Dynamic programming and optimal control. Athena scientific Belmont, MA, 1995, vol. 1, no. 2.

[41] G. Brockman, V. Cheung, L. Pettersson, J. Schneider, J. Schulman, J. Tang, and W. Zaremba, “Openai gym,” arXiv preprint arXiv:1606.01540, 2016.

[42] M. L. Puterman, Markov Decision Processes: Discrete Stochastic Dynamic Programming. John Wiley & Sons, 2014.

[43] S. J. Bradtke and A. G. Barto, “Linear Least-Squares algorithms for temporal difference learning,” Machine Learning, vol. 22, no. 1-3, pp. 33–57, 2004.