The Deep Generative Decoder: Using MAP Estimates of Representations
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Abstract

A deep generative model is characterized by a representation space, its distribution, and a neural network mapping the representation to a distribution over vectors in feature space. Common methods such as variational autoencoders (VAEs) apply variational inference for training the neural network, but optimizing these models is often non-trivial. The encoder adds to the complexity of the model and introduces an amortization gap and the quality of the variational approximation is usually unknown. Additionally, the balance of the loss terms of the objective function heavily influences performance. Therefore, we argue that it is worthwhile to investigate a much simpler approximation which finds representations and their distribution by maximizing the model likelihood via back-propagation. In this approach, there is no encoder, and we therefore call it a Deep Generative Decoder (DGD). Using the CIFAR10 data set, we show that the DGD is easier and faster to optimize than the VAE, achieves more consistent low reconstruction errors of test data, and alleviates the problem of balancing the reconstruction and distribution loss terms. Although the model in its simple form cannot compete with state-of-the-art image generation approaches, it obtains better image generation scores than the variational approach on the CIFAR10 data. We demonstrate on MNIST data how the use of a Gaussian mixture with priors can lead to a clear separation of classes in a 2D representation space, and how the DGD can be used with labels to obtain a supervised representation.

1 Introduction

Recently, there has been a lot of focus on (deep) generative neural networks, such as variational autoencoders (VAEs) (Kingma & Welling, 2013) and generative adversarial networks (GANs) (Goodfellow et al., 2014). These models consist of a distribution over representations ($z$) and a neural network decoder, which maps from representation space to sample space ($x$) directly or gives a distribution $P(x|z)$ in sample space. In many of these models, the task of the decoder is to transform an arbitrary distribution over representation space (normally a Gaussian) into a proper distribution over sample space. The models differ in their objective functions and how they are trained, and there are several different variants (Tschannen et al., 2018; Bond-Taylor et al., 2021).

VAEs use maximum likelihood estimation of network parameters. The inference, however, is intractable due to an integral over the latent space (representations) and is therefore done by an approximate approach maximizing a variational lower bound of the likelihood (the “ELBO”). Firstly, the approximation is not always accurate (see e.g. Cremer et al., 2018). Secondly, VAEs require an encoder, adding a whole new set of modelling choices to be made. Thirdly, the model estimation is more complicated than that of regular neural networks, requiring the “reparametrization trick” and choice of parameters are often found to be difficult. This complexity also makes these models less accessible for new-comers in the field.

A much simpler approach is to maximize the likelihood over representations of the training data and parameters at the same time (Han et al., 2017; Bojanowski et al., 2018). In this approach, the
representations are treated like the other model parameters and since gradients can be derived exactly, the model can be trained using standard gradient descent. It is probably not possible to decide theoretically whether the approximate variational approach to optimizing the likelihood (VAE) is better than the exact approach of optimizing an approximation of the likelihood. The answer may well depend on the learning problem. Even if the variational approach turns out to be best, we find it worthwhile to investigate the simpler approach.

Here we present a Bayesian formulation with maximum a posteriori (MAP) estimation of both weights and representations, which is the same basic idea as alternating back-propagation (Han et al., 2017). The model consists of a decoder (or generator), such as a feed-forward neural network, and a distribution over representations, which may or may not have learnable parameters. Estimating the representations of the training samples as well as the parameters of the decoder is straightforward and it can be done by gradient descent as in a non-probabilistic formulation (Schuster & Krogh, 2021). The basic formulation of our model contains no encoder, but we discuss how to add an encoder after the model has been trained and discuss the close analogy to VAEs.

Our emphasis is on a model with a parametrized distribution over representations, which can add structure to representations. This is motivated by the intuition that representations are meaningful and are likely to cluster samples with different properties. The special case of a fixed distribution over representations corresponds to the original VAE (Kingma & Welling, 2013). The distribution of VAEs can also be learned and expanded to Gaussian mixtures, which can lead to improved generalization and clustering as shown in (Dilokthanakul et al., 2017) and (Guo et al., 2020). However, the inference is still intractable and poses the same challenges for learning. Modelling of the probability distribution as a mixture of Gaussians has also been applied instead of classic random sample generation to generative adversarial networks (GANs), which usually loose in performance when the data set is highly diverse (Najar et al., 2019; Ben-Yosef & Weinshall, 2018).

The proposed model is tested on the CIFAR10 (Krizhevsky et al., 2009) data and compared to VAEs. We show that the DGD is easier and faster to optimize than the VAE, achieves more consistent low reconstruction errors of test data, and alleviates the problem of balancing the reconstruction and distribution loss terms. Additionally, we test a Gaussian mixture model (GMM) with priors on the MNIST (Deng, 2012) data and also show how the model can be used in a supervised manner with labels to learn label-specific mixture components.

2 The Model

Consider a model with observed variable $x$ and continuous latent variable $z$, which we also refer to as a representation. Usually, the $x$-space (or sample space) would be of a higher dimension than the $z$-space (or representation space), so the model would give a low-dimensional representation of data. A neural network (the decoder) with parameters $\theta$ defines a conditional distribution in sample space, $P(x|z, \theta)$. In the simplest cases the neural network would give the mean vector $f_\theta(z)$ of a univariate Gaussian with a small fixed variance for continuous outputs, or parameters of independent Bernoulli distributions for the discrete case.

We assume a distribution over representation space, $P(z|\phi)$, with parameters $\phi$. The parameters may be fixed, in which case the distribution is not trained, making the model similar to a standard VAE with a fixed Gaussian distribution over representations. It can also have adjustable parameters, such as a mixture of univariate Gaussians with trainable means and mixture coefficients, but essentially any parametrized distribution can be used. When introducing priors over parameters, the joint probability of everything becomes

$$P(x, z, \phi, \theta) = P(x, z|\phi, \theta)P(\phi)P(\theta) = P(x|z, \theta)P(z|\phi)P(\theta)P(\phi). \quad (1)$$

Again, $P(x|z, \theta)$ represents the decoder neural network, $P(z|\phi)$ the distribution over representation space and we add priors over the decoder parameters (neural network weights), $P(\theta)$, and over the parameters in the distribution over representation space, $P(\phi)$.

If the distribution over latent space is fixed, we would obtain an even simpler model where the parameters $\phi$ can be left out, $P(x, z, \theta) = P(x|z, \theta)P(z)P(\theta)$. This is essentially identical to the likelihood in a standard VAE, except for the prior over $\theta$. 

2
The idea in the following is to treat representations \( z \) for the training data as model parameters. In Han et al. (2017) it is called “explaining away inference”. It is similar to what we do in manifold learning or non-probabilistic representation learning.

### 2.1 Model estimation

Given some data for estimation (the training set), we need to deal with the unknowns. Ideally, we might want to integrate over all parameters \( z, \phi \), and \( \theta \) to obtain their posterior mean estimates, or even better, calculate their full posterior distribution. This is a big computational challenge for the neural network parameters (\( \theta \)) and therefore we normally use the maximum instead, the MAP or maximum likelihood estimate. The latent variable \( z \), however, is typically integrated over. This leads to all the inconveniences of an intractable partition function and thus one has to use approximation or sampling. We choose to use MAP estimation for all the unknowns, including \( z \). Although it may not be as good as integrating over \( z \), it may still be as good or better than an approximation of the integral. Additionally, this approach turns out to be very simple and tractable.

For a data set \( X = \{x^1, x^2, \ldots, x^N\} \) with \( N \) samples we thus want to find representations \( Z = \{z^1, z^2, \ldots, z^N\} \) and parameters \( \phi, \theta \) that maximize \( P(Z, \phi, \theta | X) \):

\[
\arg\max_{Z, \phi, \theta} P(Z, \phi, \theta | X) = \arg\max_{Z, \phi, \theta} P(X, Z, \phi, \theta) / P(X) = \arg\max_{Z, \phi, \theta} P(X, Z, \phi, \theta). \tag{2}
\]

If we assume independence among training samples, the log of this joint probability can be obtained from (1), with \( k \) indexing the samples

\[
\log P(X, Z, \phi, \theta) = \sum_k \left( \log P(x^k | z^k, \phi) + \log P(z^k | \phi) + \log P(\phi) + \log p(\theta) \right). \tag{3}
\]

This is the quantity we want to maximize with respect to both the representations for all samples and the parameters of the decoder.

The maximization can be done via gradient descent starting from random parameters \( \phi, \theta \) as usual and randomly initialized representations. We can use automated differentiation when implementing the model. However, it is worth noting that the gradient wrt the \( z^k \)’s in the first term of (3) becomes a back-propagated error just as in a gradient wrt a weight. If the representations are constrained, e.g. \( 0 \leq z \leq 1 \), one can reparametrize \( z = g(h) \) and instead do gradient descent in \( h \).

The training may proceed like this: Initially, a random representation (an \( m \)-dimensional vector) is generated for each training sample and the parameters of the decoder and representation distribution are initialized. Then gradient descent is performed on all parameters \( \phi, \theta, Z \). To spell it out, these steps in the gradient descent are repeated: 1) One step of back-propagation for the decoder (\( \theta \)), 2) One step of gradient descent on the representations using the back-propagated errors from step 1 and the gradient with respect to \( P(z | \phi) \), and 3) One step of gradient descent on the representation distribution parameters, \( \phi \) (this step is not used if the distribution over latent space is fixed). One can use mini-batches and other tricks from neural network training.

The optimization can make use of alternative methods. In Han et al. (2017) the approach called “alternating back-propagation” is suggested to use Langevin dynamics as an alternative for the representations, where representations are sampled several times starting from the current value. We have found that the simple gradient descent is fast, straight-forward and easy to implement using automated gradient calculation available in modern neural network libraries. It is almost identical to the non-probabilistic case (Schuster & Krogh, 2021). The main difference is that we have gradients from \( P(z | \phi) \) and may estimate the parameters \( \phi \) for the distribution over \( z \). If we use a Gaussian mixture in representation space, it may be possible to perform more efficient optimization, but because we want to be able to use any form of distribution, we have not pursued this further.

### 2.2 Adding an encoder

There is no encoder in the model, and it strictly speaking is not needed. For a new sample one can run the MAP optimization described above with all other parameters fixed aiming to find the most likely representation. We have used it in many of the experiments in this paper, suggesting that it often returns a good solution. However, complex models are likely to get stuck in local maxima and
thus will not always find the optimal solution. Since we are using a random start point for \( z \), the procedure is non-deterministic.

It may be desirable to have an encoder to avoid this non-deterministic iterative optimization. There are (at least) two approaches to this that use the trained (and fixed) generative model to generate training samples for the encoder.

The simplest is to train a deterministic encoder neural network to predict an approximation to the MAP estimate of the representation of an input. For training, we can generate \((x, z)\) samples from the generative model, by first sampling \( z \) from \( P(z) \) and then \( x \) from \( P(x|z) \). The prediction of the encoder can also function as a method to provide a good starting point for MAP optimization by gradient descent. This approach is in the simplistic spirit of this work.

A more stringent approach is to train an encoder to estimate the posterior \( P(z|x) \) using a probabilistic neural network that gives parameters for a distribution in representation space. It could for instance output the parameters for a Gaussian given an input \( x \). For training, we can generate examples as above. This type of encoder giving a conditional distribution over representations is analogous to the original formulation of the VAE (Kingma & Welling, 2013). In the VAE, however, encoder and decoder are trained simultaneously with the decoder providing the variational distribution, which is sometimes mistakenly assumed to be equal to \( P(z|x) \). Both approaches share the risk that the output distribution of the encoder is a bad match for the true posterior and to get a better estimate of the posterior, it can instead be used as a starting point for importance sampling (Burda et al., 2016).

For both types of encoders, it is possible to generate infinitely many \((x, z)\) samples from the generative model. In fact, online training can be used, in which a new set of input/output samples are generated for each mini-batch. The encoder can therefore – in principle – be of very high complexity and be trained to arbitrary precision. Note, however, that we are sampling from \( P(x) \) as given by the decoder and therefore an encoder of high complexity is likely to perform poorly given out-of-distribution (OOD) samples (Schuster & Krogh, 2021).

2.3 COMPARISON TO THE VARIATIONAL AUTOENCODER

We have already highlighted the close similarity to the VAE, which uses so-called amortized variational inference. The “amortization gap” between the variational distribution and the actual posterior of \( z \) (Cremer et al., 2018) is determined by the encoder. If the encoder is very expressive, this gap can be small, but at the danger of over-fitting the encoder. If the encoder is less complex the approximation error may be more severe. The encoder can instead be used to give a start point for sampling, to limit the error (Kim et al., 2018; Krishnan et al., 2018; Marino et al., 2018).

The Generative Decoder is not amortized and avoids any additional error from the encoder. This comes at the cost of another type of approximation error related to using the MAP estimate rather than integrating over the latent variable. It is possible to use the MAP estimate as a starting point for sampling, just as in the VAE in which case the two models would become very similar: they just use different methods for initializing the sampling.

One problem with the generative decoder stems from the scaling invariance of the representations relative to the weights of the first layer. If the representation space is unbounded, the representations and the first layer weights can be scaled oppositely \( (\vec{z} \cdot \vec{w}) = (\vec{z}a) \cdot (\vec{w}/a) \) for any constant \( a \) without affecting the result. If the distribution over representation space is a fixed Gaussian, one can maximize the probability of representations by scaling representations to very small norm, so they are highly probable according to \( P(z) \). This does not happen in the VAE, because of the Kullback-Leibler (KL) divergence term. In the DGD, this can be mitigated by choice of priors or through explicit normalization of representations to have the same variance as the distribution. If the distribution is learned, this may be less of a problem as it will adjust to the actual distribution of representations.

2.4 EXTENSIONS OF THE MODEL

The advantage of the Bayesian approach is that it is possible to add priors to the parameters. If a mixture of Gaussians is used in representation space, it is natural to use a Dirichlet prior on the
mixture coefficients to encourage the model to have some weight on all of them for instance. For the means, one would perhaps not like them to cluster together close to zero, and one could have a prior that encourages such behaviour. In some experiments below we used a “soft ball prior”, which is flat in an $m$-dimensional ball and tails off with the function $\tau(z) = \frac{1}{1 + a^2 m z^2 b^2}$, where $b$ is the radius, $a$ is a hardness and $|z|$ is the Euclidean norm of $z$. For the standard deviation ($\sigma_k$) of the mixture components we optimized the parameter $\log(1/\sigma^2_k)$ and used a Gaussian prior on it.

The simplicity of the model makes it easy to extend. One extension we tested is to use a form of supervised learning of the representations. Assume we use a mixture distribution on representations and that the training data have class labels (such as numbers from 0 to 9 for handwritten digits). Then we can label the components by simply assigning one or more mixture components to each class. The probability of a representation is then conditioned on the class label and we obtain a model separating labels in representation space.

3 Tests comparing the DGD to the VAE

3.1 Faster model search with generative decoders

We begin our experimental analysis of the proposed approach by comparing our simplest generative decoder (DGD) to basic implementations of the VAE for the CIFAR10 data set. In the simplest setup, both DGD and VAE have a single fixed Gaussian with mean 0 and standard deviation 1 as decoder (DGD) to basic implementations of the VAE for the CIFAR10 data set. In the simplest space for 50 epochs on a subset of CIFAR10 (see A.1 for details) and reported reconstruction losses on a CIFAR10 test subset. Importantly, we also included a beta factor from VAEs, since the difficulty of balancing reconstruction loss and KL divergence is well known (Higgins et al., 2017). The resulting learning curves are shown in Figure 1A. Even though many VAE test reconstruction loss curves converge faster, the generative decoder on average achieves lower test reconstruction losses after 50 epochs (Figure 1B). Thus, even though best models from both DGD and VAE perform equally in terms of image reconstruction on the test subset, the DGD seems to present a more stable design and it also has a smaller search space (one degree of freedom less due to $\beta$).

3.2 No tradeoff between reconstruction and prior loss

Both the DGD and the VAE aim to learn a latent representation of the data whose values are normally distributed. We therefore evaluated latent spaces based on 3 measures for the 4 most diverse out of the 10 best models for each method. We split the VAE models into VanillaVAE and $\beta$VAE. These 12 models were trained on the full CIFAR10 train set for 100 epochs and tested on the full test set. Hyperparameters and architectures for each model can be found in A.4 Table 2.

Firstly, we tested normality of all representation values with the Shapiro Wilk test. The more likely the null hypothesis, the closer the test statistic is to 1. Figure 2A shows that the DGD obtains an almost perfect fit to the Gaussian, the VanillaVAE obtains an almost equally good fit, whereas the $\beta$VAE, which is shifting the reconstruction – prior loss balance towards reconstruction loss, obtains non-normally distributed representations. The DGD manages to achieve the best reconstruction and highest probability for the null hypothesis of normally-distributed representations.

Secondly, we investigated how well the representations fitted the standard Gaussian of the prior. We therefore calculated the ratios of how much of the standard Gaussian’s $N(0, 1)$ space is used ($b$ in $bG = L \cap G$) and how much of the latent space is covered by $N(0, 1)$ ($a$ in $aL = L \cap G$), see Figure 2B. Values were rounded to 2 decimal points for this purpose. The only method achieving near-perfect overlap with the standard Gaussian is the VanillaVAE, with both ratios near 1. While DGD representations do not venture outside the standard Gaussian space, they are distributed according to a Gaussian with smaller scale and only cover 20% of the standard Gaussian space, which can lead to out-of-distribution representations when sampling from $N(0, 1)$ for image generation. This is most likely due to the scale invariance of the representations and the first layer of weights. Another explanation for this low-variance space could be the large latent dimensions of the best performing models, giving the representation “too much space” allowing the objective function to maximize the posterior probability by reducing the variance of the Gaussian. We investigated this
Figure 1: **Comparison of DGD and VAE methods in their simplest setups on CIFAR10.** A Model search test learning curves of single Gaussian DGD (left) and VAE (right) trained on a CIFAR10 subset (100 samples per class) for 50 epochs. Colors indicate individual models. B Violin plot of final test losses from models in A. Color-split shows train and test losses. Dashed lines indicate mean and standard deviations. C-F Reports on 4 out of 10 best models from A for each method. VAEs are split into VanillaVAE and $\beta$VAE. Model information and results are shown in supplementaries A.4. C Final test reconstruction losses (MSE). D Latent space evaluation relative to the prior Gaussian distribution. The left presents the normality statistics from the Shapiro-Wilk test. Values close to 1 indicate no rejection of the null hypothesis. The right plots the ratio of latent space values overlapping with values from a standard Gaussian ($a L = L \cap G$) against the ratio of Gaussian space covered by the unique latent values ($b G = L \cap G$). L represents latent space, G Gaussian space. E Distance preservation in latent space presented as correlation coefficients between class-wise euclidean distances of latent class means and input data means. F FID scores as image generation performance metric.

relation and show in supplementary Figure 5 that the latent space's standard deviation decreases with increasing latent dimension for different data sets. This may also cause the slower convergence of the models in Figure 1A.

Thirdly, we compared the conservation of CIFAR10 class distances in representation space. We calculated euclidean distances between class means for representation and sample space and report the Pearson correlation coefficients between class distances of original data and representations. Here, correlations are highest for the DGDs, closely followed by the VanillaVAEs. The results are shown in Figure 1E. Altogether, we see that while balancing the objectives of VAEs is not trivial and can result in a reconstruction-prior tradeoff, DGDs easily achieve good reconstruction and normally-distributed representations at the same time.

Finally, we calculated FID scores (introduced by Heusel et al. (2018) and implemented for Pytorch in Seitzer (2020)) for image generation by the models, Figure 1F. All the models selected for reconstruction performance fall short when it comes to image generation with FID scores all exceeding 114 and not reaching commonly reported scores of just above 100 for VAEs (e.g. in Bond-Taylor et al. (2021); Parmar et al. (2020)). This is likely due to the large latent dimensions of these models, insufficient training time and the insufficient coverage of the sampling space for the DGD. On average, however, the DGD still achieves lower FID scores compared to both VAE implementations.
Figure 2: **Test image reconstructions and generated images from DCGAN, DGD and VAE.** Each image class is represented by its first sample in the CIFAR10 test split. All models were trained for 500 epochs and saved every 50 epochs. The best stages were selected based on test reconstruction loss and quality of generated images. These stages are indicated in table 1. Generated images were achieved by randomly sampling from a standard Gaussian and fed into the decoder/generator modules.

### Table 1: Image generation on CIFAR10

| Model  | Train epochs | Test MSE loss | FID   |
|--------|--------------|---------------|-------|
| DCGAN  | 50           | NA            | 35.84 |
| DGD    | 500          | 0.0052        | 90.77 |
| VAE    | 500          | 0.0293        | 322.64|
| $\beta$VAE | 100     | 0.0080        | 150.37|

Altogether, this shows that it is easier to find a well-performing simple DGD (in terms of image reconstruction) than a VAE and that the simple DGD at least converges much faster towards both good image reconstruction and a Gaussian latent space.

### 3.3 Improved Image Generation

Since the image generation capabilities of the models optimized for test reconstruction are anything but optimal, we set out to compare image generation performance of the DGD and VAE based on the well-known and reliable DCGAN architecture (Radford et al., 2016). Implementation and interpretation for DGD and VAE can be found in Appendix A.5. In Figure 2, we show CIFAR10 test image reconstructions next to randomly generated images from DCGAN, DGD, VAE and $\beta$VAE. We can see that while the VAE achieves better image reconstructions with decreasing $\beta$, generated images remain blurry. Our DGD model, however, generates sharper and more contrastive images, similar to those generated by DCGAN. This is reflected in the FID scores in table 1. Of course none of these models achieve recognizable images at this point and fall short compared to state-of-the-art image generators. We also concede that the VAEs reported here surely do not represent the best this method could do under these circumstances and that we are not experts in the field of VAEs. Nonetheless, our approach does offer an advantage compared to the VAE in terms of simplicity and basal performance, and may unite desirable features from both VAEs and GANs. Even though the fixed single standard Gaussian as a prior of the latent space is not sufficient to smoothly cluster representations and thus enable image generation of specific classes (see supplementary Figure 6), we aim at expanding this method to include GMMs for better structuring of the latent space.

### 4 Testing Extensions of the Model

#### 4.1 Using a mixture distribution with priors

We tested the use of priors on a Gaussian mixture model with MNIST data in order to visualize a two-dimensional representation space. We used a soft ball prior on the means of the mixture components with a fixed radius of 10, a uniform Dirichlet prior on the mixture coefficients, and a
Figure 3: Representation space and samples from models trained with 20, 30, and 50 mixture components. The top row shows the two-dimensional representation space with the learned representations of the training samples and the means of the mixture components. Colors indicate the class (numbers from 0 to 9). The bottom row shows 100 randomly sampled images from each model. The models only differ in the number of components in the GMM.

Gaussian prior on $\log(1/\sigma^2)$. For the last prior influencing the variance of the means, we ended up using a mean of 2 and a standard deviation of 2 after testing combinations of 0, 1, and 2 for the means and 1, 2, and 3 for the standard deviations.

The architecture of the decoder was fixed with a two-dimensional representation fed into a first layer of 30 hidden units, followed by a second layer of hidden units. This is succeeded by two layers with 4x4 transposed convolutions with 64 and 32 channels, respectively, and ending in a 28x28 image. All activations are ReLU except the output layer, which uses a sigmoid. The images are binarized. The models were trained on a random sample of 5000 images from MNIST for 100 epochs.

Figure 3 shows the resulting 2D representation spaces for models with different number of Gaussian mixture components. The images are very stable showing reasonably clear clusters for the different numbers. Note the effect of the soft ball prior, which more or less confines the mixture components to a circle of radius 10.

4.2 Using labelled mixture components

Finally, a model with 10 labelled mixture components was trained on MNIST. A label, which in this case is a number from 0 to 9, was assigned to each component. During training the image labels were then used to choose the corresponding component. The model was otherwise identical to the one described above, and so were all training parameters.

In Figure 4 the resulting representation space is shown, along with images from the mixture component means and randomly sampled images. The model learned a more or less perfect clustering in 2D showing similar numbers close to each other (e.g. 3,8,5 in the upper left).

Although the results are perhaps not surprising, it shows the flexibility of the model and the ease of extending it. In our future research efforts, we will use these ideas to develop methods for partially labelled data and models that can obtain a similar clear separation of labels without supervision.
Figure 4: A model trained with labelled mixture components. The top shows the learned representations of the training data (left) and 100 randomly sampled images (right). The bottom shows the output images of the means of the mixture components. All images are binarized.

5 Conclusion

In this small study, we set out to investigate MAP estimation of representations as an alternative to the commonly used variational inference. As shown in previous work, the encoder is not needed to learn a representation of data and its mapping to sample space (Schuster & Krogh, 2021). Here, we showed that this is also the case for probabilistic representations. Compared to the VAE, the generative decoder provides a much simpler method, which in our tests performs as well or better than the VAE and which is much easier to implement. Even though the simple DGD presented here cannot match performance of the complex and highly advanced models based on GANs, Transformers and VAEs (Tseng et al., 2021; Park & Kim, 2021; Zhao et al., 2020; Jiang et al., 2021; Vahdat et al., 2021; Parmar et al., 2021; Xiao et al., 2021) in terms of image generation, we do show that it can—with little optimization—achieve much better generative results than an architecturally similar VAE on the CIFAR10 data set.

One may argue that it is possible to optimize VAEs further using for instance a different architecture of the encoder (we essentially used mirrored encoder and decoder). That is true of course, and our main aim has been to show that the DGD is just a lot easier to deal with, because you do not have to worry about the encoder.

We further show that when extending the Gaussian prior to a GMM trained on MNIST data, we can learn representations that separate the numbers quite well in a 2D representation space. By using priors on the parameters of the mixture model, it can be guided to, for example, have mixtures of low or high variance. Lastly, we have shown that a model can even be trained with labelled mixture components to learn ten very well-separated components for each number in MNIST.

In future works, we will be extending the model to partly-supervised learning. We also aim at trying to unite with ideas from manifold learning to obtain better representations. Finally, we are working on using the model with missing data, for which it has obvious advantages (Han et al., 2017).
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A APPENDIX

A.1 DATA

In this work we made use of the publicly available natural image data sets MNIST (Deng, 2012), FashionMNIST (Xiao et al., 2017) and CIFAR10 (Krizhevsky et al., 2009). We used the data sets' implemented train-test splits and created class-balanced subsets for model search and supporting experiments. These subsets are created by taking every 30th and 50th image per class from FashionMNIST and CIFAR10, respectively.

A.2 SEARCH SPACE DESIGN

Architectures investigated in the search for well-performing models in terms of test reconstruction are taken from [A.3]. We set a random seed of 0 and used train mini-batch size 64 and test mini-batch size 16. Learning rates examined are \{1e−2, 1e−3, 1e−4\} for the decoder and VAE and \{1e−1, 1e−2, 1e−3\} for the representation. Capacity options are \{8, 16, 32, 64\} and weight decays in the Adam optimizer are either 0 or 1e−5. VAEs are investigated with an additional option of the \(\beta\) factor described in Higgins et al. (2017). The \(\beta\) factors applied (before normalization \(b = \frac{\text{b.latent}}{\text{b.input}}\)) are \{None, 10, 1, 1e−1, 1e−2\}. None refers to the original VAE implementation without reconstruction-KL divergence balancing.

Initialization from \(N(0, 1)\) and updating of representations is performed as described in Schuster & Krogh (2021). Reconstruction losses are computed as mean squared error (MSE) losses. Prior losses are represented by the log of the posterior probability densities \(\log (P(x|z, \theta) + P(z|\phi))\) for DGD (we will later refer to this loss as MAP loss) and the KL divergence for VAEs.

A.3 ARCHITECTURES

The architectures investigated in the model search and comparison between DGD and VAE reported in Figure 1 are described below. They and all other code is implemented in Python using Pytorch. The inspiration for these architectures derives from Radford et al. (2016) and were used similarly in Schuster & Krogh (2021). VAE architectures are based on popular community implementations of Kingma & Welling (2013).

DGD

The standard decoder used in the CIFAR10 experiment consists of 5 2D-transposed convolutional layers. After each of the first 4 transposed convolutional layers follow a batch normalization layer and a ReLU activation function. After the last layer, Sigmoid activation is applied. The channel sizes are defined by a base we call capacity (\(c\)). Channel inputs are \(\{c \times 4, c \times 2, c \times 2, c, c\}\) and the output channel size is 3. Kernels defined as \((\text{kernel size}, \text{stride}, \text{padding})\) are \{(4, 2, 0), 3 \times (4, 2, 1), (1, 1, 0)\}. The decoder takes an input vector of size \(c \times 4\), which is reshaped to \((c \times 4, 1, 1)\) before the first layer. The output is the image tensor of size \((3, 32, 32)\).

Decoder (shallow): This is a shortened version of the standard decoder described above. It lacks the first layer block (ConvTransposed2d, BatchNorm2d, ReLU) and thus takes as input a 1D \(c \times 32\) vector which is reshaped to \((c \times 2, 4, 4)\).

Decoder (linear): This decoder builds upon the shallow decoder above. It adds a fully-connected linear layer at the very beginning.

VAE

Each VAE architecture consists of two equivalent encoders with different final activation functions (ReLU for latent means and Sigmoid for latent standard deviations (sd)), followed by a decoder whose input is generated via the reparametrization trick (Kingma & Welling, 2013) from latent means and sds. The decoder modules are equivalent to decoders from the DGD architectures. The encoder architecture of the VAE is the mirrored version of the here implemented decoder. The encoder outputs are flattened to two \(c \times 4\) vectors and reparametrized to the single input vector of the decoder.
VAE (shallow): The shallow decoder reconstructs the input from mirrored encoders.

VAE (shallow, encoder linear): This is the shallow VAE with fully-connected linear layers between convolutional encoder and final encoder activation functions.

VAE (shallow, linear): In addition to the linear layers in the encoder, this model makes use of the linear decoder from above.

A.4 DGD-VAE COMPARISON

The following table explains chosen architectures and hyperparameters of the models reported in Figure 1C-F.

Table 2: Architecture and hyperparameters

| Model ID | Architecture                                      | Latent dimension | Learning rates (decoder, representation) | Weight decay |
|----------|---------------------------------------------------|------------------|------------------------------------------|--------------|
| DGD 1    | decoder (shallow): capacity 32                    | 1024             | $1e - 3, 1e - 2$                         | 0            |
| DGD 2    | decoder (shallow): capacity 16                    | 512              | $1e - 3, 1e - 2$                         | 1e - 5       |
| DGD 3    | decoder: capacity 64                              | 256              | $1e - 4, 1e - 2$                         | 1e - 5       |
| DGD 4    | decoder (linear): capacity 64                     | 200              | $1e - 3, 1e - 2$                         | 1e - 5       |
| βVAE 1   | VAE (shallow): capacity 32, beta $1e - 2$         | 1024             | $1e - 3$                                 | 0            |
| βVAE 2   | VAE (shallow): capacity 16, beta $1e - 2$         | 512              | $1e - 2$                                 | 0            |
| βVAE 3   | VAE (shallow): capacity 8, beta $1e - 2$          | 256              | $1e - 2$                                 | 0            |
| βVAE 4   | VAE (shallow, linear): capacity 16, beta $1e - 2$ | 200              | $1e - 3$                                 | 1e - 5       |
| VanillaVAE 1 | VAE (shallow): capacity 16                      | 512              | $1e - 4$                                 | 0            |
| VanillaVAE 2 | VAE (shallow, linear): capacity 32             | 200              | $1e - 3$                                 | 1e - 5       |
| VanillaVAE 3 | VAE: capacity 32                                 | 128              | $1e - 3$                                 | 0            |
| VanillaVAE 4 | VAE (shallow, encoder linear): capacity 16      | 64               | $1e - 3$                                 | 1e - 5       |

Table 3: Experimental results

| Model ID | MSE loss | FID score | Shapiro Wilk test statistic | Intersection ratio a in $aL = L \cap G$ | Intersection ratio b in $bG = L \cap G$ | Class distance correlation |
|----------|----------|-----------|-----------------------------|----------------------------------------|----------------------------------------|---------------------------|
| DGD 1    | 0.0017   | 197.35    | 1.0005                      | 1.0000                                 | 0.0515                                 | 0.9737                    |
| DGD 2    | 0.0028   | 186.48    | 0.9972                      | 1.0000                                 | 0.0619                                 | 0.9873                    |
| DGD 3    | 0.0040   | 119.47    | 0.9991                      | 1.0000                                 | 0.0515                                 | 0.9840                    |
| DGD 4    | 0.0037   | 126.54    | 0.9984                      | 1.0000                                 | 0.0619                                 | 0.9728                    |
| βVAE 1   | 0.0036   | 175.55    | 0.9127                      | 0.9573                                 | 0.9897                                 | 0.9421                    |
| βVAE 2   | 0.0044   | 189.00    | 0.8770                      | 0.8711                                 | 0.9794                                 | 0.9697                    |
| βVAE 3   | 0.0056   | 212.00    | 0.9150                      | 0.6514                                 | 0.9588                                 | 0.9721                    |
| βVAE 4   | 0.0072   | 159.15    | 0.8822                      | 0.6113                                 | 0.9691                                 | 0.9193                    |
| VanillaVAE 1 | 0.0343   | 260.26    | 0.9968                      | 0.9995                                 | 1.0000                                 | 0.9755                    |
| VanillaVAE 2 | 0.0254   | 225.58    | 0.9943                      | 0.9993                                 | 0.9691                                 | 0.9993                    |
| VanillaVAE 3 | 0.0351   | 308.63    | 0.9705                      | 0.9967                                 | 0.9794                                 | 0.9833                    |
| VanillaVAE 4 | 0.0283   | 269.27    | 0.9965                      | 0.9948                                 | 0.9381                                 | 0.9734                    |
A.5 DCGAN IMPLEMENTATION

The DCGAN model is implemented in Pytorch according to Radford et al. (2016) with some deviations. To the best of our knowledge, deviations are found in the input size and first layer (we kept the image size of 32x32x3 and performed a 1x1 convolution) and the negative slope of the LeakyReLU function (from 0.2 to 0.1). A VAE was designed based on the DCGAN discriminator with the last convolutional layer as two layers mapping to 100-dimensional vectors with sigmoid and ReLU activation. As the complexity of the model with channel sizes up to 1024 lead to strong over-fitting, the VAE is implemented without the first 1x1 convolution, thus reaching only maximum channel sizes of 512. Training was performed for 500 epochs for each model on CIFAR10 full train set. Mini-batch sizes are 512 and 128 for train and test set, respectively. Random seed is again set to 0 and all weights are initialized with default settings. DCGAN was trained with the Adam optimizer with a learning rate of $2 \times 10^{-4}$, weight decay $1 \times 10^{-5}$ and beta 0.5. DGD and VAE were trained with the Adam optimizer as well with weight decay $1 \times 10^{-5}$, but with default beta 0.9 and decreasing learning rates. Learning rates for the DGD are set to $\{1e-3, 1e-4, 1e-5\}$ at epochs $\{0, 50, 200\}$. The learning rate of the VAEs is set to $1e-4$ and decreased to $1e-5$ at epoch 200. Losses are computed as $BCE$ loss for DCGAN, $MSE + MAP$ loss for DGD, and $MSE + \beta KLD$ for the VAEs. The value for $\beta$ was set to 0.00001.

A.6 SUPPORTING EXPERIMENTS

GAUSSIAN SPACE COVERAGE VS. LATENT DIMENSION

We investigated the relationship between latent dimension and latent space standard deviation based on subsets of FashionMNIST and CIFAR10. The CIFAR10 models used here are based on the linear decoder introduced in A.3 with capacity 24. The architecture for the FashionMNIST models is similar, adapted to the different output image of size $(1, 28, 28)$. The linear layer output is of size $(\text{capacity} \times 4, 3, 3)$ and the second transposed convolutional layer has padding 0. The capacity is here set to 16. Latent dimensions $\{2, 5, 10, 20, 50, 100, 200\}$ are investigated for both data sets, and models are trained in triplets with random seeds $\{0, 25, 872\}$. All models are trained with learning rates $1e-4$ (decoder) and $1e-2$ (representation), the Adam optimizer with weight decay $1e-5$ for 50 epochs. Batch sizes are 64 and 16 for train and test sets, respectively. Reported are the latent dimensionality and the standard deviation of all latent values (of the test representation) at the end of training.

Figure 5: Relationship between latent dimension and scale of latent space Log-scaled standard deviations of triplet (different random seeds) models are plotted against the log-scaled dimensionality of the latent space.
We investigated whether recognizable, class-specific images could be generated from the DGD model presented in Figure 2. For this purpose, we calculated the mean representations per class along with their standard deviations, and sampled new data from resulting normal distributions. However, the generated images bear no significant systematic differences and are not recognizable as their assigned classes.

![Generated images from class-specific latent spaced of the DGD.](image)

A.7 MNIST EXPERIMENTS

The neural networks used for the MNIST experiments have a 2D representation space, one hidden layer with 30 units followed by two layers of 4x4 transposed convolutions with 64 and 32 channels, respectively. The output layer use a sigmoid and the other layers a ReLU activation. Images are thresholded and a cross entropy loss function is used. The training parameters are as follows:

Table 4: Training parameters for MNIST experiments

|                       | Learning rate | Momentum | Weight decay | Optimizer                  |
|-----------------------|---------------|----------|--------------|----------------------------|
| Decoder               | 0.001         | NA       | 0.00001      | Adam (Pytorch)             |
| Representation        | 0.01          | 0.9      | 0            | Stochastic gradient descent|
| GMM parameters        | 0.1           | NA       | 0            | Adam (Pytorch)             |

Priors on the GMM:
For the mixture weights we used Dirichlet prior with parameter 1 for all components.
For component means we used a soft ball prior with radius $b = 10.0$ and hardness of $\alpha = 5.0$.
For the prior on the variances of the components, we used a Gaussian prior on $B = \log(1/\sigma^2)$.
We tested combinations with mean 0, 1, and 2 and standard deviations 1, 2, and 3. From visual inspection of initial tests we selected mean 2 and standard deviation 2.

A random subset of 5000 images was used for training. Training was done for 100 epochs with a mini-batch size of 32.