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Extracting the Hamiltonian of interacting quantum-information processing systems is a keystone problem in the realization of complex phenomena and large-scale quantum computers. The remarkable growth of the field increasingly requires precise, widely-applicable, and modular methods that can model the quantum electrodynamics of the physical circuits, including their more-subtle renormalization effects. Here, we present a computationally-efficient method satisfying these criteria. The method partitions a quantum device into compact lumped or quasi-distributed cells. Each is first simulated individually. The composite system is then reduced and mapped to a set of simple subsystem building blocks and their pairwise interactions. The method operates within the quasi-lumped approximation and, with no further approximation, systematically accounts for constraints, couplings, parameter renormalizations, and non-perturbative loading effects. We experimentally validate the method on large-scale, state-of-the-art superconducting quantum processors. We find that the full method improves the experimental agreement by a factor of two over taking standard coupling approximations when tested on the most sensitive and dressed Hamiltonian parameters of the measured devices.

Quantum phenomena offer a distinct advantage for information processing, assuming we can faithfully design and realize the physical systems underlying them. A leading platform to accomplish this goal has emerged in the form of superconducting quantum technology, which employs macroscopic, lithographically-defined, and configurable devices. Their design versatility, however, comes with inherent challenges—parameter variability, a complicated design space, and the difficulty of engineering their non-linear interactions. These challenges pose a concern of central importance for the growth of the field and have received a strong and growing interest in the form of new design and quantization methods. The rapidly growing pace of diversity, complexity, and scale of quantum hardware urges for methods that are increasingly modular, widely-applicable, yet ever-more precise. As such, these methods must closely incorporate details of the layout, materials, and electromagnetic environment of the physical device, while keeping approximations to a minimum without sacrificing computational efficiency.

Here, we develop such a precise, modular method that operates at the physical-device level and that is suitable for a wide array of quantum devices. The method builds on the quantization of lumped models, which is more computationally efficient than full-wave methods. The method also handles distributed resonant structures, such as co-planar waveguide (CPW) resonators. Modularity is achieved in two ways. First, the physical layout of the quantum device is systematically partitioned into disjoint cells—physical blocks of the device. Each cell can be independently simulated to extract its electromagnetic parameters. Second, the effective circuit of the device is partitioned into non-dynamical coupler elements and nodes and into subsystem building blocks. A subsystem is selected based on two requirements: i) it should constitute a well-understood, basic system in isolation and ii) it should have sufficient parameter flexibility. The latter enables the faithful reduction and mapping of the larger device into subsystems, without loss of information. The larger device model is stitched together from the results of the cell simulations. It is then reduced according to the subsystem partitions. In the process, constraints and non-dynamical degrees of freedom associated with the coupling structures are systematically eliminated; dressing of the systems and their interactions because of this are accounted for. The reduction is precise in that no approximations are made. All dressing and effective parameter renormalizations of the subsystems are tracked, which are mediated by the coupling structures.

We experimentally tested the method on two large-scale, superconducting quantum processors, which employed transmon qubits and CPW structures. Each qubit was connected to four or five neighboring structures, spanning a wide range of coupling strengths. We observed renormalizations on the order of 25% for subsystem Hamiltonian parameters due to coupling dressing and a series of smaller renormalizations due to unwanted, indirect couplings and higher-order effects. We provide a detailed budget to account for the extent to which each model parameter influenced the results. We compare the full method presented here to one that resorts to standard approximations, weak coupling and no dressing of spatial eigenfields. The full method presented here yields a factor of two improvement on the experimental agreement. The method is applicable to the analysis of a broad class of quantum processors. We have automated it in the open-source project Qiskit Metal for quantum device design.
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I. PARTITIONING A QUANTUM DEVICE INTO INTERCONNECTED COMPONENT CELLS

The physical layout of a quantum information processor, such as the one depicted in Fig. 1(a), can be thought of as the interconnected collection of quasi-independent subsystems and inter-system couplers. Each subsystem is identified with a domain of the physical layout and supports a set of quantized, potentially-anharmonic modes. When considered in isolation, a subsystem could be one that is well understood and whose parameters could be readily obtainable, using analytical or numerical techniques. However, due to its embedding in the larger device network and loading by system-system coupling structures, its properties can be dressed and can significantly depend on parts of the larger network. Generally, this dressing of the Hamiltonian parameters is necessarily unavoidable and non-local. Even for relatively moderate non-linear coupling strengths, the renormalizations of the effective subsystem Hamiltonian and its spectrum can be significant; for an experimental example of a large, 1 GHz mode dressing, see Sec. [IV]. Similarly, the interaction between two subsystems is dressed in a potentially non-local manner that can depend on more than the immediate coupling structure and can be influenced by the physical layout more broadly. Faithfully and systematically accounting for such effects in the increasingly complex physical device layouts is important for improved experimental agreement, see Fig. 1.

To capture these effects, we aim to systematically and modularly study the physical device layout by partitioning it into disjoint cells, see Fig. 1(b). Each cell is first analyzed quasi-analytically or using numerical quasi-static electromagnetic methods to extract device parameters used to construct the full system Hamiltonian. Importantly, cells do not correspond to subsystems, see Sec. [II]. A semi-classical model of the connected system is constructed and reduced to a simpler, dressed model of the device, see Fig. 1(b) and 1(c).

For a subsystem coupled to $K$ neighbors, we explicitly construct the composite-system Hamiltonian $\hat{H}_{\text{full}}$, within the quasi-lumped approximation but with no further approximations, in the pair-wise interaction form,

$$\hat{H}_{\text{full}} = \hat{H}_0 + \sum_{n=1}^{K} \hat{H}_n + \sum_{n=0}^{K-1} \sum_{m=n+1}^{K} \hat{H}_{nm},$$

(1)

where $\hat{H}_0$ and $\hat{H}_n$ are the dressed Hamiltonians of the subsystem and its $n$-th neighbor, respectively, and $\hat{H}_{nm}$ is the dressed, bi-linear interaction Hamiltonian between the $n$-th and $m$-th systems.

In the construction, the $n$-th and $m$-th system Hilbert spaces are disjoint; hence, $[\hat{H}_n, \hat{H}_m] = 0$. Nonetheless, their dressed Hamiltonians $\hat{H}_n$ and $\hat{H}_m$ are inter-dependent in terms of their parameters and physical layouts—due to the coupling structures and dressing by the larger network.

The dressed interaction Hamiltonian of the $n$-th and $m$-th systems is

$$\hat{H}_{nm} = \hat{Q}_n \hat{Q}_m / C_{nm}^{\text{eff}} + \hat{\Phi}_n \hat{\Phi}_m / L_{nm}^{\text{eff}},$$

(2)

where the effective coupling capacitance and inductance are $C_{nm}^{\text{eff}}$ and $L_{nm}^{\text{eff}}$, respectively, and the generalized

Figure 1. Method overview. (a) Illustration of an example quantum processor layout (not-to-scale; partial). Center: transmon qubit subsystem (purple), described by a dressed Hamiltonian $\hat{H}_0$, connected to three co-planar waveguide (CPW) subsystems—a readout (green, $\hat{H}_1$) and two bus resonators (brown, $\hat{H}_2$, and blue, $\hat{H}_3$)—and a charge line (bottom, gray). The device layout is partitioned into subsystems and cells. (b) Example simulation model of cells, overlaid with its simulation mesh. The cell incorporates elements of multiple subsystems: qubit pads $P_0$ and $P_1$, CPW coupler pads and segments $B_1, B_2, B_3$, and a segment of a CPW charge line $C$. (c) Partial schematic of the composite-system network depicting the nodes and elements of cell$_0$ and their connections to neighboring cells, such as those of the CPWs. The nodes of the cell are capacitively coupled by a fully-connected graph (thick line). A Josephson tunnel junction connects $P_0$ to $P_1$. Coupler nodes $C$ and $P_0$ (not colored) are eliminated. (d) Depiction of the reduced, dressed subsystems—acting as building blocks—and their dressed interactions, described by the Hamiltonians $\hat{H}_{01}, \hat{H}_{02}, \ldots$. 

1. PARTITIONING A QUANTUM DEVICE INTO INTERCONNECTED COMPONENT CELLS

The physical layout of a quantum information processor, such as the one depicted in Fig. 1(a), can be thought of as the interconnected collection of quasi-independent subsystems and inter-system couplers. Each subsystem is identified with a domain of the physical layout and supports a set of quantized, potentially-anharmonic modes. When considered in isolation, a subsystem could be one that is well understood and whose parameters could be readily obtainable, using analytical or numerical techniques. However, due to its embedding in the larger device network and loading by system-system coupling structures, its properties can be dressed and can significantly depend on parts of the larger network. Generally, this dressing of the Hamiltonian parameters is necessarily unavoidable and non-local. Even for relatively moderate non-linear coupling strengths, the renormalizations of the effective subsystem Hamiltonian and its spectrum can be significant; for an experimental example of a large, 1 GHz mode dressing, see Sec. [IV]. Similarly, the interaction between two subsystems is dressed in a potentially non-local manner that can depend on more than the immediate coupling structure and can be influenced by the physical layout more broadly. Faithfully and systematically accounting for such effects in the increasingly complex physical device layouts is important for improved experimental agreement, see Fig. 1.

To capture these effects, we aim to systematically and modularly study the physical device layout by partitioning it into disjoint cells, see Fig. 1(b). Each cell is first analyzed quasi-analytically or using numerical quasi-static electromagnetic methods to extract device parameters used to construct the full system Hamiltonian. Importantly, cells do not correspond to subsystems, see Sec. [II]. A semi-classical model of the connected system is constructed and reduced to a simpler, dressed model of the device, see Fig. 1(b) and 1(c).

For a subsystem coupled to $K$ neighbors, we explicitly construct the composite-system Hamiltonian $\hat{H}_{\text{full}}$, within the quasi-lumped approximation but with no further approximations, in the pair-wise interaction form,
charge and magnetic flux operators of the $n$-th and $m$-th systems involved in the coupling are $\hat{Q}_n$, $\hat{Q}_m$, $\hat{\Phi}_n$, and $\hat{\Phi}_m$. For systems coupled by multiple physical degrees of freedom, see the more general form of Eq. (2) obtained in Eqs. (12) and (13).

In the case of purely capacitive inter-system coupling (i.e., $1/L_{nm}^\text{eff} = 0$), we conveniently reexpress the interaction in terms of the dimensionless operators $\hat{A}_n := \hat{Q}_n/A_n$ and $\hat{B}_m := \hat{Q}_m/B_m$, scaled by the choice scaling factors $A_n$ and $B_m$.

$$\hat{H}_{nm} = \hat{Q}_n \hat{Q}_m / C_{nm}^\text{eff} = h g_{nm} \hat{A}_n \hat{B}_m ,$$

where the linear coupling energy $h g_{nm} := A_n B_m / C_{nm}^\text{eff}$. When operating with continuous quadrature variables, such as $\hat{A}_n = i(\hat{a}_n^\dagger - \hat{a}_n)$, and employing a harmonic basis, one typically employs the zero-point quantum fluctuations of the quadrature with respect to the linearized system; i.e., $A_n^2 = (A_n^\text{ZPF})^2 := \langle \hat{A}_n^2 \rangle - \langle \hat{A}_n \rangle^2$. Sometimes in the case of a transmon qubit, especially when interested in charge effects, one operates with wrapped or discrete-variable quadratures. In the case of the discrete-variable Cooper pair number operator $\hat{A}_n = \hat{n}$, the scaling is $A_n = 2e$, where $e$ is the elementary electron charge.

Before proceeding to the general treatment and explicit construction of Eqs. (1)–(5), for definitiveness of example, consider the device and associated reduction steps depicted in Fig. 1. The dressed Hamiltonian of the $k = 1$ system, a co-planar-waveguide (CPW) resonator, is $\hat{H}_1 = \sum_{m=1}^{\infty} \hbar \omega_{1m} \left( \hat{a}_{1m}^\dagger \hat{a}_{1m} + \frac{1}{2} \right)$, see Sec. III. Due to the coupling and network dressings, the normal mode frequencies $\omega_{1m}$, annihilation operators $\hat{a}_{1m}$, and associated zero-point-quantum fluctuations of the physical degrees of freedom are not dependent solely on the geometry and materials of the CPW structure. They additionally include contributions arising from the coupler structure and transmon qubit self-capacitance. Similarly, the $k = 0$ qubit system frequency $\omega_q$ of $H_0$ is weakly interdependent with $\omega_{1m}$ due to the semi-classical hybridization; i.e., when one tunes $\omega_q$, one has to be careful to also return $\omega_{1m}$ for maximum accuracy. The coupling parameters $C_{nm}^\text{eff}$ and $L_{nm}^\text{eff}$ are dressed not only by the $n$-th and $m$-th systems, but also by couplers coupling the $n$-th system to its other neighbors; e.g., the qubit-bus coupling can weakly influence the qubit-readout coupling.

In the following section, we capture these potentially non-perturbative effects, see Sec. III. Such a detailed construction is required to treat larger and higher-order coupling effects and to obtain improved experimental agreement, see Sec. IV. Additionally, effects such as impurity scattering on the distributed CPW structures are accounted for—this is the cavity-QED equivalent of a gauge-dependent diamagnetic $A^2$ contribution.

II. THEORY OF THE COMPOSITE MODEL

In this section, we present the theory of the general construction of Eqs. (1) and (2) starting from the analysis of disjoint partitions of the physical device layout. The model is constructed to allow the mapping of the larger interconnected partitions to a set of small, independent, subsystem building blocks—each potentially well understood in isolation. Each such cell partition can be independently simulated, thus decoupling the complexity of the network and providing modular simulations for improved computational efficiency. From the results of these independent simulations, we construct the composite-system Lagrangian and then the quantum Hamiltonian of the systems and interactions. In the process, we eliminate holonomic constraints and non-dynamical, coupling degrees of freedom, and account for their dressing of the systems and couplings. The treatment in this section, for generality, is more formal and abstract. However, in practice, significant simplifications occur due to the typically diagonal, block, or sparse structure of the circuit matrices.

We simultaneously employ two different types of partitions of the device. The first partitions the physical layout of the device into $N_\text{cell} + 1$ strictly disjoint cell modules—each of which can be independently simulated or analyzed to extract effective circuit parameters. The second partition operates at the level of the effective quasi-lumped schematic of the device. It partitions the device network nodes and elements into $K + 2$ subsets of each. One of the $K + 2$ subsets is for all non-system couplers. The remaining $K + 1$ are for the $K + 1$ subsystems. The cell and system partitions of the composite circuit are distinct from each other. This is illustrated by the qubit cell of Fig. 1(b). It incorporates the transmon qubit elements (metal pads $P_0$ and $P_1$ in a cutout of the ground plane $G$) but also elements from three neighboring non-qubit systems (structures $B_1$, $B_2$, $B_3$, and $C$).

Let $\mathcal{N}_\text{full}$ and $\mathcal{B}_\text{full}$ denote the sets of all nodes and elements in the device network, respectively. To partition into cells, the elements of $\mathcal{B}_\text{full}$ are disjointly distributed among $N_\text{cell} + 1$ sets. The nodes in $\mathcal{N}_\text{full}$ are however distributed among sets with potential overlap. If we denote the set of all non-datum nodes assigned to the $n$-th cell as $\mathcal{N}_n^\text{cell}$, then $\mathcal{N}_\text{full} = \mathcal{N}_g \cup \bigcup_{n=0}^{N_\text{cell}} \mathcal{N}_n^\text{cell}$, where $\mathcal{N}_g$ is the single-element set comprising just the circuit datum (ground node). The intersection $\mathcal{N}_n^\text{cell} \cap \mathcal{N}_m^\text{cell}$ can be non-empty. Each cell can incorporate the datum. To partition into subsystems, $\mathcal{B}_\text{full}$ and $\mathcal{N}_\text{full}$ are broken up into strictly disjoint sub-sets. If $\mathcal{N}_k$ denotes the set of all non-datum nodes assigned to the $k$-th system and $\mathcal{N}_\text{couple}$ denotes the set of all non-system, non-datum nodes, then $\mathcal{N}_\text{full} = \mathcal{N}_g \cup \mathcal{N}_\text{couple} \cup \bigcup_{n=0}^{k-1} \mathcal{N}_n$, where $\mathcal{N}_k \cap \mathcal{N}_{k'} = \emptyset$, $\mathcal{N}_k \cap \mathcal{N}_\text{couple} = \emptyset$ for $k \neq k'$. In the case of a continuous subsystem, $\mathcal{N}_k$ comprises a continuum of nodes.

The assignment of nodes and elements to a subsystem is determined by the design intention to realize
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The energy functions of the $J$ non-linear dipoles and
the structure and topology of the $N_{cell}+1$ cells are known. The circuit parameters of the linear elements contained
in $B_{full}$ can be extracted using analytical result or numerical techniques, see Sec. [IIIB]. Information about the linear part of the circuit of the $n$-th cell can be organized in the cell’s geometric capacitance and inverse inductance matrices $C_{n,cell}$ and $L^{-1}_{n,cell}$, respectively. We define these matrices with respect to the node-to-datum generalized magnetic fluxes of the circuit. In the case of a cell that can be considered in the lumped regime, $C_{n,cell}$ is the reduced Maxwell capacitance matrix, see Eq. [15]. In this case, $C_{n,cell}$ represents a fully connected graph, see Fig. [1(c)]. We incorporate $C_{j}$ and $L_{j}$ of the non-linear dipoles into $C_{n,cell}$ and $L^{-1}_{n,cell}$ to define the total cell linear capacitance and inverse inductance matrices $C_{n,cell}$ and $L^{-1}_{n,cell}$. In terms of these, the capacitance and inverse inductance matrices of the composite-system are

$$C_n = \sum_{n=0}^{N_{cell}} C_{n,cell} \quad \text{and} \quad L^{-1}_n = \sum_{n=0}^{N_{cell}} L^{-1}_{n,cell},$$

respectively. They are real, symmetric, and nearly block diagonal. The matrix $C_n$ is guaranteed to be positive semi-definite, but due to the inclusion of $L_j, \textbf{L}^{-1}_n$ does not have this guarantee. Typically, $\textbf{L}^{-1}_n$ is sparse and rank deficient. In terms of system, not cell, partitions, $C_n$ and $L^{-1}_n$ have a simple block structure. All subsystems are described by blocks in the diagonals of $C_n$ and $\textbf{L}^{-1}_n$. The only off-diagonal blocks in the two matrices are due to coupling elements spanning subsystems. Coupler nodes $N_{couple}$ also introduce diagonal blocks in the two matrices.

To describe the physical model, we introduce the column vector of all node-to-datum fluxes $\Phi_n$, each entry of which is associated with one unique node of $N_{full} - N_g$. The Lagrangian of the composite system is

$$\mathcal{L}_n\left(\Phi_n, \dot{\Phi}_n\right) = \frac{1}{2} \dot{\Phi}_n^T C_n \dot{\Phi}_n - \frac{1}{2} \Phi_n^T \textbf{L}^{-1}_n \Phi_n - \sum_{j=1}^{J} E_{n}^{nl}(\Phi_j),$$

where $J$ denotes the total number of non-linear dipoles in the network. The Lagrangian is potentially singular due to the rank deficiency of $\textbf{L}^{-1}_n$ and that of $C_n$. The singularity leads to dynamics on a constrained submanifold of phase space. In quantization, it is this reduced, constrained phase space that provides the required physical Poisson structure required for canonical quantization.

Before eliminating the coupler constraints on the phase space associated with $\mathcal{L}_n$, we first rotate the Lagrangian basis $\Phi_n$ to place all non-linear dipole fluxes explicitly in the basis. The flux of the $j$-th dipole $\Phi_j = \Phi_{n_j} - \Phi_{n_l}$, where $\Phi_{n_j}$ and $\Phi_{n_l}$ are the node-to-datum fluxes of its two nodes. We construct the simple, linear transformation $S^{-1}_n$ with elements in $\{-1, 0, 1\}$ to rotate the basis according to $\Phi = S^{-1}_n \Phi_n$ such that $\Phi$ explicitly contains all junction fluxes $\dot{\Phi}_j$. In the basis $\Phi$, the transformed capacitance and inverse inductance matrices are $C = S^{-T}_n C_n S_n$ and $L^{-1} = S^{-T}_n L^{-1}_n S_n$, respectively.
To eliminate constraints due to the singularity of $L^{-1}$, we select all $r$ coupler fluxes or linear combinations of fluxes in the kernel space of $L^{-1}$. For example, these include the fluxes associated with all nodes in $N_{\text{couple}}$ that have only capacitive elements touching them. We construct the $N \times r$ matrix formed by joining the $r$ flux vectors $s_1, s_2, \ldots, s_r$ defined in the $\Phi$ basis as $S_r := [s_1, \ldots, s_r]$. The flux-vector image space of $S_r$ is a non-dynamical subspace of the inductors; i.e., $L^{-1}S_r = 0_{N_r}$, where $0_{N_r}$ is the $N \times r$ matrix of all zeros. The image space of $S_r$ is not necessarily the full kernel space of $L^{-1}$; i.e., span $(S_r) \subset \ker (L^{-1})$.

We purposefully do not fully reduce the dynamics to only the image space of $L^{-1}$ at this stage. This allows the composite network model to be reduced to known subsystems. These subsystems, treated as building blocks of the device, can themselves incorporate a singular Lagrangian. A simple example is that of the open-ended transmission line, which effectively has one less inductor than capacitor and hence a kernel space of $L^{-1}$ with dimension one, which leads to one zero-frequency solution. To map to this known problem, which itself handles its dimension one, which leads to one zero-frequency solution.

The second renormalization step parallels the first, but this time with the roles of the capacitance and inductance matrices flipped. Namely, if there are coupler flux combinations in the kernel space $\ker (C_k)$, we repeat the above basis partition protocol to eliminate these with respect to $C_k$ (rather than $L^{-1}$, as above). An example of a coupler flux in $\ker (C_k)$ is the flux of a coupler node that is only touched by inductors and no capacitors. Since the steps repeat, for brevity, we do not explicitly detail the process again. Instead, we proceed by assuming the step has been carried out, all coupler nodes in $\ker (C_k)$ and in $\ker (L^{-1})$ have been eliminated. To avoid new notation, we redefine $\Phi_k$, $L_k^{-1}$ and $C_k$ to denote in the following the doubly reduced flux basis vector and circuit matrices and $N - r$ to denote the length of $\Phi_k$.

The generalized, reduced charge vector is $Q_k := C_k \Phi_k$. We employ canonical Dirac quantization explicited in App. C of Ref. 28 with the canonical commutator $[\hat{\Phi}_k, \hat{Q}_k] = \hat{\Phi}_k \hat{Q}_k - \hat{Q}_k \hat{\Phi}_k = i\hbar \mathbf{I}$, where $\mathbf{I}$ is the identity matrix of dimension $N - r$ and $\hat{I}$ is the identity operator on the composite-system Hilbert space. The Hamiltonian of the composite system is

$$\hat{H}_\text{full} = \frac{1}{2} \sum_{n \in J_n} Q_n^\dagger C_n^{-1} Q_n + \frac{1}{2} \sum_{j=1}^J \mathcal{E}_j \left( \hat{\Phi}_j \right),$$

where $L_k^{-1}$ is the reduced effective capacitance matrix $L_k^{-1}$ with all non-linear dipole inductance $L_j$ contributions subtracted out. Since we included the non-linear dipole fluxes $\hat{\phi}_j$ in the basis $\Phi_k$, this amounts to a simple subtraction of the inductances from the diagonal of $L_k^{-1}$. The inversion of the composite-system capacitance matrix leads to the third capacitive dressing of the subsystem parameters by the couplers and coupled systems.

Equation (8) brings us to the desired composite-system Hamiltonian $\hat{H}_\text{full}$ defined by Eqs. (1) and (2). The $n$-th subsystem Hamiltonian is a partition of the matrix equation given in Eq. (8),

$$\hat{H}_n = \frac{1}{2} \sum_{n \in J_n} Q_n^\dagger C_n^{-1} Q_n + \frac{1}{2} \Phi_n^\dagger \Phi_n + \sum_{j \in J_n} \mathcal{E}_j \left( \hat{\Phi}_j \right),$$

where $J_n$ is the set of non-linear dipoles belonging to the $n$-th subsystem. The total number of junctions is $J = \sum_{n=0}^{K} |J_n|$. The vectors of subsystem charge and flux operators are

$$\hat{Q}_n := \text{block} \left( \hat{Q}_k, N_n \right) \quad \text{and} \quad \hat{\Phi}_n := \text{block} \left( \hat{\Phi}_k, N_n \right),$$

where the block function yields the matrix partition of its first argument with respect to the set of nodes indicated in its second argument. Similarly, the $n$-th subsystem matrices are the matrix partitions with respect to the set.
of nodes $\mathcal{N}_n$ of the $n$-th system,
\begin{align}
C_n^{-1} &:= \text{block}(C_k^{-1}, \mathcal{N}_n, \mathcal{N}_n), \quad (11a) \\
L_n^{-1} &:= \text{block}(L_{n,m}^{-1}, \mathcal{N}_n, \mathcal{N}_m), \quad (11b)
\end{align}
where the second and third argument indicates the set of nodes associated with the matrix rows and columns, respectively. The $K (K - 1)/2$ pair-wise interaction terms among the $K + 1$ subsystems take the form
\begin{equation}
\hat{H}_{n',m'} = \sum_{n \in \mathcal{N}_n} \sum_{m \in \mathcal{N}_m} \left( \hat{Q}_n \hat{Q}_m / C_{nm}^{\text{eff}} + \hat{\Phi}_n \hat{\Phi}_m / L_{nm}^{\text{eff}} \right), \quad (12)
\end{equation}
where the indices $n'$ and $m'$ label the subsystems, for $n' \neq m'$. The effective coupling capacitance $C_{nm}^{\text{eff}}$ and inductance $L_{nm}^{\text{eff}}$ associated with the $n$-th and $m$-th node of the $n'$-th and $m'$-th subsystems, respectively, are obtained from the off-diagonal blocks of the dressed system matrices,
\begin{align}
1/C_{nm}^{\text{eff}} &= 2 \text{block}(C_k^{-1}, \mathcal{N}_n', (n), \mathcal{N}_m', (m)), \quad (13a) \\
1/L_{nm}^{\text{eff}} &= 2 \text{block}(L_k^{-1}, \mathcal{N}_n', (n), \mathcal{N}_m', (m)), \quad (13b)
\end{align}
where $\mathcal{N}_n'$ and $\mathcal{N}_m'$ denote the single-element subsets of $\mathcal{N}_n'$ and $\mathcal{N}_m'$ that comprise just the $n$-th and $m$-th node of the sets, respectively.

By construction, we have assumed that the subsystem Hamiltonians $\hat{H}_n$ are of familiar, known structure and can be diagonalized by known analytical or numerical methods. For instance, each Hamiltonian can be expressed in a harmonic-oscillator basis and fully diagonalized, as detailed in the methodology of the energy-participation-ratio method. A diagonalization in this second quantized basis can provide the $n$-th system Hamiltonian in the diagonal form
\begin{equation}
\hat{H}_n = \sum_{n=0}^{M_n} \sum_{\mu=0}^{\infty} E_{n\mu\nu} \langle n, \mu, \nu \rangle \langle n, \mu, \nu \rangle, \quad (14)
\end{equation}
where $E_{n\mu\nu}$ is the $\nu$-th Hamiltonian energy level of the $\mu$-th resonant eigenmode of the $n$-th subsystem, which supports a total of $M_n$ number of quantized resonant modes. Since we have partitioned the composite into small, manageable subsystems, for an effectively lumped subsystem of interest one can diagonalize $\hat{H}_n$ independently from the circuit using analytical or numerical techniques. In the case of numerics, one can use a large, truncated basis for the diagonalization, but subsequently can retain only a handful of the low-energy levels. The flux $\hat{\Phi}_n$ and charge $\hat{Q}_n$ operators can be constructed in this truncated eigenbasis; i.e., in terms of the $\{ n, \mu_n, \nu_n \}$ and $\{ m, \mu_m, \nu_m \}$ eigenstates. Thus, the interaction $\hat{H}_{nm}$ and composite Hamiltonian $\hat{H}_{\text{full}}$ can be expressed more efficiently.

In this section, we explicitly constructed the subsystem Hamiltonians and their interactions and eliminated all coupler degrees of freedom and associated constraints, and incorporated all circuit effects, such as the $A^2$ diamagnetic contribution, in Eqs. (8)–(13). The parameters of each subsystem Hamiltonian $\hat{H}_n$ were obtained by three sequential dressings. Thus, the spectrum of $\hat{H}_n$ and $\hat{H}_{nm}$ are not circuit parameter independent in general. They can be dressed by their couplers and by each other’s circuit parameters. The dressing can in principle be rather non-local. This depends on the particulars of the circuits. In typical situations, nodes in the network graph separated by a minimal path of several edges can be coupled but potentially negligibly so. For example, in the inversion step of $C_k$, these distance direct couplings are allowed but severely dampened by the weight of the inversion. However, dressing of node parameters by proximal coupler edges can be large. For example, for the direct capacitance between the pads of a transmon qubit can be renormalized by a factor of two subject to a large pad coupler, such as featured in our experiment, see Sec. [V]. The coupling terms are also similarly dressed by the system parameters. Proper elimination at the composite level, rather than at the individual-system level, is essential for more general circuits and accurate results, as observed from data for the theory versus experiment comparison presented in Sec. [IV].

### A. Example of the experimentally measured devices

Let us briefly illustrate the method by returning to the example of Fig. [1]. The composite system is comprised of the qubit ($\mathcal{N}_0 = \{ P_1 \}$), CPW readout resonator ($\mathcal{N}_1 = \{ B_1, \ldots \}$), two CPW bus resonators ($\mathcal{N}_2 = \{ B_2, \ldots \}$) and $\mathcal{N}_3 = \{ B_3, \ldots \}$, and coupler nodes ($\mathcal{N}_\text{coupler} = \{ P_0, C \}$); the ellipses in the sets indicate the continuum of nodes associated with the distributed lines. Here, $K = 3$; however, we only need one lumped simulation cell. This cell contains the set of nodes $\mathcal{N}_\text{cell} = \{ P_0, P_1, B_0, B_1, B_2, C \}$; the ground node is considered accessible by every cell. The remaining three cells associated with the bodies of the CPW transmission lines need not be simulated explicitly since they can be handled quasi-analytically, see Sec. [III]. Following the procedure outlined in Sec. [IVB], the cell capacitance matrix $C_{0,\text{cell}}$ is extracted; its fully-connected graph is depicted with green lines in Fig. [1c]. For our experiment, we employed the Ansys Q3D Extractor quasi-field solver. The creation of the qubit cell and extraction of its Maxwell matrix was automated using Qiskit Meta.

The inductance matrix of the qubit cell contains a single inductor due to the one junction in the cell; i.e., $J = 1$. $J_0 = \{ \Phi_J \}$ and $J_n = \emptyset$ for $n > 0$, where the junction flux is $\Phi_J = \Phi_{P_1} - \Phi_{P_0}$. The CPW cells all have diagonal capacitance matrices $C_{n,\text{cell}}$, where $n \in \{ 1, 2, 3 \}$; their inductance matrices $L_{n,\text{cell}}^{-1}$ each have a one-dimensional kernel space. The qubit cell inductance matrix in isolation has 6 columns but has unity rank. Since the three bus nodes are touched by inductors in other systems,
these three nodes will not be eliminated; i.e., one should consider the kernel space of the composite inductance matrix \( L_n^{-1} \) and not just that of a given cell \( L_{n,\text{cell}}^{-1} \), see Eq. (6).

Since there are no coupling inductors, we can obtain the reduced Hamiltonian matrices \( C_{k}^{-1} \) and \( L_{k}^{-1} \) directly from Eq. (7), without having to perform a second elimination of inductive coupling nodes. Since there are no coupling inductors, we can obtain all needed information comprised in \( C_{k}^{-1} \), where \( C_{k}^{-1} := \text{block} \left( C_{k}^{-1}, \{ P_{1} \} \right) \). Importantly, \( C_{k}^{-1} \) comprises the dressed and renormalization effect of all capacitances in the qubit cell model; i.e., while we may refer to it as the dressed and renormalization effect of all capacitances, its value depends on the coupling and transmission-line end-loading capacitances. That is, the qubit and the neighboring system Hamiltonians are dressed by each others’ elements and their parameters are not strictly independent. This first dressing is purely classical and due to linear effects. The dressed loading capacitance of the \( n \)-th line, see Eq. (16), is

\[
1/C_{L,n} := \text{block} \left( C_{k}^{-1}, \{ B_{n} \} \right).
\]

The interaction Hamiltonian between the \( n \)-th and \( m \)-th subsystems is

\[
\hat{H}_{nm} = \hat{Q}_{n} \hat{Q}_{m} / C_{nm}^{\text{eff}},
\]

where \( \hat{Q}_{0} = \hat{Q}_{L} / L \) and \( C_{nm}^{\text{eff}} \) is the appropriately scaled off-diagonal term of the reduced and inverted \( C_{0,\text{cell}} \), see Eq. (13). In Sec. IV we compare the parameters of interest found from this method to those experimentally measured on a large-scale quantum processor\(^{13}\).

### B. Lumped cell model

In the physical model of a lumped cell, see for example Fig. (b), each galvanically-isolated conducting island is represented by a node in the circuit. The effect of the geometry and all other physical aspects of the cell, such as dielectric permittivities and material properties, on the electrostatics of the cell are succinctly expressed in the Maxwell capacitance matrix\(^{59}\) \( C_{M} \), which is reviewed in App. A. The \((i,j)\)-th off-diagonal element of the Maxwell matrix is the mutual capacitance between the \( i \)-th and \( j \)-th node in the cell times negative unity. It is efficiently extracted from the cell model using a quasi-field solver, such as Ansys Q3D Extractor; this process is automated in our open-source project QISKIT META\(^{49}\). The cell capacitance matrix with respect to the cell node-to-datum generalized fluxes, see Eqs. (5) and (A1), is

\[
C_{\text{cell}} = S_{M} C_{M} S_{M}^\dagger,
\]

where \( S_{M} := \left[ \begin{array}{c} 0_{N} \ I_{N} \end{array} \right] \), \( 0_{N} \) is the zero column vector of length \( N \), and \( I_{N} \) is the identity matrix of dimension \( N \), where \( N = \dim C_{M} - 1 \).

### III. QUANTUM PHYSICS OF THE LOADED TRANSMISSION-LINE CELL

Because of its practical and central importance, we revisit the diagonalization of an end-loaded transmission line, depicted in Fig. (a). Quantizing its discrete model and taking the continuous limit, one finds its quantum Hamiltonian

\[
\hat{H}_{\text{LTL}} = \frac{1}{2} C_{L}^{-1} \left[ \hat{Q}(0) \right]^{2} + \int_{0}^{L} dz c^{-1} |\hat{q}(z)|^{2} + \int_{0}^{L} dz l^{-1} \left| \frac{\partial \hat{\Phi}(z)}{\partial z} \right|^{2},
\]

where \( C_{L} \) is the effective end-loading capacitance to ground at \( z = 0 \), the total charge operator at \( z = 0 \) is \( \hat{Q}(0) \), and \( L, c, l, \hat{\Phi}(z) \), and \( \hat{q}(z) \) are the line total length, capacitance and inductance per unit length, and the charge-density and magnetic-flux-field operators at length \( z \) along the line, respectively. Due to the end-singularity in the capacitance per unit length of the line, strictly speaking, there is no operator \( \hat{q}(0) \); hence, the integration from \( 0^{+} \) in the lower integral bound, which excludes zero. The scalar, one-dimensional quantum fields obey \( \left[ \hat{\Phi}(z), \hat{q}(z') \right] = i \hbar \delta (z - z') \hat{I} \) and \( \left[ \frac{\partial \hat{\Phi}(z)}{\partial z}, \hat{q}(z') \right] = i \hbar \frac{\partial}{\partial z} \delta (z - z') \hat{I} \), where \( \hat{I} \) is the identity operator.
Boundary conditions. For an open (short) right-end termination, the boundary condition is of the standard Dirichlet (respectively, Neumann) type, \( \frac{\partial \Phi(L)}{\partial z} = 0 \) (resp., \( \Phi(L) = 0 \)). However, the left-end boundary condition is non-standard. It is not of the type covered by standard Sturm–Liouville theory, \( \frac{\partial^2 \Phi(z)}{\partial z^2} = iC_L \cdot \frac{\partial \Phi(z)}{\partial z} \). This condition makes the boundary condition eigenvalue-dependent leading to transcendental eigenvalues. The equation of motion in the interior of the line is the standard wave equation, \( \frac{\partial^2 \Phi}{\partial z^2}(z) = \frac{\partial^2 \Phi}{\partial t^2}(0) \), valid on \( 0 < z < L \), where the phase velocity is \( v_p = \sqrt{1/(i\epsilon)} \).

Characteristic eigenvalue equation. The Hamiltonian is diagonalized using harmonic solutions and the superposition principle for linear systems. It is easier to show by denoting the problem to classical fields, then recovering the quantum field operators and their quantum zero-point fluctuations using the energy-participation-ratio method \(^{28}\) this establishes the classical-quantum correspondence of the problem and avoids technical detail regarding the proper orthonormalization of the field eigensolutions in the presence of the loading irregularity. Using the harmonic ansatz \( \Phi_m(z,t) = u_m(z) \Phi_m(t) = \Delta_m \sin(\omega_m t) \cos(k_m z + \phi_m) \) and eliminating \( k_m \) and \( \phi_m \), we find the characteristic eigenvalue equation for \( \omega_m \),

\[
\omega_m \frac{L}{v_p} + \arctan \left( \frac{\omega_m}{\omega_L} \right) = m\pi + b\frac{\pi}{2} : m \in \mathbb{Z}_{\geq 0},
\]

where \( b = 0 \) (resp., \( b = 1 \)) for an open (resp., short) right-end boundary condition and \( \omega_L := \frac{1}{iC_L v_p} = \frac{1}{c_L z_0} \). The non-negative integer \( m \) labels the discrete, uncountable number of modes. The associated spatial phase shift and wavenumber are \( k_m = \omega_m/v_p \) and \( \phi_m = \arctan(\omega_m/\omega_L) \), respectively.

The equation is transcendental. For a loading knee frequency \( \omega_L > \omega_m \) (resp., \( \omega_L < \omega_m \)) the loading capacitor acts as an open (resp., short), while for \( \omega_m \) of the same order of magnitude as \( \omega_L \) the loading exerts a significant renormalization on the eigenfrequency and eigenfields away from those obtainable from the unloaded transmission line solutions; see Fig. 3 In other words, in this regime, the naive eigenfunctions of an unloaded transmission line are not a good starting-point basis choice, since the phase shift \( \phi_m \) and renormalization of the mode frequencies can be large. It is this latter regime that is experimentally relevant for the devices and measurements presented in Sec. 11V For our devices, the renormalization of the loading was on the order of 20–25%.

Quantum Hamiltonian. Exploiting the eigenvalues \( \omega_m \) of Eq. 17, in second quantization, Eq. 16 becomes

\[
\hat{H}_{\text{TL}} = \sum_{m=m_0}^{\infty} \hbar \omega_m \left( \hat{a}_m^\dagger \hat{a}_m + \frac{1}{2} \right),
\]

where \( \hat{a}_m \) is the annihilation operator for the \( m \)-th mode. For the case of an open termination \( b = 0 \), a trivial zero-frequency (d.c.) mode solution of Eq. 17 exists, and the lower bound of the sum is \( m_0 = 1 \); otherwise, for \( b = 1 \), \( m_0 = 0 \). By linearity, the fields are linear superpositions of the modal operators,

\[
\hat{\Phi}(z) = \sum_{m=m_0}^{\infty} \Phi_m^{ZPF}(z) (\hat{a}_m^\dagger + \hat{a}_m),
\]

\[
\hat{\Phi}(0) = \sum_{m=m_0}^{\infty} i\phi_m^{ZPF}(0) (\hat{a}_m^\dagger - \hat{a}_m),
\]

where we will use the EPR to find the values of the quantum zero-point fluctuations \( \hat{\Phi}_m^{ZPF}(z), \phi_m^{ZPF}(z) \), and \( Q_m^{ZPF}(0) \) of the magnetic flux, charge density, and charge, respectively.

Quantizing the fields using the energy-participation ratio (EPR). The EPR of the loading capacitor \( p_{mL} \) in mode \( m \) is the fraction of energy stored in the loading capacitor \( E_{CL} \) relative to the total capacitive energy of the mode \( E_{cap} \). As a fraction, the participation is independent of the normalizing of \( u_m \); in the classical setting,

\[
p_{mL} \overset{\text{def}}{=} \frac{E_{CL}}{E_{cap}} = \frac{\frac{1}{2} C_L |u_m(0)|^2}{\frac{1}{2} C_L |u_m(0)|^2 + \frac{1}{2} \int_0^L dz c[u_m(z)]^2},
\]

which is evaluated using the solutions of Eq. 17.

![Figure 3. Dressing of the eigenfrequencies (a) and eigenfields (b) of a transmission line resonator capacitively loaded at its left end. Line and loading parameters correspond to those of measured devices. (a) Solutions \( \omega_m \) of the transcendental eigenvalue equation are found at the intersection of the diagonal (red) line with the curved (resp., horizontal) line for the loaded (resp., unloaded) line, see Eq. 17. The unloaded line corresponds to a loading capacitance \( C_L = 0 \). The point labeled \( m = 1 \) denotes the fundamental loaded solution. (b) Corresponding eigenfield spatial distributions \( u_m(z) \), depicted for the first three modes, indexed by \( m \). Vertical dashed line is a guide to the eye, highlighting the symmetry breaking due to the asymmetric pull on the fields toward the loading.](image)
Predicted $\chi_{qr}$ (¯Hz) from the classical solutions, using Eq. (19), can be found in terms of the EPR, which we can calculate by using the layout geometry and a nominal substrate relative permittivity $\epsilon_{r}$. Ten of the most well measured subsystems were chosen for analysis with the LOM method. The processor architecture was based on floating transmon qubit interconnected by CPW bus resonators controlled by charge lines, and readout by CPW resonators. Qubit, bus, and resonator frequencies were allocated in the 5.1–5.5 GHz, 6.5–6.7 GHz, and 7–7.1 GHz bands, respectively. Qubit anharmonicities were measured in the 300–350 MHz range. Readout coupling was strong so as to provide fast qubit readout, qubit-cavity dispersive shifts $\chi_{qr}$ were in the 3–7 MHz range. Each qubit had either 3 or 4 couplers—one coupler for the readout CPW resonator and the remainder for bus CPW resonators; see Fig. 1(b). The qubit connectivity implemented the topology of 3 lattice placates. FPGAs controlled the experiment. Single-qubit gates were Gaussian-shaped pulses of length 30 ns. The measurement readout time was 320 ns, performed in reflection, through a Traveling Wave Parametric Amplifier (TWPA). The experimental is further described in 44.

We measured the qubit and cavity system parameters—the qubit frequency $\omega_{q}$ and anharmonicity $\alpha_{q}$ and the readout frequency $\omega_{r}$—using standard spectroscopic and time-resolved protocols. Of note, we used a more-sensitive Ramsey dressed-dephasing-based method 140,129 to measure their interaction $\chi_{qr}$. This much smaller parameter $\chi_{qr}$ was extracted from dephasing experiment measurements simultaneously fitting the dephasing in both the $\langle X \rangle$ and $\langle Y \rangle$ quadratures of the qubit Bloch vector as a function of the readout probe frequency and the effective readout-strength photon number $\bar{n}$. This collection of curves, which are very sensitive to the Hamiltonian parameters, was simultaneously fit to extract the readout photon number $\bar{n}$ and dispersive shift $\chi_{qr}$. We also accounted for the rise and fall times of the readout pulse in the extraction by accounting for the time-domain evolution of the reduced stochastic master equation of the qubit.

In the following, we compare the measured Hamiltonian parameters to those obtained using the LOM method applied to the physical layout of the devices. We focus on the most challenging parameter to obtain quantitative agreement for, $\chi_{qr}$.

We model the qubit cell as depicted in Fig. 1(b) by including: a short segment of charge control line, neighboring CPW structures, and all of the coupler structures attached to the qubit in the cell model. We extract the qubit cell Maxwell capacitance matrix $C_{M}$ using Ansys Q3D Extractor by using the layout geometry and a nominal substrate relative permittivity $\epsilon_{r} = 11.45$. We estimate the nominal Josephson junction intrinsic capacitance $C_{f} = 2 fF$.

The total capacitive energy is $\langle \hat{E}_{\text{cap}} \rangle = c_{L} Q_{ZPF}^{2}$.

In the quantum setting, $\langle \mathcal{E}_{C, L} \rangle = \left\langle \frac{1}{2c_{L}} \left[ Q (0) \right]^{2} \right\rangle$, where we take the expectation value over a single photon state in mode $m$ and disregarding zero-point energy contributions; substituting Eq. (18a), $\langle \mathcal{E}_{C, L} \rangle = c_{L} Q_{ZPF}^{2}$. The total capacitive energy is $\langle \hat{E}_{\text{cap}} \rangle = \frac{1}{2} \hbar \omega_{m}$; hence, the quantum ZPF of the field charge operator at $z = 0$ can be found in terms of the EPR, which we can calculate from the classical solutions, using

$$[Q_{m}^{ZPF} (0)]^{2} = \frac{\hbar \omega_{m}}{2} C_{L} p_{mc} L,$$

where the EPR density $p_{mc} (z) = \frac{1}{2} c [u_{m} (z)]^{2} / \Sigma_{\text{cap}}$ is the density of the fraction of capacitive energy stored in the infinitesimal capacitance at $z$. Equations (20) and (21) fully specify the quantum fields, Eq. (18), and thus complete the solution of the loaded line.

IV. MEASUREMENTS AND COMPARISON BETWEEN THEORY AND EXPERIMENT

![Graph](image-url)

Figure 4. Measured vs. predicted qubit-readout cross-Kerr coupling $\chi_{qr}$ for 10 qubit subsystems across two different 14-qubit processors. The parameter $\chi_{qr}$ is the most sensitive and dressed parameter of the composite-system Hamiltonian. The frequency of the readout CPW resonator is dressed down by 25% due to its embedding in the larger network. Circles: predictions from the full method of this paper. Triangles: predictions from a simpler model that performs an approximate capacitive reduction based on weak coupling and does not account for the dressing of the zero-point quantum fluctuations of the CPWs. The agreement between the experiment and the full (resp., naive) theory is $-10.5\%$ (resp., $+19\%$). The simulation error bars are smaller than the size of the dots.
described in Sec. [I] after which we find a notably large capacitance to ground $C_L$, in excess of 320 fF, loading the readout coupling node $P_R$. The effective CPW lengths are extracted from Eq. (17), where impedance $Z_0 = 53 \Omega$ and phase velocity $v_p = 0.403c$, where $c$ is the speed of light, of the lines were found analytically from the line geometry [22]. Finally, the qubit Josephson tunnel junction inductance $L_j$ is varied from its nominal values, inferred from room-temperature resistance measurement [23], due to its unavoidable and inherent aging and cool-down variability, to obtain a qubit frequency agreement at the 1% level.

While some parameters of the model are known with exceedingly high precision, such as the geometry of the qubit device, we allow for small, reasonable variation in several parameters that are less well known. The variation in $\chi_{qr}$ caused by the roughly 5% uncertainty inherent in these parameters, including $L_j, C_j, Z_0$ and $\epsilon_r$, is detailed in Table I. Furthermore, for achieving the highest level of agreement, we detail in Table I the relative importance of including finer-order effects in the Hamiltonian model, such as the coupling of the qubit to the readout CPW first-harmonic mode. While this particular contribution has only a single-percent level effect on $\chi_{qr}$, including all direct CPW-CPW couplings originating from the direct capacitive links in the qubit cell, described in the Hamiltonian as terms of the form $\beta_{nm} a_n^\dagger a_n a_m^\dagger a_m$, significantly decreases the cross-Kerr $\chi_{qr}$ by approximately 5%. In practice, since the qubit cell is only strongly coupled to a small handful of modes, we numerically diagonalize each individual system Hamiltonian $\hat{H}_a$ first, constructing the composite Hamiltonian $\hat{H}_{\text{full}}$, using Eqs. (1) and (2) and diagonalizing the full system, from which we extract all final model parameters.

Accounting for these finer effects, we present the comparison between experimentally measured and LOM-predicted values of $\chi_{qr}$ in Fig. 4. Across the 10 devices, we find that the agreement between theory and experiment is -10.5%. We compare this to a naive model, which disregards these finer effects and, chiefly, does not account for the large renormalization of the transmission line eigenmodes as detailed in Sec. III, illustrated in Fig. 5. Under these more conventional approximations, the average theory-experiment agreement is +19%. A chief component in the difference is the large magnitude of $C_L$, which dresses down the CPW readout mode frequency from approximately 8.8 GHz to 7.0 GHz, a 25% renormalization effect.

In Table I we summarize the fluctuation in the agreement between simulated and measured $\chi_{qr}$ from the modification of model features and parameters. For example, the table reports the effect of varying the location of the qubit cell partition and the length of neighboring CPWs included in the qubit cell model. This is found to have a nearly negligible effect. Determination of the consistently correct amount to include was not reached, though for the transmon layouts this paper considered, $\approx 100 \mu$m proved to be sound. The separation of the device chips has a small effect when the gap is larger than the feature dimension [25], though becomes significant when said gap is equivalent to or less than feature dimensions. Including the sample holder packaging in the model has a negligible effect for the dimensions of our device. It is not possible to achieve perfect experimental agreement by varying the model parameters within experimental tolerances. In fact, the model is fairly well constrained. We believe that better agreement requires a more complete model description of distributed effects. These can be captured by more computationally-expensive, but also more informationally-complete treatments, such as impedance [26] or energy-participation ratio (EPR) quantization [27].

| Model feature / Parameter                           | Magnitude of effect on experimental agreement |
|------------------------------------------------------|-----------------------------------------------|
| Including all coupling Hamiltonians $\hat{H}_{nm}$   | 5%                                            |
| Including qubit coupling to all bus resonators $\hat{H}_{qm}$ | 1%                                            |
| Transmission-line impedance $Z_0$                    | 1% for 3% variation on $Z_0 = 50 \Omega$      |
| Chip separation                                      | 1% for 20% variation on separation            |
| Substrate permittivity $\epsilon_r$                 | 0.5% for 2% variation on $\epsilon_r$        |
| Including readout first harmonic in analysis $\omega_{12}$ | 0.3%                                          |
| Cell partition bounding box length                   | Less than 0.5% and increasingly negligible over 100 \mu m |
| Bus resonator frequency $\omega_{m1}$               | Negligible for ±5% variation on $\omega_{m1}$ |
| Cell bounding box padding distance                   | Negligible                                    |
| Transmission-line phase velocity $v_p$              | Negligible                                    |
| Including charge line node in reduced model         | Negligible                                    |
| Sample holder enclosure distance                     | Negligible                                    |

Table I. Influence and error budget for the experimental agreement due to model features and parameters. Left column: model feature or parameter. Right column: magnitude of the change in the average experimental agreement reported in Fig. 4 for the dispersive coupling $\chi_{qr}$. The intrinsic capacitance $C_j$ of a Josephson junction in the model is fixed, and its inductance $L_j$ is determined based on the measured qubit frequency.
Conclusion. We introduced the lumped-oscillator method (LOM) and studied its experimental performance on state-of-the-art superconducting quantum processors. We found the LOM method to be practical, due to its systematic and modular analysis flow. It operates by partitioning the device in a two-fold manner—subsystems and simulation cells. Cells are small domains of the physical device layout, which can be independently analyzed using analytical results or numerical simulations. Breaking up the device layout into independent cells increases the computational modeling efficiency. Subsystems serve as small, familiar building blocks. Within the lumped approximation, the full Hamiltonian $H_{\text{full}}$ of the composite system is extracted with no approximations on the strength or nature of the inductive non-linear dipoles. Subsystem-subsystem couplings can be arbitrarily large. This was experimentally important to account for the data. We observed subsystem renormalizations on the order of 25% in the experiment due to dressings induced by the coupler structures and the subsystem embedding in the larger network. Overall, we found a two-times improvement in experimental agreement using the LOM method over one work. Overall, we found a two-times improvement in experimental agreement using the LOM method over one work. Overall, we found a two-times improvement in experimental agreement using the LOM method over one work.
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Appendix A: Maxwell capacitance matrix

The effective capacitances of a cell can be extracted from its physical layout. A simulation incorporating the cell geometry, materials, and electromagnetic boundary conditions can yield its Maxwell capacitance matrix $C_M$. For a cell with $N$ nodes (nets), $C_M$ is an $N + 1$ square, full-rank matrix. Its off-diagonal entries are the negative of the capacitance $C_{ij}$ between nodes $i$ and $j$, where $C_{ij} \geq 0$. Its $i$-th diagonal is the self-capacitance of the $i$-th node to infinity $C_{ii}$ plus the value of all coupled capacitances; i.e., the $i$-th row and $j$-th column element of $C_M$ is

$$\left[ C_M \right]_{i,j} = \begin{cases} -C_{ij}, & i \neq j, \\ \sum_{j' = 1}^{N} C_{ij'} & i = j. \end{cases} \quad (A1)$$

For example, the Maxwell matrix for the set of nodes $\mathcal{N} = \{n_0, \ldots, n_5\}$ has the form

$$C_M = \begin{pmatrix} n_0 & n_1 & n_2 & n_3 & n_4 & n_5 \\ n_1 & C_{01} & -C_{02} & -C_{03} & -C_{04} & -C_{05} \\ n_2 & -C_{12} & C_{13} & -C_{14} & -C_{15} \\ n_3 & -C_{23} & C_{24} & -C_{25} \\ n_4 & -C_{34} & -C_{35} \\ n_5 & C_{45} \\ \end{pmatrix},$$

where we introduce the shorthand $C_{ij} := \sum_{j' = 1}^{N} C_{ij'}$ and, for simplicity, omit the lower-triangular block of the symmetric matrix. The sum of the $n$-th row and identically the $n$-th column of $C_M$ is the self-capacitance (to infinity) $C_{nn}$ of the $n$-th node. An abstract conductor at infinity serves as the effective datum of the schematic corresponding to the Maxwell matrix. The matrix is expressed in the basis of node fluxes $\Phi_{\infty}$ referenced to that infinity conductor, assumed at zero potential; note, $\dim \Phi_{\infty} = |\mathcal{N}| \times 1 = (N + 1) \times 1$.

By selecting $n_0$ as the physical ground node and datum of the circuit, we set its respective flux $\Phi_{n_0}$ to zero. We need to thus eliminate $\Phi_{n_0}$ as a degree of freedom and reduce the flux basis to an $N$-length column vector of node-to-datum fluxes $\Phi_n$; note, $\dim \Phi_n = N \times 1$. We perform the basis reduction $\Phi_{\infty} = S_N \Phi_n$ with the nearly-trivial linear transformation $S_N = [ \begin{array}{c} 0_N \\ 1_N \end{array} ]^T$, where $0_N$ is the column vector of all zeros with length $N$ and $1_N$ is the identity matrix of dimension $N$. In the reduced basis $\Phi_n$, the reduced capacitance matrix of the cell is

$$C_{\text{cell}} = S_N^T C_M S_N.$$
Due to the simple form of $S_N$, this is equivalent to simply dropping the first row and column of $C_M$: i.e.,

$$
    C_{cell} = \text{block} (C_M, N_{cell}, N_{cell})
$$

where the set of non-datum nodes of the cell is $N_{cell} = N \setminus \{n_0\}$. 

---
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