Diffraction of light by the gravitational field of the Sun and the solar corona
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We study the optical properties of the solar gravitational lens (SGL) under the combined influence of the static spherically symmetric gravitational field of the Sun—modeled within the first post-Newtonian approximation of the general theory of relativity—and of the solar corona—modeled as a generic, static, spherically symmetric free electron plasma. For this, we consider the propagation of monochromatic electromagnetic (EM) waves near the Sun and develop a Mie theory that accounts for the refractive properties of the gravitational field of the Sun and that of the free electron plasma in the extended solar system. We establish a compact, closed-form solution to the boundary value problem, which extends previously known results into the new regime where gravity and plasma are both present. Relying on the wave-optical approach, we consider three different regions of practical importance for the SGL, including the shadow region directly behind the Sun, the region of geometrical optics and the interference region. We demonstrate that the presence of the solar plasma affects all characteristics of an incident unpolarized light, including the direction of the EM wave propagation, its amplitude and its phase. We show that the presence of the solar plasma leads to a reduction of the light amplification of the SGL and to a broadening of its point spread function. We also show that the wavelength-dependent plasma effect is critically important at radio frequencies, where it drastically reduces both the amplification factor of the SGL and also its angular resolution. However, for optical and shorter wavelengths, the plasma’s contribution to the EM wave, leaving the plasma-free optical properties of the SGL practically unaffected.

I. INTRODUCTION

When an electromagnetic (EM) wave propagates through a nonmagnetized free electron plasma occupying a region that is much larger than the wavelength, there is a complex interaction between the wave and the medium. As a result, depending on the frequency of the EM wave, the electron plasma frequency and the electron elastic collision frequency, the wave is transmitted, reflected or absorbed by the plasma medium [1, 2]. Understanding this interaction became important with the advent of solar system exploration where EM waves are used for tracking and communicating with deep space probes. This is why, in part, the effect of the solar plasma on the propagation of radio waves was explored extensively [3–7]. It is now routinely accounted for in any radio link analysis used either for communication with deep space probes. This is why, in part, the effect of the solar plasma on the propagation of radio waves was explored extensively [3–7]. It is now routinely accounted for in any radio link analysis used either for communication or navigation [1] and, especially, for precision radio science experiments [9–11].

Plasma acts as a dispersive medium. Light rays passing through plasma deviate from light-like geodesics in a way that depends on the frequency [12, 13]. This effect plays a significant role in geometric optics models of gravitational microlensing [14, 15]. Refraction of EM waves from a distant background radio source by an interstellar plasma lens with a Gaussian profile of free-electron column density could lead to observable effects [14]. The relative motion of the observer, the lens and the source may modulate the intensity of the background source. There are other effects, including the formation of caustic surfaces, the possible creation of multiple images of the background source and changes in its apparent sky position. The properties of geodesics on a plasma background were investigated extensively. Significant literature on general relativistic ray optics in mediums is available (for review, [16]).

In the context of the optical properties of the solar gravitational lens (SGL) [17, 18], the effects of the solar corona were investigated using a geometric optics approach [19]. It was shown that in the immediate vicinity of the Sun, the propagation of radio waves is significantly affected by the solar plasma, which effectively pushes the focal area of the SGL to larger heliocentric distances. At the same time, one anticipates that the propagation of EM waves at optical frequencies are not significantly affected by the solar plasma. In [20] we show at the required level of accuracy that the direction of travel of visible or near-IR light is indeed unaffected by the plasma. However, the plasma results in a phase shift that depends on the solar impact parameter of an affected ray of light.

In the present paper, we continue to investigate the optical properties of the SGL using a wave theoretical treatment initiated in [18, 21]. Specifically, we study light propagation on the background of the solar gravitational monopole and also introduce effects of light refraction in the solar corona. We consider the first post-Newtonian approximation of the general theory of relativity, presented in a harmonic gauge [22, 23]. We use a generic model for the electron number density in the solar corona, used in [3, 6, 10, 11] (using the geometric optics approximation) and in [20, 24] (using a wave-optical treatment), which extended the results of [25] to the case of a free electron plasma distribution representing the solar corona and the interplanetary medium in the solar system. Here we take a further step and
study light propagation on the combined background of the post-Newtonian monopole gravitational field and the solar plasma distribution, thereby extending the results of our earlier work on the SGL [18, 20, 21, 24].

Our main objective here is to investigate the optical properties of the SGL in the presence of the solar corona. What is the effect of the refractive background in the solar system on the structure of the caustic formed by the solar gravitational mass monopole? Specifically, what is the plasma effect on light amplification, the point-spread function (PSF), and the resulting angular resolution of the SGL? Are there plasma-induced optical aberrations? How does the solar plasma affect the ultimate image quality? These questions are important for our ongoing efforts to study the application of the SGL for direct high-resolution imaging and spectroscopy of exoplanets [26, 27].

This paper is organized as follows: In Section II A we discuss the solar plasma and present the model for the electron number density distribution in the solar system. Section II B presents Maxwell’s field equations for the EM field on the background of the solar gravitational monopole and the solar plasma. In Section VI E we discuss the optical properties of the SGL in the presence of the solar plasma. We also offer some practical considerations for the use of this improved realistic model of the SGL for exoplanet imaging. In Section VII we discuss the results and their importance to the exploration of exoplanets. To make the main results more accessible, we placed some material in the Appendices. Appendix A discusses the decomposition of the Maxwell equations and their representation in terms of Debye potentials. In Appendix B we study light propagation in weak and static gravity and plasma using the geometric optics approximation. Appendix B 1 is devoted to a study of light’s path in weak and static gravity in the presence of Debye potentials. In Appendix B we study light propagation in weak and static gravity and plasma using the geometric optics approximation. Appendix B 2 we study the phase evolution of a plane wave propagating in the vicinity of a massive body in the presence of plasma. Appendix C discusses an approximate solution for the radial equation that relies on the Wentzel–Kramers–Brillouin (WKB) approximation.

II. EM WAVES IN A STATIC GRAVITATIONAL FIELD IN THE PRESENCE OF PLASMA

We consider the propagation of monochromatic light emitted by a distant source and received by a detector at the focal area of the SGL. For the purposes of this paper, this light is assumed to originate at a very large distance from the solar system, \( r \gg R_\ast \). Thus, by the time it reaches the solar system, this light may be approximated as a plane wave whose phase is logarithmically modified due to the presence of the solar gravity [21]. As this light reaches the solar system and before it is detected by an imaging telescope, its propagation is affected by the plasma of the solar corona. Our current objective is to investigate the contribution of this plasma to the optical properties of the SGL.

A. Modeling the solar atmosphere and the interplanetary medium

For an EM wave of angular frequency \( \omega \), propagating through a free electron plasma, the dielectric permittivity of the plasma is defined as [2]

\[
\varepsilon(t, r) = 1 - \frac{4\pi n_e(t, r)e^2}{m_e\omega^2} = 1 - \frac{\omega_p^2}{\omega^2}, \quad \text{where} \quad \omega_p^2 = \frac{4\pi n_e e^2}{m_e},
\]

(1)

where \( e \) is the electron charge, \( m_e \) is its mass, while \( n_e = n_e(t, r) \) is the electron number density. The quantity \( \omega_p \) is known as the electron plasma (or Langmuir) frequency. As far as magnetic permeability goes, it is reasonable to assume that the solar plasma is non-magnetic, which is captured by setting \( \mu = 1 \).

To evaluate the plasma contribution, we need to know the electron number density, as given by (1), along the path of a light ray. In the general case, the electron density shows temporal variability, which we represent by decomposing \( n_e \) into a static part \( \overline{n}_e(r) \), plus a time-dependent fluctuation \( \delta n_e(t, r) \):

\[
n_e(t, r) = \overline{n}_e(r) + \delta n_e(t, r).
\]

(2)

Much of our knowledge about the solar plasma comes from spacecraft tracking in the inner solar system [6, 7, 9, 11]. In addition, distant spacecraft and astronomical observations provide information about the properties and extent of the interplanetary medium towards interstellar space [28, 30]. In what follows, we assume that the electron plasma density in the solar plasma is static, spherically symmetric (i.e., we ignore any dependence on heliographic latitude) and may be parameterized in the following generic form:

\[
n_e(r) = \begin{cases} 
0, & 0 \leq r < R_\odot, \\
\sum_i \alpha_i \left( \frac{R_\odot}{r} \right)^{\beta_i} n_0, & R_\odot \leq r \leq R_\ast, \\
\end{cases}
\]

(3)
where $\beta_i > 1$ (to match the properties of the solar wind at large heliocentric distances that behaves as $\propto 1/r^2$) and $R_\star$ is the heliocentric distance to the termination shock, which we take to be $R_\star \simeq 100$ AU [28–30]. The termination shock is an intermediate border situated before the heliopause, which is the last frontier of the solar wind. It is the boundary at $\sim 130$ AU, where the solar wind fades and the interstellar medium begins. Finally, $n_0$ is the electron number density in the interstellar medium, which is assumed to be homogeneous. The presence of this term is for completeness only. As it does not influence the scattering of light, it may be safely assumed to be that of a vacuum, namely $n_0 = 0$. Note that the model (3) neglects the variability in the electron number density within the heliosheath. Any variability, if it exists, does not contribute an observable effect to scattering of light by the SGL.

Specifically, we make use of the following static, spherically symmetric model of electron distribution [6]:

$$n_e(r) = \left[ (2.99 \times 10^8 \left( \frac{R_\odot}{r} \right)^{16} + 1.55 \times 10^8 \left( \frac{R_\odot}{r} \right)^{16} + 3.44 \times 10^5 \left( \frac{R_\odot}{r} \right)^{2} \right] \text{cm}^{-3}. \quad (4)$$

At a large distance from the source, the model replicates the expected $1/r^2$ behavior of the solar wind. Other existing models are somewhat different from (4). Such models may account for the non-sphericity of the electron plasma density and offer a slightly different distance power law (for discussion, [11]). These additional features of these plasma models are not important for our purposes, as their effects are below the detection accuracy. Also, any inhomogeneities of the plasma distribution in the interplanetary medium are small and, thus, they are not expected to yield a significant mechanism of refraction for light propagating through the solar system.

We emphasize that the model (4) was developed using the tracking data for interplanetary spacecraft, which was conducted at multiple radio frequencies [5–7]. Astronomical observations conducted on the solar background at optical wavelengths also support this model [3, 32]. When studying light propagation in the immediate vicinity of the solar photosphere, the model (4) may have to be augmented by terms containing higher powers of $(R_\odot/r)$. However, even in extreme proximity to the Sun, the electron number density would be at most $n_e(r) \lesssim 6 \times 10^8 \text{ cm}^{-3}$ [11, 33].

The plasma frequency $\omega_p^2$ in Eq. (4), in the case of the spherically symmetric plasma distribution model (4), in the range of heliocentric distances, $R_\odot \leq r \leq R_\star$, has the form

$$\omega_p^2 = \frac{4\pi e^2}{m_e} \sum_i \alpha_i \left( \frac{R_\odot}{r} \right)^{\beta_i}. \quad (5)$$

This generic spherically symmetric model for the plasma frequency in the extended solar corona allows us to study the influence of solar plasma on the propagation of EM waves throughout the solar system in the range of heliocentric distances given by $R_\odot \leq r \leq R_\star$. Clearly, the model (4) may be further extended, for instance, to include effects due to non-sphericity. If needed, such effects may be treated using the same approach as presented in this paper.
FIG. 2: Schematic of the solar system using an approximate log-square scale. Shading indicates the solar plasma density that is traversed by an incident plane wave. The termination shock at \( \sim 100 \) AU is where the solar plasma collides with the interstellar medium, the density of which is constant and does not contribute to the scattering of light. The spherical \((r, \theta, \phi)\) coordinate system (with \(\phi\) suppressed) and the cylindrical \(z\) coordinate used in this paper are indicated. Diagram adapted from [20], with the heliocentric distance range extended beyond the termination shock.

B. Maxwell’s equations in three-dimensional form

We now focus on solving Maxwell’s equations on the solar system’s background set by gravity and plasma. We rely heavily on [18, 21, 24] (that were inspired by [34, 35]), which the reader is advised to consult first.

Following [18, 21], we begin with the generally covariant form of Maxwell’s equations:

\[
\partial_l F_{ik} + \partial_i F_{kl} + \partial_k F_{li} = 0, \quad 1 \sqrt{-g} \partial_0 \left( \sqrt{-g} F^{ik} \right) = -\frac{4\pi}{c} j^i, \tag{6}
\]

where \(g_{mn}\) is the metric tensor and \(g = \det g_{mn}\) is its determinant. We use a \((3 + 1)\) decomposition [21] of the generic interval (see §84 of [13]):

\[
ds^2 = g_{mn} dx^m dx^n = \left( \sqrt{g_{00}} dx^0 + \frac{g_{0\alpha}}{\sqrt{g_{00}}} dx^\alpha \right)^2 - \kappa_{\alpha\beta} dx^\alpha dx^\beta, \tag{7}
\]

where the 3-dimensional symmetric metric tensor \(\kappa_{\alpha\beta}\) is given as:

\[
\kappa_{\alpha\beta} = -g_{\alpha\beta} + \frac{g_{0\alpha} g_{0\beta}}{g_{00}}, \quad \kappa = \det \kappa_{\alpha\beta}. \tag{8}
\]

Physical fields are defined as the 3-vectors \(E, D\) and the antisymmetric 3-tensors \(B_{\alpha\beta}\) and \(H_{\alpha\beta}\) (see the Problem in §90 of [13]):

\[
E_\alpha = F_{0\alpha}, \quad D^\alpha = -\sqrt{g_{00}} F^{0\alpha}, \quad B_{\alpha\beta} = \mu F_{\alpha\beta}, \quad H^{\alpha\beta} = \sqrt{g_{00}} F^{\alpha\beta}, \tag{9}
\]

where, following [13], we also introduced the permittivity \(\epsilon\) and magnetic permeability \(\mu\) of the medium. The quantities \(\kappa\) are not independent. Introducing the 3-vector \(g \equiv -g^{00}\), we see that the following identities exist:

\[
\mathcal{D} = \epsilon \left\{ \frac{1}{\sqrt{g_{00}}} E + |H \times g| \right\}, \quad \mathcal{B} = \mu \left\{ \frac{1}{\sqrt{g_{00}}} H + |g \times E| \right\}. \tag{10}
\]

As a result, Eqs. (6) yield the following 3-dimensional Maxwell’s equations:

\[
curl_\kappa E = -\frac{1}{\sqrt{\kappa}} \partial_0 \left( \sqrt{\kappa} B \right), \quad \text{div}_\kappa B = 0, \tag{11}
\]

\[
curl_\kappa H = \frac{1}{\sqrt{\kappa}} \partial_0 \left( \sqrt{\kappa} D \right) + \frac{4\pi}{c} i s, \quad \text{div}_\kappa D = 4\pi \rho, \tag{12}
\]

where the differential operators \(\text{curl}_\kappa\) and \(\text{div}_\kappa\) are taken with respect to the 3-dimensional metric tensor \(\kappa_{\alpha\beta}\) from [8, 36] (also see relevant details in Appendix A of [21]).
To describe the optical properties of the SGL in the post-Newtonian approximation, we use a static harmonic metric, for which the line element may be given in spherical coordinates \((r, \theta, \phi)\) as \([22, 23]\):

\[
ds^2 = u^{-2}c^2 dt^2 - u^{-2}(dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2)),
\]

where, to the accuracy sufficient to describe light propagation in the solar system, the quantity \(u\) has the form

\[
u = 1 + c^{-2}U + \mathcal{O}(c^{-4}), \quad U = G \int \frac{\rho(x') d^3 r'}{|x - x'|},
\]

with \(U\) being the Newtonian gravitational potential. Using the metric \([13]\), we may compute Eqs. \([8]\) and derive Maxwell’s equations \([11, 12]\) in terms of the physical components of the vector \(E\) and similar components for \(H, D, B\) \([36]\). The fact that the chosen metric is static simplifies the expressions for physical fields. Indeed, with \(g_{00} = 0\) (thus, \(g = 0\)) and \(\partial g_{mn} = 0\), expressions \([10]\) take the form:

\[
\mathcal{D} = \frac{1}{\sqrt{g_{00}}} E = \epsilon u E = \epsilon D, \quad \mathcal{B} = \frac{1}{\sqrt{g_{00}}} \mu u H = \mu u H = \mu B,
\]

where we introduced the quantities \(\mathcal{D} = uE\) and \(\mathcal{B} = uH\) that describe the EM field in static gravity in the vacuum.

We consider the propagation of an EM wave in the vacuum, where no sources or currents exist, i.e., \(j^k \equiv (\rho, J) = 0\). Furthermore, as in \([21]\), we focus our discussion on the largest contribution to the gravitational scattering of light, which, in the case of the Sun, is due to the gravitational field produced by a static monopole. In this case, the Newtonian potential in \([14]\) may be given by \(c^{-2}U(r) = r_g/2r + \mathcal{O}(r^{-3}, c^{-4})\), where \(r_g = 2 GM/c^2\) is the Schwarzschild radius of the source. Therefore, the quantity \(u\) in \([13]\) and \([14]\) has the form

\[
u(r) = 1 + \frac{r_g}{2r} + \mathcal{O}(r^{-3}, c^{-4}).
\]

If needed, one can account for the contribution of higher-order multipoles using the tools developed in \([22, 37, 38]\).

This allows us to present the vacuum form of Maxwell’s equations \([11, 12]\) for the static, spherically symmetric plasma distribution as (see Appendix A for details)

\[
\begin{align*}
\text{curl } \mathcal{D} &= -\mu u^2 \frac{1}{c} \frac{\partial \mathcal{B}}{\partial t} + \mathcal{O}(G^2), \\
\text{div } \mathcal{B} &= \epsilon u^2 \frac{1}{c} \frac{\partial \mathcal{D}}{\partial t} + \mathcal{O}(G^2),
\end{align*}
\]

where the differential operators \(\text{curl}\) and \(\text{div}\) are now with respect to the 3-dimensional Euclidean flat metric.

Evaluating \([11]\) at the shortest relevant heliocentric distance, \(r = R_\odot\), we see that the electron density given by this model is of the order of \(n_e(r) \lesssim 4.54 \times 10^9 \text{ cm}^{-3}\), which implies that \(\omega_p = \sqrt{4\pi n_e e^2/m_e} \sim 1.20 \times 10^9 \text{ s}^{-1}\) corresponding to a frequency of \(\nu_p = \omega_p/2\pi = 191 \text{ MHz}\). For optical frequencies \((\nu = c/\lambda \sim 300 \text{ THz})\) and for \(r = R_\odot\), we see that \([11]\) may contribute at most at the order of \((\omega_p/\omega)^2 \sim 4.08 \times 10^{-13}\), while for radio frequencies \((\nu \sim 10 \text{ GHz})\) this ratio is much higher: \((\omega_p/\omega)^2 \sim 3.67 \times 10^{-4}\). At the same time, the effective contribution of the gravitational monopole to the refraction index from \([10]\) is \(r_g/r \lesssim 4.25 \times 10^{-6}(R_\odot / r)\). Therefore, in our discussion below, we need to carry out the necessary analysis up to terms that are linear with respect to gravity and plasma contributions while neglecting higher order terms – the approach that is certainly justified for optical wavelengths, but may need to be augmented to include higher order contributions, if dealing with radio wavelengths (as was done, for instance, in \([33, 30]\)). Nevertheless, our approach remains valid even for lower frequencies, and may be used to provide insight into the physical processes of the EM wave interacting with extended solar corona given by a generic model \([3]\).

### C. Representation of the EM field in terms of Debye potentials

In the case of a static, spherically symmetric gravitational field and plasma distributions, solving the field equations \([17, 18]\) is most straightforward. Following the derivation in \([21]\) (see Appendix E therein), we obtain the complete solution of these equations in terms of the electric and magnetic Debye potentials \([32], \epsilon\Pi\) and \(m\Pi\). For details, see Appendix A (see, for instance, derivations leading to \([\Delta 27], \Delta 32\)). The result is a system of equations for the components of the monochromatic EM field with the wavenumber \(k = \omega/c\):

\[
\hat{D}_r = \frac{1}{\sqrt{\epsilon u}} \left\{ \frac{\partial^2}{\partial r^2} \left[ \frac{r \Pi}{\sqrt{\epsilon u}} \right] + \left( \epsilon u k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right)^n \right) \left[ \frac{r \Pi}{\sqrt{\epsilon u}} \right] \right\},
\]

\([19]\)
in the expression (1) for $\propto$ contains several terms that decay either as $1/r$.

To demonstrate that this difference is negligible, we note that, as seen from (1) together with (3), in addition to the

$m$ similar equation may be obtained for $\Pi$ and $m\Pi$ satisfy the wave equations \[A33\] , given as

\[
\left( \Delta + \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right)^{\prime\prime} \right) \left[ \frac{\Pi}{\sqrt{\epsilon u}} \right] = \mathcal{O}(r_g, r^{-3}),
\]

(25)

\[
\left( \Delta + \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right)^{\prime\prime} \right) \left[ \frac{m\Pi}{\sqrt{\epsilon u}} \right] = \mathcal{O}(r_g, r^{-3}).
\]

(26)

Expressions \[19\] – \[20\] represent the solution of the Mie problem in terms of Debye potentials \[34\] - \[41\] , in the presence of the gravitational field of a mass-monopole taken at the first post-Newtonian approximation of the general theory of relativity \[18, 21\] and a static, spherically symmetric distribution of the free electron solar plasma \[3\] .

For the quantities $\epsilon$ and $u$, given correspondingly by \[11\] and \[10\] , we can rewrite \[25\] as the time-independent Schrödinger equation that describes the scattering of light by a Coulomb potential and in the presence of plasma:

\[
\left( \Delta + k^2 \left( 1 + \frac{2r_g}{r} - \frac{\omega_p^2(r)}{\omega^2} \right) + \frac{r_g}{r^3} - \frac{(\omega_p^2)^{\prime\prime}}{4\omega^2} \right) \left[ \frac{\Pi}{\sqrt{\epsilon u}} \right] = \mathcal{O}(r_g, r^{-3}).
\]

(27)

A similar equation may be obtained for $m\Pi/\sqrt{\epsilon u}$ from \[26\] , which, with $\mu = 1$, takes the form:

\[
\left( \Delta + k^2 \left( 1 + \frac{2r_g}{r} - \frac{\omega_p^2(r)}{\omega^2} \right) + \frac{r_g}{r^3} \right) \left[ \frac{m\Pi}{\sqrt{\epsilon u}} \right] = \mathcal{O}(r_g, r^{-3}).
\]

(28)

Eqs. \[27\] and \[28\] are almost identical, except for the last term in \[27\] , which comes from $\epsilon$ introduced by \[11\] . To demonstrate that this difference is negligible, we note that, as seen from \[11\] together with \[3\] , in addition to the purely Newtonian potential of a static relativistic monopole that behaves as $1/r$. \[27\] has the plasma potential that contains several terms that decay either as $\propto r^{-2}$ or faster. Recognizing that $\omega = ke$ and using the plasma model \[3\] in the expression \[11\] for $\epsilon$, these extra terms may be given as

\[
k^2 \frac{\omega_p^2}{\omega^2} + \frac{(\omega_p^2)^{\prime\prime}}{4\omega^2} \Rightarrow \frac{\omega_p^2}{c^2} + \frac{(\omega_p^2)^{\prime\prime}}{4k^2c^2} = \frac{4\pi\epsilon^2}{mc^2} \sum_i \alpha_i \left( \frac{R_\odot}{r} \right)^{\beta_i} \left( 1 + \frac{\beta_i(\beta_i + 1)}{4k^2R_\odot^2} \left( \frac{R_\odot}{r} \right)^2 \right).
\]

(29)

The two terms in the curly brackets of \[29\] represent the repulsive potentials due to plasma that, based on the model \[3\] , vanish as $1/r^2$ or faster. The second plasma term in this expression is dominated by a factor of $(kR_\odot)^{-2}$, which, given the large value of the solar radius, makes its contribution negligible, especially at optical wavelengths ($\lambda \sim 1 \mu m$), for which $(kR_\odot)^2 \sim 5.32 \times 10^{-32}$ \[21\] . Thus, the term $\propto (\omega_p^2)^{\prime\prime}/\omega^2$ may be neglected. Although the remaining terms are small, they may contribute to the phase shifts of the scattered wave and, therefore, they may affect the diffraction of light by the Sun. Thus, we retain these terms for further analysis. As a result, we introduce the static, spherically symmetric plasma potential which, to $\mathcal{O}((kR_\odot)^{-2})$, is given as

\[
\varphi_p(r) = \frac{\omega_p^2(r)}{c^2} = \frac{4\pi\epsilon^2}{mc^2} \sum_i \alpha_i \left( \frac{R_\odot}{r} \right)^{\beta_i} + \mathcal{O}((kR_\odot)^{-2}).
\]

(30)

Also, we note that the last term in \[27\] and \[28\] , representing the $1/r^3$ tail of the gravitational potential, may be discarded as insignificant (see relevant discussion in Appendix \[C\] and also in Appendix \[F\] of Ref. \[21\] ).
As a result, and taking into account that magnetic permeability $\mu$ is constant, (27) and (28) take an identical form:

$$
\left(\Delta + k^2 (1 + \frac{2r_g}{r}) - V_p(r)\right) \frac{\Pi}{u} = \mathcal{O}(r_g^2, r^{-3}),
$$

(31)

where the plasma potential $V_p$ is given by (30) and the quantity $\Pi$ represents either the electric Debye potential, $\mathcal{O}/\sqrt{\epsilon}$, or its magnetic counterpart, $\mathcal{M}/\sqrt{\mu}$, namely

$$
\Pi(r) = \left(\frac{\mathcal{O}}{\sqrt{\epsilon}}; \frac{\mathcal{M}}{\sqrt{\mu}}\right).
$$

(32)

Therefore, the set of equations (19)–(24) with (31) and (32) is greatly simplified, as now we need to solve only one equation (31), which ultimately determines the Debye potential for the entire problem.

### III. SOLUTION FOR THE EM FIELD

#### A. Separating variables in the equation for the Debye potential

Typically [34], in spherical polar coordinates, Eq. (31) is solved by separating variables [20, 21]:

$$
\frac{\Pi}{u} = \frac{1}{r} R(r) \Theta(\theta) \Phi(\phi),
$$

(33)

with integration constants and coefficients that are determined by boundary conditions. Direct substitution into (27) reveals that the functions $R, \Theta$ and $\Phi$ must satisfy the following ordinary differential equations:

$$
\frac{d^2 R}{dr^2} + \left(k^2 (1 + \frac{2r_g}{r}) - \frac{\alpha}{r^2} - V_p(r)\right) R = \mathcal{O}(r_g^2, r_g \frac{\omega_p^2}{\omega^2}),
$$

(34)

$$
\frac{1}{\sin \theta} \frac{d}{d\theta} \left(\sin \theta \frac{d\Theta}{d\theta}\right) + \left(\frac{\alpha}{\sin^2 \theta} - \frac{\beta}{\sin \theta}\right) \Theta = \mathcal{O}(r_g^2, r_g \frac{\omega_p^2}{\omega^2}),
$$

(35)

$$
\frac{d^2 \Phi}{d\phi^2} + \beta \Phi = \mathcal{O}(r_g^2, r_g \frac{\omega_p^2}{\omega^2}).
$$

(36)

The solution to (36) is given as usual [34]:

$$
\Phi_m(\phi) = e^{\pm im\phi} \rightarrow \Phi_m(\phi) = a_m \cos(m\phi) + b_m \sin(m\phi),
$$

(37)

where $\beta = m^2$, $m$ is an integer and $a_m$ and $b_m$ are integration constants.

Equation (35) is well known for spherical harmonics. Single-valued solutions to this equation exist when $\alpha = \ell (\ell + 1)$ with ($l > |m|$, integer). With this condition, the solution to (35) becomes

$$
\Theta_{\ell m}(\theta) = P_{\ell}^{(m)}(\cos \theta).
$$

(38)

Now we focus on the equation for the radial function [34], where, because of (35), we have $\alpha = \ell (\ell + 1)$. As a result, (34) takes the form

$$
\frac{d^2 R}{dr^2} + \left(k^2 (1 + \frac{2r_g}{r}) - \frac{\ell (\ell + 1)}{r^2} - V_p(r)\right) R = \mathcal{O}(r_g^2, r_g \frac{\omega_p^2}{\omega^2}),
$$

(39)

This equation describes light scattering that is dominated by a spherical relativistic potential due to a gravitational monopole (which is equivalent to an attractive Coulomb potential discussed in quantum mechanics [42–44]).

To determine the solution to (39), similarly to [20], we first separate the terms in plasma potential $V_p$, (30), by isolating the $1/r^2$ term and representing the remaining terms as the short-range potential $V_{\infty}$:

$$
V_p(r) = \frac{\mu^2}{r^2} + V_{\infty},
$$

(40)

where $\mu^2$ and $V_{\infty}$ are given by

$$
\mu^2 = \frac{4\pi e^2 R_{\odot}^2}{m_e c^2} \alpha_2, \quad V_{\infty} = \frac{4\pi e^2}{m_e c^2} \sum_{i > 2} \alpha_i \left(\frac{R_{\odot}}{r}\right)^{\beta_i} + \mathcal{O}((k R_{\odot})^{-2}),
$$

(41)
where \( \mu^2 \) is the strength of the \( 1/r^2 \) term in the plasma model at \( r = R_\odot \). Using the values from the phenomenological model \([4]\), we can evaluate this term: \( \mu^2 \approx 5.89 \times 10^{15} \). Also, we note that the range of \( V_{sr} \) is very short. In fact, as we see from Fig.\([4]\) this potential provides a negligible contribution after \( r \approx 8R_\odot \). Nevertheless, as it propagates through the solar system, light acquires the largest phase shift as it travels through the range of validity of this potential.

Note that if the model \([50]\) were to have the term \( \propto \alpha_1 (R_\odot/r) \), this would imply the presence in \([50]\) of another Coulomb potential of the type \( 2\mu_1/r \), where \( 2\mu_1 = (4\pi e^2 R_\odot/m_v c^2) \alpha_1 \). The presence of such a term may be easily accounted for by modifying the \( r_g \) term in \([49]\) as \( r_g \rightarrow r_g - \mu_1 \), with all other calculations unchanged. However, the current observations \([5, 11]\) suggest that such a term must be absent in the model, thus \( \alpha_1 = \mu_1 = 0 \).

The separation of the terms performed in the plasma potential \([49]–[51]\) allows us to appropriately present the radial equation \([49]\) as

\[
\frac{d^2 R_L}{dr^2} + \left( k^2 (1 + \frac{2r_g}{r}) - \frac{L(L+1)}{r^2} - V_{sr}(r) \right) R_L = O\left( \frac{r^2}{\omega^2} \right),
\]

where the new index \( L \) for the plasma-modified centrifugal potential is determined from

\[
L(L+1) = \ell(\ell+1) + \mu^2.
\]

Representing \([49]\) equivalently as \((L+\frac{1}{2})^2 = (\ell+\frac{1}{2})^2 + \mu^2\) and requiring that when \( \mu \rightarrow 0 \), the index \( L \) must behave as \( L \rightarrow \ell \), we find the solution to \([49]\):

\[
L = \ell + \frac{\mu^2}{\sqrt{(\ell+\frac{1}{2})^2 + \mu^2 + \frac{1}{4}}}
\]

When \( \mu/\ell \ll 1 \), this solution behaves as

\[
L = \ell + \frac{\mu^2}{2\ell+1} - \frac{\mu^4}{(2\ell+1)^3} + \frac{2\mu^6}{(2\ell+1)^5} + O(\mu^8) \approx \ell + \frac{\mu^2}{2\ell+1} + O(\mu^4).
\]

For a typical region where the plasma potential \([49]\) is present, the value of \( \ell \) may be estimated using its relation to the classical impact parameter, namely \( \ell = k b \geq k R_\odot = 4.37 \times 10^{13} \). Therefore, using the result for \( \mu^2 \) given above, we see that the ratio \( \mu/\ell \leq 1.75 \times 10^{-8} \) is indeed small, justifying the approximation \([44]\).

### B. Eikonal solution for Debye potential

Equations similar to \([31]\) are typical for many problems of nuclear scattering. However, no exact solution is known for an arbitrary short-range potential \( V_p \) \([40]–[41]\). This motivated the development of various approximation tools \([42, 44]\). One such approximation is known for the case of short-range potentials that decay faster than \( 1/r^2 \), where a small parameter is introduced and the total solution to \([31]\) is presented as a series expansion with respect to this parameter. This method is called the Born approximation (BA) \([44]\). The method uses the radial Green’s function solution to \([39]\) (obtained while setting \( V_p = 0 \)) to determine each successive term in the expansion. The final solution determines the cumulative phase shift for the EM wave as it traverses the area where the short-range scattering potential is present. Since this is a Born-type approximation for the phase shifts relative to the plasma-free wave, the relevant approximation is referred to as the distorted-wave Born approximation (DWBA). It determines the additional phase shift due to the short-range potential \( V_{sr} \) \([48, 49]\). However, it is known that for potentials that behave as \( 1/r^2 \), this approximation leads to divergent results, as such potentials do not decay fast enough with distance. This is precisely our situation, where the plasma potential contains the \( 1/r^2 \) terms. Thus, neither the BA nor the DWBA are particularly useful for our purposes.

To solve \([31]\), we follow the approach presented in \([20]\) where we developed a method that relies on the properties of the short-range plasma potential and the eikonal (or high-energy) approximation. The region of scattering of high frequency EM waves on the plasma-induced potential \( V_p \) is bounded by the heliocentric distance to the heliopause, \( R_\star \) from \([3]\). We implement the eikonal approximation \([54, 55]\). In this approximation, the short-range plasma potential contributes only a phase shift to the EM wave which can be directly calculated. Here we extend the method introduced in \([20]\) on the curved spacetime induced by the solar gravitational mass monopole.

---

1. Note that following \([20]\), we reuse the symbol \( \mu \); do not confuse it with magnetic permeability.
1. Solution with short-range potential $V_{sr}$ absent

No analytical solution is known to exist for Eq. (31) in the general case when $V_{sr} \neq 0$. Therefore, we seek a suitable approximation method. A number of methods were developed to solve equations of this type in scattering problems in quantum mechanics. At large incident energies, for a wavefront moving in the forward direction, a very useful method is the eikonal approximation \[50–55\]. The eikonal approximation is valid when the following two criteria are satisfied \[55\]: $kb \gg 1$ and $V_{sr}(r)/k^2 \ll 1$, where $k$ is the wave number and $b$ is the impact parameter. In our case, both of these conditions are fully satisfied. The first condition yields $kb = 4.37 \times 10^{15} (\lambda/1 \mu m)(b/R_{\odot}) \gg 1$. Taking the short-range plasma potential $V_{sr}$ from (11), we evaluate the second condition as $V_{sr}(r)/k^2 \leq V_{sr}(R_{\odot})/k^2 \approx 4.07 \times 10^{-13} (\lambda/1 \mu m)^2 \ll 1$. Therefore, we may proceed.

To develop a solution to (31) using the eikonal approximation, we first note that when the short-range potential $V_{sr}$ is absent, (42) takes the form

$$d^2R_L/dr^2 + \left( k^2 (1 + \frac{2r_g}{r}) - \frac{L(L+1)}{r^2} \right) R_L = 0. \tag{46}$$

The solution to this equation is well known and is given in terms of the Coulomb functions $F_L(kr_g, kr)$ and $G_L(kr_g, kr)$ \[21, 44, 50\] (the presence of these functions is the direct difference from the situation encountered in \[20\], where a similar equation, but without the Coulomb $r_g/r$ term, is solved in terms of the Riccati–Bessel functions):

$$R_L^{(2)} = c_L F_L(kr_g, kr) + d_L G_L(kr_g, kr), \tag{47}$$

where we use the superscript (2) to indicate that the solution to (46) includes the inverse square term, $1/r^2$, from the plasma potential, which is represented by index $L$ from \[15\], \[20\]. When the solution for $R_L^{(2)}$ is known, we combine results for $\Phi(\phi), \Theta(\theta)$, given by (47) and (58), to obtain the corresponding Debye potential, $\Pi^{(2)}(r)$, in the form

$$\Pi^{(2)}(r) = \frac{1}{r} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \mu_{\ell} R_L^{(2)}(r) \left[ R_\ell^m(m\phi) \right] \left[ a_m \cos(m\phi) + b_m \sin(m\phi) \right], \tag{48}$$

where $L = L(\ell)$ is given by (15) and $\mu_{\ell}, a_m, b_m$ are arbitrary and as yet unknown constants to be determined later. This solution is well established and can be studied with available analytical tools (e.g., [34]).

Examining (31), we see that $\Pi^{(2)}(r)$ is a solution to the following wave equation:

$$\left( \Delta + k^2 (1 + \frac{2r_g}{r}) - \frac{\mu^2}{r^2} \right) \Pi^{(2)}(r) = 0, \tag{49}$$

which is the equation for the “free” Debye potential in the presence of gravity and $1/r^2$ plasma, $\Pi^{(2)}(r)$, and which is yet “unperturbed” by the short-range plasma potential, $V_{sr}$.

2. Eikonal wavefunction

We may now proceed with solving (31), given the relevant form of $V_{sr}$, (11), first representing this equation as

$$\left( \Delta + k^2 (1 + \frac{2r_g}{r}) - \frac{\mu^2}{r^2} - V_{sr}(r) \right) \Pi(\phi) = O(r_g^2, r^{-3}). \tag{50}$$

To apply the eikonal approximation to solve (50), we consider a trial solution in the form

$$\Pi(\phi) = \Pi^{(2)}(r) \phi(\phi), \tag{51}$$

where $\Pi^{(2)}(r)$ is the “free” Debye potential \[18\]. In other words, in the eikonal approximation the Debye potential $\Pi^{(2)}(r)$, becomes “distorted” in the presence of the potential $V_{sr}$ given in Eq. (11), by $\phi$, a slowly varying function of $r$, such that

$$|\nabla^2 \phi| \ll k |\nabla \phi|. \tag{52}$$

When substituted into (50), the trial solution (51) yields

$$\left\{ \Delta \Pi^{(2)}(r) + \left( k^2 (1 + \frac{2r_g}{r}) - \frac{\mu^2}{r^2} \right) \Pi^{(2)}(r) \right\} \phi(\phi) + \Pi^{(2)}(r) \Delta \phi(\phi) +$$

...
+ 2(∇Π^{(2)}(r) \cdot \nabla \phi(r)) - V_{sr}(r)\Pi^{(2)}(r)\phi(r) = \mathcal{O}(r_g^2, r^{-3}). \tag{53}

As \Pi^{(2)}(r) is the solution of the homogeneous equation (49), the first term in (53) is zero. Then, we neglect the second term, \Pi^{(2)}(r)\Delta \phi(r), because of (62). As a result, from the last two terms we have

\[(\nabla \ln \Pi^{(2)}(r) \cdot \nabla \ln \phi(r)) = \frac{1}{2} V_{sr}(r) + \mathcal{O}(r_g^2, r^{-3}). \tag{54}\n
As we discussed above, the plasma contribution is rather small and it is sufficient to keep the terms that are first order in \omega_p^2/\omega^2. Thus, to formally solve (54) we may present the solution for \Pi^{(2)}(r) as

\[\Pi^{(2)}(r) = e^{\pm ik(z - r_g \ln k(r - z))} + \mathcal{O}(r_g^2, \omega_p^2/\omega^2). \tag{55}\n
To compute the gradient of \Pi^{(2)}(r), following [21], we represent the unperturbed trajectory of a ray of light as

\[r(t) = r_0 + kc(t - t_0) + \mathcal{O}(r_g, \omega_p^2/\omega^2), \tag{56}\n
where \(k\) is the unit vector on the incident direction of the light ray’s propagation path and \(r_0\) represents the starting point (see Fig. 2). Following [21, 37, 57], we define \(b = [k \times r_0] \times k\) to be the impact parameter of the unperturbed trajectory of the light ray. The vector \(b\) is directed from the origin of the coordinate system toward the point of the closest approach of the unperturbed path of light ray to that origin.

With (56), we introduce the parameter \(\tau = \tau(t)\) along the path of the light ray (see details in Appendix B1):

\[\tau = (k \cdot r) = (k \cdot r_0) + c(t - t_0), \tag{57}\n
which may be positive or negative. Note that \(\tau = z \cos \alpha\) where \(\alpha\) being the angle between \(e_z\) and \(k\); \(\tau = z\) when the \(z\)-axis of the chosen Cartesian coordinate system is oriented along the incident direction of the light ray. The new parameter \(\tau\) allows us to rewrite (56) as

\[r(\tau) = b + k\tau + \mathcal{O}(r_g, \omega_p^2/\omega^2), \quad \text{with} \quad ||r(\tau)|| = r(\tau) = \sqrt{b^2 + \tau^2} + \mathcal{O}(r_g^2, \omega_p^2/\omega^2). \tag{58}\n
Using (58), the gradient of \(\Pi^{(2)}(r)\) from (54) may be computed as

\[\nabla \ln \Pi^{(2)}(r) = \pm ik \left(\frac{r_g}{r} - \frac{r_g}{b^2} b(1 + \frac{\tau}{r})\right) + \mathcal{O}(r_g^2, \omega_p^2/\omega^2). \tag{59}\n
As a result, (54) takes the form

\[\pm ik \left(\frac{r_g}{r} - \frac{r_g}{b^2} b(1 + \frac{\tau}{r})\right) \cdot \nabla \ln \phi(r) = \frac{1}{2} V_{sr}(r) + \mathcal{O}(r_g^2, \omega_p^2/\omega^2, r_g^2, \omega_p^4/\omega^4, r^{-3}). \tag{60}\n
As we want to identify the largest plasma contribution to light propagation we keep only linear terms with respect to gravity and plasma. As a result, neglecting the \(r_g\)-dependent terms in (60), we may present (54) as

\[\pm ik (k \cdot \nabla) \ln \phi = \frac{1}{2} V_{sr} + \mathcal{O}(r_g^2, \omega_p^4/\omega^4). \tag{61}\n
We may now compute the eikonal phase due to the short-range plasma potential \(V_{sr}\). Using the representation of the light ray’s path as \(r = (b, \tau)\) given by (58), we observe that (as was also shown in [21]) the gradient \(\nabla\) may be expressed in terms of the variables along the path as \(\nabla = \nabla_b + \frac{kd}{d\tau} + \mathcal{O}(r_g, \omega_p^2/\omega^2)\), where \(\nabla_b\) is the gradient along the direction of the impact parameter \(b\) and \(\tau\) being the parameter taken along the path. Thus, the differential operator on the left side of (61) is the derivative along the light ray’s path, namely \((k \cdot \nabla) = d/d\tau\).

As a result, for (61) we have

\[\frac{d\ln \phi^\pm}{d\tau} = \pm \frac{1}{2ik} V_{sr} + \mathcal{O}(r_g^2, \omega_p^4/\omega^4), \tag{62}\n
the solutions of which are

\[\phi^\pm(b, \tau) = \exp \left\{ \pm \frac{i}{2k} \int_{\tau_0}^{\tau} V_{sr}(b, \tau') d\tau' \right\}. \tag{63}\n
We therefore have the following two particular eikonal solutions of (50) for \( \Pi(\mathbf{r}) \):

\[
\Pi(\mathbf{r}) = \Pi^{(2)}(\mathbf{r}) \exp \left\{ \pm i \xi_b(\tau) \right\} + \mathcal{O}(\omega_p^4/\omega^4),
\]

where we introduced the eikonal phase

\[
\xi_b(\tau) = -\frac{1}{2k} \int_{\tau_0}^{\tau} V_{sr}(\mathbf{r}, \tau') d\tau'.
\]

Given \( V_{sr}(\mathbf{r}) \) from (11), we reduced the problem to evaluating a single integral to determine the Debye potential \( \Pi(\mathbf{r}) \) from (51), which is a great simplification of the problem. Given the fact that \( \mathbf{b} \) is constant and by taking the short-range plasma potential \( V_{sr}(\mathbf{r}) \) from (11), we evaluate (63) as

\[
\xi_b(r) = -\frac{2\pi e^2 R_\odot}{m_e c^2 k} \sum_{i>2} \alpha_i \left( \frac{R_\odot}{b} \right)^{\beta_i-1} \left\{ Q_{\beta_i}(\tau) - Q_{\beta_i}(\tau_0) \right\},
\]

where we introduced the function \( Q_{\beta_i}(\tau) \), which, with \( \tau = (\mathbf{k} \cdot \mathbf{r}) = \sqrt{r^2 - b^2} \), is given as

\[
Q_{\beta_i}(\tau) = 2 F_1 \left[ \frac{1}{2}, \frac{1}{2}; \frac{3}{2}; \frac{\tau^2}{b^2} \right] \frac{\tau}{b},
\]

with \( 2 F_1[a, b, c, z] \) being the hypergeometric function [30]. For \( r = b \) or, equivalently, for \( \tau = 0 \), the function (67) is well-defined, taking the value of \( Q_{\beta_i}(0) = 0 \), for each \( \beta_i \). For large values of \( r \) and, thus, for large \( \tau \), for any given value of \( \beta_i \), the function \( Q_{\beta_i}(\tau) \) rapidly approaches a limit:

\[
\lim_{\tau \to \infty} Q_{\beta_i}(\tau) = \lim_{r \to \infty} Q_{\beta_i}(\sqrt{r^2 - b^2}) = Q_{\beta_i}^*, \quad \text{where} \quad Q_{\beta_i}^* = \frac{1}{2} \beta_i - \frac{1}{2} B\left[\frac{1}{2}, \beta_i + \frac{1}{2}, \frac{1}{2}\right],
\]

with \( B[x, y] \) being Euler’s beta function [21]. For the values of \( \beta_i \) used in the model (4) for the electron number density in the solar corona, \( \beta_i = \{2, 6, 16\} \), these values are:

\[
Q_2^* = \frac{\pi}{2}, \quad Q_6^* = \frac{3\pi}{16}, \quad Q_{16}^* = \frac{429\pi}{4096}.
\]

Note that the quantities \( Q_{\beta_i}(r) \) (67) for \( \beta_i > 2 \) are always small, \( 0 \leq |Q_{\beta_i}| \leq 1 \), and as functions of \( r \), they reach their asymptotic values \( Q_{\beta_i}^* \) [15] quite rapidly, typically after \( r \geq 3.2b \) (thus, they may be treated as being constant for all the relevant distance ranges.)

Next, we place the source at a very large distance from the Sun: \( |\tau_0| = \sqrt{r_0^2 - b^2} \gg R_\odot \) (see Fig. 2). Then, from definition (67) and the asymptotic behavior given by (65), we have \( Q_{\beta_i}(\tau_0) = -Q_{\beta_i}^* \). As a result, we express the total eikonal phase shift acquired by the wave along its path through the solar system (63) as

\[
\xi_{gb}^{\text{path}}(r) = -\frac{2\pi e^2 R_\odot}{m_e c^2 k} \sum_{i>2} \alpha_i \left( \frac{R_\odot}{b} \right)^{\beta_i-1} \left\{ Q_{\beta_i}^* + Q_{\beta_i}(\sqrt{r^2 - b^2}) \right\}.
\]

Expression (70) is the total phase shift induced by the short-range plasma potential along the entire path of the EM wave as it propagates through the solar system. One may see that, as the light propagates from the source to the point of closest approach to the Sun, it acquires the first part of the phase shift, i.e., the term proportional to \( Q_{\beta_i}^* \) in (70). As it continues to propagate, the second term in (70) kicks in, providing an additional contribution.

Substituting the solution that we obtained for the total eikonal phase shift \( \xi_b(r) \) of (70) in (63) results in the desired solution for the Debye potential \( \Pi(\mathbf{r}) \). Effectively, this solution demonstrates that the phase of the EM wave is modified by the short-range plasma potential, as expected from the eikonal approximation. Although (63) is the solution to (50), it still has arbitrary constants \( \mu_t, a_m, b_m \), present in (11). These constants must be chosen to satisfy a particular boundary value problem that we set out to solve: Obtaining the solution for the EM field as it propagates through the solar system with the refractive medium given by (3).

C. Solution for the radial function \( R_L(r) \)

At this point, we already have all the key components needed to develop the solution for the Debye potentials in the presence of a spherically symmetric gravitational field produced by the solar monopole, and the spherically symmetric
solar plasma modeled by \[3\]. As we observed above, with the short-range plasma potential \[41\], the equation for the radial function \[39\] takes the form \[42\]. Solving this equation leads to a solution for the Debye potential \[83\]. Following \[21\], with the help of \[83\], a particular solution for the Debye potential, \(\Pi\), is obtained by multiplying together the functions given by \[87\], \[88\] and \(R_\ell\) from \[42\]; we then obtain a general solution to \[44\]. Specifically, by combining results for \(\Phi(\phi)\) and \(\Theta(\theta)\), given by \[87\] and \[88\], the solution for the Debye potential takes the form

\[
\frac{\Pi}{u} = \frac{1}{r} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \mu_\ell R_\ell(r) \left[ P_\ell^{(m)}(\cos \theta) \right] \left[ a_m \cos(m \phi) + b_m \sin(m \phi) \right] + \mathcal{O}(r^2, k^{-2}, r_g \omega_p^2),
\]

(71)

where \(L = L(\ell)\) is given by \[82\] and \(\mu_\ell, a_m, b_m\) are arbitrary and as yet unknown constants.

As we discussed earlier, no analytic solution to \[42\] for \(R_\ell\) in the case of an arbitrary form of the short-range plasma potential \(V_{sr}\) is known. However, we may proceed with solving \[71\] by relying on the eikonal approximation discussed in Sec. III B 2. For this, we notice that in the plasma-free case (at the great heliocentric distances beyond the termination shock), the entire plasma potential \(V_{sr}\) is absent, thus \(L = \ell\). The solution to the Maxwell field equations in this case is known and describes the scattering of the EM waves by a gravitational monopole, given in \[21\]. In that plasma-free case, to determine the coefficients \(\mu_\ell\) in \[71\], we chose \(R_\ell(r)\) to be the regular Coulomb wave function \(F_\ell(kr_g, kr)\), and require that the resulting EM field match the incident Coulomb-modified plane EM wave.

As a result, in the vacuum, the solutions for the electric and magnetic potentials of the incident wave, \(\Pi_0\) and \(\nu \Pi_0\), were found to be given in terms of a single potential \(\Pi_0(r, \theta)\) (see \[21\] for details):

\[
\left( \begin{array}{c} \Pi_0 \sqrt{\ell} \\ m \Pi_0 \sqrt{\mu} \end{array} \right) = \left( \begin{array}{cc} \cos \phi \\ \sin \phi \end{array} \right) \Pi_0(r, \theta), \quad \text{where} \quad \Pi_0(r, \theta) = \frac{E_0 u}{k^2} \frac{u}{r} \sum_{\ell=1}^{\infty} \frac{2 \ell + 1}{(\ell + 1)} e^{i \ell \sigma} F_\ell(kr_g, kr) P_\ell^{(1)}(\cos \theta) + \mathcal{O}(r_g^2). \quad (72)
\]

In other words, the incident EM wave is not affected by the solar plasma, thus its form is identical to that of the free wave propagating in gravity, discussed in \[21\].

Now, considering the plasma, we notice that, for large \(r\), the potential \(V_{sr}(r)\) in \[42\] can be neglected in comparison to the Coulomb potential \(U_c(r) = 2k^2 r_g / r\) and this equation reduces to the Coulomb equation discussed in \[21\] with the solution given by \[72\]. The solution of \[42\] that is regular at the origin can thus be written asymptotically as a linear combination of the regular and irregular Coulomb wave functions \(F_L(kr_g, kr)\) and \(G_L(kr_g, kr)\), respectively \[15, 16, 58, 59\], which are solutions of \[42\] in the absence of the potential \(V_{sr}(r)\). Asymptotically, at large values of the argument \((kr)\), these functions behave as \[21\]

\[
F_L(kr_g, kr) \sim \sin \left( k(r + r_g) \ln 2kr + \frac{L(L + 1)}{2kr} - \frac{\pi L}{2} + \sigma_L \right),
\]

(73)

\[
G_L(kr_g, kr) \sim \cos \left( k(r + r_g) \ln 2kr + \frac{L(L + 1)}{2kr} - \frac{\pi L}{2} + \sigma_L \right).
\]

(74)

Since the Coulomb potential falls off slower than the centrifugal potential (i.e., the \(L(L + 1)/r^2\) term in \[42\]) at large distances, it dominates the asymptotic behavior of the effective potential in every partial wave. Hence, we look for a solution satisfying the following boundary conditions \[59\]

\[
R_L(r) \sim \frac{n r^L}{r \to 0},
\]

(75)

\[
R_L(r) \sim F_L(kr_g, kr) + \tan \delta_L G_L(kr_g, kr) \quad \text{as} \quad kr \to \infty \sim \sin \left( k(r + r_g) \ln 2kr + \frac{L(L + 1)}{2kr} - \frac{\pi L}{2} + \sigma_L + \delta_L \right),
\]

(76)

where \(n\) is a normalization factor and \(F_L(kr_g, kr)\) and \(G_L(kr_g, kr)\) are solutions of \[42\] in the absence of the potential \(V_{sr}(r)\), which, as we discussed above, are, respectively, regular and irregular at the origin. The real quantities \(\delta_L(k)\) introduced by these equations are the phase shifts for spherically symmetric scattering \[60\] due to the short-range potential \(V_{sr}(r)\) \[41\] in the presence of the Coulomb potential \(U_c(r) = 2k^2 r_g / r\) in \[42\]. We note that \(\delta_L(k)\) fully describes the non-Coulombic part of the scattering and vanishes when this short-range potential is not present. We generalized these expressions to the case where the additional plasma potential has an \(1/r^2\) term, which creates an additional centrifugal potential in \[42\] that was absorbed by the substitution \(\ell \to L\).

We can satisfy the conditions \(75, 76\) by choosing the function \(R_L(r)\) as a linear combination of the two solutions \[61\]. One way to do that is by relying on the two solutions to \[41\] taken in the form of the incoming and outgoing waves \[61\], which are given by the functions \(H^+_L(kr_g, kr)\) and \(H^-_L(kr_g, kr)\), correspondingly, and to show explicit dependence on the eikonal phase shift, \(\xi_0(r)\), which can be captured in the following form:

\[
R_L(r) = \frac{1}{2i} \left( H^+_L(kr_g, kr)e^{i\xi_0(r)} - H^-_L(kr_g, kr)e^{-i\xi_0(r)} \right),
\]

(77)
where the Coulomb–Hankel functions $H_L^{(±)}$ are related to the Coulomb functions by $H_L^{(±)}(kr, g) = G_L(kr, g) ± iF_L(kr, g)$ (for discussion, see Appendix A of [21]) and their asymptotic behavior given by (see Appendix F of [21]):

$$H_L^{(±)}(kr, g) \sim \exp \left\{ \pm i \left( kr + r_g \ln 2kr \right) + \frac{L(L + 1)}{2kr} - \frac{\pi L}{2} + \sigma_L \right\}. \quad(78)$$

Clearly, using the approach demonstrated in Appendix C and especially (C19), this expression may be extended to include terms with higher powers of $1/kr$. In addition, $\xi_k(r)$ in (77) is the eikonal phase shift that is accumulated by the EM wave starting from the point of closest approach, $r = b$. The expression for the point is obtained directly from (66) by setting $z_0 = 0$ (or, equivalently, from (77) by dropping the $Q^\pm_{b,i}$ term), which results in

$$\xi_k(r) = -\frac{2\pi e^2 R_\odot}{m_e c^2 k} \sum_{i=2} a_i \left( \frac{R_\odot}{b} \right)^{\delta_i - 1} Q^\pm_{i} \left( \sqrt{r^2 - b^2} \right). \quad(79)$$

The form of the radial function $R_L(r)$ from (77) captures our expectation that, in the presence of a potential $V_{sr}(r)$ from (41), the Coulomb–Hankel functions (which represent the radial free-particle wavefunction solutions of the homogeneous equation (46)), become “distorted” by this short-range potential. Clearly, (77) satisfies the radial free-particle wavefunction solutions of the Coulomb–modified plane wave and a scattered wave. These two solutions must be consistent on the boundary, that is, as $r \to 1$, the potential inside the termination shock boundary (i.e., 0 $\leq r \leq R_s$ and, of course, it is good choice for the radial function for the region outside the solar system, $r > R_s$.

We may put the result (77) in the following equivalent form:

$$R_L(r) = \cos \xi_k(r) F_L(kr, g) + \sin \xi_k(r) G_L(kr, g), \quad(80)$$

which explicitly shows the phase shift, $\xi_k(r)$, induced by the short-range plasma potential, clearly satisfying the boundary condition (41) with the quantity $\xi_k(r)$ from (69) being the anticipated phase shift $\delta_k$.

In conjunction with (80), Eq. (41) describes the potential inside the termination shock, $r < R_s$. Outside the termination shock, $r > R_s$, we model the solution for the Debye potential, as usual, as a combination of that of a Coulomb-modified plane wave and a scattered wave. These two solutions must be consistent on the boundary, that is, at $r = R_s$.

To match the potentials (77) inside the termination shock with those of the incident and scattered waves outside, the latter must be expressed in a similar form but with arbitrary coefficients. Only the function $F_L(kr, g, kr)$ may be used in the expression for the potential inside the sphere (i.e., the termination shock boundary) since $G_L(kr, g, kr)$ becomes infinite at the origin. On the other hand, the scattered wave must vanish at infinity. The Coulomb–Hankel functions $H_L^{(±)}(kr, g)$ impart precisely this property. These functions are suitable as representations of scattered waves. For large values of the argument $kr$, the result behaves as $e^{ikr + r_g \ln 2kr}$ and the Debye potential $\Pi \propto e^{ikr + r_g \ln 2kr} / r$ for large $r$. Thus, at large distances from the sphere the scattered wave is spherical (with the ln term in the phase due to the modification by the Coulomb potential), with its center at the origin $r = 0$. Accordingly, we use it in the expression for the scattered wave, i.e., in the trial solution for the Debye potentials of the scattered wave for $r > R_s$.

Collecting results for the functions $\Phi(\phi)$ and $\Theta(\theta)$, respectively given by (37) and (38), and $R_L(r) = H_L^{(±)}(kr, g) e^{i \xi_k(r)}$ from (78), to the order of $O(r^2, r_g \omega^2 / \omega^2)$, we obtain the Debye potential for the scattered wave:

$$\Pi_s = \frac{u}{r} \sum_{\ell=0}^{\infty} \sum_{m=-\ell} a_{\ell} H_L^{(±)}(kr, g) e^{i \xi_k(r)} \left[ P^{(m)}_{\ell}(\cos \beta) \frac{a_m \cos(m \phi) + b'_m \sin(m \phi)}{\omega^2 / \omega^2} \right], \quad(81)$$

where $a_{\ell}, a'_m, b'_m$ are arbitrary and as yet unknown constants and the relation between $L$ and $\ell$ is given by (45).

Representing the potential inside the termination shock via $F_L(kr, g, kr)$ is appropriate. The trial solution to (31) for the electric and magnetic Debye potentials inside the termination shock boundary (i.e., $0 \leq r \leq R_s$) relies on the radial function $R_L(r)$ given by (30) and has the form

$$\Pi_{in} = \frac{u}{r} \sum_{\ell=0}^{\infty} \sum_{m=-\ell} b_{\ell} \left\{ \cos \xi_k(r) F_L(kr, g) + \sin \xi_k(r) G_L(kr, g) \right\} \left[ P^{(m)}_{\ell}(\cos \beta) \frac{a_m \cos(m \phi) + b_m \sin(m \phi)}{\omega^2 / \omega^2} \right], \quad(82)$$
where $b_\ell, a_m, b_m$ are arbitrary and yet unknown constants.

The boundary (continuity) conditions mentioned in Appendix A (see also discussion in [34]), imposed on the quantities [A34] at the termination shock boundary $r = R_*$, using the electron plasma distribution \( n_0 = 0 \) and, thus, with $\epsilon(R_*) = \mu(R_*) = 1$, are written in full as

\[
\frac{\partial}{\partial r} \left[ \frac{r m \Pi_0}{u} + \frac{r m \Pi_a}{\sqrt{\mu u}} \right]_{r=R_*} = \frac{\partial}{\partial r} \left[ \frac{r m \Pi_{in}}{u} \right]_{r=R_*},
\]

\[
\frac{\partial}{\partial r} \left[ \frac{r m \Pi_0}{u} + \frac{r m \Pi_b}{\sqrt{\mu u}} \right]_{r=R_*} = \frac{\partial}{\partial r} \left[ \frac{r m \Pi_{in}}{u} \right]_{r=R_*},
\]

\[
\frac{r m \Pi_0}{u} + \frac{r m \Pi_a}{\sqrt{\mu u}}_{r=R_*} = \frac{r m \Pi_{in}}{u} \left|_{r=R_*},\right.
\]

\[
\frac{r m \Pi_0}{u} + \frac{m \Pi_a}{\sqrt{\mu u}}_{r=R_*} = \frac{r m \Pi_{in}}{u} \left|_{r=R_*},\right.
\]

We now make use of the symmetry of the geometry of the problem [34] and by apply the boundary conditions [83–86]. We recall that we can use a single Debye potential $\Pi$ in [81] and [82] to represent electric and magnetic fields [82]. We find that the constants $a_m$ and $b_m$ for the electric Debye potentials are $a_1 = 1$, $b_1 = 0$ and $a_m = b_m = 0$ for $m \geq 2$. For the magnetic Debye potentials, we obtain $a_1 = 0$, $b_1 = 1$ and $a_m = b_m = 0$ for $m \geq 2$. The values are identical for $a_m'$ and $b_m'$.

As a result, the solutions for the electric and magnetic potentials of the scattered wave (for the region $r > R_*$, where, based on the plasma model [83], $\epsilon = \mu = 1$), $\Pi_a$ and $m \Pi_a$, may be given in terms of a single potential $\Pi_a(r, \theta)$ (see [21] for details), which, to $O(r_*^2)$, is given by

\[
\left( \begin{array}{c}
\Pi_a \\
m \Pi_a
\end{array} \right) = \left( \begin{array}{c}
\cos \phi \\
\sin \phi
\end{array} \right) \Pi_a(r, \theta), \quad \text{where} \quad \Pi_a(r, \theta) = \frac{u}{r} \sum_{\ell=1}^{\infty} a_\ell H_L^{+}(kr_g, kr)e^{i\xi_0(r)} P_{\ell}^{(1)}(\cos \theta).
\]

In a relevant scattering scenario, the EM wave and the Sun are well separated initially, so the Debye potential for the incident wave can be expected to have the same form as for the pure plasma-free case that includes only the Coulomb potential that is given by [72]. Therefore, the Debye potential for the inner region has the form:

\[
\left( \begin{array}{c}
\Pi_{in} \sqrt{\epsilon} \\
m \Pi_{in} \sqrt{\mu}
\end{array} \right) = \left( \begin{array}{c}
\cos \phi \\
\sin \phi
\end{array} \right) \Pi_{in}(r, \theta),
\]

with the potential $\Pi_{in}$ given, to $O(r_g^2, r_g \omega_g^2 / \omega^2)$, as

\[
\Pi_{in}(r, \theta) = \frac{u}{r} \sum_{\ell=1}^{\infty} b_\ell \left\{ \cos \xi(r) F(kr_g, kr) + \sin \xi(r) G(kr_g, kr) \right\} P_{\ell}^{(1)}(\cos \theta).
\]

We thus expressed all the potentials in the series [21] and any unknown constants can now be determined easily. If we now substitute the expressions [72], [87] and [88–89] into the boundary conditions [83–86], we obtain the following linear relationships between the coefficients $a_\ell$ and $b_\ell$:

\[
\left[ \frac{E_0}{k^2} \ell + 1 \left( \ell + 1 \right) e^{i\sigma_t} F'(k r_g, kr) + a_\ell \left( H_L^{+}(k r_g, kr)e^{i\xi(r)} \right) \right]\bigg|_{r=R_*} = b_\ell R_L'(r)\bigg|_{r=R_*},
\]

\[
\left[ \frac{E_0}{k^2} \ell + 1 \left( \ell + 1 \right) e^{i\sigma_t} F(k r_g, kr) + a_\ell H_L^{+}(k r_g, kr)e^{i\xi(r)} \right]\bigg|_{r=R_*} = b_\ell R_L(r)\bigg|_{r=R_*},
\]

where $R_L(r)$ is from [80] and $' = d/dr$. From the definition of the eikonal phase [65], we see that

\[
\xi_0(R_r) = \frac{\xi_0(r)}{r = R_r} = - \frac{1}{2k} V_{xx}(r) \bigg|_{r=R_*} = 0.
\]

For the electron plasma distribution [11] and [49], especially with the values taken from the phenomenological model [4], the value $\xi_0(R_*)$ is extremely small and may be neglected. We now define, for convenience, $\alpha_\ell$ and $\beta_\ell$ as

\[
\alpha_\ell = \frac{E_0}{k^2} \ell + 1 \left( \ell + 1 \right) e^{i\sigma_t} a_\ell \quad \text{and} \quad \beta_\ell = \frac{E_0}{k^2} \ell + 1 \left( \ell + 1 \right) e^{i\sigma_t} b_\ell.
\]
From (90)–(91), we have:

\[ F'_L(R_*) + \alpha_\ell H_L^{\ell\ell}(R_*)e^{i\xi_\ell(R_*)} = \beta_\ell R'_L(R_*), \]  
(94)

\[ F'_L(R_*) + \alpha_\ell H_L^{\ell\ell}(R_*)e^{i\xi_\ell(R_*)} = \beta_\ell R'_L(R_*), \]  
(95)

where \( F_L(R_*) = F_L(kr_g,kR_*) \) and \( H_L^{\ell\ell}(R_*) = H_L^{\ell\ell}(kr_g,kR_*) \) with similar definitions for the derivatives of these functions. Equations (94)–(95) may now be solved to determine the two sets of coefficients \( \alpha_\ell \) and \( \beta_\ell \):

\[ \alpha_\ell = e^{-i\xi_\ell(R_*)} \frac{F_L(R_*)R'_L(R_*) - F'_L(R_*)R_L(R_*)}{R_L(R_*)H_L^{\ell\ell}(R_*) - R'_L(R_*)H_L^{\ell\ell}(R_*)}, \]
(96)

\[ \beta_\ell = \frac{F_L(R_*)H_L^{\ell\ell}(R_*) - F'_L(R_*)H_L^{\ell\ell}(R_*)}{R_L(R_*)H_L^{\ell\ell}(R_*) - R'_L(R_*)H_L^{\ell\ell}(R_*)}. \]
(97)

Taking into account the asymptotic behavior of all the functions involved: namely \( H_L^+ \) for \( H_L^+ \) and \( H_L^- \) for \( F_L \) and \( G_L \), we have the following solution for the coefficients \( \alpha_\ell \) and \( \beta_\ell \):

\[ \alpha_\ell = \sin \delta_\ell, \quad \beta_\ell = e^{i\delta_\ell}, \]
where \( \delta_\ell = -\frac{\pi}{2} (L - \ell) + \sigma_L - \sigma_\ell + \xi_\ell^* \).  
(98)

with \( \xi_\ell^* = \xi_\ell(R_*) \) and \( \delta_\ell^* \) being the phase shift induced by the plasma to the phase of the EM wave propagating through the solar system, as measured at the termination shock, \( \delta_\ell^* = \delta_\ell(R_*) \).

As expected, when the plasma is absent, \( L = \ell \) and \( \xi_\ell = 0 \), the total plasma phase shift vanishes, resulting in \( \delta_\ell = 0 \). However, in the case of scattering by the plasma, \( \xi_\ell^* = \xi_\ell(R_*) \neq 0 \) and \( \delta_\ell \) is important. Also, for large heliocentric distances along the incident direction, for which \( r \gg b \), and certainly for the region outside the termination shock, \( r > R_* \), the eikonal phase shift \( \xi_\ell^* = \xi_\ell(R_*) \), given by (79), together with (68), is

\[ \xi_\ell^* \approx -\frac{2\pi^2R_\odot}{m_e c^2 k} \sum_{i=2}^{i_r} \alpha_i Q_{2i} \left( \frac{R_\odot}{b} \right)^{i_r - 1}, \]
(99)

which, for any given \( b \), is a constant value. In the case when \( \mu/\ell \ll 1 \) and \( \mu/\ell \) is valid, expression (98) for the plasma-induced delay, to \( O(\mu^4) \), takes the form (see [20] for a similar discussion):

\[ \delta_\ell^* = -\frac{\pi}{2} \frac{\mu^2}{2\ell} + \sigma_L - \sigma_\ell + \xi_\ell^*. \]
(100)

We can evaluate the contribution of the plasma to the phase of the EM wave as the wave traverses the solar system. In the case of the electron number density model (4) and from (98), the plasma phase shift \( \delta_\ell^* \) in (100) is given as

\[ \delta_\ell^* = \sigma_L - \sigma_\ell - \eta_2 \frac{R_\odot}{b} - \eta_6 Q_{20} \left( \frac{R_\odot}{b} \right)^5 - \eta_{16} Q_{16}^* \left( \frac{R_\odot}{b} \right)^{15} + \ldots, \]
(101)

with \( \eta_2, \eta_6 \) and \( \eta_{16} \) having the form

\[ \eta_2 = \frac{2\pi^2 R_\odot}{2 m_e c^2 k} \alpha_2, \quad \eta_6 = \frac{2\pi^2 R_\odot}{m_e c^2 k} \alpha_6, \quad \eta_{16} = \frac{2\pi^2 R_\odot}{m_e c^2 k} \alpha_{16}, \]
(102)

where, to derive the expression for \( \eta_2 \), we used \( \mu^2 \) from (41) and approximated (98) for the case of \( \mu/\ell \ll 1 \) by using (43) with \( Q_{2i}^* \) in the incident direction as given by (68). Note that this approach results in the additional factor of \( \pi/2 \) (which came from the first term in (98)) that is characteristic to the eikonal approximation (see discussion in [15, 16]). To derive \( \eta_6 \) and \( \eta_{16} \), we used (99). The empirical model for the free electron number density in the solar corona (4) results in the following values for the constants \( \eta_2, \eta_6 \) and \( \eta_{16} \) in (102):

\[ \eta_2 = 1.06 \left( \frac{\lambda}{1 \mu m} \right), \quad \eta_6 = 303.87 \left( \frac{\lambda}{1 \mu m} \right), \quad \eta_{16} = 586.17 \left( \frac{\lambda}{1 \mu m} \right). \]
(103)

Beyond \( b \approx 3.65 R_\odot \), the contribution from the \( \eta_2 \) term rapidly becomes dominant. However, for small impact parameters characteristic for imaging with the SGL, the plasma phase shift is driven by the terms with larger powers of \( R_\odot/b \) in free electron number density model of the solar corona (4).
Therefore, using the value for \( a_\ell \) from (63), together with \( \alpha_\ell \) from (68), we determine that the solution for the scattered potential (77) for \( r > R_* \) takes the form

\[
\Pi_s(r, \theta) = \frac{E_0}{k^2 r} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i\sigma_\ell} \sin \delta_\ell^s H^s_L(kr, kr) e^{i\xi^s_\ell} P_{\ell}^{(1)}(\cos \theta). \tag{104}
\]

Next, using the asymptotic behavior of \( H^s_L \) from (78) together with the expression for the phase shift \( \delta_\ell^s \) (69), we notice that at large distances from the Sun the following relation exists: \( H^s_L(kr, kr)e^{i\xi^s_\ell} \approx H^L_L(kr, kr)e^{i\delta_\ell} + \mathcal{O}(\mu^2/kr) \), which allows us to present (104) as

\[
\Pi_s(r, \theta) = \frac{E_0}{2ik^2 r} e^{ik(r+\tau_g\ln 2kr)} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i(2\sigma_\ell + \ell(\ell+1)/4\alpha^2)} \left( e^{2i\delta_\ell^s} - 1 \right) P_{\ell}^{(1)}(\cos \theta). \tag{105}
\]

In the region outside the termination shock, \( r > R_* \), we may take the asymptotic form for the Coulomb–Hankel function and present (105) as

\[
\Pi_s(r, \theta) = -\frac{E_0}{k^2 r} e^{ik(r+\tau_g\ln 2kr)} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i(2\sigma_\ell + \ell(\ell+1)/4\alpha^2)} \left( e^{2i\delta_\ell^s} - 1 \right) P_{\ell}^{(1)}(\cos \theta). \tag{106}
\]

As a result, using (72) and (105), we present the Debye potential in the region outside the termination shock boundary, \( r > R_* \), in the following form:

\[
\Pi_{\text{out}}(r, \theta) = \Pi_0(r, \theta) + \Pi_s(r, \theta) = \frac{E_0}{k^2 r} e^{ik(r+\tau_g\ln 2kr)} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i(2\sigma_\ell + \ell(\ell+1)/4\alpha^2)} \left( F_\ell(kr, kr) + \frac{1}{2i} \left( e^{2i\delta_\ell} - 1 \right) H^L_L(kr, kr) \right) P_{\ell}^{(1)}(\cos \theta). \tag{107}
\]

Similarly, substituting the value for \( b_\ell \) from (63), together with \( \beta_\ell \) from (68), we determine the solution for the inner Debye potential (68) in the form

\[
\Pi_{\text{in}}(r, \theta) = \frac{E_0}{k^2 r} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i(\sigma_\ell + \delta_\ell)} \left( \cos \xi_\ell(r) F_\ell(kr, kr) + \sin \xi_\ell(r) G_\ell(kr, kr) \right) P_{\ell}^{(1)}(\cos \theta). \tag{108}
\]

As solar gravity is rather weak, we may use the asymptotic expressions for \( F_\ell, G_\ell \) and \( H^L_L \) for \( r \geq R_\odot \). Therefore, the radial function \( R_L(r) \) from (71) (or, equivalently, from 80) in the region of heliocentric distances \( R_\odot \leq r \leq R_* \), may be given as

\[
R_L(r) = \frac{1}{2i} \left( H^L_L(kr, kr)e^{i\xi_\ell(r)} - H^L_L(kr, kr)e^{-i\xi_\ell(r)} \right) \approx e^{-i\delta_\ell(r)} \left( F_\ell(kr, kr) + \frac{1}{2i} \left( e^{2i\delta_\ell} - 1 \right) H^L_L(kr, kr) \right), \tag{109}
\]

where \( \delta_\ell(r) \) has the form given by (69) where the eikonal phase at the termination shock \( \xi_\ell = \xi_\ell(R_*) \) is replaced with its original form (69) that depends on the heliocentric distance, namely \( \xi_\ell = \xi_\ell \), thus

\[
\delta_\ell(r) = -\frac{\pi}{2}(L - \ell) + \sigma_L - \sigma_\ell + \xi_\ell(r). \tag{110}
\]

Similarly to (109), in the case when \( \mu/\ell \ll 1 \) and (43) is valid, expression (110), to order \( O(\mu^4) \), takes the form

\[
\delta_\ell(r) = -\frac{\pi}{2} \frac{\mu^2}{\ell} + \sigma_L - \sigma_\ell + \xi_\ell(r). \tag{111}
\]

Thus, in the eikonal approximation, distance dependence in the plasma delay comes from the terms in the short-range plasma potential \( V_{\text{sr}} \) for which \( i > 2 \). The term with \( i = 2 \) (i.e., the first term in (100) and (111)) provides no distance dependence. The physical interpretation of this observation follows, in part, from (41). It can be seen that near the solar surface, \( b \gtrsim R_\odot \), the potential is dominated by terms containing higher powers of \( (R_\odot/r) \). The inverse square term contributes an approximately uniform background potential that, at these small heliocentric ranges, is several orders of magnitude smaller compared to the other terms (see Fig. 1). This \( 1/r^2 \)-term becomes dominant only at greater distances from the Sun, where \( V_{\text{sr}} \) is several orders of magnitude smaller than it is near the solar surface.

As a result, outside the Sun, we may present (103) in the following equivalent form:

\[
\Pi_{\text{in}}(r, \theta) = \frac{E_0}{k^2 r} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell+1)} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell(r))} \left( F_\ell(kr, kr) + \frac{1}{2i} \left( e^{2i\delta_\ell(r)} - 1 \right) H^L_L(kr, kr) \right) P_{\ell}^{(1)}(\cos \theta). \tag{112}
\]
With the plasma model \( \mathbf{3} \) the phase shift vanishes inside the Sun, \( \delta_\ell = 0 \), and \( (112) \) reduces to the plasma-free solution \( (72) \). As a result, the solution for the Debye potential, \( \Pi(r, \theta) \) from \( (112) \), describing the propagation of the EM wave in the solar system on the background of the static gravitational monopole and a static, spherically symmetric plasma distribution takes the form

\[
\Pi_{\text{in}}(r, \theta) = \frac{E_0 u}{k^2 r} \sum_{\ell=1}^{\infty} \frac{i^{\ell-1}}{\ell(\ell+1)} e^{i(\sigma_\ell+\delta_\ell(r))} F_\ell(kR_g, kR)P_\ell^{(1)}(\cos \theta) + \frac{E_0 u}{2ik^2 \ell} \sum_{\ell=1}^{\infty} \frac{i^{\ell-1}}{\ell(\ell+1)} e^{i(\sigma_\ell+\delta_\ell(r))} \left(e^{2i\delta_\ell(r)} - 1\right) H_\ell^{(1)}(kR_g, kR)P_\ell^{(1)}(\cos \theta) + \mathcal{O}\left(r^2, r_g \frac{\omega_p^2}{\omega^2}\right). \tag{113}
\]

Note that this solution is valid, in principle, even inside the opaque Sun. Indeed, because of the plasma model \( \mathbf{1} \) and \( \mathbf{3} \), the phase shift vanishes, \( \delta_\ell = 0 \), and \( (112) \) reduces to the plasma-free solution \( (72) \).

The first term in \( (112) \) is the Debye potential of an EM wave propagating in a vacuum but modified by the plasma in the solar system. The second term represents the effect of the solar plasma on the propagation of the EM waves inside the termination shock, \( 0 < r < R_\star \). Notice that, as the distance increases, this term approaches the form of the Debye potential \( \Pi_\star \) for the scattered EM field given by \( (109) \). Proper accounting for such a dependence makes it possible to compare high-precision observations conducted from different locations within the solar system.

Thus, we have identified all the Debye potentials involved in the Mie problem \( \mathbf{41} \), namely the potential \( \Pi_0 \) given by \( (72) \) representing the incident EM field, the potential \( \Pi_\star \) from \( (109) \) describing the scattered EM field outside the termination shock, \( r > R_\star \), and the potential \( \Pi_{\text{in}} \) from \( (112) \) describing it inside the termination shock, \( 0 < r < R_\star \).

**IV. GENERAL SOLUTION FOR THE EM FIELD OUTSIDE THE TERMINATION SHOCK**

To describe the scattering of light by the extended solar corona, we use solutions for the Debye potential representing the scattered EM wave, \( (109) \), and the EM wave inside the termination shock boundary, \( (113) \). The presence of the Sun itself is not yet captured. For this, we need to set additional boundary conditions that describe the interaction of the Sun with the incident radiation. Similarly to \( \mathbf{20, 21} \), we apply the fully absorbing boundary conditions that represent the physical size and the surface properties of the Sun \( \mathbf{24} \).

We begin with the area that lies outside the termination shock where three regions are present, namely (i) the shadow region, (ii) the geometric optics region, and (iii) the interference region. Clearly, as far as imaging with the SGL is concerned, the interference region is of most importance. This is where the SGL focuses light coming from a distant object, forming an image.

**A. Fully absorbing boundary conditions**

Boundary conditions representing the opaque Sun were introduced in \( \mathbf{35} \) and were used in \( \mathbf{20, 21} \). Here we use these conditions again. Specifically, to set the boundary conditions, we rely on the semiclassical analogy between the partial momentum, \( \ell \), and the impact parameter, \( b \), that is given as \( \ell = kb \). \( \mathbf{43, 44} \).

To set the boundary conditions, we require that rays with impact parameters \( b \leq R_\odot^* = R_\odot + r_g \) are completely absorbed by the Sun \( \mathbf{21} \). Thus, the fully absorbing boundary condition signifies that all the radiation intercepted by the body of the Sun is fully absorbed by it and no reflection or coherent reemission occurs. All intercepted radiation is transformed into some other forms of energy, notably heat. Thus, we require that no scattered waves exist with impact parameter \( b \ll R_\odot^* \) or, equivalently, for \( \ell \leq kR_\odot^* \). Such formulation relies on the concept of the semiclassical impact parameter \( b \) and its relationship with the partial momentum, \( \ell \), as \( \ell = kb \). \( \mathbf{A relevant discussion on this relation between \( \ell \) and \( b \) is on p. 29 of \( \mathbf{40} \) with reference to \( \mathbf{62} \).} \) In terms of the boundary conditions, this means that we need to subtract the scattered waves from the incident wave for \( \ell \leq kR_\odot \), as was discussed in \( \mathbf{21} \). Furthermore, as it was shown in \( \mathbf{24} \), the fully absorbing boundary conditions introduce a fictitious EM field that precisely compensates the incident field in the area behind the Sun. This area has the shape of a rotational hyperboloid that starts directly at the solar surface behind the Sun and extends to the vertex of the hyperboloid at \( z_0 = R_\odot^2/2r_g \approx 547.8 \) AU.

**B. The Debye potential for the region outside the termination shock**

To implement the boundary conditions for the EM wave outside the termination shock, we realize that the total EM field in this region is given as the sum of the incident and scattered waves, \( \Pi = \Pi_0 + \Pi_\star \), with these two
potentials given by [72] and [106], correspondingly. Also, using the asymptotic behavior of \( H_\ell^+ \) from [78] and with the help of expression [95] for the phase shift \( \delta_\ast^r \), we notice that at large distances from the Sun we can write \( H_\ell^+ (kr_g, kr) e^{i \delta_\ast^r} \approx H_\ell^+ (kr_g, kr) e^{i \delta_\ast^r} + O(\mu^2/2kr) \) (similar to that used in the derivations of [109]).

Accordingly, we use [117], which represents the Debye potential in the region \( r > R_* \) and is given as

\[
\Pi(r, \theta) = \Pi_0(r, \theta) + \Pi_s(r, \theta) = \frac{E_0 u}{k^2 r} \sum_{\ell = 1}^{\infty} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} \left\{ F_\ell (kr_g, kr) + \frac{1}{2i} \left( e^{2i \delta_\ast^r} - 1 \right) H_\ell^+ (kr_g, kr) \right\} P_{\ell}^{(1)} (\cos \theta).
\]

(114)

Next, relying on the representation of the regular Coulomb function \( F_\ell \) via incoming, \( H_\ell^+ \), and outgoing, \( H_\ell^- \), waves as \( F_\ell = \left( H_\ell^+ - H_\ell^- \right)/2i \) (discussed in [21] and also by the expression given after (77)), we may express the Debye potential (114) as

\[
\Pi(r, \theta) = \frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{\infty} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} \left\{ e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) - H_\ell^- (kr_g, kr) \right\} P_{\ell}^{(1)} (\cos \theta) - \frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{kR_*} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) P_{\ell}^{(1)} (\cos \theta),
\]

or, equivalently, coming back to the form (113).

\[
\Pi(r, \theta) = \Pi_0(r, \theta) + \frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{\infty} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} \left\{ e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) - H_\ell^- (kr_g, kr) \right\} P_{\ell}^{(1)} (\cos \theta) - \frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{kR_*} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) P_{\ell}^{(1)} (\cos \theta).
\]

(117)

This is our main result, valid for all distances outside the termination shock \( r > R_* \) and all angles. It is a rather complex expression. It requires the tools of numerical analysis to fully explore its behavior and the resulting EM field [60, 62, 63]. However, in most practically important applications, we need to know the field in the forward direction. Furthermore, our main interest is to study the largest plasma impact on light propagation, which corresponds to the smallest values of the impact parameter. In this situation, we may simplify the result (117) by taking into account the asymptotic behavior of the function \( H_\ell^+ (kr_g, kr) \), considering the field at large heliocentric distances, such that \( kr \gg \ell \), where \( \ell \) is the order of the Coulomb function (see p. 631 of [64]). For \( kr \to \infty \) and also for \( r \gg r_t = \sqrt{\ell (\ell + 1)/k} \) (see [20, 21]), such an expression is given in the form (019):

\[
\lim_{kr \to \infty} H_\ell^+ (kr_g, kr) \sim \exp \left[ i \left( \frac{kr + r_g \ln 2kr}{2kr} + \frac{\ell (\ell + 1)}{24k^3 r^3} + \frac{\ell (\ell + 1)^2}{24k^5 r^5} + \sigma_\ell - \frac{\pi \ell}{2} \right) \right] + O((kr)^{-5}, r_g^2),
\]

(118)

which includes the contribution from the centrifugal potential in the radial equation [39] (see e.g., Appendix C Appendix A in [25] or [62]). In fact, expression (118) extends the argument of [98] to shorter distances, closer to the turning point of the potential (see the relevant discussion in Appendix F of [21]). By including the extended centrifugal term in (118) (i.e., shown by the terms with various powers of \( \ell (\ell + 1)/2kr \)), we can now better describe the bending of the trajectory of a light ray under the combined influence of gravity and plasma. (We note that in [119] we omitted the amplitude factor \( a(\ell) \) given by [154]. Outside the Sun, the argument of this factor is very small resulting in \( a(\ell) \approx 1 \). Also, one may verify that any derivative of this term produces a contribution to the amplitude of the EM wave that is \( 1/kr \) times smaller compared the leading terms, which is negligible.)

As a result, we may take the approximate behavior of \( H_\ell^+ \) given by (118) and use it in (117) to present the solution for the Debye potential outside the termination shock, \( r > R_* \) in the following form

\[
\Pi(r, \theta) = \Pi_0(r, \theta) + \frac{u e^{ik(r + r_g \ln 2kr)}}{r} \left\{ E_0 \sum_{\ell = 1}^{kR_*} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} \left( \frac{\ell (\ell + 1)}{24k^3 r^3} + \frac{\ell (\ell + 1)^2}{24k^5 r^5} \right) P_{\ell}^{(1)} (\cos \theta) - \right\}
\]

\[
\frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{\infty} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} \left\{ e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) - H_\ell^- (kr_g, kr) \right\} P_{\ell}^{(1)} (\cos \theta) - \frac{E_0 u}{2ik^2 r} \sum_{\ell = 1}^{kR_*} i^{\ell - 1} \frac{2\ell + 1}{\ell (\ell + 1)} e^{i \omega_t} e^{2i \delta_\ast^r} H_\ell^+ (kr_g, kr) P_{\ell}^{(1)} (\cos \theta).
\]
- \frac{E_0}{2k^2} \sum_{\ell=kR_g}^\infty 2\ell + 1 \ell(\ell+1) F_\ell^{(1)}(\cos \theta) + O(r_g k^2 \omega_P^2) =

= \Pi_0(r, \theta) + \Pi_{bc}(r, \theta) + \Pi_p(r, \theta). \tag{119}

The first term in (119), \Pi_0(r, \theta), is the Debye potential representing the incident EM wave propagating in the vacuum on the background of a post-Newtonian gravity field produced by a gravitational mass monopole. The solution for \Pi_0(r, \theta) is known and is given by (22) in the form of infinite series with respect to partial momenta, \ell. For practical purposes, however, it is convenient to use an exact expression for \Pi_0, which was derived in [21] in the form

\Pi_0(r, \theta) = -\psi_0 \frac{iu}{k} \ln \frac{2}{\sin \theta} \left( e^{ikz} F_1[1 + ik r_g, 2, ikr(1 - \cos \theta)] - e^{ikr} F_1[1 + ik r, 2, 2ikr] \right), \tag{120}

where the constant for \psi_0 is given by

\psi_0^2 = \frac{E_0^2}{2\pi k r_g} (1 - e^{-2\pi k r_g}). \tag{121}

Eq. (120) gives the Debye potential of the plasma-free wave in terms of the confluent hypergeometric function. This solution is always finite and is valid for any angle \theta. It allows one to describe the EM field in the interference region of the SGL and thus to develop the wave-optical treatment of the lens.

The EM field of the incident wave outside the interference region is derived from (120) with the help of the asymptotic expansion of the hypergeometric functions \( F_1[1 + ik r, 2, ikr(1 - \cos \theta)] \) and \( F_1[1 + ik r_g, 2, 2ikr] \) at large values of argument \( k(r - z) \gg 1 \) (see [21] for details). This approach allows one to compute the asymptotic behavior of the Debye potential \( \Pi_0 \) from (120) as

\Pi_0(r, \theta) = E_0 \frac{u}{k r \sin \theta} \left\{ e^{ikr(\cos \theta - r_g \ln kr(1 - \cos \theta) + 2i\sigma_0)} - e^{-ikr} \right\}

- \frac{i}{2} (1 - \cos \theta) \left\{ e^{-ikr} \left( e^{-ikr} + 2ikr \right) \right\} + O\left( \frac{1}{r - z} \right), \tag{122}

where we introduced the constant \( \sigma_0 = \text{arg} \Gamma(1 - ik r_g) \), which for large values of \( kr_g \to \infty \) is given as [21]

\[ e^{2i\sigma_0} = \frac{\Gamma(1 - ik r_g)}{\Gamma(1 + ik r_g)} = e^{-2ikr_g \ln kr_g / c - i\pi} \left( 1 + O((kr_g)^{-1}) \right). \tag{123} \]

The second term in (119), \( \Pi_{bc}(r, \theta) \), is due to the physical obscuration introduced by the Sun and was derived by applying the fully absorbing boundary conditions. This term is responsible for the geometric shadow behind the Sun.

The third term in (119), \( \Pi_p(r, \theta) \), quantifies the contribution of the solar plasma to the scattering of the EM as it moves through the solar system, and evaluated at the distance \( r > R_s \). Because of the plasma model [14], [20], the last sum in (119) formally extends only to \( \ell = k R_g \), corresponding to the impact parameter equal to the distance to the termination shock. As expected, for \( r > R_s \), the phase shift \( \delta_1 = 0 \) and the entire plasma-scattered term vanishes.

With the solution for the Debye potential given by (119), and with the help of (19)–(24) (also see [21]), we may now compute the EM field in the various regions involved. Given the smallness of the ratio \( (\omega_P/\omega)^2 \sim 10^{-2} \) for radio and \( \sim \times 10^{-11} \) for optical wavelengths, we may neglect the distance-dependent effect of the solar plasma on the amplitude of the EM wave. This is especially true at large heliocentric distances where the effect of the plasma, behaving as \( \propto 1/r^2 \), on the amplitude of the EM wave is negligibly small. (If one decide to account for the plasma effect on the amplitude of the EM wave, using (19)–(24) one would get the terms that are \( 1/(kr) \) times smaller than the leading terms in those expressions. Thus, any derivatives of the plasma-dependent terms present in the amplitude of these terms would provide negligible contributions.) Thus, the plasma affects the delay of the EM wave and is fully accounted for by the solution for the Debye potentials. Therefore, we can put \( \epsilon = \mu = 1 \) in (19)–(24) and use the following expressions to construct the EM field in the static, spherically symmetric geometry (see details in [21]):

\[ \begin{pmatrix} \hat{D}_r \\ \hat{B}_r \end{pmatrix} = \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{-i\omega t} \alpha(r, \theta), \quad \begin{pmatrix} \hat{D}_\theta \\ \hat{B}_\theta \end{pmatrix} = \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{-i\omega t} \beta(r, \theta), \quad \begin{pmatrix} \hat{D}_\phi \\ \hat{B}_\phi \end{pmatrix} = \begin{pmatrix} -\sin \phi \\ \cos \phi \end{pmatrix} e^{-i\omega t} \gamma(r, \theta), \tag{124} \]

with the quantities \( \alpha, \beta \) and \( \gamma \) computed from the known Debye potential, \( \Pi \), as

\[ \alpha(r, \theta) = \frac{1}{u} \left\{ \frac{\partial^2}{\partial r^2} \left[ \frac{r \Pi}{u} \right] + k^2 u^4 \left[ \frac{r \Pi}{u} \right] \right\} + O\left( \left( \frac{1}{u} \right)^n \right), \tag{125} \]
\[ \beta(r, \theta) = \frac{1}{u^2 r} \frac{\partial^2 (r \Pi)}{\partial r \partial \theta} + \frac{\partial (r \Pi)}{r \sin \theta}, \tag{126} \]

\[ \gamma(r, \theta) = \frac{1}{u^2 r \sin \theta} \frac{\partial (r \Pi)}{\partial r} + \frac{ik \partial (r \Pi)}{r} \theta. \tag{127} \]

This completes the solution for the Debye potentials on the background of a spherically symmetric, static gravitational field of the Sun and that of the solar plasma. We will use (124)–(127) to compute the relevant EM fields.

C. EM field in the shadow region

In the shadow behind the Sun (i.e., for impact parameters \( b \leq R^e_\odot \)) the EM field is represented by the Debye potential of the shadow, \( \Pi_{sh} \), which is given as

\[ \Pi_{sh}(r, \theta) = \Pi_0(r, \theta) + \frac{ue^{ik(r+r_g \ln 2kR)}}{r} E_0 \sum_{\ell=kR^e_\odot}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} e^{i(2\sigma + \frac{[\ell+1]}{2kR} + \frac{[\ell+1]^2}{24k^3R^3})} P^{(1)}_{\ell}(\cos \theta) + \mathcal{O}(r_g^2, r_g \omega_\odot^2), \tag{128} \]

where \( \Pi_0(r, \theta) \) is well represented by (122). As discussed in [21, 24], the potential (128) produces no EM field. In other words, there is no light in the shadow. Furthermore, as the solar boundary is rather diffuse, there is expectation for the Poisson-Arago bright spot to be formed in this region.

D. EM field outside the shadow

In the region behind the Sun but outside the solar shadow (i.e., for light rays with impact parameters \( b > R^e_\odot \)) which includes both the geometric optics and interference regions (in the immediate vicinity of the focal line), the EM field is derived from the Debye potential given by the remaining terms in (129) to the order of \( \mathcal{O}(r_g^2, r_g \omega_\odot^2/\omega^2) \) as

\[ \Pi(r, \theta) = \Pi_0(r, \theta) - \frac{ue^{ik(r+r_g \ln 2kR)}}{r} E_0 \sum_{\ell=kR^e_\odot}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} e^{i(2\sigma + \frac{[\ell+1]}{2kR} + \frac{[\ell+1]^2}{24k^3R^3})} \left( e^{i2\delta_\ell} - 1 \right) P^{(1)}_{\ell}(\cos \theta), \tag{129} \]

where for the geometric optics region the potential \( \Pi_0(r, \theta) \) is well represented by (122), while for the interference region one must use the exact form of \( \Pi_0(r, \theta) \) given by (120).

Expression (129) is our main result for the regions outside the termination shock, \( r > R^e \) and also outside the shadow region, i.e., \( b \geq R^e_\odot \). It contains all the information needed to describe the total EM field originating from an incident Coulomb-modified plane wave that passed through the region of the static spherically symmetric plasma of the extended solar corona, characterized by an electron number density \( \beta \) that diminishes as \( r^{-2} \) or faster.

To evaluate the total solution for the Debye potential (129), we present it in the following compact form:

\[ \Pi(r, \theta) = \Pi_0(r, \theta) + E_0 f_p(r, \theta) \frac{ue^{ik(r+r_g \ln 2kR)}}{r}, \tag{130} \]

where the plasma scattering amplitude \( f_p(r, \theta) \) is given by

\[ f_p(r, \theta) = -\frac{1}{2k^2} \sum_{\ell=kR^e_\odot}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} e^{i(2\sigma + \frac{[\ell+1]}{2kR} + \frac{[\ell+1]^2}{24k^3R^3})(e^{i2\delta_\ell} - 1)} P^{(1)}_{\ell}(\cos \theta) + \mathcal{O}(r_g^2, r_g \omega_\odot^2/\omega^2). \tag{131} \]

We note that because of the contribution from the centrifugal potential in (118), the scattering amplitude \( f_p(r, \theta) \) is now also a function of the heliocentric distance \( \ell_0 \). This is not the case in typical problems describing nuclear and atomic scattering [13, 14, 15, 65]. However, as we observed in [20, 21, 23], when we are interested in the trajectories of light rays, the presence of such dependence and especially the \( \alpha / r \) term in the phase of the scattering amplitude [13] allows us to properly describe the bending of the light rays in the presence of gravity together with the contrition from the dispersive medium introduced by the solar plasma.

As a result, the Debye potential for the plasma-scattered wave outside the termination shock takes the form

\[ \Pi_p(r, \theta) = E_0 f_p(r, \theta) \frac{ue^{ik(r+r_g \ln 2kR)}}{r}, \tag{132} \]
with the plasma scattering amplitude \( f_p(r, \theta) \) given by \([131]\). We use these expressions to derive the components of the EM field produced by this wave. For this, we substitute \([132]–[131]\) in the expressions \([125]–[127]\) to derive the factors \( \alpha(r, \theta), \beta(r, \theta) \) and \( \gamma(\theta) \), which to the order of \( \mathcal{O}(r_g^2, r_g(\omega_p^2/\omega^2), (kr)^{-5}) \) are computed to be:

\[
\alpha(r, \theta) = -E_0 e^{ik(r+r_s \ln 2kr)} \sum_{\ell=kR_g^*}^{\infty} \left( \ell + \frac{1}{2} \right) e^{i\left( 2\sigma_\ell \ell + \frac{\delta(\ell+1)^2}{24\ell^2 r^2} \right)} \left( e^{i2\delta_\ell^*} - 1 \right) P_\ell^{(1)}(\cos \theta) \times \\
\times \left\{ u^2 + (u^2 - 1) \frac{\ell(\ell + 1)}{4k^2 r^2} + \frac{i}{kr} \left( 1 + \frac{\ell(\ell + 1)}{2k^2 r^2} \right) - \frac{ikr_g}{\ell(\ell + 1)} \right\}, \tag{133}
\]

\[
\beta(r, \theta) = E_0 u e^{ik(r+r_s \ln 2kr)} \sum_{\ell=kR_g^*}^{\infty} \frac{\ell + \frac{1}{2}}{\ell(\ell + 1)} e^{i\left( 2\sigma_\ell + \frac{\delta(\ell+1)^2}{24\ell^2 r^2} \right)} \left( e^{i2\delta_\ell^*} - 1 \right) \times \\
\times \left\{ \frac{\partial P_\ell^{(1)}(\cos \theta)}{\partial \theta} \right\} \left( 1 - u^2 \left( \frac{\ell(\ell + 1)}{2k^2 r^2} + \frac{[\ell(\ell + 1)]^2}{8k^4 r^4} \right) + \frac{ikr_g}{2kr^2} \right), \tag{134}
\]

\[
\gamma(r, \theta) = E_0 u e^{ik(r+r_s \ln 2kr)} \sum_{\ell=kR_g^*}^{\infty} \frac{\ell + \frac{1}{2}}{\ell(\ell + 1)} e^{i\left( 2\sigma_\ell + \frac{\delta(\ell+1)^2}{24\ell^2 r^2} \right)} \left( e^{i2\delta_\ell^*} - 1 \right) \times \\
\times \left\{ \frac{\partial P_\ell^{(1)}(\cos \theta)}{\partial \theta} + P_\ell^{(1)}(\cos \theta) \sin \theta \right\} \left( 1 - u^2 \left( \frac{\ell(\ell + 1)}{2k^2 r^2} + \frac{[\ell(\ell + 1)]^2}{8k^4 r^4} \right) + \frac{ikr_g}{2kr^2} \right). \tag{135}
\]

This is an important result as it allows us to describe the EM field in all the regions of interest for the SGL, namely the geometric optics region and the interference region.

V. EM FIELD IN THE GEOMETRIC OPTICS REGION

We continue our discussion by deriving the EM field in the geometric optics region outside the termination shock, which we call the exterior geometric optics region (as opposed to the interior geometric optics region which we situated inside the termination shock). Specifically, we are interested in the area behind the Sun located at heliocentric distances \( r > R_s \) that are reachable by the light rays whose impact parameters are \( b > R_g^* \). In addition, the exterior geometric optics region is situated outside the focal region of the SGL with angles \( \theta \) satisfying the condition \( \theta \gg \sqrt{2r_g/r} \)\([21]\).

We note that outside the Sun the ratio \( r_g/r \leq 4.25 \times 10^{-6} R_g^*/r \ll 1 \) is very small. As a result, for \( r > R_s \) we may treat \( u(r) = 1 \) and neglect the contribution from derivatives of \( u(r) \) to the amplitude of the scattered EM wave in \([133]–[135]\). Nevertheless, we keep them for the purposes of verification and internal consistency checks.

A. Solution for the function \( \alpha(r, \theta) \) and the radial components of the EM field

We begin with the investigation of \( \alpha(r, \theta) \) given by \([133]\). We first note that in the case of large partial momenta \( \ell \) and large angles \( \theta \), namely \( \ell \geq kr_{g}^* \) and \( \theta \gg \sqrt{2r_g/r} \), the last two terms in the curly brackets in this expression, behaving as \( \propto i/kr \) and \( ikr_g/\ell(\ell + 1) \), are very small compared to the two leading terms and, thus, may be neglected (a similar conclusion was reached in \([21]\)). As a result, we obtain the following expression for \( \alpha(r, \theta) \):

\[
\alpha(r, \theta) = -E_0 u e^{ik(r+r_s \ln 2kr)} \sum_{\ell=kR_g^*}^{\infty} \left( \ell + \frac{1}{2} \right) \left( 1 + \frac{r_g \ell(\ell + 1)}{4k^2 r^2} \right) e^{i\left( 2\sigma_\ell + \frac{\delta(\ell+1)^2}{24\ell^2 r^2} \right)} \left( e^{i2\delta_\ell^*} - 1 \right) P_\ell^{(1)}(\cos \theta) + \\
+ \mathcal{O}(r_g^2, r_g(\omega_p^2/\omega^2), (kr)^{-5}) \tag{136}.
\]

To evaluate \([136]\) in the region of geometric optics and, thus, for \( \theta \gg \sqrt{2r_g/r} \), we use the asymptotic representation for \( P_\ell^{(1)}(\cos \theta) \) from \([36]\), \([63]\), \([66]\), valid when \( \ell \rightarrow \infty \):

\[
P_\ell^{(1)}(\cos \theta) = -\frac{\ell}{\sqrt{2\pi \ell \sin \theta}} \left( e^{i(\ell+\frac{1}{2})\theta+i\frac{\pi}{2}} + e^{-i(\ell+\frac{1}{2})\theta-i\frac{\pi}{2}} \right) + \mathcal{O}(\ell^{-\frac{3}{2}}) \quad \text{for} \quad 0 < \theta < \pi. \tag{137}
\]
This approximation can be used to transform (136) as

\[
\alpha(r, \theta) = \frac{E_0u}{k^2\ell^2} e^{ik(r + r_3 \ln 2kr)} \sum_{\ell = kR_0^*}^{\infty} \frac{e^{i\phi/\ell}}{2\pi \sin \theta} \left(1 + \frac{r_g}{r} \frac{\ell (\ell + 1)}{4k^2r^2}\right) e^{i \left(2\sigma_\ell + i\ell(\ell + 1) \frac{\omega_\ell^2}{24k^2r^3}\right)} \times \left(e^{2\delta^*_\ell} - 1\right) \left(e^{i(\theta + \frac{\pi}{2})} + e^{-i(\theta + \frac{\pi}{2})}\right) + O\left(r_g^2, r_g^2 \frac{\omega_\ell^2}{\sqrt{2}} (kr)^{-5}\right).
\]

(138)

We recognize that for large \( \ell \geq kR_0^* \), we may replace \( \ell + 1 \to \ell \) and \( \ell + \frac{1}{2} \to \ell \). At this point, we may replace the sum in (138) with an integral:

\[
\alpha(r, \theta) = \frac{E_0u}{k^2\ell^2} e^{ik(r + r_3 \ln 2kr)} \int_{\ell = kR_0^*}^{\infty} \frac{e^{i\phi/\ell}}{2\pi \sin \theta} \left(1 + \frac{r_g}{r} \frac{\ell^2}{4k^2r^2}\right) \times e^{i \left(2\sigma_\ell + \frac{\ell^4}{24k^2r^3}\right)} \left(e^{2\delta^*_\ell} - 1\right) \left(e^{i(\theta + \frac{\pi}{2})} + e^{-i(\theta + \frac{\pi}{2})}\right)
\]

(139)

and evaluate this integral by the method of stationary phase (see [21, 24, 56]). This method allows us to evaluate integrals of the type

\[
I = \int A(\ell) e^{i\varphi(\ell)} d\ell, \quad \ell \in \mathbb{R},
\]

(140)

where the amplitude \( A(\ell) \) is a slowly varying function of \( \ell \), while \( \varphi(\ell) \) is a rapidly varying function of \( \ell \). The integral (140) may be replaced, to good approximation, with a sum over the points of stationary phase, \( \ell_0 \in \{\ell_1, \ldots\} \), for which \( d\varphi/d\ell = 0 \). Defining \( \varphi'' = d^2\varphi/d\ell^2 \), we obtain the integral

\[
I \simeq \sum_{\ell_0 \in \{\ell_1, \ldots\}} A(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} e^{i\left(\varphi(\ell_0) + \frac{\pi}{4}\right)}.
\]

(141)

Because the scattering term \( e^{2\delta^*_\ell - 1} \) in (139) provides two contributions to the overall expression, each with a different phase, we treat the integral (139) as the sum of two integrals: one with the contribution from the plasma phase shift \( 2\delta^*_\ell \) and one without it. To demonstrate our approach, we begin with the plasma-free term in (139).

1. Evaluating the plasma-free term

For the term in (139) that does not contain the plasma phase shift, \( 2\delta^*_\ell \), the relevant \( \ell \)-dependent part of the phase is of the form [21]

\[
\varphi_{\pm}^{[0]}(\ell) = \pm(\theta + \frac{\pi}{2}) + 2\sigma_\ell + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^2r^3} + O((kr)^{-5}).
\]

(142)

We recall that the Coulomb phase shift \( \sigma_\ell \) has the form [21, 24, 56]:

\[
\sigma_\ell = \sigma_0 - \sum_{j=1}^{\ell} \arctan \frac{kr_g}{j}, \quad \sigma_0 = \arg \Gamma(1 - ikr_g),
\]

(143)

where \( \sigma_0 \) was evaluated in [21] to be

\[
\sigma_0 = -kr_g \ln \frac{kr_g}{e} - \frac{\pi}{4}.
\]

(144)

We may replace the sum in (138) with an integral and, for \( \ell \gg kr_g \), evaluate \( \sigma_\ell \) as [24]:

\[
\sigma_\ell = -kr_g \ln \ell.
\]

(145)

This form agrees with the other known forms of \( \sigma_\ell \) [67, 68] that are approximated for large \( \ell \).

The phase is stationary when \( d\varphi_{\pm}^{[0]}/d\ell = 0 \), which, together with (145), implies

\[
\pm \theta - 2 \arctan \frac{kr_g}{\ell} + \frac{\ell}{kr_g} \left(1 + \frac{\ell^2}{6k^2r^2}\right) = O((kr)^{-5}).
\]

(146)
For small angles, $\sqrt{2r_\odot/r} \ll \theta \simeq b/r$, and large partial momenta, $\ell \simeq kR_\odot \gg kr_g$, this equation can be rewritten in the following form:

$$\frac{\ell}{kr} = \mp \theta \left(1 - \frac{1}{6}\theta^2\right) + 2kr_g\ell + O(\theta^5, r_g^2) \quad \text{or, equivalently,} \quad \frac{\ell}{kr} = \mp \sin \theta + \frac{2kr_g}{\ell} + O(\theta^5, r_g^2). \tag{147}$$

Relying on the semiclassical approximation that connects the partial momentum, $\ell$, to the impact parameter, $b$,

$$\ell \simeq kb, \tag{148}$$

for small angles $\theta$ (or, large distances from the sphere, $R_\odot/r < b/r \ll 1$), we see that the points of stationary phase that must satisfy the equation are (see [21] for details):

$$\frac{1}{r} = \pm \frac{\sin \theta}{b} + \frac{2r_\odot}{b^2} + O(\theta^5, r_g^2), \tag{149}$$

which describes hyperbolae that represent the geodesic trajectories of light rays in the post-Newtonian gravitational field of a mass monopole [21]. For an impact parameter that satisfies relation $b \geq R_\odot$, these trajectories are outside the Sun, crossing from the geometric optics region behind the Sun into the interference region (see Fig. 3).

Equation (147) yields two families of solutions for the points of stationary phase:

$$\ell_0^{(1)} = \mp kr \left(\sin \theta + \frac{2r_g}{r} \frac{1}{\sin \theta}\right) + O(\theta^5, r_g^2), \quad \text{and} \quad \ell_0^{(2)} = \pm \frac{2kr_g}{\sin \theta} + O(\theta^5, r_g^2). \tag{150}$$

The ‘±’ or ‘∓’ signs in (150) represent the families of rays propagating on opposite sides from the Sun. Also, two families of solutions represent two different waves. Thus, the family $\ell_0^{(1)}$ represents the incident wave with the rays whose trajectories are bent towards the Sun, obeying the eikonal approximation of geometric optics. The family $\ell_0^{(2)}$ describes the scattered wave, with rays that meet those of the incident wave beyond the point of their intersection with the focal line. Note that the interference region is not covered by the approximation (137). The description of the interference region without plasma was given in [21]. In Sec. VI we discuss the properties of the solution in the interference region in the presence of solar plasma. As discussed in [21, 24], the presence of both of these families of rays determine the structure of the three regions relevant for the SGL, namely the shadow, the geometric optics region and the interference region. As a result, the availability of these solutions help us develop the solution for (130).

We note that by extending the asymptotic expansion of $H^+_f(kr_g, kr)$ from (118) to the order of $O((kr)^{-(2n+1)})$ (i.e., using the WKB approximation as was done in Appendix C, the validity of the result (150) extends to $O(\theta^{2n+1})$. This fact was first observed in [20] and used to improve the solution by including the terms of higher orders in $\theta$.

The first family of solutions of (150), given by $\ell_0^{(1)}$, allows us to compute the phase for the points of stationary phase (142) for the EM waves moving towards the interference region (a similar calculation was done in [20]):

$$\varphi_\pm^{[0]}(\ell_0^{(1)}) = \pm \frac{x}{a} + kr \left(-\frac{1}{2}\theta^2 + \frac{1}{24}\theta^4\right) - kr_g \ln kr(1 - \cos \theta) - 2kr_g \ln 2kr + O(kr\theta^6, kr_g\theta^4). \tag{151}$$

To calculate $\varphi''(\ell)$ to $O(\theta^6)$ as in (151), we need to include in the phase $\varphi_\pm^{[0]}(\ell)$ (142) another term $\propto \ell^6$, which may be taken from (149). This allows us to compute $\varphi''(\ell_0^{(1)})$:

$$\frac{d^2 \varphi_\pm^{[0]}}{d\ell^2} = \frac{1}{kr} \left(1 + \frac{\ell^2}{2k^2r^2} + \frac{3\ell^4}{8k^4r^4} + O((kr)^{-6})\right) + \frac{2kr_g}{\ell^2}, \tag{152}$$
or, after substituting \( \ell_0^{(1)} \), we have

\[
\varphi''(\ell_0^{(1)}) = \frac{d^2 \varphi_0^{[0]}}{d\ell^2} \bigg|_{\ell=\ell_0^{(1)}} = \frac{1}{kr} \left( 1 + \frac{2}{\theta^2} + \frac{5}{3\theta^4} + \frac{2r_g}{r \sin^2 \theta} (1 + \theta^2 + \frac{7}{6} \theta^4) + O(\theta^6, \frac{r_g \theta^4}{r}) \right).
\]  

(153)

The remaining integral is easy to evaluate using the method of stationary phase. Before we do that, we need to bring in the amplitude factor for the asymptotic expansion \( H_f^+(kr, kr) \) given by (118). This factor, which we denote by \( a(\ell) \), is readily available from (119) in the following form:

\[
a(\ell) = \exp \left[ \frac{\ell(\ell + 1)}{4k_r^2\ell^2} + \frac{\ell(\ell + 1)^2}{8k_r^4\ell^4} \right] + O((kr)^{-6}).
\]  

(154)

Note that, if included in derivation of (133)–(135), this term would produce corrections of the order of 1/(kr) smaller compared to the leading terms and, thus, negligible. In the case \( \ell \gg 1 \) and specifically for \( \ell_0^{(1)} \) is computed to be

\[
a(\ell_0^{(1)}) = 1 + \frac{2}{\theta^2} + \frac{5}{3\theta^4} + \frac{r_g}{r} (1 + \frac{5}{6} \theta^2) + O(\theta^6, \frac{r_g \theta^4}{r}).
\]  

(155)

The fact that we did not use it in (118) does not affect results of the calculations above. However, as we demonstrate below, its presence is needed to offset some of the terms that are present in the phase of (122). The significance of this term is realized in the fact that, for the method of stationary phase, it cancels out the contribution of the \( \theta \)-dependence in (153), namely using result (155) we derive

\[
a(\ell_0) \sqrt{\varphi''(\ell_0)} = \sqrt{2\pi kr} \left( 1 - \frac{r_g}{r \sin^2 \theta} + \frac{r_g}{r} (\frac{1}{2} + \theta^2) + O(\theta^6, \frac{r_g \theta^4}{r}) \right).
\]  

(156)

Now, using (156), we have the amplitude of the integrand in (139), for \( \ell \gg 1 \), for \( \ell_0 = \ell_0^{(1)} \), taking the form

\[
A^{[0]}(\ell_0) a(\ell_0) \sqrt{\varphi''(\ell_0)} = \frac{\ell_0 \sqrt{\ell_0}}{\sqrt{2\pi \sin \theta}} \left( 1 + \frac{r_g}{r \ell_0^2} \right) a(\ell_0) \sqrt{\varphi''(\ell_0)} = \left( \mp 1 \right) \frac{3}{2} k_r^2 u^{-2} \sin \theta \left( 1 + \frac{r_g}{r(1 - \cos \theta)} + O(\theta^4, \frac{r_g \theta^4}{r}) \right).
\]  

(157)

where the superscript \([0]\) denotes the term with no plasma contribution. We can drop the \( 1/(ikr) \) term in the parentheses of this expression, as it is \( 1/(kr) \) times smaller in magnitude compared to the leading term.

As a result, the plasma-free part of the expression for \( \delta \alpha^{[0]}(r, \theta) \) from (139) takes the form

\[
\delta \alpha^{[0]}_{\pm}(r, \theta) = -E_0 u^{-1} \sin \theta \left( 1 + \frac{r_g}{r(1 - \cos \theta)} + O(\theta^4, \frac{r_g \theta^4}{r}) \right) e^{ikr \cos \theta - kr_g \ln kr(1 - \cos \theta)}.
\]  

(158)

It is interesting that the phase of this expression is identical to the phase obtained from the equation for geodesics. The relevant results was obtained in Appendix B.1 and B.2 and are given by expressions (127) and (130) correspondingly, where one has to disregard the plasma contribution. This result agrees with that obtained in [21].

We note again that by improving the asymptotic expansion of \( H_f^+(kr, kr) \) (that, in a more complete form, is given by (119)) to a higher order and extending the phase, from (118), to \( O((kr)^{-2n+1}) \) and the amplitude, \( a(\ell) \), from (155), to \( O((kr)^{-2n}) \), the validity of (159) extends to \( O(\theta^{2n}) \). If needed, this can be achieved by following the derivations presented in Appendix K.

Now we consider the second family of solutions in (150), given by \( \ell_0^{(2)} \) (similar derivations were made in [24]), which allows us to compute the stationary phase as

\[
\varphi^{(2)}_{\pm}(\ell_0) = \pm \frac{2}{\theta^2} - kr_g \ln 2kr + kr_g \ln kr(1 - \cos \theta) - 2kr_g \ln kr + \frac{kr_g}{r} + O(kr_g \theta^2).
\]  

(159)

Using this result, from (159) we compute the phase of the corresponding solution (by combining the relativistic phase and the \( \ell \)-dependent contribution):

\[
\varphi^{(2)}_{\pm}(r, \theta) = kr + kr_g \ln 2kr + \varphi^{(2)}_{\pm}(\ell_0) + \frac{2}{\theta^2} = kr + kr_g \ln kr(1 - \cos \theta) + 2\sigma_0 + O(kr_g \theta^2).
\]  

(160)

Now, using (152) and \( \ell_0^{(2)} \) from (150), we compute the second derivative of the phase with respect to \( \ell \):

\[
\varphi''_{\pm}(\ell_0) = \frac{1}{kr} \frac{\sin^2 \theta}{2k r_g} \approx \frac{\sin^2 \theta}{2k r_g} \left( 1 + \frac{2r_g}{r \sin^2 \theta} \right) + O(\theta^5), \quad \text{thus}, \quad \sqrt{\varphi''_{\pm}(\ell_0)} = \sqrt{\frac{2\pi}{\sin \theta}} \left( 1 - \frac{r_g}{r \sin^2 \theta} \right) + O(\theta^5).
\]  

(161)
Also, from Eq. (154), \(a(\ell)\) is computed for \(\ell_0^{(2)}\) to be \(a(\ell) = 1 + \mathcal{O}(r_g^2)\). At this point, we may evaluate the amplitude of the integrand in Eq. (159), for \(\ell \gg 1\), for \(\ell_0 = \ell_0^{(2)}\), which is given as

\[
A^{(0)}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi' (\ell_0)}} = \frac{\ell_0 \sqrt{\ell_0}}{\sqrt{2\pi} \sin \theta} \left(1 + \frac{r_g^2}{\ell_0} \right) a(\ell_0) \sqrt{\frac{2\pi}{\varphi' (\ell_0)}} = \left(\pm 1\right)^2 \frac{4k^2 \ell_0^2}{\sin^3 \theta} \left(1 - \frac{r_g^2}{\ell_0} \right).
\]

As a result, the plasma-free part of the expression for \(\delta \alpha^{(0)}(r, \theta)\) from Eq. (159) for \(\ell_0^{(1)}\) takes the form

\[
\delta \alpha^{(0)}_\perp (r, \theta) = E_0 \left(\frac{2r_g}{r}\right)^2 \frac{1}{\sin^3 \theta} e^{ik(r + r_g \ln kr(1-\cos \theta) + 2i\sigma_0) \sim \mathcal{O}(r_g^2)}.
\]

We observe again that the phase of this expression is identical to the phase of radial wave obtained from the equation for geodesics. The relevant results were obtained in Appendix 21 and 22, and are given by Eq. (229) and (240), correspondingly, where one has to disregard the plasma contribution. This result agrees with that obtained in 21. Therefore, based on (163), we conclude that to the order of \(\mathcal{O}(r_g^2)\), there is no scattered wave in the radial direction which is consistent with the results reported in 21.

The results (158) and (163) are the radial components of the EM wave corresponding to the two families of the impact parameters given by (159). We use these solutions to determine the EM field in the geometric optics region.

### 2. Evaluating the term with plasma contribution

We now turn our attention to the term in (139) that contains the contribution from the plasma-induced phase shift. The relevant \(\ell\)-dependent part of the phase is given as

\[
\varphi_{\perp}^{(p)} (\ell) = \pm \left(\ell \theta + \frac{\pi}{4}\right) + 2\sigma_\perp + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3r^3} + 2\delta_\perp + \mathcal{O}(kr)^{-5},
\]

with the plasma contribution clearly shown. From the definition (99) and (100), this plasma phase shift is given as

\[
2\delta_\perp = -\frac{4\pi e^2 R_\odot}{m_e c^2 k} \left\{ a_2 \pi \frac{R_\odot}{b} + \sum_{i>2} \alpha_i Q_\beta_i \left(\frac{R_\odot}{b}\right)^{\beta_i - 1}\right\} = -\frac{4\pi e^2 R_\odot}{m_e c^2 k} \sum_{i>2} \alpha_i \beta_i \left(\frac{R_\odot}{b}\right)^{\beta_i - 1}.
\]

The phase shift \(2\delta_\perp\) relates to the semicircular angle of deflection of a light ray, \(\delta \theta_\perp\), as \(2\delta \theta_\perp = d2\delta_\perp/d\ell\). This angle may be computed from (99) and (100) by taking into account the semicircular relation between the partial momenta, \(\ell\), and the impact parameter, \(b\), given as \(\ell = kb\). As a result, the angle of light deflection by the solar plasma is computed to be

\[
2\delta \theta_\perp = \frac{d2\delta_\perp}{kb} = \frac{4\pi e^2}{m_e \omega^2} \left\{ a_2 \pi \left(\frac{R_\odot}{b}\right)^2 + \sum_{i>2} \alpha_i (\beta_i - 1) Q_\beta_i \left(\frac{R_\odot}{b}\right)^{\beta_i}\right\} = \frac{2\pi e^2}{m_e \omega^2} \sum_{i>2} \alpha_i \beta_i B \left(\frac{1}{2} \beta_i + \frac{1}{2}, \frac{1}{2}\right) \left(\frac{R_\odot}{b}\right)^{\beta_i}.
\]

Note that expression (166) agrees with that derived in 10 and used in a recent test of general relativity using radio links with the Cassini spacecraft 69. Here, we provide a rigorous wave-optical treatment of the problem to establish the form of the refraction angle and the entire EM field as it propagates through the solar system. In fact, following 20, using the phenomenological model (4) in (166), we estimate the plasma deflection angle, \(\delta \theta_\perp\), as a function of the impact parameter and the wavelength:

\[
\delta \theta_\perp = \left\{ 6.62 \times 10^{-13} \left(\frac{R_\odot}{b}\right)^{16} + 2.05 \times 10^{-13} \left(\frac{R_\odot}{b}\right)^6 + 2.42 \times 10^{-16} \left(\frac{R_\odot}{b}\right)^2 \right\} \left(\frac{\lambda}{1 \mu m}\right),
\]

which suggests that for sungrazing rays (i.e., for the rays with impact parameter \(b \approx R_\odot\)), the bending angle \(\delta \theta_\perp\) reaches the value of \(\delta \theta_\perp(R_\odot) = 8.67 \times 10^{-13} (\lambda/1 \mu m)^2\) rad, which is large for radio wavelengths, but negligible in optical or IR bands. For typical observing situations with reasonable Sun-Earth-probe separation angles 8, 11, expression (166) provides a good description. This, once again, justifies the application of the eikonal approximation.

Examining (167) as a function of the impact parameter, we see that the first two terms in this expression diminish rather rapidly with the quadratic term in (159) becoming dominant after \(b \approx 8R_\odot\). However, this value of \(b\) corresponds to a focal region at the heliocentric distance of \(z = b^2/2r_g \approx 3.5 \times 10^4\) AU, which is beyond any practical interest as far as imaging with the SGL is concerned. For a focal region at 600 AU \(\lesssim z \lesssim 1000\) AU, knowledge of the properties of the solar corona at small impact parameters 1.05\(R_\odot \lesssim b \lesssim 1.35R_\odot\) the most relevant.
Coming back to the phase (164), we see that this phase is stationary when \(d\varphi^{[p]}_\varphi/d\ell = 0\), which, similarly to (159)–(160), implies
\[
\pm \theta - 2 \arctan \frac{kr_g}{\ell} + \frac{\ell}{kr} \left(1 + \frac{\ell^2}{6kr_g^2}\right) + 2\delta\theta_p = O((kr)^{-5}, r_g^2). \tag{168}
\]

Similarly to (149), for small angles, \(\theta \simeq b/r\), and large partial momenta, \(\ell \simeq kR_\odot \gg kr_g\), equation (168) could be rewritten in the following from
\[
\frac{\ell}{kr} = -\theta \left(1 - \frac{1}{\theta^2}\right) - 2\delta\theta_p + \frac{2kr_g}{\ell} + O(\theta^5, r_g^2), \tag{169}
\]
or, equivalently,
\[
\frac{\ell}{kr} = -\sin \theta - 2\delta\theta_p + \frac{2kr_g}{\ell} + O(\theta^5, r_g^2, \delta\theta_p^2). \tag{170}
\]

Equation (170) yields two families of solutions for the points of stationary phase:
\[
\ell_0^{(1)} = \mp kr \left(\sin \theta \pm \frac{2r_g}{r} \frac{1}{\sin \theta}\right) + O(\theta^5, r_g^2, r_g\delta\theta_p), \quad \text{and} \quad \ell_0^{(2)} = \pm \frac{2kr_g}{\sin \theta} + O(\theta^5, r_g^2, \delta\theta_p^2), \tag{171}
\]
where we neglected the terms of the order of \(r_g\sin^2 \theta/\omega^2\) or, equivalently, the terms \(\propto r_g\delta\theta_p\).

With the results given in (171), for the first family of solutions, we may compute the needed expressions for the value of the phase along the path of stationary phase:
\[
\varphi^{[p]}_{\pm}(\ell_0^{(1)}) = \pm \frac{\ell}{kr} + kr \left(-\frac{1}{2}\theta^2 + \frac{5}{24}\theta^4\right) - kr_g \ln kr (1 - \cos \theta) - kr_g \ln 2kr + 2\delta\ell + O\left(\theta^5 \delta\theta_p, \delta\theta_p^2, kr_g \theta^2\right), \tag{172}
\]
and for the second derivative of the phase along the same path, similarly to (153), from (152) we have
\[
\frac{d^2\varphi^{[p]}_{\pm}}{d\ell^2} = \frac{1}{kr} \left(1 + \frac{\ell^2}{2kr_g^2} + \frac{3\ell^4}{8kr_g^4} + O((kr)^{-6})\right) + \frac{2kr_g}{\ell^2} + \frac{d^22\delta\ell_p}{d\ell^2}, \tag{173}
\]
which, for the first family of solutions, \(\ell^{(1)}\), from (171) yields:
\[
\varphi''(\ell_0^{(1)}) \equiv \left. \frac{d^2\varphi_{\pm}^{[p]}}{d\ell^2} \right|_{\ell = \ell_0^{(1)}} = \frac{1}{kr} \left(1 + \frac{1}{2}\theta^2 + \frac{5}{24}\theta^4 + \frac{2r_g}{r\sin^2 \theta} \left(1 + \theta^2 + \frac{7}{6}\theta^4\right) + O(\theta^6, \frac{r_g}{r} \theta^4)\right) + \frac{d^22\delta\ell_p}{d\ell^2}. \tag{174}
\]

Using (166), we estimate the magnitude of the second term in this expression:
\[
\frac{d^22\delta\ell_p}{d\ell^2} = \frac{2\delta\ell_p}{kb} = -\frac{2\pi e^2}{kR_\odot m_e c^2} \sum \alpha_i \beta_i^2 B_i \left(\frac{R_\odot}{b}\right)^{\beta_i+1} \tag{175}
\]

Similarly to (20), we evaluated this quantity with the empirical model (4). We see that for the smallest impact parameter \(b = R_\odot\) this quantity takes the largest value of \(d^2(2\delta\ell_p)/d\ell^2 = 1.57 \times 10^{-26} (\lambda/1 \mu m)^3\). For optical wavelengths, even at the heliocentric distance of \(r \simeq 6.5 \times 10^3\) AU, this term is over \(10^4\) times smaller than the \(1/(kr)\) term in (174), representing a small correction to \(\varphi''(\ell_0)\) that may be neglected for our purposes. This is equivalent to treating the deflection angle \(\delta\ell_p\) constant, which is consistent with the eikonal (or high-energy) approximation (50–55).

As a result, the expression for the second derivative of the phase from (174) takes the form equivalent to (163):
\[
\varphi''(\ell_0^{(1)}) \equiv \left. \frac{d^2\varphi_{\pm}^{[p]}}{d\ell^2} \right|_{\ell = \ell_0^{(1)}} = \frac{1}{kr} \left(1 + \frac{1}{2}\theta^2 + \frac{5}{24}\theta^4 + \frac{2r_g}{r\sin^2 \theta} \left(1 + \theta^2 + \frac{7}{6}\theta^4\right) + O(\theta^6, \frac{r_g}{r} \theta^4, \delta\theta_p^2, \frac{\delta\theta_p}{kb})\right). \tag{176}
\]

The relevant, plasma-dependent part in the integral in (139) is now easy to evaluate using the method of stationary phase. Similarly to (157), we have the amplitude of the plasma-dependent term in (139), evaluated to be
\[
A^{[p]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \frac{\ell_0 \sqrt{\ell_0}}{\sqrt{2\pi \sin \theta}} \left(1 + \frac{r_g}{r} \frac{\ell_0^2}{4k^2r^2}\right) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = (\mp 1) \frac{3}{2} k^2 r^2 u^{-2} \sqrt{1 + \frac{2\delta\ell_p}{\sin \theta} \sin(\theta \pm 2\delta\ell_p) \left(1 + \frac{r_g}{r(1 - \cos \theta)} + O(\theta^4, \delta\ell_p^2)\right)} \tag{177}
\]
where the superscript $[p]$ denotes the term due to the plasma phase shift. Using the expression relating the angle $\theta$ with the unperturbed direction of light propagation, $\sin \theta \approx b/r$, we may evaluate the square rooted expression:

$$\sqrt{1 + \frac{2\delta \theta_p}{\sin \theta}} = 1 + \frac{\delta \theta_p}{\sin \theta} + \mathcal{O}(\delta \theta_p^2) \approx 1 + \frac{r \delta \theta_p}{b} + \mathcal{O}(\delta \theta_p^2).$$  \hfill (178)

Considering (166), we see that the largest value of the bending angle, $\delta \theta_p$, is reached at the smallest impact parameters, $b = R_\odot$, limiting the size of this angle as $\delta \theta_p(R_\odot) \leq 8.65 \times 10^{-13} (\lambda/1 \text{ mm})^2$, resulting in the size of the ratio in (178) of $r \delta \theta_p/b \lesssim 1.02 \times 10^{-7} (\lambda/1 \text{ mm})^2$, which is small for radio wavelengths ($\lambda \sim 1 \text{ mm}$), but is negligible for optical band. Treating the impact parameter as $b = \sqrt{2r}g$ and taking $\delta \theta_p(b)$ from (166) together with empirical model [4], we see that for optical wavelengths the second term in (178) is always below $10^{-7}$ and never becomes significant. Therefore, we omit this term from further consideration.

As a result, similarly to (158), we obtain the contribution of the plasma-dependent term in (139) in the form

$$\delta \alpha^{[p]}(r, \theta) = E_0 u^{-1} \sin \left( \theta \pm 2 \delta \theta_p \right) \left( 1 + \frac{r g}{r \Theta} \right) e^{i k r \cos \theta - k r g \ln k r (\cos \theta + 2 \delta \theta_p)} + \mathcal{O}(\theta^4, \delta \theta_p^2, \frac{r g}{r \Theta} \Theta^4, \frac{r \delta \theta_p}{b}).$$  \hfill (179)

The phase of this expression is identical to the phase obtained from the equation for geodesics. The relevant results were obtained in Appendix B.1 and B.2 and are given by expressions (B27) and (B39).

With the expressions (158) and (179) at hand, we may now present the quantity $\alpha(r, \theta)$ from (139) as

$$\alpha(r, \theta) = \delta \alpha^{[0]}(r, \theta) + \delta \alpha^{[p]}(r, \theta) = E_0 u^{-1} \left( 1 + \frac{r g}{r \Theta} \right) \left( \sin \left( \theta \pm \frac{i 2 \delta \theta_p}{\ell} \right) e^{i 2 \delta \theta_p} - \sin \theta \right) e^{i k r \cos \theta - k r g \ln k r (1 - \cos \theta + 2 \delta \theta_p)} + \mathcal{O}(\theta^4, \delta \theta_p^2, \frac{r g}{r \Theta} \Theta^4, \frac{r \delta \theta_p}{b}).$$  \hfill (180)

This expression indicates that the scattered wave—which is governed by the expressions (138)–(139)—that result from the scattering amplitude (131), to first order in gravity and plasma contributions or up to the terms of the order of $O(r g (\omega_p/\omega)^2)$—may be given by the difference of two waves: the wave that moves on the effective background given by both gravity and plasma and the one that moves only on the gravitational background.

Similarly to (163), for the second family of solutions from (171), we obtain $\delta \alpha^{[0]}(r, \theta) \sim O(r_g^2)$. Therefore, there is no scattered wave in the radial direction:

$$\alpha_\pi(r, \theta) = \delta \alpha^{[0]}(r, \theta) + \delta \alpha^{[p]}(r, \theta) \sim O(r_g^2).$$  \hfill (181)

Using the approach presented above, we may now evaluate the scattering factors $\beta(r, \theta)$ and $\gamma(r, \theta)$ needed to determine the other components of the EM field.

### B. Evaluating the function $\beta(r, \theta)$

To investigate the behavior $\beta(r, \theta)$ from (134) we neglect terms of the order of $\propto r_g/k r^2$ and obtain the following expression for $\beta(r, \theta)$:

$$\beta(r, \theta) = E_0 e^{i k (r + r g \ln 2 k r)} \frac{1}{k r} \sum_{\ell = k R_\odot}^{\infty} \frac{(\ell + 1)\ell}{\ell (\ell + 1)} e^{i 2 \delta \theta_p \ell + \frac{i (\ell + 1) \ell (\ell + 2)}{2 \sin^2 \theta}} \left( e^{i \delta \theta_p^2} - 1 \right) \times$$

$$\times \left\{ \frac{\partial P_\ell^{(1)}(\cos \theta)}{\partial \theta} \left( 1 - u^{-2} \left( \frac{\ell (\ell + 1)}{2 k^2 r^2} - \frac{\ell (\ell + 1)^2}{8 k^4 r^4} \right) \right) + \frac{P_\ell^{(1)}(\cos \theta)}{\sin \theta} \right\}.$$

To evaluate the magnitude of the function $\beta(r, \theta)$, we need to establish the asymptotic behavior of $P_\ell^{(1)}(\cos \theta) / \sin \theta$ and $\partial P_\ell^{(1)}(\cos \theta) / \partial \theta$. For fixed $\theta$ and $\ell \to \infty$ this behavior is given\(^2\) as (this can be obtained directly from (137)):

$$\frac{P_\ell^{(1)}(\cos \theta)}{\sin \theta} = \left( \frac{2 \ell}{\pi \sin^3 \theta} \right)^{\frac{1}{2}} \sin \left( \frac{3}{2} \theta \right) + \mathcal{O}(\ell^{3/2}).$$  \hfill (183)

\(^2\) We note that, for any large $\ell$, formulae (133)–(134) are insufficient in a region close to the forward direction ($\theta = 0$) and back direction ($\theta = \pi$). More precisely, (133)–(134) hold for $\sin \theta \gg 1/\ell$ (see discussion in [22]). Nevertheless, these expressions are sufficient for our purposes as in the region of interest the latter condition is satisfied.
\[
\frac{dP^{(1)}_r}{d\theta} = \left(\frac{2\ell^3}{\pi \sin \theta}\right)^{\frac{1}{2}} \cos \left((\ell + \frac{1}{2})\theta - \frac{\pi}{4}\right) + O\left(\ell^{-\frac{1}{2}}\right). \tag{184}
\]

With these approximations, the function \( \beta(r, \theta) \) in the region outside the geometric shadow (i.e., not on the optical axis), takes the following form:

\[
\beta(r, \theta) = E_0 \frac{e^{ik(r-r_g \ln 2kr)}}{ikr} \sum_{\ell = kR_0^c}^\infty \frac{\ell (\ell + \frac{1}{2})}{\ell (\ell + 1)} e^{i(2\pi \ell + \frac{\ell (\ell + 1)}{2k^2 r^2} + \frac{\ell (\ell + 1)}{8k^4 r^4})} \left( e^{2i\delta^*_\ell} - 1 \right) \times \frac{2\ell^3}{\pi \sin \theta} \left((\ell + \frac{1}{2})\theta - \frac{\pi}{4}\right) + O\left(\ell^{-\frac{1}{2}}\right). \tag{185}
\]

For large \( \ell \gg 1 \), the first term in the curly brackets in (185) dominates, so that this expression may be given as

\[
\beta(r, \theta) = -E_0 \frac{e^{ik(r-r_g \ln 2kr)}}{kr} \int_{kR_0^c}^{\infty} \sqrt{d\ell} \frac{\sqrt{1 - \ell^2}}{2\pi \sin \theta} \left(1 - \frac{\ell^2}{2k^2 r^2} - \frac{\ell^4}{8k^4 r^4}\right) \times \left( e^{2i\delta^*_\ell} - 1 \right) e^{i(2\pi \ell + \frac{\ell (\ell + 1)}{2k^2 r^2} + \frac{\ell (\ell + 1)}{8k^4 r^4})} \cos \left((\ell + \frac{1}{2})\theta - \frac{\pi}{4}\right). \tag{186}
\]

As we have done with (139), we treat this integral as a sum of two integrals: a plasma-free and a plasma-dependent term. Expression (187) shows that the \( \ell \)-dependent parts of the phase have a structure identical to (112) and (153). Therefore, the same solutions for the points of stationary phase apply. As a result, using (150) and (153), from (187) for the part of the integral that does not depend on the plasma phase shift, \( \delta^*_\ell \) and for the first family of solutions (139), to the order of \( O(\theta^6, (r_g/r)\theta^2) \), we have

\[
A^{[0]}(l_0)a(l_0) \frac{\sqrt{2\pi}}{\varphi''(l_0)} = \int_{kR_0^c}^{\infty} \frac{\sqrt{1 - \ell^2}}{2\pi \sin \theta} \left(1 - \frac{\ell^2}{2k^2 r^2} - \frac{\ell^4}{8k^4 r^4}\right) a(l_0) \sqrt{\frac{2\pi}{\varphi''(l_0)}} = \sqrt{+1}kr u^{-1} \left(\cos \theta - \frac{r_g}{r}\right). \tag{188}
\]

As a result, similarly to (158), the expression for the \( \delta\beta^{[0]}_{\ell \pm}(r, \theta) \) takes the form

\[
\delta\beta^{[0]}_{\ell \pm}(r, \theta) = -E_0 u^{-1} \left(\cos \theta - \frac{r_g}{r}\right) e^{ik(\cos \theta - r_g \ln kr(1 - \cos \theta))} + O(\theta^6, \frac{r_g}{r}\theta^2). \tag{189}
\]

Next, using the \( \ell \)-dependent phase (164) with the plasma phase shift included and the relevant expressions (172) and (173), to the order of \( O(\theta^6, \delta\theta^2, (r_g/r)\theta^2, r\delta\theta^2/b) \), we have:

\[
A^{[p]}(l_0)a(l_0) \frac{\sqrt{2\pi}}{\varphi''(l_0)} = \int_{kR_0^c}^{\infty} \frac{\sqrt{1 - \ell^2}}{2\pi \sin \theta} \left(1 - \frac{\ell^2}{2k^2 r^2} - \frac{\ell^4}{8k^4 r^4}\right) a(l_0) \sqrt{\frac{2\pi}{\varphi''(l_0)}} = \sqrt{+1}kr u^{-1} \left(\cos \left(\theta \pm \frac{d\delta^*_\ell}{dl}\right) - \frac{r_g}{r}\right). \tag{190}
\]

Thus, the plasma-dependent term in (187), namely \( \delta\beta^{[p]}_{\ell \pm}(r, \theta) \), takes the form

\[
\delta\beta^{[p]}_{\ell \pm}(r, \theta) = E_0 u^{-1} \left(\cos \left(\theta \pm \frac{d\delta^*_\ell}{dl}\right) - \frac{r_g}{r}\right) e^{ik(\cos \theta - r_g \ln kr(1 - \cos \theta)) + \delta^*_\ell} + O(\theta^6, \delta\theta^2, \frac{r_g}{r}\theta^2, \frac{r\delta\theta^2}{b}). \tag{191}
\]

Using the expressions (189) and (191), we present the integral (187) as

\[
\beta(r, \theta) = \delta\beta^{[0]}_{\ell \pm}(r, \theta) + \delta\beta^{[p]}_{\ell \pm}(r, \theta) =
\]

\[
= E_0 u^{-1} \left\{ \left(\cos \left(\theta \pm \frac{d\delta^*_\ell}{dl}\right) - \frac{r_g}{r}\right) e^{i\delta^*_\ell} - \left(\cos \theta - \frac{r_g}{r}\right) + O(\theta^6, \delta\theta^2, \frac{r_g}{r}\theta^2, \frac{r\delta\theta^2}{b}) \right\} e^{ik(\cos \theta - r_g \ln kr(1 - \cos \theta))}. \tag{192}
\]
Now we turn our attention to the second family of solutions in (150). Similarly to (102), we have

$$A_0^0(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi'''(\ell_0)}} = \frac{\sqrt{7}}{\sqrt{2\pi} \sin \theta} \left( 1 - \frac{\ell^2}{2k^2r^2} - \frac{\ell^4}{8k^4r^4} \right) a(\ell_0) \sqrt{\frac{2\pi}{\varphi'''(\ell_0)}} = \pm \frac{k r g}{2 \sin \frac{\pi}{2} \theta} + O(\theta^4, r_g^2),$$

(193)

which yields the following result for $\delta \beta_0^0(r, \theta)$:

$$\delta \beta_0^0(r, \theta) = -E_0 \frac{r_g}{2r \sin^2 \frac{\pi}{2} \theta} e^{i(k(r+r_g \ln k r(1-\cos \theta))+2\sigma_0)} + O(\theta^6, r_g g^2).$$

(194)

In an analogous manner, the second family of solutions from (150) results in the plasma-dependent factor $\delta \beta_0^0(r, \theta)$:

$$\delta \beta_0^0(r, \theta) = E_0 \frac{r_g}{2r \sin^2 \frac{\pi}{2} \theta} e^{i(k(r+r_g \ln k r(1-\cos \theta))+2\sigma_0)} + O(\theta^6, r_g g^2).$$

(195)

The phase of this expression is identical to the phase of a radial wave obtained from the equation for geodesics. The relevant results were obtained in Appendix B.1 and B.2 and are given by (129) and (130).

Finally, using the expressions (194) and (195), we present the integral (187) for the second family of solutions (150) as

$$\beta(r, \theta) = \delta \beta_0^0(r, \theta) + \delta \beta_0^0(r, \theta) = E_0 \frac{r_g}{2r \sin^2 \frac{\pi}{2} \theta} \left( e^{i2\delta_0^0} - 1 + O(\theta^6, \delta \beta_0^0, r_g^2 \theta^2, r_g \Theta_0, r_g \Theta_0^2) \right) e^{i\left(k(r+r_g \ln k r(1-\cos \theta))+2\sigma_0\right)}.$$

(196)

Thus, for the scattered wave, accepted approximations, the plasma contribution affects only the phase of the wave and not its amplitude or direction of its propagation.

C. Evaluating the function $\gamma(r, \theta)$

To determine the remaining components of the EM field (124), we need to evaluate the behavior of the function $\gamma(r, \theta)$ from (135) that is given in the following from:

$$\gamma(r, \theta) = E_0 \frac{e^{ik(r+r_g \ln 2k r)}}{ikr} \sum_{\ell=0}^{\infty} \text{P}_{k}^{(1)}(\cos \theta) \frac{\delta \beta_0^0(r, \theta)}{\ell(\ell+1)} e^{i(2\sigma_0 + \ell(\ell+1))} \left( e^{i2\delta_0^0} - 1 \right) \times$$

$$\times \left\{ \frac{\partial \text{P}_{k}^{(1)}(\cos \theta)}{\partial \theta} + \frac{\text{P}_{k}^{(1)}(\cos \theta)}{\sin \theta} \left( 1 - u^{-2} \frac{\ell(\ell+1)}{2k^2r^2} - \frac{[(\ell+1)]^2}{8k^4r^4} \right) \right\}. $$

(197)

To evaluate this expression, we use the asymptotic behavior of $\text{P}_{k}^{(1)}(\cos \theta)/\sin \theta$ and $\partial \text{P}_{k}^{(1)}(\cos \theta)/\partial \theta$ given by (138) and (134), correspondingly, and rely on the method of stationary phase. Similarly to (135), we drop the second term in the curly brackets in (197). The remaining expression for $\gamma(r, \theta)$, for large partial momenta, $\ell \gg 1$, is now determined by evaluating the following integral:

$$\gamma(r, \theta) = -E_0 \frac{e^{ik(r+r_g \ln 2k r)}}{kr} \int_{\ell=k R_0}^{\infty} \sqrt{\frac{7}{2\pi} \sin \theta} \left( e^{i(2\delta_0^0) - 1} \left( e^{i(\ell+1 + \frac{\pi}{2})} - e^{-i(\ell+1 + \frac{\pi}{2})} \right) \right).$$

(198)

Clearly, this expression yields the same equation to determine the points of the stationary phase (142) and (145) and, thus, all the relevant results obtained in Sec. V A. Therefore, the $\ell$-dependent amplitude of (198), which is independent on the plasma phase shift, $A_0^0$, is evaluated as

$$A_0^0(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi'''(\ell_0)}} = \frac{\sqrt{\frac{10}{2\pi} \sin \theta} a(\ell_0) \sqrt{\frac{2\pi}{\varphi'''(\ell_0)}} = \pm \sqrt{\frac{10}{2\pi} \sin \theta} a(\ell_0) \sqrt{\frac{2\pi}{\varphi'''(\ell_0)}} = \pm \frac{1}{kr u} + O(\theta^5, r_g g^2).$$

(199)

Therefore, the plasma-independent part of the function $\delta \gamma_0^0(r, \theta)$ is given as

$$\delta \gamma_0^0(r, \theta) = -E_0 u e^{i\left(k r \cos \theta - k r_g \ln k r(1-\cos \theta)\right)} + O(\theta^5, r_g g^2).$$

(200)
Similarly, we have the following expression for the amplitude \( A^{[\phi]} \), which, with (172) and (176), is evaluated to be

\[
A^{[\phi]}(\ell_0) a(\ell_0) \left( -2 \frac{2\pi}{\varphi''(\ell_0)} \right) \left( -2 \frac{2\pi}{\varphi''(\ell_0)} \right) = \pm \sqrt{\frac{r_g}{2\sin \theta}} a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \pm \sqrt{\mp 1 kr \alpha + O(\theta^5, r_g^2, r_g^2 \phi, b)}.
\]  

Therefore, the plasma-dependent term in (198), \( \delta \gamma^{[\phi]}(r, \theta) \), takes the form

\[
\delta \gamma^{[\phi]}(r, \theta) = E_0 u e^{i \left( kr \cos \theta - br \phi \right)} + O(\theta^6, \delta\theta^2, r_g^2 \phi, b) \]  

(202).

We may now use the expressions (200) and (202) to present the integral (198) as

\[
\gamma(r, \theta) = \delta \gamma^{[0]}(r, \theta) + \delta \gamma^{[\phi]}(r, \theta) = E_0 u (c^{2\gamma} - 1) e^{i kr \cos \theta - kr \phi} + O(\theta^6, r_g^2 \phi, r_g^2 \theta) \]  

(203).

Now, for the second family of solutions (150), we get the following results for the plasma-independent term:

\[
A^{[0]}(\ell_0) a(\ell_0) \left( -2 \frac{2\pi}{\varphi''(\ell_0)} \right) \left( -2 \frac{2\pi}{\varphi''(\ell_0)} \right) = \pm \sqrt{\frac{r_g}{2\sin \theta}} a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \pm \sqrt{\mp 1 kr \gamma + O(\theta^4, r_g^2 \phi, b)}.
\]  

(204)

which yields a result for \( \delta \gamma^{[0]}(r, \theta) \) that is identical to (194):

\[
\delta \gamma^{[0]}(r, \theta) = -E_0 \frac{r_g}{2r \sin \frac{\pi}{2} \theta} e^{i \left( kr r_g \ln kr \cos \theta + 2\pi \omega \right)} + O(\theta^6, r_g^2 \phi, b) \]  

(205).

The result for the plasma-dependent factor \( \delta \gamma^{[\phi]}(r, \theta) \) is identical to (195), namely:

\[
\delta \gamma^{[\phi]}(r, \theta) = E_0 \frac{r_g}{2r \sin \frac{\pi}{2} \theta} e^{i \left( kr r_g \ln kr \cos \theta + 2\pi \omega + 2\pi \sigma \right)} + O(\theta^6, r_g^2 \phi, b) \]  

(206).

As a result, using the expressions (205) and (206), we present the integral (187) for the second family of solutions (150) as follows

\[
\gamma(r, \theta) = \delta \gamma^{[0]}(r, \theta) + \delta \gamma^{[\phi]}(r, \theta) = E_0 \frac{r_g}{2r \sin \frac{\pi}{2} \theta} \left( e^{2\gamma - 1 + O(\theta^6, r_g^2 \phi, r_g^2 \theta, r_g^2 \phi, b)} \right) e^{i \left( kr r_g \ln kr \cos \theta + 2\pi \omega \right)} \]  

(207).

At this point, we have all the necessary ingredients to present the ultimate solution for the scattered EM field in the eikonal approximation.

### D. Solution for the EM field outside the termination shock

To determine the components of the EM field, we use the expressions that we obtained for the functions \( \alpha(r, \theta) \), \( \beta(r, \theta) \) and \( \gamma(r, \theta) \), which are given by (180), (192) and (203), correspondingly, and substitute them in (123). As a result, we establish the solution for the scattered EM field in the region outside the termination shock boundary, which to the order of \( O(\theta^6, r_g^2 \phi, r_g^2 \theta, r_g^2 b) \) has thefrom:

\[
\begin{align*}
\left( \tilde{D}_r \right) &= E_0 u^{-1} \left( 1 + \frac{r_g}{r(1 - \cos \theta)} \right) \left( \cos \theta \pm \frac{d2\gamma^*}{dr} \right) e^{2\gamma^* - 1} \left( \cos \phi \right) \\
\left( \tilde{D}_\theta \right) &= E_0 u^{-1} \left( \cos \theta \pm \frac{d2\gamma^*}{dr} \right) e^{2\gamma^* - 1} \left( \cos \phi \right) \\
\left( \tilde{B}_r \right) &= E_0 u^{-1} \left( \frac{r_g}{r} \right) e^{2\gamma^* - 1} \left( \cos \phi \right) \\
\left( \tilde{B}_\theta \right) &= E_0 u^{-1} \left( \frac{r_g}{r} \right) e^{2\gamma^* - 1} \left( \cos \phi \right)
\end{align*}
\]

(208 - 210)

Clearly, when plasma is absent the entire EM field given by (208) - (210) vanishes. Note that the phases and the amplitude factors of the terms above are consistent with those found with equation of the geodesics with and without
presence of the plasma, as identified in Appendices B1 and B2. In fact, the total scattered EM field given by (208–210) is shown as the difference of two wave propagating in different backgrounds: with and without the plasma. The resulting EM field given above describes the total effect of the solar plasma on the incident EM wave. At the same time, the EM field of the incident wave is produced by the Debye potential \( \Pi_0 \) from (122) and has the form (211):

\[
\begin{align*}
\hat{D}^{(0)}_r &= E_0 u^{-1} \sin \theta \left( 1 + \frac{r_g}{r(1 - \cos \theta)} \right) \left( \cos \phi \right) e^{i \left( k(r \cos \theta - r_g \ln kr(1 - \cos \theta)) - \omega t \right)}, \\
\hat{B}^{(0)}_r &= E_0 u^{-1} \left( \cos \theta - \frac{r_g}{r} \right) \left( \cos \phi \right) e^{i \left( k(r \cos \theta - r_g \ln kr(1 - \cos \theta)) - \omega t \right)}, \\
\hat{D}^{(0)}_\theta &= E_0 u \left( -\sin \phi \right) e^{i \left( k(r \cos \theta - r_g \ln kr(1 - \cos \theta)) - \omega t \right)}. 
\end{align*}
\]

Finally, in accord with (130), the total EM field is given by the sum of the incident and scattered EM waves given by (211–213) and (208–210), correspondingly. Thus, computing the total field as \( \mathbf{D} = \mathbf{D}^{(0)} + \mathbf{D}^p \) and \( \mathbf{B} = \mathbf{B}^{(0)} + \mathbf{B}^p \), then, up to terms of \( \mathcal{O}(\theta^2, \delta \theta^2, r_g \theta^4/r, r_g^2, r \delta \theta/b) \) the components of this field have the following form:

\[
\begin{align*}
\hat{D}_r &= E_0 u^{-1} \sin \theta \left( \frac{\partial 2 \delta^\ast_r}{dt^\ast} \right) \left( 1 + \frac{r_g}{r(1 - \cos \theta)} \right) \left( \cos \phi \right) e^{i \left( k r \cos \phi \cos \theta - k r_g \ln kr(1 - \cos \theta) + 2 \delta^\ast_\theta - \omega t \right)}, \\
\hat{B}_r &= E_0 u^{-1} \left( \cos \theta - \frac{r_g 2 \delta^\ast_r}{dt^\ast} \right) - \frac{r_g}{r} \left( \cos \phi \right) e^{i \left( k r \cos \theta - k r_g \ln kr(1 - \cos \theta) + 2 \delta^\ast_\theta - \omega t \right)}, \\
\hat{D}_\phi &= E_0 u \left( -\sin \phi \right) e^{i \left( k r \cos \phi \cos \theta - k r_g \ln kr(1 - \cos \theta) + 2 \delta^\ast_\theta - \omega t \right)}. 
\end{align*}
\]

We recall that in the case when gravity is involved, there are two waves that characterize the scattering process in the region of geometric optics: the incident wave given by (211–213) and the scattered wave, which was computed in (21) (see equations (49)–(50) therein) and is given as

\[
\begin{align*}
\hat{D}_r^{(0)} &= \hat{B}_r^{(0)} \left|_{z = 0} \right. = \frac{E_0 r_g}{2 r \sin^2 \frac{\sigma}{2}} \left( \cos \phi \right) e^{i \left( k(r + r_g \ln kr(1 - \cos \theta)) + 2 \omega t \right)}, \\
\hat{B}_r^{(0)} \left|_{z = 0} \right. &= \frac{E_0 r_g}{2 r \sin^2 \frac{\sigma}{2}} \left( \cos \phi \right) e^{i \left( k(r + r_g \ln kr(1 - \cos \theta)) + 2 \omega t \right)}.
\end{align*}
\]

We may compute the total scattered EM field in the geometric optics region behind the Sun. Similarly to (214–216) we add the corresponding components of the plasma-free field (217) and those that account for the plasma-induced phase shift and given by (181), (196) and (207). Computing \( \mathbf{D}_s = \mathbf{D}_s^{(0)} + \mathbf{D}_s^p \) and \( \mathbf{B}_s = \mathbf{B}_s^{(0)} + \mathbf{B}_s^p \), we have

\[
\begin{align*}
\hat{D}_r^p &= \hat{B}_r^p \left|_{z = 0} \right. = \frac{E_0 r_g}{2 r \sin^2 \frac{\sigma}{2}} \left( \cos \phi \right) e^{i \left( k(r + r_g \ln kr(1 - \cos \theta)) + 2 \omega t \right) + 2 \sigma \omega t}, \\
\hat{B}_r^p \left|_{z = 0} \right. &= \frac{E_0 r_g}{2 r \sin^2 \frac{\sigma}{2}} \left( \cos \phi \right) e^{i \left( k(r + r_g \ln kr(1 - \cos \theta)) + 2 \omega t \right) + 2 \sigma \omega t},
\end{align*}
\]

Therefore, the total EM field behind a very large sphere, \( \lambda \ll R_\odot \), embedded in the spherically symmetric plasma distribution, has the structure similar to the incident EM wave. However its phase and propagation direction are affected by the delay introduced by the plasma in the solar system. The EM field outside the termination shock takes a very simple form that depends on the plasma phase shift, \( \delta^\ast_\theta \). This phase shift given by (101) is clearly showing its dependence on the solar impact parameter. Eqs. (214–216) account for this contribution. The resulting expression for the phase of the wave is well known and corresponds to that described by the equation of geodesics, as derived in Appendices B1 and B2, namely by (B24) and (B39). Similarly, the phase of the expressions (213) is consistent with that of a radial geodesic as given by (B29) and (B40), also see (21) for discussion. As such, they are consistent with the expressions for the phase of the EM wave moving through the solar plasma derived by other authors (3, 10, 10).

This completes the derivation for the EM field in the region of geometric optics outside the termination shock.

E. Diffraction of light within the heliosphere

To establish the solution for the Debye potential inside the termination shock, we need to implement the fully absorbing boundary conditions, as we did in Sec. (V.D) To do this, we identically rewrite (122) using a representation
of the Coulomb function $F_{\ell}(kr_g, kr)$ via incoming and outgoing waves, $H_{\ell}^+(kr_g, kr)$ and $H_{\ell}^-(kr_g, kr)$:

$$
\Pi_{1n}(r, \theta) = \frac{E_0}{2ik^2r} \sum_{\ell=1}^{\infty} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} \left\{ e^{2i\delta_\ell (r)} H_{\ell}^+(kr_g, kr) - H_{\ell}^-(kr_g, kr) \right\} P_{\ell}^{(1)}(\cos \theta) + O(r_g^2, r_g \frac{\omega_p^2}{\omega^2}).
$$

By removing from this expression the outgoing waves corresponding to the impact parameters $b \leq R_{\odot}^*$ or, equivalently, for $\ell \in [1, kR_{\odot}^*]$, we implement the fully absorbing boundary conditions that account for the physical properties of the solar surface. The resulting expression has the form

$$
\Pi_{1n}(r, \theta) = \frac{E_0}{2ik^2r} \sum_{\ell=1}^{\infty} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} \left\{ e^{2i\delta_\ell (r)} H_{\ell}^+(kr_g, kr) - H_{\ell}^-(kr_g, kr) \right\} P_{\ell}^{(1)}(\cos \theta) - \frac{E_0}{2ik^2r} \sum_{\ell=kR_{\odot}^*}^{kR_{\odot}^*} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} e^{2i\delta_\ell (r)} H_{\ell}^+(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) +\left( e^{2i\delta_\ell (r)} - 1 \right) H_{\ell}^+(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) + O(r_g^2, r_g \frac{\omega_p^2}{\omega^2}).
$$

This is the final solution for the EM field that travels in the vicinity of the Sun in the presence of solar gravity and solar plasma. This solution may be given in the following equivalent form:

$$
\Pi_{1n}(r, \theta) = \frac{E_0}{k^2r} \sum_{\ell=1}^{\infty} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} F_{\ell}(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) - \frac{E_0}{2ik^2r} \sum_{\ell=kR_{\odot}^*}^{kR_{\odot}^*} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} H_{\ell}^+(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) +\left( e^{2i\delta_\ell (r)} - 1 \right) H_{\ell}^+(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) + O(r_g^2, r_g \frac{\omega_p^2}{\omega^2}).
$$

The first term in (221) is the Debye potential of the pure gravity case derived in [21], modified by the presence of plasma in the solar system. The second term is responsible for the geometric shadow cast by the Sun. The third term represents the impact of solar plasma on the propagation of the EM field outside the Sun, but within the distance to the termination shock $R_{\odot}^* \leq r \leq R_s$.

Expression (220) is our solution for the Debye potential representing the EM field that travels through the solar system in the presence of the solar plasma. Reinstating the Coulomb function $F_{\ell}(kr_g, kr)$ and, similarly to (119), taking into account the asymptotic behavior of the function $H_{\ell}^+(kr_g, kr)$ given by (118), expression (221) representing the solution for the Debye potential within the solar system takes the form

$$
\Pi_{1n}(r, \theta) = \frac{E_0}{k^2r} \sum_{\ell=1}^{\infty} \int_{-1}^{2\ell + 1} e^{i(\sigma_\ell + \delta_\ell - \delta_\ell (r))} F_{\ell}(kr_g, kr) P_{\ell}^{(1)}(\cos \theta) + \frac{e^{ik(r - r_g \ln 2k)} u E_0}{2k^2} \left\{ \sum_{\ell=kR_{\odot}^*}^{kR_{\odot}^*} \int_{-1}^{2\ell + 1} e^{i(2\sigma_\ell + \delta_\ell - \delta_\ell (r))} P_{\ell}^{(1)}(\cos \theta) - \sum_{\ell=kR_{\odot}^*}^{\infty} \int_{-1}^{2\ell + 1} e^{i(2\sigma_\ell + \delta_\ell - \delta_\ell (r))} P_{\ell}^{(1)}(\cos \theta) \right\} + O(r_g^2, r_g \frac{\omega_p^2}{\omega^2}).
$$

This is our main result for the Debye potential representing the EM field in the geometric optics region situated inside the termination shock, $0 < r \leq R_s$ (i.e., interior geometric optics region). It describes the propagation of monochromatic EM waves on the background of monopole gravity and that of a generic static spherically symmetric plasma for which the number density diminishes as $r^{-2}$ or faster. The first term in (222) is the Debye potential of the incident wave modified by the plasma as the wave propagates through the solar system. The second term is for the geometric shadow behind the Sun (similar to that discussed in [24, 25]), also modified by the plasma. The third term represents the ongoing scattering of the EM field as it propagates through the spherically symmetric distribution of the extended solar corona, given at a particular heliocentric position within solar system, $R_{\odot}^* \leq r \leq R_s$.

Note that because of the plasma model [11] and [39], the last sum in (222) formally extends only to $\ell = kR_s$, corresponding to the impact parameter equal to the distance to the termination shock. For $r > R_s$, not only does the vanishing phase shift, $\delta_\ell = 0$, essentially eliminate this term, but this distance is also outside the boundary that characterizes the inner region, as for $r > R_s$ we enter the domain of the scattered wave discussed in Sec. [V].
To discuss the diffraction of light in the solar system, we refer to the solution for the Debye potential $\Pi$ given by [222]. Each term in [222] has the contribution of the ongoing plasma phase shift given as $\delta^*_\ell - \delta_\ell(r)$, where $\delta^*_\ell$ and $\delta_\ell(r)$ are given by [98] and (111), correspondingly, with eikonal phase shifts for the short-range plasma potential $\xi_b(r)$ and $\xi_b^*$ given by [49] and [99], respectively. To evaluate these terms, we derive the differential plasma-induced phase shift occurring as the wave travels through the heliocentric ranges $R_\odot^* \leq r \leq R_\odot$. Defining

$$\delta_\ell - \delta^*_\ell(r) = \xi_b^* - \xi_b(r) = \delta_\xi_b(r),$$

from [70] and [99] we compute

$$\delta_\xi_b(r) = -\frac{2\pi e^2 R_\odot}{mc^2k} \sum_{i>2} \alpha_i \left( \frac{R_\odot}{b} \right)^{\beta_i-1} \left\{ Q_{\beta_i} - Q_{\beta_i} \left( \sqrt{r^2 - b^2} \right) \right\}.$$  \hspace{1cm} (224)

As we can see, the differential phase shift $\delta_\xi_b(r)$ is independent of either $L$ or $\ell$ and is a function of the heliocentric distance only. Thus, in all the terms of (222) we may move the factor $\exp(-i\delta_\xi_b(r))$ outside the summation over $\ell$. With this, and using $\Pi_0(r, \theta)$ from (72), the Debye potential $\Pi$ from [222] takes the form

$$\Pi_{1\chi}(r, \theta) = e^{i\delta_\xi_b(r)} \left[ \Pi_0(r, \theta) + \frac{ue^{ik(r+r_g \ln 2kr)}}{2kr^2} \sum_{\ell=kR_\odot^*}^{kR_\odot^*} \left\{ \frac{2\ell + 1}{\ell(\ell+1)} \right\} e^{i(2\sigma \ell + \frac{\ell(\ell+1)}{2kr^2} + \frac{(\ell+1)^2}{2kr^2})} \left( \begin{array}{c} \ell \ell \ell \ell \ell \ell \ell \\ \cos \theta \end{array} \right) \right] - \frac{2\ell + 1}{\ell(\ell+1)} \left\{ e^{i2\delta_\xi_b(r) - 1} \right\} \left( \begin{array}{c} \ell \ell \ell \ell \ell \ell \ell \\ \cos \theta \end{array} \right) + O(r_\chi^2, r_\odot^2, \omega^2).$$

Clearly, $\delta_\xi_b(r)$ is significant only in the immediate vicinity of the Sun, where $r \approx R_\odot$, but it falls off rapidly for larger distances. Using the phenomenological model [41], we estimate the magnitude of the differential phase shift [224]. For this, with the help of [102] and [103], expression [224] takes the from

$$\delta_\xi_b(r) = -\left\{ 586.17 \left( \frac{R_\odot}{b} \right)^{15} \left( Q_{16} - Q_{16} \left( \sqrt{r^2 - b^2} \right) \right) + 303.87 \left( \frac{R_\odot}{b} \right)^{5} \left( Q_{6} - Q_{6} \left( \sqrt{r^2 - b^2} \right) \right) \right\} \left( \frac{\lambda}{\mu \text{m}} \right).$$

Examing this expression, we see that it reaches its smallest value for the smallest impact parameter of $b \approx R_\odot$. However, even for radio waves passing that close to the Sun, the phase shift [224] results in a practically negligible effect. Evaluating for $\lambda \approx 1 \text{ cm}$, the delay introduced by [226] at $r = 10R_\odot$ is $\delta_d = \delta_\xi_b(r)(\lambda/2\pi) \approx 1 \lambda$ and rapidly diminishes as $r$ increases. In fact, at heliocentric distances beyond $r \approx 20R_\odot$, even for such rather long wavelengths, the differential phase shift introduced by [224] is totally negligible.

As a result, we may set $\delta_\xi_b(r) = 0$ in [224], making it equivalent to the solution for the Debye potential given by [1139]. With this, all the results that we obtained earlier in Sec. [3] for the region outside the termination shock, $r > R_\odot$, may be extended to cover also the ranges within the termination shock, $R_\odot \leq r \leq R_\odot$. Thus, we have a compete solution for the the EM field in the geometrical optics and shadow regions of the Sun. We now turn out attention to the region of most importance for the SGL: the interference region.

VI. EM FIELD IN THE INTERFERENCE REGION

We are interested in the area behind the Sun, reachable by light rays with impact parameters $b > R_\odot^*$. The focal region of the SGL begins where $r > R_\odot$ and $0 \leq \theta \leq \frac{2\pi}{r_{\odot}/r}$. The EM field in this region is derived from the Debye potential [130] [131] and is given by the factors $\alpha(r, \theta)$, $\beta(r, \theta)$ and $\gamma(r, \theta)$ from [130] [135], which we now calculate.

A. The function $\alpha(r, \theta)$ and the radial components of the EM field

We begin with the investigation of $\alpha(r, \theta)$, given by [133] as

$$\alpha(r, \theta) = -E_0 \frac{e^{ik(r+r_g \ln 2kr)}}{4k^2r^2} \sum_{k=kR_\odot^*}^{\infty} \left( \ell + \frac{1}{2} \right) e^{i(2\sigma \ell + \frac{\ell(\ell+1)}{2kr^2} + \frac{(\ell+1)^2}{2kr^2})} \left( e^{i2k^2\ell^2} - 1 \right) \frac{P_{\ell}^1(\cos \theta)}{\ell(\ell+1)} \times$$

$$\times \left\{ u^2 + (u^2 - 1) \frac{\ell(\ell+1)}{4k^2r^2} + \frac{i}{kr} \left( 1 + \frac{\ell(\ell+1)}{2k^2r^2} - \frac{ikr_g}{\ell(\ell+1)} \right) \right\} + O\left( r_\chi^2, r_\odot^2, \omega^2, (kr)^{-5} \right).$$

(227)
To evaluate expression (227) in the interference region and for 0 ≤ θ ∼ √2r_g/r, we use the asymptotic representation for \( P^{(1)}_\ell(\cos \theta) \) from [36, 62, 66], valid when \( \ell \to \infty \):

\[
P^{(1)}_\ell(\cos \theta) = \frac{\ell + \frac{1}{2}}{\cos \frac{\ell}{2} \theta} J_1((\ell + \frac{1}{2})2\sin \frac{\ell}{2} \theta).
\]  

(228)

This approximation may be used to transform (227) as

\[
\alpha(r, \theta) = -E_0 \frac{e^{ik(r + r_g \ln 2kr)}}{uk^2r^2 \cos \frac{\ell}{2} \theta} \sum_{\ell = kR_g}^{\infty} \left( \ell + \frac{1}{2} \right)^2 e^{i(2\sigma + \frac{(\ell + 1)^2 \ln \ell}{2kr^2} + \frac{(\ell + 1)^2}{2kr^2})} \left( e^{i2\delta \gamma} - 1 \right) J_1((\ell + \frac{1}{2})2\sin \frac{\ell}{2} \theta) \times
\]

\[
\times \left\{ u^2 + (u^2 - 1) \frac{\ell(\ell + 1)}{4kr^2} + \frac{i}{kr} \left( 1 + \frac{\ell(\ell + 1)}{2kr^2} - \frac{ikr_g}{\ell} \right) \right\} + O\left( r_g^2, r_g \frac{\omega^2}{r^2}, (kr)^{-5} \right).
\]

(229)

At this point, we may replace the sum in (227) with an integral (accounting for the fact that \( \ell \gg 1 \) and keeping the terms up to \( O(\ell) \)) to be evaluated with the method of stationary phase:

\[
\alpha(r, \theta) = -E_0 \frac{e^{ik(r + r_g \ln 2kr)}}{uk^2r^2} \int_{\ell = kR_g}^{\infty} \frac{e^{i(2\sigma + \frac{\ell^2}{2kr^2} + \frac{3}{2kr^2})}}{\ell^2 + \frac{4}{2kr^2}} \left( e^{i2\delta \gamma} - 1 \right) J_1(\ell \theta) \times
\]

\[
\times \left\{ u^2 + (u^2 - 1) \frac{\ell^2}{4kr^2} + \frac{i}{kr} \left( 1 + \frac{\ell^2}{2kr^2} - \frac{ikr_g}{\ell^2} \right) \right\} + O\left( r_g^2, r_g \frac{\omega^2}{r^2}, (kr)^{-5}, \theta^2 \right).
\]

(230)

As before, we evaluate this integral treating plasma-independent and plasma-dependent terms separately.

1. The plasma-independent part of \( \alpha(r, \theta) \)

In evaluating the plasma-independent part, we see that the \( \ell \)-dependent phase in this expression is given as

\[
\varphi^{[0]}(\ell) = 2\sigma + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3r^3} + O((kr)^{-5}) = -2kr_g \ln \ell + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3r^3} + O((kr)^{-5}).
\]

(231)

The phase is stationary when \( d\varphi^{[0]}(\ell)/d\ell = 0 \), resulting in

\[-\frac{2kr_g}{\ell} + \frac{\ell}{kr} + \frac{\ell^3}{6k^3r^3} = O((kr)^{-5}) \quad \Rightarrow \quad \ell^4 + 6k^2r^2\ell^2 - 12k^4r^3r_g = O((kr)^{-2}).
\]

(232)

We may now solve this equation for \( \ell^2(r_g) \), keeping only the terms of the first power of \( r_g \). Requiring that in the absence of gravity no rays would reach the focal area or \( \lim_{r_g \to 0} \ell^2(r_g) \to 0 \), we have only one solution given as

\[\ell^2 = k^22r_g + O((kr)^{-1}) \quad \text{or} \quad \ell_0 = k\sqrt{2r_g}.
\]

(233)

This solution represents the smallest partial momenta for the light trajectories to reach a particular heliocentric distance, \( r \), on the focal line of the SGL. It is consistent with the solution to the equation for geodesics (see Appendix B_1) which yields the solution for the impact parameter of \( b = \sqrt{2r_g} \). In addition, we also choose such that \( \ell \) is positive.

Solution (233) allows us to compute the stationary phase \( \varphi^{[0]} \) as

\[\varphi^{[0]}(\ell_0) = -kr_g \ln 2kr + \sigma_0 + \frac{\pi}{2}.
\]

(234)

Using (231), we compute the relevant \( \varphi^{[0]}_\ell(\ell) \) as below

\[
\frac{d^2\varphi^{[0]}_\ell}{d\ell^2} = \frac{1}{kr} \left( 1 + \frac{\ell^2}{2kr^2} + O((kr)^{-4}) \right) + \frac{2kr_g}{\ell^2} \quad \Rightarrow \quad \frac{d^2\varphi^{[0]}_\ell}{d\ell^2} = \frac{2}{kr} \left( 1 + \frac{r_g}{2r} + O(r_g^2) \right).
\]

(235)

The amplitude factor for the asymptotic expansion \( H^{[\pm]}_\ell(kr_g, kr) \) from [112], denoted by \( a(\ell) \), which is given by [63]. This factor for \( \ell_0 \) from (233) is computed to be

\[a(\ell_0) = 1 + \frac{r_g}{2r} + O(r_g^2).
\]

(236)
Using results (235) and (236) we derive

\[ a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \sqrt{\pi kr} \left\{ 1 + \frac{r_g}{4r} + O(r_g^2) \right\}. \]  

(237)

Now, using (237), we have the amplitude of the integrand in (230), for \( \ell \) from (235), taking the form

\[ A^{[0]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \ell_0^2 \left\{ u^2 + (u^2 - 1) \frac{\ell_0^2}{4k^2 r^2} + \frac{i}{kr} \left( 1 + \frac{\ell_0^2}{2k^2 r^2} \right) \right\} J_1(\ell\theta) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \]

\[ = k^2 2r_g r \sqrt{\pi kr} \left( 1 + \frac{5r_g}{4r} + O(r_g^2, (kr)^{-1}) \right) J_1(k \sqrt{2r_g r} \theta), \]

(238)

where the superscript \( [0] \) denotes the term with no plasma contribution. As before, we dropped the \( i/(kr) \) terms inside the parentheses, as these terms are very small compared to the leading terms.

As a result, the plasma-free part of the expression for \( \delta \alpha^{[0]}(r, \theta) \) given by (230) takes the form

\[ \delta \alpha^{[0]}(r, \theta) = i E_0 \sqrt{\frac{2r_g}{r}} \sqrt{2\pi k r_g} e^{i\sigma_0} J_1(k \sqrt{2r_g r} \theta) e^{ikr} \left( 1 + O(r_g^2, (kr)^{-1}) \right). \]

(239)

2. Evaluating the plasma-dependent part of \( \alpha(r, \theta) \)

For the plasma-dependent term in (230), the \( \ell \)-dependent phase is given as

\[ \varphi^p(\ell) = 2\sigma_\ell + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3 r^3} + 2\delta_\ell + O((kr)^{-5}) = -2kr_g \ln \ell + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3 r^3} + 2\delta_\ell + O((kr)^{-5}). \]

(240)

Considering (240), we see that the points of stationary phase, where \( d\varphi^p/\ell = 0 \), are given by the equation

\[ -\frac{2kr_g}{\ell} + \frac{\ell}{kr} + \frac{\ell^3}{6k^3 r^3} + 2\delta_\ell = O((kr)^{-5}), \quad \text{or} \quad -2kr_g + \frac{\ell^2}{kr} + \frac{\ell^4}{6k^3 r^3} + 2\delta_\ell \ell = O((kr)^{-5}). \]

(241)

As we saw in Sec. VI A 1, the partial momenta for the points of stationary phase are \( \ell \propto k \sqrt{2r_g r} \), which makes the \( \ell^4 \) term in (241) of \( O(r_g^2) \). Thus, we may neglect the term \( \ell^4/6k^3 r^3 \) and solve the remaining quadratic equation for \( \ell \):

\[ \ell^2 + 2kr \delta_\ell \ell - 2k^2 r_g r = O((kr)^{-2}). \]

(242)

If we require that, in the limit when plasma is absent or when \( \delta_\ell \to 0 \), the partial momenta are to coincide with those obtained earlier, namely (233), then there is only one solution of (242) (similar to that discussed in [13]):

\[ \ell = kr \left( \sqrt{\frac{2r_g}{r}} + \delta \sigma^2 - \delta_\ell \right). \]

(243)

Note that this solution correctly represents another situation where in the absence of gravity, the rays do not reach the focal line, or, in other words, the focal line is reached only by the ray with \( \ell = 0 \), which is blocked by the Sun.

As in this paper we only treat effects linear in plasma contribution, the terms of \( O(\delta_\ell^2) \) must be neglected, which brings (243) to the following form, valid for \( \sqrt{2r_g/r} > \delta_\ell \):

\[ \ell \simeq kr \left( \sqrt{\frac{2r_g}{r}} - \delta_\ell \right) + O(\delta_\ell^2) = k \left( \sqrt{2r_g r} - r \delta_\ell \right) + O(\delta_\ell^2). \]

(244)

This expression represents the combined effects of gravity and plasma on the light rays traveling towards the focal area. From the left side of these two expressions, we see that, as gravity works by bending light by the angle of \( \sqrt{2r_g/r} \) towards the focal line, plasma "unbends" these rays by the amount of \( \delta_\ell \). Similarly, the right side of these two expressions tells the same story using the concept of the impact parameters. To reach the focal line at the heliocentric distance \( r \), rays must have the impact parameter \( b = \sqrt{2r_g r} \). In the presence of plasma, to reach the same distance \( r \), the impact parameter must be smaller by \( r \delta_\ell \), consistent with our description of the effect.
Although (243) ensures that $\ell$ is always positive for any $\sqrt{2r_g/r}$ and $\delta \theta_p$, equation (244), where the quadratic term $\delta \theta_p^2$ is neglected, suggests that $\ell > 0$ only if we require $\sqrt{2r_g/r} > \delta \theta_p$ or, equivalently, $\sqrt{2r_g/r} \geq \delta \theta_p$. This is the result of our approximation, where we consider only terms linear with respect to $\delta \theta_p$. We keep this observation in mind and use (243) to guide us when interpreting the results.

We compute the stationary phase (240) for the values of $\ell$ given by (244):

$$\varphi^{[\ell]}(\ell_0) = -kr_g \ln 2kr + \sigma_0 + \frac{\pi}{2} + 2\delta^*_\theta. \quad (245)$$

Computing the second derivative of the phase (240), $\varphi^{(\ell)}$, with respect to $\ell$, we have:

$$\frac{d^2 \varphi^{[\ell]}(\ell_0)}{d\ell^2} = \frac{1}{kr} \left[ 1 + \frac{\ell^2}{2kr^2} + O((kr)^{-4}) \right] + \frac{2kr_g}{\ell^2} + \frac{d^2 \delta^*_\theta}{d\ell^2}, \quad (246)$$

where, similarly to (174), the last term could be neglected. Now, using $\ell$ from (244), we have

$$\varphi^{[\ell](\ell_0)} = \frac{2}{kr} \left( 1 + \frac{r_g}{2r} + O(r_g^2, \delta \theta_p \sqrt{2r_g/r}) \right), \quad \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \sqrt{\pi kr} \left( 1 - \frac{r_g}{4r} + O(r_g^2, \delta \theta_p^2, \delta \theta_p \sqrt{2r_g/r}) \right). \quad (247)$$

The amplitude factor $a(\ell)$ from (247) is computed to be

$$a(\ell) = 1 + \frac{r_g}{2r} + O(r_g^2, r_g \delta \theta_p). \quad (248)$$

Using results (247) and (230) we derive

$$A^{[\ell]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \ell_0^2 \left[ u^2 + (u^2 - 1) \frac{\ell_0^2}{4kr^2} + \frac{1}{kr} \left( 1 + \frac{\ell_0^2}{2kr^2} \right) - \frac{ikr_g}{\ell_0^2} \right] J_1(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} =
$$

$$= k^2 2r_g \sqrt{\pi kr} \left( 1 + \frac{r_g}{4r} + O(r_g^2, (kr)^{-1}, \delta \theta_p \sqrt{2r_g/r}) \right) J_1 \left( k \sqrt{2r_g/r} - r \delta \theta_p \right), \quad (250)$$

where the superscript $[\ell]$ denotes the term that includes the plasma contribution. As before, we dropped the $i/(kr)$ terms in the parentheses of this expression, as these terms are very small compared to the leading terms.

As a result, using (249), we have the amplitude of the integrand in (230), for $\ell$ from (244), is taking the form

$$A^{[\ell]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \ell_0^2 \left[ u^2 + (u^2 - 1) \frac{\ell_0^2}{4kr^2} + \frac{1}{kr} \left( 1 + \frac{\ell_0^2}{2kr^2} \right) - \frac{ikr_g}{\ell_0^2} \right] J_1(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} =
$$

$$= k^2 2r_g \sqrt{\pi kr} \left( 1 + \frac{r_g}{4r} + O(r_g^2, (kr)^{-1}, \delta \theta_p \sqrt{2r_g/r}) \right) J_1 \left( k \sqrt{2r_g/r} - r \delta \theta_p \right), \quad (250)$$

where the superscript $[\ell]$ denotes the term that includes the plasma contribution. As before, we dropped the $i/(kr)$ terms in the parentheses of this expression, as these terms are very small compared to the leading terms.

As a result, using (249), we have the amplitude of the integrand in (230), for $\ell$ from (244), is taking the form

$$\delta \alpha_{[\ell]}(r, \theta) = -i E_0 \sqrt{\frac{2r_g}{r}} \sqrt{2\pi kr_g e^{i\sigma_0} J_1 \left( k \left( \sqrt{2r_g/r} - r \delta \theta_p \right) \right) e^{i(kr + 2\delta^*_\theta)}} \left( 1 + O(r_g^2, (kr)^{-1}, \delta \theta_p \sqrt{2r_g/r}) \right). \quad (251)$$

Finally, the entire $\alpha(r, \theta)$ term from (230) may be given as

$$\delta \alpha(r, \theta) = \delta \alpha_{[0]}(r, \theta) + \delta \alpha_{[\ell]}(r, \theta) =
$$

$$= -i E_0 \sqrt{\frac{2r_g}{r}} \sqrt{2\pi kr_g e^{i\sigma_0} \left[ J_1 \left( k \left( \sqrt{2r_g/r} - r \delta \theta_p \right) \right) e^{2\delta^*_\theta} - J_1 \left( k \sqrt{2r_g/r} - r \delta \theta_p \right) + O(r_g^2, (kr)^{-1}, \delta \theta_p \sqrt{2r_g/r}) \right] e^{ikr}. \quad (252)$$

We can use the same approach to compute the remaining two scattering factors, $\beta(r, \theta)$ and $\gamma(r, \theta)$.

**B. The function $\beta(r, \theta)$ and the $\theta$-components of the EM field**

The $\beta(r, \theta)$ function is given by (133) in the following form:

$$\beta(r, \theta) = E_0 e^{i(kr + r_g \ln 2kr / ikr)} \sum_{\ell=kR_0}^\infty \ell + 1 \ell \left( \ell + 1 \right) e^{(2\sigma_\ell^+ - 2\sigma_\ell^0 + i(\ell + 1) \delta^*_\sigma)} \left( e^{i2\delta^*_\sigma} - 1 \right) \times$$

...
To evaluate the magnitude of the function $\beta(r, \theta)$, we need to establish the asymptotic behavior of the Legendre polynomials $P_\ell^{(s, t)}(\cos \theta)$ in the relevant regime. The asymptotic formulae for the Legendre polynomials if $\ell = \ell_0$ is fixed and $\ell$ goes to $\infty$ are [62]:

$$P_\ell^{(s, t)}(\cos \theta) = \frac{1}{2} \ell (\ell + 1) \left( J_0(w) + J_2(w) \right), \quad \frac{dP_\ell^{(s, t)}(\cos \theta)}{d\theta} = \frac{1}{2} \ell (\ell + 1) \left( J_0(w) - J_2(w) \right).$$

(254)

For any large $\ell$, formulae [183]–[184] are insufficient in a region close to the forward direction ($\theta = 0$) and back direction ($\theta = \pi$). In the forward region they are complemented by the asymptotic formulae [254]. Similar formulae may be used for the back region. More precisely, the formulae [183]–[184] hold for $\sin \theta \gg 1/\ell$, and those given by [254] hold for $\theta \ll 1$. The overlapping domain is $1/\ell \ll \sin \theta \ll 1$. For our discussion of the SGL, expressions [254] are more appropriate as they describe the EM field at or near the optical axis where $\theta \approx 0$; however, when needed, we use [183]–[184] to describe the EM field at small, but finite angles away from the SGL’s optical axis.

Using (254), we transform (253) as follows:

$$\beta(r, \theta) = E_0 \frac{e^{i k r + r_g \ln 2 kr}}{i k r} \sum_{\ell = r_k R_g}^{\infty} (\ell + 1/2) e^{i \left( 2\sigma_k + 4 \frac{3}{2} + \frac{1}{2} \right)} \left( 2 \delta^2 \ell \right) \times$$

$$\times \left\{ J_0 \left( \ell (\ell + 1) \right) - \frac{1}{2} \left( J_0 \left( \ell (\ell + 2) \right) - J_2 \left( \ell (\ell + 2) \right) \right) \left( u - 2 \frac{\ell (\ell + 1)}{2 k r^2} + \frac{\ell^2}{8 k r^4} - \frac{i r_g}{2 k r^2} \right) \right\}. \quad (255)$$

Now we may replace the sum in (255) with an integral (accounting for the fact that $\ell \gg 1$ and keeping terms up to the order of $\infty \theta$):

$$\beta(r, \theta) = E_0 \frac{e^{i k r + r_g \ln 2 kr}}{i k r} \int_{\ell = r_k R_g}^{\infty} d\ell e^{i \left( 2\sigma_k + 4 \frac{3}{2} + \frac{1}{2} \right)} \left( 2 \delta^2 \ell \right) \times$$

$$\times \left\{ J_0 \left( \ell \theta \right) - \frac{1}{2} \left( J_0 \left( \ell \theta \right) - J_2 \left( \ell \theta \right) \right) \left( u - 2 \frac{\ell^2}{2 k r^2} + \frac{\ell^4}{8 k r^4} - \frac{i r_g}{2 k r^2} \right) \right\}. \quad (256)$$

We evaluate this integral with the method of stationary phase, treating plasma-independent and plasma-dependent terms separately.

As the $\ell$-dependent phase in [256] is the same as [230], corresponding results obtained in Secs. VI A 1 and VI A 2 are also applicable here. In fact, the same solutions for the points of stationary phase apply. As a result, using [283] and [297], from [256] for the part of the integral that does not depend on the plasma phase shift, $\delta^2$, we have

$$A^{[0]}(\ell_0) a(\ell_0) \sqrt{2 \pi \varphi''(\ell_0)} = \ell_0 \left\{ J_0 \left( \ell_0 \theta \right) - \frac{1}{2} \left( J_0 \left( \ell_0 \theta \right) - J_2 \left( \ell_0 \theta \right) \right) \left( u - 2 \frac{\ell_0^2}{2 k r^2} + \frac{\ell_0^4}{8 k r^4} - \frac{i r_g}{2 k r^2} \right) \right\} a(\ell_0) \sqrt{2 \pi \varphi''(\ell_0)} =$$

$$= kr \sqrt{2 k r g} \left\{ J_0 \left( k \sqrt{2 g} \right) + O \left( \frac{r_g}{r}, \frac{r^2}{r_g^2} \right) \right\}. \quad (257)$$

As a result, the expression for $\delta \beta^{[0]}(r, \theta)$ in the interference region takes the form

$$\delta \beta^{[0]}(r, \theta) = - E_0 \sqrt{2 k r g} e^{i \sigma} J_0 \left( k \sqrt{2 g} \theta \right) e^{i k r} \left( 1 + O \left( \frac{r_g}{r}, \frac{r^2}{r_g^2} \right) \right). \quad (258)$$

Next, we evaluate the plasma-dependent term in [256]. Using the expressions [243] and [219], from [256] we have:

$$A^{[p]}(\ell_0) a(\ell_0) \sqrt{2 \pi \varphi''(\ell_0)} = kr \sqrt{2 k r g} \left( 1 - \frac{\delta \theta}{\sqrt{2 g}} \right) \left\{ J_0 \left( k \sqrt{2 g} \right) \theta + O \left( \frac{r_g}{r}, \frac{r^2}{r_g^2} \right) \right\}. \quad (259)$$

Thus, the term in [256] that depends on the contribution from the plasma-induced phase shift takes the form

$$\delta \beta^{[p]}(r, \theta) = E_0 \sqrt{2 k r g} e^{i \sigma} \left( 1 - \frac{\delta \theta}{\sqrt{2 g}} \right) J_0 \left( k \sqrt{2 g} \right) \theta e^{i (k r + 2 \delta^2 \ell)} \left( 1 + O \left( \frac{r_g}{r}, \frac{r^2}{r_g^2} \right) \right). \quad (260)$$

Using the expressions [258] and [200], we present the integral [256] as

$$\beta(r, \theta) = \delta \beta^{[0]}(r, \theta) + \delta \beta^{[p]}(r, \theta) =$$

$$E_0 \sqrt{2 k r g} e^{i \sigma} \left( 1 - \frac{\delta \theta}{\sqrt{2 g}} \right) J_0 \left( k \sqrt{2 g} \right) \theta e^{i 2 \delta^2 \ell} - J_0 \left( k \sqrt{2 g} \right) + O \left( \frac{r_g}{r}, \frac{r^2}{r_g^2} \right) e^{i k r}. \quad (261)$$
C. The function $\gamma(r, \theta)$ and the $\phi$-components of the EM field

The $\phi$-components for the EM field is given by the factor $\gamma(r, \theta)$, which, from (135) is given as

$$
\gamma(r, \theta) = E_0 e^{ik(r+r_\perp ln 2\ell r)} \sum_{\ell = kR_0}^{\infty} \frac{\ell + \frac{1}{2}}{\ell (\ell + 1)} e^{i(2\sigma_r + \frac{\ell (\ell + 1)}{2k^2 r^2} + \frac{\ell (\ell + 1) i^2}{8k^4 r^4})} (e^{i2\delta \gamma} - 1) \times
$$

$$
\times \left\{ \frac{\partial D^{(1)} (\cos \theta)}{\partial \theta} + P^{(1)} (\cos \theta) \frac{\sin \theta}{2} \left( 1 - u^{-2} \frac{\ell (\ell + 1)}{2k^2 r^2} + \frac{\ell (\ell + 1) i^2}{8k^4 r^4} + \frac{ivg}{2k^2 r^2} \right) \right\}. \quad (262)
$$

Similarly to the discussion in the preceding Section V.13 we use (133) and (134) and transform (262) to the integral, while also taking $\ell \gg 1$:

$$
\gamma(r, \theta) = E_0 e^{ik(r+r_\perp ln 2\ell r)} \int_{\ell = kR_0}^{\infty} \frac{\ell d\ell e^{i(2\sigma_r + \frac{\ell^2}{2k^2 r^2} + \frac{\ell^4}{8k^4 r^4})} (e^{i2\delta \gamma} - 1) \times
$$

$$
\times \left\{ J_0(\ell \theta) - \frac{1}{2} \left( J_0(\ell \theta) + J_2(\ell \theta) \right) \left( u^{-2} \frac{\ell^2}{2k^2 r^2} + \frac{\ell^4}{8k^4 r^4} - \frac{ivg}{2k^2 r^2} \right) \right\}. \quad (263)
$$

We evaluate this integral with the method of stationary phase, again treating plasma-independent and plasma-dependent terms separately. As a result, we have

$$
A^{[0]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = \ell_0 \left\{ J_0(\ell_0 \theta) - \frac{1}{2} \left( J_0(\ell_0 \theta) + J_2(\ell_0 \theta) \right) \left( u^{-2} \frac{\ell_0^2}{2k^2 r^2} + \frac{\ell_0^4}{8k^4 r^4} - \frac{ivg}{2k^2 r^2} \right) \right\} a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} =
$$

$$
= kr \sqrt{2\pi kr_g} \left\{ J_0(k \sqrt{2r_g} \theta) + \mathcal{O}\left( \frac{r_g^2}{r}, \frac{r_g^4}{r^2} \right) \right\}. \quad (264)
$$

Thus, the expression for $\delta \gamma^{[0]}(r, \theta)$ in the interference region takes the form

$$
\delta \gamma^{[0]}(r, \theta) = -E_0 \sqrt{2\pi kr_g} e^{i\sigma_\phi} J_0(k \sqrt{2r_g} \theta) e^{ikr} \left( 1 + \mathcal{O}\left( \frac{r_g^2}{r}, \frac{r_g^4}{r^2} \right) \right). \quad (265)
$$

We evaluate the plasma-dependent term in (263). Using the relevant expressions (241), (249) from (263), we have:

$$
A^{[\phi]}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi''(\ell_0)}} = kr \sqrt{2\pi kr_g} \left\{ 1 - \frac{\delta \theta}{\sqrt{2r_g/r}} \right\} \left\{ J_0(k \sqrt{2r_g} r - r \delta \theta \theta) + \mathcal{O}\left( \frac{r_g^2}{r}, \frac{r_g^4}{r^2} \right) \right\}. \quad (266)
$$

Thus, the term in (266) that depends on the contribution of the plasma-induced phase shift takes the form

$$
\delta \gamma^{[\phi]}(r, \theta) = \sqrt{2\pi kr_g} e^{i\sigma_\phi} \left\{ 1 - \frac{\delta \theta}{\sqrt{2r_g/r}} \right\} \left\{ J_0(k \sqrt{2r_g} r - r \delta \theta \theta) e^{i(kr + 2\delta \gamma)} \left( 1 + \mathcal{O}\left( \frac{r_g^2}{r}, \frac{r_g^4}{r^2} \right) \right) \right\}. \quad (267)
$$

Using the expressions (265) and (267), we present the integral (263) as

$$
\gamma(r, \theta) = \delta \gamma^{[0]}(r, \theta) + \delta \gamma^{[\phi]}(r, \theta) =
$$

$$
= \sqrt{2\pi kr_g} e^{i\sigma_\phi} \left\{ 1 - \frac{\delta \theta}{\sqrt{2r_g/r}} \right\} \left\{ J_0(k \sqrt{2r_g} r - r \delta \theta \theta) e^{i2\delta \gamma} - J_0(k \sqrt{2r_g} r) e^{i(kr + 2\delta \gamma)} \mathcal{O}\left( \frac{r_g^2}{r}, \frac{r_g^4}{r^2} \right) e^{ikr}. \quad (268)
$$

D. The EM field in the interference region

Now we are ready to present the components of the EM field in the interference region in the presence of plasma. We do that by using the expressions that we obtained for the functions $\alpha(r, \theta)$, $\beta(r, \theta)$ and $\gamma(r, \theta)$, which are given by (262), (261) and (268), correspondingly, and substitute them in (123). As a result, we establish the solution for the scattered EM field in the region outside the termination shock boundary, up to terms of $\mathcal{O}(r_g^2, \delta \theta \theta \sqrt{2r_g/r}, (kr)^{-1}, \delta \theta \theta^2)$:

$$
\left( \frac{\hat{E}}{\hat{D}} \right) = -iE_0 \sqrt{\frac{2\pi}{r}} \sqrt{2\pi kr_g} e^{i\sigma_\phi} \left( J_1(k \sqrt{2r_g} r - r \delta \theta \theta) e^{i2\delta \gamma} - J_1(k \sqrt{2r_g} r) e^{i(kr - \omega t)\left( \cos \phi \right)} \right), \quad (269)
$$
\[
\begin{align*}
\left( \hat{D}_\phi \right)_{\phi} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left\{ \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{2i \delta t} - J_0 \left( k \sqrt{2 r_g r} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right) \right\}, \\
\left( \hat{D}_\theta \right)_{\theta} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left\{ \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{2i \delta t} - J_0 \left( k \sqrt{2 r_g r} \right) e^{i \left( k r - \omega t \right)} \left( -\sin \phi \right) \right\}, \\
\left( \hat{D}_\rho \right)_{\rho} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left\{ \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{2i \delta t} - J_0 \left( k \sqrt{2 r_g r} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right) \right\}.
\end{align*}
\]

The EM field produced by the Debye potential \( \Pi_0 \) the wave in the interference region in the absence of plasma was given in [21] in the following form:

\[
\begin{align*}
\left( \hat{D}_r \right)_{r} &= -i E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} J_1 \left( k \sqrt{2 r_g r} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right), \\
\left( \hat{B}_r \right)_{\theta} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right) \left( \sin \phi \right), \\
\left( \hat{D}_\phi \right)_{\phi} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{i \left( k r - \omega t \right)} \left( -\sin \phi \right) \left( \cos \phi \right).
\end{align*}
\]

The total field in accord with [31] is given by the sum of [269] - [271] and [272] - [274] up to the terms of the order of \( \mathcal{O}(\theta^2, \delta \theta^2, r_g^2, \delta \theta_p \sqrt{2 r_g / r}, (k r)^{-1}) \) has the form:

\[
\begin{align*}
\left( \hat{D}_r \right)_{r} &= \left( \hat{D}_r \right)_{r} + \left( \hat{B}_r \right)_{\theta} = -i E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} J_1 \left( k \sqrt{2 r_g r} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right), \\
\left( \hat{D}_\theta \right)_{\theta} &= \left( \hat{D}_\theta \right)_{\theta} + \left( \hat{B}_\theta \right)_{\theta} = E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{i \left( k r + 2 \delta t - \omega t \right)} \left( \cos \phi \right) \left( \sin \phi \right), \\
\left( \hat{D}_\phi \right)_{\phi} &= \left( \hat{D}_\phi \right)_{\phi} + \left( \hat{B}_\phi \right)_{\phi} = E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r - r \delta \theta_p} \right) e^{i \left( k r + 2 \delta t - \omega t \right)} \left( -\sin \phi \right) \left( \cos \phi \right).
\end{align*}
\]

The radial component of the EM field [275] is negligibly small compared to the other two components, which is consistent with the fact that while passing through the solar plasma the EM wave preserves its transverse structure.

Expressions [275] - [277] describe the EM field in the interference region of the SGL in the spherical coordinate system. To study this field on the image plane, we need to transform [275] - [277] to a cylindrical coordinate system [21] 33. To do that, we follow the approach demonstrated in [21], where instead of spherical coordinates \( (r, \theta, \phi) \), we introduced a cylindrical coordinate system \( (\rho, \phi, z) \), more convenient for these purposes. In the region \( r \gg r_g \), this was done by defining \( R = ur = r + r_g / 2 + \mathcal{O}(r_g^2) \) and introducing the coordinate transformations \( \rho = R \cos \theta \), \( z = R \cos \theta \), which, from [31], result in the following line element:

\[
ds^2 = u^{-2} c^2 dt^2 - u^2 (dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2)) = u^{-2} c^2 dt^2 - (d\rho^2 + \rho^2 d\phi^2 + nu^2 dz^2) + \mathcal{O}(r_g^2).
\]

As a result, using [275] - [277], for a high-frequency EM wave (i.e., neglecting terms \( \propto (k r)^{-1} \)) and for \( r \gg r_g \), we derive the field near the optical axis, which up to terms of \( \mathcal{O}(\rho^2 / z^2) \), takes the form

\[
\begin{align*}
\left( \hat{E}_z \right)_{\phi} &= \mathcal{O}(z), \\
\left( \hat{E}_\rho \right)_{\rho} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r} \right) \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) e^{i \left( k r - \omega t \right)} \left( \cos \phi \right), \\
\left( \hat{E}_\phi \right)_{\phi} &= E_0 \sqrt{2 \pi k r_g} e^{i \sigma_0} \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) J_0 \left( k \sqrt{2 r_g r} \right) \left( 1 - \frac{\delta \theta_p}{\sqrt{2 r_g / r}} \right) e^{i \left( k r - \omega t \right)} \left( -\sin \phi \right) \left( \cos \phi \right).
\end{align*}
\]

where \( r = \sqrt{z^2 + \rho^2} = z(1 + \rho^2 / 2z^2) = z + \mathcal{O}(\rho^2 / z) \) and \( \theta = \rho / z + \mathcal{O}(\rho^2 / z^2) \). Note that these expressions were obtained using the approximations [251] and are valid for forward scattering when \( \theta \approx 0 \), or when \( \rho \leq r_g \).
E. Plasma contribution to image formation

Using the result (271)–(281), we may now compute the energy flux at the image region of the SGL. The relevant components of the time-averaged Poynting vector for the EM field in the image volume, as a result, may be given in the following form (see [21] for details):

\[
\bar{S}_z = \frac{c}{8\pi} E_0^2 \frac{4\pi^2}{1 - e^{-4\pi r_g/\lambda}} \frac{r_g}{\lambda} \left(1 - \frac{\delta\theta_p}{\sqrt{2r_g/z}}\right)^2 J_0^2 \left(2\pi \rho \sqrt{\frac{2r_g}{z}} \left(1 - \frac{\delta\theta_p}{\sqrt{2r_g/z}}\right)\right),
\]

(282)

with \(\bar{S}_\rho = \bar{S}_\phi = 0\) for any practical purposes. Also, we recognized that the following convenient expression is valid

\[
k \sqrt{2r_g} \theta = 2\pi \rho \sqrt{\frac{2r_g}{z}} + \mathcal{O}(\rho^2/z).
\]

(283)

Therefore, the non-vanishing component of the amplification vector \(\mu\), defined as \(\mu = \bar{S}/|\bar{S}_0|\) where \(|\bar{S}_0| = (c/8\pi)E_0^2\) is the time-averaged Poynting vector of the wave propagating in empty spacetime, takes the form

\[
\bar{\mu}_z = \frac{4\pi^2}{1 - e^{-4\pi r_g/\lambda}} \frac{r_g}{\lambda} J_0^2 \left(2\pi \rho \sqrt{\frac{2r_g}{z}} \left(1 - \frac{\delta\theta_p}{\sqrt{2r_g/z}}\right)\right),
\]

(284)

where the argument of the Bessel function to first order in \(\delta\theta_p\) is from (243) with \(\delta\theta_p\) itself is given by (166).

At this point, it is instructive to reinstate the full dependence of the critical partial momenta \(\ell_0\) from (244) on the plasma deflection angle \(\delta\theta_p\) and, by repeating some of the plasma-related derivations given in Secs. VI B–VI C, to present the result (281) in the following more informative form:

\[
\bar{\mu}_z = \frac{4\pi^2}{1 - e^{-4\pi r_g/\lambda}} \frac{r_g}{\lambda} F_{\rho g}^2 J_0^2 \left(2\pi \rho \sqrt{\frac{2r_g}{z}} F_{\rho g}\right),
\]

where \(F_{\rho g} = \left(1 + \frac{\delta\theta_p^2}{\delta\theta_g^2}\right)^{1/2} - \frac{\delta\theta_p}{\delta\theta_g} \geq 0\),

(285)

with \(\delta\theta_g = \sqrt{2r_g/z} = 2r_g/b\) being the Einstein’s deflection angle due to gravitational monopole. This result, to first order, is valid for any values of \(\delta\theta_p\) and \(\delta\theta_g\) and is very helpful to understand the impact of plasma on the optical properties of the SGL. Although our analysis was conducted only to liner order in \(\delta\theta_p\), the presence of quadratic term in the expression above is indicative of the overall behavior of the amplification factor \(\bar{\mu}_z\) (285).

As we can see from (285), the plasma contribution to the optical properties of the SGL is governed by the factor \(F_{\rho g}\), which, in the absence of plasma, is \(F_{\rho g} = 1\). For estimation purposes, we rely on (167), which is the result of evaluating the generic expression for the plasma deflection angle \(\delta\theta_p\) (166) for the values given by the phenomenological model [4]. Then, by using \(\delta\theta_g = 2r_g/b = 8.49 \times 10^{-6} (R_\odot/b)\), we estimate the ratio of the two deflection angles as:

\[
\frac{\delta\theta_p}{\delta\theta_g} = \left\{7.80 \times 10^{-8} \left(\frac{R_\odot}{b}\right)^{15} + 2.41 \times 10^{-8} \left(\frac{R_\odot}{b}\right)^5 + 2.85 \times 10^{-11} \left(\frac{R_\odot}{b}\right)^{10}\right\} \left(\frac{\lambda}{1 \mu m}\right)^2.
\]

(286)

Examining (280) as a function of the impact parameter, we see that for sungazing rays passing by the Sun with impact parameter \(b \approx R_\odot\), this ratio reaches its largest value of \(\delta\theta_p/\delta\theta_g = 1.02 \times 10^{-7} (\lambda/1 \mu m)^2\), which may be quite significant for microwave and longer wavelengths [21]. For a wave with \(\lambda \approx 3 \text{ cm}\) passing that close to the Sun, the plasma contribution approaches that due to the gravitational bending, \(\delta\theta_p/\delta\theta_g \approx 0.92\). As a result, the factor \(F_{\rho g}\) from (285) decreases to \(F_{\rho g} \approx 0.44\), which, as seen from (285), leads to reducing the light amplification of the SGL to only \(F_{\rho g}^2 \approx 0.19\) compared to its value for the plasma-free case and broadening the PSF by a factor of \(F_{\rho g}^{-1} \approx 2.28\), thus, reducing the angular resolution of the SGL in this case by the same amount. For the wavelength \(\lambda \approx 3 \text{ cm}\), the ratio (280) increases to \(\delta\theta_p/\delta\theta_g \approx 9.18\), which results in a light amplification factor of \(F_{\rho g}^2 \approx 2.97 \times 10^{-8}\) compared to the plasma-free case with resolution degraded by the factor \(F_{\rho g}^{-1} \approx 184\). Further increasing the wavelength to \(\lambda \approx 30 \text{ cm}\) leads to an obliteration of the optical properties of the SGL, where light amplification is reduced by a factor of \(2.97 \times 10^{-9}\) compared to the plasma-free case, with angular resolution degraded by 1.84 times 107 times.

At the same time, one can clearly see from (280) that for optical or IR bands, say for \(\lambda \approx 1 \mu m\) or less, the ratio (280) is exceedingly small and may be neglected which results in \(F_{\rho g} = 1\) for waves in this part of the EM spectrum. This conclusion opens the way for using the SGL for imaging and spectroscopic applications of faint, distant targets.

VII. DISCUSSION AND CONCLUSIONS

Conceptually, the direct imaging of exoplanets is quite straightforward: we simply seek to detect photons from a planet that moves on the background of its parent star. Emissions from an exoplanet can generally be separated into
two sources: stellar emission reflected by the planet’s surface or its atmosphere, and thermal emission, which may be either intrinsic thermal emission or emission resulting from heating by the parent star. The reflected light has a spectrum that is broadly similar to that of the star, with additional features arising from the planetary surface or atmosphere. Therefore, for sunlike stars, this reflected emission generally peaks at optical or near optical wavelengths, which are the focus of our present paper.

Although exoplanets are quite faint, it is the proximity of the much brighter stellar source that presents the most severe practical obstacle for direct observation. In the case of the SGL, light from the parent star is typical focused many tens of thousands of kilometers away from the focal line that corresponds to the instantaneous position of the exoplanet. Therefore, light contamination due to the parent star is not a problem when imaging with the SGL [20].

We studied the propagation of a monochromatic EM wave on the background of a spherically symmetric gravitational field produced by a gravitational mass monopole described in the first post-Newtonian approximation of the general theory of relativity taken in the harmonic gauge [23] and the solar corona represented by the free electron plasma distribution described by a generic, spherically symmetric power law model for the electron number density [3]. We used a generalized model for the solar plasma, which covers the entire solar system from the solar photosphere to the termination shock (i.e., valid for heliocentric distances of $0 ≤ r ≤ R_*$, first introduced in [20]). We considered the linear combination of gravity and plasma effects, neglecting interaction between the two. This approximation is valid in the solar system environment.

In Sec. II, we solved Maxwell’s equations on the background of the solar system, which includes the static gravitational field of the solar monopole and the presence of solar plasma. We used the Mie approach to decompose the Maxwell equations and to present the solution in terms of Debye potentials. We were able to carry out the variable decomposition of the set of the relevant Maxwell equations and reduce the entire problem to solving the radial equation in the presence of an arbitrary power law potential, representing the plasma.

In Sec. III we used the eikonal approximation, valid for all the regions of interest, to solve for the radial function. We established the solution for the EM wave in the exterior region of the solar system (i.e., the region beyond the termination shock, $r > R_*$) given by (82) and also in the interior region ($0 ≤ r ≤ R_*$), given by (51). We then used the boundary (continuity) conditions (83)–(86) to match these two solutions at the boundary represented by the termination shock. We established a compact, closed form solution to the boundary value problem in the form of the Debye potentials representing the EM field outside and inside the termination shock boundary, given by (107) and (113), respectively. Next, we implemented fully absorbing conditions representing the opaque Sun, thus establishing solutions for every region of interest for imaging with the SGL, both outside (119) and inside (222) the termination shock. The resulting Debye potentials fully capture the physics of the EM wave propagation in the complex environment of the solar system. These solutions are new and extend previously known results into the regime where gravity and plasma are both present.

In Sec. IV we studied the general solution for the EM field outside the termination shock. We derived the expression for the Debye potential for the plasma-scattered wave outside the termination shock [182]. This result is then used to investigate the EM field in all the regions behind the Sun, namely the region of the solar shadow, the geometric optics region and the interference region.

In Sec. V we studied the EM field in the region of geometric optics outside the termination shock. We demonstrated that the presence of the solar plasma affects all characteristics of the incident unpolarized light, including the direction of the EM wave propagation, its amplitude and its phase. We observed that the combination of the eikonal approximation and the method of stationary phase results in the expression for the phase of the EM wave that is identical to the one that is usually found by applying the equation of geodesics. This similarly confirmed the validity of our results. Our approach also allowed us to derive the magnitude of the EM wave as it moves through the refractive medium of the solar system. We also studied the EM field in the interior region of the solar system and investigated the EM field in the geometric optics region inside the termination shock. We demonstrated that the results obtained in the exterior region are directly applicable for this region as well. We note that our solution for this region may have immediate practical applications, as it allows for proper accounting for the effect of solar plasma on modern-day astronomical observations and the tracking of interplanetary spacecraft.

In Sec. VI we focused our attention on the interference region, and investigated the optical properties of the SGL. We have shown that the presence of the solar plasma leads to a reduction of the light amplification of the SGL and to a broadening of its point-spread function. Although its presence affects the optical properties of the SGL, its contribution is negligible for optical and IR wavelengths. On the other hand, plasma severely reduces both the light amplification of the SGL and its resolution for wavelengths longer than $\lambda \gtrsim 1$ cm. In general, the static component of the solar plasma uniformly pushes the gravitational caustic [21] away from the Sun, but does not introduce additional optical aberrations, leaving the image quality unaffected. Thus, although prospective observations will be conducted through the most intense region of the solar corona, the SGL may be used for imaging of exoplanets at optical and near IR wavelengths [17, 21, 71]. We have shown that the signals received from those faint targets are not affected by the refraction in the solar corona at the level of any practical importance.
The static component of the solar plasma affects the optical properties of the SGL, especially for microwave or longer wavelengths. It leads to a defocusing, which should not affect the size nor the position of the caustic line, except for the distance to the beginning of the focal line. Such plasma behavior does not induce aberrations leaving the PSF of the SGL unchanged. What may cause aberrations are deviations from spherical symmetry in the solar corona and electron number density. In a conservative estimate, we consider the upper limit of the index variations being as large as the average value, but varying temporally. Although temporal variability in the plasma may introduce additional aberrations, at optical wavelengths such effects are mostly negligible and/or may be accounted for with standard observational techniques. Short term temporal variability in the plasma may be accounted for by relying, for instance, on longer integration times. Alternatively, one may rely on the differential Doppler technique, which would allow the plasma contribution to be greatly reduced, by more than three orders of magnitude.

In this paper, we relied on the spherical symmetry to capture the largest terms, representing the realistic field distributions in the solar system. An almost identical approach may be used to account for any nonsphericity that may be present either in the gravitational field or in the plasma distribution, or else would be introduced by imprecise spacecraft navigation and trajectory determination. Thus, the $1/r$ or $1/r^2$ terms may be included by applying the model that is already developed here. One would have to redefine the the $r_g$ and $\mu^2$ parameters in the Maxwell equations. For higher order non-sphericity, given that for the solar system those terms are very small, one may develop a perturbation approach with respect to appropriately defined small parameters.

Concluding, we emphasize that the approach presented here may be extended on a more general case of an extended Sun and an arbitrary model of the solar plasma with a weak latitude dependence. In addition, the effect on the central caustic of the SGL due to outer solar planets should be taken into account. Similarly to microlensing searches for exoplanets (see references therein), this effect may be important when Jupiter, Saturn or Neptune are very close to the optical axis of the SGL, thus providing an additional signal. Finally, one has to evaluate the effect of the solar corona on the photometric signal to noise (SNR) ratio, where the corona's contribution could impact the integration time for observations with the SGL. This work is on-going and will be reported elsewhere.
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the vacuum, where no sources or currents exist, i.e., and (3) and use the approach developed in Appendix E of [21]. We consider the propagation of an EM wave in Maxwell's equations (11)–(12), presenting them for the static plasma as

\begin{align*}
\text{where the differential operators curl and div are now with respect to the 3-dimensional Euclidean flat metric.}
\end{align*}

Assuming, as usual, the time dependence of the field in the form \( \exp(\frac{ik}{c}t) \), become

\begin{align*}
\text{curl} \, \mathbf{D} & = -\mu_0 \varepsilon_0 \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} + \mathcal{O}(G^2), \quad \text{div}(\varepsilon \mu_0^2 \mathbf{D}) = \mathcal{O}(G^2), \quad (A1) \\
\text{curl} \, \mathbf{B} & = \varepsilon_0 \varepsilon_0 \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} + \mathcal{O}(G^2), \quad \text{div}(\mu_0^2 \mathbf{B}) = \mathcal{O}(G^2), \quad (A2)
\end{align*}

where the differential operators curl and div are now with respect to the 3-dimensional Euclidean flat metric.

Assuming, as usual, the time dependence of the field in the form \( \exp(-i\omega t) \), where \( k = \omega/c \), the time-independent parts of the electric and magnetic vectors satisfy Maxwell's equations, Eq. (A1)–(A2) for a static and spherically symmetric gravitational field and plasma in their time-independent form:

\begin{align*}
\text{curl} \, \mathbf{D} & = ik \varepsilon_0 \mu_0^2 \mathbf{B} + \mathcal{O}(r_g^2), \quad \text{div}(\varepsilon \mu_0^2 \mathbf{D}) = \mathcal{O}(r_g^2), \quad (A3) \\
\text{curl} \, \mathbf{B} & = -ik \varepsilon_0 \varepsilon_0 \mu_0^2 \mathbf{D} + \mathcal{O}(r_g^2), \quad \text{div}(\mu_0^2 \mathbf{B}) = \mathcal{O}(r_g^2), \quad (A4)
\end{align*}

where \( u = 1 + r_g/2r + \mathcal{O}(r_g^2, r^{-3}) \) as given by (16). In spherical polar coordinates Maxwell's field equations (A3)–(A4), to \( \mathcal{O}(r_g^2, r_g \omega_0^2/\omega^2) \), become

\begin{align*}
-ik \varepsilon_0 \mu_0^2 \mathcal{D}_r & = \frac{1}{r^2 \sin \theta} \left( \frac{\partial}{\partial \theta} (r \sin \theta \mathcal{B}_\phi) - \frac{\partial}{\partial \phi} (r \sin \theta \mathcal{B}_\phi) \right), \quad (A5) \\
-ik \varepsilon_0 \mu_0^2 \mathcal{D}_\theta & = \frac{1}{r \sin \theta} \left( \frac{\partial \mathcal{B}_r}{\partial \theta} (r \sin \theta \mathcal{B}_\phi) \right), \quad (A6) \\
-ik \varepsilon_0 \mu_0^2 \mathcal{D}_\phi & = \frac{1}{r} \left( \frac{\partial}{\partial r} (r \mathcal{B}_\phi) - \frac{\partial}{\partial \phi} \mathcal{B}_r \right), \quad (A7) \\
isk \varepsilon_0 \mu_0^2 \mathcal{B}_r & = \frac{1}{r^2 \sin \theta} \left( \frac{\partial}{\partial \theta} (r \sin \theta \mathcal{D}_\phi) - \frac{\partial}{\partial \phi} (r \sin \theta \mathcal{D}_\phi) \right), \quad (A8) \\
isk \varepsilon_0 \mu_0^2 \mathcal{B}_\theta & = \frac{1}{r \sin \theta} \left( \frac{\partial \mathcal{D}_r}{\partial \phi} - \frac{\partial}{\partial r} (r \sin \theta \mathcal{D}_\phi) \right), \quad (A9)
\end{align*}

Appendix A: Representing Maxwell’s equations in terms of Debye potentials

Following [34], in [21] we represented Maxwell’s equations in terms of Debye potentials in the plasma-free case, but in the presence of a static gravitational monopole taken in the first post-Newtonian approximation of the general theory of relativity. In this Appendix, we incorporate the contribution of the solar plasma into our description.

To investigate the propagation of light in the vicinity of the Sun, we consider the metric (13), together with (1) and (3) and use the approach developed in Appendix E of [21]. We consider the propagation of an EM wave in the vacuum, where no sources or currents exist, i.e., \( j^k \equiv (\rho, j) = 0 \). This allows us to present the vacuum form of Maxwell's equations (11)–(12), presenting them for the static plasma as

\begin{align*}
\text{curl} \, \mathbf{D} & = -\mu_0 \varepsilon_0 \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} + \mathcal{O}(G^2), \quad \text{div}(\varepsilon \mu_0^2 \mathbf{D}) = \mathcal{O}(G^2), \quad (A1) \\
\text{curl} \, \mathbf{B} & = \varepsilon_0 \varepsilon_0 \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} + \mathcal{O}(G^2), \quad \text{div}(\mu_0^2 \mathbf{B}) = \mathcal{O}(G^2), \quad (A2)
\end{align*}

where the differential operators curl and div are now with respect to the 3-dimensional Euclidean flat metric.

Assuming, as usual, the time dependence of the field in the form \( \exp(-i\omega t) \), where \( k = \omega/c \), the time-independent parts of the electric and magnetic vectors satisfy Maxwell’s equations, Eq. (A1)–(A2) for a static and spherically symmetric gravitational field and plasma in their time-independent form:
If we now put

\[ (A19) \]

then we have, from (A13),

\[ (A14) \]

It can be seen that (A13) and (A14) are satisfied by \( \hat{\epsilon} \hat{D}_r \) and \( \hat{\epsilon} \hat{B}_r \), which ensures that the remaining equation (A8) is satisfied. Indeed, after substitution from (A13) and (A14), (A8) becomes

\[ (A15) \]

Substituting these relationships into (A9) and (A10), we obtain

\[ (A16) \]

From \( \text{div}(\mu u^2 \epsilon^2 B) = 0 \) given by (A4) and relying on the spherical symmetry of \( \epsilon \) and \( \mu \) and, using \( \hat{\epsilon} \hat{B}_r = 0 \) from (A12), we have

\[ (A17) \]

which ensures that the remaining equation (A8) is satisfied. Indeed, after substitution from (A13) and (A14), (A8) becomes

\[ (A18) \]

which is satisfied because of (A17). Strictly similar considerations apply to the complementary case with \( \hat{m} \hat{D}_r = 0 \) as shown in (A12).

The solution with vanishing radial magnetic field is called the electric wave (or transverse magnetic wave) and that with vanishing radial electric field is called the magnetic wave (or transverse electric wave). We show that they may each be derived from a scalar potential, \( \Pi \) and \( \hat{\Pi} \), respectively. These are known as the Debye potentials.

It follows from (A8), since \( \hat{\epsilon} \hat{B}_r = 0 \), that \( \hat{\epsilon} \hat{D}_\phi \) and \( \hat{\epsilon} \hat{D}_\theta \) may be represented in terms of a gradient of a scalar:

\[ (A19) \]

If we now put

\[ (A20) \]

then we have, from (A19),

\[ (A21) \]

It can be seen that (A13) and (A14) are satisfied by

\[ (A22) \]
If we substitute both equations from (A22) into (A5), we obtain
\[
\hat{\epsilon}D_r = -\frac{1}{\epsilon u^2 r^2 \sin \theta} \left( \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial (r^e \Pi)}{\partial \theta} \right) + \frac{1}{\sin \theta} \frac{\partial^2 (r^e \Pi)}{\partial \phi^2} \right).
\] (A23)

Substitution from (A22) and (A23) into (A15) and (A16) gives two equations, the first of which expresses the vanishing of the $\phi$ derivative, and the second the vanishing of the $\theta$ derivative of the same expression on the left-hand side. These equations may, therefore, be satisfied by equating this expression to zero, which gives
\[
e\frac{1}{\epsilon u^2 \partial \left[ \frac{1}{\epsilon u^2} \frac{\partial (r^e \Pi)}{\partial r} \right]} + \frac{1}{r^2 \sin \theta \partial \left( \sin \theta \frac{\partial (r^e \Pi)}{\partial \theta} \right)} + \frac{1}{r^2 \sin^2 \theta \frac{\partial^2 (r^e \Pi)}{\partial \phi^2}} + \epsilon \mu k^2 u^4 (r^e \Pi) = O(r_g^2, r_g^2 \omega_p^2).\] (A24)

Defining $' = \partial / \partial r$, this equation may be rewritten as
\[
\frac{1}{r^2} \partial r \left[ r^e \partial \left( r^e \Pi \right) \right] + \frac{1}{r^2 \sin \theta \partial \left( \sin \theta \frac{\partial (r^e \Pi)}{\partial \theta} \right)} + \frac{1}{r^2 \sin^2 \theta \frac{\partial^2 (r^e \Pi)}{\partial \phi^2}} + \left( \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right) \right) \left[ \frac{r^e \Pi}{\sqrt{\epsilon u}} \right] = 0,
\] (A25)

which is the wave equation for the quantity $r^e \Pi / \sqrt{\epsilon u}$, in the form
\[
\left( \Delta + \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right) \right) \left[ \frac{r^e \Pi}{\sqrt{\epsilon u}} \right] = O(r_g^2, r_g^2 \omega_p^2).\] (A26)

The equation for $r^m \Pi / \sqrt{\mu u}$ is identical to (A26), with $\epsilon$ and $\mu$ swapped.

In a similar way, we may consider the magnetic wave, and find that this wave can be derived from a potential $r^m \Pi$ that satisfies the same differential equation (A24) (or (A26)) as $r^e \Pi$. The complete solution of Maxwell’s field equations in terms of the electric and magnetic Debye potentials, $r^e \Pi$ and $r^m \Pi$, is obtained by adding the two fields (see similar derivations in Appendix E of [21] and Appendix A of [20]). This gives
\[
\hat{D}_r = \hat{\epsilon}D_r + \hat{m}D_r = \frac{\partial}{\partial r} \left[ \frac{1}{\epsilon u^2 r^2 \sin \theta} \frac{\partial (r^e \Pi)}{\partial r} \right] + \mu k^2 u^2 (r^m \Pi) = \frac{1}{\epsilon u^2} \left[ \frac{\partial^2 (r^e \Pi)}{\partial \theta^2} \right] + \left( \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right) \right) \left[ \frac{r^e \Pi}{\sqrt{\epsilon u}} \right] = -1 \frac{1}{\epsilon u^2 r^2 \sin \theta} \left[ \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial (r^e \Pi)}{\partial \theta} \right) + \frac{1}{\sin \theta} \frac{\partial^2 (r^e \Pi)}{\partial \phi^2} \right],
\] (A27)

\[
\hat{D}_\theta = \hat{\epsilon}D_\theta + \hat{m}D_\theta = \frac{1}{\epsilon u^2 r^2 \sin \theta} \left[ \frac{\partial^2 (r^e \Pi)}{\partial \theta^2} \right] + \frac{1}{r} \frac{\partial (r^m \Pi)}{\partial \phi},\] (A28)

\[
\hat{D}_\phi = \hat{\epsilon}D_\phi + \hat{m}D_\phi = \frac{1}{\epsilon u^2 r^2 \sin \theta} \frac{\partial^2 (r^e \Pi)}{\partial \phi^2} + \epsilon k^2 u^2 (r^m \Pi) = \frac{1}{\sqrt{\mu u}} \left[ \frac{\partial^2 (r^m \Pi)}{\partial \phi^2} \right] + \left( \epsilon \mu k^2 u^4 - \sqrt{\mu u} \left( \frac{1}{\sqrt{\mu u}} \right) \right) \left[ \frac{r^m \Pi}{\sqrt{\mu u}} \right] = -1 \frac{1}{\mu u^2 r^2 \sin \theta \partial \left( \sin \theta \frac{\partial (r^m \Pi)}{\partial \theta} \right) + \frac{1}{\sin \theta} \frac{\partial^2 (r^m \Pi)}{\partial \phi^2} \right],
\] (A29)

\[
\hat{B}_r = \hat{\epsilon}B_r + \hat{m}B_r = -\frac{1}{r} \frac{\partial (r^e \Pi)}{\partial \theta} + \frac{1}{\mu u^2 r^2 \sin \theta} \frac{\partial^2 (r^m \Pi)}{\partial \phi^2},\] (A30)

\[
\hat{B}_\theta = \hat{\epsilon}B_\theta + \hat{m}B_\theta = \frac{1}{r} \frac{\partial (r^e \Pi)}{\partial \phi} + \frac{1}{\mu u^2 r^2 \sin \theta} \frac{\partial^2 (r^m \Pi)}{\partial \phi^2},\] (A31)

\[
\hat{B}_\phi = \hat{\epsilon}B_\phi + \hat{m}B_\phi = \frac{1}{r} \frac{\partial (r^e \Pi)}{\partial \theta} + \frac{1}{\mu u^2 r^2 \sin \theta} \frac{\partial^2 (r^m \Pi)}{\partial \phi^2},\] (A32)

where the potentials $r^e \Pi$ and $r^m \Pi$ both satisfy the following wave equations, valid to $O(r_g^2, r_g^2 \omega_p^2 / \omega^2)$:
\[
\left( \Delta + \epsilon \mu k^2 u^4 - \sqrt{\epsilon u} \left( \frac{1}{\sqrt{\epsilon u}} \right) \right) \left[ \frac{r^e \Pi}{\sqrt{\epsilon u}} \right] = 0, \quad \left( \Delta + \epsilon \mu k^2 u^4 - \sqrt{\mu u} \left( \frac{1}{\sqrt{\mu u}} \right) \right) \left[ \frac{r^m \Pi}{\sqrt{\mu u}} \right] = 0.
\] (A33)
Also, for convenience, we gave three different but equivalent forms for the radial components for the EM field.

Finally, for the components \( D_\theta, D_\phi \) and \( B_\theta, B_\phi \) to be continuous over spherical surface at the termination shock, \( r = R_\ast \), it is evidently sufficient that the four quantities
\[
\epsilon(r^n \Pi), \quad \mu(r^n \Pi), \quad \frac{\partial(r^n \Pi)}{\partial r}, \quad \frac{\partial(r^n \Pi)}{\partial r},
\]
shall also be continuous over this surface. Thus, our boundary conditions also split into independent conditions on \( \Pi \) and \( m \Pi \). Our diffraction problem is thus reduced to the problem of finding two mutually independent solutions of the equations (A24) (or, equivalently, (A33)) with prescribed boundary conditions.

Appendix B: Light propagation in weak and static gravity and plasma

1. Light paths in weak and static gravity in the presence of plasma

To investigate the propagation of light in the vicinity of the Sun, we consider the metric [12] with \( u \) given by [10]. To account for the presence of plasma with a refractive index \( n = \sqrt{\epsilon \mu} \), following [12], we rescale the speed of light as \( c \to c/n = c/\sqrt{\epsilon \mu} \), which leads to the following modification of (13):
\[
ds^2 = n^{-1}u^{-2}c^2 dt^2 - nu^2 \left(d\vartheta^2 + \varphi d\theta d\varphi + \sin^2 \theta d\varphi^2\right),
\]
where, for non-magnetic media, the static index of refraction \( n^2 = \epsilon(r) \) from (1) together with the electron number density for the static part of the solar corona from [3] and [5], is given as
\[
n^2 = 1 - \frac{\omega_p^2}{\omega^2}, \quad \text{with} \quad \omega_p^2 = \frac{4\pi e^2}{m_e} \sum_i \alpha_i \left(\frac{R_\odot}{r}\right)^\beta_i.
\]

In the refractive medium of the solar plasma and in the weak gravitational field of the Sun, we may represent the trajectory of a light ray as a linear superposition of two perturbations: one introduced by gravity and the other one due to plasma. Thus, to first order in \( G \) and \( \omega_p^2/\omega^2 \), the trajectory of a light ray may be given as
\[
x^\alpha(t) = x^\alpha_0 + k^\alpha c(t - t_0) + x^\alpha_0(t) + x^\alpha_p(t) + \mathcal{O}(G^2, G\omega_p^2/\omega^2),
\]
where \( k^\alpha \) is the unit vector in the unperturbed direction of the light ray’s propagation, while \( x^\alpha_0(t) \) and \( x^\alpha_p(t) \) are the post-Newtonian and plasma terms, respectively. We define the four-dimensional wavevector in curved spacetime as usual:
\[
K^m = \frac{dx^m}{d\lambda} = \frac{dx^0}{d\lambda} \left(1, \frac{dx^\alpha}{d\lambda}\right) = K^0(1, \kappa^\alpha),
\]
where \( \lambda \) is the parameter along the ray’s path and \( \kappa^\alpha = dx^\alpha/dx^0 \) is the unit vector in that direction, i.e., \( \kappa, \kappa^\alpha = -1 \). From (B3) we see that the unit vector \( \kappa^\alpha \) may be represented as \( \kappa^\alpha = k^\alpha_0 + k^\alpha_p(t) + \mathcal{O}(G^2, G\omega_p^2/\omega^2) \), where \( k^\alpha_0(t) = dx^\alpha_0/dx^0 \) is the post-Newtonian perturbation and \( k^\alpha_p(t) = dx^\alpha_p/dx^0 \) is that due to plasma. The wavevector obeys the geodesic equation: \( dK^m/d\lambda + \Gamma^m_{0\alpha}(G^m K^0)^\alpha = 0 \), which, for temporal and spatial components, yields
\[
\frac{dK^0}{d\lambda} + 2K^0 K^\epsilon \left(c^{-2} \partial_\epsilon U - \frac{1}{4\omega^2} \partial_\epsilon \omega^2_p\right) = \mathcal{O}(G^2, G\omega_p^2/\omega^2),
\]
\[
\frac{dK^\alpha}{d\lambda} + 2K^\alpha K^\epsilon \left(c^{-2} \partial_\epsilon U - \frac{1}{4\omega^2} \partial_\epsilon \omega^2_p\right) + \left((K^0)^2 - K^0 K^\epsilon\right) \left(c^{-2} \partial_\epsilon U - \frac{1}{4\omega^2} \partial_\epsilon \omega^2_p\right) = \mathcal{O}(G^2, G\omega_p^2/\omega^2).
\]
Equation (B5) is an integral of motion due to energy conservation (as the metric (13) is independent on time). Indeed, we can present it as
\[
\frac{dK^0}{d\lambda} = K^0 K^\epsilon \left(2c^{-2} \partial_\epsilon U - \frac{1}{2\omega^2} \partial_\epsilon \omega^2_p\right) = \frac{d}{d\lambda} \left(g_{00} \frac{dx^0}{d\lambda}\right) + \mathcal{O}(G^2, G\omega_p^2/\omega^2) = \mathcal{O}(G^2, G\omega_p^2/\omega^2).
\]
Therefore, in the static field energy is conserved, and we have the following integral of motion:
\[
g_{00} \frac{dx^0}{d\lambda} = \text{const} + \mathcal{O}(G^2, G\omega_p^2/\omega^2) \quad \Rightarrow \quad x^0 = ct = k^0 \lambda + x^0_0(\lambda) + x^0_p(\lambda) + \mathcal{O}(G^2, G\omega_p^2/\omega^2),
\]
where $x^0_0(\lambda)$ is the post-Newtonian correction and $x^0_0(\lambda)$ is that due to plasma. We recall that the wavevector $K^\alpha$ is a null vector, which, to first order in $G$ and $\omega_\parallel^2/\omega^2$, and with $K^0 = k^0 + O(G, \omega_\parallel^2/\omega^2)$ yields the relation $K_mK^m = 0 = (k^0)^2(1 + \gamma_\parallel k^0 k^0 + O(G, \omega_\parallel^2/\omega^2))$. Then, Eq. (B10) becomes

$$
\frac{dK^\alpha}{\lambda} + 2(k^0)^2\left( c^{-2}\partial_\lambda U - \frac{1}{4\omega^2}\partial_\lambda \omega_\parallel^2 \right) = O(G^2, \omega_\parallel^2/\omega^2).
$$

We can now represent (B19) in terms of derivatives with respect to time $x^0$. First we have

$$
\frac{dK^\alpha}{\lambda} = (k^0)^2 \frac{d^2x^\alpha}{dx^0^2} + \frac{dK^0}{\lambda} \frac{dx^0}{dx^0}.
$$

(B10)

Substituting (B10) into (B9) and using (B10), we have

$$
\frac{d^2x^\alpha}{dx^0^2} + 2(k^0)^2\left( c^{-2}\partial_\lambda U - \frac{1}{4\omega^2}\partial_\lambda \omega_\parallel^2 \right) = -2k^0 k^\alpha\left( c^{-2}\partial_\lambda U - \frac{1}{4\omega^2}\partial_\lambda \omega_\parallel^2 \right) + O(G^2, \omega_\parallel^2/\omega^2).
$$

(B11)

Remember that for light $ds^2 = 0$. Then, from the fact that rays of light move along light cones, the following expression is valid $g_{mn}(dx^m/dx^0)(dx^n/dx^0) = 0 = 1 + k_\alpha k^\alpha + O(G, \omega_\parallel^2/\omega^2)$, which for (B11) yields

$$
\frac{d^2x^\alpha}{dx^0^2} = -2\left( \gamma_\parallel + 2k^0 k^\alpha \right) \left( c^{-2}\partial_\lambda U - \frac{1}{4\omega^2}\partial_\lambda \omega_\parallel^2 \right) + O(G^2, \omega_\parallel^2/\omega^2).
$$

(B12)

To continue, we examine the unperturbed part of (B10) and representing it as

$$
x^\alpha(t) = x^0_0 + k^0 c(t - t_0) + O(G, \omega_\parallel^2/\omega^2) = [k \times [x_0 \times k]] + k^\alpha ((k \cdot x_0) + c(t - t_0) + O(G, \omega_\parallel^2/\omega^2).
$$

(B13)

Following (21) (51) (57), we define $k^\alpha \equiv b = [k \times x_0 \times k] + O(G, \omega_\parallel^2/\omega^2)$ to be the impact parameter of the unperturbed trajectory of the light ray. The vector $b$ is directed from the origin of the coordinate system toward the point of the closest approach of the unperturbed path of light ray to that origin. We also introduce the parameter $\tau = t - t_0$ as

$$
\tau = (k \cdot x) = (k \cdot x_0) + c(t - t_0).
$$

(B14)

Clearly, when the coordinate system is oriented along the incidence direction of the light ray, then $\tau = (k \cdot x) \equiv z$.

These quantities allow us to rewrite (B13) as

$$
x^\alpha(\tau) = b^\alpha + k^0 \tau + O(G, \omega_\parallel^2/\omega^2), \quad r(\tau) = \sqrt{b^2 + \tau^2} + O(G, \omega_\parallel^2/\omega^2).
$$

(B15)

The following relations hold:

$$
r + \tau = \frac{b^2}{r - \tau} + O(G, \omega_\parallel^2/\omega^2), \quad r_0 + \tau_0 = \frac{b^2}{r_0 - \tau_0} + O(G, \omega_\parallel^2/\omega^2), \quad \text{and} \quad \frac{r + \tau}{r_0 + \tau_0} = \frac{r_0 - \tau_0}{r - \tau} + O(G, \omega_\parallel^2/\omega^2).\n$$

(B16)

They are useful for presenting the results of integration of the light ray equations in different forms.

Limiting our discussion to the monopole given by (10), we have $c^{-2}\partial^0 U = -(r_g/2r^2)\partial^0 r + O(G^2, r^{-4})$. We recall that $\partial^0 r = \partial^0 \sqrt{-x^\alpha x^\alpha - x^0_0/r}$. Then, $c^{-2}\partial^0 U = (r_g/2r^2) x^\alpha + O(r_g^2, r^{-4})$. In a similar manner, from (12), for the plasma-related term we obtain: $\partial^0 n_e(r) = \sum_k \alpha_{k\beta} \delta_k (R_0/r)^{\beta_k} (x^\alpha/r^2)$. As a result, (B12) takes the form:

$$
\frac{d^2x^\alpha}{dx^0^2} = -r^2 \frac{b^\alpha - k^\alpha \tau}{(b^2 + \tau^2)^{3/2}} + \frac{2\pi^2}{me^2} \sum_i \alpha_{ii} R_{0i}^i \frac{b^\alpha - k^\alpha \tau}{(b^2 + \tau^2)^{1+1/2}} + O(r_g^2, r_g^2 \omega_\parallel^2/\omega^2).
$$

(B17)

Using (B14), we make the substitution $d/dx^0 = d/d\tau$, which leads to the following equation:

$$
\frac{d^2x^\alpha}{d\tau^2} = -r^2 \frac{b^\alpha - k^\alpha \tau}{(b^2 + \tau^2)^{3/2}} + \frac{2\pi^2}{me^2} \sum_i \alpha_{ii} R_{0i}^i \frac{b^\alpha - k^\alpha \tau}{(b^2 + \tau^2)^{1+1/2}} + O(r_g^2, r_g^2 \omega_\parallel^2/\omega^2).
$$

(B18)

We integrate (B18) from $-\infty$ to $\tau$ to get the following result:

$$
\frac{dx^\alpha}{d\tau} = k^\alpha - r_g \left( \frac{k^\alpha}{\sqrt{b^2 + \tau^2}} + \frac{b^\alpha}{b^2} \left( \frac{\tau}{\sqrt{b^2 + \tau^2}} + 1 \right) \right) + \frac{2\pi^2}{me^2} \sum_i \alpha_{ii} R_{0i}^i \frac{b^\alpha - k^\alpha \tau}{(b^2 + \tau^2)^{1+1/2}} + O(r_g^2, r_g^2 \omega_\parallel^2/\omega^2).
$$
\[ + 2\pi e^2 \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{\beta_i} \left\{ \frac{k^{\alpha}(b^2)\frac{1}{2}\beta_i}{(b^2 + \tau^2)^{\frac{1}{2}\beta_i}} + \beta_i b^{\alpha} \left( \frac{2F_1\left[ \frac{3}{2}, 1 + \frac{1}{2}\beta_i, \frac{3}{2}, -\frac{\tau^2}{b^2} \right]}{b^\frac{3}{2}} \right) \right\}_-^{\tau \to \infty} + O(r_g^2, r_g \omega^2). \] (B19)

Following [20], we define the function \( Q_{\beta_i}(\tau) \) as
\[ Q_{\beta_i}(\tau) = 2F_1\left[ \frac{3}{2}, 1 + \frac{1}{2}\beta_i, \frac{3}{2}, -\frac{\tau^2}{b^2} \right] \] (B20)

which is a smooth and finite function for all values of \( \tau \) with the following relevant limits
\[ \lim_{\tau \to 0} Q_{\beta_i}(\tau) = 0, \quad \lim_{\tau \to \infty} Q_{\beta_i}(\tau) = Q_{\beta_i}^*, \quad \lim_{\beta_i \to \infty} Q_{\beta_i}^* = 0. \] (B21)

For \( \beta_i \), typically present in solar corona models (i.e., given in [4]), the quantity \( Q_{\beta_i}^* \) has the following values:
\[ Q_2^* = \frac{\pi}{2} \approx 1.5708, \quad Q_6^* = \frac{3\pi}{16} \approx 0.5891, \quad Q_{16} = \frac{122\pi}{4096} \approx 0.3290, \]
\[ Q_4^* = \frac{\pi}{4} \approx 0.7854, \quad Q_8^* = \frac{5\pi}{32} \approx 0.4909, \quad Q_{18} = \frac{6435\pi}{65536} \approx 0.3085. \] (B22)

Using the new function \([B20]\), we can improve the form of \([B19]\) as:
\[ \frac{dx^\alpha}{d\tau} = k^{\alpha} - r_g \left( \frac{k^\alpha}{\sqrt{b^2 + \tau^2}} + \frac{b^{\alpha}}{b^2} \left( \frac{\tau}{\sqrt{b^2 + \tau^2}} + 1 \right) \right) + \]
\[ + \frac{2\pi e^2}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{\beta_i} \left\{ \frac{k^\alpha(b^2)^{\frac{1}{2}\beta_i}}{(b^2 + \tau^2)^{\frac{1}{2}\beta_i}} + \beta_i b^{\alpha} \left( Q_{\beta_i+2}(\tau) + Q_{\beta_i}^* \right) \right\} + O(r_g^2, r_g \omega^2). \] (B23)

From \([B23]\), and with the help of \([B14]-[B15]\), we have the following expression for the wavevector \( k^\alpha \) from \([B4]\):
\[ k^{\alpha} = \frac{dx^\alpha}{d\tau} = k^{\alpha} \left( 1 - \frac{r_g}{r} - \frac{r_g}{b^2} \left( 1 + \frac{\mathbf{k} \cdot \mathbf{x}}{r} \right) \right) + \]
\[ + \frac{2\pi e^2}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{-\beta_i-1} \left\{ \frac{k^\alpha(Q_{\beta_i}(\tau) - Q_{\beta_i}(\tau_0))}{\sqrt{b^2 + \tau} + \tau - \sqrt{b^2 + \tau^2} - \tau_0} \right\} + \]
\[ + \frac{2\pi e^2}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{-\beta_i-1} \left\{ k^\alpha(Q_{\beta_i+1}(\mathbf{x}) - Q_{\beta_i+1}(\mathbf{x} - \mathbf{x}_0)) + \beta_i b^{\alpha} \left( \int_{\tau_0}^{\tau} Q_{\beta_i+2}(\tau') d\tau' + (\tau - \tau_0) Q_{\beta_i+2}^* \right) \right\} \] (B25)

which, to the order of \( O(r_g^2, r_g \omega^2) \), results in
\[ x^\alpha(\tau) = b^\alpha + k^\alpha \tau - r_g \left( k^\alpha \ln \frac{\tau}{\tau_0} + \frac{b^\alpha}{b^2} \left( \sqrt{b^2 + \tau^2} + \tau - \sqrt{b^2 + \tau^2} - \tau_0 \right) \right) + \]
\[ + \frac{2\pi e^2}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{-\beta_i-1} \left\{ k^\alpha(Q_{\beta_i}(\tau) - Q_{\beta_i}(\tau_0)) + \beta_i b^{\alpha} \left( \int_{\tau_0}^{\tau} Q_{\beta_i+2}(\tau') d\tau' + (\tau - \tau_0) Q_{\beta_i+2}^* \right) \right\}. \] (B26)

or, equivalently, substituting \( \tau \) and \( r \) from \([B14]-[B15]\), we have
\[ x^\alpha(t) = x^\alpha_0 + k^\alpha c(t - t_0) - r_g \left( k^\alpha \ln \frac{r + (\mathbf{k} \cdot \mathbf{x})}{r_0 + (\mathbf{k} \cdot \mathbf{x}_0)} + \frac{b^\alpha}{b^2} (r + (\mathbf{k} \cdot \mathbf{x}) - r_0 - (\mathbf{k} \cdot \mathbf{x}_0)) \right) + \]
\[ + \frac{2\pi e^2}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{b} \right)^{-\beta_i-1} \left\{ k^\alpha(Q_{\beta_i}(\mathbf{x}) - Q_{\beta_i}(\mathbf{x} - \mathbf{x}_0)) + \beta_i b^{\alpha} \left( \int_{\tau_0}^{\tau} Q_{\beta_i+2}(\tau') d\tau' + (\mathbf{k} \cdot (\mathbf{x} - \mathbf{x}_0)) Q_{\beta_i+2}^* \right) \right\} + O(r_g^2, r_g \omega^2). \] (B27)
Therefore, the trajectory of a light ray in a static weak gravitational field with refractive medium \(1\) and \(3\) is described by \(\text{[B24]}\), while the direction of its wavevector \(k^\alpha = dx^\alpha /dx^0\) is given by \(\text{[B24]}\). For a radial light ray given by \(k^\alpha = x^0_0 /r_0 = n_0^2\) and \(b = 0\), we integrate \(\text{[B17]}\) with \(b = 0\) to obtain:

\[
\frac{dx^\alpha}{d\tau} = n_0^2 \left\{ 1 - \frac{r_g}{r} + \frac{2\pi e^2}{m_\epsilon \omega^2} \sum_i \alpha_i \left( \frac{R_\gamma}{r} \right)^{\beta_i} \right\} + \mathcal{O}(r_g^2, r_g^2 \omega_p^2, \omega_p^2). \tag{B28}
\]

\[
x^\alpha(t) = x_0^\alpha + n_0^2 \left( c(t - t_0) - r_g \ln \frac{r}{r_0} - \frac{2\pi e^2 R_\gamma}{m_\epsilon \omega^2} \sum_i \frac{\alpha_i}{\beta_i - 1} \left\{ \left( \frac{R_\gamma}{r_0} \right)^{\beta_i - 1} - \left( \frac{R_\gamma}{r_0} \right)^{\beta_i - 1} \right\} \right) + \mathcal{O}(r_g^2, r_g^2 \omega_p^2). \tag{B29}
\]

2. Geometric optics approximation for the wave propagation in the vicinity of a massive body

In geometric optics, the phase \(\varphi\) is a scalar function, a solution to the eikonal equation \(\text{[13, 22, 37, 79]}\):

\[
g^{mn} \partial_m \varphi \partial_n \varphi = 0. \tag{B30}
\]

We use this equation to determine the phase evolution in the presence of plasma and gravity. For this, we use the metric, \(g_{mn}, \text{[B1]}\) with plasma index of refraction, \(n\), given by \(\text{[B2]}\).

Given the wavevector \(K_m = \partial_m \varphi\), and its tangent \(K^m = dx^m /d\lambda = g^{mn} \partial_n \varphi\) where \(\lambda\) is an affine parameter, we note that \(\text{[B50]}\) states that \(K^m\) is null \((g_{mn} K^m K^n = 0)\), thus

\[
\frac{dK_m}{d\lambda} = \frac{1}{2} \partial_m g_{kl} K^k K^l. \tag{B31}
\]

Eq. \(\text{[B30]}\) can be solved by assuming an unperturbed solution that is a plane wave:

\[
\varphi(t, x) = \varphi_0 + \int K_m dx^m + \varphi_0(t, x) + \varphi_p(t, x) + \mathcal{O}(r_g^2, r_g^2 \omega_p^2, \omega_p^2). \tag{B32}
\]

where \(\varphi_0\) is an integration constant and, to Newtonian order, \(K_m = (k_0^m, k_0^0) = k_0(1, k)\), where \(k_0 = \omega /c\), is a constant null vector of the unperturbed light ray trajectory, \(\gamma_{mn} K^m K^n = \mathcal{O}(r_g^2, \omega_p^2 /\omega^2)\); also, \(\varphi_0\) is the post-Newtonian perturbation of the eikonal, and \(\varphi_p(t, x)\) is the perturbation due to plasma. The wavevector \(K^m(t, x)\) then also admits a series expansion in the form

\[
K^m(t, x) = \frac{dx^m}{d\lambda} = g^{mn} \partial_n \varphi = k_0^m + k_0^0 \partial_0 \varphi(t, x) + k_p^m(t, x) + \mathcal{O}(r_g^2, r_g^2 \omega_p^2, \omega_p^2), \tag{B33}
\]

where \(k_0^m(t, x) = \gamma_{mn} \partial_n \varphi_0(t, x)\) and \(k_p^m(t, x) = \gamma_{mn} \partial_n \varphi_p(t, x)\) are the first order perturbations of the wavevector due to post-Newtonian gravity and plasma, correspondingly.

Substituting \(\text{[B32]}\) into \(\text{[B30]}\) and defining \(h_{mn} = g_{mn} - \gamma_{mn}\) with \(g_{mn}\) from \(\text{[B1]} - \text{[B2]}\), we obtain an ordinary differential equation to determine the perturbations \(\varphi_0\) and \(\varphi_p\):

\[
\frac{d\varphi_0}{d\lambda} + \frac{d\varphi_p}{d\lambda} = - \frac{1}{2} h^{mn} k_m k_n = - \frac{k_0^2}{c^2} \left( 2U - \frac{2\pi e^2 n_e}{m_\epsilon \omega^2} \right) + \mathcal{O}(r_g^2, r_g^2 \omega_p^2, \omega_p^2), \tag{B34}
\]

where \(d\varphi_0 /d\lambda + d\varphi_p /d\lambda = K_m \partial^m \varphi\). Similarly to \(\text{[B33]}\), to Newtonian order, we represent the light ray’s trajectory as

\[
\{ x^m \} = \left\{ x^0 = ct, \ x(t) = x_0 + kc(t - t_0) \right\} + \mathcal{O}(r_g^2, \omega_p^2, \omega^2), \tag{B35}
\]

and substituting a monopole potential characterized by the Schwarzschild radius \(r_g\) for \(U\) and \(n_e\) from \(\text{[3]}\), we obtain

\[
\frac{d\varphi_0}{d\lambda} + \frac{d\varphi_p}{d\lambda} = \frac{k_0^2 r_g}{|x_0 + kc(t - t_0)|} + \frac{2\pi e^2 k_0^2 r_g}{m_\epsilon \omega^2} \sum_i \frac{\alpha_i R_\gamma^{\beta_i}}{|x_0 + kc(t - t_0)|^{\beta_i}} + \mathcal{O}(r_g^2, r_g^2 \omega_p^2, \omega_p^2). \tag{B36}
\]

The representation of the trajectory given by \(\text{[B35]}\) allows us to express the Newtonian part of the wavevector \(K^m\), as given by \(\text{[B33]}\), as \(K^m = dx^m /d\lambda = k_0^m + \mathcal{O}(r_g, \omega_p^2 /\omega^2)\), where \(k_0^m\) is immediately derived to have the
form \( k^0 = c dt/d\lambda + O(r_g, \omega_p^2/\omega^2) \) and \(|k| = 1\). Keeping in mind that \( k^m \) is constant and using (B14), we establish an important relationship:

\[
d\lambda = \frac{c dt}{k^0} + O(r_g, \frac{\omega_p^2}{\omega^2}) = \frac{c dt}{k^0} + O(r_g, \frac{\omega_p^2}{\omega^2}) = \frac{d\tau}{k^0} + O(r_g, \frac{\omega_p^2}{\omega^2}),
\]

(B37)

which we use together with (B15) and (B11) to integrate (B36).

As a result, in the body’s proper reference frame [23, 75], we obtain the following expression for the phase evolution of an EM wave that propagates on the background of a gravitating monopole and plasma to the order of \( O(r_g^2, r_g \omega_p^2/\omega^2) \)

\[
\varphi(t, \mathbf{x}) = \varphi_0 + k_0 \left\{ r - (\mathbf{k} \cdot \mathbf{x}) - r_g \ln \left[ \frac{r + (\mathbf{k} \cdot \mathbf{x})}{r_0 + (\mathbf{k} \cdot \mathbf{x}_0)} \right] + \frac{2\pi e R_\odot}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{r_i} \right)^{\beta_i - 1} \left( Q_{\beta_i}(r_\odot) - Q_{\beta_i}(r_0) \right) \right\},
\]

(B38)

or, equivalently,

\[
\varphi(t, \mathbf{x}) = \varphi_0 + k_0 \left\{ c(t - t_0) - (r - r_0) - r_g \ln \left[ \frac{r + (\mathbf{k} \cdot \mathbf{x})}{r_0 + (\mathbf{k} \cdot \mathbf{x}_0)} \right] + \frac{2\pi e R_\odot}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{r_i} \right)^{\beta_i - 1} \left( Q_{\beta_i}(r_\odot) - Q_{\beta_i}(r_0) \right) + O(r_g^2, r_g \omega_p^2/\omega^2) \right\}.
\]

(B39)

For a radial light ray with \( k^\alpha = x_0^\alpha/r_0 = n_0^\alpha \) (similarly to (329)), from (B38) accurate to \( O(r_g^2, r_g \omega_p^2/\omega^2) \) we have

\[
\varphi(t, \mathbf{x}) = \varphi_0 + k_0 \left\{ c(t - t_0) - (r - r_0) - r_g \ln \left[ \frac{r + (\mathbf{k} \cdot \mathbf{x})}{r_0 + (\mathbf{k} \cdot \mathbf{x}_0)} \right] + \frac{2\pi e R_\odot}{m_e \omega^2} \sum_i \alpha_i \left( \frac{R_\odot}{r_i} \right)^{\beta_i - 1} \left[ \left( \frac{R_\odot}{r_0} \right)^{\beta_i - 1} - \left( \frac{R_\odot}{r_0} \right)^{\beta_i - 1} \right] \right\}.
\]

(B40)

It is worth pointing out that the results obtained here for the phase of an EM wave (B38) and (B40) are consistent with those obtained in the preceding section obtained for the geodesic trajectory of a light ray (B27) and (B29).

**Appendix C: Solution for the radial equation in the WKB approximation**

Here we focus on the equation for the radial function, \( R \), given by (10) with \( \alpha = \ell(\ell + 1) \):

\[
\frac{d^2 R}{dr^2} + \left( k^2(1 + \frac{2r_g}{r}) + \frac{r_g}{r} - \frac{\alpha}{r^2} \right) R = 0.
\]

(C1)

When the functional dependence of \( V_r \) (10) falls off faster than \( r^{-2} \), this term represents an additional short range potential. No exact solution exists for such an equation, especially with the generic form of \( n_i \), (39), and, thus, \( \omega_p^2 \) in (40). Nevertheless, following an approach presented in [21, 32], we explore an approximate solution to (12) using the method of stationary phase (i.e., the Wentzel–Kramers–Brillouin, or WKB approximation [40]). As we are interested in the case when \( k \) is rather large (for optical wavelengths \( k = 2\pi/\lambda = 6.28 \cdot 10^6 \text{ m}^{-1} \)), we are looking for an asymptotic solution as \( k \to \infty \). In fact, we are looking for a solution in the form

\[
R = e^{ikS(r)} \left[ a_0(r) + k^{-1}a_1(r) + ... + k^{-n}a_n(r) + ... \right].
\]

(C2)

Technically, however, it is more convenient to search for a solution to (C1) in an exponential form:

\[
R = \exp \left[ \int_0^r i \left( k\alpha_{-1}(t) + a_0(t) + k^{-1}a_1(t) + ... + k^{-n}a_n(t) + ... \right) dt \right].
\]

(C3)

Defining \( ' = d/dr \), with the help of a substitution of \( R/R = w \), for the function \( w \) we obtain the following equation:

\[
w' + w^2 + k^2 \left( 1 + \frac{2r_g}{r} \right) + \frac{r_g}{r^3} - \frac{\alpha}{r^2} = 0.
\]

(C4)

Using this substitution, up to the terms \( \propto k^{-5} \), we have

\[
w = i \left( k\alpha_{-1}(r) + a_0(r) + k^{-1}a_1(r) + k^{-2}a_3(r) + ... + k^{-n}a_n(r) + ... \right).
\]

(C5)
Substituting (C5) into (C4) we obtain

\[ k^2 \left[ 1 + \frac{2r_g}{r} - \alpha_2^2(r) \right] + k \left[ i\alpha_2'(r) - 2\alpha_1(r)\alpha_0(r) \right] + 
\]
\[ + i\alpha_0'(r) - \alpha_0^2(r) - 2\alpha_1(r)\alpha_1(r) + \frac{r_g}{r^3} - \frac{\alpha}{r^2} + 
\]
\[ + k^{-1} \left[ i\alpha_2'(r) - 2\alpha_1(r)\alpha_2(r) - 2\alpha_0(r)\alpha_1(r) \right] + 
\]
\[ + k^{-2} \left[ i\alpha_2'(r) - \alpha_2^2(r) - 2\alpha_1(r)\alpha_0(r) - 2\alpha_0(r)\alpha_2(r) \right] + 
\]
\[ + k^{-3} \left[ i\alpha_2'(r) - 2\alpha_1(r)\alpha_4(r) - 2\alpha_0(r)\alpha_3(r) - 2\alpha_1(r)\alpha_2(r) \right] + 
\]
\[ + k^{-4} \left[ i\alpha_2'(r) - \alpha_2^2(r) - 2\alpha_1(r)\alpha_5(r) - 2\alpha_0(r)\alpha_4(r) - 2\alpha_1(r)\alpha_3(r) \right] = \mathcal{O}(k^{-5}, r_g^2). \]  

(C6)

Now, if we equate the terms with respect to the same powers of \( k \), we get

\[ \alpha_{-1}(r) = 1 + \frac{2r_g}{r}, \quad i\alpha_{-1}(r) - 2\alpha_{-1}(r)\alpha_0(r) = 0, \quad \alpha_0'(r) - \alpha_0^2(r) - 2\alpha_{-1}(r)\alpha_1(r) + \frac{r_g}{r^3} - \frac{\alpha}{r^2} = 0, \]
\[ i\alpha_1'(r) - 2\alpha_{-1}(r)\alpha_2(r) - 2\alpha_0(r)\alpha_1(r) = 0, \quad \alpha_2'(r) - \alpha_2^2(r) - 2\alpha_1(r)\alpha_3(r) - 2\alpha_0(r)\alpha_2(r) = 0, \]
\[ i\alpha_3'(r) - 2\alpha_{-1}(r)\alpha_4(r) - 2\alpha_0(r)\alpha_3(r) - 2\alpha_1(r)\alpha_2(r) = 0, \]
\[ i\alpha_4'(r) - \alpha_2^2(r) - 2\alpha_{-1}(r)\alpha_5(r) - 2\alpha_0(r)\alpha_4(r) - 2\alpha_1(r)\alpha_3(r) = 0. \]  

(C7)

These equations, to the order of \( \mathcal{O}(k^{-5}, r_g^2) \), may be solved as

\[ \alpha_{-1}(r) = \pm (1 + \frac{r_g}{r}), \quad \alpha_0(r) = -i \frac{r_g}{2r^2}, \quad \alpha_1(r) = \pm \frac{\alpha}{2r^2} \left( 1 - \frac{r_g}{r} \right), \quad \alpha_2(r) = i \frac{\alpha}{2r^3} \left( 1 - \frac{3r_g}{r} \right), \]
\[ \alpha_3(r) = \pm \left[ \frac{3\alpha}{4r^4} \left( 1 - \frac{16r_g}{3r} \right) - \frac{\alpha^2}{8r^2} \left( 1 - \frac{3r_g}{r} \right) \right], \quad \alpha_4(r) = i \left[ - \frac{3\alpha}{2r^5} \left( 1 - \frac{95r_g}{12r} \right) + \frac{\alpha^3}{2r^7} \left( 1 - \frac{5r_g}{r} \right) \right], \]
\[ \alpha_5(r) = \pm \left[ - \frac{15\alpha}{4r^6} \left( 1 - \frac{107r_g}{40r} \right) + \frac{\alpha^2}{4r^8} \left( 1 - \frac{94r_g}{7r} \right) - \frac{\alpha^3}{16r^9} \left( 1 - \frac{5r_g}{r} \right) \right], \ldots \]  

(C8)

Substituting solutions (C8) into (C3) and keeping the integration bounds for brevity, we have

\[ S_{-1}(r) = \int_{r_0}^{r} \alpha_{-1}(\tilde{r}) d\tilde{r} = \pm \int_{r_0}^{r} \left( 1 + \frac{r_g}{r} \right) d\tilde{r} = \pm \left[ r + r_g \ln 2kr \right]_{r_0}^{r}, \]  

(C9)
\[ S_0(r) = \int_{r_0}^{r} \alpha_0(\tilde{r}) d\tilde{r} = -i \int_{r_0}^{r} \frac{r_g}{2r^2} d\tilde{r} = i \frac{r_g}{2r} \left[ r \right]_{r_0}^{r}, \]  

(C10)
\[ S_1(r) = \int_{r_0}^{r} \alpha_1(\tilde{r}) d\tilde{r} = \pm \frac{\alpha}{2} \int_{r_0}^{r} \frac{d\tilde{r}}{2r} \left( 1 - \frac{r_g}{r} \right) = \pm \frac{\alpha}{2} \left( 1 - \frac{r_g}{2r} \right) \left[ r \right]_{r_0}^{r}, \]  

(C11)
\[ S_2(r) = \int_{r_0}^{r} \alpha_2(\tilde{r}) d\tilde{r} = \frac{\alpha}{2} \int_{r_0}^{r} \frac{d\tilde{r}}{2r^3} \left( 1 - \frac{3r_g}{r} \right) = -i \frac{\alpha}{4r} \left( 1 - \frac{2r_g}{r} \right) \left[ r \right]_{r_0}^{r}, \]  

(C12)
\[ S_3(r) = \int_{r_0}^{r} \alpha_3(\tilde{r}) d\tilde{r} = \pm \int_{r_0}^{r} \left[ \frac{3\alpha}{4r^4} \left( 1 - \frac{16r_g}{3r} \right) - \frac{\alpha^2}{8r^2} \left( 1 - \frac{3r_g}{r} \right) \right] d\tilde{r} = \pm \left( \frac{\alpha}{4r^3} \left( 1 - \frac{4r_g}{r^2} \right) - \frac{\alpha^2}{24r^3} \left( 1 - \frac{9r_g}{4r} \right) \right) \left[ r \right]_{r_0}^{r}, \]  

(C13)
\[ S_4(r) = \int_{r_0}^{r} \alpha_4(\tilde{r}) d\tilde{r} = i \int_{r_0}^{r} \left[ - \frac{3\alpha}{2r^5} \left( 1 - \frac{95r_g}{12r} \right) + \frac{\alpha^2}{2r^7} \left( 1 - \frac{5r_g}{r} \right) \right] d\tilde{r} = \left( \frac{3\alpha}{8r^4} \left( 1 - \frac{19r_g}{3r} \right) - \frac{\alpha^2}{8r^4} \left( 1 - \frac{4r_g}{r} \right) \right) \left[ r \right]_{r_0}^{r}, \]  

(C14)
\[ S_5(r) = \int_{r_0}^{r} \alpha_5(\tilde{r}) d\tilde{r} = \pm \int_{r_0}^{r} \left[ - \frac{15\alpha}{4r^6} \left( 1 - \frac{107r_g}{40r} \right) + \frac{\alpha^2}{4r^8} \left( 1 - \frac{94r_g}{7r} \right) - \frac{\alpha^3}{16r^9} \left( 1 - \frac{5r_g}{r} \right) \right] d\tilde{r} = \pm \left( \frac{3\alpha}{4r^5} \left( 1 - \frac{214r_g}{15r} \right) - \frac{\alpha^2}{20r^5} \left( 1 - \frac{235r_g}{21r} \right) + \frac{\alpha^3}{80r^6} \left( 1 - \frac{25r_g}{6r} \right) \right) \left[ r \right]_{r_0}^{r}. \]  

(C15)

As we see, for \( i \geq 1 \) functions \( S_i \) from (C11 - C15) have factors of the type \((1 - \beta r_g / r)\) in their structure, where \( \beta \) is some constant. Clearly, outside the Sun, the ratio \( r_g / r \) is very small; it reaches its maximum value at the solar radius and then it diminishes as \( r_g / r = 2.45 \times 10^{-8} \times R_\odot / r \). As for any practical application \( r \gg R_\odot \), this ratio may be neglected and factors \((1 - \beta r_g / r)\) may be treated as being equal to \( 1 \) in all of such occurrences present in \( S_i, i \geq 1 \).

We now obtain two approximate solutions for the partial radial function \( R_\ell \), which is given, to \( \mathcal{O}(kr^{-6}, r_g^2) \), as

\[ R_\ell(r) = c_\ell \exp \left\{ i(kS_{-1}(r) + S_0(r) + k^{-1}S_1(r) + k^{-2}S_2(r) + k^{-3}S_3(r) + k^{-4}S_4(r) + k^{-5}S_5(r)) \right\} + \]
where \( c_t \) and \( d_t \) are arbitrary constants. Substituting \((C9)-(C15)\) in \((C16)\), we obtain the following solution for \( R_t \):

\[
u R_t(r) = \exp \left[ \frac{\ell(\ell + 1)}{4k^2r^2} - \frac{3\ell(\ell + 1)}{8k^4r^4} \right] \times \]

\[
\times \left\{ c_t \exp \left[ i \left( k(r + r_g \ln 2kr) + \frac{\ell(\ell + 1)}{2kr} - \frac{\ell(\ell + 1)}{2kr^2} + \frac{\ell(\ell + 1)^2}{24k^3r^3} - \frac{3\ell(\ell + 1)^2}{24k^3r^3} + \frac{7\ell(\ell + 1)^2}{20k^5r^5} + \frac{\ell(\ell + 1)^3}{80k^5r^5} \right) \right] + \\
+ d_t \exp \left[ -i \left( k(r + r_g \ln 2kr) + \frac{\ell(\ell + 1)}{2kr} - \frac{\ell(\ell + 1)}{2kr^2} + \frac{\ell(\ell + 1)^2}{24k^3r^3} + \frac{3\ell(\ell + 1)^2}{24k^3r^3} - \frac{7\ell(\ell + 1)^2}{20k^5r^5} + \frac{\ell(\ell + 1)^3}{80k^5r^5} \right) \right] \right\} + \mathcal{O}\left((kr)^{-6}, r_g^2\right),
\]

where \( c_t \) and \( d_t \) now account for all the integration constants relevant to the point \( r_0 \) in \((C9)-(C15)\).

As we discussed in \[21\], omission of the \( r_g/r^3 \) term in \((C1)\) leads to appearance of an “uncompensated” term \( r_g/4kr^2 = (1/8\pi)(r_g\lambda/r^2) \) in the exponent of \((C17)\). This term is extremely small; it decays fast as \( r \) increases, and, thus, it may be neglected in the solution for the radial function. A similar point was made in \[81\], suggesting that one can neglect the \( r^{-3} \) terms in \((C1)\) (the same, of course, is true for \( (H6) \)) and reduce the problem to the case of the equation for the radial function being the Schrödinger equation describing scattering in a Coulomb potential.

Expression \((C17)\) is used in Section V A where we apply the method of the stationary phase to develop expressions containing the scattering amplitude. As we saw previously (e.g., \[21\], \[22\]) the solution for the points of the stationary phase leads to a solution for \( \ell \) of the form \( \ell \approx kr\sin\theta \). This observation allows us to somewhat simplify the expressions \((C17)\). Indeed, any term for which the exponent of \( \ell \) in the numerator is less than the exponent of \( (kr) \) in the denominator is extremely small compared to the other terms. Indeed, the first and last terms in the amplitude are of order \( \ell^2/(kr)^2 \) and \( \ell^4/(kr)^4 \), correspondingly. However, the second term is of order \( \ell^2/(kr)^2 \), which is \( 1/(kr)^2 \) times smaller than the first term and \( 1/\ell^2 \) smaller than the third term. Thus, the second term may be neglected. On the same grounds we may neglect three terms in the phase of expression \((C17)\). In addition, similarly to \[21\], we may further improve the asymptotic expression for \( R_t \) from \((C17)\) by accounting for the Coulomb phase shifts, which can be done by simply redefining the constants \( c_t \) and \( d_t \) yet again \[21\] as

\[
\text{as } c_t \rightarrow c_t \exp \left[ i(\tau_t - \pi\ell/2) \right], \quad \text{and } d_t \rightarrow d_t \exp \left[ -i(\tau_t - \pi\ell/2) \right].
\]

As a result of the simplifications and rescaling of the constants discussed above, the expression for the asymptotic behavior of the partial radial function \( R_t \) takes the following form:

\[
u R_t(r) = \exp \left[ \frac{\ell(\ell + 1)}{4k^2r^2} + \frac{\ell(\ell + 1)^2}{8k^4r^4} \right] \times \]

\[
\times \left\{ c_t \exp \left[ i \left( k(r + r_g \ln 2kr) + \frac{\ell(\ell + 1)}{2kr} + \frac{\ell(\ell + 1)^2}{24k^3r^3} + \frac{3\ell(\ell + 1)^2}{24k^3r^3} + \frac{7\ell(\ell + 1)^2}{20k^5r^5} + \tau_L - \frac{\pi\ell}{2} \right) \right] + \\
+ d_t \exp \left[ -i \left( k(r + r_g \ln 2kr) + \frac{\ell(\ell + 1)}{2kr} + \frac{\ell(\ell + 1)^2}{24k^3r^3} + \frac{3\ell(\ell + 1)^2}{24k^3r^3} + \frac{7\ell(\ell + 1)^2}{20k^5r^5} + \tau_L - \frac{\pi\ell}{2} \right) \right] \right\} + \mathcal{O}\left((kr)^{-6}, r_g^2\right).
\]

In \[21\] the asymptotic behavior of the Coulomb function was obtained for very larger distances from the turning point for \( r \gg r_t \); the solution \((C19)\) improves it further by extending the argument of these functions to shorter distances, closer to the turning point (as was done in \[21\] for Riccati–Bessel functions in the flat space-time.)