Technology of acoustic monitoring, detection and localization of objects in the controlled area
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Abstract. Given article describes an algorithm for determining the distance to the sound source based on estimating the incoming sound power and frequency variations over distance. In this way, it is possible to locate objects based only on their acoustic characteristics, without any visual information. The audio signal is recorded with the help of a group of four interconnected microphones, located on an immovable platform, which was shown to produce the best measurement results. In practice, the precise distance to the sound source is often unknown, which motivates its estimation with the help of other input parameters, such as the incoming sound intensity and its time of arrival. Using these input parameters allows to calculate distance to the sound source in the case of the impulse acoustic signal. Afterwards, it is processed by applying amplitude and frequency algorithms, which are shown to be robust to noises. Such approach can be applied effectively in the necessity of observing moving or stationary objects, the visibility of which may be restricted.

1. Introduction

Determining the direction to the source of the acoustic signal and estimating the distance to it are representing typical problems that are widely considered in the scientific literature [1-5].

Solution of such tasks according to the mentioned criteria becomes dominant, when alternative methods of object localization are limited or too complex, for example, in the case of restricted visibility.

Acoustic distance determination is used in the field of surveillance and monitoring of many types of objects, and can also be used to build an interface for practical systems of human-machine interaction, for mobile platforms such as surveillance cameras or teleconferencing systems [6], and also can be used for military purposes. Acoustic surveillance systems, in the case of availability of means of direction and distance determination, can be used in the fight against terrorism when the source of a potential threat needs to be identified.

Tasks concerned with the audio signal recording and estimation are usually solved with the help of the group of sensors, or microphones, connected together, in a quantity from 1 to 6 [7-15]. Microphones can be located on an immovable or movable platform. In the latter case, the primary task becomes more complex due to necessity of moving platform noise filtering in addition to the noise of the environment.
The following methods [16-18] for the sound source characteristics determination are distinguished: the application of neural networks, distance estimation based on sound power, by statistical data analysis, sound localization based on cross-correlation functions and others.

This article proposes a method for estimating the distance to the sound source, based on the application of 4 microphones for the impulse signal recording and its further processing using amplitude and frequency algorithms. Each of the algorithms allows to obtain a fairly accurate estimate of the distance to the sound source, even when the received signal is distorted by noise and echoes.

2. **Physics of the investigated process**

During an explosion, the sound source is a shock wave that turns into a sound wave. There are two phenomena acting as a sound source in the process of shooting: a muzzle wave and a ballistic wave.

A muzzle wave is a powerful sound pulse in the form of a spherical wave. Its center is slightly in front of the muzzle of the weapon. Near the gun (or rifle) the speed of the muzzle wave is slightly higher than the speed of sound, but at a distance of several dozens of meters, this speed does not differ from the speed of sound.

A ballistic wave is a region of increased pressure formed during the flight of a projectile (bullet) at supersonic speed. It has the shape of a cone that separates disturbed and undisturbed air.

Because it is desirable that the method is suitable for determining the direction to different sound sources and because it is not possible to know where the shot was aimed, and therefore estimate at least the azimuth for the axis of the ballistic wave cone, the muzzle wave has been chosen for the study.

It is important to note that the muzzle wave, despite its spherical shape, has an inhomogeneous distribution of energy in different directions at a considerable distance from the sound source. Thus, according to [19], the averaged difference between the volume in the direction of the shot and in the opposite direction reaches 15 dB. In addition, the presence of the muzzle brake and its design significantly affect the distribution of sound energy in different directions. This in turn necessitates the use of several different, and preferably independent, features or criteria in order to determine the distance to the sound source.

There are two features for determining the distance to the sound source:
1) based on the amplitude response,
2) based on the frequency response.

Determining the distance by the amplitude response is based primarily on the effect of spherical sound scattering. The following formula is used for the evaluation:

\[ E(r) = \frac{E_0 d_0^a}{d_1^a}, \]

where \( d_1 \) is the distance to the sound source;
\( a \) is the degree (parameter to be defined);
\( E_0 \) is the initial energy estimate, on the distance \( d_0 \).

In addition, it is necessary to take into account longitudinal attenuation of sound, which in general is defined by the following formula [20]:

\[ p_t = p_i e^{-0.1151 \alpha d}, \]

where \( p_t \) is the sound pressure;
\( p_i \) is the initial sound pressure;
\( d \) is the length of the sound propagation trajectory, in meters;
\( \alpha \) is the coefficient of pure tone sound attenuation due to its absorption by the atmosphere;
Constant \( 0.1151 = 1/(10 \lg(e^2)) \).
The formula, which allows to express the coefficient \( \alpha \) depending on the frequency \( f \), is given in the same fashion:

\[
\alpha = K f^2,
\]

where \( K \) is a coefficient depending on the pressure and temperature of the environment; \( f \) is the frequency of the sound.

To determine the distance based on the frequency response, it is possible to measure the ratio of the amplitudes of the frequencies at the opposite edges of the frequency range, which belongs to the studied fragment of the audio recording containing the shot or explosion. Substituting (3) into (2) and taking into account the ratio between different values, the following dependency for the evaluation is obtained:

\[
F(r) = e^{a-rb},
\]

where \( a \) is the compensation component (parameter to be determined);
\( r \) is the distance to the sound source;
\( b \) is the value, which depends on the \( K \) coefficient from the formula (3) (it is assumed, that \( K \) remains unchanged during the observations), and on the upper and lower bounds of the frequency range, chosen for the experiment and known beforehand.

3. Physics of the investigated process

As it can be seen from formulas (1) - (4), a practically-oriented system should contain a module for the identification of the sound source type, which is motivated by the fact that the key model parameters, including initial sound power, depend on the nature of the sound source and the state of the environment.

The power of the observed sound is a highly variable value depending on: the type of sound source (initial energy), distance, orientation of the sound source, relief, etc.

The distribution of frequency components is a highly variable value depending on such factors as the type of sound source (initial energy), distance, sound source spatial orientation, terrain, etc.

Given that the accumulation of data and training of the identification system for all possible variations of parameters is a non-trivial task, the following approaches are proposed:
- application of the identification system based on neural networks only for determination of the type of sound source,
- assumption, that the impact of the terrain is largely offset by the fact that the microphones will be located on the aircraft,
- the influence of other variables, such as pressure, temperature, and so on are considered the same throughout the observation area.

Under such considerations, the main objective becomes a set of independent tasks aimed at determination of the distance to the sound source for one fixed type of signal.

4. Mathematical model

Let \( N \) be the quantity of input signals, which are recorded by four microphones (channels) simultaneously. The task is to estimate the distance to the source of the impulse audio signal with the help of each channel, as well as using the average signal from all channels. The relative error of the \( i \)-th observation of the \( j \)-th channel will be denoted as \( r_{ij} \). The standard deviation of the relative error on the \( j \)-th channel will be denoted as \( s_j \). This is the main index for estimating model’s performance, which will be used further.

To express the model of the dependence of the distance towards signal over sound power by amplitude response, the following function was chosen:
where \( a \) is the signal power,
\( d \) is the distance towards it,
\( v, w, z \) are model parameters.

As a model of the dependence of the distance towards signal over sound power by frequency response, serves the following function:

\[
d(ff, g, p) = e^{g - p \cdot a},
\]

where \( a \) is the frequency response of the signal, calculated by algorithm, 
\( d \) is the distance towards it, 
\( g, p \) are model parameters.

5. Signal filtering algorithm

Input data: sound signal \( X \) of length divided into \( M \) segments with the sampling rate \( Fs \); lower and upper filtering bounds \( Tr_b \) and \( Tr_a \) respectively.

1) Transform signal to the frequency spectrum with the help of fast Fourier transform.
2) Calculate real frequencies, corresponding to \( X_n \) values by formula:

\[
f_n = \begin{cases} 
  Fs \cdot \frac{n}{M}, & 0 \leq n \leq \left\lfloor \frac{M-1}{2} \right\rfloor \\
  Fs \cdot \frac{M-n}{M}, & \left\lfloor \frac{M-1}{2} \right\rfloor \leq n \leq M - 1
\end{cases}
\]

3) Calculate \( Y_n \) in the manner:

\[
Y_n = \begin{cases} 
  X_n, & Tr_b \leq f_n \leq Tr_a \\
  0, & f_n > Tr_a \lor f_n < Tr_b
\end{cases}
\]

4) Perform inverse Fourier transform of the spectrum \( Y_n \), and receive filtered signal.

The signal filtering algorithm allows to neglect the low-frequency components of the input audio signal, which in a series of experiments carried out has increased the accuracy of the distance estimation.

6. Signal distance evaluation algorithm

Input data: set of multichannel signals \( X_i, i = 1, 2 \ldots, N \) with sampling rate \( Fs \); set of distances \( d_i \) for signals.

1) For each signal \( X_i \) from set, and for each channel \( j \in \{1,2,3,4\} \) of input signal:
   - Find position of maximum absolute value of the signal \( pos_{max} \);
   - Cut-off signal \( y_{ij} = x_{ij} [pos_{max} ; pos_{max} + 0.6 \ast Fs] \);
   - Filter signal from each channel \( y_{ij} \) with the help of the previous algorithm with the filtering bounds (see the parameters given below).
2) Find respective signal characteristic \( a_{ij} \).
3) Separate all signals into training and test dataset. Training set contains \( N_{tr} \) multidimensional signals, and testing set has \( N_{ts} \) signals, such that \( N_{tr} + N_{ts} = N \).
4) For all channels \( j \in \{1,2,3,4\} \) of the input signal find parameters of the curve \( d( \cdot ) \), which best describes relation of the received values of signals characteristics \( a_{ij} \) and distances \( d_i \) towards them for all \( i = 1, 2 \ldots, N_{tr} \).
5) For each channel calculate value of standard deviation $s_j$, and choose channel $j^*$ with lowest value $s_j$.

6) For each signal form testing set according to formula (1) calculate values $d(\cdot)$, which will be the distance towards signal estimators.

7. Sound data

The algorithm was tested on multi-channel recordings of micro-explosions at distances from 20 to 100 m (4 explosions at distances from 20 to 80 meters inclusive, 3 explosions at a distance of 90 meters and two explosions at a distance of 100 meters). It should be noted that micro-explosions, in contrast to shots, have a much higher variability of sound, because the destruction of the charge shell differs significantly between different explosions, in contrast to shots produced by firearm, in which the same charge of explosive accelerates similar bullet along similar barrel.

Total number of records is 33.

8. Evaluation of the distance towards sound by amplitude response

The following parameters are used for the algorithm:

- Filtering range from 10 kHz till 24 kHz;

- Amplitude response of the signal $a_{ij} = \frac{(y_{ij} - \bar{y}_{ij})^2}{0.6 \times F_s}$, where $\bar{y}_{ij}$ is the mean value of the signal $y_{ij}$.

| Channel No | Coefficient $v$ | Coefficient $w$ | Coefficient $z$ | Standard deviation of relative errors $s_j$ | Standard deviation of absolute errors | Mean value of relative errors $\bar{r}_j$ |
|------------|-----------------|-----------------|-----------------|------------------------------------------|-------------------------------------|-----------------------------------------|
| 1          | 254830          | 1,466           | 2562,3          | 0,137                                    | 6,767                               | 0,014                                   |
| 2          | 705320          | 1,616           | 7123,6          | 0,124                                    | 6,201                               | 0,005                                   |
| 3          | 109850          | 1,274           | 927,9           | 0,095                                    | 4,482                               | 0,007                                   |
| 4          | 308720          | 1,459           | 3380,5          | 0,18                                     | 10,061                              | 0,03                                    |
| Signal mean|                 |                 |                 | 0,119                                    | 6,010                               | 0,014                                   |

As can be seen from the previous table, the best results were received for the 3rd channel, with an average deviation of absolute error of 4.5 meters. The average value of relative errors for all channels is close to zero, which means that the given model gives good approximation of the input data.

The normality of relative errors was checked using Anderson-Darling, Jarque-Bera and Liliefors tests. All tests were unable to refute the null hypothesis about the normality of relative errors. That is, the relative errors are likely to have a normal distribution.
From the previous figure it is seen, that absolute error of the distance estimation doesn’t exceed 20%.

Distance towards signal estimation is close to the real values of distance.

9. Evaluation of the distance towards sound by frequency response

Input data:
- Filtering range from 12 kHz till 24 kHz;
- Frequency values are smoothed out with the help of the floating window with length equal to 200 units to avoid a sharp collapse at the edges;
- 1500 values are selected from the respective frequency range edges; it should be noted, that quantity of frequencies in this range (9500) doesn’t coincide with the range length (12000);
- Frequency response of the signal is calculated as the ratio of sums of frequencies at the edges of the range: 

\[ f_{fi} = \frac{\sum_{l=0}^{1500} f_l \cdot (\sum_{l=8000}^{9500} f_l)^{-1}}{\sum_{l=1}^{1500} f_l} \]

where \( f_l \) is the amplitude with frequency \( l \) from the chosen segment.

### Table 2. Performance indices coefficient values for each channel by frequency response

| Channel № | Coefficient \( g \) | Coefficient \( p \) | Standard deviation of relative errors \( s_j \) | Standard deviation of absolute errors | Mean value of relative errors \( \bar{r}_j \) |
|-----------|----------------|----------------|----------------------|-----------------------------|------------------|
| 1         | 5,047          | 0,406          | 0,5                  | 17,731                      | 0,233            |
| 2         | 4,937          | 0,351          | 0,54                 | 16,928                      | 0,139            |
| 3         | 4,949          | 0,364          | 0,587                | 16,383                      | 0,124            |
| 4         | 4,937          | 0,402          | 0,276                | 13,805                      | 0,07             |
| Signal mean | 0,399          |                | 12,8                 |                             | 0,114            |

As can be seen from the previous table, the best results were received for the 4\(^{th}\) channel, with an average deviation of absolute error of 13.8 meters. The average value of relative errors for all channels is less than 3\%, which means that the given model gives good approximation of the input data.

The normality of relative errors was checked using Anderson-Darling, Jarque-Bera and Liliefors tests. All tests were unable to refute the null hypothesis about the normality of relative errors. That is, the relative errors are likely to have a normal distribution.

**Figure 3.** Relative errors distribution of the 4\(^{th}\) channel.

From the previous figure it is seen, that the distance estimation error is mainly located in the 20\% range relative to true distance.
According to the above, distance towards signal estimation is commensurate with the real values of distance.

**Conclusions**

An algorithm for determining the distance to the sound source based on amplitude and frequency characteristics was developed and implemented. The frequency component of the algorithm was developed because for certain types of sound sources their spatial orientation is critical, which affects the intensity of the observed sound signal, which in turn can mislead the amplitude algorithm and cause significant regular errors (> 30%).

The algorithm involves performing digital low-pass filtering of the recorded signal. Due to this filtering, the approach makes it possible to calculate the distance to the sound source with a relatively small error. The algorithm is implemented in the Matlab software environment.

In general, proposed method is suitable for fairly accurate determination of the distance to the sound sources under the conditions of restricted visibility and noises.
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