Application of the Moran Model in Estimating Selection Coefficient of Mutated CSF3R Clones in the Evolution of Severe Congenital Neutropenia to Myeloid Neoplasia
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Bone marrow failure (BMF) syndromes, such as severe congenital neutropenia (SCN) are leukemia predisposition syndromes. We focus here on the transition from SCN to pre-leukemic myelodysplastic syndrome (MDS). Stochastic mathematical models have been conceived that attempt to explain the transition of SCN to MDS, in the most parsimonious way, using extensions of standard processes of population genetics and population dynamics, such as the branching and the Moran processes. We previously presented a hypothesis of the SCN to MDS transition, which involves directional selection and recurrent mutation, to explain the distribution of ages at onset of MDS or AML. Based on experimental and clinical data and a model of human hematopoiesis, a range of probable values of the selection coefficient $s$ and mutation rate $\mu$ have been determined. These estimates lead to predictions of the age at onset of MDS or AML, which are consistent with the clinical data. In the current paper, based on data extracted from published literature, we seek to provide an independent validation of these estimates. We proceed with two purposes in mind: (i) to determine the ballpark estimates of the selection coefficients and verify their consistency with those previously obtained and (ii) to provide possible insight into the role of recurrent mutations of the G-CSF receptor in the SCN to MDS transition.
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1. INTRODUCTION

Bone marrow failure (BMF) syndromes, such as severe congenital neutropenia (SCN) are leukemia predisposition syndromes. In addition to SCN, these heterogeneous groups of disorders include Fanconi anemia, dyskeratosis congenita, Diamond-Blackfan anemia, Shwachman-Diamond syndrome, and GATA2 deficiency (West and Churpek, 2017; Kennedy and Shimamura, 2019). Each of these clinically defined disorders are monogenic with mutations in one or more genes in a pathway. For example, Fanconi anemia results from germline mutations in genes involved in DNA repair and Diamond-Blackfan anemia in ribosome structure (Oyarbide et al., 2019). What is less well-understood are the somatic mutations that arise during transformation of a BMF syndrome to myeloid neoplasia (Rafei and DiNardo, 2019).
Focusing on the SCN to MDS to AML transition, individuals with a germline mutation in the ELANE gene develop at early age a severe neutropenia (Touw, 2015). This profound neutropenia makes them susceptible to recurrent infections, which can be only partly managed by antibiotics. Treatment introduced in the 1990s involves administration of large doses of recombinant human granulocyte colony stimulating factor (G-CSF), which boosts neutrophil production (Bonilla et al., 1989). Unfortunately, in about 30% of patients, either myelodysplastic syndrome (MDS), a preleukemic disorder, or acute myeloid leukemia (AML) emerges. In 70% MDS or AML cases arising from SCN, somatic mutations of the G-CSF Receptor (CSF3R) occur (Link, 2019). These are almost always nonsense mutations. The truncated CSF3R affects altered signaling, gene expression, and phenotype within the neutrophil lineage. There is enhanced proliferation and impaired neutrophilic differentiation to G-CSF.

Stochastic mathematical models have been conceived, which attempt to explain the transition of SCN to MDS and then to AML, in the most parsimonious way, using suitable extensions of standard processes of population genetics and population dynamics, such as the branching (Kimmel and Corey, 2013) and the Moran processes (Wojdyla et al., 2019). Specifically, the latter paper presented a hypothesis of the SCN → MDS transition, which involves the Moran process with directional selection (Durrett, 2008) and recurrent mutation, to explain the distribution of ages at onset of MDS or AML. As argued in Wojdyla et al. (2019), starting in the fetal life, CSF3R mutations arise as a random process and are selected for when G-CSF is administered to boost neutrophil production. Based on experimental and clinical data and a model of human hematopoiesis, a range of probable values of the selection coefficient \( s \) and mutation rate \( \mu \) have been determined. These estimates lead to predictions of the age at onset of MDS or AML, which are consistent with the clinical data.

In the current paper, based on data extracted from published literature, we seek to provide an independent validation of these estimates. We will use the model of evolution of the mutant receptors in the hematopoietic stem cells (HSC) in the bone marrow in the form of a Moran process with selection and recurrent mutation. This is the same process we used in Wojdyla et al. (2019), except that here, to simplify computations, we assume constant HSC population size and develop an analytical approximation of the expected values of the mutant receptor occurrence among HSC under the assumption that initial count of mutants is already substantial (Methods and Data). We proceed with two purposes in mind. Our first purpose is to determine the ballpark estimates of the selection coefficients and verify their consistency with those obtained in Wojdyla et al. (2019). Our second purpose is to provide insight into the relative role of recurrent mutations of the G-CSF receptor in the SCN to MDS transition.

2. METHODS AND DATA

2.1. Moran Process

In the monograph by Durrett (2008), the Moran process with selection is defined as follows:

- Constant population of \( N \) individuals.
- At each discrete time moment, a randomly chosen individual dies, and, at the same moment, another randomly chosen individual proliferates (for mathematical completeness, it can be the same individual).
- In the model with directional selection, there are individuals of two types: wildtype (WT) and mutant (M) and the choice of individual that proliferates is biased. The wildtype is chosen with weight \( 1 - s, s \in (0, 1) \).

It is instructive to consider the discrete-time case first. Let us denote the number of mutants by \( i \). There are four possibilities:

- WT dies, with probability \( (N - i)/N \)
  - WT proliferates, with probability \((1 - s)(N - i)/(1 - s)(N - i) + i\)
  - M proliferates, with probability \(i/[(1 - s)(N - i) + i]\)
- M dies, with probability \(i/N\)
  - WT proliferates, with probability \((1 - s)(N - i)/(1 - s)(N - i) + i\)
  - M proliferates, with probability \(i/[(1 - s)(N - i) + i]\)

Only the WT → M and M → WT options lead to change in the number of mutants

\[ p_{i,i+1} = \frac{N - i}{N} \frac{i}{(1 - s)(N - i) + i} \]
\[ p_{i,i-1} = \frac{i}{N} \frac{(1 - s)(N - i)}{(1 - s)(N - i) + i} \]

the M → M and WT → WT options jointly contribute to \( p_{i,i} \). States \( \{0\} \) and \( \{N\} \) are absorbing. The probability of being eventually absorbed in \( \{N\} \), if at time 0 there are \( i \) mutants, is equal to

\[ P[T_N < T_0] = \frac{1 - (1 - s)^i}{1 - (1 - s)^N} \]

in the case with selection, which leads to

\[ P[T_N < T_0] = i/N \]

in the neutral case.

The continuous-time version is defined by transition intensities

\[ q_{i,i+1} = (N - i) \frac{i}{N}, \quad q_{i,i-1} = i \frac{(1 - s)(N - i)}{N} \]

which have different denominators than the transition probabilities. However, they lead to the same absorption formula. The expected time to absorption in \( \{N\} \) (fixation of the mutant) has a commonly used asymptotics

\[ E_i(T_N) \sim \frac{2}{s} \ln(N) \]

as \( N \to \infty \) in the case with selection, which however is not very accurate.
2.2. Time-Continuous Moran Process With Directional Selection and Recurrent Mutations

A time-continuous Moran process with directional selection may be supplemented with recurrent mutation by adding a term of the form $\mu(N-i)$ to the $q_{i,i+1}$ transition intensity. This can be interpreted as an equal and independent chance $\mu \Delta t + o(\Delta t)$, for each of the $N-i$ WT cells, of becoming a mutant in a short time interval $(t, t + \Delta t)$. The complete set of transition rules for the chain $(X(t), t \geq 0)$ assumes the form

$$q_{i,i+1} = (N-i) \frac{i}{N} + \mu(N-i), \quad q_{i,i-1} = \left(\frac{1-s}{s}\right) \frac{(N-i)}{N}, \quad i = 0, \ldots, N.$$  \hspace{1cm} (1)

Because the state space is finite, the chain is eventually absorbed in the state $N$ at random time $T_N$; cf. Figure 1 for a heuristic illustration.

2.3. Simulation of Trajectories of the Moran Process With Recurrent Mutation

Simulation of a time-continuous Markov Chain is based directly on application of the transition intensities as expressed in Equation (1). Briefly, if the mutant cell chain $X(t)$ is in state $i$ at time $t$, then the time to the next jump is a random variable $\tau$ distributed exponentially with parameter $q_{i,i+1}$. The direction of the jump at time $t + \tau$ is then decided by a random choice, $i \rightarrow i - 1$ with probability $\frac{q_{i,i-1}}{q_{i,i+1}+q_{i,i-1}}$ and $i \rightarrow i + 1$ with probability $\frac{q_{i,i+1}}{q_{i,i+1}+q_{i,i-1}}$, respectively. This algorithm (know also popularly as the Gillespie algorithm) is based on the properties of holding times and jumps of time-continuous Markov Chain, as explained for example in the book (Grimmett and Stirzaker, 2001). Simulations depicted in Figure 2 were executed using this algorithm.

2.4. Approximation of the Moran Process With Recurrent Mutation and Estimation of Selection Coefficient and Mutation Rate

In the current study, we are not as much concerned with a mathematically rigorous theory of the Moran process with selection and recurrent mutation, as with obtaining computable expressions that lead to ballpark estimates of the selection coefficient and mutation rate. Based on transitions spelled out in Equation (1), we obtain the following expression for the conditional expectations:

$$E[X(t+\Delta t)|X(t) = x] = x + \left(\frac{(N-x)x}{N} + \mu(N-x)\right) \Delta t + o(\Delta t)$$  \hspace{1cm} (2)

Corresponding expression for variance is more involved. From Equation (2), assuming that $x = X(t)$ can be replaced by its expectation and denoting the latter by $x(t)$ we formally obtain the following ordinary differential equation (ODE) for $x(t)$.

$$\dot{x}(t) = \left(\frac{(N-x(t))x(t)}{N} + \mu(N-x(t))\right), \quad t \in [t_0, t_1]$$  \hspace{1cm} (3)

Following a change of variables $y(t) = x(t)/N \in [0, 1]$, this leads to

$$j(t) = (1 - y(t))y(t)s + \mu(1 - y(t)), \quad t \in [t_0, t_1]$$  \hspace{1cm} (4)

This latter equation has an explicit solution

$$y(t) = \frac{1 - (\mu/s)\alpha_0 \exp(-((\mu + s)(t - t_0)))}{1 + \alpha_0 \exp(-((\mu + s)(t - t_0)))}, \quad t \in [t_0, t_1]$$  \hspace{1cm} (5)

where

$$\alpha_i = (1 - y_i)/(y_i + u), \quad y_i = y(t_i), \quad i = 0, 1, \text{ and } u = \mu/s$$  \hspace{1cm} (6)

This curve is very similar to that derived in the initial part of the well-known study by Gerrish and Lenski (1998), under branching process hypotheses. Let us also notice that population size $N$ does not play a role in the expression for $y(t)$. However, as evidenced by a comparison between the simulations in Figures 2A,F, larger $N$ reduces process variance and the slight bias of $y(t)$ as the estimate of $X(t)/N$.

Let us note that Equation (5) yields

$$\frac{1 - y(t)}{y(t) + \mu/s} = \alpha_0 \exp(-((\mu + s)(t - t_0))),$$  \hspace{1cm} (7)

which after substitution $t = t_1$ yields

$$\alpha_1 = \frac{1 - y_1}{y_1 + u} = \alpha_0 \exp(-((\mu + s)(t_1 - t_0)),$$  \hspace{1cm} (8)

which yields

$$\mu + s = \frac{\ln(\alpha_1/\alpha_0)}{t_1 - t_0}$$  \hspace{1cm} (9)

The latter can be written alternatively as

$$s = \frac{1}{(1 + u)} \frac{\ln(\alpha_1/\alpha_0)}{t_1 - t_0}$$  \hspace{1cm} (10)

Knowing $y_0$ and $y_1$ (and therefore also knowing $\alpha_0$ and $\alpha_1$), we can thus now find the set of values $(s, \mu)$ such that $y_1 = y(t_1) \quad i = 0, 1$.

The latter expression embodies the trade-off between selection and mutation. To understand it, let us notice that the RHS of Equation (10) is equal to $C = \frac{\ln(\alpha_1/\alpha_0)}{t_1 - t_0}$ if $u = 0$, and it changes very little if $u$ is small. The magnitude of $C$ (which is the estimate of $s$ when $\mu = 0$) as computed from data varies between 0.002 and 0.05 if we disregard the sole negative value $-0.059$. To significantly influence (i.e., by say 10%) the lowest estimate 0.002, the mutation per cell per nucleotide rate should be equal to at least 0.0002, which is five orders of magnitude higher than the standard human rate. We use per nucleotide rates since we are discussing specific mutation sites in each case.
In summary, estimates depicted in Table 1 and Figure 3 were obtained using the method of the preceding paragraph under assumption $\mu = u = 0$.

### 2.5. Empirical Observations of Increase in Mutant Receptor Frequency Over Time

Several papers documented the process of increase of the frequency of mutant receptor, based on genome sequencing of bone marrow cells of the SCN patients, in two or more time points. We focus our attention on three of these papers (Beekman et al., 2012; Skokowa et al., 2014; Klimiankou et al., 2019). In these papers, patient data were recorded with changing frequency of mutant receptors over time. Of these cases, we selected only the ones that displayed unambiguous monotonous trend. These cases are listed in Table 1. The estimates that are obtained using expression (10) are ambiguous since the expression provides only a relationship between $s$ and $\mu$. However, if $s$ estimated under the hypothesis that $\mu$ is small, which is plausible unless the mutation rate is orders of magnitude higher than normal, then the estimates of $s$ differ only slightly from those obtained under $\mu = 0$, as explained in the preceding subsection. This effect is very similar to that observed in simulations in Wojdyla et al. (2019).

### 3. RESULTS

#### 3.1. Approximate Mean Expression vs. Simulations

We address here the accuracy of the agreement of the approximate expression (5) for expected value of the Moran process with directional selection and recurrent mutations, with direct simulations. Figure 2, presents a comparison of 1,000 simulated trajectories and their mean and standard deviation to the $y(t)$ function. We observe an almost complete agreement of the approximate mean and simulation average, which become indistinguishable with cell count $N$ increasing from 1,000 to 10,000 [compare panels (A–F)]. Additionally, the simulation variance decreases almost inversely proportionally to $N$.

It is very important to compare the influence of selection coefficient $s$ and mutation rate $\mu$ on the expectation of the process. If $\mu$ does not exceed 0.001 per generation, its influence can be disregarded, while the influence of $s$ is decisive [panels (A–C)]. Only when $\mu$ reaches 0.01, its influence becomes important. In the estimates of the selection coefficient $s$, based on expression (10), this effect is represented by the coefficient $u = \mu/s$ (also present in expressions for $\alpha_0$ and $\alpha_1$), the magnitude of which determines the departure from the case $\mu = 0$.

#### 3.2. Estimates of Selection Coefficients

Table 1 depicts the estimates of the selection coefficient $s$ obtained using Equation (10) with $\mu = 0$. All details of the data used are included in the Table 1. The estimates depend on the assumed average interdivision time of the HSC (including some self-renewing CMP). It is assumed to be equal to 1/24 of 1 year (15 days). Changing this assumption leads to different estimates, as it can be tested by modifying the parameter $\lambda$ in the spreadsheet ($\lambda$ equals the inverse of the interdivision time). Overall, the estimates span a range from 0 to 0.05, with the exception of patient 13 of publication (Klimiankou et al., 2019) who has a negatively estimated selection coefficient.

Figure 3 depicts estimated selection coefficients $\hat{s}$ from Table 1, plotted against the time interval $t_1 - t_0$ between the first and the second instance of sequencing. There seems to exist a negative association between $\hat{s}$ and $t_1 - t_0$. In addition, the MDS cases (red circles), seem to have lower values of $\hat{s}$ than the...
FIGURE 2 | Trajectories of the Moran process with directional selection and recurrent mutation. One thousand simulations were plotted, with thicker green line denoting their mean, thinner green lines mean ± standard deviation, and black dashed line the solution of Equation (4). Parameter values (A) $s = 0.01, \mu = 0.000001$, (B) $s = 0.05, \mu = 0.000001$, (C) $s = 0.01, \mu = 0.001$, (D) $s = 0.01, \mu = 0.01$, (E) $s = 0.01, \mu = 0.1$; and $N = 10000, t_0 = 0, y_0 = 0.2$ in (A–E). (F) For comparison, trajectories under $s = 0.01, \mu = 0.1$ as in (A), but with $N = 1000$ are depicted, illustrating the impact of the cell count on variance of the process. In all panels, time is expressed in average cell generation units, $\mu$ in inverse time units, and $s$ is dimensionless.

AML cases (green circles). Cases labeled as “CN-MDS/AML” in Klimiankou et al. (2019) are denoted by black circles.

4. DISCUSSION

The results of the present paper provide estimates of the selection coefficients that may underlie the fixation of the mutant G-CSF receptor in the SCN to MDS transition, which are consistent with the range deduced in Wojdyla et al. (2019) based on epidemiological evidence. Let us emphasize that our initial and final fractions of mutant receptor data come from sequencing of samples from patients with SCN. Availability of these sequencing data in papers (Beekman et al., 2012; Skokowa et al., 2014; Klimiankou et al., 2019) is at the stem of our results.

Severe congenital neutropenia is not the only inherited BMF syndrome with predisposition to MDS and AML; however, we believe that SCN provides the most robust and accurate disease to model because acquisition of CSF3R mutation is so common (70-80%) as a secondary hit (see discussion of sources in Wojdyla et al., 2019). On the other hand, TP53 mutations in Shwachman-Diamond are controversial in that the mutations do not augur for transformation (Xia et al., 2018). Furthermore, the prevalence of mutations in TP53 and in other genes such as RUNX1 in Fanconi anemia or dyskeratosis congenita appears to be much less than that of CSF3R in SCN (Chao et al., 2017; Lane, 2017; Kirschner et al., 2018). Despite this, modified Moran model might be applicable to other bone marrow failure syndromes that are associated with leukemia transformation. Since the variant allele frequencies of CSF3R is not reported for most of these rare patients, but our model provides an accurate prediction, it is conceivable that uncommon secondary mutations, such as TP53 or PPM1D or RUNX1, could be used in our modified Moran model.

We do not use the cases with non-monotonic change in variant receptor frequency. The reason is that, at this range of frequency, Moran model is very unlikely to exhibit persistent reversals. Therefore, it is more likely that factors that cannot be included in the Moran model play a role.
TABLE 1 | Tabular summary of truncated receptor data from three publications, and resulting estimates of selection coefficient for the Moran model without recurrent mutation.

| Identifier | References                      | Figure | Case          | Phase | $y_0$ | $y_1$ | $t_1 - t_0$ | $\lambda$ | $\alpha_1$ | $\alpha_2$ | $\hat{s}$ | Mutation |
|------------|---------------------------------|--------|---------------|-------|-------|-------|-------------|-----------|-------------|-------------|----------|----------|
| 1          | Klimiankou et al. (2019)        | Figure 4E | CN pt. 21     |       | 0.13  | 0.14  | 0.45        | 24        | 0.15        | 0.16        | 0.002    | Q749     |
| 2          |                                 |        | CN pt. 11     |       | 0.03  | 0.10  | 1.15        | 24        | 0.03        | 0.12        | 0.047    | Q754     |
| 3          |                                 |        | CN pt. 27     |       | 0.01  | 0.06  | 1.75        | 24        | 0.01        | 0.06        | 0.053    | Q741     |
| 4          |                                 |        | CN pt. 19     |       | 0.13  | 0.15  | 2.90        | 24        | 0.15        | 0.18        | 0.002    | Y752     |
| 5          |                                 |        | CN pt. 13     |       | 0.13  | 0.07  | 0.45        | 24        | 0.14        | 0.08        | -0.059   | Q741     |
| 6          | Beekman et al. (2012)           | Figure S4 | pt. ph. 1     | MDS   | 0.06  | 0.11  | 6.00        | 24        | 0.07        | 0.12        | 0.004    | D715     |
| 7          |                                 |        | pt. ph. 2     | AML   | 0.11  | 0.49  | 9.00        | 24        | 0.12        | 0.97        | 0.010    | D715     |
| 8          | Skokowa et al. (2014)           | Figure S3 | pt. 6 ph. 1   | MDS   | 0.24  | 0.56  | 13.00       | 24        | 0.32        | 1.27        | 0.004    | Q726X    |
| 9          |                                 |        | pt. 6 ph. 2   | AML   | 0.56  | 0.83  | 3.00        | 24        | 1.27        | 4.88        | 0.019    | Q726X    |
| 10         |                                 |        | pt. 10        | MDS   | 0.01  | 0.02  | 3.00        | 24        | 0.01        | 0.02        | 0.007    | Q726P    |
| 11         |                                 |        | pt. 16 ph. 1  | MDS   | 0.10  | 0.30  | 4.50        | 24        | 0.11        | 0.43        | 0.012    | Q720X    |
| 12         |                                 |        | pt. 16 ph. 2  | AML   | 0.30  | 0.33  | 0.33        | 24        | 0.43        | 0.49        | 0.017    | Q720X    |
| 13         |                                 |        | pt. 19 ph. 1  | MDS   | 0.28  | 0.43  | 2.25        | 24        | 0.39        | 0.75        | 0.012    | Y729X    |
| 14         |                                 |        | pt. 19 ph. 2  | AML   | 0.43  | 0.65  | 0.75        | 24        | 0.75        | 1.86        | 0.050    | Y729X    |

Figure numbers are these in original publications. MDS/AML column based on the disease history of the patient in Beekman et al. (2012) and Figure 3 in the Supplement to Skokowa et al. (2014); Klimiankou et al. (2019) is listing “CN-MDS/AML” as a single category. $y_0$, initial fraction of mutant receptor; $y_1$, final fraction of mutant receptor; $t_1 - t_0$, duration of time interval (years); $\lambda$, average count of cell divisions (year$^{-1}$), also equal to the inverse of the expected interdivision time (years); $\alpha_0$, $\alpha_1$, as defined in Equation (8); $\hat{s}$, estimate of the selection coefficient. “pt.” is patient, “ph.” is phase.

FIGURE 3 | Estimated selection coefficients from Table 1, plotted against the time interval between the first and the second instance of sequencing. Red, MDS; green, AML; black, unclassified. Numbering of cases follows the identifiers in Table 1.

One of the important questions in understanding cancer evolution is the balance among different genetic forces, such as mutation and selection. The problem has been studied for solid cancers, e.g., by Ling et al. (2015). In essence, mutant frequency in the cell population can increase in a similar way with different (negatively associated) values of $s$ and $\mu$. In particular, if a fit to the mutant frequency increase observed over a time interval is obtained under $\mu = 0$, as in Table 1, then under $\mu > 0$, the estimate of $s$ will only be smaller. The decrease will depend on the value of $u = \mu/s$. However, as discussed in the Results, unless the mutation rate in cells is five orders of magnitude higher than in normal cells, i.e., $\mu \approx 10^{-4}$ per cell generation per nucleotide, mutation does not make much difference for the estimates. Therefore, recurrent mutation is an important factor only if the CSF3R mutation sites are extremely strong mutational hot-spots. We also examined the magnitude of the correlation coefficient, depending on whether the observed transition was from SCN to MDA or to AML (Figure 3), wherever the data have been available. The selection coefficients in the transitions to AML seem to be greater.
An additional effect may be due to the fact that not one, but several types of mutant receptors are observed in MDS. The most frequent is the truncated D715 variant, but there are a number of other, as documented in Beekman et al. (2012), Skokowa et al. (2014), and Klimiankou et al. (2019). Therefore, the basic mutation rate should be multiplied by the number of alternative mutants. Assuming that there are no more than 10 of these mutants, the effect does not seem to play a major role.

It is interesting to observe the apparent effect of ascertainment bias on the data from papers (Beekman et al., 2012; Skokowa et al., 2014; Klimiankou et al., 2019) which we use in our study. Figure 3 in the Results depicts estimated selection coefficients \( \hat{s} \) from Table 1, plotted against the time interval \( \Delta t = t_2 - t_1 \) between the first and the second instance of sequencing. The negative association seen in Figure 3 may be explained by the fact that the second time at which the frequency of the mutant receptor is observed, arrives sooner if the progression of the disease is faster, i.e., when the coefficient \( s \) is higher. This trend may also lead to our estimated \( s \) being in general an overestimate, under the assumption that cases with very low \( s \) are never diagnosed. Impact of ascertainment bias on estimates of progression in solid cancers has been studied (see, e.g., Kimmel and Flehinger, 1991), and similar methods may be used. However, such study exceeds the framework of the current paper.

**DATA AVAILABILITY STATEMENT**

All datasets generated for this study are included in the article.

**AUTHOR CONTRIBUTIONS**

All authors listed have made a substantial, direct and intellectual contribution to the work, and approved it for publication. Specifically, MK conceived the study and derived mathematical expressions, SC searched for relevant data and interpreted the model in the context of data, and KD designed and carried out Moran model computations and simulations.

**FUNDING**

KD acknowledged the support from the Herbert and Florence Irving Institute for Cancer Dynamics and Department of Statistics at Columbia University. MK and SC were supported by NIH grant 5R01HL128173-04.

**REFERENCES**

Beekman, R., Valkhof, M. G., Sanders, M. A., Van Strien, P. M., Haanstra, J. R., Broeders, L., et al. (2012). Sequential gain of mutations in severe congenital neutropenia progressing to acute myeloid leukemia. *Blood* 119, 5071–5077. doi: 10.1182/blood-2012-01-406116

Bonilla, M. A., Gilio, A. P., Ruggero, M., Kernan, N. A., Brochstein, J. A., Abbud, M., et al. (1989). Effects of recombinant human granulocyte colony-stimulating factor on neutropenia in patients with congenital agranulocytosis. *N. Engl. J. Med.* 320, 1574–1580. doi: 10.1056/NEJM198906153202402

Chao, M. M., Thomay, K., Goehring, G., Wlodarski, M., Pastor, V., Schlegelberger, B., et al. (2017). Mutational spectrum of fanconi anemia associated myeloid neoplasms. *Klin. Padiatr.* 229, 329–334. doi: 10.1055/s-0043-177046

Durrett, R. (2008). *Probability Models for DNA Sequence Evolution*. New York, NY: Springer Science & Business Media.

Gerrish, P. J., and Lenski, R. E. (1998). The fate of competing beneficial mutations in an asexual population. *Genetica* 102, 127. doi: 10.1023/A:1017067816551

Grimmert, D. and Stirzaker, D. (2001). *Probability and Random Processes*. 3rd Ed. New York, NY: Clarendon Press.

Kennedy, A. L., and Shimamura, A. (2019). Genetic predisposition to mds: clinical features and clonal evolution. *Blood* 133, 1071–1085. doi: 10.1182/blood-2018-10-844662

Kimmel, M., and Corey, S. (2013). Stochastic hypothesis of transition from inborn neutropenia to AML: interactions of cell population dynamics and population genetics. *Front. Oncol.* 3:89. doi: 10.3389/fonc.2013.00089

Kimmel, M., and Flehinger, B. J. (1991). Nonparametric estimation of the size-metastasis relationship in solid cancers. *Biometrics* 47, 987–1004. doi: 10.2307/2532654

Kirschner, M., Maurer, A., Wlodarski, M. W., Ferreira, M. S. V., Bouillou, A.-S., Haltermeyer, L., et al. (2018). Recurrent somatic mutations are rare in patients with cryptic dyskeratosis congenita. *Leukemia* 32, 1762–1767. doi: 10.1038/s41375-018-0125-x

Klimiankou, M., Uenalan, M., Kandabarau, S., Nustede, R., Zeidler, C., Welte, K., et al. (2019). Ultra-sensitive CSF3R deep sequencing in patients with severe congenital neutropenia. *Front. Immunol.* 10:116. doi: 10.3389/fimmu.2019.00116

Lane, D. A. (2017). Correcting the hemophilic imbalance. *Blood* 129, 10–11. doi: 10.1182/blood-2016-11-748822

Ling, S., Hu, Z., Yang, Z., Yang, F., Li, Y., Lin, P., et al. (2015). Extremely high genetic diversity in a single tumor points to prevalence of non-Darwinian cell evolution. *Proc. Natl. Acad. Sci. U.S.A.* 112, E6496–E6505. doi: 10.1073/pnas.1519556112

Link, D. C. (2019). Mechanisms of leukemic transformation in congenital neutropenia. *Carr. Opin. Hematol.* 26, 34. doi: 10.1097/MOH.0000000000000479

Oyarvide, U., Topczewski, J., and Corey, S. J. (2019). Peering through zebrafish to understand inherited bone marrow failure syndromes. *Haematologica* 104, 13–24. doi: 10.3324/haematol.2018.196105

Rafie, H., and DiNardo, C. D. (2019). Hereditary myeloid malignancies. *Best Pract. Res. Clin. Haematol.* 32, 163–176. doi: 10.1016/j.beha.2019.05.001

Skokowa, J., Steinemann, D., Katsman-Kuipers, J. E., Zeidler, C., Klimenkova, O., Klimiankou, M., et al. (2014). Cooperativity of RUNXI and CSF3R mutations in severe congenital neutropenia: a unique pathway in myeloid leukemogenesis. *Blood* 123, 2229–2237. doi: 10.1182/blood-2013-11-538025

Touw, I. P. (2015). Game of clones: the genomic evolution of severe congenital neutropenia. *Hematology Am. Soc. Hematol. Educ. Program* 2015, 1–7. doi: 10.1182/asheducation-2015.1.1

West, A. H., and Churpek, J. E. (2017). Old and new tools in the clinical diagnosis of inherited bone marrow failure syndromes. *Hematology Am. Soc. Hematol. Educ. Program* 2017, 79–87. doi: 10.1182/asheducation-2017.1.79

Wojdyla, T., Mehta, H., Glaubach, T., Bertolusso, R., Iwanaszko, M., Braun, R., et al. (2019). Mutation, drift and selection in single-driver hematologic malignancy: example of secondary myelodysplastic syndrome following treatment of inherited neutropenia. *PLoS Comput. Biol.* 15:e1006664. doi: 10.1371/journal.pcbi.1006664

Xia, J., Miller, C. A., Baty, J., Ramesh, A., Jotte, M. R., Fulton, R. S., et al. (2018). Somatic mutations and clonal hematopoiesis in congenital neutropenia. *Blood* 131, 408–416. doi: 10.1182/blood-2017-08-801985

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Dinh, Corey and Kimmel. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.