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Abstract. In this paper, we introduce a new cooperative game theory model that we call production-distribution game to address a major open problem for operations research in forestry, raised by Rönnqvist et al. in 2015, namely, that of modelling and proposing efficient sharing principles for practical collaboration in transportation in this sector. The originality of our model lies in the fact that the value/strength of a player does not only depend on the individual cost or benefit of the objects she owns but also depends on her market shares (customers demand). We show however that the production-distribution game is an interesting special case of a market game introduced by Shapley and Shubik in 1969. As such it exhibits the nice property of having a non-empty core. We then prove that we can compute both the nucleolus and the Shapley value efficiently, in a non-trivial and interesting special case. We in particular provide two different algorithms to compute the nucleolus: a simple separation algorithm and a fast primal-dual algorithm. Our results can be used to tackle more general versions of the problem and we believe that our contribution paves the way towards solving the challenging open problem herein.

1 Motivation and main contributions

Horizontal collaboration in supply chain refers to the cooperation of two or more companies that operate at the same level of the supply chain and perform a comparable logistics function [6]. The goal of horizontal collaboration is to improve economical, environmental and/or social performances of the various stakeholders. Horizontal collaboration in production-distribution is regarded in particular as one of the levers to address some of the grand challenges raised by the United Nation’s Sustainable Development Goals [4]. There are very innovative approaches aiming at making cooperation possible and smooth in this area. For instance, the concept of Physical Internet is such a breakthrough innovation in supply chain and logistics [15]; it aims at changing in particular the way physical objects move around the globe. The underlying idea is essentially to connect different supply chain networks and to define protocols to flow products over the corresponding “hypernetwork” as simply as information in the traditional internet.

There are many well-documented barriers to the physical internet and horizontal collaboration in general [2,16]. Developing fair costs and benefits sharing mechanisms among the different actors of the network is one such example [16]. In this paper, we will like to contribute to paving the way toward solving this issue. We are interested in particular in concrete applications emanating from the forest industry. Flisberg et al. [9] have shown that the potential of collaboration is substantial in this industry when it comes to production and distribution (between 5 and 40% could be saved in terms of transportation costs for instance), as illustrated in Fig. 1. Besides Rönnqvist et al. [17] have identified the problem of modelling and proposing efficient sharing mechanisms as one of the 33 major open problems for operations research in this sector:

“Open Problem 6: How can we model and propose efficient sharing principles for practical collaboration in transportation [in the forestry industry]?” [17]

In the following we propose a general model for studying the corresponding problem and we introduce in particular a new family of cooperative games that we call production-distribution games. To the best of our knowledge, the corresponding models have not been studied so far, even though they are closely related to a classical model by Shapley and Shubik (22, see Section 2). We believe that these models...
Fig. 1. Two different companies (in red and blue) having different production-distribution centers that serve different customers located in a common region. The picture on the left shows the flows from the production-distribution centers if each company operates independently and that on the right shows what it could be if the two companies would join forces. The distance travelled is obviously smaller on the right. The main question here is: if the two company cooperate, how should they share the benefit associated with this reduction? Source: [10]

are well suited to address Open Problem 6 as we detail later. Also we believe that the underlying models would be useful to tackle similar questions that arise in the sector of urban distribution and beyond [5]. The originality of our model lies in the fact that the value/strength of a player does not only depend on the individual cost or benefit of the objects she owns (as is typically the case for combinatorial games e.g. flow games, matching games, shortest path games [7,23,12,1]) but it also depends on her market shares: in particular a player can bring value to a coalition even if she has infinite production-distribution costs but “owns” some demand (i.e., market share) and vice-versa a player can bring value if she has low production-distribution costs but no demand.

There are different standard solution concepts in cooperative game theory when it comes to splitting (transferable) utility fairly among the different actors involved in a coalition. The most popular are the Core [11], the Shapley value [20] and the Nucleolus [18]. Our main goal in this study is to offer practitioners solutions that are sound conceptually but also attractive computationally (and thus possibly implementable). We mainly focus on the nucleolus which gained traction in the past years from this perspective as new polytime algorithms were developed (e.g. [112]), building upon the linear programming (re)formulation of the different steps of the Maschler’s scheme [14], the main computational approach used to compute the nucleolus.

Könemann and Toth [13] introduced a general framework that allows to identify polytime solvability of the nucleolus when the maximum violation problem (separating over the core of the game with a maximally violated inequality) can be phrased as a (integral) dynamic program. The underlying algorithm is prohibitive computationally, however we believe that it should serve, first and foremost, as a guide to identify problems that can be tackled efficiently in principle (pretty much as the equivalence between separation and optimization in combinatorial optimization).

The main contribution of this paper is providing polynomial time algorithms to compute the nucleolus in a special case of these production-distribution games where the producers collaborate to serve a single market and they have infinite capacity (or at least a large enough capacity to accommodate all the demand of the corresponding market). We provide two algorithms: the former is a “standard” separation algorithm (see Section 4.1), the latter is an original and efficient primal-dual algorithm (see Section 4.2). Note that the corresponding problem fits the framework in [13] and it can thus be proven to be polytime solvable (see Section 4); however the primal-dual algorithm is much faster. We also show how to efficiently compute the Shapley value for the uncapacitated single market production-distribution game (see Section 5) with a rather standard and simple argument. Building on the fact that the uncapacitated multi market case can be written as the sum of uncapacitated single market production-distribution games, we can use additivity of the Shapley value to extend the solution to this setting (see Section 6). Although additivity does not hold for the nucleolus, we provide in addition, an alternative solution to the uncapacitated multi
market case by summing up the different single market nucleolus: this solution is in the core and we believe that it is sound in practice.

Finally, the production-distribution games exhibit nice properties (e.g. non-emptiness of the core, polynome solvability of the nucleolus in interesting special cases) and challenging open mathematical problems (e.g. computational complexity of finding a point in the core in general and of computing the nucleolus and the Shapley value) that should hopefully trigger both the interest of practitioners and of academics.

2 The production-distribution game

We assume that a set \( N = \{1, \ldots, n\} \) of \( n \) price-taker companies, producing a same commodity product, such as timber, are willing to cooperate to increase their profit. The most general model assumes that the commodity product is sold in a set \( M = \{1, \ldots, m\} \) of \( m \) of different markets or countries. In each market \( j \in M \), each unit of the commodity is sold at a common price \( r_j \), and the cost bore by company \( i \in N \) for producing and/or transporting (see Fig. 1) each unit of the commodity from its production centers to market \( j \) is \( c_{ij} \).

We also assume that each company \( i \in N \) owns a part \( d_{ij} \geq 0 \) of the total demand \( d_j \) in market \( j \in M \), with \( d_j := \sum_{i \in N} d_{ij} \). Finally, we assume that there is an upper bound \( q_i \geq 0 \) on the production capacity of company \( i \) (possibly \( q_i = \infty \), i.e., there is no such bound) and that all players can serve their own demand, that is \( q_i \geq \sum_{j \in M} d_{ij} \), for each \( i \in N \).

If a subset \( S \subseteq N \) of players collaborate, they achieve a total profit of \( v(S) \) defined as follows:

\[
v(S) = \max \sum_{i \in S} \sum_{j \in M} (r_j - c_{ij}) y_{ij} \quad \text{s.t.} \quad \sum_{i \in S} y_{ij} \leq \sum_{i \in S} d_{ij} \quad \forall j \in M
\]

\[
\sum_{j \in M} y_{ij} \leq q_i \quad \forall i \in S
\]

\[
y_{ij} \geq 0 \quad \forall i \in S, j \in M
\]

where \( y_{ij} \) is the amount of commodity that company \( i \) produces and distributes for market \( j \). Note that we allow, in principle, not all demands to be served if it is not profitable, although each coalition has enough capacity since for each \( i \in N \), \( q_i \geq \sum_{j \in M} d_{ij} \). We now consider the cooperative game \((N,v)\) and we call it the production-distribution game. Note that the model naturally applies to the forestry setting if we assume that the players share information on a regular basis, say monthly, about their demand and costs (possibly through a third party that guarantees confidentiality of the corresponding data).

We are going to show that the production-distribution game is closely related to a classical model due to Shapley and Shubik (see the following). In order to do that, it is first convenient to make a few assumptions that, as we show in the following, can be taken without loss of generality for the production-distribution game. Namely, we will assume that \( (i) \) \( r_j \geq c_{ij} \), for any \( i \in N \) and \( j \in M \) and that \( (ii) \) we may ask for equality in constraints \( \sum_{i \in S} y_{ij} \leq \sum_{i \in S} d_{ij} \), \( \forall j \in M \). \( (i) \) We assume that, \( r_j \geq c_{ij} \), for any \( i \in N \) and \( j \in M \); indeed there is no reason to serve any demand on market \( j \) from a player \( i \) if \( r_j < c_{ij} \), as we would be better off by not serving this demand. We can thus substitute any \( c_{ij} \) such that \( c_{ij} > r_j \) by redefining \( c_{ij} = r_j \); if in an optimal solution to (1), \( y_{ij} \) is not zero for such a situation, one should simply remember to set it to zero in a post-processing phase. Now observe that once we make the assumption that \( r_j \geq c_{ij} \), for any \( i \in N \) and \( j \in M \), we may as well assume that \( (ii) \) there is equality in constraints \( \sum_{i \in S} y_{ij} \leq \sum_{i \in S} d_{ij} \), \( \forall j \in M \) as, if not, we could increase the value of some \( y_{ij} \) since \( \sum_{i \in S} \sum_{j \in M} d_{ij} \leq \sum_{i \in S} q_i \). Hence, we assume \( (i) \) and \( (ii) \) without loss of generality, and then we evaluate \( v(S) \) as follows:
We now recall the classical market game model, due to Shapley and Shubik [22]. The market game models an environment where there is a given, fixed quantity of \( n \) continuous goods. Initially, these goods are distributed among \( n \) players in an arbitrary way: each player \( i \in N \) is endowed with an initial vector \( d_i \in \mathbb{R}_+^n \). Also each player \( i \) has a valuation function \( v_i : \mathbb{R}_+^n \rightarrow \mathbb{R} \) that takes as input any endowment vectors and outputs a utility for possessing these goods: \( v_i \) is assumed to be continuous and concave. To increase their utility, players are free to trade goods. When the agents are forming a coalition, they are trying to allocate the goods such that the value of the coalition (i.e., the sum of the utility of each member of the coalition) is maximized. Namely, the value \( v'(S) \) of each coalition \( S \subseteq N \) is given by:

\[
v'(S) = \max \{ \sum_{i \in S} f_i(z_i) \mid z_i \in \mathbb{R}_+^m, \sum_{i \in S} z_i = \sum_{i \in S} d_i \}.
\]

As we now show, the production-distribution game can be modeled as a market game. The main remark is the following: demands are traded among players in the production-distribution game as goods in the market game. So we may think of each market \( j \in M \) as a different good; then each player \( i \in N \) is endowed with an initial amount \( d_i \in \mathbb{R}_+^n \) of goods. Also for each player \( i \in N \), the valuation function \( f_i(\cdot) \), which returns the profit of player \( i \) when provided with endowment vector \( z_i \), possibly different from \( d_i \), is the following:

\[
f_i(z_i) = \max \sum_{j \in M} (r_{ij} - c_{ij})y_{ij} \quad \text{s.t.} \quad 
\sum_{j \in M} y_{ij} \leq z_{ij} \quad \forall j \in M
\]

\[
\sum_{j \in M} y_{ij} \leq q_i \quad \forall i \in S
\]

\[
y_{ij} \geq 0 \quad \forall i \in S, j \in M
\]

We are left with showing that \( v'(S) \) coincide with \( v(S) \) as defined in (2). Observe that, through utility function \( f_i \), player \( i \) will optimize her personal profit given that she is given demands \( z_i \) and has capacity \( q_i \). In particular, if \( z_i \) is such that \( \sum_{j \in M} z_{ij} \leq q_i \), we can assume w.l.o.g. that she will serve all demands \( z_i \) (remember that \( r_{ij} - c_{ij} \geq 0 \)). In this case, \( f_i(z_i) = \sum_{j \in M} (r_{ij} - c_{ij})z_{ij} \). Also observe that if \( \sum_{j \in M} z_{ij} > q_i \), the demand \( \sum_{j \in M} z_{ij} - q_i \) is "lost" for player \( i \) and all other players in the coalition. Hence in an optimal solution \( z \) to \( v'(S) = \max \{ \sum_{i \in S} f_i(z_i) \mid z_i \in \mathbb{R}_+^m, \sum_{i \in S} z_i = \sum_{i \in S} d_i \} \), we have w.l.o.g. \( \sum_{j \in M} z_{ij} \leq q_i \) for each player \( i \in S \): if not we can reassign the 'lost' demand of a player to other players in \( S \) as in a feasible solution we have \( \sum_{i \in S} z_{ij} = \sum_{i \in S} d_{ij} \) for all \( j \in M \) and thus \( \sum_{j \in M} \sum_{i \in S} z_{ij} = \sum_{j \in M} \sum_{i \in S} d_{ij} = \sum_{i \in S} \sum_{j \in M} d_{ij} \leq \sum_{i \in S} q_i \). It follows that \( v'(S) \) coincide with \( v(S) \) as defined in (2).

We finally point out that, for each \( S \subseteq N \), the constraint matrix of (2) is totally unimodular; therefore, if we restrict to demands and capacities that are integral, also the optimal solution to (2) is integral; then the standard assumption for the market game model that the commodity product is continuous holds without loss generality for the production-distribution game.

### 2.1 The core of the production-distribution game

The core \( \mathcal{C} \) of a production-distribution game \( (N, v) \) is the set of all imputations \( x \in \mathbb{R}_+^n \) (redistribution of the global profit \( v(N) \)) that ensures that no coalition has an incentive to break the grand coalition \( N \), that is, \( \mathcal{C} \) is the set of \( x \) such that:

\[
x(S) = \sum_{S \subseteq N} x(S) = v(S)
\]
The core of the market game is non-empty [22]. Then, since the production-distribution game can be modeled as a market game, then also the core of the production-distribution game is non-empty. However, we point out that the argument in [22] for proving non-emptiness of the core is not constructive (it uses the Bondareva-Shapley Theorem [3,21]) and therefore it does not indeed provide a point in the core.

3 The nucleolus of the production-distribution game and the Maschler scheme

The nucleolus offers a desirable payoff-sharing solution in cooperative games, thanks to its attractive properties (see the following). In this section, we first recall its definition and then deal with the case of production-distribution games.

Let \( N_p = 2^N \setminus \{N, \emptyset\} \). For each \( x \in \mathbb{R}^n \) such that \( x(N) = v(N) \) and for each \( S \in N_p \), we define the excess of coalition \( S \) at \( x \) as: \( e_S(x) = x(S) - v(S) \). We also define the vector \( e(x) \in \mathbb{R}^{2^n-2} \) of the excess of the different coalitions at \( x \) as \( e(x) = (e_S(x))_{S \in N_p} \). Let \( e(x) \) be a permutation of the entries of \( e(x) \) arranged in non-decreasing order. We say that \( e(x) \) is leximin superior to \( e(y) \) if \( e(x) \) is lexigraphically superior to \( e(y) \)

**Definition 1.** The (pre)nucleolus \( \text{nc}(N,v) \) of a cooperative game \( (N,v) \) is \( \text{nc}(N,v) := \{ x \in \mathbb{R}^n : x(N) = v(N) \text{ and } \forall y \in \mathbb{R}^n : y(N) = v(N), e(y) \succeq e(x)\} \).

Note that the nucleolus is known to be a single point and moreover, it is in the core when the core is non-empty, as with production-distribution games. We are interested in polynomial time algorithms to compute the nucleolus. We are not aware of any such result for market games. It is known that the nucleolus can be computed by solving a sequence of at most \( 2^n - 1 \) linear programs. However, the production-distribution game does not fit into the framework of convex games [3]. Unfortunately, the production-distribution game does not fit into the framework of convex games not even in the case of uncapacitated single market, as it is witnessed by the following example.

**Example 1.** Consider a problem with 3 producers and a single market with the following input: \( r = 2, c_1 = 1, c_2 = 1, c_3 = 2, d_1 = d_2 = d_3 = 1/3 \). Consider the set \( S = \{1, 3\} \), \( T = \{2, 3\} \). We have \( v(S) + v(T) = 2/3 + 2/3 = 4/3 > 0 + 1 = v(S \cap T) + v(S \cup T) \).

It is however known that the nucleolus can be computed by solving a sequence of at most \( n \) linear programs: this is known as Maschler scheme [14]. Building upon this scheme, we will be able in the next section to provide polynomial time algorithms to find the nucleolus for the uncapacitated single-market production-distribution game. We therefore devote this section to recall this scheme.

The idea of the Maschler scheme is to start by making the worst possible excess as large as possible and then, given the constraints that it imposes on the problem, proceed by making the second worst excess as large as possible, etc. More formally, this can be formulated as follows. Given a polytope \( P \subseteq \mathbb{R}^n_+ \), we define \( F(P) := \{ S \subseteq N, x(S) = y(S), \text{ for any } x, y \in P \} \). First solve the following linear program:

\[
\begin{align*}
\max & \quad \epsilon \\
\text{subject to} & \quad (P^1) \quad x(S) &\geq v(S) + \epsilon \quad \forall S \in N_p \\
& \quad x(N) = v(N)
\end{align*}
\]

and let \( \epsilon^1 \) be the optimal value of \( (P^1) \) (for production-distribution games, \( \epsilon^1 \geq 0 \), as the core is non-empty and the problem is bounded). Let \( P^1(\epsilon^1) \) be the polytope defined by the set of solutions \( x \in \mathbb{R}^n_+ \) such that \( (x, \epsilon^1) \) is an optimal solution to \( (P^1) \). \( P^1(\epsilon^1) \) is known as the leastcore. Note that the following holds:

\[\text{Formally, the definition of the nucleolus also imposes individual rationality but this is redundant when the core is non-empty.}\]
An optimal solution $x$ to the dual, say $x^*(S)$, for $S \in \mathcal{F}(P^k(e^{k-1}))$, implies that $x(S) = c^1(S)$, where $c^1$ is some function $c^1$. Observe also that in order to describe $\mathcal{F}(P^k(e^{k}))$ it is enough to keep track of a linear number of sets, say $S_1, S_2, \ldots, S_l$, with $l \leq n$, whose characteristic vectors are linearly independent (we later simply say that the sets are linearly independent), as all other constraints of the form $x(S) = c^1(S)$ will then be implied by $x(S_i) = c^1(S_i)$ for $i = 1, \ldots, l$. Once we have found $P^1(e^1)$, we can iterate, and solve for $k \geq 2$ the following linear program:

$$\begin{align*}
\max \epsilon \\
(P^k) \quad x(S) \geq v(S) + \epsilon \forall S \in N_p \setminus \mathcal{F}(P^{k-1}(e^{k-1})),
\end{align*}$$

for some functions $c^1, \ldots, c^k$ that satisfy $c^k(S) = e^{k-1}(S)$ for all $S \in \mathcal{F}(P^{k-1}(e^{k-1}))$ (note that $\mathcal{F}(P^{k-1}(e^{k-1})) \subseteq \mathcal{F}(P^k(e^k))$). Observe again that it is still enough to keep track of a linear number of (linearly independent) sets $S_1, \ldots, S_l$ in $\mathcal{F}(P^k(e^k))$. The Mascher scheme is known to converge in at most $n$ iterations as the dimension of $P^k(e^k)$ decreases in each iteration.

### 3.1 A slightly revised Mascher scheme

Note that it is possible to slightly change the iterations of the Mascher scheme by simply setting to equality the sets corresponding to some constraints with positive dual values (and possibly other equalities implied by this choice) in an optimal basic solution to the linear programs above. From linear programming duality all the corresponding inequalities have to be satisfied by all optimal solutions. This lead to a slight variation of the Mascher scheme where we impose to satisfy at equality only a subset of all equalities associated with the optimal face of each $(P^k)$. The procedure would converge in a finite number of steps as in each step, there is at least one variable with positive dual value associated with a set $S$ such that $x(S)$ is not fixed yet (and will be fixed in this iteration), given the fact that the objective function only involves $\epsilon$. Hence if, in each iteration, we substitute $\mathcal{F}(P^{k-1}(e^{k-1}))$ by a certain subset $\mathcal{F}^k \subseteq \mathcal{F}(P^{k-1}(e^{k-1}))$, the revised scheme consists in solving for $k \geq 1$ (and until there is only one solution remaining):

$$\begin{align*}
\max \epsilon \\
(M^k) \quad x(S) \geq v(S) + \epsilon \forall S \in N_p \setminus \mathcal{F}^k, \\
x(S) = c^k(S) \forall S \in \mathcal{F}^k
\end{align*}$$

with $\mathcal{F}^1 = \{N\}$, $c^1(N) = v(N)$ and, for $k \geq 2$, for some function $c^k(S)$ that satisfies $c^k(S) = e^{k-1}(S)$ for all $S \in \mathcal{F}^{k-1}$. Note that $\mathcal{F}^k \subseteq \mathcal{F}^{k+1}$ as, when moving from $(M^k)$ to $(M^{k+1})$, we only fix additional equalities to equalities: namely, we take some inequalities in $(M^k)$ with positive dual value in the optimal solution to the dual, say $x(S) \geq v(S) + \epsilon$, fix $x(S) = v(S) + \epsilon^k$ ($\epsilon^k$ is the optimal value of $(M^k)$), and suitably define $c^k(S)$ by possibly adding other equalities implied when considering in addition the system $x(S) = e^{k-1}(S)$ (for instance, if we fix $x(S) = v(S) + \epsilon^k$, then we may as well fix $x(N \setminus S) = v(N) - (v(S) + \epsilon^k)$). We point out the following fact which will be often used:

**Fact 1** An optimal solution $(x, \epsilon)$ to $(M^k)$ is a feasible solution to $(M^{k+1})$. 

---

5 Polynomials of the number of steps might not be guaranteed in general but add-hoc methods can be used to prove it on specific situations.
4 The nucleolus for the uncapacitated single-market production-distribution game

We now deal with the production-distribution game for the case where there is a single market and there are no upper bounds on the production capacity of companies, i.e., \( q_i = \infty \) for each \( i \in N \). In this case, we may assume that the commodity product is sold at market price \( r \) and the (per unit) production cost for company \( i \) is \( c_i \). We denote by \( \alpha_i = r - c_i \) the (per unit) profit of company \( i \) and we assume without loss of generality (see the discussion in Section 2) that \( \alpha_1 \geq \alpha_2 \geq \ldots \geq \alpha_n \geq 0 \). Besides, we assume, without loss of generality, that the total demand is 1 and that each player \( i \) owns a fraction \( \lambda_i \) of this demand. Note that in this case, for a set \( S \) such that \( i \in S \) and \( S \cap \{1, \ldots, i-1\} = \emptyset \), \( v(S) = \alpha_i \lambda(S) \).

We will provide polynomial two time algorithms to find the nucleolus for the uncapacitated single-market production-distribution game. The former relies on a “standard” separation algorithm (see Section 4.1); the latter is an original and efficient primal-dual algorithm (see Section 4.2). After the design of these algorithms, we became aware of the general framework from [13] to derive polynomial time algorithms for computing the nucleolus when the minimum excess coalition problem can be solved in polynomial time via an integral dynamic program. It is not difficult to see that the single-market problem without capacities fits this framework, as we quickly recap in the following. However, the separation algorithm from Section 4.1 is more direct than the one coming from using this framework. Even more interesting, the primal-dual algorithm from Section 4.2 is combinatorial (and much faster).

The framework of K"onemann and Toth

Könemann and Toth [13] showed that the nucleolus can be computed via the Maschker scheme in polynomial time when the minimum excess coalition problem can be solved in polynomial time via an integral dynamic program. The minimum excess coalition problem is the following: given \( x \in \mathbb{R}^n \), find \( S \in \arg\min \{ x(S) - v(S), S \subseteq N \} \).

In our setting, if we enumerate over the \( n \) different possibilities for the minimum index \( j \) in a solution set \( S \) to the minimum excess coalition problem, then the problem \( \arg\min \{ x(S) - v(S), S \subseteq N \} \) decomposes into \( n \) problems of the form \( \arg\min \{ y_i : S \subseteq \{j, \ldots, n\} \} \) for \( y_i = x_i - \alpha_j \lambda_i \). It can be modeled as a shortest path problem from vertex \( j \) to vertex \( n+1 \) in the complete directed acyclic graph \( G_j \) with \( n-j+2 \) vertices (one vertex for each element in \( S \), numbered \( j, \ldots, n \), and one extra vertex, numbered \( n+1 \), representing a sink), induced by (topologically) ordering the vertices according to their numbering, and where the cost of an arc \((u,v)\) is simply \( y_u \) (the nodes of the shortest path that are in \( \{j, \ldots, n\} \) will be the elements of \( S \) to be considered).

Now observe that the disjunction over the different values of \( j \) can be represented by a shortest path from a source node \( s \) to a sink node \( t \) in a larger directed acyclic graph obtained by taking the (disjoint) union of the directed acyclic graphs \( G_j, j = 1, \ldots, n \) and adding a node \( s \) with an arc (of zero cost) to the source node \( j \) of \( G_j \) and a node \( t \) with an arc (of zero cost) from each sink node \( n+1 \) of \( G_j \). The shortest path problem in a directed acyclic graph can be phrased as an integral dynamic program and thus polynomial time solvability is a consequence of [13].

4.1 Separation algorithm

In order to compute the nucleolus of the production-distribution game we again rely on the Maschker scheme. Following the discussion in Section 3 the scheme requires the solution, for each \( k \geq 1 \), of a linear program of this kind:

\[
\begin{align*}
\max \epsilon & \\
(P^k) \quad & x(S) \geq v(S) + \epsilon & \forall S : S \notin \text{span}\{S_1, \ldots, S_{k'}\} \\
& x(S) = c^k(S) & \forall S : S \in \text{span}\{S_1, \ldots, S_k\}
\end{align*}
\]

\footnote{Of course it is using a sledgehammer to crack a nut!}

\footnote{We abuse again notations here and we mean that \( x^S \notin \text{span}\{\chi^{S_1}, \ldots, \chi^{S_k}\} \), where \( \chi^S \) represents the characteristic vector associated with the set \( S \).}
for a given family of linearly independent sets $S_1, ..., S_k$.

We will now show how to separate any point from the polytope defined by $[3]-[4]$ in polynomial time. We show later that, from the equivalence between separation and optimization, and because the above sequence is made of at most $n$ iterations, the nucleolus can be computed in polynomial time for the production-distribution game.

Let us introduce a couple of notations we will use in the following. For a set $S \subseteq E$ and $e \in E$, we denote by $S - e$ the set $S \setminus \{e\}$ and by $S + e$ the set $S \cup \{e\}$. A set $\{a, ..., b\}$ with $b < a$ is the empty set (not the set $\{b, ..., a\}$).

**Lemma 1.** There exists a polynomial time algorithm for separating over the polytope $[3]-[4]$ for the production-distribution game.

*Proof.* Let $(x^*, e^*)$ be a point in $\mathbb{R}^{n+1}$ such that $x^*(N) = v(N)$ and $x^*(S) = c^*(S)$ for all $S \in \{S_1, ..., S_k\}$. We want to decide whether $x^*$ satisfies inequalities $[3]-[4]$ and in case not, find a separating inequality.

The question reduces to testing whether there exists $S \subseteq \{1, ..., n\}$, with $S \not\in \text{span}\{S_1, ..., S_k\}$ such that $x^*(S) < v(S) + e^*$. This is equivalent to checking for each $i = 1, ..., n$ and all $S \subseteq \{1, ..., i - 1\} \neq \emptyset$ and $S \not\in \text{span}\{S_1, ..., S_k\}$ whether $x^*(S) \geq \lambda(S) - \alpha_i e^*$. Setting $y_i := x^*(S) - \lambda(S) - \alpha_i$, this is equivalent to testing whether $y_i(S - i) \geq e^*$ or equivalently whether $y_i(S - i) = e^*$. (7)

More abstractly, for each $i$ the problem is of the following form. Given $a_1 \leq ... \leq a_p$ and $b$ in $\mathbb{R}$, a set $M$ with $M \cap \{1, ..., p\} = \emptyset$ and linearly independent sets $S_1, ..., S_k$ (over a ground set containing $M \cup \{1, ..., p\}$) for some $0 \leq k \leq p$, check whether $a(S) \geq b$ for all $S \subseteq \{1, ..., p\}$. From now on, we let $\mathcal{F} := \{S \subseteq \{1, ..., p\} : S \cup M \not\in \text{span}\{S_1, ..., S_k\}\}$. Also we say that the inequality associated with $S$ is violated if $a(S) < b$ (independently of whether $S$ is in $\mathcal{F}$ or not). In contrast, we talk of a separating inequality for a violated inequality associated with a set $S$ not in $\mathcal{F}$.

We define $\tilde{\ell} := \max\{j : a_j \leq 0\}$ (with the convention that $\tilde{\ell} = 0$ if $a_1 > 0$ and $\tilde{\ell} := \{1, ..., \tilde{\ell}\}$) and we assume also that $a(S) < b$ and $S \in \mathcal{F}$ otherwise either there is no violated inequality (the one associated with $S$ is the most (possibly) violated one as $S$ minimizes $a(S)$ over all $S \subseteq \{1, ..., p\}$) or the inequality associated with $S$ is a separating inequality.

We define now

$$\ell := \min\{l \in \{1, ..., \tilde{\ell}\} : S - l' \in \mathcal{F} \text{ and } a(S - l') < b, \forall l' : l \leq l' \leq \tilde{\ell}\}$$

(7)

$$\bar{\ell} := \max\{l \in \{\tilde{\ell} + 1, ..., n\} : S + l' \in \mathcal{F} \text{ and } a(S + l') < b, \forall l' : l \geq l' \geq \tilde{\ell} + 1\}$$

(8)

with the convention that $\ell = 0$ if $\tilde{\ell} = 0$, $\tilde{\ell} = \tilde{\ell} + 1$ if no $l$ exists in $\{1, ..., \tilde{\ell}\}$ with the property required in (7), $l = p + 1$ if $\tilde{\ell} = p$ and $\bar{\ell} = \tilde{\ell}$ if no $l$ exists in $\{\tilde{\ell} + 1, ..., p\}$ with the property required in (8).

By definition we have $S - (\ell - 1) \not\in \mathcal{F}$ or $a(S - (\ell - 1)) \geq b$ if $\ell > 1$ and $S + (\ell + 1) \not\in \mathcal{F}$ or $a(S + (\ell + 1)) \geq b$ if $\ell < p$.

If $\ell > 1$ we have in addition that $S - (\ell - 1) \not\in \mathcal{F}$ and $a(S - (\ell - 1)) < b$, the inequality associated with $S - (\ell - 1)$ is a separating inequality. If $\ell < p$ and we have in addition that $S + (\ell + 1) \not\in \mathcal{F}$ and $a(S + (\ell + 1)) < b$, the inequality associated with $S + (\ell + 1)$ is a separating inequality.

We claim that if we are not in one of the two situations above, there is no separating inequality. Observe first that, in such a case, any violated inequality must include all $l$ in $\{1, ..., \ell - 1\}$ and must miss all $l$ in $\{\ell + 1, ..., p\}$. Indeed, if $\ell > 1$, $a(S - (\ell - 1)) \geq b$. Similarly, if $\ell < p$, $a(S + (\ell + 1)) \geq b$.

But the most possibly violated inequality missing (at least) an element $l \in \{1, ..., \ell - 1\}$ is the inequality associated with $S - (\ell - 1)$ if $\ell > 1$ and the most possibly violated inequality including (at least) an element $l \in \{\ell + 1, ..., p\}$ if $\ell < p$, which are both not violated.

So any possibly violated inequality is associated with a set of the form $\{1, ..., \ell - 1\} \cup S$ for some $S \subseteq \{\ell, ..., \ell - 1\} \cap \{1, ..., p\}$. But $\ell \in \text{span}\{S_1, ..., S_k\}$ for all $\ell \in \{\ell, ..., \ell - 1\} \cap \{1, ..., p\}$ by construction (for all $\ell \geq 1 : \ell \leq l \leq \tilde{\ell}$, $S - l \in \mathcal{F}$ and $S \in \mathcal{F}$, so $S \setminus (S - l) = (S \cup M) \setminus ((S - \ell) \cup M) = \text{span}\{S_1, ..., S_k\}$ too, and for all $\ell \leq p : \ell \geq l \geq \tilde{\ell} + 1, S + l \in \mathcal{F}$ and $S \in \mathcal{F}$, so $(S + l) \setminus S = ((S + l) \cup M) \setminus (S \cup M)$ is in $\text{span}\{S_1, ..., S_k\}$ too), so it follows that $S \setminus \{(\ell, ..., \ell - 1) \cup (S \cap \{\tilde{\ell} + 1, ..., \ell\}) = \{1, ..., \ell - 1\} \cup S$ is in $\mathcal{F}$.

**Corollary 1.** The nucleolus can be found in polynomial time for the production-distribution game.

*Proof.* We can solve each linear program $(P^k)$ in polynomial time from the equivalence between optimization and separation (note that at the first step, i.e., when $k = 1$, the family $S_1, ..., S_k$ is made of
the single set \( N \). Besides, we can obtain in polynomial time a dual certificate associated with facets of \( \mathcal{F} \) (see from Corollary 14.11.g in [19]). But any such dual certificate must contain at least one positive dual variable over the sets in \( \mathcal{F} \) by definition of the dual (and because the objective function only contains \( \epsilon \)). It follows that we can find a set \( S \) that is linearly independent of \( S_1, ..., S_n \) and such that the inequality \( x(S) \geq v(S) + \epsilon \) has to be satisfied at equality by all optimal solutions. And thus we can iterate and the scheme converges in at most \( n \) iterations.

4.2 Combinatorial algorithm

We again rely on the Maschler scheme and in particular on the revised scheme discussed in Section 3.1. Namely we deal with the following linear program for \( k \geq 1 \) and until there is only one solution remaining:

\[
\begin{align*}
\max_{\mathcal{F}^k} \quad & \epsilon \\
\text{s.t.} \quad & x(S) \geq v(S) + \epsilon \quad \forall S \in \mathcal{N}_p \setminus \mathcal{F}^k \\
& x(S) = c^k(S) \quad \forall S \in \mathcal{F}^k
\end{align*}
\]

and we produce in polynomial time an optimal solution \((x^k, e^k)\) to each \((M^k)\) starting from the optimal solution \((x^{k-1}, e^{k-1})\) to \((M^{k-1})\), which is a feasible solution to \((M^k)\), remember Fact 1; note that for \( k = 1 \), the solution of \((M_1)\) starts with the feasible solution \((x^0, e^0)\), where \( x^0(j) = \lambda_j \cdot \alpha_1 \) and \( e^0 = 0 \).

In particular, for each \( k \geq 1 \) the family \( \mathcal{F}^k \) will hold a particular structure:

Property 1. \( \mathcal{F}^k \) corresponds to all subsets of \( \mathcal{F}^k \) and their complement for a set \( \mathcal{F}^k \subseteq \mathcal{N} \) such that \( 1 \notin \mathcal{F}^k \). Namely, \( \mathcal{F}^k = \{ F \in 2^\mathcal{N} : \text{either } F \subseteq \mathcal{F}^k \text{ or } \mathcal{N} \setminus \mathcal{F}^k \subseteq F \} \).

We initially set \( \mathcal{F}^1 = \emptyset \), and therefore \( \mathcal{F}^1 = \{ \mathcal{N}, \emptyset \} \). And we will guarantee a polynomial number of step in our revised scheme by ensuring that, at each iteration, \( \mathcal{F}^k \) is a strict superset of \( \mathcal{F}^{k-1} \); that will be done by exploiting for each problem \((M^k)\) an optimal dual certificate. The scheme will then converge in at most \( n - 1 \) iterations, as eventually \( \mathcal{F}^k = \mathcal{N} \setminus 1 \) and therefore \( \mathcal{F}^k = 2^\mathcal{N} \); in this case, if \((x^{k-1}, e^{k-1})\) is the optimal solution to \((M^{k-1})\), then \( x^{k-1} \) is the nucleolus.

At each iteration \( k \), we will solve problem \((M^k)\) by a suitable primal-dual algorithm, that we describe in the following.

Solving \((M^k)\) by a primal-dual algorithm

First note that the problem \((M^k)\) is actually the dual \((D^k)\) of problem \((P^k)\) below:

\[
\begin{align*}
\min_{\mathcal{N}_p} \quad & -\sum_{S \in \mathcal{F}^k} c^k(S)y_S + \sum_{S \notin \mathcal{F}^k} v(S)y_S \\
\text{s.t.} \quad & Ay = 0 \\
& \sum_{S \notin \mathcal{F}^k} y_S = 1 \\
& y_S \geq 0, \forall S \notin \mathcal{F}^k
\end{align*}
\]

max \( \epsilon \)

\[
\begin{align*}
\text{s.t.} \quad & xA_S \geq v(S) + \epsilon, \forall S \notin \mathcal{F}^k \\
& xA_S = c^k(S), \forall S \in \mathcal{F}^k
\end{align*}
\]

where \( A \) is a matrix whose rows are the characteristic vectors of the sets \( S \in \mathcal{N}_p \). We will then solve each program \((D^k) \equiv (M^k)\) by using the primal-dual algorithm applied to \((P^k)\) (note that we will never need to know explicitly the values \( c^k(S) \)).

The primal-dual algorithm starts from the feasible dual solution \((x^{k-1}, e^{k-1})\) to \((D^k)\), see the discussion above. When \( k = 1 \) we rely on the solution \((x^0, e^0)\), with \( x^0(j) = \lambda_j \cdot \alpha_1 \) and \( e^0 = 0 \). The current solution will be then updated through the iterative solution of a pair of auxiliary programs: the restricted primal \((RP)\) and the dual of the restricted primal \((DRP)\). Before providing these programs, we point out that throughout each iteration of the primal-dual algorithm we will assume that the current solution \((x, \epsilon)\) to \( D^k \) will satisfy a suitable property:

Property 2. For each \( i \notin \mathcal{F}^k, i \neq 1 \), \( x(\mathcal{N} \setminus i) = v(\mathcal{N} \setminus i) + \epsilon \).

We point out that when \( k = 1 \) Property 2 holds with respect to \((x^0, e^0)\) and \( \mathcal{F}^1 = \emptyset \). We will show that, for a fixed \( k \), Property 2 is then preserved over the iterations of the primal-dual algorithm; this way we will prove by induction that the property holds also with respect to the first solution to \((D^{k+1}) \equiv (M^{k+1})\)
as, once again, the optimal solution \((x^k, \epsilon^k)\) to \((D^k)\) is the starting (feasible) solution to \((D^{k+1})\), and \(F^{k+1}\) will be always a strict superset of \(F^k\).

Also note that, as \(i \not\in F^k\) by Property \([1]\) if \(i \neq 1\) is not in \(F^k\), then \(N \setminus i \not\in \mathcal{F}^k\). Through Property \([2]\) we assume that even if the set \(N \setminus i \not\in \mathcal{F}^k\), the corresponding constraint in \((D^k)\) is tight.

In the following, for shortness, we let \(P := P^k, D := D^k, F := \mathcal{F}^k, F := F^k\). Suppose therefore that we are given a feasible solution \((x, \epsilon)\) to \(D\) with \(N \setminus 1 \not\subseteq F\) (else \(x\) is the nucleolus, see above) that satisfies Property \([2]\). As we want to apply the primal-dual algorithm (to solve \(P\)), we want to check optimality of \((x, \epsilon)\) using complementary slackness. It means: does there exist \(y\) feasible solution to \(P\) with \(y_S = 0\) whenever \(S \not\in F\) and \(x_A \not\geq y(S) + \epsilon?\) The answer is “yes” if and only if the optimal solution to the restricted primal \(RP\) below has value 0 (we let \((DRP)\) be the dual of \((RP)\)):

\[
\begin{align*}
\min_{\delta} \quad & \max \tilde{\epsilon} \\
\text{subject to} \quad & Ay = 0 \\
& \sum_{S \in \mathcal{F}} y_S + \delta = 1 \\
& y_S \geq 0, \forall S \not\in F \\
& y_S = 0, \forall S \not\in F : x_A \not\geq y(S) + \epsilon \\
& \delta \geq 0.
\end{align*}
\]

Observe first that \((RP)\) has a (optimal) solution of value 0 if and only if there is a feasible solution to the following system:

\[
\begin{align*}
(I) \quad & \sum_{S \in \mathcal{F}} y_S > 0 \\
& y_S \geq 0, \forall S \not\in F \\
& y_S = 0, \forall S \not\in F : x_A \not\geq y(S) + \epsilon
\end{align*}
\]

as in this case we can scale \(y\) to guarantee \(\sum_{S \in \mathcal{F}} y_S = 1\). Moreover, it follows that if \((RP)\) does not have value 0 then it has value 1, as \(y = 0, \delta = 1\) is a solution to \((RP)\) (and if there is a solution \((RP)\) with \(1 > \delta > 0\), then we have a solution of value 0 to \((I)\) and thus a solution to \((RP)\), as we just observed).

**Claim.** Let \((x, \epsilon)\) be a feasible solution to \(D\) with \(N \setminus 1 \not\subseteq F\). Then:

(i) if there exists \(\bar{S} : \bar{S} \not\in F, x_A \not\geq v(\bar{S}) + \epsilon\) and \(1 \not\in \bar{S}\), then \(RP\) has value 0;

(ii) if vice versa each \(\bar{S} : \bar{S} \not\in F, x_A \not\geq v(\bar{S}) + \epsilon\) is such that \(1 \in \bar{S}\), then \(RP\) has value 1

**Proof.** Observe that, since \(N \setminus 1 \not\subseteq F\), it follows that there exist \(i \neq 1 : i \not\in F\).

(i). It is enough to prove that in this case there exists then a solution \(y\) that satisfies \((I)\). Note that \(A_S + \sum_{i \in S} A_{N \setminus i} = |S|A_N\). Hence setting \(y_S = 1, y_{N \setminus i} = 1\) for all \(i \in \bar{S}\) and \(y_N = -|S|\), we have \(Ay = 0\).

We now show that \(y\) satisfies the other constraints in \((I)\). First, \(y\) satisfies constraints \(y_S \geq 0, \forall S \not\in F\), as \(N \in F\). Then \(y\) satisfies constraints \(y_S = 0, \forall S \not\in F : x_A \not\geq v(S) + \epsilon\) by construction and Property \([2]\).

Finally we have \(\sum_{S \in \mathcal{F}} y_S > 0\) by construction (note again that \(N \in F\)).

(ii). Consider the solution to \(DRP\) with \(\tilde{\epsilon} = 1\) and \(\tilde{x}\) such that: \(\tilde{x}(1) = n - 1 - |F|; \tilde{x}(i) = -1\) for all \(i \not\in F\), \(i \neq 1\); \(\tilde{x}(i) = 0\) for all \(i \in F\). It has value 1 so let us check that it is feasible. For all \(S \subseteq F\), either \(S \subseteq F\) and in this case \(\tilde{x}_S = 0\); or \(S\) is the complement of a subset of \(F\). In the latter case, \(1 \in S\) by Property \([1]\) and thus \(\tilde{x}_S = n - 1 - |F| - (|S| - 1) = |N \setminus F| - 1 - (|S| - 1) = 0\). Now consider any set \(S\) such that \(S \not\subseteq F\) and \(x_A \not\geq v(S) + \epsilon\) by hypothesis \(1 \in S\). In this case, \(\tilde{x}_S = n - 1 - |F| - (|S| - 1)\). As \(S \not\subseteq F\), it follows that \(N \setminus (F \cup S) \neq \emptyset\); otherwise \(S\) is the complement of \(F \setminus S\) and by hypothesis it is in \(F\). Then \(n - 1 - |F| - (|S| - 1) = |N \setminus F| - 1 - (|S| - 1) = |N \setminus F| - |S| \geq 1\). Hence \((\tilde{x}, \tilde{\epsilon})\) is a feasible solution to \(DRP\) with value 1.

Hence, in order to check optimality of the current solution \((x, \epsilon)\), we only need to check whether there exists \(\tilde{S} : \tilde{S} \not\subseteq F : x_A \not\geq v(\tilde{S}) + \epsilon\) with \(1 \notin \tilde{S}\). If there exists such a \(\tilde{S}\), \((x, \epsilon)\) is an optimal solution to the current iteration of the Maschler scheme. We then replace \(F\) by \(\tilde{S} \cup F\): note there must exist an element in \(\tilde{S} \setminus F\) otherwise \(\tilde{S}\) is a subset of \(F\), and hence in \(F\), a contradiction.

If vice versa, each \(\tilde{S} : \tilde{S} \not\subseteq F, x_A = v(\tilde{S}) + \epsilon\) is such that \(1 \in \tilde{S}\) then from the proof of Claim \([4, 2]\) (i), \((\tilde{x}, \tilde{\epsilon}) - \tilde{\epsilon} = 1\), \(\tilde{x}(1) = n - 1 - |F|; \tilde{x}(i) = -1\) for all \(i \not\in F\), \(i \neq 1\); \(\tilde{x}(i) = 0\) for all \(i \in F\) - is an optimal solution to \(DRP\). According to the primal-dual algorithm, we use \((\tilde{x}, \tilde{\epsilon})\) to update \((x, \epsilon)\). Namely, we look for the maximum increase in the direction of \((\tilde{x}, \tilde{\epsilon})\) by finding the maximum \(\lambda \geq 0\) such that \((x, \epsilon) + \lambda(\tilde{x}, \tilde{\epsilon})\) remains feasible for \(D\). Observe that: if \(S \in F\), then \(x_A S = 0\); if \(S \not\subseteq F\) and \(1 \in \tilde{S}\), then
\( \bar{x}A_S \geq \bar{e} \). Hence, the restriction can only come from a set \( S \not\in \mathcal{F} \) with \( 1 \not\in S \); in this case, \( xA_S > v(S) + \epsilon \) (otherwise the value of \( RP \) would be 0) and \( \bar{x}A_S < \bar{e} \) (this holds for all \( S \) not taking 1). Thus \( \lambda \) can be defined as follows:

\[
\lambda = \min_{S \in \mathcal{F}, \mathcal{I}} \frac{xA_S - v(S) - \epsilon}{\bar{x}A_S - \lambda} = \frac{xA_S - v(S) - \epsilon}{1 + |S|/|\mathcal{F}|}
\]

Note that \( \lambda > 0 \) as otherwise \( RP \) would have value 0. Let \( \bar{S} \) be the argmin in the previous formula and let \( (x, \epsilon) = (x, \epsilon) + \lambda(\bar{x}, \bar{e}) \). Obviously, for this new \( (x, \epsilon) \), \( xA_S = v(S) + \epsilon \) and by Claim 4.2 \( RP \) has now value zero. We have therefore:

**Lemma 2.** The primal-dual algorithm converges in at most one iteration.

The only thing we need to prove now is that we keep Property 2 when the primal-dual iterates. Let \( i \neq 1, i \not\in \mathcal{F} \). We have \( xA_{N \setminus i} = v(N \setminus i) + \epsilon \) before the update by induction and \( \bar{x}A_{N \setminus i} = \bar{e} \) (by construction), and thus we still have \( xA_{N \setminus i} = v(N \setminus i) + \epsilon \) after the iteration.

As we already observe, we increase the size of \( \mathcal{F} \) in each iteration of the Maschler scheme so we converge in at most \( n - 1 \) iterations. In order to prove polynomiality we thus only need to prove that computing \( \lambda \), and actually whether \( RP \) has value 0 or not, can be done in polynome. Note that we can solve the question of \( RP \) having value 0 or not first simultaneously to the computation of \( \lambda \), as \( \lambda = 0 \) if and only if \( RP \) has value zero.

The computation of \( \lambda \) is easy in our case. We will solve the problem by enumerating over all choices for \( i \neq 1 \) and over the possible values for \( t := |S \setminus F| \) (from 1 to at most \( n - 1 - |F| \)). For a fixed \( i \) and \( t \), we solve a problem of the form \( \min_{S \in \mathcal{S}, \mathcal{I}} \frac{w(S) - \epsilon |S|}{1 + t} \) (hence we have to solve \( O(n^2) \) problems), which is equivalent to \( \min_{S \in \mathcal{S}, \mathcal{I}} \frac{w(S)}{1 + t} \) (as, \( t \) and \( \epsilon \) are fixed) and then to \( \min_{S \in \mathcal{S}, \mathcal{I}} w(S) \) (for \( i \neq 1 \), we have that for all \( S \in \mathcal{S}, 1 \not\in S \), so \( S \) cannot be the complement of a subset of \( F \) when \( S \not\in \mathcal{F} \)). The solution is trivial: we take \( i \) and all elements \( j \) that are in \( F \cap \{i + 1, \ldots, n\} \) such that \( w_j < 0 \) and we add either the smallest (with respect to the weight \( w \) \( t \) or \( t - 1 \) elements (depending whether \( i \in F \) or not) in \( (N \setminus F) \cap \{i + 1, \ldots, n\} \). The complexity of the algorithm is thus \( O(n \cdot (n \log(n) + n^2 \cdot n)) = O(n^4) \) (this could certainly be improved).

### 5 Shapley values for the uncapacitated single-market production-distribution game

Besides the nucleolus also the Shapley value 20 offers a desirable payoff-sharing solution in cooperative games, thanks to the property of being the unique cost sharing mechanism that satisfies the following axioms: efficiency; symmetry; linearity; null player property. The Shapley value \( S_i(v) \) for player \( i \in N \) in a cooperative game \((N, v)\) is equal to:

\[
S_i(v) = \sum_{T \subseteq N \setminus i \in T} \frac{(|T|-1)!|N|-|T|)!}{n!} (v(T) - v(T \setminus \{i\})) = \sum_{T \subseteq N \setminus i \in T} \beta_{|T|} \cdot (v(T) - v(T \setminus \{i\})),
\]

where we let \( \beta_{|T|} := \frac{(|T|-1)!(|N|-|T|)!}{n!} \). If we now deal with the uncapacitated single market production-distribution game, and rely on the assumptions and definitions from Section 4 (see the first paragraph), it is straightforward to see that:

\[
v(T) - v(T \setminus \{i\}) = \begin{cases} 
\lambda_i \cdot \alpha_{h} & \text{if } T \in S_h, h < i \\
\lambda(T \setminus i) \cdot (\alpha_i - \alpha_h) + \lambda_i \cdot \alpha_i & \text{if } T = \{i\} \cup S, S \in S_h, h > i \\
\lambda_i \cdot \alpha_i & \text{if } T = \{i\}
\end{cases}
\]

where, for each \( i = 1, \ldots, n \), \( S_i = \{S \subseteq N : S \cap \{1, 2, \ldots, i\} = \{i\}\} \). It is now pretty straightforward to compute the Shapley value efficiently, it is simply a matter of computing appropriately the number of set \( T \subseteq N : i \in T \) that fall into these three cases. Then a rather tedious calculus shows that:

\[
S_i(v) = \lambda_i \sum_{h \in \{1, \ldots, i-1\}} \alpha_h \sum_{l=0}^{n-h-1} \binom{n-h-1}{l} \beta_{l+2} + \alpha_i \lambda_i \sum_{l=0}^{n-h} \binom{n-h}{l} \beta_{l+2}
\]
and therefore the Shapley value can be computed in polynomial time. We recall that however in general the Shapley value needs not be in the core.

6 The uncapacitated multi market production-distribution game

In this section, we give up with the hypothesis of a single market and we consider a set \( M \) of markets. However, we still assume that there is no upper bound on the production capacity of each company \( i \in N \), i.e., \( q_i = \infty \). We learned from Section 2.1, via a nonconstructive argument, that the core of the game \((N,v)\) is non-empty; however, as we show in the following, in this case one may easily exhibit a point in the core. First, let \( \alpha_{ij} = r_j - c_{ij} \) (recall that we may assume without loss of generality that \( \alpha_{ij} \geq 0 \)). It is easy to see that in this uncapacitated setting:

\[
v(S) = \sum_{j \in M} \max_{i \in S} \alpha_{ij} \cdot \sum_{i \in S} d_{ij}.
\]

This takes us to define a (sub)game \((N,v_j)\) for each market \( j \in M \). For a fixed \( j \in M \), we consider the single market game with value function, \( v_j(S) := \max_{i \in S} \alpha_{ij} \cdot d_{ij} \) (with \( d_j(S) := \sum_{i \in S} d_{ij} \)), for each \( S \subseteq N \). Let \( \alpha^*_j := \max_{i \in N} \alpha_{ij} \). Then it is easy to check that the imputation \( x = \alpha^*_j \cdot d_{ij} \), for all \( i = 1, \ldots, n \), is in the core of the game \((N,v)\). Now observe that \((N,v) = (N,\sum_{j \in M} v_j)\), as for each \( S \subseteq N \), \( v(S) = \sum_{j \in M} v_j(S) \) and thus the imputation \( x = \sum_{j \in M} \alpha^*_j \cdot d_{ij} \), for all \( i = 1, \ldots, n \), is in the core of the game \((N,v)\). The fact that \((N,v) = (N,\sum_{j \in M} v_j)\) combined with linearity of the Shapley shows that (we simply need to sum the values \( S_i(v_j) \) that can be computed from (10)) :

**Corollary 2.** The Shapley value can be found in polynomial time for the uncapacitated multi market production-distribution game.

It is tempting to use the fact that \((N,v) = (N,\sum_{j \in M} v_j)\) also to decompose the computation of the nucleolus. Unfortunately, in contrast with the Shapley value, the nucleolus is not additive in general and not even in this family of games, as illustrated by the following example.

**Example 2.** Consider a problem with 3 producers and 3 markets. The demand matrix \( d := (d_{ij})_{1 \leq i,j \leq 3} \) and the profit matrix \( \alpha := (\alpha_{ij})_{1 \leq i,j \leq 3} \), are given below:

\[
d = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0
\end{bmatrix}, \quad \alpha = \begin{bmatrix}
1 & 1 & 1 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

Computation shows that the nucleolus of the associated production-distribution game is \( x_1 = 10/3, x_2 = 4/3, x_3 = 4/3 \). In contrast, the sum of the nucleolus associated with the 3 production-distribution games restricted to each market is \( x_1 = 3, x_2 = 1.5, x_3 = 1.5 \).

We believe that, although the solution provided by the sum of the nucleolus of the single-market subproblems does not coincide with the nucleolus in general, it is still as a sensible solution in practice since the solution to the single-market case can be computed quickly using the combinatorial algorithm presented in Section 4.2 and it seems reasonable to argue on each market separately. Besides, the corresponding solution is in the core of \((N,v)\) as, the core of each subgame \((N,v_j)\) is non-empty, the nucleolus is in the core (for such non-empty games), and the sum of solutions in the core of \((N,v_j)\) is obviously in the core of \((N,\sum_{j \in M} v_j)\) = \((N,v)\). Once again this is not always the case with the Shapley value.

Finally, the production-distribution games exhibit nice properties, such as the non-emptiness of the core, and the polytime solvability of the nucleolus and the Shapley values in interesting special cases. However there are still challenging open mathematical problems for general production-distribution games: Can we find a point in the core? Can we find the nucleolus or the Shapley values efficiently? We leave the corresponding questions for further investigations.
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