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Abstract

Good semigroups form a class of submonoids of $\mathbb{N}^d$ containing the value semigroups of curve singularities. In this article, we describe a partition of the complements of good semigroup ideals, having as main application the description of the Apéry sets of good semigroups. This generalizes to any $d \geq 2$ the results of [7], which are proved in the case $d = 2$ and only for the standard Apéry set with respect to the smallest nonzero element. Several new results describing good semigroups in $\mathbb{N}^d$ are also provided.
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Introduction

In [1] the notion of good semigroup was formally defined in order to study value semigroups of Noetherian analytically unramified one-dimensional semilocal reduced rings, e.g. the local rings arising from curve singularities (and from their blowups), possibly with more than one branch. By the truth, properties of these semigroups were already considered in [3], [5], [9], [10], but their structure was systematically studied in [1]. In the one branch case, value semigroups are numerical semigroups, and their theory has been widely studied. Also in the case with more branches, in which value semigroups are submonoids of $\mathbb{N}^d$, the properties of the correspondent rings can be translated and studied at semigroup level. For example, the well-known result by Kunz (see [13]) that a one-dimensional analytically irreducible local domain is Gorenstein if and only if its value semigroup is symmetric can be generalized to analytically unramified rings (see [3] and also [10]).

However, good semigroups present some problems that make difficult their study; first of all they are not finitely generated as monoid (even if they can be completely determined by a finite set of elements (see [11], [4] and [6])) and they are not closed under finite intersections.
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Secondly, their good ideals (i.e. ideals of good semigroups satisfying the same axiomatic definition) do not behave well under sums and differences in the sense that a sum or a difference of two of them does not necessarily produce a good ideal (see e.g. [1] and [12]). Moreover, the class of good semigroups is larger than the class of value semigroups (see [1]) and no characterization of value good semigroups is known, unlike the numerical semigroup case in which any such semigroup is the value semigroup of the ring of the corresponding monomial curve. Unfortunately, a consequence of this fact is that, in order to prove some property for a good semigroup, it is not in general possible to take advantage of the nature of value semigroups of rings. For this reason, good semigroups with two branches have also been recently studied as a natural generalization of numerical semigroups, using only semigroup techniques, without necessarily referring to the ring context (see [7],[14],[8],[15]). More precisely, working in the case of good subsemigroups of \( \mathbb{N}^2 \), in [7], the authors study the notion of Apéry set, which is in this case infinite, but they show that it has a natural partition in a finite number of sets, called levels, and the number of these sets is \( e = e_1 + e_2 \) where \((e_1, e_2)\) is the minimal nonzero element in \( S \). In case \( S \) is a value semigroup of a ring, this number is equal to the multiplicity of the corresponding ring agreeing with the analogous well-known result in the numerical case. Furthermore, for a symmetric good semigroup in \( \mathbb{N}^2 \), this partition satisfies a duality property similar to the duality that holds for the Apéry set in the numerical case. The partition in levels of the Apéry set seems to be very useful also to study other properties of good semigroups. For example, in [14] the authors define the concept of embedding dimension for a good semigroup and use the levels of the Apéry set to prove that the embedding dimension is bounded above by the multiplicity (as it happens for numerical semigroups and for one-dimensional rings).

Finally, in [8] the authors define the same partition in levels for complements of proper good ideals (hence also for Apéry sets with respect to any element), in order to define and study the type of a good semigroup and to study almost symmetric good semigroups and the symmetry conditions on their Apéry sets. Following this approach, our purpose is to generalize to semigroups contained in \( \mathbb{N}^d \) some of the notions and properties defined in the case \( d = 2 \). In particular the main aim of this paper is to generalize the partition in levels for complements of good ideals and to show that, in the case of a principal good ideal \( E \) generated by an element \( \omega \) (i.e. the Apéry set with respect to \( \omega \) is the complement of \( E \)), the number of levels is exactly the sum of the components of \( \omega \) (see, Theorem 4.4). The proof of Theorem 4.4 gives also an alternative proof for [7, Theorem 3] in the case \( d = 2 \). We do not use an extension of the same argument of [7, Theorem 3], since for \( d > 3 \) that would require too many technicalities and, instead, we develop a new method which provides also more information about the structure of a good semigroup and gives a consistent generalization of [7, Theorem 5].

The structure of this paper is the following. In Section 1, we recall the preliminary definitions and we prove several general results needed for the rest of the paper. In particular, we introduce the concept of complete infimum and we study the relation that this has with Property (G2) of good ideals (see Definition 1.2 and Proposition 1.10). This relation will be essential in the next section. Furthermore, we generalize to \( \mathbb{N}^d \) the well-known fact that in a good semigroup \( S \subseteq \mathbb{N}^2 \), given an element \( \alpha \in S \), a sufficient condition for having \( \Delta^S(\alpha) = \emptyset \) is to have
\[ \Delta^S_i(\alpha) = \emptyset \text{ for some } i \in \{1, 2\} \] (see Proposition 1.7 and the definitions at the beginning of Section 1).

In Section 2, we introduce the previously mentioned partition in levels of complement of good ideals according to what has been done in [7] and [8] in case \( d = 2 \) (a similar partition was firstly defined in [2] for the Apéry set of the value semigroup of a plane curve). This will be defined using a partial order relation and the notion of complete infimum. Finally, in order to compute the number of levels, we generalize [8, Lemma 2.3] to \( \mathbb{N}^d \) (see, Theorems 2.5 and 2.8).

In Section 3, we define the subspaces of a good semigroup, whose name arises from the fact that they geometrically represent discrete subspaces contained in the good semigroup. For a value semigroup of an analytically irreducible ring, this definition has a precise correspondence in ring theory which is pointed up in [5, Corollary 1.6]. Identifying a subspaces with a particular representative element, we generalize to the set of subspaces many properties proved in the two preceding sections.

Finally, in Section 4, we prove Theorem 4.4 computing the number of levels of a the complement of a good ideal in the case of principal good ideals.

1 Good Semigroups with \( d \) branches

Let \( \mathbb{N} \) be the set of nonnegative integers. As usual, \( \leq \) stands for the natural partial ordering in \( \mathbb{N}^d \): set \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d), \beta = (\beta_1, \beta_2, \ldots, \beta_d) \), then \( \alpha \leq \beta \) if \( \alpha_i \leq \beta_i \) for all \( i \in \{1, \ldots, d\} \). Through this paper, if not differently specified, when referring to minimal or maximal elements of a subset of \( \mathbb{N}^d \), we refer to minimal or maximal elements with respect to \( \leq \). Given \( \alpha, \beta \in \mathbb{N}^d \), the infimum of the set \( \{ \alpha, \beta \} \) (with respect to \( \leq \)) will be denoted by

\[ \alpha \land \beta = (\min(\alpha_1, \beta_1), \min(\alpha_2, \beta_2), \ldots, \min(\alpha_d, \beta_d)) \]

Let \( S \) be a submonoid of \( (\mathbb{N}^d, +) \). We say that \( S \) is a good semigroup if

(G1) For every \( \alpha, \beta \in S \), \( \alpha \land \beta \in S \);

(G2) Given two elements \( \alpha, \beta \in S \) such that \( \alpha \neq \beta \) and \( \alpha_i = \beta_i \) for some \( i \in \{1, \ldots, d\} \), then there exists \( \epsilon \in S \) such that \( \epsilon_i > \alpha_i = \beta_i \) and \( \epsilon_j \geq \min\{\alpha_j, \beta_j\} \) for each \( j \neq i \) (and if \( \alpha_j \neq \beta_j \) the equality holds).

(G3) There exists an element \( c \in S \) such that \( c + \mathbb{N}^d \subseteq S \).

Sometimes, inspired by the notion of value semigroups of algebroid curves with \( d \) branches, we will say that \( S \) has \( d \) branches if it a submonoid of \( \mathbb{N}^d \). A good subsemigroup is said to be local if \( 0 = (0, \ldots, 0) \) is its only element with a zero component. In the following, if not otherwise specified, all the results will be proved for any good semigroup, independently whether local or not.
Notice that, from condition (G1), if \( e \) and \( d \) fulfill (G3), then so does \( e \land d \). So there exists a minimum \( c \in \mathbb{N}^2 \) for which condition (G3) holds. Therefore we will say that

\[
c := \min \{ \alpha \in \mathbb{Z}^d \mid \alpha + \mathbb{N}^2 \subseteq S \}
\]

is the conductor of \( S \). We denote \( \gamma := c - 1 \).

A subset \( E \subseteq \mathbb{N}^d \) is a relative ideal of \( S \) if \( E + S \subseteq E \) and there exists \( \alpha \in S \) such that \( \alpha + E \subseteq S \). A relative ideal \( E \) contained in \( S \) is simply called an ideal. A (relative) ideal \( E \) satisfying properties (G1) and (G2) is said to be a (relative) good ideal of \( S \) (any good relative ideal satisfies automatically property (G3)). In this article we will usually work with proper ideals \( E \subseteq S \). By properties (G1) and (G3), there exist a minimal element \( e_E \) such that \( c_E + \mathbb{N}^d \subseteq E \). Such element is called the conductor of \( E \). As for \( S \), we denote \( \gamma_E := c_E - 1 \).

By property (G1), \( S \) has a unique minimal nonzero element that we denote by \( e = (e_1, e_2, \ldots, e_d) \). The set \( e + S \) is a good ideal of \( S \) and its conductor is \( e + e \). Similarly for every \( \omega \in S \), the principal good ideal \( E = \omega + S \) has conductor \( c_E = c + \omega \).

Through this paper we set \( I = \{1, \ldots, d\} \) where \( d \) is the number of branches of the considered semigroups. The following notation is introduced for any subset \( S \subseteq \mathbb{N}^d \) (but this will be usually applied to good semigroups or good ideals). Let \( F \subseteq I \), \( \alpha \in \mathbb{N}^d \), then we set:

\[
\Delta_F^S(\alpha) = \{ \beta \in S \mid \beta_i = \alpha_i, \text{ for any } i \in F \text{ and } \beta_j > \alpha_j \text{ for } j \notin F \}.
\]

\[
\tilde{\Delta}_F^S(\alpha) = \{ \beta \in S \mid \beta_i = \alpha_i, \text{ for any } i \in F \text{ and } \beta_j \geq \alpha_j \text{ for } j \notin F \} \setminus \{ \alpha \}.
\]

\[
\Delta_i^S(\alpha) = \{ \beta \in S \mid \beta_i = \alpha_i, \text{ and } \beta_j > \alpha_j \text{ for any } j \neq i \}.
\]

\[
\Delta^S(\alpha) = \bigcup_{i=1}^{d} \Delta_i^S(\alpha).
\]

In particular, for \( S = \mathbb{N}^d \), we set:

\[
\Delta_F(\alpha) := \Delta_{F}^{\mathbb{N}^d}(\alpha) = \{ \beta \in \mathbb{N}^d \mid \beta_i = \alpha_i, \text{ for any } i \in F \text{ and } \beta_j > \alpha_j \text{ if } j \notin F \}.
\]

Given \( F \subseteq I \), we denote by \( \hat{F} \) the set \( I \setminus F \). We call \( \hat{F} \) the orthogonal set of \( F \).

This notation has a precise geometrical meaning which is showed, for \( d = 3 \), in Figure 1. In particular:

In (a), \( \Delta_F(\alpha) \) is represented as an half-line; in this case \( \Delta_F(\alpha) \) is the orthogonal half-plane. By definition this one does not include the two half-line which delimit the half plane.

In (b), \( \Delta_F(\alpha) \) is again as an half-line and \( \tilde{\Delta}_F(\alpha) \) is the orthogonal half-plane including also the two half-line which delimit it.

In (c), \( \Delta(\alpha) \) is represented as union of the three planes \( \Delta_1(\alpha), \Delta_2(\alpha), \Delta_3(\alpha) \).
Remark 1.1. Let $F, G \subseteq I$ and $E \subseteq \mathbb{N}^d$. We list some observations following directly from the preceding definitions:

1. $\beta \in \tilde{\Delta}^E_F(\alpha)$ if and only if there exists $G \supseteq F$, such that $\beta \in \Delta^E_G(\alpha)$.
2. $G \supseteq F$ if and only if, given $\alpha \in \mathbb{N}^d$, $\tilde{\Delta}^E_G(\alpha) \subseteq \tilde{\Delta}^E_F(\alpha)$.
3. If $\theta \in \Delta^E_G(\alpha)$, then $\tilde{\Delta}^E_G(\theta) \subseteq \Delta^E_G(\alpha)$ for every $G \supseteq F$.
4. Assume that $E$ is a good ideal. As a consequence of property (G2), if $\alpha \in E$ and $\Delta^E_F(\alpha) \neq \emptyset$, then $\tilde{\Delta}^E_F(\alpha) \neq \emptyset$. Equivalently, there exists $G \supseteq F, G \neq I$, such that $\Delta^E_G(\alpha) \neq \emptyset$.

We introduce the following terminology in order to have a better control on the use of property (G2) and simplify our notation.

Definition 1.2. Given a good semigroup $S \subseteq \mathbb{N}^d$, and $A \subseteq S$ be any subset. We say that $\alpha \in A$ is a complete infimum in $A$ if there exist $\beta^{(1)}, \ldots, \beta^{(r)} \in A$, with $r \geq 2$, satisfying the following properties:

1. $\beta^{(j)} \in \Delta^S_{F_j}(\alpha)$ for some non-empty set $F_j \subseteq I$.
2. For every $j \neq k \in \{1, \ldots, r\}$, we have $\alpha = \beta^{(j)} \wedge \beta^{(k)}$.
3. $\bigcap_{k=1}^r F_k = \emptyset$.

In this case we write $\alpha = \beta^{(1)} \wedge \beta^{(2)} \cdots \wedge \beta^{(r)}$.

When $d = 2$, the infimum of every two incomparable elements (with respect to "$\leq$") is a complete infimum of them. More in general, given $\alpha \in S$, if there exists $\beta \in \Delta^S_F(\alpha)$ and $\delta \in \Delta^S_H(\alpha)$, then $\alpha = \beta \wedge \delta$ is the complete infimum of $\beta$ and $\delta$ in $S$. For another example
assume for some $\alpha \in S$, that $\Delta_{H}^{E}(\alpha) \neq \emptyset$ for every set $H$ of cardinality $d-1$. Then $\alpha$ is a complete infimum of a set of elements, each one picked from one of these sets of maximal cardinality. In this case $\alpha$ is a complete infimum of exactly $d$ elements.

In this section we prove that Property (G2) can be restated using the notion of complete infimum (see, Proposition 1.10). Before doing that, we will need to prove several facts. We start by the next easy observation:

**Remark 1.3.** Given a good ideal $E \subseteq S$, $\alpha \in E$, $F \subseteq I$ and $\beta \in \Delta_{F}^{E}(\alpha)$, there exist $\beta^{(1)}, \ldots, \beta^{(r)}$ with $1 \leq r \leq |F|$, such that:

- For $i = 1, \ldots, r$, $\beta^{(i)} \in \Delta_{G_{i}}^{E}(\alpha)$, with $G_{i} \supseteq \hat{F}$.
- $G_{1} \cap G_{2} \cap \cdots \cap G_{r} = \hat{F}$.

Indeed, for every $i \in F$, $\alpha_{i} = \beta_{i}$, and applying property (G2) to $\alpha$ and $\beta$ with respect to $i$, we can find $\beta^{(i)} \in \Delta_{G_{i}}^{E}(\alpha)$ with $G_{i} \supseteq \hat{F}$ and $i \notin G_{i}$. By relabeling the indexes we may assume $i \in \{1, \ldots, r\}$ with $r \leq |F|$.

Notice that the elements $\beta^{(i)}$ in the above remark may not be all distinct and therefore $\alpha$ is not necessarily a complete infimum of them and $\beta$. We are going to prove that we can find an opportune collection of $\beta^{(i)}$ fulfilling also this extra condition in Proposition 1.10.

As consequence of the preceding remark we have the following useful fact:

**Proposition 1.4.** Let $\alpha \in E$, $F \subseteq I$ a set of indexes and assume there exists a set $H$ of cardinality $d-1$ containing $F$ and such that $\Delta_{H}^{E}(\alpha) = \emptyset$ for every $F \subseteq G \subseteq H$. Then $\Delta_{F}^{H}(\alpha) = \emptyset$.

**Proof.** Set $\hat{H} = \{i\}$. Assume by way of contradiction there exists $\beta \in \Delta_{F}^{H}(\alpha)$. Using Remark 1.3, since $i \in \hat{F}$, we can find $\theta \in \Delta_{G_{i}}^{E}(\alpha)$ with $G \supseteq F$ and $i \notin G$. It follows $G \subseteq H$ and this is a contradiction. \[ \square \]

Next lemma contains more basic results that will be widely used during this article. For any subset $A \subseteq S$, we say that two elements $\alpha, \beta \in A$ are consecutive in $A$ if whenever $\alpha \leq \delta \leq \beta$ for some $\delta \in A$, then $\delta = \alpha$ or $\delta = \beta$.

**Lemma 1.5.** Let $E \subseteq S$ be a proper good ideal and let $\alpha \in E$. Then:

1. If $\beta \in \Delta_{F}^{E}(\alpha)$ and $\theta \in \Delta_{G}^{E}(\alpha)$, then $\beta \wedge \theta \in \Delta_{F \cup G}^{E}(\alpha)$ if $F \cup G \subseteq I$ and $\beta \wedge \theta = \alpha$ if $F \cup G = I$.
2. Let $\beta \in \Delta_{F}^{E}(\alpha)$ be consecutive to $\alpha$ in $E$. Then $\Delta_{H}^{E}(\alpha) = \emptyset$ for every $H \supseteq F$.
3. Assume $\Delta_{F}^{E}(\alpha) = \emptyset$ and $F = G_{1} \cup G_{2}$. Then either $\Delta_{G_{1}}^{E}(\alpha) = \emptyset$ or $\Delta_{G_{2}}^{E}(\alpha) = \emptyset$. 
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4. Assume there exists $F \subsetneq I$ such that $\Delta^E_H(\alpha) = \emptyset$ for every $H \supseteq F$. Then $\Delta^E_H(\alpha) = \emptyset$ for every $H \subsetneq \hat{F}$.

5. Assume there exists a maximal set $F \subsetneq I$ such that $\Delta^E_H(\alpha) \neq \emptyset$ ($F$ is not necessarily unique). If $\Delta^E_H(\alpha) \neq \emptyset$ then either $H \subseteq F$ or $H \supseteq \hat{F}$.

Proof. 1. Set $\eta := \beta \land \theta$. The thesis follows since, by definition, $\eta_i = \alpha_i$ if and only if $i \in F \cup G$.

2. Suppose $\delta \in \Delta^E_H(\alpha)$ for some $H \supseteq F$. The element $\theta := \beta \land \delta \in \Delta^E_H(\alpha)$ by item 1. Hence $\alpha < \theta < \beta$ and this is a contradiction since $\alpha$ and $\beta$ are consecutive in $E$.

3. It is a straightforward consequence of item 1.

4. It is an easy consequence of Proposition 1.4.

5. By assumption $\Delta^E_H(\alpha) = \emptyset$ for every $H \supseteq F$ and, by item 4, also for every $H \subsetneq \hat{F}$. Assume $H$ to be not comparable by inclusion with both $F$ and $\hat{F}$. It follows that $F \subsetneq (F \cup H) \subsetneq I$. By item 3, necessarily $\Delta^E_H(\alpha) = \emptyset$. □

As application we discuss a key consequence of property (G1) of good ideals.

Remark 1.6. Let $E \subseteq S$ be a proper good ideal and let $\alpha \in S \setminus E$. Assume $\Delta^E_F(\alpha) \neq \emptyset$. As consequence of property (G1) and of Lemma 1.5.1, $\Delta^E_I(\alpha) = \emptyset$.

In the case of a good semigroup $S$ with two branches, given an element $\alpha \in S$, a sufficient condition for having $\Delta^S(\alpha) = \emptyset$ is having $\Delta^S_i(\alpha) = \emptyset$ for some $i \in \{1, 2\}$. With the following proposition we observe that, even in the general case, having a set of cardinality $d - 1$ for which the corresponding $\Delta$ set is empty implies that a certain number of $\Delta^S_U(\alpha)$, with $U \subseteq I$, are empty.

Proposition 1.7. Let $S \subseteq \mathbb{N}^d$ be a good semigroup and let $\alpha \in S$. Assume $\Delta^S_F(\alpha) = \emptyset$ for some set $F$ of cardinality $d - 1$. Then, given $i \in \{1, \ldots, d - 1\}$, there exist at least $2(d^2 - 2d - 1)$ sets $U$ such that $\Delta^S_U(\alpha) = \emptyset$.

Proof. First assume $\Delta^S_F(\alpha) = \emptyset$ for every non-empty set $T \subseteq F$. Observe that there are $\binom{d - 1}{d - i}$ subset $T \subseteq F$ having cardinality $d - i$. By Proposition 1.4, $\Delta^S_T(\alpha) = \emptyset$ for any non-empty set $T \subseteq F$, and hence there are at least $2(d^2 - 2d - 1)$ sets $U \subseteq I$ such that $|U| = d - i$. We conclude observing that:

$$2\binom{d - 1}{d - i} = 2\left[\binom{d - 2}{d - i} + \binom{d - 2}{d - i - 1}\right] > 2\binom{d - 2}{d - i - 1}$$

Thus, we may assume that there exists a set $H \subseteq F$ such that $\Delta^S_H(\alpha) \neq \emptyset$ and $H$ is maximal with respect to this property. Let $i \in F \setminus H$ and consider a set $T$ such that $i \in T \subseteq F$. Now notice that $H \subseteq (T \cup H) \subseteq F$ and therefore by maximality of $H$, $\Delta^S_{T \cup H}(\alpha) = \emptyset$. Now Lemma 1.5.3 implies $\Delta^S_T(\alpha) = \emptyset$. Moreover, since any set $T$ containing $i$ and contained in $F$ has this
property, it follows that by Proposition 1.4 also \( \Delta^S_F(\alpha) = \emptyset \). The sets containing \( i \), contained in \( F \) with cardinality \( d - i \) are \( (d - 2)_{d-i-1} \), and, counting them together with the orthogonals of the sets having cardinality \( i \), we arrive to have at least \( 2(d - 2)_{d-i-1} \) sets \( U \), with cardinality \( d - i \) such that \( \Delta^S_U(\alpha) = \emptyset \).

**Corollary 1.8.** Let \( S \subseteq \mathbb{N}^d \) be a good semigroup and let \( \alpha \in S \). Assume \( \Delta^S_F(\alpha) = \emptyset \) for some set \( F \) of cardinality \( d - 1 \). Then there exist at least \( 2^{d-1} \) sets \( U \) such that \( \Delta^S_U(\alpha) = \emptyset \).

**Proof.** It follows immediately by Proposition 1.7, observing that:

\[
\sum_{i=1}^{d-1} 2 \left( \frac{d - 2}{d - i - 1} \right) = 2(2^{d-2}) = 2^{d-1}.
\]

The following definition is useful to describe an inductive argument that will be used in some of our proofs. This is based on the number of branches \( d \) and on the number of sets \( F \) such that \( \Delta^S_F(\alpha) \neq \emptyset \).

**Definition 1.9.** Let \( S \subseteq \mathbb{N}^d \) be a good semigroup and let \( \alpha \in S \). Denote by \( n(\alpha) \) the number of non-empty sets \( F \subseteq I \) such that \( \Delta^S_F(\alpha) \neq \emptyset \). This number is zero if \( \Delta^S(\alpha) = \emptyset \) and is at most equal to \( 2^d - 2 \). For any \( \alpha \) such that \( \Delta^S(\alpha) \neq \emptyset \), we say that \( \alpha \) has degree \( d(\alpha) = q \geq 2 \) if

\[
q \leq n(\alpha) \leq 2^q - 2.
\]

Observe that \( q \leq d \).

As direct consequence of Corollary 1.8, if \( \Delta^S_F(\alpha) = \emptyset \) for some set \( F \) of cardinality \( d - 1 \), then \( d(\alpha) < d \).

In this case, the sets \( F \) such that \( \Delta^S_F(\alpha) \) is non-empty have the same combinatorial configuration of a corresponding set in a good semigroup with less than \( d \) branches. For example, setting \( E = S \), if \( d = 3 \) and we suppose \( d(\alpha) = 2 \), by relabeling the indexes we have \( \Delta^S_{(1,2)}(\alpha) \cup \Delta^S_{(1,3)}(\alpha) = \emptyset \). It follows that \( \Delta^S_{(2,3)}(\alpha) \) and \( \Delta^S_{(1,3)}(\alpha) \) are the only non-empty spaces of \( \Delta^S(\alpha) \) and, up to quotient with respect to the index 2 or 3, \( \Delta^S(\alpha) \) behaves like the \( \Delta \) set of an element in \( \mathbb{N}^2 \).

Similarly, if \( d = 4 \), \( d(\alpha) = 3 \), and \( \Delta^S_{(1,2,3)}(\alpha) \cup \Delta^S_{(1,2,4)}(\alpha) = \emptyset \), the only non-empty spaces of \( \Delta^S(\alpha) \) are defined by the sets \( \{1, 3, 4\}, \{2, 3, 4\}, \{1\}, \{2\}, \{1, 2\}, \{3, 4\} \). Up to quotient by 3 or 4, these sets have the same configuration of the \( \Delta \) set of some element in \( \mathbb{N}^3 \).

Thinking to these examples, in order to prove some property only depending on the configuration of empty and non-empty spaces of \( \Delta^S(\alpha) \) we will work by induction on \( d \) and \( d(\alpha) \).

We are now ready to describe the relation between property (G2) and complete infimums:
We find

Case 1: $\delta$

Hence, let $H$ and any larger value of $d$

Proof. We can apply property (G2) to $\beta$ and find some element in $\tilde{\Delta}_F^E(\alpha)$. If there exists one element $\delta \in \Delta_F^E(\alpha)$, then $\alpha = \beta \vee \delta$ and we are done. In particular, this proves the theorem for every $\alpha$ such that $d(\alpha) = 2$. By induction on $d(\alpha)$ and on $d$, we can restrict to prove this proposition only in the special case in which $\Delta_F^E(\alpha) \neq \emptyset$ for every $H$ of cardinality $d - 1$. Indeed, observe that by Corollary 1.8 and Definition 1.9, if $d = 3$ the only possible cases are this special one and the case $d(\alpha) = 2$. If $d = 4$ and we are not in the special case, then $d(\alpha) < 4$ and we can reduce to prove this case as if $d < 4$. Inductively, the same happens for any larger value of $d$.

Hence, let $H_1, \ldots, H_r$ be the sets of cardinality $d - 1$ containing $\hat{F}$ and consider $\beta^{(i)} \in \Delta_{\hat{F}}^E(\alpha)$. It is straightforward to prove that $H_1 \cap \cdots \cap H_r = \hat{F}$ and that for each $i, j$, we have $H_i \cup H_j = \hat{F}$ and $H_i \cap F = I$. By Lemma 1.5.1 this implies that $\alpha$ is the complete infimum of $\beta, \beta^{(1)}, \ldots, \beta^{(r)}$.

Now we want to generalize to any good semigroup a property already known in the case $d = 2$. As in [6] we denote by Small($S$) = $\{\alpha \in S : \alpha \leq c\}$ the set of the Small Elements of $S$. As a consequence of the following proposition, the Small Elements determine all the elements of the semigroup.

Proposition 1.11. Let $S \subseteq \mathbb{N}^d$ be a good semigroup, $E \subseteq S$ a good ideal and pick $\alpha \in \mathbb{N}^d$. Suppose $c_E = (c_1, \ldots, c_d) \in \Delta_F^E(\alpha)$, for some non-empty set $F \subseteq I$. The following assertions are equivalent:

1. $\alpha \in E$.
2. $\tilde{\Delta}_F^E(\alpha) \subseteq E$.
3. $\tilde{\Delta}_F^E(\alpha) \neq \emptyset$.

Proof. 1 $\Rightarrow$ 2) Let $\beta \in \tilde{\Delta}_F^E(\alpha)$. Since $c_E \in \Delta_F^E(\alpha)$ and $\alpha \in E$, by Property (G2) there exists $\delta \in \Delta_F^E(\alpha)$. We consider three cases.

Case 1: $\delta \geq \beta$. In this case $\delta = \beta_i = \alpha_i$ for all $i \in \hat{F}$ and $\delta_i = \beta_i = \alpha_i$ for all $i \in F$. Now we find $e \in \mathbb{N}^d$ such that $\epsilon_i = c_i > \alpha_i$ for all $i \in \hat{F}$ and $\epsilon_i = \beta_i = \alpha_i = c_i$ for all $i \in F$. Since $e_i = c_i$ for every $i \in I$, by definition of conductor, $e \in E$; hence $\beta = e \wedge \delta \in E$.

Case 2: $\delta < \beta$. We set $\delta^{(1)} := \delta$ and we consider $\epsilon^{(1)}$ such that $\epsilon^{(1)}_i = c_i$ for all $i \in \hat{F}$ and $\epsilon^{(1)}_i = \delta^{(1)}_i = \alpha_i = c_i$ for all $i \in F$. As before, since $\epsilon^{(1)} \geq c_E$, $\epsilon^{(1)} \in E$. Furthermore
\( \epsilon^{(1)} \in \Delta_F^E(\delta^{(1)}) \), hence, by Remark 1.1.4, \( \tilde{\Delta}_F^E(\delta^{(1)}) \neq \emptyset \). Therefore there exists \( \delta^{(2)} > \delta^{(1)} \), such that \( \delta^{(2)} \in \tilde{\Delta}_F^E(\delta^{(1)}) \). If \( \delta^{(2)} \geq \beta \) we conclude as in Case 1; otherwise we can repeat the previous construction on \( \delta^{(2)} \) finding an element \( \delta^{(3)} > \delta^{(2)} \). After a finite number of iterations, if we never conclude by Case 1, we find a maximal element \( \delta^{(k)} \in E \) such that \( \delta^{(k)} \leq \beta \). Considering the corresponding element \( \epsilon^{(k)} \in \Delta_F^S(\delta^{(k)}) \) and applying Property (G2) following Proposition 1.10, we write

\[
\delta^{(k)} = \epsilon^{(k)} \wedge \eta^{(1)} \wedge \eta^{(2)} \wedge \ldots \wedge \eta^{(r)}
\]

with \( \eta^{(i)} \in \Delta_{G_1}^E(\delta^{(k)}) \), and \( G_1 \cap G_2 \cap \ldots \cap G_r = \hat{F} \). If \( \eta^{(i)} \geq \beta \) for some \( i \), we conclude using Case 1. In the opposite case we will get a contradiction. Indeed, for every \( i \), we have \( \delta^{(k)} \leq \eta^{(i)} \wedge \beta < \beta \). Say that \( \beta \in \Delta_{H}(\delta^{(k)}) \) for \( H \supseteq \hat{F} \) and notice that there must exists \( i \) such that \( G_i \cup H \subseteq I \), otherwise we would have the contradiction

\[
\hat{H} \subseteq G_1 \cap G_2 \cap \ldots \cap G_r = \hat{F} \subseteq H.
\]

Hence, set \( G := G_i \) and \( \eta := \eta_i \). For \( j \not\in G \cup H \), we have \( \eta_j, \beta_j > \delta^{(k)} \) and hence \( \delta^{(k)} < \eta \wedge \beta < \beta \). Since \( \eta \in E \), by Case 1, \( \eta \wedge \beta \in E \) and this contradicts the assumptions of maximality of \( \delta^{(k)} \).

**Case 3:** \( \delta \wedge \beta < \beta, \delta \). In this case, applying Case 1 to \( \delta \wedge \beta \) and \( \delta \), we get \( \delta \wedge \beta \in E \). Then we use Case 2.

2 \( \Rightarrow \) 1) It is straightforward.

3 \( \Rightarrow \) 1) If \( \beta \in \tilde{\Delta}_F^E(\alpha) \neq \emptyset \), we have that \( \beta_i = \alpha_i \) for all \( i \in \hat{F} \) and \( \beta_i \geq \alpha_i = c_i \) for all \( i \in F \). Since \( c_F \in \tilde{\Delta}_F^E(\alpha) \), we have \( c_F \wedge \beta = \alpha \in E \). \( \Box \)

The preceding proposition can be rephrased in the following way. For \( \alpha \in \mathbb{N}^d \) such that \( \alpha_i = c_i \) for every \( i \) in a non-empty set \( F \) we have that \( \alpha \in E \) if and only if all the elements \( \beta \in \mathbb{N}^d \) such that \( \beta_i \geq c_i \) for \( i \in \hat{F} \) and \( \beta_i = \alpha_i \) for \( i \in \hat{F} \) are also in \( E \).

**Example 1.12.** We represented graphically in Figure 2, the semigroup \( S \subseteq \mathbb{N}^3 \) having:

\[
\text{Small}(S) = \{(1,2,3),(1,2,6),(1,2,7),(1,2,8),(2,3,3),(2,3,6),(2,3,7),(2,4,3), (2,4,6),(2,4,9),(3,3,3),(3,3,6),(3,3,7),(3,5,3),(3,5,6),(3,5,9)\}\n\]

It has conductor \( c = (3,5,9) \) and \( \gamma = (2,4,8) \).
Let $S \subseteq \mathbb{N}^{d}$ be a good semigroup and let $E \subseteq S$ be a proper good ideal. We call $A := S \setminus E$ its complementary set. In this section, we introduce a partition of $A$ in a finite number of subsets, according to what has been done in [7] and [8] in case $d = 2$ (a similar partition was firstly defined in [2] for the Apéry set of the value semigroup of a plane curve). In analogy to the definition given in these works, we will call *levels* the elements of the partition. The partition will be defined using the definition of *complete infimum* given in the previous section. Moreover, we need to use another order relation on $\mathbb{N}^{d}$ (already introduced in [1] and in the successive works). Given $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ and $\beta = (\beta_1, \beta_2, \ldots, \beta_d)$ in $\mathbb{N}^{d}$, we say that $\alpha \leq \beta$ if and only if either $\alpha = \beta$ or $\alpha_i < \beta_i$ for every $i \in \{1, \ldots, d\}$. When the second case is verified we say that $\beta$ dominates $\alpha$ and use the notation $\alpha \ll \beta$. We define the partition in levels of $A \subseteq S$. In general, $A$ will be the complementary set of a
good ideal, but the only assumption really needed to define this partition is the existence of a conductor for the set $S \setminus A$ (property (G3)).

**Definition 2.1.** Set:

$$B^{(1)} := \{ \alpha \in A : \alpha \text{ is maximal with respect to } \leq \leq \},$$

$$C^{(1)} := \{ \alpha \in B^{(1)} : \alpha = \beta^{(1)} \vee \beta^{(2)} \cdots \vee \beta^{(r)} \text{ where } 1 < r \leq d, \text{ and } \beta^{(k)} \in B^{(1)} \},$$

$$D^{(1)} := B^{(1)} \setminus C^{(1)}.$$

Assume $i > 1$ and that $D^{(1)}, \ldots, D^{(i-1)}$ have been defined. Set inductively:

$$B^{(i)} := \{ \alpha \in A \setminus \left( \bigcup_{j<i} D^{(j)} \right) : \alpha \text{ is maximal with respect to } \leq \leq \},$$

$$C^{(i)} := \{ \alpha \in B^{(i)} : \alpha = \beta^{(1)} \vee \beta^{(2)} \cdots \vee \beta^{(r)} \text{ where } 1 < r \leq d, \text{ and } \beta^{(k)} \in B^{(i)} \},$$

$$D^{(i)} := B^{(i)} \setminus C^{(i)}.$$

By construction $D^{(i)} \cap D^{(j)} = \emptyset$, for any $i \neq j$ and, since the set $S \setminus A$ has a conductor, there exists $N \in \mathbb{N}_+$ such that $A = \bigcup_{i=1}^{N} D^{(i)}$. For simplicity, we prefer to number the set of the partition in increasing order with respect to the components of their elements, thus we set

$$A_i := D^{(N+1-i)}.$$ Hence

$$A = \bigcup_{i=1}^{N} A_i.$$

We call the sets $A_i$ the *levels* of $A$.

Given $\omega \in S$, we can consider the good ideal $E = \omega + S$. In this case its complement $A = S \setminus E = \text{Ap}(S, \omega)$ is the Apéry set of $S$ with respect to $\omega$. The main aim of this article is to prove that the number of levels of an Apéry set is equal to the sum of the components of the element $\omega$.

**Remark 2.2.** As observed in [7, Lemma 1] in the case $d = 2$, it is straightforward to see that also for $d > 2$, if $\alpha, \beta \in A$, $\alpha \ll \beta$ and $\alpha \in A_i$, then $\beta \in A_j$ for some $j > i$. Moreover, the last set of the partition is $A_N = \Delta(\gamma_E) = \Delta^S(\gamma_E)$ while, if $S$ is local, $A_1 = \{0\}$.

The following results generalize several properties of the levels of $A$ proved in [7, Lemma 1] in the case $d = 2$ and $A = \text{Ap}(S, \omega)$.

**Lemma 2.3.** The sets $A_i$ satisfy the following properties:

1. Given $\alpha \in A_i$ with $i < n$, either there exists $\beta \in A_{i+1}$ such that $\alpha \ll \beta$ or,

$$\alpha = \beta^{(1)} \vee \beta^{(2)} \cdots \vee \beta^{(r)}$$

where $1 < r \leq d, \beta^{(k)} \in A$, and at least one of them belong to $A_{i+1}$. 1
2. Given $\alpha \in A_i$, with $i \neq N$, there exists $\beta \in A_{i+1}$ such that $\beta \geq \alpha$.

3. For every $\alpha \in A_i$ and $\beta \in A_j$, with $j \geq i$, $\beta \not\ll \alpha$.

4. Given $\alpha \in A_i$ and $\beta \in A$ such that $\beta \geq \alpha$, then $\beta \in A_i \cup \cdots \cup A_N$.

5. Let $\alpha = \beta^{(1)} \wedge \beta^{(2)} \cdots \wedge \beta^{(r)} \in A$ and assume that for every $k$, $\beta^{(k)} \in A_i$, then $\alpha \in A_h$ with $h < i$.

6. Assume $\alpha, \beta \in A$ are consecutive in $S$ or in $A$. If $\alpha \ll \beta$, then there exists $i$ such that $\alpha \in A_i$ and $\beta \in A_{i+1}$. If $\beta \in \Delta^S_G(\alpha)$ for some $F \subset I$, then there exists $i$ such that either $\alpha \in A_i$ and $\beta \in A_{i+1}$ or $\alpha, \beta \in A_i$.

Proof. 1, 2, 3, 4 and 5 follow directly from Definition 2.1. The proof of 6 is analogous to case of good semigroups of $\mathbb{N}^2$ (see [7, Lemma 1]). □

The main goal of this section is to generalize to good semigroups in $\mathbb{N}^d$ the following proposition, very helpful to have some control on the levels of different elements.

**Proposition 2.4.** ([8, Lemma 2.3]) Let $S \subseteq \mathbb{N}^2$ be a good semigroup. Let $A \subseteq S$ be such that $E := S \setminus A$ is a proper good ideal of $S$ and let $A = \bigcup_{i=1}^{N} A_i$ be its partition in levels. The following assertions hold:

1. Assume $\alpha \in S$, $\beta \in \Delta^S_j(\alpha) \cap A_i$ and $\Delta^S_{3-j}(\alpha) \subseteq A$ (recall that in this case $j \in \{1, 2\}$). Let $\theta \in \Delta^S_{3-j}(\alpha)$ be consecutive to $\alpha$ (such element exists by property (G2)). Then $\theta \in A_h$ with $h \leq i$.

2. Assume $\alpha \in A_i$, $\beta \in \Delta^E_j(\alpha)$ and let $\theta \in \Delta^S_{3-j}(\alpha)$ be consecutive to $\alpha$. Then $\theta \in A_i$.

The two results of this Proposition 2.4 will be generalized in Theorems 2.5 and 2.8. We prove the first one (see Figure 3 for a graphical representation in case $d = 3$).

**Theorem 2.5.** Let $S$ be a good semigroup, $E \subseteq S$ a good ideal and $A = S \setminus E$. Let $\alpha \in S$, $\beta \in \Delta^S_E(\alpha) \cap A_i$ and assume $\Delta^S_G(\alpha) \subseteq A$. Let $\theta \in \Delta^S_G(\alpha)$ with $\theta$ and $\alpha$ consecutive and $G \supseteq \hat{F}$.

1. If $\tilde{\Delta}^S_G(\alpha) \subseteq A$, then $\theta \in A_h$ with $h \leq i$;

2. If $\alpha \in A$ and $\tilde{\Delta}^S_F(\alpha) \subseteq A$ then $\alpha \in A_h$ with $h < i$. 
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By Proposition 1.10 applied to $H$, we obtain that $	heta \subseteq \delta$ implies that either $\delta \geq \beta$ or $\delta \not\subseteq H$. Moreover, in this case there are no elements $\delta$ such that $\delta \geq \beta$ and $\delta \not\subseteq H$. Hence there exists $\omega \in A \cap \Delta_H^{S}(\beta)$ for some $H \supseteq \hat{T}$ and we may also choose $\omega$ consecutive to $\beta$ in $A$ and such that $\hat{G} \not\subseteq H$. It follows that there exists $j \in \hat{G} \setminus H$ and thus $\theta_j > \alpha_j$ and $\omega_j > \beta_j \geq \alpha_j$. This implies $\theta \wedge \omega = \theta$ and hence $\omega \in A_i$ since we assumed that no element satisfying the same property was in $A_{i+1}$. The thesis follows since now $\theta \leq \omega$.

As second case, we can suppose that there exists $\delta \in A_{i+1}$ with $\delta \geq \beta$, such that $\delta \wedge \theta = \theta$; in particular $\delta \geq \beta$. If $\delta \gg \theta$, by definition of levels (see Lemma 2.3.3), $\theta \in A_h$ with $h \leq i$ and this concludes the proof.

Otherwise there exists $H \subseteq F$ such that $\delta \in \Delta_H^{S}(\beta)$. Now observe that if $\epsilon \in \Delta_H^{S}(\beta)$ and $\epsilon_i = \alpha_i$, then $i \in G$. Hence, as consequence of Remark 1.1,

$$\Delta_H^{S}(\beta) \subseteq \Delta_H^{S}(\theta) \subseteq \Delta_H^{S}(\epsilon) \cup \Delta_H^{S}(\theta) \subseteq A,$$

and, applying Proposition 1.10 to $\theta$ and $\delta$ (choosing the good ideal in that proposition to be $S'$ itself), we obtain that $\theta$ can be expressed as complete infimum of $\delta$ and other elements $\omega^1, \ldots, \omega^r \in \Delta_H^{S}(\theta) \subseteq A$. Without loss of generality we may assume that for every $j = 1, \ldots, r$, $\omega^j$ and $\theta$ are consecutive and, applying the inductive hypothesis on $\delta, \theta, \omega^j$, we get $\omega^j \in A_h$ with $h \leq i + 1$. If for some $j$ we have $h \leq i$, we are done since $\theta \leq \omega^j$, otherwise, we must have $\omega^1, \ldots, \omega^r \in A_{i+1}$ and therefore $\theta$ is a complete infimum in $A$ of elements of $A_{i+1}$.

Hence, by Lemma 2.3.5, $\theta$ must be contained in a level $A_h$ for $h \leq i$.

By Proposition 1.10 applied to $\alpha$ and $\beta$ (again with respect to the good ideal $S$), the element $\alpha$ can be expressed as complete infimum of $\beta$ and other elements in $\theta^1, \ldots, \theta^r \in \Delta_H^{S}(\alpha) \subseteq A$. For every $j = 1, \ldots, r$ we assume without loss of generality that $\alpha$ and $\theta^j$ are consecutive.
Applying the first part of this lemma, we get $\theta^j \in A_h$ with $h \leq i$. As observed previously, if for some $j$ we have $h < i$, we are done since $\alpha \leq \theta$, otherwise $\theta^1, \ldots, \theta^r \in A_i$ and $\alpha$ is a complete infimum in $A$ of elements of $A_i$. This implies the thesis again using Lemma 2.3.5. □

Before proving the second important result of this section we need to discuss a couple of extra properties. The first one shows how the use of Property (G2) in order to find elements in $\Delta^E(\alpha)$ works when passing from $\alpha$ to some $\beta \in \Delta^E(\alpha)$.

**Proposition 2.6.** Let $E \subseteq S$ be a good ideal and let $\alpha \in S$. Assume there exists $\beta \in \Delta^E(\alpha)$ and that $\Delta^E_H(\alpha)$ is non-empty for some $H \subset F$. Then there exists $T \subset F$ such that $T \supseteq (F \setminus H)$ and $\Delta^E(\alpha) \neq \emptyset$.

*Proof.* Let $\delta \in \Delta^E_H(\alpha)$ and assume $\beta$ to be minimal in $\Delta^E(\alpha)$. Since $H \subset F$, and by minimality of $\beta$ together with Lemma 1.5.1, we get $\beta \leq \delta$ and therefore $\delta \in \Delta^E(\beta)$ for some $U \supseteq H$ such that $U \cap F = H$ (observe that for $j \in H$, $\delta_j = \alpha_j = \beta_j$ while for $j \in F \setminus H$, $\delta_j > \alpha_j = \beta_j$). Applying Property (G2) to $\delta$ and $\beta$ as in Proposition 1.10, we can find $\eta \in \Delta^E(\beta)$ for some $V \supseteq \hat{U}$ such that $V \not\supseteq F$. Clearly $\eta \geq \beta \geq \alpha$ and $\eta_j = \beta_j = \alpha_j$ if $j \in F \cap V$ (which is non empty since $F \not\supseteq \hat{U}$). Hence $\eta \in \Delta^E(\alpha)$ such that

$$T \supseteq F \cap V \supseteq F \cap \hat{U} \supseteq (F \setminus H).$$

Furthermore, for $j \in (F \setminus V)$, $\eta_j > \beta_j = \alpha_j$ and for $j \not\in F$, $\eta_j \geq \beta_j > \alpha_j$. This implies $T \subset F$. □

The proof of Theorem 2.8 is strongly based on next lemma.

**Lemma 2.7.** Let $S$ be a good semigroup, $E \subseteq S$ a good ideal and $A = S \setminus E$. Let $\alpha \in A_i$ and assume $\Delta^E_H(\alpha) \neq \emptyset$. Let $\theta \in \Delta^S(\alpha)$ with $\theta$ and $\alpha$ consecutive. Then $\theta \in A_i$ if one of the following conditions is satisfied:

1. There exists $\delta \in A_{i+1}$ such that $\delta \gg \theta$.
2. There exists $\delta \in A_{i+1}$ such that $\delta \in \Delta^S_H(\theta)$ with $H \subseteq F$.
3. There exists $\delta \in A_i \cap \Delta^S(\theta)$.
4. There exists $\delta \in A_{i+1} \cap \Delta^S_H(\alpha)$ such that $\delta \leq \beta \in \Delta^E(\alpha)$.
5. There exists $\delta \in A_{i+1} \cap \Delta^S_H(\alpha)$ such that $\Delta^E(\delta) = \emptyset$.

*Proof.* First of all, we observe that under these assumptions, by Remark 1.6, $\Delta^S(\alpha) \subseteq A$. Furthermore, say that $\theta \in \Delta^S_H(\alpha)$ for some $G \supseteq \hat{F}$. We discuss each case separately.

1. In this case the thesis follows immediately by Lemma 2.3.3.
2. Given $\epsilon \in \Delta^S_H(\theta)$, notice that for $i \in \hat{H}$, $\epsilon_i = \theta_i$. Hence for $i \in \hat{F} \subseteq \hat{H}$, $\epsilon_i = \theta_i = \alpha_i$. It
follows that \( \tilde{\Delta}^S_{R}(\theta) \subseteq \tilde{\Delta}^S_{F}(\alpha) \subseteq A \) and we can apply the second statement of Theorem 2.5 to \( \theta \) and \( \delta \) to argue that \( \theta \in A_i \) (it cannot stay in a lower level since \( \theta \geq \alpha \)).

3. We get the thesis applying Theorem 2.5 to \( \delta, \alpha, \theta \).

4. We work by reverse induction on \( i \). If \( i = N \) the thesis is clear, hence assume it to be true for any \( t > i \) and prove it for \( i \). In this case we want to find an element \( \omega \in A_{i+1} \) such that \( \omega \geq \theta \) and if \( \omega_t = \theta_t \), then \( i = F \). Hence such element \( \omega \) will satisfy the assumptions of 1 or 2. Let \( \beta \in \Delta^E_{U}(\delta) \) with \( U \supseteq F \) and apply property (G2) to \( \beta \) and \( \delta \) following Proposition 1.10. Thus there exist some elements \( \omega^1, \ldots, \omega^k \in S \) with \( 1 \leq k < d \) such that \( \omega^i \in \Delta^S_{V_i}(\delta) \) and \( V_1 \cap V_2 \cap \cdots \cap V_k = \hat{U} \). Since \( \hat{U} \subseteq \hat{F} \subseteq G \), there exists \( i \) such that \( \hat{V}_i \cap \hat{G} \neq \emptyset \). Set \( V := V_i \) and \( \omega = \omega^i \). By Remark 1.6, \( \tilde{\Delta}^S_{U}(\delta) \subseteq A \) and hence, since \( V \supseteq \hat{U}, \omega \in A \) and we may assume without restrictions \( \omega \) and \( \delta \) to be consecutive. Applying the inductive hypothesis to \( \delta \) and \( \omega \), we get \( \omega \in A_{i+1} \).

Now we show \( \omega \geq \theta \). Clearly \( \omega \geq \delta \geq \alpha \) and thus \( \omega \land \theta \geq \alpha \). But for our choice of \( V \), we can find \( j \in \hat{V} \cap \hat{G} \) and therefore \( \omega_j > \delta_j \geq \alpha_j \) and \( \theta_j > \alpha_j \). It follows that \( \omega \land \theta \geq \alpha \) and hence, since \( \alpha \) and \( \theta \) are consecutive, \( \omega \land \theta = \theta \) and \( \theta \leq \omega \). Moreover, if \( i \in \hat{F} \subseteq G \), \( \omega \geq \delta \geq \alpha \geq \theta \), and hence if \( \omega_i = \theta_i \), then \( i \in F \).

5. In this case, eventually changing our choice of \( \delta \), we can find \( \beta \in \Delta^E_{U}(\alpha) \) such that \( \beta \leq \delta \) and they are consecutive (if there is some element in \( A_i \) between them, we conclude using 3).

Hence, there exists \( U \supseteq F \) such that \( \delta \in \Delta^E_{U}(\delta) \) and furthermore \( \Delta^E_{U}(\beta) = \Delta^E_{U}(\delta) \). Using Property (G2) on \( \delta \) and \( \beta \) and the same procedure used in 4, we can find \( \omega \in \Delta^E_{U}(\delta) \) with \( V \supseteq \hat{U} \) and \( \hat{V} \cap \hat{G} \neq \emptyset \). In particular \( \omega \geq \theta \) and if \( \omega_i = \theta_i \) then \( i \in F \). In the case in which \( \Delta^E_{U}(\delta) \subseteq A \), assuming \( \omega \) and \( \beta \) to be consecutive and since also \( \Delta^E_{U}(\delta) \subseteq A \), it is possible to apply Theorem 2.5 to \( \delta, \omega, \beta \) to get \( \omega \in A_j \) with \( i < j < i + 1 \) and conclude using 2.

Hence, to complete this part of the lemma, we can suppose that \( \Delta^E_{U}(\beta) \neq \emptyset \) and that without loss of generality \( \omega \in E \). By Proposition 1.10, applied now to \( \beta \) and \( \omega \), we find that there exist \( \tau_1, \ldots, \tau_k \in \Delta^E_{W_i}(\beta) \) with \( W_i \supseteq \hat{V} \) and \( W_1 \cap \cdots \cap W_i = \hat{V} \). Since \( \hat{U} \subseteq \hat{V} \), there exists an index \( j \in \{1, \ldots, k\} \) such that \( \hat{W}_j \cap \hat{U} \neq \emptyset \). Set \( W := W_j \) and \( \tau := \tau_j \). Observe that \( \beta \leq \tau \land \delta \leq \delta \) and furthermore, since \( \hat{U} \cap \hat{W} \neq \emptyset \), there exists \( l \in I \setminus (U \cup W) \) and hence \( \tau_l, \delta_l > \beta_l \). It follows \( \tau \land \delta \neq \beta \) and, since \( \beta \) and \( \delta \) are consecutive, necessarily \( \tau \land \delta = \delta \) and hence \( \tau \geq \delta \).

Moreover, for every \( i \in W \), \( \tau_i = \delta_i = \beta_i \) and thus \( \tau \in \Delta^E_{K}(\delta) \) for some \( K \supseteq W \supseteq \hat{V} \).

Applying again Property (G2) on \( \tau \), following Proposition 1.10 (and choosing \( S \) itself as good ideal), we find \( \rho_1, \ldots, \rho^l \in \Delta^E_{Z_i}(\delta) \) with \( Z_i \supseteq \hat{K} \) and \( Z_1 \cap \cdots \cap Z_i = \hat{K} \).

\[ \emptyset \neq \hat{V} \cap \hat{G} \subseteq K \cap \hat{G} \subseteq K, \]

again as before, there exists an index \( j \in \{1, \ldots, t\} \) such that \((K \cap \hat{G}) \cap \hat{Z}_j \neq \emptyset \) and we set \( Z := Z_j \) and \( \rho := \rho^j \). Since \( Z \supseteq \hat{K} \), we get \( \rho \in \Delta^E_{Z}(\delta) \subseteq \Delta^E_{K}(\delta) \subseteq A \), where the last inclusion follows by Remark 1.6 since \( \tau \in E \). Applying the inductive hypothesis on \( \tau, \delta, \rho \) we
conclude that \( \rho \in A_{i+1} \). We want to prove that \( \rho \) is an element satisfying the assumptions of 2. First we show \( \theta \leq \rho \). Notice that \( \alpha \leq \delta \leq \rho \) and hence \( \alpha \leq \rho \land \theta \leq \theta \). For our choice of \( Z \), there exists \( l \in \hat{G} \cap \hat{Z} \neq \emptyset \) and hence \( \theta_i > \alpha_i \) and \( \rho_i > \delta_i \geq \alpha_i \), implying \( \rho \land \theta \neq \alpha \). Since \( \alpha \) and \( \theta \) are consecutive, \( \rho \land \theta = \theta \) and \( \theta \leq \rho \).

Now we prove that if \( \rho_i = \theta_i \) then \( i \in F \). Indeed, if \( i \in \hat{F} \subseteq G \), we would have \( \rho_i \geq \delta_i \geq \beta_i > \alpha_i = \theta_i \). This proves our claim and conclude the proof of this lemma.

We are finally ready to generalize the second part of Proposition 2.4 (see Figure 4 for a graphical representation of the theorem in case \( d = 3 \)).

**Theorem 2.8.** Let \( S \) be a good semigroup, \( E \subseteq S \) a good ideal and \( A = S \setminus E \). Let \( \alpha \in A_i \) and let \( \theta \in \Delta_{\hat{H}}^E(\alpha) \) consecutive to \( \alpha \). Assume that \( \Delta_{\hat{H}}^E(\alpha) \neq \emptyset \). Then \( \theta \in A_i \).

**Proof.** Since for \( i = N \) the proof is straightforward, we may assume the thesis to be true for \( t > i \) and prove it for \( i \).

It is clear that there exists some maximal set \( F \subsetneq I \) (not necessarily unique) such that \( \Delta_{\hat{F}}^E(\alpha) \neq \emptyset \) and \( \hat{G} \subseteq F \). By Remark 1.6, \( \theta \in \Delta_{\hat{F}}^E(\alpha) \subseteq A \). Suppose there exists a maximal set \( H \) such that \( F \subsetneq H \subsetneq I \) and \( \Delta_{\hat{H}}^E(\alpha) \neq \emptyset \). Hence, by maximality of \( F \), \( \Delta_{\hat{F}}^E(\alpha) = \emptyset \) but there exists \( \eta \in \Delta_{\hat{H}}^E(\alpha) \). By Lemma 1.5.2, we may assume without restrictions \( \eta \) and \( \alpha \) to be consecutive and hence \( \eta \in A_j \) with \( i \leq j \leq i + 1 \). Consider an element \( \beta \in \Delta_{\hat{F}}^E(\alpha) \). Now there exists \( U \supseteq F \) such that \( \beta \in \Delta_{\hat{U}}^E(\eta) \) and we follow the same argument based on property (G2) used in the proof of Lemma 2.7.4 in order to find \( \omega \in \Delta_{\hat{U}}^E(\eta) \subseteq A \) consecutive to \( \eta \) and such that either \( \omega \gg \theta \) or \( \omega \in \Delta_{\hat{I}}^S(\theta) \) for some \( T \subseteq F \). If \( \eta \in A_{i+1} \) then \( \omega \in A_h \) with \( i \leq h \leq i + 1 \) and, if \( h = i \) we conclude since \( \omega \geq \theta \). Otherwise, if \( \eta \in A_{i+1} \), the inductive hypothesis applied to \( \eta \) and \( \omega \) forces \( \omega \in A_{i+1} \). In this case \( \omega \) satisfies the assumptions of Lemma 2.7 (1 or 2) with respect to \( \theta \) and we can conclude using them.

Hence, we may restrict to assume \( \Delta_{\hat{H}}^E(\alpha) = \emptyset \) for every \( F \subsetneq H \subsetneq I \). Lemma 1.5.5, applied choosing as good ideal \( S \) itself, implies that if, for some set \( H \), \( \Delta_{\hat{H}}^E(\alpha) \neq \emptyset \) then either \( H \subseteq F \) or \( H \supseteq \hat{F} \). Analogously, if \( \Delta_{\hat{H}}^E(\alpha) \neq \emptyset \) then either \( H \subseteq G \) or \( H \supseteq \hat{G} \).

![Figure 4: Two representations of the setting of the theorem in case d = 3](image-url)
We want now to show that \( \Delta F \). This will allow to conclude the proof by 4 and 5 of Lemma 2.7 (setting the \( \omega \)

By eventually relabeling the indexes, one can assume \( d \) is already proved for every \( \alpha \)

Hence, assume without loss of generality \( d \) and the proof can be completed using 4 and 5 of Lemma 2.7.

We make the following observations:

i) Assume \( G = F \). Hence, \( \Delta^g_f(\alpha) \neq \emptyset \) if and only if \( H = F \) or \( H = G \). Therefore \( T = F \) and \( \omega \) and the proof can be completed using 4 and 5 of Lemma 2.7.

ii) Assume \( T \subseteq G \). Hence, \( \hat{G} \nsubseteq T \) and we can take \( j \in \hat{G} \setminus T \). Hence \( \theta_j > \alpha_j \) and \( \bar{\delta}_j > \alpha_j \) and this implies \( \theta \wedge \delta = \theta \) since \( \alpha \) and \( \theta \) are consecutive. If \( \delta \in A_i \), we conclude that also \( \theta \in A_i \). Otherwise if \( \delta \in A_{i+1} \), observe that \( \bar{\theta}_l = \alpha_l < \delta_i \) for every \( l \in \hat{F} \subseteq G \cap \hat{T} \). Therefore, either \( \delta \supseteq \theta \) or \( \delta \in \Delta^g_f(\alpha) \) for some \( H \subseteq F \) and we conclude applying Lemma 2.7 (1 or 2).

(iii) Assume there exists some element \( \delta \in A_i \cap \Delta^g_f(\alpha) \) for some \( \hat{G} \subseteq \hat{U} \subseteq F \). In this case we conclude applying Theorem 2.5 to \( \delta, \alpha, \theta \) to get the thesis.

By (ii) and (iii), we can restrict to assume \( \delta \in A_{i+1} \) and \( T \nsubseteq G \). To conclude the proof we need to show that \( \Delta^g_f(\alpha) \neq \emptyset \) and then use 4 or 5 of Lemma 2.7.

Thinking to the notion of \( d(\alpha) \) introduced in Definition 1.9, we observe that by (i) this theorem is already proved for every \( \alpha \) such that \( d(\alpha) = 2 \). Hence, we can apply an inductive argument on \( d(\alpha) \) and on \( d \), as explained in the discussion after Definition 1.9 and as already done in the proof of Proposition 1.10.

From this, we may reduce to prove the theorem only in the case in which \( \Delta^g_f(\alpha) \neq \emptyset \) for every set \( H \) of cardinality \( d - 1 \).

Hence, assume without loss of generality \( |F| = |G| = d - 1 \) and set for \( j = 1, \ldots, d \), \( \hat{H}_j := \{ j \} \).

By eventually relabeling the indexes, one can assume \( G = H_{d-1} \) and \( F = H_d \). Suppose by way of contradiction \( \theta \in A_{i+1} \) and for \( j = 1, \ldots, d - 1 \) call \( \omega^j \) the minimal element of \( \Delta^g_f(\alpha) \).

It is easy to observe that each \( \omega^j \) is consecutive to \( \alpha \) and it is in \( A \) since \( H_j \supseteq \hat{F} \). Thus \( \omega^j \in (A_i \cup A_{i+1}) \). Observe that if \( \omega^j \in A_{i+1} \), we get \( (A_i \cup A_{i+1}) \cap \Delta^g_f(\alpha) = \emptyset \) for every \( U \subseteq F \cap H_j \), since assuming by way of contradiction that set to be nonempty and using the same argument used in (ii) for \( \theta \) (replacing \( T \) by \( U \) and \( G \) by \( H_j \)) would imply \( \omega^j \in A_i \). This implies \( T \nsubseteq F \cap H_j \). It follows that if \( \omega^j \in A_{i+1} \) for every \( j \leq d - 1 \), we must have \( T = F \) and the proof can be completed using 4 and 5 of Lemma 2.7.

Instead, if \( \omega^j \in A_i \), we must have \( \Delta^g_f(\alpha) \neq \emptyset \) otherwise we would necessarily have \( \omega^j \in A_{i+1} \) by applying Theorem 2.5 to \( \omega^j, \alpha, \theta \).

After a permutation of the indexes, assume \( \omega^j \in A_i \) for \( j = 1, \ldots, r \) for \( r \leq d - 2 \) and \( \omega^j \in A_{i+1} \) otherwise. As said before, \( T \nsubseteq F \cap H_j \) for every \( j > r \). It follows that

\[
T \supseteq \bigcup_{j=r+1}^{d-1} \hat{H}_j = \{ r + 1, \ldots, d - 1 \}.
\]

We want now to show that \( \Delta^g_f(\alpha) \neq \emptyset \) for every \( U \) such that \( \{ r + 1, \ldots, d - 1 \} \subseteq U \subseteq F \).

This will allow to conclude the proof by 4 and 5 of Lemma 2.7 (setting the \( F \) appearing in
the statement of the lemma equal to $T$). For every $j = 1, \ldots, r$, since $\omega^j \in A_i$, we know that $\Delta^E_{\{j\}}(\alpha) \neq \emptyset$. Hence, by Lemma 1.5.1, it is sufficient to prove that $\Delta^E_{\{r+1, \ldots, d-1\}}(\alpha) \neq \emptyset$. Call $\beta$ the minimal element of $\Delta^E_{\{j\}}(\alpha)$. By applying Proposition 2.6 to $\beta$ and $\Delta^E_{\{j\}}(\alpha)$, we get that there exists $\theta \in \Delta^E_{\{j\}}(\alpha)$. Hence we apply again Proposition 2.6 to $\theta$ and $\Delta^E_{\{j\}}(\alpha)$ to find $\eta^2 \in \Delta^E_{\{1,2\}}(\alpha)$. Iterating the process, in the $j$-th step, we apply Proposition 2.6 to $\eta^{j-1}$ and $\Delta^E_{\{j\}}(\alpha)$ to find $\eta^j \in \Delta^E_{\{1,\ldots,j\}}(\alpha)$. At the end, we finally find $\eta^r \in \Delta^E_{\{1,\ldots,r\}}(\alpha) = \Delta^E_{\{r+1,\ldots,d-1\}}(\alpha)$ and this complete the proof. □

As application of Theorem 2.8 we get that the same result of Proposition 1.11 holds true for the set $A$ and in particular for each level $A_i$.

**Proposition 2.9.** Let $S \subseteq \mathbb{N}^d$ be a good semigroup and $E \subseteq S$ be a good ideal. Set $A = S \setminus E$ and let $c_E = (c_1, \ldots, c_d)$ be the conductor of $E$. Let $\alpha \in \mathbb{N}^d$ be such that $c_E \in \Delta^E_{\{\alpha\}}$ for some non-empty set $F \subseteq I$. The following assertions are equivalent:

1. $\alpha \in A_i$.
2. $\bar{\Delta}_F(\alpha) \subseteq A_i$.
3. $\bar{\Delta}_F(\alpha)$ contains some element of the level $A_i$.

**Proof.** Proposition 1.11 can be applied both to the good ideal $E$ and to $S$ itself. Hence it follows easily that $\alpha \in A$ if and only if $\Delta_F(\alpha)$ contains some element of $A$ and if and only if $\Delta_F(\alpha) \subseteq A$. Hence, assuming $\Delta_F(\alpha) \subseteq A$, it is sufficient to prove that two consecutive elements $\theta, \omega \in \bar{\Delta}_F(\alpha) \cup \{\alpha\}$ are in the same level. Suppose $\theta < \omega$ and therefore $\omega \in \bar{\Delta}_F^S(\theta)$. Consider the element $\epsilon$ such that $\epsilon_j = c_j > \alpha_j = \theta_j$ for $j \in F$ and $\epsilon_j = \theta_j \geq \alpha_j = c_j$ for $j \notin F$. By definition of conductor, $\epsilon \in E$ and furthermore $\epsilon \in \Delta^F_F(\theta)$. By Theorem 2.8, $\theta$ and $\omega$ are in the same level. □

### 3 Infinite subspaces of a good semigroup

In this section we formally define infinite "geometric" subspaces of a good semigroup. For the value semigroup of an analytically irreducible ring, this definition has an algebraic interpretation which is pointed up in [5, Corollary 1.6]. Furthermore, these sets have been used in [15, Proposition 1.6] to produce a formula for the computation of the genus of a good semigroup. Intuitively, they can be seen as lines, planes or higher dimensional subsets of $\mathbb{N}^d$ that are all contained in the semigroup and more particularly in a good ideal or in its complement. These subspaces, when of the same dimension, can be threaten as elements of a semigroup of smaller dimension. To express this concept we define a sum operation and a partial order of subspaces induced by those of the semigroup and we generalize to the set of subspaces many properties proved in the two preceding sections. The key results allowing this generalization
are Propositions 1.11 and 2.9 that in fact identify infinite subspaces with single elements having some component equal to that of the conductor.

**Definition 3.1.** Let $S \subseteq \mathbb{N}^d$ be a good semigroup and consider a non-empty set $U \subseteq I$ and a good ideal $E \subseteq S$. Set $A = S \setminus E$ and let $c_E = (c_1, \ldots, c_n)$ be the conductor of $E$. For $\alpha \in \mathbb{N}^d$ such that $\alpha_j = c_j$ for all $j \in \hat{U}$, define

$$\alpha(U) := \bar{\Delta_U}(\alpha)$$

if $U \not\subseteq I$ and $\alpha(U) := \alpha$ if $U = I$. We say that $\alpha(U)$ is an $U$-subspace of $\mathbb{N}^d$. As consequence of Propositions 1.11 and 2.9, it follows:

- If $\alpha \in E$, then $\alpha(U) \subseteq E$ and in this case we say that it is an $U$-subspace of $E$.
- If $\alpha \in A$, then $\alpha(U) \subseteq A$ and in this case we say that it is an $U$-subspace of $A$. In particular, if $\alpha \in A_i$, the subspace $\alpha(U) \subseteq A_i$.

We notice that, taking $E := S$, we have also given the definition of subspaces of the good semigroup itself for every $U$. We observe the following fact:

**Remark 3.2.** Let $\delta(V)$ be a subspace and $U \supseteq V$. If $\alpha \in S$ and $\alpha_i = \delta_i$ for all $i \in V$, then $\alpha(U) \subseteq \delta(V)$.

In order to agree with the geometric representation of these subspaces, we define the dimension of a subspace $\alpha(U)$ as the cardinality $|\hat{U}| = d - |U|$. The subspaces of dimension zero correspond to the single elements of $S$. Then we call: *points* the subspaces of dimension 0, *lines* the subspaces of dimension 1, *planes* the subspaces of dimension 2 and *hyperplanes* the subspaces of dimension $d - 1$.

**Example 3.3.** To make a concrete example, we simplify the notation denoting, as in [14], the subspace $\alpha(U)$ as an element in $(\mathbb{N} \cup \{\infty\})^d$ such that $\beta_i = \alpha_i$ if $i \in U$ and $\beta_i = \infty$ if $i \in \hat{U}$. Considering the semigroup $S$ of the Example 1.12 we have that: $(2, 4, \infty), (\infty, 3, 3), (\infty, 3, 6), (\infty, 3, 7)$ are subspaces of $S$ having dimension 1 (lines).

$(\infty, \infty, 3), (\infty, \infty, 6), (3, \infty, \infty), (\infty, 5, \infty), (\infty, \infty, 9)$, are subspaces of $S$ having dimension 2 (planes).

We denote by $E(U)$ and $A(U)$, respectively the set of $U$-subspaces of $E$ and of $A$. Furthermore, for $i \in \{1, \ldots, N\}$, we denote by $A_i(U)$ the set of $U$-subspaces contained in $A_i$.

Now we introduce the notation of $\Delta$ for $U$-subspaces (Figure 5). For $F \subseteq U$, set:

$$\Delta^F_E(\alpha(U)) := \{\beta(U) \in E(U) | \beta_j = \alpha_j, \text{ for any } j \in F \text{ and } \beta_j > \alpha_j \text{ if } j \in U \setminus F\}$$

$$\bar{\Delta}^F_E(\alpha(U)) := \{\beta(U) \in E(U) | \beta_j = \alpha_j, \text{ for any } j \in F \text{ and } \beta_j \geq \alpha_j \text{ if } j \in U \setminus F\} \setminus \alpha(U)$$
Lemma 3.4. Let \( F \subseteq U \subseteq I \) and let \( E \) be a good ideal of a good semigroup \( S \). Let \( \alpha(U) \) be a subspace of \( E \):

1. \( \beta(U) \in \Delta_E^F(\alpha(U)) \) if and only if \( \beta \in \Delta_{F \cup \hat{U}}^E(\alpha) \) and \( \beta(U) \in \Delta_E^{\hat{U}}(\alpha(U)) \).

2. Let \( \hat{F} \cap U \subseteq G \subseteq U \) and \( \beta(U) \) a subspace of \( E \). Then \( \beta(U) \in \Delta_E^G(\alpha(U)) \) if and only if \( \beta \in \Delta_E^G(\alpha) \).

The analogous statement hold for \( A \) and \( A_i \).

Proof. 1. If \( \beta(U) \in \Delta_E^F(\alpha(U)) \), then \( \beta_i = \alpha_i \) for all \( i \in F \) and \( \beta_i > \alpha_i \) for all \( i \in U \setminus F = \hat{F} \cap U = I \setminus (F \cup \hat{U}) \). Furthermore, by definition of subspace, \( \beta_i = \alpha_i = c_i \) for all \( i \in \hat{U} \). Hence we have \( \beta \in \Delta_{F \cup \hat{U}}^E(\alpha) \). Conversely if \( \beta \in \Delta_{F \cup \hat{U}}^E(\alpha) \), then \( \beta_i = \alpha_i = c_i \) for all \( i \in \hat{U} \); hence \( \beta(U) \) is a subspace of \( E \). Furthermore \( \beta_i = \alpha_i \) for all \( i \in F \), \( \beta_i > \alpha_i \) for all \( i \in I \setminus (F \cup \hat{U}) = U \setminus F \). The other case is analogous.

2. By part 1, if \( \beta(U) \in \Delta_E^G(\alpha(U)) \) then \( \beta \in \Delta_{G \cup \hat{U}}^E(\alpha) \subseteq \Delta_E^G(\alpha) \). The converse follows immediately by the definition of \( \Delta_E^G(\alpha(U)) \) and by the fact that \( \beta(U) \) is a subspace of \( E \).

We want to extend to subspace the sum operation of the semigroup and the partial order relation \( \leq \). If \( \alpha(U) \) and \( \beta(U) \) are \( U \)-subspace of \( E \), we denote by \( \sigma \in E \) the element such that \( \sigma_j = \alpha_j + \beta_j \) if \( j \in U \) and \( \sigma_j = c_j \) if \( j \in \hat{U} \). By construction \( \sigma(U) \) is a subspace of \( E \) and we define \( \alpha(U) + \beta(U) := \sigma(U) \). For the order relation, we say that \( \alpha(U) \leq \beta(U) \) if \( \alpha_i \leq \beta_i \) for all \( i \in U \).

We also extend to subspace Properties (G1) and (G2) of good semigroups.

Proposition 3.5. Let \( U, V \subseteq I \) and let \( E \) be a good ideal of a good semigroup \( S \).

1. If \( \alpha(U) \) and \( \beta(V) \) are subspace of \( E \), then \( \alpha(U) \cap \beta(V) := (\alpha \cap \beta)(U \cup V) \) is still a subspace of \( E \).

2. Let \( F \subsetneq U \). If \( \alpha(U) \subseteq E(U) \) and \( \Delta_E^F(\alpha(U)) \neq \emptyset \), then \( \Delta_{E \setminus F}^E(\alpha(U)) \neq \emptyset \).
Proof. 1. It is sufficient to notice that, if $i \in I \setminus (U \cup V) = \hat{U} \cap \hat{V}$, then $\alpha_i = \beta_i = c_i$.

2. If $\alpha(U) \in E(U)$ then $\alpha \in E$. Since $\Delta^E_{U \cap \hat{U}}(\alpha(U)) \neq \emptyset$, by Lemma 3.4.1, it follows $\Delta^E_{F \cap \hat{U}}(\alpha) \neq \emptyset$. By Property (G2) applied on $E$ we have $\Delta^E_{F \cap \hat{U}}(\alpha) \neq \emptyset$; then by Lemma 3.4.2, $\Delta^E_{F \cap \hat{U}}(\alpha(U)) = \Delta^E_{U \setminus F}(\alpha(U)) \neq \emptyset$.

We can also generalize in a natural way the definition of complete infimum for subspaces.

Definition 3.6. Given a good semigroup $S \subseteq \mathbb{N}^d$, we say that the subspace $\alpha(U)$ is a complete infimum if there exists $\beta^1(U), \ldots, \beta^{(r)}(U) \in S(U)$, with $r \geq 2$, satisfying the following properties:

1. $\beta^{(j)}(U) \in \Delta^S_{E_j}(\alpha(U))$ for some non-empty set $F_j \subseteq U$.

2. For every choice of $j, k \in \{1, \ldots, r\}$, $\alpha(U) = \beta^{(j)}(U) \land \beta^{(k)}(U)$.

3. $\bigcap_{k=1}^r F_k = \emptyset$.

In this case we write $\alpha(U) = \beta^{(1)}(U) \land \beta^{(2)}(U) \cdots \land \beta^{(r)}(U)$.

The generalization of Proposition 1.10 for subspaces will be particularly useful in the following.

Proposition 3.7. Given $F \subseteq U$, if $\beta(U) \in \Delta^E_{F}(\alpha(U))$, there exist $\beta^{(1)}(U), \ldots, \beta^{(r)}(U)$ with $1 \leq r \leq |F|$, such that:

$$\alpha(U) = \beta(U) \land \beta^{(1)}(U) \land \beta^{(2)}(U) \land \ldots \land \beta^{(r)}(U)$$

and, for $i = 1, \ldots, r$, $\beta^{(i)}(U) \in \Delta^E_{G_i}(\alpha(U))$ with $G_i \supseteq \hat{F} \cap U$ and $G_1 \cap G_2 \cap \cdots \cap G_r = \hat{F} \cap U$.

Proof. Since $\beta(U)$ is a subspace of $E$, $\Delta^E_{F}(\beta) \neq \emptyset$. Let us consider $\beta' \in \Delta^E_{F}(\beta)$. We notice that $\beta'_i = \alpha_i$ if $i \in F$, $\beta'_i = \alpha_i$ if $i \in U \setminus F$, and $\beta'_i > \beta_i$ if $i \in \hat{U}$. Hence $\beta' \in \Delta^E_{F}(\alpha)$. By Proposition 1.10, applied on $\beta'$ and $\alpha$, there exists $\beta^{(1)}, \ldots, \beta^{(r)}$ (with $1 \leq r \leq |F|$), such that $\alpha = \beta' \land \beta^{(1)} \land \beta^{(2)} \land \ldots \land \beta^{(r)}$. It follows that for $i = 1, \ldots, r$, $\beta^{(i)}(U) \in \Delta^E_{G'_i}(\alpha)$ and $G'_1 \cap G'_2 \cap \cdots \cap G'_r = \hat{F} \supseteq \hat{U}$.

For every $i$, we notice that $\beta^{(i)}(U) = \alpha_j$ if $j \in \hat{U}$, $\beta^{(i)}(U) = \alpha_j$ if $j \in U \cap G'_i$, and $\beta^{(i)}(U) = \alpha_j = c_j$ if $j \in U \cap \hat{G}'_i$. This implies $\beta^{(i)}(U) \in \Delta^E_{U \cap G'_i}(\alpha(U))$. Moreover,

$$\bigcap_{i=1}^r (U \cap G'_i) = U \cap \left( \bigcap_{i=1}^r G'_i \right) = U \cap \hat{F}$$

and we conclude setting $G_i := U \cap G'_i$. \qed

Now we extend some other properties proved in the previous sections. The proofs are analogous to those seen for Proposition 1.4 and Lemma 1.5.
Lemma 3.8. Let $S$ be a good semigroup and $U \subseteq I$, $U \neq \emptyset$.

1. Assume $\alpha(U) \in E(U)$, $F \subseteq U$ and there exists a set $H \subseteq U$ of cardinality $|U| - 1$ containing $F$ and such that $\Delta_{E_i}^S(\alpha(U)) = \emptyset$ for every $F \subseteq G \subseteq H$. Then $\Delta_{E_i}^S(\alpha(U)) = \emptyset$.

2. If $\beta(U) \in \Delta_{E_i}^S(\alpha(U))$ and $\theta(U) \in \Delta_{E_i}^S(\alpha(U))$, then $\beta(U) \wedge \theta(U) \in \Delta_{E_iU}^S(\alpha) \wedge (F \cup G \subseteq U$ and $\beta(U) \wedge \theta(U) = \alpha(U)$ if $F \cup G = U$.

3. Let $\beta(U) \in \Delta_{E_i}^S(\alpha(U))$ be consecutive to $\alpha(U)$ in $E$. Then $\Delta_{E_i}^S(\alpha(U)) = \emptyset$ for every set $H$ such that $F \subseteq H \subseteq U$.

It is also possible to rephrase Theorems 2.5 and 2.8 for subspaces.

Theorem 3.9. Let $S$ be a good semigroup, $F \subseteq U \subseteq I$, $E \subseteq S$ a good ideal and $A = S \setminus E$. Consider $\alpha(U) \in S(U)$, $\beta(U) \in \Delta_{E_i}^S(\alpha(U))$ and $\theta(U) \in \Delta_{E_i}^S(\alpha(U))$ with $(F \cap U) \subseteq G \subseteq U$ and assume $\theta(U)$ and $\alpha(U)$ to be consecutive in $S(U)$.

1. Assume $\beta(U) \in A_i(U)$ and $\Delta_{E_iU}^S(\alpha(U)) \subseteq A(U)$.

   - If $\Delta_{E_i}^S(\alpha(U)) \subseteq A(U)$, then $\alpha(U) \in A_i(U)$ with $h \leq i$.
   - If $\alpha(U) \in A(U)$ and $\Delta_{E_i}^S(\alpha(U)) \subseteq A_i(U)$ then $\alpha(U) \in A_h(U)$ with $h < i$.

2. Assume $\alpha(U) \in A_i(U)$. If $\Delta_{E_i}^S(\alpha(U)) \neq \emptyset$, then $\theta(U) \in A_i(U)$.

Proof. 1. Directly by definition of subspace we have $\alpha \in S$ and $\beta \in A_i$. By Lemma 3.4.1, we also have $\beta \in \Delta_{E_iU}^S(\alpha)$, $\theta \in \Delta_{E_iU}^S(\alpha)$ and $\theta \alpha$ consecutive in $S$.

We prove that $\Delta_{E_iU}^S(\alpha) \subseteq A_i$. If $\eta \in \Delta_{E_iU}^S(\alpha)$, we can consider $\delta \in \mathbb{N}^d$ such that: $\delta_i = c_i$ for $i \in \hat{U}$, $\delta_i = \eta_i$ for $i \in U$. Clearly $\delta(U)$ is an $U$-subspace by definition and $\delta(U) \in \Delta_{E_iU}^S(\alpha(U)) \subseteq A(U)$, hence, by Proposition 2.9, $\delta, \eta \in A$.

Assuming $\Delta_{E_i}^S(\alpha(U)) \subseteq A(U)$, then, by Lemma 3.4.2, $\Delta_{E_i}^S(\alpha) \subseteq A$ and $\alpha \in A$. Hence, by Theorem 2.5, $\theta \in A_h$ with $h \leq i$ and clearly $\theta(U) \in A_h(U)$. Assuming also $\alpha(U) \in A(U)$, we get $\alpha \in A$. Furthermore, again by Lemma 3.4.2, $\Delta_{E_iU}^S(\alpha) \subseteq A$. Hence, by Theorem 2.5, $\alpha \in A_h$ with $h \leq i$ and we conclude in the same way.

2. The assumption implies $\alpha \in A_i$. Since $\Delta_{E_i}^S(\alpha(U)) \neq \emptyset$, by Lemma 3.4.1, $\Delta_{E_iU}^S(\alpha) \neq \emptyset$.

Since $\theta(U) \in \Delta_{E_i}^S(\alpha(U))$, by Lemma 3.4.2, $\theta \in \Delta_{E_i}^S(\alpha)$ and $\theta$ is consecutive to $\alpha$ in $S$. By Theorem 2.8, $\theta \in A_i$ and we can conclude that $\theta(U) \in A_i(U)$.

4 The number of levels of the Apéry set

In this section we compute the number of levels of the complement of a good ideal generated by a single element. For a good semigroup $S \subseteq \mathbb{N}^d$ and $\omega \in S$, we consider the ideal $E = \omega + S$. Its complement $A = S \setminus E$ is classically called the Apéry set of $S$ with respect to $\omega$ and denoted
by $\text{Ap}(S, \omega)$. Often the Apéry set is considered with respect to the minimal nonzero element $e$ but for the purpose of this section it is enough to consider it with respect to any given element $\omega$. In Theorem 4.4 we extend to the $d$-branches case both [7, Theorem 3] and [7, Theorem 5]. In particular we prove that the number of levels of the partition of $\text{Ap}(S, \omega)$ is equal to the sum of the components of $\omega$. This provides an alternative proof of [7, Theorem 3] in the case $d = 2$.

We recall the content of [7, Theorem 5], with the slight change of considering $\text{Ap}(S, \omega)$ for a non-specific $\omega \in S$.

**Proposition 4.1.** ([7, Theorem 5]) Let $S \subseteq S_1 \times S_2 \subseteq \mathbb{N}^2$ be a good semigroup, let $\omega = (w_1, w_2) \in S$. Let $A := \text{Ap}(S, \omega) = \bigcup_{i=1}^{N} A_i$ be the Apéry set of $S$ with respect to $\omega$. Assume $w_1 \geq w_2$. Then:

The levels $A_N, A_{N-1}, \ldots, A_{N-w_1+1}$ are infinite and in particular there exist $s_1, \ldots, s_{w_1} \in S_1$ such that for every $i = 1, \ldots, w_1$, the set $\Delta_S^i(s_i, 0)$ is infinite and eventually contained in the level $A_{N-i+1}$.

Furthermore, all the levels $A_i$ with $i < N - w_1 + 1$ are finite. If $w_1 \leq w_2$ the correspondent analogous conditions hold.

**Proof.** One can use the same proof done in [7, Theorem 5] in the case $\omega = e$. \hfill $\square$

Before to prove the main theorem we need another result involving next definition. In the case $d = 3$ this definition is explained in Figure 6.

**Definition 4.2.** For $U \subseteq I$ and for a subspace $\alpha(U)$ and $k \in U$ we set

$$H_k(\alpha(U)) := \{\beta(U) \subseteq S \mid \alpha_k = \beta_k\}.$$  

In particular, for $\alpha \in S$ we set

$$H_k(\alpha) := H_k(\alpha(I)) = \{\alpha \in S \mid \alpha_k = \beta_k\}.$$  

![representation of $H_3(\alpha)$](image1.png)

(a) Representation of $H_3(\alpha(\{2,3\}))$

(b) Representation of $H_3(\alpha)$

**Figure 6:** A graphical representation of Definition 4.2.
Proposition 4.3. Let $S$ be a good semigroup, $E \subseteq S$ a good ideal and $A = S \setminus E$. Take $U \subseteq I$. Suppose that $\alpha(U)$ is a subspace of maximal dimension contained in the level $A_i$ (equivalently $A_i$ does not contain subspaces of dimension $\geq d - |U| + 1$). Then, fixed $k \in U$, there exists $\beta(U) \in A_i(U)$ such that $H_k(\beta(U)) \subseteq A(U)$ and $\beta_k \geq \alpha_k$.

Proof. We first show that, if $H_k(\alpha(U)) \not\subseteq A(U)$, we can find $\theta(U) \in A_i(U)$ such that $\theta_k > \alpha_k$. Consider the case in which $\tilde{\eta} \cap F \neq \emptyset$ for some $\tau$. By Proposition 3.7, there exists $\theta(U) \in \Delta_G(\alpha(U))$ such that $\theta_k \geq \alpha_k$. Furthermore we can choose $G$ such that $\theta_k > \alpha_k$. By Theorem 3.9.2, $\theta(U) \in A_i(U)$ and this case is complete.

Hence, assume on the other hand $\Delta_G^E(\alpha(U)) = \emptyset$, but there exists $\tau(U) \in E(U)$ such that $\tau_k = \alpha_k$ and $\tau_l < \alpha_l$ for some $l \neq k$. From this assumption, it follows that there exists $\eta(U) < \alpha(U)$ such that $\eta_k = \alpha_k$ and $\eta(l) < \alpha_l$ for some $j$ one can consider $\tau(U) \wedge \eta(U)$. Say that $\alpha(U) \in \Delta_F^G(\eta(U))$ for $F \supseteq \{k\}$. Now, if $\eta(U) \in A_i(U)$ we can replace $\alpha(U)$ by $\eta(U)$ and iterate the process, considering also, if needed, the case $\Delta_F^E(\eta(U)) \neq \emptyset$ as done above. Thus we can restrict to the case in which $\eta(U) \in E(U)$ or $\eta(U) \in A_{i-1}(U)$.

In any case, using Proposition 3.7 as before, we can find $\theta(U) \in \Delta_G^F(\eta(U))$ such that $\eta_k > \alpha_k$. We need to prove that $\theta(U) \in A_i(U)$.

Since $\eta(U) \not\subseteq \tilde{F}$ and $U \not\subseteq F$, by Lemma 3.8.3, $\Delta^F_G(\eta(U)) = \emptyset$ for every $H$ with $U \supseteq H \supseteq F$. Furthermore, if $H \subseteq F$ and $H \in H$, one can easily observe that $\Delta^F_G(\eta(U)) \subseteq \{\alpha(U)\} \cup \Delta^F_G(\alpha(U))$ and thus $\Delta^F_G(\eta(U)) = \emptyset$. In particular $\Delta^F_G(\eta(U))$ and $\Delta^E_G(\eta(U))$ are both empty (notice that $G \cap U \subseteq F$). Now, if $\eta(U) \in E(U)$, by Proposition 3.8.1, this implies $\Delta^F_G(\eta(U)) = \emptyset$ and $\Delta^E_G(\eta(U)) = \emptyset$. If instead $\eta(U) \in A_{i-1}(U)$, we get the same result, observing that if $\Delta^F_G(\eta(U)) \cup \Delta^E_G(\eta(U)) \neq \emptyset$, by Theorem 3.9.2 we would have $\alpha(U) \in A_{i-1}(U)$, a contradiction.

By all these facts, it follows that $\theta(U) \in A(U)$, moreover, since $\theta(U)$, $\eta(U)$ and $\alpha(U)$ are consecutive and the assumptions of Theorem 3.9.1 are satisfied, we get $\theta(U) \in A_i(U)$.

Now if $H_k(\theta) \subseteq A(U)$ we are done, otherwise we iterate the process creating a sequence of elements, all in the level $A_i(U)$, having strictly increasing $k$-th component. If this process does not stop, we reach an element $\delta(U) \in A_i(U)$ such that $\delta_k \geq (c_E)_k$. Set $\delta' = \delta \wedge c_E$ and observe that $c_E \in \Delta^G_V(\delta')$ for some $V$ containing $k$ and $V \supseteq U$. By Proposition 2.9, the subspace $\delta'(V) \in A_i(V)$. This is a contradiction since we assumed $A_i$ to not contain subspaces of dimension larger than $d - |U|$. It follows that the process described above must instead stop to some element $\beta(U) \in A_i(U)$ such that $H_k(\beta(U)) \subseteq A(U)$ and $\beta_k \geq \alpha_k$. \qed

Now we have got enough tools to prove the main theorem.

Theorem 4.4. Let $S \subseteq \mathbb{N}^d$ be a good semigroup, let $\omega = (w_1, \ldots, w_d) \in S$ be a nonzero
element, and assume without restrictions \( w_1 \geq w_2 \geq \cdots \geq w_d \). For \( k = 1, \ldots, d \), set
\[
s_k = \sum_{j=1}^{k} w_j.
\]

Let \( E = \omega + S \), \( A = S \setminus E \) and write the partition \( A = \bigcup_{i=1}^{N} A_i \). Then, the level \( A_i \) contains some subspace of dimension \( d - k \) if and only if \( i \geq N - s_k + 1 \). In particular,
\[
N = s_d = \sum_{i=1}^{d} w_i.
\]

**Proof.** For \( l = 1, \ldots, d \) denote by \( \epsilon^l \) the element of \( \mathbb{N}^d \) having \( l \)-th component equal to 1 and all the others equal to zero. We prove the theorem by induction on \( k \geq 1 \).

**Base case:** For \( k = 1 \), we have to show that the levels containing some hyperplane are exactly the levels \( A_N, A_{N-1}, \ldots, A_{N-w_1+1} \).

For \( j = 1, \ldots, w_1 \), set \( \beta^j = c_E + j \epsilon^1 = (c_1 + j, c_2, \ldots, c_d) \) and observe that the hyperplanes \( \beta^j(1) \subseteq E(1) \). For each of these \( \beta^j \), we show that there exists a unique integer \( m_j \geq 1 \) such that \( \alpha^j := \beta^j - m_j w_1 \epsilon^1 \in A \). In fact, fixed \( j \), we consider the quotient \( q^j \) and the remainder \( r^j \) of the division of \( c_1 + j \) by \( w_1 \). Define the element \( \tau^j \in \mathbb{N}^d \) such that \( \tau_1 = \beta_1^j \) and \( \tau_k = c_k + q^j w_k \) for \( k \neq 1 \). Since \( \beta^j(1) \subseteq E(1) \), it follows that \( \tau^j \subseteq E \). Moreover, since \( E = S + \omega \), there exists \( m_j \in \mathbb{N} \) such that \( \tau^j - m_j \omega \in A \). Looking at first component, since \( E = S \setminus A \), we have
\[
q_j w_1 \geq m_j w_1 \geq m_j w_k.
\]

Hence \( \tau^j - m_j \omega \) has the first component equal to \( \beta^j_1 - m_j w_1 \) and the other components are strictly larger than the components of conductor. By Proposition 2.9, we have \( \alpha^j := \beta^j - m_j w_1 \epsilon^1 \in A \) and equivalently \( \alpha^j(1) \subseteq A(1) \).

Furthermore, for \( s \geq 1 \), the first component of each element of the form \( c_E - s \epsilon^1 \) is congruent modulo \( w_1 \) to the first component of one of the \( \beta^j \) and therefore \( \alpha^j(1), \ldots, \alpha^{w_1}(1) \) are exactly the only \( \{1\} \)-hyperplanes contained in \( A \).

By Proposition 2.9, each set \( \alpha^j(1) \) is contained in a unique level. Since \( A_N = \Delta(\gamma_E) \), we know that \( \alpha^{w_1}(1) \subseteq A_N \). Now we can relabel the indexes of the hyperplanes \( \alpha^1(1), \ldots, \alpha^{w_1}(1) \) in the way that \( \alpha^1_1 < \cdots < \alpha^{w_1}_1 \).

For \( j < N \), given \( \delta \in \alpha^j(1) \), there exists always \( \theta \in \alpha^{j+1}(1) \) such that \( \delta \ll \theta \) and hence, by Proposition 2.9, \( \alpha^j(1) \) and \( \alpha^{j+1}(1) \) are contained in two different levels. Such two levels are consecutive since, by construction, any subspace \( \beta(1) \) such that \( \alpha^j(1) < \beta(1) < \alpha^{j+1}(1) \) is not contained in \( A \). This implies that \( \alpha^j(1) \subseteq A_{N-w_1+j}(1) \) and hence the levels \( A_N, A_{N-1}, \ldots, A_{N-w_1+1} \) contain at least one \( \{1\} \)-hyperplane.

Using the same argument for \( l \neq 1 \), we get that the levels \( A_N, A_{N-1}, \ldots, A_{N-w_2+1} \) contain some hyperplane. But, since \( w_1 \geq w_2 \), the level \( A_i \) contains some hyperplane if and only if \( i \geq N - w_1 + 1 \).
**Inductive step:** By induction we can assume \( k \geq 2 \) and the thesis true for \( k - 1 \). Hence the levels \( A_N, \ldots, A_{N-s_{k-1}+1} \) are the only levels containing a subspace of dimension \( d-k+1 \) and, by Remark 3.2, clearly also contain subspaces of any lower dimension. Call \( D := N-s_{k-1}+1 \). We claim that for \( i < D \) the levels \( A_i \) contains a subspace of dimension \( d-k \) if and only if \( i \geq N - s_k + 1 = D - w_k \).

Set \( U = \{1, \ldots, k\} \) and \( V = \{1, \ldots, k-1\} \). By inductive hypothesis, there exists \( \delta \in S \) such that \( \delta(V) \) is the minimal \( V \)-subspace contained in \( A_D \) (it has dimension \( d-k+1 \)). Hence, by Remark 3.2, there are clearly infinitely many \( U \)-subspaces contained in the level \( A_D \). Among them, for \( j = 1, \ldots, w_k \), consider \( \delta_j(U) \in A_D(U) \) minimal with respect to the property of having \( \delta_j^k \equiv j \mod w_k \). For each \( j \), we show that \( \Delta_k^E(\delta_j(U)) \neq \emptyset \). Indeed, after fixing \( \delta_j(U) \), using the fact that there are infinitely many \( U \)-subspaces contained in \( \delta(V) \), we can find \( \delta_j(U) \in A_D(U) \) such that \( \delta_j' > \delta_j^k \) (observe that since they are in the same level necessarily \( \delta_j' = \delta_j^h \) for some \( h < k \)).

Now, if \( \Delta_k^E(\delta_j(U)) = \emptyset \), applying Proposition 3.7 to \( \delta_j(U) \) and \( \delta_j'(U) \), we can write

\[
\delta_j(U) = \delta_j'(U) \tilde{\wedge} \beta_j(U) \tilde{\wedge} \cdots \tilde{\wedge} \beta_r(U)
\]

where \( \beta_j(U) \in \Delta_k^E(\delta_j(U)) \subseteq A(U) \) and we may assume them to be consecutive to \( \delta_j(U) \) for all \( j = 1, \ldots, r \). By Theorem 3.9.1, for every \( l \), \( \beta_j(U) \in A_D(U) \) implying that \( \delta_j(U) \) has to be in a lower level, a contradiction (for a graphical representation see Figure 7a).

Hence, we can set \( \tau^j(U) \) to be a minimal element in \( \Delta_k^E(\delta_j(U)) \). We define \( \overline{\omega} \) such that \( \overline{\omega_i} = \omega_i \) if \( i \in U \) and \( \overline{\omega_i} = c_i \) otherwise, and, starting from \( \tau^j(U) \) and subtracting multiples of \( \overline{\omega}(U) \), as we have seen above, we find a unique \( m_j \geq 1 \) such that \( \alpha^j(U) := \tau^j(U) - m_j\overline{\omega}(U) \in A(U) \). Now we consider the set \( H_k(\alpha^j(U)) \) defined in Definition 4.2. In the case this set contains some subspace of \( E \), starting by one them and subtracting multiples of \( \overline{\omega}(U) \), we can repeat the process and, after changing names, we can finally assume to have a collection of subspaces \( \alpha_1(U), \ldots, \alpha^{w_k}(U) \in A(U) \) such that for every \( j \), \( \alpha_j^k \equiv \delta_j^k \equiv j \mod w_k \) and \( H_k(\alpha_j^j(U)) \subseteq A(U) \). Using this last condition, we can make a further change and assume \( \alpha_j(U) = \min H_k(\alpha_j^j(U)) \), which is well-defined by Proposition 3.5.1 (see Figure 7b).
Figure 7: 7a: we have \( d = 3, \ U = \{1, 2\}\), \( \delta^j(U), \delta'(U), \beta^j(U) \) are lines. 7b: this is a perspective from "above" of the case \( d = 3, \ U = \{1, 2\}, \ V = \{1\}\). In this case \( \delta(V) \) is a plane contained in \( A\); \( \delta^j(U), \tau^j(U), \alpha^j(U) \) are lines.

After this change, it follows that \( \alpha^1(U), \ldots, \alpha^{w_k}(U) \) are totally ordered with respect to the standard order \( \leq \) and, by relabeling the indexes, suppose

\[
\alpha^1(U) > \cdots > \alpha^{w_k}(U).
\]

Now, notice that for every \( j \), the level of \( \alpha^j(U) \) has to be strictly lower than \( D \) since \( \delta^j(U) \) has been chosen to be the minimal in \( A_D \) having \( k \)-th component congruent to \( j \) modulo \( w_j \).

We prove that \( \alpha^1(U), \ldots, \alpha^{w_k}(U) \) are pairwise contained in different levels. It is enough to show this for \( \alpha^j(U) \) and \( \alpha^{j+1}(U) \). If \( \alpha^j(U) \gg \alpha^{j+1}(U) \) this is clear, otherwise we must have \( \alpha^j \in \Delta^j_F(\alpha^{j+1}) \) for some \( F \subseteq U \) such that \( k \notin F \). Using Proposition 3.7 as above together with the fact that \( \Delta^j_F(\alpha^{j+1}(U)) \subseteq H_k(\alpha^{j+1}(U)) \subseteq A(U) \), we can express \( \alpha^{j+1}(U) \) as complete infimum of \( \alpha^j(U) \) and other elements in \( \Delta^j_F(\alpha^{j+1}(U)) \), consecutive to \( \alpha^{j+1}(U) \). By Theorem 3.9.1, it follows that the level of \( \alpha^{j+1}(U) \) has to be strictly smaller than the level of \( \alpha^j(U) \).

Now we prove that if an \( U \)-subspace is contained in the level \( A_i \) with \( i < D \), then \( i \) is larger or equal than the level of \( \alpha^{w_k}(U) \). Let \( \alpha(U) \) be any other \( U \)-subspace contained in \( A_i \) for some \( i < D \). By Proposition 4.3, there exists \( \alpha'(U) \in A_i(U) \) such that \( \alpha_k \leq \alpha_k' \) and \( H_k(\alpha'(U)) \subseteq A(U) \). One necessarily must have \( H_k(\alpha'(U)) = H_k(\alpha^j(U)) \) for the \( j \) such that \( \alpha_k' \equiv \alpha_k \mod w_j \), since if this was not true, by summing multiples of \( \omega(U) \), we would have some subspace of \( E \) contained in one set among \( H_k(\alpha'(U)) \) and \( H_k(\alpha^j(U)) \) and this is not possible. From this, since

\[
\alpha^{w_k}(U) \leq \alpha^j(U) = \min H_k(\alpha^j(U)) \leq \alpha'(U),
\]
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it follows that \( i \) is not lower than the level of \( \alpha^{w_k} \).

To describe all the possible levels of the \( U \)-subspaces it remains to show that for \( j = 1, \ldots, w_k \), we have \( \alpha^j(U) \subseteq A_{D-j} \) and in particular \( \alpha^{w_k}(U) \subseteq A_{D-w_k} = A_{N-s_k+1} \). Use induction on \( j \).

For \( j = 1 \), assume by way of contradiction that \( \alpha^1(U) \not\subseteq A_{D-1} \) for some \( i < D - 1 \). Hence, by Lemma 2.3.1, there exists \( \beta(U) \in A_{D-1}(U) \) such that \( \beta(U) \geq \alpha^1(U) \) and \( \beta_k > \alpha_k^1 \). By Proposition 4.3, there exists \( \beta'(U) \in A_{D-1}(U) \) such that \( \beta_k \leq \beta'_k \) and \( H_k(\beta'(U)) \subseteq A(U) \). By what said above, for some \( l \geq 1 \), \( H_k(\beta'(U)) = H_k(\alpha^l(U)) \), hence we must have

\[
\alpha_k^l = \beta'_k \geq \beta_k > \alpha_k^1
\]

and this is a contradiction since \( \alpha^1(U) \geq \alpha^l(U) \).

Similarly, for \( j > 1 \), assume \( \alpha^j \in A_i \) for some \( i < D - j \). Find as above \( \beta, \beta' \in A_{D-j} \) and \( l \)

such that

\[
\alpha_k^l = \beta'_k \geq \beta_k > \alpha_k^j.
\]

If \( l \geq j \) this is a contradiction since in this case \( \alpha^j(U) \geq \alpha^l(U) \). Otherwise, if \( l < j \), by inductive hypothesis \( \alpha^j(U) \subseteq A_{D-j} \), but since \( \alpha^j(U) = \min H_k(\alpha^l(U)) \), we get \( \beta'(U) \geq \alpha^j(U) \) and therefore \( D - j \geq D - l \), again a contradiction.

Hence, we proved that all \( U \)-subspaces of \( A \) are contained in the levels \( A_i \) with \( i \geq N - s_k + 1 \) and this lower bound is sharp.

It remains to show that all the other subspaces of dimension \( d - |U| \) are contained in the levels \( A_i \) for \( i \geq N - s_k + 1 \). This follows immediately observing that, if \( T \) is a subset of \( I \) of cardinality \( |U| \), using the same proof seen above we can prove that \( i \geq N - (\sum_{i \in T} w_i) + 1 \geq N - s_k + 1 \).

We conclude the proof of the theorem observing that for \( k = d \), the level \( A_i \) contains a subspace of dimension zero if and only if \( i \geq N - s_d + 1 \). But a subspace of dimension zero is a single element and hence, by definition of levels, is clear that \( A_i \) contains a subspace of dimension zero if and only \( i \geq 1 \). This implies the thesis \( N = s_d \).

\( \square \)

**Example 4.5.** Consider the semigroup of Example 1.12, if we take \( e = (1, 2, 3) \in S \) and consider the ideal \( E = S + e \), then \( A = Ap(S, e) \). In this case \( c_E = c + e = (4, 7, 12) \) and \( \gamma_E = \gamma + e = (3, 6, 11) \).

\[
\begin{align*}
A_1 &= \{(1, 2, 3)\}. \\
A_2 &= \{(1, 2, 6), (1, 2, 7), (2, 3, 3), (3, 3, 3)\} \cup (\infty, 3, 3). \\
A_3 &= \{(1, 2, 8), (2, 3, 6), (2, 3, 7), (2, 4, 3), (3, 3, 6), (3, 3, 7), (3, 5, 3), (3, 6, 3)\} \cup \\
&\quad \cup (\infty, 3, 6) \cup (\infty, 3, 7) \cup (\infty, 5, 3) \cup (\infty, 6, 3) \cup (3, \infty, 3). \\
A_4 &= \{(3, 5, 11), (3, 6, 10)\} \cup (\infty, 5, 11) \cup (\infty, 6, 6) \cup (\infty, 6, 9) \cup (\infty, 6, 10) \cup \\
&\quad \cup (3, \infty, 6) \cup (3, \infty, 9) \cup (3, \infty, 10) \cup (2, 4, \infty) \cup (\infty, \infty, 3). \\
A_5 &= \{(3, 6, 11)\} \cup (\infty, 6, 11) \cup (3, \infty, 11) \cup (3, 5, \infty) \cup (\infty, 5, \infty) \cup (\infty, \infty, 10). \\
A_6 &= (3, \infty, \infty) \cup (\infty, 6, \infty) \cup (\infty, \infty, 11).
\end{align*}
\]

We notice that levels \( A_6, A_5, A_4 \) contain planes, level \( A_3, A_2 \) contain lines and only the level \( A_1 \) does not contain infinite subspaces.
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