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Abstract

High-dimensional time series datasets are becoming increasingly common in many areas of biological and social sciences. Some important applications include gene regulatory network reconstruction using time course gene expression data, brain connectivity analysis from neuroimaging data, structural analysis of a large panel of macroeconomic indicators, and studying linkages among financial firms for more robust financial regulation. These applications have led to renewed interest in developing principled statistical methods and theory for estimating large time series models given only a relatively small number of temporally dependent samples. Sparse modeling approaches have gained popularity over the last two decades in statistics and machine learning for their interpretability and predictive accuracy. Although there is a rich literature on several sparsity inducing methods when samples are independent, research on the statistical properties of these methods for estimating time series models is still in progress.

We survey some recent advances in this area, focusing on empirically successful lasso based estimation methods for two canonical multivariate time series models - stochastic regression and vector autoregression. We discuss key technical challenges arising in high-dimensional time series analysis and outline several interesting research directions.

1 Introduction

With rapid advances in information technology, time series datasets in biological and social sciences are becoming high-dimensional, such that one observes a multivariate system with a large number of components over a limited set of time points. This review will highlight several recent methodological and theoretical advances in high-dimensional time series analysis.

The motivating applications are equally exciting. For example, in macroeconomic forecasting and structural analyses, researchers often use data from hundreds of series, each containing information on different aspects of an economy [Stock and Watson, 2006]. Key questions in financial risk management revolve around portfolio construction, where one is interested in understanding the covariance matrix of asset returns from hundreds of assets.
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given their historical data [Fan et al., 2015]. Due to structural changes in a constantly evolving economy or financial system, however, the number of stationary observations available for analysis are often of the same order as the number of series. The problem of measuring systemic risk has recently gained considerable interest among policymakers and regulators after the financial crisis of 2007-2009. Empirical measures of connectedness among financial firms are developed by analyzing firm-level characteristics of hundreds of firms to understand channels of risk propagation, develop early signals of financial crisis, and identify systemically risky firms [Bisias et al., 2012].

In biosciences, advances in next-generation sequencing technologies over the past decade, coupled with reduction in experimental costs, are gradually making it possible to measure genome-wide expression patterns across thousands of genes and epigenomic elements, at multiple time points and across limited number of replicates (typically of the order of tens) [Bar-Joseph et al., 2012]. Genomics is expected to produce rich sources of high-dimensional time course datasets in the coming years. In neuroscience, human connectome researchers are interested in finding functional connectivity among hundreds of brain regions using high-dimensional time series datasets (fMRI, MEG, EEG, etc.) [Bullmore and Bassett, 2011].

Statistical modeling approaches to address important scientific questions using high-dimensional time series data can be broadly classified into two categories - (i) predictive or forecasting, and (ii) structural estimation. Examples of forecasting topics include predicting the unemployment rates for different sectors of the economy, or identifying firms which are most likely to default at a future time point. Topics related to structure estimation are more common in the biosciences, e.g., understanding regulatory interactions among genes and estimating connectivity among different regions of the human brain. Key questions in economics and finance also require learning how the components of a high-dimensional system interact over time. Some important applications include impulse response function estimation in macroeconomic policy making and identifying financial firms that are “too-central-to-fail”.

These two classes of problems are not mutually exclusive since consistent structural estimation often helps researchers improve prediction. However, excellent predictions of lower-dimensional components within high-dimensional systems can also be achieved without consistent estimation of the structural properties of the whole system. The literature on estimation of sparse models for high-dimensional time series, which is the focus of our discussion, is primarily concerned with structural estimation, whereas non-sparse models estimated using shrinkage methods often provide state-of-the-art predictive accuracy in many real-world problems.

With this in mind, we will begin our review with a discussion on stochastic regression, a canonical statistical model in time series, and illustrate the key estimation methods and technical challenges in high-dimension. We will then focus on theory and methods for sparse vector autoregression (VAR), a popular class of systems-identification models, which builds upon stochastic regression techniques and provides insight into interactions among components of multiple time series. For expositional simplicity, we will illustrate the issues of temporal dependence in high-dimension using the popular least absolute shrinkage and selection method (lasso) Tibshirani [1996]. However, there is a plethora of existing methods, including nonconvex and multi-step procedures, to estimate such models in high-dimension under more general structural constraints. We will allude to some throughout our discussion,
but not review their growing adaptations to time series in detail. Estimating factor models will also not be included since we are primarily focused on sparse estimation.

The rest of this article is organized as follows. In section 2, we start with a short background summary of multivariate time series, and describe different approaches for measuring dependence in these processes, which is crucial for developing meaningful asymptotic theory in high-dimension. Sections 3 and 4 review recent advances in estimation techniques for two classes of high-dimensional time series models - (i) stochastic regression and (ii) vector autoregression (VAR). In Section 4 we also provide information on available software implementations and illustrate a VAR estimation method using an application on a marketing dataset. We conclude by outlining some interesting research directions in high-dimensional time series analysis.

2 Background

2.1 Stationary Multivariate Time Series

A vector time series is a set of \( k \)-dimensional vector observations \( y_t = (y_{1t}, \ldots, y_{kt})' \), each of which is made at a specific time \( t \). Here we will focus on real-valued observations, that is, \( y_t \in \mathbb{R}^k \), and on discrete-time series, that is, those in which the set of observation times is discrete. We will also suppose observations are made at equally spaced increments. As such, without loss of generality, we will index time by the set of integers, \( t \in \mathbb{Z} \).

Time series analysis involves selecting a suitable family of models for the observed data. Stochastic models explicitly allow for nondeterministic or random behavior. Such models are natural when future observations may be unpredictable given the past. Here, each observation can be modeled as a realization of a random variable.

A stochastic vector process \( \{y_t\} \) is a sequence of random vector-valued variables. An observed sequence of data may then be modeled as a single realization of a stochastic process. The term time series is often used to refer to both an observed data sequence and a particular stochastic process.

If \( \{y_t\} \) is a process such that \( \text{Var}(y_{it}) < \infty \) for each \( i \in \{1, \ldots, k\} \) for all \( t \in \mathbb{Z} \), then the lagged covariance function \( \Gamma(\cdot, \cdot) \) of \( \{y_t\} \) is defined as

\[
\Gamma(r, s) = \text{Cov}(y_r, y_s) = E[(y_r - m_r)(y_s - m_s)'], \quad r, s \in \mathbb{Z},
\]

in which \( m_t = E(y_t) \) for each \( t \in \mathbb{Z} \). Then \( [\Gamma(r, s)]_{ij} = \text{Cov}(y_{ir}, y_{js}) \) for all \( i, j \in \{1, \ldots, k\} \). It is also important to note that the \( k \times k \) matrices \( \Gamma(r, s) \) are not symmetric, in general, except for the case in which \( r = s \).

A time series \( \{y_t\} \) is stationary if (i) \( \text{Var}(y_{it}) < \infty \) for each \( i \in \{1, \ldots, k\} \) for all \( t \in \mathbb{Z} \), (ii) \( E(y_t) = \mu \) for all \( t \in \mathbb{Z} \), and (iii) \( \Gamma(r, s) = \Gamma(r + t, s + t) \) for each \( r, s, t \in \mathbb{Z} \). These three conditions imply that the mean and lagged covariances are time invariant, that is, they do not depend on the time index \( t \). This specific definition of stationarity is sometimes referred to as covariance, second-order, or weak stationarity. We will take stationarity to mean the above definition, whereas a process \( \{y_t\} \) is called strongly or strictly stationary if \( (y_1, \ldots, y_n) \) and \( (y_{1+\ell}, \ldots, y_{n+\ell}) \) have equal joint distributions for all \( n \in \mathbb{N} \) and \( \ell \in \mathbb{Z} \). A strictly stationary process with finite variances is therefore stationary.
If \( \{y_t\} \) is stationary then \( \Gamma(r, s) = \Gamma(0, s - r) \) for all \( r, s \in \mathbb{Z} \), in which case we may redefine the lagged covariance function with respect to only one argument as

\[
\Gamma(\ell) = \Gamma(0, \ell) = \text{Cov}(y_t, y_{t+\ell}) \quad \ell, t \in \mathbb{Z}.
\]

The lagged correlation function is similarly defined as \( \rho(\ell) = \text{Corr}(y_t, y_{t+\ell}) \) for all \( \ell, t \in \mathbb{Z} \).

### 2.2 Measuring Dependence in multivariate time series

In order to develop efficient algorithms for estimating high-dimensional time series models and study their theoretical properties, it is important to quantify the dependence present in a stochastic process. Datasets generated by processes with stronger temporal dependence are expected to have a smaller effective sample size, and estimates based on these observations converge to model parameters at a slower rate.

In classical, low-dimensional time series, asymptotic analysis is carried out under the assumption that the dimension \( (k) \) and model parameters remain unchanged as the sample size \( (n) \) grows. In contrast, high-dimensional statistics concerns with a so-called double-asymptotic regime, in which both the model dimension and the number of parameters are allowed to grow with sample size. Theoretical results are typically presented in a non-asymptotic format. Here, one derives upper bounds on estimation and prediction errors (involving \( n, k \) and other model parameters) that hold with probability converging to 1, as \( k \) grows to infinity [Bühlmann and Van De Geer, 2011]. Since this requires controlling finite sample rather than limiting behavior of time series statistics, more explicit measures of the dependence inherent within a process are needed. For instance, limit theorems in classical time series literature are derived under a short range dependence (SRD) condition \( \sum_{\ell=-\infty}^{\infty} \| \Gamma(\ell) \| < \infty \) [Hamilton, 1994]. In contrast, developing a suitable non-asymptotic analysis in high-dimension requires explicitly specifying how the partial sums \( \sum_{\ell=-n}^{n} \| \Gamma(\ell) \| \) grow with \( n \) and \( k \).

Before proceeding with our review of stochastic regression and VAR estimation in high-dimension, we provide a short overview of dependence measures used in recent literature on estimation of high-dimensional time series. Some of these measures (e.g., autocorrelation) are easier to apply and interpret for commonly used parametric time series models (e.g., VAR, VARMA, linear processes). Other measures (e.g., mixing conditions) were designed primarily to capture dependence in more general nonparametric time series models, and are typically harder to directly relate to the parameters of simpler linear processes like VARMA.

**Temporal Decay of Autocovariances.** Autocovariance and its scaled counterpart autocorrelation are the most widely used measures of dependence in time series. They capture pairwise and linear measures of dependence only, but are commonly used in the literature because of their simple interpretation.

For specific model classes like first-order Gaussian vector autoregression VAR(1) (see section 4 for details) \( x_t = Ax_{t-1} + \varepsilon_t \), a common assumption is \( \| A \| < 1 \) (Loh and Wainwright [2012]; Han and Liu [2013]). This ensures \( \| \Gamma(\ell) \| \) decays geometrically with \( \ell \), and hence the sequence \( \{ \Gamma(\ell) \}_{\ell \in \mathbb{Z}} \) is summable. In the special case of scalar AR(1) models \( (p = 1) \), this amounts to assuming the magnitude of the autocorrelation coefficient is less than one, and this assumption holds for all stable AR(1) models. However, for multivariate processes,
the straightforward generalization $\|A\| < 1$ is not satisfied by all stable VAR(1) process. In addition, it does not generalize to higher-order VAR($d$) models, for $d > 1$ [Basu and Michailidis, 2015]. More generally, for causal linear processes of the form $x_t = \sum_{\ell=0}^{\infty} A_\ell \varepsilon_{t-\ell}$, $t \in \mathbb{Z}$, in which $\{\varepsilon_t\}$ is an i.i.d. white noise process (see section 4), another commonly used criterion is to assume an explicit decay rate on the coefficient matrices $A_\ell$ [Chen et al., 2016].

Spectral Density. Basu and Michailidis [2015] considered a class of stable Gaussian time series with bounded spectral density and quantified dependence using a measure of its “narrowness”. This was inspired by the duality of an autocorrelation function and its Fourier transformation, the spectral density: stronger temporal dependence corresponds to flatter autocorrelation functions, which in turn corresponds to a narrower or more concentrated spectral density (Figure 2 in Basu and Michailidis [2015], Priestley [1981]).

Formally, for a $k$-dimensional centered stationary Gaussian process $\{x_t\}_{t \in \mathbb{Z}}$, the authors assume that the spectral density $f_x(\theta) = \frac{1}{2\pi} \sum_{\ell=\infty}^{\infty} \Gamma(\ell) \exp(-i\ell\theta)$ exists and its maximum eigenvalue $\Lambda_{\text{max}}(f_X(\theta))$ is bounded a.e. $\theta$ on $[-\pi, \pi]$, i.e.,

$$M(f_x) := \text{ess sup}_{\theta \in [-\pi, \pi]} \Lambda_{\text{max}}(f_x(\theta)) < \infty.$$ (1)

Such an assumption is satisfied when the autocovariance matrices $\{\Gamma(\ell)\}_{\ell=\infty}^{\infty}$ are absolutely summable (SRD processes). In particular, this assumption holds for all stable, invertible linear VARMA processes commonly used in classical time series models.

$M(f_x)$ can be viewed as a measure of the “peak” of the multivariate spectral density. The authors also define an analogous quantity for the “trough” of the spectrum as

$$m(f_x) := \text{ess inf}_{\theta \in [-\pi, \pi]} \Lambda_{\text{min}}(f_x(\theta)).$$

Processes with stronger temporal and cross-sectional dependence tend to have larger $M(f_x)$ and smaller $m(f_x)$. Since VARMA processes have a closed form spectral density, upper and lower bounds on $M(f_x)$ and $m(f_x)$ can be derived in terms of the model parameters. This helps interpret how temporal dependence in the observations affects the performance of lasso and other sparse estimation methods.

Measuring dependence using the narrowness of the spectral density helps develop asymptotic theory for many high-dimensional estimators (e.g., lasso, nuclear norm and nonconvex penalized stochastic regression) on time series generated from stable, invertible VARMA models (Basu and Michailidis [2015], Basu [2014]). However, a limitation of this framework is that it relies on Gaussianity, and the results do not directly generalize to nonlinear time series.

Functional/Physical Dependence. Wu and Wu [2016], based on the framework proposed in Wu [2005,0] for univariate stationary processes, adopted the notion of functional and predictive dependence measures to quantify dependence in more general nonlinear, non-Gaussian multivariate processes, and established estimation consistency of some regularized estimation procedures for stochastic regression. In earlier work, Chen et al. [2013] also adopted this framework to establish consistency for thresholded and $\ell_1$-penalized estimation of high-dimensional covariance and inverse covariance matrices from time series data.

In this framework of functional and predictive dependence measures, a strongly stationary time series $\{x_t\}$ is assumed to have a data generating process of the form $x_t = g(\ldots, u_{t-1}, u_t)$,
where \( \{u_t\}_{t \in \mathbb{Z}} \) are i.i.d. random vectors and \( g(.) \) is a measurable function. Such a representation, often referred to as a nonlinear Wold representation of stationary processes, has an interpretation in terms of input \( (u_t) \) and output \( (x_t) \) sequences of a nonlinear physical system which is denoted by the function \( g(.) \). This class of models contains linear stationary processes, their nonlinear transforms and, under suitable modifications, some locally stationary processes. The physical dependence measure is defined as

\[
\delta_{t,q} := \|x_t - x^*_t\|_q, \quad \text{where} \quad \|x_t\|_q := (\mathbb{E}|x_t|^q)^{1/q} < \infty, \quad q \geq 1. \tag{2}
\]

Here, \( x^*_t = g(\ldots, u_{-1}, u'_0, u_1, \ldots, u_{t-1}, u_t) \), in which \( u'_0 \) is an i.i.d. copy of \( u_0 \). Each \( \delta_{t,q} \) measures how replacing \( u_0 \) with an i.i.d. copy changes the output \( x_t \). An asymptotic theory is then developed under the short range dependence condition \( \Delta_{m,q} := \sum_{t=m}^{\infty} \delta_{t,q} < \infty \).

A similar condition of predictive dependence is defined as

\[
\theta_{t,q} = \|\mathbb{E}(x_t | \ldots, u_{-2}, u_{-1}, u_0) - \mathbb{E}(x_t | \ldots, u_{-2}, u_{-1})\|_q,
\]

and asymptotic theory is developed under a short range dependence condition \( \Theta_{m,q} = \sum_{t=m}^{\infty} \theta_{t,q} < \infty \). Wu and Wu [2016] assumed specific decay conditions on \( \Delta_{m,q} \) and \( \Theta_{m,q} \) as \( m \to \infty \), and established consistency of regularized estimates for high-dimensional time series. These results can be used to quantify dependence over a larger class of processes, but verifying them on stable VARMA processes or causal linear processes requires additional decay assumptions on the model parameters [Chen et al., 2013].

**Mixing Conditions.** A more general approach to quantify dependence in high-dimensional time series is to assume specific decay conditions on mixing coefficients used in probability theory to derive limit theorems for dependent random variables. Several mixing conditions exist in the literature, we refer to Bradley et al. [2005] for an excellent review. Mixing conditions have been widely used in studying time series and stochastic processes under classical, fixed \( p \) asymptotic framework. However, their usage in high-dimensional time series has faced some criticism since they are not easy to verify for many commonly used time series models including VARMA processes. In a recent work, Wong et al. [2016] have established consistency of \( \ell_1 \)-regularized VAR estimates with Gaussian and sub-Gaussian innovations under different mixing conditions. We mention two different mixing conditions used in the literature of high-dimensional time series.

For a stationary process \( \{x_t\}, t \in \mathbb{Z} \), let \( \mathcal{F}^r_t = \sigma(x_t, r \leq t \leq s) \) be the \( \sigma \)-algebra generated by the random variables \( \{x_t\}_{t=r}^s \). For two \( \sigma \)-algebras of events, \( \mathcal{A} \) and \( \mathcal{B} \), define

\[
\alpha(\mathcal{A}, \mathcal{B}) := \sup_{A \in \mathcal{A}, B \in \mathcal{B}} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|.
\]

Then the process \( \{x_t\} \) is called strongly mixing or \( \alpha \)-mixing if \( \alpha(m) := \sup_{r \in \mathbb{Z}} \alpha(\mathcal{F}^r_{-\infty}, \mathcal{F}^\infty_{r+m}) \to 0 \) as \( m \to \infty \). Rosenblatt [1956] formulated strong mixing condition to establish central limit theorems for dependent random variables. A stronger condition, known as \( \beta \)-mixing, has also been used earlier in the literature for studying empirical processes and establishing theoretic guarantees with dependent data [Vidyasagar, 2013; Yu, 1994]. Define

\[
\beta(\mathcal{A}, \mathcal{B}) := \sup \frac{1}{2} \sum_{i=1}^{I} \sum_{j=1}^{J} |\mathbb{P}(A_i \cap B_j) - \mathbb{P}(A_i)\mathbb{P}(B_j)| \tag{3}
\]
where the supremum is taken over all pairs of (finite) partitions \( \{A_1, \ldots, A_I\} \) and \( \{B_1, \ldots, B_J\} \) of the sample space such that \( A_i \in A \) for each \( i \), and \( B_j \in B \) for each \( j \). Also, define for each \( m \geq 1 \), the mixing coefficient \( \beta(m) := \sup_{r \in \mathbb{Z}} \beta(F_{-\infty}^r, F_{r+m}^\infty) \). Then the process \( \{x_t\} \) is called \( \beta \)-mixing if \( \beta(m) \to 0 \) as \( m \to \infty \). An exponential rate of decay of the \( \beta \)-mixing coefficients is typically assumed in the literature to ensure meaningful estimation. A technical advantage of \( \beta \)-mixing, as shown by Yu [1994], is that it allows partitioning a collection of dependent random variables into nearly independent blocks.

Mixing coefficients are routinely used in the probability literature for deriving central limit theorems of sums of dependent random variables. However, their use in developing the concentration inequalities required for high-dimensional time series analysis is still a topic of ongoing research. Despite their analytical amenability and flexibility in accommodating more general forms of nonlinear dependence, mixing conditions have not been widely used in the literature of high-dimensional time series because of their lack of interpretability. For instance, it is often hard to verify mixing conditions and understand how the mixing coefficients \( \alpha(m), \beta(m) \) change with model parameters in commonly used parametric time series models such as VAR, VARMA, ARCH, GARCH, etc [7]. Estimation of these coefficients from data is also not well-studied in the literature.

3 Stochastic Regression

Stochastic regression is a canonical problem in classical time series [Hamilton, 1994]. For a univariate time series of response \( \{y_t\}_{t \in \mathbb{Z}} \), a \( p \)-dimensional vector-valued time series \( \{x_t\}_{t \in \mathbb{Z}} \) (possibly including lags of \( \{y_t\} \)), and a univariate time series \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \) of noise, a linear regression model of the form

\[
y_t = \beta_0 + \beta_1 x_{1t} + \ldots + \beta_k x_{kt} + \varepsilon_t, \quad \mathbb{E}(\varepsilon_t|x_t) = 0
\]

is considered. In our discussion, we will assume \( \beta_0 = 0 \); all sparsity inducing methods considered below customarily center and scale the response and covariates before fitting a model. After estimating the regression coefficients \( \hat{\beta}_j, 1 \leq j \leq p \), intercept is subsequently estimated as \( \hat{\beta}_0 = \bar{y} - \sum_{j=1}^{p} \hat{\beta}_j \bar{x}_j \).

3.1 Estimation

Based on \( n \) realizations \( \{(y_t, x_t)\}_{t=1}^n \) from model (4), the traditional technique in low-dimensional setting \( n > p \) is to use ordinary least-squares (OLS)

\[
\hat{\beta}_{OLS} := \arg\min_{\beta \in \mathbb{R}^p} \|Y - X\beta\|^2,
\]

where \( Y = [y_1: \ldots: y_n]' \), \( X = [x_1: \ldots: x_n]' \) and \( \beta = [\beta_1, \ldots, \beta_p]' \) [Hamilton, 1994]. In a high-dimensional setting \( n < p \), the above least-squares problem is ill-posed and OLS is not uniquely defined. Even when \( n \) is close to \( p \), OLS estimators exhibit high variance and lead to poor predictive performance. In such settings, ridge regression [Hoerl and Kennard, 1970]
has been used as a popular alternative to OLS:

\[ \hat{\beta}_{\text{ridge}} = \arg\min_{\beta \in \mathbb{R}^p} \| Y - X\beta \|^2 + \lambda \sum_{j=1}^p |\beta_j|^2. \]

Here \( \lambda > 0 \) is a tuning parameter controlling the amount of shrinkage in the estimation procedure. Ridge induces bias to the estimate, but reduces variance and lowers prediction error in high-dimensional problems for appropriately chosen \( \lambda \). However, since ridge does not perform explicit variable selection, all the coefficients in the fitted model are non-zero and the results are not easy to interpret. The lasso [Tibshirani, 1996] estimator, defined as

\[ \hat{\beta}_{\text{lasso}} = \arg\min_{\beta \in \mathbb{R}^p} \frac{1}{2n}\| Y - X\beta \|^2 + \lambda \sum_{j=1}^p |\beta_j|, \]

presents an attractive alternative by simultaneously shrinking coefficients (hence enabling good prediction) and setting small coefficients to zero, thereby producing a sparse and interpretable model.

Both lasso and ridge have been used for macroeconomic forecasting with high-dimensional time series (see, e.g. De Mol et al. [2008]) as examples of Bayesian shrinkage. The Bayesian interpretation of these methods is based on the observation that both estimates can be viewed as posterior modes of a Bayesian regression model with i.i.d. Gaussian (for ridge) or double exponential (for lasso) priors on the regression coefficients.

Other sparsity-inducing penalized estimators have also been used for stochastic regression in recent years. For instance, Medeiros and Mendes [2016] considers an adaptive lasso [Zou, 2006] estimate

\[ \arg\min_{\beta \in \mathbb{R}^p} \frac{1}{2n}\| Y - X\beta \|^2 + \lambda \sum_{j=1}^p w_j |\beta_j|. \]

Here the weights \( w_j, j = 1, \ldots, p \), are chosen as \( 1/|\hat{\beta}_j| \), with \( \hat{\beta} \) being the coefficient of a lasso or elastic net [Zou and Hastie, 2005] model fitted to the data. Wu and Wu [2016] considered a Dantzig selector [Candes and Tao, 2007] type estimate

\[ \hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} |\beta_1| \text{ subject to } \| X'X\beta - X'Y \|_{\infty} \leq \lambda, \]

and study its properties theoretically and using simulation.

It is well-known in the literature of high-dimensional statistics that these different penalized estimators exhibit different properties in terms of model selection. For instance, lasso tends to select many false positives, while adaptive lasso or a thresholding step after a lasso fit substantially alleviates the problem [van de Geer et al., 2011]. In presence of a group of strongly correlated covariates, elastic net guards against false negatives by including all of them in the model, while lasso typically includes only a few and retains a sparse representation. However, in terms of estimation performance, i.e., convergence of \( \hat{\beta} \) to the true parameters \( \beta^* \), there is no clear case for a single method over others. Asymptotically, all of these estimates show similar rates of convergence. For this reason, we restrict our focus on lasso, which has received a lot of attention in theoretical statistics in recent years.
We conclude this section by pointing to other penalized estimation procedures in the literature of high-dimensional statistics, whose algorithmic and theoretical properties, to the best of our knowledge, have not been explored in the time series context. These include nonconvex penalties like SCAD [Fan and Li, 2001], MCP [Zhang et al., 2010] that provide better variable selection performance, and more recent proposals of square-root lasso [Belloni et al., 2011] and scaled lasso [Sun and Zhang, 2012] which are easier to tune than lasso using cross-validation.

3.2 Theory

Theoretical properties of lasso in linear regression with i.i.d. samples have been studied by many authors [Knight and Fu, 2000; Bickel et al., 2009]. The theory of \( \ell_1 \)-penalized stochastic regression with temporally dependent covariates and errors, however, is still in development. We outline the main technical challenges for extending the existing theory to time series data, and discuss some recent work in this direction.

Consider a fixed design regression problem \( Y = X\beta^* + E \), where \( E = [\varepsilon_1 : \ldots : \varepsilon_n]' \), and where the parameter \( \beta^* \) is assumed to be \( s \)-sparse, i.e., \( \| \beta^* \|_0 := \sum_{j=1}^{p} 1[\beta_j^* \neq 0] \leq s \). If \( S \subseteq \{1, \ldots, p\} \) denotes the support of \( \beta^* \), then estimation consistency of lasso is established by [Loh and Wainwright, 2012; Bickel et al., 2009] under two assumptions:

1. **[Restricted Eigenvalue]**: It is assumed that the null space of the sample Gram matrix \( X'X/n \) stays away from an appropriately defined cone set:

   \[
   \min_{v \in \mathbb{R}^p \setminus \{0\}: \|v\| \leq 1, v \in \mathcal{C}(S, \alpha)} \frac{1}{n} \|Xv\|^2 \geq \gamma > 0, \quad \text{where} \quad \mathcal{C}(S, \alpha) = \{v \in \mathbb{R}^p : \|v_S\|_1 \leq \alpha \|v_S\|_1\};
   \]

2. **[Deviation Condition]**: Projection of the error vector on the column space of design matrix is sufficiently small:

   \[
   \frac{1}{n} \|X'E\|_\infty \leq \varphi(X, \sigma) \sqrt{\log p/n}.
   \]

Here \( \varphi(X, \sigma) \) is a function of the model parameters, and \( \sigma = \sqrt{\text{var}(\varepsilon_1)} \) is the error standard deviation.

Under the above assumptions, it is shown that the estimation error of lasso with a suitable choice of \( \lambda \) satisfies

\[
\|\hat{\beta} - \beta^*\| \leq \frac{\varphi(x, \sigma)}{\gamma} \sqrt{\frac{s \log p}{n}}.
\]

Variants of the above result appeared in the literature under closely related assumptions [Bühlmann and Van De Geer, 2011] to ensure estimation consistency of lasso. The first assumption, restricted eigenvalue (RE), is related to the identifiability of \( \beta^* \) in sparse linear regression in high-dimension, while the second assumption is required to ensure asymptotic negligibility of correlation between covariates and errors.

In stochastic regression, one works with random realizations of matrices \( X \) and \( E \), whose rows are not i.i.d. but consist of consecutive observations from some stochastic process (4).
The main technical hurdle in developing a meaningful theory in more general problem lies in understanding how often the two assumptions mentioned above hold under such a data generating process. It is important to note that these conditions are not trivial to verify. For instance, Dobriban and Fan [2013] shows that verifying RE for a given deterministic matrix $X$ is $NP$-hard. However, when $X$ comes from a random ensemble, it is possible, although highly non-trivial, to show that such an assumption holds with very high probability for a sufficiently large sample size. For instance, if all the entries of $X$ are i.i.d Gaussian, it is well-known that RE (or even stronger assumptions) holds with high probability when the sample size $n$ is of the order $s \log p$ [Mendelson et al., 2008]. For correlated Gaussian and subgaussian columns, but independent rows in $X$, similar results appear in [Raskutti et al., 2010; Rudelson and Zhou, 2013]. When the rows are dependent, which is the most common scenario in time series analysis, verifying that these assumptions hold with high probability is challenging. From a technical perspective, this requires developing appropriate concentration inequalities for $S = X'X/n$ around its population mean $\Gamma(0)$, and for $X'E/n$ around zero. Some recent works have made significant progress in this area, as we discuss below.

Basu and Michailidis [2015] proved that these assumptions are satisfied with high probability for large enough sample sizes when the underlying processes $\{x_t\}$ and $\{\varepsilon_t\}$ are stationary, Gaussian with bounded spectrum, and are uncorrelated with each other. Under this assumption, Basu and Michailidis [2015] derived a non-asymptotic upper bound on the estimation error of lasso for stochastic regression with a suitable choice of $\lambda$. In particular, we have

$$
\|\hat{\beta} - \beta^*\| \leq \frac{M(f_x) + M(f_{\varepsilon})}{m(f_x)} \sqrt{s \log p \frac{1}{n}}.
$$

This bound holds with probability at least $1 - c_1p^{-c_2}$ whenever $n \geq c_3[M^2(f_x)/m^2(f_x)]s \log p$. Here $c_1$, $c_2$ and $c_3$ are universal positive constants, not depending on the model parameters.

Wu and Wu [2016] proved deviation condition (2) under the framework of physical and predictive dependence measures for a large class of short-range dependent processes with subgaussian and heavy-tailed errors. However, their results assume that RE condition holds without verifying it.

Wong et al. [2016] have recently shown the validity of above assumptions for linear Gaussian and subgaussian processes under mixing conditions. Interestingly, their convergence rates for subgaussian innovations are slower than the best known rate for Gaussian in Basu and Michailidis [2015].

At the core of each of the above results is a novel concentration inequality for sums and quadratic forms of dependent random variables. Basu and Michailidis [2015] generalized a version of the Hanson-Wright inequality [Rudelson and Vershynin, 2013] for temporally dependent data generated from stationary Gaussian time series. Wu and Wu [2016] established new results on Nagaev type concentration inequalities for sums of random variables with tails that are possibly heavier than Gaussian. Wong et al. [2016] developed a generalized version of Hanson-Wright inequality under $\alpha$ and $\beta$ mixing conditions. These concentration inequalities are potentially useful to investigate other sparsity inducing methods in high-dimensional time series. For instance, Basu and Michailidis [2015] show that this techniques can be adapted to conduct non-asymptotic analyses for group sparse, low-rank regression, sparse covariance estimation and nonconvex penalized estimations with high-dimensional
time series.

4 Vector Autoregression

The simplest vector processes are white noise processes. A process \( \{ e_t \in \mathbb{R}^k \} \) is a mean zero white noise process with covariance \( \Sigma \), denoted \( e_t \sim WN_k(0, \Sigma) \), if and only if \( \{ e_t \} \) is stationary, with mean zero, and lagged covariance function \( \Gamma(0) = \Sigma \) and \( \Gamma(\ell) = 0 \) for all \( \ell \neq 0 \).

A vector process \( \{ y_t \in \mathbb{R}^k \} \) is a \( d \)th order vector autoregressive process, denoted \( y_t \sim VAR_k(d) \) (or simply \( VAR(d) \) when the dimension \( k \) is clear from context), if

\[
y_t = c + \sum_{\ell=1}^{d} A_\ell y_{t-\ell} + e_t, \tag{5}
\]

in which \( e_t \sim WN_k(0, \Sigma) \), \( c \) is a length \( k \) intercept parameter vector, and each \( A_\ell \) is a \( k \times k \) autoregressive parameter matrix. The expression above is written more compactly as

\[
\mathcal{A}_d(L)y_t = c + e_t, \quad e_t \sim WN_k(0, \Sigma), \tag{6}
\]

in which \( \mathcal{A}_d(z) = I - A_1 z - A_2 z^2 - \cdots - A_d z^d \) is a matrix-valued polynomial in \( z \), \( I \) is the \( k \times k \) identity matrix, and \( L \) denotes the Lag or Backshift operator, which is defined by \( L^\ell y_t = y_{t-\ell} \) for all \( \ell \in \mathbb{Z} \).

We will focus our attention on the class of causal and stationary \( VAR_k(d) \) processes. From theorem 11.3.1 of [Brockwell and Davis, 1991], if

\[
\det[\mathcal{A}_d(z)] \neq 0 \quad \text{for all} \quad z \in \mathbb{C} \quad \text{such that} \quad |z| \leq 1,
\]

then (5) has exactly one stationary solution

\[
y_t = \mu + \sum_{\ell=0}^{\infty} \Psi_\ell e_{t-\ell}. \tag{7}
\]

This solution is a causal function of \( \{ e_t \} \), the \( \Psi_\ell \) are uniquely determined by

\[
\Psi_\infty(z) = \sum_{\ell=0}^{\infty} \Psi_\ell z^\ell = [\mathcal{A}_d(z)]^{-1},
\]

with \( \Psi_0 = I \) and \( \Psi_\ell = \sum_{h=1}^{\ell} A_h \Psi_{\ell-h} \) for \( \ell \in \mathbb{N} \), the sequence of matrices \( \{ \Psi_\ell \}_{\ell=0}^{\infty} \) is absolutely summable, and \( \mu = [\mathcal{A}_d(1)]^{-1} c \). Furthermore, the lagged covariance function of \( \{ y_t \} \) is \( \Gamma_y(\ell) = \sum_{h=0}^{\infty} \Psi_h \Sigma \Psi_{\ell+h} \) for all \( \ell \in \mathbb{Z} \).

A \( VAR_k(d) \) process (5) may also be represented as a \( VAR_{kd}(1) \) process as follows. Let \( \tilde{y}_t = y_t - \mu, \ Y_t = (\tilde{y}_t, \tilde{y}_{t-1}, \ldots, \tilde{y}_{t-d+1})', \) and \( E_t = (\tilde{e}_t', 0', \ldots, 0')' \) for all \( t \in \mathbb{Z} \), such that \( Y_t \) and \( E_t \) are \( (kd \times 1) \), and let \( \tilde{A} \), the \( (kd \times kd) \) companion matrix of the polynomial \( \mathcal{A}_d(z) \),
and $\Sigma_E$ $(kd \times kd)$ be defined as

$$\tilde{A} = \begin{bmatrix} A_1 & A_2 & \cdots & A_{d-1} & A_d \\ I & 0 & \cdots & 0 & 0 \\ 0 & I & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & I & 0 \end{bmatrix}, \quad \Sigma_E = \begin{bmatrix} \Sigma & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix},$$

respectively, in which $I$ is the $(k \times k)$ identity matrix and $0$ is the $(k \times k)$ zero matrix. Then we have

$$Y_t = \tilde{A} Y_{t-1} + E_t,$$

in which $E_t \sim WN_{kd}(0, \Sigma_E)$. The process $\{Y_t\}$ is stationary and causal if and only if $\{y_t\}$ is stationary. Hence, from this VAR$_{kd}(1)$ representation, we can restate the sufficient conditions with respect to the companion matrix $\tilde{A}$. That is, (8) has exactly one stationary (and causal) solution if

$$\det[I - \tilde{A} z] \neq 0 \text{ for all } z \in \mathbb{C} \text{ such that } |z| \leq 1,$$

in which $I$ is the $(kd \times kd)$ identity matrix. Furthermore, $\det[I - \tilde{A} z] \neq 0$ if and only if $\det[A_d(z)] \neq 0$, [Tsay, 2013]. Finally, $\det[I - \tilde{A} z] \neq 0$ for all $|z| \leq 1$ if and only if $\det[\tilde{A} - I z] \neq 0$ for all $|z| \geq 1$, therefore, we may conclude that an equivalent condition is

$$|\tilde{z}_i(\tilde{A})| < 1 \text{ for all } i \in \{1, \ldots, kd\},$$

in which $\{\tilde{z}_i(\tilde{A})\}$ denote the eigenvalues of the companion matrix $\tilde{A}$.

### 4.1 Estimation for Vector Autoregression Models

Let $\{y_t \in \mathbb{R}^k\}_{t=1}^n$ denote an observed $k$-dimensional time series with length $n$. In the low-dimensional setting, the VAR$_k(d)$ model (5) can be fit by multivariate least squares. Here, low-dimensional means not only is $k \ll n$, but $kd \ll n$, as well. Let

$$A = [A_1, \ldots, A_d],$$

then the least squares estimate is defined as

$$\arg\min_{c,A} \sum_{t=1}^n \|y_t - c - \sum_{\ell=1}^d A_\ell y_{t-\ell}\|^2.$$  \hspace{1cm} (9)

Note that for any $d > 0$ this equation is not well defined unless we also condition on an initial set of $d$ observations $(y_0, y_{-1}, \ldots, y_{1-d})'$. These initial values can be treated as missing and imputed (before or during estimation), but that can be quite difficult, in general, and when $n$ is sufficiently large, imputed values should have a negligible influence on the objective function. More commonly, the first $d$ observations are removed and used for initialization, and the $(d+1)$th observation is regarded as the beginning of the time series. The drawback here is that the effective sample size is reduced by $d$ observations.
In general, solving (9) requires estimation of $d(1 + kd)$ regression parameters, however, the parameters for each of the $k$ component series may be found by separately minimizing the least squares objective for each of the $k$ marginal (row-wise) expressions as

$$\arg\min_{c_i, A_i} \sum_{t=1}^{n} (y_{it} - c_i - \sum_{\ell=1}^{d} A'_{i,\ell} y_{t-\ell})^2.$$ \hspace{1cm} (10)

In both approaches, we can see that the number of regression parameters is increasing in both the lag order $d$ and the number of marginal series $k$. This illustrates a central tradeoff in VAR modeling: as additional series or lags are included, there is more information to regress on, but there is also greater opportunity to overfit, especially when much of that additional information may be redundant or non-informative. However, in many empirical applications, as additional related series are added to the model, a lower lag order $d$ will typically be sufficient in explaining the observed variability.

VAR estimation in economic applications was popularized by Sims [1980]. Generalized least squares (GLS) is commonly used in regression problems with correlated errors. However, the least squares and GLS methods give identical VAR estimates for $c$ and $A$, Zellner [1962]. For Gaussian errors, the maximum likelihood method give asymptotically equivalent estimates. Estimates based on the ‘Yule-Walker’ equations are also asymptotically equivalent, but their finite sample bias may be more substantial.

In the low-dimensional case, selecting the lag order $d$ is commonly performed using an information criterion, such as Akaike’s Information Criterion (AIC), its ‘corrected’ version (AICc) or the Bayesian (Schwarz) Information Criterion (BIC), across a limited sequence of $(\tilde{d}+1)$ models: $\{\text{VAR}_{k}(d)\}_{d=0}^\tilde{d}$. Stepwise chi-square (likelihood ratio) testing and multivariate extensions of the sample partial autocorrelation function are also used for lag identification.

Shrinkage and modern Bayesian VAR models include those by Kadiyala and Karlsson [1997], Banbura et al. [2009], Koop [2013], and Gefang [2012], and early Bayesian approaches include Litterman [1979], Litterman [1986], and Robertson and Tallman [1999].

Let’s now consider the following penalized regression framework for estimating VAR models:

$$\arg\min_{c, A} \sum_{t=1}^{n} \|y_t - c - \sum_{\ell=1}^{d} A_{\ell} y_{t-\ell}\|_2^2 + \lambda \mathcal{P}(A),$$ \hspace{1cm} (11)

in which $\lambda \geq 0$ is a penalty parameter and $\mathcal{P}(A)$ denotes a penalty function on the autoregressive coefficients. Some choices of $\mathcal{P}$ will induce sparsity in estimates of $A$, for suitably large values of $\lambda$. VAR models with many autoregressive coefficients that are zero may generically be called Sparse VAR models. For all such methods, careful selection of the penalty parameter $\lambda$ is a crucial component for success. Rolling-validation or cross-validation are typically performed in practice.

Many recent attempts to estimate VAR in high dimensions have utilized the lasso (Tibshirani [1996]), a least squares variable selection technique. The ‘lasso-VAR’ approach was proposed by Hsu et al. [2008] and further considered by Song and Bickel [2011], Li and Chen [2014], and Davis et al. [2016]. The lasso-VAR has $\mathcal{P}(A) = \|A\|_1$, in which $\|X\|_1 = \sum_{ij} |X_{ij}|$ denotes the $L_1$ norm of a matrix $X$. The lasso-VAR has been shown to be more computationally tractable in high dimensions compared with Bayesian methods, and it directly estimates sparse models, as opposed to shrinking parameter estimates towards zero.
Similar to (10), when the penalty function $P(A)$ decouples row-wise as $\{P_i(A_i)\}$, we may write (11) as

$$\arg\min_{c_i, A_i} \sum_{t=1}^{n} (y_{it} - c_i - \sum_{\ell=1}^{d} A'_{\ell,i} y_{t-\ell})^2 + \lambda P_i(A_i),$$

where $A_i$ denotes the $i^{th}$ row of $A$. At this point, the parameters for each full marginal model can again be estimated independently. However, selection of $\lambda$ still requires the results from all $k$ components. When the error variances may be unequal across the component models, it may be useful to select a separate penalty parameter $\lambda_i$ for each of the $k$ regressions. However, the situation is more complicated when the errors are also contemporaneously dependent.

Lag structured penalty functions were recently proposed by Nicholson et al. [2017c]. These ‘VAR-L’ models are sparse VAR models in which the sparsity pattern is directly linked to the coefficients’ lag order. There is also an explicit distinction between a component series’ own lags and the lags of other series. The authors also derived efficient estimation algorithms for this flexible class of sparse VAR models.

The simplest lag-based penalty function within the VAR-L framework is the ‘lag group’ penalty, which is defined as

$$P(A) = \sum_{\ell=1}^{d} \|A_{\ell}\|_F,$$

in which $\|X\|_F = \sqrt{\sum_{ij} X_{ij}^2}$ denotes the Frobenius norm of a matrix $X$. This is simply the sum of the Frobenius norm of each lagged autoregressive coefficient matrix $A_{\ell}$. This penalty structure implies that an estimate of $A_{\ell}$ will be shrunk towards zero, but its elements will either all be zero or all non-zero, for each lag $\ell = 1, \ldots, d$. That is, the sparsity pattern in estimates of $A$ will exhibit group sparsity, in which the groups are defined with respect to the coefficients’ lag order $\ell$.

In some applications, the lag group penalty may be too restrictive. However, this can easily be extended to allow for within group sparsity using the ‘sparse lag group’ VAR-L penalty, which is defined as

$$P(A) = (1 - \alpha) \sum_{\ell=1}^{d} \|A_{\ell}\|_F + \alpha \|A\|_1,$$

for $\alpha \in [0, 1]$. Note that for $\alpha = 0$ this is the ‘lag group’ penalty function, and for $\alpha = 1$ this is the $L_1$ norm, i.e., the penalty function used in the lasso-VAR approach, or the ‘basic’ VAR-L penalty function. In general, $\alpha$ balances the group and within group sparsity levels for estimates of $A$. To balance the relative size of the lag groups with the singleton groups implied by the $L_1$ norm, letting $\alpha = \frac{1}{k+1}$ was suggested. However, it may also be selected through rolling- or cross-validation, along with the penalty parameter $\lambda$.

The sparse lag group structure is very flexible, but it gives equal consideration to all elements within a lagged coefficient matrix. However, in many applications, it is the diagonal elements of $A_{\ell}$ that are most likely to be non-zero. These diagonal elements correspond to each marginal series being regressed on its ‘own’ lagged values, while the off-diagonal
coefficients correspond to regression on the lagged values of the ‘other’ components. To allow separate treatment of these different types of predictors, the VAR-L framework includes the ‘own/other’ and the more general ‘sparse own/other’ lag group penalty functions.

Let \(X^{on} = I \circ X\) and \(X^{off} = X - X^{on}\) for a matrix \(X\), in which \(\circ\) denotes the elementwise product. Then, the ‘sparse own/other’ lag group penalty function is defined as

\[
\mathcal{P}(A) = (1 - \alpha) \left( \sqrt{k} \sum_{\ell=1}^{d} ||A^{on}_{\ell}||_F + \sqrt{k(k-1)} \sum_{\ell=1}^{d} ||A^{off}_{\ell}||_F \right) + \alpha ||A||_1
\]

for \(\alpha \in [0, 1]\). Similar to above, this is simply the ‘basic’ VAR-L or lasso-VAR penalty function for \(\alpha = 1\), the ‘own/other’ lag group VAR-L penalty function for \(\alpha = 0\), and \(\alpha = \frac{1}{k+1}\) was again suggested, but it may also be selected.

By extending the VAR model to also include regression on (lagged) exogenous variables (often called a VARX model), the VAR-L methods are imbedded within the larger VARX-L framework, as detailed in Nicholson et al. [2017c]. Two additional methods are proposed within this framework. Shrinkage towards a given model, or a given set of model parameter values, and in particular, shrinkage towards a vector random walk model via the ‘Minnesota’ VARX-L penalty function. An endogenous-first active set using a hierarchical penalty function was also proposed. It allows non-zero exogenous variable coefficient estimates only if the corresponding endogenous variable coefficients are also estimated to be non-zero, at a given lag.

The lasso-VAR or basic VAR-L penalty functions penalize all lagged coefficients equally. The various lag group VAR-L penalty function similarly apply the same penalty at each lag. A lag-weighted lasso-VAR is proposed in Song and Bickel [2011], in which the penalty function is a weighted \(L_1\) norm, with weights that increase with the lag order:

\[
\mathcal{P}(A) = \sum_{\ell=1}^{d} \gamma^\ell ||A_{\ell}||_1,
\]

for \(\gamma \in [0, 1]\). The parameter \(\gamma\) controls the rate at which the weights increase with respect to the lag. Rolling-validation was suggested for selecting this additional tuning parameter.

Applying a greater penalty to coefficients with higher lag orders leads to estimates with greater sparsity as the lag increases. However, the weighted approach will not select a maximal lag, beyond which all later coefficients are estimates as zero. The hierarchical lag-based penalty functions proposed in Nicholson et al. [2014] embeds the notion of lag selection for VAR models into a convex regularizer, with computationally efficient algorithms that can be parallelized across the component models. The motivation for these ‘HVAR’ models is very simple, short-term lag-lead relationships are much more likely to exist than very long-term lag-lead relationships, in many applications. An additional benefit of the HVAR methods is a highly interpretable maxlag matrix, which can be visualized with a heatmap that denotes the persistence of all pair-wise lag-lead VAR relationships, even in high dimensions.

The HVAR framework includes three hierarchical lag-based penalty structures: componentwise, elementwise, and own/other. For \(1 \leq \ell \leq d\), let

\[
A^{(\ell,d)}_i = [A^i_{\ell,i} \ldots A^i_{d,i}] \in \mathbb{R}^{1 \times k(d-\ell+1)} \quad \text{and} \quad A^{(\ell,d)}_{ij} = [A^i_{\ell,j} \ldots A^i_{d,j}] \in \mathbb{R}^{1 \times (d-\ell+1)}.
\]
The ‘componentwise’ hierarchical lag penalty function for HVAR$^C$ is defined as

$$P(A) = \sum_{i=1}^{k} \sum_{\ell=1}^{d} \| A_{i}^{(\ell:d)} \|_F. \quad (17)$$

This implies a componentwise hierarchical lag group structure, and imposes the following (row-wise) active set condition on estimates $\hat{A}$: if $\hat{A}_{\ell,i} = 0$, then $\hat{A}_{h,i} = 0$ for all $h > \ell$, for each $i = 1, \ldots, k$.

The ‘elementwise’ hierarchical lag penalty function for HVAR$^E$ is similarly defined as

$$P(A) = \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{\ell=1}^{d} \| A_{ij}^{(\ell:d)} \|_F. \quad (18)$$

This implies a hierarchical lag group structure for each of the $k^2$ pairs of components. It imposes the following active set condition on estimates $\hat{A}$: if $\hat{A}_{\ell,ij} = 0$, then $\hat{A}_{h,ij} = 0$ for all $h > \ell$, for each $i, j = 1, \ldots, k$. While the HVAR$^E$ approach is more flexible, and all pairs of components can have different lag-truncated sparsity levels, it also does not directly share information across the different components as the componentwise approach does.

Finally, the ‘own-other’ hierarchical lag penalty function for HVAR$^O$ was inspired by the own/other lag group VAR-L penalty function. It is defined by

$$P(A) = \sum_{i=1}^{k} \sum_{\ell=1}^{d} \left[ \| A_{i}^{(\ell:d)} \|_F + \| A_{i}^{(\ell+1:d)} - A_{i}^{(\ell:d)} \|_F \right]. \quad (19)$$

in which we define $A_{i}^{([d+1]:d)} = 0$. The first part of this penalty function matches $(17)$, and the second part is the same as the first, except the diagonal elements of $A_{\ell}$ are not included. This hierarchical structure imposes the following active set condition on estimates $\hat{A}$: for all $h > \ell$, if $\hat{A}_{\ell,i} = 0$ then $\hat{A}_{h,i} = 0$, and if $\hat{A}_{\ell,ii} = 0$ then $\hat{A}_{\ell,ij} = 0$ for all $j$. This means that as the componentwise lag group order increases, a series own lagged coefficient must become active before those of the other series, at that lag.

### 4.2 Theory

Theoretical properties of penalized VAR estimates have been studied by several authors in recent years. For the sake of brevity, we focus only on Lasso penalized VAR. Additional works on adaptive lasso, group penalized VAR and low-rank estimation of VAR models include Medeiros and Mendes [2016]; Song and Bickel [2011]; Negahban and Wainwright [2011]. Since VAR estimation can be posed as $k$ separate regularized regression problems, theoretical challenges due to temporal and cross-sectional dependence in data are similar to the ones discussed in Section 3.

Song and Bickel [2011] established non-asymptotic upper bounds on lasso and group lasso penalized VAR estimates under a fractional cover based dependence condition on the underlying processes. However, it was noted that even for VAR(1) processes, the bounds could be arbitrarily large. Han and Liu [2013] established non-asymptotic upper bound on estimation and in-sample prediction errors of lasso and Dantzig selector type estimates of sparse,
high-dimensional VAR(1) models. The authors show that suitable restricted eigenvalue and deviation conditions are satisfied with high probability, when data comes from a VAR model and the sample size is sufficiently large. The authors assume that the spectral norm of transition matrix is smaller than unity ($\|A\| < 1$). Basu and Michailidis [2015] studied stable Gaussian VAR(d) models with $d \geq 1$ and established non-asymptotic upper bound on the estimation of $\ell_1$-regularized least squares and log-likelihood based estimates under the spectral density based dependence conditions. Wu and Wu [2016] established estimation error bounds assuming RE conditions for a larger class of non-Gaussian VAR models with possibly heavy-tailed distributions, under the dependence framework of functional dependence. A key technical ingredient of their work is new Nagaev type concentration inequalities for sums of dependent variables.

More recently, Wong et al. [2016] established upper bounds of Lasso penalized VAR estimates under mixing conditions. In particular, they verify necessary RE and deviation conditions for sub-Gaussian innovations under $\beta$-mixing conditions on the underlying data generating process, and for Gaussian VARs under a weaker $\alpha$-mixing condition. Some recent work on heavy tailed VAR models can be found in Qiu et al. [2015]; Wong and Tewari [2017]. Medeiros and Mendes [2016] recently studied properties of adaptive lasso estimates under mixingale type assumptions [Davidson, 1994] commonly used in econometric literature. Their results are asymptotic in nature, and we do not provide a comparison with the non-asymptotic results described above.

The above results seem to follow a central theme observed in the case of stochastic regression as well. With high probability, the estimation error is upper bounded by the same rate as in i.i.d. sample, but scaled by a “price” due to temporal and cross-sectional dependence within the observations. Depending on the dependence framework used in the analysis, this “price” could be a function of $1 - \|A\|$ [Loh and Wainwright, 2012; Han and Liu, 2013], narrowness of underlying spectra [Basu and Michailidis, 2015], physical/functional dependence [Wu, 2011], or the rate at which the mixing coefficients decay [Wong et al., 2016]. The results on group sparse and low-rank estimation of VAR also seem to fit this criterion [Negahban and Wainwright, 2011; Basu, 2014]. In each case, this provides a theoretical justification for using modern penalized and constrained estimation procedures to fit sparse models to high-dimensional time series under stationarity and short-range dependence assumptions. However, several interesting questions remain regarding the extension of sparsity-based methods to nonstationary and long-memory VARs in high-dimension.

4.3 Software and an Illustrative Example

There are several existing R packages for regularized estimation, but the BigVAR package for R [Nicholson et al., 2017a,0] provides computationally efficient implementations of the lasso-VAR and weighted lasso-VAR models, as well as all models in the VAR-L, VARX-L, and HVAR frameworks. The bigtime package for R [Wilms et al., 2017b] also includes the HVAR framework, as well as extensions with (lagged) exogenous variables [Wilms et al., 2017a], and VARMA modeling [Wilms et al., 2021].

We now consider an illustrative example using a marketing application. We consider the monthly sales growth (log difference of sales) for $d = 16$ product categories from a single DominickÔs store (a U.S. supermarket chain; store #21) with series length $T = 76$, with
observations from January 1993 to July 1994. The product categories include Beer, Bottled Juices, Refrigerated Juices, Frozen Juices, Soft Drinks, Crackers, Snack Crackers, Front end candies, Cookies, Cheeses, Canned Soup, Cereals, Oatmeal, Frozen Dinners, Frozen Entrees and Canned Tuna. A panel of the 16 time series is shown in Figure 1a; each of the individual time series appears approximately stationary, sales growth goes not appear to have any clear time trends. For more information see Srinivasan et al. [2004], Gelper et al. [2016], and https://research.chicagoboost.edu/kilts/marketing-databases/dominicks.

The componentwise, elementwise, and own/other hierarchical lag-based penalty structures were fit to the weekly sales growth data. The maximal VAR model orders were each specified as $p = 10$. Following Nicholson et al. [2014], an expanding window was used in cross-validation to select penalty parameters for each method using the minimum one step ahead mean square forecast error (MSFE) criterion, initialized from the first third of the observations and running through the second third. Given the best penalty parameter value from validation, the MSFE was then computed out of sample for the final third of the observations. The MSFE for the HVAR$^C$, HVAR$^O$, HVAR$^E$ methods were 0.970, 0.964, and 0.950, respectively. Although the HVAR$^E$ method had the lowest MSFE over this evaluation period, the approximate standard error for each was about 0.091. For comparison, forecasts based on lasso-VAR($p = 10$), the running sample mean and from the random walk model (previous observation) were 1.120, 1.174, and 3.785, respectively. Although there was not much separation among the HVAR methods, they all performed significantly better than these competing methods.

A graphical summary for the fitted HVAR$^E$ model is also provided using additional functions from the bigtime package. The estimated lag matrix is shown in Figure 1b. We note that most of the elements are estimated as zero (white), nearly all diagonal elements are active (1 or larger), the largest active lag index is 7, while most are 1 or 2. The most interesting lag-lead structure appears to be related to Frozen Dinners and Frozen Entrees, but we will forgo further interpretations. Another visualization of the lag-lead relationships between the variables using a directed, edge labeled network graph is shown in Figure 1c.

Figure 1: Monthly sales growth (log difference of sales) for $d = 16$ product categories from a single Dominick’s store (a U.S. supermarket chain; store #21) with series length $T = 76$, with observations from January 1993 to July 1994.
Here, Frozen Dinners and Frozen Entrees have the highest connectivity, while the overall network is relatively sparse.

5 Conclusions

Recent methodological and theoretical advances in stochastic regression and vector autoregression in high-dimension have provided key insights into the fundamental statistical issues of estimating high-dimensional models with dependent data. However, many interesting questions remain open from both theoretical and modeling standpoint. From a theoretical perspective, principled selection of tuning parameters that explicitly take into account dependence information is an important direction. Also, estimating standard errors and quantifying uncertainty of sparse estimates are of particular interest. Within the frameworks of regression and VAR, developing asymptotic theory for sparse estimation of nonlinear, long memory and nonstationary processes with possibly heavy-tailed distributions are natural next steps. Some recent works have made progress in developing VAR type systems identification methods for generalized linear models and discrete-valued time series [Mark et al., 2018; Chen et al., 2017; Hall et al., 2016]. From a modeling perspective, developing estimation methods for more general time series models like VARMA, ARCH, GARCH or cointegrated processes will have important applications in economics and finance. Incorporating additional structural information about the time series have also been effective in reducing dimensionality [Schweinberger et al., 2017; Melnyk and Banerjee, 2016]. Another stimulating research direction is developing graphical modeling frameworks for time course data. Existing methods have primarily focused on precision matrix estimation, but this approach fails to capture the full conditional independence relationships among multiple time series by ignoring lagged dependencies. Frequency domain modeling, including estimation of spectral density and its inverse, can potentially overcome these limitations. Developing rigorous and efficient estimation methods for these problems will require developing novel probabilistic results for high-dimensional dependent random variables, as well as efficient computational algorithms, providing a promising research direction bringing together ideas from both theoretical and computational aspects of statistical research.

Acknowledgements

We thank Dr. Ines Wilms for collection and analysis of the marketing data example. SB was supported in part by NSF award DMS-1812128, and NIH awards R01GM135926 and R21NS120227. DSM was supported by NSF (1455172, 1934985, 1940124, 1940276), Xerox PARC, the Cornell University Atkinson Center for a Sustainable Future (AVF-2017), USAID, and the Cornell University Institute of Biotechnology & NYSTAR.

References

M. Banbura, D. Giannone, and L. Reichlin. Large bayesian vector auto regressions. Journal of Applied Econometrics, 25(1):71–92, 2009.
Z. Bar-Joseph, A. Gitter, and I. Simon. Studying and modelling dynamic biological processes using time-series gene expression data. Nature Reviews Genetics, 13(8):552–564, 2012.

S. Basu. Modeling and Estimation of High-dimensional Vector Autoregressions. PhD thesis, The University of Michigan, 2014.

S. Basu and G. Michailidis. Regularized estimation in sparse high-dimensional time series models. The Annals of Statistics, 43(4):1535–1567, 2015.

A. Belloni, V. Chernozhukov, and L. Wang. Square-root lasso: pivotal recovery of sparse signals via conic programming. Biometrika, 98(4):791–806, 2011.

P. Bickel, Y. Ritov, and A. Tsybakov. Simultaneous analysis of lasso and dantzig selector. The Annals of Statistics, 37(4):1705–1732, 2009.

D. Bisias, M. Flood, A. W. Lo, and S. Valavanis. A survey of systemic risk analytics. Annu. Rev. Financ. Econ., 4(1):255–296, 2012.

R. C. Bradley et al. Basic properties of strong mixing conditions. a survey and some open questions. Probability surveys, 2(2):107–144, 2005.

P. J. Brockwell and R. A. Davis. Time series: theory and methods. Springer Science & Business Media, 1991.

P. Bühlmann and S. Van De Geer. Statistics for high-dimensional data: methods, theory and applications. Springer Science & Business Media, 2011.

E. T. Bullmore and D. S. Bassett. Brain graphs: graphical models of the human brain connectome. Annual review of clinical psychology, 7:113–140, 2011.

E. Candes and T. Tao. The dantzig selector: Statistical estimation when p is much larger than n. The Annals of Statistics, pages 2313–2351, 2007.

S. Chen, A. Shojaie, E. Shea-Brown, and D. Witten. The multivariate hawkes process in high dimensions: Beyond mutual excitation. arXiv preprint arXiv:1707.04928, 2017.

X. Chen, M. Xu, and W. B. Wu. Covariance and precision matrix estimation for high-dimensional time series. The Annals of Statistics, 41(6):2994–3021, 2013.

X. Chen, M. Xu, and W. B. Wu. Regularized estimation of linear functionals of precision matrices for high-dimensional time series. IEEE Transactions on Signal Processing, 64(24):6459–6470, 2016.

J. Davidson. Stochastic limit theory: An introduction for econometricians. OUP Oxford, 1994.

R. A. Davis, P. Zang, and T. Zheng. Sparse vector autoregressive modeling. Journal of Computational and Graphical Statistics, 25(4):1077–1096, 2016.
C. De Mol, D. Giannone, and L. Reichlin. Forecasting using a large number of predictors: Is bayesian shrinkage a valid alternative to principal components? *Journal of Econometrics*, 146(2):318–328, 2008.

E. Dobriban and J. Fan. Regularity properties of high-dimensional covariate matrices. *arXiv preprint arXiv:1305.5198*, 2013.

J. Fan and R. Li. Variable selection via nonconcave penalized likelihood and its oracle properties. *Journal of the American statistical Association*, 96(456):1348–1360, 2001.

J. Fan, Y. Liao, and X. Shi. Risks of large portfolios. *Journal of econometrics*, 186(2):367–387, 2015.

D. Gefang. Bayesian doubly adaptive elastic-net lasso for var shrinkage. *International Journal of Forecasting*, 2012.

S. Gelper, I. Wilms, and C. Croux. Identifying demand effects in a large network of product categories. *Journal of Retailing*, 92(1):25–39, 2016.

E. C. Hall, G. Raskutti, and R. Willett. Inference of high-dimensional autoregressive generalized linear models. *arXiv preprint arXiv:1605.02693*, 2016.

J. D. Hamilton. *Time series analysis*, volume 2. Cambridge Univ Press, 1994.

F. Han and H. Liu. Transition matrix estimation in high dimensional time series. *Proceedings of the 30th International Conference on Machine Learning (ICML-13)*, 28(2):172–180, 2013.

A. E. Hoerl and R. W. Kennard. Ridge regression: Biased estimation for nonorthogonal problems. *Technometrics*, 12(1):55–67, 1970.

N. J. Hsu, H. L. Hung, and Y. M. Chang. Subset selection for vector autoregressive processes using lasso. 52(7):3645–3657, 2008. *journal: Computational Statistics & Data Analysis*.

K. Kadiyala and S. Karlsson. Numerical methods for estimation and inference in bayesian var-models. *Journal of Applied Econometrics*, 12(2):99–132, 1997.

K. Knight and W. Fu. Asymptotics for lasso-type estimators. *Annals of statistics*, pages 1356–1378, 2000.

G. M. Koop. Forecasting with medium and large bayesian vars. *Journal of Applied Econometrics*, 28(2):177–203, 2013.

J. Li and W. Chen. Forecasting macroeconomic time series: Lasso-based approaches and their forecast combinations with dynamic factor models. *International Journal of Forecasting*, 30(4):996–1015, 2014.

R. B. Litterman. Techniques of forecasting using vector autoregressions. Working papers, Federal Reserve Bank of Minneapolis, 1979.
R. B. Litterman. A statistical approach to economic forecasting. *Journal of Business & Economic Statistics*, 4(1):1–4, 1986.

P.-L. Loh and M. J. Wainwright. High-dimensional regression with noisy and missing data: provable guarantees with nonconvexity. *Ann. Stat.*, 40(3):1637–1664, 2012.

B. Mark, G. Raskutti, and R. Willett. Network estimation from point process data. *arXiv preprint arXiv:1802.04838*, 2018.

M. C. Medeiros and E. F. Mendes. $\ell_1$-regularization of high-dimensional time-series models with non-gaussian and heteroskedastic errors. *Journal of Econometrics*, 191(1):255–271, 2016.

I. Melnyk and A. Banerjee. Estimating structured vector autoregressive models. In *International Conference on Machine Learning*, pages 830–839, 2016.

S. Mendelson, A. Pajor, and N. Tomczak-Jaegermann. Uniform uncertainty principle for bernoulli and subgaussian ensembles. *Constructive Approximation*, 28(3):277–289, 2008.

S. Negahban and M. J. Wainwright. Estimation of (near) low-rank matrices with noise and high-dimensional scaling. *Ann. Statist.*, 39(2):1069–1097, 2011. ISSN 0090-5364. 10.1214/10-AOS850. URL [http://dx.doi.org.proxy.lib.umich.edu/10.1214/10-AOS850](http://dx.doi.org.proxy.lib.umich.edu/10.1214/10-AOS850).

W. Nicholson, D. S. Matteson, and J. Bien. *BigVAR: Dimension Reduction Methods for Multivariate Time Series*, 2017a. URL [https://CRAN.R-project.org/package=BigVAR](https://CRAN.R-project.org/package=BigVAR). R package version 1.0.2.

W. Nicholson, D. S. Matteson, and J. Bien. BigVAR: Tools for modeling sparse high-dimensional multivariate time series. *arXiv preprint arXiv:1702.07094*, 2017b.

W. B. Nicholson, J. Bien, and D. S. Matteson. High dimensional forecasting via interpretable vector autoregression. *arXiv preprint arXiv:1412.5250*, 2014.

W. B. Nicholson, D. S. Matteson, and J. Bien. VARX-L: Structured regularization for large vector autoregressions with exogenous variables. *International Journal of Forecasting*, 33(3):627 – 651, 2017c. ISSN 0169-2070. [http://doi.org/10.1016/j.ijforecast.2017.01.003](http://doi.org/10.1016/j.ijforecast.2017.01.003). URL [http://www.sciencedirect.com/science/article/pii/S0169207017300080](http://www.sciencedirect.com/science/article/pii/S0169207017300080).

M. B. Priestley. *Spectral analysis and time series*. Vol. 2. Academic Press Inc. [Harcourt Brace Jovanovich Publishers], London, 1981. ISBN 0-12-564902-9. Multivariate series, prediction and control, Probability and Mathematical Statistics.

H. Qiu, S. Xu, F. Han, H. Liu, and B. Caffo. Robust estimation of transition matrices in high dimensional heavy-tailed vector autoregressive processes. In *Proceedings of the 32nd International Conference on Machine Learning (ICML-15)*, pages 1843–1851, 2015.

G. Raskutti, M. J. Wainwright, and B. Yu. Restricted eigenvalue properties for correlated Gaussian designs. *J. Mach. Learn. Res.*, 11:2241–2259, 2010. ISSN 1532-4435.
J. C. Robertson and E. W. Tallman. Improving forecasts of the federal funds rate in a policy model. Technical report, Federal Reserve Bank of Atlanta, 1999.

M. Rosenblatt. A central limit theorem and a strong mixing condition. Proceedings of the National Academy of Sciences, 42(1):43–47, 1956.

M. Rudelson and R. Vershynin. Hanson-wright inequality and sub-gaussian concentration. Electron. Commun. Probab., 18, 2013.

M. Rudelson and S. Zhou. Reconstruction from anisotropic random measurements. Information Theory, IEEE Transactions on, 59(6):3434–3447, 2013. ISSN 0018-9448. 10.1109/TIT.2013.2243201.

M. Schweinberger, S. Babkin, and K. B. Ensor. High-dimensional multivariate time series with additional structure. Journal of Computational and Graphical Statistics, 26(3):610–622, 2017.

C. A. Sims. Macroeconomics and reality. Econometrica, 48(1):pp. 1–48, 1980. ISSN 00129682. URL http://www.jstor.org/stable/1912017.

S. Song and P. Bickel. Large vector auto regressions. 2011. journal: arXiv preprint arXiv:1106.3915.

S. Srinivasan, K. Pauwels, D. Hanssens, and M. Dekimpe. Do promotions benefit manufacturers, retailers, or both? Management Science, 50(5):617–629, 2004.

J. H. Stock and M. W. Watson. Forecasting with many predictors. Handbook of economic forecasting, 1:515–554, 2006.

T. Sun and C.-H. Zhang. Scaled sparse linear regression. Biometrika, page ass043, 2012.

R. Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical Society. Series B (Methodological), pages 267–288, 1996.

R. S. Tsay. Multivariate Time Series Analysis: With R and Financial Applications. John Wiley & Sons, 2013.

S. van de Geer, P. Bühlmann, S. Zhou, et al. The adaptive and the thresholded lasso for potentially misspecified models (and a lower bound for the lasso). Electronic Journal of Statistics, 5:688–749, 2011.

M. Vidyasagar. Learning and generalisation: with applications to neural networks. Springer Science & Business Media, 2013.

I. Wilms, S. Basu, J. Bien, and D. Matteson. Interpretable vector autoregressions with exogenous time series. In Proceedings of NIPS 2017 Symposium on Interpretable Machine Learning, pages 1–5. NIPS, 2017a.
I. Wilms, D. S. Matteson, J. Bien, and S. Basu. bigtime: Sparse Estimation of Large Time Series Models, 2017b. URL https://CRAN.R-project.org/package=bigtime. R package version 0.1.0.

I. Wilms, S. Basu, J. Bien, and D. S. Matteson. Sparse identification and estimation of large-scale vector autoregressive moving averages. Journal of the American Statistical Association, (just-accepted):1–33, 2021.

K. C. Wong and A. Tewari. Lasso guarantees for beta-mixing heavy tailed time series. arXiv preprint arXiv:1708.01505, 2017.

K. C. Wong, A. Tewari, and Z. Li. Regularized estimation in high dimensional time series under mixing conditions. arXiv preprint arXiv:1602.04265, 2016.

W. B. Wu. Nonlinear system theory: Another look at dependence. Proceedings of the National Academy of Sciences of the United States of America, 102(40):14150–14154, 2005.

W. B. Wu. Asymptotic theory for stationary processes. Statistics and Its Interface, 0, pages 1–20, 2011.

W.-B. Wu and Y. N. Wu. Performance bounds for parameter estimates of high-dimensional linear models with correlated errors. Electronic Journal of Statistics, 10(1):352–379, 2016.

B. Yu. Rates of convergence for empirical processes of stationary mixing sequences. The Annals of Probability, pages 94–116, 1994.

A. Zellner. An efficient method of estimating seemingly unrelated regressions and tests for aggregation bias. Journal of the American statistical Association, 57(298):348–368, 1962.

C.-H. Zhang et al. Nearly unbiased variable selection under minimax concave penalty. The Annals of statistics, 38(2):894–942, 2010.

H. Zou. The adaptive lasso and its oracle properties. Journal of the American statistical association, 101(476):1418–1429, 2006.

H. Zou and T. Hastie. Regularization and variable selection via the elastic net. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 67(2):301–320, 2005.