Stochastic Oscillations in Genetic Regulatory Networks: Application to Microarray Experiments
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We analyze the stochastic dynamics of genetic regulatory networks using a system of nonlinear differential equations. The system of S-functions is applied to capture the role of RNA polymerase in the transcription-translation mechanism. Using probabilistic properties of chemical rate equations, we derive a system of stochastic differential equations which are analytically tractable despite the high dimension of the regulatory network. Using stationary solutions of these equations, we explain the apparently paradoxical results of some recent time-course microarray experiments where mRNA transcription levels are found to only weakly correlate with the corresponding transcription rates. Combining analytical and simulation approaches, we determine the set of relationships between the size of the regulatory network, its structural complexity, chemical variability, and spectrum of oscillations. In particular, we show that temporal variability of chemical constituents may decrease while complexity of the network is increasing. This finding provides an insight into the nature of “functional determinism” of such an inherently stochastic system as genetic regulatory network.
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1. INTRODUCTION

According to the “central dogma” in molecular biology, the genetic regulatory process involves two key steps, namely, “transcription,” that is, deciphering the genetic code and creation of the messenger RNA (mRNA), and “translation,” that is, synthesis of the proteins by ribosomes using the mRNAs as templates. These processes run concurrently for all the genes comprising the genome. Importantly, each molecular assembly responsible for deciphering the genetic code is itself built from the proteins produced through transcription and translation of other genes, thus introducing nonlinear interactions into the regulatory process (Lewin [1]). In the human genome, for example, from 30 to 100 regulatory proteins are usually involved in each transcription event in each of about 30,000 genes. This means that the regulatory network is simultaneously of a very high dimensionality and very high connectivity. Mathematical description of such a network is a challenging task, both conceptually and computationally. Quite paradoxically, however, this seemingly unfavorable combination of two “highs” opens a new avenue for approximate solutions and understanding the global behavior of regulatory systems through the application of asymptotic methods. The novelty introduced by our model is that it does not simplify the processes through decreasing the dimensionality. On the contrary, the model takes advantage of the system being asymptotically large.

In this paper, we pay special attention to quantitative relations between the transcription levels (TLs), that is, the numbers of mRNA molecules of a certain type per cell, and transcription rates (TRs), that is, the numbers of mRNA molecules produced in the cell per unit of time. TLs are the quantities directly derived from microarray experiments, whereas TRs are usually unobservable. Although both of these quantities seem to be legitimate indicators for characterizing gene activity, generally they are different and capture different facets of the regulatory mechanism. The fundamentally nonlinear nature of the gene-to-gene interactions precludes any direct relations between gene-specific TRs and TLs. Also, due to the inherent instability of high-dimensional regulatory systems, nothing like time-independent “gene activity” may be attributed to a living cell. In our view, these conclusions may have serious consequences for the interpretation of microarray experiments where the fluctuating
nature of the mRNA levels is frequently ignored, mRNA abundance is often seen as a direct indicator of the corresponding gene’s activity, and the differential expression (i.e., difference in TLs) is taken as evidence of differences in the cells themselves.

2. ASSUMPTIONS AND EQUATIONS

The system of nonlinear ordinary differential equations for the description of proteome-transcriptome dynamics first appeared in [2]

\[
\begin{align*}
\frac{dr}{dt} &= F(p) - \beta r, \\
\frac{dp}{dt} &= yr - \delta p,
\end{align*}
\]

where \( r \) and \( p \) are \( n \)-dimensional column vectors of mRNA and protein concentrations measured in numbers of copies per cell; \( n \) is the number of genes in genome; \( \beta, y, \) and \( \delta \) are nondegenerate diagonal matrices corresponding to the rates of production and degradation in transcription and translation. The \( n \)-dimensional vector-function, \( F(p) \), is a strongly nonlinear function representing the mechanism of transcription. Chen et al. [2] linearized the system (1) in the vicinity of a certain hypothesized initial point and formulated general requirements of stability. In what follows, we augment the system (1) by an explicitly specified model for \( F(p) \) and attempt to extract the consequences from the essentially nonlinear nature of the problem. Note that according to commonly accepted terminology of chemical kinetics (Zumdahl [3]), production rate is defined as the number of molecules produced in the system per unit of time. It may or may not be balanced by an opposite process of degradation. Because transcription is the process of production of mRNA, we refer to the quantity \( F(p) \) as transcription rate.

As is known from the biology of gene expression, generation of each copy of messenger RNA is preceded by a complex sequence of events in which a large number of proteins bind to the gene's regulatory sites and assemble a reading mechanism known as RNA polymerase (RNAP) (Kim et al. [4]). Each binding represents a separate biochemical reaction involving DNA and proteins and is supported by a number of enzymes and smaller molecules. According to the principles of chemical kinetics, the production term, \( F(p) \), should have the following general form (De Jong [5])

\[
F_i(p_1, \ldots, p_n) = \sum_{k=1}^{L_i} \omega_{ik} \prod_{m=1}^{n} p_{m}^{r_{ikm}},
\]

where \( L_i \) is the number of concurrent biochemical reactions for decoding the \( i \)th gene; \( \omega_{ik} \) are the rate constants; and \( r_{ikm} \) are the kinetic orders showing how many protein molecules of type \( m \) participate in \( k \)th biochemical reaction for the transcription of \( i \)th gene. A detailed account of the assumptions underlying (2) may be found in [6]. Although these assumptions are not free from inevitable simplifications, they constitute a reasonably solid basis for studying the dynamics of genetic regulatory networks because they recognize the central role of RNAPs in the nonlinear mechanism of gene-to-gene interactions. However, it should be unequivocally stated that many secondary mechanisms of regulation remain beyond the scope of this model. For example, system (1) depicts an important process of mRNA degradation as the first-order chemical reaction. This suggests the idea that the proteins controlling the ribosomes do not return back to the genetic regulatory network and do not become the parts of the deciphering assemblies again. Of course, this is a comparatively crude representation of a more complex process which takes place in reality (Maquat [7]). However, inclusion of this and similar processes into the model does not amount to a new mathematical problem because the system (1)-(2) may be easily augmented by additional terms expressed through the \( S \)-function in the same manner as in (2).

Although the biochemical nature of gene expression cannot be doubted, applicability of the standard concepts and descriptors of chemical kinetics to these processes is not out of question. For example, the process that is commonly compartmentalized as “binding” of a protein to the regulatory site is, in fact, a sequence of events of enormous complexity involving a large number of transcriptional coactivators. In a sense, each such binding is a unique adventure which cannot be directly characterized in terms of constant gene-specific chemical rates and stoichiometric coefficients (Lemon and Tjian [8]). The processes of synthesis of the RNAPs may be schematically subdivided into a sequence of steps and rearrangements which may be thought, again with a certain degree of abstraction, as separate biochemical reactions. That is why it is admissible to say that there are many chemical reactions between the proteins and the DNA molecule which run concurrently within the same regulatory site. However, one needs to be careful with excessively straightforward application of standard biochemical terminology and quantitative parameterization to such processes, only in principle similar to simple biochemical reactions.

3. STOCHASTICITY IN GENETIC REGULATORY NETWORKS

There is a large body of theoretical and experimental works devoted to various aspects of randomness and stochasticity in coupled biochemical systems. We briefly summarize some of the key facts here.

As indicated by Gillespie [9], “the temporal behavior of a chemically reacting system of classical molecules is a deterministic process in the \( 2N \) position-momentum phase space, but it is not a deterministic process in the \( N \)-dimensional subspace of the species population numbers. Therefore, both reactive and non-reactive molecular collisions are intrinsically random processes characterized by the collision probability per unit of time. That is why these collisions constitute a stochastic Markov process, rather than a deterministic rate process.”
Elf and Ehrenberg [10] observe that “the copy numbers of the individual messenger RNAs can often be very small, and this frequently leads to highly significant relative fluctuations in messenger RNA copy numbers and also to large fluctuations in protein concentrations.” In addition, there are inevitable statistical variations in the random partitioning of small numbers of regulatory molecules between daughter cells when cells divide (McAdams and Arkin [11]).

McAdams and Arkin [12] indicate that “time delays required for protein concentration growth depend on environmental factors and availability of a number of other proteins, enzymes and supporting molecules. As a result, the switching delays for genetically coupled links may widely vary across isogenic cells in the population. One consequence of these differing times between cell divisions is progressive desynchronization of initially synchronized cell populations. Within a single cell, random variations in duration of events in each cell-cycle controlling path will lead to uncoordinated variations in relative timing of equivalent cellular events.”

Multiple closely spaced ribosomes may process the same strand of mRNA simultaneously. Because the spacings between ribosomes are random, the number of proteins translated from the same transcript may also fluctuate randomly (McAdams and Arkin [11]).

Recent experiments (Cai et al. [13]) demonstrated that even in an individual cell, the production of a protein and supporting enzymes is a stochastic process following a complex pattern of bursting with random distribution of intensities and durations. Similarly, Rosenfeld et al. [14] found that quantitative relations between transcription factor concentrations and the rate of protein production fluctuate dramatically in the individual living cells, thereby limiting the accuracy with which genetic transcription circuits can transfer signals. The processes mentioned above represent various facets of the natural stochasticity of intracellular regulatory systems. In addition, stochastic concepts are engaged as the way of describing extremely intricate quasi-chaotic behavior, even if the system is fully deterministic in principle. As demonstrated by famous examples of the Lorenz attractor (Lorenz [15]), Belousov-Zhabotinsky autocatalytic reactions (Zhang et al. [16]), Lotka-Volterra population dynamics (Lotka [17]), and many other examples (Bower and Bolouri [18]), chaotic behavior may appear even in low-dimensional systems with rather simple structure of nonlinearity. On the contrary, the intracellular biochemical networks are high-dimensional systems with a very complex structure of nonlinearity. These properties make it difficult to overcome mathematical problems without substantial simplifications. In statistical mechanics, a traditional way of formulating a complex multidimensional problem is to introduce the concept of statistical ensemble (Gardiner [19]). In high-dimensional biochemical network there are many ways to introduce a statistical ensemble, but those are preferable that provide tangible mathematical advantages combined with intuitive clarity and ease of interpretation, as discussed below.

The rate constants, $\omega_{jk}$, and kinetic orders, $r_{km}$, are assumed to be time-independent positive real and integer numbers, respectively. For computational purposes, we specify them as random numbers drawn from the gamma and Poisson populations, respectively:

$$
Pr (\omega_{jk} = x) = \frac{x^{\alpha-1} \exp(-x/\theta)}{\Gamma(\alpha)\theta^n},
$$

$$
Pr (r_{km} = n) = \frac{\lambda^n \exp(-\lambda)}{n!}.
$$

This choice of probabilistic characterization is a matter of mathematical convenience and may be easily replaced by other assumptions compatible with the nature of the problem. Similar to random Boolean networks (Kauffman et al. [20]), the network introduced in (1)–(3) is a collection of identical regulatory units with random assignment of functional properties controlled through the parameters $\omega_{jk}$ and $r_{km}$. To avoid a possible misconception, it should be noted that the statistical ensemble introduced through (3) is not intended to mimic a group of isogenic cells. Even less so, the ensemble (3) may be interpreted as a group of neighboring cells in the same tissue because there is always a certain degree of cooperativity and synchronization between the cells under the control of higher loops of regulation (Ptashne [21]). Therefore, these cells will not represent statistically independent members of ensemble. Rather, the ensemble (3) represents the collection of all possible networks of similar types sharing the same probabilistic structure. Simulation experiments show that both summary statistics and global time-independent parameters of such networks generated in independent runs are identical for practical purposes for those networks with size above several hundred regulatory units. Such a notion of statistical ensemble is analogous to that in statistical physics. The states of different members of the ensemble (say, the volumes of ideal gas enclosed in the thermostats with the same temperature) are not supposed to be similar to each other at any fixed moment in time because the trajectories in their respective phase spaces may be entirely different. However, what the members of ensemble do have in common are the integral time-independent statistical characteristics of these trajectories.

The usage of parameterization (3) in this work is twofold. First, it serves as a concise method for generating the network structure in simulation experiments. In the context of this research, we are not interested in peculiarities of the network behavior associated with any specific selection of the coefficients. Rather, we are interested in exploration of global behavior of the whole class of the networks sharing the same probabilistic structure. The second usage of (3) in this work is of purely technical nature. It often happens that the results of mathematical calculations are expressed in terms of summary statistics of the parameters characterizing the system. If the system is asymptotically large, then these summary statistics can be directly related to their expected values, thus allowing for representation of the results in a concise, easily comprehensible form.
4. OUTLINE OF THE SOLUTION

We seek a stationary solution of the system (1). To envision a general structure of this solution, we invoke considerations of the theory of stability of differential equations (Carr [22]). Following standard methodology, we first seek the equilibrium (fixed) point of (1)-(2) and try to determine whether the solution in its vicinity is stable or unstable. Let \( P_0 \) be the \( n \)-vector of equilibrium protein concentrations, and \( X(t) \) be the vector of relative concentrations normalized by these equilibrium values. After some transformation, system (1)-(2) may be rewritten as

\[
\dot{x}_i + (\beta_i + \delta_i)x_i + \beta_i \delta_i x_i = \beta_i \delta_i \sum_{k=1}^{L_i} \Omega_{ik} Y_{ik},
\]

where \( Y \) are the \( S \)-functions (Savageau and Voit [23]) defined as

\[
\log Y_{ik} (x_1, \ldots, x_n) = \sum_{k=1}^{n} r_{ikm} \log x_m, \quad \Omega_{ik} = \frac{\omega_{ik} Y_{ik}(P_0)}{\sum_{k=1}^{L_i} \omega_{ik} Y_{ik}(P_0)}
\]

(note that by definition \( \sum_{k=1}^{L_i} \Omega_{ik} = 1 \)). System (4) is strongly nonlinear, and there are no reasons to hope that its solution may be obtained in some closed form. However, some important elements of the solution may be understood with the help of the center manifold theory (Perko [24]). A detailed discussion of the application of this theory to biochemically motivated \( S \)-systems may be found in Lewis [25]. An informal statement of this theory is that in close vicinity of the equilibrium, the trajectories residing in stable and unstable manifolds (i.e., those associated with eigenvalues of the Jacobian matrix residing in the left and right halves of the complex plane, resp.) are topologically homeomorphic to the corresponding trajectories of the linear system. The solutions associated with the purely imaginary eigenvalues (which would be quasi-periodic in the linear theory) become the sources of extremely intricate chaotic behavior, but importantly these solutions are bounded, thus representing a sort of stationary random-like process. Note that in practical applications it is not usually required that the real parts of the roots in the center manifold are to be exactly zero, they only need to be small enough to justify ignoring nonstationarity during the life time of the process under consideration (Bressan [26]). There are numerous attempts in the literature to describe the oscillatory behavior of genetic regulatory networks in a linear fashion using the concept of feedback loops and other methods widely applied in the control theory (Chen et al. [2]; Wang et al. [27]). Unfortunately, the issue of stability of such oscillatory regimes is extremely difficult to explore within the linear theory; therefore, the requirements of stability are to be imposed on the matrix of coefficients of the linear system. These requirements lead to a set of very complex relationships between coefficients, and it is far beyond the capabilities of existing theories to elucidate a natural mechanism, biochemical, or other, which would surely maintain these relationships throughout the regulatory process. In light of the above described inherent stochasticity of gene expression, the very existence of such a mechanism seems unlikely. However, postulating a fundamentally nonlinear nature of the problem is out of the question. This is seen from the very fact that the “hardware” of the processes underlying gene expression is predominantly the system of biochemical reactions, and, as such, they are adequately described by the nonlinear equations of chemical kinetics. We therefore make the point that the oscillatory behavior of genetic regulatory networks is possible not in spite of but rather owing to the nonlinearity of the system. This means that the nonlinear effects are able to self-organize themselves in such a manner as to automatically keep the system somewhere in close vicinity of the linear oscillatory regime. In what follows, we show that such a scenario is conceivable.

Qualitatively, the approach to the solution of (4) is based on the following two heuristic considerations. First, we draw attention to the “mixing property” of \( S \)-functions which may be explained as follows. Suppose that each of \( x_1(t), \ldots, x_n(t) \) is represented by linear superpositions of simple periodic processes with a certain set of frequencies. The “forcing” functions in the right-hand side of (4) are the multivariate polynomials of those quasi-periodic processes containing numerous combinatory frequencies along with the original ones; as such these form essentially continuous spectra of the forcing terms. We can reasonably consider functions with such a complex behavior as stochastic processes. Obviously, functions (2) become even more chaotic if the arguments \( x_1(t), \ldots, x_n(t) \) are themselves the random processes. On the other hand, in a system having high dimension and a high degree of nonlinearity, deterministic solutions of (4), even if available, would be completely useless. That is why at the very outset we abandon the idea of obtaining the deterministic solutions and assume that \( x_1(t), \ldots, x_n(t) \) are stationary stochastic processes. To this end, the goal of the solution of system (4) is reduced to determination of the statistical characteristics of these processes. To obtain these characteristics, we notice that the right-hand side in (5) is the sum of random variables satisfying Lindeberg’s conditions (essentially, boundedness of the moments: e.g., Loeve [28]). We also allow the random processes \( x_1(t), \ldots, x_n(t) \) to be weakly dependent and satisfy the so-called strong mixing conditions (Bradley [29]). The latter assumption is difficult to substantiate theoretically but easy to demonstrate by simulation under the assumptions of our model. Based on these assumptions, we may conclude that the sums in (5) are asymptotically normal, and therefore the random processes \( \eta_{ik}(t) = \log Y_{ik}[X(t)] \) are approximately Gaussian. The second heuristic consideration we engage is that the random forces corresponding to different genes are basically nonlinear combinations of the same set of variables and therefore, generally speaking, are correlated with each other. Figure 1 illustrates this premise (see Appendix A for more details). In this figure, (a) shows 100 separate quasi-periodic oscillations covering a wide spectrum of frequencies formed from the center manifold.
first derive SDE for $\xi(t)$ from (7) and, after some unessential simplifications, find

$$R_c(\tau) = \exp \left( \sigma^2 \right) \exp \left( \frac{\sigma^2}{1 - \exp \left( -\sigma^2 \right)} \right),$$

(10)

where

$$\sigma^2 = (\lambda^2 + \lambda) \sum_{m=1}^{n} \text{var} \left[ \log (x_m) \right].$$

(11)

Comparing (10) and (8), we notice that the correlation radius of the process $\xi(t)$ is always smaller than that of $\eta(t)$, which means that $\xi(t)$ is always closer to white noise than $\eta(t)$. Applying a Fourier transform, (9) can now be easily solved, and the solutions are the stochastic processes with expectations

$$E(x_i) = \beta_i \delta_i \exp \left( \frac{\sigma^2}{2} \right),$$

(12)

variances

$$\text{var} \left( x_i \right) = \frac{\beta_i \delta_i}{\beta_i + \delta_i} \frac{\left( \exp \left( \frac{\sigma^2}{2} \right) - 1 \right)^2}{\sigma^2},$$

(13)

and autocorrelation function

$$R_i(\tau) = A_i \exp \left( - \frac{\sigma^2}{2} \right) + B_i \exp \left( - \beta_i |\tau| \right) + \Delta_i \exp \left( - \delta_i |\tau| \right)$$

(14)

(see Appendix C for details).

The variance, $\sigma^2$, should satisfy the conditions of self-consistency derived from the combination of (11) and (13). Simple algebra leads to the transcendental algebraic equation

$$\sigma^2 = (\lambda^2 + \lambda) \sum_{i=1}^{n} \ln \left( 1 + 2 \tau_0 \frac{\beta_i \delta_i}{\beta_i + \delta_i} \cosh \frac{\sigma^2}{2} - 1 \right).$$

(15)

In a sense, the solution of the original strongly nonlinear problem is now reduced to solving this equation. Substitution of $\sigma^2$ into (12) concludes the procedure of solving the system (4).

5. INTERRELATIONS BETWEEN NONLINEARITY, STABILITY, AND COMPLEXITY

Parameter $\lambda$ in the Poisson distribution (3) is a natural measure of the complexity of the system. This is because the quantity $\lambda n$ can be interpreted as the average (per gene) number of the proteins participating in the act of transcription. We now formally introduce the “index of complexity,” $I_c = (\lambda^2 + \lambda)n$. If this index were small, then the vast majority of characteristic roots of the Jacobian matrix would be stable, that is, have negative real parts (see Appendix D for some details regarding characteristic roots). Obviously, this is not the case in reality with $I_c$ usually somewhere between 30 and 100 (Lewin [11]). In the system of such great complexity, a substantial number of the characteristic roots will reside in the right half of the complex plane, thus signifying
greater instability of linear oscillatory regime. For this reason, we also define the “index of stability,” \( I_s \), assuming that it is the ratio of the number of roots with negative real parts to those with positive ones. Intuitively, it is quite obvious that a certain relationship should exist between the stability, complexity, and spectral width of center manifold. This kind of relationship is not easy to derive theoretically but is fairly easy to demonstrate by simulation (Appendix E). Two examples of the distribution of the characteristic roots over the complex plane for small and large \( I_s \) are shown in Figures 2 and 3, respectively. With complexity increasing, the stability decreases, the spectral width of the central manifold increases, thus making the correlation radius, \( \tau_0 \), smaller and the spectrum of collective “random force,” \( \xi(t) \), "whiter." Effectively, this means that the more complex the system is, the more favorable the conditions are for applying the proposed approach. Figure 4(a) demonstrates that stability decreases when complexity increases. Figure 4(b) illustrates the fact that the correlation radius of \( \xi(t) \) (open circles) is always substantially smaller than that of \( \eta(t) \) (solid circles) and both drastically decrease with increasing \( I_s \).

6. INTERRELATIONS BETWEEN TRANSCRIPTION LEVELS AND TRANSCRIPTION RATES

In the model adopted here, the entire gene expression mechanism is seen as being driven by a collective random force which in turn is generated by all the individual transcription-translation events. This kind of “self-consistent” or “average field” approach is widely employed in physics, with such notable examples as Thomas-Fermi equation in atomic physics (Parr and Yang [30]) and Landau-Vlasov equations in the physics of plasma (Chen [31]), to name just a few. Transcription levels (TLs) and transcription rates (TRs) are represented by the quantities \( r_i \) and \( F_i \) in (1), respectively. In general, since \( F_i \) are the stochastic processes generated by the entire network, there are no noticeable correlations between them and any of \( r_i \). Therefore, one cannot expect any substantial similarity between the temporal behavior of TRs and TLs. This conclusion is important for the interpretation of microarray experiments. Also, despite the fact that in our model each mRNA molecule entering the ribosome translates into exactly one protein, there is no similarity between the temporal behaviors of protein and mRNA concentrations. The dissimilarities increase as the network complexity increases because of the longer chain of intermediate events involved in each act of gene expression. To illustrate this fact, Figure 5 depicts the median correlation coefficient (across all the genes) as a function of complexity. As seen from this figure, in the case of high complexity, about a half of all the protein-mRNA pairs is correlated at the level below 0.5. This level of correlation is close to that observed by Garcia-Martinez et al. [32], in their breakthrough experiment where TLs and TRs have been measured simultaneously in budding yeast. It was found the about half of the total 5,500 TLs-TRs pairs turned out not to be correlated with each other. Based on this comparison, we may conclude that the index of complexity of the yeast genetic regulatory network is
about 45–60. Figure 5 shows that in a complex multidimensional system, there are always subsystems which work fast enough to maintain the state of internal synchronization thus displaying apparent steady-state equilibrium. However, this “island” of equilibrium resides amidst the ocean of instability because, due to strong nonlinearity, the system as a whole cannot reside in a time-independent steady state. Even an infinitesimally small deviation will cause this state to collapse, and the system will move into the regime of nonlinear stationary stochastic oscillations.

7. INTERRELATIONS BETWEEN COMPLEXITY AND VARIABILITY

It is a fundamental property of living regulatory systems to have precise, highly predictable behavior despite the fact that literally all the components of such systems are intrinsically random and prone to all kinds of failure (McAdams and Arkin [11]). Equation (15) provides an important insight into the nature of this kind of “functional determinism.” Simple analysis shows that the solution to this equation exists and is unique if $T_n > I_c \tau_0$, where

$$T_0 = \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{\beta_i \delta_i}{\beta_i + \delta_i} \right]^{-1}. \quad (16)$$

Parameter $T_0^{-1}$ has a meaning of average, over the entire network, degradation rate of proteins and mRNAs (on this ground we will further refer to $T_0$ as the “global time of renovation”). If (16) does not hold, then it is not possible to assign any specific variances to the random processes, $x_m(t)$, what essentially amounts to the fact that the system described by (9) may not reside in any stationary oscillatory state. The inequality above, rewritten as $I_c < T_n/\tau_0$, tells us that in a regulatory network with $n$ units there exists an upper limit of complexity determined by two global parameters, that is, by the global time of renovation, $T_0$, and spectral radius of the collective random force, $\tau_0$. If these parameters reside within the limits required by (16), then (13) may be easily solved numerically. It is quite remarkable that this solution, considered as a function of $I_c$, is a monotonically decreasing function. Figure 6 shows an example of such dependence $\sigma^2(I_c)$ for the case of the regulatory network with $n = 1000$. According to (13), individual variances, $\text{var}(x_i)$, decrease as well when $\sigma^2$ is decreasing. This result suggests the idea that in a large network of fixed size, the precision of regulation increases with the complexity due to an increased number of regulatory loops, despite the presence of numerous pathways of instability.

8. CAUTIONARY NOTES REGARDING MICROARRAY DATA INTERPRETATION

There exist two sets of legitimate quantitative indicators which characterize “gene activity,” that is, transcription levels and transcription rates. Microarray experiments provide us with mRNA abundances, that is, transcription levels. What we would rather like to know are the mRNA transcription rates, or the numbers of mRNA copies produced per unit of time. This quantity, if available, would be a more direct measure of gene activity. The difference between TLs and TRs has been repeatedly highlighted in the literature (e.g., Wang et al. [33]); however, it seems to remain largely ignored by the microarray community. As shown above, in a complex regulatory network, transcription level is generally a poor predictor for transcription rates. It is often tacitly assumed in the interpretation of microarray data that there exists some kind of equilibrium between production and degradation of mRNA for each gene separately, in which case a direct proportionality would exist between TLs and TRs. As already mentioned, that may be true with respect to a subset of genes but definitely cannot be true with respect to the entire network. In order to judge which TRs and TLs are in equilibrium and which are not, detailed information about timing of the corresponding biochemical reactions would be required. In principle, in order to cover the entire spectrum of possible chemical oscillations, the sampling rate (number of measurements per unit of time) should be higher than the largest chemical rate among all of the biochemical reactions in the system. Typically, the transcription rate is about five base
pairs per second; therefore, one molecule of mRNA typically requires tens of minutes to be produced (Lewin [1]). The sampling rate capable of capturing the dynamics of these reactions is hardly possible with existing microarray protocols. There are, however, new technologies emerging that combine hybridization with microfluidics which will allow for much higher sampling rates in the foreseeable future (e.g., Peytavi et al. [34]).

Another important implication of the nonlinearity and complexity of a regulatory network is that a living cell cannot reside in a global state of equilibrium, simply because such state cannot be stable. Stochastic oscillatory behavior is in the very nature of the regulatory process. Figuratively speaking, the cell should continuously depart from the point of equilibrium in order to activate the mechanism of return to the stable state. A usual way of thinking in microarray data interpretation is to attribute the differences in mRNA abundances to the cells themselves. However, depending on the frequency of sampling and duration of the sample isolation, the cell can be arrested in different phases of its oscillatory cycle, thus mimicking the differential expression. This means that covariances of expression profiles may be quite different in different time scales. These covariances, usually obtained through cluster analysis or classification, are often used as a basis for the pathway analysis. However, if the temporal dynamics of the regulatory processes is ignored, this analysis may produce misleading results. Many statistical procedures in microarray data analysis, especially in the context of disease biomarker discovery, include the notion that only small subsets of all the genes participate in the disease process and, due to this reason, are actually differentially expressed, while a vast majority of genes are not involved in this process and “do business as usual.” Contrary to this notion, it is quite possible that rapidly fluctuating components of the regulatory network are the integral parts of the process as a whole, and their high-frequency variations manifest the preparatory work of supplying the mRNAs for slower processes with bigger amplitudes of variation.

9. DISCUSSION

The model formalized by (1)–(3) possesses a rich variety of features capable of simulating the properties of living cells. We briefly discuss some of them here. Formally speaking, (1)–(3) are written for the entire genome, and therefore, as shown in [25], there is only one global fixed point (i.e., equilibrium). However, if random sets of $r_{ik}$ and $\omega_{ik}$ are clustered into a number of comparatively independent subsets through assigning the gene-specific $\lambda_i$, then the entire system (1) is also decomposed into comparatively independent subsystems possessing their own fixed points. In this case, it would be reasonable to expect that the system may switch between different equilibria and produce different oscillatory repertoires. The concept of differentiation, that is, the ability of living cells to perform different functions despite the fact that they have basically identical molecular structures, has been extensively discussed within a number of previously proposed regulatory models (De Jong [5]). The model proposed here has the capability of mimicking the cell differentiation as well. Results of extensive simulations of “tunneling” between different oscillatory repertoires will be published elsewhere.

Regulatory mechanisms in living systems are highly redundant and able to maintain their functionality even when a number of regulatory elements are “knocked out.” In the model proposed herein, all the individual transcription-translation subunits are driven by the “collective” random force whose stochastic structure is basically determined by the spectrum of center manifold. Because this spectrum is generated by a large number of individual processes, it follows that if a certain number of genes is “knocked out,” then the majority of the remaining genes will not generally change their behavior. For the same reason, the model suggested here has wide basins of attractions (Wuensche [35]), that is, low sensitivity to initial conditions. This property is considered desirable for any formal scheme in models of living systems.

In this work, the S-system has been selected to represent nonlinear interactions within genetic regulatory networks for two reasons. First, the S-system originates from and adequately represents the dynamics of biochemical reactions, a material basis of all the intracellular processes. Second, the S-system is known to be the “universal approximator,” that is, to have the capability of representing a wide range of nonlinear functions under mild restrictions on their regularity and differentiability (Voit [36]). However, the S-approximation is in no way unique in this sense. Sometimes it would be desirable to maintain a more general view on the nonlinear structure, such as provided by the artificial neural networks (ANN), for example. Our numerical experiments show that a properly constructed ANN retains many of the same features as the S-functions. In fact, the only requirement necessary when selecting a nonlinear model is that it must have the “mixing” capability, that is, provide a strong interaction between normal oscillatory modes resulting in stochastic-like behavior of $F(p)$.

In this work an attempt has been made to directly link the stochastic properties of random fluctuations in the nonlinear regulatory system to the spectrum of quasi-periodic oscillations near the point of equilibrium. Currently, we are able to offer only heuristic considerations and numerical simulation in support of this viewpoint. Attempts to create a rigorous theoretical basis for extension of center manifold theory to stochastic systems are still very rare, highly involved mathematically, and do not seem to be readily digestible in practical applications (Boxler [37]). Intuitively, however, the link between the center manifold theory and stochastic dynamics seems to be quite natural. As shown above, under certain conditions, variance of fluctuations around the equilibrium point may decrease with increase in the network size, which means that, despite strong nonlinearity, the system may nevertheless mostly reside in close vicinity of the equilibrium. Therefore, it seems reasonable to think that the spectrum of nonlinear oscillations is somewhat similar to the spectrum of linear oscillations but with distortions of amplitudes and phases introduced by nonlinear interactions between linear
oscillatory modes. Figuratively speaking, a strong nonlinear "pressure" of a very big network is what forces the system to be nearly linear. This intriguing hypothesis is currently among the priorities of the author’s future research.

In the natural sciences, it is always desirable to have a way of experimental verification of theoretical results. However, it would be risky to claim that any of the existing models are already mature enough to generate a verifiable prediction regarding biological behavior of the genetic regulatory networks. So far it is not even quite clear what kind of features or criteria should be selected to compare theory to experimental networks. So far it is not even quite clear what kind of features or criteria should be selected to compare theory to experimental networks. So far it is not even quite clear what kind of features or criteria should be selected to compare theory to experimental networks. So far it is not even quite clear what kind of features or criteria should be selected to compare theory to experimental networks. So far it is not even quite clear what kind of features or criteria should be selected to compare theory to experimental networks.

### APPENDICES

#### A. MIXING PROPERTY AND COHERENCE

Let us assume that \( x_i(t) = a_i \cos(\gamma_i t + \phi_i(t)) \), where frequencies \( \gamma_i \) are randomly selected from the center manifold spectrum and \( a_i \) are some positive numbers. Also, let us assume that the phases, \( \phi_i(t) \), are independent stationary Gaussian delta-correlated random processes with identical variances \( \sigma^2_\phi \). In this simulation, we assume that the random fluctuations of phases are weak, that is, \( \sigma_\phi \ll 2\pi \); therefore, the oscillations \( x_i(t) \) are very close to being purely periodic. For the fixed set of coefficients \( \omega_{ik}, r_{ikm}, \) and \( a_i \), we compute the set of response functions

\[
F_i(t) = \sum_{k=1}^{n} \omega_{ik} \exp \left[ \sum_{m=1}^{n} r_{ikm} x_m(t) \right]. \tag{A.1}
\]

The goal of this computation is to demonstrate the following.

1. Although the trajectories, \( x_i(t) \), are independent random processes, nevertheless the random "forces," \( F_i(t) \), are highly correlated, that is, coherent.

2. Although the trajectories, \( x_i(t) \), are almost deterministic, that is, have large correlation radii, nevertheless random "forces," \( F_i(t) \), are chaotic, that is, have small correlation radii.

3. Although random processes, \( x_i(t) \), are very far from being Gaussian, nevertheless the logarithms of random "forces," \( \log[F_i(t)] \), are very close to Gaussian. Graphical representations of the functions \( x_i(t) \) and \( \log[F_i(t)] \) are shown in Figure 1. Usually \( n \) is in thousands, but to make the curves visually distinguishable we have selected \( n = 100, \lambda = 0.5, \) and \( \sigma_\phi = \pi/16 \). Parameters associated with this figure are given in Table 1.

The following definitions have been used in these calculations:

1. Correlation radius, \( \tau_0 = \int_0^\infty |r(\tau)|d\tau \), where \( r(\tau) \) is the autocorrelation function defined as

\[
r(\tau) = E[x(t)x(t+\tau)]/E[x(t)x(t)], \tag{A.2}
\]

2. Cross-correlation, \( R_{ij} = E[x_i^*(t)x_j^*(t)]/\sqrt{E[x_i^2(t)]E[x_j^2(t)]} \).

Under the condition of stationarity, \( r(\tau) \) and \( R_{ij} \) are independent on \( t \). Assuming ergodicity, the expectations may be computed as time averages: \( E[g(t)] = \lim_{T \to \infty} \int_0^T g(t)dt \).

Note that (a) both \( x_i(t) \) and \( \log[F_i(t)] \) have symmetric density distributions; (b) distribution of periodic functions with infinitesimally small fluctuations of phase is the arc sine distribution with kurtosis equal to \(-\sqrt{2} \); (c) closeness of the distribution of \( \log[F_i(t)] \) to normal is signified by the closeness of its kurtosis to zero.

#### B. DERIVATION OF (8)

The goal here is to find statistical characteristics of the random processes

\[
Y_{ik}[x_1(t), \ldots, x_n(t)] = \exp(S_{ik}), \quad S_{ik} = \sum_{m=1}^{n} r_{ikm} \log[x_m(t)]. \tag{B.1}
\]

Under the assumptions that \( y_m(t) = \log[x_m(t)] \) have finite moments (Lindeberg’s condition), the sums \( S_{ik} \) are asymptotically normal with expectations

\[
e_{ik} = E_{y}(S_{ik} \mid r_{ikm}) = \sum_{k=1}^{n} r_{ikm} E(\log[x_m(t)]) = \sum_{k=1}^{n} r_{ikm} \mu_m \tag{B.2}
\]

and variances, \( \theta_{ik}^2 \),

\[
\theta_{ik}^2 = \text{var}_{y}(S_{ik} \mid r_{ikm}) = \sum_{p,q} r_{ikp} r_{ikq} \text{cov}[y_p(t)y_q(t)]. \tag{B.3}
\]

Therefore,

\[
S_{ik}(t) = e_{ik} + \sqrt{\theta_{ik}^2} \eta_{ik}(t), \tag{B.4}
\]

where \( \eta_{ik}(t) \) are standard normal Gaussian processes with yet unknown autocorrelation structures. Note that \( y_m(t) \) are not required to be statistically independent; weak dependence satisfying the “strong mixing conditions” is sufficient for asymptotic normality (Bradley [29]). Since \( S_{ik}(t) \) asymptotically normal, the \( \exp[S_{ik}(t)] \) are asymptotically lognormal.

**Table 1**

| \( x_i(t) \) | Cross-correlation | Correlation radius | Kurtosis |
|-------------|------------------|-------------------|---------|
| \(< 0.001\)  | 18.9             | -1.41             |         |
with expectations and variances equal to
\[
E(Y_{ik} | r_{ikm}) = \exp (e_{ik} + 0.5\theta_{ik}^2),
\]
\[
\text{var} (Y_{ik} | r_{ikm}) = \exp (\theta_{ik}^2)[\exp (\theta_{ik}^2) - 1].
\]
(B.5)

We now need to evaluate the sums in (B.2), (B.3), and for this purpose we use again the central limit theorem. We notice that when \(n\) is sufficiently large
\[
e_{ik} \approx E_r (e_{ik}) + \sqrt{\text{var}_r (e_{ik})} \zeta_k,
\]
\[
\theta_{ik}^2 \approx E_r (\theta_{ik}^2) + \sqrt{\text{var}_r (\theta_{ik}^2)} \xi_k,
\]
(B.6)

where \(\zeta_k\) and \(\xi_k\) are standard normal iid, and subscript \(r\) indicates averaging with respect to distribution of \(r_{ikm}\). Simple algebra provides the following results:
\[
E_r (e_{ik}) = \lambda \sum_{m=1}^n \mu_m; \quad \text{var}_r (e_{ik}) = \lambda \sum_{m=1}^n \mu_m^2,
\]
(B.7)

\[
E_r (\theta_{ik}^2) = \lambda \sum_{p=1}^n \sigma_p^2 + \lambda^2 \sum_{p=q}^n \text{cov} (y_p y_q),
\]
(B.8)

\[
\text{var}_r (\theta_{ik}^2) = 4\lambda^3 \sum_{p,q,r} \text{cov} (y_p y_q) \text{cov} (y_p y_r) \text{cov} (y_q y_r)
\]
\[+ \lambda^2 \sum_{p,q} \left[5\sigma_p^2 + \text{cov} (y_p y_q)\right] \text{cov} (y_p y_q) + \lambda \sum_{p=1}^n \sigma_p^4.
\]
(B.9)

Due to asymptotic normality, the terms containing variances in (B.6) have order \(O(n^{1/2})\) and may be neglected when compared with the expectation terms having the order \(O(n)\). If, in addition to that, we also neglect the cross-covariances (not required in numerical computations!), that is, assume that \(\text{cov} (y_p y_q) = \sigma_p \sigma_q \delta_{pq}\), then we come out with (8) in the main text,
\[
S_{ik}(t) = \lambda \sum_{m=1}^n \mu_m + \left(\lambda^2 + \lambda \sum_{m=1}^n \sigma_m^2\right)^{1/2} \eta_{ik}(t).
\]
(C.1)

C. DERIVATION OF (11)–(13)

We calculate statistical characteristics of the processes \(x_i(t)\) satisfying differential equations (9), where \(\eta(t)\) is the OUP satisfying the SDE (7). Spectral density of the latter process is (Gardiner [19])
\[
\Phi(\omega) = \frac{\sigma^2 r_0}{\pi} \frac{1}{1 + \omega^2 r_0^2}.
\]
(C.1)

We introduce new processes, \(\xi_i(t) = \beta_i \delta_i (\exp[\eta(t)] - \exp(\sigma_i^2/2))\). These processes satisfy SDEs
\[
d\xi_i(t) = -\frac{1}{\tau_0} \frac{\sigma_i^2}{1 - \exp(\sigma_i^2)} \xi_i(t) dt + \sqrt{2} \beta_i \delta_i \sigma_i \exp(\sigma_i^2) \, dW_i.
\]
(C.2)

Applying Fourier transform to (9) (index \(i\) is temporarily omitted) we find
\[
R_\alpha(\tau) = \frac{D}{\delta_1} \left[ \frac{1}{\delta} \exp(-\delta |\tau|) \right] \frac{1}{\delta} + \cdots,
\]
where ellipsis stands for the terms obtained by cyclic permutations of \(\beta, \delta, \text{and} \chi\)
\[
D = \frac{2}{\tau_0} \beta_i^2 \delta_i \sigma_i^2 \exp(2\sigma_i^2),
\]
(C.4)
\[
\chi = 1 - \frac{\sigma_i^2}{\beta_i + \delta_i} \left\{ \exp(\sigma_i^2) - 1 \right\}^2.
\]
(C.5)

D. JACOBIAN MATRIX AND EIGENVALUES

In (1), let \(\{p_0^0, r_0^0\}\) be the equilibrium (fixed) point in the 2n-dimensional phase space of the system (1). At this point \(F(p^0) = \beta p^0, \delta p^0 = \gamma r^0\). Let \(\{p_i, r_i\}\) be the deviations from this point, then the quantities \(\xi_i = p_i/p_0^0\) and \(\rho_i = r_i/r_0^0\) satisfy the equations
\[
\frac{d\xi_i}{dt} = \delta_i (\rho_i - \xi_i), \quad \frac{d\rho_i}{dt} = \beta_i \left( \sum_{k=1}^n \Omega_{ik} \xi_k - \rho_i \right),
\]
(D.1)

where \(\Omega = \|dF/\partial p\|\) is the Jacobian matrix. Compound matrix of the system (D.1) (not shown to save space) is the basis for the calculation of eigenvalues. Because \(\Omega\) is a non-symmetric matrix with positive elements, its eigenvalues are complex numbers having, generally speaking, both positive and negative real parts.

Existence of a fixed point is the necessary condition for existence of a stationary solution. Provided all the coefficients in (1) are known, the search for the fixed point \(F(p^0) = (\beta \delta / \gamma) p^0\) may be a difficult task by itself. In order to avoid this problem, which is not central in our consideration, we postulate that a unique equilibrium point for protein concentration \(p^0\) does exist and it is the part of the model parameterization. With this reparameterization, vectors \(r^0\) and \(y\) are expressed through \(\beta, \delta, \text{and} p^0\), as seen in (4), (6), and (D.1).


Table 2

| Size of network, n | Complexity index, I_c |
|-------------------|-----------------------|
| 10                | 10                    |
| 100               | 1.30                  |
| 500               | 1.52                  |
| 1000              | 1.47                  |

Table 2 shows that for a fixed size of the network, the half-width of the center manifold spectrum grows approximately as the logarithm of the complexity index.
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