Persona preparedness: a survey instrument for measuring the organizational readiness for deploying personas
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Abstract
User-centric design within organizations is crucial for developing information technology that offers optimal usability and user experience. Personas are a central user-centered design technique that puts people before technology and helps decision makers understand the needs and wants of the end-user segments of their products, systems, and services. However, it is not clear how ready organizations are to adopt persona thinking. To address these concerns, we develop and validate the Persona Readiness Scale (PRS), a survey instrument to measure organizational readiness for personas. After a 12-person qualitative pilot study, the PRS was administered to 372 professionals across different industries to examine its reliability and validity, including 125 for exploratory factor analysis and 247 for confirmatory factor analysis. The confirmatory factor analysis indicated a good fit with five dimensions: Culture readiness, Knowledge readiness, Data and systems readiness, Capability readiness, and Goal readiness. Higher persona readiness is positively associated with the respondents’ evaluations of successful persona projects. Organizations can apply the resulting 18-item scale to identify areas of improvement before initiating costly persona projects towards the overarching goal of user-centric product development. Located at the cross-section of information systems and human–computer interaction, our research provides a valuable instrument for organizations wanting to leverage personas towards more user-centric and empathetic decision making about users.
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1 Introduction
User-centric decision making is seen as impactful for creating products, services, and information technology that better serves end-user needs by offering optimal usability and user experience (UX) [29, 60, 87, 113]. Human–computer interaction (HCI) researchers have introduced multiple user-centered design techniques that aim to improve organizations’ ability to develop solutions that are user friendly and offer a high-quality UX [22, 107]. One of these techniques
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is personas, originating from HCI in the late 1990s and later spreading to information systems (IS), marketing/business, and other domains that deal with human-centered decision making to improve the usability and UX of systems and products [34, 63, 73, 112]. Personas are fictitious user types [26] that represent the needs, wants, and circumstances of central end-user or customer groups that use or are intended to use a given system, technology, product, or service [46, 55, 75]. Personas are applied in design, communication, software development, marketing, and other processes requiring user-centered thinking [56, 84].

Studies report various benefits associated with personas, such as aligning user understanding and communication within a design team [38, 50], increasing the level of empathy or user-centricity [30, 40, 81], and avoiding self-centered bias in product design and development activities [26, 37]. There is also evidence of persona projects yielding a financially positive return on investment [108], increasing marketing performance [97], and promoting inclusivity and user well-being. Due to their flexible nature, personas can be rapidly deployed for understanding user behaviors during turbulent times, such as the COVID-19 pandemic and other circumstances requiring a rapid understanding of various human segments. An example of a persona profile is shown in Fig. 1.

Fig. 1  Example of a persona profile  (Source:https://s3.amazonaws.com/digitalgov/_legacy-img/2014/12/765-x-570-Complex-Persona.jpg)
hindered by factors such as perceived lack of credibility, accuracy, or usefulness [35, 42, 70, 89, 92]. While prior research has focused on persona perceptions [100] as the explanation for why personas fail, the importance of organizational factors concerning successful persona implementation is often overlooked. Yet, organizational factors tend to play a central role in creating better information systems and products [12, 12, 21, 59]. A crucial observation in this regard is that IS and HCI have “shared concerns” [116] (p. 397) in terms of developing systems that have real-world value and impact – yet, these two disciplines often fail to share literature, theory, and findings; an effort that would benefit both fields [116].

Therefore, in this study, we take the viewpoint that many of the observed challenges with persona projects (an HCI perspective to enhance user-centric thinking and resultant usability and UX) can be attributed to organizations’ lack of readiness for implementing personas (an IS perspective that systems are incorporated in real organizations and adopted by teams with multiple constraints and predispositions). In other words, despite the best intentions of persona creators and the target organization’s willingness to create great products, personas often fail in reality because the organizations lack the required antecedents (“readiness factors”) for successful persona implementation.

As such, the concept of persona readiness addresses the question: “Are we, as an organization, fully equipped to implement personas?” According to our experience of witnessing multiple persona projects, this question is rarely asked before creating and deploying personas, which may partially explain the reported alarming failure cases in organizations. More specifically, the lack of readiness may be associated with the broader organizational scheme of things, including factors such as awareness, culture, skills, and capabilities, and lack of articulation of goals and metrics for persona projects [35, 42, 70, 89].

To remedy such matters, an organization interested in making personas work for them first needs to be aware of the specific issues. This situational awareness provides the organization with the necessary mindset to address specific issues to improve their persona readiness, which, in turn, is aimed at enhancing the success of the overall persona project. This is vital because organizations may not always be aware of what a successful persona project requires in the first place. For example, they may underestimate the effort required for training team members on how to actually use the personas or presume that simply having some customer data enables the creation of high-quality personas for decision making. Based on our experience in the field, spanning many years and multiple persona projects, such conflated expectations are common. For example, many organizations assume that since they have a social media account, they can generate data-driven personas, even though the extent methodologies typically impose specific requirements for the amount and structure of data [6, 51, 53]. This is not to say that people in organizations would be ignored because of a lack of interest—quite the opposite; they want to learn about personas. Nonetheless, the lack of knowledge hinders the success of persona projects within the organizations that employ these people.

Based on the above reasoning, this research addresses the crux of the matter; that there is currently no easy way to systematically gauge the organization’s current state and how well that state is compatible with the optimal environmental circumstances for a successful persona implementation. Towards this end, we develop and validate the Persona Readiness Scale (PRS), a survey instrument to evaluate how equipped organizations are for persona implementation. Our goal for creating the PRS is to make it easily deployable (i.e., not long and difficult to understand) for all types of organizations, while still capturing the essential dimensions of what makes an organization ready for personas. Developing this instrument brings about two key benefits for organizations:

- **Benefit 1:** The PRS helps personas advocates that need tools that help them introduce and diffuse personas more effectively in their organizations.
- **Benefit 2:** The PRS helps practitioners carry out evidence-based interventions that improve the organization’s readiness to initiate persona projects.

This study builds upon prior work [98]. The current study considerably expands that work, by adding a more in-depth literature review, providing a pilot study that modifies the items and also adds some new ones, collecting an extensive empirical sample of more than 300 organizations, as well as conducting a statistical analysis to validate the scale with an extensive sample of respondents. Thus, the validated scale substantially improves the first version based nearly solely on a review of the literature and not empirically used in the field, and it demonstrates why it is critically important to report the results and the process of obtaining the results. Overall, the scale can be of interest to scholars and practitioners working in various fields, including IS/HCI researchers, cognitive ergonomists, software and system designers, and strategic management.

### 2 Theoretical background

Personas are imaginary people representing real users of unique user segments [26], and personas are an HCI technique that is one of the closest to incorporating human embodiment for design tasks, with the possible exception of direct user feedback [27]. Personas represent the goals, needs, and wants of a readily distinguishable audience,
customer, or user groups [8, 46, 77] by presenting this information in a digestible format. Personas are applied in research and industry [2]. A longitudinal literature review of HCI research has shown that personas are continuously deployed and studied [36]. Personas are deployed in requirements systems engineering, development of products, UX/UI design, user support requirements, advertising, marketing, and other user or customer understanding fields [10, 23, 24, 37, 47, 84]. Personas are nearly always presented in profiles displaying various information fields, such as pictures, names, demographics, and the goals and wants of the persona [76, 91]. The overall aim of personas is to assist designers in empathizing with various users [9, 65]. Therefore, personas are key instruments for the user-centered design of products or services.

Criticism of personas is common in the literature, however. Often, the criticized aspects include the lack of methodological robustness, small sample sizes, lack of accuracy and precision, difficulty of evaluation, and unproven use cases and benefits [24, 35, 48, 70, 89, 93]. Roughly speaking, the points of critique can be categorized to persona creation, evaluation, and implementation [93]. While there are certainly challenges in all these areas [48], one of the key issues is that personas are often not correctly implemented in organizations. For instance, Rönkkö et al. (2004) report a case where applying personas to a software development project failed, specifically arguing that “The problem was not with the user; socio-political factors in the branch in which the software was developed proved to be of much greater importance.” (p. 112). Nielsen and Storgaard Hansen [77] explicitly mention lack of organizational maturity as a possible root cause for persona failure, whereas Seidelin et al. [103] present preliminary evidence of the association between persona success and UX maturity. In a user study by Billestrup et al. [17], one participant argues that lack of maturity was blocking the organization’s implementation of personas: “I would like to introduce personas in my current employment but the company needs to be at a higher level of maturity before it would make sense.” (p. 256). This quotation contains insightful thinking in that personas require certain prerequisites from the organization, which are often ignored.

Overall, these findings imply that organizational factors, such as participation, empowerment, and the development of routines influence the success of persona projects [89]. Consequently, demonstrating the real benefits of personas for an organization has proven to be difficult. Findings from empirical persona studies [35, 70, 78] support the notion that organizational factors are highly influential for persona projects’ eventual success or failure. Therefore, two logical extensions follow: (a) organizations, in some cases, may not possess the adequate readiness for taking on personas, and (b) organizations may vary by their readiness for personas.

To this end, reviewing persona studies,1 we devised a list of possible indicators that characterize the extreme cases of low and high persona readiness. ‘Possible’ means that these indicators are directly or indirectly implied but typically not empirically shown in previous studies.

More precisely, organizations with low persona readiness exhibit the following qualities:

- Do not perceive a need for personas. Do not consider personas important. Do not think personas would be useful.
- Do not think user understanding is crucial. Do not think empathy is needed for understanding users, defining requirements, and making product decisions.
- Do not understand the concept of personas. Do not have a clear picture of applying personas in real use cases.
- Do not have a “champion” for personas. Do not have a budget for persona creation and implementation. Do not provide training for team members about personas.
- Do not actively collect user data. Do not have much user data. The user data is dated. The user data is shallow.
- Do not have data science expertise. Do not have advanced user segmentation know-how.
- Do not have a plan for implementing personas after their creation. Do not have goals for persona use. Do not have clear use cases. Do not have defined quantitative metrics for goal attainment.

In turn, organizations with high persona readiness exhibit the following qualities:

- Perceive a need for personas. Consider personas important. Think personas would be useful for them.
- Believe user understanding is crucial. Believe empathy is needed for understanding users, defining requirements, and making product decisions.
- Understand the concept of personas. Have a clear picture of applying personas in real use cases.
- Have a “champion” for personas. Have a budget for persona creation and implementation. Provide training for team members not familiar with personas.
- Actively collect user data. Have much user data, including behavioral and demographic information on the users. The user data is updated. The user data is rich, including user interviews or written feedback.
- Have data science expertise. Have advanced user segmentation know-how.
- Have a plan for implementing personas after their creation. Have quantitative goals for persona use. Have defined clear use cases. Have defined quantitative metrics for goal attainment.

1 See Appendix 1, Table 20.
These characteristic differences in organizations’ persona readiness can possibly explain the divergent views in the literature, with some authors arguing that personas are not applicable [89] and others arguing they are applicable [77]. If organizational readiness for personas indeed varies and affects the success of a project, it would be a grave mistake for an unready organization to engage in a persona project. This would reflect premature commitment and result in skepticism towards the method. In turn, if the organization is able to quantify its readiness, it can then systematically work towards improving its readiness along specific dimensions or indicators. This conceptual starting point is the offset for the development of the PRS, an instrument for measuring organizational readiness for persona implementation.

3 Methodology

3.1 Research strategy

An essential question that follows from the premises posed is how to measure organizational readiness for personas? Conceptually relevant constructs and items from other research domains can be adapted for this objective. Therefore, we need to first establish a conceptual understanding of the facets of persona readiness. We begin by investigating technology readiness and maturity scales from existing literature so as to identify constructs and items (i.e., statements, questions) that researchers have developed to measure the readiness/maturity of an organization to adopt user-centered technologies, such as big data, analytics, UX tools, or data science. Our premise is that the readiness for such technologies reflects the readiness for other user-centric design methods, such as personas.

The goal is to make the scale applicable to different persona types, including qualitative, quantitative, and mixed-method personas [48]. This means the scale needs to address different capabilities and skills for persona creation. For example, it needs to include indicators that assess the organization’s ability to work with data-driven personas [49, 72], which are a subtype of quantitative personas that rely on data science algorithms and online analytics data. This implies that the development of the scale can benefit from studies that have developed instruments for measuring technology readiness, analytics readiness, Big Data readiness, or artificial intelligence (AI) readiness.

Furthermore, readiness and maturity models regarding user experience (UX) and related applications [25, 33, 66, 102] can offer inspiration because “maturity” is conceptually similar to “readiness” [102]. The main difference in our understanding of readiness is that it offers an insight into the preparedness for starting with personas rather than the maturity of using personas. Therefore, it is necessary to develop a new instrument to specifically address aspects of readiness to implement personas, rather than the maturity of using them—but, in this process, dimensions and items from technological and UX maturity should be considered a source of inspiration. As personas contain specific considerations, existing maturity scales may not be directly applicable to the context of personas, and a new scale explicitly developed for personas is needed.

3.2 Literature searches and screening

Conceptually, readiness has the connotation of being ready (or not) to start a persona project. In other words, the question is “Is your organization ready to start with personas?” Naturally, the question could also be formulated as “Is your organization mature enough for personas?”, which implies a conceptual linkage with the various (technology) maturity models in HCI and IS research. Therefore, we included both concepts, readiness, and maturity in our literature searches to find conceptually relevant source material.

Following this premise, the search strategy was based on first defining seed terms that are likely to find relevant scales to inspire the development of our scale. These seed terms were as follows:

+ technology, analytics, “big data”, “artificial intelligence”, “data science” AND readiness OR maturity AND scale OR instrument

The seed terms were combined into different search phrases (e.g., + technology + readiness + scale), resulting in 20 such combinations (shown in Appendix 1). Searches with these phrases were then conducted in Google Scholar and Science Direct. In total, Google Scholar yielded 2,734,310 results in total, while Science Direct yielded 158,582 results in total. We reviewed only the top results (i.e., those located in the first ~ ten search result pages; we found that increasing the number from this did not bring any more relevant results) for each search phrase because of the high number of articles located. The breakdown of the number of results per search and the number of screened results can be found in Appendix 1. In total, we screened 2,979 articles in a process that took several days of work from two researchers (Fig. 2 illustrates this process).

The screening was done by reviewing the abstract texts. Two researchers responsible for the screening looked for any mentions in the abstract that the article develops a technological readiness or maturity scale. Based on the screening,
the overwhelming majority of the articles did not actually develop a scale but either applied one or presented conceptual ideas without mentioning empirical validation. In total, 52 articles were identified for full-text reading. Overall, the vast majority of the screened articles were found irrelevant, which implies that the literature searches could have been narrowed down more efficiently. However, in the end, we were able to find a satisfactory number of articles that provided the necessary inspiration for the development of the scale.

The corresponding full-text articles were then downloaded and reviewed. The inclusion or exclusion decisions were made case-by-case among two researchers that were responsible for this research step. We only included peer-reviewed full articles (e.g., no theses or workshop papers) that developed a scale for technology readiness or maturity focused on organizations (not on users or consumers) and included a full list of measurement items (not only examples) available in the article or in its appendices. The exclusion reasons are shown in Table 1. In total, 45 articles were excluded (86.5%), with seven articles (13.5%) remaining. Appendix 1 shows the included and excluded articles.

### Table 1 Reasons for excluding articles in eligibility assessment

| Reason for exclusion                                      | n   | % of excluded |
|----------------------------------------------------------|-----|---------------|
| no items                                                  | 32  | 71.1%         |
| not peer-reviewed full paper                             | 5   | 11.1%         |
| exemplary items only                                      | 3   | 6.7%          |
| not available for download                               | 2   | 4.4%          |
| focuses on consumers, not organizations                  | 1   | 2.2%          |
| does not correspond to our readiness definition           | 1   | 2.2%          |
| duplicate from same authors                               | 1   | 2.2%          |
| Total                                                    | n=45| 86.5% of total assessed |

4.3 Development of constructs and items

We then recorded each construct (i.e., the phenomenon that the study measures) and item (i.e., a statement or question for organizational decision makers) from the qualified seven articles in a spreadsheet. The identified constructs (n = 42) and items (n = 155) were used as inspiration to create the PRS. This process included (a) removing redundant items that refer to the same idea and (b) modifying/rewriting the items so that their content is relevant for the concept of persona readiness. The inspirational constructs and items, along with their assessment of relevance for personas, can be seen in Appendix 1.

4.4 Scale dimensions and items

Table 2 shows the dimensions of the first version of the PRS.

---

4 See Appendix 1, Table 22.

5 See Appendix 1, Table 23.
connotations (“bad reputation”) may be associated with the concept of personas among some stakeholders as a non-serious or non-useful tool [93], and management support may be lacking [77]. In contrast, organizations that are ready for personas perceive them as beneficial (at least potentially) and view personas as feasible to implement [61]. In other words, there is a recognized “need” for personas within the organization. Prior research postulates that the perceived need for technology can vary by organizational level [64]. This may also be the case for personas, as their potential benefits are associated with different job roles in the organizational hierarchy [92]. For example, senior management may perceive personas as important for strategic decisions; middle management for tactical decisions and planning; and operational staff (e.g., software developers, designers, and user support) for user-centric design choices in their daily work.

4.2 Culture readiness

Culture readiness (CR) and its items are inspired by the Organizational Culture Readiness (OC) [61], Cultural Readiness (CL) [64], Culture (CU) [13], Customer Orientation (CO) [62], Market Orientation (MO) [117], and Developmental Culture (DC) [62] constructs in related literature. As can be seen from the large number of similar constructs, culture is widely recognized as an important antecedent to technology adoption. An example item is, ‘User understanding is crucial for us.’ As such, CR aims to capture the organization’s commitment to understanding users in general, i.e., their adherence to user-centered thinking [62]. Whereas NR focuses on personas, CR more broadly measures the degree of customer orientation. It is possible, for example, that the organization has a customer-driven culture, but they do not perceive the need for personas. Nonetheless, if they have a customer-centric culture, they are readier for personas than an organization that does not consider customer understanding important. CR contains the aspect of empathy that, as an integral part of the user-centric decision-making process, arises from the persona literature [26, 37, 69, 77]. The premise is that empathy is enhanced by personas and results in more user-centric (and therefore better) design and product development choices.

4.3 Knowledge readiness

Knowledge readiness (KR) is inspired by the Cognitive readiness (CG) [64] and Employee Engagement (EE) [86] constructs in related literature that deal with possessing relevant information for effective decision-making. An example item is, ‘We know how to use personas.’ To this end, KR involves basic understanding of the concept of personas among the team members and experience in applying personas in real use cases. Lack of experience and know-how of personas can be detrimental to their application [95, 97] simply because any questions, doubts, and lack of reference examples hinder a stakeholder’s ability to make use of personas in a meaningful way. Furthermore, a lack of clarity on what personas are and how they are used can make them appear abstract, impersonal, and untrustworthy to stakeholders [70]. As such, a foundational understanding of the persona concept and the ways personas are used as design tools is required for a persona-ready organization.

4.4 Resource readiness

Resource readiness (RR) and its items are inspired by the Resource Readiness (RR) [64], Employee Involvement (EI) [61], Partnership Readiness (PR) [64], Facilitating Conditions [110], and Training (TA) [13] constructs in related literature. An example item is, ‘Training is available for team members not familiar with personas.’ Overall, RR relates to the availability of crucial resources for the persona project along the persona lifecycle of the steps of creation, evaluation, and implementation [2]. Lifecycle thinking is important, as organizations might not properly follow through with persona application after their creation, instead of having an attitude of personas being a one-time analytical exercise [88, 89]. The consensus in the persona literature, which is also
paralleled in technology adoption literature (e.g., CRM systems [45]), is that the mere set-up of a tool is not adequate to guarantee that relevant stakeholders will use it in their actual jobs. Hence, resources need to be directed to ensure successful creation and adoption. The necessary resources at different stages of the persona project may be provided by in-house personnel or an external consultancy. Moreover, the organization benefits from appointing one or more points of contact with the responsibility to ensure the success of the persona project, which includes ensuring that the personas are updated for the organization’s needs [52]. This person is sometimes characterized as a “persona champion” [71, 111]. Finally, formal training ought to be provided for the team members not familiar with personas, as major questions typically surround personas, involving aspects from their creation (e.g., “Where is this information coming from? Can I trust it?”) to their application (“How can I actually use this for my job?”).

4.5 Data and systems readiness

Data and systems readiness (DR) and its items are inspired by the IT readiness (IT) [64], Technology compatibility (TC) [117], and Technological Orientation (TO) [62] constructs in related literature. An example item is, ‘We actively collect user data.’ Therefore, DR refers to activities supporting the creation of high-quality personas [23, 24]. Generating data-driven personas that are frequently updated is characterized by the repetitive collection of user data. When using large datasets of online users, organizations need to be able to wield big data for persona creation, characterized by volume, variability, veracity, and velocity [105]. In addition, the data has to satisfy the requirements of creating truthful and diverse persona sets that contain complete information to be helpful for decision-making tasks. Therefore, this “rounded persona” principle asserts stringent requirements on what variables to store and information to extract. The exact data requirements depend on the applied persona creation approach [48]. Typically, personas contain information about behaviors, demographics, goals, and needs [76, 91], therefore requiring that the organization has access to diverse and rich datasets about their users.

4.6 Capability readiness

Capability readiness (BR) is inspired by the Big Data Capability (BC) [62], Data Analysis Expertise (DA) [13], Analytical Skills (AS) [85], and IT & Data Skills (DS) [85] constructs. An example item is, ‘We have advanced know-how on user segmentation.’ Overall, BR involves technical competence to operate systems and data required for data-driven persona generation [53]. This includes knowledge of algorithms, user data structures, databases, and external data sources such as APIs [53, 54], as well as a sound understanding of user segmentation principles and how these relate to statistical techniques such as dimensionality reduction or clustering [44] that are typically used for persona generation [5, 6]. As with data, the exact required capabilities depend on the applied persona creation approach (qualitative, quantitative, or mixed [74]).

4.7 Goal readiness

Goal readiness (GR) and its items are inspired by the Measurement System Readiness (MS) [61], Policy Orientation (PO) [117], and Communication and Policy Application (CP) [13] constructs. An example item is, ‘We have clearly defined use cases for personas.’ Thus, GR refers to implementing tracking of performance outcomes. If personas are left unattended after their creation, the effort put into the project can easily be wasted [19, 24]. Personas also need to support achieving the team’s goals to make the team receptive to personas [88, 103]. For these reasons, performance metrics (e.g., marketing outcomes, user satisfaction) are required to gauge the success of the persona project. The metrics should be aligned with an implementation plan (i.e., a list of campaigns/projects/activities/programs where personas are to be applied, along with a description of who and by whom), and concrete goals (e.g., ‘deploying personas will improve user satisfaction by 15% within six months of the introduction of the finalized personas’).

4.8 Measurement items before validation studies

Table 3 shows the twenty-two items of the PRS after the literature review and prior to pilot testing. The next research steps involve (a) a qualitative pilot study to clarify that the statements in the PRS make sense to participants (clarity, content) and (b) statistically testing that the items load appropriately to the proposed dimensions.

5 Validation studies

When developing a new scale, researchers may have preconceptions of how items will be structured beforehand; nonetheless, various types of testing are needed to determine the number of latent factors and the structure of the items [79]. Therefore, after devising the constructs and items for the initial version of the PRS, we conducted several validation steps (see Table 4). The steps rely on mixed methods, i.e., both qualitative and quantitative techniques are used [109] to increase the robustness of the results.

Validation proceeds in several stages. First, we carry out a qualitative pilot study (PILOT SAMPLE, \( n = 12 \)) in order to evaluate if the items are suitable and/or if some aspects of persona readiness are missing. Second, we carry out a
quantitative evaluation study to examine the scale validity from a statistical point of view. This involves conducting (a) an exploratory factor analysis (EFA) to determine a fitting solution of factors and items (EXPLORATORY SAMPLE, \(n = 125\)) and (b) a confirmatory factor analysis (CFA) to assess the applicability of the scale on yet another sample (CONFIRMATORY SAMPLE, \(n = 247\)). The use of multiple steps and independent samples increases the robustness of the validation. Finally, the test the nomological validity – whether the scale correlates logically with constructs with which it is supposed/likely to be correlated (Yi and Gong, 2013) – by calculating the correlation of the scale and subscales with the scale measuring the perceived successfulness of a persona project.

6 Pilot sample: qualitative pilot study

6.1 Participants

A pilot study was conducted to confirm whether the questions in the PRS make sense, i.e., to achieve construct validity (that the PRS indeed measures persona readiness) and content validity (that the PRS is not missing critical aspects).
In this process, we investigated the overall structure of the survey and obtained modifications based on the feedback from participants experienced with personas and considered as experts in this context.

The participants for the pilot study were recruited by leveraging professional networks, cold messaging on a professional social network (LinkedIn), and using the initial interviews to snowball additional participants. Applying these techniques yielded a total of 12 participants (R), ranging from UX designers to executives (see Table 5). These individuals were considered eligible based on the following criteria: (a) the participant is currently working with or has worked with personas, (b) the total roster of participants has diversity in terms of gender (7 were females, 58.3%), age (M = 37.2, SD = 8.7), domain, and (c) the level at which the participants work with personas is varied, including operational (n = 5), tactical (n = 5), and strategic (n = 2) decision making.

### 6.2 Procedure

The participants were invited for 30-min individual interviews (M = 30.2, SD = 4.5 min) over Microsoft Teams. The interview format was based on the think-aloud method [31] combined with a semi-structured interview [39]. The participants shared their screens, and as they went through the survey, they would tell us what the questions made them think of and why they answered the way they did. After the questionnaire, we posed follow-up questions about the survey to get a sense of what was good, and what could be improved, as well as asking the participants for their own opinion on their organization’s persona readiness. Content validity (i.e., the extent to which the scale represents all facets of a given construct) was assessed by asking the participants if the scale was missing something important for measuring persona readiness in organizations. The interviews were recorded and transcribed verbatim, and the transcriptions were used as the foundation of an affinity diagram where we grouped the statements from the interviews based on their similarities [106]. This served as the basis for the improvement of the survey. Furthermore, we tabulated the results of each participant to see how they performed on the PRS (see Appendix 26).

### 6.3 Results

Based on the feedback from the pilot study participants, several modifications were made to the survey. These modifications were based on the insights which were given both during the survey, as well as the follow-up interview. In practice, the researchers that were in charge of the pilot study reported their findings to the other researchers, and the proposed modifications were discussed one at a time. Table 6 shows the PRS after the pilot study modifications. Thereafter, we explain the main reasoning behind the changes.

Even though it was stated that the participants were supposed to answer based on their entire organization, many were confused by this (e.g., R1, R3, R5, R6, R7, R9, R11). This was particularly highlighted in the cases where the primary working force in the organization was workers on the ground floor, like dairy workers, farmers, or ship crews (e.g., R1, R5, R7, R8, R10, R11). In these cases, the participants would sometimes place their answer somewhere in the middle, for example, by concluding that if someone in my organization never uses personas

### Table 5 Participant information (SAMPLE 1)

| Age     | Gender | Job position                  | Industry                          |
|---------|--------|-------------------------------|-----------------------------------|
| R1 45–55 Male  | Design Community Lead       | Logistics and Supply Chain*       |
| R2 45–55 Male  | Head of Business Processes, Director | Information Technology and Services |
| R3 25–35 Female | Product Design Manager     | Information Technology and Services |
| R4 25–35 Male  | Head of Design              | Financial Services                |
| R5 45–55 Female | Digital Communications Manager | Dairy*                            |
| R6 25–35 Female | Industrial Researcher      | Computer Software                 |
| R7 35–45 Female | Customer Insights Manager  | Logistics and Supply Chain*       |
| R8 45–55 Male  | Lead Product Design Strategist | Logistics and Supply Chain*       |
| R9 25–35 Male  | UX Designer                 | Dairy*                            |
| R10 25–35 Female | UX Designer               | Dairy*                            |
| R11 25–35 Female | UX Designer                | Dairy*                            |
| R12 25–35 Female | Consultant                | Machinery                         |

*Indicates the same organization

*a Categorization provided by LinkedIn

---

6 https://www.dropbox.com/s/n3g7kl8op24mpo7/APPENDIX%202_PRS.xlsx?dl=0.
(Strongly Disagree), but my department uses personas a lot (Strongly Agree), then my answer must be somewhere in the middle (Neutral). To address this issue, a definition for the organization was added: “When answering the questions, choose the organization level you are most familiar with. This could be a team, department, division, or the whole company.”

Pilot study participants were all familiar with personas, but this might not be the general case for everyone completing the survey. Therefore, a persona definition was provided, with an example of what a persona could be like: “Personas are fictional persons representing a group of similar users or customers of a product or service. For example, ‘Loyal Larry’ could represent a loyal middle-aged customer who habitually buys your product when visiting a supermarket.” Despite the fact that the PRS is primarily targeted at organizations that do not yet use personas, to scope their readiness, it is possible that organizations that already have created personas or used them in the past will take the survey. This information can be valuable for later analysis, so we added a question about the current status of the organization, where participants can select one or several options: “Our organization is planning to create personas.”; “Our organization has already created personas.”; “Our organization is actively using personas.”; “None of the above.” In addition, we ask if the respondent thinks their answers apply to themselves only, their team only, their department or division only, or the whole organization.

None of the participants we had recruited worked with personas in a quantitative manner; therefore, there was confusion surrounding how they would even consider quantitative goals. Therefore, we revised GR02 by removing the word “quantitative”, as persona use can have any type (also qualitative) of goal. We split GR04 into two separate statements, one addressing the measurement of efforts that personas are a part of and the other asking if the organization directly measures the effect of persona use (GR4 and QR5 in Table 6).

The items had initially been provided in one list in randomized order. However, several participants found the order of items to be confusing, which led us to disable randomization in the final implementation. In addition, we divided the items into separate sections and provided reasoning for them (i.e., the definition of the dimension), to address the lack of context that some participants expressed. As a result, completing the survey was considered more fluent and logical.
To address this issue, we added a new question that is not part of the PRS but is still asked from the respondents as background information, namely, “Please choose the option that best describes your organization.”. Through this, we can examine how different maturity levels affect PRS scores. For example, it is possible that an organization has already created personas but is not really ready for them. Our survey would ideally show this discrepancy, helping to explain the results of the persona project.

7 Validation SAMPLES: quantitative validation studies

We collected two independent, non-overlapping samples for the quantitative scale validation, referred to as the EXPLORATORY SAMPLE and the CONFIRMATORY SAMPLE. The EXPLORATORY SAMPLE was used for exploratory factor analysis, and the CONFIRMATORY SAMPLE was used for confirmatory factor analysis. The two samples were collected to enable exploratory and confirmatory factor analyses on separate samples. In the following section, we describe these samples.

7.1 Participants

7.1.1 Recruitment

The purpose of the validation study was to statistically evaluate the scale’s reliability and validity. For both samples, a carefully selected number of participants from the online survey platform Prolific was recruited. Prolific has been used in several persona user studies in the past [94, 96, 99, 100], and its data quality has been found satisfactory for academic research [82, 83]. We applied custom prescreening to increase the validity of the responses with the following sampling criteria:

- Minimum Age: 23, Maximum Age: 62 (inclusive)—the purpose was to focus on those in active work life
- United Kingdom, United States, Ireland, Australia, and New Zealand—the purpose was to focus on predominantly English-speaking countries to avoid misunderstanding of the questions
- Student Status: No—the purpose was to focus on those in active work life
- Excluding self-employed individuals—the purpose was to focus on people working in organizations larger than one person
- Employment status: Full-time—the purpose was to focus on people actively engaging in work life on a full-time basis
- Organizational tenure: excluding those with less than five months—the purpose was to focus on people that have an adequate understanding of their organization; hence a minimum tenure was required.

Piloting the PRS among the research team showed an average response time of approximately 15 min. Based on this estimate, we set the compensation rate in Prolific. To offer the participants a fair compensation for their time, we set a reward that exceeded the minimum National Living Wage for those aged 23 and over in the United Kingdom (based on the rate of April 2021). To set the sample size for the CONFIRMATORY SAMPLE, we applied the common rule of thumb of 10:1 person-to-item ratio [114]. As there were 25 items, 250 respondents were recruited from Prolific. We collected a smaller number of 125 participants for the EXPLORATORY SAMPLE, as confirmatory factor analysis tends to require more participants to show meaningful results [57] relative to exploratory. We ensured that no participants were included in the two samples by first collecting the EXPLORATORY SAMPLE, and then excluding the participants in this sample (based on their Prolific ID) from the data collection job of the CONFIRMATORY SAMPLE. Three participants in the CONFIRMATORY SAMPLE failed an attention check question, and were removed, leaving \( n = 247 \) for the analysis. No participants from the EXPLORATORY SAMPLE were removed.

7.1.2 Description

In the following, the inline figures report the EXPLORATORY SAMPLE, and the figures in parentheses are for the CONFIRMATORY SAMPLE. Seventy-four (59.2%) participants were female (CONFIRMATORY SAMPLE: \( n = 125 \), 50.6%). The average age of the participants was 39.8 years (SD = 9.4) (CONFIRMATORY SAMPLE: \( M = 39.5 \), SD = 9.2). In other words, the demographic composition of the samples was similar. The participants’ average work experience in their current company was 12.1 years (SD = 7.8) (CONFIRMATORY SAMPLE: \( M = 13.6 \), SD = 8.7). In the CONFIRMATORY SAMPLE, around half (47.0%) of the participants had used personas or were still using them. In contrast, the EXPLORATORY SAMPLE had relatively fewer people experienced with personas (see Table 7).

The industries where the participants were working were varied (see Fig. 3), but focused on education, healthcare, retail, government, and information technology (for both samples). The EXPLORATORY SAMPLE has a slightly

\( ^7 \) Obtained from https://www.gov.uk/national-minimum-wage-rates (April, 2021).
more pronounced representation of software and banking, whereas the CONFIRMATORY SAMPLE has more participation from social care and local government. However, as a whole, both samples contain professionals from many fields.

In both samples, most participants were working for large enterprises (see Table 8). Job titles were highly varied, representing dozens of different positions. In the EXPLORATORY SAMPLE, the most common job titles included Manager ($n = 37, 29.6\%$), Assistant ($n = 10, 8.0\$), Administrator ($n = 7, 5.6\%$), and Officer ($n = 6, 4.8\%$). In the CONFIRMATORY SAMPLE, the most common job titles included Manager ($n = 61, 24.7\%$), Head of Department ($n = 10, 4.0\%$), Assistant ($n = 10, 4.0\%$), Analyst ($n = 9, 3.6\%$), Supervisor ($n = 8, 3.2\%$), and Engineer ($n = 7, 2.8\%$), with the rest of the participants working in various other occupations (see Table 9). In both samples, close to a third of the participants indicated that their organization had created and was using personas (see Table 10). Roughly the same number of participants had not created nor planned to create personas. Around one-fifth of the participants were...
either planning to create personas or had created personas but were not actively using them.

The participants were asked to name the organization they work for so that we could ascertain how many different organizations the sample has. Out of the combined number of participants in both samples \(n = 372\), 348 (93.5%) named their organization. We sorted the organization names alphabetically to identify duplicates. As a result, 15 organizations had two participants, one organization had three participants, and one organization had 10 participants; the rest of the organizations had one participant. Therefore, the number of unique organizations was: \(348 - ((30 - 15) + (3 - 1) + (10 - 1)) = 348 - 26 = 322\). However, given that there were 24 participants (6.5% of the total) that refused to disclose their organization, we can presume that some of these might have been the same organizations mentioned by the other participants. The proportion of duplicates among the non-disclosed participants can be estimated using the fraction of deduplicated organizations over the total number of organizations: \(348 - 322)/348 = 7.47\%\). Applying this factor to the total number of participants in the combined sample, along with dropping the duplicate organizations, yields: \(372 - 26 - (0.0747 * 24) = 344.2 \approx 344\) organizations, which we estimate as the number of participating organizations.

### 7.2 Procedure

The participants in both the EXPLORATORY SAMPLE and the CONFIRMATORY SAMPLE were shown the refined PRS statements (Table 6). The participants responded by expressing their agreement with each statement using a five-point Likert scale that ranged from 1 (Strongly disagree) to 5 (Strongly agree) with the additional option “Do not know”. The “Do not know” option should not have any impact on the calculated scores. In other words, when composite scores are computed, selecting “Do not know” will not interfere with the calculation so long as means are used rather than sums [28]. For the purposes of the validation exercise, “Do not know” (26.61% of the participants had selected it in one or more items in the EXPLORATORY SAMPLE, and 21.05% in the CONFIRMATORY SAMPLE) were imputed using Markov Chain Monte Carlo (MCMC) imputation [115] to preserve as much data as possible.

### 7.3 EXPLORATORY SAMPLE: exploratory factor analysis

The exploratory factor analysis (EFA) was conducted on the entire pool of questions, using the designated EFA sample and Principal Component estimation. As it was expected that some degree of correlation would emerge between the factors, an oblique rotation method—Direct Oblimin—was used [1, 41, 67]. We began by evaluating the data adequacy for the purposes of EFA. First, the normality of the data was assessed for each item through their skewness and kurtosis. All of them were under the absolute value of 3, indicating that all items had a sufficiently normal distribution [57], as shown in Table 11.

Second, we evaluated Kaiser–Meyer–Olkin (KMO), which yielded a value of 0.919, and additionally, Bartlett’s
test of sphericity was significant \(\chi^2(300) = 2537.411, p < 0.001\), indicating that the data is adequate for EFA [41, 67]. A final evaluation was done for each item through their Measures of Sampling Adequacy (MSA), obtained through the main diagonal of the anti-image matrix—all of them were above the 0.50 threshold, and as such, none were candidates for removal [41]. In order to ascertain the optimal number of factors, three criteria were employed: (a) Kaiser’s criterion (> 1 eigenvalues), (b) extracted variance, and (c) scree plot interpretation. The first two can be seen in Table 12. Accordingly, a single factor accounted for 50.9% of variance, meeting the minimum threshold of 50% [67], and as such, this criterion contributed little to determining the optimal number of factors. Visual inspection of the scree plot revealed a sharp inflection point at the two-component mark, and another one to a lesser degree at the four-component mark, indicating these as potential solutions. Finally, Kaiser’s criterion points towards a four-factor solution. Therefore, we explored this solution first, which is shown in Table 13.

The 4-factor solution, which explained 68.4% of variance, departed substantially from the theoretically expected and designed structure, with items from various dimensions coalescing into a singular factor (with the notable exception of DR—Data and systems Readiness. Some items with low loadings and relevant cross-loadings were also noted. This solution was deemed impracticable due to its substantial disconnection from the underlying theory; as such, and as the scale was designed to accommodate six dimensions, a forced extraction of 6 factors was attempted. This solution, explaining 75.6% of the variance is shown in Table 14.

The six-factor solution was equally problematic; Capability Readiness (BR) loaded into the same factor as Goal Readiness (GR), albeit with unsatisfactory loadings, whereas

| Item | Min | Max | Mean | SD  | Skewness | Kurtosis |
|------|-----|-----|------|-----|----------|----------|
| CR1  | 2   | 5   | 4.59 | 0.568 | -1.299 | 2.223    |
| CR2  | 2   | 5   | 4.54 | 0.628 | -1.460 | 2.806    |
| CR3  | 1   | 5   | 3.58 | 0.996 | -0.476 | -0.093   |
| CR4  | 1   | 5   | 3.77 | 1.128 | -0.859 | -0.012   |
| CR5  | 1   | 5   | 3.70 | 1.102 | -0.738 | -0.079   |
| CR6  | 1   | 5   | 3.13 | 1.192 | -0.151 | -0.823   |
| KR1  | 1   | 5   | 3.58 | 1.155 | -0.663 | -0.433   |
| KR2  | 1   | 5   | 3.53 | 1.199 | -0.632 | -0.567   |
| KR3  | 1   | 5   | 3.38 | 1.117 | -0.605 | -0.42    |
| RR1  | 1   | 5   | 3.31 | 1.312 | -0.357 | -1.015   |
| RR2  | 1   | 5   | 3.22 | 1.131 | -0.360 | -0.638   |
| RR3  | 1   | 5   | 2.52 | 1.082 | 0.262  | -0.913   |
| DR1  | 1   | 5   | 3.57 | 1.215 | -0.680 | -0.498   |
| DR2  | 1   | 5   | 3.82 | 1.219 | -0.860 | -0.318   |
| DR3  | 1   | 5   | 3.63 | 1.207 | -0.594 | -0.685   |
| DR4  | 1   | 5   | 3.78 | 1.109 | -0.963 | 0.217    |
| BR1  | 1   | 5   | 3.54 | 1.083 | -1.006 | 0.432    |
| BR2  | 1   | 5   | 3.73 | 1.070 | -0.888 | 0.278    |
| BR3  | 1   | 5   | 3.21 | 1.296 | -0.348 | -0.982   |
| BR4  | 1   | 5   | 3.37 | 1.152 | -0.570 | -0.364   |
| GR1  | 1   | 5   | 3.22 | 1.233 | -0.431 | -0.916   |
| GR2  | 1   | 5   | 3.13 | 1.245 | -0.347 | -0.956   |
| GR3  | 1   | 5   | 3.24 | 1.301 | -0.402 | -1.054   |
| GR4  | 1   | 5   | 3.19 | 1.225 | -0.317 | -1.046   |
| GR5  | 1   | 5   | 3.03 | 1.193 | -0.190 | -1.036   |

Table 12 Summary of eigenvalues and extracted variance

| Component | Eigenvalues | % of Variance | Cumulative % |
|-----------|-------------|---------------|--------------|
| 1         | 12.721      | 50.883        | 50.883       |
| 2         | 1.888       | 7.552         | 58.435       |
| 3         | 1.299       | 5.194         | 63.630       |
| 4         | 1.190       | 4.761         | 68.391       |
| 5         | 0.968       | 3.870         | 72.261       |
| 6         | 0.843       | 3.373         | 75.634       |

Table is truncated at 6 components since further solutions beyond this threshold were not considered. Original table considered up to 25 components (explaining 100% of variance)
Culture Readiness (CR) was spread over various factors with cross-loadings. However, steps could arguably be taken to produce a statistically valid structure for Confirmatory Factor Analysis, based on either the four- or the six-factor solution; both of those departed significantly from the theory-supported constructs. As good practices dictate that factor analysis should not be disconnected from empirical considerations [57, 68], and it is not uncommon for EFA structures to be dropped at the confirmatory stage [68], it was opted not to pursue an EFA-derived solution, but rather attempt a CFA using the designed structure, leaving open the possibility of falling back to an exploratory approach to the CFA if required in order to attain a final solution which is both statistically sound and theory-compatible.

7.4 CONFIRMATORY SAMPLE: confirmatory factor analysis

7.4.1 Procedure

Confirmatory factor analysis (CFA) is a statistical technique used to verify the factor structure of a set of observed variables [57]. Model estimation was done using Maximum Likelihood, the most common option and robust to potential deviations from normality [11, 68]. CFA models are generally evaluated based on various fit indices [43]. For this analysis, we employed the \( \chi^2 \) goodness-of-fit test [14] and its \( \chi^2 \) statistic [16], the \( \chi^2/df \) index [11], the comparative-fit index (CFI) [15], the parsimony-adjusted variant of CFI—PCFI [68]—the root-mean-square error of approximation (RMSEA) [104], and finally, for adjudging improvements across model iterations, we employ Akaike’s Information Criterion (AIC) [7] and the Browne-Cudeck Criterion (BCC) [68]. As mentioned in the previous section, it was opted to not conduct a specification of the EFA-extracted structure and instead to employ the designed structure and a more exploratory-oriented strategy. In the following sections, the steps taken from the first to the final model will be described in detail for each iteration. Only the first model can genuinely be considered a confirmatory analysis, since it is the unchanged baseline model.

7.4.2 Model I

The baseline model consists of the full instrument, using the designed structure. With no changes, the fit was deemed as acceptable—with the exception of RMSEA—but with room for improvements (\( \chi^2(260) = 971.840, \ p < 0.001; \ \chi^2/df = 3.738; \ CFI = 0.866; \ PCFI = 0.750; \ RMSEA = 0.105; \ P[rmsea \leq 0.05] < 0.001 \)).

7.4.3 Model II

Moving into the following iteration, two changes were made. First, items with loadings under 0.50 in their respective factors were removed, as they threaten factorial validity [68]. Only two items were under this threshold—CR1 (“Customer understanding is a strategic priority for us.”), and CR2 (“We want to develop empathetic understanding of our customers.”). A subtler yet critical threat to model validity was detected in this baseline iteration. The RR scale exhibited

\begin{table}
\begin{tabular}{|l|c|c|c|c|}
\hline
Item & Factor \\
& 1 & 2 & 3 & 4 \\
\hline
GR2 & 0.901 & & & \\
GR1 & 0.883 & & & \\
GR4 & 0.880 & & & \\
GR5 & 0.860 & & & \\
BR3 & 0.832 & & & \\
GR3 & 0.811 & & & \\
BR4 & 0.797 & & & \\
KR3 & 0.777 & & & \\
KR1 & 0.777 & & & \\
KR2 & 0.763 & & & \\
RR1 & 0.756 & & & \\
RR3 & 0.655 & & & \\
BR1 & 0.613 & & & \\
CR4 & 0.603 & -0.327 & & \\
CR6 & 0.517 & -0.476 & & \\
BR2 & 0.492 & 0.358 & & \\
RR2 & 0.484 & & & \\
DR4 & 0.846 & & & \\
DR2 & 0.743 & & & \\
DR3 & 0.742 & & & \\
DR1 & 0.691 & & & \\
CR2 & 0.807 & & & \\
CR1 & 0.762 & & & \\
CR3 & & -0.705 & & \\
CR5 & 0.433 & -0.592 & & \\
\hline
\end{tabular}
\caption{Exploratory Factor Analysis (4 factors)}
\end{table}

An EFA with Direct Oblique rotation is shown (pattern matrix). Loadings under 0.30 are omitted

Footnote 8 (continued)

Although it was not reported here for the sake of parsimony, an EFA-based route was attempted at the CFA stage, prior to using the strategy which is reported in the next section. The EFA-based structure ended up performing poorly at the CFA stage and was inferior to the solution which was obtained through the exploratory CFA strategy.
a standardized correlation with BR of 1.02, above the theoretical plausible maximum value of 1. This indicates a Heywood case scenario [58] that required immediate addressing before any subsequent iteration. Heywood cases are typically caused by small sample sizes (which is not the case, as we met the recommended minimums) or model misspecification [57].

In this case, the most plausible explanation was excessive multicollinearity with the remaining dimensions. Although constraints could be placed to remediate the issue from a purely statistical point of view, this would not address the underlying cause, and the issue would likely re-emerge again in later models under the guise of convergent or divergent validity issues. As such, it was opted to remove the RR scale entirely as we proceeded into the next iteration. Model fit remained qualitatively unchanged, despite some minor shifts in some of the indicators ($\chi^2(160) = 643.744$, $p < 0.001$; $\chi^2/df = 4.023$; CFI = 0.893; PCFI = 0.752; RMSEA = 0.111; P[rmsea $\leq 0.05$] < 0.001).

7.4.4 Model III

In this iteration, we conducted model optimizations aimed at fit improvement. To this end, Modification Indices (MI) [11, 20] were analyzed in order to identify opportunities for ameliorating the model’s fit. A threshold of 11 or higher was defined for the MIs, corresponding to a Type I error probability of 0.001 [68]. Only plausible MI changes were considered—notably, specification of covariances between error terms for manifest variables loading into the same factors, whenever these yielded a positive fit gain. Three such covariances were specified in the GR scale. As a result, substantial improvements were seen regarding model fit ($\chi^2(156) = 382.244$, $p < 0.001$; $\chi^2/df = 2.450$; CFI = 0.950; PCFI = 0.780; RMSEA = 0.077; P[rmsea $\leq 0.05$] < 0.001). Although this degree of fit could be considered sufficient, we opted to continue with further refinements of the model.

### Table 14 Exploratory Factor Analysis (6 factors)

| Item | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 | Factor 6 |
|------|----------|----------|----------|----------|----------|----------|
| GR4  | 0.917    |          |          |          |          |          |
| GR5  | 0.907    |          |          |          |          |          |
| GR3  | 0.793    |          |          |          |          |          |
| GR1  | 0.787    |          |          |          |          |          |
| GR2  | 0.735    |          |          |          |          |          |
| BR3  | 0.593    |          |          |          |          |          |
| BR2  | 0.517    | 0.362    |          |          |          |          |
| BR4  | 0.425    |          |          |          |          | 0.416    |
| DR3  |          | 0.827    |          |          |          |          |
| DR4  |          | 0.807    |          |          |          |          |
| DR2  |          | 0.677    |          |          |          |          |
| DR1  |          | 0.596    | −0.382   |          |          |          |
| CR2  |          |          | 0.801    |          |          |          |
| CR1  |          |          | 0.751    |          |          |          |
| CR3  |          |          |          | −0.835   |          |          |
| CR5  |          |          |          | −0.728   |          |          |
| CR6  |          |          |          | −0.609   |          |          |
| CR4  |          | 0.314    |          | −0.454   |          |          |
| KR1  |          |          |          |          |          | 0.911    |
| KR3  |          |          |          |          |          | 0.793    |
| KR2  |          |          |          |          |          | 0.675    |
| BR1  |          |          |          |          | 0.359    |          |
| RR1  |          |          |          |          | 0.330    |          |
| RR2  |          |          |          |          |          | 0.905    |
| RR3  |          |          |          |          |          | 0.553    |

An EFA with Direct Oblique rotation is shown (pattern matrix). Loadings under 0.30 are omitted.
In this iteration, we continued the exploration of MI opportunities for improvement. No valid covariances remained at the 11 thresholds, so we now checked for non-valid changes—i.e., covariances between error terms of manifest variables belonging to different factors. These are typically indicative of cross-loadings for a given item, and although specifying an inter-factor covariance is not a valid change, deleting an item with substantial cross-loadings can be considered [57]. BR3 (“We have one or more people who are responsible for implementing personas.”) and BR4 (“We know how to create personas.”) exhibited such cross-loading behavior relative to the KR scale. As such, both items were removed. This resulted in immediate gains to the model fit, putting it comfortably within the qualitative threshold of “good” ($\chi^2(122) = 224.929, p < 0.001; \chi^2/df = 1.844; CFI = 0.973; PCFI = 0.776; RMSEA = 0.059; P[\text{rmsea} \leq 0.05] < 0.001$). As no further improvements could be easily made to the model fit, we proceed into the validity checks phase. A minor issue emerged regarding the discriminant validity of the CR scale due to a high degree of correlation between it and the GR latent variable ($r = 0.875$). Notably, the square root of the average variance extracted for CR was less than the absolute value of that correlation, and simultaneously its average variance extracted was less than the maximum shared variance. Therefore, this issue could likely be ignored, we opted to address it for robustness’ sake, and as such, we proceeded into the final iteration.

### 7.4.6 Model V

In order to address the discriminant validity issue, and due to the existence of a substantial correlation between the CR and GR scales, we explored whether a second-order latent variable could conceivably be introduced into the model, encompassing these two variables. As such, we conducted further analysis.

---

**Table 16** Factorial loadings for the final model

| Code | Item content | Loading |
|------|--------------|---------|
| CR3  | Our organization needs personas | 0.760   |
| CR4  | Several people in our organization consider personas important | 0.876   |
| CR5  | Personas help reach our organization’s goals | 0.866   |
| CR6  | Executives in my organization have made personas a priority | 0.863   |
| KR1  | Most of our people that work in positions where customer understanding is relevant to their work know what a persona is | 0.823   |
| KR2  | Most of our people for whom customer understanding is relevant have used personas in their work | 0.905   |
| KR3  | We know how to use personas | 0.872   |
| DR1  | We actively collect customer data that could be used for persona creation | 0.740   |
| DR2  | We have behavioral and demographic data about our customers | 0.829   |
| DR3  | Our customer data is frequently updated (frequently means at least monthly) | 0.704   |
| DR4  | We collect information about our customers both quantitatively (e.g., web analytics) and qualitatively (e.g., interviews) | 0.667   |
| BR1  | There is expertise in our organization that is helpful for persona creation | 0.795   |
| BR2  | We have a high level of skill on customer segmentation | 0.761   |
| GR1  | We have a plan for how to use personas after their creation | 0.937   |
| GR2  | We have defined specific goals for persona use | 0.932   |
| GR3  | We have created specific use cases for personas | 0.897   |
| GR4  | We use quantitative metrics to measure projects that personas are part of | 0.853   |
| GR5  | We use quantitative metrics to directly measure the results of persona use | 0.847   |

---

9 These concepts regarding validity will be explained in greater depth further ahead, in the section which is dedicated to discriminant and convergent validity.
such, in this iteration, we created a second-order latent variable—which we named “Mission” (MN), due to the semantic content of the items in each sub-scale. This second-order latent variable loaded robustly into both CR ($r = 0.92$) and GR ($r = 0.95$). Furthermore, it yielded slight increases to the model fit ($\chi^2(124) = 225.656$, Table 17

|     | CR    | AVE   | MSV  | ASV  |
|-----|-------|-------|------|------|
| KR  | 0.901 | 0.752 | 0.677| 0.457|
| DR  | 0.826 | 0.544 | 0.524| 0.369|
| BR  | 0.754 | 0.606 | 0.531| 0.507|
| MN  | 0.934 | 0.876 | 0.677| 0.521|

|     | CR    | DR    | BR    | Mission |
|-----|-------|-------|-------|---------|
| Correlations |       |       |       |         |
| 0.867 |       |       |       |         |
| 0.477 | 0.737 |
| 0.682 | 0.724 | 0.778 |
| 0.823 | 0.595 | 0.729 | 0.936 |

The diagonal of the correlation matrix indicates the square root of the AVE.
\[ \chi^2/df = 1.820; \text{CFI} = 0.974; \text{PCFI} = 0.789; \text{RMSEA} = 0.058; P[\text{RMSEA} \leq 0.05] < 0.001. \]

Finally, it remedied the validity issue, which will be noted in the following section. As such, we settled on Model V as the definitive model. Table 15 summarizes the fit changes for each step of this exercise; Table 16 includes the factorial loadings for the final instrument, and Fig. 4 illustrates the final model.

We evaluated three facets of validity for the final model—factorial, convergent, and discriminant, as generally suggested for scale validation [41, 68]. *Factorial validity* is attained when all standardized loadings are above the 0.50 threshold [68], which was already assured during the second iteration of the model. The second aspect, *convergent validity*, generally requires high loadings for each specific construct [32]. This is evaluated through the Average Variance Extracted (AVE), which is given by Eq. 1:

\[
\text{AVE}_j = \frac{\sum_{i=1}^{k} \lambda_{ij}^2}{\sum_{i=1}^{k} \lambda_{ij}^2 + \sum_{i=1}^{k} \varepsilon_{ij}}
\]

The AVE must exceed the threshold of 0.50 for all factors to confirm convergent validity [68]—this was also confirmed for all factors after the final iteration of the model. The next facet is *discriminant validity*, which requires a low degree of inter-factor correlations and cross-loadings. This is demonstrated when the square root of the AVE for a given pair of factors is equal to or greater than the correlations between those factors; additionally, the AVE must be equal to or greater than both the Maximum Shared Variance (MSV) and the Average Shared Variance (ASV) [32, 41, 68]. As before, all factors met this criterion, thus confirming the scale’s discriminant validity. We proceeded by evaluating the scale’s reliability, which concerns its consistency. For this purpose, we employed the composite reliability (CR) indicator [32], which for a factor \( j \) with \( k \) items is given by Eq. 2:

\[
\text{CR}_j = \frac{(\sum_{i=1}^{k} \lambda_{ij})^2}{(\sum_{i=1}^{k} \lambda_{ij})^2 + \sum_{i=1}^{k} \varepsilon_{ij}}
\]

The threshold for reliability is 0.7 [41], which again was met for all factors. Table 17 summarizes the validity and reliability measures, as well as inter-factor correlations.

Finally, the last psychometric property to be considered is *sensitivity*, that is—the scale’s capability to differentiate between individuals. This requires that each individual item has a sufficiently normal distribution [68]. This is considered to be attained when the skewness and kurtosis are under the absolute value of 3 [57], which was already demonstrated in the EFA section. As such, all psychometric properties of the scale were fully demonstrated.

### 7.5 Measurement invariance

In this step, we demonstrate measurement invariance for gender and persona experience—meaning that the scale is equally valid across those groups. To do this, a multi-group analysis was done using the procedure outlined by Marôco [68], in which the unconstrained model (i.e., the default one) is compared with models with increasing constraints. For this exercise, we contrast the unconstrained model with a model with fully constrained measurement weights and a model with fully constrained structural covariances. Differences are tested with chi-square tests, in which a non-significant result indicates measurement invariance.

We began by testing measurement invariance across persona experience. Since some of the response levels had few participants (e.g., “Novice” had 7), the variable was recorded so that “Novice” and “Beginner” were grouped as “Less Experienced” and “Experienced” and “Expert” as “More Experienced”. After comparing both groups, it was shown that the model with fully constrained measurement weights was not statistically different from the unconstrained model \( (\chi^2(13) = 7.633, p = 0.867) \), and the model with constrained structural covariances was likewise not statistically different \( (\chi^2(24) = 22.207, p = 0.567) \). As such, measurement invariance was demonstrated across levels of persona experience. We repeated this exercise, but for the male and female groups. Again, it was shown that the model with fully constrained measurement weights was not statistically different from the unconstrained model \( (\chi^2(13) = 12.889, p = 0.456) \), and the model with constrained structural covariances was also not statistically different \( (\chi^2(24) = 22.412, p = 0.555) \). As such, measurement invariance was demonstrated across both genders.

In conclusion, this exercise demonstrated that the scale can be used without needed changes regardless of the respondent’s gender and previous experience with personas. Percentile analysis and norm creation.
For scoring purposes, Table 18 includes the means, standard deviations, and quartile cut-offs for our sample, using scores computed based on the final model. The discussion section includes guidelines based on these values.

8 Nomological validity

In order to assess nomological validity, we employed an additional question regarding the perceived success of the projects in the organization employing personas (“How successful has your persona project(s) been so far?”) using the EXPLORATORY SAMPLE. The response options were implemented using a semantic differential scale, ranging from Unsuccessful (1) to Successful (10). We correlated the score in this question with the composite means for all sub-dimensions of the PRS, as well as the global score. The correlations in Table 19 show that all dimensions of the PRS correlate strongly with perceived success, which we interpret as an indication of nomological validity as this is an expected correlation.

9 Discussion and implications

9.1 Theoretical implications

The use of personas has attracted researchers and practitioners from a variety of disciplines (e.g., computer science, ergonomics, HCI, UX/usability, psychology, and sociology), both in academia and industry. Despite this, systematic analysis of persona implementation and active use is missing from the current literature, with a major focus being on persona creation and application on isolated projects that report conflicting findings. Therefore, while there is much prior work focused on the personas as an instrument and on the use of personas for specific projects, there is, to our knowledge, little to no work focused on the organizational preparedness to actually employ personas.

While some prior studies report positive effects from persona use [18, 77, 93], others report negative [70, 88, 89] or neutral [35] effects. In this research, we proposed that organizational readiness could be a factor explaining these conflicting findings. Thus, future attention in the persona domain should be paid to the organization-wide implementation of personas, including education, investment, and employment [49]. To this end, the research reported here contributes by providing a measurement scale for organizational readiness for personas based on literature and is tested and validated using three independently collected samples. Our findings indicate that a persona project within an organization is a process that benefits from certain conditions for the implementation to be successful, specifically at three stages:

- **Readiness**, at the initial stage, occurs when the organization is receptive to and capable of managing the forthcoming persona project.
- **Adoption** would occur when the team members change their behaviors and attitudes to apply personas in their work.
- **Performance** occurs when personas become a stable part of employees’ behavior and fabric, positively affecting the level of user-centric decision making (e.g., creating more user-friendly products) and thereby providing positive performance outcomes for the organization.

As such, an area of future theoretical research is ‘organizational personas’ that can be used to assess and communicate about the company’s readiness to employ personas within individual projects or company initiatives [4]. One organization could have several personas, for example, to represent different departments or divisions within the organization. As such, organizational personas are an exciting area for future research and investigation.

9.2 Practical implications

Organizational personas could be used to move the organization as a whole and specific divisions individually to persona readiness. However, there are general guidelines that seem reasonable. We propose that the PRS be deployed before moving to persona creation for specific projects; thus, the steps of an ideal persona project are as follows. **Persona readiness assessment** → (Persona readiness improvement) → **Persona creation** → **Persona deployment** → **Persona monitoring**. According to this logic, the chances of success with personas can be improved by assessing (and improving upon) the persona readiness of the organization using the above process.

Additionally, the PRS can be used to investigate persona readiness at multiple levels of examination: (a) how ready organizations are, *in general*, for personas; (b) how readiness differs by industry or domain of application; (c)
how ready a specific organization is to launch a persona project; and (d) how ready specific divisions within an organization are to launch a persona project. Hence, the PRS provides a flexible and opportune starting point to systematically analyze persona readiness in the organizational sphere.

Using the scale also provides commercial opportunities for service organizations. For example, design consultancies offering persona creation and training services can use the PRS, along with the suggested guidelines for interpreting the results, to improve their clients’ persona readiness before launching costly persona projects. The PRS can help identify specific areas of improvement. Based on the results, tailored recommendations can be given to an organization. Therefore, we encourage decision-makers and persona champions within organizations to apply the PRS to gain valuable understanding of an organization’s general propensity for a persona project. Based on the results, decision-makers can develop realistic expectations and goals for persona use and develop a supportive climate for personas. For example, say that an organization ranks relatively high on other dimensions except on goal readiness. A further examination reveals that the scores for a plan for deployment and metrics (GR01, GR04) are especially low. The organization now directly knows to address these shortcomings to increase their persona readiness.

There are multiple methods for PRS deployment. The data from the PRS can be used to get help to create an organizational persona, which will aid in the creation of measures to get the organization persona ready. The PRS can be deployed using a standard Likert Scale, e.g., ranging from Strongly Disagree (1) to Strongly Agree (5). To interpret the results of a given organization, we recommend using the cutoff quartiles reported in Table 18. Applying the quartiles across three classes, we obtain the following interpretation of scores:

- A mean score of 3.17 and below indicates Low Persona Readiness
- A mean score between 3.18–4.25 indicates Medium Persona Readiness
- A mean score of 4.26 and above indicates High Persona Readiness

This straightforward scoring scheme has two advantages: (a) its computation is easy, and (b) it is based on benchmark data on more than 300 organizations. In contrast, a more advanced scoring scheme can be applied by assigning weights based on more and less essential dimensions for a given use case (e.g., when data requirements are seen as less stringent due to applying qualitative persona creation). Guidelines for exact sample sizes are difficult to give, and the number of people taking the PRS depends on the organization’s size.

We advise deploying the scale at multiple levels of the organization (both breadth and depth), asking multiple people in different departments and job roles (again, both breadth and depth) to complete the survey before making assessments of an organization’s readiness. When multiple people in the organization complete the PRS, the scores will be assigned based on the average ratings given by all the respondents.

Finally, implementing personas in organizations may require substantial organizational change – which often requires education about personas, their use, and their advantages. Increasing an organization’s persona readiness is not a trivial task. Therefore, it may take considerable effort to improve persona readiness and overcome elements of friction and resistance [103], such as perceiving personas as an irrelevant tool [70], lacking management support, and creating a supportive culture [103]. This means that following up on the survey results is crucial – again, requiring education to change negative perceptions and overcome resistance. Thus, PRS is the starting point for more work on improving organizational conditions for successful persona adoption.

### 9.3 Future research directions

Further research is needed to fully understand the properties of the PRS. First, the test–retest reliability of the scale could be evaluated by repeating the test with the same respondents at different times. Future investigations using the scale could test for mediators or moderators, such as trust [101] and cross-cultural factors [80] that affect the impact of persona readiness. Second, the PRS was designed to apply to all kinds of personas, including those created using qualitative, quantitative, and mixed methods [48]. Nonetheless, the requirements for readiness slightly vary according to the persona creation methodology. If an organization decides to pursue quantitative personas created using algorithms [5, 6], they face additional data science competencies and resources requirements. Hence, it might be possible to assign different weights for the items based on the resources and capabilities that the organization requires for its specific persona project. However, doing so requires further investigation, which we leave for future research.

Third, it would be highly interesting to investigate whether organizational readiness for personas varies by industry. If the PRS were to be deployed broadly across different fields such as manufacturing, UX, marketing, software, and so on, it could help create favorable conditions for persona projects in multiple fields. Finally, future studies will also need to look at the PRS in action. As reflected in the scale, personas need advocacy, and future studies of interest could be to see which job roles instigate the use of
the PRS and if this creates an impact, alongside investigating if the scale is used once or applied at regular basis to determine improvements. These explorations remain crucial directions for future research, especially how well persona readiness predicts performance outcomes, in terms of the design quality of products and the achievement of organizational goals in general.

10 Conclusion

In this work, we proposed a persona readiness scale. The validated scale has five dimensions and eighteen items, and it accommodates qualitative, quantitative, and mixed-method personas. Organizations can administer the scale directly or with the help of design agencies before committing to expensive persona projects. Knowing the current state of persona readiness can help the organization locate points of improvement. As persona creation is costly, time-consuming, and resource-intensive, any activities that may improve the compatibility between the organization and personas should be undertaken when aiming at successful persona projects incorporating user-centric design thinking in the development of IT products.
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