Joint electric and magnetic beam deflection experiments and quantum chemical studies of MSn_{12} clusters (M = Al, Ga, In): on the interplay of geometric structure and magnetic properties in nanoalloys†
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MSn_{12} clusters (M = Al, Ga, In) were studied in electric and magnetic beam deflection experiments at temperatures of 16 K and 30 K. For all three species, the results of the electric beam deflection experiments indicate the presence of two structural isomers of which one is considerably polar. The magnetic beam deflection experiments show atom–like beam splitting (superatomic behavior) with g-factors of 2.6–2.7 for a fraction of the clusters in the molecular beam, indicating significant spin–orbit coupling. On the one hand, we investigate by several experiments combining electric and magnetic deflectors how the superatomic and polar fractions are linked proving the correlation of the Stark and Zeeman effects. On the other hand, the magnetic deflection behavior is examined more thoroughly by performing quantum chemical calculations. By systematic distortion of an artificial icosahedral tin cage towards the global minimum structure, which has a pyritohedral geometry, the shifts in the magnitude of the g-factor are found to be mainly caused by a single dominant electronic excitation. This allows one to develop a semi-quantitative understanding of the magnetic behavior. On the basis of avoided crossings in the rotational Zeeman diagram, simulations of the magnetic beam deflection comprising computed rotational constants, vibrational modes, g-factors and spin–rotation coupling constants are performed which resemble our experimental findings in satisfactory agreement. With this, a better understanding of the magnetic properties of nanoalloy clusters can be achieved. However, the geometric structures of the polar isomers are still unknown.
1 Introduction

Electric and magnetic beam deflection experiments are well established tools to investigate the Stark and Zeeman effects of isolated atoms and clusters.\(^1\)\(^{-6}\) In this way, the dielectric and magnetic susceptibilities can be determined, in order to systematically study the influence of size,\(^7\)\(^{,8}\) geometry\(^9\)\(^{-11}\) and chemical composition\(^12\)\(^{-14}\) on the dielectric and magnetic behavior of nanoalloy clusters.

In order to work out the interplay between geometric structure and magnetic properties, single p-doped tetrel clusters are studied experimentally and quantum chemically. Such doped clusters are ideal model systems to better understand the interaction of an individual paramagnetic defect in a diamagnetic host on the nanoscale. Group 13 elements (Al, Ga, In) act as dopant atoms, which form endohedral complexes with tin clusters.\(^15\)\(^{-17}\) Taking the bimetallic species MSn\(_{12}\) with M = Al, Ga, In as examples, we systematically investigate which structural isomers are formed and how the geometric arrangement of the atoms affects the magnetic properties, the g-factor in particular. For this purpose, molecular beam experiments are used together with theoretical methods for global optimization as well as the description of the magnetic properties. On the one hand, the experimental work focuses on measuring the Stark effect in order to discriminate the geometric structure of the isomers present. On the other hand, the magnetic behavior is studied using Stern–Gerlach experiments. The combination of electric and magnetic deflection experiments proves the existence of a nonpolar and a polar structural isomer and allows the correlation between the Stark and Zeeman effects of these two isomers to be studied. In a previous work on AlSn\(_{12}\), this approach revealed not only the presence of two structural isomers in the molecular beam experiments but also an interdependency of the nonpolar and superatomic properties.\(^16\) With the help of a global optimization strategy, an attempt is then made to clarify the spatial arrangement of the atoms in the two isomers. Since the nonpolar isomers show superatomic behavior at low temperatures, they are ideally suited to reveal correlations between the geometric and the electronic structure and thus also the magnetic behavior. In particular, the spin density on the doping atoms and the g-factor of the bimetallic clusters depend sensitively on the spatial arrangement of the atoms. The observed correlation can be interpreted semi-quantitatively by considering spin–orbit effects. Hence, the impact of spin–orbit coupling on the analysis of the magnetic deflection behavior of isolated nanoalloy clusters is considered for the first time.

2 Experiment and theory

2.1 Experimental methods

The experimental setup is described in detail elsewhere,\(^5\)\(^{-17}\)\(^{-19}\) therefore only a brief overview is given here. The molecular beam is generated in a pulsed laser vaporization source (LVS) by focusing a frequency-doubled Nd:YAG laser onto a rotating and translating alloyed target rod containing 5 at% aluminum, gallium or indium in tin. Helium gas is fed to the emerging plasma through a pulsed valve and clusters are formed in an aggregation chamber. The helium–cluster mixture is thermalized in a cryogenic nozzle with a temperature \(T_{\text{nozzle}}\) of 16 K or 30 K and expands through a double-skimmer into high vacuum. The molecular beam
passes two collimating slits before going through two deflection units with either an inhomogeneous electric field \(d\Gamma_{ei}/dz = 4 \times 10^9 \text{ V m}^{-2}\) or magnetic field \(d\Gamma_{mag}/dz = 349 \text{ Tm}^{-1}\) applied. Both are generated by a two-wire geometry. The clusters are ionized by an \(\text{F}_2\) excimer laser and detected in a time-of-flight mass spectrometer (TOF-MS). The deflection is probed by a scanning slit unit just before photoionization. The positions of the scanning slit are approached in random order. First, a mass spectrum without field is recorded. Then, at the same position, the field is applied and the deflected beam profile is measured directly afterwards. In order to compare several beam profiles from independent experimental runs, the measured deflection \(d_{ix}\) of a cluster species is converted to the mean projection of the dipole moment \(\mu_{ix}\) on the field direction

\[
\bar{\mu}_{ix} = \frac{d_{ix}mv_s^2}{l_{i,1}^2 + l_{i,1}l_{i,2}} \left(\frac{d\Gamma_i}{dz}\right)^{-1},
\]

with cluster mass \(m\), field length \(l_{i,1}\), drift length \(l_{i,2}\), electric or magnetic field \(\Gamma_i\) and \(i \in \{\text{el, mag}\}\). Note that \(\bar{\mu}_{ix}\) is proportional to \(d_{ix}\) but allows a depiction of several deflection profiles together independent of the velocities \(v_s\). The latter is measured with a mechanical shutter based on a hard drive disk.

### 2.2 Computational methods

The conducted calculations comprise the genetic algorithm for scanning the coordination space in order to obtain suitable structural candidates, a reoptimization and frequency analysis on a higher level of theory including the calculation of geometric and dielectric properties as well as the computation of magnetic properties. Only a compact presentation of the applied methodology will be given here and for extensive technical details readers are referred to the ESI.†

The global optimization was performed using the German Improved Genetic Algorithm (GIGA)\(^{23}\) based on spin-restricted plane-wave density functional theory (DFT) using Quantum Espresso v6.4.1 \(^{24,25}\) incorporating the PBE exchange–correlation (xc) functional.\(^{26,27}\) All identified structural candidates were then locally reoptimized using spin-unrestricted Gaussian orbital DFT at the PBE0/def2-TZVPP\(^{28-30}\) level of theory in Gaussian16 \(^{31}\) as well as Orca v5.0.2.\(^{32-34}\) The choice of the xc functional/basis set combination was justified by extensive previous studies on bare tin,\(^{35-38}\) bare lead\(^{39,39}\) and doped tin clusters.\(^{40,40-42}\) Energetically-relevant isomers were considered for the calculation of electric dipole moments, unrestricted spin densities and vibrational frequencies. DLPNO-CCSD(T)/cc-pVTZ-PP\(^{43-48}\) single-point energies were additionally computed as implemented in Orca. The computation of the \(g\)-matrix and the hyperfine coupling constant were done within the EPR/NMR module of Orca employing the scalar relativistically-parametrized second-order Douglas–Kroll–Hess (DKH2)\(^{49}\) and zeroth-order regular approximation (ZORA) Hamiltonians.\(^{50}\) It was assured that geometry optimizations for all structural isomers at the relativistic level yield insignificant differences to the nonrelativistic PBE0/def2-TZVPP results. Furthermore, the spin–orbit coupling operators are treated by the spin–orbit mean field (SOMF) approach.\(^{51}\) The \(g\)-matrices were calculated both at the DKH-PBE0/(SARC-)DKH-def2-TZVPP and ZORA-PBE0/(SARC-)ZORA-def2-TZVPP level of theory,\(^{52,53}\) yielding very similar results, whereas hyperfine coupling constants were only obtained using the ZORA method.
2.3 Theory of magnetic properties

Magnetic deflection experiments on superatomic clusters allow the cluster’s electronic g-factor to be determined.64-58 Additionally, they shine light on the hyperfine and (electron) spin–rotation coupling to some extent.55,59-64 All three quantities are of key importance in describing and interpreting the experimental deflection data. In this study, an effort was made to provide a computational routine for accessing these properties with DFT calculations. Theoretically, these properties are introduced in the phenomenological spin Hamiltonian \( \hat{H}_{\text{Spin}} \) with \( \mu_B \) being the Bohr magneton, \( B \) the magnetic flux density, \( g \) the \( g \)-matrix, \( \hat{S} \) the fictitious spin operator, \( A^{(A)} \) the hyperfine coupling matrix of nucleus \( A \), \( I^{(A)} \) the nuclear spin operator of nucleus \( A \), \( \Delta^{\text{SR}} \) the (electron) spin–rotation coupling matrix and \( \hat{J} \) the total rotational angular momentum operator.

\[
\hat{H}_{\text{Spin}} = \mu_B B g \hat{S} + \sum_{A} \hat{S} A^{(A)} \hat{I}^{(A)} + \hat{S} \Delta^{\text{SR}} \hat{J}
\]

(2)

The strategy is to first construct a “true” Hamiltonian containing the nonrelativistic Born–Oppenheimer (BO) contribution, the relativistic contribution, composed of the scalar-relativistic part incorporating the DHK2 or ZORA method as well as the effective spin–orbit part, and the magnetic field-dependent contribution. By comparison of this Hamiltonian with the spin Hamiltonian of eqn (2), sum-over-states (SOS) expressions for the three properties can be derived.65-69 Following this procedure, only the \( g \)-matrix and the hyperfine coupling matrix \( A^{(A)} \) are computed specifically, whereas the spin–rotation coupling matrix \( \Delta^{\text{SR}} \) is estimated from Curl’s perturbative treatment68,71 which links it to the \( g \)-matrix elements, once calculated, via

\[
g_{ab} = g_e \delta_{ab} - \frac{1}{\hbar^2} \sum_{k} \Delta_{ab}^{\text{SR}} I_{kb},
\]

(3)

with \( g_e \) being the free-electron \( g \)-factor and \( I_{ab} \) the elements of the inertial tensor with \( a, b \in \{x, y, z\} \). Since the hyperfine coupling constant is solely calculated to give a precise measure of the atom-specific ground-state spin density, owing to the Fermi-contact contribution becoming the dominant part, readers are referred to the literature for computational details.69,71 Hence, the evaluation of the \( g \)-matrix is the main focus of this study.

Spin–orbit coupling (SOC) effects are crucial for the prediction of magnetic properties and their treatment requires particular care. In the case of the \( g \)-matrix the magnetic-field dependent contribution is given by the spin- and orbital-Zeeman Hamiltonian.58,73 It is well known that the \( g \)-matrix can be subdivided into \( g = g_e 1 + \Delta g^{(\text{RMC})} + \Delta g^{(\text{GC})} + \Delta g^{(\text{OZ/SOC})} \) with \( \Delta g^{(\text{RMC})} \) being the relativistic mass correction, \( \Delta g^{(\text{GC})} \) the gauge correction and \( \Delta g^{(\text{OZ/SOC})} \) the orbital-Zeeman–spin–orbit coupling cross term arising to second order68 and making up >99% of the total \( \Delta g \)-shift for the studied clusters. It can be shown67,69 that the SOS expression following the selection rule \( \Delta S = S_0 - S_n = 0 \), with \( S_0 \) referring to the spin quantum number of the electronic ground state (later on simply \( S \)) and \( S_n \) to the spin quantum number of the \( n \)th excited electronic state, is given by
$$\Delta g_{ab}^{(OZ/SOC)} = -\frac{1}{S_0} \sum_n \Delta_n^{-1} \delta_{S_0, S_n} \times \left\{ \left< \psi_n^{S_0} \right| \sum_{i,a} \hat{I}_{i,a} \left| \psi_n^{S_0} \right> \left< \psi_n^{S_0} \right| \sum_{i,A} \xi(r_{iA}) \hat{I}_{iA,a} \hat{S}_i \left| \psi_n^{S_0} \right> \right\} + \left\{ \left< \psi_n^{S_0} \right| \sum_{i,A} \xi(r_{iA}) \hat{I}_{iA,a} \hat{S}_i \left| \psi_n^{S_0} \right> \left< \psi_n^{S_0} \right| \sum_i \hat{I}_{i,b} \left| \psi_n^{S_0} \right> \right\}. \quad (4)$$

Here, $\Delta_n = E_n - E_0$ is the energy difference between the ground and excited states. The electronic wavefunction $\psi_{SM}^{i}$ of state $I$ is written for the standard state of the magnetic spin quantum number $M_s = S_{iv}$. Arising from the orbital-Zeeman Hamiltonian, $\hat{I}_i = r_i \times \hat{p}_i$ is the orbital angular momentum of electron $i$ with respect to the global origin (introducing a gauge dependence). As a consequence of the approximated spin–orbit coupling, $\xi(r_{iA})$ is introduced as a spacial operator depending on the internal coordinate $r_{iA} = |r_i - R_A|$ with $r_i$ being the electronic coordinate of electron $i$ and $R_A$ the nuclear coordinate of nucleus $A$. Hence, $\hat{I}_{iA}$ is the orbital angular momentum operator of electron $i$ with respect to nucleus $A$ and $\hat{S}_i$ the spin angular momentum operator of electron $i$. It should be noted that the relation only holds for cases where the ground state is energetically well separated from the excited state manifold. Even though the form of eqn (4) is suited for decoding the origin of the $\Delta g$-shift in terms of the energy level diagrams taking unrestricted molecular orbitals (MOs) into account, the infinite SOS and the inaccessible complete BO eigenspectrum often impede its direct evaluation.

In Orca the orbital-zeeman–spin–orbit coupling contribution to the $g$-matrix is computed by applying the linear-response theory. From eqn (2) it is clear that the $g$-matrix can be written as the second derivative of the energy with respect to the magnetic flux density $B$ and the total spin $S$. Treating these quantities as perturbations, a connection can be made between the SOS expression and the spin density matrix $P_{\mu\nu}$ cast in terms of the MO coefficients with $\sigma = \{\alpha, \beta\}$.

$$\Delta g_{ab}^{(OZ/SOC)} = -\frac{1}{S_0} \sum_{\mu,\nu} \frac{\partial P_{\mu\nu}}{\partial B_j} \left< \phi_\mu \left| \hat{h}_{SOMF} \right| \phi_\nu \right> \quad \text{(5)}$$

Rather than using the approximated spin–orbit coupling that emerged in eqn (4), the SOMF theory is applied as indicated by $\hat{h}_{SOMF}$. The orbitals $\{\phi_i\}$ represent the atomic orbital (AO) basis set. Connecting the $g$-factor to the spin density is arguably the most common way to interpret the calculated results in the literature. However, while eqn (5) is well suited for a “black box” prediction of the $g$-matrix, it is less ideal for a detailed analysis due to its rather technical implementation. Thus, eqn (4) constitutes the basis for a semi-quantitative discussion of the origin of the $\Delta g$-shift experimentally observed in this study.

3 Results and discussion

3.1 Electric deflection experiments

Fig. 1c–e show the resulting beam profiles of the electric deflection experiments on MSn$_{12}$ ($M = \text{Al, Ga, In}$) at a nozzle temperature of 16 K. A scheme of the experimental setup is shown in Fig. 1a. The experiments with AlSn$_{12}$ and GaSn$_{12}$
were carried out with collimators with a slit width of 400 μm, those with InSn$_{12}$ with a slit width of 200 μm. Isotopically pure tin ($^{120}$Sn) was used for the experiments on InSn$_{12}$, such that the mass signal of In$^{120}$Sn$_{12}$ is well separated from the signal of $^{120}$Sn$_{13}$ in the recorded mass spectra. Note that it was shown for AlSn$_{12}$ that the electric beam deflection is independent of the use of native or isotopically pure tin.\textsuperscript{16} To interpret the experimental data, it is important to note that the deflection of the clusters depends on the electronic polarizability and the permanent electric dipole moment, the latter being the structure-sensitive property.\textsuperscript{5,35} For rigid clusters, the presence of a permanent dipole moment leads to a broadening of the molecular beam, since the deflecting force depends on the orientation of the dipole moment relative to the electric field. In contrast, the polarizability causes only a single-sided shift of the molecular beam, because the induced dipole moment aligns with the direction of the field.\textsuperscript{5,79} In the case of polar clusters (nonvanishing permanent electric dipole moment), which are, additionally, vibrationally excited and therefore the electric dipole moment starts to fluctuate with respect to the body-fixed coordinate system, the broadening of the molecular beam can partially or even completely disappear. This means that the observed mean permanent electric dipole moment is partially or completely quenched due to the floppiness of the clusters.\textsuperscript{5,79} Conversely, the detection of a molecular beam broadening always indicates the presence of a polar structural isomer.

![Fig. 1](image)

Fig. 1  (a) Scheme of the experimental setup for electric beam deflection experiments with an indicated separation of the molecular beam into a nonpolar (blue) and polar (orange) fraction. Here, the numbers above the collimator slits refer to the slit width. The asterisk indicates that another slit width is used for InSn$_{12}$. (c)–(e) Experimental data of the electric beam deflection given as intensity $I$ as a function of the projection of the observed electric dipole moment on the field direction averaged over the length of the deflection unit and all quantum states $\mu_{el,z}$ for MSn$_{12}$ (M = Al, Ga, In) at $T_{nozzle} = 16$ K and a deflection voltage of $U = 24$ kV. The gray squares represent the cluster intensity without applied field whereas blue open circles represent the intensity with applied electric field. Gaussians are fitted to the experimental data (solid lines in the corresponding colors). The nonpolar fraction in the beam profile with applied field is indicated by a shaded blue Gaussian with the same width as the gray one and the polar fraction is shown as a shaded orange area. In (b) the corresponding legend to the graphs is shown.
The beam profiles shown in Fig. 1c–e can be interpreted by the presence of a nonpolar main component, which accounts for 76% to 83% of the total cluster intensity. This component only leads to a shift of the molecular beam. The remaining part comes from a polar fraction, whose beam profile is shifted and broadened and is therefore also responsible for the tailing of the molecular beam. The total deflection can be described quantitatively by approximating the amounts of the polar and nonpolar components using two Gaussian functions. Although this procedure is only valid within the framework of first-order perturbation theory, it was shown that this is an appropriate way to analyze the electric beam profiles. Here, the Gaussian function associated with the polar component is shifted and broadened. This analysis results in a proportion of the polar fraction of 24% for AlSn$_{12}$, which decreases to 17% in the case of InSn$_{12}$. Note that on the one hand these percentages serve only as a lower bound, since some part of the polar cluster’s deflection can be quenched due to thermal excitation (rotational and vibrational). This will be further discussed in Sec. 3.3. In addition, the permanent dipole moment of the polar fraction appears to be slightly smaller for GaSn$_{12}$ and InSn$_{12}$ than for AlSn$_{12}$, since the broadening of the polar fraction is less evident. In summary, the electric beam profiles indicate the presence of a nonpolar and a polar structural isomer as shown recently for AlSn$_{12}$.

3.2 Magnetic deflection experiments

Fig. 2c–e show the results of the magnetic deflection experiments of MSn$_{12}$ (M = Al, Ga, In) at a nozzle temperature of 16 K. The molecular beam was collimated to 200 µm before deflection for a better separation of the components. Cluster deflection in an inhomogeneous magnetic field depends on both molecular symmetry and vibrational excitation. If clusters are thermally excited, the vibrational modes act like an internal heat bath enabling fast spin transitions. Then only a single-sided deflection of the molecular beam is observed, which is quantitatively described by the high-temperature limit of the Brillouin function. For a total spin quantum number $S = 1/2$, taking typical velocities in the flight direction of about 420 m s$^{-1}$ and reasonable vibrational temperatures of $T_{\text{vib}} = 45$ K into account, only a shift of $d_{i,z} = 0.035$ mm ($\mu_{\text{mag},z} = 0.035$ µB) is expected under the present experimental conditions, which is significantly smaller than the collimating slit and, therefore, hardly detectable with this apparatus. If the clusters are rigid and highly symmetrical, the molecular beam can split symmetrically into $2S + 1$ beamlets, i.e. superatomic magnetic behavior can be observed and the z-component of the magnetic dipole moment is a constant of motion. The beam profile can then be described by $2S + 1$ Gaussians of the same width as the beam profile without applied field. The positions of their centers are then given by

$$\bar{\mu}_{\text{mag},z} = gS\mu_B,$$

with the magnetic spin quantum number $M_S = -S, -S + 1, \ldots, S$ and the (isotropic) $g$-factor. With decreasing molecular symmetry, the beam splitting is reduced and can vanish even for rigid clusters. This is related to an increased density of rotational states and thus an increased number of avoided crossings in the rotational Zeeman diagram, since the spin state can change at each of these
avoided crossings while the total angular momentum is conserved. The results in Fig. 2c–e show that the molecular beam splits into three beamlets, with the central part showing almost no deflection and accounting for 56–63% of the total beam intensity. The two outer beamlets at $\mu_{\text{mag},z} \approx \pm 1.35 \mu_B$ account for 37–44%. This fraction of clusters behaves magnetically like an atom with $M_S = \pm 1/2$. Thus, the superatomic clusters represent a spin-1/2 system with values for the $g$-factor of 2.6–2.7, roughly independent of the doping atom. The strong deviation of the $g$-factor from the value of the free electron indicates an additional orbital moment in the clusters. In contrast to the splitting of an atomic beam, the beamlets are slightly broadened towards the central peak. This is probably due to rigid clusters changing their spin state within the magnetic field. This occurs because even if the magnetic field is perfectly aligned, the deflection of the clusters covers a range of magnetic flux density of about 30 mT, so that an avoided crossing can be passed through and a spin transition occurs. Because of this, the outer beam components are smeared towards the central peak. This effect seems to be more pronounced for GaSn$_{12}$ and InSn$_{12}$. Whether this is related to the fact that in these experiments the magnet was less optimally aligned than with AlSn$_{12}$ is still unclear. Additionally, it should be mentioned that the magnetic beam deflection of the AlSn$_{12}$ cluster is independent of the use of native or isotopically pure tin.

The central beam component consists of two parts: on the one hand the polar, less symmetrical clusters whose magnetic behavior is described by the
Brillouin function and on the other hand vibrationally-excited nonpolar clusters. This latter fraction is labelled as the hot superatomic fraction in Fig. 2. Here, the vibrational excitation leads to an increased number of avoided crossings such that Brillouin-like behavior also results. It is assumed in each case that the spin state changes at most of the avoided crossings, so that there is only a barely measurable average deflection over the entire flight path in the magnet. The discussion of the $g$-factors in connection with the electronic structure of the clusters in Sec. 3.4 shows that this requirement is very well met in the clusters examined here.

Thus, the hypothesis of two isomers with different polarity allows a coherent explanation of the magnetic deflection results for all cluster species discussed here. As will be shown later, the highly symmetrical structure of the nonpolar isomers consists of a dopant atom (Al, Ga or In) that is endohedrally encapsulated in a Sn$_{12}$ cage (cf. Sec. 3.4). Quantum chemical calculations suggest $T_h$ symmetry, i.e. the presence of a spherical rotor with low-density (degenerate) rotational states. Hence, the experimentally-observed majority of the nonpolar, vibrationally not excited clusters can fly through the magnet without passing even a single avoided crossing and superatomic behavior is observed. The fractions of vibrationally excited clusters given in Fig. 2 are plausible taking vibrational temperatures around 45 K and wavenumbers for the lowest-lying vibrational modes of 30–50 cm$^{-1}$ into account. With GaSn$_{12}$, for example, one would expect that the amount of vibrationally not excited clusters is about as large as that of the vibrationally excited ones, so that the central beam component in the Stern–Gerlach experiment consists of about 33% polar clusters (regardless of their vibrational state) and about 67% vibrationally excited nonpolar clusters. The magnetic deflection profiles are further discussed in Sec. 3.5 with regard to the avoided-crossing model.

### 3.3 Double-deflection experiments

To further support the hypothesis that there are two structural isomers present in the molecular beam and to find out how the Stark and Zeeman effects are related for the two isomers, double-deflection experiments were performed.

Fig. 3c and d show how the electric deflection changes for AlSn$_{12}$ when either the superatomic (Fig. 3c) or the Brillouin fraction (Fig. 3d) is filtered out with the help of the Stern–Gerlach magnet. For the investigation of the electric deflection of the Brillouin component, the electric field is permanently applied while the magnetic field is switched on and off. In order to transmit the superatomic fraction, the electric deflector must be shifted slightly as indicated in the scheme of the experiment in Fig. 3b. Additionally, the deflection voltage is increased in both experiments compared to the pure electric deflection experiments, since the field-free path is shorter and a similar deflection can be achieved this way. For the sake of the stability of the cluster intensities the experiments are carried out at $T_{\text{nozzle}} = 30$ K, in contrast to $T_{\text{nozzle}} = 16$ K in Sec. 3.1 and 3.2. It was shown before that at this nozzle temperature the electric and magnetic deflection is comparable to the experiments at $T_{\text{nozzle}} = 16$ K, however, the superatomic fraction is reduced by about 30% for the AlSn$_{12}$ cluster. Fig. 3d shows how the beam profile of a superatomic beamlet changes, if the electric field is switched on. Only a displacement of the molecular beam is observed, i.e. the tailing has completely
disappeared. This observation demonstrates that the superatomic fraction consists exclusively of nonpolar clusters. Since the reference beam profile has been measured with the magnetic field switched on, the designation of the axis is changed to a relative projection of the mean electric dipole moment on the direction of the field axis $\mu_{\text{rel},z}$. In contrast, if the Brillouin fraction is selected by an aperture, then one can clearly see in Fig. 3c that the nonpolar component decreases while the polar component, i.e. the tailing, remains constant. However, the nonpolar fraction does not disappear completely which is due to the fact that this component also consists of polar isomers which are thermally excited and, therefore, show a quenched electric dipole moment. From the degree of the decrease of the nonpolar component or the relative increase of the amount of polar clusters, it follows that the number of vibrationally not excited nonpolar clusters is approximately the same as the number of clusters that are vibrationally

---

**Fig. 3** Schemes of the experimental setup for the combined deflection experiments in which (a) the Brillouin and (b) a superatomic component is further deflected in the electric field. The fractions are indicated in the same color as in the previous figures. Here, too, an additional collimating slit is installed directly in front of the electric deflector to filter out the corresponding fraction. (c) and (d) Experimental data of the combined deflection experiments given as intensity $I$ as a function of the projection of the observed electric dipole moment on the field direction averaged over the length of the deflection unit and all quantum states $\mu_{\text{rel},z}$ for AlSn$_{12}$ at $T_{\text{nozzle}} = 30$ K. Note that the designation of the axis in (d) is changed to a relative projection of the mean electric dipole moment on the direction of the field axis $\mu_{\text{rel},z}$. A magnetic flux density of $B = 1.3$ T and a deflection voltage of $U = 29$ kV are applied. The blue open circles represent the intensity with only the applied electric field whereas the violet upside down triangles show the beam profile with both magnetic and electric field switched on. For the other setup, the red open circles indicate the intensity with only the magnetic field switched on and the violet upright triangles show the intensity with both fields applied. Gaussians are fitted to the experimental data (solid lines in the corresponding colors). The polar and nonpolar fractions are indicated by a shaded blue and orange area, analogous to the color scheme in Fig. 1 while an arrow indicates the reduction of the nonpolar fraction. In (e) and (f) the corresponding legends for the graphs are shown.
excited. Note that the shift and width of the Gaussians for both the polar and nonpolar fraction is the same as in Fig. 1. Therefore, the results of these double-deflection experiments are consistent with the analysis of the Stern–Gerlach experiments in Fig. 2.

Conversely, an enrichment of the nonpolar fraction in the molecular beam by using the electric deflector causes the Brillouin contribution to decrease in the magnetic deflection experiment, as shown in Fig. 4c–e, while the superatomic fraction remains constant. The remaining Brillouin fraction consists of vibrationally excited nonpolar clusters and also of some polar clusters because the electric beam profiles of the two structural isomers partially overlap. It has to be mentioned that the percentage of the superatomic fractions for each cluster species here differs slightly from the ones determined in Sec. 3.2. The deviation is attributed to slight changes in the cluster source settings. However, the trend is the same for all nanoalloy clusters investigated as shown in Fig. 2. The fact that the decrease in the Brillouin component is the smallest for InSn12 is due to the fact that the amount of the polar component is lowest for this cluster species. The double-deflection experiments not only support the hypothesis that there are two structural isomers, but also prove that the vibrationally not excited nonpolar clusters behave superatomically, while the polar fraction shows exclusively Brillouin-like behavior.

Fig. 4 (a) Scheme of the experimental setup for the combined electric and magnetic beam deflection experiments with the corresponding indicated components in the same color as in the previous figures. Here, an additional collimating slit is installed directly in front of the magnet to increase the separation of the beamlets. (c)–(e) Experimental data of the combined deflection experiments given as intensity $I$ as a function of the projection of the observed magnetic dipole moment on the field direction averaged over the length of the deflection unit and all quantum states $\hat{\mu}_{\text{mag},z}$ for $\text{MSn}_{12}$ ($M = \text{Al}, \text{Ga}, \text{In}$) at $T_{\text{nozzle}} = 16 \, \text{K}$. A deflection voltage of $U = 24 \, \text{kV}$ and a magnetic flux density of $B = 1.3 \, \text{T}$ are applied. The red open circles represent the intensity with only the applied magnetic field whereas the violet upright triangles show the beam profile with both electric and magnetic field on. Gaussians are fitted to the experimental data (solid lines in the corresponding colors). The intensity filtered out by the electric field originating from the polar fraction is indicated by a shaded orange area, analogous to the color scheme in Fig. 1. Note that the overall shift in the beam profile with both fields applied originates from the electric polarizability of the cluster species (cf. Fig. 1c–e). In (b) the corresponding legend to the graphs is shown.
3.4 Quantum chemical results

In order to interpret the magnetic behavior quantitatively, a global structure optimization was performed. It turned out that the lowest-lying isomers with \( S = 1/2 \) are predicted to be those with pyritohedral \( T_h \) symmetry (cf. Table 1).

In addition, other nonpolar structural isomers with \( D_{3d} \) symmetry are also observed, which, however, are higher in energy at the CCSD(T) level of theory. Based on the electric deflection experiments it is not possible to distinguish between these structural isomers, which all have an inversion center and are therefore nonpolar. However, the predicted magnetic properties are sometimes very different. Since the \( D_{3d} \) molecular point group corresponds to a symmetrical rotor, the degeneracy of the rotational states is lifted up to a factor of 2 for different values of the magnetic rotational quantum number. Hence, the number of rotational states increases substantially compared to the \( T_h \) structure\(^7\) which results in a significantly increased number of avoided crossings in the rotational Zeeman diagram, such that clusters with \( D_{3d} \) symmetries are not expected to show superatomic behavior (cf. Sec. 3.5). In order to better understand the impact of the symmetry on the electronic structure and the magnetic properties, the transition from an artificial \( I_h \) symmetry (not a local minimum) to the \( T_h \) symmetry of the GM was systematically investigated taking a “hypothetical” reaction coordinate \( X \) into account, i.e. \( X = +1.00 \) at the \( T_h \) symmetry of the GM and \( X = 0.00 \) at the artificial \( I_h \) symmetry. This is shown in Fig. 5.

Starting with the GM structure of AlSn\(_{12}\) in \( T_h \) symmetry \((X = +1.00)\), one sees that the singly-occupied \( \pi \)-MO (\( A_g \) \( \pi \)-SOMO) consists essentially of 5p-AOs of the Sn atoms. This SOMO is closely related to the triply-degenerate lowest-lying unoccupied MOs (\( T_g \) \( \pi \)-LUMO). For the hypothetical case of a singly ionized cluster with \( I_h \) symmetry \((X = 0.00)\), i.e. for \( I_h \)-AlSn\(_{12}\)\(^+\), these four MOs would be degenerate. As can be understood from the SOS expression in eqn (4), the energetic difference \( \Delta E = E_{LUMO} - E_{SOMO} \) between the \( A_g \) \( \pi \)-SOMO and the triply-degenerate \( T_g \) \( \pi \)-LUMO (and their similar orbital shapes (due to originating from the same set of orbitals in \( I_h \) symmetry) are crucial to the value of the \( g \)-factor. The impact of other “transitions”, especially those involving the \( A_g \) \( \pi \)-LUMO+2 with spin density solely on the Al atom, is found to be insignificant. The energy difference \( \Delta E \) in particular increases with the magnitude of distortion \( X \) with respect to \( I_h \) symmetry and with it the \( g \)-factor decreases, i.e. the \( g \)-factor depicts the correlation between geometric and electronic structure. In other words, the dependence of the \( g \)-factor on the distortion \( X \) can be captured as a consequence of the spin–orbit interaction. The calculated \( g \)-factors for the \( T_h \) symmetry \((X = +1.00)\) agree reasonably well with the experimentally determined value. This also excludes the possibility that the nonpolar clusters in the experiment possess \( I_h \) symmetry. However, the calculation of the \( g \)-factor for the \( I_h \) symmetry should be treated with caution, since the unpaired electron distorts the geometric structure of the degenerate ground state due to Jahn–Teller stabilization and the SOS expression breaks down for nearly degenerate ground states (cf. the ESI† for details).

The energy level diagram of InSn\(_{12}\) is very similar to that of AlSn\(_{12}\). Also for GaSn\(_{12}\) the predicted \( g \)-factors of the \( T_h \) structure agree reasonably well with the experiment. It is interesting, however, that the orbital character of the SOMO changes when the transition to \( I_h \) symmetry occurs. For small values of the distortion \( X \), the \( \pi \)-SOMO is now entirely composed of the 4s-AO of the central Ga.
|     | AlSn_{12} | GaSn_{12} | InSn_{12} |
|-----|-----------|-----------|-----------|
|     | T_{h}     | D_{3d}    | T_{h}     | D_{3d}    | T_{h}     | D_{3d}    |
| ΔE^{PBE0} | /eV     | 0.000     | 0.007     | 0.000     | 0.066     | 0.004     | 0.000     |
| ΔE^{CCSD(T)} | /eV     | 0.000     | 0.066     | 0.000     | 0.190     | 0.000     | 0.087     |
| μ_{el} | /D       | 0.194     | 0.194     | 0.194     | 0.193     | 0.188     | 0.187     |
| B_{iso} | /m^{-1}  | 46.79 (t_g) | 19.22 (a_{2g}) | 45.80 (t_g) | 27.40 (e_g) | 35.01 (t_g) | 42.36 (a_{2g}) |
| r | /cm^{-1} | 58.43 (e_g) | 66.67 (t_1u) | 65.96 (e_g) | 49.25 (a_{2g}) | 61.09 (t_1u) | 48.54 (e_g) |
| g_{iso} | 2.92 | 2.90 | 2.93 | 2.47 | 2.92 | 2.88 |
| A_{iso}^{(1)} | /MHz | -5.93 (^{27}Al) | -7.45 (^{27}Al) | 0.65 (^{69}Ga) | 773.18 (^{69}Ga) | -34.35 (^{115}In) | -27.33 (^{115}In) |
| Δ_{iso}^{NR} | /10^{-7} eV | -4.46 | -4.36 | -4.53 | -2.26 | -4.33 | -4.12 |
Fig. 5  Spin-unrestricted MO energy diagrams of (a) AlSn12 (qualitatively similar to InSn12) and (b) GaSn12 as a function of the cluster’s distortion from $I_h$ towards $T_h$ symmetry. The $X$-parameter is a measure of the linearly-scaled distortion based on the perfect icosahedron ($X = 0.00$) and the GM structure ($X = +1.00$) as is illustrated for AlSn12 in (c). At $X = +2.00$ one set of 6 Sn–Sn bond lengths is compressed by 0.31 Å and another set of the remaining 24 Sn–Sn bonds is elongated by 0.08 Å with respect to the icosahedral Sn–Sn bond length of 3.17 Å. Computed isotropic $g_{iso}$-factors and hyperfine coupling constants $A_{iso}$ of the central atoms at the DKH-PBEO/(SARC-)DKH-def2-TZVPP and ZORA-PBE0/(SARC-)ZORA-def2-TZVPP level of theory are shown. MOs with spin density solely distributed over the Sn cage are highlighted in blue and those with spin density bounded on the central atom are highlighted in red. Their shape is displayed for GaSn12 in (d).
atom. This affects the hyperfine coupling constant $A^{(Ga)}$ of the central atom, which is now increased by 3 orders of magnitude because the Fermi contact term becomes dominant and the spin density is now localized almost exclusively on the Ga atom. In addition, the $g$-factor is now much closer to the value of the free electron, i.e. SOC effects have almost completely disappeared. Due to the correlation between geometric and electronic structure, a $T_h$ symmetry can also be clearly assigned to the nonpolar isomer of GaSn$_{12}$.

In conclusion, the large magnitude of the $\Delta g$-shift is a consequence of several factors. First, the spin densities of the SOMO and LUMO are very similar, because they stem from the same degenerate set of orbitals in $I_h$ symmetry, and thus the MO coefficients entering eqn (4) (roughly representing the spin densities) are rather large. Second, the LUMO is triply degenerate and adds a factor of three in the SOS expression. Third, the Sn cage contributes with a highly spin–orbit relevant set of atomic orbitals entailing a large SOC constant. Fourth, least significant but still important is the SOMO–LUMO energy difference which is not too large overall.

The SOC which determines the value of the $g$-factor in $T_h$ symmetry of the nonpolar structural isomers is also of great importance for the spin dynamics of the clusters in the Stern–Gerlach magnet. This is because the SOC makes an additional contribution to the spin–rotation coupling. Based on eqn (3), it is possible to take the isotropic value of the $g$-factor into account in order to estimate the contribution to the isotropic spin–rotational coupling constant $\Delta_{iso}^{SR}$ that stems from spin–orbit coupling.

$$\Delta_{iso}^{SR} \approx -\frac{\hbar^2 \Delta g_{iso}}{I_{iso}}$$  \hspace{1cm} (7)

With the experimentally determined $g$-factor of 2.7 for, e.g., AlSn$_{12}$ and the calculated rotational constant of 0.19 m$^{-1}$, a value with the magnitude of at least $1 \times 10^{-7}$ eV results for $\Delta_{iso}^{SR}$. The impact of this value on the spin dynamics of the nanoalloy clusters will be discussed in the next section.

### 3.5 Avoided-crossing model

To gain a further insight into the magnetic properties of the MSn$_{12}$ (M = Al, Ga, In) clusters, the data given by quantum chemical calculations discussed above can be used to apply a microscopic model based on avoided-crossings in the rotational Zeeman diagram.$^{60,61}$ The simulation routine is described elsewhere in detail$^{62,63}$ and, therefore, only a brief explanation will be given here. For the nozzle temperatures in the experiments shown in this work, the rotational and spin-Zeeman energies are dominating. For a system with $S = 1/2$, every rotational state splits up in the magnetic field into two different spin-Zeeman levels with $M_S = \pm 1/2$. Due to the manifold of thermally accessible rotational levels, crossings of states with different spin quantum numbers occur. These crossings are avoided if the total angular momentum quantum number in the field direction is conserved.$^{61,63,81,82}$ The spin–rotational coupling constant $\Delta_{iso}^{SR}$ and the rate of change of the magnetic flux density $dB/dt$ determine if the cluster changes its spin state after passing the crossing. In the case of a diabatic traverse which is favored for small $\Delta_{iso}^{SR}$ and high values of $dB/dt$ the spin state
remains unchanged, whereas in the case of an adiabatic traverse the spin state changes. If a change of spin state occurs within the magnetic field, the deflection changes accordingly, i.e. superatomic behavior is quenched and only an average deflection is observed. The probability of such a spin-flip is quantitatively given by the Landau–Zener formula in eqn (8).

$$p_{\text{ad}} = 1 - \exp \left( -\frac{\left(\Delta_{\text{SR}}\right)^2}{g_{\text{iso}}\mu_B |M_S - M_S^0| \frac{dB}{dt}} \right)$$  (8)

With a magnitude of at least $1 \times 10^{-7}$ eV for $\Delta_{\text{SR}}$ and a rate of approximately $\frac{dB}{dt} = 100$ Ts$^{-1}$ a value of $p_{\text{ad}} \approx 100\%$ is obtained. This means that a spin-flip occurs on practically every avoided crossing. However, since the deflection of the clusters is very small within the Stern–Gerlach magnet ($\sim$100 $\mu$m), the average number of crossings is less than one for clusters with $T_h$ symmetry. For the simulation of the magnetic deflection profiles, 5000 particles are generated with randomly chosen magnetic spin quantum numbers $M_S$ as well as Boltzmann-weighted rotational angular momentum and vibrational quantum numbers. This is valid since no magnetic field is present in the cluster source. The rotational and vibrational degrees of freedom characterized by the rotational constant $\tilde{B}$ and the vibrational frequencies $\tilde{\nu}$ are then populated using a Boltzmann distribution. This approach might not be exactly true, but is a reasonable assumption for the source used in this work because the clusters are thermalized by the helium carrier gas in the cryogenic nozzle and, therefore, represent a canonical ensemble in the molecular beam deflection experiments. However, it was shown that the rotational and vibrational degrees of freedom are cooled with different efficiency such that two different temperatures must be assumed.

**Fig. 6** The simulation of the experimentally measured magnetic deflection based on the avoided-crossing model for both $T_h$ (red solid line) and $D_{3d}$ (red dashed line) symmetry for (a) AlSn$_{12}$, (b) GaSn$_{12}$ and (c) InSn$_{12}$. The intensity $I$ is given as a function of the projection of the observed magnetic dipole moment on the field direction averaged over the length of the deflection unit and all quantum states $\tilde{\mu}_{\text{mag},z}$. The rotational and vibrational temperature $T_{\text{rot}}$ and $T_{\text{vib}}$ were estimated on the basis of the cluster source parameters whereas the velocity in flight direction $v_x$ is measured directly after the deflection experiments. The values of $\tilde{B}_{\text{iso}}$ and $p_{\text{ad}}$ are given by results from quantum chemical calculations (cf. Sec. 3.4). The rest of the color code and the symbols are analogous to the ones in Fig. 2.
Fig. 6 shows the resulting simulations based on the avoided-crossing model for the MSn_{12} cluster with M = Al, Ga, and In. Here, the simulation is carried out for both isomers with T_h symmetry (nonpolar, spherical rotor) and with D_{3d} symmetry (nonpolar, symmetrical rotor) taking a vibrational temperature of T_{vib} = 45 K and a rotational temperature of T_{rot} = 20 K into account, which were shown to be reasonable for this cluster source and considering the quantum chemical parameters presented in Table 1. Additionally, a polar fraction with Brillouin-like behavior was considered. Note that neither the geometrical structure nor the ratio of both isomers in the molecular beam change with applying the magnetic field. The beam profile without applied magnetic field cannot be simulated with respect to the ratio of the isomers, since it is described by a simple Gaussian function independent of the number of isomers present in the molecular beam and their magnetic properties. For the g-factors a value of about 2.7 (AlSn_{12} and InSn_{12}) and 2.6 (GaSn_{12}) is chosen in close agreement with the calculated $g_{iso}$ values. The simulations confirm that the magnetic deflection profiles for all three cluster species show both superatomic and Brillouin-like behavior taking the considered rotational and vibrational temperatures as well as the parameters given by quantum chemical calculations into account. Note that the smearing of the superatomic beamlets towards the central beam component originates from clusters changing their spin state on the path through the magnet and therefore already showing a reduced magnetic moment. Clusters that change their spin state several times within the magnetic field result in the central beamlet and show Brillouin-like behavior. This is already the case for rigid clusters with D_{3d} symmetry as well as for all polar isomers and clusters which are vibrationally excited. These results also demonstrate how crucial the alignment of the Stern–Gerlach magnet is in order to prevent any avoided crossing for at least the majority of the nonpolar clusters.

4 Conclusion and open questions

In this work, electric and magnetic beam deflection experiments were performed on MSn_{12} (M = Al, Ga, In) clusters. Also the magnetic deflection of a molecular beam enriched with nonpolar isomers of MSn_{12} was performed. Additionally, electric beam deflection experiments were carried out separately on the superatomic and Brillouin-like component of the AlSn_{12} cluster for the first time. Not only was the presence of two isomers observed for all cluster species, with one being highly and one less symmetrical, but also the correlation between the superatomic and nonpolar behavior was confirmed. The magnetic properties of these clusters were investigated more thoroughly and a simple semi-quantitative picture could be drawn explaining the abnormally large g-factors taking into account the dominant electronic excitation in a SOS treatment. With results obtained by the quantum chemical calculations, the magnetic deflection profiles were simulated on the basis of the avoided-crossing model. The simulations match the experimental results in very good agreement for all cluster species. Here, the quantum chemical calculations give important complementary insight into the magnetic properties of the p-doped tetrel nanoalloy clusters.

A number of polar structural isomers are predicted in the global optimization as well. However, all of these isomers are at least 0.3 eV higher in energy than the global minimum with T_h symmetry. Their presence in the molecular beam experiments is therefore highly improbable (cf. the ESI†). An open question
is therefore what is the geometric structure of the polar fraction? A second question is concerned with the magnitude of the electric dipole moment of the polar isomers and why the corresponding fraction decreases from Al to Ga and In. A methodology that combines deflection experiments with electronic or vibrational spectroscopy might be useful here. With the help of a Stern–Gerlach magnet for example, only the superatomic component could be transmitted via an aperture and then examined spectroscopically. The resulting changes in the photodepletion spectra could be directly related to the absorption behavior of the two structural isomers calculated with quantum chemical methods.\textsuperscript{38,88} On the one hand, this would then allow an independent confirmation that the nonpolar isomer has $T_h$ symmetry and, on the other hand, the polar isomer could possibly be identified in this way. Hence, by using electric or magnetic deflectors, an isomer-selective spectroscopic investigation of nanoscale bimetal clusters would be conceivable in principle. It is also not yet understood why, for GaSn\textsubscript{12}, the $A_g$ MO solely built from the 4s-AO contribution, as predicted by quantum chemistry, is energetically stabilized to a much larger degree than in AlSn\textsubscript{12} and InSn\textsubscript{12}. In this context, it would also be interesting to study how the replacement of Sn by Ge and Pb affects the magnetic behavior. Are structures with $T_h$ symmetry also formed that are superatomic? Or is the $D_{3d}$ symmetry preferred so that only a Brillouin-like behavior is observed for these symmetrical rotors? Does the increase in spin–orbit coupling in substituting Sn by Pb result in even larger $g$-factor deviations from the free-electron value? Overall, combined electric/magnetic deflection measurements offer a highly capable tool to uncover correlations in the geometric and electronic structure and thus help to better understand the magnetic behavior of nanoalloy clusters.
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