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Abstract: Cloud is a heterogeneous environment which is used to provide computing infrastructure as a service to the users. Cloud services are delivered to the users based on the demand received from the cloud service users. The best quality of a business model is to satisfy the product demand on time. Cloud is a business model to enable computing infrastructure everywhere. The cloud resources are scheduled and allocated to the users based on the requirement. Resource allocation in cloud computing environment is suffered by lack of improper monitoring, measurement and on time delivery of resources. This may affect the business growth of cloud service providers. This paper proposes an enhanced dynamic resource allocation framework to allocate resources based on the demands as well as cost of the resources to the users. The demand is forecasted based on the previous request repository. Fastcaster analyzes previous demands on different time and predicts future demands. Resources are prepared and to be in a ready state for allocation. The paper also describes the procedure of the proposed dynamic resource allocation technique for efficient allocation of resources in the cloud. The main focus of this framework is to schedule and allocate the resources which are in demand by the users on time also considered cost of the resources. Framework initiates a new paradigm of a single point of service delivery for all cloud services.
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I. INTRODUCTION

Cloud resources are virtually provided to the service demands from the users. Cloud is a place of high energy computing infrastructure which could be rented to the service users. Allocation of the resources is a vital task in the cloud environment [1]. Cloud is a business model which helps to small and medium scale enterprises to pick up their business through the cloud infrastructure. Cloud is attracted because of the characters like on-demand service and so on. On-demand service delivery is the most important quality of service for business promotion [2] [3].

Many cloud service providers are delivered their services based on a different subscription basis. Cloud service providers are the source of high-power computing, and each provider delivers different types of services. Users can have links with more than one service providers for their entire computing requirements. Services consumed by the users are charged based on the service used by the users on a pay per usage basis [4]. Cloud users should aware of each service provide regarding their cloud services. All the cloud services are independent, and users want to communicate with each service provider, then they must conduct each of them separately for accessing the resources. If users have accessed so many cloud services then, they must maintain and monitor the registration and login details of each service in the cloud.

In a cloud environment, several numbers of cloud service providers are in action to provide services. There is no Single Point of Service (SPS) for all services [5]. If the cloud may have a single point of services, then it is more comfortable for all users to use and contact a single point to get all their required computing resources [6]. Cloud has much magnetism, but it lacks in many sides of its benefits. Cloud has a vast computing repository and lacs many users are requesting resources every time in a day [7]. Cloud lacks in allocating the resources in an efficient and optimal manner. Cloud resources should be utilized fully without any waste of resources. Allocating cloud resources based on the users’ demand is a critical task in heterogeneous cloud computing [8]. This paper considered the challenge of allocating resources efficiently and have a enhanced dynamic resource allocation framework for providing cloud resource and provide services from a single point of service delivery in heterogeneous cloud computing [9]. The paper proposes a dynamic resource allocation framework with different entities. The availability of resources is calculated based on service delivery by the different cloud service providers. Resources from different cloud service provider are cumulatively maintained in the integrated heterogeneous cloud environment and demands for resources are predicted for scheduling the resources [10]. The paper also discusses an efficient resource allocation technique for the dynamic nature of the cloud environment. Resources are allocated based on the demands and cost of the resources.

II. RELATED WORK

Cloud computing is researched in a different direction to improve the efficiency of cloud usage and adoption. Researchers come with a different solution for resource allocation, but they also insist on developing an efficient method to improve resource allocation. This section discusses some of the related research work carried out by the researcher in cloud resource allocation.

Rengasamy et al. [17] proposed a predictive based a resource allocation with enhanced load balancing. This approach allows cloud service providers to be in ready state to allocate resource for any events. The resource allocation is based on Cicada predictions and it uses C-Rule algorithm.
Resource allocation and energy efficiency of the cloud environment is also considered in the framework. Cicada is a predictor which is used to predict the workloads early to know the demands of the resources with the help of C-Rule algorithm. The framework is simulated in the CloudSim with the a rule-based algorithm. The advantages of the C-Rule algorithm is to avoid the overloads. It is better to indentify overloads and C-Rule in CloudSim, it helps to find the requested resources for all requests. CloudSim takes less computational energy for resource allocation and C-Rule algorithm makes allocation with minimal resources.

Jayaraman et al. [11] proposed high utilization strategies to increase occupancy and improve system utilization. The paper proposed a scheduler called DRIVE meta scheduler to evaluate workload to a different scenario, throughput, and short job duration workloads. It is developed to assign workload in distributed and federated computing environments. An economic market strategy is used in DRIVE to an abstract allocation of resources. This scenario reduces the necessity for dedicated infrastructure and distributes management functionality across participants. Apart from the occupancy and utilization developments the proposed strategies also have advantages for differing economic conditions — the substitute service providers showed more price uncertain than other strategies because of the decreased allocation ratio at the time of bidding strategy.

KC Gouda et al., [12] proposed an approach that allocates resource with minimum wastage and provides a maximum profit. The established resource allocation algorithm is based on different parameters like time, cost, No. of processor demand, etc. The established priority algorithm is applied for improved resource allocation of a task in the cloud situation used for the simulation of several structure or task in an effectual method. At the completion of resource allocation for different tasks then an illustration is given based on the performance evaluation of cloud computing. Cloud computing servers are running for allocating resources for the task and job submitted by the users. The cloud administrator plays a crucial role in efficient resource allocation because he decides the priority among the different user requests.

Manish Pandey et al., [13] proposed a cost-based resource allocation approach which migrates the virtual machine from one physical host (physical machine) to another machine to evade the work overloaded and under load situation of the host. A cost-based resource allocation strategy will allocate the VM first which paid more to the provider for using the cloud resources. Hence, the cost metric is used to place the VM. First, they calculate the bill which is paid by the customer for using the VM and arrange all VM in descending order according to the cost. During the assignment of a VM to PM, they maintained a list which satisfies the VM requirements. Then they assigned VM to all available PM one by one and calculate the utilization of PM before and after assignment and maintain a list. Arrange all PM into avail PMList in ascending order according to their diff value and assigns the VM to the first PM. Continue the process until all VM placed. This proposed approach is applied in the cloud simulator tool CloudSim to assess the quality of the proposed approach performance.

Wang Yan et al., [14] discussed a model, which is the adaptive and completion time aware model (ACTA) which gives the job adaptive and completion time aware for resource allocation. Moreover, a strategy is proposed based on the model. Non-cooperative Nash equilibrium theory is used to build a strategy with the goal of aiming to optimize cloud resources allocation. Accordingly, an allocation algorithm based on the gradient projection is presented. With experimental studies, the algorithm for resource scheduling is demonstrated to improve the efficiency of jobs and the cloud computing system resource utilization when compared to the fair scheduling, random scheduling, earliest deadline-time first scheduling.

Wei Ming et al., [15] proposed a resource allocation method based on ant colony algorithm, which collect the information of the resource, such as the consumption of each server in the data center, and the power of CPU processing, as well as the initial size of the Memory that not been placed cloud. The information, such as saving Node Id, processing power, Memory, and the ability consumption, are all maintained in a table. Assume that all of the capacity loss, which is provided for all the nodes by those left components of a single node, are the same. And assume that all the nodes have the same network connection, as well as the same storage interfaces. After submitting a service request to the network Master, the system will normalize matching parametric.

Mayanka Katyal et al., [16] proposed a scheme for resource allocation for workflow based dependent tasks. In this scheme, prior to the allocation of tasks, the relationship among tasks in a workflow must be modeled. Directed Acyclic Graph (DAG) is used to model dependencies among tasks in a given workflow. Once the workflow is modeled, it is essential to ensure that tasks in a workflow are scheduled on appropriate VMs. In the absence of an appropriate allocation method, the tasks that require the same data set for completion might be allocated to VMs on a different host. This will result in multiple transmission of the same data set to a different host. This, in turn, increases the volume of data transfer which consequently leads to large bandwidth requirement and increases the cost of usage — also the response time, delays due to massive data transfer.

III. PROBLEM DEFINITION

Cloud resource monitoring and maintenance is a vital task. Allocating resources to the user based on the demand and cost is the most important area to be addressed in the cloud. Cloud is dynamic in nature and its demand highly vary on time to time. It is a crucial challenge to allocate resource to dynamic demands with different cost. Demands are changed on time, but cloud resources are always ready to allocate but...
without knowing the demands of the resource, the allocation is not efficient, its lead to wastage of resources.

To avoid the wastage of resource allocation and to satisfy dynamic demands on time, it is necessary to develop a dynamic resource allocation framework to address the challenges in resource allocation in the cloud environment.

IV. METHODOLOGY

Cloud is constituted by a huge amount of resources and it is vary based on the cloud service providers. Cloud service providers are people who have the cloud infrastructure to provide the resources to users. Each cloud service provider may have to provide specific services or resources to the users. No cloud service provider who can provide all the

service requested by the users. The proposed framework enables the cloud environment to deliver a single point of delivery to the users. Figure 1 shows the conceptual diagram of the proposed scheme. Users no need to approach different cloud service providers for each service. The proposed scheme provides an Integrated Heterogeneous Cloud Services Center (IHCSC) which provides all cloud services request by the users. Different cloud service providers are connected with the IHCSC and enable the users to get their service instantly. The proposed framework has different entities for monitoring and measuring the requested resources in IHCSC. Framework forecast the demands for allocating resources and check the availability of the resources based on the demand predicted from the requested repository in the framework.

![Fig. 2 Dynamic Resource Allocation Framework](image-url)
V. RESOURCE ALLOCATION FRAMEWORK

The proposed framework has different entities which all support to schedule and allocate the cloud resources on time. The components in the frameworks are such as Users, Request Analyzer, Request pooler, Load balancer, Demand forecaster, Request manager, Request repository, Resource manager, Resource identifier, Task scheduler, Resource pooler and Resource allocator. Users requests are collected and analyze for identifying the demand for the resources. Based on the request analyst result, it can be defined that the highest demanded resources. Demand may vary on time. The proposed system gives maximum priority to the highest demanded resource and these resources are given priority to schedule for allocation.

Each entity is the proposed system is used for a specific purpose. Figure 2 shows enhanced dynamic resource allocation framework for efficient allocation of resources in heterogeneous cloud environment. The demand and cost are two parameters should be considered at time of allocating resource in the proposed framework. Demand denotes the highest priority of the resource requested by users and cost is used to select the resources from the resource providers. If a resource provided by more than one provider with different cost, then, it is analyzed for cost based selection.

Users initiate requests based on their requirements. Requests may be accessed different services like software, platform and infrastructure.

Request analyzer analyzes the different request given by the users. It categorizes the request based on the type and nature of the request.

Request pooler is a queue of request arranged for schedule and allocation. Request pooler is updated frequently based on the request generated by the users.

Request repository contains all the request which are allocated previously. It maintains the details of the full report of request received from and allocated to the users.

Demand forecaster is used to forecast the highest demanded resource. It is periodically updated with recent demand forecast details.

Resource manager manages the resources in the cloud data center. It receives a detailed report from resource identifier regarding the status of the available resource in each cloud service provider. The resource manager is responsible for adding and removing resources based on the request received and demands.

Resource pooler contains a pool of available resources which are scheduled for allocation. Scheduling is done based on the forecasting of demand by the demand forecaster. Task scheduler schedules the resources based on the availability of resource from the cloud service provider to the users’ request.

Resource allocator allocates the resources based on the higher prioritized resources. Resources are on ready state based on the demand and cost.

The proposed framework initiates the Integrated Heterogeneous Cloud Service Center which has connected with different cloud service providers. It maintains a service catalog which shows the available resources from the different service providers. Figure 3 shows the connected cloud service providers in the framework.

Resource availability in each cloud service provider is frequently updated by the Resource Identifier. Resource manager gets the current status of resource availability of resources from Resource Identifier. If there is a highest demand for specific resource, then the resource manager sends an instruction to make provisioning by adding more resources in the resource pool.

VI. RESOURCE ALLOCATION TECHNIQUE

The proposed framework concentrates on allocating the resources efficiently to users on time. The resource allocation technique is proposed in this section to consider the dynamic allocation of resources. The proposed resource allocation technique considers cost and priority-based resource allocation. The procedure involved in the proposed resource allocation is described in the below pseudo code. Initially, the total number of resource with all service providers are calculated. Find the total number of a resource request from the users. The highest demand resources are checked for availability. Resource available with the cloud service provider is allocated based on the cost and priority of the resources. Pseudo code for efficient resource allocation is given below.

Pseudo Code for Dynamic Resource Allocation (DRAll) technique in the framework,

1. Users request are analyst and find the total number of requests NRq.
   \[ NRq = \sum_{i=1}^{n}(URq) \]  

2. Request are categorized for each resource to find the demand of each resource.
   \[ DRS_j = \sum_{i=1}^{n}(URq_j) \]

3. Resource availability is verified and find the total number of resources NRs.
   \[ NRs = \sum_{i=1}^{n}(ARs) \]

4. Find the highest demanded resource request from DRSj.
   \[ HDR = \uparrow (DRS_j) \]

5. Find the cost C of each resource with each CSP.

6. Arrange the CSP list in an order based on minimum cost to the maximum cost of the resources.
   \[ SCSPRs = \text{MinCRs < MaxCRs} \]
7. Allocates highest priority resources based on the cost of each resource.
\[ RA = CRs \{ \uparrow (DRSj) \} \]  \hspace{1cm} \ldots(6)
8. Check whether URgi < DRSj then, Choose the resources with minimum cost and minimum resources, allocate the full resource from the CSP.
9. If not, add more resources from the available CSP.

The proposed resource allocation technique enables the cloud service providers to allocate the cloud infrastructure efficiently and make high utilization of cloud resources.

VII. SIMULATION SETUP AND RESULTS

The proposed resource allocation technique executes on the real-time cloud environment. It is simulated in window azure cloud setup. Three cloud services are hosted in Azure cloud platform, and these three services are connected with leading cloud service which maintains all entities in the heterogeneous cloud, and it maintains the availability of the resources from three cloud services. Each service hosted in the cloud is assigned by different cloud resources. Cloud users’ request is received from the users, and it is analyzed highest demanded resources are allocated first. Demand is predicted based on the previous requests from the users. Three cloud servers with minimum configuration is rented for this simulation. All cloud services are coded in C# and hosted in the window azure platform as a service.

The proposed resource allocation DRall is measured for its efficiency by comparing it with existing resource allocation techniques. By using some sample data, the techniques are compared. Figure 4 represents response time comparison of existing and proposed techniques.

![Fig. 4 Response Time](image)

The framework provides efficient resource utilization compared with existing techniques. Figure 5 shows the percentage of resource utilization by proposed and existing techniques.

![Fig. 5 Resource Utilization](image)

VIII. CONCLUSION

The paper proposed a heterogeneous framework for allocating resources. Cloud has much attraction in providing service to the users. The providing services to users are a process of allocating the all requested resources with minimum waiting time. Allocating resources is a critical job in a cloud environment. The allocation may consider different parameters like time, cost, QoS and demand. This paper considered the demand and cost based resource allocation. All service providers are connected with the integrated heterogeneous cloud and availability of the resources are monitored and maintained by the resource identifier. Highest demanded resources given maximum priority for allocation and those resources are scheduled and provisioned for allocation. The resources selected based on the cost from different service providers. The resources are arranged based on the demand, highest demanded resources allocate first. The proposed system is simulated in real-time cloud setup using windows azure platform cloud. The proposed algorithm efficiently allocates the resources by considering the demands and cost. The results show that the proposed system is efficient in response time and resource utilization.
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