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First principle investigation of the influence of sulfur vacancies on thermoelectric properties of single layered MoS$_2$

Ch. Adessi, S. Pecorario, S. Thébaud and G. Bouzerar

Thermoelectric properties of single layered transition metal dichalcogenide MoS$_2$ are investigated on the basis of ab initio calculations combined with Landauer formalism. The focus is made on sulfur vacancy defects that are experimentally observed to be largely present in materials especially in exfoliated two dimensional MoS$_2$ compounds. The impact of these defects on phonon and electron transport properties is investigated here using a realistic description of their natural disordering. It is observed that phonons tend to localize around defects which induce a drastic reduction in thermal conductivity. For p type doping the figure of merit is almost insensitive to the defects while for n type doping the figure of merit rapidly tends to be zero for the increasing length of the system. These features are linked with a larger scattering of the electrons in the conduction band than that of holes in the valence band.

1 Introduction

The unique electronic, optoelectronic and thermal properties of two-dimensional (2D) van der Waals layered transition metal dichalcogenides such as MoS$_2$ have led to a keen interest in this material over the last decade. Moreover, 2D transition metal dichalcogenides have emerged as promising compounds for energy applications such as energy generation or conversion. Notably, MoS$_2$ has recently been investigated for prospects in thermoelectricity on both the theoretical and experimental side. Actually, the defect concentration on freshly exfoliated MoS$_2$ is observed to be as large as 8%. This obviously raises the question of the implication of these defects on the physical properties of MoS$_2$ that is not yet well understood from both the experimental and theoretical point of view. For instance, it has a high impact on the performance of field effect transistors and several attempts have been made to tune the physical properties through defect engineering. Regarding the thermal properties, non-equilibrium molecular dynamics calculations have shown a remarkable suppression of the thermal conductivity by point defects in MoS$_2$ nanoribbons. Such defects induce the localization of phonon modes and a reduction of thermal conductivity due to an enhancement in Umklapp scattering. Furthermore, first principle studies have pointed out that the $zT$ may be as high as $6.24$ for MoS$_2$ with S defects at room temperature. The understanding of the interplay between Umklapp processes and defect scattering is still an open and complex issue that implies a realistic treatment of the disordering and thus of the Anderson localization phenomenon.

In this paper, we address the influence of sulfur vacancies on the thermoelectric properties of single layered hexagonal MoS$_2$ by means of ab initio calculations combined with the Green’s function technique and Landauer formalism. We provide an insight into the influence of these defects on the figure of merit $zT$. The goal is to take into account the natural disordering...
of sulfur vacancies to investigate the competitive influence of these types of defects on both the power factor and thermal conductivity.

2 Results and discussions

2.1 Theoretical background and methodology

All the calculations are performed using the ab initio package SIESTA\(^37\) under the generalized gradient approximation of Perdew, Burke & Ernzerhof\(^8\) and using Troullier–Martin norm-conserving pseudopotentials.\(^39\) The basis used for the calculations corresponds to a double-zeta-polarized basis optimized using the simplex tool of the package. All the atomic structures were optimized up to forces less than 10\(^{-4}\) eV Å\(^{-1}\). A Monkhorst–pack grid of 10 \(\times\) 10 \(\times\) 1 \(k\)-points has been used for the calculations. For the Hartree potential, a mesh cutoff of 1000 Ry has been applied which corresponds to a typical mesh size of 0.1 Bohr. This very small mesh size is needed in order to obtain the required accuracy for the dynamical matrix.

In the framework of Landauer formalism,\(^40\) the system is divided into two semi-infinite leads and a device (Fig. 1) which includes sulfur vacancies randomly located. The leads correspond to pristine MoS\(_2\) (no vacancy). The thermoelectric properties i.e. the Seebeck coefficient, electrical conductance and thermal conductance are computed using the transmission coefficients through the system for the electrons and the phonons. These transmissions are obtained thanks to the Green’s functions of the system which are built either from the Hamiltonian (electrons) or the dynamical matrix (phonons). These last operators are obtained from the ab initio calculations. This approach is a very efficient way to deal with defects and provides an insight into the effect of sulfur vacancies on the transport properties. The electrical conductance, the Seebeck coefficient and the thermal conductance are defined as follows:

\[
G_e = \frac{2e^2}{\hbar} L_0(E_F),
\]

\[
S = -\frac{1}{k_B T} \frac{L_1(E_F)}{L_0(E_F)},
\]

with

\[
L_n(E_F) = \int_{-\infty}^{\infty} (E - E_F)^n T_e(E) \left( \frac{\partial f_{FD}}{\partial E} \right) dE,
\]

In these equations, \(e\) is the electron charge, \(\hbar\) is the reduced Planck constant, \(k_B\) is the Boltzmann constant, \(T\) is the temperature, \(E_F\) is the Fermi energy of the system, \(f_{FD}(E)\) is the Fermi–Dirac distribution and \(f_{BE}(\omega)\) is the Bose–Einstein distribution. \(T_e(E)\) and \(T_{ph}(\omega)\) are, respectively, the electron and phonon transmissions. The equation which defines the phonon thermal conductance involves the derivative of the Bose–Einstein distribution. This derivative (depicted in Fig. 2) figures the respective weight of each conduction channel in conductance. The electronic contribution to the thermal conductance can be defined in a similar way (see ref. 43). However, this contribution is negligible when compared to the lattice contribution as pointed out in ref. 44 and 45. At least 99% of the heat conduction happens through the lattice at room temperature. This behavior is attributed to the small density of states near the Fermi level.

On the basis of the Landauer–Büttiker formalism, the transmission reads:\(^41\)

\[
T = \text{tr}[\Gamma_L G^0 \Gamma_R G^+],
\]

where \(G^0\) is the retarded (advanced) Green’s function and \(\Gamma_{LR}(a)\) is the coupling between the left (right) lead and the device as illustrated in Fig. 1. The main advantages of this formalism are to allow to deal with disordered systems and to fully include the quantum backscattering processes. More details on Green’s functions formalism may be found in ref. 41, 42 and 46.

2.2 Phonon transport with a single sulfur vacancy

In Fig. 2, the behavior of MoS\(_2\) with a single sulfur vacancy is presented either under periodic boundary conditions or isolated using Landauer formalism. These basic models are intended to pinpoint the effects associated with a defect and to facilitate the interpretation of the more realistic results presented hereafter when defects are randomly located. On top of this figure is pictured the normalized differential occupancy of the Bose–Einstein distribution defined as:

\[
N_{\text{diff.occ}} = \left( \frac{\hbar}{k_B T} \right)^2 \left( \frac{\partial f_{BE}}{\partial \omega} \right). \tag{4}
\]

This quantity is involved in the integral (cf. eqn (2d)) defining the thermal conductance and characterizes the occupancy of the conduction channels. Notably, at low temperature (50 K) only the low frequency acoustic modes are involved in the transport. Conversely, at room and higher temperatures, all the acoustic modes are involved along with the optical ones. This is consistent with the estimated average acoustic Debye temperature in MoS\(_2\) that is of the order of 260 K (see also ref. 47).

One issue of concern is the localization of the phonon modes induced by the vacancy. This effect can clearly be pointed out by considering the inverse participation ratio (IPR) that reads:

\[
\text{IPR} = \sum_{n=1}^{N} a_n^4 \left( \sum_{n=1}^{N} a_n^2 \right)^2, \tag{5}
\]
where $a_n$ is the $n$-th component of the eigenvector of a given phonon mode. For a completely delocalized or extended mode, the IPR is equal to $1/N$ (with $N$ being the degree of freedom) and on the other hand, it is equal to 1 for a fully localized mode on a single site. When compared to the pristine case, the IPR with an S vacancy exhibits a clear localization tendency which is more pronounced for the optical modes (for frequencies higher than 250 cm$^{-1}$). This localization also has an impact on the density of states (DOS) for which sharp peaks linked with these localized modes can be observed mainly for the optical branches.

The role of an isolated vacancy in the transport properties is actually linked with the previous remark. When we compare the transmission between the pristine case and that of the one with a sulfur vacancy, it is mainly the in-plane optical modes that are affected by the defect. More remarkably, the in plane optical modes (in the frequency range from 250 cm$^{-1}$ to 420 cm$^{-1}$, see Fig. 7) are the most scattered modes in contrast to the ZO modes (above 420 cm$^{-1}$) that are almost unaffected. Despite the rather high frequency of LO–TO modes, this has a significant influence on the thermal conductance (see the inset of Fig. 2). Indeed, the thermal conductance defined by means of the phonon transmission in eqn (2d) involves the derivative of the Bose–Einstein distribution. This derivative is represented on top of Fig. 2. Given that the spectrum range of MoS$_2$ is rather narrow (compared to graphene, for instance), almost all the conduction modes (acoustic and optical) are involved in the transport at room temperature. The direct consequence, when mixed with the scattering of the optical modes, is a reduction in conductance by almost one-third at room temperature compared to that of the pristine case.

### 2.3 Electronic transport with a single sulfur vacancy

As mentioned in the theoretical section, we need to deal with both the thermal and electronic properties to estimate the $zT$. Thus, in this section we address the influence of a single sulfur vacancy on the electronic transport properties of MoS$_2$. The main aim is to provide an insight into the influence of such defect.

In Fig. 3, the fundamental difference between a calculation done on a periodic system and a disordered one is pointed out. On top of this figure, the electronic density of states for a $3 \times 3$ cell either for pristine MoS$_2$ or with a sulfur vacancy, the inverse participation ratio (as defined in eqn (5)) and phonon transmission for pristine MoS$_2$ and a device with a single sulfur vacancy. All of them are given as functions of the energy of the phonon modes.

† For the disordered system, we have performed several calculations with different vacancy distributions; all of them lead to similar results.
the vacancy) which can play a role in the transport. This is compatible with the experimental observations of a variable range hopping\textsuperscript{50,51} and also with STM measurements.\textsuperscript{52}

Fig. 4 depicts the electrical conductance, the Seebeck coefficient and the PF (at 300 K and 700 K) either in pristine MoS$_2$ or in a compound with a single sulfur vacancy. Here, we have considered a rigid band shift model, wherein the position of the Fermi level is shifted rigidly either toward the valence band or towards the conduction band to mimic hole or electron doping, respectively. The dashed lines correspond to the positions of the Fermi level for which the PF is maximum. In what follows, $zT$ will be estimated for the electron/hole density that maximizes the PF. Let us now focus on the energy range that is relevant for the transport properties. Note that only narrow regions close to the top of the valence band and to the bottom of the conduction band are relevant to the transport. These energy windows result from the derivative of Fermi distribution involved in the equations that define the Seebeck coefficient and the electrical conductance (see eqn (2b) and (2a)). This is illustrated in the inset of Fig. 4 representing the transmission. The shaded green regions represent the energy windows around the Fermi level that have a significant weight for the transport at 700 K. Of course, at room temperature, these windows are about two times smaller.

Regarding the valence band, the influence of the sulfur vacancy is significant only at low energy (with respect to the top of the valence band). For this reason, the impact on the maximum of the PF (when compared to the pristine case) is modest at room temperature but clearly noticeable at 700 K. At this temperature, the PF obtained with the defect is 2 times smaller.
2.4 Figure of merit in disordered MoS\(_2\) 

Let us proceed further and consider now the more realistic case of finite concentration of sulfur vacancies and its effect on the \(zT\). To this end, we have considered systems composed of 2 pristine MoS\(_2\) leads connected to a device where the sulfur vacancies are randomly located with a given vacancy concentration \(x\). In this section, all the results correspond to an average over 10 different compounds with the random distribution of the vacancies. This gives us results with a typical standard deviation smaller than the size of the symbols used in the figures. We have considered vacancy densities ranging from 0.8% to 4.2% that correspond to surface densities ranging from \(9.7 \times 10^{12}\) cm\(^{-2}\) to \(4.9 \times 10^{13}\) cm\(^{-2}\). Note that these values agree well with the typical densities measured experimentally.\(^{27}\)

Fig. 5 depicts the transmission coefficients for both phonons and electrons (the valence and the conduction bands are shown separately). These transmissions are given for the increasing length of the device \(i.e.\) the region that contains the defects. Regarding the phonon transport, it is the in-plane optical modes that are most affected by the vacancies as previously observed in the single vacancy case. As can be clearly seen, for the increasing length of the system, the in plane optical channels are almost fully suppressed. In contrast, both the acoustic and ZO modes (out of plane optical modes at frequencies above 400 cm\(^{-1}\), see Fig. 7) are weakly affected by the vacancies. The reduction in thermal conductivity\(^{8}\) as seen in the inset of Fig. 5 reflects the suppression of the in-plane optical modes (especially at room and higher temperatures) by multiple scattering on S vacancies. It should be emphasized that here the calculation of the conductivity includes phonon–phonon Umklapp scattering \(via\) the mode Grüneisen parameters (see, for instance, ref. 54). The details of the procedure are given in Section 4. A more refined study based on the calculations of third order interatomic force constants may be found in ref. 55. However, the device lengths considered here are of the same order of magnitude of the typical mean free path associated with phonon–phonon Umklapp scattering (as shown in Fig. 10). For this reason its effect is less and the associated reduction of the conductivity at high temperature is only noticeable for the longest system size. Nonetheless, the comparison of \(\kappa\) for pristine and defective MoS\(_2\) clearly shows that, for this device

\[ \text{Fig. 5} \quad \text{Transmission coefficient for phonons (left) or electrons (right) as a function of either frequency or energy for a system containing 3.3% of sulfur vacancies and for 3 different lengths. In the inset of the phonon transmission is given the thermal conductivity as a function of temperature for both defective and pristine compounds.} \]
size, the main mechanism of the reduction of $\kappa$ is scattering by the defects. This suggests that the length scale on which phonons are scattered by the defects is smaller than the Umklapp one. Furthermore, note the good quantitative agreement for $\kappa$ between our calculations and experimental values. Indeed, we find, respectively, 90 W m$^{-1}$ K$^{-1}$ for the pristine case and 12 W m$^{-1}$ K$^{-1}$ for the 3.3% defective compound to be compared with the experimental data which range from 13.3 W m$^{-1}$ K$^{-1}$ to 84 W m$^{-1}$ K$^{-1}$. This corroborates our analysis on the competitive influence of Umklapp and defect scattering. The typical length scales that control the transport properties are further discussed in what follows.

Regarding electron transport, the conduction band (n-doping) is impaired the most by the vacancies, especially at the bottom of the band which is the energy spot of interest when computing the power factor. A backscattering is also noticeable for p-doping. However, at the top of the valence band (the region of interest for the PF), the influence of the vacancies is less crucial. As presented hereafter, this difference in behavior between n and p-type doping has a direct repercussion on $zT$.

The figure of merit is the result of the antagonist effects of the thermal and electron transport properties associated with $\kappa$ and the PF. If $\kappa$ is less altered than the PF, the $zT$ will be low and conversely, if $\kappa$ is more altered than the PF, the $zT$ will be large. Actually, depending on the sulfur vacancy concentration and on the type of doping (n or p), the two situations are encountered. Fig. 6 depicts the figure of merit for n and p-type MoS$_2$ with different vacancy concentrations. For p-type doping the system is relatively insensitive to defects. At room temperature the $zT$ remains constant as we vary the system length. This means that the combined effects of the vacancies on $\kappa$ and on the PF compensate each other. It is only at high temperature (700 K) that the PF decreases more rapidly than $\kappa$, leading to a reduction in the $zT$ with the system size. This trend originates from the integration window in eqn (2a) and (2b) defining $G$ and $S$. Its width increases with temperature and at 700 K it includes an area on which the transmission for the valence band is significantly reduced by the defects. However, the $zT$ is nonetheless of the order of 0.5. On the other hand, for n-type doping, the picture is drastically different. The $zT$ decreases very rapidly with the length of the system. At room temperature...
Table 1  Typical length scales for the PF and thermal conductivity obtained from an exponential fit as a function of the system length

| Temperature (K) | \(L_{PF} \) (nm) | \(L_{\kappa} \) (nm) |
|-----------------|------------------|-----------------|
| 100 K           | 31               | 159             |
| 300 K           | 58               | 150             |
| 700 K           | 88               | 146             |

it drops to almost negligible values especially at large vacancy concentration. It is only at low concentration that the \( zT \) has more attractive values. At higher temperature the \( zT \) reaches values of the same magnitude than those obtained for p-type doping. However, a rapid decrease of the \( zT \) with the length is still observed. This behavior is related to the large influence of the sulfur vacancies on the conduction band, and hence on the PF. For pristine MoS\(_2\), the conduction band is supposed to lead to a larger PF than the valence band. This does not go well with sulfur vacancies which wipe out the conduction channels. Therefore the only way to maintain a significant \( zT \) for n-type doping is to have a very low vacancy concentration.

The behavior of the \( zT \) portrayed previously is closely related to the decay with the system size of both the PF and thermal conductivity. This behavior is illustrated in Fig. 9 for the PF and a similar behavior is observed for \( \kappa \) (not shown). Indeed, the PF and thermal conductivity follow an exponentially decreasing trend with the length. The characteristic lengths, denoted as \( L_{PF} \) for the PF and \( L_{\kappa} \) for \( \kappa \), are associated with the localization length of the electron eigenstates (respectively phonon modes), \( L_{PF} \) and \( L_{\kappa} \) as functions of temperature are summarized in Table 1. As expected, \( L_{PF} \) is significantly larger for p-type than for n-type doping whatever the temperature. In addition, these lengths are typically of the order of 55 nm for n-type doping and 100 nm for p-type doing. Moreover, \( L_{\kappa} \) is always larger than \( L_{PF} \). This is directly reflected in the rapid decrease of the \( zT \) with the length of the device reported previously. Note that this decaying length scale is almost insensitive to temperature. As discussed previously, these features are consistent with the fact that the scattering lengths associated with the defects are smaller than those of the Umklapp processes. Let us further discuss the competition between \( L_{PF} \) and \( L_{\kappa} \) for p-type doping. At 100 K (and in a few instances at 300 K) the 2 lengths are almost equivalent leading to a \( zT \) almost constant with the device size as illustrated in Fig. 6. In contrast, at 700 K, \( L_{PF} \) becomes much smaller causing a rapid drop in the \( zT \).

3 Conclusion

In this paper we have addressed, on the basis of \textit{ab initio} calculations and Landauer formalism, the effects of sulfur vacancies on the thermoelectric properties of single layered hexagonal MoS\(_2\). We have investigated both the phonon and electron transport properties of this material by treating the disorder effects realistically. It appears that in plane phonon optical modes are very sensitive to sulfur vacancies and are more likely to be scattered by them. However, the mechanism which is governing the thermoelectric figure of merit is mostly linked with the PF. For p-type doping the electronic transport properties are less impaired by S vacancies. This leads to a \( zT \) almost independent of the length of the system and of the vacancy concentrations. Conversely, for n-type doping, scattering is massive and it leads to a drastic reduction in the \( zT \). These features are related to typical decaying length scales for both the PF and \( \kappa \) revealing that scattering with the vacancies is a dominant mechanism in these disordered systems.

4 Supplementary data

In Fig. 7, the phonon dispersion for 2D MoS\(_2\) is given. The acoustic out of plane mode (ZA) has the typical parabolic shape of a 2D material at the \( \Gamma \) point corresponding to the in plane modes (LA and TA). The optical out of plane modes (denoted as \( A'_1 \) and \( A''_2 \)) are well separated from the other modes at the top (bottom) of the dispersion between 400 and 470 cm\(^{-1}\).

The amplitude of the PF strongly depends on the Fermi level. Indeed, the PF is the product of \( \sigma \) and the square of \( S \) which have two opposite trends with the Fermi level. This leads to a bell-shaped function for the PF with a maximum at a given optimal Fermi level (see Fig. 4). The \( zT \), as shown in Fig. 6, is evaluated using the maximum value of the PF. This choice is definitely an open issue as it would result in tuning each vacancy concentration, temperature and length of the system at the optimal Fermi level. In Fig. 8 we have compared the \( zT \) (with a vacancy concentration of 4.2%) using either the optimal Fermi level (as in Fig. 6) or a fixed Fermi level close to the top (bottom) of the valence (conduction) band, respectively. For each type of doping, we considered two different values at the Fermi level. These values are in close vicinity of the maximum of the PF obtained for the pristine case (see Fig. 4). As expected, a fixed Fermi level is leading to smaller values of the \( zT \) as the

![Fig. 7 Phonon dispersion modes for two dimensional MoS\(_2\). \( A'_1 \) and \( A''_2 \) are out of plane optical modes (usually represented as ZO), and \( E' \) and \( E'' \) are in plane optical modes.](image)
PF is not at its maximum. However, the trends pointed out in Section 2.4 for the $zT$ with the length are not affected. For n-type doping the deviation from the optimal case is of the order of 0.2. Indeed, for n-type doping, the optimal Fermi level is almost constant (ranging from 1.14 eV to 1.16 eV) regardless of the length and the temperature of the system. For p-type doping, the optimal Fermi level varies a bit more with the length and mainly with the temperature. This leads to larger deviations of the $zT$. At 100 K, the optimal Fermi level is $-0.61$ eV and at 700 K it is $-0.51$ eV which is much closer to the top of the valence band.

Fig. 9 gives the PF as a function of the length of the system for n-type doping the deviation from the optimal case is of the order of 0.2. Indeed, for n-type doping, the optimal Fermi level is almost constant (ranging from 1.14 eV to 1.16 eV) regardless of the length and the temperature of the system. For p-type doping, the optimal Fermi level varies a bit more with the length and mainly with the temperature. This leads to larger deviations of the $zT$. At 100 K, the optimal Fermi level is $-0.61$ eV and at 700 K it is $-0.51$ eV which is much closer to the top of the valence band.

Fig. 8 Figure of merit as a function of the length of the system for a sulfur vacancy concentration of 4.2% and 3 different temperatures. The solid lines correspond to the optimal Fermi level (giving rise to the maximum of the PF and hence of the $zT$). The dashed and dotted lines correspond to a fixed Fermi level.

PF follows a typically exponentially decreasing trend with a characteristic length $L_{PF}$, i.e. it follows a decay law of the form $e^{-L/L_{PF}}$.

To include the effect of Umklapp scattering, we have made an assumption that the scattering of the phonons by the defects (sulfur vacancies) and the phonon–phonon Umklapp processes are uncorrelated. With this assumption, the phonon transmission coefficient is defined as follow:

$$T(\omega) = \frac{L_x}{2\pi} \int_0^{2\pi/L_z} dq_x \frac{\tilde{A}(q_x,\omega)}{L_z + A(q_x,\omega)}$$

where $\tilde{T}(q_x,\omega)$ is the phonon transmission coefficient which includes scattering by the defects ($x$ is the direction perpendicular to the direction of transport) and $A(q_x,\omega)$ is the mean free path (averaged over $q_x$) associated with phonon–phonon Umklapp scattering. This integral is obtained using 400 discrete points for $q_x$. The fraction involving $L_z$ and $A(q_x,\omega)$ in this equation is introduced to have a continuity between the ballistic and the diffusive regime. If $L_z \gg A$ the fraction tends to $A/L_z$ and if $L_z \ll A$ it tends to 1 which corresponds to a ballistic regime for the Umklapp processes. The mean free path per mode is defined using the mode Grüneisen parameter:

$$A(\omega_x(q)) = v_s(q)\tau_x(q)$$

$$= v_s(q) \frac{M}{k_B\gamma_x(q)} \omega_x^{\text{max}} \omega_x(q)^{x-1}$$

where $v_s(q)$ is the group velocity, $\tau_x(q)$ is the relaxation time, $M$ is the mass of the unit cell, $\omega_x^{\text{max}}$ is the Debye frequency, $\gamma_x(q)$ is the Grüneisen parameter and $\omega_x(q)$ is the frequency of the mode $x$. The Grüneisen parameter for the system with a sulfur vacancy is computed using the post-processing tool phonopy. In Fig. 10 the group velocity, the phonon lifetime and the mean free path values are shown after computation using eqn (7). The results obtained with a sulfur vacancy correspond to a $3 \times 3$ cell.
As already pointed out in Section 2.2, the vacancy induces a localization of the phonon modes which leads here to a reduction and to a larger dispersion of the values compared to the pristine case.

To obtain $\tilde{L}(q_x,\omega)$ as defined in eqn (6), we average $L(\omega,\tilde{q})$ over the reciprocal vector $q_x$ (where $z$ is the direction of transport):

$$\tilde{L}(q_x,\omega) = \frac{L_z}{2\pi} \sum_z \int_{\tilde{q}} 2\pi L_z \frac{d\tilde{q}}{A} \Pi(\omega - \omega_z(\tilde{q})),$$

(8)

where $\Pi$ is a normalized rectangular function of width $A$ (taken as equal to the frequency step used to compute the transmission).
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