A Fuzzy-Based Clinical Decision Support System for Coeliac Disease
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ABSTRACT Coeliac disease (CD) is a permanent inflammatory disease of the small intestine characterized by the destruction of the mucous membrane of this intestinal tract. Coeliac disease represents the most frequent food intolerance and affects about 1% of the population, but it is severely underdiagnosed. Currently available guidelines require CD-specific serology and atrophic histology in duodenal biopsy samples to diagnose CD in adults. In paediatric CD, but recently in adults also, non-invasive diagnostic strategies have become increasingly popular. In order to increase the rates of correct diagnosis of the disease without the use of biopsy, researchers have recently been using approaches based on artificial intelligence techniques. In this work, we present a Clinical Decision Support System (CDSS) system for supporting CD diagnosis, developed in the context of the Italy-Malta cross-border project ITAMA. The implemented CDSS has been based on a neural-network-based fuzzy classifier. The system was developed and tested using a Virtual Database and a Real Database acquired during the ITAMA project. Analysis on 10,000 virtual patients shows that the system achieved an accuracy of 99% and a sensitivity of 99%. On 19,415 real patients, of which 109 with a confirmed diagnosis of coeliac disease, the system achieved 99.6% accuracy, 85.7% sensitivity, 99.6% specificity and 96% precision. Such results show that the developed system can be used effectively to support the diagnosis of the CD by reducing the appeal to invasive techniques such as biopsy.

INDEX TERMS Coeliac disease, computer aided diagnosis, artificial intelligence, endoscopy, neural network, fuzzy classifier, CDSS.

I. INTRODUCTION Coeliac disease (CD) is a rapidly expanding disorder both in terms of prevalence in the world and in terms of a more significant number of diagnosed patients; it is an autoimmune disease that can occur at all stages of life. Advances in understanding the pathogenetic and genetic factors that influence risk have led to the development and refinement of diagnostic tools. It is a chronic disease of the small intestine characterized by an abnormal immune response; the latter is due to exposure to gluten present in the diet in genetically predisposed subjects. The “environmental” factor triggering coeliac disease is represented by gluten, a protein complex contained in some cereals (wheat, barley, rye) [1]. Coeliac disease is an autoimmune disorder induced by dietary gluten in genetically predisposed subjects. CD has
a prevalence of \( \sim 1\% \) in many populations around the world, and the breadth of established clinical presentations continues to increase, making the disorder a significant relevance in the medical field [2, 3]. The CD has been analysed in its many aspects, and although pathogenesis and pathophysiology remain unknown, it is assumed that the disease is strictly connected to genetic interactions, environmental and immunological factors.

Like other underdiagnosed disorders, CD is depicted as an iceberg of which the most considerable part is submerged [4]. There are no particular manifestations in the silent form of coeliac disease, and for this reason, it is difficult to diagnose. The latent form instead characterizes those subjects who, despite having a predisposition to coeliac disease (positivity of AGA anti-gliadin antibodies and anti-endomysial EMA antibodies), currently have a normal intestinal mucosa that does not present atrophy of the villi. However, atrophy will appear after some time, and therefore periodic monitoring is necessary. With a major awareness of the disease an increasing number of patients are diagnosed and therefore, as with many other autoimmune disorders, the real incidence in the population seems to have increased [5].

In diagnosing coeliac disease, serology is usually the first step in diagnosing or ruling out the disease in symptomatic patients or for screening. The biopsy is essential for the definitive diagnosis of the pathology. The serological markers of coeliac disease are: IgA against tTG, Endomysial antibodies (IgA), IgG against DGD, IgA versus deamidated gliadin peptide, IgG versus tTG. A small number of coeliac disease patients have had negative serological test results. Therefore, biopsies should be performed if there is a high clinical suspicion of coeliac disease, regardless of these findings. For asymptomatic patients, especially children, who have slight increases in serological markers of the disease, biopsy analysis can be delayed. Level gastroscopy duodenojunal with intestinal biopsy is undoubtedly helpful to confirm the diagnosis and to ascertain the degree, being an invasive examination, it is desirable, especially in children, that it is carried out only when necessary.

The European Society for Paediatric Gastroenterology, Hepatology and Nutrition (ESPGHAN) guidelines [6] report the possibility of avoiding biopsy to diagnose coeliac disease in genetically susceptible children with high titres of tTG_IgA antibodies. Unfortunately, it is only possible in a few patients and is influenced by the lack of standardization of anti tTG_IgA kits.

In order to satisfy the heterogeneity of data and their complexity, a Decision Support System (DSS) has to be considered for their manipulation. DSSs continue to be increasingly requested in the clinical setting, and there are still many open problems even in the field of interoperability. Due to the multidisciplinary nature of a DSS, certain precautions to meet the needs of interoperability must be taken into consideration in the design phase during the construction, use and maintenance of the DSS. Some of these considerations were addressed by Sutton et al. in [7] as DSS evolve in complexity (Artificial Intelligence), interoperability (multidisciplinarity) and data sources (Cloud, open data,...). Thus, decision support systems become a relevant part of the tools that use artificial intelligence (AI). They have the task of solving open questions to deepen the understanding of the correlations between the data representing the events. The DSS, supported by multidisciplinary approaches, revisits how data are treated and analysed and generates virtually and globally cognitive pathways that highlight unconventional solutions and considerations. This approach improves how data are analysed and understood, their knowledge and correlation.

knowledge-based, data-driven, or lacking a priori knowledge. The strategy of the former is based on rules that are not necessarily deterministic; it recovers data from information systems (i.e. databases) or in real-time from Biometric systems and evaluates the rules involved. Finally, it produces an output event (Alarm, screening, diagnostic pathway,...). Non-knowledge-based DSSs are data-driven, and the output events result from modelling applications on machine learning with no specific medical knowledge needs to take into account to set up the model. Such a model without knowledge, adopted for the creation of the DSS, is currently being studied in the scientific community; they are incredibly complex to implement, and they leave no room for understanding the results, whether they are correct or incorrect, even when they have a high degree of sensitivity and specificity.

The inherent imprecision of medical data, as well as the fact that a patient enters the diagnostic pathways from different medical sources (as an outpatient, an inpatient, referred by a physician, after blood tests and other unrelated diagnostic tools have been administered) makes standard classification methods less easy to adapt to the CDSS backend. While well-known classifiers such as SVM and NN produce precise results on binary classification problems, the diagnosis of a coeliac patient requires a number of steps, and a CDSS should offer prioritisation advice on each of these steps, regardless the completion of the whole diagnostic pathway. Fuzzy classifiers allow for taking into account this inherent dynamicity and imprecision.

In this work, we present a fuzzy-based Clinical Diagnostic Support System developed within the ITAMA project (henceforth ITAMACDSS). ITAMA (ICT Tools for the diagnosis of Autoimmune diseases in the Mediterranean Area, [8]) is a cross-border project between Italy and Malta funded by the European Regional Development Fund within the INTERREG V-A Italia - Malta Cooperation Programme, in which the common territorial challenge is to improve the quality of life and well-being of the population affected by autoimmune diseases, containing the costs of health systems through a strategic commissioning demand towards the world of research. In Sicily and Malta, autoimmune diseases present a high incidence, probably due to the high consumption of starchy foods. In ITAMA, a mass screening was carried out on more than 20,000 Maltese children. The screening was based on a Medical History Questionnaire (MHQ) and a Point-of-Care Test (PoCT). Children tested positive based on the...
result of the MHQ, of the PoCT, or both, were invited for further investigation, and in particular for the anti-Actin IgA to verify the possibility of avoiding biopsy in a large number of patients.

The implemented CDSS is based on a fuzzy classifier using neural networks. The system was developed and tested using a Virtual Database and a Real Database acquired during the ITAMA project.

Since the objective was to minimize the length and impact of the diagnostic pathway for a correct diagnosis of celiac disease while maximizing the effectiveness, it was necessary to validate the CDSS with numerous pilot tests both on simulated data generated in collaboration with medical experts and on real data acquired in real contexts (hospitals). The validation using ‘virtual patients’ (i.e. artificially generated data based on current knowledge of the disease and its symptoms/related conditions) was a preparatory step in order to reach a starting point of the system before completion of the data collection on real patients, and is reported for comparison purposes.

Despite a large amount of data available offered by the acquisition in the clinical field, the developed Framework intends to propose an architecture that can also be used in those sectors in which the data are not numerous and therefore cannot take advantage of methods based on the DL. Our Framework, whose intelligence is based on Fuzzy rules and therefore can be analysed and verifiable, acquires anamnestic data validated by doctors or specific health personnel, provides both suggestions on personalized diagnostic paths and interpretations of the data to lead to a faster diagnosis of celiac disease.

This paper is organized as follows. Section II discusses existing literature. In Section III the databases – a virtual one (III.A) generated using knowledge from the diagnostic state of the art in coeliac disease, and a real one (III.B) obtained through data collected by the ITAMA project during a mass screening – on which the CDSS Fuzzy classifier has been trained are presented. Section IV details data cleaning and extraction procedure, the proposed approach for designing a fuzzy-based CDSS for coeliac disease, its architectural implementation and the communication protocol with ITAMA DB. In Section V results from the classification procedure are presented and discussed, and hints at the complete implementation of the CDSS system are given. Discussion on the results as well as further considerations are given in Section IV.

II. RELATED WORKS
In general, the DSSs based on Deep Learning (DL), Machine Learning (ML), and Neural Networks (NN) are very efficient if applied to training with large data sets; but large data sets are not always available in the medical domain [9].

Qatawneh et al. present in [10] a clinical decision support system based on Artificial Neural Networks (ANN) to predict the risk of developing Venous Thromboembolism (VTE). A dataset with 150 medical records was used for training and testing, and the system was trained using a resilient backpropagation algorithm with a ten-fold cross-validation scheme to assess the generalization of the system thus, the results show an accuracy of the system is 81%.

The introduction of DSSs for diagnosing CD could improve diagnostic work-up, allowing cost, time and labour savings and improving the procedure’s safety, avoiding biopsy sampling and prolonged sedation associated with the multiple biopsy protocol. In particular, DSS based on Fuzzy Logic are enjoying growing research interest in solving classification problems in a wide range of application fields [11], especially in medicine, where the possibility of presenting classification results together with a measurement of the association is very tempting [12].

The interest of the scientific community in the development of DSS systems, also thanks to new performing machine learning techniques, is certainly growing [13], [14]. However, the problem of developing CD diagnosis support systems is still poorly explored, perhaps due to the difficulty of the problem but undoubtedly also due to the lack of public databases. For example, in a recent review work [15], after proper research, the authors have identified only 41 publications consisting of original work describing techniques for computer-aided CD diagnosis.

Gadermayr et al. [16] summarize recent trends in computer-aided coeliac disease diagnosis based on upper endoscopy and proposed pipelines for fully-automated patient-wise diagnosis and for integrating expert knowledge into the automated decision process.

In [17], the authors presented a feature descriptor for the classification of video capsule endoscopy images. In addition, they introduced a system for small intestine motility characterization based on deep CNN for individual motility events. Experimental results showed a mean classification accuracy of 96% for six intestinal motility events.

In the last few years, deep learning methods have also been used to classify endoscopic images. In this context, the best known convolutional neural networks, i.e. AlexNet [18], [19], GoogLeNet [20], VGGF net [21], and VGG16 net [22], have been used for this purpose.

Wang et al. in [23] propose a deep-learning-based methodology to recalibrate the module to identify images with regions significant for celiac disease from healthy ones. The developed module determines the most salient feature on the features’ map and is hooked to a Support Vector Machine and a k-nearest neighbour module to perform a linear discriminant analysis. Their method reports 95.94%, 97.20% and 95.63% for accuracy, sensitivity and specificity with the 10-time 10-fold cross-validation strategy.

Amirkhani et al. [24] developed a method based on a fuzzy cognitive map (FCM) and a possibilistic fuzzy C-means clustering algorithm (PFCM) for the categorization of CD. The research goal was to develop an expert system for classifying patients with CD into three grades A, B1, and B2, which is the latest grading method available. Three experts have extracted seven key defining features of CDs that were considered FCM
concepts. For the three analysis classes, the authors obtained 88%, 90% and 91% accuracy, respectively.

The authors of [25] proposed a fuzzy logic-based method to predict coeliac disease by entering sharp values of various symptoms. The analysis was conducted on 700 individuals. The system, which was based on the Mamdani model, shows an accuracy of 96.11%.

However, to our knowledge, to date, there are no works in which clinical support systems for coeliac disease screening have been developed, i.e. designed to work from non-invasive diagnostic tests (and to limit the use of biopsy). This is probably due to the paucity of screening data as well as the complexity of the diagnostic problem.

III. THE DATABASES

To develop and test the CDSS, we first had to create a Virtual Patient Database, the rationale of which is explained in section III.A. Basically, this was due to the Sars-CoV-2 pandemic, which delayed the actual data collection within the project. The Virtual DB schema is compatible one-to-one with the Real DB one, so that as the real data was acquired, they can be appropriately transferred into the complete DB (virtual + real), and in this sense, they can be used by the CDSS without significant changes. The Real DB and the actual collected data are described in section III.B. As a result, one million virtual patients have been generated.

A. VIRTUAL DATABASE

In order to optimize and speed up the CDSS development, a way has been devised to massively generate data from “virtual patients”. Such data has been generated by assessing the scientific literature to derive known incidences of coeliac disease factors in the general population and, where appropriate, by treating such variables as an independent. The data was discussed and approved with the ITAMA medical staff of experts in coeliac disease. Furthermore, the variables that have been included mirror precisely the original variables from the ITAMA DB, and as such, have been modified during the project. The final list of variables, shown in Table 4, is coherent with the list from real data acquisition, allowing the virtual model to be fully interchangeable with the real model, for comparison purposes. The ITAMA group has made a public version of the virtual database available to the scientific community.1

The virtual DB was created using statistical information on the pathology. Specifically, since the prevalence of the celiac disease in the general population is 1:100 [26], a set of patient batches was generated, each consisting of 1 positive patient and a random number of negative patients extracted from a Gaussian distribution with a mean of 100 and variance of two standard deviations. Virtual data is generated as follows.

1) FOR NEGATIVE PATIENTS

Questionnaires have been generated so that epidemiological data reflects the statistical prevalence of diseases (where known) in the general population: Anaemia (1:4), Osteopenia (1:3), Chronic Diarrhoea (1:20), Failure to Grow (1:140), Genetic Disorders (1:1000), Coeliac Mother (1:100). In the computation of the cumulative number of positive questions, the resulting value is scaled for consistency with the corresponding data for the real patients.

The Point-of-Care Test (PoCT) has negative or inconclusive outcome (highly unlikely positive PoCT), maintaining the distribution of inconclusive (1:600), and considering a number of defective tests equal to 1:1200, which is consistent with literature. In the case of negative PoCT and negative Questionnaire, the Blood Test has missing values. Otherwise (positive PoCT or positive MHQ), the logic detailed below is followed. First, a value for the total IgA is generated, following the PoCT result: if PoCT is negative, IgA generated value is higher than the threshold with mean 7 and variance 2 stdev; if PoCT is inconclusive, IgA has lower random values with random distribution between 0 and 0.25. In the case of a deficit of the total IgA, a value is generated for the tTG_IgG with mean 2 and variance 2 stdev and the value of the tTG_IgA is missing. In the other cases (i.e. if the total IgAs are sufficient) a value for the tTG_IgA is generated from a Gaussian distribution with mean 4.5 and variance 2 stdev, and the value for the tTG_IgG will be missing.

If the blood test is positive, the Biopsy will obviously have a negative result (class 1 or 2 – the patient being generated is CD-negative), otherwise it has a missing value.

2) FOR POSITIVE PATIENTS

The distribution of positive responses in the Questionnaire is reviewed considering the known prevalence, compared to that used for the questionnaire of negative cases: Anaemia (1:2), Osteopenia (2:5), Chronic Diarrhoea (1:3), Failure to Grow (1:5), Genetic Disorders (1:20), Coeliac Mother (1:18).

The PoCT is positive (599:600) or inconclusive (1:600). Blood Tests follow a logic similar to that for negative cases but will always be positive: first a value for the total IgA is generated. In the case of inconclusive PoCT, with mean 0.125 and variance 1 stdev, otherwise mean 8 and variance 2 stdev. In the case of inconclusive PoCT, a value is generated for the tTG_IgG with mean 14 and variance 2 stdev and the value of the tTG_IgA will remain missing. Values in the negative range are discarded. In the case of a positive PoCT, a value for the tTG_IgA is generated from a Gaussian distribution with mean 24 and long tail on the right, and the value for the tTG_IgG will remain missing. Values in the negative range are discarded.

The Biopsy has assigned a random positive evaluation with uniform 1:3 distribution among classes 3a, 3b, 3c.

1 https://app.itamaproject.eu/virtualdb
B. REAL DATABASE
The real database was designed with the primary goal to support the ITAMA project to reach its objectives. Therefore, the data relating to the subjects have been entered after they have given informed consent. The resulting schema considers all known constraints and requirements both from ethical, technical and functional points of view, and at the same time, it is ready to be extended for further possible functions to be supported. Other general guidelines and best practices were followed for its design, such as data isolation and interoperability.

As far as data isolation is concerned, the DB schema is provides for the following features:

- **minimal data redundancy**: each table represents a single piece of information so that it can be easily identified as a table storing the related data;
- **privacy**: any possible personal data can be stored in a single table, thus allowing for controlled access to it and separation from the remaining data, with no impact on the information extraction and data aggregation;
- **reusability**: the schema can be re-used, as is or even partially, in different same or similar contexts;
- **safety**: there are no “critical” tables, so losing someone will have little impact on the stored information.

As far as interoperability is concerned, we used some well-known best practices: all table names start with a lowercase 't', all field names do not contain non-ASCII characters, and they are composed (as much as possible) of meaningful groups of characters, making it easier to understand the data they represent and the table they belong to.

The current schema of the database is composed of twenty-nine tables, based on which it is possible to build all the queries needed to achieve the project’s goals, in terms of suitably structured data storage, and information extraction for statistical analysis and support for the early diagnosis process. Concerning the current instance of the DB, i.e. the actual stored data, it consists of \( \sim 189k \) rows in total. In more detail, it stores 20,454 patients’ basic information, spread on 4 tables and 103,513 rows:

- Demographics (age, gender, ethnicity);
- Medical history (answers to 29 multiple-choice questions);
- Point-of-Care (PoCT) data (pictures, results).

The results of second-level blood tests for 875 patients are spread among 12 tables and 2573 rows storing values for tTG_IgA, tTG_IgG, Total_IgA, EMA, AntiActine AAC, and DPG_IgG exams.

Two more tables contain third-level (endoscopy) exams results for 165 patients, namely biopsy (evaluation based on Marsh index) and mucosal deposits (pictures, evaluation).

The final evaluation and the related details are spread on two tables and 39,807 rows, storing for each candidate the complete diagnostic pathway (doctors’ decisions on the diagnostic steps for each participant), and the final diagnosis (Coeliac/Non-coeliac).

The database also keeps track of all the collected data, also those not directly usable for the project’s goals but still useful for side statistics (e.g.: defective PoCTs or incomplete personal information).

The amount of stored data is 95.8 GiB, of which 31.4 MiB corresponds to internal data, and the remaining corresponds to indexed images of PoCTs and mucosal deposits. The following figures 1-3 show the distribution of participants by age, gender, and ethnicity.

The following tables and figures show the distribution by age, gender, and ethnicity of patients who tested positive at the PoCT (Table 1, Fig. 4), patients who declared five or more symptoms at the MHQ (Table 2, Fig. 5), and patients diagnosed as celiac (Table 3, Fig. 6).

Fig. 7 shows an overview of the diagnostic pathway followed by all the patients based on the result of the PoCT and of the following diagnostic steps (blood and/or endoscopy exams).
FIGURE 3. Ethnic distribution in the real database.

FIGURE 4. Distribution of PoCT positives by age, gender, and ethnicity in the real database.

FIGURE 5. Distribution of patients with five or more symptoms declared at MHQ by age, gender, and ethnicity in the real database.

IV. METHOD

A. RATIONALE

A CDSS assists physicians and decision-makers in the healthcare sector by providing further insights on data, employing methodologies commonly used in Artificial Intelligence. The purpose of ITAMACDSS is to allow decision-makers in the coeliac disease diagnostic process to evaluate better the status of a subject that has entered the diagnostic pathway by prioritizing the subjects for which a positive diagnosis is more plausible, at the same time reducing diagnosis costs and optimizing the use of costly and uncomfortable medical procedures. ITAMACDSS conforms to standard practices and general philosophy in the discipline: a CDSS supports and supplements physicians, it does not replace them. Furthermore,
TABLE 3. Celiac by age, gender, and ethnicity.

| age | M african | M caucasian | M other | F african | F caucasian | F other | total |
|-----|-----------|-------------|---------|-----------|-------------|---------|-------|
| <4  | 0         | 3           | 1       | 1         | 0           | 0       | 5     |
| 4   | 0         | 4           | 0       | 0         | 14          | 0       | 18    |
| 5   | 0         | 6           | 0       | 0         | 9           | 0       | 15    |
| 6   | 1         | 6           | 0       | 0         | 4           | 1       | 12    |
| 7   | 1         | 3           | 0       | 0         | 8           | 0       | 12    |
| 8   | 0         | 2           | 0       | 0         | 5           | 0       | 7     |
| 9   | 0         | 6           | 1       | 0         | 15          | 0       | 22    |
| 10  | 0         | 1           | 0       | 0         | 3           | 0       | 4     |
| 11  | 0         | 6           | 0       | 0         | 2           | 0       | 8     |
| 12  | 0         | 3           | 0       | 0         | 4           | 1       | 8     |
| >12 | 0         | 0           | 0       | 0         | 0           | 0       | 0     |

FIGURE 7. Overview of the diagnostic pathway of patients in the real database.

it does not replace a clinician’s expertise or is intended as a fully autonomous diagnostic system. Any suggestion offered by the system has to be weighed by an expert to consider any other relevant factor that can influence a correct decision on the diagnostic pathway.

In order to obtain the results described above, the CDSS should take in account some factors: contrary to the classic case-use of classifiers, the problem with assisting in a diagnostic path is that data arrives bit by bit following the diagnostic protocol steps, and the decisions on the prosecution of the diagnostic pathway have to be taken each time. As well, unless based on a specific diagnostic mean, such as biopsy, the final classification often has a degree of uncertainty.

B. CLASSIFICATION

The ITAMACDSS team has decided to base the classifier portion of the system, which is described in the present article, on a fuzzy paradigm. Fuzziness in input and output provides a more natural expression, which lends itself better to introspection and conforms to the anthropocentric principles that medicine should adhere to. A fuzzy-based classifier can also deal with multiple explicanda for a single explicandum, i.e., the same semantic data input is expressed using different syntactic models [27], [28]. This feature is extremely important with data of the kind we have dealt with in the project, as attested by the different semantics that are present in the database. Fuzziness offers a more natural treatment for missing data, which can be considered to belong to each fuzzy set with shallow confidence; as the diagnostic pathways go on, ownership will increase in the correct class and decrease elsewhere. The same results are more difficult and less natural to obtain with classical architectures, as missing data is usually swept under the rug of neurons, and treated as an obstacle and not as a natural part of the phenomena that are analysed. As well, since in coeliac disease diagnosis, the ground truth is only obtained through an invasive procedure, the fact that the system will inherently generate approximate, imprecise results should also encourage the clinician to trust the system and to gain complete control of the diagnostic decisions, incorporating suggestion from the CDSS in a less invasive instance.

The implemented CDSS is based on a fuzzy classifier using neural networks, feed-forward backpropagation with momentum. Development took place in Python 3.6 language using the appropriate ML libraries. The system was trained and tested on real data databases acquired in the ITAMA Project and on the Virtual DB previously described. The classifier uses a five-class response (MIN, LOW, MED, HIG, MAX); input variables in ground truth belong to MIN with maximal value when the subject is confirmed as negative and to MAX if the subject is confirmed positive. A classification is counted as True Positive (TP) (respectively True Negative, TN) when a ground truth MAX is classified as MAX (MIN classified as MIN). A classification is counted as a False Positive (FP) (respectively False Negative, FN) when a ground truth MIN is classified as MAX (MIN classified as MIN). Other combinations of classifications are not counted toward the final computation of the confusion matrix.

C. DATA CLEANING AND FEATURES EXTRACTION

The first process of data cleaning was applied to the bulk data. First, each subject data consisting only of 0 or missing values was excluded. Then, the optimization and tuning of the system were carried out according to the scheme presented in Fig. 8, based on a simplified version of the optimization procedure proposed by Pota et al. in [8].

In detail:

- **Step A**: several user settings, including the kind and measurements for the neural architecture, are defined.
FIGURE 8. General Schematics for optimization. Preparation of settings from general knowledge and choice of architecture (A); preparation and cleaning of the data, input into the system (B); building of a ‘zero variable’ model (C); choice of the first variable to use as input (D); choice of the further variables to use as input (E); application of halting criteria (F).

This choice is based on standard parameters and previous knowledge.

- **Step B**: the dataset is extracted from ITAMA DB, cleaned and verified. All meaningless data is stripped, and the rows that contain only null or zero values are excluded.

- **Step C**: a zero variables model, which amounts to just a choice of network and fuzzy sets to use in input and output features of the classifier, is built.

- **Step D**: the model is trained variable by variable, with repeated subsets of the data, taking the mean of the repeated tests as the final result. Each variable contained in the ITAMA DB is tested as the only input of the classifier, and the target parameter was the accuracy of the classifier on the training data. The best variable (i.e. the single variable that guarantees the best classification results) is then selected and included in the list of the variables to use in the final classification.

- **Step E**: the process is iterated using all the remaining training variables. Each time the remaining best variable is found and is added to the classifier.

- **Step F**: the process stops when adding other best variables does not significantly improve classification, as defined by a threshold selected by previous knowledge of the problem. As the original number of variables did not impede the classification speed, no a-priori maximum number of variables was forced on the optimisation process.

Following the variables optimisation process, an additional parameters’ choice was applied to the fuzzy neural network by applying a simple gradient with momentum descent to the number of neurons in each level and the number of levels. The complete optimisation process has selected the parameters reported in Table 4.

### TABLE 4. Optimised parameters.

| Parameter | Value |
|-----------|-------|
| No. of neurons per layer (Neural architecture) | 7, 5, 3, 1 |
| Max Epochs | 200 |
| Rate | 0.5 |
| Momentum | 0.5 |
| Epsilon | 0.05 |
| Variables from ITAMA DB (Neural input) | Total ‘Yes’ answers (Questionnaire), Chronic Diarrhoea and Malabsorption, Irregular Bowel Habits, PoC result, AAC, IgA Tot, iTG_IgA |

### D. COMMUNICATING WITH ITAMADB

Once the classifier is completed, ITAMACDSS is interfaced with the ITAMADB system to offer diagnostic support to clinicians and health care personnel, and the system can accept new patients’ data as input. ITAMACDSS communicates with ITAMADB System via a public API, using a microservice architecture, once again shielded from the final user. In the following, a brief description of the public API is given. All the API commands are available using a common endpoint. The following commands describe the API.

1) **STATUS = ITAMACDSS_ENROLL (ID, DATA[])**

When a new patient is enrolled in the system, ITAMADB issues this command, passing the patient id along a list of acquired data on the patient itself. ITAMACDSS provides an entry in its private DB for the patient.

Query Parameters:

Response Codes:
2) STATUS = ITAMACDSS_UPDATE (ID, DATA[])
Each time new data is gathered about a patient (e.g., the results from a questionnaire, or a lab analysis), ITAMADB issues this command, passing the patient id along with a list of the newly gathered data on the patient itself. ITAMACDSS updates the data on the patient accordingly and generates a risk factor index and a confidence index for the patient.

Query Parameters:

| name | type | description |
|------|------|-------------|
| id   | integer (follows DB) | id associated with a specific patient in the system |
| data[] | list | data associated with the patient identified by id |

Response Codes:

| status | description |
|--------|-------------|
| ok     | the entry has been correctly created |
| update | the id already exists, no new entry is created and the patient data id updated accordingly |

Response Fields:

3) STATUS = ITAMACDSS_DIAGNOSIS (ID, POSITIVE)
When a patient has been diagnosed, ITAMADB issues this command, passing the patient id along with the diagnosis. Then, ITAMACDSS deletes the entry in its private DB for the patient, allowing for a further enrolment of the same patient, and moves the data to a different private DB for further analysis and updated model training.

Query Parameters:

Response Codes:

| name | type | description |
|------|------|-------------|
| id   | integer (follows DB) | id associated with a specific patient in the system |
| data[] | list | new data gathered about the patient identified by id |

Response Codes:

| status | description |
|--------|-------------|
| ok     | the entry has been correctly created |
| no     | no patient associated with the id passed. No update is carried on |

E. RISK AND CONFIDENCE FACTORS
After the classifier has been trained, each time a new patient data set is passed to the system, a Risk Factor (RF) and a Confidence Factor (CF) are computed. RF is the classification result, considered as the best class that fits the data (MIN, LOW, MED, HIG, MAX). CF is a parameter that addresses the idea that information about a patient is partial and increases over time until a specific diagnosis is reached. The confidence factor is computed according to the following: each stage of the diagnostic pathway is associated to a weight factor $w_i$, according to clinical experience and previous knowledge; in the simplest version, a linear scale in the $[0, 1]$ interval that mirrors the stage in the diagnostic pathway. In the first version of the application, $w_1 = 0.30$, $w_2 = 0.55$, $w_3 = 0.70$. Each weight is then multiplied by a function of the level of belonging to the fuzzy set selected by the algorithm. In the first version of the application, the value is $w_i \cdot 2(f(s_i))$. The resulting value is then thresholded in the $[0, 1]$ range. Such value can be displayed next to the patients’ data directly or using any eidetic device (such as colour, intensity, shapes).

V. RESULTS
As for the analysis conducted on the virtual database, training of the already optimized model has been carried out using 10 batches of 10K virtual patients each, split 70/30 (training set/test set), following the procedure detailed in the previous section, that has been previously submitted to the system, using custom-made Python code.

Due to the significant unbalance between the cardinality of positive and negative virtual patients (negative $\gg$ positive), the positive/negative ratio has been fixed in both training and test sets in order to avoid having sets with only negative patients. Table 5 shows the confusion matrix obtained by averaging the results of 10 rounds of 10,000 virtual patients each (repeated validation of random subsampling) split between train and test sets according to the configuration described in the previous section. Patients with no useful data (i.e. 0 or NaN in all columns) have been omitted.
The sensitivity and specificity of the method can be obtained from the confusion matrix in Table 5:

- the sensitivity represents the number of correctly recognized positive, true positives (TP), on the total number of positives, obtained by adding the true positives and the false negatives (FN), i.e. as in equation (1):

  \[
  \text{sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (1)
  \]

- the specificity is the number of recognized negatives, true negatives (TN), on the total of negatives, obtained by adding the true negatives and the false positives (FP), i.e. as in equation (2):

  \[
  \text{specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}} \quad (2)
  \]

The values obtained for these two parameters are:
- sensitivity = 96.7%;
- specificity = 99.9%.

The accuracy value, i.e. the fraction of correct classifications, and the precision (also called positive predictive value), i.e. the fraction of positive classifications that resulted true, were also calculated, obtaining the following results in equations (3) and (4):

\[
\text{accuracy} = \frac{\text{TN} + \text{TP}}{\text{TN} + \text{TP} + \text{FN} + \text{FP}} = 99.8\% \quad (3)
\]
\[
\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} = 93.5\% \quad (4)
\]

For the study on the real database, a total of 19,415 patients, of which 109 diagnosed with coeliac disease, were analysed. Also for this database, the same parameters used for the virtual database and already presented in Table 4 were used. While the positive/negative ratio is lower (0.006 for real data, 0.01 for virtual data), such values are in the same order of magnitude, and allow a direct comparison of results from the two models. Training for the real data model has been carried out using the following parameters: split 80/20 (training set/test set), with fixed positive/negative ratio. Patients with no useful data (i.e. 0 or NaN in all columns) have been omitted. Averaged and rounded results from 1000 split batches using Monte Carlo repeated sub-sampling validation are as in Table 6 (TP mean = 23.78, stdev = 1.41; FP mean = 1.00, stdev = 0.17; FN mean = 3.67, stdev = 1.36; TN mean = 1399.76, stdev = 0.65). An example of the typical membership function obtained through the classification process is given in Fig. 9.

By means of the confusion matrix in Table 6, the following performance values were obtained:
- sensitivity = 85.7%;
- specificity = 99.6%;
- accuracy = 99.6%;
- precision = 96.0%.

Computation time for the training phase is O(n); each batch took approximately 200 +/- 14 sec. to compute on an M1 processor. Running time on a single subject is O(1).

In order to highlight the effectiveness of the proposed method, an analysis was also carried out using the best known and most used classifiers for medical imaging; SVM, kNN, neural network. The comparison of the results obtained by the various classifiers on the virtual database is shown in Table 7,
TABLE 7. Confusion matrix virtual database.

| Classifier  | sensitivity | specificity | accuracy | precision |
|-------------|-------------|-------------|----------|-----------|
| SVM         | 100%        | 100%        | 100%     | 100%      |
| kNN         | 100%        | 100%        | 100%     | 100%      |
| Neural Network | 100%      | 99.8%       | 99.8%    | 100%      |
| Fuzzy       | 96.7%       | 99.9%       | 99.8%    | 93.5%     |

TABLE 8. Confusion matrix real database.

| Classifier  | sensitivity | specificity | accuracy | precision |
|-------------|-------------|-------------|----------|-----------|
| SVM         | 92.3%       | 97.2%       | 96.6%    | 82.7%     |
| kNN         | 84.6%       | 98.3%       | 96.6%    | 88.0%     |
| Neural Network | 100%      | 96.6%       | 97%      | 81.2%     |
| Fuzzy       | 85.7%       | 99.6%       | 99.6%    | 96.0%     |

while the comparison of results on the real database is shown in Table 8.

As for the other classifiers analysed:
- the implemented neural network showed the best results with 7-5-1 architecture;
- the implemented SVM has a linear kernel;
- the KNN showed the best results for K = 5.

VI. DISCUSSION AND CONCLUSION

This paper presents results from ITAMACDSS, a clinical decision and support system for coeliac disease diagnosis. The system is based on fuzzy rules, particularly dedicated to data-based knowledge extraction for medical data classification. All the degrees of freedom that characterize the modelling process were analysed to identify the developer’s correct choices, obtain a confidence-weighted classifier, and improve the classification performance and interpretability of the system. Some parameters have been introduced to define the required trade-off between performance and interpretability. As suggested by the procedure, these parameters can be used to identify the associated design choices. Finally, the remaining degrees of freedom can be found using the preferred optimization method. In order to give greater concreteness to the results obtained and to better evaluate the effectiveness of the proposed method, traditional classification methods (KNN, SVM, neural networks) have been implemented and evaluated. Results obtained from the fuzzy classifier employed by the project compare favourably with traditional ones, which turned out to suffer from overfitting. The fuzzy classification additionally allows to calculate risk and confidence factors, that can be usefully employed in evaluating priorities in the diagnostic pathway of the patients. Furthermore, fuzzy approaches allow for suggestions on the next steps to follow during the diagnostic pathway, instead of at the end of it, as natural for other methods.

The data acquired and hosted in the DB highlights various medical conditions associated with specific symptoms and signs. The CDSS helps assessing the physical health of a person by providing both a tool to support the diagnosis of coeliac disease and a device capable of verifying the correctness of the progress of investigation during the identification of the disorders. Furthermore, the CDSS includes new mathematical methodologies relating to the area of Artificial Intelligence. These models are used to determine both the functions of belonging to the various classes (Min to Max) and the relative values to predict the onset of pathology.

A virtual DB was created which allowed for the tuning of the proposed method. The performance of the CDSS on the real and virtual database were comparable, thus confirming the goodness of the implemented virtual DB. The results obtained by classifying the virtual patients’ data are much better than what is usually obtained by classifiers applied to clinical diagnosis. This can be explained by the fact that since data is artificially created from the application of known distributions (albeit through a random generation of parameters), the classifier had the chance to understand the overlying distribution in an optimal way.

It can be observed that the ITAMACDSS classifier, when used on real patients’ data and in conjunction with a confidence factor assessment mechanism, represents a good predictor of coeliac disease, and that by using the system as a diagnostic support it is possible to support the clinician in assessing the coeliac status of a patient with high accuracy and precision by looking at blood tests and PoCT results, reducing the number of costly and uncomfortable procedures such as biopsy.

Further work remains to be done on a better correlation between virtual and real data, in order to obtain a virtual model of the coeliac parameters that can be helpful in further revising clinical guidelines. Another area that can be considered an active research topic lies in the presentation of the tool’s suggestions to the users of the systems, clinicians and health personnel alike.

The evaluation process confirms the system’s robustness in the presence of a large amount of data (~22K subjects) and the adequacy of the results compared to international statistics. However, the system can move towards more advanced intelligent systems to support medical diagnostics. The improved computational performance, the identification of new diagnostic paths derived from data analysis and the re-edition of the DB containing the data will mitigate the necessary energy consumption. Furthermore, these aspects will extend the field of action of the CDSS to other branches of medicine in which a decision-making system based on Artificial Intelligence finds huge interest and diversified applications.
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