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Abstract. We establish the regularity of bilinear Fourier integral operators with bilinear amplitudes in $S^m_{1,0}(n,2)$ and non-degenerate phase functions, from $L^p \times L^q \to L^r$ under the assumptions that $m \leq -(n-1)/((1/2 - 1/p + 1/2 - 1/q))$ and $1/p + 1/q = 1/r$. This is a bilinear version of the classical theorem of Seeger-Sogge-Stein concerning the $L^p$ boundedness of linear Fourier integral operators. Moreover, our result goes beyond the aforementioned theorem in that it also includes the case of non-Banach target spaces.

1. Introduction

Given a function $a(x,\xi) \in C^\infty(\mathbb{R}^n \times \mathbb{R}^n)$ with compact support in the $x$-variable, satisfying the estimate
\begin{equation}
  |\partial_x^\alpha \partial_\xi^\beta a(x,\xi)| \leq C_{\alpha,\beta} (1 + |\xi|)^{m-|\alpha|}
\end{equation}
for $m \in \mathbb{R}$, and each multi-index $\alpha, \beta$, and given $\gamma(x,\xi) \in C^\infty(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}))$, positively homogeneous of degree one in the $\xi$ variable with $\det \partial_x^2 \gamma(\varphi(x,\xi)) \neq 0$ on the support of $a(x,\xi)$, L. Hörmander [14] defined a Fourier integral operator (FIO for short) $T_\sigma^a$ acting a-priori on Schwartz class functions $f$, by setting
\begin{equation}
  T_\sigma^a f(x) = \int a(x,\xi) \hat{f}(\xi) e^{i\varphi(x,\xi)} \, d\xi.
\end{equation}
Here $d\xi$ is Lebesgue measure normalised by the factor $(2\pi)^{-n/2}$ and
\begin{equation}
  \hat{f}(\xi) = \int f(x)e^{-ix \cdot \xi} \, dx
\end{equation}
is the Fourier transform of $f$. The function $a: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}$ is called the amplitude of $T_\sigma^a$ and $\varphi: \mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}) \to \mathbb{R}$ is called the phase function.

The study of the regularity (i.e. boundedness) of local FIOs in $L^p$ spaces for $1 < p < \infty$ goes back, in the case of $p = 2$, to the pioneering work of Hörmander where the $L^2$ boundedness was proven when the amplitude verifies (1) with $m = 0$. The optimal $L^p$ boundedness of FIOs is due to A. Seeger, C. Sogge and E. Stein [20] who showed that the operator is $L^p$-bounded for $1 < p < \infty$ provided that $m \leq (n-1)/p - \frac{1}{2}$ in (1).

The main goal of this paper is to prove the bilinear analogue of the aforementioned result of Seeger-Sogge-Stein. To this end, let $a(x,\xi,\eta)$ be a smooth function with compact support in the $x$ variable satisfying the estimate
\begin{equation}
  |\partial_x^\alpha \partial_\xi^\beta \partial_\eta^\gamma a(x,\xi,\eta)| \leq C_{\alpha,\beta,\gamma} (1 + |\xi| + |\eta|)^{m-|\alpha|-|\beta|}
\end{equation}
for $m \in \mathbb{R}$ and each triple of multi-indices $\alpha, \beta$ and $\gamma$. Let the phase functions $\varphi_j(x,\xi) \in C^\infty(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}))$ be homogeneous of degree one in the frequency variable $\xi$, and verify
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the non-degeneracy condition
\[
\det \partial^2_{x,\xi} \varphi_j(x, \xi) \neq 0
\]
for \( j = 1, 2 \). Our goal is to prove that
\[
T^{\varphi_1, \varphi_2}_a(f, g)(x) = \int a(x, \xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i\varphi_1(x, \xi) + i\varphi_2(x, \eta)} d\xi d\eta,
\]
defines a bounded bilinear operator on a product of \( L^p \) or \( H^p \) spaces were the target space could either be a Banach or a non-Banach \( L^p \) space, whenever the phases verify the same conditions as in the Seeger-Sogge-Stein theorem. Therefore, our theorem is a bilinear version of this result. This can also be seen as an extension of the results of R. Coifman and Y. Meyer [1], and L. Grafakos and R. Torres for bilinear pseudodifferential operators, which can be regarded as particular examples of operators of the type (5) with linear phases \( \phi_j(x, \xi) = x \cdot \xi \).

We shall briefly review what is known about the boundedness of bilinear FIOs of the type (5). The first result in this direction was proven by L. Grafakos and M. Peloso in [8] where the authors showed the boundedness of \( T^{\varphi_1, \varphi_2}_a \) from \( L^p \times L^q \to L^r \) under the assumptions that \( m < -(n - 1)(\frac{1}{p} - \frac{1}{2}) + \frac{1}{q} - \frac{1}{2} \), \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \) and \( 1 \leq p, q \leq 2 \). In [18], S. Rodríguez-López and W. Staubach extended this theorem to the full range of exponents \( 1 \leq p, q \leq \infty \). The main result of this paper, namely Theorem 2.7, extends this boundedness to the endpoint \( m = -(n - 1)(\frac{1}{p} - \frac{1}{2}) + \frac{1}{q} - \frac{1}{2} \).

It turns out that proving our main theorem is a technical task and requires some heavy machinery from various parts of harmonic analysis. To clarify why the situation becomes complicated, one could consider operators with phases \( \varphi_j(x, \xi) = x \cdot \xi + \lambda_j(x, \xi) \) with \( \lambda_j(x, \xi) \in C^\infty(\mathbb{R}^n \times \mathbb{R}^n \setminus \{0\}) \), positively homogeneous of degree 1 in \( \xi \). We will illustrate here that operators with such phases and amplitudes satisfying (3) cannot easily be understood with previously available techniques without slightly artificial additional assumptions which will require more decay from the symbol and rather unnatural restrictions on the phase functions. Following the freezing of the variables argument of Coifman-Meyer (see [1] page 157), one introduces the function
\[
F(x, y) = \chi(x) \chi(y) \int e^{i\lambda_1(y, \xi) + i\lambda_2(y, \eta)} \sigma(x, \xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{ix(\xi + \eta)} d\xi d\eta,
\]
where \( \chi(x) \) is a smooth cut-off function. Using Sobolev’s embedding theorem we have that \( |F(x, y)| \lesssim \sum |a| \leq n+1 \int |\partial^a_y F(x, y)| dy \) and the desired \( L^p \times L^q \to L^r \) (say for \( r > 1 \)) boundedness of the Fourier integral operator with phases \( x \cdot \xi + \lambda_j(x, \xi) \) would follow by estimating the \( L^r \) norm of \( F(x, y) \) with an upper bound in terms of the \( L^p \) and \( L^q \) norms of \( f \) and \( g \) respectively. Given the smoothness and the compact support in \( y \), this in turn amounts to obtaining the aforementioned upper bound for \( \|\partial_y^a F(x, y)\|_{L^r} \). Now using Leibniz’s rule and the chain rule, matters reduce to the study of \( L^r_x \) boundedness of operators of the form
\[
\chi(x) \partial_x^{\alpha_1} \chi(y) \int \partial_x^{\alpha_2}(\lambda_1(y, \xi) + \lambda_2(y, \eta)) \sigma(x, \xi, \eta) e^{i\lambda_1(y, \xi) + i\lambda_2(y, \eta)} \hat{f}(\xi) \hat{g}(\eta) e^{ix(\xi + \eta)} d\xi d\eta,
\]
where \( k \in \mathbb{Z}_+ \) and \( |\alpha_2| \geq 1 \). The operator in (6) is a bilinear pseudodifferential operator with symbol
\[
a_y(x, \xi, \eta) := \chi(x) \partial_x^{\alpha_1} \chi(y) \partial_y^{\alpha_2}(\lambda_1(y, \xi) + \lambda_2(y, \eta)) \sigma(x, \xi, \eta) e^{i\lambda_1(y, \xi) + i\lambda_2(y, \eta)},
\]
where $y$ is considered as a parameter. If for $m \leq -n \max \left\{ \frac{1}{p}, \frac{1}{q}, 1 - \frac{1}{r} - \frac{1}{2} \right\}$ one has the estimates

$$
\sup_{x,\xi,\eta} |\partial^j_x \partial^k_\xi \partial^\ell_\eta \sigma(x,\xi,\eta)| \leq C_{\alpha,\beta,\gamma}(1 + |\xi| + |\eta|)^m,
$$

for all $\alpha, \beta$ and $\gamma$

$$
\sup_{x,\xi} |\partial^j_x \partial^k_\xi \lambda_j(x,\xi)| \leq C_{\alpha,\beta}, \text{ for all } |\alpha| \geq 1, \beta \text{ and } \gamma,
$$

then in light of a recent result of A. Miyachi and N. Tomita [10], the $L^p \times L^q \rightarrow L^r$ boundedness with $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$ is indeed valid. But if we for instance and for the sake of comparison consider the case of the $L^2 \times L^2 \rightarrow L^1$ boundedness for operators that satisfy (3) with $m = 0$, then the conditions above on the phase $\lambda_j$ are not in general enough to yield the desired boundedness. However, in this paper we are able to apply our $L^2 \times L^2 \rightarrow L^1$ result to operators with amplitudes satisfying (3) with $m = 0$ and phases that are for example of the form

$$
\varphi_j(x,\xi) = x \cdot \xi + (u \cdot \xi)\langle x \rangle, \quad u \in \mathbb{R}^n \text{ and } |u| < 1,
$$

where the notation $\langle \cdot \rangle$ stands for $(1+|\cdot|^2)^{1/2}$. Observe that if we set $\lambda_j(x,\xi) = \langle u \cdot \xi \rangle\langle x \rangle$ then it is clear that estimate $|\nabla_x \lambda_j(x,\xi)| \leq C$ is not valid and so even if the amplitude of the operator did satisfy (3) with $m = 0$, the discussion above doesn’t apply to the corresponding bilinear operator in order to prove the $L^2 \times L^2 \rightarrow L^1$ boundedness. An attempt to eliminate the growth in $x$ by replacing $\langle x \rangle$ in the example above would not always reduce the operator to one which could be treated by the bilinear pseudodifferential theory. For example, consider an operator in dimension one given by

$$
T_\varepsilon(f, g)(x) = \int_{\mathbb{R}^2} a(x,\xi,\eta) e^{i\varepsilon\xi \sin x} \hat{f}(\xi) \bar{\hat{g}}(\eta) e^{i\varepsilon(\xi + \eta)} \, d\xi \, d\eta \quad \text{for } \varepsilon \in (0, 1).
$$

Once again, viewing this operator as a bilinear pseudodifferential operator, we observe that it has the symbol $a(x,\xi,\eta)e^{i\varepsilon\xi \sin x}$ which at best belongs to the class $S^0_{0,1}(1, 2)$ (again see Definition 2.1 below). This is not a favourable class of symbols to study, even for linear operators. Moreover setting $\lambda(x,\xi) = \varepsilon \xi \sin x$, we will still not have the boundedness of $\partial_x \lambda$ and therefore not even the boundedness result sketched above could be applied to this case. But once again, our result applies in this case and yields the $L^2 \times L^2 \rightarrow L^1$ regularity.

To show the $L^p \times L^q \rightarrow L^r$ boundedness of bilinear FIOs we shall prove the boundedness on $L^2 \times L^2 \rightarrow L^1$, $L^2 \times L^\infty \rightarrow L^2$, $L^\infty \times L^2 \rightarrow L^2$, $L^\infty \times L^\infty \rightarrow \text{BMO}$, $H^1 \times L^\infty \rightarrow L^1$, $L^\infty \times H^1 \rightarrow L^1$, $L^2 \times H^1 \rightarrow L^\frac{3}{2}$, $H^1 \times L^2 \rightarrow L^\frac{3}{2}$ and finally $H^1 \times H^1 \rightarrow L^\frac{3}{2}$. In the investigation of each case, there are certain technical difficulties that need to be overcome, and in tackling these we have taken a more abstract attitude to proving propositions and lemmas that could be useful even outside the context of the specific case. Bilinear interpolation yields then the desired result for the full range of exponents $p$ and $q$.

In proving these boundedness results, we start by decomposing the operator into low and high frequency parts. In Section 3 we analyse the problem when the operators are localized in one of the frequency variables (see Theorem 3.2).

Then in Section 4, in order to study the high frequency part of the operator when the target space is Banach, we will introduce a continuous version of the symbol decomposition for bilinear paraproducts due to A. Calderón and Coifman-Meyer, which we have adapted to the study of bilinear FIOs.

Thereafter, using commutators and our parameter dependant composition formula for pseudodifferential and Fourier integral operators (Theorem 4.2 below), we reduce the study of bilinear FIOs to the analysis of main terms and error terms.
The error terms of the commutators can be mainly handled by applying known results concerning boundedness of linear FIOs. The analyses of the main terms, however, need to be carried out as separate case studies, where in some cases it behoves us to assume that the dimension of the space is at least two.

In the case of $L^2 \times L^2 \rightarrow L^1$, the main term can be reduced to a composition of a bilinear paraproduct and two linear FIOs. For the $L^2 \times L^2 \rightarrow L^2$, $L^\infty \times L^2 \rightarrow L^2$ cases we use kernel estimates, quadratic estimates and Carleson measure estimates. For $L^\infty \times L^\infty \rightarrow BMO$, we use once again Carleson measure estimates, the Fefferman-Stein theory of real Hardy spaces and the Stein-Weiss theory of harmonic functions on $\mathbb{R}^n_{+1}$. In the cases of $H^1 \times L^\infty \rightarrow L^1$ and $L^\infty \times H^1 \rightarrow L^1$, we use Goldberg’s theory of local Hardy and bmo spaces. These are all carried out in subsection 4.1.

It is rather surprising that some of the endpoint results above actually fail in dimension one (in which case the order of the amplitude is $m = 0$). Indeed in Section 5, we provide counterexamples to the $L^\infty \times L^\infty \rightarrow BMO$, $L^\infty \times H^1 \rightarrow L^1$ and $L^\infty \times L^p \rightarrow L^p$ $(1 < p < \infty)$ boundedness of one dimensional bilinear FIOs. This means that, for the order $m < 0$, the one dimensional results in [18] concerning the boundedness in $L^\infty \times L^\infty \rightarrow L^\infty$ and $L^\infty \times L^1 \rightarrow L^1$ are sharp.

For the cases $L^2 \times H^1 \rightarrow L^2$, $H^1 \times L^2 \rightarrow L^2$ and $H^1 \times H^1 \rightarrow L^2$, we are outside the realm of Banach spaces, and therefore we will need to use a discrete decomposition of the operator. Thereafter we use Peetre’s maximal function, the Fefferman-Stein vector-valued maximal function estimates and the theory of Triebel-Lizorkin spaces. It is worth mentioning that the method we use to prove the first two boundedness results does not rely on any atomic decomposition of $H^1$ which is the standard approach in establishing regularity in Hardy spaces. These non-Banach results are established in a more general setting in Section 6.

Finally, Section 7 is devoted to the proof of Theorem 4.2 concerning composition of parameter dependant pseudodifferential and Fourier integral operators.

2. Main results

Here we recall some definitions and tools from the linear and bilinear theory of Fourier integral operators which will be needed in what follows. The basic definition of amplitudes and symbols goes back to Hörmander [13].

**Definition 2.1.** Let $m \in \mathbb{R}$, $0 \leq \delta \leq 1$, $0 \leq \rho \leq 1$ and $d \in \{1, 2\}$. A function $\sigma \in C^\infty(\mathbb{R}^n \times \mathbb{R}^d)$ belongs to the class $S^m_{\rho,\delta}(n,d)$, if for all multi-indices $\alpha$ and $\beta$, there exist constants $C_{\alpha,\beta}$ such that

$$\left| \frac{\partial^\alpha}{\partial x^\alpha} \frac{\partial^\beta}{\partial \xi^\beta} \sigma(x,\xi) \right| \leq C_{\alpha,\beta} \langle \xi \rangle^{-m-\rho \lfloor \alpha \rfloor - \delta \lfloor \beta \rfloor}, \quad \text{for all } (x,\xi) \in \mathbb{R}^n \times \mathbb{R}^d.$$

In the sequel, we shall use the notation $S^m_{\rho,\delta}$ instead of $S^m_{\rho,\delta}(n,1)$. These are the most common classes of amplitudes.

**Definition 2.2.** A function $\varphi(x,\xi) \in C^\infty(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}))$ is called a non-degenerate phase function if it is real-valued, positively homogeneous of degree one in $\xi$ and for $\xi \neq 0$ verifies

$$\det \left( \frac{\partial^2 \varphi}{\partial x \partial \xi} \right) \neq 0,$$

for $x$ in the spatial support of the amplitude.
Definition 2.3. A linear Fourier integral operator $T^\sigma$ is an operator which is defined to act on a Schwartz function $f$ by the formula

$$T^\sigma f(x) = \int_{\mathbb{R}^n} e^{ix(x,\xi)} \sigma(x,\xi) \hat{f}(\xi) \, d\xi,$$

where $d$ is Lebesgue measure normalised by the factor $(2\pi)^{-n}$ and

$$\hat{f}(\xi) = \int f(x) e^{-ix\cdot\xi} \, dx$$

is the Fourier transform of $f$.

We shall also deal with the class $L^\infty S^m_{\phi}$ of rough symbols/amplitudes introduced by C. Kenig and W. Staubach in [15].

Definition 2.4. Let $m \in \mathbb{R}$ and $0 \leq \varrho \leq 1$. A function $a(x,\xi)$ which is smooth in the frequency variable $\xi$ and bounded measurable in the spatial variable $x$, belongs to the symbol class $L^\infty S^m_{\phi}$, if for all multi-indices $\alpha$ it satisfies

$$\sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle^{-m+\varrho|\alpha|} \|\partial^\alpha_x a(\cdot, \xi)\|_{L^\infty(\mathbb{R}^n)} < +\infty.$$

In the following theorem we collect the boundedness results for linear FIOs which will be used throughout the paper. In what follows, we shall use the notation

$$a(tD)f(x) := \int_{\mathbb{R}^n} a(t\xi) \hat{f}(\xi) e^{ix\cdot\xi} \, d\xi,$$

for $t > 0$ and $a$ in a suitable symbol class. Whenever $t = 1$ we shall simply write $a(D)$.

Given a bump function $\Theta$ supported in a ball near the origin, such that $\hat{\Theta}(0) = 1$, the Hardy space $H^p$ is the class of tempered distributions $f$ such that

$$\|f\|_{H^p} = \left( \int \sup_{t > 0} |\hat{\Theta}(tD)f(x)|^p \, dx \right)^{\frac{1}{p}} < +\infty.$$

The local Hardy space $h^p$ for $0 < p < \infty$, is the space of tempered distributions $f$ such that

$$\|f\|_{h^p} = \left( \int \sup_{0 < t < 1} |\hat{\Theta}(tD)f(x)|^p \, dx \right)^{\frac{1}{p}} < +\infty.$$

We should also mention that these definitions do not depend on the choice of $\Theta$. It is known (see e.g. [5] or [22]) that

$$\|f\|_{H^p} \approx \left( \int \sup_{t > 0} \sup_{|x-y| < t} |\hat{\Theta}(tD)f(y)|^p \, dx \right)^{\frac{1}{p}}.$$

A similar characterisation is valid for the local Hardy space $h^p$, namely

$$\|f\|_{h^p} \approx \left( \int \sup_{0 < t < 1} \sup_{|x-y| < t} |\hat{\Theta}(tD)f(y)|^p \, dx \right)^{\frac{1}{p}}.$$

In particular it is clear that $H^p$ is a subspace of $h^p$ and, for any $f \in H^p$, $\|f\|_{h^p} \leq \|f\|_{H^p}$. It is also well-known that, for $1 < p < \infty$, $H^p$ coincides with $L^p$ and the two norms are equivalent.

We refer the reader to the work of D. Goldberg [7] and the paper of C. Fefferman and E.M. Stein [5] for further properties of $h^p$ and $H^p$ respectively.

The dual of $h^1$ is the space $bmo$ which is the space of locally integrable functions for which

$$\|f\|_{bmo} := \|f\|_{BMO} + \|\hat{\Theta}(D)f\|_{L^\infty} < +\infty,$$

and the dual of $H^p$ is the space $BMO^{\frac{1}{p}}$.
see e.g. [6, 24]. Moreover, as in the definition of the $h^1$ norm, different choices of $\Theta$ produce equivalent norms.

**Theorem 2.5.** Let $T^\sigma_\varphi$ be a Fourier integral operator given by (7) with an amplitude $\sigma(x, \xi)$ which is compactly supported in the $x$ variable and a non-degenerate phase function $\varphi(x, \xi)$ as above. If $0 < p \leq \infty$, $m \leq -(n - 1) \left( \frac{1}{2} - \frac{1}{p} \right)$ and $\sigma(x, \xi) \in S^m_{1,0}$, then there exists a constant $C > 0$ such that

| Theorem | Condition | Conclusion |
|---------|-----------|------------|
| T.1     | $\|T^\sigma_\varphi f\|_{L^p} \leq C \|f\|_{L^p}$ when $1 < p < \infty$, |
| T.2     | $\|T^\sigma_\varphi f\|_{\text{BMO}} \leq C \|f\|_{L^\infty}$ when $p = \infty$, |
| T.3     | $\|T^\sigma_\varphi f\|_{L^1} \leq C \|f\|_{H^1}$ when $p = 1$, and |
| T.4     | $\|T^\sigma_\varphi f\|_{h^p} \leq C \|f\|_{h^p}$ when $0 < p \leq 1$. |

If $\sigma(x, \xi) \in L^\infty S^m_1$ and $m < -(n - 1) \left( \frac{1}{2} - \frac{1}{p} \right)$, then

| Theorem | Condition | Conclusion |
|---------|-----------|------------|
| T.5     | $\|T^\sigma_\varphi f\|_{L^p} \leq C \|f\|_{L^p}$ when $1 \leq p \leq \infty$. |

**Proof.** Statements T.1, T.2, T.3 are classical results of A. Seeger, C. Sogge and E. Stein [20]. The case $p = 2$ is due to L. Hörmander [14]. Assertion T.4 is proved by M. Peloso and S. Secco in [17].

For T.5 observe that if $\mathcal{K}$ denotes the $x$-support of the amplitude, the continuity, homogeneity and non-degeneracy of the phase function yield

\begin{equation}
\inf_{(x, \xi) \in \mathcal{K} \times \mathbb{R}^n \setminus \{0\}} \left| \det \left( \frac{\partial^2 \varphi}{\partial x \partial \xi} \right) \right| = c_{\mathcal{K}} > 0.
\end{equation}

For the same reason, for any pair of multi-indices $\alpha$ and $\beta$, there exists a positive constant $C_{\alpha, \beta}$ such that

\begin{equation}
\sup_{(x, \xi) \in \mathcal{K} \times \mathbb{R}^n \setminus \{0\}} |\xi|^{-1+|\alpha|} |\partial_{\xi}^\alpha \partial_x^\beta \varphi(x, \xi)| \leq C_{\alpha, \beta}.
\end{equation}

Now a careful examination of the proofs of Theorems 2.1.1, 2.2.1 and 2.3.1 in the paper of D. dos Santos Ferreira and W. Staubach [3] yield the desired boundedness. \qed

**Definition 2.6.** A bilinear oscillatory integral operator $T^\varphi_\sigma$ is an operator which is defined to act on Schwartz functions $f$ and $g$ by the formula

\begin{equation}
T^\varphi_\sigma(f, g)(x) = \int \int \sigma(x, \xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i\varphi_1(x, \xi) + i\varphi_2(x, \eta)} \, d\xi \, d\eta.
\end{equation}

Now we state the main theorem of this paper.

**Theorem 2.7.** Let $1 \leq p, q \leq \infty$ and $0 \leq r \leq \infty$ be such that $1/r = 1/p + 1/q$. Suppose that

\begin{equation}
m \leq -(n - 1) \left( \left| \frac{1}{2} - \frac{1}{p} \right| + \left| \frac{1}{2} - \frac{1}{q} \right| \right),
\end{equation}

$\sigma \in S^m_{1,0}(n, 2)$ is compactly supported in the spatial variable and $\varphi_1, \varphi_2$ are non-degenerate phase functions. Then there exists a constant $C$, depending only on a finite number of derivatives of $\sigma$, such that

\begin{equation}
\|T^\varphi_\sigma f, g\|_{L^r(\mathbb{R}^n)} \leq C \|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^q(\mathbb{R}^n)}, \quad \text{for } 1 < p, q < \infty
\end{equation}

and all Schwartz functions $f$ and $g$. In particular, if $m = 0$ we have

\begin{equation}
\|T^\varphi_\sigma f, g\|_{L^1(\mathbb{R}^n)} \leq C \|f\|_{L^2(\mathbb{R}^n)} \|g\|_{L^2(\mathbb{R}^n)}.
\end{equation}
Moreover, if \( n \geq 2 \), one has the extremal estimates

\[
\begin{align*}
(16) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^2(\mathbb{R}^n)} & \leq C \| f \|_{L^\infty(\mathbb{R}^n)} \| g \|_{L^2(\mathbb{R}^n)}, \\
(17) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^2(\mathbb{R}^n)} & \leq C \| f \|_{L^2(\mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)}, \\
(18) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^\frac{2}{3}(\mathbb{R}^n)} & \leq C \| f \|_{L^2(\mathbb{R}^n)} \| g \|_{H^1(\mathbb{R}^n)}, \\
(19) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^\frac{3}{5}(\mathbb{R}^n)} & \leq C \| f \|_{H^1(\mathbb{R}^n)} \| g \|_{L^2(\mathbb{R}^n)},
\end{align*}
\]

for \( m = -(n - 1)/2 \), and

\[
\begin{align*}
(20) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{\text{BMO}(\mathbb{R}^n)} & \leq C \| f \|_{L^\infty(\mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)}, \\
(21) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^1(\mathbb{R}^n)} & \leq C \| f \|_{L^\infty(\mathbb{R}^n)} \| g \|_{H^1(\mathbb{R}^n)}, \\
(22) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^1(\mathbb{R}^n)} & \leq C \| f \|_{H^1(\mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)}, \\
(23) \quad \| T_{\sigma}^{\varphi_1, \varphi_2}(f, g) \|_{L^\frac{1}{2}(\mathbb{R}^n)} & \leq C \| f \|_{H^1(\mathbb{R}^n)} \| g \|_{H^1(\mathbb{R}^n)},
\end{align*}
\]

for \( m = -(n - 1) \). Except \( (15), (18), (19) \) and \( (23) \), the previous estimates do not hold in general in the case \( n = 1 \).

In light of the results in \( [18] \), it is enough to prove the theorem for the case where we have an equality in \( (13) \) (see Figure 1). The proof will proceed by considering separately the low and high frequency parts of the amplitude.

The estimates on the low frequency part can more or less all be handled at the same time (see Section 3).

The estimates for the high frequency parts when \( n \geq 2 \) will be carried out by obtaining the endpoint estimates \( (15), (23) \), which correspond to the vertices of the surface depicted in Figure 1. Figure 2 shows the level sets of the surface for the three main values of \( m \) corresponding to the endpoints above. Complex interpolation techniques then yield the intermediate cases.

In dimension \( n = 1 \) the boundedness \( L^\infty \times L^p \to L^p, L^p \times L^\infty \to L^p \) for \( 1 < p < \infty \), \( L^\infty \times H^1 \to L^1, H^1 \times L^\infty \to L^1 \) and \( L^\infty \times L^\infty \to \text{BMO} \) all fail for general amplitudes of order \( m = 0 \) (see Section 5 for counterexamples in these cases). The positive results in this case are actually a consequence of the boundedness of bilinear paraproducts. Indeed, our method will reduce the study of one-dimensional bilinear Fourier integral operators to that of a composition of a bilinear paraproduct with two linear FIOs.

We will divide our analysis of the high frequency parts into two: First, the cases where the target space is Banach, i.e. \( (15), (16), (17), (20), (21) \) and \( (22) \) (see Section 4) and secondly the cases where the target spaces are non-Banach, i.e. \( (18), (19) \) and \( (23) \).
However, before proceeding with the detailed study, we shall describe how these end-point estimates yield the general result. Real interpolation yields the $L^p \times L^q \to L^r$ boundedness in the cases that \( m = -(n-1), -(n-1)/2 \) and 0, whenever \( p, q \) satisfy
\[
m = -(n-1) \left( \frac{1}{2} - \frac{1}{p} \right) + \left( \frac{1}{2} - \frac{1}{q} \right)
\]
and \( 1/r = 1/p + 1/q \) (see Figure 2). For the other values of \( m \), the result follows by bilinear complex interpolation. Here we only mention briefly how this works in the case \( L^2 \times L^q \to L^r \) with \( 2 \leq q \leq \infty \). The other cases are treated in a similar way.

We fix \(- (n - 1)/2 < m < 0 \) and \( \sigma \in S^m_{1,0}(n, 2) \), and let \( q \) be such that \( m = -(n-1) \left( \frac{1}{2} - \frac{1}{q} \right) \). As in the case of linear FIOs, one defines an analytic family of operators \( \{T_z\} \) on the strip \( 0 < \text{Re} \,(z) \leq 1 \) by
\[
T_z(f, g)(x) = \int \int \sigma_z(x, \xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i\varphi_1(x, \xi) + i\varphi_2(x, \eta)} \, d\xi \, d\eta,
\]
where \( \sigma_z(x, \xi, \eta) = \sigma(x, \xi, \eta) \left( 1 + |\xi|^2 + |\eta|^2 \right)^{-\frac{m}{2}} \), \( \gamma(z) = -m - \frac{z(n-1)}{2} \). Now, when \( \text{Re} \,(z) = 0 \) and \( \text{Re} \,(z) = 1 \), one has that \( \sigma_z \in S^m_{1,0}(n, 2) \) and \( \sigma_z \in S^m_{-1,0}(n, 2) \) respectively. In both cases, the seminorms depend polynomially on \( |\text{Im} \, z| \). Using the \( L^2 \times L^2 \to L^1 \) boundedness for \( \text{Re} \,(z) = 0 \), the \( L^2 \times L^\infty \to L^2 \) boundedness for \( \text{Re} \,(z) = 1 \) and the interpolation theorem for analytic families of multilinear operators by L. Grafakos and M. Mastroi [11] Theorem 1.1], the desired \( L^2 \times L^q \to L^r \) boundedness follows.

We should mention that [11] Theorem 1.1 also applies to multilinear interpolation in the case of non-Banach \( L^p \) spaces.

Now we shall turn to the proof of the aforementioned end-point estimates. Since the phase functions \( \varphi_j \) are smooth, homogeneous and non-degenerate, the mean value theorem yields that there exists a constant \( C_1 > 0 \) such that
\[
|\nabla_x \varphi_j(x, \xi)| \leq C_1 \, |\xi| \quad \text{for any } \xi \in \mathbb{R}^n \setminus \{0\} \text{ and } x \in K.
\]
On the other hand, the strong non-degeneracy condition on the phases, yields that there exists a constant \( C_2 > 0 \)
\[
C_2 \, |\xi| \leq |\nabla_x \varphi_j(x, \xi)| \quad \text{for any } \xi \in \mathbb{R}^n \setminus \{0\} \text{ and } x \in K.
\]
Therefore, there exists \( 0 < \lambda \leq 1 \) such that for any \( \xi \in \mathbb{R}^n \) and \( x \in K \)
\[
(24) \quad \lambda |\xi| \leq |\nabla_x \varphi_j(x, \xi)| \leq \lambda^{-1} |\xi| \quad \text{for } j = 1, 2,
\]
We will prove Theorem 2.7 in the following few sections. To this end, we introduce a smooth function $\mu: \mathbb{R}^n \to \mathbb{R}$ such that $\mu(\xi) = 0$ for $|\xi| \leq 1/(4\lambda)$ and $\mu(\xi) = 1$ for $|\xi| \geq 1/(3\lambda)$, where $\lambda$ is as in (24). Observe that
\begin{equation}
T_\sigma^{\varphi_1, \varphi_2}(f, g) = T_\sigma^{\varphi_1, \varphi_2}(\mu(D)f, \mu(D)g) + T_\sigma^{\varphi_1, \varphi_2}(\mu(D)f, (1 - \mu)(D)g) + T_\sigma^{\varphi_1, \varphi_2}((1 - \mu)(D)f, g).
\end{equation}

3. The low frequency cases

To estimate the $L^p$-norm of the last two terms in (25) we can make use of linear boundedness results by viewing the bilinear operator as an iteration of linear operators. We confine ourselves to the proof for the third term of (25) since the second term is treated similarly. Before proceeding with the analysis of the low frequency portion of the operator, we state and prove the following lemma.

Lemma 3.1. Let $a \in \text{BMO}(\mathbb{R}^n)$ be such that it is supported in the cube $Q_R = [-R, R]^n$. Then, for any $1 \leq q < \infty$ there exists a constant $c_{R,q,n}$ depending only on $R, q$ and $n$ such that
\[ \|a\|_{L^q(\mathbb{R}^n)} \leq c_{R,q,n} \|a\|_{\text{BMO}(\mathbb{R}^n)}. \]

Proof. Observe that
\begin{align*}
\frac{1}{|Q_R|} \int_{Q_R} a(x) \, dx - \frac{1}{|Q_{2R}|^n} \int_{Q_{2R}} a(x) \, dx &\leq \frac{1}{|Q_R|} \int_{Q_R} |a(x) - \text{Avg}_{Q_{2R}} a| \, dx \\
&\leq \frac{2^n}{|Q_{2R}|} \int_{Q_{2R}} |a(x) - \text{Avg}_{Q_{2R}} a| \, dx \\
&\leq 2^n \|a\|_{\text{BMO}(\mathbb{R}^n)}.
\end{align*}

On the other hand, since $a$ is supported in $Q_R$,
\begin{align*}
\frac{1}{|Q_R|} \int_{Q_R} a(x) \, dx - \frac{1}{|Q_{2R}|^n} \int_{Q_{2R}} a(x) \, dx &= \left| \int_{Q_R} a(x) \, dx \right| - \left| \frac{1}{|Q_{2R}|} \int_{Q_{2R}} a(x) \, dx \right| = \text{Avg}_{Q_R} a \left( 1 - 2^{-n} \right),
\end{align*}

which yields
\[ \left| \text{Avg}_{Q_R} a \right| \leq \frac{2^n}{2^n - 1} \|a\|_{\text{BMO}(\mathbb{R}^n)}. \]

Therefore, for every $1 \leq q < \infty$,
\begin{align*}
\|a\|_q &\leq \left( \int_{Q_R} |a(x) - \text{Avg}_{Q_R} a|^q \, dx \right)^{1/q} + \left| \text{Avg}_{Q_R} a \right| |Q_R|^{1/q} \\
&\leq |Q_R|^{1/q} \left( \sup_Q \left( \frac{1}{|Q|} \int_Q |a(x) - \text{Avg}_{Q} a|^q \, dx \right)^{1/q} + \left| \text{Avg}_{Q_R} a \right| \right) \\
&\leq |Q_R|^{1/q} (c_q + c_n) \|a\|_{\text{BMO}(\mathbb{R}^n)}.
\end{align*}

\[ \Box \]

Remark. Observe that the constant $c_q$ in the proof of the last theorem blows up as $q$ goes to infinity (see [7, p. 528]) .

Next we prove the regularity of the frequency-localised part of the operator.

Theorem 3.2. Let $1 \leq p, q \leq \infty$, $0 < r \leq \infty$ and $m$ be as in (13) and suppose that $\sigma \in S_{10}^m(n, 2)$ is compactly supported in the spatial variable $x$ and in one of the frequency variables. Assume that $\varphi_1, \varphi_2$ are real-valued $C^\infty(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}))$ functions homogeneous of degree one in the frequency variable on the support of $\sigma$ and satisfy the non-degeneracy condition. Then there exists a constant $C$ such that
\[ \| T_\sigma^{\varphi_1, \varphi_2}(f, g) \|_{L^r(\mathbb{R}^n)} \leq C \| f \|_{L^p(\mathbb{R}^n)} \| g \|_{L^q(\mathbb{R}^n)}. \]
for all Schwartz functions $f$ and $g$. If $p$ or $q$ are equal to 1, the above inequality holds with the Lebesgue space $L^1$ replaced by and $H^1$.

**Proof.** Without loss of generality we assume that the amplitude $\sigma(x, \xi, \eta)$ is compactly supported in the $x$ and $\xi$ variables. Let $\psi$ be a smooth cut-off function that is equal to one on the $\xi$ support of $\sigma$. We can write $T_{\sigma}^{\varphi_1, \varphi_2}(f, g)$ as

$$T_{\sigma}^{\varphi_1, \varphi_2}(f, g)(x) = \int \left( \int \sigma(x, \xi, \eta) \hat{g}(\eta) e^{i \varphi_2(x, \eta)} \, d\eta \right) \psi(\xi) \hat{f}(\xi) e^{i \varphi_1(x, \xi)} \, d\xi$$

$$= \int a_g(x, \xi) \hat{f}(\xi) e^{i \varphi_1(x, \xi)} \, d\xi = T_{a_g}^{\varphi_1}(f)(x),$$

where $a_g(x, \xi) = \psi(\xi) \int \sigma(x, \xi, \eta) \hat{g}(\eta) e^{i \varphi_2(x, \eta)} \, d\eta$.

We need to show that

$$\|T_{a_g}^{\varphi_1}(f)\|_{L^r(\mathbb{R}^n)} \lesssim \|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^q(\mathbb{R}^n)}.$$

Let $Q$ be a closed cube of side-length $L$ such that $\text{supp} \, a_g(x, \xi) \subset \text{Int}(Q)$. We extend $a_g(x, \cdot)|_Q$ periodically with period $L$ to $	ilde{a}_g(x, \xi) \in C^\infty(\mathbb{R}^n_q)$. Let $\zeta(\xi)$ be in $C_0^\infty$ with $\text{supp} \, \zeta \subset Q$ and $\zeta = 1$ on $\xi$-support of $a_g(x, \xi)$. Clearly, we have $a_g(x, \xi) = \tilde{a}_g(x, \xi) \zeta(\xi)$. Now if we expand $\tilde{a}_g(x, \xi)$ in a Fourier series, then setting $f_k(x) = f(x - \frac{2\pi k}{L})$ for any $k \in \mathbb{Z}^n$ we can write the FIO $T_{a_g}^{\varphi_1}$ as

$$T_{a_g}^{\varphi_1} f(x) = \sum_{k \in \mathbb{Z}^n} a_k(x) T_{\zeta}^{\varphi_1}(f_k)(x),$$

where

$$a_k(x) = \frac{1}{L^n} \int_{\mathbb{R}^n} a_g(x, \xi) e^{-i \frac{2\pi}{L} (k, \xi)} \, d\xi,$$

and $T_{\zeta}^{\varphi_1}(v)(x) := \frac{1}{(2\pi)^n} \int \zeta(\xi) e^{i \varphi_1(x, \xi)} \hat{v}(\xi) \, d\xi$. Then integration by parts yields

$$a_k(x) = c_{n,N} \frac{1}{|k|^N} \int_{\mathbb{R}^n} \partial_{\xi}^N a_g(x, \xi) e^{-i \frac{2\pi}{L} (k, \xi)} \, d\xi,$$

for $l = 1, \ldots, n$.

Assume first that $p \neq 2$, then $m < -(n-1) \left| \frac{1}{q} - \frac{1}{2} \right|$. Since $\sigma \in S^m_{1, 1}(n, 2)$,

$$\sup_{x, \xi, \eta \in \mathbb{R}^n} (\eta)^{-m+|\beta|} |\partial_\xi^\beta \partial_\eta^\beta \sigma(x, \xi, \eta)| \lesssim 1.$$

So, by T.1 in Theorem 2.5 and taking into account that the $x$ and $\xi$ supports of $a_g$ are compact, we find that for any $M \leq 0$

$$\sup_{\xi \in \mathbb{R}^n} (\xi)^{-M} \|\partial_\xi^\beta a_g(\cdot, \xi)\|_{L^q(\mathbb{R}^n)} \leq c_n \|g\|_{L^q(\mathbb{R}^n)}, \quad \text{if } 1 \leq q \leq \infty.$$  

Therefore

$$\max_{s=0, \ldots, N} \int_{\mathbb{R}^n} \|\partial_\xi^s a_g(\cdot, \xi)\|_{L^q(\mathbb{R}^n)} \, d\xi \leq c_{n,N} \|g\|_{L^q(\mathbb{R}^n)},$$

which yields

$$\|a_k\|_{L^q} \leq c_{n,N,q} \|g\|_{L^q(\mathbb{R}^n)} (1 + |k|)^{-N},$$

for any $N \geq 0$. Let $\chi$ be a smooth cut-off function in the $x$ variable such that is equal to 1 on the support of all the $a_k(x)$. Assume first that $r \geq 1$. By the Minkowski and Hölder inequalities, we have

$$\left\| T_{a_g}^{\varphi_1} f \right\|_{L^r(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \left\| a_k T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^r(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \|a_k\|_{L^q(\mathbb{R}^n)} \left\| \chi T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^p(\mathbb{R}^n)}.$$
Since \( \chi(x) \zeta(\xi) \in S^{-\infty}(n, 1) \) with compact \( x \) and \( \xi \) support, (T.1) yields
\[
\left\| \chi T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^p} \lesssim \| f_k \|_{L^p} = \| f \|_{L^p}, \quad \text{for } 1 \leq p \leq \infty.
\]
Thus (28) and (29) yield
\[
\left\| T_{\sigma_1}^{\varphi_1, \varphi_2}(f, g) \right\|_{L^r(\mathbb{R}^n)} \lesssim \| g \|_{L^s(\mathbb{R}^n)} \sum_{k \in \mathbb{Z}^n} (1 + |k|)^{-N} \| f \|_{L^p(\mathbb{R}^n)} \lesssim \| g \|_{L^s(\mathbb{R}^n)} \| f \|_{L^p(\mathbb{R}^n)}.
\]
For \( r < 1 \), following the same argument, one can prove that
\[
\left\| T_{\sigma_1}^{\varphi_1} f \right\|_{L^r(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \left\| a_k T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^r(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \| a_k \|_{L^q(\mathbb{R}^n)} \left\| \chi T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^p(\mathbb{R}^n)},
\]
and arguing in a similar way we obtain the result.

Now, if \( p = 2 \) then \( m = -(n-1) \left( \frac{1}{q} - \frac{1}{2} \right) \), hence by Theorem 2.5 we have for any \( M \leq 0 \)

\[ (30) \sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle^{-M} \| \partial_\xi^M a_\varphi(\cdot, \xi) \|_{L^r(\mathbb{R}^n)} \leq c_\alpha \| g \|_{L^q(\mathbb{R}^n)} \quad \text{if } 1 < q < \infty, \]

\[ (31) \sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle^{-M} \| \partial_\xi^M a_\varphi(\cdot, \xi) \|_{L^1(\mathbb{R}^n)} \leq c_\alpha \| g \|_{H^1(\mathbb{R}^n)} \quad \text{if } q = 1, \]

\[ (32) \sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle^{-M} \| \partial_\xi^M a_\varphi(\cdot, \xi) \|_{\text{BMO}(\mathbb{R}^n)} \leq c_\alpha \| g \|_{L^\infty(\mathbb{R}^n)} \quad \text{if } q = \infty. \]

The case \( 1 \leq q < \infty \) can now be treated in the same way as before (where if \( q = 1 \) we replace the \( L^1 \) norm of \( g \) by its \( H^1 \) norm), with (30)-(32) replacing (27).

It remains to prove the case \( q = \infty \). To this end we observe that by (32), we have
\[
\max_{s=0, \ldots, N} \int_{\mathbb{R}^n} \| \partial_\zeta^s a_\varphi(\cdot, \zeta) \|_{\text{BMO}(\mathbb{R}^n)} \, d\zeta \leq c_{n, N} \| g \|_{L^\infty(\mathbb{R}^n)}.
\]
Therefore, using Lemma A.2 with \( q = 4 \) yields
\[ (33) \| a_k \|_{L^4} \leq c_{n, N} \| g \|_{L^\infty(\mathbb{R}^n)} (1 + |k|)^{-N}, \]
for any \( N \geq 0 \). By the Minkowski and Hölder inequalities,
\[ (34) \left\| T_{\sigma_1}^{\varphi_1} f \right\|_{L^2(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \| a_k T_{\zeta}^{\varphi_1}(f_k) \|_{L^2(\mathbb{R}^n)} \leq \sum_{k \in \mathbb{Z}^n} \| a_k \|_{L^4(\mathbb{R}^n)} \left\| \chi T_{\zeta}^{\varphi_1}(f_k) \right\|_{L^4(\mathbb{R}^n)}. \]
Let \( s = n/4 \), and observe that \( \chi(x) \zeta(\xi) \zeta^{\frac{s}{2}} \in S^{-\infty}(n, 1) \). Then T.5 in Theorem 2.5 and the Sobolev embedding theorem yield
\[
\| \chi T_{\zeta}^{\varphi_1}(f_k) \|_{L^4(\mathbb{R}^n)} = \left\| \chi T_{\zeta}^{\varphi_1}\left( (1 - \Delta)^{-\frac{s}{2}} f_k \right) \right\|_{L^4(\mathbb{R}^n)} \lesssim \left\| (1 - \Delta)^{-\frac{s}{2}} f_k \right\|_{L^4(\mathbb{R}^n)} \lesssim \| f \|_{L^2(\mathbb{R}^n)}. \]
Therefore (33) and (34) yield
\[
\| T_{\sigma_1}^{\varphi_1, \varphi_2}(f, g) \|_{L^2(\mathbb{R}^n)} \lesssim \| g \|_{L^\infty(\mathbb{R}^n)} \sum_{k \in \mathbb{Z}^n} (1 + |k|)^{-N} \| f \|_{L^2(\mathbb{R}^n)} \lesssim \| g \|_{L^\infty(\mathbb{R}^n)} \| f \|_{L^2(\mathbb{R}^n)}. \]

\[ \square \]

4. The high frequency case: Banach endpoints

To deal with the term \( T_{\sigma_2}^{\varphi_1, \varphi_2}(\mu(D)f, \mu(D)g) \) from (25) let us introduce two smooth cut-off functions \( \chi, \nu: \mathbb{R}^{2n} \rightarrow \mathbb{R} \), such that \( \chi(\xi, \eta) = 1 \) for \( |(\xi, \eta)| \leq 1 \) and \( \chi(\xi, \eta) = 0 \) for \( |(\xi, \eta)| \geq 2 \), and \( \nu(\xi, \eta) = 0 \) for \( \lambda^2|\xi| \leq 16|\eta| \) and \( \nu(\xi, \eta) = 1 \) for \( 64|\eta| \leq \lambda^2|\xi| \).

Defining
\[
\sigma_1(x, \xi, \eta) = (1 - \chi(\xi, \eta))\nu(\xi, \eta)\sigma(x, \xi, \eta) \quad \text{and} \quad
\sigma_2(x, \xi, \eta) = (1 - \chi(\xi, \eta))(1 - \nu(\xi, \eta))\sigma(x, \xi, \eta),
\]

we have that $\sigma_1, \sigma_2 \in S_{1,0}^n(n,2)$ and we can decompose

\begin{equation}
T_{\sigma_1}^{\varphi_1, \varphi_2}(f, g) = T_{\sigma_1}^{\varphi_1, \varphi_2}(f) + T_{\sigma_2}^{\varphi_1, \varphi_2}(g).
\end{equation}

One introduces an even real-valued smooth function $\psi$ whose Fourier transform is supported on the annulus $\{\xi \mid |\xi| \leq 1/2 \}$ such that

\begin{equation}
\int_0^\infty |\hat{\psi}(t\xi)|^2 \frac{dt}{t} = 1
\end{equation}

for $\xi \neq 0$. Let $\theta$ be another real-valued smooth function whose Fourier transform is equal to one on the ball $\{\xi \mid |\xi| \leq 1/8 \}$ and supported in $\{\xi \mid |\xi| \leq 1/4 \}$. Here and in the sequel we denote $\mathcal{K} = \text{supp}_x \sigma$.

We have that

\begin{equation}
T_{\sigma_1}^{\varphi_1, \varphi_2}(f, g)(x)
= \int \int \int \int_0^\infty \sigma_1(x, \xi, t, \eta) \left( \psi(t\nabla_x \varphi_1(x, \xi)) \left| \nabla_x \varphi_1(x, \xi) \right|^m \mu(\xi) f(\xi) e^{ix_1(x, \xi)} \right) \times
\left( \hat{\theta}(1 + \nabla_x \varphi_2(x, \eta)) \mu(\eta) \hat{\theta}(\eta) e^{ix_2(x, \eta)} \right) \frac{dt}{t} \frac{d\xi}{\xi} \frac{d\eta}{\eta},
\end{equation}

for $\sigma_1(x, \xi, \eta) := t^n \sigma_1(x, (\xi/t, \eta/t)) \left| \nabla_x \varphi_1(x, \xi) \right|^{-m} \hat{\psi}(\nabla_x \varphi_1(x, \xi)) \hat{\theta}(\nabla_x \varphi_2(x, \eta))$.

We define

\begin{equation}
\tilde{\sigma}_1(t, x, \xi, \eta) := \sigma_1(x, \psi_1(x, \xi), \psi_2(x, \eta)),
\end{equation}

where

\begin{equation}
\psi_j(x, \xi) = (\nabla_x \varphi_j(x, \xi))^{-1}(\xi), \quad j = 1, 2,
\end{equation}

whose existence follows from the assumption of compact support in $x$, homogeneity of degree one in $\xi$ and the non-degeneracy.

**Lemma 4.1.** For any multiindices $\alpha$, $\beta$ and $\gamma$,

$$\sup_{0 < t < 1} \sup_{x \in \mathcal{K}} \sup_{\xi, \eta \in \mathbb{R}^n \setminus \{0\}} \left| \partial_{\xi^\alpha} \partial_{\eta^\beta} \partial_x^\gamma \tilde{\sigma}_1(t, x, \xi, \eta) \right| \lesssim 1.$$ 

**Proof.** Consider the map $(x, \xi, \eta) \mapsto (x, \Theta(x, \xi, \eta))$ where $\Theta = (\psi_1(x, \xi), \psi_2(x, \eta))$, which is a smooth map, positively homogeneous of degree 1 in $(\xi, \eta)$ and is such that

$$|\xi| + |\eta| \approx |\Theta(x, \xi, \eta)| \quad \text{for all } x \in \mathcal{K}, \quad \xi, \eta \in \mathbb{R}^n \setminus \{0\}.$$ 

Since $\sigma_1(x, \xi, \eta) \in S_{1,0}^n(n,2)$, Proposition 1.1.7 in [14] yields

$$\left| \partial_{\xi^\alpha} \partial_{\eta^\beta} \partial_x^\gamma \sigma_1(x, \Theta(x, \xi, \eta)) \right| \lesssim (1 + |\xi| + |\eta|)^{m-|\alpha|-|\beta|} \quad \text{for all } x \in \mathcal{K}, \xi, \eta \in \mathbb{R}^n \setminus \{0\}.$$ 

Therefore, chain rule yields

$$\left| \partial_{\xi^\alpha} \partial_{\eta^\beta} \partial_x^\gamma \left( \sigma_1(x, t^{-1} \Theta(x, \xi, \eta)) \right) \right| \lesssim t^{-|\alpha|-|\beta|} (1 + t^{-1} (|\xi| + |\eta|))^{m-|\alpha|-|\beta|} \lesssim t^{-m} |\xi|^{m-|\alpha|-|\beta|}.$$ 

The result follows by applying the Leibniz rule to the definition (38) of $\tilde{\sigma}_1$, and using the above estimate and the assumption of the compact support on $\xi$ and $\eta$. \hfill $\square$

Using the Fourier inversion formula,

\begin{equation}
\tilde{\sigma}_1(t, x, \xi, \eta) = \int \int e^{i\xi \cdot u + i\eta \cdot v} m(t, x, u, v) \frac{du \, dv}{(1 + |u|^2 + |v|^2)^N}
\end{equation}

where

\begin{equation}
m(t, x, u, v) := \int \int e^{-i\xi \cdot u - i\eta \cdot v} \left[ (1 - \Delta_x - \Delta_\eta)^N \tilde{\sigma}_1(t, x, \xi, \eta) \right] d\xi \, d\eta.
\end{equation}
for any large fixed $N \in \mathbb{N}$. Since the $(\xi, \eta)$-support of $\tilde{\sigma}_1$ is contained in a compact set independent of $t$ and $x$, Lemma 4.1 yields that for all multi-indices $\gamma$

$$
\sup_{0 < t < 1} \sup_{x \in \mathbb{K}} \sup_{u, v \in \mathbb{R}^n} |\partial_x^\gamma m(t, x, u, v)| < +\infty.
$$

Then, we can write

$$
\sigma_{1, t}(x, \xi, \eta) = \int e^{i \nabla_x \varphi_1(x, \xi) \cdot u + i \nabla_x \varphi_2(x, \eta) \cdot v} m(t, x, u, v) \frac{du dv}{(1 + |u|^2 + |v|^2)^N}.
$$

Combining (37) and (42) we arrive at the representation

$$
T_{\sigma_1}^{\varphi_1, \varphi_2}(\mu(D)f, \mu(D)g)(x) = \int \int_0^\infty T_{\nu_1^{\mu_1}}^{\varphi_1}(f)(x) T_{\nu_2^{\mu_1}}^{\varphi_2}(g)(x) m(t, x, u, v) \frac{dt du dv}{(1 + |u|^2 + |v|^2)^N}.
$$

for any large fixed $N \in \mathbb{N}$. Here

$$
\begin{align*}
\mu_1^{t,u}(x, \eta) &= \mu(\eta) e^{it \nabla_x \varphi_2(x, \eta) \cdot u} \hat{\mu}(t \nabla_x \varphi_1(x, \eta)) \chi(x), \\
\nu_1^{t, u}(x, \xi) &= \mu(\xi) |
\nabla_x \varphi_1(x, \xi)| \cdot m e^{it \nabla_x \varphi_1(x, \xi) \cdot u} \hat{\nu}(t \nabla_x \varphi_1(x, \xi)) \chi(x),
\end{align*}
$$

where $\chi \in C_0^\infty(\mathbb{R}^n)$ and is equal to 1 for $x \in \mathbb{K}$.

Since $\mu_1(\xi) = 0$ for $|\xi| \leq 1/(4\lambda)$ and $\hat{\nu}(t \nabla_x \varphi_1(x, \xi)) = 0$ when $|t \nabla_x \varphi_1(x, \xi)| \geq 1/4$, then $\mu_1(\xi) \hat{\nu}(t \nabla_x \varphi_1(x, \xi)) = 0$ for $t > 1$. Consequently we know $T_{\nu_1^{\mu_1}}^{\varphi_1}(f)(x) = 0$ for $t > 1$. Using this fact, (43) reduces to

$$
T_{\sigma_1}^{\varphi_1, \varphi_2}(\mu(D)f, \mu(D)g)(x)
$$

$$
= \int \int_0^1 T_{\nu_1^{\mu_1}}^{\varphi_1}(f)(x) T_{\nu_2^{\mu_1}}^{\varphi_2}(g)(x) \frac{m(t, x, u, v)}{(1 + |u|^2 + |v|^2)^N} \frac{dt du dv}{t}.
$$

and, repeating the argument for $\sigma_2$,

$$
T_{\sigma_2}^{\varphi_1, \varphi_2}(\mu(D)f, \mu(D)g)(x)
$$

$$
= \int \int_0^1 T_{\mu_2^{\nu_2}}^{\varphi_2}(f)(x) T_{\mu_1^{\nu_2}}^{\varphi_2}(g)(x) m(t, x, u, v) \frac{dt du dv}{(1 + |u|^2 + |v|^2)^N},
$$

where

$$
\begin{align*}
\mu_2^{t, u}(x, \xi) &= \mu(\xi) e^{it \nabla_x \varphi_1(x, \xi) \cdot u} \hat{\mu}_0(t \nabla_x \varphi_1(x, \xi)) \chi(x), \\
\nu_2^{t, u}(x, \eta) &= \mu(\eta) |
\nabla_x \varphi_2(x, \eta)| \cdot m e^{it \nabla_x \varphi_2(x, \eta) \cdot u} \hat{\nu}(t \nabla_x \varphi_2(x, \eta)) \chi(x),
\end{align*}
$$

where $\hat{\mu}_0$ is supported on a ball centred at the origin, but unlike the support of $\hat{\theta}$ this ball may be large compared to the support of $\hat{\psi}$.

Since the target space $L^1$ is Banach, it is enough to see the desired boundedness for the inner integrals in (46) and (47), with norm growing at most polynomially in $|u|$ and $|v|$. Observe that if we were in the pseudodifferential case, the amplitudes above would reduce to Fourier multipliers and both inner integrals in (46) and (47), could essentially be expressed as paraproducts.

Therefore, our initial goal is to reduce matters to the study of paraproducts. However as we shall see later, this is only possible in dimension one and in the case of the $L^2 \times L^2 \to L^1$ boundedness of operators of order zero.

A useful tool for this reduction is the following theorem, which is a parameter dependent version of Hörmander’s result on the composition of pseudodifferential and Fourier integral operators (see e.g. [14]). The advantage here over Hörmander’s classical result, which cannot be obtained directly from the latter, is that we are able to get a favourable estimate of the dependence on the parameter for those terms beyond the highest order term, which is of utmost importance in implementing the arguments we use in the proof.
of the main theorem. Furthermore, this theorem also improves substantially on the composition formula in [19], since all the terms (with the exception of the main one) in the resulting expansion are also symbols with better decay compared to the main term.

**Theorem 4.2.** Let $m \leq 0$, $\varepsilon \in (0, 1/2)$ and $\Omega = \mathbb{R}^n \times \{ |\xi| > 1 \}$. Suppose that $(x, \xi) \mapsto a_q(x, \xi)$ belongs to $S^0_{q,0}(n, 1)$ uniformly in $t \in (0, 1)$ and it is supported in $\Omega$, $(x, \xi) \mapsto \rho(\xi)$ belongs to $S^0_{\rho,0}(n, 1)$ and $\varphi \in C^\infty(\Omega)$ is such that

(i) for constants $C_1, C_2 > 0$, $C_1 |\xi| \leq |\nabla_x \varphi(x, \xi)| \leq C_2 |\xi|$ for all $(x, \xi) \in \Omega$, and

(ii) for all $|\alpha|, |\beta| > 1$ $|\partial^\alpha_x \partial^\beta_\xi \varphi(x, \xi)| \lesssim |\xi|^{1-|\alpha|}$, for all $(x, \xi) \in \Omega$.

Let us consider the parameter dependant Fourier multiplier and the FIO

$$\rho(tD)f(x) = \int \rho(t\xi)\hat{f}(\xi)e^{i\xi\cdot x}d\xi$$

and

$$T^\varphi_n(f)(x) = \int a_n(x, \xi)\hat{f}(\xi)e^{i\varphi(x, \xi)}d\xi.$$ 

Let $\sigma_t$ be the amplitude of the composition operator $\rho(tD)T^\varphi_n = T^\varphi_n$ given by

$$\sigma_t(x, \xi) := \int a_t(y, \xi)\rho(t\eta)e^{i(x-y)\eta+i\varphi(y, \xi)-i\varphi(x, \xi)}d\eta dy.$$

Then, for each $M \geq 1$, we can write $\sigma_t$ as

$$\sigma_t(x, \xi) = \rho(t\nabla_x \varphi(x, \xi))a_t(x, \xi) + \sum_{0<|\alpha|<M} \frac{t^{|\alpha|}}{\alpha!} \sigma_\alpha(t, x, \xi) + t^M r(t, x, \xi)$$

for $t \in (0, 1)$. Moreover, for all multi-indices $\beta, \gamma$ one has

$$|\partial^\beta_\xi \partial^\gamma_\xi \sigma_\alpha(t, x, \xi)| \lesssim t^{|\alpha|(|\varepsilon|^{-1}(\xi)^m-|\alpha|\frac{1}{2}(1-\varepsilon)-|\gamma|} \text{ for } 0 < |\alpha| < M,$$

and

$$\sup_{t \in (0, 1)} |\partial^\beta_\xi \partial^\gamma_\xi r(t, x, \xi)| \lesssim (\xi)^m-M\frac{1}{2}(1-\varepsilon)-|\gamma|.$$ 

**Remark 4.3.** It is worth mentioning that although in the applications of the above theorem, the operator $\rho(tD)$ will be a Littlewood-Paley operator (i.e. $\rho(\xi)$ will be either ball- or annulus-supported), Theorem 1.2 doesn’t put any conditions on the support of $\rho$. Therefore, the parameter $t$ and the frequency variable $\xi$ are entirely independent of each other.

**Notation.** We shall use the notation

$$Q^u_t := \widehat{\psi}^u(tD) \text{ and } P^u_t := \widehat{\Theta}^u(tD),$$

where

$$\widehat{\psi}^u(\xi) := \hat{\psi}(\xi)e^{i\xi \cdot x}, \quad \widehat{\Theta}^u(\xi) := \hat{\Theta}(\xi)e^{i\xi \cdot x},$$

and $\hat{\psi}, \hat{\Theta} \in C^\infty_0(\mathbb{R}^n)$ are any functions supported in an annulus and in a ball respectively. In the case that $u = 0$ we shall omit the superscript in the above notation.

### 4.1. Boundedness of $T^\varphi_{1,2}$: Endpoint Banach cases

From now on, we confine ourselves to the study of the boundedness of the operator $T^\varphi_{1,2}$. Indeed, in the frequency support of $T^\varphi_{1,2}$, one has $|\eta| \lesssim |\xi|$, and since the situation is reversed for $T^\varphi_{2,1}$, the boundedness of the latter will follow from that of the former and symmetry considerations.

Taking Theorem 1.2 (whose proof is postponed until Section 7) for granted, we shall now proceed with the proof of the main theorem for $T_{\sigma_1}$. To this end let

$$m_1 = -(n-1) \left| \frac{1}{p} - \frac{1}{2} \right|, \quad \text{and} \quad m_2 = -(n-1) \left| \frac{1}{q} - \frac{1}{2} \right|.$$
Prop. 1.1.7 yields
\[ T_{\nu_{m_1}}^{\varphi_1}(f)(x) = \int \mu(\xi) |\nabla_x \varphi_1(x, \xi)|^m e^{it\nabla_x \varphi_1(x, \xi) \cdot \nu(\xi)} f(t \nabla_x \varphi_1(x, \xi)) \chi(x) f(\xi) e^{i \varphi_1(x, \xi)} d\xi \]
where the symbol of \( Q_1^t \) is given by
\[ |t\xi|^{m_2} \psi(t\xi) e^{it \mu \xi} \in S, \]

\( T_{\nu_{m_1}}^{\varphi_1} \) is an FIO with phase \( \varphi_1 \) and amplitude
\[ \nu_{m_1}(x, \xi) = \mu(\xi) \chi(x) |\nabla_x \varphi_1(x, \xi)|^{m_1} \in S_{1,0}^{m_1 - \frac{1}{2}}. \]
The operator \( E_1^t \) is an FIO with the same phase and has an amplitude in \( S_{1,0}^{m_1 - \frac{1}{2} - \epsilon} \) with seminorms bounded by the product of \( t^\epsilon \) for \( \epsilon \in (0, 1/2) \) with a polynomial expression in \( |u| \).

When \( m_2 \neq 0 \), let \( \hat{\theta} \) be a compactly supported smooth bump function that is equal to 1 on the support of \( \hat{\theta} \). When \( m_2 = 0 \) we will take \( \hat{\theta} \) to be identically equal to 1.

Applying Theorem 4.2 we have
\[ t^{-m_2} T_{\nu_{m_1}}^{\varphi_2}(g)(x) = P_t^{\nu_{m_1}} T_{\nu_{m_1}}^{\varphi_2} g + E_1^t(g)(x), \]
where the symbol of \( P_t^{\nu_{m_1}} \) is given by \( \hat{\theta}(t\eta) e^{it \mu \eta} \), which belongs to \( S_{1,0}^0 \) (uniformly in \( t \in (0, 1] \)) with seminorms that behave polynomially in \( |v| \), the operator \( T_{\nu_{m_1}}^{\varphi_2} \) is an FIO with phase function \( \varphi_2 \) and amplitude
\[ \mu_1^t(x, \eta) = \mu(\eta) \chi(x) \hat{\theta}_1(t \nabla_x \varphi_2(x, \eta)) t^{-m_2} \in S_{1,0}^{m_2}, \]
uniformly in \( t \in (0, 1] \), and \( E_1^t \) is an FIO with the same phase and an amplitude in \( S_{1,0}^{m_2 - \frac{1}{2} - \epsilon} \) with seminorms bounded by the product of \( t^\epsilon \) and a polynomial in \( |v| \).

Therefore, using (54) and (56) in (43) we obtain that
\[
\int_0^1 t^{-m_2} T_{\nu_{m_1}}^{\varphi_1}(f)(x) T_{\nu_{m_1}}^{\varphi_2}(g)(x) m(t, x) \frac{dt}{t} = \int_0^1 \left( Q_t^{\nu_{m_1}} T_{\nu_{m_1}}^{\varphi_1} f(x) \right) \left( P_t^{\nu_{m_1}} T_{\nu_{m_1}}^{\varphi_2} g(x) \right) m(t, x) \frac{dt}{t} + \int_0^1 \left( Q_t^{\nu_{m_1}} T_{\nu_{m_1}}^{\varphi_1} f(x) \right) \left( E_1^t(g)(x) \right) m(t, x) \frac{dt}{t} + \int_0^1 E_1^t(t \nabla_x \varphi_2)(x, \eta) t^{-m_2} \left( T_{\nu_{m_1}}^{\varphi_2}(g)(x) \right) m(t, x) \frac{dt}{t}
\]
where we have set \( m(t, x) = m(t, x, u, v) \) for brevity.

From now on, we shall denote by \( C(u) \), \( C(v) \) and \( C(u, v) \) universal constants which depend polynomially on \( |u| \) and \( |v| \).

Now we claim that for any \( \epsilon > 0 \),
\[ \sup_{t \in (0, 1]} \left\| t^{-m_2 + \frac{\epsilon}{2}} T_{\nu_{m_1}}^{\varphi_2}(g) \right\|_{L^q} \leq C(v) \| g \|_{L^q}, \quad \text{for } 1 \leq q \leq \infty. \]

Indeed
\[ t^{-m_2 + \frac{\epsilon}{2}} e^{it \xi \cdot \nu} \hat{\theta}(t \eta) \in S_{1,0}^{m_2 - \epsilon/2}, \]
uniformly in \( t \in (0, 1] \) with seminorms depending polynomially on \( |v| \). Then, using [14] Prop. 1.1.7 we get that
\[ t^{-m_2 + \frac{\epsilon}{2}} \mu_1^t(x, \eta) \in S_{1,0}^{m_2 - \epsilon/2}, \]
which by [T.5] in Theorem 2.5 is sufficient to prove the claim. Moreover, it follows from the properties of the amplitude of \( E_1^t \) and [T.5] that for any fixed \( \epsilon \in (0, 1/2) \)
\[ \| E_1^t f \|_{L^p} \leq C(u) t^\epsilon \| f \|_{L^p}. \]
Since $1 \leq r \leq \infty$, the Minkowski integral inequality, [41], [58] and [59] yield
\[
\|I_3\|_{L^r} \lesssim \int_0^1 \|E_t(f)\|_{L^p} t^{-\frac{n}{2}} \left\| t^{-m_2 + \frac{n}{2}} T_{\varphi_1} g \right\|_{L^q} \frac{dt}{t} \lesssim C(u, v) \left( \int_0^1 t^{\frac{n}{2} - 1} dt \right) \|f\|_{L^p} \|g\|_{L^q}.
\]

To deal with $I_2$ assume first that $1 < p < \infty$. In this case, the Minkowski integral inequality and Lemma 4.5. Consider the bilinear paraproduct
\[
\Pi(f, g)(t, x, u, v) = \int_0^1 \left( T_{\varphi_1} f \right) t \left( T_{\varphi_2} g \right) m(t, x, u, v) \frac{dt}{t},
\]
where $\mu_1(x, \eta) = \mu(\eta) \chi(x) \in S_{1,0}^0$. That is, $I_1$ is the composition of a bilinear paraproduct with two FIOs.

In this connection, for the sake of completeness we would like to state and prove a lemma, which although somewhat implicit in the literature, is useful for what follows.

**Lemma 4.4.** Given $f \in \text{BMO}$ there exists a constant $C$ such that for any $t > 0$
\[
\|Q_t f\|_{L^\infty} \leq C \|f\|_{\text{BMO}},
\]
and by duality, for any $f \in L^1$,
\[
\|Q_t f\|_{H^1} \leq C \|f\|_{L^1}.
\]

Finally, we need to deal with the boundedness of the term $I_1$. To this end we need to consider several cases separately.

**Case I:** $m = 0$. In particular, $m_2 = 0$, so in this case, we have taken $\hat{\theta}_1$ to be the constant function equal to 1 in (57). Thus we have
\[
I_1 = \int_0^1 Q_t u \left( T_{\varphi_1} f \right) P_t^v \left( T_{\varphi_2} g \right) m(t, x) \frac{dt}{t},
\]
where $\mu_1(x, \eta) = \mu(\eta) \chi(x) \in S_{1,0}^0$. That is, $I_1$ is the composition of a bilinear paraproduct with two FIOs.

In this connection, for the sake of completeness we would like to state and prove a lemma, which although somewhat implicit in the literature, is useful for what follows.

**Lemma 4.5.** Consider the bilinear paraproduct
\[
\Pi(f, g)(x) = \int_0^1 Q_t^u (f) P_t^v (g) m(t, x, u, v) \frac{dt}{t},
\]
with $P_t^u$ and $Q_t^v$ as in [53] and $m(t, x, u, v)$ smooth satisfying [41]. This operator is a bilinear pseudodifferential operator with symbol in $S_{1,0}^0(n, 2)$ and seminorms depending polynomially on $|u|$ and $|v|$.

**Proof.** Observe that one can easily write
\[
\Pi(f, g)(x) = \iint \lambda(x, \xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{it(\xi + \eta)} d\xi d\eta,
\]
where
\[
\lambda(x, \xi, \eta) = \int_0^1 \hat{\psi}(t \xi) e^{it \xi v} \hat{\theta}(t \eta) e^{it \eta u} m(t, x, u, v) \frac{dt}{t}.
\]
Then since $t \approx |\xi|^{-1}$, $|\eta| \lesssim |\xi|$ and $1 \lesssim |\xi|$, we have
\[
|\lambda(x, \xi, \eta)| \lesssim \int_{t \sim |\xi|^{-1}} \frac{dt}{t} \approx 1,
\]
and for $|\alpha| + |\beta| \geq 1$,
\[
\left| \partial_\xi^{\alpha} \partial_\eta^{\beta} \lambda(x, \xi, \eta) \right| \lesssim C(u, v) |\xi|^{-|\alpha| - |\beta|} \lesssim C(u, v) (1 + |\xi| + |\eta|)^{-|\alpha| - |\beta|}.
\]

**Remark 4.7.** Observe that by a similar argument to above, if $n \geq 5$ in Section 5 that the endpoint results for the one dimensional bilinear FIOs are false. So, $p, q < 1$ boundedness given by T.1
\[
T
\]
boundedness of $I_m$. Thus we can write (64) as
\[
1 = \int \hat{\psi}(s \nabla_x \varphi_2(x, \eta)) \frac{ds}{s}, \quad \forall \eta \neq 0, x \in \mathbb{R}^n.
\]
In this way
\[
T_{\mu_1} g(x) = \int_{0}^{\infty} S_{t,s} g(x) \frac{ds}{s}
\]
where
\[
S_{t,s} g(x) = \int \chi(x) \mu(\eta) \hat{\psi}(t \nabla_x \varphi_2(x, \eta)) t^{-m_2} \hat{\psi}(s \nabla_x \varphi_2(x, \eta)) \hat{\psi}(\eta) e^{i \varphi_2(x, \eta)} d\eta.
\]
The support properties of $\hat{\psi}$ and $\hat{\psi}$ imply that there exist positive constants $\kappa_1, \kappa_2$ such that, for any $t \in (0,1]$,
\[
\kappa_2 t \lesssim s \lesssim \kappa_1.
\]
Without loss of generality we can take $\kappa_1 \geq 1$.
Hence, if we define $\kappa = \kappa_2 / \kappa_1$,
\[
T_{\mu_1} g(x) = \int_{\kappa_2 t}^{\kappa_1} S_{t,s} g(x) \frac{ds}{s} = \int_{\kappa}^{1/t} S_{t,s \kappa_1} g(x) \frac{ds}{s}.
\]
Observe now that
\[ S_{t,tsς}g(x) = \int \chi(x) \mu(\eta) \hat{\Psi}(t \nabla_x \varphi_2(x, \eta)) |\nabla_x \varphi_2(x, \eta)|^{m_2} \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta \]
\[ = s^{-m_2} \int \chi(x) \mu(\eta) \hat{\Psi}(ts K_1 \nabla_x \varphi_2(x, \eta)) |\nabla_x \varphi_2(x, \eta)|^{m_2} \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta \]
where
\[ (67) \]
\[ \hat{\Psi}(\eta) = \hat{\psi}(\kappa \eta)^2 |\eta|^{-m_2}. \]

Now if \( P_{1,t} \) denotes the multiplier operator with symbol \( \hat{\theta}_1(t \eta) \), then Theorem 4.2 yields
\[ S_{t,tsς}g(x) = s^{-m_2} P_{1,t} \left[ \int \chi(\cdot) \mu(\eta) \hat{\Psi}(ts \nabla_x \varphi_2(\cdot, \eta)) |\nabla_x \varphi_2(\cdot, \eta)|^{m_2} \hat{g}(\eta)e^{i\varphi_2(\cdot, \eta)} \, d\eta \right](x) \]
\[ + s^{-m_2} \int R_1^2(x, \eta) \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta, \]
where \( R_1^2(x, \eta) \in S_{1,0}^{-\frac{1}{2} - \varepsilon} \) with seminorms bounded by \( t^{\varepsilon} \) with \( \varepsilon \in (0, 1/2) \) and compact spatial support.

Observe that, since \( ts \leq 1 \), \( \hat{\Psi}(t \sigma \eta) \in S_{1,0}^0 \) uniformly in \( ts \), Theorem 4.2 yields
\[ \int \chi(x) \mu(\eta) \hat{\Psi}(ts \nabla_x \varphi_2(x, \eta)) |\nabla_x \varphi_2(x, \eta)|^{m_2} \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta = \]
\[ = Q_{ts} \left[ \int \chi(\cdot) \mu(\eta) |\nabla_x \varphi_2(\cdot, \eta)|^{m_2} \hat{g}(\eta)e^{i\varphi_2(\cdot, \eta)} \, d\eta \right] \]
\[ + \int R_2^2(x, \eta) \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta, \]
where \( R_2^2(x, \eta) \in S_{1,0}^{-\frac{1}{2} - \varepsilon} \) with seminorms bounded by \( (ts)^{\varepsilon} \) with \( \varepsilon \in (0, 1/2) \) and compact spatial support. Hence
\[ S_{t,tsς}g(x) = s^{-m_2} P_{1,t} Q_{ts} \left( T_{\varphi_2}g \right)(x) + s^{-m_2} P_{1,t} \left[ \int R_2^2(\cdot, \eta) \hat{g}(\eta)e^{i\varphi_2(\cdot, \eta)} \, d\eta \right] \]
\[ + s^{-m_2} \int R_1^2(x, \eta) \hat{g}(\eta)e^{i\varphi_2(x, \eta)} \, d\eta \]
\[ = S_{1}^1 g(x) + S_{1}^2 g(x) + S_{1}^3 g(x), \]
where \( \gamma(x, \eta) = \chi(x) \mu(\eta) |\nabla_x \varphi_2(x, \eta)|^{m_2} \in S_{1,0}^{m_2} \).

Then
\[ I_1 = \int_0^1 \left( Q_{t}^{\nu} T_{\varphi_1}^{\nu} f(x) \right) \left( P_{t}^{\nu} S_{\nu}^{3} g(x) \right) m(t, x) \frac{dt}{t} \]
\[ = \sum_{j=1,2,3} \int_0^\infty \int_0^1 \chi(0,1)(st) \left( Q_{t}^{\nu} T_{\varphi_1}^{\nu} f(x) \right) \left( P_{t}^{\nu} S_{s,t}^{j} g(x) \right) m(t, x) \frac{dt}{t} \frac{ds}{s} \]

Observe that
\[ \| P_{1} S_{s,t}^{3} g \|_{L^p} \lesssim s^{m_2 t^{\varepsilon}} \| g \|_{L^p}, \]
\[ \| P_{t} S_{s,t}^{2} g \|_{L^p} \lesssim s^{m_2 t^{\varepsilon}} \| g \|_{L^p}, \]
and
\[ \| Q_{t} T_{\varphi_1}^{3} f \|_{L^p} \lesssim \| f \|_{L^p}. \]
for $1 < p \leq \infty$ and $\|Q_t T_{v_{m_1}} f\|_{L^1} \lesssim \|f\|_{H^1}$. Then, for $1 < p \leq \infty$

$$\left\| \int_{\kappa}^{\infty} \int_{0}^{1} \chi_{(0,1)}(st) \left( Q^u_1 T_{v_{m_1}} f(x) \right) \left( P_{t,s,t}^u S^3_{s,t} g(x) \right) m(t,x) \frac{dt}{t} \frac{ds}{s} \right\|_{L^p} \lesssim \frac{\|f\|_{L^p} \|g\|_{L^q}}{t \|b\|_{L^q}}.$$ 

For $p = 1$, one has similar bound with $H^1$ instead of $L^1$. Moreover if $n \geq 2$,

$$\left\| \int_{\kappa}^{\infty} \int_{0}^{1} \chi_{(0,1)}(st) \left( Q^u_1 T_{v_{m_1}} f(x) \right) \left( P_{t,s,t}^u S^2_{s,t} g(x) \right) m(t,x) \frac{dt}{t} \frac{ds}{s} \right\|_{L^p} \lesssim \frac{\|f\|_{L^p} \|g\|_{L^q}}{t \|b\|_{L^q}}.$$ 

Hence it only remains to prove the desired bound for

$$\int_{\kappa}^{\infty} \int_{0}^{1} \chi_{(0,1)}(st) \left( Q^u_1 T_{v_{m_1}} f(x) \right) \left( P_{t,s,t}^u Q_{t,s} T_{v_{m_1}} g(x) \right) m(t,x) \frac{dt}{t} \frac{ds}{s}.$$

Let us define

$$R_t(G)(x) := \int_{\kappa}^{1/t} s^{m_2} Q_{t,s}(G)(x) \frac{ds}{s} = \int K_t(x-y)G(y) dy,$$

where

$$K_t(z) = \int_{\kappa}^{1/t} s^{m_2} \Psi \left( \frac{z}{ts} \right) (ts)^{-n} ds.$$

**Lemma 4.8.** The function $K_t$ defined above is such that

$$\int K_t(z) dz = 0$$

and for each $0 < \delta < -m_2$ we have the estimates

$$|K_t(x-y)| \lesssim t^{-n} \left( 1 + \frac{|x-y|}{t} \right)^{-n-\delta}$$

and

$$|K_t(x-y) - K_t(x-y')| \lesssim t^{-n-1} |y-y'|$$

for all $x, y, y' \in \mathbb{R}^n$ and $0 < t < 1$.

**Proof.** The first assertion follow from the fact that $\int \Psi dz = 0$. For the second one, since $\Psi \in S$ and $0 < \delta < -m_2$ we have that

$$|K_t(z)| \leq \left( \frac{|z|}{t} \right)^{-n-\delta} t^{-n} \int_{\kappa}^{1/t} s^{m_2+\delta} ds \lesssim \left( \frac{|z|}{t} \right)^{-n-\delta} t^{-n}.$$ 

Moreover

$$|K_t(z)| \leq t^{-n} \int_{\kappa}^{1/t} s^{m_2-n-1} ds \lesssim t^{-n}.$$

These estimates yield (72). Estimate (73) follows from the mean value theorem and the fact that

$$|\nabla_k K_t(z)| = \frac{\|Q_t T_{v_{m_1}} f\|_{L^1}}{t \|b\|_{L^q}} \lesssim t^{-n-1}. \quad \Box$$
**Proposition 4.9.** The operator $R_t$ defined above satisfies
\begin{equation}
\sup_{t>0} \| R_t f \|_{L^q} \lesssim \| f \|_{L^q}, \quad 1 \leq q \leq \infty,
\end{equation}
and
\begin{equation}
\sup_{t>0} \| R_t f \|_{L^\infty} \lesssim \| f \|_{\text{BMO}}.
\end{equation}

**Proof.** The first assertion is a consequence of the Minkowski integral inequality and (72). For the second assertion, using (71) and (72)
\begin{equation}
\int t^{-n} \left( 1 + \frac{|x-y|}{t} \right)^{-n-\delta} \left| f(y) - \text{Avg}_{B(x,t)} f \right| \, dy.
\end{equation}
By a change of variables, if $F_{t,x}(y) = f(ty + x)$ then,
\begin{equation}
\left| R_t f(x) \right| \lesssim \int (1 + |y|)^{-n-\delta} \left| F_{t,x}(y) - \text{Avg}_{B(0,1)} F_{t,x} \right| \, dy \lesssim \| f \|_{\text{BMO}},
\end{equation}
where the last inequality follows from [7] Proposition 7.1.5] and the dilation and translation invariance of the BMO norm. \qed

Now, it suffices to see that
\begin{equation}
\left| \int_{\Gamma} \int_{1}^{1} h(x) \left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( \tilde{P}_{t}^{u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) m(t,x) \frac{dt}{t} \, dx \right| \lesssim \| f \|_{L^{p}} \| g \|_{L^{q}} \| h \|_{L^{r}},
\end{equation}
where $h \in L^{r'}$ has support contained in the $x$ support of $m$, $1/r' = 1 - 1/p - 1/q$ and $\tilde{P}_{t}^{u} = P_{t}^{u} P_{1,t}$. Now we decompose $\tilde{P}_{t}^{u} = P_{t}^{2,u} + Q_{t}^{2,u}$ where $P_{t}^{2,u}$ has symbol a smooth function of the type $\hat{\phi}(t\xi)e^{it\gamma \cdot x}$ with $\text{supp} \hat{\phi}$ contained in a sufficiently small ball, and the symbol of $Q_{t}^{2,u}$ is $(\hat{\phi}(t\xi) - \hat{\phi}(t\xi))e^{it\gamma \cdot u}$. We take the support of $\hat{\phi}$ small enough to assure that, for a suitable smooth radial function $\hat{\psi}(\xi)$ supported in an annulus, we can write
\begin{equation}
\left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( P_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) = \tilde{Q}_{t} \left( \left( Q_t^{u} T_{t \nu_{m}'} f \right) \left( P_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g} \right) \right)(x),
\end{equation}
where $\tilde{Q}_{t}$ is the multiplier operator with symbol $\hat{\phi}(t\xi)$. Furthermore, we can find a smooth radial function $\hat{\phi}_{3}$ supported in a ball such that
\begin{equation}
\left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( Q_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) = \tilde{P}_{t} \left( \left( Q_t^{u} T_{t \nu_{m}'} f \right) \left( Q_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g} \right) \right)(x),
\end{equation}
where $\tilde{P}_{t}$ has symbol $\hat{\phi}_{3}(t\xi)$. Then, the left hand side of (76) is equal to
\begin{equation}
I + II := \int \int_{0}^{1} \left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( P_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) \tilde{Q}_{t}(hm(t,\cdot))(x) \frac{dt}{t} \, dx
\end{equation}
\begin{equation}
+ \int \int_{0}^{1} \left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( Q_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) \tilde{P}_{t}((hm(t,\cdot))(x) \frac{dt}{t} \, dx
\end{equation}
Define $M_{m}$ by $\mathcal{M}_{m}(f)(x) = m(t,x) f(x)$. Observe that
\begin{equation}
I = I_{1} + I_{5} = \int \int_{0}^{1} \left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( P_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) \tilde{Q}_{t}(hm(x))(m(t,x) \frac{dt}{t} \, dx
\end{equation}
\begin{equation}
+ \int \int_{0}^{1} \left( Q_t^{u} T_{t \nu_{m}'} f(x) \right) \left( Q_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g}(x) \right) \left[ \tilde{Q}_{t}, M_{m} \right] h(x) \frac{dt}{t} \, dx
\end{equation}
Then we could apply (7.1) in Theorem 2.5 [7] and the Minkowski integral inequality to obtain
\begin{equation}
\left\| P_{t}^{2,u} R_t T_{\gamma}^{\nu_{2} g} \right\|_{L^{q}} \leq C(t) \| g \|_{L^{q}},
\end{equation}
whenever $1 < q < \infty$. Similarly  
\begin{equation}
\left\| P_t^{2,v} R_t T_{\gamma}^{2,q} g \right\|_{L^1} \leq C(v) \| g \|_{H^1},
\end{equation}
For $q = \infty$, (75) and (72) in Theorem 2.5 yield that for any $t > 0$,  
\begin{equation}
\left\| P_t^{2,v} R_t T_{\gamma}^{2,q} g \right\|_{L^{\infty}} \leq \left\| R_t T_{\gamma}^{2,q} g \right\|_{L^{\infty}} \leq \left\| T_{\gamma}^{2,q} g \right\|_{BMO} \leq \| g \|_{L^{\infty}}.
\end{equation}
For the analysis of $I_5$ we observe that, by the mean-value theorem, we have that  
\[ |m(t, y, u, v) - m(t, x, u, v)| \lesssim |y - x| \]
with an implicit constant that by (41), is independent of $t$, $u$ and $v$. Using this, we compute  
\[ \left\| [Q_t, M_m](f)(x) \right\| \lesssim \left\| \int t^{-n\psi} \left( \frac{x - y}{t} \right) (m(t, y, u, v) - m(t, x, u, v)) f(y) \, dy \right\| \]
\[ \lesssim t \int \left\| t^{-n\psi} \left( \frac{x - y}{t} \right) \right\|_{L^\infty} |f(y)| \, dy. \]
Therefore  
\begin{equation}
\left\| [Q_t, M_m] h \right\|_{L^{r'}} \lesssim t \| h \|_{L^{r'}}.
\end{equation}
Similar estimate holds for the commutator $[\tilde{P}_t, M_m]$.  

Then, (60), (61), (77) and (80), imply that $|I_5| \leq C(u, v, \varepsilon) \| f \|_{L^p} \| g \|_{L^q} \| h \|_{L^{r'}}$ for $1 < q < \infty$. For $q = 1$, (61), (77) and (80) yield $|I_5| \leq C(u, v, \varepsilon) \| f \|_{L^\infty} \| g \|_{H^1} \| h \|_{L^{\infty}}$. For $q = \infty$, (60), (61), (77) and (80) yield  
\[ |I_5| \lesssim \| f \|_{L^p} \| g \|_{L^\infty} \| h \|_{L^{r'}}, \]
for $p > 1$, and $|I_5| \lesssim \| f \|_{H^1} \| g \|_{L^\infty} \| h \|_{L^{r'}}$, for $p = 1$.  

Arguing in a similar way,  
\[ I_1 = I_6 + I_7 = \int \int_0^1 \left( Q_t^{u} T_{\nu,1}^{p} f(x) \right) \left( Q_t^{2,v} R_t T_{\gamma}^{2,q} g(x) \right) \tilde{P}_t h(x) m(t, x) \frac{dt}{t} \, dx \]
\[ + \int \int_0^1 \left( Q_t^{u} T_{\nu,1}^{p} f(x) \right) \left( Q_t^{2,v} R_t T_{\gamma}^{2,q} g(x) \right) \tilde{Q}_t h(x) m(t, x) \frac{dt}{t} \, dx \]
with $|I_7| \leq C(u, v, \varepsilon) \| f \|_{L^p} \| g \|_{L^q} \| h \|_{L^{r'}}$ and the obvious modifications for the extremal cases. So we have reduced the problem to prove the desired estimates for  
\begin{equation}
|I_4| = \left\| \int \int_0^1 \left( Q_t^{u} T_{\nu,1}^{p} f(x) \right) \left( P_t^{2,v} R_t T_{\gamma}^{2,q} g(x) \right) \tilde{Q}_t h(x) m(t, x) \frac{dt}{t} \, dx \right\|, \]
\begin{equation}
|I_6| = \left\| \int \int_0^1 \left( Q_t^{u} T_{\nu,1}^{p} f(x) \right) \left( Q_t^{2,v} R_t T_{\gamma}^{2,q} g(x) \right) \tilde{P}_t h(x) m(t, x) \frac{dt}{t} \, dx \right\|. \]

At this point we proceed by studying four subcases.  

**Case II.a:** $m = -(n+1)/2$. Using Remark 4.7, it is enough to consider the $L^2 \times L^\infty \to L^2$ case. Therefore let us assume that $f, h \in L^2$, $g \in L^\infty$. Observe that we can assume, without loss of generality, that $\| g \|_{L^\infty} = 1$. Then, by the Cauchy-Schwarz inequality and (41) we have  
\[ |I_4| \lesssim \left( \int \int_0^1 \left| Q_t^{u} T_{\nu,1}^{p} f(x) \right|^2 \frac{dt}{t} \, dx \right)^{1/2} \left( \int \int_0^1 \left| P_t^{2,v} R_t T_{\gamma}^{2,q} g(x) \right|^2 \frac{dt}{t} \, dx \right)^{1/2}. \]
A standard quadratic estimate together with the $L^2$ boundedness of $T_{\nu,1}^{p,q}$ given by (71) in Theorem 2.5 yield that the first factor on the right hand side is bounded by $C(u) \| f \|_{L^2}$. For the second factor, a quadratic estimate and (79) yield that it is bounded by $\| g \|_{L^\infty} \| h \|_{L^2}$. Therefore  
\[ |I_4| \lesssim C(u) \| f \|_{L^2} \| g \|_{L^\infty} \| h \|_{L^2}. \]
In order to deal with $I_6$, let us recall that a Borel measure $d\mu$ on $\mathbb{R}^n$ is called a Carleson measure if

$$\|d\mu\|_c = \sup_{\epsilon > 0} \sup_{y \in \mathbb{R}^n} \frac{1}{\epsilon^n} \int_0^\epsilon \int_{|x-y| < \epsilon} d|m|(x, t) < +\infty.$$ 

The quantity $\|d\mu\|_c$ is called the Carleson norm of $d\mu$. We shall also need the following lemma, whose proof is a modification of an argument which goes back to A. Uchiyama.

**Lemma 4.10.** For any Carleson measure $d\mu$ and $K_t$ satisfying (72) for some $\delta > 0$,

$$d\tilde{\mu}(x, t) := \left( \int |K_t(x - y)| d\mu(y, t) \right) dx,$$

defines a Carleson measure and $\|d\tilde{\mu}\|_c \lesssim \|d\mu\|_c$.

**Proof.** Let $\epsilon > 0$ and $y \in \mathbb{R}^n$. First, we cover $\mathbb{R}^n$ with balls of radius $\epsilon \sqrt{n}/2$ and centre $y + \epsilon k$, with $k \in \mathbb{Z}^n$. Then changing the order of integration followed by a change of variables yield

$$I(\epsilon, y) := \int_0^\epsilon \int_{|x-y| < \epsilon} \left( \int |K_t(x - z)| d\mu(z, t) \right) dx$$

$$= \sum_{k \in \mathbb{Z}^n} \int_0^\epsilon \int_{|y-k\epsilon| < \epsilon \sqrt{n}/2} \left( \int |K_t(x - z)| d\mu(z, t) \right) dx$$

$$= \sum_{k \in \mathbb{Z}^n} \int_0^\epsilon \int_{|z-y-k\epsilon| < \epsilon \sqrt{n}/2} \left( \int |K_t(u)| du \right) d\mu(z, t).$$

Using the triangle inequality we have that $|u + k\epsilon| \leq \epsilon \left(1 + \sqrt{n}/2\right)$, and therefore we have $|u| \geq \epsilon \left(|k| - \left(1 + \sqrt{n}/2\right)\right)$.

Now if $|k| \geq 2 + \sqrt{n}$ then $|u| \geq \epsilon |k|/2$ and for such $k$’s, (72) yields that

$$\left( \int_{|z-y+u| < \epsilon} |K_t(u)| du \right) \lesssim |k|^{-\delta} \left(\frac{t}{\epsilon}\right)^{\delta} \lesssim |k|^{-\delta},$$

for $t \leq \epsilon$. Then, enlarging the domain of integration as necessary (depending on the dimension) we have

$$\sum_{|k| \geq 2 + \sqrt{n}} \frac{1}{\epsilon^n} \int_0^\epsilon \int_{|z-y-k\epsilon| < \epsilon \sqrt{n}/2} \left( \int |K_t(u)| du \right) d\mu(z, t)$$

$$\lesssim \epsilon^n \sum_{|k| \geq 2 + \sqrt{n}} |k|^{-\delta} \|d\mu\|_c \lesssim \epsilon^n \|d\mu\|_c.$$ 

On the other hand, using once again (72)

$$\left( \int_{|z-y+u| < \epsilon} |K_t(u)| du \right) \lesssim \left(1 + \frac{|u|}{t}\right)^{-\delta} t^{-n} du \lesssim 1.$$ 

Hence, again enlarging the domain of integration as necessary,

$$\sum_{|k| < 2 + \sqrt{n}} \frac{1}{\epsilon^n} \int_0^\epsilon \int_{|z-y-k\epsilon| < \epsilon \sqrt{n}/2} \left( \int |K_t(u)| du \right) d\mu(z, t) \lesssim \epsilon^n \|d\mu\|_c.$$ 

Putting the estimates together we obtain the desired result. \qed
Observing that the commutator $[R_t, Q^2_{t,v}] = 0$ and returning to $I_6$, we claim that

\begin{equation}
|R_t Q^2_{t,v} T^2_{x,y} g(x)|^2 \frac{dt}{t} dx,
\end{equation}

is a Carleson measure with norm bounded by a constant times $\|g\|_{L^\infty}^2 = 1$. Indeed, it is well-known (see e.g. [22]) that, for any $f \in BMO$

\begin{equation}
d\mu(x, t) = \left| Q^2_{t,v} f(x) \right|^2 \frac{dt}{t} dx,
\end{equation}

is a Carleson measure and

$$ \|d\mu\|_{C} \lesssim \|f\|_{BMO}^2. $$

The Cauchy-Schwarz inequality and (72) yield

$$ \left| R_t Q^2_{t,v} T^2_{x,y} g(x) \right|^2 \leq \left( \int |K_t(y)| \ dy \right) \left( \int |K_t(x - y)| \left| Q^2_{t,v} T^2_{x,y} g(y) \right|^2 \ dy \right) $$

$$ \lesssim \int |K_t(x - y)| \left| Q^2_{t,v} T^2_{x,y} g(y) \right|^2 \ dy. $$

Therefore, T.2 in Theorem 2.5 and Lemma 4.10 prove that (84) is a Carleson measure. Proceeding as in the analysis of $I_4$ we have

$$ |I_6| \lesssim \left( \int \left( \int_0^1 \left| Q^2 T^2_{\nu_1} f(x) \right|^2 \frac{dt}{t} dx \right)^2 \left( \int \left| \tilde{P}_n h(x) \right|^2 \left| Q^2_{t,v} R_t T^2_{x,y} g(x) \right|^2 \frac{dt}{t} dx \right)^{\frac{1}{2}} \right). $$

The first factor is treated as before using a standard quadratic estimate and for the second factor we use (84), [5, Theorem 4] and the boundedness of the non-tangential maximal operator to obtain that

$$ |I_6| \lesssim \|f\|_{L^2} \|g\|_{L^\infty} \|h\|_{L^2}. $$

Case II.b: $m = -(n - 1)$ and $L^\infty \times L^\infty \rightarrow BMO$ boundedness. In this case we need to estimate $I_4$ and $I_6$ with $m_1 = m_2 = -(n - 1)/2$, for $f, g \in L^\infty$ and $h \in H^1$. Without loss of generality, we can assume that $\|f\|_{L^\infty} = \|g\|_{L^\infty} = 1$. To control $I_4$ we need the following proposition.

**Proposition 4.11.** Let $F \in H^1$, $v \in L^\infty_{t,x}$, and $T_t$ be the convolution operator given by

$$ T_t(f)(x) = \int f(x - y) d\nu_t(y), $$

with $\{\nu_t\}_t$ be finite measures such that for some $\delta > 0$ and for any $t > 0$,

\begin{equation}
\int \left( 1 + \frac{|x-y|}{t} \right)^{-n-\delta} d|\nu_t|(y) \lesssim \left( 1 + \frac{|x|}{t} \right)^{-n-\delta}.
\end{equation}

Let $G(t, x)$ be a measurable function on $\mathbb{R}_{+}^{n+1}$ such that $d\mu_G(t, x) = |G(t, x)|^2 \frac{dt}{t} dx$ is a Carleson measure. Then

$$ \left| \int \int_0^\infty Q_t T_t F(x) G(t, x) v(t, x) \frac{dt}{t} dx \right| \lesssim C \|F\|_{H^1} \|d\mu_G\|_{C}^\frac{1}{2} \|v\|_{L^\infty_{t,x}}. $$

**Proof.** By a density argument (see [21] pp. 231-232]) it is enough to prove the result for $F \in H^1$ with compact frequency support away from the origin. Let $\psi$ be the multiplier associated to $Q_t$. Since $\psi$ is supported in an annulus we can write

$$ \hat{\psi}(\xi) = -|\xi| e^{-|\xi|} \hat{u}(\xi), $$

where $\hat{u} \in C_0^\infty(\mathbb{R}^n)$ and is supported in the same annulus as $\hat{\psi}$. Then

$$ \tilde{\psi}(t\xi) = -t |\xi| e^{-t|\xi|} \tilde{u}(t\xi) = t^\delta (\tilde{F}_t(\xi)) \tilde{u}(t\xi) $$

where $\tilde{F}_t(\xi)$ is the Fourier transform of $F(t, \cdot)$. Then

$$ \int \int_0^\infty Q_t T_t F(x) G(t, x) v(t, x) \frac{dt}{t} dx \lesssim C \|F\|_{H^1} \|d\mu_G\|_{C}^\frac{1}{2} \|v\|_{L^\infty_{t,x}}. $$

The proof is then completed by a standard density argument and the boundedness of $\psi$.
where $\mathbb{P}_t$ stands for the Poisson kernel of $\mathbb{R}^{n+1}_+$. Therefore, if $\tilde{Q}_t$ stands for the convolution operator associated to the symbol $\tilde{u}(t\xi)$, using the commutativity of multipliers we have

$$Q_t T_t F(x) = \tilde{Q}_t T_t (t\partial_\mathbb{P}_t F)(x).$$

Let $A_t = \tilde{Q}_t T_t$. Then

$$I = \int \int_0^\infty Q_t T_t F(x) G(t,x) v(t,x) \frac{dt}{t} \, dx = \int \int_0^\infty t \partial_\mathbb{P}_t F(x) A_t^* (G(t,\cdot)v(t,\cdot)) \frac{dt}{t} \, dx.$$ 

Let $\Phi$ be the generalised Cauchy-Riemann system for $F$ i.e.

$$\Phi = (\mathbb{P}_t F, \mathbb{R}_1 \mathbb{P}_t F, \ldots, \mathbb{R}_n \mathbb{P}_t F),$$

where $\mathbb{R}_j$ denotes the $j$-th Riesz transform given by

$$\mathbb{R}_j(f)(x) = -i \int_{\mathbb{R}^n} \frac{\xi_j}{|\xi|} \hat{f}(\xi) e^{ix\xi} \, d\xi.$$ 

For further information see e.g. [23]. It is known (see [22]) that $\Phi$ satisfies

$$|\partial_t \mathbb{P}_t F|^2 \lesssim |\nabla_{t,x} \Phi|^2 \approx |\Phi| \Delta_{t,x} |\Phi|.$$ 

Now, the Cauchy-Schwarz inequality yields

$$(87) \quad |I| \lesssim \left( \int \int_0^\infty t \Delta_{t,x} |\Phi| \, dt \, dx \right)^{1/2} \left( \int \int_0^\infty |\Phi| |A_t^* (G(t,\cdot)v(t,\cdot))|^2 \, dt \, dx \right)^{1/2}.$$ 

Integrating by parts, the first factor in the previous inequality becomes

$$\left( \int |\Phi(x,0)| \, dx \right)^{1/2} \lesssim \|F\|_{H^1}.$$ 

By the hypothesis of the proposition, $|G(t,x)|^2 \frac{dt}{t} \, dx$ is Carleson measure, therefore we have that $|G(t,x)v(t,x)|^2 \frac{dt}{t} \, dx$ is also a Carleson measure with norm bounded by $\|v\|_{L^2_{t,x}}^2 \|d\mu_G\|_C$.

Now, by the hypothesis (86) and the fact that $u \in S$, the kernel of $A_t$, which we denote by $K_t$, satisfies the condition (72). So we can apply Lemma 1.10 to deduce that

$$\int |K_t(x-y)||G(t,\cdot)v(t,\cdot)(y)|^2 \, dy \, \frac{dt}{t} \, dx$$

is a Carleson measure. Since sup $\|K_t\|_{L^1} < +\infty$ and

$$|A_t^* (G(t,\cdot)v(t,\cdot))(x)| \lesssim \left( \sup \|K_t\|_{L^1} \right)^{1/2} \left( \int |K_t(x-y)||G(t,\cdot)v(t,\cdot)(y)|^2 \, dy \right)^{1/2},$$

we deduce that

$$(88) \quad |A_t^* (G(t,\cdot)v(t,\cdot))(x)|^2 \, \frac{dt}{t} \, dx,$$

is a Carleson measure with norm bounded by a constant times $\|d\mu_G\|_C \|v\|_{L^2_{t,x}}^2$. Therefore, the second term in (87) is bounded by

$$\|d\mu_G\|_C^{1/2} \|v\|_{L^2_{t,x}} \left( \sup_{t>0} \sup_{|x-y|<t} |\Phi(t,y)| \, dx \right)^{1/2} \lesssim \|F\|_{H^1}^{1/2} \|d\mu_G\|_{C}^{1/2} \|v\|_{L^2_{t,x}}.$$ 

So, putting this all together

$$|I| \lesssim \|F\|_{H^1} \|d\mu_G\|_{C}^{1/2} \|v\|_{L^2_{t,x}},$$

which concludes the proof. □
Corollary 4.12. There exists a constant $C$ such that for any $F \in H^1$, $G \in \text{BMO}$ and $v \in L^1_{t,x}$,
\[
\left| \int_0^\infty Q_t F(x) \bar{Q}_t G(x) v(t,x) \frac{dt}{t} \right| \leq C \| F \|_{H^1} \| G \|_{\text{BMO}} \| v \|_{L^\infty_{t,x}}.
\]

Proof. Put $G(t,x) = \bar{Q}_t G(x)$, $\nu_t = \delta_0$ in Proposition 4.11 and use (85).

We wish to apply Corollary 4.12 with $F = h$, $G = T^{\varphi_1}_{\nu_1} f$ and
\[
(89) \quad v(t,x) = P_t^{2,v} R_t T^{\varphi_2}_2 g(x) m(t,x).
\]
By (41) and (79) we have $\sup_{t,x} |v(t,x)| \lesssim \| g \|_{L^\infty}$, and by Theorem 2.5 we have $T^{\varphi_1}_{\nu_1} f \in \text{BMO}$.
Consequently we can indeed apply Corollary 4.12 to obtain
\[
(90) \quad |I_4| \lesssim \left\| T^{\varphi_1}_{\nu_1} f \right\|_{\text{BMO}} \| h \|_{H^1} \| g \|_{L^\infty} \lesssim \| f \|_{L^\infty} \| h \|_{H^1} \| g \|_{L^\infty}.
\]

For $I_6$, since
\[
(91) \quad \left| \left( Q_t^{\varphi_1} T^{\varphi_1}_{\nu_1} f(x) \right) \left( Q_t^{\varphi_1} T^{\varphi_2}_2 g(x) \right) \right| \leq \frac{1}{2} \left( \left| Q_t^{\varphi_1} T^{\varphi_1}_{\nu_1} f(x) \right|^2 + \left| Q_t^{\varphi_2} R_t T^{\varphi_2}_2 g(x) \right|^2 \right).
\]
and both terms on the right hand side define a Carleson measure by (85) and (84) respectively, we have that
\[
d\mu(x,t) = \left( Q_t^{\varphi_1} T^{\varphi_1}_{\nu_1} f(x) \right) \left( Q_t^{\varphi_2} R_t T^{\varphi_2}_2 g(x) \right) \frac{dx \, dt}{t},
\]
is a Carleson measure and $\| d\mu \| \lesssim \| f \|_{L^\infty}^2 + \| g \|_{L^\infty}^2 = 2$. Now Theorem 4 and (41) imply that
\[
|I_6| \lesssim \int \int_0^1 | \bar{P}_t h(x) | \, | d\mu | (x,t) \lesssim \sup_{0 < t < 1} \sup_{|x-y| < t} | \bar{P}_t h(y) | \, dx \lesssim \| h \|_{H^1}.
\]

Case II.c: $m = -(n-1)$ and $H^1 \times L^\infty \rightarrow L^1$ boundedness. In this case, it remains to estimate $I_4$ and $I_6$ with $m_1 = m_2 = -(n-1)/2$, for $f \in H^1$, $g, h \in L^\infty$.

At this point, we shall recall some facts from the theory of local Hardy spaces useful for our current purposes. It is shown in [6] that a function $f$ belongs to the local Hardy space $h^1$ if, and only if $f \in L^1$ and $\Re_j((1-\hat{\theta})(D)f) \in L^1$ where $\hat{\theta}$ is a bump function supported near the origin and $\Re_j$ denotes the $j$-th Riesz transform. Moreover
\[
(92) \quad \| f \|_{h^1} \approx \| f \|_{L^1} + \sum_{j=1}^n \left\| \Re_j((1-\hat{\theta})(D)f) \right\|_{L^1} \approx \left\| \hat{\theta}(D)f \right\|_{L^1} + \left\| (1-\hat{\theta})(D)f \right\|_{H^1},
\]
where the last estimate follows from the well-known characterization of the $H^1$ norm (see e.g. [21], p. 221). We would like to mention that different choices of $\theta$ yield equivalent norms.

Since the frequency support of the symbol associated to $Q_t^\varphi$ is supported in an annulus, we can find a smooth compactly supported bump function $\theta$ such that, for any $0 < t < 1$
\[
Q_t^\varphi = Q_t^\varphi \left( \left( 1-\hat{\theta} \right)(D) \right).
\]
Then one can write
\[
I_4 = \int_0^1 \left( Q_t^\varphi \left( \left( 1-\hat{\theta} \right)(D) T^{\varphi_1}_{\nu_1} f(x) \right) \right) \left( P_t^{2,v} R_t T^{\varphi_2}_2 g(x) \right) \bar{Q}_t h(x) m(t,x) \frac{dt}{t} \, dx.
\]
Taking $F = (1-\hat{\theta})(D) T^{\varphi_1}_{\nu_1} f$, $G = h$ and $v(t,x)$ as in (89), and applying Corollary 4.12
(92) and the natural embedding of $L^\infty$ into BMO, one has that
\[
|I_4| \lesssim \left\| (1-\hat{\theta})(D) T^{\varphi_1}_{\nu_1} f \right\|_{H^1} \| g \|_{L^\infty} \| h \|_{\text{BMO}} \lesssim \left\| T^{\varphi_1}_{\nu_1} f \right\|_{H^1} \| g \|_{L^\infty} \| h \|_{L^\infty}.
\]
Finally, applying [T.4] in Theorem 2.5 and the embedding of $H^1$ into $h^1$, one obtains

$$|I_4| \lesssim \|f\|_{H^1} \|g\|_{L^\infty} \|h\|_{L^\infty}.$$

To control $I_6$, we observe that a similar analysis to that of $I_4$ allows us to write

$$I_6 = \int_0^1 \left( Q_t^{1v} \left( (1 - \tilde{\theta})(D)T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f(x) \right) \left( Q_t^{2v} R_t T_{\tilde{\tau}_2}^2 g(x) \right) \right) \tilde{P}_t h(x) m(t,x) \frac{dt}{t} \ dx.$$

Taking $v(t,x) = \tilde{P}_t h(x) m(t,x)$, $F = (1 - \tilde{\theta})(D)T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f(x)$, $G(t,x) = Q_t^{2v} R_t T^{\tilde{\tau}_2} g(x)$ and $\nu = \delta_0$, and applying Proposition 4.11 and the fact that $|G(t,x)|^2 \ dx \ dt/t$ is a Carleson measure (see [S4]), we obtain

$$|I_6| \lesssim \| (1 - \tilde{\theta})(D)T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f \|_{H^1} \|g\|_{L^\infty} \|h\|_{BMO} \lesssim \|f\|_{H^1} \|g\|_{L^\infty} \|h\|_{L^\infty}.$$

**Case II.d:** $m = -(n+1)$ and $L^\infty \times H^1 \to L^1$ boundedness. In this case $g \in H^1$, $f, h \in L^\infty$ and $m_1 = m_2 = -(n+1)/2$. Without loss of generality, we can assume that $\|f\|_{L^\infty} = \|h\|_{L^\infty} = 1$.

As in the previous case, we can find a smooth compactly supported bump function $\tilde{\theta}$ such that

$$I_6 = \int_0^1 \left( Q_t^{2v} T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f(x) \right) \left( Q_t^{2v} R_t (1 - \tilde{\theta})(D)T^{\tilde{\tau}_2} g(x) \right) \tilde{P}_t h(x) m(t,x) \frac{dt}{t} \ dx.$$

Then, we use Proposition 4.11 with $v(t,x) = \tilde{P}_t h(x) m(t,x)$, $F = (1 - \tilde{\theta})(D)T^{\tilde{\tau}_2} g(x)$ and $d\nu(t,x) = K_t(x) \ dx$, where $K_t$ is the kernel of $R_t$ defined in (70). We obtain

$$|I_6| \lesssim \left\| T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f \right\|_{BMO} \left\| (1 - \tilde{\theta})(D)T^{\tilde{\tau}_1}_{\nu_{v_1}^1} g \right\|_{H^1} \|h\|_{L^\infty} \lesssim \|f\|_{L^\infty} \|g\|_{H^1} \|h\|_{L^\infty},$$

where the last estimate follows from (92), [T.2] and [T.4] in Theorem 2.5.

In order to control $I_4$, take $G(t,x) = \left( Q_t^{2v} T^{\tilde{\tau}_1}_{\nu_{v_1}^1} f(x) \right) Q_t h(x) m(t,x)$, which, by a similar argument to that for $I_6$, it is seen to give rise to a Carleson measure with norm bounded by a constant (here we use that $\|f\|_{L^\infty} = \|h\|_{L^\infty} = 1$). Then

$$I_4 = \int_0^1 \left( P_t^{2v} T^{\tilde{\tau}_2} g(x) R_t^*(G(t,\cdot))(x) \right) \frac{dt}{t} \ dx.$$

By Lemma 4.10, $R_t^*(G(t,\cdot))(x)$ gives rise to a Carleson measure, so we can apply [7] Corollary 7.3.6 to obtain

$$|I_4| \lesssim \sup_{0 < t < 1} \sup_{|x-y| < t} \left| P_t^{2v} T^{\tilde{\tau}_2} g(x) \right| \ dx \lesssim \left\| T^{\tilde{\tau}_2} g \right\|_{h^1} \lesssim \|g\|_{H^1},$$

where the second inequality follows from the definition of the $h^1$ norm in (9) in such a way that the implicit constant depends polynomially on $v$, and the last estimate follows from [T.4] in Theorem 2.5.

5. **Endpoint cases for $n = 1$**

In this section we provide counterexamples in dimension $n = 1$ to some of the endpoint results which are valid in dimension two and higher.

Let us start by discussing the failure of the $L^\infty \times L^\infty \to BMO$ boundedness.

**Proposition 5.1.** There exist $f, g \in L^\infty_c$ and $\sigma \in S^0_{1,0}(n,2)$ such that $T^{\tilde{\tau}_1,\tilde{\tau}_2}_\sigma(f, g) \not\in BMO$ where $\varphi_1(x,\xi) = x\xi + |\xi|$ and $\varphi_2(x,\eta) = x\eta$. 

Proof. Consider \( \sigma(x, \xi, \eta) = \chi(x) \in \mathcal{S}_{0,0}^0(n, 2) \), with \( \chi \in C_0^\infty(\mathbb{R}^n) \) supported in \((-2, 2)\), equal to 1 in \([-1, 1]\) and even. Then for any \( f \) and \( g \) we have that

\[
T_\sigma \varphi_1 \varphi_2 (f, g)(x) = \chi(x) T_1^{\varphi_1} (f)(x) g(x),
\]

where

\[
T_1^{\varphi_1} (f)(x) := \int \hat{f}(\xi) e^{i |\xi| |\varepsilon + i\xi|} \, d\xi \equiv \frac{f(x + 1) + f(x - 1)}{2} + i \frac{Hf(x + 1) - Hf(x - 1)}{2},
\]

and \( H \) stands for the Hilbert transform. Recall now that \( H \chi_{[-1, 1]}(x) = \frac{1}{\pi} \log \frac{|x + 1|}{|x - 1|} \).

Therefore

\[
T_1^{\varphi_1} (\chi_{[-1, 1]})(x) = S(x) + \frac{i}{2 \pi} \log \left( \frac{x + 2}{x^2} \right),
\]

where \( S(x) = \frac{1}{2} (\chi_{[-2, 0]}(x) - \chi_{[0, 2]}(x)) \), which is trivially bounded by 1. Define

\[
h(x) = T_1^{\varphi_1} (\chi_{[-1, 1]})(x) - S(x).
\]

Now observe that for any \( 0 < \varepsilon < 1, \)

\[
-2\pi i \int_0^\varepsilon h(x) \, dx = \varepsilon (\log(\varepsilon + 2) + \log(2 - \varepsilon) - 2 \log \varepsilon) + 2 (\log(\varepsilon + 2) - \log(2 - \varepsilon) - 2).
\]

Then, if we define \( h_+(x) = h(x) \chi_{[0, 1]}(x), \)

\[
\left| \text{Avg}_{(-\varepsilon, \varepsilon)} h_+ \right| = \frac{1}{4\pi} \left| \log \left( \frac{2 + \varepsilon}{2 - \varepsilon} \varepsilon^2 \right) - 2 \left( 2 - \log \frac{2 + \varepsilon}{2 - \varepsilon} \right) \right|
\]

which yields

\[
\lim_{\varepsilon \to 0^+} \left| \text{Avg}_{(-\varepsilon, \varepsilon)} h_+ \right| = +\infty.
\]

But then since

\[
\frac{1}{2\varepsilon} \int_{-\varepsilon}^{\varepsilon} \left| h_+(x) - \text{Avg}_{(-\varepsilon, \varepsilon)} h_+ \right| \, dx \geq \frac{1}{2\varepsilon} \int_{-\varepsilon}^{0} \left| \text{Avg}_{(-\varepsilon, \varepsilon)} h_+ \right| \, dx = \frac{1}{2} \left| \text{Avg}_{(-\varepsilon, \varepsilon)} h_+ \right|
\]

it follows that \( h_+ \notin \text{BMO} \), and therefore, since \( S \in L^\infty, \)

\[
T_\sigma \varphi_1 \varphi_2 (\chi_{[-1, 1]}(x), \chi_{[0, 1]}(x)) = T_1^{\varphi_1} (\chi_{[-1, 1]})(x) \chi_{[0, 1]}(x) \notin \text{BMO}.
\]

\[\square\]

**Corollary 5.2.** The operator \( T_\sigma \varphi_1 \varphi_2 \) defined in (94) is not bounded from \( L^\infty \times H^1 \to L^1 \).

**Proof.** Observe that by the definition of the operator, for any \( f, g, h \)

\[
\langle T_\sigma \varphi_1 \varphi_2 (f, g), h \rangle = \langle T_1^{\varphi_1} (f), g \rangle.
\]

Then, since \( \text{BMO} = (H^1)^*, \)

\( T_\sigma \varphi_1 \varphi_2 : L^\infty \times H^1 \to L^1 \)

is equivalent to \( T_1^{\varphi_1} \varphi_2 : L^\infty \times L^\infty \to \text{BMO} \). But as we saw in Proposition 5.1, this is impossible, and therefore \( T_\sigma \varphi_1 \varphi_2 \) is not bounded from \( L^\infty \times H^1 \to L^1 \).

\[\square\]

**Proposition 5.3.** The operator \( T_\sigma \varphi_1 \varphi_2 \) defined in (94) is not bounded from \( L^\infty \times L^p \to L^p \) for any \( 1 < p < \infty \).

**Proof.** Assume on the contrary that there exists \( 1 < p < \infty \) such that the operator is bounded. In particular, taking \( f = \chi_{[-1, 1]} \) and \( g_\varepsilon(x) = \chi_{[0, \varepsilon]}(x) \) with \( 0 < \varepsilon < 1 \), yields

\[
\| T_\sigma \varphi_1 \varphi_2 (f, g) \|_{L^p}^p \leq \int_0^\varepsilon | T_1^{\varphi_1} (f)(x) |^p \, dx \leq C_\varepsilon
\]

with \( C \) independent on \( \varepsilon \). This would imply in particular that

\[
\frac{1}{\varepsilon} \int_0^\varepsilon | \log x |^p \, dx \leq C
\]

uniformly in \( \varepsilon \). But letting \( \varepsilon \) tend to zero, we will reach a contradiction.

\[\square\]
Remark 5.4. We recall that when the phases $\varphi_1(x, \xi) = x \xi$ and $\varphi_2(x, \eta) = x \eta$, i.e. when we are dealing with one dimensional bilinear pseudodifferential operators, then all the endpoint estimates discussed above are actually valid and there are no counterexamples in these cases, see e.g. [9], [12]. Thus, the phenomenon observed above concerning the lack of boundedness at the end points in dimension one, is a feature of bilinear FIOs.

6. The high frequency case: Non-Banach endpoints

The fact that the dual of $L^p$ spaces for $0 < p < 1$ is trivial precludes the use of duality arguments as in the previous sections. Nevertheless, the proof of the non-Banach results follows a similar line of thought as the Banach case, albeit with some modifications. In this section, we confine ourselves to indicating the main differences in the argument to be made for obtaining the desired boundedness results.

Proceeding similarly to the analysis of the Banach case, we can decompose the original operator as in (35). Replacing (36) by its discrete version and using the fact that $\tilde{\sigma}_1$ in (38) has fixed compact support in $(\xi, \eta)$, we can expand $\tilde{\sigma}_1$ in a Fourier Series. This will reduce matters to the study of an operator that is of the type

$$\sum_{u,v \in \mathbb{Z}^n} \sum_{k \in \mathbb{Z}} T_{\nu_1,\nu_2}^{\sigma_1}(f)(x) T_{\mu_1,\mu_2}^{\sigma_2}(g)(x) \frac{m(t,x,u,v)}{(1 + |u|^2 + |v|^2)^N},$$

which can be regarded as a discrete counterpart of (46). In this expression $N$ is a sufficiently large integer. For the sake of brevity and to facilitate the comparison with the Banach case, we shall from now on set $t = 2^{-k}$ for $k \in \mathbb{Z}$.

One also has a similar expression for $T_{\sigma_1,\sigma_2}^{\varphi_1,\varphi_2}$, but once again, it will be enough to prove the boundedness of the part corresponding to $\sigma_1$. Thus, the study reduces to proving the estimates for an operator of the type

$$T(F,G)(x) = \sum_{k \geq 0} T_{\nu_1,\nu_2}^{\sigma_1}(f)(x) T_{\mu_1,\mu_2}^{\sigma_2}(g)(x) m(t,x,u,v)$$

with polynomial bounds in $|u|$ and $|v|$.

To obtain the desired boundedness, we shall first consider the case $n \geq 2$. For any fixed $-(n-1) \leq m < 0$, we let $0 < \alpha < 2$ be such that $m = -(n-1) \left( \frac{1}{\alpha} - \frac{1}{2} \right)$. We claim that the operator $T$ defined above satisfies

$$T : H^\alpha \times L^2 \to L^p$$

and

$$T : L^2 \times H^\alpha \to L^q,$$

whenever $\frac{1}{p} = \frac{3}{4} - \frac{1}{2\alpha}$ and $\frac{1}{q} = \frac{1}{2} - \frac{m}{2(n-1)}$. These yield the same boundedness for $T_{\sigma_1}$.

By the results of the previous section, one has

$$T_{\sigma_1} : H^p \times H^q \to L^1$$

and

$$T_{\sigma_1} : H^q \times H^p \to L^1,$$

with

$$\frac{1}{p} = \frac{3}{4} - \frac{1}{2\alpha} = \frac{1}{2} + \frac{m}{2(n-1)},$$

and

$$\frac{1}{q} = \frac{1}{2} - \frac{m}{2(n-1)}.$$

Using these results, assuming that (96) holds, and applying complex interpolation gives us that

$$T_{\sigma_1} : H^p \times H^q \to L^r$$

boundedly provided $m = -(n-1) \left( \left\lfloor \frac{1}{p} - \frac{1}{2} \right\rfloor + \left\lfloor \frac{1}{q} - \frac{1}{2} \right\rfloor \right)$ and $\frac{1}{r} = \frac{1}{p} + \frac{1}{q} \geq 1$ and $1 \leq p, q \leq \infty$.

In an abuse of notation, we identify $H^\infty$ with $L^\infty$ in the previous expressions.

In order to prove (96), by a similar argument to the Banach case, but using sums instead of integrals, one reduce matters to the study of operators

$$I_1 = \sum_{k \geq 0} \left( Q^a_{t,k} T_{\nu_1}^{\varphi_1} f(x) \right) \left( P^b_{t,k} T_{\mu_1}^{\varphi_2} g(x) \right) m(t,x),$$

where $Q^a_{t,k}$ and $P^b_{t,k}$ are Fourier Series.
where the error terms can be handled routinely as in the Banach case, where we use the well-known inequality
\[
\left( \sum_{k} |a_k| \right)^r \leq \sum_{k} |a_k|^r,
\]
for \(0 < r \leq 1\), instead of the Minkowski integral inequality.

Let us start by proving the \(H^\alpha \times L^2 \to L^r\) boundedness, in which case we have \(m_1 = m\) and \(m_2 = 0\) in \([67]\). We observe that \(\mu'_1\) is actually independent of \(t\). Therefore \(I_1\) is a composition of a paraproduct \(\Pi(F, G) = \sum_{k \geq 0} (Q_k^u F(x)) (P_k^v G(x)) m(t, x, u, v)\), satisfying similar properties as those considered in Lemma 4.5, and two FIOs. In particular, \(\Pi\) is a composition of a paraproduct \(\Pi(\cdot, \cdot) = \sum_{k \geq 0} \hat{\psi}^k(t \xi) e^{it \xi \cdot \nu} (t \eta) e^{it \eta \cdot \nu} m(t, x, u, v)\), belonging to \(S^0_{1,0}(n, 2)\) with seminorms depending polynomially on \(|u|\) and \(|v|\). Then, \([9\text{ Theorem 1.1}]\) yields that this paraproduct is \(H^\alpha \times L^2 \to L^r\) bounded. Since \(0 < t < 1\), there exists a smooth bump function \(\hat{\theta}\) such that \(Q_1^u = Q_1^u \left( (1 - \hat{\theta})(D) \right)\). Therefore, \([6\text{ Lemma 4}]\) yields that \(\Pi\) maps \(h^p \times L^2 \to L^r\) and \(T.1\ T.4\) in Theorem 2.5 yield the result.

For proving the \(L^2 \times H^\alpha \to L^r\) boundedness, one proceeds as in the Banach case and matters reduce to giving the desired estimate for
\[
\sum_{k \geq 0} \left( Q_k^u T_{k,1}^u f(x) \right) \left( \tilde{P}_t^u R_t T_{k,2}^u g(x) \right) m(t, x, u, v),
\]
which is the discrete counterpart of \((68)\), where \(m_1 = 0\), \(m_2 = m\) and \(R_t\) is the discrete analogue of \((69)\). More precisely, \(R_t(G)(x) = \int K_t(x - y) G(y) dy\), with
\[
K_t(z) = \sum_{- \log_2 k \leq j \leq k} \hat{\psi}(2^{-j} z) 2^{n(k - j)},
\]
and as in \((67)\)
\[
\hat{\Psi}(\eta) = \hat{\psi}(\kappa_1 \eta)^2 |\eta|^{m_2} := \hat{\psi}(\kappa_1 \eta) \hat{\Psi}(\eta),
\]
where \(\hat{\psi}\) is smooth, radial and positive with
\[
\text{supp} \hat{\psi} \subset \{ \xi : 2^{-2} \leq |\xi| \leq 1 \},
\]
and
\[
\sum_{j \in \mathbb{Z}} \hat{\psi}(2^{j} \eta)^2 = 1 \quad \text{for any } \eta \neq 0.
\]
Hence, the desired boundedness would follow if we establish that the operator given by
\[
S(F, G)(x) = \sum_{k \geq 0} (Q_k^u F(x)) (\tilde{P}_t^u R_t G(x)) m(t, x, u, v)
\]
is \(L^2 \times h^\alpha \to L^r\) bounded. Observe also that there exists a smooth bump function \(\hat{\theta}\) such that \(R_t = R_t \left( (1 - \hat{\theta})(D) \right)\). Then \([6\text{ Lemma 4}]\) implies that it is enough to prove the \(L^2 \times H^\alpha \to L^r\) boundedness of the operator \(S(F, G)\) defined above. To this end, the Cauchy-Schwarz inequality yields
\[
|S(F, G)(x)| \lesssim \left( \sum_{k \geq 0} |Q_k^u F(x)|^2 \right)^{1/2} \left( \sum_{k \geq 0} |P_k^v R_t G(x)|^2 \right)^{1/2}.
\]
Therefore, using Hölder’s inequality and standard quadratic estimates, we have

\[ \| S(F,G) \|_{L^r} \lesssim \| F \|_{L^2} \left( \int \left( \sum_{k \geq 0} |P_k^* R_k G(x)|^2 \right)^{\alpha/2} \, dx \right)^{1/\alpha}. \]

Observe now that by (98)

\[ P_k R_k G(x) = \sum_{-\log_2 \kappa \leq j \leq k} s^{m_2} \int (\theta_\tau * \tilde{\Psi}_\tau_s)(y)(\psi_{s \kappa_1} * G)(x-y) \, dy \]

where we set \( s = 2^j \). Then for any \( b > 0 \) (to be later determined)

\[ |P_k R_k G(x)| \leq \sum_{-\log_2 \kappa \leq j \leq k} s^{m_2} \int |\theta_\tau * \tilde{\Psi}_\tau_s(y)| \left( 1 + \frac{|y|}{t_\tau} \right)^b \, dy M_{b,1}^*(G, \psi_{s \kappa_1})(x), \]

where

\[ M_{b,1}^*(G, \psi_u)(x) := \sup_{y \in \mathbb{R}^n} \frac{|\psi_u * G(x-y)|}{(1 + \frac{|y|}{u})^b}, \]

denotes Peetre’s maximal function, see [25].

Now [25, p. 16] yields

\[ M_{b,1}^*(G, \psi_u)(x) \lesssim \left[ M \left( |\psi_u * G|^\frac{b}{n} \right) (x) \right]^\frac{n}{b}, \]

for any \( x \in \mathbb{R}^n \) and any \( u > 0 \), where \( M \) stands for the Hardy-Littlewood maximal operator. Moreover, by the results in [7, Appendix K], one has for any \( N > n + b \)

\[ |\theta_\tau * \tilde{\Psi}_\tau_s(y)| \lesssim (t \max (s, 1))^{-n} \left( 1 + \frac{|y|}{t \max (s, 1)} \right)^{-N}, \]

which in turn implies that

\[ \sup_{0 < \tau < 1, \kappa < s < 1/t} \int |\theta_\tau * \tilde{\Psi}_\tau_s(y)| \left( 1 + \frac{|y|}{t_\tau} \right)^b \, dy \lesssim 1. \]

Thus, we have the pointwise inequality

\[ |P_k R_k G(x)| \lesssim \sum_{-\log_2 \kappa \leq j \leq k} s^{m_2} \left[ M \left( |\psi_{s \kappa_1} * G|^\frac{b}{n} \right) (x) \right]^\frac{n}{b}. \]

Therefore, for any \( q > \max \left( \frac{b}{n}, 1 \right) \)

\[ \left( \sum_{k \geq 0} |P_k R_k G(x)|^q \right)^{1/q} \lesssim \sum_{j = -\log_2 \kappa}^{\infty} s^{m_2} \left( \sum_{k \geq j} M \left( |\psi_{s \kappa_1} * G|^\frac{b}{n} \right) (x) \right)^{\frac{qn}{b}} \]

\[ \lesssim C_{m_2} \left( \sum_{j = -\log_2 \kappa}^{\infty} s^{m_2} \left[ M \left( |\psi_{s \kappa_1} * G|^\frac{b}{n} \right) (x) \right]^{\frac{qn}{b}} \right)^{\frac{1}{q}}, \]

where \( C_{m_2} = \sum_{j = -\log_2 \kappa}^{\infty} s^{m_2} = \sum_{j = -\log_2 \kappa}^{\infty} 2^{jm_2} < +\infty \), and we have used the fact that \( st = 2^{j-k} \), which allows us to re-index the sum.

Hence, for any \( p > \frac{b}{n} \) the boundedness of the vector-valued maximal operator

\[ \left\| \left( \sum_{k \geq 0} |M f_k(\cdot)|^\frac{bn}{p} \right)^{\frac{b}{pn}} \right\|_{L^\frac{p}{n} (\mathbb{R}^n)} \lesssim \left\| \left( \sum_{k \geq 0} |f_k(\cdot)|^\frac{bn}{p} \right)^{\frac{b}{pn}} \right\|_{L^\frac{p}{n} (\mathbb{R}^n)} , \]
(proved by Fefferman-Stein in [4, Theorem 1]) yields
\[
\left\| \left( \sum_{k \geq 0} |P_k R_k G|^q \right)^{1/q} \right\|_{L^p(\mathbb{R}^n)} \lesssim \left[ \int \left( \sum_{k \geq 0} |\psi_{t\kappa_1} + G(x)|^q \right)^{\frac{p}{q}} \, dx \right]^{\frac{1}{p}}.
\]
Now if we define \( \delta_{\kappa_1} G(y) = G(\kappa_1 y) \), a change of variables yields that the last term is equal to
\[
\left[ \int \left( \sum_{k \geq 0} |\psi_t + \delta_{\kappa_1} G(x)|^q \right)^{\frac{p}{q}} \, dx \right]^{\frac{1}{p}} \kappa_1^n \lesssim \| \delta_{\kappa_1} G \|_{F^0_{p,q}}.
\]
where \( F^0_{p,q} \) stands for the corresponding Triebel-Lizorkin space (see [25] for the general definition and further properties of these spaces). In particular, taking \( b < \alpha n < 2n \), \( q = 2 \) and using the identification of the Triebel-Lizorkin space \( F^0_{\alpha,2} \) given in [25, Theorem 1, p. 92], we obtain
\[
\| S(F,G) \|_{L^r} \lesssim \| F \|_{L^2} \| \delta_{\kappa_1} G \|_{H^{\alpha}}.
\]
But this yields the desired result because
\[
\| \delta_{\kappa_1} G \|_{H^{\alpha}} \lesssim \| \delta_{\kappa_1} G \|_{H^{\alpha}} \approx \| G \|_{H^{\alpha}},
\]
where the last equality follows from the fact that
\[
\| \delta_{\kappa_1} G \|_{H^{\alpha}}^\alpha = \int \sup_{t > 0} \left| \hat{\Theta}(tD)\delta_{\kappa_1} G(x) \right|^\alpha \, dx = \int \sup_{t > 0} \left| \hat{\Theta}(\kappa_1 tD)G(\kappa_1 x) \right|^\alpha \, dx = \kappa_1^{-n} \| G \|_{H^{\alpha}}^\alpha.
\]

The case \( n = 1 \) is simpler, in the sense that, as in the previous case, matters reduce to the study of an operator of the type \([97]\) with \( \mu_1 \) independent of \( t \). That is, \( I_1 \) is the composition of the paraproduct \( \Pi \) defined above and two FIOs. In particular, Theorem [2,5] and the boundedness of the paraproducts [9, Theorem 1.1] yield
\[
T_{\sigma_1} : H^p \times H^q \rightarrow L^r,
\]
provided \( m = 0, 1 \leq \frac{1}{r} = \frac{1}{p} + \frac{1}{q} \) and \( p, q < \infty \).

7. A COMPOSITION FORMULA

In this section we prove the Theorem 4.2 concerning composition of a pseudodifferential operator and an FIO.

Let \( \chi \in C^\infty(\mathbb{R}^n) \) such that \( 0 \leq \chi \leq 1 \), \( \chi(z) = 1 \) for \( |z| < \epsilon/2 \) and \( \chi(z) = 0 \) for \( |z| > \epsilon \) where \( 0 < \epsilon < C_1/(4C_0) \), with \( C_0 = \sup_{(x,\xi) \in \Omega} \sup_{|\alpha|=2} (|\partial^\alpha_x \varphi(x, \xi)|/|\xi|) \) and \( C_1 \) is the constant in [1]. We decompose \( \sigma_1(x, \xi) \) into two parts \( I_1(t, x, \xi) \) and \( I_2(t, x, \xi) \) where
\[
I_1(t, x, \xi) = \int a_t(y, \xi) \rho(t \eta) \left( 1 - \chi(x - y) \right) e^{i(x-y) \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy,
\]
and
\[
I_2(t, x, \xi) = \int a_t(y, \xi) \rho(t \eta) \chi(x - y) e^{i(x-y) \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy.
\]

We begin by analysing \( I_1(t, x, \xi) \). We claim that
\[
(99) \quad \sup_{x \in \mathbb{R}^n} |\partial_x^\beta \partial_\xi^\alpha I_1(t, x, \xi)| \lesssim \langle \xi \rangle^{m-M(\frac{1}{2} - \epsilon)} |\xi|^{M(\epsilon)}.
\]
To simplify the exposition, we are going omit the estimates in the \( x \)-derivatives, that is we only study the case \( \gamma = 0 \), as this argument contains the main ideas of the proof.
The chain rule and Leibniz formula tell us that $\partial_\xi^\beta I_1(t, x, \xi)$ is a finite linear combination of elements of the type
\[
\iint \partial_\xi^\beta a_t(y, \xi) \rho(t\eta) \left(1 - \chi(x - y)\right) \prod_{j=1}^k \partial_\xi^\beta_j \left(\varphi(y, \xi) - \varphi(x, \xi)\right) e^{i(x-y) \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy.
\]
with $\beta_1 + \beta_2 = \beta$, $b_1 + \ldots + b_k = \beta_2$ and, if $\beta_2 \neq 0$, $|b_j| \geq 1$ for each $j$. Since $\partial_\xi^\beta_j \left(\varphi(y, \xi) - \varphi(x, \xi)\right) = \int_0^1 \nabla_x \partial_\xi^\beta_j \varphi(x + s(y - x), \xi) \, ds \cdot (y - x)$, we can express each of these terms as a finite linear combination of terms of the type
\[
\iint \partial_\xi^\beta a_t(y, \xi) \rho(t\eta) \left(1 - \chi(x - y)\right) g_{k, \beta_2}(x, y, \xi)(x - y) \kappa e^{i(x-y) \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy,
\]
for some multi-index $\kappa$, with $|\kappa| = k$ and $g_{k, \beta_2}$ an smooth function satisfying
\[
|\partial_\xi^\gamma \partial_\eta^\rho g_{k, \beta_2}(x, y, \xi)| \lesssim \langle \xi \rangle^{k - |\beta_2|}.
\]
Integrating by parts in $\eta$, the previous expression becomes a linear combination of terms like
\[
(t^k \iint L_{N_2}^2 e^{-i\varphi(y, \xi)} \partial_\xi^\beta a_t(y, \xi) g_{k, \beta_2}(x, y, \xi)L_{N_1}^1 \big[ (\partial_\xi^\rho) (t\eta) \big] e^{ix \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy.
\]
To estimate these terms, we introduce now the differential operators
\[
\iint \partial_\xi^\beta a_t(y, \xi) \rho(t\eta) \left(1 - \chi(x - y)\right) g_{k, \beta_2}(x, y, \xi)(x - y) \kappa e^{i(x-y) \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy.
\]
Now integration by parts yields that the term (100) is equal to
\[
t^k \iint L_{N_2}^2 e^{-i\varphi(y, \xi)} \partial_\xi^\beta a_t(y, \xi) g_{k, \beta_2}(x, y, \xi)L_{N_1}^1 \big[ (\partial_\xi^\rho) (t\eta) \big] e^{ix \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy,
\]
which is a linear combination of terms of the type
\[
t^{k+N_1} \iint \Lambda(x, y, \xi, \eta, N_1, N_2) (\partial_\xi^\gamma \rho) (t\eta) e^{ix \cdot \eta + i\varphi(y, \xi) - i\varphi(x, \xi)} \, d\eta \, dy,
\]
with $\Lambda(x, y, \xi, \eta, N_1, N_2) = L_{N_2}^2 e^{-i\varphi(y, \xi)} \partial_\xi^\beta a_t(y, \xi) g_{k, \beta_2}(x, y, \xi)(x - y) \gamma \, d\eta$ and $|\gamma| = N_1$. Observe that since $t \leq 1$ and $\epsilon < 1/2$,
\[
t^{k+N_1} \big| (\partial_\xi^\gamma \rho) (t\eta) \big| \lesssim t^{k+N_1} \big| (\partial_\xi^\gamma \rho) (t\eta) \big|^{-k-N_1(1-\epsilon)} \leq t^{N_1 \epsilon} \approx t^{N_1(1-\epsilon)} \leq t^{N_1(1-\epsilon)}.
\]
Because of (1) one has
\[
|\nabla_y \varphi(y, \xi)|^2 - i\Delta_y \varphi(y, \xi) | \geq |\nabla_y \varphi(y, \xi)|^2 - |\xi|^2.
\]
Then, one can show that
\[
|\Lambda(x, y, \xi, \eta, N_1, N_2)| \lesssim \langle \eta \rangle^{2N_2} \langle \xi \rangle^{m-|\beta_1|} \langle \xi \rangle^{-|\beta_2|} |x - y|^{-N_1} \approx 2N_2.
\]
Therefore, the term in (101) is bounded by
\[
t^{N_1 \epsilon} \approx t^{N_1 \epsilon} \frac{\langle \eta \rangle^{2N_2-N_1/2} |x - y|^{-N_1} \, d\eta \, dy,
\]
Thus, taking $N_1 = 4N_2 + M + 2n$ and $N_2 > (|\beta| + M)/2$, claim (99) follows.

We now proceed to the analysis of $I_2(t, x, \xi)$. First we make the change of variables $\eta = \nabla_x \varphi(x, \xi) + \xi$ in the integral defining $I_2(t, x, \xi)$ and then expand $\rho(t\eta)$ in a Taylor series to obtain
\[
\rho(t\nabla \varphi(x, \xi) + t\xi) = \sum_{0 \leq |\alpha| < M} t^{\alpha} C_\alpha \langle \partial_\xi^\rho \rangle (t\nabla \varphi(x, \xi)) + t^{M} \sum_{|\alpha| = M} C_\alpha \xi^\alpha r_\alpha(t, x, \xi, \xi),
\]
where \( r_\alpha(t, x, \xi, \zeta) = \int_0^1 (1 - s)^{M-1} (\partial_\xi^\alpha \rho)(t \nabla_x \varphi(x, \xi) + s t \zeta) ds \). Then, setting
\[
\Phi(x, y, \xi) = \varphi(y, \xi) - \varphi(x, \xi) + (x - y) \cdot \nabla_x \varphi(x, \xi),
\]
we can write
\[
I_2(t, x, \xi) = \sum_{|\alpha|<M} \frac{t^{|\alpha|}}{\alpha!} \sigma_\alpha(t, x, \xi) + t^M \sum_{|\alpha|=M} C_\alpha R_\alpha(t, x, \xi),
\]
where
\[
\sigma_\alpha(t, x, \xi) = (\partial_\xi^\alpha \rho)(t \nabla_x \varphi(x, \xi)) \partial_y^\alpha \left[ e^{i \Phi(x,y,\xi)} a_t(y, \xi) \chi(x - y) \right]_{y=x}
\]
and
\[
R_\alpha(t, x, \xi) = \int e^{i(x-y) \cdot \xi} e^{i \Phi(x,y,\xi)} \zeta^\alpha \chi(x - y) a_t(y, \xi) r_\alpha(t, x, \xi, \zeta) dy d\zeta.
\]

We start by the study of \( \sigma_\alpha \), for \(|\alpha| \geq 1\). Faa-Di Bruno’s formula yields that for any multi-indices \( \beta, \gamma \),
\[
\left| \partial_\xi^\beta \partial_x^\gamma \left( (\partial_\xi^\alpha \rho)(t \nabla_x \varphi(x, \xi)) \right) \right| \lesssim \sum_{j=1}^{\gamma + |\beta|} t^j \langle t \xi \rangle^{-\gamma-j|\alpha|} \langle t \xi \rangle^{-|\alpha|} \langle \xi \rangle^{-j|\gamma|}. \tag{102}\]
Since \( t \ll 1 \) we have that
\[
\langle t \xi \rangle^{-j|\alpha|} \langle t \xi \rangle^{-|\alpha|} \lesssim t^{-j|\alpha|} \langle \xi \rangle^{-j|\alpha|},
\]
which yields
\[
\left| \partial_\xi^\gamma \partial_x^\beta \left( (\partial_\xi^\alpha \rho)(t \nabla_x \varphi(x, \xi)) \right) \right| \lesssim t^{|\gamma|/2 - |\gamma| + m}. \tag{103}\]
Observe that the last two estimates together imply that \( \sigma_\alpha \) satisfies (11). In order to prove the claim, observe first that, since \( \chi = 1 \) in a neighbourhood of the origin, \( \partial^\alpha \chi(0) = 0 \) for \(|\alpha| \geq 1\). This yields
\[
\partial_y^\alpha \left[ e^{i \Phi(x,y,\xi)} a_t(y, \xi) \chi(x - y) \right]_{y=x} = \partial_y^\alpha \left[ e^{i \Phi(x,y,\xi)} a_t(y, \xi) \right]_{y=x},
\]
which is equal to
\[
\partial_x^\alpha a_t(x, \xi) + \sum_{\alpha_1 + \alpha_2 = \alpha, |\alpha_1| \geq 2} C_{\alpha_1, \alpha_2} \partial_y^{\alpha_2} \left[ e^{i \Phi(x,y,\xi)} \right]_{y=x} \partial^{\alpha_1} a_t(x, \xi), \tag{105}\]
since \( \nabla_y \Phi(x, y, \xi)|_{y=x} = 0 \). Faa-Di Bruno’s formula yields, for \(|\gamma| \geq 1\),
\[
\partial_y^\gamma e^{i \Phi(x,y,\xi)} = \sum_{\gamma_1 + \cdots + \gamma_k = \gamma} C_{\gamma} (\partial_y^\gamma_1 \Phi(x, y, \xi)) \cdots (\partial_y^\gamma_k \Phi(x, y, \xi)) e^{i \Phi(x,y,\xi)},
\]
where the sum ranges of \( \gamma_j \) such that \( |\gamma_j| \geq 1 \) for \( j = 1, 2, \ldots, k \) and \( \gamma_1 + \cdots + \gamma_k = \gamma \) for some \( k \in \mathbb{N} \). Taking into account that \( \Phi(x, x, \xi) = 0 \) and \( \partial_y \Phi(x, y, \xi)|_{y=x} = 0 \), we have that
\[
\partial_y^\gamma e^{i \Phi(x,y,\xi)} |_{y=x} = \sum_{\gamma_1 + \cdots + \gamma_k = \gamma, |\gamma| \geq 2} C_{\gamma} (\partial_x^{\gamma_1} \varphi(x, \xi)) \cdots (\partial_x^{\gamma_k} \varphi(x, \xi)).
\]
Since $\sum_{j=1}^{k} |\gamma_j| \leq |\gamma|$, we actually have $2k \leq |\gamma|$, which yields

$$\left| \partial^\mu_\xi \partial^\beta_\nu \left[ \partial_\nu^{e} e^{i\Phi(x,y,\xi)} \right]_{y=x=0} \right| \leq |\xi|^{k-|\nu|} \leq (\xi)^{\frac{1}{2}-|\nu|}.$$  

Thus, using the above estimates and (105), we have that

$$\left| \partial^\nu_\xi \partial^\beta_\nu \left[ \partial_\nu^{e} e^{i\Phi(x,y,\xi)} a_t(x,\xi) \right]_{y=x=0} \right| \leq (\xi)^{m-|\nu|} \sum_{j=2}^{\alpha_j} (\xi)^{j} \lesssim (\xi)^{\alpha_j+m-|\nu|} \text{ for } |\alpha_j| \geq 2,$$

and

$$\left| \partial^\nu_\xi \partial^\beta_\nu \left[ \partial_\nu^{e} e^{i\Phi(x,y,\xi)} a_t(x,\xi) \right]_{y=x=0} \right| = \left| \partial^\nu_\xi \partial^\beta_\nu \partial_\nu^{e} e^{i\Phi(x,y,\xi)} a_t(x,\xi) \right| \lesssim (\xi)^{m-|\nu|} \text{ for } |\alpha| = 1,$$

which imply (104).

Let $\alpha$ with $|\alpha| = M$. To estimate the remainder $R_\alpha$, we observe that it is sufficient to control a term of the type

$$R_\alpha(t,s,x,\xi) = \iint e^{i(x-y)-\zeta} e^{i\Phi(x,y,\xi)} a_t(y,\xi) \chi(x-y) \zeta^\alpha \left( \partial^\rho \rho \right) (t \nabla_x \varphi(x,\xi) + st\zeta) \, dy \, d\zeta$$

uniformly in $s \in (0,1)$, where $R_\alpha(t,s,x,\xi)$ is the integral expression given by

$$\iint e^{i(x-y)-\zeta} D^a_y \left[ e^{i\Phi(x,y)} \chi(x-y) a_t(y,\xi) \right] g \left( \frac{\zeta}{(\xi)} \right) \left( \partial^\rho \rho \right) (t \nabla_x \varphi(x,\xi) + st\zeta) \, dy \, d\zeta,$$

$R^\alpha = R_\alpha - R^1_\alpha$ and $g \in C^\infty_c(\mathbb{R}^n)$ such that $g(x) = 1$ for $|x| < r/2$ and $g(x) = 0$ for $|x| > r$, for some small $8C_0 < r < C_1/2$, where $C_1$ is the constants appearing in the assumption (i) and $C_0$ is defined above.

We claim that

$$\sup_{0<s<1} \sup_{x \in \mathbb{R}^n} \left| \partial^\beta_\nu \partial^\beta_\nu R^\alpha(t,s,x,\xi) \right| \lesssim t^{-|\alpha|(|1-\epsilon|)} (\xi)^{m-|\alpha|(|\epsilon\xi|)}$$

As we did before, we are going omit the estimates in the $x$-derivatives to simplify the exposition. To control $R^\alpha$, we observe that assumption (i) on $\varphi$ yields

$$|\nabla_x \varphi(x,\xi) + s\zeta| \leq (C_2 \sqrt{2} + r) |\xi| \text{ and } |\nabla_x \varphi(x,\xi) + s\zeta| \geq |\nabla_x \varphi| - |\xi| \geq (C_1 - 1) |\xi|,$$

for any $s \in [0,1]$. Therefore, $|\nabla_x \varphi(x,\xi) + s\zeta|$ and $|\xi|$ are equivalent uniformly in $s \in [0,1]$.

Arguing as in the derivation of (103), this yields that for $|\xi| \leq r |\xi|$,

$$\left| \partial^\beta_\nu \partial^\beta_\nu \left( \left( \partial^\rho \rho \right) (t \nabla_x \varphi(x,\xi) + st\zeta) \right) \right| \lesssim s^{|\alpha| t^{-|\alpha|(|1-\epsilon|)} (\xi)^{m-|\alpha|(|\epsilon\xi|)}}.$$

On the other hand observe that

$$\left| \partial^\beta_\nu \partial^\beta_\nu g \left( \frac{\zeta}{(\xi)} \right) \right| \lesssim (\xi)^{-|\alpha|(|1-\epsilon|)}.$$

We define

$$b_{\alpha,\gamma}(x,y,\xi,\zeta,s,t) = \partial_\nu^{e} a_t(y,\xi) g \left( \frac{\zeta}{(\xi)} \right) \left( \partial^\rho \rho \right) (t \nabla_x \varphi(x,\xi) + st\zeta).$$
It follows from the previous estimates that

\begin{equation}
\sup_{0 < s < 1} \left| \frac{\partial^2_{\xi} \Phi \partial_{\xi}^b \partial_{\xi}^y b_{\alpha,\alpha_2}(x, y, \xi, s, t)}{\partial s} \right| \lesssim t^{-|\alpha|}(1-\epsilon)(\xi)^{m-|\alpha|} 1^{1-|\alpha|-|\gamma|}.
\end{equation}

Observe that \( R^I_{\alpha}(t, s, x, \xi) \) is a finite linear combination of expressions of the type

\[
\int e^{i(x-y)\xi} \partial_{\xi}^{\alpha_1} \partial_{\xi}^{b_1} \partial_{\xi}^{y} b_{\alpha,\alpha_2}(x, y, \xi, s, t) \prod_{j=1}^{k} \partial_{\xi}^{\alpha_j} (\Phi(x, y, \xi)) \partial_{\xi}^{b_j} (\Phi(x, y, \xi)) \partial_{\xi}^{y} (\Phi(x, y, \xi)) dy d\zeta,
\]

where \( \alpha_1 + \alpha_2 + \alpha_3 = \alpha, \alpha_1 + \ldots + \alpha_k = \alpha_3 \) with \( 0 \leq k \leq |\alpha_3| \) such that if \( \alpha_3 \neq 0 \) then \( |a_j| \geq 1 \) for \( j = 1, \ldots, k \). Therefore, \( \partial_{\xi}^{\beta} R^I_{\alpha} \) can be expressed as a finite linear combination of terms of the form

\[
\int \partial_{\xi}^{\alpha_1} \partial_{\xi}^{b_1} \partial_{\xi}^{y} b_{\alpha,\alpha_2}(x, y, \xi, s, t) \prod_{j=1}^{k} \partial_{\xi}^{\alpha_j} (\Phi(x, y, \xi)) \partial_{\xi}^{b_j} (\Phi(x, y, \xi)) \partial_{\xi}^{y} (\Phi(x, y, \xi)) \times e^{i\Phi(x; y; \xi)+i(x-y)\xi} dy d\zeta,
\]

where \( \beta_1 + \beta_2 + \beta_3 = \beta, b_1 + \ldots + b_k = \beta_2, d_1 + \ldots + d_l = \beta_3 \) and if \( \beta_3 \neq 0 \) then \( |d_j| \geq 1 \) for \( j = 1, \ldots, l \) with \( l \leq |\beta_3| \). Observe that

\[
\Phi(x, y, \xi) = (x-y)^T \cdot \int_{0}^{1} \int_{0}^{1} u(\nabla^2_x \varphi)(x + uy - y, \xi) du dv \cdot (x-y).
\]

Thus \( \left| \partial_{\xi}^{\beta} \Phi(x, y, \xi) \right| \lesssim |\xi| |x-y|^2 \), which implies that

\begin{equation}
\prod_{j=1}^{l} \partial_{\xi}^{\beta_j} \Phi(x, y, \xi) \lesssim |\xi|^{2l} |x-y|^{2l} |\xi|^{-|\beta_3| - l} \leq (1 + |\xi| |x-y|)^{2|\beta_3|} |\xi|^{-|\beta_3|}.
\end{equation}

We have also that, for \( |a| = 1 \),

\begin{equation}
\partial_{\xi}^{\alpha} \Phi(x, y, \xi) = \int_{0}^{1} \partial_{\xi}^{\alpha} \varphi(x + uy - y, \xi) du \cdot (y-x) = g_a(x, y, \xi) \cdot (x-y),
\end{equation}

with \( g_a \) smooth satisfying

\begin{equation}
\left| \partial_{\xi}^{\alpha} g_a(x, y, \xi) \right| \lesssim |\xi|^{1-|\alpha|}.
\end{equation}

On the other hand, if \( |a| \geq 2 \),

\[
\left| \partial_{\xi}^{\alpha} \partial_{\xi}^{\beta} \Phi(x, y, \xi) \right| = \left| \partial_{\xi}^{\alpha} \partial_{\xi}^{\beta} \varphi(y, \xi) \right| \lesssim |\xi|^{1-|\beta|}.
\]

To continue with the proof, first assume that \( k \leq |\alpha| / 2 \). Then the previous estimates yield

\begin{equation}
\prod_{j=1}^{k} \partial_{\xi}^{\beta_j} (\Phi(x, y, \xi)) \lesssim |\xi|^{k-|\beta_3|} |x-y|^{k} \leq |\xi|^{|\alpha|/2} (1 + |\xi| |x-y|)^{|\alpha|/2} |\xi|^{-|\beta_3|},
\end{equation}

where \( k' \leq k \) is the cardinality of the set of indices \( j \) such that \( |a_j| = 1 \). Let

\begin{equation}
L_\xi = \frac{(1 - (\xi)\Delta_\zeta)}{1 + (\xi)^2 |x-y|^2}, \quad \text{so} \quad L_\xi e^{i(x-y)\xi} = e^{i(x-y)\xi}.
\end{equation}
Integration by parts with $L_\zeta$ yields that $\partial_\zeta^\beta R_\alpha^I$ can be written as a linear combination of terms of the type
\[
\int\int e^{i(x-y)\cdot\zeta} \partial_y^{\alpha_1} \chi(x-y) \partial_\zeta^\beta b_{\alpha,\alpha_2}(x,y,\xi,\zeta,s,t) \prod_{j=1}^l \partial_j^b \Phi(x,y,\xi) \prod_{j=1}^l \partial_j^b \Phi(x,y,\xi)
\]
\[
\times \langle \xi \rangle^{n} \partial_\zeta^\gamma e^{i\Phi(x,y,\xi)} dy d\zeta.
\]
Taking absolute values and using (108), (109), (112) and the fact that terms of the type
\[
|t| > |\alpha|/2,
\]
we have that the previous expression is bounded by
\[
t^{-|\alpha|(1-\epsilon)} \langle \xi \rangle^{m-|\alpha|(|\frac{1}{2}-\epsilon)-|\beta|} \int_{|\zeta| < \epsilon} \int_{|x-y| < \epsilon} \frac{(1 + |\xi| |x-y|)^{|\alpha|/2 + 2|\beta|}}{(1 + \langle \xi \rangle^2 |x-y|^2)^N} dy d\zeta,
\]
\[
\lesssim t^{-|\alpha|(1-\epsilon)} \langle \xi \rangle^{m-|\alpha|(|\frac{1}{2}-\epsilon)-|\beta|} \int_{|z| < \epsilon} \frac{(1 + |\xi|^2 |z|^2)^{|\alpha|/2 + 2|\beta|}}{(1 + \langle \xi \rangle^2 |x-y|^2)^N} dz.
\]
provided $N$ is large enough.

Suppose now that $k > |\alpha|/2$. Recalling that $k'$ denotes the cardinality of the set of indices $j$ such that $|a_j| = 1$, set $k_0 = k - k'$, which is the cardinality of the set of $j$ such that $|a_j| > 2$. We must have $2k_0 + k' \leq |\alpha|$, so therefore $2k - |\alpha| \leq k'$. Hence (110) and (111) yield
\[
\prod_{j=1}^k \partial_j^b \partial_j^b (\Phi(x,y,\xi)) = \sum_{|\gamma| > 2k - |\alpha|} g_\gamma(x,y,\xi)(x-y)^\gamma \text{ with } |g_\gamma(x,y,\xi)| \lesssim |\xi|^{k-|\beta|}.
\]
This allows us to integrate by parts and reduce the problem of estimating $\partial_\zeta^\beta R_\alpha^I$ to that of controlling the type of the expression
\[
\int\int e^{i(x-y)\cdot\zeta} \partial_y^{\alpha_1} \chi(x-y) g_\gamma(x,y,\xi) \partial_\zeta^\beta b_{\alpha,\alpha_2}(x,y,\xi,\zeta,s,t) \prod_{j=1}^l \partial_j^b \Phi(x,y,\xi) \partial_j^b e^{i\Phi(x,y,\xi)} dy d\zeta,
\]
for $2k - |\alpha| \leq |\gamma| \leq |\alpha|$. Integration by parts with the operator $L_\zeta$ defined in (113), allows us to reduce the problem to control terms of the type
\[
\int\int \partial_y^{\alpha_1} \chi(x-y) g_\gamma(x,y,\xi) \partial_\zeta^\beta b_{\alpha,\alpha_2}(x,y,\xi,\zeta,s,t) \prod_{j=1}^l \partial_j^b \Phi(x,y,\xi)
\]
\[
\times \langle \xi \rangle^{n} \partial_\zeta^\gamma + \alpha e^{i\Phi(x,y,\zeta)+i(x-y)\cdot\zeta} dy d\zeta.
\]
Taking absolute values and using (108), (109), (114) and the fact that $k > |\alpha|/2$ we obtain that this term is bounded by
\[
t^{-|\alpha|(1-\epsilon)} \langle \xi \rangle^{m-|\alpha|(|\frac{1}{2}-\epsilon)-|\beta|} \int_{|\zeta| < \epsilon} \int_{|x-y| < \epsilon} \frac{(1 + |\xi| |x-y|^2)^{2|\beta|}}{(1 + \langle \xi \rangle^2 |x-y|^2)^N} dy d\zeta,
\]
\[
\lesssim t^{-|\alpha|(1-\epsilon)} \langle \xi \rangle^{m-|\alpha|(|\frac{1}{2}-\epsilon)-|\beta|},
\]
provided $N$ is large enough. Thus, altogether this implies (107).

We claim now that
\[
\sup_{0<s<1} \sup_{x \in \mathbb{R}^n} \left| \partial_\zeta^\beta \partial_x^2 R_\alpha^I(t,s,x,\xi) \right| \lesssim t^{-|\alpha|(1-\epsilon)} \langle \xi \rangle^{m-|\alpha|(|1-\epsilon)-|\gamma|}.
\]
As we did before, to simplify the exposition, we are going omit the estimates in the x-derivatives. To prove the estimates on $R_{\alpha}^y (t, x, \xi)$ one defines

$$\Psi(x, y, \xi, \zeta) = (x - y) \cdot \zeta + \Phi(x, y, \xi) = (x - y) \cdot (\nabla_x \varphi(x, \xi) + \zeta) + \varphi(y, \xi) - \varphi(x, \xi).$$

The assumptions (i) and (ii) on the phase function $\varphi$, that fact that we have chosen $\epsilon < r/8C_0$, $|x - y| < \epsilon$ in the support of $\chi$ and that we are in the region $|\zeta| \geq \frac{7}{5}(|\xi|)$ imply that

$$|\nabla_y \Psi| = |\nabla_y \varphi - \nabla_x \varphi| \leq 2C_2(|\zeta| + |\xi|), \quad \text{and}$$

$$|\nabla_y \Psi| \geq |\zeta| - |\nabla_y \varphi - \nabla_x \varphi| \geq \frac{1}{2}(|\zeta| + \left(\frac{r}{4} - C_0|x - y|\right)|\xi| \geq C(|\zeta| + |\xi|).$$

Arguing as before, $R_{\alpha}^y$ can be expressed as a finite linear combination of terms of the form

$$\int \int e^{i\Psi(x,y,\zeta)} \partial_{\zeta}^{\alpha_1} \psi(x - y) \prod_{j=1}^{k} \partial_{y_j}^{\alpha_j} (\Phi(x, y, \xi)) c_{\alpha,\alpha_2}(x, y, \xi, \zeta, s, t) \, dy \, d\zeta,$$

where $\alpha_1 + \alpha_2 + \alpha_3 = \alpha$ and $a_1 + \ldots + a_k = \alpha_3$, with $|a_j| \geq 1$ provided $\alpha_3 \neq 0$, and

$$c_{\alpha,\alpha_2}(x, y, \xi, \zeta, s, t) = \left(1 - g \left(\frac{\zeta}{|\xi|}\right)\right) \partial_{y}^{\alpha_2} \alpha_1(y, \xi) (\partial^\nu \rho) (t \nabla_x \varphi(x, \xi) + st\zeta).$$

So, $c_{\alpha,\alpha_2}$ is supported in $|\zeta| \geq \langle \zeta \rangle$ and arguing as in (108), one has that

$$(116) \sup_{0 < s < 1} \left| \partial_{\xi}^\beta \partial_{\zeta}^\gamma c_{\alpha,\alpha_2}(x, y, \xi, \zeta, s, t) \right| \lesssim t^{-|\alpha| (1 - \epsilon)} \langle \zeta \rangle^{m - |\alpha| (1 - \epsilon) - |\gamma|}.$$ 

Therefore $\partial_{\xi}^2 R_{\alpha}^y$ can be written as a finite linear combination of terms of the type

$$\int \int e^{i\Psi(x,y,\zeta)} \partial_{\zeta}^{\alpha_1} \psi(x - y) \prod_{j=1}^{k} \partial_{y_j}^{\alpha_j} (\Phi(x, y, \xi)) \prod_{j=1}^{l} \partial_{\xi}^{\beta_j} (\Phi(x, y, \xi)) \partial_{\xi}^{\gamma} c_{\alpha,\alpha_2}(x, y, \xi, \zeta, s, t) \, dy \, d\zeta,$$

For the differential operator defined via the expression $L_y = i|\nabla_y \Psi|^{-2} \sum_{j=1}^{n} (\partial_{y_j} \Psi) \partial_{y_j}$, induction shows that $L_y^N$ has the form

$$L_y^N = \frac{1}{|\nabla_y \Psi|^{|N|}} \sum_{|\nu| \leq N} P_{\nu, N} \partial_{y}^{\nu}, \quad \text{where} \quad P_{\nu, N} = \sum_{|\mu| = 2N} c_{\mu, \lambda} (\nabla_y \Psi)^\mu \partial_{y}^{\lambda_1} \Phi \ldots \partial_{y}^{\lambda_N} \Psi,$$

$|\mu| = 2N$, $|\lambda_j| \geq 1$ and $\sum_{j=1}^{N} |\lambda_j| + |\nu| = 2N$. It follows from assumption (ii) on $\varphi$ that $|P_{\nu, N}| \leq C(|\zeta| + |\xi|)^{3N}$. Now Leibniz’s rule yields that $\partial_{\xi}^2 R_{\alpha}^y$ can be written as a finite linear combination of terms of the type

$$\int \int e^{i\Psi(x,y,\zeta)} \nabla_y \Psi|^{-4N} P_{\nu, N} (x, y, \xi, \zeta) \prod_{j=1}^{k} \partial_{y_j}^{\alpha_1} \partial_{\xi}^{\beta_j} \Phi(x, y, \xi) \prod_{j=1}^{l} \partial_{\xi}^{\gamma_j} \Psi(x, y, \xi) \times \partial_{y}^{\alpha_2} \partial_{\zeta}^{\gamma} c_{\alpha,\alpha_2}(x, y, \xi, \zeta, s, t) \partial_{y}^{\alpha_1 + |\nu|} \chi(x - y) \, dy \, d\zeta,$$

with $|\nu| \leq N$. These terms are bounded by $t^{-|\alpha| (1 - \epsilon)} \langle \xi \rangle^{m - |\alpha| (1 - \epsilon) - |\gamma|}$ times

$$\int_{|\zeta| \geq \frac{7}{5}(|\xi|)} \int_{|x - y| < \epsilon} ((|\zeta| + |\xi|)^{-N} \langle \xi \rangle^{m - |\alpha| |\gamma|} \, dy \, d\zeta \lesssim \langle \xi \rangle^{m - |\alpha| |\gamma|} \int_{|\zeta| \geq \frac{7}{5}(|\xi|)} |\zeta|^{-N} \, d\zeta \lesssim \langle \xi \rangle^{m - |\alpha| |\gamma| + n - N}.$$ 

That is

$$\left| \partial_{\xi}^2 R_{\alpha}^y (t, x, \xi) \right| \lesssim t^{-|\alpha| (1 - \epsilon)} \langle \xi \rangle^{m - |\alpha| (1 - \epsilon) - |\gamma|} \langle \xi \rangle^{m - |\alpha| |\gamma| + n - N},$$

which implies (115) (with $\beta = 0$) if we take $N \geq M + |\gamma| + n$.

From these estimates it readily follows that the term $r(t, x, \xi)$ in the statement of Theorem 4.2 belongs to the class $L^\infty S^m_{-M(1/2 - \epsilon)}$ with seminorms bounded by $t^{M\epsilon}$. Demonstration of the fact that $r(t, x, \xi) \in S^m_{-M(1/2 - \epsilon)}$ amounts to control the $x$ derivatives of
\[ \partial^2_{t \xi} \tilde{R}_\alpha(t, x, \xi) \] where \( \tilde{R}_\alpha \) is as in (106), but since the estimates involved are carried out in a similar way as in the case of \( \sigma_\alpha(t, x, \xi) \), we shall leave the details of this verification to the interested reader. This concludes the proof of Theorem 7.

**Remark 7.1.** The fact that \( \sigma(t, x, \xi) \in L^\infty S^{m-M(1/2-c)}_1 \) is actually enough for proving our main Theorem 2.7. Indeed by Theorem 2.5, the FIOs with such amplitudes are bounded on \( L^p \) spaces with \( 1 \leq p \leq \infty \).
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