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Abstract. We give two new global and algorithmic constructions of the reproducing kernel Hilbert space associated to a positive definite kernel. We further present a general positive definite kernel setting using bilinear forms, and we provide new examples. Our results cover the case of measurable positive definite kernels, and we give applications to both stochastic analysis and metric geometry and provide a number of examples.
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1. Introduction

Recently many researchers have made use of reproducing kernels in attacking diverse areas and problems from approximation and optimization; see [1, 6, 13, 17, 19, 20]. While there is a direct link from specific positive definite kernels, the link to the corresponding reproducing kernel Hilbert space (RKHS) is a rather abstract one, typically, one is faced only with an abstract completion, and the links to computation is often blurred. Our present aim is to offer two concrete approaches to RKHSs, explicit, and algorithmic. Our approaches are dictated directly by problems in constructive approximation and optimization.

Let $S$ be some set and let $k(t, s)$ be positive definite on $S$. It is well known (see [4, 13, 16]) that one can associate to $k$ a uniquely defined Hilbert space (which we will denote by $\mathcal{H}(k)$) of functions defined on $S$ with reproducing kernel $k(t, s)$, meaning that for every $s \in S$ and $f \in \mathcal{H}(k)$, the function $t \mapsto k(t, s)$ belong to $\mathcal{H}(k)$ and

$$\langle f(\cdot), k(\cdot, s) \rangle_{\mathcal{H}(k)} = f(s).$$

The classical construction of the space $\mathcal{H}(k)$ goes as follows. Consider the linear span $\mathcal{L}(k)$ of the functions $k_s : u \mapsto k(u, s)$ endowed with the form

$$\langle k_s, k_t \rangle_k = k(t, s), \quad t, s \in S.$$

Then, one readily proves that the form (1.2) is well defined, and has the reproducing kernel property. Thus $(\mathcal{L}(k), \langle \cdot, \cdot \rangle_k)$ is a pre-Hilbert space. Its metric space completion is unique up to a metric space isometry. One then shows that a uniquely defined completion exists, which is made of functions, and which still has the reproducing kernel property.

In general there is no direct characterization of the elements of $\mathcal{H}(k)$ directly as functions on $S$ (notable exceptions include for instance the Fock space and the Bergman space). In the present work we give two new global constructions of $\mathcal{H}(k)$ and a global characterization of its elements. The first construction is in terms of a projective limit, and the second one uses a space of measures associated to the kernel. In the latter, we associate...
an explicit norm, for every positive kernel, and valid for every element in the reproducing kernel Hilbert space; see formula (5.8).

Another space plays an important role in our constructions besides the space $\mathcal{L}(k)$, namely the linear span $\mathcal{E}(k)$ of the Dirac measures $\delta_s$, $s \in S$, endowed with the Hermitian form defined first by

\[
\langle \delta_s, \delta_t \rangle = k(t, s), \quad t, s \in S.
\]

and extended by linearity to the finite linear combinations of Dirac measures. In this case, (1.3) generates a positive, but possibly degenerate, form, and one needs to mod-out via the linear space of finite linear combinations of Dirac measures which are self-orthogonal with respect to this Hermitian form.

We now describe the outline of the paper. In Section 2, starting from a fixed positive definite function (kernel) $k(t, s)$ defined on $S \times S$, we derive an associated metric $d_k$ on $S$. Its properties are outlined; as well as its applications inside the paper. Section 3 deals with a duality lemma important in the main constructions inside the paper: The starting point here is a general pre-Hilbert space, so a normed vector space where the norm is defined from an inner product. Hence, we get a corresponding dual norm, i.e., a dual Banach space. With the use of a new transform, we show that this dual Banach space is a Hilbert space. In Section 4, starting from a fixed positive definite function (kernel) $k(t, s)$ defined on $S \times S$, we present a constructive approach to the reproducing kernel Hilbert space (RKHS) $\mathcal{F}(k)$. This will make use of the following five steps: (i) the filter of all finite subsets of $S$, (ii) an explicit system of finite-rank operators defined on functions on $S$, and (iii) an algorithm which related the operators defined from two finite sets, with one contained in the other. With this, we establish (iv) a Kolmogorov consistency relation, and (v) we show that the constructive and algorithmic realization of the RKHS $\mathcal{F}(k)$ follows directly from this (Theorem 1.2). It is helpful to draw the following parallel between our particular choice of filter (i.e., the filter of all finite subsets) which deals with the most general setting, and other hand, related filters for special cases, in the literature. In more detail, on the one hand, we have (i) for a given positive definite kernel function $k(t, s)$ on a set $S$, our present filter consists of all finite subsets of $S$. By contrast, (ii) for special RKHS constructions, one has a variety of alternative choices filters. They are used in special cases of RKHS constructions from harmonic analysis; for example, for Hardy spaces $H_2(D)$, with $D$ some complex domain, it is popular to pick a filter consisting of closed curves inside $D$. There are interesting similarities and differences between (ii) special cases, special filters, and (i) our case: the general case, and with our choice of filter. Motivated by applications, in Section 5, we introduce a pre-Hilbert space of measures on $S$, with the measures defined relative to the Borel sigma-algebra from the metric $d_k$. Our duality lemma from Section 3 will be used in a characterization of the RKHS norm in $\mathcal{F}(k)$, Theorem 5.4. The proof of this result is of independent interest, and is carried out in detail, in Section 6. Sections 8 and 9 in turn deal with a RKHS construction for a class of measurable positive definite kernels. Finally, Section 10 contains applications to stochastic processes and Section 11 contains applications to geometric measure theory.
2. The $d_k$-metric

Our present starting point is a fixed set $S$ and a positive definite function (kernel) $k(t,s)$ defined on $S \times S$. From this we derive an associated metric $d_k$ on $S$. We shall use the name “metric” even for the cases when $d_k$ might in fact not separate the points in $S$. It will be important for our subsequent construction to have $d_k$ derived from first principles. For example, we shall specify our Borel sigma-algebra of subsets in $S$ with use of the metric. This will be important in our constructive realization of the reproducing kernel Hilbert space (RKHS) $\mathcal{H}(k)$ associated with the given kernel $k$. (Naturally, once $\mathcal{H}(k)$ is available, then the metric $d_k$ will be an easy byproduct. But our point in the present section is to derive the metric $d_k$ directly from an easy matrix consideration.) For our present purpose, the metric $d_k$ will be available at the outset, and we show in Proposition 2.4 that the kernel function $k$ is automatically jointly continuous relative to the product metric.

The following is well known, and will hold even when $k(t,s)$ is only Hermitian. A proof is outlined for completeness.

**Lemma 2.1.** Let $S$ be a set and let $k(t,s)$ be positive definite on $S$. The formula (1.2) induces a well defined non-degenerate Hermitian form on the linear span $\mathcal{L}(k)$ of the functions $k_s$, $s \in S$, and the space $\mathcal{L}(k)$ endowed with this form is a reproducing kernel pre-Hilbert space.

**Proof.** The form (1.2) extended to the linear span of the kernel functions, is well defined, and the reproducing kernel property stems directly from (1.2). We now prove that the form is non-degenerate. Let $f \in \mathcal{L}(k)$ be orthogonal to all the elements in the space. We have in particular

$$\langle f, k_s \rangle_k = 0, \quad \forall s \in S$$

and so, using the reproducing kernel property, $f(s) = 0$ for all $s \in S$. □

The norm associated to this form induces a distance via

$$d(f,g) = \|f - g\|_k, \quad f, g \in \mathcal{L}(k).$$

In particular

$$d(k_t, k_s)^2 = k(t,t) - 2\text{Re} \, k(t,s) + k(s,s), \quad t,s \in S.$$  

The right-hand side of the above equality is non negative since $k$ is positive definite. We set

$$(2.1) \quad d_k(t,s) = d(k_t, k_s), \quad t,s \in S.$$  

We note that $d_k$ is symmetric and satisfies the triangle inequality since, for $t,s,u \in S$ we have:

$$d_k(t,s) = \|k_t - k_s\|_k$$

$$\leq \|k_t - k_u\|_k + \|k_u - k_s\|_k$$

$$= d_k(t,u) + d_k(u,s).$$

It need not define a distance $d_k(t,s)$ on $S$, since it may happen that $d_k(t_0, s_0) = 0$ with $t_0 \neq s_0$. We then have:

$$k(s,t_0) = k(s,s_0), \quad \forall s \in S.$$
We will say that two points \( t_0 \) and \( s_0 \) are equivalent if \( d(k_{t_0}, k_{s_0}) = 0 \). We have an equivalence relation \( \sim \), and we consider the function \( k(t, s) \) on the quotient space \( S/ \sim \). We set

\[
\tilde{k}(\tilde{t}, \tilde{s}) = k(t, s), \quad t \in \tilde{t}, \ s \in \tilde{s}
\]

and

\[
\tilde{d}_k(\tilde{t}, \tilde{s}) = d_k(t, s), \quad t \in \tilde{t}, \ s \in \tilde{s}.
\]

The proofs of the following two results are easy and omitted.

**Lemma 2.2.** \( \tilde{k} \) is well defined and positive definite on \( S/ \sim \).

**Lemma 2.3.** \( \tilde{d}_k \) is well defined and \( (S/ \sim, \tilde{d}_k) \) is a metric space.

In the sequel we assume, without loss of generality, that \( d_k \) is indeed a distance on \( S \) (i.e. we consider \( S/ \sim \) rather than \( S \)).

**Proposition 2.4.** The function \( k(t, s) \) on \( S \times S \) is jointly continuous with respect to the product metric \( D_k((t_1, s_1), (t_2, s_2)) = d_k(t_1, t_2) + d_k(s_1, s_2) \) and the diagonal function \( t \mapsto k(t, t) \) is continuous with respect to \( d_k \).

**Proof.** We first consider the second claim. The triangle inequality in \( \mathfrak{L}(k) \) gives

\[ ||k_t||_k - ||k_t||_k| \leq ||k_t - k_s||_k, \]

which can be rewritten as

\[ \sqrt{k(t, t) - k(s, s)} \leq d_k(t, s). \]

Thus the map \( t \mapsto \sqrt{k(t, t)} \) is continuous with respect to \( d_k \) and so is its square.

To prove the joint continuity of \( k(t, s) \) with respect to \( D_k \) we write:

\[
|k(t_1, s_1) - k(t_2, s_2)| \leq |k(t_1, s_1) - k(t_1, s_2)| + |k(t_1, s_2) - k(t_2, s_2)|
\]

\[
= |\langle k_{s_1} - k_{s_2}, k_{t_1} \rangle| + |\langle k_{s_2}, k_{t_1} - k_{t_2} \rangle|
\]

\[
\leq \sqrt{k(t_1, t_1)d_k(s_1, s_2)} + \sqrt{k(s_2, s_2)d_k(t_1, t_2)}. \quad \square
\]

**Example 2.5.** For the covariance of the Brownian motion, \( k(t, s) = t \wedge s \) with \( t, s \geq 0 \) we have

\[ d_k(t, s) = \sqrt{|t - s|}. \]

We remark that:

**Proposition 2.6.** The elements of \( \mathfrak{L}(k) \) are Lipschitz continuous with respect to \( d_k \)

**Proof.** The claim follows from the Cauchy-Schwarz inequality. Indeed, let \( f \in \mathfrak{L}(k) \) and \( t, s \in S \). Then

\[ |f(t) - f(s)| = \langle f, k_t - k_s \rangle_k \leq \| f \|_k \cdot \| k_t - k_s \|_k = \| f \|_k \cdot d_k(t, s). \quad \square\]

The metric \( d_k \) induces an associated topology and sigma-algebra, denoted by \( \mathcal{T}_k \) and \( \mathcal{B}_k \) respectively. We complete \( \mathcal{B}_k \) with the sets of outer measure 0, and still denote the completion \( \mathcal{B}_k \).
3. A canonical isometry operator

Let \((\mathcal{H}_0, \langle \cdot, \cdot \rangle_{\mathcal{H}_0})\) denote a pre-Hilbert space. We take the inner product linear in the first variable and anti-linear in the second variable. Furthermore, we denote by \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) any of its completion. Recall that it is unique up to a Hilbert space isomorphism. Let \(\mathcal{H}_0^*\) denote the Banach anti-dual of \(\mathcal{H}_0\), that is the space of anti-linear continuous maps from \(\mathcal{H}_0\) into \(\mathbb{C}\).

Lemma 3.1. The dual norm defined by

\[
\|\varphi\|_{\mathcal{H}_0^*} = \sup_{\|h\|_{\mathcal{H}_0} = 1} |\varphi(h)|, \quad \varphi \in \mathcal{H}_0^*,
\]

is a Hilbert norm, and \(\mathcal{H}_0^*\) is complete with this norm.

Proof. It follows from (3.1) that \(\varphi\) is also continuous from the chosen closure \(\mathcal{H}\) of \(\mathcal{H}_0\) into \(\mathbb{C}\). By Riesz theorem applied to \(\varphi\) as a continuous map from \(\mathcal{H}\) into \(\mathbb{C}\), there exists an element \(T\varphi \in \mathcal{H}\) such that

\[
\varphi(h) = \langle T\varphi, h \rangle_{\mathcal{H}}.
\]

It follows that

\[
\|\varphi\|_{\mathcal{H}_0^*} = \|T\varphi\|_{\mathcal{H}},
\]

and so the norm (3.1) is defined by the inner product:

\[
\langle \varphi, \psi \rangle_{\mathcal{H}_0^*} \overset{\text{def.}}{=} \langle T\varphi, T\psi \rangle_{\mathcal{H}}.
\]

Lemma 3.2. In the notation of the previous lemma and of its proof, the operator \(T\) is a Hilbert space isomorphism from \(\mathcal{H}_0^*\) onto \(\mathcal{H}\).

Proof. By (3.3), \(T\) is an isometry and hence is enough to show that \(T\) has dense range. This follows from (3.2).

The function

\[
K(\varphi, \psi) = \langle T\varphi, T\psi \rangle_{\mathcal{H}}, \quad \varphi, \psi \in \mathcal{H}_0^*,
\]

is positive definite, and independent of the chosen completion of \(\mathcal{H}_0\). We associate to it the Hilbert space of functions of the form

\[
F(\varphi) = \langle T\varphi, f \rangle_{\mathcal{H}}, \quad \|F\| = \|f\|_{\mathcal{H}}
\]

In the case of the point evaluations we have

\[
\overline{f(t)} = \delta_t(f) = \langle k(\cdot, t), f \rangle_{\mathcal{H}}
\]

and so

\[
T(\delta_t) = k(\cdot, t)
\]

and the reproducing kernel (3.4) restricted to the point measures is (with \(\mathcal{H}_0\) the linear span of the \(\delta_t\) with the form (1.2))

\[
K(\delta_t, \delta_s) = \langle k(\cdot, t), k(\cdot, s) \rangle_{\mathcal{H}} = k(s, t).
\]

Not always are point evaluations in \(\mathcal{H}_0^*\) (in particular \(\mathcal{H}_0\) need not be a space of functions) but the kernel (3.4) is associated in a natural way to \(\mathcal{H}_0\).
4. An injective limit construction

The idea is to look at the filter \( \mathcal{F} \) of finite subsets of \( S \). For any such set \( F \), one considers

the finite dimensional reproducing kernel Hilbert space \( \mathcal{L}_F(k) \) with reproducing kernel \( k(t, s)|_{F \times F} \). The argument below uses a limit over the filter of all finite subsets. We denote by \( K_F \) the corresponding Gram matrix. In order to get only invertible matrices we first extract from \( S \) a possibly smaller set \( S_0 \) for which the functions \( k_t, t \in S_0 \) are linearly independent and span the linear span of the \( k_t, t \in S \). We then define the projection from the vector space of functions defined on \( F = \{ s_1, \ldots, s_m \} \subset S_0 \) onto \( \mathcal{L}_F(k) \) by

\[
(Q_F f)(s) = \begin{pmatrix} k(s, s_1) & \cdots & k(s, s_m) \end{pmatrix} K_F^{-1} \begin{pmatrix} f(s_1) \\ \vdots \\ f(s_m) \end{pmatrix},
\]

where the variable \( s \) runs through \( F \). To ease the notation, we write \( S \) instead of \( S_0 \) in the sequel.

**Lemma 4.1.** The map \( Q_F \) has the following properties:

1. **Interpolation:**

   \[
   (Q_F f)(s_j) = f(s_j), \quad j = 1, \ldots, m.
   \]

2. **Projection:**

   \[
   Q_F^2 = Q_F.
   \]

3. **Norm:**

   \[
   \|Q_F f\|^2_{\mathcal{L}_F(k)} = (f|_F)^* K_F^{-1}(f|_F).
   \]

4. **Order preserving:** if \( F_1 \subset F_2 \) are finite subsets of \( S \),

   \[
   Q_{F_2} Q_{F_1} = Q_{F_1} Q_{F_2} = Q_{F_1}.
   \]

**Proof.** Setting \( s = s_i \) on the right-hand side of (4.1) we note that \( (k(s_i, s_1) \cdots k(s_i, s_m)) \) is the \( i \)-th row of \( K_F \), and so \( (k(s_i, s_1) \cdots k(s_i, s_m)) K_F^{-1} \) is the \( 1 \times m \) row vector with all entries equal to 0 besides the \( i \)-th entry equal to 1. Hence (4.2) holds. Applying the
preceding argument to $Q_F f$ we get $Q_F^2 = Q_F$. (4.3) follows from

$$
\langle Q_F f, Q_F f \rangle_{L(k)} = \sum_{k,j=1}^{m} k(\cdot, s_j)(K_F^{-1})_{jk} \overline{f(s_k)} = \sum_{i,\ell=1}^{m} k(\cdot, s_i)(K_F^{-1})_{\ell i} \overline{f(s_\ell)} = \sum_{j,k,\ell=1}^{m} f(s_\ell) \left( \sum_{i=1}^{m} (K_F^{-1})_{\ell i} \overline{(K_F^{-1})_{jk}} \right) \overline{f(s_k)} = \sum_{j,k,\ell=1}^{m} f(s_\ell) \delta_{\ell j} \overline{(K_F^{-1})_{jk}} \overline{f(s_k)}
$$

which is (4.3).

Finally, let $F_1$ and $F_2$ be two finite subsets of $S$ such that $F_1 \subset F_2$. Let $f$ be a function defined on $S$. The functions $f$ and $Q_{F_2} f$ coincide on $F_2$ and so on $F_1$, and so

$$
Q_{F_1} f = Q_{F_1} (Q_{F_2} f)
$$

and so $Q_{F_1} = Q_{F_1} Q_{F_2}$. Next, $Q_{F_2} (Q_{F_1} f) = Q_{F_1}$ since the span of the kernels for $s \in F_1$ is isometrically included in the span of the kernels for $s \in F_2$. \qed

As a definition we introduce the subspace of all the functions on $S$ for which the sup

$$
\sup_{F \in \mathcal{F}} \|Q_F f\|^2_{L(k)}
$$

is finite. In the next theorem we show that this is the reproducing kernel Hilbert space associated to $k$.

**Theorem 4.2.** Let $k(t,s)$ be positive definite on $S$.

(1) The following injective limit of Hilbert spaces

$$
\lim_{\mathcal{F} \to S} \mathcal{L}_F(k)
$$

as $F \to S$, with norm

$$
\|f\|^2 = \sup_{F \in \mathcal{F}} \|Q_F f\|^2_{L(k)}
$$

exists.

(2) The supremum in (4.5) defines a Hilbert space norm, and the above injective limit coincides with the reproducing kernel Hilbert space with reproducing kernel $k(t,s)$.

**Proof.** We first note that when $F_1 \subset F_2$, the space $\mathcal{L}_{F_1}(k)$ is isometrically included in the space $\mathcal{L}_{F_2}(k)$. We denote by $J = J_{F_1 F_2}$ the isometric inclusion from $\mathcal{L}_{F_1}(k)$ into $\mathcal{L}_{F_2}(k)$. 


The operator $JJ^* = Q_{F_2}F_2$ is the orthogonal projection from $L_{F_2}(k)$ onto $L_{F_1}(k)$. By Kolmogorov’s consistency theorem there is a uniquely defined Hilbert space $\mathcal{H}$ such that

$$
\mathcal{H} \xrightarrow{i} L_{F_2}(k) \xleftarrow{\kappa} L_{F_1}(k).
$$

To conclude the proof we now proceed in a number of steps.

**STEP 1**: (4.5) defines a norm: The arguments for a norm are easily checked, but it is important to note that the supremum is in fact an increasing limit since

$$
F_1 \subset F_2 \implies \|Q_{F_1}f\|_{L_{F_1}(k)} \leq \|Q_{F_2}f\|_{L_{F_2}(k)}.
$$

**STEP 2**: Any Cauchy sequence in the norm (4.5) converges pointwise: To see this we take $F$ to be a singleton.

**STEP 3**: Every Cauchy sequence converges to a function in $\mathcal{H}$: Indeed, from (4.5), convergence in the norm implies convergence on finite sets, and the limiting function is obtained in the previous step. It remains to show that the function so obtained belongs to the space (4.4). This follows from the definition of (4.5) since the operators $Q_F$ are defined on all functions, and we use the fact that a Cauchy sequence is uniformly bounded in the (4.5) norm and so gives a uniform bound on the $\|Q_Ff\|_{L_{F}(k)}$.

**STEP 4**: The norm is defined by an inner product: Since the norm is defined by an increasing limit, one can take the polarization formula for every $F$ and takes limit to obtain the corresponding inner product.

**STEP 5**: The reproducing kernel property holds: Let $s_0 \in S$ and let $F = \{s_0, s_1, \ldots, s_n\} \subset S$, and let $f \in \mathcal{H}$. We have

$$
(k(s_0, s_1) \ k(s_0, s_1) \ \cdots \ k(s_0, s_n)) Q_F^{-1} \begin{pmatrix} f(s_0) \\ f(s_1) \\ \vdots \\ f(s_n) \end{pmatrix} = \begin{pmatrix} 1 & 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} f(s_0) \\ f(s_1) \\ \vdots \\ f(s_n) \end{pmatrix} = f(s_0).
$$

To conclude one takes the limit for those $F \subset S$ which contain $s_0$.

□

As a transition to the second construction, we note the following. Denote by $\mathcal{M}(k)$ the linear span of the delta measures $\delta_s$, and let $\mathcal{M}_F(k)$ denote the linear span of the $\delta_s$ for $s \in F$. The map $T_k$ defined by

$$
(4.6) \quad T_k \left( \sum_{t \in F} z_t \delta_t \right) = \sum_{t \in F} z_t k_t
$$


is unitary from $\mathcal{M}_F(k)$ onto $\mathcal{L}_F(k)$, with matrix representation $k(t,s)|_{F \times F}$.

The map $T_k$ extends to a unitary map between the projective limits $\mathcal{D}_1(k) = \lim_{F \rightarrow S} \mathcal{M}_F(k)$ onto $\mathcal{H}(k) = \lim_{F \rightarrow S} \mathcal{L}_F(k)$.

**Remark 4.3.** Rather than restricting to a subset $S_0$ one can use the Moore-Penrose inverse $K_F^{-1}$ of the matrix $K_F$; see [5] for the latter. Then, one needs to use Schur complement formulas. See [7, 11] for the latter.

### 5. Dual norms and Hilbert space construction

Recall that $\mathcal{B}_k$ is the Borel sigma-algebra generated by the metric $d_k$ defined in Section 2. Let $\xi$ be a signed measure on $\mathcal{B}_k$. It follows from the definition of the latter and the positivity of $k(t,s)$ that the integral

$$\langle \xi, \xi \rangle_k = \int \int_{S \times S} d\xi(t) k(t,s) d\xi(s)$$

is non-negative, but possibly infinite. The order of integration in (5.1) is not important since $k(t,s)$ is continuous with respect to the underlying topology (see Proposition 2.4).

For two measures $\xi$ and $\eta$ for which (5.1) is finite we set

$$\langle \xi, \eta \rangle_k = \int \int_{S \times S} d\eta(t) k(t,s) d\xi(s).$$

Since (5.1) is a positive (possibly degenerate) Hermitian form, the Cauchy-Schwarz inequality holds

$$|\langle \xi, \eta \rangle_k|^2 \leq \langle \xi, \xi \rangle_k \langle \eta, \eta \rangle_k$$

for any pair of signed matrices for which (5.1) is finite.

We will say that two signed measures for which (5.1) is finite are equivalent if

$$\langle \xi_1 - \xi_2, \xi_1 - \xi_2 \rangle_k = 0.$$

Thanks to (5.3) we have an equivalence relation, which we denote by $\sim_k$. We use the same symbol for the equivalence class and for an element in the class, and still denote by $\langle \cdot, \cdot \rangle_k$ the corresponding Hermitian form.

**Definition 5.1.** We denote by $\mathcal{M}_1(k)$ the set of equivalence classes of signed measures on $\mathcal{B}_k$ for which (5.1) is finite, and set

$$\mathcal{B}_1(k) = \{ \xi \in \mathcal{M}_1(k) : \langle \xi, \xi \rangle_k \leq 1 \}.$$  

The space $\mathcal{M}_1(k)$ endowed with the form (5.1) is a pre-Hilbert space, and its dual (space of anti-linear continuous functionals) $(\mathcal{M}_1(k))^*$ is complete. We will consider the elements of the previously constructed space $\mathcal{H}(k)$ as linear functionals on $\mathcal{M}_1(k)$. By the results of Section 3, $(\mathcal{M}_1(k))^*$ is a Hilbert space.

**Proposition 5.2.** The linear span of the delta measures $\delta_s$, $s \in S$ is dense in $\mathcal{M}_1(k)$. 

Proof. Let \( \mu \) be orthogonal to the measures \( \delta_t, t \in S \). Then,
\[
\int \int_{S \times S} \delta_{t_0}(t)k(t,s)d\mu(s) = 0, \quad \forall t_0 \in S,
\]
i.e.
\[
\int_{S} k(t,s)d\mu(s) = 0, \quad \forall t \in S.
\]
Hence
\[
\langle \mu, \mu \rangle_k = \int \int_{S \times S} d\mu(t)k(t,s)d\mu(s) = 0
\]
and so \( \mu = 0 \). □

The operator \( T_k \) defined in (4.6) extends to \( M_1(k) \):

**Proposition 5.3.** The map \( T_k \) defined by
\[
(T_k \mu)(t) = \int_{S} k(t,s)d\mu(s)
\]
is an isometry from \( M_1(k) \) into \( (M_1(k))^* \), which extends to a unitary map between \( \mathcal{D}_1(k) \) (the Hilbert space closure \( M_1(k) \)) and \( (M_1(k))^* \).

**Proof.** Let \( \mu \in M_1(k) \). It defines an element in \( (M_1(k))^* \) via the formula
\[
(\tilde{T}_k \mu)(\xi) = \int_{S} d\xi(t) T_k(\mu)(t) = \langle \mu, \xi \rangle
\]
which is continuous in the \( M_1(k) \) topology thanks to (5.3). □

**Theorem 5.4.** Let \( k(t,s) \) be positive definite on the set \( S \), with associated sigma-algebra of Borel sets \( B_k \) associated to \( d_k \). Let \( M_1(k) \) be the space of signed measures on \( B_k \) such that
\[
\int \int_{S \times S} d\xi(t)k(t,s)d\xi(s) < \infty.
\]
The space of functions of the form \( \tilde{f}(\xi) = \langle f, \xi \rangle \) with \( f \in (M_1(k))^* \) endowed with the norm
\[
\| \tilde{f} \| = \| f \|_{M_1(k)}^*,
\]
(\( \| f \|_{M_1(k)}^* \) denotes the dual norm) is a Hilbert space. The restrictions of its elements to the jump measures \( \delta_s \) is the reproducing kernel Hilbert space with reproducing kernel \( k \).

6. **Proof of Theorem 5.4**

**STEP 1: The dual \( (M_1(k))^* \) is a Hilbert space.**

This follows from Section 3 but we give a specific argument here. By a general result in functional analysis (see e.g. [8]), the dual is a Banach space. We show that its norm is defined by an inner product. To that purpose, let \( f \in (M_1(k))^* \). It extends to the completion \( \mathcal{D}_1(k) \) of \( M_1(k) \). Since \( M_1(k) \) is a pre-Hilbert space, then \( \mathcal{D}_1(k) \) is a Hilbert space and so, by Riesz theorem applied to \( \mathcal{D}_1(k) \) there is an operator \( U_k \) from \( (M_1(k))^* \) into \( \mathcal{D}_1(k) \) such that
\[
\langle f, \xi \rangle = \langle U_k f, \xi \rangle_{\mathcal{D}_1(k)},
\]
where the brackets on the left denote the duality between $\mathcal{M}_1(k)$ and its anti-dual. Setting $f = T_k(\mu)$ in the above equality we obtain

$$\langle U_k T_k(\mu) , \xi \rangle = \int_S (T_k \mu)(s) d\xi(s) = \langle \mu, \xi \rangle_{\mathcal{D}_1(k)}$$

and so $U_k T_k = I$.

We define an inner product on $(\mathcal{M}_1(k))^*$ as follows:

$$\langle f, g \rangle = \langle U_k f , U_k g \rangle_{\mathcal{D}_1(k)}.$$ 

For $f = T_k \xi$ and $g = T_k \eta$ two elements of $(\mathcal{M}_1(k))^*$ we have

$$\langle T_k \xi , T_k \eta \rangle_{\mathcal{M}_1(k)^*} = \langle U_k T_k \xi , U_k T_k \eta \rangle_{\mathcal{D}_1(k)} = \langle \xi , \eta \rangle_{\mathcal{D}_1(k)}.$$ 

For $\xi = \eta$ we have

$$(6.2) \quad \langle T_k \xi , T_k \xi \rangle_{\mathcal{M}_1(k)^*} = \| \xi \|^2_{\mathcal{D}_1(k)}.$$ 

**STEP 2:** The Banach norm in $(\mathcal{M}_1(k))^*$ coincide with the Hilbert space norm.

It follows from the fact that the Hilbert norm is the supremum of the inner products on the unit ball of $\mathcal{M}_1(k)$. But, by the definition of the norm as a supremum we have

$$\| T_k \xi \|^2_{(\mathcal{M}_1(k))^*} = \sup_{\eta \in \mathcal{M}_1(k)} |(T_k \xi)(\eta)|^2$$

$$= \sup_{\eta \in \mathcal{M}_1(k)} |\langle \eta, \xi \rangle_k|^2$$

$$\leq \langle \eta, \eta \rangle_k \langle \xi, \xi \rangle_k$$

so that $\| T_k \xi \|^2 \leq \langle \xi, \xi \rangle_k$. Taking $\eta = \xi / \sqrt{\langle \xi, \xi \rangle_k}$ leads to equality.

**STEP 3:** $(\mathcal{M}_1(k))^*$ is the reproducing kernel Hilbert space with reproducing kernel

$$(6.3) \quad \langle T_k \delta_t , T_k \delta_s \rangle = k(t,s).$$

Let $f \in (\mathcal{M}_1(k))^*$ and $s \in S$. We have:

$$\langle f , T_k \delta_s \rangle = f(s) = \tilde{f}(\delta_s).$$

7. **An example**

Every positive definite function is the covariance function of a centered Gaussian process; see e.g. [14, pp. 38-39]. Applying this result to the inner product of a real Hilbert space $\mathfrak{H}$ with inner product $\langle \cdot, \cdot \rangle$ and associated norm $\| \cdot \|$, we obtain a process called the associated Gaussian space. The elements of this space are the centered Gaussian variables $W_h$, $h \in \mathfrak{H}$, with law $N(0, \|h\|^2)$ and such that

$$\mathbb{E}(W_h, W_{h_2}) = \langle h_1, h_2 \rangle, \quad h_1, h_2 \in \mathfrak{H}.$$ 

Let

$$(7.1) \quad k(t,s) = \sum_{n=0}^{\infty} \frac{t^n s^n}{(n!)^2},$$
This gives an isometry sending a measure into the corresponding sequence of moments in the weighted $\ell_2$ space. Then

$$d\mu \in \mathcal{M}_1(k) \iff \sum_{n=0}^{\infty} \frac{|\int_{\mathbb{R}} t^n d\mu(t)|^2}{(n!)^2} < \infty$$

(condition on the moments of the measure). The Gaussian measures

$$d\mu_h(t) = \frac{1}{\sqrt{2\pi}||h||} e^{-\frac{t^2}{2||h||^2}} dt$$

belong to $\mathcal{M}_1(k)$. There are explicit formulas for the moments. We recall in particular that

$$\mathbb{E}(W_h^{2n}) = \frac{(2n)!}{2^{n}n!} ||h||^{2n}, \quad n = 0, 1, \ldots$$

**Proposition 7.1.** In the above notation,

$$\langle \mu_{h_1}, \mu_{h_2} \rangle_k = k\left(\frac{||h_1||}{2}, \frac{||h_2||}{2}\right), \quad h_1, h_2 \in \mathcal{H}.$$

**Proof.** Using (7.2) we can write for $h_1, h_2 \in \mathcal{H}$:

$$\langle \mu_{h_1}, \mu_{h_2} \rangle_k = \sum_{n=0}^{\infty} \frac{\mathbb{E}(W_{h_1}^{2n})\mathbb{E}(W_{h_2}^{2n})}{((2n)!)^2}$$

$$= \sum_{n=0}^{\infty} \frac{1}{(n!)^2} \left(\frac{||h_1||^2}{2}\right)^n \left(\frac{||h_2||^2}{2}\right)^n$$

$$= k\left(\frac{||h_1||}{2}, \frac{||h_2||}{2}\right).$$

We note that this last kernel was studied in [2, 3].

8. **Measurable kernels: Dual norm construction**

In the previous we considered a positive definite function $k(t,s)$ defined for $(t,s) \in S \times S$ and associated to it in a natural way a metric and a corresponding sigma-algebra. The arguments still work when $S$ is endowed ahead of time with a sigma-algebra, say $\mathcal{B}$, and $k(t,s)$ is assumed only jointly measurable in $(t,s)$ with respect to $\mathcal{B}$, and has the property that the double integral (5.1)

$$\langle \xi, \xi \rangle_k = \int_{S \times S} d\xi(t)k(t,s)d\xi(s)$$

is positive or possibly infinite for every signed measure on $\mathcal{B}$. As in Section 5 we define two signed measures $\xi_1$ and $\xi_2$ for which the above integral is finite, to be equivalent if (5.4) holds, and the space $\mathcal{M}_1(k)$ is defined as in Definition 5.1.

**Definition 8.1.** With the above notation, the function $k(t,s)$ is called positive definite.
For \( \xi \in \mathcal{M}_1(k) \) the operator \( T_k \) defined by

\[
(T_k \xi)(t) = \int_S k(t, s) d\xi(s)
\]
defines an element of \((\mathcal{M}_1(k))^*\) via

\[
\tilde{T}_k \xi(\mu) = \langle \xi, \mu \rangle_k
\]

Theorem 5.4 takes now the following form:

**Theorem 8.2.** Let \((S, \mathcal{B})\) be a measurable space, and let \( k(t, s) \) jointly measurable for \( t, s \in S \) and positive definite on \( S \). The space of functions of the form \( \tilde{f}(\xi) = \langle f, \xi \rangle \) with \( f \in (\mathcal{M}_1(k))^* \) endowed with the norm

\[
\| \tilde{f} \| = \| f \|_{(\mathcal{M}_1(k))^*}.
\]

(where \( \| f \|_{(\mathcal{M}_1(k))^*} \) is the dual norm) is a Hilbert space of functions defined on \( \mathcal{M}_1(k) \), with the reproducing kernel \( \langle T_k \mu, T_k \nu \rangle \) and reproducing kernel property

\[
\tilde{f}(\xi) = \langle f, T_k \xi \rangle_{(\mathcal{M}_1(k))^*}.
\]

**Remark 8.3.** The framework considered here includes for instance the singular integral kernel appearing in the study of the fractional Brownian motion, namely

\[
k(t, s) = |t - s|^{2H - 2}
\]

with Hurst constant \( H \in [1/2, 1] \); see [9]. For Lebesgue measurable functions \( f \) and associated signed measure \( f(t)dt \) the condition \( \langle f(t)dt, f(t)dt \rangle_k < \infty \) can be rewritten as

\[
\int_{\mathbb{R}} |\hat{f}(u)|^2 |u|^{1-2H} du < \infty,
\]

as follows from Parseval’s equality and since the distributional Fourier transform of \( |t|^{2H - 2} \) is \( c_H |u|^{1-2H} \) with \( c_H = 2^{2H-1} \sin((1-H)\pi) \). See e.g. [10, p. 170]. For more general information on such integral operators, see [18].

**9. Quadratic forms, operator ranges and reproducing kernels**

Connections between operator ranges and reproducing kernel spaces are well known, but usually considered in the setting of bounded operators. We here consider a more general case, using the theory of quadratic forms. In the notation of the previous section we still assume that \( S \) is a measure space, with \( \sigma \)-algebra \( \mathcal{B} \) and we fix a positive \( \sigma \)-finite measure \( \mu \) on \( S \). We define

\[
\mathcal{F}_\mu = \{ A \in \mathcal{B} \mid \mu(A) < \infty \},
\]

assume that \( k(t, s) \) is jointly measurable and positive in the sense that

\[
Q(\varphi) = \iint_{S \times S} \tilde{\varphi}(t, s) k(t, s) \varphi(s) (d\mu \times d\mu)(t, s) \geq 0
\]

for every \( \varphi \) in the linear span \( \mathcal{D} \) of the characteristic functions \( 1_A \), with \( A \in \mathcal{F}_\mu \).

Assuming \( Q \) densely defined and closed, Kato’s theorem on quadratic forms, see [12], ensures that there is a positive self-adjoint operator \( T \) such that

\[
Q(\varphi) = \langle \varphi, T \varphi \rangle_{L^2(S, d\mu)} = \| T^{1/2} \varphi \|_{L^2(S, d\mu)}^2, \quad \varphi \in \mathcal{D}.
\]
We then defined the associated reproducing kernel Hilbert space to be the range of $T^{1/2}$ with the operator range norm, meaning
\begin{equation}
\langle T^{1/2}\varphi, T^{1/2}\psi \rangle_T = \langle \varphi, (I - \pi)\psi \rangle_{L^2(S, d\mu)},
\end{equation}
where $\pi$ is the orthogonal projection onto the kernel (null space) of $T$. We then have
\begin{equation}
\langle T\varphi, T\psi \rangle_T = \langle T\varphi, \psi \rangle_{L^2(S, d\mu)},
\end{equation}
and the reproducing kernel is now
\begin{equation}
k(A, B) = Q(1_{A \cap B}) = \int_A \int_B d\mu(t) d\mu(s).
\end{equation}
Within the present setting one can also construct the above reproducing kernel space as a projective limit. We define
\begin{equation}
H_A(k) = \left\{ F(t) = \int_A k(t, s)\varphi(s) d\mu(s), \varphi \in \mathcal{D} \right\}
\end{equation}
with inner product (with $G(t) = \int_A k(t, s)\psi(s) d\mu(s)$, where $\psi \in \mathcal{D}$)
\begin{equation}
\langle F, G \rangle = \int_{A \times A} \overline{\psi(t)} k(t, s)\varphi(s)(d\mu \times d\mu)(t, s)
\end{equation}
We define the injective limit
\begin{equation}
\mathfrak{H} = \lim_{A \to S} H_A(k)
\end{equation}
and the following arguments are similar to the case of finite space considered earlier.

**Proposition 9.1.** Let $A \in \mathcal{F}_\mu$. The map $T_A$ from $L^2(A, \mu)$ onto $\mathfrak{H}_A$ defined by
\begin{equation}
T_A(\varphi d\mu) = \int_A k(t, s)\varphi(s) d\mu(s)
\end{equation}
is an isometry, and $T_A T_A^* = Q_A$ is the projection from $L^2(S, \mu)$ onto $L^2(A, \mu)$:
\begin{equation}
(Q_A g)(t) = \int_A k(t, s)T_A^*(g|_A)(s) d\mu(s)
\end{equation}
The system of projections $\{Q_A, A \in \mathcal{F}_\mu\}$ is the counterpart of the system $\{Q_F, F \in \mathcal{F}\}$ in Section 4 and when $A \subset B$ we have $Q_A = Q_A Q_B$.

**10. An application to stochastic processes**

We now give an application to random variables of the construction presented in the previous section. More precisely, we start as before with $k(t, s)$ positive definite on $S$, and we associate to $k(t, s)$ a measurable positive kernel defined in an underlying probability space. Let thus $(\Omega, \mathcal{B}, P)$ be a probability space. For every random variable $X$ with values in $S$, we set
\begin{equation}
k_X(u, v) = k(X(u), X(v)), \quad u, v \in \Omega
\end{equation}
to be the induced kernel on $\Omega \times \Omega$ defined from $X$. For a complex-valued random variable $X$ on $\Omega$ we defined a signed measure on $S$ via
\begin{equation}
W_X(P) = P \circ X^{-1}.
\end{equation}
We then have:

\[
\int\int_{\Omega\times\Omega} k(X(u), X(v))dP(u)dP(v) = \int\int_{S\times S} (d(P \circ X^{-1}(t)))k(t, s)d(P \circ X^{-1})(s)
\]

when the second double integral is finite. We denote by \(M_1(k_X) \subset M_1(k)\) the corresponding set of signed measures. We define a norm on the corresponding random variables \(RV_k(\Omega)\) via

\[
\langle P, P \rangle = \langle WPX, WPX \rangle_{M_1(k)}
\]

From (10.4) we have:

**Theorem 10.1.** The map \(WP\) is an isometry from \(RV_k(P)\) into \(M_1(k)\).

We have here the generalization of the notion of distribution of a random variable.

We give a Hilbert structure on a family of random variables on \(\Omega\) using the previous analysis.

\[
k_{XY}(u, v) = k(X(u), Y(v)), \quad u, v \in \Omega
\]

\[
\int\int_{\Omega\times\Omega} k(X(u), Y(v))dP(u)dP(v) = \int\int_{S\times S} (d(P \circ X^{-1}(t))k(t, s)d(P \circ Y^{-1})(s)
\]

11. **HAUSDORFF DISTANCE**

Finally we make some connections between our analysis and the Hausdorff distance of two measures in \(M_1(k)\). Recall that the Hausdorff distance is defined to be

\[
d_{Haus}(\mu, \nu) = \sup_{f \in Lip_1(S)} \left| \int_S f(t)d\mu(t) - \int_S f(t)d\nu(t) \right|
\]

where \(Lip_1\) denotes the set of functions on \(S\) such that

\[
\|f\|_{Lip} = \sup_{s, t \in S} \frac{|f(t) - f(s)|}{d_k(t, s)} \leq 1.
\]

**Proposition 11.1.** Let \(\mu, \nu \in M_1(k)\). It holds that

\[
d_{Haus}(\mu, \nu) \leq d_{\delta(k)}(\mu, \nu) = \|T_k(\mu) - T_k(\nu)\|_{\delta(k)}.
\]

**Proof.** By Cauchy-Schwarz inequality,

\[
\frac{|f(t) - f(s)|}{d_k(t, s)} = \frac{|\langle f, k_t - k_s \rangle_{\delta(k)}|}{\|k_t - k_s\|_{\delta(k)}} \leq \|f\|_{\delta(k)}.
\]
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