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Abstract
Several imputation schemes and estimators have been proposed by different authors in sample survey. However, these estimators utilized quantitative information of auxiliary characters. In this study, some imputation methods were studied using qualitative information of auxiliary characters and two new imputation schemes using auxiliary attribute have been suggested. The mean squared errors of the proposed estimators were derived up to first order approximation using Taylor series approach. Numerical illustrations with two populations were conducted and the results revealed that the proposed estimator is more efficient.
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1 Introduction

Different researches in sample survey have shown that auxiliary characters play important role in the enhancement of ratio, product and regression estimators of population characteristics especially when the study and auxiliary variables are strongly correlated. Several authors have employed the concept of auxiliary variables in the development and improvement estimators. Authors like Audu et al. [1,2], Muili et al. [3], Audu and Adewara [4], Audu and Ishaq [5], Ishaq and Audu [6], Audu et al. [6], Singh and Audu [7], Singh and Audu [8], Ahmed et al. [9]. However, when the study variables are characterized by non-response, the aforementioned estimators are not applicable. Authors like Singh and Horn [10], Singh and Deo [11], Wang and Wang [12], Toutenburg et al. [13], Kadilar and Cingi [14], Singh [15], Diana and Perri [16], Al-Omari et al. [17], Singh et al. [18], Gira (2015), Singh et al. [19], Bhushan and Pandey [20], Prasad [21], Audu et al. [22-24], have studied different schemes and estimators in the presence of non-response. Situations arise when the auxiliary characters are qualitative in nature e.g. gender, marital status, family history on a disease, patient status with respect to disease, and of which the imputation schemes proposed by aforementioned authors will be impracticable. In the present study, we consider generalized imputation schemes when the auxiliary character is qualitative.

2 Existing Imputation Schemes using Auxiliary Attribute

Consider \( \Psi \) as the set of \( r \) units response and \( \Psi^c \) be the set of \( (N-n) \) units non-response sampled without replacement from the \( N \) units population.

The mean method of imputation, values found missing are to be replaced by the mean of the rest of observed values. The study variable thereafter, takes the form given as,

\[
y_j = \begin{cases} 
y_i & \text{if } i \in \Psi \\
\bar{y} & \text{if } i \in \Psi^c
\end{cases}
\]

(2.1)

Under the method of imputation, sample mean denoted by \( \hat{\tau}_0 \) can be derived as

\[
\hat{\tau}_0 = \frac{1}{r} \sum_{i \in R} y_i = \bar{y}
\]

(2.2)

The variance of \( \hat{\tau}_0 \) is given by (2.3).

\[
Var(\hat{\tau}_0) = \left( \frac{1}{r} - \frac{1}{N} \right) S^2_y
\]

(2.3)

where \( S^2_y = \frac{1}{N-1} \sum_{i=1}^{N} (y_i - \bar{Y})^2 \), \( \bar{Y} = \frac{1}{N} \sum_{i=1}^{N} y_i \)

Ratio imputation estimator \( \tau_1 \) and imputation estimators proposed by Singh and Horn [10] \( \tau_2 \), Singh and Deo [11] \( \tau_3 \), Ahmed et al. [25] \( \tau_4 \), Singh [15] \( \tau_5 \), Singh et al. [18] \( \tau_6 \) and Singh and Gogoi [26] \( \tau_7 \) when auxiliary character is qualitative and their MSEs are given below;

\[
\hat{\tau}_i = \frac{\bar{y} P_n}{P_r}
\]

(2.4)
\[
MSE(\hat{\tau}_1) = \left(\frac{1}{r} - \frac{1}{N}\right)S_y^2 + \left(\frac{1}{r} - \frac{1}{n}\right)\left(R^2S_a^2 - 2\rho_{rs}R'S_rS_a\right)
\]  
(2.5)

\[
\hat{\tau}_2 = \overline{Y}_r \left(\lambda + (1 - \lambda)\frac{P_{ur}}{P_r}\right)
\]  
(2.6)

\[
MSE(\hat{\tau}_2)_{\text{min}} = S_y^2\left(\frac{1}{r} - \frac{1}{N}\right) - \left(\frac{1}{r} - \frac{1}{n}\right)\rho_{Y\tau}^2
\]  
(2.7)

\[
\hat{\tau}_3 = \overline{Y}_r \left(\frac{P_{ur}}{P_r}\right)^\beta
\]  
(2.8)

\[
MSE(\hat{\tau}_3)_{\text{min}} = S_y^2\left(\frac{1}{r} - \frac{1}{N}\right) - \left(\frac{1}{r} - \frac{1}{n}\right)\rho_{Y\tau}^2
\]  
(2.9)

\[
\hat{\tau}_4 = \overline{Y}_r \left(\frac{P}{P_r}\right)^\beta
\]  
(2.10)

\[
MSE(\hat{\tau}_4) = S_y^2\left(\frac{1}{r} - \frac{1}{N}\right) - \left(\frac{1}{r} - \frac{1}{n}\right)\rho_{Y\tau}^2
\]  
(2.11)

\[
\hat{\tau}_5 = \frac{\overline{Y}_rP_{ur}}{\alpha P_r + (1 - \alpha)P_{ur}}
\]  
(2.12)

\[
MSE(\hat{\tau}_5)_{\text{min}} = S_y^2\left(\frac{1}{r} - \frac{1}{N}\right) - \left(\frac{1}{r} - \frac{1}{n}\right)\rho_{Y\tau}^2
\]  
(2.13)

\[
\hat{\tau}_6 = \kappa \overline{Y}_r + (1 - \kappa)\overline{Y}_r \exp\left(\frac{P - P_r}{P + P_r}\right)
\]  
(2.14)

\[
MSE(\hat{\tau}_6)_{\text{min}} = \left(\frac{1}{r} - \frac{1}{N}\right)S_y^2\left(1 - \rho_{Y\tau}^2\right)
\]  
(2.15)

\[
\hat{\tau}_7 = \overline{w}\overline{Y}_r + (1 - \overline{w})\overline{Y}_r \exp\left(\frac{p^* - P}{p^* + P}\right)
\]  
(2.16)

where \( p^* = (NP - np_r) / (N - n) \).

\[
MSE(\hat{\tau}_7)_{\text{min}} = \left(\frac{1}{r} - \frac{1}{N}\right)S_y^2\left(1 - \rho_{Y\tau}^2\right)
\]  
(2.17)
where, \( p_r = \frac{1}{r} \sum_{i \in r} \pi_i, p_n = \frac{1}{n} \sum_{i \in s} \pi_i, \rho_{iy} = \frac{S_{iy}}{S_{y}^{2}}, R' = \frac{\bar{y}}{P}, S_{\pi} = \frac{1}{N-1} \sum_{i=1}^{N} (\pi_i - P)^2, \)

\[
P = \frac{1}{N} \sum_{i=1}^{N} \pi_i, S_{y\pi} = \frac{1}{N-1} \sum_{i=1}^{N} (y_i - \bar{y})(\pi_i - P), \lambda = 1 - R' \beta_{x}, \phi = R' \beta_{x}, \kappa = 1 - 2R' \beta_{x},
\]

\[
\beta_{x} = \frac{S_{y\pi}}{S_{\pi}^{2}}
\]

Audu et al. [23] studied and proposed imputation schemes using auxiliary attribute given as:

\[
y_{i} = \begin{cases} y_{i} & \text{if } i \in \Psi \\
\frac{\bar{y}_{r}}{n-r} \left( n \left( \Lambda_1 \frac{P}{p_r} + \Lambda_2 \frac{p_r}{P} \right) \exp \left( \frac{p_r - P}{p_r + P} \right) - r \right) & \text{if } i \in \Psi^{c}
\end{cases}
\]

where \( \Lambda_1 \neq 0 \) and \( \Lambda_2 \neq 0 \) are unknown functions of study variable and auxiliary attribute.

The point estimators of finite population mean under this scheme denoted by \( t_8 \) is given by

\[
\hat{t}_{8} = \bar{y}_{r} \left( \Lambda_1 \frac{P}{p_r} + \Lambda_2 \frac{p_r}{P} \right) \exp \left( \frac{p_r - P}{p_r + P} \right)
\]

\[
Bias(\hat{t}_{8}) = \bar{y} \left( \Lambda_1 \left( 1 + \frac{\theta}{8} \left( 3C_{p}^{2} - 4\rho C_{y}C_{p} \right) \right) + \Lambda_2 \left( 1 + \frac{\theta}{8} \left( 3C_{p}^{2} - 12\rho C_{y}C_{p} \right) \right) \right) - 1
\]

\[
MSE(\hat{t}_{8}) = \bar{y}^{2} \left( 1 + \Lambda_1 \Psi_{1} + \Lambda_2 \Psi_{2} - 2\Lambda_1 \Psi_{3} - 2\Lambda_2 \Psi_{4} + 2\Lambda_2 \Lambda_2 \Psi_{5} \right)
\]

where

\[
\Psi_{1} = 1 + \theta \left( C_{y}^{2} + \frac{1}{2} C_{p}^{2} - 2\rho C_{y}C_{p} \right), \Psi_{2} = 1 + \theta \left( C_{y}^{2} + 3C_{p}^{2} + 6\rho C_{y}C_{p} \right), \Psi_{3} = 1 + \theta \left( 3C_{p}^{2} - 4\rho C_{y}C_{p} \right)
\]

\[
\Psi_{4} = 1 + \theta \left( 3C_{p}^{2} - 12\rho C_{y}C_{p} \right), \Psi_{5} = 1 + \theta \left( C_{y}^{2} + 2\rho C_{y}C_{p} \right)
\]

\[
MSE(\hat{t}_{8})_{\text{min}} = \bar{y}^{2} \left( 1 - \frac{\Psi_{2} \Psi_{5}^{2} + \Psi_{1} \Psi_{4}^{2} - 2\Psi_{3} \Psi_{4} \Psi_{5}}{\Psi_{1} \Psi_{2} - \Psi_{5}^{2}} \right)
\]

However, the existing estimators mentioned above are functions of unknown parameters which need to be estimated from sample observation before the estimators can be applicable in real life situations. To overcome the shortcoming identified above, two new class of imputation schemes are proposed to obtain new imputation estimators which are independent of unknown parameters.
3 Proposed Estimator under Imputation

Inspired by Audu and Singh [3], we proposed the following generalized class of imputation schemes;

\[
y_i = \begin{cases} y_i, & \text{if } i \in \Psi \\ \frac{y_i + \hat{\beta}_1 (P-p_r)}{\sigma_1 P_r + \sigma_2} \exp \left( \frac{P}{P + p_r} \right), & \text{if } i \in \Psi^c \end{cases}
\]

\[
y_i = \begin{cases} y_i, & \text{if } i \in \Psi \\ \frac{y_i + \hat{\beta}_2 (P^* - P)}{\sigma_1 P_r + \sigma_2} \exp \left( \frac{P^*}{P^* + P} \right), & \text{if } i \in \Psi^c \end{cases}
\]

where \( \sigma_1 \) and \( \sigma_2 \) are known functions of auxiliary variables like coefficients of skewness \( \beta_1(x) \), kurtosis \( \beta_2(x) \), variation \( C_X \), standard deviation \( S_X \) etc, \( \hat{\beta}_1 = s_{y\pi} / s_{x\pi} \), \( s_{x\pi} = \frac{1}{r-1} \sum_{j=1}^{r-1} (y_j - \bar{y}_r)(\pi_j - p_r) \), \( s_{y\pi} = \frac{1}{r-1} \sum_{j=1}^{r-1} (y_j - \bar{y}_r)(\pi_j - p_r) \).

3.1 Remark

Note that \( \sigma_1 \neq \sigma_2 \) and \( \sigma_1 \neq 0 \).

The point estimators of finite population mean under these methods of imputation are given by

\[
T_i = \frac{r}{n} \bar{y}_r + \left( 1 - \frac{r}{n} \right) \frac{y_i + \hat{\beta}_1 (P-p_r)}{\sigma_1 P_r + \sigma_2} \exp \left( \frac{P}{P + p_r} \right)
\]

\[
T_i^{(\ast)} = \frac{r}{n} \bar{y}_r + \left( 1 - \frac{r}{n} \right) \frac{y_i + \hat{\beta}_2 (P^* - P)}{\sigma_1 P_r + \sigma_2} \exp \left( \frac{P^*}{P^* + P} \right)
\]

3.2 Remark

The proposed class of imputation estimators is independent of unknown parameters, hence it is practically applicable.

Table 1. Some member of \( T_i \) for different values of \( \sigma_1 \) and \( \sigma_2 \)

| \( i \) | Estimators | Values of Constants |
|-------|------------|--------------------|
| \( i \) | \( \sigma_1 \) | \( \sigma_2 \) |
| 1     | \( T_i = \frac{r}{n} \bar{y}_r + \left( 1 - \frac{r}{n} \right) \frac{y_i + \hat{\beta}_1 (P-p_r)}{\sigma_1 P_r + \sigma_2} \exp \left( \frac{P}{P + p_r} \right) \) | \( C_X \) |
| $i$ | Estimators                                                                                                                                                                                                 | Values of Constants |
|-----|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------|
| 2   | $T_2 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{P - p_r}{P + p_r}\right) \left(\frac{P - p_r}{P + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 3   | $T_3 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{P + \beta_1 (\pi)}{P + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 4   | $T_4 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{P + S_\pi}{P + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 5   | $T_5 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{C_\pi + \beta_1 (\pi)}{C_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 6   | $T_6 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{C_\pi + \beta_2 (\pi)}{C_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 7   | $T_7 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{C_\pi + S_\pi}{C_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 8   | $T_8 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + C_\pi}{\beta_1 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 9   | $T_9 = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + S_\pi}{\beta_2 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 10  | $T_{10} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + S_\pi}{\beta_1 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 11  | $T_{11} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + S_\pi}{\beta_2 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 12  | $T_{12} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + S_\pi}{\beta_2 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 13  | $T_{13} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{\beta_1 (\pi) + S_\pi}{\beta_2 (\pi) + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 14  | $T_{14} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{S_\pi + \beta_1 (\pi)}{S_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 15  | $T_{15} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{S_\pi + \beta_1 (\pi)}{S_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
| 16  | $T_{16} = \frac{r}{n} \bar{y}_r + \left(1 - \frac{r}{n}\right) \bar{y}_r + \hat{\beta}_2 (P - p_r) \left(\frac{S_\pi + \beta_2 (\pi)}{S_\pi + p_r}\right)$ | $\omega_1$ $\omega_2$ |
4 Properties of the Estimators Suggested

Theorem 4.1: The MSE of the suggested estimator \( T_i, i = 1, 2, 3, \ldots, 16 \) to \( O\left(n^{-1}\right) \) is:

\[
\text{MSE}(T_i) = \theta_{r,N} \left( S_r^2 + \left(1 - \frac{r}{n}\right)^2 \beta_x + \left(1 + \gamma_i\right) R \right)^2\left( S_r^2 - 2 \left(1 - \frac{r}{n}\right) \left( \beta_x + \left(1 + \gamma_i\right) R \right) S_{r^2} \right)
\]

(4.1)

where

\[
R = \frac{Y}{P}, \quad \gamma_1 = P/(P + C_x), \quad \gamma_2 = P/(P + \beta_1(x)), \quad \gamma_3 = P/(P + \beta_2(x)), \quad \gamma_4 = P/(P + S_x),
\]

\[
\gamma_5 = C_xP/(C_xP + \beta_1(x)), \quad \gamma_6 = C_xP/(C_xP + \beta_2(x)), \quad \gamma_7 = C_xP/(C_xP + S_x),
\]

\[
\gamma_8 = \beta_1(x)P/(\beta_1(x)P + C_x), \quad \gamma_9 = \beta_1(x)P/(\beta_1(x)P + \beta_2(x)), \quad \gamma_{10} = \beta_1(x)P/(\beta_1(x)P + S_x),
\]

\[
\gamma_{11} = \beta_2(x)P/(\beta_2(x)P + C_x), \quad \gamma_{12} = \beta_2(x)P/(\beta_2(x)P + \beta_1(x)), \quad \gamma_{13} = \beta_2(x)P/(\beta_2(x)P + S_x),
\]

\[
\gamma_{14} = S_xP/(S_xP + C_x), \quad \gamma_{15} = S_xP/(S_xP + \beta_1(x)), \quad \gamma_{16} = S_xP/(S_xP + \beta_2(x))
\]

Proof: \( \text{MSE}(T_i) \) can be derived using up to \( O\left(n^{-1}\right) \) using Taylor series approach given as:

\[
\text{MSE}(T_i) = \Delta \Sigma \Delta'
\]

(4.2)

where \( \Delta \) is a \( 1 \times 2 \) matrix, \( \Sigma \) is a \( 2 \times 2 \) variance-covariance matrix,

\[
\Delta = \begin{pmatrix}
\frac{\partial T_i}{\partial \bar{y}} & \frac{\partial T_i}{\partial X} & \frac{\partial T_i}{\partial \beta_z} \\
\frac{\partial T_i}{\partial \bar{X}} & \frac{\partial T_i}{\partial \beta_x} & \frac{\partial T_i}{\partial \beta_x} \\
\end{pmatrix}, \quad \Sigma = \begin{pmatrix}
\text{var}(\bar{y},r) & \text{cov}(\bar{y},\bar{x}) \\
\text{cov}(\bar{x},\bar{y}) & \text{var}(p_r) \\
\end{pmatrix}
\]

\[
\frac{\partial T_i}{\partial \bar{y}} = \frac{r}{n} + \left(1 - \frac{r}{n}\right) \frac{\alpha_iP + \alpha_2}{\alpha_ip_r + \alpha_2} \exp\left(\frac{P - p_r}{P + p_r}\right)
\]

(4.3)

\[
\frac{\partial T_i}{\partial \bar{y}} = \bar{y}, \quad \frac{\partial T_i}{\partial P} = P, \quad \frac{\partial T_i}{\partial \beta_z} = \beta_z = 1
\]

(4.4)

\[
\frac{\partial T_i}{\partial p_r} = -\left(1 - \frac{r}{n}\right) \left(\frac{\alpha_iP + \alpha_2}{\alpha_ip_r + \alpha_2}\right) \exp\left(\frac{P - p_r}{P + p_r}\right) \left(2P\left(\bar{y} + \hat{\beta}_{\bar{y}}(P - p_r)\right)\right) \left(\frac{P + p_r}{P + p_r}\right)
\]

\[
+ \hat{\beta}_{\bar{y}} + \alpha_i \left(\bar{y} + \hat{\beta}_{\bar{y}}(P - p_r)\right)\left(\alpha_ip_r + \alpha_2\right)^2
\]

(4.5)

\[
\frac{\partial T_i}{\partial \bar{x}} = -\left(1 - \frac{r}{n}\right) \left(\beta_x + \frac{\bar{y}}{2P} + \gamma_i\bar{y}\right)
\]

(4.6)

where \( \gamma_i = \alpha_iP / (\alpha_iP + \alpha_2) \)
So, from the definition of $\Delta$, we have

$$
\Delta = \begin{pmatrix}
1 & -\left(1 - \frac{r}{n}\right) \left(\beta_x + \frac{\bar{Y}}{2P} + \gamma_i \frac{\bar{Y}}{P}\right)
\end{pmatrix}
$$

(4.7)

Put (4.7) in (4.2), we obtained (4.1).

**Theorem 4.2**: The MSE of the suggested estimator $T_i^*$, $i = 1, 2, 3, ..., 16$ to $O\left(n^{-1}\right)$ is:

$$
MSE\left(T_i^*\right) = \theta_{r,N} \left(S_i^2 + \left(1 - \frac{r}{n}\right) f^* \left(\beta_x + \frac{1}{2} \gamma_i \right) \bar{R} \right)^2 S_i^2 - 2 \left(1 - \frac{r}{n}\right) f^* \left(\beta_x + \frac{1}{2} + \gamma_i \right) \bar{R} S_i^2
$$

(4.8)

where $f^* = n / (N - n)$

**Proof**: $MSE\left(T_i^*\right)$ can be derived using up to $O\left(n^{-1}\right)$ using Taylor series approach given as:

$$
MSE\left(T_i^*\right) = \Delta^* \Sigma \Delta^*
$$

(4.9)

where $\Delta$ is a $1 \times 2$ matrix, $\Sigma$ is a $2 \times 2$ variance-covariance matrix,

$$
\Delta^* = \begin{pmatrix}
\frac{\partial T_i^*}{\partial \bar{y}_r} & \frac{\partial T_i^*}{\partial \bar{x}_r} \\
\frac{\partial T_i^*}{\partial \bar{y}_r} & \frac{\partial T_i^*}{\partial \bar{x}_r}
\end{pmatrix}, \quad \Sigma = \begin{pmatrix}
\sigma_x, \sigma_x & \sigma_x, \sigma_y \\
\sigma_x, \sigma_y & \sigma_y, \sigma_y
\end{pmatrix}
$$

(4.10)

$$
\frac{\partial T_i^*}{\partial \bar{y}_r} = \frac{r}{n} + \left(1 - \frac{r}{n}\right) \left(\sigma_x P + \sigma_y^2\right) \exp\left(\frac{p^* - P}{p^* + P}\right)
$$

(4.11)

$$
\frac{\partial T_i^*}{\partial \bar{y}_r} = -\left(1 - \frac{r}{n}\right) \frac{N - n}{N - n} \exp\left(\frac{p^* - P}{p^* + P}\right) \left[2P\left(\bar{y}_r + \hat{\beta}_x (p^* - P)\right)\right] / \left(P + p^*\right)^2
$$

(4.12)

$$
\frac{\partial T_i^*}{\partial \bar{y}_r} = -\left(1 - \frac{r}{n}\right) \frac{N - n}{n} \left(\beta_x + \frac{\bar{Y}}{2P} + \gamma_i \frac{\bar{Y}}{P}\right)
$$

(4.13)

So, from the definition of $\Delta$, we have
\[
\Delta^* = 1 - \left(1 - \frac{r}{n}\right) \left(\frac{n}{N-n}\right) \left(\beta_x + \frac{\bar{Y}}{2P} + \frac{\gamma}{P}\right)
\]

(4.14)

Put (4.14) in (4.9), we obtained (4.8).

5 Numerical Illustration

For the empirical justification of the results, we consider five sets of real data. The performance of the proposed estimator is justified by comparing its MSE to those of some existing estimators considered in the study.

Population I: Source [25]

\[ Y = \text{The number of villages in the circle,} \]

\[ \pi = \begin{cases} 
1, & \text{if } Y > 5 \\
0, & \text{if } Y \leq 5 
\end{cases} \]

Population II: Source [27]

\[ Y = \text{Area (in Acres) under wheat crop in the circles,} \]

\[ \pi = \begin{cases} 
1, & \text{if } Y > 5 \\
0, & \text{if } Y \leq 5 
\end{cases} \]

Table 2. Descriptive statistics of the populations

| Population | \( N = 89, n = 23, P = 0.124, \bar{Y} = 3.3596, \rho_{xY} = 0.766, C_Y = 0.6008, C_\rho = 2.6779, \beta_2 = 6.162 \) |
|------------|---------------------------------------------------------------------------------------------------------------|
| Population | \( N = 89, n = 23, P = 0.124, \bar{Y} = 1102, \rho_{xY} = 0.624, C_Y = 0.65, C_\rho = 2.6779, \beta_2 = 6.162 \)  |

Table 3. MSE and PRE of proposed and other estimators using population I

| Estimators | MSE | PRE | Estimators | MSE | PRE |
|------------|-----|-----|------------|-----|-----|
| \( r = 15 \) (Assumed) | \( \hat{\tau}_0 \) | 0.2260362 | 100 | \( \hat{\tau}_{j}, j = 2, 3, \ldots, 7 \) | 0.1536047 | 147.1544 |
| \( \hat{\tau}_1 \) | 1.458 | 5.50317 | \( \hat{\tau}_8 \) | 0.3224198 | 70.10618 |
| Proposed \( T_i \) | \( T_1 \) | 0.1201507 | 188.1273 | \( T_1^* \) | 0.1259095 | 179.5228 |
| \( T_3 \) | 0.1377838 | 164.0514 | \( T_3^* \) | 0.120258 | 187.9593 |
| \( T_4 \) | 0.2031452 | 111.2683 | \( T_4^* \) | 0.1082503 | 208.8088 |
| \( T_6 \) | 0.1905247 | 118.6388 | \( T_6^* \) | 0.1099639 | 205.5548 |
| \( T_7 \) | 0.3427627 | 65.94538 | \( T_7^* \) | 0.09740895 | 232.0487 |
| Estimators | MSE   | PRE   | Estimators | MSE   | PRE   |
|------------|-------|-------|------------|-------|-------|
| \(\hat{\tau}_j\) | 21323.15 | 170.0692 | \(\hat{\tau}_i\) | 19541.98 | 145.5365 |
| \(\hat{\tau}_j\) | 23434.9 | 133.3795 | \(\hat{\tau}_i\) | 19081.74 | 149.0467 |
| \(\hat{\tau}_j\) | 31270.33 | 121.3604 | \(\hat{\tau}_i\) | 18121.18 | 156.9473 |
| \(\hat{\tau}_j\) | 29598.11 | 90.95109 | \(\hat{\tau}_i\) | 18267.79 | 155.6877 |
| \(\hat{\tau}_j\) | 47310.5 | 96.08959 | \(\hat{\tau}_i\) | 17434.78 | 163.1263 |
| \(\hat{\tau}_j\) | 21377.7 | 60.115 | \(\hat{\tau}_i\) | 19527.95 | 145.641 |
| \(\hat{\tau}_j\) | 31746.83 | 133.0391 | \(\hat{\tau}_i\) | 18083.31 | 157.276 |
| \(\hat{\tau}_j\) | 20487.58 | 89.58598 | \(\hat{\tau}_i\) | 19776.69 | 143.8092 |
| \(\hat{\tau}_j\) | 21135.36 | 138.8193 | \(\hat{\tau}_i\) | 19591.37 | 145.1696 |

Table 4. MSE and PRE of proposed and other estimators using population II
Tables 3 and 4 show the numerical results of MSE and PRE (percentage relative efficiency) of the proposed and other estimators considered in the study using population sets I and II respectively. Of all the estimators considered in the study, the proposed estimators have minimum MSEs and higher PREs for the two population sets except for data set I when \( r = 15 \) where proposed estimator \( T_7 \) performed poorly and for data set II when \( r = 15 \) where proposed estimators \( T_6, T_7, T_{11}, T_{14} \) performed poorly. This implies that the proposed estimators \( T^*_i, i = 1, 2, \ldots, 16 \) and \( T_i, T_2, T_3, T_4, T_5, T_6, T_9, T_{10}, T_{12}, T_{13}, T_{15}, T_{16} \) demonstrated high level of efficiency over others and can produce better estimate of population mean in the presence of non-response on the average.

### 6 Conclusion

From the results of the empirical study in section 4, it was observed that the proposed estimators \( T^*_i, i = 1, 2, \ldots, 16 \) and \( T_i, i = 1, 2, \ldots, 16 \) with exception of \( T_6, T_7, T_{11}, T_{14} \), are more efficient than other estimators considered in the study and therefore, it is recommended for use for estimating population mean when the study variable is associated with an attribute in the presence of non-response.
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