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Abstract: This paper presents a synthesis method for the generalised dynamic regret problem, comparing the performance of a strictly causal controller to the optimal non-causal controller under a weighted disturbance. This framework encompasses both the dynamic regret problem, considering the difference of the incurred costs, as well as the competitive ratio, which considers their ratio, and which have both been proposed as inherently adaptive alternatives to classical control methods. Furthermore, we extend the synthesis to the case of pointwise-in-time bounds on the disturbance and show that the optimal solution is no worse than the bounded energy optimal solution and is lower bounded by a constant factor, which is only dependent on the disturbance weight. The proposed optimisation-based synthesis allows considering systems subject to state and input constraints. Finally, we provide a numerical example which compares the synthesised controller performance to \( H_\infty \)- and \( H_2 \)-controllers.
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1. INTRODUCTION

In recent years, regret minimisation has gained popularity as an adaptive controller performance metric. The regret of a system is defined as the difference of the incurred cost with respect to the optimal cost of a counter-factual system which has access to all future disturbances. This performance metric is adaptive in the sense that algorithms which are designed to minimise regret make use of the observed disturbances and potentially unknown, adversarial costs in order to adapt their behaviour.

In policy regret, the controller which the designed algorithm is compared to is typically restricted to the class of linear feedback laws and convex costs are considered, see e.g. Agarwal et al. (2019). The causal disturbance feedback policy, which is applied to the system, is updated at every time step using iterative update methods like gradient descent or Newton’s method with the observed disturbance and cost in an online convex optimisation manner. The goal is then to show a sublinear regret with respect to the task horizon, as is done, e.g. in Foster and Simeonowicz (2020) in the linear quadratic regulation case or in Boffi et al. (2021) for nonlinear dynamics. As the regret is sublinear in the task horizon, the time-averaged cumulative regret vanishes with increasing task horizon, implying that the proposed algorithm learns the optimal benchmark controller in the restricted policy class.

Another popular notion of regret is that of dynamic regret. As opposed to policy regret, the benchmark which is considered is not restricted to a policy class and can therefore be any control sequence. Dynamic regret minimisation in linear systems was first considered in Goel and Hassibi (2023) in the linear quadratic regulation case. A closed-form solution is derived for the dynamic regret optimal controller and it is shown that the incurred dynamic regret of the proposed controller is bounded by a linear factor in the disturbance energy. Note that compared to the algorithms typically presented in policy regret minimisation, this implies that the controller which minimises the cumulative dynamic regret does not necessarily incur sublinear regret in the considered task horizon. However, the optimality with respect to the specified control objective as well as the possibility to derive the control law in an offline manner enables the proposed method to be considered as an alternative to classical control methods such as \( H_\infty \)- and \( H_2 \)-control, as shown, e.g. in Goel and Hassibi (2023) and Martin et al. (2022). While these classical methods typically suffer from conservativeness when the disturbance does not match the underlying assumption, i.e. Gaussian and adversarial, respectively, the optimal dynamic regret controller is shown to outperform both the \( H_\infty \)- and the \( H_2 \)-controller for many possible disturbance signals due to its inherently adaptive nature.

Similar results are achieved when minimising the competitive ratio, which considers the ratio of the costs instead of the difference, as shown in Goel and Hassibi (2022a). The main limitation of such closed-form solutions lies in not being able to account for additional structure in the given control task, like additional bounds on the disturbance signal, state constraints which can be safety-critical or hard actuator limitations in the inputs. The aim of this paper is to provide a framework for synthesising controllers for the generalised dynamic regret problem for constrained systems.

Related work. In Li et al. (2021), an algorithm minimising policy regret with respect to the optimal non-causal linear feedback controller, which fulfils state and input constraints for every disturbance realisation, is considered and
in Nonhoff and Müller (2021), online convex optimisation is used to minimise dynamic regret for constrained systems with unknown cost functions and no disturbances. A dynamic regret bound of the $H_\infty$-controller is provided in Karapetyan et al. (2022). A solution for the finite horizon dynamic regret optimal controller was derived in Goel and Hassibi (2023) and for the infinite horizon case in Sabag et al. (2021). A closed-form solution for the competitive ratio optimal controller was derived for finite horizon in Goel and Hassibi (2022a) and the infinite horizon case was considered in Goel and Hassibi (2022a) and Sabag et al. (2022). Additionally, the generalised regret and its solution in an operator-theoretic form are given in Sabag et al. (2022). Furthermore, in Didier et al. (2022), known initial conditions and pointwise-in-time bounds on the disturbance are considered, which allows deriving the dynamic regret optimal controller and allows incorporating state and input constraints of the system. Finally, it is shown how state and input constraints as well as allowing to design a disturbance weight from the time-varying system matrices and recovers the suboptimality bound in the dynamic regret case proposed in Didier et al. (2022). Additionally, the generalised regret and its bound in the dynamic regret case is lower bounded by a constant factor, which depends on the condition number of the general dynamics, with an unknown additive disturbance, of the form

$$x_{k+1} = A_k x_k + B_k u_k + E_k w_k,$$

with states $x_k \in \mathbb{R}^n$, inputs $u_k \in \mathbb{R}^m$ and unknown disturbances $w_k \in \mathbb{R}^p$. For the considered task horizon $T$, the time-varying system matrices $A_k \in \mathbb{R}^{n \times n}$, $B_k \in \mathbb{R}^{n \times m}$ and $E_k \in \mathbb{R}^{n \times p}$ are known and it holds that the matrices $E_k$ have full row rank for all time steps.

We denote the state, input and disturbance sequences over the task horizon $T$ as $x = [x_0^T, x_1^T, \ldots, x_{T-1}^T]^T$, $u = [u_0^T, u_1^T, \ldots, u_{T-1}^T]^T$ and $w = [w_0^T, w_1^T, \ldots, w_{T-1}^T]^T$, respectively, and assume that the initial condition as well as a disturbance energy bound is known.

**Assumption 1.** The initial state $x_0$ and a disturbance energy bound $\omega \geq 0$ is known such that $w \in \ell_2^T := \{ w \in \mathbb{R}^{pT} \mid w^T w \leq \omega \}$.

Note that in Section 3.2, the adversarial or 0 initial condition case is also discussed, where the disturbance energy bound, albeit finite, is not required to be known.

The system described in (1) incurs a cumulative quadratic cost, which is denoted as

$$J(x_0, u, w) = \sum_{k=0}^{T-1} x_k^T Q_k x_k + u_k^T R_k u_k,$$

with cost matrices $Q_k \in \mathbb{R}^{n \times n}$ and $R_k \in \mathbb{R}^{m \times m}$ and it holds that $Q_k \succeq 0$ and $R_k = 0$, i.e. $Q$ are symmetric positive semi-definite and $R_k$ are symmetric positive definite. The cumulative cost can then be rewritten in terms of the state and input sequences as

$$J(x_0, u, w) = x^T Q x + u^T R u,$$

where we introduce cost matrices $Q=\text{blkdiag}(Q_0, \ldots, Q_T)$ and $R=\text{blkdiag}(R_0, \ldots, R_T)$, with $\text{blkdiag}(\cdot)$ denoting the block diagonal matrix of the given matrices.

This addresses the problem of minimising the generalised dynamic regret, which is defined as

$$J(\bar{\delta}, u) = \min_{u^*} J(\delta, u^*) \leq \mu \delta^T W \delta \quad \forall \delta \in \ell_2^T,$$

for the disturbance weight $W_\omega > 0$, using $\delta := [x_0^T, w^T]^T$, i.e. the aim is to find the optimal causal control sequence $u^*$ and the corresponding, minimal generalised dynamic regret level $\mu^*$ for which (4) holds. The problem therefore consists of minimising the difference between the incurred cumulative cost (3) of the system and the optimal control cost achieved by the non-causal control sequence which has access to all future disturbances $\bar{u}(\delta)$. This generalised framework is also considered in Sabag et al. (2022) in the infinite horizon case, where an operator-theoretic solution is provided. Note that in the finite horizon case which is considered in this paper, the weights on states and inputs can be directly incorporated in the time-varying $Q_k$ and $R_k$ matrices such that only the disturbance weight $W_\omega$ is considered in (4).

As shown in Goel and Hassibi (2022b), the optimal non-causal control sequence is given by

$$\bar{u}^* = -(R + F^T Q F)^{-1} F^T Q \delta,$$

where $F \in \mathbb{R}^{n(T+1) \times m(T+1)}$ and $G \in \mathbb{R}^{n(T+1) \times (n+pT)}$ are the causal operators describing the state sequence $x = Fu + G \delta$.

The optimal non-causal cost which is incurred by the control sequence (5) is given by

$$J^*(\delta) = \delta^T G^T Q (I + F R^{-1} F^T Q)^{-1} G \delta = \delta^T \Theta \delta,$$

where $I$ denotes the identity matrix of appropriate dimension. This closed-form solution for the optimal non-causal cost allows for a reformulation of (4) for the optimal generalised dynamic regret level $\mu^*$ as

$$J(\delta, u^*) = \delta^T \Theta \delta \leq \mu^* \delta^T W \delta \quad \forall \delta \in \ell_2^T.$$
where the optimal competitive ratio given adversarial disturbances is given by

$$\text{CR}(x_0, u) := \max_{w \neq 0} \frac{J(\delta, u)}{J^*(\delta)} = 1 + \mu^*, \quad (10)$$

where $\mu^*$ denotes the optimal performance level in (8).

In Section 3, we show how the generalised dynamic regret problem can be solved for bounded energy disturbance signals with known, as well as adversarial, initial conditions through an SDP and in Section 4, we consider how additional pointwise-in-time bounds on the disturbances as well as state and input constraints can be incorporated into the proposed optimisation-based synthesis framework.

3. OPTIMAL GENERALISED REGRET CONTROL VIA SYSTEM LEVEL PARAMETRISATION

In this section, we first introduce the system level parametrisation (SLP), which reformulates the state and input sequences linearly with respect to the disturbance sequence. Through an affine constraint on the optimisation variables, it can be ensured that the state and input sequences are valid for the system dynamics (1). We then show how this parametrisation can be used to synthesise the generalised dynamic regret optimal controller through a convex optimisation problem.

3.1 System Level Parametrisation

The SLP allows synthesising $H_\infty$- and $H_\infty$-optimal controllers, as shown e.g. in Anderson et al. (2019), as well as the dynamic regret optimal controller, as shown in Martin et al. (2022) and Didier et al. (2022), through convex optimisation problems and we show how it can be used in the generalised regret framework in Section 3.2. We first define

$$K = \begin{bmatrix} K^{0,0} & 0 & \ldots & 0 \\ K^{1,0} & K^{1,1} & \ldots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ K^{T,0} & \ldots & K^{T,T-1} & K^{T,T} \end{bmatrix},$$

as the causal, time-varying controller matrix, with $u = Kx$, and the block diagonal system matrices as $A = \text{blkdiag}(A_0, \ldots, A_T), B = \text{blkdiag}(B_0, \ldots, B_T)$ and $E = \text{blkdiag}(I, E_0, \ldots, E_{T-1})$. The SLP is then given by

$$\begin{bmatrix} x \\ u \end{bmatrix} = \begin{bmatrix} (I - Z(A + BK))^{-1}E \\ K(I - Z(A + BK))^{-1}E \end{bmatrix} \delta = [\Phi_x \Phi_u] \delta,$$

$$\text{s.t.} \quad 0 \geq \max_{w} w^T(\Phi_u^T C \Phi_u - O_3 - \mu V_3)w + 2w^T(\Phi_u^T C \Phi_u - O_2 - \mu V_2)x_0 + x_0^T(\Phi_0^T C \Phi_0 - O_1 - \mu V_1)x_0 \quad (16)$$

The problem of finding the optimal generalised performance level $\mu^*$ and the corresponding control matrix $K^*$ can therefore be reformulated as the following optimisation problem

$$\min_{\mu} \mu, \quad \text{s.t.} \quad 0 \geq \max_{w} w^T(\Phi_u^T C \Phi_u - O_3 - \mu V_3)w + 2w^T(\Phi_u^T C \Phi_u - O_2 - \mu V_2)x_0 + x_0^T(\Phi_0^T C \Phi_0 - O_1 - \mu V_1)x_0 \quad (16a)$$

Theorem 1. The optimal generalised dynamic regret performance level under Assumption 1 is given by the optimal value of the SDP

$$\min_{\mu, \lambda, \Phi} \mu, \quad \text{s.t.} \quad \lambda \geq 0$$

$$\begin{bmatrix} I - ZA - ZB \end{bmatrix} \Phi = \mathcal{E} \quad (17c)$$

$$\begin{bmatrix} x_0^T(O_1 + \mu V_1)x_0 - \lambda \omega \quad x_0^T(O_2 + \mu V_2)x_0 + x_0^T(\Phi_0^T C \Phi_0)^+ \Phi_0 \quad \Phi^* \quad C^2 \Phi_0 \end{bmatrix} \geq 0 \quad (17d)$$

and the corresponding generalised dynamic regret optimal controller is given by

$$K^* = \Phi_x^* \Phi_0^T.$$
Proof. As Slater’s condition is fulfilled by the QCQP (16), we can write down the dual SDP, for which it is shown, e.g., in Boyd and Vandenberghe (2004), that strong duality holds, i.e. the optimal value of the primal is equal to the optimal dual value. The constraint (16) is then equivalent to the constraints \( \lambda \geq 0 \) and

\[
\begin{bmatrix}
-x_0^T (O_1 + \mu W_1) x_0 - \lambda \omega x_0^T (O_1^2 + \mu W_1^2) \\
-(O_2 + \mu W_2) x_0 - \lambda \omega x_0^T (O_3 + \mu W_3)
\end{bmatrix}
\]

Finally, by applying the Schur complement, see, e.g., VanAntwerp and Braatz (2000), the linear matrix inequality (17) is obtained and the generalised regret optimal controller can be computed through (12).

We note that the generalised regret optimal controller can be computed in polynomial time similarly to the dynamic regret setting, as the matrix inequality (17d) is linear in the optimisation variables and SDPs can be solved in polynomial time through interior point methods, see e.g. Nesterov and Nemirovskii (1994). Note that the SDP for computing the dynamic regret optimal problem in Didier et al. (2022) is recovered from (17) by redefining \( \lambda = \mu + \lambda \) and \( \mu = (x_0^T x_0 + \omega) \) as only the special case \( W_w = I \) is considered.

In the special cases where the initial state \( x_0 = 0 \) or is adversarial, a simpler formulation to (17) can be derived, for which knowledge of an explicit disturbance energy bound \( \omega \) in Assumption 1 is no longer required. In fact, the generalised dynamic regret problem can then be reformulated as a generalised maximum singular value problem, similarly to the maximum singular value problem proposed in the dynamic regret case in Martin et al. (2022) and Didier et al. (2022). We can rewrite the problem for 0 initial condition as

\[
\begin{align*}
\text{min} & \quad \mu^T \Phi_w \Phi_w^T c^T (\Phi_w - \Phi_w c^T \Phi_w) \\
\text{s.t.} & \quad \Phi_w = \begin{bmatrix} -X_3 + O_3 \end{bmatrix} \leq 0
\end{align*}
\]

This reduced formulation follows directly from the matrix inequality formulation of the eigenvalue problem, i.e. \( X_3 \preceq (\Phi_w - \Phi_w c^T \Phi_w) \leq I \), or can be obtained from (17) with \( x_0 = 0 \) and \( \lambda = 0 \). The adversarial initial condition case can be solved in an equivalent manner by considering the generalised dynamic regret problem \( \delta^*(\Phi_w - \Phi_w c^T \Phi_w) \leq \mu \delta^*(\Phi_w - \Phi_w c^T \Phi_w) \delta \). The corresponding synthesis problem is then equivalent to (19), replacing the matrices \( W_3, O_3 \) and \( \Phi_w \) with the full cost, weight and system response matrices \( W_m, O \) and \( \Phi \), respectively, and adjusting the dimensions of the identity matrices.

Finally, we note that any two controllers which are regret optimal for their respective disturbance weights achieve the same regret rates, but with potentially different constant factors. To see this, we can consider the optimal system responses, disturbance weights and performance weights, \( \Phi_w, W_{w,1} \) and \( \mu^* \) and \( \Phi^*_w, W_{w,2} \), \( \mu^*_2 \), respectively. It then holds that

\[
\delta^*(\Phi_w^T - \Phi^*_w) \delta \leq \mu^*_2 \delta^*(\Phi_w^T - \Phi^*_w) \delta \forall w \in \ell_2^c
\]

This implies that the dynamic regret optimal controller, i.e. using \( W_{w,1} = I \), and the competitive ratio optimal controller, i.e. using \( W_{w,2} = O \), achieve the same rate, but with different constant factors as we have, by optimality, \( \mu^*_2 \leq \mu^*_1 \), as discussed in, e.g., Andrew et al. (2013).

4. STRUCTURED AND CONSTRAINED GENERALISED DYNAMIC REGRET PROBLEMS

In the previous section, we showed how the optimal solution to generalised regret problems can be synthesised through a convex semi-definite program for disturbances, that are \( \ell_2 \)-signals and where the disturbance energy is assumed to be known if the initial state is used in the optimisation (17). While this disturbance formulation captures many relevant cases, more information about the disturbance is often assumed in practice in the form of a bound on the disturbance energy at every individual time step. When considering the worst case regret performance bound, such knowledge can significantly reduce the domain in the maximisation over the disturbance. In this section, we investigate how pointwise-in-time bounds on the disturbance can be exploited in the regret minimising synthesis problem. Furthermore, we show how state and input constraints can be directly incorporated into the proposed optimisation-based framework as shown in Section 4.2.

4.1 Pointwise bounded disturbances

We consider pointwise-in-time bounded disturbances, where the disturbance sets are assumed to be ellipsoids. Note that all the results presented in this and the next section can trivially be extended to time-varying bounds, but for ease of readability, we restrict the discussion to constant bounds.

Assumption 2. The disturbance \( w_k \) in (1) lies in a known, compact ellipsoid at every time step, i.e.

\[
w_k \in \mathbb{W} = \{ w \in \mathbb{R}^p \mid w^T P w \leq 1 \}, \quad \forall k = 0, \ldots, T - 1,
\]

with \( P \in \mathbb{R}^{p \times p}, \ P > 0 \).

As the domain of the potentially adversarial disturbance is now assumed to be restricted to the \( T \)-times Cartesian product \( \mathbb{W}^T = \mathbb{W} \times \ldots \times \mathbb{W} \), the generalised dynamic regret problem which we would like to solve is given by

\[
J(\delta, u) - J^*(\delta) \leq \mu^* \delta^*(\Phi_w - \Phi_m) \delta \forall w \in \mathbb{W}^T.
\]
and the optimal performance level which fulfils the inequality is denoted $\hat{\mu}_{\text{PWB}}$.

**Remark 1.** Note that for polytopic pointwise-in-time bounded disturbances $w_k \in W$, the optimal solution can be computed by adding a constraint $\delta_i^T (\Phi^* C\Phi - O - \mu W_k) \delta_i \leq 0$ with $\delta_i = [\delta_i^T w_i^T]^T$ for every vertex $w_i$ of $W^T$. However, this results in an exponential number of constraints in the time horizon, i.e., $n_{w}^T$, where $n_w$ is the number of vertices of $W$.

Similarly to the procedure described in Section 3.2, we can rewrite the inequality condition as a maximisation over all $w \in W^T$, which is equivalent to the quadratic constraints $w^T P_i w$ with the matrices $P_i$ containing $P$ on the $i$-th block diagonal element and 0 in all other entries. By considering the dual formulation to this problem, it is again possible to arrive at a semi-definite program which is convex in the optimisation variables. However, while strong duality holds for QCQPs with one single quadratic constraint, by introducing pointwise bounds at every time step, we arrive at $T$ individual quadratic constraints such that strong duality no longer holds in general, see, e.g., Polik and Terlaky (2007) for a counterexample with just two quadratic constraints. Nonetheless, it is possible to show that even if a suboptimal solution is synthesised, the generalised performance level obtained when considering pointwise-in-time bounded disturbances is no worse than the one obtained considering an $\ell_2$-disturbance with equivalent disturbance energy, i.e., using the maximum disturbance energy $\omega = \frac{\lambda^*}{\sigma_{\min}(P)}$ in the formulation (17).

**Proposition 1.** A suboptimal generalised dynamic regret performance level in (20) under Assumption 2 is given by

$$\hat{\mu}_{\text{PWB}} = \min_{\mu, \lambda, \Phi} \hat{\mu} \quad \text{s.t.} \quad \lambda_i \geq 0 \quad \forall i = 1, \ldots, T \quad \text{(21a)}$$

$$[I - Z A - Z B] \Phi = \epsilon \quad \text{(21b)}$$

$$\begin{bmatrix} x^T_0 (O_1 + \mu W_1) x_0 - \sum_{i=1}^T \lambda_i & x^T_0 (O_2 + \mu W_2) x_0 & \ldots & x^T_0 \Phi^*_w C^T \end{bmatrix} \geq 0, \quad \text{(21c)}$$

with the corresponding controller given by $\hat{K}^* = \Phi^*_w \Phi^*_x^{-1}$ and it holds that the true regret generalised performance level $\hat{\mu}_{\text{PWB}}^*$ fulfils

$$\hat{\mu}_{\text{PWB}} \leq \hat{\mu}^* \leq \mu^*, \quad \text{(22)}$$

where $\mu^*$ denotes the optimal solution of (17).

**Proof.** The SDP formulation follows similarly to Theorem 1 directly from the dual formulation of the QCP with the $T$ constraints $w^T P_i w \leq 1$. By using Schur complement, the linear matrix inequality (21d) is obtained and $\hat{\mu}_{\text{PWB}} \leq \hat{\mu}^*$ follows from Lagrangian duality. In order to show the upper bound $\hat{\mu}^* \leq \mu^*$, we make use of the solution of (17) with $\omega = \frac{\lambda^*}{\sigma_{\min}(P)}$, denoted by $\lambda^*$ and $\Phi^*$, as a feasible solution in (21). By setting $\lambda^*_1 = \lambda^*_2 = \cdots = \lambda^*_T = \frac{\lambda^*}{\sigma_{\min}(P)}$, $\Phi = \Phi^*$ and $\mu = \mu^*$, it holds that (21) is feasible as $\sum_{i=1}^T \lambda^*_i P_i = \frac{\lambda^*}{\sigma_{\min}(P)} \sum_{i=1}^T P_i = \lambda^* \frac{\lambda^*}{\sigma_{\min}(P)} \sum_{i=1}^T P_i = \frac{\lambda^*}{\sigma_{\min}(P)} \sum_{i=1}^T P_i \geq \lambda^* I$. As $\hat{\mu}$ is minimised the inequality with respect to the optimal solution of (17) holds. 

By solving (21), we can therefore synthesise a controller which performs at least as good as the generalised regret optimal controller for $\ell_2$-disturbances in (17). However, the optimal solution, which is recovered from the SDP does not necessarily optimally solve the generalised dynamic regret problem for pointwise bounded disturbances as only weak duality holds for the provided formulation. Due to weak duality, the obtained regret performance level is always an upper bound of the regret which is truly incurred. In order to provide bounds on the suboptimality of the recovered solution, we can make use of the existence of QCP approximations in Ye (1999), which was reformulated in Ben-Tal and Nemirovski (2001).

**Lemma 1.** Consider an optimisation problem of the form

$$p^* = \max_{x} z^T M_0 z \quad \text{s.t.} \quad z^T M_i z \leq c_i, \quad \forall i = 0, \ldots, q.$$  

Then it holds that if

1) The matrices $M_1, \ldots, M_q$ commute with each other,
2) Slater’s condition holds and there exists a combination of the matrices $M_1, \ldots, M_q$ with non-negative coefficients which is positive definite,
3) $M_0 \preceq 0$,

the optimal value of its dual $q^*$ fulfils the following suboptimality bound

$$2 \pi d^* \leq p^*.$$  

**Proof.** The proof is given in (Ye, 1999, Theorem 2) and (Ben-Tal and Nemirovski, 2001, Proposition 4.10.5).

While this result is directly applicable for the dynamic regret case with $W_w = I$ in Didier et al. (2022), the maximisation $\max_{w \in W} \delta^T (\Phi^* C\Phi - O - \mu W_w) \delta$ is not directly related to the generalised regret level $\mu$ through optimal value of the problem. In order to make use of the suboptimality bound, we therefore consider the following auxiliary dynamic regret maximisation

$$p^* = \frac{1}{\delta^T d^*} \max_{\delta \in \mathbb{R}^T} \delta^T (\Phi^*_{\text{PWB}} C \Phi^*_{\text{PWB}} - O) \delta,$$  

where $\Phi^*_{\text{PWB}}$ is an optimal system response corresponding to the optimal generalised dynamic regret level $\hat{\mu}_{\text{PWB}}$ and $d^*$ is given by the initial state and an adversarial disturbance which maximises the dynamic regret $w^* \in \text{argmax}_{w \in W} \delta^T (\Phi^*_{\text{PWB}} C \Phi^*_{\text{PWB}} - O) \delta$.

**Proposition 2.** Consider the solution $\hat{\mu}^*$ of the optimisation problem (21). It holds that the optimal generalised regret level $\hat{\mu}_{\text{PWB}}^*$ fulfils

$$2 \pi k(\kappa(w)) \hat{\mu}^* \leq \hat{\mu}_{\text{PWB}}^*,$$  

where $\kappa(W_w) = \frac{\sigma_{\max}(W_w)}{\sigma_{\min}(W_w)}$ is the condition number of $W_w$.

**Proof.** It holds that the conditions in Lemma 1 are fulfilled for (23) as 1) $P_i P_j = P_j P_i = 0$ for $i \neq j$, 2) Slater’s condition holds and $\sum_{i=1}^T P_i \succ 0$ as $P \succ 0$ and 3) the incurred generalised dynamic regret is non-negative for all disturbance realisations, i.e. $\Phi^* C\Phi - 2$.
\( O \geq 0 \) for all \( \Phi \) which fulfill (13). It therefore holds that \( \frac{2}{\pi}d^* \leq P^* \leq d^* \), where \( d^* \) denotes the optimal value of the dual formulation of (23). Furthermore, it holds that \( \delta^{*T}(\Phi^T_{\text{PWB}}C\Phi_{\text{PWB}} - O)\delta^* = P^*\|\delta^*\|_2^2 \leq \mu^*_{\text{PWB}}\sigma_{\text{max}}(W_u)\|\delta^*\|_2^2 \), from which it follows that \( \frac{1}{\sigma_{\text{max}}(W_u)}d^* \leq \mu^*_{\text{PWB}} \). By using the optimal solution \( d^* \) and \( \lambda^*_j \) of the dual of (23) as well as \( \Phi^T_{\text{PWB}} \) in (21), it holds that \( \mu = \frac{d^*}{\sigma_{\text{min}}(W_u)} \) is a feasible solution as \( \frac{d^*}{\sigma_{\text{min}}(W_u)}W_u \geq \begin{bmatrix} d^* & 0 & 0 \end{bmatrix} \), which concludes the proof due to the minimisation over \( \mu \) in (21).

The computed solution therefore admits a constant lower bound, which depends only on the choice of the disturbance weight matrix \( W_u \), and which reduces to the bound provided in Didier et al. (2022) for \( W_u = I \). We note that the bound in (24) implies that when selecting a disturbance weight \( W_u \), the proposed controller synthesis in (21), using pointwise-in-time bounds on the disturbance, suffers in approximation quality when the matrix \( W_u \) has a high condition number. However, the worst-case regret incurred will still be lower compared to using a bounded disturbance energy as shown in Proposition 1. By considering the results in this section we can then formulate the following relationships between the presented synthesis problems.

**Theorem 2.** Consider the generalised regret problem (20) and its corresponding optimal performance level \( \mu^*_\text{PWB} \) for disturbances which verify Assumption 2. The following relationship holds

\[
\frac{2}{\pi\kappa(W_u)}\mu^* \leq \mu^*_{\text{PWB}} \leq \mu^* \leq \mu^*_{\text{PWB}},
\]

where \( \mu^* \) and \( \mu^* \) are the solutions of (17) and (21), respectively.

**Proof.** The relationship (25) follows directly from Proposition 1 and 2. \( \square \)

**Remark 2.** The full block S-Procedure, as used, e.g., in Scherer (2001), can also be used to derive a synthesis problem similar to (21). This results in an increased number of optimisation variables, but it encompasses the S-Procedure as a special case, implying that the optimal solution of (21) can be shown to be feasible in the resulting synthesis problem. Therefore a no worse generalised dynamic regret performance level is incurred. However, the resulting performance level showed no improvement compared to (21) in the conducted numerical example.

### 4.2 State and input constrained systems

As physical systems are often subject to state and input constraints, we show how they can be considered in the controller synthesis for any disturbance \( w \in \mathbb{W}^T \). Given the constraint sets

\[
X = \{x \in \mathbb{R}^n \mid H_x x \leq 1\}, \quad U = \{u \in \mathbb{R}^m \mid H_u u \leq 1\}
\]

we can reformulate the constraints in terms of the SLP as \( H_x \Phi \delta \leq 1, \forall w \in \mathbb{W}^T \) with \( H_x = \text{blkdiag}(I \otimes H_x, I \otimes H_u) \). As shown in Didier et al. (2022), for ellipsoidal constraints satisfying Assumption 2, the state and input constraints can directly be included in problem (21) in the form of the following constraints

\[
\max_{w \in \mathbb{W}^T} |H_z|_F \Phi \delta \leq 1, \quad \forall i
\]

which follows by exploiting the definition of the dual norm as shown, e.g., in Goulart et al. (2006) and where \( H_z \) denotes the \( i \)-th row of \( H_z \) and \( |\Phi_{\text{PWB}}|_j \) denotes the \( j \)-th block column of appropriate size of \( \Phi_{\text{PWB}} \). Note that due to the additional constraints on the system, the definition of the best achievable controller would also have to be adapted, as the optimal non-causal cost in (7) may be achieved by violating the constraints. One possibility, which was proposed in Martin et al. (2022), is to consider the optimal non-causal controller, which fulfills the constraints for all possible disturbance sequences. Such a benchmark can be computed by minimising the cost \( \Phi^T C \Phi \) using non-causal, i.e., full block, system responses \( \Phi \) subject to the constraints (27). The new benchmark cost \( O = \Phi^T C \Phi^* \) can then be used to replace \( O \) in (21).

### 5. NUMERICAL EXAMPLE

We consider a 3-DoF rocket model, describing movement on a 2D plane, which is linearised around the hover position, inspired by Spannagl et al. (2021). The states consist of the positions, velocities, angle and angular velocities of the rocket on the 2D plane, resulting in 6 states, 2 inputs, and dynamics of the form (1) \(^1\). The rocket is controlled over a horizon of \( T = 25 \), with a non-zero initial condition, cost matrices \( Q = I, R = I \) and an ellipsoidal disturbance bound \( w_k \in \mathbb{W} = \{w \mid w^T P w \leq 1\} \). The system is subject to polytopic state and input constraints given by (26). We synthesise the optimal controllers \( S_{H_2}, S_{H_{\infty}} \), where \( S \) denotes guaranteed constraint satisfaction similar to (Anderson et al., 2019, Section 2.2), using the constraint reformulation (27). The dynamic regret \( S_{\mathcal{DR}} \) and competitive ratio \( S_{\mathcal{SCR}} \) optimal controllers are synthesised using (17). As the disturbance is subject to pointwise-in-time bounds, we make use of the ellipsoidal bounds in the synthesis (21), resulting in the controllers \( S_{\mathcal{DR}} \) and \( S_{\mathcal{SCR}} \). The considered synthesis problems are solved using YALMIP and MOSEK, see Lofberg (2004) and Andersen and Andersen (2000), respectively. The normalised cumulative costs for a number of disturbance realisations, constructed similarly to the numerical example in Martin et al. (2022), and satisfying \( w_k \in \mathbb{W} \) are provided in Table 1. The disturbance realisations are drawn from a truncated Gaussian distribution on \( \mathbb{W} \), denoted \( \mathbb{W}_\text{tr} \), as well as a uniform distribution, denoted \( \mathbb{W}_\text{un} \) with domain \( \mathbb{W} \), for which the cost is averaged over 100 disturbance realisations. We note that the dynamic regret and competitive ratio optimal controllers for pointwise bounded ellipsoidal disturbances consistently outperform the other controllers except in the case of a truncated Gaussian or uniform distribution, where the \( S_{H_2} \)-controller performs best. Furthermore, \( S_{\mathcal{DR}} \) and \( S_{\mathcal{SCR}} \) show a considerably lower generalised regret performance level than their bounded energy counterparts, with a reduction of 47.1% from 10.41 to 5.50 in the dynamic regret and 24.6% from 0.61 to 0.46 in the competitive ratio case, respectively.

\(^1\) The numerical values of the model parameters and constraints are accessible in the code, as linked in the Data Availability Statement.
Table 1. Normalised incurred cumulative cost

| w  | $\mathcal{SH}_2$ | $\mathcal{SH}_\infty$ | $\mathcal{SDR}_2$ | $\mathcal{SDR}_\infty$ | $\mathcal{SCR}_2$ | $\mathcal{SCR}_\infty$ |
|-----|-----------------|-----------------------|-------------------|---------------------|------------------|---------------------|
| stair | 1.105 | 3.863 | 1.163 | 1.035 | 1.073 | 1 |
| step | 1.100 | 1.738 | 1.078 | 1.305 | 1 | 1.208 |
| sawtooth | 1.018 | 1.730 | 1.055 | 1.296 | 1 | 1.201 |
| constant | 1.360 | 3.565 | 1.206 | 1.082 | 1 | 1.082 |
| sinusoidal | 1.053 | 2.757 | 1.088 | 1.071 | 1.091 | 1 |
| $\alpha \gamma$ | 1 | 2.099 | 1.058 | 1.245 | 1.001 | 1.165 |

6. CONCLUSION

In this work, we presented an SDP-based approach for synthesising the generalised dynamic regret optimal controller for bounded energy disturbances. The proposed work extends previous results in Didier et al. (2022) to a more general class of problems, incorporating in particular also the competitive ratio setting in Goel and Hassibi (2022a). Additional assumptions on the disturbance, such as pointwise ellipsoidal bounds can be used in the synthesis to reduce conservativeness through a QCQP duality approach. A constant lower bound based on the condition number of the disturbance weight matrix is provided and it is shown how state and input constraints satisfaction can be guaranteed for the synthesised controllers.
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