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Abstract

This paper consists of two independent parts. In the first one, we contribute to the study of the class $\Sigma$. For instance, we provide a new way to characterize stochastic processes of this class. We also present some new properties and solve the Bachelier equation. In the second part, we study the class of stochastic processes $\Sigma(H)$. This class was introduced in [7] where from tools of the theory of martingales with respect to a signed measure of [21], the authors provide a general framework and methods for dealing with processes of this class. In this work, after developing some new properties, we embed a non-atomic measure $\nu$ in $X$, a process of the class $\Sigma(H)$. More precisely, we find a stopping time $T < \infty$ such that the law of $X_T$ is $\nu$.
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1 Introduction

In this paper, we consider stochastic processes $(X_t)_{t \geq 0}$ of the form

$$X_t = M_t + V_t,$$

where $V$ is an adapted continuous finite variation process such that $dV_t$ is carried by a closed optional set. Such processes have received much attention in probability theory. For instance, the equation (1) is referred to as Skorokhod’s reflection equation when $X \geq 0$ is continuous and $V$ is increasing and continuous with
It plays an important role in martingale theory. For instance: the family of Azéma-Yor martingales, the resolution of Skorokhod’s embedding problem, the study of Brownian local times. It also plays a key role in the study of zeros of continuous martingales. A large class containing all the previously mentioned processes is the class \( (\Sigma) \) whose definition is given in Section 2. This class was introduced by Yor in [24] but some of its main properties were further studied in [6, 12, 13, 14, 15, 16, 17].

Recently, the study of stochastic processes of the form of Equation (1) was generalized in the field of stochastic calculus for signed measures. That is, the stochastic calculus when the measure space is governed, not by a probability measure, but by a general measure that can take positive and negative values (signed measure). In particular, a new class of processes satisfying Equation (1) was introduced in [7] where the authors provide a general framework and methods based on the tools of the martingale theory for signed measures developed by Ruiz de Chavez in [21]. This class is called, class \( \Sigma(H) \) and we shall define it in Section 3.

The aim of this paper is to bring some contributions in frameworks of two above mentioned classes of stochastic processes. More precisely, the Section 2 is dedicated to the study of the class \( (\Sigma) \) and Section 3 is reserved to the study of the class \( \Sigma(H) \). In particular, in Section 2, we shall provide a new characterization of processes of class \( (\Sigma) \). We give also a new solution of Bachelier equation. In Section 3, we prove the following estimates for processes of the class \( \Sigma(H) \), generalizing a well known result for the pair \( (X_t, A_t) \) and for random variable \( A_\infty \) where \( X \) is a positive submartingale of the class \( (\Sigma) \) and \( A \) its non-decreasing process:

\[
P(\exists t \geq \overline{\tau}, X_t > \varphi(A_t)) = 1 - \exp \left( -\int_0^\infty \frac{dz}{\varphi(z)} \right),
\]

where \( \varphi \) is a positive Borel function and \( \overline{\tau} \) is an honest time defined in Section 3. And

\[
P(A_\infty > x) = \exp \left( -\int_0^x \frac{dz}{\lambda(z)} \right), x < b,
\]

where \( \lambda(x) = \mathbb{E}[X_\infty | A_\infty = x] \) and \( b \equiv \inf\{u : \mathbb{P}(A_\infty \geq u) = 0\} \). We use these estimates to solve the Skorokhod embedding problem on the class \( \Sigma(H) \). More precisely, we embed a non atomic measure \( \nu \) in a process \( X \) of the class \( \Sigma(H) \).

2 Some contributions to the study of the class \( (\Sigma) \)

2.1 Characterization and properties

Let us recall the definition of class \( (\Sigma) \). Throughout we fix a filtered probability space \( (\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathcal{F}, \mathbb{P}) \) satisfying the usual conditions.

**Definition 2.1.** We say that a stochastic process \( X \) is of class \( (\Sigma) \) if it decomposes as \( X = M + V \), where

1. \( M \) is a càdlàg local martingale,
2. \( V \) is an adapted continuous finite variation process starting at 0,
3. \( \int_0^t 1_{\{X_s \neq 0\}} dV_u = 0 \) for all \( t \geq 0 \).

Recall that a stochastic process \( X \) is said to be of class \( (D) \) if \( \{X_\tau : \tau \text{ is a finite stopping time}\} \) is uniformly integrable. We shall say that \( X \) is of class \( (\Sigma D) \) if \( X \) is of class \( (\Sigma) \) and of class \( (D) \).

Nikeghbali has established a martingale characterization theorem which permits to characterize the submartingales of class \( (\Sigma) \). We recall it in Theorem 5. In what follows, we provide a new way to characterize the processes of class \( (\Sigma) \).

Throughout, for any process \( X \), we shall denote \( g_t = \sup\{s \leq t : X_s = 0\} \).
Theorem 1. Let $X$ be a continuous process which vanishes at zero. Then,

$$X \in (\Sigma) \iff |X| \in (\Sigma).$$

Proof. $\Rightarrow$) Let $X = M + V$ be a stochastic process of class $(\Sigma)$. An application of Itô-Tanaka formula gives

$$|X_t| = \int_0^t \text{sgn}(X_s) dX_s + L_t^0$$

where, $L_t^0$ is the local time of $X$ at zero. This implies that

$$|X_t| = \int_0^t \text{sgn}(X_s) dM_s + \int_0^t \text{sgn}(X_s) dV_s + L_t^0.$$ 

But,

$$\int_0^t \text{sgn}(X_s) dV_s = 0$$

since $dV_t$ is carried by $\{t \geq 0 : X_t = 0\} = \{t \geq 0 : \text{sgn}(X_t) = 0\}$. Hence, it follows that:

$$|X_t| = \int_0^t \text{sgn}(X_s) dM_s + L_t^0.$$ 

Therefore, $|X| \in (\Sigma)$ since $L_t^0$ is an increasing and continuous process such that $dL_t^0$ is carried by $\{t \geq 0 : X_t = 0\}$.

$\Leftarrow$) Let us set

$$K_t = \lim_{s \to t} (1_{X_s > 0} - 1_{X_s < 0}).$$

$K$ is a progressive and bounded process and $^pK$ denotes its predictable projection. Hence, we have from the balayage formula in the progressive case (see [11] or Proposition 2.1 of [4]) that

$$K_{t^*} |X_t| = \int_0^t ^p(K_{s^*}) d|X_s| + R_t$$

where $R_t$ is a bounded variations process and $dR_t$ is carried by $\{t \geq 0 : X_t = 0\}$. Consequently,

$$K_{t^*} |X_t| \in (\Sigma).$$

But,

$$K_{t^*} |X_t| = X_t.$$ 

This completes the proof.

Remark 2.1. For any positive submartingale $X$ of class $(\Sigma)$, there exists a stochastic process $Y$ of class $(\Sigma)$ such that $X = |Y|$.

In what follows, we present some corollaries of Theorem 1 above. We shall denote $g = \sup\{t \geq 0 : X_t = 0\}$.

Theorem 2. Let $X$ be a continuous process of class $(\Sigma)$ and $L$ its local time in zero. Let $f : \mathbb{R}_+ \to \mathbb{R}_+$ be a locally bounded Borel function such that $f(L_t)|X_t|$ is of class $(D)$ and $f(L_t)|X_t| \to 1$ almost surely when $t \to \infty$. Denote $F(x) = \int_0^x f(s) ds$ and

$$K_t = \lim_{s \to t} (1_{X_s > 0} - 1_{X_s < 0}).$$

Then, the following holds.

1. If $F(\infty) < \infty$, then $(K_{t^*})_{t \geq 0}$ is a process of class $(\Sigma)$. More precisely, $K_{t^*} = f(0)X_t$ for all $t \geq 0$.

2. If $F(\infty) = \infty$, then $g < \infty$ and for every stopping time $T$, one has:

$$f(L_T)X_T = \mathbb{E}[K_g 1_{\{g \leq T\}} | \mathcal{F}_T].$$
Proof. From Theorem 1, \(|X|\) is a nonnegative process of class \((\Sigma)\). Then, according to Theorem 3.8 of [6]

1. If \(F(\infty) < \infty\), then
   \[f(0)|X_t| = 1,\]
   for all \(t \geq 0\).

2. If \(F(\infty) = \infty\), then \(g < \infty\) and for every stopping time \(T\)
   \[f(L_T)|X_T| = \mathbb{P}[g \leq T|\mathcal{F}_T].\]

Hence, multiplying (5) and (6) respectively by \(K_{g_t}\) and \(K_{g_T}\)

1. If \(F(\infty) < \infty\), then
   \[f(0)K_{g_t}|X_t| = K_{g_t},\]
   for all \(t \geq 0\).

2. If \(F(\infty) = \infty\), then \(g < \infty\) and for every stopping time \(T\)
   \[f(L_T)K_{g_T}|X_T| = K_{g_T}\mathbb{P}[g \leq T|\mathcal{F}_T].\]

But \(K_{g_t}|X_t| = X_t\). Furthermore,
\[K_{g_T}\mathbb{P}[g \leq T|\mathcal{F}_T] = \mathbb{E}[K_{g_T}1_{\{g \leq T\}}|\mathcal{F}_T] = \mathbb{E}[K_g1_{\{g \leq T\}}|\mathcal{F}_T].\]

Consequently, the theorem is proved.

Now, we shall give some new properties of the class \((\Sigma)\).

**Theorem 3.** Let \(X = M + V\) be a stochastic process of class \((\Sigma)\). Then, for any bounded predictable process \(K\),
\[(K_{g_t} \cdot X_t) \in (\Sigma).\]

**Proof.** An application of the balayage formula gives
\[K_{g_t}X_t = \int_0^t K_{g_s}dX_s = \int_0^t K_{g_s}dM_s + \int_0^t K_{g_s}dV_s\]
and the assertion follows.

**Corollary 1.** Let \(X = M + V\) be a stochastic process of class \((\Sigma)\). Then, for all measurable and bounded functions \(f\),
\[(f(V_t) \cdot X_t) \in (\Sigma).\]

**Proof.** It suffices to see that \(V_t = V_{g_t}\).

The authors of [6] showed that under some assumptions, a submartingale of class \((\Sigma)\) can be written as \(X_t = \mathbb{E}[X_\infty1_{\{g \leq t\}}|\mathcal{F}_t]\), where \(g = \sup\{t \geq 0 : X_t = 0\}\) and \(\lim_{t \to \infty} X_t = X_\infty\). Here, we present a new corollary of this result.

**Corollary 2.** Let \(X\) be a submartingale of class \((\Sigma D)\) and \(K\) be a bounded predictable process. Then, there exists an integrable random variable \(X_\infty\) such that \(\lim_{t \to \infty} X_t = X_\infty\) almost everywhere on the set \(\{g < \infty\}\) and
\[K_{g_t}X_t = \mathbb{E}[K_gX_\infty1_{\{g < t\}}|\mathcal{F}_t].\]

**Proof.** Since \(X\) is a stochastic process of class \((D)\) and \(K\) is a bounded process, we obtain from Theorem 3 that \(K_{g_t}X_t\) is a submartingale of class \((\Sigma)\). It follows that \(K_{g_t}X_t\) is again a process of class \((D)\). Then, Theorem 3.1 and Remark 3.7 of [6] permit to conclude the proof.

4
Theorem 4. Let $k > 0$ be a constant and $M$ a positive local martingale such that
\[ \lim_{t \to +\infty} M_t = 0 \quad \text{almost surely.} \]
Set $g^k = \sup\{t \geq 0 : M_t = k\}$. Then,
\[ P[g^k > t | \mathcal{F}_t] = 1 \wedge \left( \frac{M_t}{k} \right). \tag{10} \]

Proof. Note that $\left( k - M_t \right) \in \Sigma_D$ and $k = \left( k - M_\infty \right)$. Hence,
\[ (k - M_t)^+ = E[k \cdot 1_{\{g^k < t\}} | \mathcal{F}_t] \]
\[ = k \cdot P[g^k < t | \mathcal{F}_t]. \]
It follows that
\[ \left( 1 - \frac{M_t}{k} \right)^+ = P[g^k < t | \mathcal{F}_t], \]
thus
\[ P[g^k > t | \mathcal{F}_t] = 1 - \left( 1 - \frac{M_t}{k} \right)^+ = 1 \wedge \left( \frac{M_t}{k} \right). \]

2.2 The Bachelier equation and the class $\Sigma$

Now, we shall recall a result of [16]. It is the following martingale characterization for the submartingales of class $\Sigma$.

Theorem 5. Let $X = M + V$ be a local submartingale, where $M$ is a local martingale and $V$ is the non-decreasing part of $X$ in the Doob-Meyer decomposition. The following are equivalent:

1. The local submartingale $X$ is of class $\Sigma$.
2. For every locally bounded Borel function $f$, and $F(x) \equiv \int_0^x f(z)dz$, the process
\[ W^F_t(X) = F(V_t) - f(V_t)X_t \]
is a local martingale.

Throughout the rest of this section, we focus our interest to the study of the local martingale $W^F_t(X)$. More precisely, we shall show that this local martingale solves the following Bachelier equation:
\[ dY_t = \varphi(Y_t) dN_t, \quad Y_0 = 0 \tag{11} \]
where $N = -M$, $M$ being the martingale part of $X$ and $\overline{Y}_t = \sup_{s \leq t} Y_s$. Let us begin with deriving some properties of the process $W^F_t(X)$.

Proposition 6. Let $X = M + A$ be a positive local submartingale of class $\Sigma$, $f$ and $g$ two locally bounded and positive Borel functions. Let $G(x) = \int_0^x g(z)dz$ and $F(x) = \int_0^x f(z)dz$. Then, one has the following
\[ W^F_t(X) = F(A_t); \tag{12} \]
and
\[ W^G_t(f(A_t)X) = W^{G \circ F}_t(X). \tag{13} \]
Proof. We have for all \( t \geq 0 \),

\[
F(A_t) = (F(A_t) - f(A_t)X_t) + f(A_t)X_t.
\]

Hence,

\[
F(A_t) = W_t^F(X) + f(A_t)X_t.
\]

Since for all \( t \geq 0 \), \( f(A_t)X_t \geq 0 \) because \( f \) is a positive function and \( X \) is a nonnegative stochastic process, it follows that for all \( t \geq 0 \),

\[
W_t^F(X) \leq F(A_t).
\]

Moreover, if \( t \) is a point of increase of \( A_t \), one has:

\[
W_t^F(X) = F(A_t).
\]

It follows that

\[
\overline{W}_t^F(X) = F(A_t).
\]

Note that \( f(A_t)X_t \) is a submartingale of class \((\Sigma)\) with non-decreasing part \( F(A_t) \). Hence, we have

\[
W_t^G(f(A_t)X_t) = G(F(A_t)) - g(F(A_t))f(A_t)X_t.
\]

Since, the derivative of \( G \circ F \) is \((G \circ F)'(x) = f(x)g(F(x))\), we obtain

\[
W_t^G(f(A_t)X_t) = G(F(A_t)) - (G \circ F)'(A_t)X_t.
\]

Therefore,

\[
W_t^G(f(A_t)X_t) = W_t^{G \circ F}(X).
\]

\[ \square \]

Corollary 3. Let \( X = M + A \) be a submartingale of class \((\Sigma)\). Let us put \( N = -M \). Then,

\[
A_t = \sup_{s \leq t} N_s.
\]

Proof. Let \( f \) be a positive, locally bounded Borel function. Let \( F(x) = \int_0^x f(z)dz \). From Proposition 6, we get

\[
W_t^{F^{-1}}(f(A_t)X_t) = N_t.
\]

Hence, by Proposition 6, again

\[
\sup_{s \leq t} N_s = \overline{W}_t^{F^{-1}}(f(A_t)X_t) = F^{-1}(F(A_t)).
\]

Consequently,

\[
A_t = \sup_{s \leq t} N_s.
\]

\[ \square \]

Theorem 7. Let \( X = M + A \) be a submartingale of class \((\Sigma)\) and \( N_t = -M_t \). Consider a positive Borel function \( \varphi : [0, +\infty) \rightarrow (0, +\infty) \), such that \( \frac{1}{\varphi} \) is locally integrable. Let \( V(y) = \int_0^y \frac{dz}{\varphi(z)} \), and \( U \) be its inverse defined on \((0, V(\infty))\). Then the stochastic process \( Y_t = W_t^U(X), \forall t < \tau_N^\infty \) is a strong, pathwise unique solution of the Bachelier equation

\[
dY_t = \varphi(Y_t) dN_t, \quad Y_0 = 0.
\]

(14)

Proof. It follows from Corollary 3 that \( N \) is a max-continuous local martingale and

\[
X_t = \overline{N}_t - N_t.
\]

Then, it follows thanks to Definition 2.1 of [5] that \( W_t^U(X) \) is an Azema-Yor martingale. Therefore, we obtain by Theorem 3.1 of [5] that \( W_t^U(X) \) is a strong, pathwise unique, max-continuous solution for \( t < \tau_N^\infty \). \[ \square \]
3 Some contributions to the study of the class $\Sigma(H)$

3.1 Preliminaries and notations

We start by giving some notations which will be used in this section. Consider a measure space $(\Omega, \mathcal{F}_\infty, Q)$, where $Q$ is a bounded signed measure. Let $P$ be a probability measure on $\mathcal{F}_\infty$ such that $Q \ll P$. We shall throughout use the following notations:

- $D_t = \frac{dQ}{dP} |_{\mathcal{F}_t}$, where $(\mathcal{F}_t)_{t \geq 0}$ is a right continuous filtration completed with respect to $P$ such that $\mathcal{F}_\infty = \vee_t \mathcal{F}_t$. Note that $D$ is a uniformly integrable $P$-martingale (see Beghdadi-Sakrani [3]).
- $H = \{ t : D_t = 0 \}$;
- $g = \sup H; \overline{g} = 0 \vee g$;
- The smallest right continuous filtration containing $(\mathcal{F}_t)$ for which $g$ is a stopping time will be denoted by $(\mathcal{F}_g^\overline{g})$. Then, the filtration $(\mathcal{F}_t^\overline{g} + g)$ is well defined and will be denoted $(\mathcal{F}_t^\overline{g})$.
- $P' = \frac{|D_\infty|}{E[|D_\infty|]} P$.

In this work, we shall assume that $D$ is a continuous process which satisfies $P(D_\infty = 0) = 0$ (i.e $\overline{g} < \infty$ almost surely). A martingale with respect to a signed measure $Q$ was defined by Ruiz de Chavez [21] as follows:

**Definition 3.1.** We say that, an $(\mathcal{F}_t)_{t \geq 0}$-adapted process $X$ is a $(Q, P)$-martingale if:

1. $X$ is a $P$-semimartingale.
2. $XD$ is a $P$-martingale.

Now, recall the definition of stochastic processes of class $\Sigma(H)$.

**Definition 3.2.** Let $X$ be a nonnegative $P$-semi-martingale, which decomposes as:

$$X_t = M_t + A_t.$$

We say that $X$ is of class $\Sigma(H)$, if:

1. $M$ is a càdlàg $(Q, P)$-local martingale with $M_0 = 0$;
2. $A$ is a continuous non-decreasing process with $A_0 = 0$;
3. the measure $(dA_t)$ is carried by the set $\{ t : X_t = 0 \} \cup H$.

In what follows, we show how a stochastic process of class $\Sigma(H)$ can be transformed into a process of class $(\Sigma)$.

**Proposition 8.** Let $X = M + A$ be a process of class $\Sigma(H)$ such that $X_\overline{g} = 0$. Then, the process $X_{t + \overline{g}}$ is a $P'$-submartingale of class $(\Sigma)$ and its non-decreasing process is $A' = A_{t + \overline{g}} - A_\overline{g}$.

**Proof.** Let $X = M + A$ be a stochastic process which satisfies the assumptions of Proposition 8. It follows that

$$X_{t + \overline{g}} = X_{t + \overline{g}} - X_\overline{g}$$

since $X_\overline{g} = 0$. Hence, we obtain

$$X_{t + \overline{g}} = (M_{t + \overline{g}} - M_\overline{g}) + (A_{t + \overline{g}} - A_\overline{g}).$$
Since $M$ is a $((\mathbb{Q}, \mathbb{P}), (\mathcal{F}_t)_{t \geq 0})$-local martingale, it follows by the Quotient Theorem in [1] that $M_{+\overline{\tau}}$ is a $(\mathbb{P}', (\mathcal{F}_{t+\overline{\tau}})_{t \geq 0})$-local martingale. This implies that $(M_{+\overline{\tau}} - M_{\overline{\tau}})$ is also a $(\mathbb{P}', (\mathcal{F}_{t+\overline{\tau}})_{t \geq 0})$-local martingale. Furthermore

$$A' = A_{+\overline{\tau}} - A_{\overline{\tau}}$$

is an increasing and continuous process, $A'_t = 0$ and

$$\int 1_{\{X_{t+\overline{\tau}} \neq 0\}} dA'_t = \int 1_{\{X_{t+\overline{\tau}} \neq 0\}} dA_{t+\overline{\tau}}.$$

But for any $t \geq 0$

$$X_{t+\overline{\tau}} \neq 0 \iff D_{t+\overline{\tau}} X_{t+\overline{\tau}} \neq 0.$$

Hence

$$\int 1_{\{X_{t+\overline{\tau}} \neq 0\}} dA'_t = \int 1_{\{D_{t+\overline{\tau}} X_{t+\overline{\tau}} \neq 0\}} dA_{t+\overline{\tau}} = 0.$$

Therefore, $dA'_t$ is carried by $\{t \geq 0; X_{t+\overline{\tau}} = 0\}$. Consequently, $X_{+\overline{\tau}}$ is a $\mathbb{P}'$-submartingale of class $(\Sigma)$. \hfill \square

### 3.2 Some estimates and distributions for $(X_t, A_t)$ and $A_\infty$

The family of stopping times $T_\varphi$ associated with a nonnegative Borel function $\varphi$ is defined by

$$T_\varphi = \inf\{t \geq 0 : X_t \geq \varphi(A_t)\}.$$

These stopping times play an important role in the resolution by Azéma and Yor [2] and Oblój and Yor [20] of the Skorokhod embedding problem for the Brownian Motion and the age of Brownian excursions. Some special subclasses of this family are also studied in [9, 10, 16]. One natural and important question is whether the stopping time $T_\varphi$ is almost surely finite or not. The aim of this section is to answer to this question when $X$ is a stochastic process of class $\Sigma(H)$ and $A$ is its non-decreasing part.

**Theorem 9.** Let $X = M + A$ be a stochastic process of class $\Sigma(H)$ with only negative jumps, such that $X_{\overline{\tau}} = 0$ and $A_\infty = \infty$. Let $(\tau_u)$ be the right continuous inverse of $A'_t = (A_{t+\overline{\tau}} - A_{\overline{\tau}})$, i.e.

$$\tau_u = \inf\{t \geq 0; A'_t > u\}.$$

Let $\varphi : \mathbb{R}_+ \to \mathbb{R}_+$ be a Borel function. Then, we have the following estimates:

$$\mathbb{P}' \left( \exists t \geq \overline{\tau}, X_t > \varphi(A_t - A_{\overline{\tau}}) \right) = 1 - \exp \left( - \int_0^\infty \frac{dz}{\varphi(z)} \right)$$

(15)

and

$$\mathbb{P}' \left( \exists t \in [\overline{\tau}, \tau_u], X_t > \varphi(A_t - A_{\overline{\tau}}) \right) = 1 - \exp \left( - \int_0^u \frac{dz}{\varphi(z)} \right).$$

(16)

**Proof.** Let $X$ be a $(\mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$-semi-martingale satisfying the assumptions of the above theorem. First, observe that $X_{+\overline{\tau}}$ can be written as

$$X_{t+\overline{\tau}} = X_{t+\overline{\tau}} - X_{\overline{\tau}}$$

since $X_{\overline{\tau}} = 0$. This implies that

$$X_{t+\overline{\tau}} = M'_t + A'_t$$

where, $M'_t = (M_{t+\overline{\tau}} - M_{\overline{\tau}})$ and $A'_t = (A_{t+\overline{\tau}} - A_{\overline{\tau}})$. But $(D_tM_t)_{t \geq 0}$ is a $(\mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$-local martingale. An application of the Quotient Theorem in [1] permits to see that $M_{+\overline{\tau}}$ is a $(\mathbb{P}', (\mathcal{F}_{t+\overline{\tau}})_{t \geq 0})$-local martingale. It follows that $M'$ is also a $(\mathbb{P}', (\mathcal{F}_{t+\overline{\tau}})_{t \geq 0})$-local martingale which vanishes at zero. We can also see that the process $A'$ is a non-decreasing and continuous process, $A_0 = 0$ and $dA'_t = dA_{t+\overline{\tau}}$ is carried by $\{t \geq 0; X_{t+\overline{\tau}} = 0\}$.
We claim that for all locally bounded Borel functions $f$, the process

$$f(A_t)X_{s+\overline{\sigma}} - \int_0^{A_t} f(z)dz$$

is a local $(\mathbb{P}', (\mathcal{F}_{t+g})_{t \geq 0})$- martingale. Indeed, let first $f \in \mathcal{C}^1(\mathbb{R})$. Integration by parts gives

$$f(A_t)X_{t+\overline{\sigma}} = \int_0^t f(A_s)dX_{s+\overline{\sigma}} + \int_0^t f'(A_s)X_{s+\overline{\sigma}}dA_s.'$$

But $\int_0^t f'(A_s)X_{s+\overline{\sigma}}dA_s = 0$, since $dA_t = dA_{t+\overline{\sigma}}$ is carried by $\{t \geq 0; X_{t+\overline{\sigma}} = 0\}$. Hence

$$f(A_t)X_{t+\overline{\sigma}} = \int_0^t f(A_s)dM_s + \int_0^t f(A_s)dA_s.'$$

In particular

$$f(A_t)X_{t+\overline{\sigma}} = \int_0^t f(A_s)dA_s = \int_0^t f(A_s)dM_s$$

is a local $\mathbb{P}'$- martingale. The general case when $f$ is only assumed to be locally bounded follows from a monotone class argument. We first note that for any Borel function $\varphi$ we can always assume that $\frac{\varphi}{g}$ is bounded and integrable (see the proof of [Theorem 3.2,[16]]).

For $F(x) = 1 - \exp \left(-\int_x^{+\infty} \frac{dz}{\varphi(z)} \right)$ its Lebesgue derivative $f$ is given by

$$f(x) = -\frac{1}{\varphi(x)} \exp \left(-\int_x^{+\infty} \frac{dz}{\varphi(z)} \right) = -\frac{1}{\varphi(x)} (1 - F(x)).$$

It follows that

$$(U_t \equiv F(A_t) - f(A_t)X_{t+\overline{\sigma}}),$$

which is also equal to $F(A_t) + \frac{X_{t+\overline{\sigma}}}{\varphi(A_t)} (1 - F(A_t))$ is a positive local $(\mathbb{P}', (\mathcal{F}_{t+g})_{t \geq 0})$- martingale. Now, put $S_t = \sup_{s \leq t} U_s$. Then $S$ is continuous since $U$ has only negative jumps. Observe also that

$$U_0 = F(A_0) = 1 - \exp \left(-\int_0^{+\infty} \frac{dz}{\varphi(z)} \right)$$

and that $U_t$ converges $\mathbb{P}'$- almost surely as $t \to +\infty$ since $U$ is a positive local $\mathbb{P}'$- martingale.

Let us now consider

$$U_{\tau_u} = F(u) - f(u)X_{\tau_u+\overline{\sigma}}.$$

Since $dA'_t$ is carried by the zeros of $X_{s+\overline{\sigma}}$ and since $\tau_u$ corresponds to an increase time of $A'$, we have $X_{\tau_u+\overline{\sigma}} = 0$. Consequently,

$$\lim_{u \to} U_{\tau_u} = \lim_{u \to +\infty} F(u) = 0$$

and so

$$\lim_{u \to +\infty} U_u = 0.$$

Now let us note that if for a given $t_0 < +\infty$, we have $X_{t_0+\overline{\sigma}} > \varphi(A_t')$, then we must have

$$U_{t_0} > F(A_t') - f(A_t')\varphi(A_t') = 1$$

and hence we deduce that

$$\mathbb{P}'(\exists t \geq 0, X_{t+\overline{\sigma}} > \varphi(A_t')) = \mathbb{P}' \left(\sup_{t \geq 0} \frac{U_t}{U_0} > \frac{1}{U_0} \right).$$
But an application of Doob’s maximal identity [18] permits us to see that
\[
\mathbb{P}' \left( \sup_{t \geq 0} \frac{U_t}{U_0} > \frac{1}{U_0} \right) = U_0.
\]
Consequently,
\[
\mathbb{P}' \left( \exists t \geq 0, X_t > \varphi(A_t) \right) = 1 - \exp \left( - \int_0^{+\infty} \frac{dz}{\varphi(z)} \right).
\]
This implies that
\[
\mathbb{P}' \left( \exists t \geq 0, X_t > \varphi(A_t - A_{\overline{g}}) \right) = 1 - \exp \left( - \int_0^{+\infty} \frac{dz}{\varphi(z)} \right)
\]
and so
\[
\mathbb{P}' \left( \exists t \geq \overline{g}, X_t > \varphi(A_t - A_{\overline{g}}) \right) = 1 - \exp \left( - \int_0^{+\infty} \frac{dz}{\varphi(z)} \right).
\]
As in proof of Theorem 3.2 of A.Nikeghbali [16], it is enough to replace \( \varphi \) by the function \( \varphi_u \) defined as
\[
\varphi_u(x) = \begin{cases} 
\varphi(x), & \text{if } x < u, \\
\infty & \text{otherwise,} 
\end{cases}
\]
to obtain the second identity of the theorem.

Now, we shall give some corollaries of Theorem 9.

**Corollary 4.** Let \( X \) be a stochastic process of class \( \Sigma(H) \) with only negative jumps, such that \( X_{\overline{g}} = A_{\overline{g}} = 0 \) and \( A_\infty = \infty \). Let \( (\tau_u) \) and \( \varphi \) be defined as in Theorem 9. Then, we have the following estimates:
\[
\mathbb{P}' \left( \exists t \geq \overline{g}, X_t > \varphi(A_t) \right) = 1 - \exp \left( - \int_0^{+\infty} \frac{dz}{\varphi(z)} \right)
\]
and
\[
\mathbb{P}' \left( \exists t \in [\overline{g}, \overline{g} + \tau_u], X_t > \varphi(A_t) \right) = 1 - \exp \left( - \int_0^{\overline{u}} \frac{dz}{\varphi(z)} \right)
\]

The following corollary permits to achieve the aim announced at the beginning of this subsection.

**Corollary 5.** Let \( X \) be a stochastic process of class \( \Sigma(H) \) with only negative jumps, such that \( X_{\overline{g}} = 0 \) and \( \lim_{t \to +\infty} A_t = +\infty \). If
\[
\int_0^{+\infty} \frac{dx}{\varphi(x)} = +\infty,
\]
then the stopping time \( T_\varphi \) is finite \( \mathbb{P}' \)- almost surely. Moreover, if \( T < \infty \) and if \( \varphi \) is locally bounded, then
\[
X_T = \frac{1}{\varphi(A_T - A_{\overline{g}})}.
\]

**Proof.** First, recall that in this work we assume that \( \overline{g} < \infty \). From the assumption
\[
\int_0^{+\infty} \frac{dx}{\varphi(x)} = +\infty,
\]
we obtain by Theorem 9 that
\[
\mathbb{P}' \left( \exists t \geq \overline{g}, X_t > \varphi(A_t - A_{\overline{g}}) \right) = 1,
\]
hence
\[
\mathbb{P}' \left( \exists t \geq 0, X_t > \varphi(A_t - A_{\overline{g}}) \right) = 1.
\]
Then, the stopping time
\[ T^g_\varphi = \inf\{t \geq 0 : X_{t+\varphi} \geq \varphi(A_{t+\varphi} - A_\varphi)\} \]
is \( \mathbb{P}' \)-almost surely finite. But we can see that
\[ \overline{\varphi} + T^g_\varphi = \inf\{\overline{\varphi} + t \geq 0 : X_{\overline{\varphi}+t} \geq \varphi(A_{\overline{\varphi}+t} - A_\overline{\varphi})\} . \]

Therefore,
\[ T_\varphi = \overline{\varphi} + T^g_\varphi . \]

Consequently, \( T_\varphi \) is \( \mathbb{P}' \)-almost surely finite.

Furthermore, we know by Proposition 8 that \( (X_{\overline{\varphi}+t})_t \geq 0 \) is a \( \mathbb{P}' \)-submartingale of class \( (\Sigma) \). Hence, from Corollary 3.3 of [16], we obtain the equality (19). This achieves the proof.

\[
\square
\]

Let us give now some results about the approximation of the law of the random variable \( A_\infty \).

**Theorem 10.** Let \( X \) be a stochastic process of class \( \Sigma(H) \) and of class \( (D) \) such that \( X_{\overline{\varphi}} = A_\overline{\varphi} = 0 \), and let
\[ \lambda(x) = \mathbb{E}'[X_\infty | A_\infty = x] \]
(\( \mathbb{E}' \) is the expectation with respect to \( \mathbb{P}' \)). Assume that \( \lambda(A_\infty) \neq 0 \). Then for
\[ b \equiv \inf\{u : \mathbb{P}'(A_\infty \geq u) = 1\} , \]
it holds
\[ \mathbb{P}'(A_\infty > x) = \exp \left( - \int_0^x \frac{dz}{\lambda(z)} \right) , x < b . \]

**Proof.** Let \( f \) be a bounded Borel function with compact support. From Corollary 2.2 of [7], it follows that
\[ M_t = \tilde{F}(A_t) - f(A_t)X_t \]
is a uniformly integrable \( (\mathbb{Q}, \mathbb{P}) \)-martingale. This implies that \( (\tilde{M}_t = M_{t+\varphi})_t \geq 0 \) is a \( \mathbb{P}' \)-martingale. Furthermore, \( \tilde{M}_0 = 0 \) since \( X_{\overline{\varphi}} = A_\overline{\varphi} = 0 \). Then,
\[ \mathbb{E}'[\tilde{F}(A_\infty)] = \mathbb{E}'[X_\infty f(A_\infty)]. \]

But
\[
\mathbb{E}'[X_\infty f(A_\infty)] = \mathbb{E}'[\mathbb{E}'[X_\infty f(A_\infty) | A_\infty]] \\
= \mathbb{E}'[f(A_\infty)] \mathbb{E}'[X_\infty | A_\infty].
\]

Therefore,
\[ \mathbb{E}'[\tilde{F}(A_\infty)] = \mathbb{E}'[f(A_\infty) \lambda(A_\infty)]. \]

Now, since \( \lambda(A_\infty) > 0 \), if \( \nu(dx) \) denotes the law of \( A_\infty \) and \( \overline{\nu}(x) = \nu([x, \infty[) \), (21) implies
\[ \int_{-\infty}^\infty dz f(z) \overline{\nu}(z) = \int_0^\infty \nu(dx) f(z) \lambda(z) \]
and consequently
\[ \overline{\nu}(z) dz = \lambda(z) \nu(dz) . \]

Recall that \( b \equiv \inf\{u : \mathbb{P}'(A_\infty \geq u) = 0\} ; \) hence for \( x < b \)
\[ \int_{-\infty}^x \frac{dz}{\lambda(z)} = \int_0^x \frac{\nu(dx)}{\overline{\nu}(z)} \leq \frac{1}{x} < \infty \]
and integrating (22) from 0 to \( x , x < b \), it follows that
\[ \overline{\nu}(x) = \exp \left( - \int_0^x \frac{dz}{\lambda(z)} \right) \]
and the result follows easily.

\[ \square \]
We present the following interesting corollary.

**Corollary 6.** Let $X$ be a process of class $\Sigma(H)$ and of class $(D)$ such that $X_0 = A_0 = 0$ and $\lim_{t \to +\infty} X_t = a > 0$, a.s. Then

$$\mathbb{P}(A_\infty > x) = \exp\left(-\frac{x}{a}\right),$$

**Proof.** That is a consequence of Theorem 10, with $\lambda(x) \equiv a$. □

### 3.3 The Skorokhod embedding problem for non-atomic laws on $\mathbb{R}_+$

Now, we shall use results of Subsection 3.2 to embed a non-atomic probability measure $\nu$ in a stochastic process $X$ of class $\Sigma(H)$. More precisely, let $\nu$ be a probability measure on $\mathbb{R}_+$, which has no atoms, and let $X$ be a stochastic process of class $\Sigma(H)$ with only negative jumps, such that $X_0 = A_0 = 0$ and $A_\infty = +\infty$. Our aim is to find a stopping time $T_\nu$ such that the law of $X_{T_\nu}$ is $\nu$. Note that $T_\nu$ coincides with the stopping time proposed by Obój and Yor [20] when $X_t = B_t$ is a Brownian motion and used by Nikeghbali [16] when $X$ is a submartingale of class $\Sigma$.

In what follows, we write $\pi(x) = \nu([x, \infty))$ for the tail of $\nu$, $a_\nu = \sup\{x \geq 0 : \pi(x) = 1\}$, and $b_\nu = \inf\{x \geq 0 : \pi(x) = 0\}$. $-\infty \leq a_\nu \leq b_\nu \leq \infty$, respectively, for the lower and upper bounds of the support of $\nu$. Now, introduce the dual Hardy-Littlewood function of [20] $\Psi_\nu : [0, +\infty) \to (0, +\infty)$ through

$$\Psi_\nu(x) = \int_{[0,x]} \frac{z}{\pi(z)} d\nu(z), \quad a_\nu \leq x \leq b_\nu,$$

$\Psi_\nu(x) = 0$ for $0 \leq x \leq a_\nu$ and $\Psi_\nu(x) = \infty$ for $x \geq b_\nu$. The function $\Psi_\nu$ is continuous, increasing and so we can define its right continuous inverse

$$\varphi_\nu(z) = \inf\{x \geq 0 : \Psi_\nu(x) > z\},$$

which is strictly increasing. We are ready to state the main result of this paper:

**Theorem 11.** Let $X$ be a stochastic process of class $\Sigma(H)$ with only negative jumps, such that $X_0 = A_0 = 0$ and $A_\infty = +\infty$. The stopping time

$$T_\nu = \inf\{t \geq 0 : X_t \geq \varphi_\nu(A_t)\}$$

is $\mathbb{P}'$- almost surely finite and solves the Skorokhod embedding problem for $X$, i.e. the law of $X_{T_\nu}$ is $\nu$.

**Proof.** First, we note that (see [20])

$$\int_0^x \frac{dz}{\varphi_\nu(z)} < \infty \quad \text{for} \quad 0 \leq x < b_\nu$$

and

$$\int_0^{+\infty} \frac{dz}{\varphi_\nu(z)} = +\infty.$$

Consequently, it follows from Corollary 5 that $T_\nu < \infty \mathbb{P}'$-a.s. Moreover, we know from Proposition 8 that $(X_t + \overline{\tau})_{t \geq 0}$ is a submartingale of class $(\Sigma)$ and Corollary 4 permits to affirm that the stopping time

$$T_\nu' = \inf\{t \geq 0 : X_t + \overline{\tau} \geq \varphi(A_t + \overline{\tau})\}$$

is finite $\mathbb{P}'$-a.s. Since $T_\nu = T_\nu' + \overline{\tau}$, it follows by Remark 3.5 of [16] that

$$X_{T_\nu} = \varphi_\nu(A_{T_\nu}).$$

Now, let $h : \mathbb{R}_+ \to \mathbb{R}_+$ be a strictly decreasing function, locally bounded, and such that

$$\int_0^{+\infty} h(z) dz = \infty.$$
According to Proposition 2.1 of [7], \( h(A_t)X_t \) is again a stochastic process of class \( \Sigma(H) \), and its increasing process is

\[
\int_0^{A_t} h(z)dz = H(A_t).
\]

The stopping time

\[ R_h = \inf\{t \geq 0 : h(A_t)X_t = 1\} \]

is finite \( \mathbb{P}' \)-almost surely see Corollary 5. Since

\[
\lim_{t \to +\infty} H(A_t) = +\infty
\]

and that \( h(A_t)X_t = H(A_t) = 0 \), it follows from Corollary 6 that \( H(A_{R_h}) \) is distributed as a random variable \( e \) which follows the standard exponential law, and hence

\[ A_{R_h} \overset{\text{law}}{=} H^{-1}(e). \]

Consequently,

\[
X_{R_h} \overset{\text{law}}{=} \frac{1}{h(H^{-1}(e))} \quad \text{since} \quad X_{R_h} = \frac{1}{h(A_{R_h})}.
\]

(23)

Now, we investigate the converse problem; that is, given a probability measure \( \nu \), we want to find \( h \) such that

\[ X_{R_h} \overset{\text{law}}{=} \nu. \]

From (23), we deduce

\[
\nu(x) = \mathbb{P}' \left( \frac{1}{h(H^{-1}(e))} > x \right) = \mathbb{P}' \left( H^{-1}(e) > h^{-1} \left( \frac{1}{x} \right) \right) = \mathbb{P}' \left( e > H \left( h^{-1} \left( \frac{1}{x} \right) \right) \right) = \exp \left( -H \left( h^{-1} \left( \frac{1}{x} \right) \right) \right).
\]

Now, differentiating the last equality yields

\[
-d\nu(x) = \nu(x) \left[ h \left( h^{-1} \left( \frac{1}{x} \right) \right) \right] d \left( h^{-1} \left( \frac{1}{x} \right) \right) = \frac{\nu(x)}{x} d \left( h^{-1} \left( \frac{1}{x} \right) \right).
\]

Hence

\[ d \left( h^{-1} \left( \frac{1}{x} \right) \right) = x \frac{d\nu(x)}{\nu(x)}. \]

Consequently, we have

\[ h^{-1} \left( \frac{1}{x} \right) = \int_0^x \frac{z}{\nu(z)} d\nu(z) = \Psi_\nu(x). \]

But

\[ R_h = \inf\{t \geq 0 : h(A_t)X_t = 1\} \]
Then
\[ R_h = \inf \{ t \geq 0 : X_t \geq A\nu^{-1}(A_t) \}. \]

Therefore, the proof of the theorem follows easily. \qed
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