Abstract: This study was conducted to explore the distribution and changes of groundwater resources in the research area, and to promote the application of geographic information system (GIS) technology and its deep learning methods in chemical type distribution and water quality prediction of groundwater. The Shiyang River Basin in Minqin County was selected as the research object for analyzing the natural components distribution and its preliminary forecast in partial areas. With the priority control of groundwater pollutants, the concentration changes of four indicators (including the permanganate index) in different spatial distributions were analyzed based on the GIS technology, so as to provide a basis for the groundwater quality prediction. Taking the permanganate as a benchmark, this study evaluated the prediction effects of the conventional back propagation (BP) neural network (BPNN) model and the optimized BPNN based on the golden section (GBPNN) and wavelet transform (WBPNN). The algorithm proposed in this study is compared with several classic prediction algorithms for analysis. Groundwater quality level and distribution rules in the research area are evaluated with the proposed algorithm and GIS technology. The results reveal that GIS technology can characterize the spatial concentration distribution of natural indicators and analyze the chemical distribution of groundwater quality based on it. In contrast, the WBPNN has the best prediction result. Its average error of the whole process is 3.66%, and the errors corresponding to the six predicated values are all below 10%, which is dramatically better than the values of the other two models. The maximal prediction accuracy of the proposed algorithm is 97.68%, with an average accuracy of 96.12%. The prediction results on the water quality level are consistent with the actual condition, and the spatial distribution rules of the groundwater water quality can be shown clearly with the GIS technology combined with the proposed algorithm. Therefore, it is of great significance to explore the distribution and changes of regional groundwater quality, and this study will play a critical role in determining the groundwater quality.
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1. Introduction

As the source of life, water is an extremely important resource in daily production and human life, as well as a critical environmental resource that ensures stable survival of various organisms on the earth [1,2]. Groundwater specifically refers to the water located in the crevices of the geological body. As a widespread water type with many excellent properties, groundwater is also an indispensable and significant component of water resources, and it is especially critical for arid or semi-arid regions. At the same time, groundwater becomes an alternative resource when the surface water
pollution is severe or aggravated, and its essential role under such conditions is self-evident \[3,4\]. However, the unreasonable utilization of groundwater has caused many ecological problems in recent years. As a result, the investigation of water quality monitoring and water quality distribution rules is also of great significance for promoting the reasonable utilization of groundwater resources.

Currently, many researchers are working on groundwater resource monitoring and water quality assessment. Taking the Daya Bay as the research object, Kai et al. analyzed and evaluated the water quality of the area through analysis of the changes in the concentration of some major elements including dissolved inorganic phosphorus and silicate, and analyzed and discussed the transfer of groundwater based on the numerical simulation of groundwater flow \[5\]; Mohana and Velmurugan adopted Gibb’s diagram to evaluate the change mechanism of the chemical composition of the groundwater, revealed the uniqueness of groundwater based on the relationship among the main ions, assessed the hydro-chemical characteristics of the physical and chemical parameters related to groundwater through contour maps, and determined the important geochemical characteristics of groundwater quality evaluation and the influences of monsoon changes on the chemical composition of groundwater \[6\]; Ostad–Ali-Askari (2017) studied the nitrate pollution of groundwater, and modeled and estimated the nitrate pollution of groundwater at the edge of a river in a certain region through the use of water quality and artificial neural network (ANN), concluding after repeated experiments that the network having a hidden layer and 19 neurons had the smallest error in the training, testing, and verification, and the ANN can be applied to the study of water quality parameters \[7\]; Zanotti (2019) evaluated the quality of groundwater and surface water with the positive matrix decomposition method, thereby determining the key hydrological characteristics and processes for regulation, and found that this method had strong interaction between groundwater and surface water and was applicable in the hydrological system greatly affected by the agricultural activities \[8\]; Johnny (2018) analyzed the spatial distribution of groundwater by using the inverse distance weight (IDW)-based on geographic information system (GIS) and explored the rationality of groundwater for drinking and irrigation \[9\]. Therefore, there are many research results on groundwater quality monitoring, and some researches are related to the application of neural network methods and GIS technology. However, there are few studies on the application of the optimized neural network and combination of GIS and neural network algorithms in groundwater monitoring or quality assessment.

Based on this, GIS technology was applied to the analysis of the spatial distribution of groundwater pollutants, and the BPNN method was applied to the monitoring of groundwater quality for better analyzing the groundwater quality in the downstream areas such as Shiyang River in Minqin County. Based on a combination of GIS technology and BPNN method, it is expected to provide a feasible idea and method for monitoring the distribution of groundwater pollutants and water quality. The spatial distribution of groundwater was analyzed and discussed based on the water chemical characteristics of the research area, and the spatial distribution of groundwater was analyzed with the GIS technology. Based on the water chemical characteristics and spatial distribution of the groundwater in the research area, the groundwater was predicted using the neural network method based on the deep learning to provide a reliable reference for determining the groundwater quality level. During the prediction of groundwater, the golden section and wavelet transform were introduced to improve and optimize the back propagation (BP) neural network (BPNN) into wavelet transform (WBPNN) and golden section (GBPNN). The GBPNN was applied to water quality prediction. This is a manifestation of the research that is different from others in related fields. This study creatively proposes the GBPNN algorithm and WBPNN algorithm, and the latter can achieve better prediction results than other classic prediction algorithms.

In summary, this study analyzed the groundwater quality monitoring and spatial distribution through the combination of GIS technology and BPNN method; it was found that the golden section and wavelet transform can significantly improve the predictive performance of BPNN after the BPNN is optimized.
2. Materials and Methods

2.1. Overview of GIS and Research Area

GIS is a tool for spatial data analysis and processing. The earliest application of this system was in the management of water resources. With the rapid development of computer information technology in recent years, the development of GIS in the field of hydrology has become a key focus of the society [10,11]. Specifically, the development of GIS technology is accompanied by the integration of remote sensing and mapping, space technology, and computer information technology. GIS can not only search for relevant spatial data information, but also collect and analyze the image data information. In addition, GIS can analyze and process the spatial data information, which is its biggest feature in contrast to other data analysis systems [12].

Considering the important role of groundwater in arid or semi-arid regions, the Shiyang River Basin in Minqin County in northeast of the Hexi Corridor of Gansu Province was selected as the research object in this study for exploration and analysis. From a climatic point of view, it is located in a temperate arid desert climate zone, which has a typical arid continental climate with obvious characteristics of low precipitation and large evaporation. The temperature difference between morning and evening is large, and the difference between the highest and the lowest temperature sometimes even reaches about 60 °C. At the same time, it has abundant light source resources, and its evaporation is greatly affected by soil salinization and diving mineralization. It can be considered as one of the driest areas in the country. From a hydrogeological point of view, its groundwater storage mainly includes two parts: bedrock fracture water and interstitial water. Based on the different properties of aquifers, bedrock fracture water and interstitial water can be divided into different levels [13]. For example, the interstitial water can be divided into phreatic confined water, deep confined water, and aquifers with different locations. The groundwater level has been greatly reduced due to the over-extraction of groundwater in the past few decades, which has led to the degradation of vegetation in the area. In addition, the continuous increase in groundwater salinity has led to aggravation of soil salinization and desertification, which has accelerated the growth of some xerophytes. Since the 1970s, the basin area in Minqin County has been continuously exploiting groundwater resources, and the surface water resources have been in short supply, so groundwater resources in the region decreased gradually, which in turn led to a series of social and environmental problems. In general, the current main problems of groundwater in Minqin County include serious over-exploitation, deterioration of groundwater quality, and a drop in groundwater level [14]. The geographical location of the study area is shown in Figure 1 below.

![Geographical location of the study area.](image-url)
Based on the existing problems of groundwater in Minqin, it is essential to predict the groundwater quality and analyze and discuss the distribution of groundwater in this region. Based on abovementioned contents, the water chemical characteristics of the research area were analyzed; the spatial distribution of related water chemical elements was discussed by relying on GIS spatial interpolation technology; and the BPNN method was introduced to evaluate the prediction of groundwater quality [15]. The spatial distribution of different water quality levels in the research area can be obtained based on the GIS technology. The prediction of the spatial distribution and water quality of groundwater play an important role in determining the level of groundwater pollution.

2.2. Analysis of the Temporal and Spatial Evolution of Water Chemical Types

The dynamic evolution of regional groundwater quality was analyzed from time and space aspects. Based on the water chemical information data obtained through actual monitoring of the research area, 2010, 2015, and 2019 were selected as the study years. April was selected for analysis taking into account the impact of seasonal changes. The distribution of spatial interpolation sites in the selected research area under different representative years is shown in Figure 2 below.

![Figure 2. The distribution of spatial interpolation sites in the selected research area under different representative years.](image-url)

The spatial interpolation maps for the key influencing factors affecting the groundwater quality are made under the ArsGis platform. The supply of groundwater in the research area is mainly derived from the recharge of underground runoff, and the groundwater mainly flows from south to north. According to the specific locations of the selected observation wells, water samples were collected from six observation wells, including 176 Hongyashan Reservoir, 167 Xuebai Village, 159 Dam, 142 Datan, 132 Hongshaliang, and 112 West Canal. The key chemical elements in the research area change with the content of the groundwater flow upwards, and the spatial change rules were analyzed by linear fitting. In this way, the proposed method can lay a foundation for groundwater quality prediction and spatial grade distribution analysis.

2.3. Back Propagation Neural Network

Among the many neural network models of deep learning, ANN relies on the information transmission among multiple neurons to realize the analysis and processing of complex data [16]. Through the learning process in the external environment, the internal connection strength of ANN will store the relevant knowledge learned. During the application of the ANN, the analysis of various non-linear data information is realized by relying on neurons. Through the interconnection between many neurons, the ANN can be formed [17]. The connection mode of ANN mainly includes feedforward neural network and feedback neural network. The former generates feedback information during the training process, and the layers in the neural network are connected to each other. There is no backward feedback signal, and the most representative feedforward ANN is the BPNN. The latter can be called a recursive network. Its structure is more complicated than the former, its initial state...
depends on the input signal, and there is a feedback between the hidden layer in the neural network and the neurons corresponding to the output layer.

Under the ANN, BPNN is a kind of multi-layer feedforward neural network, and its main structure includes an input layer, a hidden layer, and an output layer. The key point in the BPNN is the negative gradient descent, which is also the characteristic of the BPNN. The specific errors are always adjusted in the direction where the error decreases the fastest [18]. For the adjustment of the weight and threshold in the BPNN, the corresponding equations are given as below:

\[ W_{ij}(t+1) = -\eta \frac{\partial E}{\partial W_{ij}} + W_{ij}(t) \quad (1) \]

\[ W_{jk}(t+1) = -\eta \frac{\partial E}{\partial W_{jk}} + W_{jk}(t) \quad (2) \]

\[ T_{ij}(t+1) = -\eta \frac{\partial E}{\partial T_{ij}} + T_{ij}(t) \quad (3) \]

\[ T_{jk}(t+1) = -\eta \frac{\partial E}{\partial T_{jk}} + T_{jk}(t) \quad (4) \]

where \( E \) is the sum of squared errors, \( \eta \) is the learning rate, and \( T \) is the threshold corresponding to the neuron. Besides, \( W_{ij}(t+1) \) is the connection weight between the \( i \)th neuron under the input layer and the \( j \)th neuron in the hidden layer at the time point \( t+1 \), and \( W_{jk}(t+1) \) represents the connection weight between the \( j \)th neuron in the input layer and the \( k \)th neuron in the hidden layer at the time point \( t+1 \). The rest can be treated in the same manner.

According to the above adjustment of the weight and threshold in the BPNN, the BPNN algorithm realizes the adjustment of the output value by adjusting these two parameters in the network. In this study, BPNN is applied to the simulation and monitoring of groundwater quality. All data to be studied has to firstly be normalized. In a set of data, if the corresponding maximum value is \( x_{\text{max}} \) and the corresponding minimum value is \( x_{\text{min}} \), then the normalization of the data can be expressed as Equation (7).

\[ x' = \frac{x - x_{\text{max}}}{x_{\text{max}} - x_{\text{min}}} \quad (5) \]

In the above Equation (7), \( x' \) represents the mapped value, so the data can be standardized with the following equation:

\[ x' = \frac{x - \eta}{\sigma} \quad (6) \]

where \( \sigma \) refers to the variance.

The number of nodes in the hidden layer under BPNN can be determined with the following equation:

\[ L = \sqrt{m + n + a} \quad (7) \]

In Equation (9), \( m \) represents the number of nodes in the inputted hidden layer, \( n \) represents the number of hidden layer nodes of the output, and \( a \) corresponds to a constant, which can be used to determine the range corresponding to the number of hidden layer nodes. Moreover, \( L \) refers to the number of nodes in hidden layer of the neural network.

BPNN has excellent characteristics, such as independent learning ability, strong fault tolerance, and non-linear mapping ability. However, there are still some shortcomings in the application, such as slow convergence speed, large difference in the final output results of the network, and easy to fall into local maximum excellent. For this reason, the BPNN was optimized and modified as GBPNN in this study, so as to improve its performance in the water quality monitoring.
2.4. Optimization of BPNN Based on the Number of Hidden Layer Nodes

For the determination of the number of neurons in the hidden layer under BPNN model, there is currently no unified standard or method. On the contrary, too many neurons will affect the time of learning and training, resulting in poor convergence performance, while too few neurons will also cause the fault tolerance of the neural network to decrease [19]. It is not difficult to see that the determination of the number of hidden layers in the BPNN is a very critical issue. For this reason, the golden section is introduced in this study to optimize the number of hidden layer nodes of BPNN. The specific optimization process is as follows: the range of the number of nodes has to be known. If the range is \([b, c]\), then the first section point with this range should be found out, which can be expressed as the equation below:

\[
C_1 = 0.382 \times (c - b) \tag{8}
\]

Then, the mean square error of the first section point can be obtained relying on the running of the program, which can be expressed as \(\text{MSE}(C_1)\); next, the second section point can be found in the assumed range, which can be expressed as the Equation (11).

\[
C_2 = 0.618 \times (c - b) \tag{9}
\]

With the same method, the mean square error can be obtained and expressed as \(\text{MSE}(C_2)\), then the two obtained mean square errors are compared. If Equation (12) can be met, the scope of the number of hidden layer nodes will be changed into \([b, C_2]\).

\[
\text{MSE}(C_1) < \text{MSE}(C_2) \tag{10}
\]

If Equation (13) can be met, the scope of the number of hidden layer nodes can be changed into \([C_1, c]\).

\[
\text{MSE}(C_1) > \text{MSE}(C_2) \tag{11}
\]

If Equation (14) can be satisfied, the scope for number of the nodes in hidden layer will be changed into \([C_1, C_2]\).

\[
\text{MSE}(C_1) = \text{MSE}(C_2) \tag{12}
\]

The above steps should be repeated on the basis that the scope can be obtained, and the following equation can be guaranteed:

\[
\text{MSE}(C) = \min\{\text{MSE}(b), \text{MSE}(c), \text{MSE}(C_1), \text{MSE}(C_2)\} \tag{13}
\]

where \(C_1\) and \(C_2\) represent the golden section points in \([b, c]\), and \(C\) represents the optimal point corresponding to the number of hidden layer nodes of the BPNN.

2.5. WBPN Based on the Groundwater Quality Prediction

Continuous wavelet transform (CWT) can be used to achieve a good analysis of local characteristics related to time and frequency. If the frequency band is low, the time resolution of this transform is relatively low and the frequency resolution is relatively high; if the frequency band is high, the time resolution corresponding to this transformation is relatively high and the frequency resolution is relatively low [20]. The WBPN analysis combines the common characteristics of wavelet transform and BPNN. Firstly, the WBPN can effectively extract local information, and it also has the superior characteristics of self-learning and fault tolerance of the BPNN. Secondly, the primitives of the WBPN and its comprehensive structure are determined on the basis of wavelet analysis, so it can effectively avoid the shortcomings of the structure of the BPNN such as selecting the number of hidden layer nodes. Thirdly, the WBPN has better performance in learning ability and convergence speed. For the realization of WBPN, the determination of network structure and parameters are two very
important aspects. The former mainly depends on the number of hidden layer nodes and the type of wavelet function.

The application of BPNN algorithm mainly includes the forward propagation corresponding to the working signal and the back propagation corresponding to the error signal. In the forward propagation, if the number of samples input by the neural network is equal to \( M \), then the number of the model corresponding to the input sample is given as below.

\[
M(m = 1, 2, \cdots, M)
\]  

(14)

Then, the input of the \( j \)th neuron in the hidden layer of the sample can be expressed as the equation below:

\[
Net^m_j = \sum_{k=1}^{n} W^m_{jk} \times x^m_k + W^m_0
\]  

(15)

Then, the output can be written as Equation (18):

\[
O^m_j = \psi \left( \frac{Net^m_j - b_j}{a_j} \right) = \psi(Z^m_j)
\]  

(16)

Then, the input of the \( i \)th neuron in the output layer of the sample can be expressed as the equation below:

\[
Net^m_i = \sum_{j=1}^{l} W^m_{ij} \times O^m_j + W^m_i 0
\]  

(17)

In addition, the output can be written as Equation (20):

\[
y^m_i = f(Net^m_i) = Net^m_i
\]  

(18)

In back propagation, the error function corresponding to the neural network can be expressed as below:

\[
E = \frac{1}{m} \sum_{m=1}^{M} \sum_{i=1}^{l} (Y^m_i - y^m_i)^2
\]  

(19)

In Equation (21), \( m \) represents the total number of samples, \( Y^m_i \) represents the expected output of the \( i \)th neuron in the \( M \)th sample corresponding to the output layer, and \( y^m_i \) represents the actual output.

Modification of the parameter for neural network can be expressed as the equation below:

\[
\Delta \phi = -\eta \frac{\partial E}{\partial \phi}
\]  

(20)

where \( \eta \) refers to the learning rate. \( \phi \) refers to the parameter to be corrected in the neural network.

Thus, the threshold corresponding to the output layer of the wavelet network can be adjusted to Equation (20).

\[
\Delta W_0 = -\eta \frac{\partial E}{\partial W_0} = \frac{2\eta}{M} \sum_{m=1}^{M} (Y^m_i - y^m_i)
\]  

(21)

The weight of the output layer can be adjusted to the Equation (21).

\[
\Delta W_{ij} = -\eta \frac{\partial E}{\partial W_{ij}} = \frac{2\eta}{M} \sum_{m=1}^{M} (Y^m_i - y^m_i) O^m_j
\]  

(22)
The threshold corresponding to the hidden layer can be adjusted to the following equation.

$$\Delta W_{j0} = -\eta \frac{\partial E}{\partial y_{j}^{m}} = \frac{2\eta}{M \times a_{j}} \sum_{m=1}^{M} \sum_{i=1}^{l} (y_{i}^{m} - y_{i}^{m}) \times W_{ij} \times \psi'(Z_{i}^{m})$$  \hspace{1cm} (23)

The weight of the hidden layer can be adjusted to the following equation.

$$\Delta W_{jk} = -\eta \frac{\partial E}{\partial W_{jk}} = \frac{2\eta}{M \times a_{j}} \sum_{m=1}^{M} \sum_{i=1}^{l} (y_{i}^{m} - y_{i}^{m}) \times \psi'(Z_{i}^{m}) \times x_{k}^{m}$$  \hspace{1cm} (24)

On this basis, the momentum term coefficient $\alpha$ and adaptive adjustment learning rate $\xi$ are introduced to optimize the BP algorithm. After these two parameters are utilized, the final adjustments of the parameters of each layer in the WBPNN can be expressed as the equation below:

$$W_{jk}(t + 1) = W_{jk}(t) + \alpha (W_{jk}(t) - W_{jk}(t - 1)) - \xi \frac{\partial E}{\partial W_{jk}}$$  \hspace{1cm} (25)

$$W_{ij}(t + 1) = W_{ij}(t) + \alpha (W_{ij}(t) - W_{ij}(t - 1)) - \xi \frac{\partial E}{\partial W_{ij}}$$  \hspace{1cm} (26)

$$W_{j0}(t + 1) = W_{j0}(t) + \alpha (W_{j0}(t) - W_{j0}(t - 1)) - \xi \frac{\partial E}{\partial W_{j0}}$$  \hspace{1cm} (27)

$$W_{i0}(t + 1) = W_{i0}(t) + \alpha (W_{i0}(t) - W_{i0}(t - 1)) - \xi \frac{\partial E}{\partial W_{i0}}$$  \hspace{1cm} (28)

2.6. Neural Network Training of Water Quality Level Prediction

The BPNN is adopted for comprehensive prediction and evaluation of water quality, and the data includes the training sample, prediction sample, and prediction and evaluation sample. Among the monitoring indicators of natural component water quality, permanganate could reveal the pollution degree of organic oxides and inorganic oxides in the water body, so permanganate was considered as a relatively comprehensive evaluation indicator. The higher content the permanganate, the greater the degree of pollution of the water body. When the BPNN was applied to predict the water quality, the permanganate was used as the evaluation indicator, and matrix laboratory (MATLAB) was selected for water quality prediction and simulation processing. The network training error was set to 0.0001, the learning rate was set to 0.01, and the number of iterations was set to 15,000 times, so as to train the neural network model. Furthermore, the optimized BPNN is compared with the wavelet neural network algorithm to analyze the effects of several algorithms in water quality prediction. In this study, a total of six years of water quality data from a water quality monitoring site in the research area was selected from 2014 to 2019. Since the data of the selected site was monitored once a month, there were 72 groups of data. The water quality monitoring process was regarded as a single time series, and the fluctuation and change process of the permanganate index were regarded as a function of the time series as an independent variable, respectively. Based on the change of the permanganate concentration, the selected water quality data from 2014 to 2018 was selected as the training sample of the neural network. In addition, the water quality data from January to December 2019 was adopted as the prediction sample of the neural network, so as to calculate the error between the predicted value and the measured value of permanganate concentration in the second half of 2019 for comparison and analysis. The prediction and evaluation sample includes the data of three representative years in the research area. Besides, the BPNN model is applied for comprehensive prediction and evaluation of the water quality level of the research area.
prediction and evaluation of the water quality level of the research area. After that, the spatial distribution of water quality in the research area was analyzed based on GIS.

In order to verify the effectiveness of the GBPNN, the root mean square error (RMSE) was selected as the statistical analysis indicator [21], and genetic algorithm (GA)-BPNN algorithm [22], particle swarm optimization (PSO)-BPNN algorithm [23], and differential evolution (DE)-BPNN algorithm were compared with the GBPNN and WBPNN algorithm proposed in this paper.

3. Results

3.1. Statistical Results for Water Chemical Elements of Groundwater

Based on actually monitored data in the research area, the water chemical elements of groundwater in the selected six observation wells in 2010, 2015, and 2019 were collected and analyzed. The statistical results are shown in Table 1.

| Chemical Element | Maximal       | Minimal       | Mean          | Standard Deviation | Variable Coefficient |
|------------------|---------------|---------------|---------------|--------------------|----------------------|
| Permanganate     | 12.4 (2010)   | 2.5 (2010)    | 7.5 (2010)    | 2.94 (2010)        | 1.44 (2010)          |
|                  | 15.6 (2015)   | 3.7 (2010)    | 9.7 (2015)    | 1.88 (2015)        | 1.51 (2015)          |
|                  | 14.9 (2019)   | 3.2 (2019)    | 9.1 (2019)    | 1.55 (2019)        | 0.99 (2019)          |
| Ammonia nitrogen | 1.8 (2010)    | 0.1 (2010)    | 0.9 (2010)    | 2.38 (2010)        | 1.72 (2010)          |
|                  | 1.1 (2015)    | 0.3 (2015)    | 0.7 (2015)    | 2.72 (2015)        | 0.99 (2015)          |
|                  | 1.7 (2019)    | 0.2 (2019)    | 0.9 (2019)    | 2.59 (2019)        | 1.22 (2019)          |
| SO4²⁻            | 3146.2 (2010) | 205.6 (2010)  | 979.5 (2010)  | 796.3 (2010)       | 0.82 (2010)          |
|                  | 2253.1 (2015) | 85.6 (2015)   | 907.9 (2015)  | 700.6 (2015)       | 0.78 (2015)          |
|                  | 2118.2 (2019) | 102.9 (2019)  | 792.2 (2019)  | 674.4 (2019)       | 0.86 (2019)          |
| Total hardness   | 5126.4 (2010) | 227.9 (2010)  | 1082.4 (2010) | 70.2 (2010)        | 1.16 (2010)          |
|                  | 1973.2 (2015) | 152.2 (2015)  | 922.2 (2015)  | 605.5 (2015)       | 1.37 (2015)          |
|                  | 2087.1 (2019) | 156.2 (2019)  | 779.9 (2019)  | 583.6 (2019)       | 0.76 (2019)          |
| Ca²⁺             | 304.5 (2010)  | 36.8 (2010)   | 144.6 (2010)  | 90.5 (2010)        | 0.64 (2010)          |
|                  | 279.7 (2015)  | 29.8 (2015)   | 144.3 (2015)  | 80.9 (2015)        | 0.57 (2015)          |
|                  | 346.8 (2019)  | 6.5 (2019)    | 115.6 (2019)  | 85.7 (2019)        | 0.75 (2019)          |
| Mg²⁺             | 495.8 (2010)  | 32.6 (2010)   | 135.4 (2010)  | 125.5 (2010)       | 0.94 (2010)          |
|                  | 330.6 (2015)  | 19.1 (2015)   | 136.5 (2015)  | 107.3 (2015)       | 0.78 (2015)          |
|                  | 336.9 (2019)  | 7.5 (2019)    | 108.4 (2019)  | 109.6 (2019)       | 1.02 (2019)          |
| Na⁺ and K⁺       | 953.7 (2010)  | 54.8 (2010)   | 394.3 (2010)  | 275.2 (2010)       | 0.71 (2010)          |
|                  | 856.6 (2015)  | 44.5 (2015)   | 383.8 (2015)  | 290.5 (2015)       | 0.77 (2015)          |
|                  | 918.2 (2019)  | 20.7 (2019)   | 356.9 (2019)  | 326.8 (2019)       | 0.93 (2019)          |
| Nitrate          | 1.7 (2010)    | 0.01 (2010)   | 0.13 (2010)   | 0.5 (2010)         | 0.75 (2010)          |
|                  | 78.2 (2015)   | 0.6 (2015)    | 19.58 (2015)  | 24.1 (2015)        | 0.24 (2015)          |
|                  | 95.9 (2019)   | 0.0 (2019)    | 0.03 (2019)   | 0.3 (2019)         | 0.62 (2019)          |

Note: variable coefficient refers to the ratio between the standard deviation and mean; the unit for maximal, minimal, and mean is mg/L.

The statistical results in the above table reveal that the groundwater in the research area is weakly alkaline. The SO4²⁻ content in anions is the largest, followed by Cl⁻, nitrate, and permanganate. In the cations, the content of Na⁺ and K⁺ is the largest, followed by Ca²⁺ and Mg²⁺. On the whole, the content of nitrates has increased significantly from 2010 to 2019. Combined with the coefficient of variation, several cations and SO4²⁻ are relatively stable water chemical components in the research area. In the spatial interpolation and fitting analysis, the key factors affecting groundwater quality were analyzed, including permanganate, total hardness, and ammonia nitrogen. Water quality level and content of permanganate, total hardness, and ammonia nitrogen are shown in Table 2 below.
Table 2. Water quality level and content of permanganate, total hardness, and ammonia nitrogen.

| Indicator          | I.  | II.  | III. | IV.  | V.   |
|--------------------|-----|------|------|------|------|
| Permanganate       | 0–2.0 | 2.0–4.0 | 4.0–6.0 | 6.0–10.0 | 10.0–15.0 |
| Total hardness     | 0–150 | 150–300 | 300–450 | 450–550 | >550  |
| Ammonia nitrogen   | 0–0.15 | 0.15–0.50 | 0.50–1.0 | 1.0–1.5 | 1.5–2.0 |

Note: the unit for permanganate, total hardness, and ammonia nitrogen is mg/L.

3.2. Spatial Distribution of Groundwater Quality Based on the GIS

Based on different natural component monitoring indicators, the concentration distribution and change at each sampling point are shown in Figure 3a,b.
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(a) Distribution and changes on concentrations of monitored indicators
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(b) Distribution and changes on concentrations of monitored indicators

Figure 3. Distribution and changes on concentrations of monitored indicators. (In the above figures, P, AS, AN, TH, TS, S, Cl, Na, N-1, and F refers to the permanganate, anionic surfactant, ammonia nitrogen, total hardness, total dissolved solids, sulfate, nitrate, chloride, sodium, nitrite, and fluoride, respectively.) Note: considering that there are multiple monitoring indexes, the results are given in two figures.
Based on the change of concentration, the permanganate, TH, N, and AN were selected to explore the spatial distribution of groundwater.

Taking permanganate and ammonia nitrogen as examples, the fitting results of the spatial distribution of the research area in three representative years are shown in Figure 4a,b below.
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**Figure 4.** Fitting results of the spatial distribution of the research area: (a) shows the results based on permanganate, and (b) shows the results based on ammonia nitrogen.

Based on above statistical results and fitting of spatial interpolation, the groundwater distribution characteristics in the research area could be known generally, so that the relevant characteristics of groundwater could be analyzed more deeply. For example, the overall spatial distribution of permanganate showed an increasing trend from 2010 to 2019, and the location closer to the north, the higher the content. It may be related to the trend of groundwater in the research area. The content of ammonia nitrogen increased from 2010 to 2015, while the content distribution decreased slightly from 2015 to 2019, showing the same spatial changes as permanganate; in addition, the content was higher in the observation wells near to the north.

3.3. Analysis on Predicated Result of Water Quality Based on the BPNN

Permanganate was taken as the benchmark, and the conventional BPNN and the GBPNN based on the gold section were applied to get the fitting process and predicted value in 2019, which is shown in Figure 5a,b.

The data changes in the figure reveal that the fitting result of permanganate of using the conventional NN is basically consistent with the distribution change trend of actual value, but the fitting result in a certain period is not ideal. In contrast, the GBPNN shows better overall prediction results, and its corresponding fitting and prediction accuracy have been improved to a certain extent.
Figure 5. Comparison on data fitting and predicted value of conventional back propagation (BP) neural network (BPNN) and golden section (GBPNN) to permanganate. (a) data fitting; (b) prediction results.

Comparison results of the two algorithms on the predicted value and actual value of permanganate show that the conventional BPNN requires multiple debugging and iterations to reduce the variance to a lower level for the permanganate prediction. The average error corresponding to the conventional BPNN prediction results is about 12.88%, but the overall error distribution range is large, so the stability of water quality prediction has to be further strengthened. In contrast, the GBPNN has an average error of 6.49% among the six predictions. The prediction results in October and December are the best, and the error range of the entire prediction result is also at a lower level, so the overall prediction result is obviously better than the conventional BPNN. The reason is that GBPNN requires no repeated manual test on the network in determining the hidden layer of neurons, so it is more convenient to obtain the optimal solution and to predict water quality changes more accurate and comprehensive.

Permanganate was taken as the benchmark, and the WBPNN was applied to obtain the prediction results for permanganate, as shown in Figure 6.
Figure 6. The prediction results of wavelet transform (WBPNN) for permanganate.

Figure 6 reveals that the application of the WBPNN has greatly reduced the deviation between the predicted value and actual value of permanganate, but the overall trend of prediction on water quality is the same as the actual value. It indicates that the WBPNN is superior to the other two methods in the prediction results of water quality. The average error of the whole process is 3.66%, which is smaller than the previous two methods, and the distribution range of the error is relatively small. On the whole, the errors of the six predicted values are all below 10%. Therefore, the WBPNN has the best prediction effect.

The RMSE of different algorithms based on permanganate, total hardness, and ammonia nitrogen are shown in Figure 7 below.

Figure 7. Statistic results of water prediction based on the RMSE.

Figure 7 illustrates that the optimized BPNN has obviously lower error in predicting the key indicators of water quality in contrast to the conventional BPNN; the Genetical Analysis Back Propagation (GA-BP) is not obviously different from the Particle Swarm Optimization Back Propagation (PSO-BP), and Differential Evolutionary Back Propagation (DE-BP) is poorer than the above two algorithms; in addition, the GBPNN and WBPNN show lower RMSEs, and the WBPNN has the lowest RMSE and the best performance.
The prediction evaluation accuracies of different algorithms are shown in Figure 8 as follows.

![Figure 8](image-url)  
**Figure 8.** Statistical results of water prediction based on the prediction evaluation accuracy.

Figure 8 reveals clearly that the WBPNN algorithm proposed in this study has better performance than other typical prediction algorithms in prediction evaluation accuracy of the water quality in the research area. The maximal prediction accuracy reaches 97.68%, the minimum value reaches 94.55%, so the average prediction accuracy is 96.12%. At this level, the prediction accuracy of the GBPNN algorithm is not significantly improved, which is similar to the DE-BP algorithm, and its performance is slightly inferior to the GA-BP algorithm and the PSO-BP algorithm. The above error statistical analysis results preliminarily prove the applicability and effectiveness of the WBPNN algorithm proposed in this study in water quality prediction.

### 3.4. Water Quality Level Prediction and Spatial Distribution Based on BPNN

Based on the above statistical analysis and comparison results, the WBPNN algorithm is applied to further verify its effectiveness. Based on the three representative years of 2010, 2015, and 2019 in the research area, the comprehensive prediction results of water quality in permanganate, total hardness, and ammonia nitrogen of six observation wells water quality grade are shown in Table 3 below.

| Observation Well | 2010 | 2015 | 2019 |
|------------------|------|------|------|
|                  | PI   | TH   | AN   | PI   | TH   | AN   | PI   | TH   | AN   |
| 176              | IV   | V    | III  | V    | IV   | III  | IV   | V    | III  |
| 167              | IV   | V    | III  | IV   | V    | III  | IV   | V    | III  |
| 159              | IV   | V    | III  | IV   | V    | IV   | III  | V    | II   |
| 142              | V    | IV   | IV   | IV   | V    | III  | IV   | V    | III  |
| 132              | IV   | IV   | IV   | III  | III  | IV   | IV   | IV   |
| 112              | V    | V    | III  | IV   | V    | III  | IV   | V    | III  |

Note: PI, TH, and AN refer to permanganate, total hardness, and ammonia nitrogen, respectively.

The prediction evaluation results in the above table disclose that the prediction results obtained by using the WBPNN model can achieve basically consistent results except for a small number of differences in adjacent levels. Regarding the prediction results of the permanganate index, more than
80% of the prediction results in the three representative years are level IV; in the water quality prediction results of the total hardness, most of the prediction results in the three representative years are level V; and regarding the water quality prediction results of ammonia nitrogen, most of the prediction results in the three representative years are level III. It can be analyzed from this that from 2010 to 2015 and then to 2019, although the groundwater quality in the research area has been improved, the overall water quality is still poor. This may be related to human activities such as drilling wells and reclaiming wasteland. The decline of water level, the emergence of a series of problems such as soil salinization and intensified desertification, leads to the deterioration of water quality. Combining the statistical results of the key indicators of the three representative years in Table 1, it can be found that the use of the WBPNN model has shown excellent performance in the prediction of water quality.

Figure 9 shows the spatial distribution of groundwater quality level in the research area based on the GIS technology.

![Figure 9](image_url)

**Figure 9.** Spatial distribution of groundwater quality in the research area of the three representative years.

The prediction results and water quality spatial distribution prove that the proposed neural network models are effective in the groundwater quality prediction.

4. Discussion

The use of GIS technology can directly reflect the spatial distribution and changes of related things, which is of critical significance for the solution of many practical problems [24]. In the analysis of groundwater, water quality indexes can reveal relevant changes. The concentration changes of permanganate in 2014 and 2019 could reflect the status of organic pollution. Specifically, the higher the index value, the more serious the corresponding organic pollution.

In this study, the concentration of permanganate changes to varying degrees between 2014 and 2019, and the overall concentration of the research area is not high, indicating that the organic pollutants in the surface water and soil system of the research area can be effectively degraded and only a little is penetrated into the groundwater. The amount in the resource system is minimal. The concentration of TH in 2014 and 2019 is relatively high, which is a more obvious index of unqualified water in the research area. It is inseparable from the hydrogeographic characteristics of the research area [25]. In addition, the reason for higher TH concentration is that the rock contains more calcium and magnesium minerals, so that the initial content of the TH of the water layer is at a higher level. In short, the main reason for the higher concentration of TH lies in the lithology characteristics of the starting strata in the research area. Besides, another reason for the higher average concentration of TH is that a series of wastes generated by human activities in the research area infiltrate into the groundwater system through the soil, resulting in higher concentrations of calcium ions, magnesium ions, and other chemical components. The TH of groundwater reflects the degree of agricultural pollution from the side. The greater the TH, the more serious the agricultural pollution. This also reveals the deterioration of groundwater caused by agricultural pollution in the research area [26].
The N concentration is greatly affected by the natural environmental factors such as hydrogeology and precipitation in the research area. At the same time, it has a great relationship with human influence. However, the research area in this study is rich in agricultural resources, so the N content is relatively loose. The rocks have high mobility, which shows that agricultural production in this area has a great impact on the quality of groundwater. The distribution change of AN concentration at different monitoring points is closely related to the main types of production activities at each monitoring point, and the groundwater pollution in the research area in 2019 was more serious than in 2014 due to the sewage plants in the downstream. Therefore, it can realize an overall grasp and perception on the concentration distribution of the groundwater chemical characteristic indicators in the research area by selecting several representative indicators and applying GIS technology [27].

Taking permanganate as a benchmark, the BPNN and GBPNN are applied to the model for groundwater quality prediction for comparison, and the results prove that the WBPNN has the best prediction result. The reason is that although the conventional BPNN model has some excellent characteristics in water quality prediction, the shortcomings such as slow convergence speed and difficulty in determining the number of hidden layer nodes in the application process cannot be ignored, which are clearly exposed in prediction of permanganate. The GBPNN based on the gold section effectively solves the shortcoming in determining the number of hidden layer nodes. Through the prediction results, it can also be found that whether the accuracy after optimized with the gold section in both data fitting and prediction result is improved to a certain degree. However, the GBPNN still fails to solve the problems of slow convergence and easy to fall into local optimal value. Then, the proposed WBPNN combines the advantages of CWT and BPNN, and it can effectively solve the problems of slow convergence speed, poor search level, and easy to fall into local optimal value, so the final prediction results are more accurate. Therefore, the WBPNN is more applicable in the prediction of groundwater quality in Minqin County in this study. Analyzing the spatial distribution of groundwater quality based on the GIS technology and predicting the water quality in a targeted manner on this basis are of critical significance for further analyzing the distribution of groundwater resources in a certain area. Besser et al., (2017) analyzed the water chemistry of groundwater samples in southwestern Tunisia and found that natural component monitoring indicators had great impacts on groundwater quality, further confirming the prediction of groundwater quality based on natural component monitoring indicators in this study. The water quality can be determined based on the spatial distribution and prediction results of water chemical characteristics of groundwater. The comparative analysis with classical prediction algorithms proves the effectiveness of the proposed algorithm combined with GIS technology. It can have an overall perception of the spatial and temporal distribution characteristics and laws of groundwater in the research area. It indicates that the combination of neural network model and GIS technology is of great significance to improve the accuracy of groundwater quality prediction.

5. Conclusions

Through the statistics and analysis of the groundwater chemical characteristics in the research area, the spatial distribution of the water chemical key indicators in the research area was analyzed and discussed. Based on this, the BPNN model was introduced to predict and analyze the groundwater permanganate in the research area. The research results reveal the water chemical characteristics and spatial distribution rules of the research area, and the GBPNN has a great application potential in the prediction of groundwater quality. In contrast to several classic algorithms, the proposed WBPNN shows superior performance, and it can explore the spatial distribution rules of groundwater more deeply by combining with the GIS technology. However, there are still some shortcomings in the study. Due to the influence of multiple factors, the indicators selected in the spatial distribution analysis of the groundwater chemical characteristics of the research area are not comprehensive enough. Besides, the groundwater quality level is not evaluated one by one. Therefore, it is necessary to conduct a deep study in the future.
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