ABSTRACT This paper considers event-triggered disturbance rejection control for discrete time linear systems. A novel event-based disturbance rejection controller is designed, and sufficient conditions are given to guarantee that the closed-loop system is asymptotically stable. Based on these criteria, an event-triggered state feedback controller is designed and developed. Then numerical examples are given to illustrate the results.
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I. INTRODUCTION

It is well known that event-triggered control is commonly used in modern industry systems to reduce workload of network and improve the efficiency. Instead of updating the input of controller in constant-time frequency, the input of actuator is event driven in an event-triggered type of control. When the magnitude of changes in system states reaches prescribed threshold for the performance, the controller will be updated. See details in [1]–[8]. A usually used construction is that the measured state will be sent to the event generator first, and then the results decide whether or not it is necessary to send it to the controller, some attempt work has been done in [10], [11]. In this paper, we propose event triggered disturbance rejection control for discrete systems, where a reduced order observer is addressed.

In recent years, the approach of DOBC (Disturbance observer based control) is investigated and designed for estimation of the disturbance comes from input channel, and controller maybe designed to reject the disturbance by considering its effects. Much work has been done and various types of results have been obtained, for instance, in [12], a disturbance rejection scheme for a class of nonlinear systems has been addressed, and then, a linear DOBC problem was investigated for a class of uncertain linear exosystems with time delay [13], and extensively studies have been done in many areas, see [14]–[16]. However, disturbance can not be avoid in many real applications [9], the most concern is how to balance the workload in network and disturbance rejection, especially when no exactly information is available to describe such disturbance.

In this paper, the anti-disturbance problem is investigated for a class of discrete systems in the event-triggered control framework. Firstly, a reduced-order disturbance rejection observer is designed to guarantee the closed-loop system asymptotically stable under a given event-triggered control policy. Under these conditions, design schemes are presented for the problem of event-triggered linear state feedback in the form of linear matrix inequalities (LMIs). To demonstrate its effectiveness, numerical examples are given and solved.

The remainder of this paper is organized as follows. Section 2 is the problem statement and preliminaries, in which necessary definitions and lemmas are given. Disturbance rejection observer is designed in Section 3, while stability analysis of a closed-loop system is put into effect with event triggered linear state feedback control laws and stability conditions are established. Section 4 presents the algorithms for the design of the observer-based linear state feedback laws. Two numerical simulations are provided to show the applicability of the control strategy in Section 5. Finally Section 6 concludes the paper.

Notation: Throughout the paper, the n-dimensional Euclidean space is denoted by \( \mathbb{R}^n \), \( A^T \) denotes the transpose of the matrix \( A \). A positive (negative) definite matrix \( P \) is written as \( P > 0 \) (\( P < 0 \)) while * indicates a symmetric element in a symmetric matrix.
II. PROBLEM STATEMENT AND PRELIMINARIES

Consider a class of discrete-time linear systems,
\[ x(k + 1) = Ax(k) + Bu(k) + d_1(k), \]
where \( x(k) \in \mathbb{R}^n \) and \( u(k) \in \mathbb{R}^m \) are the state and the control input, \( A \) and \( B \) are constant matrices of appropriate dimensions and \( d_1(k) \) is an external noise which comes from system (2).

The input disturbance \( d_1(k) \) in system (1) is the output of system (2) given below:
\[
\begin{align*}
\dot{w}(k+1) &= Dw(k), \\
\dot{d}_1(k) &= Fw(k),
\end{align*}
\]
where \( D \) and \( F \) are constant matrices of appropriate dimensions.

Assumption 1: For systems (1) and (2), it holds that \((A, B)\) is controllable and \((D, BF)\) is observable.

Based on the assumption that all the system states are available, we only need to design a reduced-order observer as follows to estimate \( d_1(k) \).
\[
\begin{align*}
\dot{\hat{d}}_1(k) &= F\hat{w}(k), \\
\dot{\hat{w}}(k) &= v(k) - Lx(k), \\
\dot{\hat{x}}(k+1) &= (D + LF)(v(k) - Lx(k)) + L(Ax(k) + Bu(k)),
\end{align*}
\]
where \( \hat{d}_1(k) \) and \( \hat{w}(k) \) are estimations of \( d_1(k) \) and \( w(k) \), respectively.

The controller in this system can be designed as:
\[ u(k) = -\dot{\hat{d}}_1(k) + Kx(k). \]

Denote
\[ f(k) = w(k) - \hat{w}(k), \]
then, we have
\[ f(k+1) = (D + LF)f(k). \]

System (V-B) will be asymptotically stable under an event-triggered feedback control law designed. Let \( \hat{x}_k \) be a new signal applied to the controller in the time interval \((k, k + 1] \) with
\[
\hat{x}(k) = \begin{cases} 
  x(k) & \text{if event condition is satisfied,} \\
  \hat{x}(k-1) & \text{if event condition is not satisfied,}
\end{cases}
\]
and \( \hat{x}(k) = 0 \) for \( k \leq 0 \) with the initial time \( k_0 = 0 \). Let \( u(k) = -\dot{\hat{d}}_1(k) + K\hat{x}(k) \). The following decision condition for signal transmission is given by the event generator, which is
\[ \|\hat{x}(k-1) - x(k)\| > \sigma \|x(k)\|, \]
where \( \sigma > 0 \). That means if condition (6) is satisfied, the state signal is sent and the controller is updated. The controller is defined by
\[
\begin{align*}
u(k) = \begin{cases} 
  -\dot{\hat{d}}_1(k) + Kx(k), & \text{if } \|\hat{x}(k-1) - x(k)\| > \sigma \|x(k)\| \\
  -\dot{\hat{d}}_1(k) + K\hat{x}(k-1), & \text{if } \|\hat{x}(k-1) - x(k)\| \leq \sigma \|x(k)\|.
\end{cases}
\]

Let \( \eta^T(k) = [x^T(k) f^T(k)] \) and \( e(k) = \hat{x}(k) - x(k) \), combining systems (V-B), exogenous system(2) with (3), we obtain an error estimation system given below:
\[ \eta(k + 1) = \tilde{A}\eta(k) + \tilde{B}e(k), \]
where
\[ \tilde{A} = \begin{bmatrix} A + BK & BF \\
0 & D + LF \end{bmatrix}, \]
\[ \tilde{B} = \begin{bmatrix} BK \\
0 \end{bmatrix}. \]

Definition 1: For a given initial state \( \eta(0) \), suppose it holds that
\[ \lim_{m \to \infty} \sum_{k=0}^{m} \eta^T(k) \eta(k) | \eta(0) \rangle < \infty. \]
Then system (8) is said to be asymptotically stable and \( K \) is called the solution of the controller gain.

Our objective is design an observer based anti-disturbance controller for system (8), guarantee that the error estimation system (8) is asymptotically stable. To proceed further, some definitions are provided to develop our main results in the paper.

III. STABILITY ANALYSIS

Note that event triggered design is discussed, and the reduced order observer has been addressed. This section gives the sufficient conditions under which system (8) is asymptotically stable.

Theorem 1: Let \( \sigma \) be given. If there exist a positive definite symmetric matrix \( P \), and a constant value of \( \kappa \) satisfying
\[ \tilde{\Gamma} = \begin{bmatrix} -P + \tilde{A}^T \tilde{P} A + \kappa S & \tilde{A}^T \tilde{P} \tilde{B} \\
* & \tilde{B}^T \tilde{P} \tilde{B} - \kappa I \end{bmatrix} < 0. \]
Then system (8) is asymptotically stable.

Proof: We consider the following Lyapunov function
\[ V(\eta(k)) = \eta^T(k) P \eta(k). \]
Taking the difference of the Lyapunov function along the trajectory of system (8) yields
\[ \Delta V(\eta(k)) = V(\eta(k + 1)) - V(\eta(k)) \]
\[ = \eta^T(k + 1) P \eta(k + 1) - \eta^T(k) P \eta(k) \]
\[ = \eta^T(k) \tilde{A}^T \tilde{P} \eta(k) + \eta^T(k) \tilde{A}^T \tilde{P} \tilde{B} e(k) + e^T(k) \tilde{B}^T \tilde{P} \eta(k) + e^T(k) \tilde{B}^T \tilde{P} \tilde{B} e(k) - \eta^T(k) P \eta(k). \]
To ensure that $\Delta V(\eta(k)) \leq 0$, we need to have
\[
\hat{\Gamma}_1 = \begin{bmatrix} -P + \hat{A}^T \hat{P}A & \hat{A}^T \hat{P}B \\ \ast & \hat{B}^T \hat{P}B \end{bmatrix} \leq 0.
\tag{11}
\]

Let
\[
\xi = \min_k \lambda_{\min}(-\hat{\Gamma}_1),
\]
where $\lambda_{\min}(-\hat{\Gamma}_1)$ is the minimal eigenvalue of $-\hat{\Gamma}_1$. Then,
\[
\Delta V(\eta(k)) = -\xi \eta^T(k) \eta(k),
\]
where
\[
\eta^T(k) = \begin{bmatrix} x(k) \\ f(k) \end{bmatrix}^T.
\]

Thus,
\[
\sum_{k=0}^{T} \Delta V(\eta(k)) = V(\eta(T + 1)) - V(\eta(0)) \leq -\xi \sum_{k=0}^{T} \|\eta(k)\|^2.
\]

This, in turn, means that
\[
\sum_{k=0}^{T} \|\eta(k)\|^2 \leq \frac{1}{\xi} \{V(\eta(0)) - V(\eta(T + 1))\} \leq \frac{1}{\xi} V(\eta(0)),
\]
and hence
\[
\lim_{T \to \infty} E\{\sum_{k=0}^{T} \|\eta(k)\|^2\} \leq \frac{1}{\xi} V(\eta(0)).
\]

By Definition 1, system (8) is asymptotically stable.

On the other hand, recall the error variable $e(k) = \hat{x}(k) - x(k)$. In the time interval $(k, k + 1)$, it follows from condition (6) that the inequality $\|e(k)\| \leq \sigma \|x(k)\|$ is always satisfied, which can be constructed as:
\[
\begin{bmatrix} \eta(k)^T & e(k) \end{bmatrix} \begin{bmatrix} S & 0 \\ \ast & I \end{bmatrix} \begin{bmatrix} \eta(k) \\ e(k) \end{bmatrix} \leq 0,
\tag{12}
\]
where
\[
S = \begin{bmatrix} -\sigma^2 I & 0 \\ \ast & 0 \end{bmatrix}.
\]

Applying the lossless S-procedure [17], for a given $\kappa > 0$, combining condition (11) with (12), it follows from condition (10) that
\[
\begin{bmatrix} \eta(k)^T & e(k) \end{bmatrix} \hat{\Gamma}_1 \begin{bmatrix} \eta(k) \\ e(k) \end{bmatrix} \leq 0.
\tag{13}
\]

This completes the proof and system (8) is asymptotically stable.

**Remark 1:** Note that Theorem 1 presents sufficient conditions to ensure that the resulting system is stable with an event triggered controller subject to reduced order observer, and the disturbance will be observed and rejected. However, it is difficult to solve these inequalities by LMIs, as they are nonlinear matrices. Next, we will further discuss these inequalities so that the conditions obtained become solvable.

**IV. CONTROLLER DESIGN**

In this section, our objective is to design a feedback gain $K$ such that the closed-loop system is asymptotically stable. Based on the conditions given in Theorem 1, we can formulate this problem into the following Theorem 2.

**Theorem 2:** Let $\sigma$ be given. If there exist a positive definite symmetric matrix $Q$, and a constant value of $\kappa$ such that it holds
\[
\begin{bmatrix} -G^T - G + Q & 0 & 0 \\ * & -2I + Q & 0 \\ * & * & -G^T - G + 1 \frac{1}{\kappa} I \\ \ast & * & * \\ \ast & * & * \\ \ast & * & -1 \frac{1}{\kappa \sigma^2} \end{bmatrix} < 0.
\tag{14}
\]

Then system (8) is said to be asymptotically stable.

**Proof:** Based on the Schur complement, it follows from Constraint (10) that
\[
\begin{bmatrix} -P + \kappa S & 0 & (\hat{A})^T \\ \ast & -\kappa I & (\hat{B})^T \\ \ast & \ast & -P^{-1} \end{bmatrix} < 0.
\tag{15}
\]

Multiplying to both sides of inequalities (15) by $\text{diag} \{G^T, I, G^T, I, I\}$ and $\text{diag} \{G, I, G, I, I\}$, respectively, where $G \in \mathbb{R}^{n \times n}$ is a positive definite diagonal matrix.

Noting that
\[
(P^{-1} - G)^T P (P^{-1} - G) \geq 0,
\]
or
\[
G^T P G \geq G^T + G - P^{-1}.
\]

Let $Q = P^{-1}$, $P = \text{diag} \{P_1, P_1\}$ and $\hat{K} = KG$. Then, Condition (14) is obtained which is linear in the variables $G$, $Q$ and $\hat{K}$. Once a solution of (14) is obtained, the feedback gain can be computed as $K = \hat{K}^{-1} G^{-1}$.

**Remark 2:** It is observed that the conditions in Theorem 2 are solvable by LMIs, it shows that under the controller designed combined with rejection observer, the disturbance will be rejected and the system is asymptotically stable. Numerical examples will be given in the next section.

**V. NUMERICAL EXAMPLES**

**A. EXAMPLE 1**

We consider a discrete-time system and the parameters are given below.
\[
A = \begin{bmatrix} 1.7 & -0.23 \\ 0.25 & -0.92 \end{bmatrix}, \quad B = \begin{bmatrix} 0.31 \\ 0.25 \end{bmatrix},
\]
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FIGURE 1. State trajectories for the case of \( \sigma = 0.08 \).

FIGURE 2. Estimation of disturbance.

\[
D = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad F = \begin{bmatrix} 0.3 \\ 0.5 \end{bmatrix}.
\]

For the case of \( \sigma = 0.08 \), the corresponding trajectories are shown in Fig. 1. The disturbance \( d_1(k) \), the estimation disturbance \( \hat{d}_1(k) \), and the error disturbance \( d_1(k) - \hat{d}_1(k) \) are shown in Figure 2. Obviously, the system (8) with disturbance is asymptotically stable under such a controller along with a reduced order observer.

B. EXAMPLE 2

DC motor is a common actuator in control systems, and it has widely applications in providing translational motion. Choose the rotational speed and electric current as the state variables, the system will be given in state-space form as below:

\[
\begin{bmatrix} \ddot{\theta} \\ \dot{i} \end{bmatrix} = \begin{bmatrix} -b/J & K/J \\ -K/L & R/L \end{bmatrix} \begin{bmatrix} \dot{\theta} \\ \dot{i} \end{bmatrix} + \begin{bmatrix} 0 \\ 1/L \end{bmatrix} u(t),
\]

where \( J = 0.01, b = 0.1, K = 0.01, R = 1, L = 0.5 \).

Discretization this model by 0.005s, \( u(t) \) is the input of voltage source, then continuous system matrices are given as follows

\[
A = \begin{bmatrix} 0.95 & 0.00485 \\ -9.705e-05 & 0.99 \end{bmatrix}, \quad B = \begin{bmatrix} 2.45e-05 \\ 0.00995 \end{bmatrix}, \quad D = \begin{bmatrix} -0.53 & 0 \\ 0 & 0.56 \end{bmatrix}, \quad F = \begin{bmatrix} 0.16 \\ 10.17 \end{bmatrix}
\]

For the case of \( \sigma = 0.08 \), the corresponding trajectories are shown in Fig. 3. control input is shown in Fig. 4, where event triggered phenomenon is observed. The estimation of disturbance is given in Fig. 5. Note that the DC system with disturbance is asymptotically stable under such a event triggered controller with a reduced order observer.

Remark 3: Comparing with other literatures, the big challenge in our result is there are external disturbances in the system with neither distribution nor membership available, thus, a reduced order observer is very helpful to make sure that the
state of disturbance is observable and detectable, it guarantees that the controller designed by Lyapunov stability theory in terms of state feedback control can stabilize the closed-loop system without any interruption from noises.

VI. CONCLUSION

In this paper, the problem of event-based disturbance rejection control for discrete time systems is investigated. The approach of linear inequality matrix is used to established conditions under which the closed-loop system is asymptotically stable. Based on these conditions, designing an event-triggered state feedback anti-rejection controller is formulated and solved. Finally, the numerical examples show the efficiency of the proposed design procedure and the performance of the resulting closed-loop system.
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