Heterogeneous interactions and polymer entropy decide organization and dynamics of chromatin domains
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Chromatin is known to be organized into multiple domains of varying sizes and compaction. While these domains are often imagined as static structures, they are highly dynamic and show cell-to-cell variability. Since processes such as gene regulation and DNA replication occur in the context of these domains, it is important to understand their organization, fluctuation and dynamics.

To simulate chromatin domains, one requires knowledge of interaction strengths among chromatin segments. Here, we derive interaction strength parameters from experimentally known contact maps and use them to predict chromatin organization and dynamics. Taking two domains on the human chromosome as examples, we investigate its 3D organization, size/shape fluctuations, and dynamics of different segments within a domain, accounting for hydrodynamic effects. Considering different cell types, we quantify changes in interaction strengths and chromatin shape fluctuations in different epigenetic states. Perturbing the interaction strengths systematically, we further investigate how epigenetic-like changes can alter the spatio-temporal nature of the domains. Our results show that heterogeneous weak interactions are crucial in determining the organization of the domains. Computing effective stiffness and relaxation times, we investigate how perturbations in interactions affect the solid-like and liquid-like nature of chromatin domains. Quantifying dynamics of chromatin segments within a domain, we show how the competition between polymer entropy and interaction energy influence the timescales of loop formation and maintenance of stable loops.

INTRODUCTION

Chromatin is a long polymer made of DNA and proteins; its four-dimensional (spatial and temporal) organization is crucial in regulating cellular processes like transcription, replication and DNA repair [1–4]. How the chromatin self-organizes spatially and temporally is a question of active research. Recent developments in chromosome conformation capture (Hi-C) [4–10] and microscopy experiments [11–13] help us investigate contacts among different segments and overall 3D organization of the chromatin polymer. Such experiments so far suggest that intra-chromatin interactions lead to the formation of different types of domains within a single chromosome [6, 7, 12–16].

It has been hypothesized that loop extrusion, phase separation or an interplay between both could be the mechanism for the formation of these domains [15, 17–19]. In the phase separation picture, interactions mediated by the different combinations of histone modifications and chromatin binding proteins lead to the formation of compartments/domains [18, 20, 21]. In the loop extrusion picture, chromatin regions are actively brought together with the help of proteins like cohesins/condensins and held together by CCCTC-binding factor (CTCF) [14, 15, 22, 23].

While an interplay between loop extrusion and phase separation would determine the formation of many of the domains, it has been found that not all the domains have CTCF-dependent loops [14, 24]. Recently, it has been shown that in the absence of loop extruding factors, chromatin does still form domains and execute the necessary biological function [12, 18, 24–26] indicating that micro phase-separation might be an important mechanism. Phase separation is also known to bring together certain enhancers and promoters, segregating them from other regions [20, 21, 27]. In certain cases, as far as biological function is concerned, there is an ongoing debate whether actual contact is crucial or proximity — closeness in 3D without being physically in contact — would suffice [3, 18, 25, 28]. To probe this further, it is important to go beyond contacts and examine the whole configurational space of chromatin polymer.

Widely used experimental methods so far provide us only static snapshots of chromatin contacts. Large Hi-C contact values are sometimes assumed to represent static contacts holding together different segments of chromatin. However, note that experimentally inferred contact probability values for nearly all chromatin segments are very small (<< 1) [14]. This implies that the contacts will be often broken, and the chromatin polymer conformation can be highly dynamic. Even in a steady state, there are likely to be large fluctuations, cell to cell and temporal variabilities. While there have been several attempts to understand the static 3D configurations and their average properties, the dynamic nature of chromatin domains remains unclear.

Complementing recent experimental efforts, there have been several computational studies investigating chromatin organization [22, 23, 29–54]. Many studies carried out “forward” simulations where the chromatin structure is predicted starting with a set of interaction strengths [41, 42, 44, 45]. However, we do not know the...
optimal values of interaction strengths \textit{a priori}. One requires an inverse method that can obtain the optimal interaction strengths such that experimentally known properties are recovered. Studies have been carried out to optimise the interaction strength. Some groups optimise spring like interaction parameters while some others optimised LJ-like interaction parameters [32, 49, 55–63] (see discussion section for more details). We have recently developed an Inverse Brownian Dynamics (IBD) method to extract potential energy parameters that are consistent with HiC/5C experiments [31]. The method explicitly computes intra-chromatin interactions for every segment pair using an SDK potential. Using the intra-chromatin interactions computed from this method, in this work, we go beyond the static picture and study chromatin fluctuations and dynamics perturbing epigenetic states. We use Brownian dynamics (BD) simulations with hydrodynamic interactions (HI) for this study. Going beyond contact frequencies, we compute the full distance distribution between all pairs of segments and examine the cooperative nature of folding. We then study the dynamics of the domain, compute relaxation times, loop formation times and contact times. We investigate how the interaction strengths and polymer entropy influence these measurable quantities. Finally, we discuss the significance of these findings.

**MODEL AND METHODS**

We consider chromatin as a bead spring chain having optimal intra-chromatin interactions derived from 5C and HiC data using an Inverse Brownian Dynamics (IBD) algorithm [31]. The total energy of the chromatin bead spring chain, made of $N$ beads, is $U = U^S + U^{SDK}$ where $U^S = \sum_{i,j} \frac{1}{2} \sigma_{ij} (r_{ij} - r_{ij}^0)^2$ is the spring potential between the adjacent beads $i$ and $(i+1)$, $r_i$ is the position vector of bead $i$, $r_0$ is the natural length and $H$ is the stiffness of the spring [64]. To mimic protein-mediated interactions between bead-pairs, we use the Soddemann-Duenweg-Kremer ($U^{SDK}$) potential whose repulsive part is modelled by the Weeks-Chandler-Anderson potential $4 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 + \frac{1}{4} - \epsilon_{ij}$ upto the range $2^{1/6}/\sigma$. Here $\sigma$ is the parameter that determines the minima of the potential, $r_{ij} = |r_i - r_j|$ is the distance and $\epsilon_{ij}$ is an independent parameter representing the attractive interaction strength between beads $i$ and $j$. The repulsive part is unaffected by the choice of potential parameter $\epsilon_{ij}$. The attractive part is modelled by $\frac{1}{2} \epsilon_{ij} \left( \cos(\alpha r_{ij}^2 + \beta) - 1 \right)$ which, unlike the Lennard-Jones potential, smoothly reaches zero at the cut off radius $r_c = 1.82 \sigma$ [65, 66]. Parameters $\alpha$ and $\beta$ control $r_c$ (see Table S1 in supplementary information (SI)). We simulate the chromatin polymer using Brownian dynamics simulations, where the time evolution of the bead positions are governed by an Itô stochastic differential equation. This simulation accounts for hydrodynamics interaction which is computed by the regularised Rotne-Prager-Yamakawa tensor. (See sec. S1) For the simulation, all the length and time scales are non-dimensionalised with $l_H = \sqrt{k_B T / H}$ and $\lambda_H = \zeta / 4H$, respectively where $T$ is the absolute temperature, $k_B$ is the Boltzmann constant, and $\zeta = 6 \pi \eta_s a$ is the Stokes friction coefficient of a spherical bead of radius $a$ with $\eta_s$ being the solvent viscosity. All non-dimensional quantities are indicated with the asterisk (*) symbol such as the non-dimensional position $r^*_i = r_i / l_H$.

For chromatin, we do not know the interaction energy strengths \textit{a priori}. Given 5C/HiC data, we performed an inverse calculation and obtained the optimal interaction strengths ($\epsilon_{ij}$) between bead $i$ and bead $j$, that are consistent with the experimental contact probability map [31]. The inverse algorithm works as follows: we start with the initial guess values of interaction strengths, simulate the polymer following the conventional forward Brownian dynamics method and obtain the simulated contact probabilities in the steady-state (IBD flow chart is shown in Fig. S1). Based on a statistical method, the interaction strengths ($\epsilon_{ij}$) are revised for the next iteration, depending upon the difference between the simulated and the known experimental contact probabilities (see sec. S1). We perform several iterations of the loop (i.e., BD simulation, calculation of contact probability and revision of $\epsilon_{ij}$) until the error between the simulated and experimental contact probabilities is less than a predetermined tolerance value. At the end of the IBD process, we obtain the optimised interaction strength values ($\epsilon_{ij}$) that are independent of the initial guess values (also see Kumari et al. [31]). For each iterative step, we have generated 1000 trajectories and collected 100 samples from each trajectory, making it an ensemble of $10^5$ configurations. Some of the earlier works have used the maximum entropy approach to obtain an optimal energy function. In a sense, the procedure we have applied can also be considered as a maximal entropy approach as the Brownian dynamics simulations give us the maximum entropy distribution — “equilibrium” distribution or steady state distribution — given a set of constraints.

In this manuscript, we have studied two different loci in the human genome. We primarily focus on human $\alpha$-globin gene locus (Chr:5, ENm008 region); we have simulated it starting with the experimental data available from Bai et al. [9], in two different cell types: in the GM12878 cell type where the $\alpha$-globin gene is in its repressed state (throughout the manuscript we will refer to this state as the “OFF” state), and in the K562 cell type where the gene is in its active state (throughout the manuscript we will refer this state as the “ON” state). In this work, we have coarse-grained 10kb chromatin as one bead and the size of the bead is estimated to be 36nm see SI for details). We simulated the polymer for
\[ \approx 10^4 \lambda_H, \text{ where } \lambda_H \text{ is estimated to be 0.1sec (see SI).} \]
The optimised \( \epsilon_{ij} \) values for these states are shown in Fig. S2 (also see Kumari et al. [31]). We have repeated this study on a different locus (human Chr.7, a 500 kb region) for two cell types: IMR90 and K562. The different cell types for the same region represent different epigenetic states of the domain.

**RESULTS AND DISCUSSION**

**Prediction of interaction energies between chromatin segments**

As a first step, we have analysed the optimised interaction strengths (\( \epsilon_{ij} \)), predicted using our IBD method, for \( \alpha \)-globin gene locus for two different cell types (OFF and ON epigenetic states). The frequency distribution of the optimised \( \epsilon_{ij} \) values is shown in Fig. 1(a). In the ON state, the smaller values of \( \epsilon_{ij} \) are more frequent, while the OFF state has a wide distribution of \( \epsilon_{ij} \), suggesting a more compact state, a common feature of a heterochromatin/pressed state [67].

We then investigated the relation between the optimised \( \epsilon_{ij} \) values (from IBD) and the contact probability values \( p_{ij} \) from experiments. We find that, for any given bead pair, contact probability value alone does not determine \( \epsilon_{ij} \). Studying the data in detail, we propose the following empirical relation that can predict the interaction strength of a given bead pair:

\[ \epsilon_{ij} = \epsilon_0 + \alpha \log \left( \frac{p_{ij}}{p_{\min}(i-j)} \right), \quad (1) \]

where \( p_{\min}(i-j) \) is the minimum non-zero value of the contact probability of all beads having genomic distance \( |i-j| \), and the other two parameters \( \alpha \approx 1, \epsilon_0 \approx 0 \) are numerical constants (see S2). In Fig. 1(b) & (c), we present the comparison between the \( \epsilon_{ij} \) predicted from the above empirical relation and the optimised \( \epsilon_{ij} \) from IBD for ON and OFF states respectively. One can see that the formula predicts the \( \epsilon_{ij} \) values reasonably well. The \( \epsilon_{ij} \) from IBD simulation has larger spread; however, both have a similar behavior and very close numerical values. See Fig. S3 and sec. S2 for more details. This formula would greatly help in generating excellent initial guess values of \( \epsilon_{ij} \) and will lead to faster convergence of the IBD.

Next, we computed the average 3D spatial distance (\( r_{ij}^* = |r_i^* - r_j^*| \)) between different pairs of chromatin segments as a function of the corresponding 1D genomic separation (\( s_{ij} = |i-j| \)) for \( \alpha \)-globin gene (OFF state), and have compared with a “control” simulation of a self-avoiding walk (SAW) polymer with no attractive interaction (\( \epsilon_{ij} = 0 \)). While the SAW results in \( \nu = 0.6 \) as expected, the OFF state has a scaling exponent \( \nu = 0.38 \) suggesting a near closed packing (see Fig. S4 and sec. S3).

Depending on the organism and epigenetic state, one might observe different values for exponent \( \nu \) as experimentally seen by Zhuang lab [67]. 3D distance computations help us to fix parameters in the model. We used published FISH data for distance between a single pair of \( \alpha \)-globin segments and deduced \( l_H = 36nm \), and using the estimates of diffusion time scales we deduced \( \lambda_H = 0.1 \) (see Fig. S5 and sec. S4). Throughout this paper, \( l_H = 36nm \) and \( \lambda_H = 0.1s \) are used to convert all non-dimensional lengths and times, respectively, into standard units. We will present quantities in both non-dimensional and dimensional units. The reasons for the choice of both these specific values are discussed in greater detail in sec. S3 and S4.

**Distance distributions and cooperative nature of chromatin folding**

Even though the average distance between two chromatin segments is often used to represent chromatin organization, this may not describe the accurate biological picture in a dynamic, heterogeneous context. We compute the distribution of the 3D distance between different segments, \( p(r^*) \), as it captures the maximum information about variability and fluctuations of chromatin. As a control, we computed the \( p(r^*) \) for a SAW and it agrees well with the known analytical expression of des Cloizeaux, \( p(r^*) = C(r^*)^{\theta+2}e^{-(Kr^*)^{1/(\nu-\theta)}} \) [68]. Here \( \nu \) is the Flory exponent, \( \theta \) is a geometrical exponent and the coefficients \( C \) and \( K \) are functions of \( \theta \) [68]. Recent work has led to an accurate estimation for these constants which are discussed in sec. S5. Fig. 1(d) shows the validation with intermediate beads of a SAW (with \( \nu = 0.6, \theta = 0.81, K = 1.17, C = 2.05 \); also see Fig. S6).

We then studied the \( p(r^*) \) for the \( \alpha \)-globin gene locus in both GM12878 and K562 cell types. Examining various segments 250kb apart along the chain backbone (25 beads) for the OFF state, we find that all the distributions have a broad peak near their respective average distances (Fig. 1(e)), with an overall asymmetric tilt towards smaller \( r^* \) values, when compared with SAW (see some sample snapshots in Fig.2). For bead pairs having high \( \epsilon \) values, a sharp peak emerges near \( r^* \approx r_c \) — we call this an “attraction-driven peak” as it is within the attractive range of the potential. The height of the peak is correlated with the strength of attraction (\( \epsilon \)). In an ideal homogeneous polymer case (SAW), we observe a single peak with no signature of attraction-driven peak. On the other hand, chromatin configuration is highly heterogeneous and the bimodal distribution of distances indicate the presence of more than a single population of structures. This is also analogous to the FISH and Hi-C paradox presented in [69] where they observed multiple peak in 3D distance distribution as the result of heterogeneity. This difference is also reflected in the cumulative distri-
FIG. 1. Distribution of interaction strengths and 3D distances: (a) Distributions of the optimised interaction strengths ($\epsilon_{ij}$) for the ON and OFF states of the $\alpha$-globin gene locus. The ON state is populated with smaller values of $\epsilon_{ij}$ while the OFF state has nearly a flat distribution with similar occurrence of all values of $\epsilon_{ij}$. (b-c) Prediction of the relation between interaction strength and contact probability from the IBD simulation (filled diamonds) and from the eq. 1 (black open circles) for the OFF state, and ON state (c) of $\alpha$-globin. (d) Distance probability distribution $p(r_{ij}^*)$ from simulations compared with the analytical des Cloizeaux expression [68] for a pair of beads 9 and 34 of a SAW polymer of total length $N = 50$. Insets show the zoomed in view of the fit for small (bottom inset) and large (top inset) values of $r^*$. (e) $p(r_{ij}^*)$ for various bead pairs with different interaction strengths $\epsilon_{ij}$, but same $s_{ij} = 25$ in the OFF state (filled symbols) and the ON state (empty symbols). Inset: the small $r^*$ region is zoomed in the inset to highlight the interaction-driven peak in the OFF state. (f) Comparison of $p(r_{ij}^*)$ between different perturbed epigenetic-like states: OFF: state with all interactions in GM12878 (red), OFF GT1: when weak interactions are ignored; i.e., only with $\epsilon_{ij} > 1k_B T$ interactions (pink), OFF GT2: when only very high interactions ($\epsilon_{ij} > 2k_B T$) are accounted for (blue), SAW: control simulation with no attractive interaction (black). Vertical dashed lines represent $\langle r_{ij}^* \rangle$ corresponding to each distribution.

Relevance of weak and strong interactions in altering the volume and shape of the chromatin domains

The above picture suggests that the chromatin folding is influenced by the collective behaviour of all beads having different interaction strengths. To examine the nature of collective behaviour, we probed a property of the whole polymer, namely the radius of gyration ($R_g$) defined in sec. S7. To understand how folding is affected by different epigenetic states, we did the following. We started with a polymer having no interactions (SAW), added weak interactions (small $\epsilon$) that exist between beads in the OFF state as the first step, equilibrated, computed $R_g$ and sequentially added stronger interactions between beads step by step ($\epsilon < 0.5, \epsilon < 1.0, ... \epsilon < 2$ and so on, denoted as LT1, LT2 etc.), until the OFF state (GM12878) is reached. Each step was equilibrated and $R_g$ was computed (see Fig:2, top panel). From $R_g$, we have also computed the volume $V = (4/3)\pi R_g^3$ of the chromatin domain as shown in the right side y-axis. As seen from the figure, adding very weak interactions does not change $R_g$ much. However, adding intermediate interactions significantly reduces the $R_g$, and it saturates as the interactions get stronger, resulting in a sigmoidal-like curve showing signatures of cooperative/collective behaviour. Since we have equilibrated the polymer for each set of $\epsilon$ values, the LHS of the curve can be interpreted in two ways: folding the polymer by adding stronger and
FIG. 2. Interaction strengths determining shape properties of chromatin domain: Upper panel: Size of the chromatin domain ($R_g$) as we perturb interaction strengths. x-axis represents different interaction states with extreme ends representing the control (SAW) polymer and the OFF state in the middle. LT1 (LT$x$) indicates that all interactions below $1k_BT$ ($xk_BT$) are present in the polymer. Similarly GT1 (GT$x$) indicates that all interactions above $1k_BT$ ($xk_BT$) are present. The right y-axis indicates volume of the chromatin domain in femtolitre. Snapshots from simulations at various epigenetic states are shown around the perimeter of the graph. Bottom two panels represent the normalized asphericity ($B/R_g^2$) and acylindricity ($C/R_g^2$), respectively. See sec. S7 for the definition of $B$ and $C$. The x-axis is the same in all panels.

stronger interaction starting with a completely unfolded state or equivalently unfolding the polymer by removing the stronger interaction starting with a completely folded OFF state. One can also ask how the polymer would fold if one adds strong interactions (larger $\epsilon$) as the first step, starting with SAW, and then add weaker interaction sequentially step by step (denoted as GT1, GT2 etc.). This is shown in the RHS of Fig. 2 (orange symbols). The whole curve suggests that having prominent interactions alone or weaker interactions alone may not take the system closer to its full equilibrium state. We also show typical snapshots of 3D chromatin configurations corresponding to different epigenetic states. As expected, the OFF state is compact, and the volume of the domain increases as we go towards the SAW state. The approximate two fold-change in volume between the two extreme states seen here are roughly the same order as the density change observed experimentally [70]. The predicted values of the $R_g$ and volume are also of the same order of magnitude as reported by Boettiger et al. [67].

To quantify how the shape of the chromatin domain changes with epigenetic states, we computed the asphericity ($B$) and the acylindricity ($C$) parameters (see sec. S7 for definition). Asphericity quantifies the extent of deviation from a spherical shape. If a polymer is coiled with the average shape of a sphere, $B = 0$. Here a positive $B$ value suggests that even in the OFF state, the chromatin domain is not a perfect sphere. As we go from OFF to SAW, the asphericity increases by $\approx 65\%$ as shown in sec. S7. However, the asphericity scaled with the polymer size ($B/R_g^2$) changes by $\approx 10\%$. Similar to $R_g$, we have shown the GT (RHS, orange symbols) and LT (LHS, blue symbols) cases for the asphericity too. Even though both sides are monotonically increasing, note that LT cases are not equivalent to the
GT cases. We also compute the acylindricity parameter that quantifies the extent of the deviation from a perfect cylinder. Here too, $C > 0$ values suggest that the chromatin domain is not a perfect cylinder (see the lower panel of Fig. 2 and sec. S7). Even though the acylindricity is monotonically increasing (shown in Fig. S9) from the OFF state to a SAW, it is increasing in proportion to the size of the polymer. Hence the scaled acylindricity $(C/R_g^3)$ is nearly a constant, as shown in the lower panel of Fig. 2.

**Weak interactions are crucial in recovering 3D organization of chromatin**

To demonstrate our method and results on a different chromatin domain, we studied another 500 kbp domain (137,250 kbp-137,750 kbp) on human Chr7. Starting from Hi-C data (10kb resolution) from Rao et al. [14], we performed IBD and computed optimal interaction strengths (see details in sec. S8) for cell types describing different epigenetic states (cell lines IMR90 and K562) for the same location. As the Hi-C data is denser compared to the SC, we converged for the Hi-C contacts in a step-wise manner. In the first step (shown in Fig. 3 for IMR90), we optimized only for the stronger contacts (prominent peaks) in the Hi-C data. The prominent (strong) contacts are defined as follows: for each value of the $|i−j|$ line (line parallel to the diagonal representing all equidistant bead pairs), the mean and standard deviation for that off-diagonal line is computed as $\bar{p}_{|i−j|}$ and $σ_{|i−j|}$, respectively. If the contact probability for a matrix element in that $|i−j|$ off-diagonal line is greater than this mean + standard deviation $(p_{ij} > \bar{p}_{|i−j|} + σ_{|i−j|})$, it is considered as a prominent probability value. In the next step, we added weaker contacts such that all contacts greater than the mean $(p_{ij} > \bar{p}_{|i−j|})$ are present and achieved the IBD convergence. Finally, we included the rest of the contacts (all contacts) and obtained the optimal interaction strengths that can reproduce the complete experimental Hi-C map (Fig. 3). It is interesting to note that in the first and second steps when weak contacts (contacts smaller than the mean) are not present, the contact probability from our simulations did not recover the complete contact map. This step-wise optimization process illustrates that the weak contacts are equally important, and the prominent contacts alone cannot reproduce the complete Hi-C map. This is consistent with what we found for the α-globin domain in the earlier section. A similar analysis for K562 is shown in Fig. S10, and a comparison between $ε_{ij}$ for both the cell lines are shown in Fig. S11.

**Distribution of interaction strengths, 3D organization and fluctuations of chromatin domain for different epigenetic states**

Now that we have used the IBD method and obtained optimized $ε_{ij}$ for the new domain, we can analyze the statistical properties of $ε_{ij}$, use $ε_{ij}$ values in a forward simulation, and obtain 3D organization of the domain for both the epigenetic states (IMR90 and K562). First, we present contact probability recovered from our simulation (Fig. 4(a)) for both the epigenetic states (upper triangle is K562 and the lower triangle is IMR90). Since the IBD algorithm iteratively reduces the difference between the input HiC contact probability (experimentally obtained) and the recovered contact probability, this map from the simulation is identical to the contact map from Hi-C up to a very low tolerance (see Method). Note that contact maps for both the cell types are roughly similar. However, there are some important differences for some of the contact pairs (e.g., 10-45). We aim to examine whether these small differences in contact probability would lead to detectable differences in 3D distance and other quantities. In Fig. 4(b), we present the distribution of optimized interaction strength for both the cell lines (IMR90 and K562). All the distributions are peaked at smaller values and decrease gradually, reminiscent of exponential decay. The interaction strength per bead-pair is in the range 0-2 $k_B$T. Here too we used eq.1 and predicted the $ε_{ij}$ values. As seen from Fig. 4(c), the prediction provides a reasonable comparison with what is obtained from the IBD simulation, indicating that the eq.1 works well for different cell types and different experimental datasets (more details in sec. S2).

We now present representative 3D configurations for both the cell lines in Fig. 4(d). To quantify the shape and size of this region, we computed $R_g$, asphericity($B$) and acylindricity($C$). As represented in Table I, $R_g$ shows that K562 is more extended compared to IMR90. In other words, the epigenetic changes, appearing as small differences in contact maps and $ε_{ij}$, are affecting the 3D configuration of chromatin in these cell types differently. The parameters $B$ and $C$ suggest that IMR90 is more spherical and K562 is more cylindrical compared to each other.

Our simulations can predict the precise relation between contact probability of any segment pair and its corresponding average 3D distance. Fig. 4(e) shows this relation for the domain we studied from the cell line IMR90 (see Fig. S12 for K562). Interestingly, it shows a broad distribution of 3D distance for a given contact probability, similar to what is observed in α-globin gene locus [31]. Even though a single power law curve cannot describe the whole data, the fit to the broad data gives the relation $r_{ij} \sim p_{ij}^{−1/4}$. While the average behaviour of the curve is consistent with the earlier work [71, 72], our simulations uniquely predicts the variability in the 3D
FIG. 3. **Step-wise IBD showing the importance of weak interactions:** Stepwise IBD process for the Chr7 region in the IMR90 cell line. The IBD optimisation is presented in 3 steps. (I) First column: input is only the prominent probability values (higher than one standard deviation from the mean, i.e., $p_{ij} > p_{i-j} + \sigma_{i-j}$) show in (a) based on the peak detection algorithm (see text and S8). (b) The corresponding optimised $\epsilon_{ij}$ values, and (c) the recovered contact probabilities. (II) Second column: after the first optimisation step, all peaks above the average probability values (shown in (d)) are fed as input (i.e., $p_{ij} > p_{i-j}$). The corresponding optimised interaction strengths in (e) are improved with some weak interactions appearing in this 2nd step. However note that the recovered contact probability simulated with prominent interactions in (f) is not comparable to the full contact probability in (g). (III) Third column: the complete Hi-C matrix in (g) is fed as input. At the end of this third step the whole contact probability matrix was recovered in (i), and the corresponding optimal interaction strengths are predicted in (h).

TABLE I. Various shape properties based on the eigenvalues of the gyration tensor G are described here for cell lines IMR90 and K562 for the domain we studied in chromosome 7. See sec. S7 for definition of these symbols.

| Shape property | cell line IMR90 | cell line K562 |
|----------------|-----------------|----------------|
| $R_g^2$        | 30.25           | 40.20          |
| $B$            | 17.50           | 25.67          |
| $B/R_g^2$      | 0.54            | 0.64           |
| $C^2$          | 3.52            | 4.20           |
| $C/R_g^2$      | 0.116           | 0.104          |
| prolateness    | -0.970          | -0.974         |
| anisotropy     | 0.478           | 0.538          |

distances. In Fig. 4(f), we show how the contact probabilities ($\Delta p_{ij} = p_{ij}(K562) - p_{ij}(IMR90)$) and corresponding 3D distances ($\Delta r_{ij} = r_{ij}(K562) - r_{ij}(IMR90)$) differ between both the cell types. The $p_{ij}$ differences are small. However, a small change in $\Delta p_{ij}$ ($\approx 0.05$) can change the 3D distance by $\approx 2$ units ($\approx 60nm$) for certain pair of beads (beads having high $|i - j|$, green/yellow color). Intuitively, when $\Delta p_{ij}$ is positive, the $\Delta r_{ij}$ should be negative and vice versa. This is clearly seen in the second and fourth quadrants. The first quadrant, where both $\Delta r_{ij}$ and $\Delta p_{ij}$ are positive points to those bead pairs that are compacted/extended due to possible collective effects arising from other beads nearby.

Since a wide range of 3D distances are possible for any given contact probability, we computed the whole 3D distance distribution $p(r^*)$ between different segments for
FIG. 4. Chromatin configuration and fluctuations for different epigenetic states: (a) The recovered contact probabilities ($p_{ij}$) for two epigenetic states/different cell types, K562 (upper triangle) and IMR90 (lower triangle) for a 500 kbp domain (137,250 kbp-137,750 kbp) on human Chr7. Contact maps for both the cell lines are roughly similar. However, the difference can be seen around certain bead pair like 10-45. (b) The distributions of the optimised interaction strengths ($\epsilon_{ij}$) for the corresponding epigenetic states (cell types). Both the distributions are peaked at low values of $\epsilon_{ij}$ and are sharply decaying. Two exponential lines are given as a guide to the eye. (c) Prediction of the relation between interaction strength and contact probability from the IBD simulation (filled diamonds) and eq. 1 (black open circles) for the Chr.7 region from K562 cell line. (d) Two randomly selected 3D configurations for each epigenetic state (K562 and IMR90). (e) Our prediction of the mean 3D distance between every pair of beads ($r_{ij}$) as a function of their corresponding contact probability ($p_{ij}$) for one of the epigenetic states (IMR90). The color indicates genomic distance $|i-j|$ between the pair of beads (in units of bead size, see sidebar). Curve with a power-law relation $r_{ij} \propto p_{ij}^{(-1/4)}$ is plotted (red line) as a guide to the eye. (f) The difference between K562 and IMR90 epigenetic states. $\Delta r_{ij} = r_{ij}$(K562)$-r_{ij}$(IMR90) is predominantly positive suggesting that K562 is slightly more extended (see text). (g) Probability distribution of 3D distance, $p(r_{ij}^*)$, for bead pairs 11-36 (main figure) and 5-30 (inset). The former pair has high contact probability and shows a double peak. The latter (inset) is for a randomly selected pair. Both the main figure and inset suggest that K562 is slightly more extended than IMR90.

Both the cell type (see Fig. 4(g)). For certain segment pairs, here too, we observe double-peaked distributions, showing attraction-driven peak as in the case of the $\alpha$ globin OFF state. For certain other segment pairs, the distribution has only a single peak, as shown in the inset of Fig. 4(g). However, in all the cases, the distributions are skewed towards the lower values of $r_{ij}$ suggesting more compaction compared to SAW. It is also evident that the K562 is more extended than IMR90 once again, showing that small changes in contact probability can
have interesting differences in 3D distances.

**Prediction of probability of triple contacts**

Experimental contact probability data such as 5C and Hi-C can only provide pair-wise contacts. However, our simulations can go beyond pair-wise interaction and can provide multi-body contacts. Here in this section, we investigate three-body contacts — simultaneous contacts between three beads in our simulations — for various segments in different cell types. That is, we compute the probability of three beads (at positions $r_i, r_j$ and $r_k$) coming together within a distance less than the cutoff radius (i.e. $r_{ij} < r_c$, $r_{ik} < r_c$, and $r_{jk} < r_c$). First, we investigate the triple contacts within the α-globin domain. Figs. 5(a), (b) and (c) show the triple body contact with bead number 10, 15 and bead 40 as reference points, respectively. That is, the probability that bead 10 is in contact with any other two beads ($i$ and $j$ represented in $x$ and $y$ axis, respectively) is shown in Fig. 5(a) for both the ON (K562) and OFF (GM12878) states in lower and upper triangles of the matrices, respectively. Since, bead 10 is the reference point ($k = 10$), the vertical lines at beads 10 ($i = 10$) indicates the triple contact among $k = 10$ (the reference point), $i = 10$, and $j$. Since the reference and $i$ are the same, this reduces to a pair-wise contact. Similarly, the horizontal line at bead 10 indicates the contact among $k = 10$ (the reference point), $i$, and $j = 10$. All other matrix elements show the triple contact that bead 10 makes with different pairs of beads ($i$ and $j$). Interestingly, the OFF (GM12878) state has many more triple contacts as compared to the ON (K562) state. This is consistent with our earlier observation that the OFF state is highly compact while the ON state is close to SAW polymer. We repeated this analysis for different beads in the domain of our interest in Chr7. Fig. 5(d)-(f) show the triple contact with beads 11, 35 and 46 as reference points, respectively. Here too, we represent the K562 and IMR90 in upper and lower triangles of the matrices, respectively. In all three cases, IMR90 shows more triple contacts compared to the K562 cell line, specifically in the region bead 30 to bead 40.

The biological significance of triple contacts is just emerging. There are new findings about “shadow enhancers” where two enhancers interact with a single promoter [73]. One of the models for such interaction is the “simultaneous looping model” where two enhancers are simultaneously in contact with a gene. There are also findings of one enhancer simultaneously regulating two different promoters. Computation of triple contact probabilities will help us understand the frequency of such events. A recent work has also suggested that high triple contact points indicate the boundaries of TADs [74].

**Estimation of stiffness and drag properties from domain relaxation times and fluctuations**

Whether chromatin is liquid-like, solid-like or gel-like has been a matter of intense discussion in the recent literature [11, 26, 75, 76]. In the phase separation picture, chromatin segments are thought to be “liquid-like”, dynamically exploring various configurations. Given that our model can study the stochastic nature of formation and breakage of bonds, and polymer dynamics, consistent with what is observed in Hi-C experiments, below we compute relaxation times and fluctuations of the chromatin domain and estimate effective elastic and drag properties. To demonstrate our results, we use α-globin domain as an example.

First, we computed the end-to-end vector autocorrelation function ($R_E^k(0) - R_E^k(t^\star)$) where $R_E^k = (r_i^k - r_0^k)$ and extracted the longest relaxation time $t^\star$ with and without hydrodynamic interactions (HI). The autocorrelation decay computed with HI is shown in Fig. 6(a) and no-HI case is shown in Fig. S13. Fig. 6(b) shows that the relaxation times for all the perturbed states are lower with HI, as observed previously for the protein folding simulations [77, 78]. We also computed the $R_g$ autocorrelation function and observed similar behaviour. All results presented in this paper are computed with HI unless stated otherwise. The chromatin in the OFF state has a lower relaxation time compared to SAW chromatin (See Sec. S9 for more details). Experiments measuring mean square displacement (MSD) have reported that repressed chromatin regions have an unexpected higher diffusivity compared to the non-repressed chromatin [11, 79]; considering that diffusivity is inversely proportional to the relaxation time, there is some similarity between the experimentally reported results and our findings. To understand this behaviour, we investigate the elastic and drag properties of the chromatin domain. From the measurement of fluctuations of each bead-pair we can compute an effective stiffness defined as $K_{ij} = k_B T/\langle |r_i - r_j|^2 \rangle$ (Fig. 6(c)). As expected, the highly interacting OFF state is stiffer than the other epigenetic states, including SAW. This can also be understood from the free energy as a function of bead pair distance $F^*(r^\star) = -\ln \langle p(r^\star)/\pi r^\star 2 \rangle$ (see inset). The above behaviour is consistent with $K_{ij} \sim \frac{\partial^2 F_{ij}^*}{\partial r_{ij}^2}$ and stiffness ($K_{ij}^\star$) of different epigenetic states do show similar behaviour. Since timescales in such problems are inversely proportional to the stiffness, the observed lesser time is explained by the higher stiffness. For the known stiffness and relaxation times, we can compute an effective drag coefficient defined as $\zeta_{eff} = r^\star \times K^\star$. Taking the effective stiffness of the end beads ($K^\star_{1,50}$), we find that the drag for the OFF state is higher than the other states suggesting that the existence of larger attractive interactions re-
FIG. 5. Triple contact probabilities: Probability of contact between 3 chromatin segments simultaneously, computed from simulations. (a) Triple contact probabilities of bead 10 (reference point) with any other two beads for the α-globin gene locus in the OFF state (upper triangle) and ON state (lower triangle). (b) & (c) are similar to (a) with reference points as beads 15 and bead 40, respectively. (d) Triple contact probabilities of bead 11 (reference point) with any other two beads on the Chr.7 region for K562 (upper triangle) and IMR90 (lower triangle). (e) & (f) are similar to (d) with reference points as beads 35 and bead 46, respectively.

Reduced its ability to reorganize. Both the stiffness and drag are greater for the OFF state than the SAW, but they combine to lead to a faster relaxation time for the OFF state. Our findings are consistent with the recent experimental report that highly interacting chromatin shows reduced mobility as measured by Fluorescence Recovery After Photobleaching (FRAP) technique, revealing the gel-like nature of chromatin [26, 76].

Interplay between interaction energy and polymer entropy influences the dynamics of chromatin domain

While we have gained insights into steady-state fluctuations and distance distributions, how the interactions would affect chromatin dynamics can be further probed [45, 80, 81]. We know that contacts between chromatin segments are dynamic: proteins that form contacts bind and dissociate, resulting in stochastic formation and breakage of contacts. This opens up interesting questions: How long do two beads remain in contact (looped)? When loops break and beads diffuse away, how long does it take for the bead pairs to come back in contact? What are the factors (interaction strengths, polymer entropy etc.) dictating the phenomena of dynamic contacts?

To study the temporal nature of chromatin, similar to some of the earlier work [45, 82], we define loop formation time ($t^*_L$) and contact time ($t^*_C$) for all bead-pairs. $t^*_L$ is defined as the time taken for a pair of beads to meet ($r^*_{ij} < r^*_C$) for the first time, starting from a random equilibrium configuration. $t^*_C$ is defined as the duration that the bead-pairs remain looped/in contact. A schematic representation of a typical time trajectory of 3D distance indicating $t^*_L$ and $t^*_C$ is shown in Fig. 7(a) and the actual data from our simulation, as an example, is shown in Fig. S14. Corresponding average quantities are defined by $\langle t^*_L \rangle$ and $\langle t^*_C \rangle$, respectively.

Two possible factors that can influence these temporal quantities are interaction strengths ($\epsilon$) and polymer entropy. Since two beads having a larger segment length between them will have higher entropy, it is expected that the time to come into contact is longer. In other words, the time of looping is expected to be dictated by polymer entropy. To validate this hypothesis, we looked at $\langle t^*_L \rangle$ as a function of the genomic length with and without HI.

As shown in Fig. 7(b) $\langle t^*_L \rangle$ monotonically increases with $s$ showing a power law behavior $\langle t^*_L \rangle \sim s^\mu$. As a
FIG. 6. Stiffness and relaxation time characterising domain properties: (a) Exponential decay of end-to-end auto-correlation function with time for four epigenetic states computed with HI. (b) Relaxation times ($\tau$) with and without HI reveal that HI helps in relaxing the polymer faster. (c) Effective stiffness between all the bead-pairs; OFF state is more stiff compared to less interacting states and SAW. Inset: Free energy as a function of bead pair distance $r_{5,30}$. (d) Effective viscous drag felt by different chromatin states. OFF state chromatin (with stronger interactions) is more stiff and has a higher viscous drag.

control, we matched our $\langle t^* \rangle$ results with the previously known exponents $\mu \approx 2.3$ for SAW and $\mu = 2.0$ for a random polymer (see top inset) [82, 83]. By simulating various chain lengths ($N = 10, 20, \ldots$), we can infer that the deviation from the power law for large $s$ is due to finite chain effects (top inset). We have also computed $\langle t^* \rangle$ for all the other epigenetic states revealing $2.3 > \mu \geq 1.4$. The OFF state having all interactions shows the smallest exponent of 1.4. As we remove interactions from the system, $\mu$ gradually approaches the SAW limit. The scaling appears independent of HI as shown in Fig. S15. The change in power law may also be understood by looking at the free energy plotted in Fig. 6(c) inset. One can see that the free energy has a higher tilt in the OFF state compared to the other states, implying that the bead-pairs can move along the landscape quicker in the OFF state. The results for $\langle t^* \rangle$ suggests that even in the absence of loop extrusion, the looping time is not too long (seconds to minutes). This also indicates that the micro phase-separation could be a viable mechanism for bringing together chromatin segments and possibly explains the experimentally observed fact that chromatin...
FIG. 7. Interaction energy and genomic separation dictate the behavior of loop formation time $\langle t^*_L \rangle$ and contact time $\langle t^*_C \rangle$: (a) schematic representation of the distance between two beads in a single trajectory showing $t^*_L$ and $t^*_C$. (b) $\langle t^*_L \rangle$ has a power law scaling with genomic length ($\langle t^*_L \rangle \sim s^{\mu}$) with exponent varying from 1.4 (OFF state) to 2.3 (SAW) for different chromatin states. The exponents are shown in lower inset. The upper inset shows $\langle t^*_L \rangle$ for various $N$ values for a random walk polymer. (c) $\langle t^*_L \rangle$ as a function of interaction strength with each point representing a bead pair. Note the huge spread in $\langle t^*_L \rangle$. Inset: $\langle t^*_L \rangle$ binned and averaged over all bead pairs having same $\epsilon$ showing minimal influence of $\epsilon$. (d) $\langle t^*_C \rangle$ as a function of $s$ with each point representing a bead pair. Here too, note the spread. Inset: $\langle t^*_C \rangle$ binned and averaged over all bead pairs having the same $s$ showing minimal dependence on the segment length. (e) $\langle t^*_C \rangle$ increases exponentially with the interaction strength. (f) $\langle t^*_L \rangle$ for all the bead pairs as a heatmap for (f) OFF and (g) SAW states.
is functional even in the absence of loop extruding factors [12, 24, 25]. We then examined how the interaction strength influences \( \langle t^*_L \rangle \), and found that there is a huge spread in the \( \langle t^*_L \rangle \) values, for a given \( \epsilon \) (Fig. 7(c)), with the average showing a mild dependence on \( \epsilon \) (inset).

Interestingly the values of \( \langle t^*_C \rangle \) are nearly independent of genomic separation (Fig. 7(d)). Here too, there is huge variability among different bead pairs, with the inset showing the behaviour when the segment length is averaged over all pairs having the same \( s \). However, the interaction strength significantly alters the \( \langle t^*_C \rangle \) (Fig. 7(e)) showing an exponential increase (see sec. S9 for a discussion on the relation between \( t^*_C \) and \( \epsilon \)). This suggests that the \( \langle t^*_C \rangle \) is determined by the interplay between entropy (resulting from genomic separation) and energy (interaction strength). Once bead pairs come in contact, \( \langle t^*_C \rangle \) is dominated by the interaction strength.

For the OFF and SAW states, we also show \( \langle t^*_L \rangle \) between all pairs of beads as a heatmap (see Fig. 7(f) & (g)). One can quickly note that the range of SAW time scales is much higher than that of the OFF state. This is the consequence of higher \( \mu \) for the SAW compared to the OFF state. In the SAW, one can observe that the times are similar for all points having the same distance away from the diagonal (a line parallel to the diagonal axis), suggesting that what matters, in this case, is the inter bead distance (\( s \)). In contrast, in the OFF state, there is heterogeneity and curve colour contours suggesting that the time values are not just a function of segment length alone but also the identity (interaction strength) of the individual bead pairs. In other words, If entropy is the only thing that mattered, the time values will depend only on the genomic distance (like in the no-interaction SAW case). But here, as observed in Fig. 7(c), the interaction strength values also play a role, albeit small compared to the role of entropy. Hence the curve colour contours in Fig. 7(f) once again points to the interplay between energy and entropy.

Nature of loop formation and contact time distributions

So far, we have studied the average loop formation times and contact times; however, should one assume that the average values describe these quantities completely? To answer this, similar to \( p(r^*) \), here we have investigated the nature of the distribution of the temporal quantities. In Fig. 8(a) and (b), we present the probability distributions of contact (\( p(t^*_C) \)) and loop formation (\( p(t^*_L) \)) times, respectively. We observe that \( p(t^*_C) \sim \exp\left(-t^*_C/\tau_c\right) \) with the average time \( \tau_c \) that depends on the epigenetic state (SAW: \( \tau_c = 1/1.6 \), OFF: \( \tau_c = 1/1.25 \)). \( \tau_c \) is small for the SAW and it increases as we add interactions to the system. However, interestingly, the probability of loop formation time (\( t^*_L \)) has a power law decay \( (p(t^*_L) \sim (t^*_L)^{-\gamma}) \) (Also see Fig. S16).

This suggests that there is a huge diversity in loop formation times, and the average looping time alone may not be sufficient to describe the loop formation phenomena. We find that the epigenetic states alter the slope of the distribution (SAW: \( \gamma = 0.4 \), OFF: \( \gamma = 1.0 \)), keeping the overall nature the same. Comparison of these two distributions reveals that quantitatively the \( t^*_L \) is much larger than \( \tau_c \), indicating that chromatin segments take longer to come into contact but stay in contact for a short time. Interestingly, earlier studies for yeast and drosophila have reported broadly comparable behaviour [45]. Also, see Fig. S16 for a discussion on finite size effects introducing exponential tails in the distribution.

Suggestions for experiments to test our predictions

Since we take HiC-like data as input and predict positional fluctuations and dynamics of chromatin segments, microscopy is the ideal method to test our predictions [11, 12, 79]. All \( p(r) \) predictions (Fig. 1) may be tested either via live (without fixing) microscopy experiments or by collecting a large number of frozen snapshots of segment-locations via FISH or equivalent methods. Imaging experiments may also estimate the volume occupied by a domain (Fig. 2). From the positional fluctuation data, one can also obtain the effective stiffness as described earlier in this paper (Fig. 6). To measure the time-dependent quantities (Fig. 7, Fig. 8), apart from live microscopy experiments, one may also design appropriate FRET pairs that can probe quantities like the contact time [84]. Obtaining all of these quantities for different epigenetic states would facilitate comparison with our predictions.

DISCUSSION

In this paper, we have investigated the dynamics of chromatin domains, using an inverse Brownian dynamics model including hydrodynamic interactions, and presented the corresponding results. In this section, we discuss several aspects of the model and results in greater detail. In particular, we would like to highlight the novel aspects of our model in the context of earlier work in this area. In our work, we focus on chromatin organization and dynamics within a domain, using parameters obtained via inverse optimization, consistent with chromatin conformation capture experiments.

In the literature, there have been many remarkable studies to simulate chromatin organization within the nucleus. A number of models have used the forward method to obtain 3D configurations and dynamics of chromatin [23, 29, 42, 85, 86]. In the forward method, authors start with a fixed set of parameters and the sys-
tem is simulated to obtain time-dependent/steady-state configurations, typically using Monte Carlo or coarse-grained Molecular dynamics methods. Such studies have been used to obtain 3D organization of yeast genome, regions of drosophila, mouse and human genome [29, 87–89]. Many of these studies point out interesting statistical properties of the chromatin polymer, such as the scaling of contact probabilities with genomic separation and root mean square spatial distance. They also investigate the organization of the active/inactive regions within a chromatin/within the nucleus [23, 42, 85, 87, 90]. It may be noted that chromatin folding models have broad similarity with protein-folding models with the interchromatin interactions being the non-bonded interaction [53, 91–95].

There have been a few models that compute chromatin organization starting with the Hi-C data. Some of these models assume a mathematical relation between the contact probability and mean 3D distance and covert the contact matrix to a distance matrix. A subgroup of these models employ a harmonic interaction between various bead pairs and find optimal spring constants, leading to a Gaussian model [48, 71, 88]. Another approach has been to predict a population of static configurations by iteratively inserting contacts and finding the optimal structures that maximize a likelihood function connecting the contact matrix and the model [46, 47]. In a related approach, groups have investigated the problem using a general force-field optimization method [35, 40]. A different approach has been to employ a coarse-grained polymer model explicitly accounting for binder proteins; these models obtain the optimal number of protein types and binding sites that matched with Hi-C data [39]. While these models have the details about the protein binding locations, they do not optimize for the interaction strengths directly; once they obtain the optimal number of protein types and bindings sites, the concentration and interaction strengths of proteins are varied as separate parameters. An alternative approach has been to start with the epigenetic (histone modification/protein binding) data and compute interaction strengths that can generate 3D configurations [35, 87].

While these models provide many exciting results and predictions, another approach is to optimise for short-range interaction potentials representing “bonds” that can be broken when segments pairs are far away. Giorgetti et al. and our own work have attempted to do this [31, 32, 50]. While Giorgetti et al. do Monte Carlo simulation of a region of mouse X-chromosome to compute the 3D distance between segments, our focus is to study a wide range of static and dynamic properties of chromatin domains in human chromosomes, using Brownian dynamics, with hydrodynamic interactions. Furthermore, Giorgetti et al. use a square well potential; we use the SDK potential that has attractive and repulsive parts that smoothly vary along $r$, reaching zero at $r_c$. There have been a couple of interesting polymer simulation studies on α-globin gene locus [86, 96]. Both the studies investigate the mouse α-globin domain, which appears to have a very different contact matrix from the human α-globin that we investigate here. Our studies are complementary to these studies as we predict the interaction strengths, 3D distance distributions and dynamics of human α-globin locus that have not been investigated.

FIG. 8. Distribution function for contact time ($t_C^*$) and loop formation time ($t_L^*$) for a specific bead-pair (bead 5 and bead 30) in SAW and OFF state are shown in (a) and (b), respectively.
so far.

To study dynamics, there have been many interesting studies that compute mean squared displacement (MSD) of a loci as a function of time and showed whether regions have diffusive or sub-diffusive nature depending on the organism, nature of interactions, and length scale [41, 45, 48, 51, 81, 88, 89, 97]. In the context of yeast and regions of drosophila, mouse, and the human genome, there have been investigations of first meeting times and contact times [45, 81, 97]. Here, we also compute similar quantities and show how the single chromatin domain behaves, taking two loci as examples, with optimised parameters and what the corresponding timescales are. While the precise timescale would vary depending on the nature of the interaction/domain, some features like the power law distributions are common to the earlier observations in drosophila [45].

Since many methods use epigenetic datasets to model chromatin, we would like to argue that using Hi-C data alone has the following advantage. In many a context — for example, when studies are done under different drug-treated conditions — we may not have the epigenetic data. We may not know the precise protein concentrations, affinities of proteins, organization of proteins and histone marks under all these conditions. Hence obtaining optimal intra-chromatin interaction strengths for all bead pairs with Hi-C data alone has its advantage and may be useful to study various cell states. In this work, given the contact probability data – without any further information – we predict the intra-chromatin interactions that are a net result of different epigenetic marks, their intensities, different protein/DNA interactions and distributions/concentrations of proteins.

Simulating chromatin at higher resolution is computationally expensive, in particular with HI. Hence we chose 10kb as the optimal resolution for this work. While the chromatin polymer at 10kb resolution can capture the size, volume, shape and overall dynamics of typical TADs, it cannot capture the enhancer-promoter looping and gene regulatory dynamics.

Another point worthy of discussion is whether considering a small domain is justifiable or not. First of all, it is computationally expensive to simulate the whole chromatin at higher resolution with hydrodynamic interactions; moreover, from a biology point of view, there are sound arguments that suggest that simulating a small domain is reasonable. From the chromatin contact probability data, we know that chromatin is organised into multiple domains (also often called TADs). This data suggest that one domain has much less probability (negligible probability) to interact with another domain. Hence their inter-domain interaction can be assumed to be negligible. Since our aim here is to probe the dynamics of beads within a domain, it is reasonable to simulate a single domain alone. Also, note that the gene regulation and cellular processes are thought to be happening within a domain. Interestingly, recent experimental data has shown that when the chromatin polymer is cut and each domain is separated out, most of those domains are stable and behave very similar to how they behaved within the whole chromatin, indicating that each domain is independent [16]. This justifies our investigation of each chromatin domain as a separate entity. Interestingly, the intra-chromatin contacts from Hi-C will shrink the domain and make it dense. We find that the volumic density within the domain — defined as the ratio of the segment length to the volume of the domain — is 0.005bp/nm$^3$. This is the same order of volumic density as mentioned in Ghosh and Jost [45].

One of the important conclusions of polymer physics is that the temporal quantities are greatly affected by HI [77, 78, 98–105]. Earlier works that used HI investigated the active dynamics of a long polymer with the aim of investigating correlated motion due to activity [90]. While these studies gave insights about the potential large scale movements inside the nucleus due to activity, the dynamics of chromatin in the length scale relevant for gene regulation (scale of domain/TADs) is not investigated here. To the best of our knowledge, this work is the first attempt to study the chromatin dynamics with HI at the length scale of a domain. Here, we show that while the relaxation times do depend on HI, other quantities on the length scale of the domain remain less affected by HI. However, there are interesting questions that remain to be addressed on how HI affects dynamics in a crowded environment, given that the concentration of macromolecules in a cell is in an unentangled semi-dilute regime, where HI is known to be important. However, investigating dynamics in a crowded environment is a difficult problem given that HI is a long-ranged and involve many-body interactions. The problem of the role of screening of HI is also important in this context. Our current study is a preliminary step in the direction of including HI. Another aspect worthy of discussion is alternative models like the melt model [106–108]. The melt of polymer rings could be a useful model to study organization of multiple chromosomes and how chromosomes segregate to form chromosome territories [106–108]. It could also be an interesting model to study how multiple TADs do segregate. However, in the current work, we are neither studying the problem in the length scale of multiple chromosomes nor multiple TADs. Rather, we are interested in the chromosome structure/dynamics within a TAD/domain and the use of a model with a single chain in a dilute solution capable of providing insights in this context.

Quantities calculated here have immense physical and biological significance. The finding of two peaks in the distribution function is a novel aspect that can have ramifications. As mentioned earlier, there is an ongoing debate in the field about whether gene regulation requires actual physical contact between two regulatory segments.
or only the proximity would suffice. Cellular processes such as transport of proteins from one region to another (e.g., enhancer-promoter), spreading of histone modifications in the 3D space etc., would crucially depend on \( p(r) \) \(^{[109, 110]}\). For example, given \( r \), one can compute the time \( \langle \tau_p \rangle \) for proteins/enzymes to diffuse from location \( r_i \) to \( r_j \). The mean time would depend on the distribution as \( \langle \tau_p \rangle = \int \tau_p p(r) dr \). However, apart from a distance among segments, the accessibility would depend on the local compactness and diffusivity too. That is, compactness of the domain (Fig. 2) and effective viscous drag (Fig. 6) together with \( p(r)(\text{Fig. 1}) \) would be crucial for understanding how physics of chromatin would affect biological function. Given that phase separation is argued to be one of the important factors determining domain formation, our study reveals how the interplay between intra-chromatin interactions and polymer dynamics would affect loop formation and contact times.

**CONCLUSION**

Even though there is a great improvement in our understanding of the static nature of chromatin organization, very little is known about the dynamics, which is a crucial aspect of in vivo chromatin. With the advancement of technology, it is now possible to experimentally probe the fluctuations and dynamics of chromatin polymer. However, the main challenge to simulate the dynamics of chromatin is that we do not know the interaction strength parameters among different segments. We have overcome this challenge by using an inverse technique and obtained optimal interaction strengths between all chromatin segments, and used it to investigate the dynamics of a chromatin domain.

We summarize our key findings: (i) We investigated the 3D organization of two chromatin domains for two different epigenetic states in each case. (ii) Starting from 5C/HiC data, we predicted the optimal intra-chromatin interactions strengths for all cases revealing how epigenetic changes would affect the interactions and 3D organization of chromatin. (iii) Going beyond the average properties, we computed the distance probability distribution; we observe a double peak – an interaction-driven peak and an entropy-dominated peak – depending on the epigenetic state and chromatin segment pair identity. (iv) Introducing perturbations in optimized interaction strength values to systematically mimic epigenetic-like states, we show how perturbations would alter \( p(r) \); the distance distribution between a given bead pair depends on the interaction strength of all other pairs suggesting the cooperative nature of chromatin folding. (v) Volume and the shape properties of the chromatin domain depends on the magnitude of interaction strengths present, whether it is an epigenetic state or perturbed state. The OFF state of \( \alpha \)-globin gene is highly collapsed/compact, more spherical compared to the extended, less spherical ON state or SAW. (vi) Our simulations investigated beyond the pairwise contact probability information and predicted the probability of three segments coming together (triple contact). (vii) The relaxation time of the domain is dependent on the magnitude of the interaction strengths in the domain. Counter-intuitively, the relaxation time of a highly interacting OFF state is much shorter than that of a non-interacting SAW polymer. We explain this phenomenon by computing the effective stiffness of the domain from polymer fluctuations. We also show that the OFF state has a higher effective drag. (viii) We study dynamics accounting for crucial hydrodynamic interactions; we show that HI has a significant influence on the relaxation time of the chromatin domain. With HI, the domain takes half the time to relax as compared to the no-HI case. (ix) We compute the loop formation time and the time for the looped bead pairs to remain in contact. We show that average looping time has different scaling with genomic separation, depending on the nature of the chromatin states having different interaction strengths. The looping times show a power law distribution indicating multiple timescales that might be involved with looping. On the other hand, the contact time has an exponential distribution.

This study can be further extended genomewide to examine various gene loci and investigate the fluctuations and dynamics of all domains in the genome. Such polymer models are useful for examining aspects like the spread of histone modifications and accessibility of the domains. We hope that this study will catalyse new experimental and computational studies examining the interplay between epigenetics and polymer dynamics.
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The main paper presents findings of studies on statics and
dynamics of a chromatin domain. Through chromatin in vivo shows dynamicity and cell-to-cell variability;
in literature, the nature of chromatin is mostly quantified through average static properties. In this work,
we go beyond the average and quantify the whole phase space by investigating probability distributions and several temporal quantities, and we estimate the timescales of loop formation and stable loop maintenance. The necessary supplementary information for results presented in the main paper is provided here.

S1. SIMULATION DETAILS

We consider chromatin as a bead spring chain having optimal intra-chromatin interactions derived from 5C and Hi-C data using an inverse method described below. Taking experimental contact probability data as input, we have computed the optimal interaction strength between different segments of the chromatin using an Inverse Brownian Dynamics (IBD) method that we have developed1. We perform Brownian dynamics simulations and compute various static and dynamic quantities as described below. It is essential to include hydrodynamic interactions (HI) while computing dynamic quantities in order to obtain even qualitatively accurate predictions2–11. HI accounts for the propagation of velocity perturbations due to the motion of one segment of a polymer chain to other segments through the medium. Several studies that attempt to probe chromatin dynamics have not considered HI. In the present work, we simulate the dynamic nature of chromatin accounting for HI.

Governing equations for the bead-spring chain model

The total energy of the chromatin bead spring chain, made up of N beads, is \( U = U^S + U^{SDK} \) where \( U^S \) is the spring potential between the adjacent beads \( i \) and \( (i+1) \), given by

\[
U^S = \sum_i \frac{H}{2} (|r_i - r_{i+1}| - r_0)^2
\]  

where \( r_i \) is the position vector of bead \( i \), \( r_0 \) is the natural length and \( H \) is the stiffness of the spring. The Soddemann-Duenweg-Kremer potential \( (U^{SDK}) \) is a Lennard-Jones-like potential used to mimic protein-mediated interactions12,13 which is given by:

\[
U^{SDK} = \left\{ \begin{array}{ll}
4 \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \frac{1}{4} \right] - \epsilon_{ij} & r_{ij} \leq 2^{1/6} \sigma \\
\frac{2}{3} \epsilon_{ij} \left[ \cos (\alpha r_{ij}^c + \beta) - 1 \right] & 2^{1/6} \sigma \leq r_{ij} \leq r_c \\
0 & r_{ij} \geq r_c
\end{array} \right.
\]

Here \( r_{ij} = |r_i - r_j| \) is the distance between beads \( i \) and \( j \) and \( \epsilon_{ij} \) is an independent parameter representing the attractive interaction strength between them. \( 2^{1/6} \sigma \) is the distance at which \( U^{SDK} \) is zero. The cut-off radius of the SDK potential is \( r_c = 1.82 \sigma \). The SDK potential has the following advantages compared to the Lennard-Jones (LJ) potential:

1. The repulsive part of the SDK potential \( (r_{ij} \leq 2^{1/6} \sigma) \) is constant and remains unaffected by the choice of the parameter \( \epsilon_{ij} \).

2. The SDK potential reaches zero at the cut off radius \( r_c = 1.82 \sigma \), unlike the LJ potential where the energy goes to zero only at infinite distance.

3. As the protein-mediated crosslinking interactions in chromatin are short ranged, the SDK potential models the chromatin crosslinks more appropriately12,14.

For the simulation, all the length and time scales are non-dimensionalised with \( l_H = \sqrt{k_B T / H} \) and \( \lambda_H = \zeta / 4 \lambda \), respectively where \( T \) is the absolute temperature, \( k_B \) is the Boltzmann constant, and \( \zeta = 6 \pi \eta a \) is the Stokes friction coefficient of a spherical bead of radius \( a \), with \( \eta \) being the solvent viscosity. The evolution of bead positions in BD simulations is governed by the following Ito stochastic differential equation,

\[
\begin{align*}
\mathbf{r}_i (t^* + \Delta t^*) &= \mathbf{r}_i (t^*) + \frac{\Delta t^*}{4} D_{ij} \cdot (\mathbf{F}_j^{S^*} + \mathbf{F}_j^{S^{SDK^*}}) + \frac{1}{\sqrt{2}} B_{ij} \cdot \Delta W_j \\
&\quad + \frac{1}{\sqrt{2}} B_{ij} \cdot \Delta W_j
\end{align*}
\]

\( (3) \)
Here \( t^* = t/\lambda_H \) is the dimensionless time and \( r^*_i = r_i/l_H \) is the dimensionless length. \( \Delta W_j \) is a non-dimensional Wiener process with mean zero and variance \( \Delta t^* \). The bonded interactions between the beads are represented by a non-dimensional spring force, \( F^{S*}_j \), and the non-dimensional SDK force is \( F^{SDK*}_j \). \( D_{ij} \) is the diffusion tensor, defined as \( D_{ij} = \delta_{ij} \delta + \Omega_{ij} \), where \( \delta_{ij} \) is the Kronecker delta, \( \delta \) is the unit tensor, and \( \Omega_{ij} \) is the hydrodynamic interaction tensor. We use the regularized Rotne-Prager-Yamakawa (RPY) tensor to compute hydrodynamic interactions [HI]²,  
\[
\Omega(r^*) = \Omega_1 \delta + \Omega_2 \frac{r^* r^*}{r^*_2} \tag{4}
\]
for \( r^* \geq 2\sqrt{\pi} h^* \)
\[
\Omega_1 = \frac{3\sqrt{\pi}}{4} h^* \left( 1 + \frac{2\pi h^*^2}{3 r^*_2} \right) ; \tag{5}
\]
\[
\Omega_2 = \frac{3\sqrt{\pi}}{4 h^*} \left( 1 - \frac{2\pi h^*^2}{3 r^*_2} \right) ;
\]
and for \( r^* \leq 2\sqrt{\pi} h^* \)
\[
\Omega_1 = 1 - \frac{9}{32 h^* \sqrt{\pi}} ; \tag{6}
\]
\[
\Omega_2 = \frac{3 h^*}{32 h^* \sqrt{\pi}} .
\]
Here \( h^* \) is the dimensionless hydrodynamic parameter, defined as \( h^* = a/(\lambda_H \sqrt{\pi}) \). In the present work, we set \( h^* = 0.25 \)¹⁰. The range of values for \( h^* \) is fairly narrow (\( 0 \leq h^* \leq 0.3 \)) as discussed in¹⁵. From polymer physics, we know that the true measure of hydrodynamic interaction is the “non-draining” parameter \( h = h^* \sqrt{N} \), and that properties reach universal value for large values of \( N \)¹⁶,¹⁷. In particular, the value \( h^* = 0.25 \) is a ‘fixed-point’ value, which leads to faster convergence to universal behaviour, independent of chemical details, and that is why we have used this value¹⁸. All the simulation parameters with their corresponding values are indicated in Table S1.

Inverse Brownian Dynamics (IBD)

To simulate chromatin dynamics accurately, one requires the potential energy parameters that specify the interaction strengths (\( \epsilon_{ij} \)) between different regions of chromatin. We have developed an IBD algorithm that extracts the optimal interaction strengths between bead pairs from an experimental contact probability map¹. The details of the algorithm are given below:

The essence of the algorithm is to find the average contact probability and iteratively compare it to the reference contact probability obtained from experiments. The average contact probability \( p_m \) of the bead-pair \( m \)
is given by
\[
 p_m = \langle \hat{p}_m \rangle = \frac{1}{Z} \int d\Gamma \hat{p}_m \exp(-\beta\mathcal{H}) \tag{7}
\]
Here \( Z = \int d\Gamma \exp(-\beta\mathcal{H}) \) is the partition function and \( \hat{p}_m \) is an indicator function which indicates when contact occurs between the bead pair represented by index \( m \). \( \hat{p}_m \) is 1 if the distance between the beads is less than the cut-off distance of the indicator function, \( r^*_p \), and 0 otherwise. For this work \( r^*_p = r^*_p = 1.82\sigma \) is taken as the cut-off distance/capture radius of the SDK potential. For our studies \( \sigma \) is of the order of 36nm(\( 1.82\sigma \approx 65nm \)). We do not know the value of the capture radius \( r^*_p \) precisely. However, Giorgetti et al.¹⁹, have previously systematically varied a similar capture radius parameter and have reported a value of roughly the same order as that used here (between 50nm and 100nm).

In a separate study, we have used the SDK potential to systematically study the behaviour of polymers in a poor solvent, with the capture radius as a parameter, and have reproduced the standard scaling in polymer physics accurately. It was found that \( r_c = 1.82\sigma \) was the optimum value for reproducing homogenous polymer behaviour in poor solvents¹³.

As the interaction strengths are defined between a pair of beads, we use a single index \( (m) \) to define a specific bead pair \((i \text{ and } j)\) as \( m = \frac{1}{2}[i(i-1)] + [j - (i-1)] \). Here \( i \) varies from 2 to \( N \), and \( j \) varies from 1 to \((i-1)\) for a matrix of size \( N \). \( \hat{p}_m \) is 1 if the distance between the beads is less than the cut-off distance of the indicator function, \( r^*_p \), and 0 otherwise. We intend to target the experimentally obtained contact probability \( p_m^{\text{ref}} \) by adjusting the well-depth of SDK attractive interactions
TABLE S1. Numerical values of all the parameters used in the simulation

| Simulation parameters | symbols | values |
|-----------------------|---------|--------|
| no. of beads          | $N$     | 50     |
| cut-off radius        | $r^*_c$ | 1.82 $\sigma^*$ |
| natural length of the spring | $r_0$ | 1 $\sigma^*$ |
| $U^{SDK}$ length scale | $\sigma^*$ | 1 |
| hydrodynamic parameter | $h^*$ | 0.25 |
| SDK parameter         | $\alpha$ | 1.53063 |
| SDK parameter         | $\beta$ | 1.21311 |
| length scale          | $l_H$ | 36 nm |
| time scale            | $\lambda_H$ | 0.1 s |
| interaction strength  | $\epsilon_{ij}$ | from IBD |

$\epsilon_m$. The Taylor series expansion of $\langle \hat{p}_m \rangle$ about the interaction strength $\epsilon_m$ after neglecting higher order terms is

$$\langle \hat{p}_m \rangle (\epsilon_m + \Delta \epsilon_m) = \langle \hat{p}_m \rangle (\epsilon_m) + \sum_n \chi_{mn} \Delta \epsilon_n$$ (8)

where $\Delta \epsilon_m$ is the change in the interaction strength, and the susceptibility matrix

$$\chi_{mn} = \frac{\partial \langle \hat{p}_m \rangle}{\partial \epsilon_n} = \frac{1}{Z} \int d\Gamma \hat{p}_m \exp(-\beta \mathcal{H})$$ (9)

$$\chi_{mn} = \beta \left[ \frac{1}{Z} \int \hat{p}_m b_n \exp(-\beta \mathcal{H}) d\Gamma - \langle \hat{p}_m \rangle \frac{1}{Z} \int b_n \exp(-\beta \mathcal{H}) d\Gamma \right]$$ (10)

$$\chi_{mn} = \beta [\langle \hat{p}_m b_n \rangle - \langle \hat{p}_m \rangle \langle b_n \rangle]$$

where

$$b_n = -\frac{\partial \mathcal{H}}{\partial \epsilon_n}$$ (11)

Replacing the left hand side of Eq. 8 with the target contact probability $p_{m}^{\text{ref}}$ obtained from experiment, we get

$$p_{m}^{\text{ref}} - \langle \hat{p}_m \rangle = \sum_n \chi_{mn} \Delta \epsilon_n$$ (12)

Equation 12 can be solved for any particular iteration step as

$$\epsilon_n^{(i+1)} = \epsilon_n^{(i)} + \lambda \sum_m C_{nm}^{(i)} \left( p_{m}^{\text{ref}} - \langle \hat{p}_m \rangle^{(i)} \right)$$ (13)

where the matrix $C$ is the pseudo-inverse of the matrix $\chi$, superscript $i$ represents the iteration number, $\lambda$ denotes the damping factor with $0 < \lambda < 1$, and $\epsilon_n^{(i+1)}$ is the well-depth of the SDK attractive interaction for the next iteration step. Note that when we iteratively tune the interaction strength, we are tuning for the whole set of bead-pairs simultaneously. The parameter “susceptibility” in the equation accounts for the bead interaction with all other beads.

The flowchart of the IBD methodology is given schematically in Fig. S1. We start with the initial guess values of interaction strengths, simulate the polymer following the conventional forward Brownian dynamics method and obtain the simulated contact probabilities in the steady state. The interaction strengths are revised for the next iteration, depending upon the difference between the simulated and the known experimental contact probabilities. We perform several iterations of the loop (i.e., BD simulation, calculation of contact probability, revision of interaction strength) until the error between the simulated and experimental contact probabilities is less than a predetermined tolerance value. Using these optimal interaction strengths, we study the dynamics of the chromatin domain. In the present work, we have applied the IBD technique to the two chromatin domains ($\alpha$-globin gene locus and a domain in Chr7) and investigate the static and dynamic properties of the chromatin domain.

The error between the reference contact map and the contact map computed from simulations decreases and converges to a small value, smaller than a desired tolerance value. The optimised interaction strength ($\epsilon_{ij}$) values for $\alpha$-globin GM12878 and K562 are shown in the Fig. S2(a) and (b), respectively. Fig. S2(c) shows the correlation between the experimental and simulated contact probability for K562 cell line. The Pearson correlation coefficient is 0.94. Contact probability as a function of inter bead distance from experiment and simulation is shown in Fig. S2(d).

S2. EQUATION PREDICTING INTERACTION STRENGTH ($\epsilon_{ij}$) FROM CONTACT PROBABILITY ($p_{ij}$)

To understand how $\epsilon_{ij}$ depends on $p_{ij}$ and the genomic separation ($|i-j|$), we plotted the data from IBD as
FIG. S2. (a) and (b) show the optimised interaction strength for OFF (GM12878) and ON (K562) state of α-globin, respectively. (c) Correlation between the experimental and simulated contact probability. The Pearson correlation coefficient is 0.94. (d) Contact probability as a function of inter bead distance from experiment and simulation. The curve $p(s) \propto s^{-1}$ is shown as a guide to the eye.

shown in Fig. S3(a). This gave us a hint that the $\epsilon_{ij}$ increases by $p_{ij}$ logarithmically ($\epsilon_{ij}$ increases with a factor of 1 while $p_{ij}$ increases by a factor of 10). We also observed that for every $|i - j|$, there exist a minimum value of $p_{ij}$ which we define as $p_{min}(i - j)$. The $p_{min}(i - j)$ for every $|i - j|$ can be easily obtained from the contact probability matrix. This gave us the formula described in the Eq. 1 of the main text. Here, we discuss how well equation. 1 in the main text predicts $\epsilon_{ij}$ values. Fig. S3(b) shows the relation between interaction strength and contact probability from the IBD simulation and Eq.1 of the main manuscript for the Chr.7 region from the IMR90 cell line. A simple way to test the equation is to have a scatter plot $\epsilon_{ij}$ from IBD in the X-axis and $\epsilon_{ij}$ from the equation (Eq. 1 in the main text) in the Y-axis. as shown in Fig. S3(c). They fall near the line $y = x$, implying a good correlation between the two. This formula would immensely help in generating excellent initial guess values of $\epsilon_{ij}$ and will lead to faster convergence of the IBD.

A naive guess for such a formula would have been $\epsilon_{ij} \propto -\log(p_{ij})$. In Fig. S3(d), we are testing this formula and found that this simple relation does not hold.

S3. SCALING OF 3D DISTANCE WITH GENOMIC DISTANCE: COMPARISON WITH EXPERIMENTS

We computed the spatial distance in the repressed state of human α-globin gene (OFF state) and found $\langle r^{*}_{ij} \rangle \sim s^{\nu}_{ij}$ with a scaling exponent $\nu = 0.38$ (Fig. S4). This suggests near close packing within the chromatin domain (red symbols). As a “control”, we also simulated a self-avoiding walk (SAW) polymer with no attractive interaction ($\epsilon_{ij} = 0$) which results in $\nu = 0.6$ as expected (black symbols). It is interesting that some of the experimentally studied epigenetic state by Zhuang lab shows a scaling of 0.37 which is close of what we show here. However, considering the heterogeneity of chromatin structure, different epigenetic states in different chromosomes/organism can show different scaling. For instance, Zhuang lab has shown scaling exponent in the range of 0.22 to 0.37 depending on the epigenetic state in Drosophila cells. Our chromatin model predicts a spread (variability) in the 3D distance (red symbols) which is absent in the control revealing the implications of heterogeneous intra-chromatin interactions. A recent microscopy study on a mouse ESC chromatin domain also showed a similar behaviour – both the scaling (slope) and
FIG. S3. (a) Our prediction of the relation between interaction strengths ($\epsilon_{ij}$), contact probability and segment length ($|i - j|$) from IBD simulations. See colorbar for $\epsilon_{ij}$. (b) Prediction of the relation between interaction strength and contact probability from the IBD simulation (filled diamonds) and Eq.1(black open circles) of the main manuscript for the Chr.7 region from IMR90 cell line. (c) Scatter plot of $\epsilon_{ij}$ from IBD in the x-axis and $\epsilon_{ij}$ from the equation (Eq. 1 in the main text) in the y-axis. There is a good positive correlation between the two, and the points fall near the line $y = x$ suggesting that the equation gives a reasonable estimate of the $\epsilon_{ij}$. (d) Scatter plot of $\epsilon_{ij}$ from IBD in the x-axis and the negative of log $p_{ij}$ in the y-axis. $\epsilon_{ij} = -\log p_{ij}$ is a naive guess for the interaction strengths. But the points highly deviating from the $y = x$ line suggest that $-\log p_{ij}$ is not a good estimate of $\epsilon_{ij}$. Both the plots here are for K562 cell type.

the variability in the experimental and simulation data are comparable without any fitting parameter. This is a validation that macroscopic polymer properties of the chromatin domain in our simulation accurately represent what is observed in realistic systems. The $y$-intercept of the experimental data gives us the size ($\sigma = l_H$) of the 10kb chromatin (a single bead in our simulation). For this experimental system (mouse chromosome 6, 1.2MB in Szabo et al.$^{20}$) we get $l_H = 22\text{nm}$. Even though we do not have such extensive spatial distance data (between all pairs) for human $\alpha$ globin, we used the available FISH data for the distance between a single pair of $\alpha$ globin segments and deduced the $l_H = 36\text{nm}$. Throughout this paper, $l_H = 36\text{nm}$ and $\lambda_H = 0.1\text{s}$ are used to convert all non-dimensional lengths and times into standard units, and we will present quantities in both units. The reasons for the choice of both these specific values are discussed in greater detail in the next section.

S4. CONVERSION OF NON-DIMENSIONAL LENGTH AND TIME TO STANDARD UNITS

In our simulations, all quantities are computed in dimensionless units as described earlier. To convert these dimensionless numbers to standard units having appropriate dimensions, we need to determine a length scale and a timescale. By comparing our simulations with appropriate experimental observations, we deduce values of characteristic length and time scales that can be used for the unit conversion as follows:

**Length scale:** Even though the 3D distances between the genomic segments of $\alpha$-globin are not available, the 2D distance between the two probes located at 34,512 - 77,058 bp and 386,139 - 425,502 bp for GM12878 (OFF state) was found to be $318.8 \pm 17.0\text{ nm}$ from the 2D FISH$^{23}$. We computed the average 2D distance ($= 8.81$) between the corresponding bead pair (bead 5 and bead 40) from our simulation by averaging it over all the three 2D planes ($xy$, $yz$, $zx$) as depicted in Fig. S5. By com-
is the Stokes friction coefficient of a spherical bead of radius $a$ where $\eta_s$ is the solvent viscosity. For our problem

$$ a = h^* l_H \sqrt{\pi} \approx 16 \text{nm} $$

However, we do not know the precise viscosity of the solvent in the nucleus. There are many estimates ranging over several orders of magnitude from $10^{-3}$ Pa.s to $10^0$ Pa.s. Given this degree of variability, we decided to use a simple method to estimate time, based on recent experimental reports of chromatin dynamics. Chromatin segments under microscope seems to “diffuse” around in a region having the size of the order of $0.1(\mu m)^2$ within a timescale of $\approx 50$ seconds. This leads to a diffusion coefficient ($D$) of the order of $500$ nm$^2$/s, and a timescale

$$ \lambda_H = \frac{a^2}{4D} = \frac{(16 \text{ nm})^2}{4 \times 500 \text{ nm}^2/\text{s}} = 0.12 \text{ s} $$

Since the calculation is to estimate the order of magnitude number, throughout this work, we use $\lambda_H = 0.1$ s. Interestingly, this also corresponds to an effective viscosity roughly in the middle of the wide range estimated previously. These values of $l_H$ and $\lambda_H$ are considered through out the manuscript unless stated otherwise.

### 5. DISTANCE PROBABILITY DISTRIBUTIONS

The analytical expression given by des Cloizeaux for the distance probability distribution for a self-avoiding walk (SAW) polymer is

$$ p(r^*) = C[r^*]^{\theta+2} e^{-[Kr^*]^{2\theta}} $$

where $\nu$ is the Flory exponent, $\theta$ is a geometrical exponent and the coefficients $C$ and $K$ are given by

$$ K^2 = \frac{\Gamma([\theta + d + 2][1 - \nu])}{\Gamma(\theta + d[1 - \nu])} $$

$$ C = 4\pi \frac{\Gamma([\theta + d + 2][1 - \nu])^{\frac{d+2}{2}}}{\Gamma(\theta + 2[1 - \nu])^{\frac{d+2}{2}}} $$

where $d$ is the dimension. Since our simulations are in 3D, $d = 3$. The geometrical exponent $\theta$ takes different values in the following three cases

1. Case 1: When both beads are the end beads of the polymer ($\theta = \theta_0$),
2. Case 2: When one of the beads is at the end and the other bead is an intermediate bead within the chain ($\theta = \theta_1$),
3. Case 3: When both the beads are intermediate beads ($\theta = \theta_2$)

As the coefficients $C$ and $K$ depend on $\theta$, they take different values in each of the above cases. Following the findings of des Cloizeaux, Witten and Prentis, Duplantier and Hsu et al., one can determine that
θ₀ = 0.267, θ₁ = 0.461 and θ₂ = 0.814. Simulating a SAW polymer, we compared the probability distribution for all the three cases with the corresponding analytical expressions using the appropriate values of θ. Fig. S6 show the validation for case 1 and 2, while the validation for case 3 has been shown in the main text. As can be seen, the simulations are in excellent agreement with the analytical expression. To the best of our knowledge, this is the first comparison of exact numerical results with the analytical expression proposed by des Cloizeaux.

We studied the distance probability distributions of various bead pairs, revealing a distribution with two peaks where one of the peaks is dominated by the entropy of the polymer (genomic separation). The other peak emerges with an increase in the interaction strength. Fig. S7(a) depicts the Cumulative distance distribution C(ᵣ*) for various bead-pairs at same genomic separation (sᵢⱼ = 25) experiencing different interaction strengths. Differences in these plots can be easily noticed only at the small rᵢⱼ while they look similar overall (see inset). The same has been depicted for a specific bead-pair (5, 30) in different epigenetic states in Fig. S7(b). The difference, in this case, is not only observable for small rᵢⱼ, but for the whole regime of rᵢⱼ as can be seen in the inset.

S6. INTERACTION STRENGTH OF PERTURBED STATES

The changes introduced into the pair-wise chromatin interactions in the simulations can be considered as equivalent to epigenetic changes. In this spirit, we have perturbed the interaction strengths systematically to model different epigenetic-like states. The four major states considered in this work are as follows:

1. OFF - all interactions obtained through the IBD for α-globin gene locus in GM12878 (off/repressed state) cell line are considered. These values are obtained in our prior work¹ and are displayed in Fig. S8(a) with a heatmap representation.

2. OFF:GT1 - only interactions above 1k_BT are considered (see Fig. S8(b)). All other interactions (< 1k_BT) are taken as εᵢⱼ = 0 (i.e., there is only steric hindrance between these bead-pairs). This is a subset of the OFF state mentioned in 1.

3. OFF:GT2 - only strong interactions above 2k_BT are considered (see Fig. S8(c)). All interactions be-

FIG. S6. Comparison of distance probability distributions obtained from the simulation of a SAW chain with the analytical expression for case 1 - where both beads are end beads, and case 2 - where one bead is at the chain end and the other bead is an intermediate bead.

FIG. S7. (a) Cumulative distance distribution C(ᵣ*) for various bead-pair with the same genomic separation sᵢⱼ = 25 in the OFF state of α-globin gene in log-log scale. The same is indicated in linear scale in the inset. (b) Comparison of C(ᵣ*) for the chromatin domain under different “epigenetic states” (see text).
low $2k_BT$ are taken as $\epsilon_{ij} = 0$.

4. SAW - a polymer with only steric hindrance, as a control. In other words, all attractive interactions are switched off.

Interestingly, Fig. S8(a) and (b) do not look significantly different to the eye, and even in terms of magnitude, only interactions of the order of thermal fluctuation are switched off, yet as demonstrated in the main text, this causes a qualitative change to predictions.

S7. SIZE AND SHAPE ANALYSIS

Fig. S9. (a) and (b) represent the asphericity and acylindricity, respectively. $x$-axis represents different interaction states with extreme ends representing the control (SAW) polymer and the OFF state (WT) in the middle. LT1 (LTx) indicate that all interactions below $1k_BT$ are present in the polymer. Similarly GT1 (GTx) indicate that all interactions above $1k_BT$ are present.

Here we discuss various quantities that are used to characterise a chromatin domain. The radius of gyration of the chain, $R_g \equiv \sqrt{\langle R_g^2 \rangle}$, where $\langle R_g^2 \rangle$ is defined

by

$$\langle R_g^2 \rangle = \langle \lambda_1^2 \rangle + \langle \lambda_2^2 \rangle + \langle \lambda_3^2 \rangle$$

with, $\lambda_1^2$, $\lambda_2^2$, and $\lambda_3^2$ being the eigenvalues of the gyration tensor $\mathbf{G}$ (arranged in ascending order), with

$$\mathbf{G} = \frac{1}{2N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} r_{ij} r_{ij}$$

Note that, $\mathbf{G}$, $\lambda_1^2$, $\lambda_2^2$, and $\lambda_3^2$ are calculated for each trajectory in the simulation before the ensemble averages are evaluated. We examined a large ensemble of configurations and computed shape properties such as the asphericity ($B$), the acylindricity ($C$), the degree of prolateness ($S$), and the shape anisotropy ($\kappa^2$), as defined below,

$$B = \langle \lambda_3^2 \rangle - \frac{1}{2} \left[ \langle \lambda_1^2 \rangle + \langle \lambda_2^2 \rangle \right]$$

$$C = \langle \lambda_2^2 \rangle - \langle \lambda_1^2 \rangle$$

$$S = \frac{\langle (3\lambda_1^2 - I_1)(3\lambda_2^2 - I_1)(3\lambda_3^2 - I_1) \rangle}{\langle I_1^3 \rangle}$$

$$\kappa^2 = 1 - 3\frac{\langle I_2 \rangle}{\langle I_1 \rangle}$$

Fig. S9(a) and (b) show the asphericity ($B$) and the acylindricity ($C$) for a chromatin domain for various epigenetic states. Both $B$ and $C$ increases monotonically as we go from the OFF state to a SAW.

S8. STEP-WISE CONVERGENCE OF IBD

To classify the contact probabilities into peaks of various strengths, we adopted the following strategy, which we call “peak detection”. Given a segment length, we
TABLE S2. The values for the shape quantities and $R_2^g$ for the GT and LT case of α-globin gene. This data is plotted in Fig.2 of the main manuscript.

| LT       | GT       |
|----------|----------|
| $\epsilon$ | $R_2^g$ | $B/R_2^g$ | $C/R_2^g$ | $R_2^g$ | $B/R_2^g$ | $C/R_2^g$ |
| 0.652    | 60.6     | 0.104     | 0.658     | 60.6     | 0.104     | 0.658     |
| 0.655    | 59.9     | 0.106     | 0.658     | 59.9     | 0.106     | 0.658     |
| 0.612    | 54.4     | 0.173     | 0.640     | 54.4     | 0.173     | 0.640     |
| 0.628    | 37.6     | 0.107     | 0.640     | 37.6     | 0.107     | 0.640     |
| 0.640    | 64.1     | 0.105     | 0.650     | 64.1     | 0.105     | 0.650     |
| 0.650    | 66.3     | 0.106     | 0.650     | 66.3     | 0.106     | 0.650     |

first calculate the average ($\bar{p}_{ij}$) and standard deviation ($\sigma_{ij}$) of contact probabilities. We then identified the individual contact probability of the bead pair as a prominent peak if the contact probability is greater than the summation of average and standard deviation of contact probability at that segment length ($p_{ij} > \bar{p}_{ij} + \sigma_{ij}$). Similarly, we identified the intermediate peaks if the contact probability is greater than the average contact probability at that segment length ($p_{ij} > \bar{p}_{ij}$). For the stepwise optimization of IBD, we first optimized only for the prominent peaks. Once the prominent peaks are recovered, we optimized for the intermediate peaks. In the end, we optimize for the full contact probability matrix. For instance, Fig. S10 shows the stepwise IBD optimization of the domain in the K562 cell line. Similar to the case for IMR90 discussed in the main text, here, the first row is for the prominent peaks showing the reference contact probability on top, optimized interaction strength at the middle and recovered contact probability at the bottom. Similarly, the second and third column is for the intermediate and full contact probability matrix. Fig. S11(a) and (b) show the optimised interaction strength for the IMR90 and K562 cell line. The step-wise convergence process makes the convergence of the whole domain easier; i.e., it is easier to obtain the correct interaction strength values that would reconstruct the experimentally observed contact maps. Given that the landscape is complex with possible metastable states/barriers, it is not guaranteed that the system will converge to a HiC-like state within a reasonable simulation time. A naive effort to converge accounting for contacts of all bead-pairs often get stuck in states with large error values and fails to converge.

After the convergence of the IBD, we simulated the system with optimal interaction strengths and investigated the relation between the contact probability and the spatial distance between all segment pairs of chromatin. Fig. S12 shows our prediction of the mean 3D distance between every pair of beads ($r_{ij}$) as a function of their corresponding contact probability ($p_{ij}$) for cell line K562. One can observe that there is a broad distribution of 3D distances around the mean value.

S9. Quantifying the Temporal Nature of Chromatin Domains

To study the dynamics of the chromatin domain, we quantified several temporal quantities such as relaxation time, loop formation time and contact time. Temporal variation in properties of chromatin can be found by observing the spatial distance between two segments as a function of time.

As a first step towards quantify dynamics, we extracted the longest relaxation time from the end-to-end vector autocorrelation function ($R_2^g(0) \cdot R_2^g(t) / \langle R_2^g(0) \rangle$ where $R_2^g = |r_{i}^* - r_{50}^*|$). This computes the time-dependent correlation of the end-to-end vector. What it essentially measures is how long does it take for the end-to-end beads to fluctuate around its equilibrium value. Fig. S13 displays the autocorrelation function decay with time not accounting for HI. The main paper shows the same with HI and the extracted relaxation time for both (with and without HI). In the OFF state, intra-chromatin interactions are high compared to the SAW; as can be seen from the $p(r^*)$ (Fig.1(c)), in the OFF state, there is a sharp peak in $p(r^*)$ (equivalently there is a steeper minima in free energy, inset of Fig.6(c)) suggesting that the end-to-end beads cannot fluctuate too much. Our analysis of the effective stiffness (Fig.6(c)) further shows that, in the OFF state, the end-to-end points can be imagined as two beads connected by a stiff effective spring (arising from interactions). The spring in the OFF state is stiffer compared to the weaker entropic spring in the SAW. Two points connected by a stiffer spring will have a lower fluctuation time scale (inversely proportional to the effective stiffness). Hence we get a lower timescale in our calculation. Another way of thinking is that the relaxation time will be proportional to $R_2^g$. For the OFF state, $R_2^g$ is small leading to a smaller relaxation time.

We then looked at the loop formation time ($t_{f*}^L$) defined as the time taken for a pair of beads to meet ($r_{i}^* < r_{50}^*$) for the first time, starting from a random equilibrium configuration. Fig. S14 showcases the spatial distance between a specific bead pair (bead 5 and bead 30) with time. It can be easily observed that within a single trajectory, bead-pairs come in contact several times. We also looked at the parameters affecting average loop formation time ($\langle t_{f*}^L \rangle$). Fig. S15(a) and (b) depict $t_{f*}^L$ with genomic separation ($s$) and interaction strength ($\epsilon$), respectively. All the filled symbols in Fig. S15 represent results from simulation, including HI, while the empty symbols represent no-HI case. The study shows that while the HI is crucial in determining the relaxation time of the whole polymer, it does not affect temporal quantities such as $t_{f*}^L$.

We also examined the distribution of $t_{f*}^L$ which shows a power law nature with exponential tails (see Fig. S16(a) and (b)). The exponential tail is a typical finite size effect. Since chromatin is of finite size, this is expected.

Relation between contact time and interaction energy


Fig. S10. **Step-wise IBD showing the importance of weak interactions:** Stepwise IBD process for the Chr7 region in the K562 cell line. The IBD optimisation is presented in 3 steps. (I) First column: input is only the prominent probability values (higher than one standard deviation from the mean, i.e., \( p_{ij} > \bar{p}_{|i-j|} + \sigma_{|i-j|} \)) show in (a) based on the peak detection algorithm. (b) The corresponding optimised \( \epsilon_{ij} \) values, and (c) the recovered contact probabilities. (II) Second column: after the first optimisation step, all peaks above the average probability values (shown in (d)) are fed as input (i.e., \( p_{ij} > \bar{p}_{|i-j|} \)). The corresponding optimised interaction strengths in (e) are improved with some weak interactions appearing in this 2nd step. However note that the recovered contact probability simulated with prominent interactions in (f) is not comparable to the full contact probability in (g). (III) Third column: the complete Hi-C matrix in (g) is fed as input. At the end of this third step the whole contact probability matrix was recovered in (i), and the corresponding optimal interaction strengths are predicted in (h).

Fig.8(b) in the main text shows a relation between contact time and interaction energy as \( t_c \propto \exp(\epsilon/2) \). However, one would naively expect that the inverse of the time – the rate of breaking the contact – would be proportional to \( e^{-\epsilon} \) from the perspective of a simple Kramers’ problem. However, note that this expectation is true only if we assume a Kramers’ problem for a single particle in a simple potential well with a barrier of height \( \epsilon \). Here, even though the \( \epsilon \) is the interaction energy between two beads, there is a whole polymer influencing both binding and dissociation. Even if we assume a simple potential well, the only thermodynamic constraint is that the ratio of the binding and dissociation rates should be \( e^{\Delta G} \), where \( \Delta G \) has contributions from both energy and entropy. Here \( \epsilon \) is just the energy part. The ratio can also have an entropy contribution. Hence, it may deviate from \( e^{-\epsilon} \).

From another point of view, the true energy landscape need not be a simple one. We do not know the precise (multi-dimensional) free energy landscape; hence, individually, the rates (times) could have a factor of 2 (or any factor for that matter which may not be predictable apriori).
FIG. S11. (a) and (b) show the optimised interaction strength for a domain in IMR90 and K562 cell line, respectively.

FIG. S12. Our prediction of the mean 3D distance between every pair of beads ($r_{ij}$) as a function of their corresponding contact probability ($p_{ij}$) for cell line K562. The color indicates genomic distance $|i-j|$ between the pair of beads (in units of bead size, see sidebar). Curve with a power-law relation $r_{ij} \propto p_{ij}^{-1/4}$ is plotted (red line) as a guide to the eye.

FIG. S13. Exponential decay of end-to-end auto-correlation function with time. Here the HI is not included in the simulation.

FIG. S14. Distance data from our simulation for a particular pair of beads for two randomly chosen realisation.
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