Importance Degree Evaluation of Spare Parts Based on Clustering Algorithm and Back-Propagation Neural Network

Shoujing Zhang,1 Xiaofan Qin,1 Sheng Hu,1 Qing Zhang,2 Bochao Dong,1 and Jiangbin Zhao3

1Department of Industrial Engineering, Xi’an Key Laboratory of Modern Intelligent Textile Equipment, Xi’an Polytechnic University, Xi’an, Shaanxi 710600, China
2Key Laboratory of Education Ministry for Modern Design and Rotor-Bearing System, Xi’an Jiaotong University, Xi’an 710049, China
3Department of Industrial Engineering, School of Mechanical Engineering, Northwestern Polytechnical University, Xi’an, Shaanxi 710072, China

Correspondence should be addressed to Qing Zhang; zhangq@mail.xjtu.edu.cn

Received 10 December 2019; Revised 22 March 2020; Accepted 31 March 2020; Published 22 May 2020

Copyright © 2020 Shoujing Zhang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The quantitative evaluation of the importance degree of spare parts is essential as spare parts’ maintenance is critical for inventory management. Most of the methods used in previous research are subjective. For this reason, an accurate method for the evaluation of the importance degree combining an improved clustering algorithm with a back-propagation neural network (BPNN) is proposed in the present paper. First, we classified the spare parts by analyzing their historical maintenance and inventory data. Second, we evaluated the effectiveness of classification using the Davies–Bouldin index and the Calinski–Harabasz indicator and verified it using the training data. Finally, we used BPNN to determine the training data necessary for an accurate assessment of the importance degree of spare parts. The previous importance evaluation methods were susceptible to subjective factors during the evaluation process. The model established in this paper used the actual data of the company for machine learning and used the improved clustering algorithm to implement training and classification of spare parts data. The importance value of each spare part was output, which additionally reduced the impact of subjective factors on the importance evaluation. At the same time, the use of less data to evaluate the importance of spare parts was achieved, which improved the evaluation efficiency.

1. Introduction

Spare parts management [1–3] is an important part of inventory management. It has a significant impact on overall business and cost control. Spare parts are necessary materials for manufacturing equipment maintenance. The timeliness of providing spare parts is an important factor to ensure the good condition of the equipment. And with the development of science and technology, components have become more and more complex, the types and quantities of parts are increasing, and the cost of ordering and storing has also increased. Therefore, how to carry out targeted inventory management of spare parts has important research significance. This article proposes a concept to make corresponding inventory strategies based on the importance degree of spare parts. Therefore, how to achieve accurate, rapid, and objective importance degree assessment is of great significance to the enterprise because it helps to arrange spare parts inventory.

The research on importance is mainly in the field of reliability. Birnbaum [4] first introduced the concept of component importance measurement in 1969. More and more researchers [5, 6] have begun to study how to analyze the entire system based on changes in the reliability importance of components. Si et al. [7] studied the linear continuous k-out-of-n:F and G systems. They verified that the change in the importance index corresponds to the change in the optimal configuration of the system and found
that the importance index does not change monotonously with the change in component reliability. Their research has made a deeper exploration of the importance theory in reliability research. At the same time, following Birnbaum, Natvig [8] first proposed the concept of the life importance measure in 1979 and used it to assess the impact of components on the entire system along with the life cycle. Hong [9] and Borgonovo [10] proposed the concepts of joint importance measure and differential importance measure.

Spare parts have their own attributes. Every spare part has its importance degree, and the evaluation of the importance degree depends on the attributes. It is a process of comprehensive analysis to the spare parts. Therefore, it is necessary to analyze the relevant factors of the importance degree evaluation of spare parts. However, among the aforementioned methods of importance degree evaluation in the field of reliability, the environment of importance degree evaluation is more suitable for a system with components or components connected in series, parallel, or series-parallel. Structural evaluation of components is not applicable for the evaluation of the comprehensive attributes of a spare part; this also means the method cannot be applied to the evaluation of the importance degree of the spare part.

In the research on the importance degree of spare parts, most of the studies have mainly focused on the classification of spare parts and determined the level classification of the importance of spare parts. The most commonly used method is the ABC classification [11, 12], which mainly determines the importance of spare parts based on the price of spare parts. Güven et al. [13] used cost analysis to determine the importance of equipment. Ishizaka et al. [14] proposed a DEA ranking method based on this and divided a large number of items into three categories: A, B, and C. At the same time, some other researchers no longer classify parts based on their price. Chandima Ratnayake and Antosz [15] began to develop some classification standards and used the standards to achieve a more accurate classification process. Roda et al. [16] proposed a multistandard part classification method to deal with the diversity of part manufacturing equipment and provided suggestions for implementing the classification method in actual engineering. Yousefi et al. [17] increased accuracy of the clustering algorithm combined with PCA. Wang et al. [18] proposed an artificial neural network (ANNs) for critical evaluation of power plant spare parts. To a certain extent, the accuracy of classification of spare parts has been greatly improved. Although an accurate classification can achieve a rough grasp of the importance of spare parts, but how to accurately assess the importance degree of each spare part is a problem that current researchers mainly research. For this reason, the evaluation method of the importance degree of spare parts based on the AHP method [19] has been proposed, and it is mainly used in the inventory management of spare parts. Wu and Tsai [20] used both the analytic hierarchy process (AHP) and decision-making trial and evaluation laboratory (DEMATEL) methods to evaluate the criteria in the auto spare parts industry. Huang et al. [21] proposed the BPNN importance degree evaluation model, which established indicators for evaluating the importance degree of spare parts, including functional indicators, wear indicators, and economic indicators. However, the evaluation method mainly uses BP to learn and predict the importance degree of the AHP evaluation value. In essence, the entire evaluation process still mainly depends on the decision of subjective factors. Yang and Du [22] proposed to use FMECA technology to identify faulty spare parts first and used RPN (risk priority number) × MTAT (maintenance turn-around time), GRN (grey relational number), and GRN with MTAT to determine the importance degree of spare parts, respectively. However, in the analysis process, subjective experience needs to be used to score the risk priority number. Therefore, it is inevitable that there will be a large amount of nonobjectivity in the importance degree evaluation process. The comprehensive evaluation and analysis of the importance degree of spare parts not only need to achieve the accuracy of spare parts evaluation but also need to avoid large subjectivity; however, most of the abovementioned research methods have many subjective factors. Although such an evaluation method can realize a comprehensive evaluation process, it is highly subjective.

This article introduces an improved clustering algorithm to effectively and accurately classify the spare parts. By using the real data given by the enterprise, the classified data is filtered into the BP neural network for training so that the data of each type of spare parts can be learned and trained, and through this method, the data of relevant influencing factors is input, and the importance degree value of spare parts can be output by the trained neural network. This method largely overcomes the subjectivity of importance degree in the evaluation process, and this method has great practical value.

An improved clustering algorithm has been introduced to process the data. The Mahalanobis distance clustering algorithm is used to classify repair spare parts; it eliminates data correlation and the influence of the dimension on maintenance spare parts classification, which makes data classification more accurate. The Davies–Bouldin (DB) and Calinski–Harabasz (CH) indices are being used to evaluate the classification effect. Moreover, this method can reduce the influence of subjective human factors and can be used to evaluate the importance degree in a timely, rapid, and accurate manner when new repair parts enter the inventory system. Therefore, the present paper proposes an evaluation method based on the clustering algorithm and BPNN without considering subjective factors to assess the importance degree of maintenance spare parts. The proposed method can be used to quickly and accurately assess the importance degree of spare parts by analyzing historical data once new spare parts are added. The present proposed evaluation method has the following advantages: (1) it quantifies the importance degree of spare parts directly from raw data, without considering expert experience, and (2) when new spare parts enter the inventory system, it evaluates their importance values quickly and efficiently according to the corresponding historical data.

The remaining structure of the present paper is organized as follows. Section 2 outlines the research problems to
be faced and describes the evaluation method in detail. Section 3 describes the verification of an example and an assessment of the accuracy of the evaluation method by analysis of the raw inventory data. Section 4 summarizes the conclusions.

2. Research on the Importance Degree Evaluation Method for Spare Parts

2.1. Problem Description. In the past, assessment of the importance degree of spare parts in inventory management has depended on the experience of inventory managers. Sometimes, the importance degree always evaluated by subjective methods, such as an AHP, and the methods described above are not objective. At the same time, with the development of technology, the technical complexity of spare parts has gradually increased, and the types have shown a trend of diversified development. How to achieve rapid and accurate spare parts importance assessment with less data and information has become an urgent issue. Furthermore, it is difficult to evaluate the importance degree of spare parts once a company adds new spare parts. For this reason, it is necessary to consider how to evaluate the importance degree of spare parts objectively and effectively once new spare parts have been introduced to the inventory system.

2.2. Method for the Evaluation of Spare Parts Importance Degree. For the more accurate evaluation of the importance degree of maintenance spare parts, an evaluation model based on improved cluster analysis and BPNN is proposed in the present paper. The technique overcomes the shortcomings of traditional evaluation methods, which are more reliant on the experience of experts. The proposed method is used to evaluate the spare parts importance degree; the method includes three stages from the perspectives of the main process, as shown in Figure 1.

From the general procedures of the evaluation model, in the first stage, the PCA method is used to deal with data dimension reduction, and then the sample dataset is autonomously divided into different classifications by the improved clustering algorithm, and the rationality of the classifications is evaluated using the DB and CH indices, and the data processed by the improved clustering algorithm is used for the neural network learning and training data. The second stage constructs a BPNN evaluation model; the model was used to predict the importance degree of spare parts by learning the historical data after processing. The third stage verified the effectiveness of the proposed evaluation method by comparing examples with the sample importance degree.

Moreover, there is the advantage of using the data processing method described above in the BPNN. Through the preliminary training of the data, the clustering algorithm performs initial clustering on the sample data, randomly extracts a certain amount of sample data according to the classification ratio to extract the sample data for each cluster, and uses the extracted data for the learning of the neural network. The purpose of the cluster is to make the data sample types at the input end of the neural network hierarchical, and the spare parts type coverage is complete, reducing prediction errors.

2.2.1. Spare Parts Classification Based on an Improved Clustering Algorithm. The present paper proposes a method that classifies repair spare parts and randomly extracts a certain amount of sample data according to the classification ratio to extract the sample data for each cluster; the training samples can cover various sample data. PCA data dimension reduction and k-means cluster analyses are the two essential components of the improved clustering algorithm. The general process of the improved clustering algorithm can be described as follows:

(I) PCA is used to perform dimension reduction on the data

(II) A clustering algorithm based on the Mahalanobis distance is used to classify the processed data

(III) The rationality of the classifications is evaluated using the DB and CH indices to check the number of clusters.

Because the traditional k-means algorithm is unsuitable for non-convex datasets or data with significant differences in class size and there is a specific correlation between influencing factors and the influence of dimension, the Mahalanobis distance was used for classification in the present paper. To provide a better understanding of the improved clustering method, PCA data processing analysis and the improved k-means cluster analysis are described in detail in the following sections.

(1) PCA Data Processing Analysis. Principal component analysis is mainly aimed at the same object when there are multiple influencing factors to affect it; there are some correlations between these influencing factors. In this case, the process became more and more complicated in subsequent research. In order to make the subsequent research more simple and consistent with the purpose of the research, it is hoped that one or several representative indicators can be found and the statistical methods can be independent of each other.

The main steps of principal component analysis are as follows:

(I) Standardize the data.

(II) Find the correlation matrix.

(III) Solve the eigenvalues and eigenvectors.

(IV) Find the principal component: select the number of principal components based on the principle that the factor contribution rate is greater than 85%.

(V) Calculate the factor score: when new factors after dimension reduction are determined, their scores can be calculated by calculating the specific values of these factors. These values can become factor
scores. These new variables are called factor variables. With these new variables, you can use them to replace the original variables, thereby reducing the dimensionality of the data to become more information intensive.

Matrix X processed by PCA dimension reduction is transformed into new comprehensive variables as follows:

\[
\begin{align*}
F_1 &= \beta_{11}x_1 + \beta_{12}x_2 + \cdots + \beta_{1p}x_p \\
F_2 &= \beta_{21}x_1 + \beta_{22}x_2 + \cdots + \beta_{2p}x_p \\
&\vdots \\
F_i &= \beta_{i1}x_1 + \beta_{i2}x_2 + \cdots + \beta_{ip}x_p \\
&\vdots
\end{align*}
\]  

(1)

where \( F_i \) is principal component 1, principal component 2, ..., principal component \( p \). Therefore, \( F_1 \) is called the first principal component and \( F_2 \) is the second principal component and until the \( i \)-th principal component. \( \beta_{ij} \) is the principal component coefficient.

(2) The Improved k-Means Algorithm for Classifying Spare Parts. The \( k \)-means algorithm [23] is a typical distance-based clustering algorithm. Distance is used to evaluate similarity. The smaller the distance between two objects, the higher the similarity.

The \( k \)-means cluster algorithm is used to classify data with different numbers of clusters so that they can be assigned to the group with the highest similarity. The classification method mainly uses the Mahalanobis distance to divide the clusters of each point. The traditional \( k \)-means algorithm often uses the continental distance, which depends on the magnitude scale to classify the sample data. The Mahalanobis distance considers the dimension and excludes the interference of the correlation between the sample data, which is not affected by the linear transformation. Compared to the continental distance, the Mahalanobis distance is used in the clustering algorithm to improve the accuracy of the cluster, and the distance can be calculated using the following equation:

\[
D_{mahananobis}(r, G) = \sqrt{(r - u)^T C^{-1} (r - u)},
\]

(2)

where \( D \) represents the Mahalanobis distance and \( G \) represents an overall sample space in the \( m \)-dimensional sample space; \( m \) is the dimension; \( n \) is the number of samples; \( r \) represents a sample point in the \( m \)-dimensional space; \( u \) represents the mean vector of the population sample; and \( C \) is the covariance of the population sample matrix.

The proper number of clusters can be determined based on the values of the DB and CH indices. The DB index is the average of the distances from all other sample points in the cluster, i.e., the intraclass distance; the smaller the DB index value, the better the clustering effect:

\[
DB = \frac{1}{n} \sum_{i=1}^{n} \max_{j \neq i} \frac{\sigma_i + \sigma_j}{d(c_i, c_j)}.
\]

(3)

The DB index is used to measure the tightness within the cluster by calculating the sum of the squares of the distances between the points in the cluster and the cluster center. \( \sigma \) represents the average of the distance from all other sample points in the cluster to the center of the \( c_i \) cluster, and \( d \) represents the distance between samples.

The separation of the dataset is measured by calculating the quadratic sum of the distances between the center point of this cluster and the center points of all the clusters. The CH index is the ratio of separation to tightness, as shown in the following equation:

\[
CH(K) = \frac{B(K)(N-K)}{W(K)(K-1)}
\]

(4)

Here, \( N \) represents the number of training set samples and \( K \) represents the number of categories, where \( W(K) \) refers to the separation degree and \( B(K) \) refers to the tightness degree. The larger the CH index, the tighter the cluster. Thus, a lower CH index means that the clusters are more dispersed, and the classifications are better. Therefore, better data classifications should have lower DB and CH indices.
2.2.2. Prediction of Importance Degree Based on a Neural Network. The importance degree evaluation workload is also heavy when there are large volumes of spare parts data. In the current paper, a neural network was used to carry out a quantitative evaluation of the importance degree of spare parts. At the same time, in order to overcome the problem of strong subjectivity in the process of importance degree evaluation, this article used the actual data of the company to train and learn BPNN. By learning the actual importance value of enterprise spare parts, the training rules of neural networks can be more objectively trained.

BPNN training uses existing training samples to train network input and outputs the training results, which are ultimately verified by the test samples. Neural network prediction uses the trained network and the analysis of the prediction results to predict the output. The flowchart of the BPNN algorithm is shown in Figure 2.

First, we constructed a suitable BP neural network structure, mainly including the settings of the input layer, hidden layer, and output layer parameters. Second, we trained the BP neural network and continuously optimized the neural network. Finally, we used the trained BP neural network. We implemented neural network data prediction function on test data.

(1) Single-Layer BPNN Structure. The current paper mainly describes the use of a single-layer BPNN structure to train the importance degree, as shown in Figure 3. The input is new factors of impact importance degree evaluation after dimensionality reduction, and the output is the importance degree.

The operational steps are as follows:

Step 1: initialize the BPNN, determine the number of layer nodes, and set each weight and the initial value of the threshold to a relatively small random number.

Step 2: input the sample and the corresponding output, and learn from each training sample, i.e., perform steps 3 and 4 using the data for each sample.

Step 3: calculate the error of the output layer and the error of the hidden layer according to the expected output value in the sample and the output value obtained by the training.

Step 4: continuously perform the inverse correction to the weight and the threshold such that the output value from the training is infinitely close to the expected output from the sample;

Step 5: the output error value can be used to judge whether the error value converges within a given learning precision; if it is satisfied, learning ends; otherwise, the process returns to Step 2.

The learning rules of the neural network are gradually established by continuously learning the output from the sample data, and the ability to learn through continuous correction improves. PCA analysis can realize the dimensionality reduction of the data, making the data simpler, and the input of the influencing factors can be used to obtain the importance value of the corresponding spare parts. Therefore, when a company introduces new spare parts by inputting the influencing factors with the established learning rules, it is possible to quickly evaluate the importance degree value of the spare parts. Using this model, it is possible to accurately and efficiently evaluate the importance degree of spare parts.

(2) Parameter Setting of BPNN. The BP network input layer node is \( h \), which is the importance degree evaluation index.

(1) Determination of the number of hidden layer nodes [24]:

\[
    j = \sqrt{h + l + a}.
\]

(5)

The \( h \) represents the number of input nodes, \( l \) represents the number of output nodes, and \( a \) represents the constant ranging from \([1, 10]\). The number of nodes in the hidden layer of the neural network.
network can be determined from the output and input nodes. The analysis can be used to determine the basic construction of the neural network structure.

(II) The transfer function of the hidden layer neurons uses the tan-sigmoid function [25], namely,

$$\text{tan sig}(n) = \frac{2}{1 + e^{-2n}} - 1. \quad (6)$$

3. Examples and Results

The historical maintenance data and the inventory information for the maintenance of various spare parts are used to evaluate the importance degree of the spare parts, and the information is about heavy truck vehicles maintenance company.

3.1. Data Training

3.1.1. PCA Dimensionality Reduction. There are many influential factors that affect the evaluation of the importance of spare parts. In order to alleviate the dimensional disaster problem, we performed PCA dimensionality reduction processing on the data of the influencing factors. On the one hand, it reduces the amount of data processing.

After normalizing the original data, using SPSS to perform principal component analysis on these data, we can obtain the total variance explained by the original variables through these indicators, as shown in Table 1.

In the original data, there are eight factors that affect the importance degree evaluation. The dimensional information included the purchase lead time, the annual failure number, the management fee, the maintenance difficulty, the unit price, the service satisfaction, the working hours, the maintenance price for a unit hour, and the importance degree. Among them, the data on the importance evaluation factors mainly came from the historical maintenance data and inventory data information of the enterprise. The importance degree mainly comes from the actual value of the actual verification of the enterprise (see Appendix 1 in Supplementary Materials for details of the raw data).

After normalizing the original data, using SPSS to perform principal component analysis on these data, we can obtain the total variance explained by the original variables through these indicators, as shown in Table 1.

It can be seen from Table 1 that the extracted feature values are three principal components of 3.929, 2.551, and 1.033, respectively. The variance contribution rate of the first principal component is 49.127%, and the variance contribution rate of the second principal component is 29.391%. The variance contribution rate of the three principal components is 12.908%, and the cumulative percentage of the three factors to the initial eigenvalue reaches 91.426%. The three-component index score coefficient is shown in Table 2.

From this, new factors $F_1, F_2$, and $F_3$ are obtained, and we can get the data information of the new factor (for details, see Appendix 2 in Supplementary Materials):

$$
F_1 = 0.314x_1 + 0.004x_2 + 0.111x_3 + 0.008x_4 + 0.107x_5 + 0.003x_6 + 0.313x_7 + 0.314x_8,
$$

$$
F_2 = -0.091x_1 + 0.36x_2 + 0.448x_3 + 0.451x_4 + 0.293x_5 - 0.01x_6 - 0.093x_7 - 0.09x_8,
$$

$$
F_3 = -0.036x_1 - 0.371x_2 + 0.206x_3 + 0.035x_4 + 0.085x_5 + 0.881x_6 - 0.035x_7 - 0.036x_8.
$$

3.1.2. K-Means Sample Training. After dimensionality reduction, the three-dimensional data for each sample comprised three factors: $F_1, F_2,$ and $F_3$. The total number of data was 500. Figure 4 shows the three-dimensional coordinates of the sample data for 500 spare parts. The coordinate information comprises $F_1, F_2,$ and $F_3$.

First, the samples were classified by using the improved $k$-means clustering method. Figure 5 shows the classification of 500 spare parts. It is clear from Figure 5 that the 500 samples are divided into three clusters. The first cluster of sample data consists of green cross, the second cluster consists of blue six-pointed stars, and the third cluster consists of red five-pointed stars. The black circles represent the centers of each cluster.

Secondly, cluster data and cluster centers $C_1, C_2,$ and $C_3$ were obtained. The cluster center coordinates are shown in Table 3.

Finally, using CH and DB index values, the average number of clusters was found by averaging multiple times. The clustering effects of ten simulations when $k=2, k=3, k=4,$ and $k=5$ are shown in Table 4.
namely, $F_1$, $F_2$, and $F_3$, respectively, set to $h_1$, $h_2$, and $h_3$ (a total of three). Because the output is the importance degree of the spare parts, the $l$ value was 1, and the number of hidden layer nodes was verified using equation (5) and continuous simulation.

Figure 6 is a comparison of the sample output values and the output errors after sample learning at various numbers of hidden nodes. There error lowest, and the training effect was at its most efficient when the number of hidden layer nodes was 10. The transfer function of the hidden layer neurons uses equation (6). When the BPNN parameters have been determined, the entire BPNN can be constructed.

After K-means initially classifies the original data, the number of data in the first data cluster is 20, the number of data in the second data cluster is 80, and the number of data in the third data cluster is 400. We can find that the data ratio of each type of data cluster is $1:4:20$, and this ratio is also used in MATLAB to randomly extract data for training. In this paper, 250 data are randomly selected from the various types of spare parts classified by $k$-means according to the ratio of $1:4:20$ for neural network learning and training, and the rest of the data is test data; we used the training data to train the BPNN, and continuously updated the weight values to reduce the output

| Ingredient | Initial eigenvalue | Extract load sum of squares |
|------------|-------------------|----------------------------|
|            | Sum | Variance (%) | Sum (%) | Sum | Variance (%) | Sum (%) |
| 1          | 3.929 | 49.127 | 49.127 | 3.929 | 49.127 | 49.127 |
| 2          | 2.351 | 29.391 | 78.518 | 2.351 | 29.391 | 78.518 |
| 3          | 1.033 | 12.908 | 91.426 | 1.033 | 12.908 | 91.426 |
| 4          | 0.382 | 4.7755 | 96.2015 |
| 5          | 0.209 | 2.6128 | 98.8143 |
| 6          | 0.055 | 0.6875 | 99.5018 |
| 7          | 0.038 | 0.4751 | 99.9769 |
| 8          | 0.002 | 0.025 | 100.000 |

| Ingredient | New factors |
|------------|-------------|
| $x_1$      | 0.314       |
| $x_2$      | 0.004       |
| $x_3$      | 0.111       |
| $x_4$      | 0.008       |
| $x_5$      | 0.107       |
| $x_6$      | 0.003       |
| $x_7$      | 0.313       |
| $x_8$      | 0.314       |

Table 1: Total variance explained.

Table 2: Component score coefficient matrix.

**Figure 4:** Distribution of raw data for the spare parts.
error of the training data. In order to further verify that BPNN can achieve accurate predictions, we used the test data to verify the BPNN to prove the accuracy of the model.

In Figure 7, the abscissa indicates the number of spare parts, and the ordinate indicates the corresponding absolute error. The figure reveals that the data prediction error of the training sample and test sample was very close to 0.

The importance degree values predicted by factor screening and clustering are shown in Figure 8. The expected importance degree values of the samples are represented in blue, and the output importance degree values after learning through the neural network are represented in red. By comparing the fit between the output values and the expected values, it is possible to determine whether learning produces accurate results. The figure demonstrates that the fit between the values is quite satisfactory, and therefore the results of training and testing are accurate.
To further determine the validity of the model, it was necessary to examine the unprocessed data in the neural network. The learning effect is shown in Figure 9, which demonstrates that the accuracy was poor, with regard to both the training sample and the test sample.

Figures 8 and 9 reveal an obvious difference between the predicted results obtained with or without model processing. The learning effect was more apparent in the predicted results following model processing than in the unprocessed results. The learning effect was greater and the results were more accurate, which verifies the validity of the model.

Figure 10 also reveals that during learning simulation process, the error value decreased continuously. When the training reached epoch 52, the error stabilized and there were no subsequent large fluctuations. Therefore, we could get 52 as the optimal number of iterations.

In summary, Figures 7–10 prove that the errors between the real values and the expected values arising from the proposed evaluation method were small and the prediction accuracy was high.

To verify the validity of the established importance degree evaluation model, the relative errors between the real importance degree values and the evaluation importance degree values are presented in Table 6 (see Appendix 3 in Supplementary Materials for all data). The table reveals that the importance degree values obtained by the two methods
Figure 8: Results of a comparison between the actual values and the predicted values following data screening. (a) Training sample prediction. (b) Test sample prediction.

Figure 9: Results of a comparison between the actual values and the predictive values without data screening. (a) Training sample prediction. (b) Test sample prediction.
were very close, and the order of the importance degree of the spare parts was the same. Therefore, the established importance degree evaluation model can be used to evaluate the importance of spare parts and produces accurate results.

4. Conclusions
The present paper proposes an accurate importance degree evaluation method that combines an improved clustering
algorithm with BPNN. First, we used PCA for data dimensionality reduction, and the training sample set is then classified into different clusters by the improved k-means clustering algorithm. Finally, a single-layer BPNN with multiple inputs and a single output was established to evaluate the importance degree of the spare parts. After training the extract data, the BPNN automatically generated an evaluation of the importance degree of the spare parts from inputs to output. Compared to the importance degree results obtained from the sample maintenance spare parts, the evaluation results obtained from the proposed method are accurate, and to a certain extent, it overcomes the interference of subjective factors in the evaluation of importance. At the same time, it has the ability to evaluate the importance degree of spare parts for processing large amounts of data.

**Notations**

- $X_i$: Importance degree factors
- $x_i$: Normalized importance degree factors
- $\beta_{ij}$: Principal component coefficient
- $F_i$: Principal components
- $y$: Importance degree
- $D_{\text{mahalanobis}}$: The mahalanobis distance
- $G$: An overall sample space in the m-dimensional sample space
- $m$: The dimension of a sample
- $n$: The number of samples
- $r$: A sample point in the m-dimensional space
- $u$: The mean vector of the population sample
- $C$: The covariance of the population sample matrix
- $\sigma_i$: The average of the distance from all other sample points in the cluster to the center of the cluster
- $d (c_i, c_j)$: The distance between samples
- $N$: The number of training set samples
- $K$: The number of categories
- $B (K)$: The trace of the interclass dispersion matrix
- $W (K)$: The trace of the intraclass dispersion matrix
- $h$: The number of input nodes
- $l$: The number of output nodes
- $a$: The constant ranging from [1, 10].
- $j$: The number of hidden nodes.
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Appendix 1: the original data of the enterprise’s spare parts information, where the data information mainly includes the factors that affect the importance assessment and the importance value of the spare parts. $F_1$, maintenance difficulty; $F_2$, annual failure number (pieces); $F_3$, unit price (yuan); $F_4$, purchase lead time (months); $F_5$, management fee (yuan); $F_6$, service satisfaction; $F_7$, working time (hours); $F_8$, price per hour (yuan/hour); $y$, importance degree. Appendix 2: the data after dimensionality reduction. The dimensionality reduction process uses the PCA method. The 8 influencing factors contained in the original data become 3 types of influencing factors through dimensionality reduction. Appendix 3: the specific data information of Table 6, the comparison of importance degree values obtained from the samples and proposed method. (Supplementary Materials)
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