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Abstract—Image retargeting aims to resize an image to one with a prescribed aspect ratio. Simple scaling inevitably introduces unnatural geometric distortions on the important content of the image. In this paper, we propose a simple and yet effective method to resize an image, which preserves the geometry of the important content, using the Beltrami representation. Our algorithm allows users to interactively label content regions as well as line structures. Image resizing can then be achieved by warping the image by an orientation-preserving bijective warping map with controlled distortion. The warping map is represented by its Beltrami representation, which captures the local geometric distortion of the map. By carefully prescribing the values of the Beltrami representation, images with different complexity can be effectively resized. Our method does not require solving any optimization problems and tuning parameters throughout the process. This results in a simple and efficient algorithm to solve the image retargeting problem. Extensive experiments have been carried out, which demonstrate the efficacy of our proposed method.
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1 INTRODUCTION

Image retargeting, which aims to resize an image to one with a prescribed aspect ratio and size, has drawn much attention in recent years. The rapid development of mobile phones and other mobile devices requires images to be displayed with different aspect ratios and sizes, while preserving the structures and details of the important content. It calls for an effective algorithm for image retargeting.

Motivated by the compelling applications to the problem, lots of studies about image retargeting have been carried out and numerous algorithms have been proposed. Simple scaling is perhaps one of the easiest solutions to the image retargeting problem. However, it often causes unnatural distortions of the important objects in the image, since the method is oblivious to the image content. Cropping is another simple alternative. Again, as the geometric structures of the salient content are not considered, the method usually causes information loss and cannot produce satisfactory results. To overcome these issues, several techniques have been developed to resize an image in a content-aware fashion. These algorithms take the image content into consideration to preserve important regions and minimize geometric distortions.

Existing approaches for content-aware image retargeting can mainly be divided into two categories, namely, 1. the cropping-based approach and 2. the mesh-based warping approach. Cropping-based methods remove unimportant pixels and shift the remaining pixels in the image to resize the image. For instance, the popular seam carving algorithm proposed by Avidan and Shamir [1] searches for seams of minimal importance and remove them to resize the image. Though less important features are removed from the image, artifacts can sometimes be observed and important objects may be broken when seams cut through important regions. Besides, the mesh-based warping approach is another commonly used technique, which is closely related to our work. This approach aims to partition the image by a triangular or quad mesh and resize the image by adjusting the vertex coordinates through a warping map. The geometric distortion of the important region is minimized, while the unimportant region is allowed to have larger distortion. Several warping-based algorithms have been proposed recently. For example, Wolf [2] proposed a non-homogeneous content-driven video retargeting algorithm to resize a video. A warping map is obtained by solving a linear system to transform the image that shrinks less important region more than the important one. The important content is automatically detected based on the local saliency, motion detection, and object detectors. Later, Guo [3] proposed to construct a mesh image representation that is consistent with the underlying image structures, which is then transformed to the target image with a prescribed aspect ratio and size via a stretch minimizing parameterization. Zhang et al. [4] proposed to estimate a warping map by minimizing a quadratic distortion energy that preserves the important regions and image edges. Jin [5] presented an image resizing algorithm by warping a triangular mesh over the image, which captures the image saliency information as well as the underlying image features. The method can preserve the shapes of curved features in the resized image. Chen [6] proposed to resize the image by optimizing an energy functional using convex programming on a quadrangular mesh. Panizzo [7] developed a method to warp the image through minimizing an energy functional over the space of axis-aligned deformations subject to different types of constraints, such as the as-similar-as-possible (ASAP) or the as-rigid-as-possible (ARAP) constraints. More recently, Xu et al. [8] proposed to warp the image using a quasiconformal map, which is obtained by solving an optimization problem.

In this paper, we propose a content-aware image retargeting method that falls into the category of mesh-based warping approaches. We formulate the problem of image retargeting as finding an orientation preserving homeomorphism with controlled distortion to warp an image to a target image of a prescribed aspect ratio, which is content-aware. The warping map is represented by its Beltrami representation, which is a complex-valued function defined on the image domain. The Beltrami representation captures the local geometric distortion of the warping map. Every warping map is associated with a unique Beltrami representation. By carefully prescribing the values of the
The main contributions of this paper are summarized as follows. The shape and details of important objects as well as line structures in the image can be preserved by enforcing suitable deformation type constraints.

1) The algorithm does not require solving any optimization problems throughout the process. The computation of the algorithm is efficient.

2) The bijectivity of the warping map can be effectively achieved by controlling the norm of the Beltrami representation. This avoids undesired artifacts in the warped image.

3) Three methods to prescribe the values of the Beltrami representation at different regions are presented to resize images with different complexity.

The rest of this paper is organized as follows. In Section 3, our proposed content-aware image retargeting method using Beltrami representation is described in details. The numerical implementation of the proposed algorithm is discussed in Section 4. In Section 5, some experimental results and comparisons with other methods are demonstrated. The paper is concluded in Section 6.

3 PROPOSED METHOD

In this section, we describe our proposed image retargeting method using Beltrami representation in details. The main idea is to prescribe suitable values of the Beltrami representation at different regions of the image. An associated warping map can be constructed, which is then applied to warp and resize the image.

Our problem of content-aware image retargeting can be formally formulated as follows. Suppose an image $I: D \rightarrow \mathbb{R}$ is defined on a rectangular domain $D = [0, m] \times [0, n] \subset \mathbb{R}^2$. The target image $I': D' \rightarrow \mathbb{R}$ is defined on another rectangular domain $D' = [0, m'] \times [0, n'] \subset \mathbb{R}^2$ of a different aspect ratio. Denote the regions of important objects and line structures by $\{O_i\}_{i=1}^K$ and $\{L_j\}_{j=1}^L$, respectively. We denote $O := \bigcup_{i=1}^K O_i$ and $L := \bigcup_{j=1}^L L_j$. Our goal is to find a suitable warping map $f: D \rightarrow D'$ such that

1) $f$ is bijective;

2) $f|_O$ does not induce geometric distortion in $O$;

3) The local geometric distortion in $\Gamma := D \setminus O$ under $f|_{\Gamma}$ is small and within an allowable toleration.

Beltrami representation, the associated map with designed distortions at different regions can be reconstructed to warp and resize the image. A resized image that preserves the structures and details of important objects in the image, while minimizing the distortion at the unimportant region, can then be obtained. The use of Beltrami representation is advantageous as it shares the following nice properties to make it fit for the image retargeting problem.

1) The Beltrami representation effectively measures the local geometric distortion under the warping map. In particular, the local geometry is preserved under the warping map with a zero Beltrami representation. In other words, the geometric distortion under the warping map can be adjusted by manipulating the Beltrami representation.

2) The bijectivity of a map is related to the norm of the Beltrami representation. More specifically, when the supreme norm of the Beltrami representation is strictly less than one, the warping map is guaranteed to be bijective and hence it is foldover-free. A foldover-free warping map is essential for the image retargeting problem so that the warped image has no undesired artifacts.

3) The Beltrami representations of different types of maps can be explicitly formulated. Hence, the Beltrami representation can be easily prescribed without solving any optimization problems and tuning for parameters throughout the process. As a result, the computation is fast.

Our proposed image retargeting algorithm using the Beltrami representation is effective for resizing images with different complexity. The method is also simple. It does not require solving any optimization problems and tuning for parameters throughout the process. As a result, the algorithm is efficient. Extensive experiments have been carried out, which demonstrate the efficacy of our proposed model.

2 CONTRIBUTIONS

The main contributions of this paper are summarized as follows:

1) An interactive algorithm for image retargeting is proposed, which allows users to label the important regions. The image is deformed by a warping map, whose local geometric distortion can be effectively controlled by the use of the Beltrami representation. Shapes and details of important objects as well as line structures in the image can be preserved by enforcing suitable deformation type constraints.

2) The algorithm does not require solving any optimization problems throughout the process. The computation of the algorithm is efficient.

3) The proposed model is parameter-free so that users do not need to tune for the optimal parameter.

4) The bijectivity of the warping map can be effectively achieved by controlling the norm of the Beltrami representation. This avoids undesired artifacts in the warped image.

5) Three methods to prescribe the values of the Beltrami representation at different regions are presented to resize images with different complexity.

Fig. 1: Algorithm overview. The image in (a) is firstly overlaid with a regular triangular mesh, as shown in (b). In (c), the important regions are labeled whose geometry are to be preserved. The aspect ratio of the target image is also set. Finally, the image is resized by adjusting the vertex positions through a warping map, which is shown in (d).
4) The line structures of \( l_i \) is preserved under \( f \).

It is worth noting that the local geometric distortion in \( \Gamma \) under \( f|_\Gamma \) is inevitable. Condition (2) requires that the geometry is preserved in \( \mathcal{O} \) under \( f|_\mathcal{O} \). To resize an image to another with a different aspect ratio, all the required geometric distortion must be absorbed in \( \Gamma \). Our task is to distribute the geometric distortion nicely over the image such that the warped image looks natural. Our strategy is to use the Beltrami representation to control the distortion under \( f \) so that the desirable warping map can be obtained.

An overview of our proposed method is summarized in Figure 1.

### 3.1 Beltrami representation (BR)

Every warping map \( f : D \to D' \) is associated with a unique complex-valued function \( B^f : D \to \mathbb{C} \), called the Beltrami representation (BR). Write \( f(x,y) = u(x,y) + iv(x,y) \), where \( i = \sqrt{-1} \). The BR is defined as follows:

\[
B^f(x,y) = \frac{(\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}) + i(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y})}{(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}) + i(\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y})}(x,y) \in \mathbb{C}
\]

(1)

for all \((x,y) \in D\). Note that BR is defined by the first partial derivatives of \( f \), which can be easily discretized on the image domain using the finite difference scheme (see Section 4). \( B^f(x,y) \) measures the local geometric distortion under \( f \) at each point \((x,y) \in D\). In general, a bijective warping map \( f \) deforms an infinitesimal circle to an infinitesimal ellipse. The distortion can be measured by \( B^f(x,y) \). From \( B^f(x,y) \), we can determine the angles of the directions of maximal magnification and shrink and the amount of them as well. Specifically, the angle of maximal magnification is \( \arg(B^f(x,y))/2 \) with magnifying factor \( 1 + |B^f(x,y)| \).

The angle of maximal shrinking is the orthogonal angle \( \arg((B^f(x,y))/2 \) with shrinking factor \( 1 - |B^f(x,y)| \). Thus, \( B^f \) gives us information about the local geometric distortion under \( f \). In particular, the warping map is distortion-free if \( |B^f(x,y)| = 0 \) everywhere. The preservation of local geometry under the warping map in the saliency region can be easily achieved by setting the BR to be zero inside the region.

On the other hand, the bijectivity of \( f \) can be determined by \( B^f \). It is easy to check that the Jacobian \( J(f) \) of \( f \) is given by

\[
J(f) = [\left(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}\right)^2 + \left(\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}\right)^2](1 - |B^f(x,y)|^2).
\]

(2)

As an orientation preserving bijective warping map must have a positive Jacobian everywhere, we conclude that \( |B^f(x,y)| < 1 \) for every \((x,y) \in D\). Conversely, the associated warping map \( f \) is bijective if the magnitude of its BR is everywhere less than 1. In other words, by prescribing a BR whose magnitude is everywhere less than 1, we can obtain a foldover-free warping map. This avoids undesired artifacts in the warped image.

Another useful fact is that the BRs of different types of maps can be explicitly formulated. More specifically, if \( f \) is an affine map in a region \( \Omega \), then the Beltrami representation of \( f \) in that region must be a constant. In other words, \( B^f(z) = k \in \mathbb{C} \) in \( \Omega \). Also, if \( f \) is a simple scaling map in a region \( \Omega \) (scaling the horizontal axis and vertical axis by two different scalars), then the Beltrami representation of \( f \) in that region must be a real number. In particular, if \( f(x,y) = (ax, by) \) in \( \Omega \), then \( B^f(z) = \frac{a+b}{ab} \in \mathbb{R} \) in \( \Omega \). If \( a = b \), the Beltrami representation is equal to 0 in the region. Hence, we can easily design the types of deformations at different regions of the image, in order to obtain a natural retargeted image.

### 3.2 Choices of BR

A warping map is associated to a unique BR that captures the local geometric distortion under the map. To resize an image naturally, we look for a suitable warping map with desirable distortions at different regions. The distortions at different regions can be described effectively by the BR. Our strategy to obtain the suitable warping map is by assigning the values of BR according to the desired types of deformations at different regions. An optimal warping map whose BR is closest to the prescribed one can be constructed. According to various situations, we present three choices of BR to resize images with different complexity.

**Choice 1: Even distribution of distortions**

Resizing an image can be regarded as stretching or squeezing the image in the horizontal direction. We will discuss the case when the image is squeezed in the horizontal direction. The case when the image is stretched in the horizontal direction can be done similarly by rotating the image by 90 degrees. Suppose the width to height ratio of our target image is given by \( \frac{w}{h} : n \). For simplicity, we assume the height of the target image is always kept as the same as the original image. Then, \( w \) is always less than 1. Our goal is to warp the original image to the target image, such that the structures in the important region are preserved under the warping map \( f \). This can be achieved by enforcing \( f \) to be a uniform scaling map in \( \mathcal{O} \). In other

![Illustration of BR in Choice 3.](Image URL)
words, \( f(x, y) = (Ax, Ay) \) for some \( A \in \mathbb{R}^+ \). The BR of a uniform scaling map is zero. Hence, we set the BR in \( O \) as \( B^f(x, y) = 0 \) for \( (x, y) \in O \). To resize the original image to the target image, we can warp the image by simple scaling \( S(x, y) = (wx, wy) \). The BR of \( S \) can be explicitly computed, which is given by \( B^S(x, y) = \frac{w-1}{w+1} \). Since the local geometry should be preserved in \( O \), we propose to distribute the distortion in the unimportant region. In other words, we set the BR outside \( O \) as \( B^f(x, y) = \frac{w-1}{w+1} \) for \( (x, y) \not\in O \). Intuitively, we distribute the inevitable distortion evenly over the unimportant region.

In summary, the BR is prescribed as follows.

\[
B^f(x, y) = \begin{cases} 
0 & \text{if } (x, y) \in O, \\
\frac{w-1}{w+1} & \text{if } (x, y) \not\in O.
\end{cases} \tag{3}
\]

Note that the prescribed BR may not be admissible subject to the constraint of the given aspect ratio. That is, the prescribed BR may not correspond to a warping map that deforms an image to another with the given aspect ratio. In the next subsection, we will introduce an algorithm, called the Constrained Linear Beltrami Solver, to obtain a warping map whose BR is as close as the prescribed one as possible.

**Choice 2: Weakly uneven distribution of distortions**

In Choice 1, the local geometry in \( O \) is preserved under \( f \), since the warping map is restricted to be a uniform scaling. However, the sizes of the important objects can still be altered. In order to better keep the sizes of the important objects, we must tolerate more distortion in the unimportant region.

To describe the assignment of BR in this choice, we denote the horizontal and vertical stripes covering the important objects by \( M_h \) and \( M_v \), respectively. See Figure 2(a) for an illustration. Suppose the total width of the important objects \( O \) is given by \( W \). To warp the image so that the sizes of the important objects are kept, the horizontal direction should be scaled more in \( M_h \setminus O \). In Choice 1, the warping map scales the interval \([0, m]\) to \([0, wm - W]\). Here, we scale \([0, m]\) to \([0, wm - W]\). Therefore, we prescribe the BR as \( B^f(x, y) = \frac{w - 1}{w + 1} \) for \((x, y) \in M_h \setminus M_v\), where \( w' = w - \frac{W}{m} \). It is easy to check that \( \frac{w - 1}{w + 1} > \frac{w - 1}{w + 1} \) for \( w < 1 \). In other words, we are tolerating larger distortion in the unimportant region than that in Choice 1, in order that the sizes of the important objects can be better kept. In \( D \setminus M_h \), we prescribe the BR as in Choice 1. Under this assignment, the inevitable distortion is unevenly distributed over the unimportant region.

In summary, the BR is prescribed as follows.

\[
B^f(x, y) = \begin{cases} 
0 & \text{if } (x, y) \in M_h \cap M_v, \\
\frac{w' - 1}{w' + 1} & \text{if } (x, y) \in M_h \setminus M_v, \\
\frac{w - 1}{w + 1} & \text{if } (x, y) \in D \setminus M_h.
\end{cases} \tag{4}
\]

For an illustration of Choice 2, please refer to Figure 2(b) and (c).

**Choice 3: Strongly uneven distribution of distortions**

In Choice 2, a larger distortion is assigned to the unimportant region covered by the horizontal stripes and line structures. The sizes of the important objects can be less distorted. To further keep the sizes of the important objects, we should assign a larger distortion over a larger area of the unimportant region. In Choice 3, we assign a larger distortion over the unimportant region that is not covered by the vertical stripes and line structures. That is, \( D \setminus M_v \). More specifically, we assign the BR in this area as \( B^f(x, y) = \frac{w - 1}{w + 1} \) for \((x, y) \in D \setminus M_v\). This area is larger than that of Choice 2. In other words, a stronger distortion is distributed over a larger area of the unimportant region. As a result, the sizes of the important objects can be better kept. On the other hand, the transition of BR values in the vertical stripes from the important objects to the unimportant region causes an unnatural change in distortion. The unnatural transition of local geometric distortions can result in the unnatural deformation of the overall image. To solve this issue, we set the warping map to be a uniform scaling over the vertical stripes. Thus, the BR in \( M_v \) is prescribed as \( B^f(x, y) = 0 \) for \((x, y) \in M_v\). Under this assignment, the inevitable distortion is more unevenly distributed over the unimportant region than the previous choice.

In summary, the BR is prescribed as follows.

\[
B^f(x, y) = \begin{cases} 
0 & \text{if } (x, y) \in M_v, \\
\frac{w' - 1}{w' + 1} & \text{if } (x, y) \in D \setminus M_v.
\end{cases} \tag{5}
\]

For an illustration of Choice 3, please refer to Figure 2(d).

**Extremal situation**

Choice 2 and Choice 3 assume the image after resizing can still enclose the important objects of the same sizes. In the extremal situation when the aspect ratio is very small, the image has to be squeezed and cannot enclose all the important objects with the same sizes. In this case, \( w' \) has to be carefully set. We assume the total width \( W \) of the important objects occupy \( \beta \) percents of the width of the target image. \( w' \) is then set as \( w' = w(1 - \beta)/200 \). Since the sizes of the important objects are to be resized, the height should also be scaled. The scaling ratio \( h \) is given by \( h = (n - Hw')/(n - H) \), where \( H \) is the total height of the important objects. Therefore, in Choice 2, the BR is prescribed as \( \frac{w' - h}{w' + h} \) in \( M_h \setminus M_v \) and \( \frac{w - h}{w + h} \) in \( D \setminus M_h \).

### 3.3 Warping map from prescribed BR

After the BR is prescribed, we proceed to construct an associated warping map. Given the prescribed aspect ratio, the prescribed BR may not correspond to a warping map that deforms an image to another with the given aspect ratio. Our goal is to look for a warping map whose BR is as close as the prescribed one as possible.

If \( B^f = \rho + i\tau \) is the BR of \( f = u + iv \), it satisfies the following partial differential equation:

\[
D_1 f = B^f D_2 f, \tag{6}
\]

where \( D_1 f = (\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}) + i(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}) \) and \( D_2 f = (\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}) + i(\frac{\partial u}{\partial y} - \frac{\partial v}{\partial x}) \). From the above equation, we can check that \( f \) also satisfies the following elliptic PDEs:

\[
\nabla \cdot \left( A \nabla f \right) = 0, \tag{7}
\]
where \( A = \begin{pmatrix} \alpha_1 & \alpha_2 \\ \alpha_2 & \alpha_3 \end{pmatrix} \) and \[
\begin{align*}
\alpha_1 &= \frac{(\rho - 1)^2 + \tau^2}{1 - \rho^2 - \tau^2} \\
\alpha_2 &= -\frac{1 - \rho^2 - \tau^2}{2\tau} \\
\alpha_3 &= \frac{1 - \rho^2 - \tau^2}{2\tau} 
\end{align*}
\]

To retarget an image naturally, some constraints must be imposed on the warping map.

A. Uniform scaling in the object regions

Firstly, in order to preserve the geometric structures of the important objects, we require that the warping map to be a uniform scaling map in each object region \( O_i \). Mathematically, we impose that:

\[
f|_{O_i}(\vec{x}) = r_o \vec{x} + \vec{t}_o,
\]

for some scaling parameter \( r_o \in \mathbb{R}^+ \) and translation vector \( \vec{t}_o \in \mathbb{R}^2 \). Note that the scaling factor \( r_o \) is chosen to be the same for every object regions. The translation vector \( \vec{t}_o \) is to be determined for each \( O_i \).

Similarly, we impose that the warping map \( f \) on the line structure \( l_j \) is of the following form:

\[
f|_{l_j}(\vec{x}) = (r_l^j x, r_l^j y) + \vec{t}_l^j,
\]

where \( \vec{x} = (x, y) \) for some scaling parameter \( r_l^j \in \mathbb{R}^+ \times \mathbb{R}^+ \) and translation vector \( \vec{t}_l^j \in \mathbb{R}^2 \), which are to be determined. Note that the scaling factor \( r_l^j \) and the translation vector \( \vec{t}_l^j \) are determined for each \( l_j \).

Since a uniform scaling map is conformal, it is consistent with our choice of Beltrami representation in \( \Omega \), which is set to be zero. In summary, our desired quasi-conformal warping map \( f \) should satisfy:

\[
\begin{align*}
\nabla \cdot A \nabla (f) &= 0 \\
f(\partial D) &= \partial D' \\
f|_{O_i}(\vec{x}) &= r_o \vec{x} + \vec{t}_o, \quad \forall i \\
f|_{l_j}(\vec{x}) &= r_l^j x + \vec{t}_l^j, \quad \forall j
\end{align*}
\]

for some \( r_o \in \mathbb{R}^+ \), \( r_l^j \in \mathbb{R}^+ \times \mathbb{R}^+ \) and \( \vec{t}_o, \vec{t}_l^j \in \mathbb{R}^2 \), which are to be determined from the proposed algorithm.

The elliptic PDE subject to the above constraints can be discretized into a sparse linear system. Note that the scaling parameters and translation vectors are not chosen in advance. These parameters will be included as unknown variables in the linear system, which are to be determined. We call this solver for the warping map as the Constrained Linear Beltrami Solver (CLBS). The details of the discretization can be found in the next section.

Remark: Note that the scaling parameters and translation vectors have to be chosen carefully such that the important region will not be expanded or squeezed exceedingly. An extreme squeezing may result in an unnatural resized image, while the important region cannot be expanded outside the boundary of the target domain. As the Beltrami representation \( B^f(x, y) \) satisfies \( \| B^f(x, y) \| < 1 \), it ensures that the scaling parameters and translation vectors can be determined suitably. The scaling and translation of the important region are determined to yield a natural resized image.

B. Preserving line structures in the background

On the other hand, some images may contain horizontal and vertical line structures in the background near the important objects. Visible distortions of these line structures may result in a visually unnatural resized image. In order to tackle this situation, we propose a special constraint, called the Chessboard constraint, to better preserve these linear structures. More specifically, we impose the constraint on the type of deformation in \( \mathcal{M}_h \) and \( \mathcal{M}_v \) as follows:

\[
\begin{align*}
f|_{\mathcal{M}_h}(\vec{x}) &= r \vec{x} + \vec{t}_r^h, \\
f|_{\mathcal{M}_v}(\vec{x}) &= r \vec{x} + \vec{t}_r^v.
\end{align*}
\]

Again, the scaling parameter and translation vectors are to be determined and not prescribed in advance. We impose the same scaling parameter \( r \) for both \( \mathcal{M}_h \) and \( \mathcal{M}_v \). \( \vec{t}_r^h \) is required to be a horizontal translation, that is, \( \vec{t}_r^h = (c_r^h, 0) \) for some constant \( c_r^h \in \mathbb{R} \). Similarly, \( \vec{t}_r^v \) is required to be a vertical translation, that is, \( \vec{t}_r^v = (0, c_r^v) \) for some constant \( c_r^v \in \mathbb{R} \). These constraints ensure the horizontal structures are kept to be horizontal and vertical structures are kept to be vertical. In summary, our desired warping map \( f \) should satisfy:

\[
\begin{align*}
\nabla \cdot A \nabla (f) &= 0 \\
f(\partial D) &= \partial D' \\
f|_{\mathcal{M}_h}(\vec{x}) &= r \vec{x} + \vec{t}_r^h, \quad \forall i \\
f|_{\mathcal{M}_v}(\vec{x}) &= r \vec{x} + \vec{t}_r^v, \quad \forall i
\end{align*}
\]

for some \( r \in \mathbb{R}^+ \) and \( \vec{t}_r^h, \vec{t}_r^v \in \mathbb{R}^2 \), which are to be determined from the proposed algorithm. Again, the constrained elliptic PDE can be discretized into a linear system and solved by CLBS.
correspondence between $T$ and faces are denoted by $K$. Denote the vertices and faces of $K$ by $V_i = (x_i, y_i) : i = 1, \ldots, n$ and $T_I = [V_i, V_j, V_k]$ respectively. With the warping map, $K(I)$ is transformed to another mesh $K'(I')$ discretizing the target image $I'$. We denote the vertices and faces of $K'(I')$ by $V_i' = (x_i', y_i') : i = 1, \ldots, n'$ and $T_I' = [V_i', V_j', V_k']$ respectively. Note that there is a 1-1 correspondence between $V_i$’s and $V_i'$’s.

To represent the line structure $l_j$, the intersected faces of $K(I)$ with the lines are landmarked. The collection of these faces are denoted by $K(l_j)$. For the object region, the contour enclosing the region will be delineated. The intersected faces of $K(I)$ with the contour as well as the interior faces inside the contour are landmarked. The collection of these faces are denoted by $K(O_i)$.

Given the prescribed Beltrami representation, a discrete quasi-conformal map is computed with suitable constraints to resize the image with the given aspect ratio. In this paper, we use a modified version of the Linear Beltrami Solver (LBS) [10] [11] with additional constraints. The LBS numerically solves the elliptic PDEs (7) by discretizing the generalized Laplacian operator $\nabla \cdot A \nabla$, where $A$ is as defined in equations (7).

In the discrete formulation, a warping map $f$ is a simplicial map, which is piecewise linear on each triangular face $T$. Denote the Beltrami representation by $B_f = \rho + iT$, where both $\rho$ and $T$ are complex-valued function defined on each face. Denote the associated discrete warping map by $f = u + iv$. Then, on each face $T$, $f$ can be written as follows:

$$f|_T(x, y) = \left( u|_T(x, y), v|_T(x, y) \right) = \left( a_T x + b_T y + r_T, c_T x + d_T y + s_T \right)$$  \hspace{1cm} (13)

for some real constants $a_T, b_T, c_T, d_T, r_T$ and $s_T$. Note that the first derivative of $u$ and $v$ on each face $T$ are given by:

$$u_x|_T = a_T, u_y|_T = b_T, v_x|_T = c_T, v_y|_T = d_T$$  \hspace{1cm} (14)

Suppose faces $T$ and $f(T)$ have vertexes $[v_i, v_j, v_k]$ and $[w_i, w_j, w_k]$ respectively. The edges $\overline{v_i v_j} = v_j - v_i$, and $\overline{v_i v_k} = v_k - v_i$, $f$ should then be mapped to $\overline{w_i w_j} = w_j - w_i$ and $\overline{w_i w_k} = w_k - w_i$ respectively, that is,

$$\begin{pmatrix} a_T & b_T \\ c_T & d_T \end{pmatrix} \begin{pmatrix} g_j - g_i \\ h_j - h_i \end{pmatrix} = \begin{pmatrix} s_j - s_i \\ t_j - t_i \end{pmatrix} \begin{pmatrix} g_k - g_i \\ h_k - h_i \end{pmatrix} = \begin{pmatrix} s_k - s_i \\ t_k - t_i \end{pmatrix}$$  \hspace{1cm} (15)

where $v_n = g_n + ih_n$ and $w_n = s_n + it_n$. 

4 IMPLEMENTATION

In this section, we describe the discretization and numerical implementation of our proposed model in details.

Suppose a rectangular image $I$ is of size $m \times n$ and the target image $I'$ is of size $m' \times n'$. Let $K(I)$ be a regular triangular mesh discretizing $I$. The collection of these faces are denoted by $K$. Denote the vertices and faces of $K$ by $V_i = (x_i, y_i) : i = 1, \ldots, n$ and $T_I = [V_i, V_j, V_k]$ respectively. With the warping map, $K(I)$ is transformed to another mesh $K'(I')$ discretizing the target image $I'$. We denote the vertices and faces of $K'(I')$ by $V_i' = (x_i', y_i') : i = 1, \ldots, n'$ and $T_I' = [V_i', V_j', V_k']$ respectively. Note that there is a 1-1 correspondence between $V_i$’s and $V_i'$’s.

To represent the line structure $l_j$, the intersected faces of $K(I)$ with the lines are landmarked. The collection of these faces are denoted by $K(l_j)$. For the object region, the contour enclosing the region will be delineated. The intersected faces of $K(I)$ with the contour as well as the interior faces inside the contour are landmarked. The collection of these faces are denoted by $K(O_i)$.

Given the prescribed Beltrami representation, a discrete quasi-conformal map is computed with suitable constraints to resize the image with the given aspect ratio. In this paper, we use a modified version of the Linear Beltrami Solver (LBS) [10] [11] with additional constraints. The LBS numerically solves the elliptic PDEs (7) by discretizing the generalized Laplacian operator $\nabla \cdot A \nabla$, where $A$ is as defined in equations (7).

Fig. 4: Comparison of different methods to resize a penguin image to 75% of the original width. (a) Original image. (b) Simple scaling. (c) Seam-Carving (SC). (d) Nonhomogeneous warping (Warp). (e) Scale-and-Stretch (SNS). (f) Proposed method.
It is easy to check that \( \det \begin{pmatrix} a_T & b_T \\ c_T & d_T \end{pmatrix} \) the signed area of the parallelogram, which is \( 2 \cdot \text{Area}(T) \). As a result, we have

\[
\begin{pmatrix} a_T & b_T \\ c_T & d_T \end{pmatrix} = \frac{1}{2 \cdot \text{Area}(T)} \begin{pmatrix} s_j - s_i & g_k - g_i \\ t_j - t_i & h_j - h_i \end{pmatrix} = \begin{pmatrix} A^I_T s_i + A^j_T s_j + A^k_T s_k \\ A^I_T t_i + A^j_T t_j + A^k_T t_k \end{pmatrix} - \begin{pmatrix} B^I_T s_i + B^j_T s_j + B^k_T s_k \\ B^I_T t_i + B^j_T t_j + B^k_T t_k \end{pmatrix},
\]

where

\[
A^I_T = \frac{(h_j - h_k)}{2 \cdot \text{Area}(T)}, \quad A^j_T = \frac{(h_j - h_i)}{2 \cdot \text{Area}(T)}, \quad A^k_T = \frac{(h_i - h_j)}{2 \cdot \text{Area}(T)}; \quad B^I_T = \frac{(g_k - g_j)}{2 \cdot \text{Area}(T)}, \quad B^j_T = \frac{(g_i - g_j)}{2 \cdot \text{Area}(T)}, \quad B^k_T = \frac{(g_j - g_i)}{2 \cdot \text{Area}(T)}.
\]

The above gives a discretization of the gradient operator \( D \). The discretization of the divergence operator is slightly more complicated. Here we want to take the divergence of a vector field defined on the faces, namely \( (d, c) T \), and the divergence is then a function of the vertices (roughly speaking, while gradient is applied on the graph, the divergence is applied on the dual graph). Since divergence measures the net flux across the boundary normalized by area, we define the divergence of any vector field \( X_1, X_2 \) on faces to be:

\[
\text{Div}(X_1, X_2)(v_i) = \sum_{T \in N_i} \text{Area}(T) \cdot A^I_T X_1(T) + \text{Area}(T) \cdot B^I_T X_2(T).
\]

Here \( N_i \) denote the set of faces which contain the vertex indexed with \( i \). This is a right definition, since it is easy to check that for each \( v_i \)

\[
\text{Div}(-d, c)(v_i) = \sum_{T \in N_i} -\text{Area}(T) \cdot A^I_T d_T + \text{Area}(T) \cdot B^I_T c_T
\]

\[
= \sum_{T \in N_i} -\text{Area}(T) \cdot A^I_T \left( B^I_T t_i + B^j_T t_j + B^k_T t_k \right)
\]

\[
+ \text{Area}(T) \cdot B^I_T \left( A^I_T t_i + A^j_T t_j + A^k_T t_k \right) = 0,
\]

where \( c \) and \( d \) are functions defined on each face such that \( c(T) = c_T \) and \( d(T) = d_T \). And similarly, \( \text{Div}(-b, a)(v_i) = 0 \), where \( a \) and \( b \) are functions defined on each face such that \( a(T) = a_T \) and \( b(T) = b_T \).

With the formulation of discrete gradient \( D \) and discrete divergence \( \text{Div} \) operators, the elliptic PDE \( \nabla \cdot \left( A \begin{pmatrix} u_x \\ u_y \end{pmatrix} \right) = 0 \) can be discretized as:

\[
L(u)(v_i) = \text{Div} \{ A D u \}(v_i)
\]

\[
= \text{Div} \left\{ A \begin{pmatrix} A^I_T s_i + A^j_T s_j + A^k_T s_k \\ B^I_T s_i + B^j_T s_j + B^k_T s_k \end{pmatrix} \right\} = \begin{pmatrix} L^u & 0 \\ 0 & L^v \end{pmatrix} \begin{pmatrix} s_i \\ t_i \end{pmatrix} = 0
\]

Note that the above linear system must be satisfied for interior vertices. Let \( \mathcal{V}_{\text{int}} \) and \( \mathcal{V}_b \) be the index sets of the interior and boundary vertices respectively. Together with the boundary constraint, the linear system (18) can be written as \( L^u \overrightarrow{s} = \overrightarrow{b} \), where \( \overrightarrow{s} = (s_1, s_2, ..., s_n) \) (\( n \) is the number of vertices) and

\[
\begin{pmatrix} L^u(i, j) = 0 \quad i \neq j \\ L^u(i, i) = 1 \end{pmatrix} \quad \text{for all } i \in \mathcal{V}_b,
\]

\[
\begin{pmatrix} \overrightarrow{s} \end{pmatrix} = \begin{pmatrix} \overrightarrow{b} \end{pmatrix}
\]

Similarly, the elliptic PDE \( \nabla \cdot \left( A \begin{pmatrix} v_x \\ v_y \end{pmatrix} \right) = 0 \) with the boundary constraints can be discretized as:

\[
\begin{pmatrix} L^v(i, j) = 0 \quad i \neq j \\ L^v(i, i) = 1 \end{pmatrix} \quad \text{for all } i \in \mathcal{V}_b,
\]

\[
\begin{pmatrix} \overrightarrow{s} \end{pmatrix} = \begin{pmatrix} \overrightarrow{b} \end{pmatrix}
\]

Besides, the deformation type constraints in the object regions and line structures should also be enforced. For simplicity, we consider the situation when there are only one object region and one line structure. The case when there are more than one objects and lines can be tackled similarly. Denote the meshes of the object regions \( O \) and the line structures \( L \) by \( \mathcal{K}(O) \) and \( \mathcal{K}(l) \). In the discrete case, we impose that

\[
\begin{pmatrix} f(v_i) = r^O v_i + \overrightarrow{t}^O & \text{for } v_i \in \mathcal{K}(O) \\ f(v_i) = r^l v_i + \overrightarrow{t}^l & \text{for } v_i \in \mathcal{K}(l) \end{pmatrix}
\]

We then require that

\[
\begin{pmatrix} \mathcal{L}(v_i) = r^O \mathcal{L}(x)(v_i) + \overrightarrow{t}^O = \overrightarrow{0} & \text{for } v_i \in \mathcal{K}(O) \\ \mathcal{L}(v_i) = r^l \mathcal{L}(x)(v_i) + \overrightarrow{t}^l = \overrightarrow{0} & \text{for } v_i \in \mathcal{K}(l) \end{pmatrix}
\]

By rearranging \( \begin{pmatrix} \overrightarrow{s} \\ \overrightarrow{t} \end{pmatrix} \), the linear system with the deformation type constraints can be written as:

\[
\begin{pmatrix} \overrightarrow{s} \\ \overrightarrow{t} \end{pmatrix} = \begin{pmatrix} \overrightarrow{b} \end{pmatrix}
\]

\[
\begin{pmatrix} \overrightarrow{s} \\ \overrightarrow{t} \end{pmatrix}
\]

\[
\begin{pmatrix} \overrightarrow{s} \\ \overrightarrow{t} \end{pmatrix} = \begin{pmatrix} \overrightarrow{b} \end{pmatrix}
\]
where

\[ \overrightarrow{w}_O = \sum_{v_i \in \mathcal{K}(O)} g_i \left( \frac{1}{L_i} \right), \quad \overrightarrow{w}_O = \sum_{v_i \in \mathcal{K}(O)} h_i \left( \frac{1}{L_i} \right), \]

\[ \overrightarrow{w}_L = \sum_{v_i \in \mathcal{K}(L)} g_i \left( \frac{1}{L_i} \right), \quad \overrightarrow{w}_L = \sum_{v_i \in \mathcal{K}(L)} h_i \left( \frac{1}{L_i} \right), \]

\[ \overrightarrow{s}_O = \sum_{v_i \in \mathcal{K}(O)} \left( \frac{1}{L_i} \right) \quad \text{and} \quad \overrightarrow{s}_L = \sum_{v_i \in \mathcal{K}(L)} \left( \frac{1}{L_i} \right). \]

Here, \( \overrightarrow{s}_L \) and \( \overrightarrow{s}_L \) are respectively the \( u \) and \( v \) coordinates of the vertices in the homogeneous region. \( \overrightarrow{b}^u \) and \( \overrightarrow{b}^v \) are obtained by permutations of \( \overrightarrow{b}^u \) and \( \overrightarrow{b}^v \) respectively.

The chessboard constraints can also be imposed similarly. Denote the meshes of \( \mathcal{M}_h \) and \( \mathcal{M}_v \) by \( \mathcal{K}(\mathcal{M}_h) \) and \( \mathcal{K}(\mathcal{M}_v) \) respectively. Again, we assume that there is only one object in the image for illustration purpose. Note that we require that

\[ \mathcal{L} f(v_i) = r \mathcal{L}(x)(v_i) + \begin{pmatrix} c^x \\ 0 \end{pmatrix} = \overrightarrow{0} \quad \text{for} \quad v_i \in \mathcal{K}(\mathcal{M}_h) \]

\[ \mathcal{L} f(v_i) = r \mathcal{L}(x)(v_i) + \begin{pmatrix} 0 \\ c^y \end{pmatrix} = \overrightarrow{0} \quad \text{for} \quad v_i \in \mathcal{K}(\mathcal{M}_v) \quad (27) \]

By rearranging \( \begin{pmatrix} \overrightarrow{t} \\ \overrightarrow{r} \end{pmatrix} \), the linear system with the chessboard constraints can be written as:

\[ \begin{pmatrix} \overrightarrow{L}^u \\ \overrightarrow{0} \end{pmatrix} \begin{pmatrix} \overrightarrow{w}^u \\ \overrightarrow{w}^v \end{pmatrix} \begin{pmatrix} \overrightarrow{s}^u \\ \overrightarrow{0} \end{pmatrix} \begin{pmatrix} \overrightarrow{0} \\ \overrightarrow{s}^v \end{pmatrix} = \begin{pmatrix} \overrightarrow{b}^u \\ \overrightarrow{b}^v \end{pmatrix} \quad (28) \]

where

\[ \overrightarrow{w}^u = \sum_{v_i \in \mathcal{K}(\mathcal{M}_h)} g_i \left( \frac{1}{L_i} \right); \quad \overrightarrow{w}^v = \sum_{v_i \in \mathcal{K}(\mathcal{M}_v)} h_i \left( \frac{1}{L_i} \right); \]

\[ \overrightarrow{s}^u = \sum_{v_i \in \mathcal{K}(\mathcal{M}_h)} \left( \frac{1}{L_i} \right) \quad \text{and} \quad \overrightarrow{s}^v = \sum_{v_i \in \mathcal{K}(\mathcal{M}_v)} \left( \frac{1}{L_i} \right). \]

5 Results and Discussion

In this section, experimental results will be illustrated in details. The retargeted images obtained by our proposed algorithm with different feature conditions and constraints are compared with some representative methods such as Seam Carving (SC) [13], Nonhomogeneous warping (Warp) [2], Scale-and-Stretch (SNS) [12] and Energy-based deformation (LG) [17]. The images used in our experiments are obtained from [18]. The effectiveness of our proposed method will be assessed by its ability to handle images with different complexity. In each example, the resized image by simple scaling is also shown to demonstrate the importance of developing a better image retargeting algorithm.
The proposed algorithm is implemented in Matlab\(^1\). All the experiments are executed on an Intel Core i7 3.4GHz computer. On average, the computation time to obtain the warping map by our proposed method is about a second with 1500 vertices on the regular triangular mesh.

5.1 Even distribution of distortions
In Figure 3, the retargeted results of a 615 × 461 image to a 461 × 461 image are shown. The penguins are the important objects. Since there are several objects and the position of the objects are scattered, Choice 1 is applied to prescribe the BR. It can be observed that the geometric structure of the penguins is well-preserved while the distortion of the background is insignificant. On the other hand, the retargeted results of using Choice 2 and Choice 3 to prescribe the BR are shown in Figure 3 (e) and 3 (f) respectively. Note that undesirable artifacts can be found in the rock at the top right corner since Choice 2 and 3 tolerate more distortion in the background. It suggests that Choice 1 should be applied if the object regions occupy a large portion of the image.

Besides, we also compare our method with other existing approaches. The retargeting results of the penguin image by different approaches are as shown in Figure 4. With the SC method, the penguins on the middle left cannot be preserved and some parts are truncated. With the Warp method and SNS method, the shape of the second penguin from the left is shrunk. Using our proposed method, the shapes of all the penguins are well-preserved. Figure 5 shows the retargeting results of the car image. With the SC method, the car is severely distorted and the white line on the road is bent. With the Warp method, the car is shrunk and the white line is also bent. With the SNS method, the line structures are kept and the car is slightly deformed. Using our proposed method, the shape of the car is kept, the line structures are well-preserved and the texture details in the background are also preserved.

\(^1\) The proposed algorithm can also be implemented in mobile devices: https://github.com/Edward-Yung/Mu-Retargeter-1.0
Fig. 8: Comparison of different methods to resize a portrait image to 75% of the original width. (a) Original image. (b) Simple scaling. (c) Seam-Carving (SC). (d) Nonhomogeneous warping (Warp). (e) Scale-and-Stretch (SNS). (f) Energy-based deformation (LG). (g) Proposed method.

Fig. 9: Proposed method with Choice 3. (a) Original image. (b) Image with labeled important objects labeled. (c) Retargeted image with a mesh. (d) Resized image to 50% of the original width with Choice 3. (e) Resized image with Choice 1. (f) Resized image with Choice 2.

5.2 Weakly uneven distribution of distortions

In Figure 6, the retargeting results of a 600 × 450 image to a 300 × 450 image are shown. The Taj Maha is the important object. We set a large resizing ratio, which is 50%. In this example, Choice 2 is applied to prescribe the BR, since the background is considered as unimportant and can tolerate larger distortions. The resized image is shown in Figure 6(d). It can be observed that the size of Taj Maha can be well maintained. Note that the mesh between the important regions is still foldover-free, despite the large resizing ratio (see Figure 6(c)). Figure 6(e) shows the retargeted result using Choice 1. The size of Taj Maha becomes noticeably smaller since Choice 1 distributes the distortion evenly over the whole image. Figure 6(f) shows the retargeted result using Choice 3. The result is generally not satisfactory, although the size of Taj Maha is better maintained. Some details in the image are missing. For example, the pillars on the two sides are removed.

In Figure 7, the results obtained by various approaches are shown. With the SC method, some parts of the pillars are removed. With the Warp method, the image is slightly distorted and one pillar is gone. With the SNS method and LG method, the object is severely shrunk. Using our proposed method, the geometric structure of Taj Maha is well-preserved. In Figure 8, we compare various image retargeting methods on a portrait image. With the Warp method, the shape of the woman is deformed. With the SNS method, the shape of the woman is deformed and the shape of her hat is distorted. With the LG method, the shape of
In Figure 9, the resized results of a $600 \times 429$ image to a $300 \times 429$ image are shown. The two persons (the old man and the girl) are the important objects in the image. Our goal is to preserve the geometry of the two persons and the textures around them as good as possible while tolerating some deformations of the background. In this example, Choice 2 is applied to prescribe the BR. The result is shown in Figure 9(d). Note that the shape of the two persons is well-preserved. Also, the texture in the background is only a little bit distorted. The sizes of the two persons are almost the same as the original image. With Choice 1, the sizes of the two persons become much smaller, as shown in Figure 9(e). On the other hand, the texture in the background is significantly distorted using Choice 2, as shown in Figure 9(f).

In Figure 10, the results of our proposed methods are compared with other existing approaches. With the SC method, the two persons are significantly distorted. With the Warp method and LG method, the two persons are shrunk. With the SNS method, the two persons are shrunk and become smaller. Using our proposed method with Choice 1 to prescribe the BR, the shapes and sizes of the two persons are well-preserved. We have also compared our methods with other existing approaches on a brick house image. The results are shown in Figure 11. The brick house is landmarked and line constraint is also enforced on the fence. With the SC method, the brick house is severely distorted. The edges of the roof become zigzag and the chimney is deformed. With the Warp method, the brick house is shrunk and the door is removed. With the SNS method, the brick house is shrunk. On the other hand, with the LG method, the brick house is deformed and the fence is shrunk. Using our proposed method, the shape of the brick house is well-preserved and the line structure of the fence is...
Fig. 11: Comparison of different methods to resize a brick house image to 75% of the original width. (a) Original image. (b) Simple scaling. (c) Seam-Carving (SC). (d) Nonhomogeneous warping (Warp). (e) Scale-and-Stretch (SNS). (f) Energy-based deformation (LG). (g) Proposed method.

also maintained.

5.4 Chessboard constraint

In some cases, the background in the image contains general line textures. If the image is just warped without any additional constraints, it may lead to unsatisfactory results. In Figure 12, the resized result using Choice 1 with and without the chessboard constraint are demonstrated. The image is retargeted from $1024 \times 754$ to a $768 \times 754$. Figure 12(b) shows the result without enforcing chessboard constraints. The curb near the car is originally straight but is distorted after resizing. By enforcing the chessboard constraints, the curb remains straight as shown in Figure 12(d).

5.5 Extremal cases

In some extremal situations, the size of the important regions in the original image is even larger than the size of the resized image. Our proposed methods work effectively even in such a case. Note that the warping map obtained from the prescribed BR is bijective. Hence, a foldover-free warping of the image is always ensured even in such an extremal case. Figure 13 shows two retargeting results in the extremal cases. The height of the image is kept while the width is reduced to one-fourth of the original image. Figure 13(b) and Figure 13(d) show the retargeted results of the two images. It can be observed that the geometric structures of the important objects are still well-preserved in the extremal cases.

6 Conclusion and Future Work

In this paper, we have proposed a simple and effective image retargeting method based on Beltrami representation. Our proposed algorithm using Beltrami representation for image resizing can preserve the geometric structures of important regions including objects and line structures while maintaining the background as good as possible. By reconstructing the warping map from the Beltrami representation, we can easily control the distortion in the unimportant region while preserving the shapes of important objects. Bijective warping map is guaranteed so as to avoid any undesirable foldover artifacts. Our proposed method can also deal with large resizing ratio in the extremal cases and give satisfactory results. No optimization procedure is needed and no hyper-parameter is required to be fine-tuned throughout the retargeting process. Hence, a fast computation can be achieved. In the future, we will explore the possibility to extend our method to deal with video retargeting problems.
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