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Abstract. Gaussian beams are asymptotically valid high frequency solutions concentrated on a single curve through the physical domain, and superposition of Gaussian beams provides a powerful tool to generate more general high frequency solutions to PDEs. We present a superposition of Gaussian beams over an arbitrary bounded set of dimension $m$ in phase space, and show that the tools recently developed in [H. Liu, O. Runborg, and N. M. Tanushev, Math. Comp., 82: 919–952, 2013] can be applied to obtain the propagation error of order \( k^{1-\frac{N}{2}-\frac{m}{4}} \), where \( N \) is the order of beams and \( d \) is the spatial dimension. Moreover, we study the sharpness of this estimate in examples.

1. Introduction

In this paper we investigate issues related to the accuracy of Gaussian beam approximations to high frequency wave propagation. This is related to recent results on Gaussian beam methods in [4–11]. Our model equation is the acoustic wave equation

\[
P u = \partial_t^2 u(x,t) - c(x)^2 \Delta u(x,t) = 0, \quad (x, t) \in \mathbb{R}_x^d \times \mathbb{R}_t
\]

where \( c(x) \) is a positive smooth function. The initial data are given by

\[
(u(x,0), \partial_t u(x,0)) = (B_0(x), kB_1(x))e^{ikS_0(x)},
\]

where \( k \gg 1 \) and \( \nabla S_0 \neq 0 \), so that the data are highly oscillatory. Propagation of high frequency oscillations leads to mathematical and numerical challenges in solving wave propagation problems.

We study the errors which arise when one approximates solutions to the initial value problem (1.1) by superpositions of Gaussian beams. Our starting point is [8], and we refer the reader to it for more references to earlier results on superpositions of beams. In addition, some recent effort has also been made to extend the Gaussian beam method to more complex settings such as symmetric hyperbolic systems with polarized waves [2], the Schrödinger equation with discontinuous potentials [3], and wave equations in bounded convex domains [1].

To compare the results in [8] with what we do here we need to recall some conventions. For a Gaussian beam

\[
v(x,t) = (a_0(x,t) + k^{-1}a_1(x,t) + \cdots + k^{-p}a_p(x,t))e^{ik\phi(x,t)}
\]
we say that $v$ is an $N$th-order approximation to a solution of $Pu = 0$ when the sequence of equations (from geometric optics) $L_j(x,t) = 0$, $j = 0, 1, \ldots$, holds to order $N+2-2j$ on the central ray path, where

$$[Pv](x,t) = e^{ik\phi(x,t)} \sum_{j=0}^{p+1} k^{2-j} L_j(x,t).$$

Analogously to [8] we use superpositions of the form

$$u_{GB}(x,t) = \frac{1}{k^m} \int_{K_0} v(x,t;X_0) dX_0,$$

where $K_0$ is a set in phase space of dimension $m$ and the central ray for $v(x,t;X_0)$ has initial data $(x(0),p(0)) = X_0$. Finally we use the unscaled energy norm

$$||u||_E^2 = \frac{1}{2} \int_{\mathbb{R}^n} e^{-2}(x)|\partial_t u|^2 + |\nabla_x u|^2 dx$$

in place of the scaled energy norm in [8] which has an additional factor of $k^{-1}$. With these conventions the principal result of [8] becomes

**Theorem 1** ([8]): When $u(x,t)$ is the exact solution to $Pu = 0$ with the initial data of the superposition $u_{GB}$ of Gaussian beams of order $N$ over a compact subset $K_0$ of $\mathbb{R}^d$, the error estimate

$$||u(\cdot,t) - u_{GB}(\cdot,t)||_E \leq C(T)k^{1-N/2}$$

(1.3)

holds for $t \in [0,T]$.

In this note we extend that to

**Theorem 2**: With the hypotheses in Theorem 1

$$||u(\cdot,t) - u_{GB}(\cdot,t)||_E \leq C(T)k^{1-N/2-(d-m)/4}$$

(1.4)

when $K_0$ is a bounded domain in phase space of dimension $m$. Note that the energy norm $||u(\cdot,0)||_E$ of the data in (1.2) is order $k$, so that the relative error $||u(\cdot,t) - u_{GB}(\cdot,t)||_E/||u(\cdot,0)||_E \leq C(T)k^{-N/2-(d-m)/4}$.

Theorem 2 is sharp in some cases. In Section 4 we give an example with $d = 3$, $m = 2$ and $N = 1$, where the error as a function of $k$ decays no faster than the rate in (1.4). However, the initial data in this example is not of the form (1.2). A question that was left open in [8] is whether (1.3) is sharp for data of that form. Numerical evidence in [8] suggests that it is sharp when $N$ is even, but that when $N$ is odd the exponent on $k$ should be decreased by $1/2$, giving a faster decrease in the error as $k$ increases. There are partial results on this conjecture. Away from caustics, the faster decay of the error has been verified in [11] for superpositions of first order beams ($N = 1$) for the semi-classical Schrödinger equation. In [11] Zheng uses a Lagrangian manifold representation of the exact solution with Gaussian beam initial data. For both the wave equation and the semi-classical Schrödinger equation, in [10] the authors show that, away from caustics, the error has, uniformly, the faster decay rate in the maximum norm. However, close to caustics, their estimate degenerates.
This paper is organized as follows: In Section 2 we derive a lower bound on the error for approximation by beam superpositions using energy conservation. In Section 3 we prove Theorem 2. In Section 4 we construct the example mentioned above. In Section 5 we construct a superposition with $N = 1$ for the acoustic wave equation with initial data of the form (1.2) that develops a focus caustic at the origin. In a numerical study of this example we see the faster decay in the error conjectured in [8]. In Section 6 we construct an example in two space dimensions which develops a fold caustic on the unit circle. Here we again see numerically the faster decay conjectured in [8] in the energy norm, but in the maximum norm the decay is slower at some times. Section 7 is concerned with initial asymptotic rates shown by the construction of various examples. Some final remarks are given in section 8.

Notation: Throughout this paper, we use the notation $A \lesssim B$ to indicate that $A$ can be bounded by $B$ multiplied by a constant independent of the frequency parameter $k$. $A \sim B$ stands for $A \lesssim B$ and $B \lesssim A$.

2. Energy conservation and lower error bound

Error estimates for Gaussian beam superpositions are based on the well-posedness of the underlying equation. For an equation of the form

$$Pu = 0,$$  \hspace{1cm} (2.1)

we recall the well-known results here (see, e.g., [8])

**Theorem 2.1.** Let $u$ be an exact solution of the wave equation (2.1), and $v$ be an approximate solution of the same problem, then we have the generic well-posedness estimate

$$\| (u - v)(\cdot, t_2) \|_S \leq \| (u - v)(\cdot, t_1) \|_S + Ck^q \int_{t_1}^{t_2} \| Pv(\cdot, \tau) \|_{L^2} d\tau.$$  \hspace{1cm} (2.2)

These apply to both

- the wave equation with $P = \partial_t^2 - c^2(x)\Delta$, $q = 0$, and $\| \cdot \|_S$ is the energy norm

$$\|u(\cdot, t)\|_E = \left( \frac{1}{2} \int_{\mathbb{R}^d} (c(x)^{-2} |\partial_t u(x, t)|^2 + |\nabla_x u(x, t)|^2) \, dx \right)^{1/2},$$

- and the Schrödinger equation with $q = 1$, $\epsilon = \frac{1}{k}$,

$$P = -i\epsilon \partial_t + \frac{\epsilon^2}{2} \Delta$$

and $\| \cdot \|_S$ is the standard $L^2$ norm.

The lower bound on approximation errors is a consequence of the conservation law

$$\| u(\cdot, t_2) \|_S = \| u(\cdot, t_1) \|_S, \forall t_1, t_2.$$  \hspace{1cm} (2.3)

**Theorem 2.2.** Let $u_{GB}$ be a Gaussian beam superposition, and $u$ be an exact solution of $Pu = 0$. Assume that for some $\alpha > \beta > 0$ there are times $t_1$ and $t_2$ and positive constants $C$, $c$ such that for $k \geq 1$

$$Ck^{-\alpha} \geq \| (u - u_{GB})(\cdot, t_1) \|_S \text{ and } \| (u - u_{GB})(\cdot, t_2) \|_S \geq ck^{-\beta},$$
then there are exact solutions $w_1$ and $w_2$ and a $c_0 > 0$ such that
\[ \|(w_1 - u_{GB})(\cdot, t_1)\|_S = 0 \text{ and } \|(w_1 - u_{GB})(\cdot, t_2)\|_S \geq c_0 k^{-\beta} \]
and
\[ \|(w_2 - u_{GB})(\cdot, t_1)\|_S \geq c_0 k^{-\beta} \text{ and } \|(w_2 - u_{GB})(\cdot, t_2)\|_S = 0 \]
for $k$ sufficiently large.

**Proof.** Let $w_1(x, t)$ be the exact solution with data at $t = t_1$ that agree with the data of $u_{GB}(x, t)$ at $t = t_1$. By (2.3) we have
\[ \|(u - w_1)(\cdot, t_2)\|_S = \|(u - w_1)(x, t_1)\|_S = \|(u - u_{GB})(\cdot, t_1)\|_S \leq Ck^{-\alpha}. \]
It follows that
\[ \|u_{GB}(\cdot, t_2) - w_1(\cdot, t_2)\|_S \geq \|u_{GB}(\cdot, t_2) - u(\cdot, t_2)\|_S - \|u(\cdot, t_2) - w_1(\cdot, t_2)\|_S \geq ck^{-\beta} - Ck^{-\alpha}. \]
For the other case, we argue the following manner. Let $w_2(x, t)$ be the exact solution with data at $t = t_2$ that agree with the data of $u_{GB}(x, t)$ at $t = t_2$. By energy conservation we have
\[ \|(u - w_2)(\cdot, t_1)\|_S = \|(u - w_2)(x, t_1)\|_S = \|(u - u_{GB})(\cdot, t_2)\|_S \geq ck^{-\beta}. \]
It follows that
\[ \|u_{GB}(\cdot, t_1) - w_2(\cdot, t_1)\|_S \geq \|u(\cdot, t_1) - w_2(\cdot, t_1)\|_S - \|u_{GB}(\cdot, t_1) - u(\cdot, t_1)\|_S \geq ck^{-\beta} - Ck^{-\alpha}. \]

\[ \square \]

**Remark 2.1.** This result may be used to identify the source of accuracy loss of the Gaussian beam superposition or other types of approximate solutions.

3. **Propagation error of Gaussian beam superpositions**

Let $K_0$ be an arbitrary bounded set in phase space with dimension $m$. Given a point $X_0 \in K_0$, we denote the $N$-th order Gaussian beam as $v(x, t; X_0)$, if we let $X_0$ range over $K_0$, we can form a superposition of Gaussian beams,
\[ u_{GB}(x, t) = k^{m/2} \int_{K_0} v(x, t; X_0) dX_0, \]  
(3.1)
as an approximation to the exact solution for wave equation (2.1) with initial data $u_{GB}(x, 0)$.

We now state the main result of the propagation error for superposition (3.1).

**Theorem 3.1.** Let $u_{GB}$ be the Gaussian beam superposition defined in (3.1) based on $N$-th order beams, and $u$ be the exact solution to $Pu = 0$ subject to the initial data $u_{GB}(x, 0)$, we then have the following estimate on the propagation error,
\[ \|u_{GB} - u\|_S \lesssim k^{1-N/2-(d-m)/4}, \]  
(3.2)
where $m$ is the dimension of the domain on which initial beams are sampled, and $d$ is the spatial dimension.
We proceed to complete the proof of this theorem by following the general steps as in the proof of [8, Theorem 1.1]. The main difference here is that the initial set \( K_0 \) can be rather arbitrary in phase space. The way that distance between beams is measured must here be allowed to vary smoothly with the beam’s initial point in phase space.

Before we outline the proof of the above result, we present a result, which shows that the accuracy of the initial approximation can be treated separately.

**Corollary 3.2.** Let \( u_{GB} \) be the Gaussian beam superposition defined in (3.1) based on \( N \)-th order beams, and \( u \) be the exact solution to \( Pu = 0 \) subject to a given initial data \( u(x,0) \), then

\[
\|u_{GB}(\cdot, t) - u(\cdot, t)\|_S \lesssim \|u_{GB}(\cdot, 0) - u(\cdot, 0)\|_S + k^{1-N/2-(d-m)/4}. \tag{3.3}
\]

**Proof.** Let \( w \) be another exact solution with initial data \( u_{GB}(x,0) \), then we have

\[
\|u_{GB}(\cdot, t) - w(\cdot, t)\|_S \lesssim k^{1-N/2-d-m/4}.
\]

The energy conservation tells that

\[
\|u(\cdot, t) - w(\cdot, t)\|_S = \|u(\cdot, 0) - w(\cdot, 0)\|_S = \|u(\cdot, 0) - u_{GB}(\cdot, 0)\|_S.
\]

These combined with the triangle inequality

\[
\|u_{GB}(\cdot, t) - u(\cdot, t)\|_S \leq \|u(\cdot, t) - w(\cdot, t)\|_S + \|u_{GB}(\cdot, t) - w(\cdot, t)\|_S
\]

lead to (3.3). □

In this section, we focus only on the residual error, where the residual can be written (following the notation of Liu, Runborg and Tenushev [8] and Liu, Ralston, Runborg and Tenushev [9]) in the form

\[
P_u u_{GB} = k^{m/2} \int_{K_0} [Pv(x,t;X_0)]dX_0, \tag{3.4}
\]

where \( Pv(x,t;X_0) \) is a finite sum of terms of the form

\[
f_{GB} = k^j g(x,t;X_0)(x - \gamma)^\beta e^{ik\phi(x,t;X_0)} + O(k^{-\infty}),
\]

with bounds

\[
|\beta| \leq N + 2, \quad 2j \leq 2 - N + |\beta|.
\]

Here \( g \) is smooth and supported on

\[
\Omega(\eta, X_0) := \{x| \ |x - \gamma| \leq \eta \}, \quad \gamma = x(t;X_0),
\]

and \( \phi \) is the \( N \)-th order Gaussian beam phase. Moreover, \( O(k^{-\infty}) \) indicates terms exponentially small in \( 1/k \). After neglecting these terms and using (3.4) we can bound the \( L^2 \) norm of \( P[u_{GB}] \) by

\[
\|P[u_{GB}]\|_{L^2_x}^2 \lesssim k^m \left\| \int_{K_0} k^{2-N+|\beta|/2} e^{ik\phi} g(x - \gamma)^\beta dX_0 \right\|_{L^2_x}^2 \lesssim k^{m+1-N} \int_{\mathbb{R}_x^d} \int_{K_0} \int_{K_0} I(t, x, X_0, X_0')dX_0dX_0'dx,
\]
where the term $I$ is of the form
\[
I(x, t, X_0, X'_0) = k^{1+|\beta|} e^{ik\psi(x, t; X_0, X'_0)} g(x, t; X'_0) g(x, t; X_0) \times (x - \gamma)^\beta (x - \gamma')^\beta, \quad |\beta| \leq N + 2.
\]

Here
\[
\psi(x, t, X_0, X'_0) := \phi(x, t; X'_0) - \phi(x, t; X_0).
\]

The function $g$ and its derivatives are bounded, for $0 \leq t \leq T$,
\[
\sup_{x_0 \in K_0, x \in \Omega(\eta; X_0)} |\partial^2 g(x, t; X_0)| \leq C_o.
\]

The rest of this section is dedicated to establishing the following inequality
\[
\left| \int_{\mathbb{R}^d} \int_{K_0} \int_{K_0} I(x, t, X_0, X'_0) dx_0 dx_0' dx \right| \lesssim k^{1-d/2-m/2}.
\]

With this estimate we have
\[
\|P[u_{GB}]\|_{L_2^2} \lesssim k^{1-N/2-d-m},
\]
which together with the well-posedness estimate (2.2) leads to the desired estimate (3.2).

**Lemma 3.3** (Non-squeezing lemma). Let $X = (x(t; X_0), p(t; X_0))$ be the Hamiltonian trajectory starting from $X_0 \in K_0$ with $K_0$ bounded. Assume that $X(0; X_0) \in C^2(K_0)$. Then,
\[
|X_0 - X'_0| \sim |X(t, X_0) - X(t, X'_0)|, \quad \forall X_0, X'_0 \in K_0.
\]

The non-squeezing lemma [8] says that the distance in phase space between two smooth Hamiltonian trajectories will not shrink from its initial distance. Here one may take any $L^p$ distance since from $X - X' = (x - x', 0) + (0, p - p')$ we have
\[
d(X, X') \leq d(x, x') + d(p, p').
\]

We recall some main estimates from [8] for proving (3.7).

**Lemma 3.4** (Phase estimates). Let $\eta$ be small and $x \in D(\eta, X_0, X'_0)$ with
\[
D(\eta, X_0, X'_0) = \Omega(\eta, X_0) \cap \Omega(\eta, X'_0).
\]

- For all $X_0, X'_0 \in K_0$ and sufficiently small $\eta$, there exists a constant $\delta$ independent of $k$ such that
\[
\exists \psi(x, t, X_0, X'_0) \geq \delta \left[ |x - \gamma|^2 + |x - \gamma'|^2 \right].
\]

- For $|\gamma(x, t; X_0) - \gamma(x, t; X'_0)| < \theta |X_0 - X'_0|$, 
\[
|\nabla_x \psi(x, t, X_0, X'_0)| \geq C(\theta, \eta) |X_0 - X'_0|,
\]
where $C(\theta, \eta)$ is independent of $x$ and positive if $\theta$ and $\eta$ are sufficiently small.
Decompose $I$ as

$$I(x, t, X_0, X_0') = I_1 + I_2,$$

with

$$I_j = \chi_j(x, t, X_0, X_0')I(x, t, X_0, X_0'), \quad \chi_1 + \chi_2 = 1,$$

where $\chi_j(x, t, X_0, X_0') \in C^\infty$ is a partition of unity such that

$$\chi_1(x, t, X_0, X_0') = \begin{cases} 1, & \text{when } |\gamma(x, t, X_0) - \gamma(x, t, X_0')| > \theta|X_0 - X_0'|, \\ 0, & \text{when } |\gamma(x, t, X_0) - \gamma(x, t, X_0')| < \frac{1}{2}\theta|X_0 - X_0'|. \end{cases} \quad (3.9)$$

We first estimate $I_1$, which corresponds to the non-caustic region of the solution.

$$I_1 := \left| \int_{\mathbb{R}^d} \int_{\mathcal{D}} \int_{\mathcal{T}} I_1(x, t, X_0, X_0')dX_0dX_0'dx \right|$$

$$\lesssim k^{1+|\beta|} \int_{\mathcal{D}} \int_{\mathcal{T}} \chi_1|\gamma - \gamma'||\beta||x - \gamma'||\beta|e^{-\delta k(|\gamma - \gamma'|^2 + |x - \gamma'|^2)}dx dX_0dX_0'$$

$$\lesssim k \int_{\mathcal{D}} \int_{\mathcal{T}} \chi_1e^{-\frac{\delta k}{2}(|\gamma - \gamma'|^2 + |x - \gamma'|^2)}dx dX_0dX_0'$$

$$\lesssim k \int_{\mathcal{D}} \int_{\mathcal{T}} e^{-\frac{\delta k}{2}(|\gamma - \gamma'|^2 + |x - \gamma'|^2)}e^{-\frac{\delta k}{2}(|\gamma - \gamma'|^2)}dx dX_0dX_0'$$

Here we have used the fact that $|\gamma - \gamma'| > \theta|X_0 - X_0'|$ on the support of $\chi_1$. For the inner integral over $D = \Omega(\eta; X_0) \cap \Omega(\eta; X_0')$, we have

$$\int_{\Omega(\eta; X_0)} e^{-\frac{\delta k}{2}(|\gamma - \gamma'|^2 + |x - \gamma'|^2)}dx \leq \left(\int_{\Omega(\eta; X_0)} e^{-\frac{\delta k}{2}(|\gamma - \gamma'|^2)}dx \right)^{1/2} \lesssim k^{-d/2}.$$ 

From this it follows that

$$|I_1| \lesssim k^{(2-d)/2} \int_{\mathcal{D}} e^{-\frac{\delta k}{2} \theta^2 |X_0 - X_0'|^2}dX_0dX_0'.$$ \quad (3.10)

Letting $\Lambda = \sup_{X_0, X_0' \in \mathcal{T}} |X_0 - X_0'| < \infty$ be the diameter of $X_0$, we have

$$|I_1| \lesssim k^{(2-d)/2} \int_{\mathcal{D}} e^{-\frac{\delta k}{2} \theta^2 |X_0 - X_0'|^2}dX_0dX_0'$$

$$\lesssim k^{(2-d)/2} \int_0^\Lambda \tau^{m-1}e^{-\frac{\delta k}{2} \theta^2 \tau^2}d\tau$$

$$\lesssim k^{1-d/2-m/2},$$

which concludes the estimate of $I_1$.

In order to estimate $I_2$ we use a version of the non-stationary phase lemma.
Lemma 3.5 (Non-stationary phase lemma). Suppose that \( u(x; \zeta) \in C_0^\infty(\Omega \times Z) \), where \( \Omega \) and \( Z \) are compact sets and \( \psi(x; \zeta) \in C_0^\infty(\Omega) \) for some open neighborhood \( \Omega \) of \( \Omega \times Z \). If \( \nabla_x \psi \) never vanishes in \( \Omega \), then for any \( K = 0, 1, \ldots \),
\[
\left| \int_\Omega u(x; \zeta) e^{ik\psi(x; \zeta)} dx \right| \leq C_K k^{-K} \sum_{|\alpha| \leq K} \int_\Omega \left| \frac{\partial^\alpha_x u(x; \zeta)}{\nabla_x \psi(x; \zeta)^{2K-|\alpha|}} \right| e^{-k\Im \psi(x; \zeta)} dx,
\]
where \( C_K \) is a constant independent of \( \zeta \).

We now define
\[
\mathcal{I}_2 := \int_{\mathbb{R}^d} I_2(x, t, X_0, X_0') dx
\]
\[
= k^{1+|\beta|} \int_{D(\eta, X_0, X_0')} \chi_2 e^{ik\psi(x, t, X_0, X_0')} g(x, t; X_0') g(x, t; X_0) (x - \gamma)^{\beta} (x - \gamma')^{\beta} dx.
\]
Non-stationary phase Lemma 3.5 can be applied to \( \mathcal{I}_2 \) with \( \zeta = (X_0, X_0') \in K_0 \times K_0 \) to give,
\[
|\mathcal{I}_2| \lesssim k^{1+|\beta|-K} \sum_{|\alpha| \leq K} \int_{D(\eta, X_0, X_0')} \left| \frac{\partial^\alpha_x (x - \gamma)^{\beta} (x - \gamma')^{\beta}}{2k^{|\alpha|}} \right| e^{-k\Re \psi(t, x, X_0, X_0')} dx
\]
\[
\lesssim k^{1-d/2} \sum_{|\alpha| \leq K} \frac{1}{\eta(X_0 - X_0'|\sqrt{k})^{2K-|\alpha|}}.
\]
On the support of \( \chi_2 \) the difference \( |X_0 - X_0'| \) can be arbitrary small, in which case this estimate is not useful. Following [8], we use the fact that the estimate is true also for \( K = 0 \) so that \( \mathcal{I}_2 \) can be bounded by the minimum of the \( K = 0 \) and \( K > 0 \) estimates. Therefore,
\[
|\mathcal{I}_2| \lesssim k^{1-d/2} \min \left[ 1, \sum_{|\alpha| \leq K} \frac{1}{\eta(X_0 - X_0'|\sqrt{k})^{2K-|\alpha|}} \right]
\]
\[
\lesssim \frac{k^{1-d/2}}{1 + \left( |X_0 - X_0'|\sqrt{k} \right)^K}.
\]
Finally, letting \( \Lambda = \sup_{X_0, X_0' \in K_0} |X_0 - X_0'| < \infty \) be the diameter of \( K_0 \), we compute
\[
\int_{K_0} \int_{K_0} |\mathcal{I}_2| dX_0 dX_0' \lesssim k^{2-d} \int_{K_0 \times K_0} \frac{1}{1 + \left( |X_0 - X_0'|\sqrt{k} \right)^K} dX_0 dX_0'
\]
\[
\lesssim k^{2-d} \int_0^\Lambda \frac{1}{1 + (\tau\sqrt{k})^K} \tau^{m-1} d\tau
\]
\[
\lesssim k^{2-d-m} \int_0^\infty \frac{\xi^{m-1}}{1 + \xi K} d\xi
\]
\[
\lesssim k^{2-d-m} \frac{\eta}{1 + \eta K},
\]
where
\[
\eta = \frac{1}{\max_{x \in \Omega} |\nabla_x \psi(x; \zeta)|^2}.
\]
if we take $K > m$. This shows the $\mathcal{I}_2$ estimate, which proves claim (3.7).

4. Example of a Gaussian beam superposition

Let $r = |x|$, $x \in \mathbb{R}^3$. Then for any smooth function $f$,

$$u(x, t) = (f(t - r) - f(t + r))/r$$

satisfies $\partial^2_t u = \Delta u$. Take $f(r) = \exp(-ikr - kr^2/2)/k$. Then

$$u(x, 0) = 2i \frac{\sin(kr)}{kr} e^{-kr^2/2} \text{ and } \partial_t u(x, 0) = 2 \left( \frac{\sin(kr)}{r} + \cos(kr) \right) e^{-kr^2/2}.$$

The exact solution here is a highly oscillatory spherical wave which concentrates on $r = |t|$ as $k \to \infty$. The Cauchy data of this solution at $t = 0$ can be approximated very well by a superposition of Gaussian beams.

Note that

$$\int_{S^2} e^{ikx \cdot \omega} d\omega = 4\pi \frac{\sin(kr)}{kr},$$

since the integral is a radial solution of $\Delta w + k^2 w = 0$, which equals $4\pi$ at $x = 0$, then we have

$$u(x, 0) = \int_{S^2} v(x, 0; \omega) d\omega,$$

where

$$v(x, 0; \omega) = \frac{i}{2\pi} \exp(ikx \cdot \omega - k|x|^2/2). \quad (4.1)$$

Let us approximate $u(x, t)$ by a superposition of beams

$$u_{GB}(x, t) = \int_{S^2} v(x, t; \omega) d\omega.$$

Hence $u_{GB}(x, 0) = u(x, 0)$. It will turn out, somewhat surprisingly, that $\partial_t u_{GB}(x, 0)$ is very close to $\partial_t u(x, 0)$. In fact, the first order Gaussian beam can be explicitly given as

$$v(x, t; \omega) = a(t)e^{ik\phi(x, t; \omega)},$$

where

$$\phi(x, t; \omega) = x \cdot \omega - t + \frac{i}{2} \left( (x \cdot \omega - t)^2 + \frac{1}{1 + it} (|x|^2 - (x \cdot \omega)^2) \right),$$

and $2\pi a(t) = i(1 + it)^{-1}$. Note that $\partial_t v = (ik \partial_t \phi a + \partial_t a)e^{ik\phi}$, so

$$\partial_t v(0, x; \omega) = \frac{k}{2\pi} \left( 1 + ix \cdot \omega + \frac{1}{2} |x|^2 - (x \cdot \omega)^2 \right) \left( 1 + \frac{d}{dk} + \frac{r^2}{2} + \frac{1}{2} \frac{d^2}{dk^2} + \frac{1}{k} \right) e^{ikx \cdot \omega - k|x|^2/2}.$$

Now we can compute

$$\partial_t u_{GB}(x, 0) = \int_{S^2} \partial_t v(x, 0; k, \omega) d\omega$$

$$= \frac{k}{2\pi} e^{-kr^2/2} \left( 1 + \frac{d}{dk} + \frac{r^2}{2} + \frac{1}{2} \frac{d^2}{dk^2} + \frac{1}{k} \right) \int_{S^2} e^{ikx \cdot \omega} d\omega.$$
Using
\[\frac{d}{dk} \int_{\mathbb{S}^2} e^{i k \cdot x} d\omega = 4\pi \left( \frac{\cos(kr)}{k} - \frac{\sin(kr)}{k^2 r} \right),\]
we have
\[\partial_t u_{GB}(x, 0) = 2k \left( \frac{\sin(kr)}{kr} + \left( \frac{\cos(kr)}{k} - \frac{\sin(kr)}{k^2 r} \right) + \frac{r^2 \sin(kr)}{2kr} \right) + \frac{1}{2d} \left( \frac{\cos(kr)}{k} - \frac{\sin(kr)}{k^2 r} + \frac{\sin(kr)}{k^2 r} \right) e^{-kr^2/2} = 2 \left( \frac{\sin(kr)}{r} + \cos(kr) - \frac{\cos(kr)}{k} + \frac{\sin(kr)}{k^2 r} \right) e^{-kr^2/2}.\]

Note that the first two terms in that expression equal \(\partial_t u(x, 0)\). To estimate the data we use the standard energy norm \(\| (u,\partial_t u) \|_E = \int_{\mathbb{R}^3} |\partial_t u|^2 + |\nabla_x u|^2 dx\). In that norm the difference of the initial data satisfies
\[\| (u(0),\partial_t u(0)) - (u_{GB}(0),\partial_t u_{GB}(0)) \|_E \sim k^{-7/4},\]
but \(\| (u(0),\partial_t u(0)) \|_E \sim k^{-1/4}\).

So the relative error in the initial data is \(O(k^{-3/2})\).

Now we get to the main point: How large is \(u(x,t) - u_{GB}(x,t)\)? We need to compute
\[u_{GB}(x,t) = \frac{i}{2\pi(1 + it)} \int_{\mathbb{S}^2} e^{i k \cdot x + t \omega} d\omega.\]

Introducing spherical coordinates so that \(x \cdot \omega = |x| \cos \rho\) and \(d\omega = \sin \rho d\rho d\phi\) with the domain of integration \(0 \leq \rho \leq \pi\) and \(0 \leq \phi \leq 2\pi\) and setting \(|x| = r\), this becomes - after substituting \(s = \cos \rho\)
\[u_{GB}(x,t) = \frac{i}{1 + it} \int_{-1}^{1} e^{ik \phi(s)} ds,\]
where
\[\phi(s) = [rs - t + tr^2(2 + 2t^2)^{-1}(1 - s^2)] + \frac{i}{2} [(rs - t)^2 + r^2(1 + t^2)^{-1}(1 - s^2)].\]

Note that, for \(t > 0\), the real part of the exponent in the integrand is strictly negative unless \(s = 1\) and \(r = t\). Moreover, for \(t > 0\) and \(r\) in a sufficiently small neighborhood of \(t\) the maximum of the real part of exponent for \(-1 \leq s \leq 1\) is assumed at \(s = 1\). So we can find \(w(x,t;k)\), up to terms of order \(k^{-1} e^{-k(r-t)^2/2}\), by using the leading term in the integration by parts expansion: Choosing \(\rho\) with support near \(s = 1\) and \(\rho(1) = 1\),
\[\int_{-1}^{1} e^{ik \phi(s)} \rho(s) ds = \int_{-1}^{1} \frac{d}{ds} \left( e^{ik \phi(s)} \right) \frac{\rho(s)}{ik \phi'(s)} ds = e^{ik \phi(1)} \frac{\rho(1)}{ik \phi'(1)} - \int_{-1}^{1} \frac{e^{ik \phi}}{ds} \left( \frac{\rho(s)}{ik \phi'(s)} \right) ds.\]

One continues this expansion by repeated integration by parts. In particular, the integral term on the right is \(O(k^{-2} e^{-k(r-t)^2/2})\). Since \(\phi(\pm 1) = \pm r - t + i(r \mp t)^2/2\) and
\[\frac{1}{\phi'(1)} = \frac{1}{r} \left( \frac{1 + t^2}{1 - it + (r - t)(-t + it)^2} \right),\]
hence for \( t > \delta > 0 \) and \( r \) close to \( t \),
\[
\begin{align*}
  u_{\text{GB}}(x, t) - u(x, t) &= \frac{e^{ik\phi(1)}}{k(1 + it)\phi'(1)} - \frac{1}{kr} \left( e^{ik\phi(1)} - e^{ik\phi(-1)} \right) + O \left( \frac{1}{k^2} e^{-k(r-t)^2/2} \right) \\
  &= \frac{1}{kr} \left( \frac{t(r-t)}{1 + t(t-r)} \right) e^{ik(r-t) - k(r-t)^2/2} + O \left( \frac{1}{k^2} e^{-k(r-t)^2/2} \right).
\end{align*}
\]
That implies \( \|u_{\text{GB}}(\cdot, t) - u(\cdot, t)\|_E \sim k^{-3/4} \). However, here the Gaussian beam superposition is missing a factor of \( k \) compared to Theorem 2. Hence this example shows that Theorem 2 is sharp when \( d = 3, m = 2 \) and \( N = 1 \).

5. AN EXAMPLE FOR THE 3D ACOUSTIC WAVE EQUATION

This will be the construction of a Gaussian beam superposition for the initial value problem
\[
\partial^2 u - \Delta u = 0, \quad u(x, 0) = a(|x|)e^{ik|x|}, \quad \partial_t u(x, 0) = 0, \quad (x, t) \in \mathbb{R}^3_x \times \mathbb{R}_t, \tag{5.1}
\]
where \( a(r) = 0 \) in a neighborhood of \( r = 0 \). From here on \( |x| = r \) will be used.

The exact solution to this initial value problem is
\[
u(r, t) = \frac{1}{r} (f(t + r) - f(t - r)) \quad \text{where} \quad f(s) = \frac{sa(s)}{2} e^{iks}
\]
extended to \( \mathbb{R} \) by \( f(s) = -f(-s) \). Note that for \( t > 0 \)
\[
u(0, t) = \lim_{r \to 0} f(t + r) - f(t - r) = (ikt a(t) + a(t) + ta'(t)) e^{ikt},
\]
and the solution has a strong peak at \( r = 0 \), when \( t \) is in the support of \( a \). We want to see the effect of this caustic.

Following the “standard procedure” for first order beams, the Gaussian beam superposition will be
\[
u_{\text{GB}}(x, t) = \left( \frac{k}{2\pi} \right)^{3/2} \int_{\mathbb{R}^3} A^+(t; y) e^{ik\Phi^+(x, t; y)} + A^-(t; y) e^{ik\Phi^-(x, t; y)} dy, \tag{5.2}
\]
where \( \Phi^+(x, 0; y) = \Phi^-(x, 0; y), \partial_t \Phi^+(x, 0; y) = -\partial_t \Phi^-(x, 0; y) \) and \( A^+(0; y) = A^-(0; y) \). So we have two families of Gaussian beams
\[
v^\pm(x, t; y) = A^\pm(t; y) e^{ik\Phi^\pm(x, t; y)},
\]
where both phases \( \Phi^\pm \) are based on the initial phase \( S(x) = |x| \), but the \( v^\pm \) are concentrated on the rays \( (x(t), t) = (y \pm ty/|y|, t) \). From here on we will often use \( y = s\omega, |\omega| = 1 \). Again the standard construction gives
\[
\Phi^\pm(x, t; y) = x \cdot \omega \mp t + \frac{1}{2} (x - (s \pm t)\omega) \cdot M(\pm t; y)(x - (s \pm t)\omega),
\]
where \( M(0; y) = (1/|y|)P_{\omega\perp} + iI \) and \( \partial_t M + MP_{\omega\perp} = 0 \). Here \( I - P_{\omega\perp} \) is the orthogonal projection on the span of \( \omega \). A modest amount of computation shows
\[
M(t; y) = b(t; s)P_{\omega\perp} + iI,
\]
where
\[ b(t; s) = \frac{1 - it(1 + is)}{(s + ist + t)}. \]

So
\[ \Phi^\pm(x, t; y) = x \cdot \omega \mp t + \frac{b(\pm t, s)}{2}(|x|^2 - (x \cdot \omega)^2) + \frac{i}{2}(|x|^2 - 2(s \pm t)x \cdot \omega + (s \pm t)^2). \]

The amplitudes \( A^\pm \) are given by
\[ A^\pm(t; s) = \frac{a(s)}{2}(1 \pm t(s^{-1} + i))^{-1}. \]

Since \( x \) appears in \( v^\pm \) only as \(|x|\) and \( x \cdot \omega \), we have \( u_{\text{GB}}(x, t) = w(r, t) \) — just integrate in spherical coordinates to see that. Also \( \partial_t u_{\text{GB}}(x, 0) = 0. \)

Now we need to determine the order of \( ||u(\cdot, t) - u_{\text{GB}}(\cdot, t)||_E \). This is not so easy. The contributions to \( u_{\text{GB}} \) from \( \int A^+(t; y) \exp(ik\Phi^+(x, t; y))dy \) will be concentrated at \( x = (t + s)\omega \), and, since \( s \geq 0 \) and we consider \( t > 0 \), they will be negligible near \( x = 0 \). Hence we will omit that term from all formulas from here on. Let \( v = \frac{x \cdot \omega}{|x|} = \cos(\theta) \).

While this is undefined at \( x = 0 \), substitution of \( v \) for \( \theta \) in (5.2) leads to an integral in spherical coordinates that is well-behaved as \( x \to 0 \). Namely
\[ u_{\text{GB}}(x, t) = 2\pi \left( \frac{k}{2\pi} \right)^{3/2} \int_0^\infty A^-(t, s)s^2 ds \int_{-1}^1 dw \exp(ikCrw - ikDr^2v^2) \]
\[ \times \exp(ikt + Dr^2) - k(r^2 + (s - t)^2)/2, \]
(5.3)

where \( C = 1 - i(s - t) \) and \( D = b(-t, s)/2 \). We begin with the integral in \( v \) in (5.3).

Set \( w(v) = v - (D/C)rv^2 \). We will use both \( w(v) \), and its inverse, \( v(w) \), defined for \( 0 \leq r \leq r_0 \). Note, by implicit differentiation, \( v'(w) = (1 - 2(D/C)rv)^{-1} \) and \( v''(w) = 2(Dr/C)(1 + 2(D/C)rv)^{-3} \). With these substitutions we have
\[ \int_{-1}^1 e^{ik(Crv - Dr^2v^2)} dv = \int_{w(-1)}^{w(1)} e^{ikCrw} v'(w) dw. \]
(5.4)

The integral on the right in (5.4) can be expanded using integration by parts, integrating \( e^{ikCrw} \) and differentiating \( v'(w) \). Note, crucially, that \( v(w) \) is actually \( g(rw)/r \) for a smooth function \( g \). Hence, \( v^{(l)}(w) = O(r^{l-1}) \) and, after integrating by parts twice, one is left with an integral of the form \( I(r, t, s, k) = k^{-2} \int_{w(-1)}^{w(1)} h(w, r, t, s)e^{ikCrw} dw \), where \( h \) is smooth and bounded on \( 0 < r < r_0 \). That integral will ultimately contribute a term of order \( k^{-1} \) to \( u_{\text{GB}}(x, t) \). So
\[ \int_{-1}^1 e^{ik(Crv - Dr^2v^2)} dv = e^{-ikDr^2} [M^+(r, t, s, k)e^{ikCr} + M^-(r, t, s, k)e^{-ikCr}] + I(r, t, s, k). \]
(5.5)

The coefficients \( M^\pm \) are explicit but rather complicated functions, which come from the boundary terms in the integration by parts, and they are linear combinations of \( k^{-1} \) and \( k^{-2} \).
Substituting (5.5) into (5.3) and noting that the exponentials involving $D$ cancel, we end up with

$$u_{GB}(x, t) = 2\pi \left(\frac{k}{2\pi}\right)^{3/2} \int_{0}^{\infty} (A^{-}(t, s)e^{ikt-k(r^2+(s-t)^2)/2})$$

$$\times (M^+e^{ikCr} + M^-e^{-ikCr} + I(r, s, k)) s^2 ds$$

$$= 2\pi \left(\frac{k}{2\pi}\right)^{3/2} e^{ikt} \int_{0}^{\infty} A^{-}(t, s)e^{ikr-k(r-(s-t))^2/2}M^+(r, t, s, k)s^2 ds$$

$$+ 2\pi \left(\frac{k}{2\pi}\right)^{3/2} e^{ikt} \int_{0}^{\infty} A^{-}(t, s)e^{-ikr-k(r+(s-t))^2/2}M^-(r, t, s, k)s^2 ds$$

$$+ \text{the contribution from } I(r, s, k). \quad (5.6)$$

Using the substitutions $s = t+r+\xi$ and $s = t-r+\xi$ respectively in the first and second integrals in (5.6), we arrive at

$$u_{GB}(x, t) = 2\pi \left(\frac{k}{2\pi}\right)^{3/2} e^{ikt} x$$

$$\left(\int_{-r-t}^{\infty} A^{-}(t, t+r+\xi)M^+(r, t, t+r+\xi, k)e^{ikr-k\xi^2/2(t+r+\xi)^2 d\xi}$$

$$+ \int_{r-t}^{\infty} A^{-}(t, t-r+\xi)M^-(r, t, t-r+\xi, k)e^{-ikr-k\xi^2/2(t-r+\xi)^2 d\xi}\right). \quad (5.7)$$

The final step is to substitute $\xi = zk^{-1/2}$ in both the integrals in (5.7). Then the integrands can be expanded in Taylor series about $z = 0$. However, the terms in those expansions with coefficients $k^{-1/2}z$ will multiply $e^{-z^2/2}$ and integrate to zero. This leads to the final answer

$$u_{GB}(x, t) = ke^{ikt}A^{-}(t, t+r)M^+(r, t, t+r, k)(t+r)^2$$

$$+ ke^{ikt}A^{-}(t, t-r)M^-(r, t, t-r, k)(t-r)^2 + O(k^{-1}). \quad (5.8)$$

The exact solution to the initial value problem (5.1) is given by

$$u(x, t) = \frac{te^{ikt}}{2r}(a(t+r)e^{ikr} - a(t-r)e^{-ikr}) + \frac{e^{ikt}}{2}(a(t+r)e^{ikr} + a(t-r)e^{-ikr}). \quad (5.9)$$

Note that each term in (5.9) has (unscaled) energy norm of order $k$. By the results of [8] we must have $\|u(\cdot, t) - u_{GB}(\cdot, t)\|_E = O(k^{1/2})$ in unscaled energy. From (5.8) and (5.9) one sees that $\|u(\cdot, t) - u_{GB}(\cdot, t)\|_E$ is either $O(k)$ or $O(1)$, and hence must be $O(1)$. Presumably one could verify this without appealing to [8] by evaluating the coefficients $M^\pm$, but that is a daunting calculation. Instead we offer the numerical results in the next section.

5.1. Numerical results. In this section and in the numerical results in Section 6.1 we will use relative norms to estimate errors, i.e. norms scaled by the corresponding norm of the beam superposition. Since the energy norm of the initial data is of order $k$ in
both cases and $m = d$, Theorem 2 predicts a relative error of order $k^{-1/2}$ for first order beams. We will see that the actual error is numerically of order $k^{-1}$ as conjectured in [8].

We take $a(s) = 4(s - r_0)^4(s - r_1)^4$ for $r_0 \leq s \leq r_1$; $a(s) = 0$ otherwise, here $r_0 = 0.1$, $r_1 = 1.0$. The evaluation of (5.2) is done using $80 \times 80$ meshes of $[r_0, r_1] \times [-1, 1]$ and $5^2 = 25$ quadrature points in each element using the reduced integral (5.3) and its counter part with $t$ replaced by $-t$. At the focus $x = 0$, the results are reported at Table 1, in which the errors are calculated by $e_k = |u - u_{GB}|/|u_{GB}|$, and the orders of convergence are obtained by

$$EOC = \log_2 \left( \frac{e_k}{e_{2k}} \right). \quad (5.10)$$

We also test the energy errors and orders of convergence at some $t$ in $(0, 1)$. The error in the energy norm is calculated by $e_k = \|u - u_k\|_E/\|u_k\|_E$, with $\|v\|_2^2 = \frac{1}{2} \int_{\mathbb{R}^3} |v|^2 + |\nabla_x v|^2 dx$, evaluated over the ball of radius $r_1 + t$. The errors and orders of convergence using (6.4) are reported in Table 2. The numerical results with the gain in the order of convergence agree with the above asymptotic estimate.

The mechanism that leads to a relative error of order $k^{-1}$ in this example is probably the cancelation of terms of order $k^{-1/2}$ in the Gaussian beam superposition in (5.8). This is the result of the spherical symmetry in this superposition.

6. A 2D EXAMPLE WITH FOLD CAUSTICS

This section is devoted to the construction of a Gaussian beam superposition with fold caustics for the 2D acoustic wave equation

$$\Box_{x,t} u := \partial_t^2 u - \Delta u = 0. \quad (6.1)$$
Let us consider a gaussian beam superposition with ray paths given by

\((x_1(t; \theta, s), x_2(t; \theta, s))\),

where

\[ x_1(t; \theta, s) = \sqrt{2} \cos(\theta + \pi/4) + (t + s) \sin(\theta), \]
\[ x_2(t; \theta, s) = \sqrt{2} \sin(\theta + \pi/4) - (t + s) \cos(\theta). \]

These rays are tangent to the unit circle at \((x_1, x_2) = (\cos \theta, \sin \theta)\) and propagating in the direction of the tangent \((\sin \theta, -\cos \theta)\). That defines the parameter \(\theta\). The parameter \(s\) is distance along the ray path, chosen so that \(s = 0\) on \(x_1^2 + x_2^2 = 2\) and \(s = 1\) on \(x_1^2 + x_2^2 = 1\). More precisely the relation between \(r\) and \(s\) is (by the Pythagorean Theorem)

\[ 1 + (s - 1)^2 = r^2 \]

or \(s = 1 - \sqrt{r^2 - 1}\) for \(s < 1\) and \(s = 1 + \sqrt{r^2 - 1}\) for \(s > 1\). The phase function associated with these ray paths, which was complicated in euclidian coordinates, is quite simple in \((\theta, s)\). It can be chosen as

\[ S(x_1(0; \theta, s), x_2(0; \theta, s)) = -\theta + s, \]

defined for \(0 \leq s < 1\), and \(-\pi < \theta < \pi\). The function \(\exp(i k S(x_1, x_2))\) will be single-valued on the annulus bounded by the circles of radius 1 and \(\sqrt{2}\) only when \(k\) is an integer. In the numerical examples we will take \(k\) to be an integer.

The Hessian of \(S(x_1, x_2)\) has to be a multiple of the orthogonal projection \(P^\perp\) onto \((\cos \theta, \sin \theta)\), the vector perpendicular to the ray path. We find that at \((x_1(0; \theta, s), x_2(0; \theta, s))\),

\[
\begin{pmatrix}
\frac{\partial^2 S}{\partial x_1^2} & \frac{\partial^2 S}{\partial x_1 x_2} \\
\frac{\partial^2 S}{\partial x_1 x_2} & \frac{\partial^2 S}{\partial x_2^2}
\end{pmatrix} = \frac{1}{s - 1} \begin{pmatrix} \cos^2 \theta & \cos \theta \sin \theta \\
\sin \theta \cos \theta & \sin^2 \theta \end{pmatrix} = \frac{1}{s - 1} P^\perp(\theta).
\]

The Hessian of the phase in the Gaussian beam, \(M(t; \theta, s)\), has to be given by

\[ M = a(t, s) P(\theta) + b(t, s) P^\perp(\theta), \]

where \(P = I - P^\perp\), \(\partial \theta a = 0\), \(\partial \theta b + b^2 = 0\), and \((a(0, s), b(0, s)) = (i, i + 1/(s - 1))\). So the Hessian of the phase is a lot like the Hessian in the 3D example. In fact, we have

\[ b(t, s) = \frac{b(0, s)}{1 + t b(0, s)} = \frac{i + 1/(s - 1)}{1 + i t + t/(s - 1)} = \frac{1 + i(s - 1)}{t + s - 1 + it(s - 1)}. \]

The next step in the construction would be to find the amplitude, but for that one needs the phase. That is

\[ \phi(x; t; \theta, s) = -\theta + \left(x - x(t; \theta, s)\right) \cdot (\sin \theta, -\cos \theta) \]
\[ + \frac{1}{2} \left(x - x(t; \theta, s)\right) \cdot M(t; \theta, s) \left(x - x(t; \theta, s)\right) \]
\[ = -\theta - t + 1 + x \cdot (\sin \theta, -\cos \theta) + \frac{1}{2} \left(x - x(t; \theta, s)\right) \cdot M(t; \theta, s) \left(x - x(t; \theta, s)\right). \]

That comes from formulas (1.5) and (1.6) in [8] with one small observation: the function \(\phi_0(t; z)\) with \(z = (\theta, s)\) does not depend on \(t\). You can see that from the fact that since the
Hamiltonian \( H \) is homogeneous of degree one in \( p, \dot{x}(t; z) \cdot p(t; z) = H(t, x(t; z), p(t; z)) \), which forces \( \dot{\phi}(t; z) = 0 \) (see also equation (3.10c) in [10]).

Continuing, we have \( \partial_x \phi = -1 \) and \( \Box_{x,t} \phi = -b(t, s) \) when \( x = x(t; \theta, s) \). So the solution of the transport equation, \( 2A_t \phi + (\Box_{x,t}) \phi = 0 \) is just

\[
A(t; \theta, s) = A(0; \theta, s)(1 + t b(0; s))^{-1/2}.
\]

So the complete Gaussian beam superposition will be

\[
u_{GB}(x, t) = \frac{k}{2\pi} \int_0^1 ds \int_0^{2\pi} A(t; \theta, s) e^{ik\phi(x, t; \theta, s)} (1 - s)d\theta, \quad (6.2)
\]

where \( 1 - s \) is the absolute value of the Jacobian of \((x_1(0; \theta, s), x_2(0; \theta, s))\) with respect to \((\theta, s)\).

In the next section we will examine the accuracy of the method numerically.

### 6.1. Numerical results.

In addition to estimates of accuracy in the energy norm we will give numerical estimates in the maximum norm. The results in [10] and [11] restricted to first order beams show that \( ||u_{GB}(t) - u(t)||_{L^\infty} \leq C \) away from caustics. For domains including caustics [10] gives the weaker estimate \( ||u_{GB}(t) - u(t)||_{L^\infty} \leq k^{(d-1)/2} \). When passing to relative norms the corresponding estimates become \( O(k^{-1}) \) and \( k^{(d-3)/2} \), respectively. Note that the maximum norm of the initial data is \( O(1) \) in [10], it becomes \( O(k) \) when the wave develops caustics. Our numerical results below show that due to caustics the order of relative error in maximum norm is not uniform in time, but stronger than the order of \( k^{-1/2} \) obtained in [10] for \( d = 2 \).

We consider the 2D acoustic wave equation (6.1) on \([0, T] \times \Omega\), where \( \Omega = [-L/2, L/2]^2 \) with wavelength \( L = 4 \), subject to initial data \( (u, \partial_t u)(x, 0) = (u_{GB}, \partial_t u_{GB})(x, 0) \) and periodic boundary conditions. For the Gaussian beam superposition (6.2) we take initial amplitude

\[
A(0; \theta, s) = \begin{cases} 
(s - s_0)^2(s - s_1)^2, & s_0 \leq s \leq s_1, \\
0, & \text{otherwise},
\end{cases}
\]

which is supported on \( 1 + (1 - s_1)^2 \leq x_1^2 + x_2^2 \leq 1 + (1 - s_0)^2 \) for \( s_0, s_1 \in (0, 1) \), since \( 1 + (s - 1)^2 = r^2 \).

We use the fast Fourier transform to approximate the “exact solution”, and use it to determine the errors in the Gaussian beam superposition. For \( N \) large enough, say \( N = 1024 \), we partition \( \Omega \) by a uniform rectangular mesh \( \Omega = [-L/2 : h : L/2 - h]^2 \), with \( h = L/N \). We obtain the “exact solution” and its derivatives numerically using Matlab 2018a in the following steps.

- **Step 1 (Initial preparation)** We calculate the integrals in the Gaussian beam superposition \( u_{GB}(x, t) \); more specifically \( u_{GB}(x, 0), (u_{GB})_t(x, 0) \) using \texttt{integral2} with absolute tolerance \( 10^{-8} \).
- **Step 2 (fast Fourier transform)** The Fourier transform of (6.1) gives

\[
\partial_t \widehat{u} = i^2(k_1^2 + k_2^2)\widehat{u}, \\
\widehat{u}(0) = \widehat{u}_{GB}(k_1, k_2, 0), \\
\partial_t \widehat{u}(0) = (\partial_t \widehat{u}_{GB})(k_1, k_2, 0),
\]

(6.3)
where \((\kappa_1, \kappa_2) \in \left[\frac{2\pi}{L}(0, 1, \cdots, N/2 - 1, -N/2, -N/2 + 1, \cdots, -1)\right]^2\) is adopted in the fast Fourier transform (\texttt{fft2}) in Matlab.

- **Step 3 (Solving ODE)** The exact solution of (6.3) is determined by

  \[
  \hat{u} = \begin{cases}
  \hat{u}(0) \cos(\sqrt{\kappa_1^2 + \kappa_2^2} t) + \frac{\partial_t \hat{u}(0)}{\sqrt{\kappa_1^2 + \kappa_2^2}} \sin(\sqrt{\kappa_1^2 + \kappa_2^2} t), & \text{if } \kappa_1 = \kappa_2 = 0, \\
  \hat{u}(0) + \frac{\partial_t \hat{u}(0)}{\sqrt{\kappa_1^2 + \kappa_2^2}} \sin(\sqrt{\kappa_1^2 + \kappa_2^2} t), & \text{otherwise}.
  \end{cases}
  \]

- **Step 4 (inverse fast Fourier transform)** We obtain the “exact solution” \(u\) and its derivatives \(\partial_t u, \partial_{x_1} u, \partial_{x_2} u\) through the inverse fast Fourier transform (\texttt{ifft2} in Matlab) applied to \(\hat{u}, \partial_t \hat{u}, i\kappa_1 \hat{u}, i\kappa_2 \hat{u}\), respectively.

We test the case \(s_0 = 0.25, s_1 = 0.75\). With this choice, the wave propagates within the entire computational domain \(\Omega\) for \(t \leq T = 0.8\), and caustics appear only for \(0.25 = 1 - s_1 < t < 1 - s_0 = 0.75\). Let \(\|u_{GB}(\cdot, t)\|_\infty\) be peaked at \(t^*\), we have \(t^* = 0.44, 0.46\) for \(k = 160, k = 320\), respectively, as shown in Figure 1. The experimental orders of convergence (EOC) are obtained by

\[
\text{EOC} = \log_2 \left( \frac{e_k}{e_{2k}} \right),
\]

where \(e_k\) is the relative error between the “exact solution” \(u(x, t)\) and \(u_k := u_{GB}\).

**Test case 1. Convergence in \(L^\infty\) norm.** We first check the \(L^\infty\) errors and orders of convergence from \(t = 0.15\) to \(t = 0.8\). The error in \(L^\infty\) norm is approximated by

\[
e_k = \frac{\|u - u_k\|_{L^\infty}}{\|u_k\|_{L^\infty}}, \quad \|v\|_{L^\infty} = \max_{(x,y) \in \Omega} (|v|).
\]

From the errors and orders of convergence reported in Table 3 we find that 1st order of accuracy in \(L^\infty\) norm is obtained for \(t > t^*\) despite of the appearance of caustics. But the orders of accuracy appear damaged for \(1 - s_1 < t < t^*\).
Table 3. $L^\infty$ errors and orders of convergence of 2D Gaussian beam superposition.

| $t$  | k=80 error | k=160 error | k=320 error | order | order |
|------|-------------|--------------|--------------|-------|-------|
| 0.15 | 0.0112      | 0.0065       | 0.0033       | 0.78  | 0.98  |
| 0.30 | 0.0232      | 0.0135       | 0.0077       | 0.81  |       |
| 0.40 | 0.0268      | 0.0147       | 0.0083       | 0.82  |       |
| 0.42 | 0.0285      | 0.0139       | 0.0082       | 0.76  |       |
| 0.45 | 0.0314      | 0.0149       | 0.0077       | 0.95  |       |
| 0.50 | 0.0363      | 0.0175       | 0.0085       | 1.04  |       |
| 0.60 | 0.048       | 0.0242       | 0.0108       | 1.16  |       |
| 0.70 | 0.062       | 0.0325       | 0.0158       | 1.04  |       |
| 0.80 | 0.0769      | 0.041        | 0.0203       | 1.01  |       |

Test case 2. Convergence in energy norm. We next check the energy errors and orders of convergence from $t = 0.15$ to $t = 0.8$. The error in energy norm is approximated by

$$e_k = \left\| u - u_k \right\|_E, \quad \|v\|_E^2 := \frac{1}{2} \int_{\Omega} |u_t|^2 + |\nabla_x u|^2 dx.$$

The results in Table 4 show that 1st order of accuracy in energy norm is obtained regardless of the appearance of caustics.

Table 4. Energy errors and orders of convergence of 2D Gaussian beam superposition.

| $t$  | k=80 error | k=160 error | k=320 error | order | order |
|------|-------------|--------------|--------------|-------|-------|
| 0.15 | 0.0138      | 0.0071       | 0.0034       | 1.06  |       |
| 0.30 | 0.0274      | 0.0141       | 0.0068       | 1.05  |       |
| 0.40 | 0.0364      | 0.0187       | 0.0094       | 1.06  |       |
| 0.42 | 0.0382      | 0.0196       | 0.0094       | 1.06  |       |
| 0.45 | 0.0408      | 0.021        | 0.0101       | 1.06  |       |
| 0.50 | 0.0452      | 0.0233       | 0.0112       | 1.06  |       |
| 0.60 | 0.054       | 0.0278       | 0.0134       | 1.05  |       |
| 0.70 | 0.0626      | 0.0323       | 0.0156       | 1.05  |       |
| 0.80 | 0.071       | 0.0367       | 0.0177       | 1.05  |       |

The gain in order of accuracy in the energy norm indicates the contribution from cancellations of first order beams, this is consistent with the numerical evidence in [8]. However, the first order of accuracy in $L^\infty$ norm is not uniform in time due to the presence of caustics; while when away from caustics the uniform first order of accuracy in $L^\infty$ norm has been proven in [10].

Extensive numerical tests with different choices of $s_0$ and $s_1$ indicate that damage to the order of accuracy may be observed only before the time when $\|u_{GB}(\cdot,t)\|_\infty$ is peaked. Such peak time $t^*$ appears to be increasing in $k$, and always between $(1 - s_1, 1 - s_0)$ as one would expect. In Table 3, we see the accuracy damage when $1 - s_1 < t < t^* - \delta$ with
\[ \delta = 0.04, \text{ and the full first order for } t \in (t^*, 1 - s_0). \] Near the peak time, the order can vary in between these two scenarios: in Table 3 we observe the first order of accuracy for \( t^* - \delta < t < t^* \) as is the case with \( t = 0.42, k = 160 \) and \( t = 0.45, k = 320 \), respectively. At \( t = 0.15 \), the order of accuracy is improved significantly from 0.78 to 0.98 after \( k \) is doubled, much closer to the desired first order since caustic has not formed.

7. Examples of General Superpositions

In this section we discuss the growth rate in \( k \) of general superpositions,

\[ u_{GB}(x) = k^{m/2} \int_{K_0} v(x; X_0) dX_0, \]

when measured in the energy norm. This will depend on the detailed description of \( K_0 \), and we discuss by examples.

Let \( K_0 \) be parameterized by \( z \in \Sigma \) so that

\[ K_0 = \{(x, p) \mid x = x(z), p = p(z), z \in \Sigma \subset \mathbb{R}^m\}. \]

Here listed are some typical examples.

**Example 1.** If the data is concentrated at one point (say, in the case of a point source for stationary problems), one may consider

\[ K_0 = \{X = (x, p) \mid x(z) = 0, p(z) = z, z \in \mathbb{S}^{d-1}\}, \quad m = d - 1. \]

In the example presented in §3, we have

\[ u_{GB}(x, 0) = \frac{ki}{2\pi} \int_{\mathbb{S}^2} \exp(ikx \cdot \omega - k|x|^2/2) d\omega. \]

This corresponds to \( d = 3 \) and \( m = 2 \) with

\[ K_0 = \{(0, \omega), \quad \omega \in \mathbb{S}^2\}. \]

The asymptotic rate of its energy norm is

\[ \|u_{GB}(\cdot, 0)\|_E \sim k^{3/4} = k^{1 - \frac{d-m}{4}}. \]

We may also consider the case \( m = d \) with

\[ K_0 = \{(x, p), \quad x = 0, \quad p = z \in \mathbb{R}^d\}. \]

Let \( a(p) \) be a smooth function compactly supported in \( p \), and

\[ u_{GB}(x, 0) = \frac{k^{m/2}}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} a(p) \exp(ikx \cdot p - k|x|^2/2) dp. \]

Hence \( u_{GB}(x, 0) = \hat{a}(kx)e^{-k|x|^2/2} \), and

\[ \|\partial_x u_{GB}(\cdot, 0)\|_{L^2}^2 \sim k^m \int_{\mathbb{R}^d} k^2 \sum_{j=1}^{d} |\partial_{y_j} \hat{a}(kx) - x_j \hat{a}(kx)|^2 e^{-k|x|^2} \, dx \]

\[ \sim k^{2+m} \int_{\mathbb{R}^d} \sum_{j=1}^{d} |\partial_{y_j} \hat{a}(y) - y_j \hat{a}(y)/k|^2 e^{-|y|^2/k} \, dy \sim k^{2+m-d}. \]
This implies \( \| u_{GB}(\cdot, 0) \|_E \sim k^{1-d-m} \). This together with the result in Theorem 3.1 says that the relative error is no greater than \( k^{-1/2} \), as we expected.

**Example 2.** A more general example of a superposition. Let \( z = (z^{(1)}, z^{(2)}) \) where \( z^{(1)} = (z_1, ..., z_r) \in \mathbb{R}^r \) and \( z^{(2)} = (z_{r+1}, ..., z_m) \in \mathbb{R}^{m-r} \). Consider the superposition of Gaussian beams in \( \mathbb{R}^d \)

\[
\begin{align*}
  u_{GB}(x) &= k^{m/2} \int_{\mathbb{R}^m} a(z) e^{ikz^{(1)} - (k/2)(|x^{(1)}|^2 + |z^{(2)}|^2 + |x^{(2)}|^2)} dz,
\end{align*}
\]

Here \( x^{(3)} = (x_{m+1}, ..., x_d) \in \mathbb{R}^{d-m} \). We will take \( a(z) = e^{-|z|^2/2} \) to make some computations explicit. So \( a(z) \) nearly has compact support. We have

\[
\begin{align*}
  u_{GB}(x, 0) &= k^{m/2} (2\pi)^{r/2} e^{-k(|x^{(1)}|^2 + |z^{(2)}|^2)/2 - k^2|x^{(2)}|^2/2} \int_{\mathbb{R}^{m-r}} e^{-|z^{(2)}|^2/2 - k|x^{(2)} - z^{(2)}|^2/2} dz^{(2)}.
\end{align*}
\]

Since

\[
\begin{align*}
  |z^{(2)}|^2 + k|x^{(2)} - z^{(2)}|^2 &= (1 + k)|z^{(2)}|^2 - 2k z^{(2)} \cdot x^{(2)} + k|x^{(2)}|^2 \\
  &= |(1 + k)^{1/2} z^{(2)} - k(1 + k)^{-1/2} x^{(2)}|^2 + k(1 + k)^{-1}|x^{(2)}|^2,
\end{align*}
\]

then

\[
\begin{align*}
  u_{GB}(x, 0) &= k^{m/2} (2\pi)^{m/2} (1 + k)^{(r-m)/2} e^{-k(|x^{(1)}|^2 + |z^{(3)}|^2)/2 - k^2|x^{(2)}|^2/2 - k(1 + k)^{-1}|x^{(2)}|^2}/2.
\end{align*}
\]

We have

\[
\begin{align*}
  \nabla u_{GB}(x, 0) &= -(k(1 + k)x^{(1)}, k(1 + k)^{-1}x^{(2)}, kx^{(3)}) u_{GB}(x, 0).
\end{align*}
\]

This gives

\[
\begin{align*}
  k^{-m} \| \nabla u_{GB}(\cdot, 0) \|_{L^2}^2 &= c_1 k^2 (1 + k)^{2+r-m} (k(1 + k))^{-1-r/2} (k/(1 + k))^{-(m-r)/2} k^{-(d-m)/2} \\
  &+ c_2 k^2 (1 + k)^{-2+r-m} (k(1 + k))^{-r/2} (k/(1 + k))^{-(m-r)/2} k^{-(d-m)/2} \\
  &+ c_3 k^2 (1 + k)^{-m} (k(1 + k))^{-r/2} (k/(1 + k))^{-(m-r)/2} k^{1-(d-m)/2} \\
  &= c_1 k^{1-d/2} (1 + k)^{1-m/2} + c_2 k^{1-d/2} (1 + k)^{-1-m/2} + c_3 k^{1-d/2} (1 + k)^{-m/2},
\end{align*}
\]

where \( c_1, c_2 \) and \( c_3 \) are powers of \( 2\pi \). The first term in that expression dominates, and we have

\[
\begin{align*}
  \| \nabla u_{GB}(\cdot, 0) \|_{L^2}^2 &\sim k^{2-(d-m)/2} \quad \text{or} \quad \| \nabla u_{GB}(\cdot, 0) \|_{L^2} \sim k^{1-(d-m)/4}.
\end{align*}
\]

Assuming that the \( L^2 \)-norm of \( \partial_t u_{GB}(x, 0) \) is of the same order, we can compare that with \( \| u(\cdot, t) - u_{GB}(\cdot, t) \|_E \) for which we have the estimate (for \( |t| < T \))

\[
\begin{align*}
  \| u(\cdot, t) - u_{GB}(\cdot, t) \|_E \leq C k^{1/2-(d-m)/4}
\end{align*}
\]

for first order beams, and get the relative error estimate

\[
\begin{align*}
  \| u(\cdot, t) - u_{GB}(\cdot, t) \|_E/\| u_{GB}(\cdot, 0; k) \|_E \leq k^{-1/2}.
\end{align*}
\]

This shows what can happen when initial data is not of form (1.2).

**Example 3.** For wave equation (1.1) subject to the WKB initial data,

\[
\begin{align*}
  (u(x, 0), \partial_t u(x, 0)) = (A_0(x, k), B_0(x, k)) e^{ikS_0(x)},
\end{align*}
\]
compactly supported in $\Omega \subset \mathbb{R}^d$, one may consider $m = d$ with

$$K_0 = \{(x, p), \quad x \in \Omega := \text{supp}(A_0) \cup \text{supp}(B_0), \quad p = \nabla_x S_0(x)\}.$$ 

The superposition of the first order Gaussian beam is given by

$$u_{GB}(x, 0) = \frac{k^{m/2}}{2} \int_{\Omega} A_0(x_0) e^{ik\phi(x,0; x_0)} dx_0,$$

where

$$\phi(x,0; x_0) = S_0(x_0) + p_0 \cdot (x - x_0) + \frac{1}{2}(x - x_0) \cdot M_0(x - x_0),$$

with $p_0 = \nabla_x S_0(x_0)$ and $M_0 = \partial^2_x S_0(x_0) + iI$. Note that

$$\partial_x u_{GB}(x,0) \sim \frac{ik^{1+m/2}}{2} \int_{\Omega} A_0(x_0)(p_0 + M_0(x - x_0)) e^{ik\phi(x,0; x_0)} dx_0.$$

Hence the energy norm can be estimated as

$$\|\partial_x u_{GB}(\cdot,0)\| \lesssim k^{1+m/2} \left\| \int_{\Omega} (1 + |x - x_0|) e^{-k|x-x_0|^2/2} dx_0 \right\| \lesssim k^{1 - \frac{d-m}{4}} = k.$$

This upper bound is as expected.

**Example 4.** For the WKB data $e^{(ik-1)|x|^2/2}$, we consider

$$u_{GB}(x,0) = \frac{k^{d/2}}{2} \int_{\mathbb{R}^d} e^{ik|x|^2/2-(k/2)|x-z|^2} e^{-|z|^2/2} dz.$$

Note that $|x|^2/2 = |z|^2/2 + z \cdot (x - z) + |x-z|^2/2$, this superposition corresponds to the case with $p(z) = z$, $x(z) = z$, initial phase $S_0(x) = |x|^2/2$, and initial amplitude $e^{-|x|^2/2}$.

Since

$$|z|^2 + k|x-z|^2 = (1 + k)|z|^2 - 2kz \cdot x + k|x|^2 = (1 + k)|z - k(1+k)^{-1}x|^2 + k(1+k)^{-1}|x|^2,$$

we have

$$u_{GB}(x,0) = \frac{k^{d/2}}{2} e^{-(k/2k+2))|x|^2+ik|x|^2/2} \int_{\mathbb{R}^d} e^{-(1/2)(1+k)|z-k(1+k)^{-1}x|^2} dz$$

$$= \frac{(2\pi)^{d/2}}{k + 1} \exp(-k/(2k + 2))|x|^2 + ik|x|^2/2).$$

This implies

$$\|u_{GB}(\cdot,0)\|_{L^2} \sim k^0,$$

and passing to $\nabla u_{GB}(x,0)$ brings down a factor of order $k$. Hence,

$$\|\nabla u_{GB}(\cdot,0)\|_{L^2} \sim k^1.$$

We may also consider

$$u_{GB}(x,0) = \frac{k^{d/2}}{2} \int_{\mathbb{R}^d} e^{ik|x|^2/2-(k/2)|x-z|^2} a(z) dz,$$
where $a$ is assumed to be smooth with compact support. This corresponds to the case with $p(z) = z$, $x(z) = z$, initial phase $S_0(x) = \|x\|^2/2$, and initial amplitude $a(x)$, for

$$\|x\|^2/2 = |z|^2/2 + z \cdot (x - z) + |x - z|^2/2.$$  

We have

$$u_{GB}(x, 0) = k^{d/2} e^{- ik |x|^2/2} \int_{\mathbb{R}^d} e^{-(k/2)|z-x|^2} a(z) dz,$$

$$\partial_x u_{GB}(x, 0) = k^{1+d/2} e^{ik |x|^2/2} \int_{\mathbb{R}^d} (ix - (x-z)) e^{-(k/2)|z-x|^2} a(z) dz.$$  

This implies

$$\|u_{GB}(\cdot, 0)\|_{L^2} \lesssim \|a\|_{L^2},$$

$$\|\partial_x u_{GB}(\cdot, 0)\|_{L^2} \lesssim k^{1} \|x a\|_{L^2} + k^{1/2-d/2}\|a\|_{L^2} \lesssim k^1 = k^{1-d/m}.$$  

**Example 5.** This example is a bit surprising.

Let

$$u_{GB}(x, 0) = k^{d/2} \int_{\mathbb{R}^d} e^{ikx z - (k/2)|x-z|^2} e^{-|z|^2/2} dz.$$  

In other words $p(z) = z$ and $x(z) = z$. In this case it is easy to compute $u_{GB}(x, 0)$. Since

$$|z|^2 + k|x - z|^2 = (1 + k)|z|^2 - 2k z \cdot x + k|x|^2 = (1 + k)|z - k(1 + k)^{-1} x|^2 + k^2 (1 + k)^{-1} |x|^2,$$

we have

$$u_{GB}(x, 0) = k^{d/2} e^{-((k^2/(2k+2))|x|^2)} \int_{\mathbb{R}^d} e^{ikx z - (1/2)(1+k)|z-k(1+k)^{-1} x|^2} dz$$

$$= k^{d/2} (1 + k)^{-d/2} \exp(-k^2/(2k+2)) |x|^2 + ik^2 (1 + k)^{-1} |x|^2) \int_{\mathbb{R}^d} e^{i \frac{1}{\sqrt{1+k}} x \xi} e^{-|\xi|^2/2} d\xi$$

$$= k^{d/2} \left( \frac{2\pi}{k+1} \right)^{d/2} \exp((i - 1)k^2 (1 + k)^{-1} |x|^2).$$

We can see this implies

$$\|u_{GB}(\cdot, 0)\|_{L^2} \sim k^{-d/4},$$

and passing to $\nabla u_{GB}(x, 0)$ brings down factors of $x_j$ multiplied by factors of order $k$. Hence,  

$$\|\nabla u_{GB}(\cdot, 0)\|_{L^2} \sim k^{1/2-d/4}.$$  

Note that here $\|u_{GB}(\cdot, 0)\|_E$ is not of order $k$. However, like Example 2, the initial data here is not of form (1.2).

We may consider a more general case in the form

$$u_{GB}(x, 0) = k^{d/2} \int_{\mathbb{R}^d} e^{ikx z - (k/2)|x-z|^2} a(z) dz,$$

where $a$ is assumed to be smooth with compact support. Let $\eta = z - x$ and the integral becomes

$$u_{GB}(x, 0) = k^{d/2} e^{ik |x|^2} \int_{\mathbb{R}^d} e^{ikx \eta - (k/2)|\eta|^2} a(\eta + x) d\eta.$$
Using the Plancherel Theorem one can write
\[
\int_{\mathbb{R}^d} e^{i k x \cdot \eta - (k/2)|\eta|^2} a(\eta + x) d\eta = C \int_{\mathbb{R}^d} k^{-d/2} e^{-|k x - \xi|^2(2k)^{-1}} \hat{a}(\xi) e^{i x \cdot \xi} d\xi.
\]

Now, assuming that \(a(z)\) is smooth with compact support, \(|\hat{a}(\xi)| \leq C_N (1 + |\xi|^2)^{-N}\) for all \(N\). So
\[
|u_{GB}(x, 0)| \leq A_N \int_{\mathbb{R}^d} e^{-|k x - \xi|^2(2k)^{-1}} (1 + |\xi|^2)^{-N} d\xi.
\]

Now divide that integral into \(I_1 = \int_{\{||\xi| < \frac{k}{2} |x|\}} \) and \(I_2 = \int_{\{||\xi| > \frac{k}{2} |x|\}} \). Then, taking \(N\) large enough that \(\int_{\mathbb{R}^d} (1 + |\xi|^2)^{-N} d\xi < \infty\), the contribution to \(|u_{GB}(x, 0)|\) from \(I_1\) is bounded by
\[
B_N e^{-k |x|^2/8},
\]
and the contribution from \(I_2\) is bounded by
\[
I_0(x) = B_N \int_{\{||\xi| > \frac{k}{2} |x|\}} (1 + |\xi|^2)^{-N} d\xi.
\]

Finally we split \(I_0\) into \(\chi_{\{|x| > \frac{k}{2} - \frac{1}{2}\}}(x) I_0(x) + \chi_{\{|x| < \frac{k}{2} - \frac{1}{2}\}}(x) I_0(x)\) (\(\chi_E\) is the characteristic function of \(E\) ). Using that splitting and taking \(N\) sufficiently large (\(N = N(M)\)), one ends up with for any \(M > 0\) and \(\alpha > 1\),
\[
|u_{GB}(x, 0)| \leq [C_M k^{-M} (1 + |x|^\alpha)^{-d} + B_N \chi_{\{|x| < \frac{k}{2} - \frac{1}{2}\}}(x)] + B_N e^{-k |x|^2/8}.
\]

That leads once more to
\[
\|u_{GB}(\cdot, 0)\|_{L^2} \sim k^{-d/4}.
\]

8. Final remarks

We have presented results on superpositions of Gaussian beams of order \(N\) in dimension \(d\) over arbitrary bounded sets of dimension \(m\) in phase space, and shown that the error in the approximation of the exact solution with the same initial data is \(O(k^{1-N/2-(d-m)/4})\) in energy norm. This result is sharp for general superpositions. For exact solutions with WKB initial data, i.e. initial data of the form (1.2) our numerical evidence in the case \(N = 1\) and \(d = m\) indicates the stronger estimate \(O(1)\), or \(O(k^{-1})\) in the relative energy norm as conjectured in [8]. However, the numerical estimates in maximum norm are not uniform in time due to the presence of caustics; while away from caustics we know the relative propagation error in maximum norm is \(O(k^{-1})\) as has been proven in [10,11].
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