ABSTRACT. We propose an approach for the simultaneous reconstruction of the electromagnetic and acoustic material parameters, in the given medium \( \Omega \) where to image, using the photo-acoustic pressure, measured on a single point of the boundary of \( \Omega \), generated by plasmonic nanoparticles. We prove that the generated pressure, that we denote by \( p^* (x, s, \omega) \), depending on only one fixed point \( x \in \partial \Omega \), the time variable \( s \), in a large enough interval, and the incidence frequency \( \omega \), in a large enough band, is enough to reconstruct both the sound speed, the mass density and the permittivity inside \( \Omega \). Indeed, from the behavior of the measured pressure in terms of time, we can estimate the travel time of the pressure, for arriving points inside \( \Omega \), then using the eikonal equation we reconstruct the acoustic speed of propagation. In addition, we reconstruct the internal values of the acoustic Green’s function. From the singularity analysis of this Green’s function, we extract the integrals along the geodesics, for internal arriving points, of the logarithmic-gradient of the mass density. Solving this (internal) integral geometric problem provides us with the values of the mass density function inside \( \Omega \). Finally, from the behavior of \( p^* (x, s, \omega) \) with respect to the frequency \( \omega \), we detect the generated plasmonic resonances from which we reconstruct the permittivity inside \( \Omega \).

1. INTRODUCTION AND STATEMENT OF THE RESULTS

1.1. Introduction of the mathematical model. We deal with the photo-acoustic imaging modality. In this technique, we use a laser to excite a medium to image. As a consequence, the medium is heated and produces an elastic expansion that in turn generates a sound waves. This sound wave can be measured on the boundary, or in the exterior, of the medium. The goal of this technique is to reconstruct optical, and eventually acoustical, properties of the medium. Recently there has been much interest in this imaging technique which finds several applications in medical imaging. Without being exhaustive, we refer the reader to the following literature [2,3,6–9,12,17–20,22,28,30,32]. In these works, the heat is created by a laser probe due to the presence of a pronounced absorption in the tissue to image.

In the current work, we inject nanoparticles into the tissue that can create the heat while excited by lasers. Therefore, this technique has the potential to be applied also for tissues having very less absorption as themselves they create the needed contrast of absorption, i.e. they play the role of contrast agents. These nanoparticles can be either plasmonics or dielectrics. Both of them have small absorption (as compared to their diffusion character), i.e. the ratio between the imaginary part and the real part of the permittivity is small. However, if we excite them with incident frequencies close to certain critical frequencies, called plasmonic or dielectric resonances, then the amount of electric (or magnetic) field generated will be enhanced and this will compensate the weakness of the absorption. As the source of the heat is generated by the product of the (imaginary part) of the permittivity and the square of the
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modulus of the electric field, see below, then the mentioned compensation makes sense. This is, in short, the principle of the Photo-Acoustic effect using resonating nano-particles.

The mathematical formulation of this imaging technique is based on the following equations

\[
\begin{aligned}
\text{Curl} \circ \text{Curl} \ E - \omega^2 \varepsilon \mu E &= 0, \quad E := E^s + E^i, \quad \text{in} \ \mathbb{R}^3, \\
\rho_0 c_p \frac{\partial T}{\partial t} - \nabla \cdot \kappa \nabla T &= \omega \Im(\varepsilon) |E|^2 \delta_0(t), \quad \text{in} \ \mathbb{R}^3 \times \mathbb{R}^+, \\
\frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \rho^{-1} \nabla \cdot \left( \frac{1}{\rho} \nabla p \right) &= \rho_0 \beta_0 \frac{\partial^2 T}{\partial t^2}, \quad \text{in} \ \mathbb{R}^3 \times \mathbb{R}^+,
\end{aligned}
\]

where \( \omega \) is an incident frequency, \( \varepsilon \) the electric permittivity, \( \mu \) the magnetic permeability that we assume everywhere constant in \( \mathbb{R}^3 \), \( E \) is the electric field, \( T \) the heat temperature, \( p \) the acoustic pressure, \( \rho \) (resp. \( \rho_0 \)) is the mass density of the medium (reps. the background), \( c_p \) the heat capacity, \( \kappa \) is the heat conductivity, \( c \) is the wave speed and \( \beta_0 \) is the thermal expansion coefficient. To the last two equations, we supplement the homogeneous initial conditions \( T = p = \frac{\partial p}{\partial t} = 0 \), at \( t = 0 \) and the Silver-Müller radiation condition to \( E^s \), see \( (1.2) \).

Under the condition that the heat conductivity is relatively small, the model above reduces to the following one

\[
\begin{aligned}
\partial_t^2 p(x,t) - c^2(x) \rho(x) \nabla \cdot \left( \frac{1}{\rho(x)} \nabla p(x,t) \right) &= 0, \quad \text{in} \ \mathbb{R}^3 \times \mathbb{R}^+, \\
p(x,0) &= \frac{\omega \beta_0}{c_p} \Im(\varepsilon)(x) |E|^2(x), \quad \text{in} \ \mathbb{R}^3, \\
\partial_t p(x,0) &= 0, \quad \text{in} \ \mathbb{R}^3.
\end{aligned}
\]

More details on the actual derivation of this model can be found in \([23, 33]\) and more references therein. The source \( E \) is solution of the scattering problem

\[
\begin{aligned}
\text{Curl} \circ \text{Curl} \ E - \omega^2 \varepsilon \mu E &= 0, \quad E := E^s + E^i, \quad \text{in} \ \mathbb{R}^3, \\
E^i(x) := d e^{i \omega \sqrt{\mu \varepsilon_\infty} x \cdot \theta} |d| = |\theta| = 1, \quad d \cdot \theta = 0, \\
\lim_{|x| \to +\infty} |x| \left( \nabla \times E^s(x) \times \frac{x}{|x|} - \omega \sqrt{\mu \varepsilon_\infty} E^s(x) \right) &= 0,
\end{aligned}
\]

where the permittivity function \( \varepsilon(\cdot) \) is defined as:

\[
\varepsilon(\cdot) = \begin{cases}
\varepsilon_\infty & \text{in} \ \mathbb{R}^3 \setminus \Omega, \\
\varepsilon_0(\cdot) & \text{in} \ \Omega \setminus D, \\
\varepsilon_p & \text{in} \ D,
\end{cases}
\]

with \( \Omega \) as a bounded domain that represents the region where to do the imaging. Here \( D \subset \Omega \) is the injected plasmonic nano-particle with permittivity \( \varepsilon_p \), permeability \( \mu \), location \( z \) and radius \( a \), \( D := z + a B \) where \( B \) contains the origin and is of maximum radius \( 1 \). The parameter \( a \) is taken to be small as compared to the maximum radius of \( B \). The permeability \( \mu \) is the same as the one of the background \( \mu_\infty \). The permittivity \( \varepsilon_p \) at the nanoparticle is related to the Lorentz model

\[
\varepsilon_p(\omega) := \varepsilon_\infty \left( 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2 + i \omega \gamma_p} \right)
\]

with \( \omega_p \) as the electric plasma frequency, \( \omega_0 \) as the undamped frequency and \( \gamma_p \) as the electric damping frequency which is assumed small, i.e. \( 0 \leq \gamma_p \ll 1 \), as \( a \ll 1 \).

Moreover, we assume that \( \Im(\varepsilon_0(\cdot)) \) is small, i.e.

\[
\gamma := \| \Im(\varepsilon_0(\cdot)) \|_{L^\infty(\Omega)} = o(1), \quad \text{as} \ a \ll 1.
\]

The order of the smallness of \( \gamma \) will be discussed later. The permittivity \( \varepsilon_0(\cdot) \) is variable and it is supposed to be smooth inside \( \Omega \).

With such conditions, we show that \( E \), the solution of \( (1.2) \), is in \( L^4(\Omega) \), see Section \( 3.4 \).
The well-posedness of the problem \((1.1)\) is investigated in the reference\cite{27}, where they proved that if the mass density \(\rho\) is uniformly constant, under the condition of \(L^2(\mathbb{R}^3)\) integrability of the source term, i.e. in our setting
\[
\frac{\omega \beta_0}{c_p} \Im(\varepsilon) |E|^2 \in L^2(\mathbb{R}^3),
\]
we have existence and uniqueness of a weak solution\footnote{For \(X\) a Banach space and \(I \subset \mathbb{R}\), the space \(C^k(I, X)\) comprises all function \(f : I \to X\) with \(k\) continuous derivatives.}
\[(1.6)\]
\[\rho(\cdot, \cdot) \in C([-M; M]; L^2(\mathbb{R}^3)) \cap C^1([-M; M]; H^{-1}(\mathbb{R}^3)),\]
solution of \((1.1)\) in distributional sense, where the constant \(M\) is chosen large such that\footnote{We recall that:}
\[(1.7)\]
\[\|c^2(\cdot)\|_{C^1(\mathbb{R}^3)} \leq M \quad \text{and} \quad c(\cdot) \geq M^{-1}.
\]

For a variable mass density \(\rho\), the existence and uniqueness of the solution of the problem \((1.1)\) are investigated in Subsection\cite{3.1}.

1.2. Integral representation of the solution. We associate to the problem \((1.1)\), the Green’s kernel solution, in the distributional sense, of
\[(1.8)\]
\[
\begin{cases}
\partial_t^2 G(x, t, y, s) - c^2(x) \Delta G(x, t, y, s) + c^2(x) \nabla \log(\rho(x)) \cdot \nabla G(x, t, y, s) = \delta(x) \delta(t), & \text{in} \ \mathbb{R}^3 \times \mathbb{R}^+, \\
G(x, 0) = 0, & \text{in} \ \mathbb{R}^3, \\
\partial_t G(x, 0) = 0, & \text{in} \ \mathbb{R}^3.
\end{cases}
\]

Thanks to \cite{25}, formula (1.9) therein, we know that the solution to \((1.8)\) is represented as:
\[(1.9)\]
\[G(x, t, y) := \sum_{k=-1}^{+\infty} \alpha_k(x, y) \Theta_k \left( t^2 - \tau^2(x, y) \right), \quad x \neq y, \quad t \geq 0,
\]
where the function \(\tau(x, y)\) is the travelling time of a signal from a point \(x\), in our case fixed on the boundary \(\partial \Omega\), to a point \(y \in \Omega\). Evidently, \(\tau(x, y) = \tau(y, x)\). This function \(\tau(\cdot, \cdot)\) defines a Riemannian metric with arc length \(d\tau\) given by
\[d\tau = c^{-1}(y) \sqrt{\sum_{j=1}^{3} (dy_j)^2}.
\]
The sequence of functions \(\Theta_k(\cdot), k \geq -1,\) is defined as follows:
\[(1.10)\]
\[\Theta_{-1}(t) = \delta(t), \quad \Theta_0(t) = \begin{cases} 1, & \text{if} \ t \geq 0, \\
0, & \text{if} \ t < 0, \end{cases} \quad \text{and} \quad \Theta_k(t) = \frac{t^k}{k!} \Theta_0(t), \quad k \geq 1.
\]
Moreover, the sequence of functions \(\alpha_k(x, y), k \geq -1,\) are infinitely differentiable functions and are defined recurrently by
\[(1.11)\]
\[
\alpha_{-1}(x, y) := \frac{1}{2\pi} \left( \det \frac{\partial}{\partial x} \left( \frac{1}{2} \left( \nabla_y \tau^2(x, y) \right)^{tr} \right) \right)^{\frac{1}{2}} \exp \left( \frac{1}{2} \int_{\Gamma(x, y)} \langle \nabla \log(\rho(\xi)); d\xi \rangle \right).
\]
and
\[
\alpha_k(x, y) := \frac{\alpha_{-1}(x, y)}{4 \tau(x, y)^{k+1}} \int_{\Gamma(x, y)} \frac{c^2(\xi) \Delta \alpha_{k-1}(\xi, y)}{\alpha_{-1}(\xi, y)} \tau(\xi, y)^k d\tau(\xi, y)
\]

\[
(1.12)
\]

\[
- \frac{\alpha_{-1}(x, y)}{4 \tau(x, y)^{k+1}} \int_{\Gamma(x, y)} \frac{c^2(\xi) \nabla \log(\rho(\xi)) \cdot \nabla \alpha_{k-1}(\xi, y)}{\alpha_{-1}(\xi, y)} \tau(\xi, y)^k d\tau(\xi, y), \quad k \geq 0,
\]

where the function \(\Gamma(x, y)\) represents the geodesic, in the metric \(\tau(\cdot, \cdot)\), connecting point \(y \in \Omega\) to point \(x\) of the boundary \(\partial \Omega\). The point \(\xi = (\xi_1, \xi_2, \xi_3)\), is on \(\Gamma(x, y)\), represents the Riemannian coordinates and it is given by \(\xi = \frac{-1}{2} s^2(y) \nabla \tau^2(x, y) \equiv h(x, y)\).

The following assumptions are needed to derive \((1.9)\), which will be used in the sequel, therefore, we state them as hypotheses.

**Hypotheses 1.** The metric \(\tau\), and also the families of geodesics \(\Gamma(\cdot, \cdot)\), are taken satisfying the following properties:

1. Any two points of the domain \(\Omega\) are connected by a unique geodesic \(\Gamma(\cdot, \cdot)\), of the metric \(\tau\), contained in \(\Omega\) and with ends points on the boundary \(\partial \Omega\).

2. The boundary \(\partial \Omega\) is convex relative to these geodesics.

As shown in Section 3.2, the solution of \((1.1)\) can be expressed through the source term by the formula
\[
(1.13)
\]

\[
p(x, t) = \frac{\omega \beta_0}{c_p} \partial_t \int_{\Omega} G(y, t, x) \Im \{ \varepsilon (y) \} |E|^2(y) dy.
\]

To avoid making the text more cumbersome, we warn the reader that we omit to note the multiplicative constant \(\frac{\omega \beta_0}{c_p}\) in the integral expression of the solution given by \((1.13)\). In addition, to fix notations, in the presence of one particle, we set \(E := u_1\) and we rewrite the representation of the solution \(p(\cdot, \cdot)\), as:
\[
(1.14)
\]

\[
p(x, t) = \partial_t \int_{\Omega} G(x, t, y) \Im \{ \varepsilon (y) \} |u_1|^2(y) dy.
\]

**1.3. Statement of the results.** We need the following theorem to analyze the variation of the averaged pressure after injecting single plasmonic nano-particles \(D\) inside \(\Omega\).

**Theorem 1.1.** Assume the permittivity of the medium \(\varepsilon_0\) to be of class \(C^1(\Omega)\) and constant outside \(\Omega\). In addition, we assume that the permittivity of the nano-particle to be given by \((1.4)\). Regarding the acoustic model, we assume the sound speed \(c\) and the mass density \(\rho\) of class \(C^\infty(\mathbb{R}^3)\) such that \((1.7)\) and Hypotheses 2 are satisfied.\(^3\) Under these conditions, we have the following approximations of the average pressure:

1. Before the entrance time, i.e. \(s < \tau_1(x, z) := \left( \inf_{y \in D} \tau(x, y) \right) - a\),
\[
(1.15)
\]

\[
p^*(x, s) := \int_0^s 2r \int_0^r p(x, t) dt dr = \Theta(\gamma).
\]

2. After the exit time, i.e. \(s > \tau_2(x, z) := \left( \sup_{y \in D} \tau(x, y) \right) + a\),
\[
(1.16)
\]

\[
p^*(x, s) = \Psi_2(x, z, s) \int_D |u_1|^2(y) dy + \Theta(a^{3-2b}) + \Theta(\gamma),
\]

\(^3\)The \(C^\infty\) regularity of \(c\) and \(\rho\) is used to derive the singularity analysis \((1.9)\) of the Green’s function of the wave equation in \([26]\). It can be reduced considerably, see \([25]\). In addition, to reconstruct the permittivity function \(\varepsilon_0\) and the speed of sound \(c\), this expansion is not needed. It is only needed to reconstruct the mass density \(\rho\).
Theorem 1.2. \[ \omega \text{ frequency} \]

Let the conditions in Theorem 1.1 and Theorem 1.2 be satisfied. After the exit time, i.e. \( \tau_1(x, z) < s < \tau_2(x, z) \),

\[ p^*(x, s) = \Psi_1(x, z^*) \int_{D \cap RV_r(x, s)} |u_1|^2(y) \, dy + O(\alpha^{4-2h}) + O(\gamma), \]

where \( z^* \in D \cap RV_r(x, s) \) and

\[ \Psi_1(x, z^*) := \text{Im} (\epsilon_p) \alpha_{-1}(z^*, x) \left| \nabla \tau(z^*, x) \right|. \]

Moreover, for a positive real number, the subset \( RV_r(x, \rho) \) that we call Riemannian volume of center \( x \in \mathbb{R}^3 \) and radius \( \rho \), is defined by:

\[ RV_r(x, \rho) := \{ y \in \mathbb{R}^3, \text{ such that } \tau(x, y) \leq \rho \}. \]

The next theorem provides a useful a-priori estimate and a precise dominating term of the electric field solution of the electromagnetic model in terms of the parameter \( a \). To state these properties, we assume also here that \( \epsilon_0(\cdot) \) to be of class \( C^1 \). Let \( z \in \Omega \) and define

\[ f_n(\omega, z) := \epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega)) \lambda_n \]

where \( (\lambda_n)_{n \in \mathbb{N}} \) is the sequence of the eigenvalues of the Magnetization operator \( \nabla M(\cdot) \) restricted to \( \nabla \hat{\text{Harmonic}}(D) := \{ u = \nabla \phi, \Delta \phi = 0 \text{ in } D \} \). We recall that \( \nabla M(\cdot) \) is defined, from \( L^p(D) \) to \( L^p(D) \), where \( 1 \leq p \leq \infty \), by:

\[ \nabla M(V)(x) := \nabla x \int_D \nabla \Phi_0(x, y) \cdot V(y) \, dy := \nabla x \int_D \nabla \left( \frac{1}{|x-y|} \right) \cdot V(y) \, dy, \quad x \in D. \]

We show that the dispersion equation \( f_n(\omega, z) = 0 \) has one and only one solution in the complex plane, with a dominant part in the interval \( (\omega_0; \sqrt{\omega_p^2 + \omega_0^2} =: \omega_{\text{max}}) \). For any \( n_0 \) fixed, we set \( \omega_{n_0} \) to be the corresponding solution for \( n = n_0 \).

**Theorem 1.2.** We assume that \( \Omega \) and \( D \) to be of class \( C^2 \) and \( \epsilon_0 \) of class \( C^1 \). Let the used incident frequency \( \omega_0 \) be such that

\[ \omega^2 - \omega_{n_0}^2 \sim a^h, \quad h \in [0, 1). \]

The electric field \( u_1(\cdot) \) satisfies the following a priori estimate

\[ \|u_1\|_{L^2(D)} \leq a^{-h} \|u_0\|_{L^2(D)}, \]

and the following approximation

\[ \int_D |u_1|^2(x) \, dx = \frac{a^3 |\epsilon_0(z)|^2 \left| \int_B \epsilon_{n_0}(x) \, dx \right|^2}{|\epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega)) \lambda_{n_0}|^2} + O\left(a^{\min(3,4-3h)}\right). \]

**Proof.** For the proof, we refer the readers to Theorem 1.1 and Proposition 2.2 in [15]. \( \square \)

Theorem 1.1 coupled with Theorem 1.2 suggests the following corollary.

**Corollary 1.3.** Let the conditions in Theorem 1.1 and Theorem 1.2 be satisfied. After the exit time, i.e. \( s > \tau_2(x, z) \), and if

\[ \omega^2 - \omega_{n_0}^2 \sim a^h, \quad h \in [0, 1) \]

we have

\[ p^*(x, s, \omega) = \Psi_2(x, z, s) \frac{a^3 |\epsilon_0(z)|^2 \left| \int_B \epsilon_{n_0}(x) \, dx \right|^2}{|\epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega)) \lambda_{n_0}|^2} + O\left(a^{\min(3,4-3h)}\right) + O(\gamma). \]
with
\[\langle u_0(z); \int_B e_{n_0}(x) \, dx \rangle = \sum_{m} \langle u_0(z); \int_B e_{n_0,m}(x) \, dx \rangle,\]
where \(e_{n_0,m}(\cdot)\) are such that \(\nabla M(e_{n_0,m}) = \lambda_{n_0} e_{n_0,m}\).

**Proof.** The previous corollary is a straightforward consequence of (1.16) and the approximation of the electric field given by (1.18).

Observe that when \(h = 0\), i.e. the incident frequency \(\omega\) is away from the resonance \(\omega_{n_0}\), then
\[p^*(x, s, \omega) = O(a^3) + O(\gamma).\]

### 1.4. Simultaneous reconstruction of \(\rho, c\) and \(\epsilon_0\)

Based on Theorem 1.1 and Corollary 1.3, we propose a scheme to reconstruct \(\rho, c\) and \(\epsilon_0\) from the measurements of \(p(x, s, \omega)\) for

1. a fixed point \(x\) on the boundary of \(\Omega\),
2. a large enough interval of time \(s\), i.e. \(s \in (0, M^{-1} \text{Diam}(\Omega))\), recalling that \(M^{-1} < \inf c(x)\), see (1.17), and \(\text{Diam}(\Omega)\) stands for the diameter of \(\Omega\),
3. a large enough band of incident frequencies \(\omega\), i.e. \(\omega \in (\omega_{\min} := \omega_0, \omega_{\max} := \sqrt{\omega_p^2 + \omega_0^2})\).

We proceed as follows.

1. We look at the variation of the collected pressure \(p^*(\cdot, \cdot, \cdot)\), as a function only with respect to time variable, i.e. regardless on the used frequencies, we see that \(p^*(\cdot, \cdot, \cdot)\) before the entrance time \(\tau_1(x, z) := \left( \inf_{y \in D} \tau(x, y) \right) - a\), to the particle \(D\), is small of order \(O(\gamma)\). Furthermore, after the exit time \(\tau_2(x, z) := \left( \sup_{y \in D} \tau(x, y) \right) + a\), from the particle \(D\), we observe two scenarios, see for instance Corollary 1.3 and the schematic representation for the average pressure given by Figure 1b. We observe that the average pressure \(p^*(\cdot, \cdot, \cdot)\) is large compared to \(\gamma\). The observed jump, of course in continuous manner\(^4\) in the interval \([\tau_1(x, z); \tau_2(x, z)]\) allows us to reconstruct the travel time \(\tau_1(x, z)\) and/or \(\tau_2(x, z)\). By moving the nano-particle \(D\) inside \(\Omega\), we reconstruct for fixed \(x \in \partial \Omega\) the travel time function \(\tau(x, \cdot)\). After the reconstruction of the travel time function, we use the eikonal equation, see [24, Chapter 3], given by:
\[\left| \nabla \tau(x, z) \right|^{-1} = c(z), \quad z \in D,\]
to reconstruct the speed of propagation, namely the function \(c(\cdot)\) on the location point \(z\) of the nanoparticle \(D\). By moving \(D\) inside omega we reconstruct the function \(c(\cdot)\) inside the domain \(\Omega\).

2. We have seen that from the behaviour of the map \(s \to p^*(x, s, \omega)\), for \(x \in \partial \Omega\) and \(\omega\) fixed, we can reconstruct the internal values of the travel time, i.e. \(\tau(x, z)\) for \(z \in \Omega\), and hence the acoustic speed \(c(z)\) for \(z \in \Omega\). Now, we use the map \(\omega \to p^*(x, s, \omega)\), for \(x \in \partial \Omega\) and \(s > \tau_2(x, z)\) fixed, to reconstruct the permittivity function \(\epsilon_0\). Indeed, based on the expansion (1.19), we see that this map will reach its maximum at the zeros of \(|\epsilon_0(z) - \epsilon_p(\omega)\lambda_{n_0}|.\) We recall that for every \(z \in \Omega\) and for every \(n \in \mathbb{N}\), the dispersion equation
\[f_n(\omega, z) := \epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega))\lambda_n = 0,\]

\(^4\)The continuity of \(p^*(\cdot, \cdot, \cdot)\), with respect to time variable, is a consequence of (1.6) and (1.15).

\(^5\)As the size of the particle \(D\) is of order \(a\) and the function \(\tau(x, \cdot)\) is smooth one, we cannot distinguish between \(\tau_1(x, z)\) and \(\tau_2(x, z)\), i.e. \(|\tau_1(x, z) - \tau_2(x, z)| = O(a)\).
has one and only one solution in the complex plan, that we denote by \( \omega_{n,c} \), given by:

\[
\omega_{n,c} = \frac{-\gamma_p^2 + 4 \left( \frac{\omega_0^2 + \epsilon_\infty \lambda_n \omega_p^2}{\epsilon_\infty \lambda_n + (1 - \lambda_n) \epsilon_0(z)} \right)}{2},
\]

with its dominant part contained in the interval \( (\omega_0; \sqrt{\omega_p^2 + \omega_0^2}) \). In addition, we show that with

\[
\omega_{n_0} := \left( \frac{\omega_0^2 + \omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \Re(\epsilon_0(z))} \right)^{\frac{1}{2}},
\]

we have, see Section 4,

\[
f_{n_0}(\omega_{n_0}, z) = O(\gamma) + O(\gamma_p).
\]

Consequently, from (1.19), we deduce that \( p^*(x, s, \cdot) \) admits a peaks near \( \omega_{n_0} \). Therefore by plotting the curve \( \omega \to p^*(x, s, \omega) \), for \( x \in \partial \Omega \) and \( s > \tau_2(x, z) \) fixed, in the interval \( (\omega_0; \omega_{\max}) \), see Figure 1a, we can estimate \( \omega_{n_0} \) and hence reconstruct \( \epsilon_0(z) \) as

\[
\epsilon_0(z) = \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0}),
\]

which is an approximate solution to the exact one defined, i.e. constructed, by \( \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0,c}) \).

(3) Our next goal is to reconstruct the function \( \rho \). To achieve this reconstruction, we see in Theorem 1.1 that the measured pressure after the exit time, i.e. \( s > \tau_2(x, z) \), is given by the following
We can prove that:
\[\int_0^s 2r \int_0^r p(x,t)dt \, dr = \func{Im}\,(\epsilon_p) \, \alpha_{-1}(z,x) \left| \nabla \tau(z,x) \right| \int_D |u_1|^2(y)dy + \text{Remainder}_1.\]

Now, in particular, when \(s\) is close to \(\tau_2(x, z)\) the previous expression is reduced to
\[\int_0^s 2r \int_0^r p(x,t)dt \, dr = \func{Im}\,(\epsilon_p) \, \alpha_{-1}(z,x) \left| \nabla \tau(z,x) \right| \int_D |u_1|^2(y)dy + \text{Remainder}_2.\]

Therefore, we can reconstruct \(\func{Im}\,(\epsilon_p) \, \alpha_{-1}(z,x) \left| \nabla \tau(z,x) \right| \int_D |u_1|^2(y)dy\). However, as we already reconstructed \(\epsilon_0(\cdot)\) inside \(\Omega\), then we can reconstruct \(\int_D |u_1|^2(y)dy\). As \(\func{Im}\,(\epsilon_p)\), \(\left| \nabla \tau(z,x) \right|\) and \(\int_D |u_1|^2(y)dy\) are known terms, we conclude the reconstruction of the function \(\alpha_{-1}(z,x)\) and then by moving the plasmonic nano-particle inside \(\Omega\), we reconstruct the function \(\alpha_{-1}(\cdot, x)\) inside \(\Omega\).

We see from (1.11), that the reconstruction of the functions \(\tau(\cdot, \cdot)\) and \(\alpha_{-1}(\cdot, \cdot)\) is sufficient, using numerical differentiation, to reconstruct the function \(g_x(\cdot)\) defined, from \(\Omega\) to \(\mathbb{R}\), by
\[
g_x(y) := \int_{\Gamma(x,y)} \frac{\partial \log(\rho(\xi))}{\partial \xi} \, d\xi = \int_{\Gamma(x,y)} d\log(\rho(\xi)),
\]
where \(x \in \partial \Omega\) is fixed and, for every \(y \in \partial \Omega\), the geodesic \(\Gamma(x, y)\) is known, i.e constructed. The reconstruction of \(\rho(\cdot)\) from \(g_x(\cdot)\), in (1.20), is an inverse integral problem along geodesics, which consists in determining a function by the given integrals of this function over a family of manifolds, see for instance [1, 5, 21, 26]. In our case, because \(d\log(\rho(\xi))\) is an exact one differential form, and most importantly the arriving points \(y\) are (arbitrarily) inside \(\Omega\), the reconstruction of \(\rho(\cdot)\) from the known function \(g_x(\cdot)\) is quit easier and to accomplish this we proceed by a straightforward computation. Let \(\phi_y(\cdot)\) be \(C^1\)-curve parametrizing the geodesic \(\Gamma(\cdot, \cdot)\), i.e.
\[
\phi_y(\cdot) : [a, b_y] \rightarrow \Omega \subset \mathbb{R}^3, \quad s \rightarrow (\phi_{1,y}(s); \phi_{2,y}(s); \phi_{3,y}(s)),
\]
where \(a, b_y \in \mathbb{R}\) and
\[
(1.21) \quad \phi_y(a) := x, \phi_y(b_y) := y \text{ and } \phi_y([a, b_y]) = \Gamma(x, y).
\]

With this parametrization, we obtain
\[
(1.22) \quad g_x(y) = \int_{\Gamma(x,y)} d\log(\rho(\xi)) \overset{(\ast)}{=} \log(\rho(\phi_y(b_y))) - \log(\rho(\phi_y(a))) - \log(\rho(y)) - \log(\rho(x)).
\]

For the justification of (\(\ast\)), in the previous formula, we refer the readers to [11, Proposition 3.4.1]. As the function \(g_x(\cdot)\) is known we deduce from (1.22) the reconstruction of the function \(\log(\rho(\cdot))\) up to an additive constant given by - \(\log(\rho(x))\), where we recall that \(x \in \partial \Omega\) is fixed.

Consequently, we reconstruct the function \(\rho(\cdot)\) up to a multiplicative constant given by \(\frac{1}{\rho(x)}\).

Furthermore, as we assumed that \(\rho\) is smooth in \(\mathbb{R}^3\) and we know \(\rho\) outside \(\Omega\) (to be constant), therefore \(\rho(x)\), for \(x \in \partial \Omega\) should be known (the known constant outside \(\Omega\)).

---

We can prove that:
\[
\left| \func{Im}\,(\epsilon_p) \int_{\tau_2(x, z)} 2r \sum_{k=0}^{\infty} \alpha_k(z,x) \frac{(r^2 - \tau^2(z,x))^k}{k!} \, dr \right| \lesssim |s - \tau_2(x, z)|.
\]
As we have reconstructed ρ and c, then, in principle, we can also reconstruct the full Green’s kernel $G(\cdot, \cdot)$ by solving the forward problem for the wave equation. Actually, we can reconstruct $G(x, t, y), x \in \partial \Omega, t > 0$ and $y \in \Omega$, directly from our measured data. To do this, we start by recalling its series expansion, see (1.9),

$$G(x, t, y) = \sum_{k=-1}^{+\infty} \alpha_k(x, y) \Theta_k \left(t^2 - \tau^2(x, y)\right), \quad x \neq y, \quad t \geq 0.$$  

Since we have already constructed both the function $\alpha_{-1}(\cdot, \cdot)$ and the travelling time $\tau(\cdot, \cdot)$, it is clear that to reconstruct $G(\cdot, \cdot)$ we need only to reconstruct the functions $\alpha_k(\cdot, \cdot), k \geq 0$. From the definition of $\alpha_0(\cdot, \cdot)$, see (1.12), and taking into account that all the involved parameters $e(\cdot), \Gamma(\cdot, \cdot), \tau(\cdot, \cdot), \rho(\cdot)$ and $\alpha_{-1}(\cdot, \cdot)$ are already constructed, we can reconstruct $\alpha_0(\cdot, \cdot)$. Finally, by an induction process we reconstruct all the functions $\alpha_k(\cdot, \cdot)$, see (1.12).

In the previous literature dealing with the photo-acoustic imaging, we find uniqueness results and stability estimates of reconstructing the variable speed $c$ or/and the initial source in [30–32] under certain conditions. There are also numerical schemes proposed in [18, 22] to reconstruct the speed/source assuming the speed to be piece-wise constant or enough small (under the Born approximation regime). In the current work, we proposed, using measurements generated by injected resonating nano-particles, a reconstruction scheme with which we can recover both the optical and acoustical properties of the object to image, i.e. permittivity, sound speed and mass density. The analysis is made under quite general conditions on these unknowns apart from the conditions in Hypotheses [1]. These last conditions appear naturally when dealing with inverse problems in integral geometry [24, 26].

The remaining part of the manuscript is divided as follows. In Section 2, we give the proof of Theorem 1.1. In Section 3, we prove the existence and uniqueness of $p(\cdot, \cdot)$, solution of (1.1) with an $L^2$-source term, justify the integral representation (1.13) and the $L^2$-regularity of the source term $\frac{\omega \beta_0}{c_p} \text{Im} (\varepsilon) |E|^2$ appearing in (1.1). Finally, we justify the point (2) of Section 1.4 in Section 4.

2. PROOF OF THEOREM 1.1

We start by integrating (1.14), with respect to $t$ from 0 to $r$, to obtain

$$\int_0^r p(x, t)\, dt = \int_\Omega G(x, r, y) \text{Im} (\varepsilon)(y) |u_1|^2(y)\, dy - \int_\Omega G(x, 0, y) \text{Im} (\varepsilon)(y) |u_1|^2(y)\, dy.$$  

For the second integral on the right hand side, from (1.9), we have

$$G(y, 0, x) = \sum_{k=-1}^{+\infty} \alpha_k(y, x) \Theta_k (-\tau^2(y, x)) = 0,$$

then

$$\int_0^r p(x, t)\, dt = \int_\Omega G(x, r, y) \text{Im} (\varepsilon)(y) |u_1|^2(y)\, dy - \int_\Omega \text{Im} (\varepsilon)(y) |u_1|^2(y) \alpha_{-1}(y, x) \delta (r^2 - \tau^2(y, x))\, dy$$

$$+ \int_\Omega \text{Im} (\varepsilon)(y) |u_1|^2(y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \Theta_k (r^2 - \tau^2(y, x))\, dy.\quad (2.1)$$

Now, using the fact that

$$\delta (r^2 - \tau^2(y, x)) = \frac{\delta (r - \tau(y, x)) + \delta (r + \tau(y, x))}{2r} = \frac{\delta (r - \tau(y, x))}{2r}$$
Lemma 2.1. a Riemannian surface to a Riemannian volume. For the first integral on the right hand side, we need the following lemma to transform the integral from (2.6)

Next, to write short formulas we need to fix some notations. For this, we set (2.3)

To give sense to the first term on the right hand side, we need the relation, see [14, Chapter III, Section 1.3],

Using this formula, we rewrite (2.2) as

Next, to write short formulas we need to fix some notations. For this, we set

* Riemannian surface of center $x$ and radius $r$ will be denoted by

* Riemannian volume of center $x$ and radius $r$ will be denoted by

With these notations, the equation (2.3) takes the following form

At this stage we integrate, with respect to the variable $r$, from 0 to $s$ to obtain

For the first integral on the right hand side, we need the following lemma to transform the integral from a Riemannian surface to a Riemannian volume.

**Lemma 2.1.** We have,

$$
\int_0^s \int_{\Omega \cap \text{RS}_r(x,r)} f(y) \, d\sigma(y) \, dr = \int_{\Omega \cap \text{RV}_r(x,s)} f(y) \left| \nabla \tau(x,y) \right| \, dy.
$$

**Proof.** See Subsection 3.3
Thanks to (2.7), we rewrite the formula (2.6) as

$$
\int_0^s 2r \int_0^r p(x,t)dt
dr = \int_{\Omega \cap RV_r(x,s)} \text{Im} (\varepsilon) (y) \ |u_1|^2 (y) \alpha_{-1}(y,x) \left| \nabla_y \tau(x,y) \right| dy \\
+ \int_0^s 2r \int_{\Omega \cap RV_r(x,r)} \text{Im} (\varepsilon) (y) \ |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y,x) \frac{(r^2 - \tau^2(y,x))^k}{k!} dy
dr.
$$

We set $p^*(x,s)$ to be

$$
p^*(x,s) := \int_0^s 2r \int_0^r p(x,t)dt
dr,
$$

we split the domain $\Omega \cap RV_r(x,\cdot)$ into $(D \cap RV_r(x,\cdot)) \cup ((\Omega \setminus D) \cap RV_r(x,\cdot))$ then regarding the definition of the permittivity function $\varepsilon(\cdot)$, given by (1.3), we obtain

$$
p^*(x,s) = \int_{D \cap RV_r(x,s)} |u_1|^2 (y) \alpha_{-1}(y,x) \left| \nabla_y \tau(x,y) \right| dy \\
+ \int_{D \cap RV_r(x,r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y,x) \frac{(r^2 - \tau^2(y,x))^k}{k!} dy
dr.
$$

To analyse the last two terms, of the previous formula, we need the following lemma.

**Lemma 2.2.** Let $f$ be sufficiently smooth function and $\delta$ positive parameter, then

$$
\int_{(\Omega \setminus D) \cap RV_r(x,\delta)} f(y) \text{Im}(\varepsilon_0)(y) \ |u_1|^2 (y) dy = \int_{\Omega \cap RV_r(x,\delta)} f(y) \text{Im}(\varepsilon_0)(y) \ |u_0|^2 (y) dy + O \left( \gamma a^{3-h} \right).
$$

**Proof.** The proof is similar, taking into consideration the smallness of the imaginary part of the permittivity function, to the one given to prove Lemma 2.3 of the reference [15]. \hfill \Box

Thanks to Lemma 2.2, we deduce that

$$
I_3 := \int_{(\Omega \setminus D) \cap RV_r(x,s)} \text{Im} (\varepsilon_0) (y) \ |u_1|^2 (y) \alpha_{-1}(y,x) \left| \nabla_y \tau(x,y) \right| dy \\
= \int_{\Omega \cap RV_r(x,s)} \text{Im} (\varepsilon_0) (y) \ |u_0|^2 (y) \alpha_{-1}(y,x) \left| \nabla_y \tau(x,y) \right| dy + O \left( \gamma a^{3-h} \right)
$$

and

$$
I_4 := \int_{(\Omega \setminus D) \cap RV_r(x,r)} \text{Im} (\varepsilon_0) (y) \ |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y,x) \frac{(r^2 - \tau^2(y,x))^k}{k!} dy \\
= \int_{\Omega \cap RV_r(x,r)} \text{Im} (\varepsilon_0) (y) \ |u_0|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y,x) \frac{(r^2 - \tau^2(y,x))^k}{k!} dy + O \left( \gamma a^{3-h} \right).
$$
Consequently,

\[
p^*(x, s) = \text{Im} (\epsilon_p) \int_{D \cap RV_r(x, s)} |u_1|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| \, dy \\
+ \text{Im} (\epsilon_p) \int_0^s 2 r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \left( \frac{r^2 - \tau^2(y, x)}{k!} \right) \, dy \, dr \\
+ \int_{\Omega \cap RV_r(x, s)} \text{Im} (\epsilon_0) (y) |u_0|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| \, dy \\
+ \int_0^s 2 r \int_{\Omega \cap RV_r(x, r)} \text{Im} (\epsilon_0) (y) |u_0|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \left( \frac{r^2 - \tau^2(y, x)}{k!} \right) \, dy \, dr,
\]

which can be estimated at most as \( O(\gamma) \). Then,

\[
p^*(x, s) = \text{Im} (\epsilon_p) \int_{D \cap RV_r(x, s)} |u_1|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| \, dy \\
+ \text{Im} (\epsilon_p) \int_0^s 2 r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \left( \frac{r^2 - \tau^2(y, x)}{k!} \right) \, dy \, dr + O(\gamma).
\]

To analyse the contribution of the injected nano-particle into the generated pressure, we must look at the behaviour of \( p^*(x, s) \), with respect to \( s \), in three intervals of time. Before the entrance time, between the entrance time and the exit time and after the exit time. For this, we recall that

\[
\tau_1(x, z) = \left( \text{Inf}_{y \in D} \tau(x, y) \right) - a \quad \text{and} \quad \tau_2(x, z) = \left( \text{Sup}_{y \in D} \tau(x, y) \right) + a.
\]

Moreover, the smoothness of the function \( \tau(x, \cdot) \) allows us to deduce

\[
|\tau_1(x, z) - \tau_2(x, z)| = O(a).
\]

Now, regarding the value of \( s \) we can distinguish three cases

* Case when \( s < \tau_1(x, z) \) (hence \( r < \tau_1(x, z) \)).
  In this case \( D \cap RV_r(x, s) \equiv D \cap RV_r(x, r) \equiv \{0\} \) and, then, the equation (2.8) will be reduced to the following formula

\[
p^*(x, s) = O(\gamma).
\]

* Case when \( \tau_1(x, z) < s < \tau_2(x, z) \).
In this case, first, we rewrite (2.8) as

\[ p^*(x, s) = \text{Im} \left( \epsilon_p \int_{D \cap RV_r(x,s)} |u_1|^2(y) \alpha_{-1}(y,x) \left| \nabla \tau(y,x) \right| dy \right) \]

\[ + \int_{D \cap RV_r(x,r)} |u_1|^2(y) \sum_{k=0}^{\infty} \alpha_k(y,x) \left( \frac{r^2 - \tau^2(y,x)}{k!} \right) dy dr \]

\[ + \int_{D \cap RV_r(x,r)} |u_1|^2(y) \sum_{k=0}^{\infty} \alpha_k(y,x) \left( \frac{r^2 - \tau^2(y,x)}{k!} \right) dy dr + O(\gamma). \]

Remark that in the second integral we have \( D \cap RV_r(x,r) = \{ 0 \} \), then

\[ p^*(x, s) = \text{Im} \left( \epsilon_p \int_{D \cap RV_r(x,s)} |u_1|^2(y) \alpha_{-1}(y,x) \left| \nabla \tau(y,x) \right| dy \right) \]

\[ + \int_{D \cap RV_r(x,r)} |u_1|^2(y) \sum_{k=0}^{\infty} \alpha_k(y,x) \left( \frac{r^2 - \tau^2(y,x)}{k!} \right) dy dr + O(\gamma). \]

(a) For the first integral, using Taylor expansion near the point \( z^* \in D \cap RV_r(x,s) \) and the a priori estimation given by (1.17), we obtain

\[ I_1 := \int_{D \cap RV_r(x,s)} |u_1|^2(y) \alpha_{-1}(y,x) \left| \nabla \tau(y,x) \right| dy \]

\[ = \alpha_{-1}(z^*, x) \left| \nabla \tau(z^*, x) \right| \int_{D \cap RV_r(x,s)} |u_1|^2(y) dy + O(a^{4-2h}). \]

(b) For the second integral we have

\[ I_2 := \int_{\tau_1(x,z)}^{s} 2r \int_{D \cap RV_r(x,r)} |u_1|^2(y) \sum_{k=0}^{\infty} \alpha_k(y,x) \left( \frac{r^2 - \tau^2(y,x)}{k!} \right) dy dr \]

\[ \leq 2s \sup_{y \in D} \left| \alpha_{-1}(y,x) \right| \left( \sum_{k=0}^{\infty} |\alpha_k(y,x)| \frac{r^2 - \tau^2(y,x)}{k!} \left| s - \tau_1(x,z) \| u_1 \|^2_{L^2(D \cap RV_r(x,r))} \right) \right. \]

\[ \lesssim \left| s - \tau_1(x,z) \right| \left\| u_1 \right\|^2_{L^2(D)} = O(a^{4-2h}), \]

where the last estimation is a consequence of (2.9) and (1.17).

Consequently, from \( I_1 \) and \( I_2 \), the expression of \( p^*(x,s) \) will be reduced to

\[ p^*(x, s) = \text{Im} \left( \epsilon_p \alpha_{-1}(z^*, x) \left| \nabla \tau(z^*, x) \right| \int_{D \cap RV_r(x,s)} |u_1|^2(y) dy + O(a^{4-2h}) + O(\gamma). \right) \]

We set

\[ \Psi_1(x, z^*) := \text{Im} \left( \epsilon_p \alpha_{-1}(z^*, x) \left| \nabla \tau(z^*, x) \right| \right) \]

then

\[ p^*(x, s) = \Psi_1(x, z^*) \int_{D \cap RV_r(x,s)} |u_1|^2(y) dy + O(a^{4-2h}) + O(\gamma). \]

* Case when \( \tau_2(x,z) < s \).
In this case, first, we rewrite \((2.8)\) as
\[
p^*(x, s) = \text{Im} \left( \epsilon_p \right) \int_{D \cap RV_r(x, s)} |u_1|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| dy \\
+ \text{Im} \left( \epsilon_p \right) \int_{\tau_1(x, z)}^{\tau_2(x, z)} 2r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \frac{(r^2 - \tau^2(y, x))^k}{k!} dy dr \\
+ \text{Im} \left( \epsilon_p \right) \int_{\tau_1(x, z)}^{\tau_2(x, z)} 2r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \frac{(r^2 - \tau^2(y, x))^k}{k!} dy dr \\
+ \text{Im} \left( \epsilon_p \right) \int_{\tau_2(x, z)}^{s} 2r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \frac{(r^2 - \tau^2(y, x))^k}{k!} dy dr + O(\gamma).
\]

Remark that in the second integral we have \(D \cap RV_r(x, r) = \emptyset\), for the first integral we have \(D \cap RV_r(x, s) = D\) and for the fourth integral we have \(D \cap RV_r(x, r) = D\), then
\[
p^*(x, s) = \text{Im} \left( \epsilon_p \right) \int_{D} |u_1|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| dy \\
+ \text{Im} \left( \epsilon_p \right) \int_{\tau_1(x, z)}^{\tau_2(x, z)} 2r \int_{D \cap RV_r(x, r)} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(y, x) \frac{(r^2 - \tau^2(y, x))^k}{k!} dy dr + O(\gamma).
\]

As done in the estimation of \(I_2\), using the estimation \((2.9)\) and \((1.17)\), we reduce the previous formula to
\[
p^*(x, s) = \text{Im} \left( \epsilon_p \right) \int_{D} |u_1|^2 (y) \alpha_{-1}(y, x) \left| \nabla \tau(y, x) \right| dy \\
+ \text{Im} \left( \epsilon_p \right) \int_{\tau_2(x, z)}^{s} 2r \int_{D} |u_1|^2 (y) \sum_{k=0}^{+\infty} \alpha_k(z, x) \frac{(r^2 - \tau^2(y, x))^k}{k!} dy dr + O(a^{4-2h}) + O(\gamma).
\]

Now, using Taylor expansion near \(z\), the center of the nano-particle, we obtain
\[
p^*(x, s) = \text{Im} \left( \epsilon_p \right) \left[ \alpha_{-1}(z, x) \left| \nabla \tau(z, x) \right| + \int_{\tau_2(x, z)}^{s} 2r \sum_{k=0}^{+\infty} \alpha_k(z, x) \frac{(r^2 - \tau^2(z, x))^k}{k!} dr \right] \int_{D} |u_1|^2 (y) dy \\
+ O(a^{4-2h}) + O(\gamma).
\]

We set
\[
\Psi_2(x, z, s) := \text{Im} \left( \epsilon_p \right) \left[ \alpha_{-1}(z, x) \left| \nabla \tau(z, x) \right| + \int_{\tau_2(x, z)}^{s} 2r \sum_{k=0}^{+\infty} \alpha_k(z, x) \frac{(r^2 - \tau^2(z, x))^k}{k!} dr \right]
\]

then
\[
p^*(x, s) = \Psi_2(x, z, s) \int_{D} |u_1|^2 (y) dy + O(a^{4-2h}) + O(\gamma).
\]

This ends the proof of Theorem 1.1.
3. Well-posedeness and Integral Representations

3.1. Well-posedness for the wave equation with $L^2$-source terms. We start by recalling the acoustic model given by \[1.1\],

\[
\begin{align*}
\partial_t^2 p(x, t) - c^2(x) \nabla^2 p(x, t) &= -c^2(x) \nabla \log(\rho(x)) \cdot \nabla p(x, t) \quad \text{in } \mathbb{R}^3 \times \mathbb{R}^+, \\
\partial_t p(x, 0) &= 0 \quad \text{and} \quad p(x, 0) = \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(x) |E|^2(x) \quad \text{in } \mathbb{R}^3.
\end{align*}
\]

We denote by $H(\cdot, \cdot)$, the Green’s kernel solution, in the distributional sense, of

\[
\begin{align*}
\partial_t^2 H(x, t, y, s) - c^2(x) \nabla^2 H(x, t, y, s) &= \delta(x) \delta(t) \quad \text{in } \mathbb{R}^3 \times \mathbb{R}^+, \\
\partial_t H(x, 0) &= H(x, 0) = 0 \quad \text{in } \mathbb{R}^3.
\end{align*}
\]

By applying the Laplace transform to the equations (3.1) and (3.2), we obtain

\[
\begin{align*}
\Delta \mathcal{L} \text{ap}(p)(x, s) + \frac{(i s)^2}{c^2(x)} \mathcal{L} \text{ap}(p)(x, s) &= \nabla \log(\rho(x)) \cdot \nabla \mathcal{L} \text{ap}(p)(x, s) - \frac{s \omega \beta_0}{c_p} \text{Im}(\varepsilon)(x) |E|^2(x), \\
\Delta \mathcal{L} \text{ap}(H)(x, s) + \frac{(i s)^2}{c^2(x)} \mathcal{L} \text{ap}(H)(x, s) &= -\frac{1}{c^2(x)} \delta(x) = -\frac{1}{c^2(y)} \delta(x).
\end{align*}
\]

Hence, we deduce that $\mathcal{L} \text{ap}(p)$ satisfies a Helmholtz equation with variable wave number and $\mathcal{L} \text{ap}(H)$, clearly, is its associated Green’s kernel. Thanks to Green’s formula we deduce that

\[
\text{ap}(p)(x, s) = s \mathcal{L} \text{ap} \left( \int_\Omega H(x, t, y) \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(y) |E|^2(y) \ dy \right) (s) = -\int_\Omega \mathcal{L} \text{ap}(H)(x, s) c^2(y) \nabla \log(\rho(y)) \cdot \nabla \mathcal{L} \text{ap}(p)(y, s) \ dy.
\]

By taking the Laplace inverse transform, we deduce that

\[
p(x, t) = \partial_t \int_\Omega H(x, t, y) \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(y) |E|^2(y) \ dy
datax dh.
\]

Next, we set $K_1(\cdot)$ to be the operator defined by

\[
K_1(p(\cdot, t))(x) := \int_\Omega \int_0^t H(x, t-h, y) c^2(y) \nabla \log(\rho(y)) \cdot \nabla p(y, h) \ dh \ dy.
\]

Then,

\[
\|K_1(p(\cdot, t))\|_{L^2(\Omega)}^2 \leq |\Omega| \ t \ \int_\Omega \int_0^t \left| H(x, t-h, y) c^2(y) \nabla \log(\rho(y)) \cdot \nabla p(y, h) \right|^2 \ dy \ dx \ dh,
\]

and using the continuity of the convolution operator, with respect to the Helmholtz kernel $H(\cdot, t-h, \cdot)$, from $\mathbb{H}^{-1}(\Omega)$ to $\mathbb{H}^1(\Omega)$, we obtain:

\[
\|K_1(p(\cdot, t))\|_{L^2(\Omega)}^2 \leq |\Omega| \ t \ \|c^2\|_{L^2(\Omega)}^2 \ \|\nabla \log(\rho)\|_{L^2(\Omega)}^2 \ \int_0^t \|\nabla p(\cdot, h)\|_{L^2(\Omega)}^2 \ dh,
\]

hence, using the continuity of the gradient operator from $L^2(\Omega)$ to $\mathbb{H}^{-1}(\Omega)$, we obtain:

\[
\|K_1(p(\cdot, t))\|_{L^2(\Omega)}^2 \leq |\Omega| \ t \ \|c^2\|_{L^2(\Omega)}^2 \ \|\nabla \log(\rho)\|_{L^2(\Omega)}^2 \ \|\nabla\|_{L^2(\Omega)}^2 \ \int_0^t \|p(\cdot, h)\|_{L^2(\Omega)}^2 \ dh.
\]
Now, by taking the $L^2(\Omega)$-norm in both sides of (3.3) and gathering with (3.4) we obtain:

$$\|p(\cdot, t)\|^2_{L^2(\Omega)} \leq 2 \left( \partial_t \int_{\Omega} H(\cdot, t, y) \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(y) |E|^2(y) \, dy \right)^2_{L^2(\Omega)}$$

$$+ 2 |\Omega| \, t \|c^2\|_{L^\infty(\Omega)}^2 \|\nabla \log(\rho)\|_{L^\infty(\Omega)}^2 \|\nabla\|^2_{L^2} \int_0^t \|p(\cdot, h)\|^2_{L^2(\Omega)} \, dh.$$  

Thanks to the integral form of Grönwall Lemma, we deduce

$$\|p(\cdot, t)\|^2_{L^2(\Omega)} \leq \alpha \left( \partial_t \int_{\Omega} H(\cdot, t, y) \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(y) |E|^2(y) \, dy \right)^2_{L^2(\Omega)},$$

where

$$\alpha = 2 + 4 |\Omega| \, t \|c^2\|_{L^\infty(\Omega)}^2 \|\nabla \log(\rho)\|_{L^\infty(\Omega)}^2 \|\nabla\|^2_{L^2} \, e^t.$$  

By referring to [27, Theorem 7.1, formula 25], we know that the operator $K_2$, defined by the expression

$$K_2(f)(x, t) := \partial_t \int_{\Omega} H(x, t, y) f(y) \, dy,$$

is a continuous operator from $L^2(\Omega)$ to $L^2(\Omega)$, with $\lambda_2$ as a constant of continuity, which is uniform in $t \in [0, T]$. Hence,

$$\|p(\cdot, t)\|_{L^2(\Omega)} \leq \lambda_2 \alpha \frac{\omega \beta_0}{c_p} \|\text{Im}(\varepsilon)\|_{L^\infty(\Omega)} \|E\|^2_{L^2(\Omega)}, \quad \forall \, t \in [0, T].$$

This concludes the proof.

### 3.2. Integral representation of the pressure, i.e. proof of (1.13). By taking the Laplace transform with respect to time variable, that we denote in the sequel by $\text{Lap}(\cdot)$, in both sides of (1.8) and using the initial conditions, we obtain

$$s^2 \Delta \text{Lap}(G)(x, s) - c^2(x) \Delta \text{Lap}(\Delta G)(x, s) + c^2(x) \nabla \log(\rho(x)) \cdot \nabla \text{Lap}(G)(x, s) = \delta_0(x) \, \text{Lap}(\delta_0)(s).$$

From $\text{Lap}(\Delta G) = \Delta \text{Lap}(G)$, where $\Delta$ is taken with respect to spatial variable, we end up with the following equation

$$\Delta \text{Lap}(G)(x, s) - \nabla \log(\rho(x)) \cdot \nabla \text{Lap}(G)(x, s) + \frac{(i s)^2}{c^2(x)} \text{Lap}(G)(x, s) = -c^{-2}(x) \delta_0(x).$$

Analogous computations for the wave equation (1.11) allow us to get

$$\Delta \text{Lap}(p)(x, s) - \nabla \log(\rho(x)) \cdot \nabla \text{Lap}(p)(x, s) + \frac{(i s)^2}{c^2(x)} \text{Lap}(p)(x, s) = -\frac{s}{c^2(x)} \frac{\omega \beta_0}{c_p} \text{Im}(\varepsilon)(x) |E|^2(x) \chi(x).$$

By gathering (3.5) and (3.6), we obtain the following representation

$$\text{Lap}(p)(x, s) = \frac{\omega \beta_0}{c_p} s \int_{\Omega} \text{Lap}(G)(x, y, s) \text{Im}(\varepsilon)(y) |E|^2(y) \, dy = \frac{\omega \beta_0}{c_p} s \text{Lap} \left( \int_{\Omega} G(x, y, t) \text{Im}(\varepsilon)(y) |E|^2(y) \, dy \right)(s).$$

Again, using the fact that $G(x, 0) = 0$, for $x \in \mathbb{R}^3$, and the Laplace transform we rewrite the previous formula as

$$\text{Lap}(p)(x, s) = \frac{\omega \beta_0}{c_p} \text{Lap} \left( \partial_t \int_{\Omega} G(x, y, t) \text{Im}(\varepsilon)(y) |E|^2(y) \, dy \right)(s).$$

Finally, by taking the inverse Laplace transform in both sides we obtain

$$p(x, t) = \frac{\omega \beta_0}{c_p} \partial_t \int_{\Omega} G(x, y, t) \text{Im}(\varepsilon)(y) |E|^2(y) \, dy.$$
3.3. Proof of Lemma 2.4 First,
\[
\int_0^s \int_{\Omega \cap \mathcal{R}(x,r)} f(y) \, d\sigma(y) \, dr = \int_0^s \int_{\mathcal{R}(x,r)} \chi_\Omega(y) \, f(y) \, d\sigma(y) \, dr
\]
we have
\[
\int_0^s \int_{\tau(x,r)=r} \chi_\Omega(y) \, f(y) \, d\sigma(y) \, dr
\]
\[
= \int_{-\infty}^{+\infty} \chi_{[0,\tau]}(r) \int_{\tau(x,r)=r} \chi_\Omega(y) \, f(y) \, d\sigma(y) \, dr
\]
\[
= \int_{-\infty}^{+\infty} \left( \int_{\tau(x,r)=r} \chi_\Omega(y) \, f(y) \chi_{[\tau(x,r) \leq s]}(y) \, d\sigma(y) \right) \, dr,
\]
then, using Coarea formula, see for instance Theorem 5 in Appendix C of [13], we obtain:
\[
\int_0^s \int_{\Omega \cap \mathcal{R}(x,r)} f(y) \, d\sigma(y) \, dr = \int_{\mathbb{R}^3} \chi_\Omega(y) \, f(y) \chi_{[\tau(x,y) \leq s]}(y) \, \left| \nabla \tau(x,y) \right| \, dy
\]
\[
= \int_{\Omega \cap \{\tau(x,y) \leq s\}} f(y) \left| \nabla \tau(x,y) \right| \, dy \int_{\Omega \cap \mathcal{R}(x,s)} f(y) \left| \nabla \tau(x,y) \right| \, dy.
\]
This ends the proof.

3.4. Regularity of the electric field $u_1 := E$. The goal of this subsection is to justify the $L^2(\mathbb{R}^3)$–integrability of the source term given by $\frac{\omega^2}{c_p} \operatorname{Im}(\varepsilon) |E|^2$. Thanks to the fact that $\operatorname{Im}(\varepsilon)$ is smooth function and vanishing one outside $\Omega$, we reduce the computations check to the $L^1(\Omega)$–integrability of the electric field $u_1$ solution of the following Lippmann-Schwinger equation (L.S.E),
\[
u(x) + \omega^2 \mu \int_D \Pi(x,y) \cdot u_1(y) (\varepsilon_0(y) - \varepsilon_p) \, dy = u_0(x), \quad x \in \mathbb{R}^3,
\]
where $\Pi(\cdot, \cdot)$ is the Green tensor of the Maxwell problem with variable permittivity function. In Theorem 2.1 of [15], the previous integral representation was given sense. In addition, the coming decomposition of $\Pi(\cdot, \cdot)$ is proved
\[
\Pi(x,y) = \frac{1}{\omega^2 \mu \varepsilon_0(y)} \nabla \nabla \Phi_0(x,y) - \frac{1}{\omega^2 \mu (\varepsilon_0(y))^2} \nabla \nabla M(\Phi_0(\cdot, y) \nabla \varepsilon_0(y))(x) + R(x,y), \quad x \neq y,
\]
where, for arbitrary small $\beta > 0$, we have $R(\cdot, y) \in L^{3-\beta}(D)$. Here $\Phi_0(x,y)$ is fundamental solution of the pure Laplacian, $\Phi_0(x,y) := \frac{1}{4\pi|x-y|}$.

Remark 3.1. In (3.7), from singularity analysis point of view, we can approximate the second kernel, as
\[
\nabla \nabla M(\Phi_0(\cdot, y) \nabla \varepsilon_0(y))(x) \simeq \nabla \nabla (\Phi_0(x,y) \nabla \varepsilon_0(y)),
\]
and the third kernel as
\[
R(x,y) \simeq \Phi_0(x,y).
\]
Now, using the decomposition (3.7), the L.S.E becomes,
\[
u_1(x) - \nabla \int_D \nabla \Phi_0(x,y) \cdot u_1(y) (\varepsilon_0(y) - \varepsilon_p) \varepsilon_0(y) \, dy
\]
\[
- \int_D \nabla \nabla M(\Phi_0(\cdot, y) \nabla \varepsilon_0(y))(x) \cdot u_1(y) (\varepsilon_0(y) - \varepsilon_p) \varepsilon_0(y) \, dy
\]
\[
+ \omega^2 \mu \int_D R(x,y) \cdot u_1(y) (\varepsilon_0(y) - \varepsilon_p) \varepsilon_0(y) \, dy = u_0(x),
\]
and thanks to Remark 3.1, we can approximate the study of (3.8) by the following simplest equation

\[ (3.9) \quad u_1(x) - \nabla M \left( \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) (x) = \nabla N \left( \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) + \omega^2 \mu N (u_1 (\epsilon_0 - \epsilon_p)) (x) = u_0(x), \]

where \( N(\cdot) \) is the Newtonian operator defined from \( L^2(D) \) to \( L^2(\Omega) \) by:

\[ N(f)(x) := \int_D \Phi_0(x, y) f(y) \, dy = \int_D \frac{1}{|x-y|} f(y) \, dy. \]

To justify that \( u_1 \in L^4(\Omega) \), we split our computation into two steps. First, we prove that \( u_1 \in L^4(D) \).

After restricting the equation (1.2) into \( D \), of course using also the fact that \( \epsilon(\cdot)|_D = \epsilon_p \), see (1.3), we deduce that \( \text{div} (u_1) = 0 \) and then, by an integration by parts, we obtain:

\[ (3.10) \quad \nabla M \left( \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) = - \nabla N \left( \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) + \nabla S \left( \nu \cdot \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right), \]

where \( S(\cdot) \) is the Single-Layer operator with vanishing frequencies defined, from \( L^2(\partial B) \) to \( H^2(\partial B) \), by:

\[ S(f)(x) := \int_{\partial B} \Phi_0(x, y) f(y) \, d\sigma(y) = \int_{\partial B} \frac{1}{|x-y|} f(y) \, d\sigma(y). \]

Hence, using (3.10), the equation (3.9) becomes:

\[ u_1(x) - \nabla S \left( \nu \cdot \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right)(x) = u_0(x) - \nabla N \left( \frac{(\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) + \omega^2 \mu N (u_1 (\epsilon_0 - \epsilon_p)) (x) \]

To write a closed system of equations, we must take the normal derivative, from inside \( D \), of the previous equation and we use the jump relations of the derivative of the Single-Layer operator to obtain:

\[ \left[ \frac{(\epsilon_0 (\cdot) + \epsilon_p)}{2(\epsilon_0 (\cdot) - \epsilon_p)} I - K^* \right] \left( \nu \cdot \frac{u_1 (\epsilon_0 (\cdot) - \epsilon_p)}{\epsilon_0 (\cdot)} \right) (x) = \nu \cdot u_0(x) - \omega^2 \mu \nu \cdot N (u_1 (\epsilon_0 - \epsilon_p)) (x) \]

\[ - \nu \cdot \nabla N \left( \frac{u_1 \cdot \nabla (\epsilon_0 - \epsilon_p)}{\epsilon_0} \right) (x) \]

\[ + \nu \cdot \nabla N \left( \nabla \epsilon_0 : u_1 \left( \frac{\epsilon_0 - \epsilon_p}{(\epsilon_0)^2} \right) \right)(x), \quad x \in \partial D, \]

where \( K^*(\cdot) \) is the Neumann-Poincaré operator defined and continuous, in the case where \( \partial D \) is of class \( C^2 \), from \( H^{-\frac{1}{2}}(\partial D) \) to \( H^{\frac{1}{2}}(\partial D) \), by\(^7\)

\[ K^*(f)(x) := p.v \int_{\partial D} \frac{\partial \Phi_0}{\partial \nu(x)}(x, y) f(y) \, d\sigma(y). \]

Then from (3.11), as the right hand side is a regular term, we get \( \frac{\epsilon_0 (\cdot) - \epsilon_p}{\epsilon_0 (\cdot)} \nu \cdot u_1 \in H^{\frac{1}{2}}(\partial D) \) and then \( \nu \cdot u_1 \in H^{\frac{1}{2}}(\partial D) \). Hence, \( u_1 \in L^2(D) \), \( \text{Curl}(u_1) \in L^2(D) \), \( \nu \cdot u_1 \in H^{\frac{1}{2}}(\partial D) \) and \( \text{div} (u_1) = 0 \), then from [4] Inequality (1.4) we derive that \( u_1 \in W^{1,2}(D) \). Thanks to Rellich-Kondrachov theorem, see [10] Theorem 9.16, we have the following compact injection \( W^{1,2}(D) \hookrightarrow L^4(D) \). Therefore, \( u_1 \in L^4(D) \). To show that \( u_1 \in L^4(\Omega \setminus D) \), we rewrite (3.9) as

\[ u_1(x) + \nabla \nabla N \left( \frac{u_1 (\epsilon_0 - \epsilon_p)}{\epsilon_0} \right)(x) = \nabla N \left( \nabla \epsilon_0 : u_1 \left( \frac{\epsilon_0 - \epsilon_p}{(\epsilon_0)^2} \right) \right)(x) + \omega^2 \mu N (u_1 (\epsilon_0 - \epsilon_p)) (x) = u_0(x), \]

for \( x \in \Omega \) and use the Calderon-Zygmund inequality, see for instance [16] page 242, to deduce that \( u_1 \in L^4(\Omega) \).

---

\(^7\)The notation \( p.v \) refers to the Cauchy principal value.
4. APPENDIX. ESTIMATION OF THE ZEROS OF THE DISPERSONE EQUATION $f_n(\omega, z) = 0$

For every $z \in \Omega$ and for every $n \in \mathbb{N}$, the dispersion equation

$$f_n(\omega, z) := \epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega))\lambda_n = 0,$$  \hspace{1cm} (4.1)

has one and only one solution in the complex plan, that we denote by $\omega_{n, C}$, given by:

$$\omega_{n, C} = \frac{-\gamma_p \mp \sqrt{-\gamma_p^2 + 4 \left( \omega_0^2 + \frac{\epsilon_\infty \lambda_n \omega_p^2}{\epsilon_\infty \lambda_n + (1 - \lambda_n) \epsilon_0(z)} \right)}}{2},$$  \hspace{1cm} (4.2)

with it’s dominant part contained in the interval $(\omega_0; \sqrt{\omega_0^2 + \omega_0^2})$. Our aims here is, for fixed $n_0 \in \mathbb{N}$, to get an approximate root in the positive reel line to $\omega_{n_0, C}$. To this end, we start by taking the Imaginary part in both sides of the dispersion equation given by (4.1), to obtain:

$$\text{Im} \left( f_{n_0}(\omega, z) \right) = \text{Im} \left( \epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega))\lambda_{n_0} \right)$$

and investigating a solution for the equation $\text{Re} \left( \epsilon_0(\cdot) \right)_{|_{\Omega}} + \gamma_p \approx 0$, which implies the smallness of the imaginary part of the dispersion equation. Analogously, by taking the reel part in both sides of the dispersion equation (4.1), we obtain:

$$\text{Re} \left( f_{n_0}(\omega, z) \right) = \text{Re} \left( \epsilon_0(z) - (\epsilon_0(z) - \epsilon_p(\omega))\lambda_{n_0} \right)$$

and investigating a solution for the equation $\text{Re} \left( f_{n_0}(\omega, z) \right) = 0$, will be reduced to solve the quadratic equation, with respect to the unknown $\omega^2$, given by

$$\omega^4 + \omega^2 \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right) + \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} = 0.$$  \hspace{1cm} (4.3)

Now, by computing it’s corresponding discriminant we have:

$$\Delta = \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right)^2 - 4 \left( \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right)$$

and investigating a solution for the equation $\text{Re} \left( f_{n_0}(\omega, z) \right) = 0$, will be reduced to solve the quadratic equation, with respect to the unknown $\omega^2$, given by

$$\omega^4 + \omega^2 \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right) + \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} = 0.$$  \hspace{1cm} (4.4)

and investigating a solution for the equation $\text{Re} \left( f_{n_0}(\omega, z) \right) = 0$, will be reduced to solve the quadratic equation, with respect to the unknown $\omega^2$, given by

$$\omega^4 + \omega^2 \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right) + \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} = 0.$$  \hspace{1cm} (4.3)

and investigating a solution for the equation $\text{Re} \left( f_{n_0}(\omega, z) \right) = 0$, will be reduced to solve the quadratic equation, with respect to the unknown $\omega^2$, given by

$$\omega^4 + \omega^2 \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right) + \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} = 0.$$  \hspace{1cm} (4.3)

and investigating a solution for the equation $\text{Re} \left( f_{n_0}(\omega, z) \right) = 0$, will be reduced to solve the quadratic equation, with respect to the unknown $\omega^2$, given by

$$\omega^4 + \omega^2 \left( -2 \omega_0^2 + \gamma_p^2 - \frac{\omega_p^2 \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} \right) + \omega_0^4 + \frac{\omega_p^2 \omega_n \lambda_{n_0} \epsilon_\infty}{\lambda_{n_0} \epsilon_\infty + (1 - \lambda_{n_0}) \text{Re} \left( \epsilon_0(z) \right)} = 0.$$  \hspace{1cm} (4.3)
Hence, by denoting \( \omega^2_{n_0} \) the associated solution to (4.3), we obtain:

\[
\omega^2_{n_0} = -\left( -2\omega_0^2 + \gamma_p^2 - \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right) \pm \sqrt{\Delta}
\]

\[
\Delta = \frac{2}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \left( 2\omega_0^2 - \gamma_p^2 + \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right) \pm \left( \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right) + \mathcal{O}(\gamma^2_p)
\]

To avoid the trivial solution \( \omega^2_{n_0} = \omega_0^2 + \mathcal{O}(\gamma^2_p) \), we choose in the previous formula the positive sign to end with:

\[
\omega^2_{n_0} = \left( \omega_0^2 + \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right) + \mathcal{O}(\gamma^2_p),
\]

then

\[
\omega_{n_0} = \left( \omega_0^2 + \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right)^{\frac{1}{2}} + \mathcal{O}(\gamma^2_p).
\]

Next, for the previous solution, we set its dominant part to be:

\[
(4.5) \quad \omega_{n_0} := \left( \omega_0^2 + \frac{\omega^2_p \lambda_{n_0} \epsilon_{\infty}}{\lambda_{n_0} \epsilon_{\infty} + (1 - \lambda_{n_0}) \text{Re}(\epsilon_0(z))} \right)^{\frac{1}{2}}.
\]

Additionally, in effortless manner, we can check that

\[
f_{n_0}(\omega_{n_0}, z) = i \text{Im}(\epsilon_0(z)) (1 - \lambda_{n_0}) + \mathcal{O}(\gamma_p) = \gamma + \mathcal{O}(\gamma_p)
\]

\[
|f_{n_0}(\omega_{n_0}, z)| \leq \text{Im}(\epsilon_0(z)) \|L^\infty(\Omega) + \mathcal{O}(\gamma_p)
\]

Consequently, from (4.19), we deduce that \( p^*(x, s, \cdot) \) admits a peaks near \( \omega_{n_0} \). Therefore by plotting the curve \( \omega \rightarrow p^*(x, s, \omega) \), for \( x \in \Omega \) and \( s > \tau_2(x, z) \) fixed, in the interval \((\omega_0; \omega_{\max})\), see Figure 1a we can estimate \( \omega_{n_0} \) and hence reconstruct \( \epsilon_0(z) \) as

\[
\epsilon_0(z) = \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0}),
\]

which is an approximate solution to the exact one defined, i.e. constructed by \( \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0}, \cdot) \). More precisely we have,

\[
\text{Error} := \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0}) - \frac{\lambda_{n_0}}{(\lambda_{n_0} - 1)} \epsilon_p(\omega_{n_0}, \cdot)
\]

\[
\text{Error} := \frac{\lambda_{n_0} \epsilon_{\infty} \omega_p^2}{(\lambda_{n_0} - 1)} \left( \omega_{n_0}^2 - \omega_{n_0, \cdot}^2 \right) + i \gamma_p (\omega_{n_0, \cdot} - \omega_{n_0})
\]

\[
\text{Error} \leq \left| \omega_{n_0}^2 - \omega_{n_0, \cdot}^2 \right| + \mathcal{O}(\gamma_p)
\]

Then, using (4.5) and (4.2), we deduce

\[
\text{Error} \leq \text{Im}(\epsilon_0(z)) + \mathcal{O}(\gamma_p) \leq \|\text{Im}(\epsilon_0(z))\|_{L^\infty(\Omega)} + \mathcal{O}(\gamma_p)
\]
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