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Abstract—Missing values creates different type of problems in the dataset leads to difficult for data analysis. In this research work, student database is taken contains marks of four different subjects in engineering college. Mean, Mode and Median Imputation were used to deal with challenges of incomplete data. Using imputation methods like Mean, Mode and Median Imputation on the dataset convert incomplete data in to complete data and found out to be predicted value by using Proposed Method with Mean Imputation Method in place of missing value. Similarly found out to be predicted value by using Proposed Method with Mode Imputation Method in place of missing value. Also found out to be predicted value by using Proposed Method with Median Imputation Method in place of missing value. Compares Predicted value and original value from the missing dataset at respective feature and found out to be a percentage Accuracy. By comparing the result Proposed Method with Mean Imputation Method shown the best result as compare as to other Imputation Method.
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I. INTRODUCTION

Missing data imputation methods can be utilized for to make dataset complete. Missing data imputation techniques replacing missing values of a dataset at respective feature so that data analysis methods can be applied to retrieve the necessary knowledge from the dataset [1].

In this research work, student database is taken contains marks of four different subjects in engineering college. Mean, Mode and Median Imputation were used to deal with challenges of incomplete data. Using imputation methods like Mean, Mode and Median Imputation on the dataset convert incomplete data in to complete data and found out to be predicted value by using Proposed Method with Mean Imputation Method in place of missing value. Similarly found out to be predicted value by using Proposed Method with Mode Imputation Method in place of missing value. Also found out to be predicted value by using Proposed Method with Median Imputation Method in place of missing value.

Compares Predicted value and original value from the missing dataset at respective feature and found out to be a percentage Accuracy. By comparing the result Proposed Method with Mean Imputation Method shown the best result as compare as to other Imputation Method.

The organization of the paper is Section 1: Introduction, Section 2: Literature Reviews, Section 3: Dataset Used, Section 4: Methodology, Section 5: Experimental Result and Analysis, Section 6: Conclusions.
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II. LITERATURE REVIEWS

2.1 Four Different Methods to Deal with Missing Values

A. Case Deletion (CD) - It is also known as complete case analysis. This method consists of discarding all instances (cases) with missing values for at least one feature. A variation of this method consists of determining the extent of missing data on each instance and attribute, and deletes the instances and/or attributes with high levels of missing data. Before deleting any attribute, it is necessary to evaluate its relevance to the analysis. Unfortunately, relevant attributes should be kept even with a high degree of missing values for other situations where the sample size is insufficient or some structure exists in the missing data, CD has been shown to produce more biased estimates than alternative methods. CD should be applied only in cases in which data are missing completely at random.

B. Mean Imputation (MI). The method replaces the missing values for a given feature (attribute) by mean of all the known values for that particular attribute by using the following equation. Let us consider that the value of $x_{ij}$ of the $k_{th}$ class, $C_k$, is missing then $x_{ij}$ is calculated as

$$
\hat{x}_{ij} = \frac{\sum_{i} x_{ij}}{n_k}
$$

Where $n_k$ represents the number of non missing values in the $i_{th}$ feature of the $k_{th}$ class.

C. Median Imputation (MDI). This method uses median of all known values of the feature or attribute in the class where the missing value present in the feature by using the following equation. Consider the value $x_{ij}$ of the $k_{th}$ class, $C_k$, is missing. It will be calculated as

$$
x_{ij} = \text{median}\{i:x_{ij}\in C_k\}\{x_{ij}\}
$$

Instead of mean and median, mode also can be in imputation. Imputation method is applied separately for many attribute. However, imputation does not consider co-relation structure of the data [6].

D. Mode Imputation Method (MI)

Mode Imputation Method replacing missing values with the mode of all attributes which having missing value. To reduce the influence of exceptional data, median can also be used. This is one of the most commonly used methods [6].

III. DATASET USED

In this work dataset having characteristics is given below.
Number of Instances: 5000, 10,000, 15,000, 20,000
Number of Attributes: 05
(Record No., M1, ECE, EM, EE)

Dataset contains marks of four different subjects of engineering college. In dataset randomly distributed the missing values in each attribute to become the incomplete dataset. Record. No. in the Dataset is used are imaginary and generated for the data analysis purpose in data mining process. In dataset M1, ECE, EM, EE are the subject in engineering college and class test marks for each subject is out of twenty marks for each subject respectively. The structure of Dataset as shown in the table 1.
### Table No. 1. Dataset

| Record. No. | Subject1 | Subject2 | Subject3 | Subject4 |
|-------------|----------|----------|----------|----------|
| 01          | X1       | X2       | X3       | X4       |
| ..          | ..       | ..       | ..       | ..       |
| N           | XN       | XN       | XN       | XN       |

**IV. METHODOLOGY**

**4.1 Proposed Method with Mean Imputation**

A. This method finds out mean of all corresponding feature or column

B. Multiply mean value of corresponding feature where missing value appears with values of the next feature and divided by mean of the second feature by following equation

$$A = \frac{\text{MEAN}_x}{\text{MEAN}_2}$$  \hspace{1cm} (3)

C. Multiply mean value of corresponding feature where missing value appears with values of the next feature and divided by mean of the third feature by following equation

$$B = \frac{\text{MEAN}_x}{\text{MEAN}_3}$$  \hspace{1cm} (4)

D. Multiply mean value of corresponding feature where missing value appears with values of the next feature and divided by mean of the fourth feature by following equation

$$C = \frac{\text{MEAN}_x}{\text{MEAN}_4}$$  \hspace{1cm} (5)

E. By taking average value of A, B and C from equation no. 3, 4, 5 respectively by using following equation

$$\text{Average} = \frac{A + B + C}{3}$$  \hspace{1cm} (6)

F. After finding the average value place that value at respective missing values in the data set so as to become complete data set for analysis purpose

**4.2 Proposed Method with Mode Imputation**

A. This method finds out mode of all corresponding feature or column

B. Multiply mode value of corresponding feature where missing value appears with values of the next feature and divided by mode of the second feature by following equation

$$A = \frac{\text{MODE}_x}{\text{MODE}_2}$$  \hspace{1cm} (7)

C. Multiply mode value of corresponding feature where missing value appears with values of the next feature and divided by mode of the third feature by following equation

$$B = \frac{\text{MODE}_x}{\text{MODE}_3}$$  \hspace{1cm} (8)

D. Multiply mode value of corresponding feature where missing value appears with values of the next feature and divided by mode of the fourth feature by following equation

$$C = \frac{\text{MODE}_x}{\text{MODE}_4}$$  \hspace{1cm} (9)

E. By taking average value of A, B and C from equation no. 7, 8, 9 respectively by using following equation
F. After finding the average value place that value at respective missing values in the data set so as to become complete data set for analysis purpose

### 4.3 Proposed Method with Median Imputation

A. This method finds out median of all corresponding feature or column

B. Multiply median value of corresponding feature where missing value appears with values of the next feature and divided by median of the second feature by following equation

\[
A = \frac{\text{MEDIAN}_X}{\text{MEDIAN}_2}
\]  
(11) C.

Multiply median value of corresponding feature where missing value appears with values of the next feature and divided by median of the third feature by following equation

\[
B = \frac{\text{MEDIAN}_X}{\text{MEDIAN}_3}
\]  
(12)

D. Multiply median value of corresponding feature where missing value appears with values of the next feature and divided by median of the fourth feature by following equation

\[
C = \frac{\text{MEDIAN}_X}{\text{MEDIAN}_4}
\]  
(13)

E. By taking average value of A, B and C from equation no. 11, 12, 13 respectively by using following equation

\[
\text{Average} = \frac{A + B + C}{3}
\]  
(14) F.

After finding the average value place that value at respective missing values in the data set so as to become complete data set for analysis purpose

### V. EXPERIMENTAL RESULT AND ANALYSIS

5.1 For Experimental Result Student dataset is taken which contains marks of four different subjects of engineering college. Mean, Mode and Median Imputation were used to deal with challenges of incomplete data.

5.2 Using imputation methods like Mean, Mode and Median Imputation on the student dataset convert incomplete databases in to the complete database and found out to be predicted value by using Proposed Method with Mean Imputation Method in place of missing value.

5.3 Similarly found out to be predicted value by using Proposed Method with Mode Imputation Method in place of missing value.

5.4 Also found out to be predicted value by using Proposed Method with Median Imputation Method in place of missing value.

5.5 Predicted value compares with original value from the missing dataset at respective feature, Percentage Accuracy also found out. By comparing the result Proposed Method with Mean Imputation
Method shown the best result as compare to other Imputation Method. The result is shown in the Table No.2

VI. COMPARISON OF PERCENTAGE ACCURACY BY USING PROPOSED METHOD WITH IMPUTATION TECHNIQUE

| Proposed Method with Imputation Technique | Percentage Accuracy |
|------------------------------------------|----------------------|
| Predicted value by Proposed Method with Mean Imputation | Five Thousand | Ten Thousand | Fifteen Thousand | Twenty Thousand |
|                                          | 87.72                | 88.37        | 89.33           | 91.25          |
| Predicted value by Proposed Method with Mode Imputation | 84.00                | 86.33        | 89.34           | 90.80          |
| Predicted value by Proposed Method with Median Imputation | 86.99                | 87.15        | 90.45           | 91.34          |

Figure 1. Graphical Representation of Percentage Accuracy

VII. CONCLUSIONS

In this research paper using proposed method with imputation technique like Mean, Mode and Median Imputation on the student dataset and found out to be predicted value in place of missing value from the dataset. When comparing the result between Predicted value and original value also found out Percentage Accuracy. Experimental result observed that whenever size of the database grows then Percentage Accuracy also increases and proposed Method with Mean Imputation Technique is found to more suitable as compared to the other proposed method with imputation techniques to handle the missing values from the dataset.
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