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ABSTRACT

Gait recognition, a long-distance biometric technology, has aroused intense interest recently. Currently, the two dominant gait recognition works are appearance-based and model-based, which extract features from silhouettes and skeletons, respectively. However, appearance-based methods are greatly affected by clothes-changing and carrying conditions, while model-based methods are limited by the accuracy of pose estimation. To tackle this challenge, a simple yet effective two-branch network is proposed in this paper, which contains a CNN-based branch taking silhouettes as input and a GCN-based branch taking skeletons as input. In addition, for better gait representation in the GCN-based branch, we present a fully connected graph convolution operator to integrate multi-scale graph convolutions and alleviate the dependence on natural joint connections. Also, we deploy a multi-dimension attention module named STC-Att to learn spatial, temporal and channel-wise attention simultaneously. The experimental results on CASIA-B and OUMVLP show that our method achieves state-of-the-art performance in various conditions.

Index Terms— Gait recognition, two-branch neural network, graph convolution, convolutional neural network

1. INTRODUCTION

Gait recognition is a research topic for systematic study on human motion, which recently attracts increasing interest in computer vision. Due to the fact that gait can be recognized at a long-distance without the cooperation of subjects while other biometric characteristics cannot, gait recognition has considerable prospect for many practical applications, e.g., video surveillance, crime investigation and social security.

Currently, the two dominant gait recognition works are appearance-based and model-based. The first extracts features from silhouettes using CNNs [1] or transformer network [2, 3], which either compresses all silhouettes into one gait energy image (GEI) [4, 5] or regards gait as silhouette sequences [1, 6, 7, 8, 9]. However, such methods that rely on the human body shape are extremely sensitive to carrying, clothing and view-changing since these variations alter the human appearance drastically. In contrast to the above, the second category takes raw skeleton data obtained by pose estimation algorithms [10] as input and performs feature extraction through CNNs [11, 12] or GCNs [13, 14]. Although such methods can overcome the interference caused by occlusion and view-changing to a certain extent, the accuracy of pose estimation methods and the lack of information contained in skeleton data bring limitations to the improvement of gait recognition accuracy. Recently, the work in [15] has attempted to combine these two methods, however, complex models are used with weak performance improvement.

Motivated by the above analysis, we propose a simple yet effective two-branch network for gait recognition task to realize the reciprocity of appearance- and model-based methods, which can significantly promote the enhancement of recognition accuracy. Specifically, the appearance-based branch leverages stacked CNNs to extract discriminative representations from a sequence of gait silhouettes. The model-based branch deploys GCNs to learn multi-order robust and compact representations from human skeleton data.

In addition, considering that existing GCN-based methods have not been well studied and have relatively low accuracy compared to appearance-based ones, we further design two modules for representing better skeleton feature in the GCN-based branch. Specifically, previous GCN-based methods [16, 13] learn the movement patterns of human joint from a spatial-temporal graph with joints as nodes and bones as edges. However, it is indisputable that the feature extractor should not only aggregate the information of directly connected joints, but also extract multi-scale structural features and long-range dependencies on account of strong correlations between joints that are physically apart. To achieve this, existing methods [16] apply multiple adjacency matrices with different orders for various joint connections, which suffers from the balance problem between training difficulty and the effective fusion of important information from distant joints, i.e., the distant-joint connection problem. To address this problem, we present a fully-connected graph structure without natural joint connections, to adaptively integrate multi-scale graph convolutions instead of the redundant adjacency matrices for distant joints. Moreover, inspired by the effectiveness of the attention mechanism demonstrated in recent appearance-based works [17, 18], we propose an attention module named STC-Att in the model-based branch. Extensive experiments indicate that our model achieves state-of-
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the-art performance in various conditions.

The main contributions of the proposed method are summarized as follows: (1) We propose a new two-branch framework for gait recognition task, which combines appearance- and model-based features to obtain their complementary advantages. (2) In the model-based branch, we propose an effective fully connected graph convolution operator, which can adaptively capture the dependencies between all nodes without multi-scale convolutions. Also, for more discriminative representations from raw skeleton data, we propose a multi-dimension attention module named STC-Att to learn the spatial, temporal and channel-wise attention simultaneously. (3) Experimental results demonstrate that our method achieves superior performance, especially on the cloth-changing condition, than the prior state-of-the-art methods.

2. PROPOSED METHOD

2.1. A Two-branch Framework

In this paper, we design a two-branch network to combine the appearance- and model-based methods, making the silhouettes and skeletons to be complementary with each other.

The architecture of the model-based branch is shown in Figure 1. As shown, we use the spatial-temporal graph convolutional (STGC) blocks [19] as the basic component of the model. In the STGC block, we apply the proposed fully-connected graph convolution (which will be discussed in Section 2.2) to capture the arbitrary-hop joint dependencies. The proposed STC-Att module (which will be discussed in Section 2.3) is employed after each STGC block to explicitly model the channel-, spatial- and temporal-wise correlations between feature maps. Finally, a global average pooling layer and a softmax classifier are utilized at the end of the model. In the appearance-based branch, we directly choose a state-of-the-art part-based model GaitPart [20] as the feature extractor.

Suppose that the output feature vector of the model-based branch is $f_{m}$ and of the appearance-based branch is $f_{a}$, a straightforward concatenation operation is adopted to merge the two feature vectors together, which brings out the final gait descriptors for recognition. Note that because the two vectors, that are obtained from completely different raw data using diverse networks, have unequal vector size and value range, a ratio $\lambda$ is needed to adjust the rate of them. Hence, we can get the overall feature vector through $f = f_{m} \oplus \lambda \cdot f_{a}$, where $\oplus$ means the concatenation operation.

2.2. Fully Connected Graph Convolution

In current GCN-based works [19], to learn long-range dependencies, multi-scale graph convolution with multiple adjacency matrices are used to aggregate information of distant neighbors. The graph convolution can be formulated as

$$f_{out} = \sigma \left( \sum_{k} \Lambda_{k}^{-\frac{1}{2}} A_{k} \Lambda_{k}^{-\frac{1}{2}} f_{in} W_{k} \right),$$

(1)

where $f_{in} \in \mathbb{R}^{N \times C_{1}}$ and $f_{out} \in \mathbb{R}^{N \times C_{2}}$ denote the input and output feature maps on each frame, respectively. Here $C_{1}/C_{2}$ and $N$ denote the number of input/output feature channels and joints, respectively. Besides, $A_{k} \in \{0, 1\}^{N \times N}$ denotes the $k$-order adjacency matrix representing intra-frame connections, which is defined as

$$A_{k}^{i,j} = \begin{cases} 1, & \text{if } i = j \\ 1, & \text{if } d(v_{i}, v_{j}) = k \\ 0, & \text{otherwise} \end{cases},$$

(2)

where $d(v_{i}, v_{j})$ denotes the smallest hop between nodes $v_{i}$ and $v_{j}$. $A_{k} = \text{diag}(\sum_{j} A_{k}^{i,j}) \in \mathbb{R}^{N \times N}$ is the degree matrix with the diagonal elements $A_{k}^{i,i} = \sum_{j} A_{k}^{i,j}$ and others as zeros, $W_{k} \in \mathbb{R}^{C_{1} \times C_{2}}$ is the learnable weight matrix and $\sigma(\cdot)$ is an activation function.

However, such method is suboptimal. First, it need multiple matrices for modeling the joint dependence relation. Take the right wrist (the red vertex in Figure 2) for example, if all the other joints are taken into account, eight adjacency matrices are needed since the smallest hop between the right wrist and the farthest node, i.e., the left ankle (see the green vertex in Figure 2), is seven. Second, we can see that all the adjacency matrices include the self-connection (i.e., $i = j$), which makes the information of the right wrist itself will be aggregated eight times throughout the convolutional process, while other joints for only once. This may lead to a bias towards the local joint and the attenuation of other joint dependencies. We argue that such factorized modeling is dispensable and the weight of all joints can be learned simultaneously.

To address the problems, we propose a fully connected graph convolution operator to integrate multi-scale convolutions and balance the contributions from the joint itself and other joints. The operator no longer relies on the physical connections. Specifically, we define the adjacency matrix $A$
channels, which finally generates the channel weight vector $w$.

The excitation step uses two FC layers with respective activation functions to learn the nonlinear interaction among all channels. Given a feature map $f \in \mathbb{R}^{T \times N \times C}$, we first average the spatial information along the spatial dimension into the feature map $f_s \in \mathbb{R}^{T \times C}$, and the temporal information along the temporal dimension into the feature map $f_t \in \mathbb{R}^{N \times C}$.

Then, the pooled feature maps are concatenated together into feature map $f_{st} \in \mathbb{R}^{(T+N) \times C}$, followed by a FC layer and a ReLU activation function to reduce the feature dimension. After that, two independent FC layers followed by the activation functions are applied to learn the attention score vectors for temporal and spatial domains, respectively, which are denoted as $w_t \in \mathbb{R}^{T \times C}$, $w_s \in \mathbb{R}^{N \times C}$. Finally, the spatial/temporal attention vectors are multiplied on the input feature map, for spatial-temporal-adaptive feature refinement.

3. EXPERIMENTS

To evaluate our method, we conduct experiments on the public gait recognition dataset CASIA-B [22] and OUMVLP [23].

3.1. Experimental Setting

In model-based branch, the network is composed of 3 STGC blocks. The dimensions of output feature maps of each block are 96, 192, 384 in order. The size of the raw skeleton data is $2 \times 120 \times 15$, which means that there are 120 frames for each sequence, 15 joints for each frame, and 2 channels (horizontal and vertical coordinate) for each joint. The batch size is 128 and the training epoch is 65. The initial learning rate is 0.1 and decays with a factor of 0.1 after the 45-th and 55-th epoch. In appearance-based branch, we follow the settings in [20].

3.2. Comparisons with State-of-the-art Methods

We compare the proposed two-branch network to state-of-the-art gait recognition methods with the same experimental settings comprehensively, including GaitGraph [13], FR-GCN [14], GaitGL [8] and Lagrange [9]. Among that, the first two belong to model-based approaches and the last two belong to appearance-based approaches. Note that, the accuracies of the compared approaches are directly cited from their original papers. The detailed results are listed in Table 1 and 2. We can see that our model presents the superior performance under various conditions. Especially in the CL (Clothing) condition on CASIA-B, the accuracy of ours increases by 9.1% compared with GaitGL [8], which can indicate that the proposed network have great effectiveness in handling with occlusion and abstracting discriminative gait descriptors.

3.3. Ablation Study

Effectiveness of components in GCN. We validate the effectiveness of each proposed component in GCN-based branch in Table 3. From the comparison between the first and second
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