Abstract

We introduce an inversion based method, denoted as IMAge-Guided model INvErsion (IMAGINE), to generate high-quality and diverse images from only a single training sample. We leverage the knowledge of image semantics from a pre-trained classifier to achieve plausible generations via matching multi-level feature representations in the classifier, associated with adversarial training with an external discriminator. IMAGINE enables the synthesis procedure to simultaneously 1) enforce semantic specificity constraints during the synthesis, 2) produce realistic images without generator training, and 3) give users intuitive control over the generation process. With extensive experimental results, we demonstrate qualitatively and quantitatively that IMAGINE performs favorably against state-of-the-art GAN-based and inversion-based methods, across three different image domains (i.e., objects, scenes, and textures).

1. Introduction

Consider a reference image from the left-most column of Fig. 1, we humans could easily imagine its variants in other formats, e.g., patterns with different spatial arrangements, objects in different positions or viewpoints. Can we give machines such abilities to automatically synthesize semantically meaningful variations of a reference image? Such a system can generate interesting variations of assets for design ideations and can also be utilized as a data augmentation technique to benefit downstream data-hungry tasks.

With the popularity of generative adversarial networks...
(GANs) [12, 3, 21, 24, 6], two categories of GAN-based approaches have been proposed for editing a specific image and/or synthesizing its variations. The first one is based on GAN projection (or inversion) [28, 32, 5, 16], which consists of projecting the target image into the latent space of the generator, jittering the projected latent code, and synthesizing a new image. However, there are several limitations to this type of approach. First, the projection step is far from accurate often resulting in unrealistic images due to the projected latent code falling outside of the learning distribution [32]. Second, the projection step can only handle the type of images that the generator is trained on. Since existing GANs are trained on specific domains, such as faces, or datasets containing a few classes [21, 32, 27, 47, 4, 16], the projection-based approaches cannot generalize. The second category is to learn individual GANs for individual target images, e.g., SinGAN [29]. SinGAN leverages image patches from the target image to learn image internal statistics. While enforcing patch consistency across resolutions enables the synthesis of multi-scale structures, SinGAN is best suited for the synthesis of repetitive images, like the mountain in Fig. 2. However, as the patch-based learning is less effective in capturing high-level semantics, it struggles to synthesize images of non-repetitive objects. As shown in the second row of Fig. 2, properties like object identity, shape, or consistency among parts are lost in their results.

This problem can be solved by model inversion of a pre-trained deep classifier which can capture multi-scale abstract features. Model inversion seeks to determine the image responsible for a particular classifier prediction [23, 43, 26, 42]. Given the prediction, an optimization is performed to synthesize the image that best explains it. Although several works have shown that introducing strong regularizers [23, 26, 42] can improve the quality of synthesized images, the quality is still not comparable to GANs. More importantly, all these methods suffer from lack of specificity. They simply generate random images with the appearance characteristics of the target class, but they cannot synthesize variations of a specific image.

In this work, to overcome the limitations of these previous methods, we introduce the concept of IMAge-Guided model Inversion (IMAGINE). IMAGINE leverages the knowledge of image semantics from a pre-trained classifier (e.g., ResNet-50 pre-trained on ImageNet [8]) to generate semantically meaningful variations of a target. Specifically, we feed the target image into the classifier and optimize for a new image that best explains its class prediction, under the constraint that the features of the synthesized image must match those of the target at various network layers. This is then complemented by the adversarial training to further improve the realism of the synthesized images. However, unlike GANs, our adversarial training is conducted by alternating the optimization of the synthesized image and that of the discriminator weights.

The resulting algorithm enables the synthesis procedure to simultaneously 1) enforce semantic constraints during the synthesis, 2) produce realistic images, without the need for a separate generator training, and 3) allow multifaceted control over the image to be synthesized. When compared to the SinGAN, it captures much more abstract high-level image semantics, such as object shape or identity. This enables the successful synthesis of non-repetitive images, such as the objects of Fig. 1 and 2. Because the feature matching constraints are based on the matching of distributions, rather than minimizing geometric distances between feature maps [28, 34], IMAGINE leads to more visual variations in the synthesized results (Fig. 1). We show that, by manipulating the target feature statistics at the different levels of the network, it is possible to recreate objects with modified semantics, such as different shapes (Fig. 7). Furthermore, through the use of attribution functions [31, 37], it is even possible to manipulate the location of the target objects in the synthesized image (Fig. 6). Several other applications of IMAGINE are also discussed.

Our paper makes four main contributions. (1) To the best of our knowledge, this is the first attempt to utilize model inversion for image-guided synthesis problem. (2) We introduce adversarial training to improve the image quality of optimization-based model inversion. (3) We perform extensive quantitative and qualitative evaluations to demonstrate the superiority of IMAGINE over GAN counterparts and its generalizability across different image domains including single objects in front of simple backgrounds, complex scenes, and non-stationary textures. (4) We show multiple multifaceted image control applications including a newly

Figure 2: Image generation by SinGAN [29] and our IMAGINE. SinGAN only works well on repetitive images that contain repetitive structures such as mountains, but fails on non-repetitive images containing large semantic structures such as the ostrich and the goldfish. IMAGINE can generate higher quality and more diverse images on both types.
proposed object position control task.

2. Related Work

Model inversion. The goal of model inversion in vision tasks is usually to synthesize an image that maximizes the likelihood of either a network prediction or the response of some intermediate network unit. This includes the generation for adversarial attacks [10, 13], where a real image is used to initialize the optimization and the latter only seeks a prediction that is imperceptible under some constraints [38, 36]. Another application would be explainable AI, where the image is initialized with noise and the goal is to determine what image structures elicit different network predictions [35]. Several works in the literature have shown that the addition of different regularizers enables the synthesis of realistic images [23, 26, 25]. Recently, Deep-Inversion [42] used a regularizer based on feature matching to improve synthesis quality and showed its benefits for data-free knowledge distillation and other high-level vision tasks. These methods either produce images indistinguishable from the target image (attacks) or suffer from lack of specificity, i.e., synthesized images do not look similar to a target image. Our approach allows us to generate different variants of target image which are non-identical to target image and look real at the same time.

Image-guided image generation. There are several types of image-guided synthesis techniques. The most popular is GAN-inversion that uses a target image to guide the sampling of a trained GAN, attempting to sample similar images by inverting a pre-trained GAN generator [1, 28, 32, 5, 16]. They first project the target image into the latent space of the generator by minimizing certain reconstruction losses, then jitter or edit this projection so as to synthesize a new image. However, generator inversion is a difficult problem. It is hard to guarantee that the latent space projection of the target falls within the training distribution and find a semantic jittering direction. Although some improvements have been proposed with better reconstruction quality including finetuning the generator during projection [28], using multiple latent codes [16], these literature only work on specific domains such as faces or datasets of a few classes [1, 28, 47], or produce inadequate results [28], since capturing the distribution of highly diverse datasets with multiple object classes is still a challenging problem. Finetuning the generator is also not space-efficient because it needs a specific GAN trained for each target image in order to work well. A more promising alternative is to train a generator specifically for image-guided synthesis. For example, [34] proposes to feed the target image to a pre-trained classifier and introduces the resulting features into the layers of a generator, trained to simultaneously replicate the classifier features and produce realistic images. While improving on GAN inversion, these methods still have significant limitations. Training a GAN to support the synthesis of images from many classes is still a difficult problem [6], in particular when those are relatively fine-grained and require representations with multiple semantic levels, such as ImageNet [8].

Recently, some work [29, 33] propose to bypass these difficulties by leveraging internal statistics of patches within the image to train a patch-based GAN from scratch. These methods can be image conditional, i.e., take an image as input, in which case they are best suited for image processing operations, such as upsampling or retargeting [33], or unconditional, i.e., take noise as input, in which case they can perform image-guided synthesis [29]. Nevertheless, due to the patch-level learning, they have limited ability to capture high-level semantics, such as object parts and consistency among them, e.g., that ‘an ostrich has two legs and a neck that are connected by a torso.’ As a result, they have limited ability to synthesize images that lack self-similar repetitive structure, such as the objects of Fig. 2. Pyramid model of [29] fixes the overall structure of images but loses variations. By leveraging a deep representation with many levels of semantic abstraction not just patch-level, our image-guided model inversion offers a natural solution to this problem.

3. Proposed Method

In this section, we first describe existing model inversion work for image synthesis and their limitations. After that, we introduce our image-guided model inversion work for image synthesis which overcomes the limitation of previous approaches.

3.1. Image Synthesis by Model Inversion

A classifier \(f(x)\) maps images \(x \in \mathcal{X}\) into classes \(y \in \mathcal{Y} = \{1, \ldots, C\}\), according to \(y = \arg \max_y f_{\hat{g}}(x)\). In this work, we consider classifiers implemented with convolutional neural networks (CNNs). Model inversion aims to synthesize an image \(x\) that elicits a class response \(y^*\) from
the classifier. This is formulated as
\[ \mathbf{x}^* = \arg \min_{\mathbf{x}} \mathcal{L}(f(\mathbf{x}), y^*) + \mathcal{R}(\mathbf{x}), \]  
(1)

where \( \mathcal{L} \) is the cross-entropy loss, \( \mathcal{R} \) a regularization term, and \( \mathbf{x} \) is initialized randomly.

Model inversion has long been used in the explainable AI literature, to visualize the patterns most representative of particular class predictions [23, 35, 43, 26]. These works have shown that the addition of the regularizer \( \mathcal{R}(\mathbf{x}) \) is important to avoid highly non-realistic images. A popular choice is to combine the total variance (TV) loss \([14]\) and the \( L_2 \) norm of \( \mathbf{x} \) to steer \( \mathbf{x} \) away from unrealistic images with no discernible visual information \([42]\), i.e. use
\[ \mathcal{R}_{\text{img}}(\mathbf{x}) = \alpha R_{\text{TV}}(\mathbf{x}) + \beta ||\mathbf{x}||_2^2, \]  
(2)

where \( \alpha \) and \( \beta \) are scaling factors.

Recently, \([42]\) has shown that realism can be substantially improved by penalizing the distance between the network activations in response to \( \mathbf{x} \) and the average activations over the data used to train the network. This is denoted as a feature distribution regularizer
\[ \mathcal{R}_{\text{feat}}(\mathbf{x}) = \sum_l ||\mu_l(\mathbf{x}) - <\mu_l>||^2 + \sum_l ||\sigma_l^2(\mathbf{x}) - <\sigma_l^2>||^2, \]  
(3)

where \( \mu_l(\mathbf{x}) \) and \( \sigma_l^2(\mathbf{x}) \) are the vectors of feature means and variances at network layer \( l \), for image \( \mathbf{x} \), and \( <\mu_l> \) and \( <\sigma_l^2> \) the corresponding averages over the dataset \( \mathcal{D} \) used to train the network.

While improving realism, these methods suffer from lack of specificity. Although it can synthesize images of a particular class, it is impossible to synthesize image variations of a particular image. This problem has been considered in the GAN literature by inverting a pre-trained generator \( G \). Given a target image \( \mathbf{x}^0 \), this consists of solving
\[ \mathbf{z}^* = \arg \min_{\mathbf{z} \in \mathcal{R}^d} \mathcal{M}(\mathbf{x}^0, G(\mathbf{z})), \]  
(4)

where \( \mathcal{M} \) is a distance metric and \( \mathbf{z}^* \) is the projection of \( \mathbf{x}^0 \) on the latent space. New images can then be generated with \( \mathbf{x}^* = G(\mathbf{z}^* + \delta) \), where \( \delta \) is a noise term. Although it overcomes lack of specificity, it has two problems. First, the solution of (4) is not trivial. Simple metrics \( \mathcal{M} \), such as the \( L_2 \) or perceptual loss \([20]\), favour similarity in terms of low-level statistics, such as color and texture, over more abstract features, such as shape or object identity. A second problem is that GANs are still too difficult to train for large scale datasets involving many classes, such as ImageNet, where mode collapse and class leakage become exponentially more difficult \([6]\). Hence most models in the literature are trained for specific image domains, such as faces or datasets of a few classes \([1, 32]\), and do not support the synthesis beyond these domains. \([28]\) proposed to solve this problem by finetuning the generator \( G \) to the target image, but this fails to guarantee realistic images because the optimization process is difficult and non-trivial (see Fig. 4).

Single image based GANs \([33, 29]\) offer an alternative to this problem. In the image-guided synthesis context, the SinGAN \([29]\) uses the target image \( \mathbf{x}^0 \) to learn a patch generator from scratch. To guarantee image consistency, both generator and discriminator operate on patches of multiple resolutions, using a pyramid structure where each stage improves on the synthesis by a stage of lower resolution. While the patch-based formulation bypasses the problem of training data scarcity, it has a few drawbacks. First, SinGAN needs to train a specific generator for each target image, which is not space-efficient. This is also true for GAN finetuning method \([28]\). Second, while the multi-resolution structure constrains the organization of patches at different scales, these constraints are of low-level: the network mostly learns to tile and replicate patches at multiple scales to resemble the target image. As a result, it does not necessarily learn the high-level semantic features needed to represent object shape or long-range correlations of such features, e.g. that “an ostrich has two legs and a neck connected by a torso” or that a “fish has an head and a tail at opposite ends of the body.” As shown in Fig. 2 and 4, while the SinGAN is very effective for repetitive images (characterized by highly self-similar regions of different resolutions), it cannot synthesize visual concepts like object that require learning high-level semantic features capturing shape and relationships between object parts. We next introduce a new model inversion technique that aims to solve these problems.

### 3.2. Image Guided Model Inversion

To avoid the difficulties discussed above for GANs, we consider image synthesis by inversion of an image classifier. This immediately guarantees large models that encompass many classes (1k for ImageNet) and representations with multiple levels of abstraction, learned from very large datasets. However, as we saw earlier that image synthesis by inversion of an image classifier would have issues with specificity and realism. Hence, we do image guided inversion to improve these two aspects of the synthesized image. In practice, we complement \( \mathcal{R} \) in (2) with two image-guided regularizers.

The first is a regularizer inspired by (3). Like (3), we aim to preserve similarity between target (\( \mathbf{x}^0 \)) and synthesized image at all levels of semantics, from class identity, to shape, contours, texture, and color. This is implemented by matching feature statistics at multiple network layers. However, to avoid lack of specificity, we seek a regularizer based on the target image alone. The goal is met by the feature
distribution matching regularizer

\[ \mathcal{R}_{\text{dm}}(\hat{x}; x^0, \Phi) = \sum_{l \in \Phi} \left[ \|\mu_l(\hat{x}) - \mu_l(x^0)\|_2^2 + \|\sigma_l(\hat{x}) - \sigma_l(x^0)\|_2^2 \right], \]

(5)

where \( \mu_l(x) \) and \( \sigma_l(x) \) are the channel-wise mean and standard deviation of feature maps at the \( l \)th network layer, \( \Phi \) the sets of layers included in the summation.

While this regularizer enforces semantic consistency, enabling the synthesis of object-like structures, it is not sufficient to synthesize realistic images. The fine levels of image detail are usually not reproduced with enough quality to create a realistic image. To address this problem, inspired by SinGAN, we train a patch-based discriminator \( D \) \cite{22, 19} adversarially during image synthesis. Given synthesized image \( \hat{x} \), a patch classifier \( d^* \) is trained to discriminate between \( \hat{x} \) and the target \( x^0 \), using a Wasserstein loss

\[ d^* = \arg \max_{d^*} E_{p \sim x^0}[d^*(p)] - E_{\hat{x} \sim \hat{x}}[d^*(p)], \]

(6)

where \( p \) denotes an image patch. The image discriminator is then implemented as

\[ D(\hat{x}) = E_{p \sim x^0}[d^*(p)]. \]

(7)

For improving training stability we use a WGAN-GP loss \cite{17} instead of (6), but omit the details for brevity. A patch consistency regularizer

\[ \mathcal{R}_{\text{pc}}(\hat{x}) = -D(\hat{x}) \]

(8)

is then introduced in the optimization of (1). This encourages images that cannot be discriminated from \( x^0 \) in terms of the visual consistency of their patches.

Finally, IMAGINE solves the optimization of (1) with regularizer

\[ \mathcal{R}(\hat{x}; x^0, \Phi) = \mathcal{R}_{\text{img}}(\hat{x}) + \lambda \mathcal{R}_{\text{dm}}(\hat{x}; x^0, \Phi) + \gamma \mathcal{R}_{\text{pc}}(\hat{x}), \]

(9)

where \( \lambda \) and \( \gamma \) are scaling factors.

3.3. Implementation Details

The overall framework is illustrated in Fig. 3. In all cases, the loss of (5) was computed on four layers: \{conv1, conv2, conv3, conv4\} for ResNet-50 models, \( y^* = \arg \max_y f_y(x^0) \) in (1), by default unless otherwise noted. The detailed structure of the discriminator \( D \) is discussed in the supplementary material. Adam was used for all optimizations (learning rate 0.2 for that of \( \hat{x} \) and 5e-4 for the discriminator). Except where otherwise stated, images were synthesized with 224 \( \times \) 224 pixels.

For all scaling weights involved in (9), \( \alpha \) and \( \beta \) of \( \mathcal{R}_{\text{img}} \) in (1) are set to \( 1e - 4 \) and \( 1e - 5 \), respectively, following \cite{42}. For \( \lambda \), we have found that the overall performance is stable as long as \( \lambda > 1 \). All results reported in this work were obtained with \( \lambda = 5 \). The bulk of the complexity of this optimization is in the training of the discriminator used by \( \mathcal{R}_{\text{pc}} \). We have found that a much more efficient solution is to use a two-stage optimization. In the first stage, \( \gamma \) is set to zero, i.e. only the feature distribution matching regularizer is used. The discriminator \( D(x) \) is then introduced in the second stage (\( \gamma = 10 \)), to refine the synthesized image by adversarial training. The first stage can be seen as a warm-up stage that provides a good initialization, which is refined by the second. Under this approach, training time is still dominated by the optimization of the patch-based adversarial loss in the second stage. However, the availability of a good initialization significantly reduces the convergence time of this optimization and, consequently, of the overall image synthesis. In experiments, 2000 iterations are assigned for each stage. We have also tried a single stage optimization with non-zero \( \lambda \) and \( \gamma \) but this did not have a noticeable effect on the quality of the synthesized images and takes much more time.

4. Experiments and Applications

We extensively evaluate the proposed IMAGINE on different types of images against existing approaches and discuss some novel and interesting applications of our method.

4.1. Image Synthesis

IMAGINE is a new paradigm for image synthesis, which fills a void in the landscape of synthesis techniques. To the best of our knowledge, it is the first method to support image-guided synthesis by classifier inversion. Fig. 4 compares its image synthesis performance to those of two GAN methods, DGP \cite{28} and SinGAN \cite{29}, and an image-guided version of DeepInversion \cite{42}, implemented by complementing (5) to (3) with weight factor of 5. Just like our approach, DeepInversion method uses ResNet-50 pre-trained on ImageNet \cite{8} and Places365 \cite{46} for object and scene images respectively as a classifier.

The results of SinGAN, DGP, and IMAGINE are all clearly superior to those of DeepInversion. This shows the benefits of adversarial training. However, SinGAN tends to synthesize images by copying and shifting local patterns of the training image. This is effective for scenes images, e.g., “mountain path”, containing fractal-like structures, like mountains, whose realism is not affected by this type of synthesis. However, for non-repetitive structures, such as objects like “brambling”, “ostrich” or “fox squirrel” (shown in Fig. 4), it generates non-realistic images. In several cases, e.g., “European fire salamander” or “red-breasted merganser”, the object is eliminated or “absorbed” into the background. DGP fails on most of the object images, perhaps because inverting a generator is always more difficult than a classifier, which causes searching a bad embedding in the latent space.
Table 1: Quantitative comparison of different methods on both object and scene images. Results are based on images with resolution of 224 and presented as mean(std).

| Method         | Object | Scene |
|----------------|--------|-------|
|                | IS     | FID   | LPIPS | IS     | FID   | LPIPS |
| DeepInversion  | 68.5(5.0) | 65.9(2.7) | 0.32(0.10) | 12.3(0.5) | 53.7(2.3) | 0.36(0.10) |
| SinGAN [29]    | 46.3(2.4) | 46.0(1.5) | 0.30(0.09) | 12.7(0.6) | 51.3(1.6) | 0.27(0.10) |
| IMAGINE        | 117.1(6.2) | 38.3(1.1) | 0.46(0.09) | 21.8(0.4) | 47.3(0.9) | 0.43(0.13) |

Table 2: Comparison of user preference (%), mean±std, confidence interval (conf. interval at 95% conf. level).

| Object/Scene   | DeepInversion/Ours | SinGAN/Ours | DGP/Ours |
|----------------|--------------------|-------------|----------|
| realism/diversity | 1.0/26.5          | 99.0/73.5   | 70.0/82.5 |
| realism/diversity | 5/17.5            | 75.5/51.5   | 6.0/5.3  |
| realism/diversity | 2.0/18.0          | 98.0/82.5   | 76.5/5.3 |

Fig. 1.

The quantitative evaluation is conducted on three different datasets, ImageNet [8], Places365 [46] and DTD [7]. Tab. 1 presents the comparison across different methods. IMAGINE substantially outperforms all other methods, in terms of both IS [30] and FID [18]. LPIPS [44] is calculated between all the target and synthesized image pairs to measure the patch-wised distance between them. Higher mean value means synthesized image is more different and diverse from target image, and vice versa. DeepInversion obtained the best scores of LPIPS but this is meaningless as the differences between target and synthesized image pairs are due to artifacts that compromise image realism. This is evident from the low values of IS and high FID values. On the other hand, the LPIPS metric confirms that IMAGINE
produces a much more diverse set of synthesized images than the SinGAN and DGP. As IS and FID have to be computed based on a large number of samples and classes, it is not affordable for SinGAN due to its large computational time. Meanwhile, for target domains that only have one example available, FID is not the best metric for measuring the generation quality. Therefore, more convincing user studies are conducted to evaluate how realistic and diverse our generated results are compared with different alternatives via Amazon Mechanical Turk.

In user studies, turkers were asked to select the preferred image from a pair synthesized by two algorithms, IMAGINE vs. a competitor listed in Tab. 2. For each comparison, 50 turkers were recruited and each of them was assigned 20 same forced-choice tasks. Two answers have to be given for each comparison with regard to two criteria: realism (select the more realistic image); diversity (select the image more different from the given target image). The study results are shown in Tab. 2. A few conclusions can be drawn from the table. First, the human preferences are consistent with our qualitative observations and the quantitative results of Tab. 1. For all comparisons, IMAGINE is preferred to the competing method more than 50% of the time. Second, under the realism criterion, the IMAGINE has more advantage for objects compared to scenes which has more repetitive-like images. Third, unlike the LPIPS criterion, turkers found IMAGINE to outperform DeepInversion in terms of diversity. This is because humans consider real diversity, disregarding diversity due to artifacts that make images unrealistic.

4.2. Position Control

The combination of both a strong image prior, in the form of a deep classifier pre-trained over a large set of semantics, and a training image for image synthesis also offers new possibilities for image synthesis. One example is to leverage the attribution algorithms \cite{37, 31, 2}, which produce a saliency map highlighting the image regions responsible for a class prediction. When the classifier is used for image synthesis, the attribution map can influence the synthesis itself. In particular, (1) can encourage images whose attribution maps meet a specification for a object location. This entails introducing in (9) an additional regularizer

\[
R_{loc}(\hat{x}; a^0, y^*) = \|m(f(\hat{x}), y^*) - a^0\|_2, \tag{10}
\]

that encourages a user-specified saliency map \(a^0\) (in our experiments a Gaussian blob at a certain image location), where \(m(f(x), y)\) is the attribution map for the prediction of the object class \(y\) in image \(x\). We refer to (10) as the location regularizer. In this way, rather than inferring the focus of attention of an existing image \cite{31, 45}, image guided model inversion enables explicit control of this focus of attention while generating the image.

4.3. Shape Control

Beyond position control, IMAGINE also enables manipulation of the semantics of the synthesized images as it leverages an image prior trained to discriminate semantics at various levels by using image representation at various levels of abstraction. Since the high and low level semantics of \(x\) are controlled by the distribution matching of (5) at the higher and lower network layers respectively, it is possible to use different target images for low and high level semantics.

Fig. 7 illustrates this idea, with an application that complements the target image \(x^0\) with a synthetic image, e.g. a hand-drawn or clipart image \(x^c\). The latter specifies a desired semantic property for the synthetic images, namely an object shape different from that depicted in the target image.
\[ \mathcal{R}_{dm}(\tilde{x}; x^c, \Phi^c) + \mathcal{R}_{dm}(\tilde{x}; x^0, \Phi^r). \] 

By including deeper and shallower layers in \( \Phi^c \) and \( \Phi^r \) respectively, it is possible to guide IMAGINE to synthesize images that combine the low-level semantics of the target and the high-level semantics (shape) of the clipart image. In all these examples, we use a ResNet-50 model and set \( \Phi^c = \{\text{conv}4\_6\} \) and \( \Phi^r = \{\text{conv}1\_1, \text{conv}2\_3, \text{conv}3\_4\} \).

### 4.4. Style Control

Inspired by the fact that style patterns usually can be encoded by the low-level layers of a classifier, similar to semantic control, IMAGINE also enables the style control by leveraging a style image to manipulate the image style of a target image \([11, 20, 39]\). Given a style image \( x^0 \), this is achieved by replacing the distribution matching regularizer of (5) in (9) with

\[ \mathcal{R}_{dm}(\tilde{x}; x^0, \Phi^r), \] 

where \( \Phi^r = \{\text{conv}1\_1, \text{conv}2\_3, \text{conv}3\_4\} \). It should be noted that here the discriminator in (6) is fed a style image \( x^0 \) not the real target. The optimization of \( \tilde{x} \) starts with the target image to be stylized. The target image here is not included in the regularizer because \([9]\) found that it is redundant when starting from the target. The synthesized images are shown in Fig. 8.

### 4.5. Counterfactual visual explanations

For a query image (\( x^q \)), counterfactual explanations are to answer the question with the form of “why the prediction is class A but not class B” \([15, 40]\). For example, in Fig. 9 when the prediction of a classifier to the top-center image is “cardinal”, if people ask why not a “summer tanager” (called counterfactual class), the system should feedback a response with the form of “if some regions are replaced with other regions, the image would be summer tanager”. Existing literature solve this problem by exhaustively searching a pair of class-discriminative regions on the query image and an image \( x^0 \) of the counterfactual class \([15]\). However, it is time-consuming. \([40]\) adopts an optimization-free method by jointly analyzing different attribution maps to localize two regions but no region replacement is introduced and changes are not done in the image space, which makes the explanation hard to understand. IMAGINE can solve this problem by semantically translating the counterfactual region from \( x^0 \) to \( x^q \) by complementing below regularizer to (9)

\[ \mathcal{R}_{con}(\tilde{x}; x^0, x^q) = ||r^q \odot (x^q - \tilde{x})||_1 + \mathcal{R}_{dm}((1 - r^q) \odot \tilde{x}; (1 - r^0) \odot x^0, \Phi^r) \] 

where \( \odot \) denotes element-wise multiplications and \( \Phi^q = \{\text{conv}1\_1, \text{conv}2\_3, \text{conv}3\_4, \text{conv}4\_6\} \). \( r^q \) and \( r^0 \) are the discriminant regions with the form of 0-1 mask, produced by \([40]\), rounded by green circles in Fig. 9, which are also side products of the classifier. The values out of the regions are 1. Our explanation is illustrated in Fig. 9 with two counterfactual explanations results. These results are based on a ResNet-50 pre-trained on CUB200 \([41]\). So finally, taking the upper case as an example, for the center-top image, if someone asks “why this not a summer tanager?”, our explanations would be “if it is a summer tanager, the circled regions should look like the right image.”

### 5. Conclusion

In this work, we have proposed the IMAGINE for image synthesis from one single training image. Instead of training a GAN model, IMAGINE has synthesized images by matching various levels of semantic features of a pre-trained classifier.
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