Heat transfer in a one-dimensional harmonic crystal in a viscous environment subjected to an external heat supply
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Abstract We consider unsteady heat transfer in a one-dimensional harmonic crystal surrounded by a viscous environment and subjected to an external heat supply. The basic equations for the crystal particles are stated in the form of a system of stochastic differential equations. We perform a continualization procedure and derive an infinite set of linear partial differential equations for covariance variables. An exact analytic solution describing unsteady ballistic heat transfer in the crystal is obtained. It is shown that the stationary spatial profile of the kinetic temperature caused by a point source of heat supply of constant intensity is described by the Macdonald function of zero order. A comparison with the results obtained in the framework of the classical heat equation is presented. We expect that the results obtained in the paper can be verified by experiments with laser excitation of low-dimensional nanostructures.
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1 Introduction

An understanding of heat transfer at the microlevel is essential to obtain a link between the microscopic and the macroscopic descriptions of solids. As far as the macroscopic level is concerned, Fourier’s law of heat conduction is widely and successfully used to describe heat transfer processes. However, it is well known that for one-dimensional crystals substantial deviations from Fourier’s law are observed [1-5]. Extensive investigations over the
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last decades were devoted to resolving these anomalies, many of the recent developments in this area are reviewed in book [6]. One of the possible solutions is to use special laws of particle interactions [7–11], in particular, systems on a nonlinear elastic support with no momentum conservation [8], or systems possessing the possibility of bond break [9–11]. Such systems under certain conditions demonstrate normal heat conductivity even in one dimension. As it is shown in [12], one-dimensional case is still very specific, therefore, another way to avoid anomalies is to use sufficiently complex structures and increase the system dimensionality [13, 14]. However, recent experimental observations demonstrate that Fourier’s law is indeed violated in low-dimensional nanostructures [15–20], where the ballistic heat transfer is realized. This fact is in agreement with the phonon theory [21, 22], which relates the heat conductivity with the phonon mean free path. At the macroscale, the phonon mean free path is a small quantity in comparison with the characteristic size of the system, but this is not true for microscale and nanoscale systems [23]. This motivates the interest in the simplest lattice models, in particular, in harmonic one-dimensional crystals (chains), where these anomalies are most prominent [24, 25]. Problems of this type were previously addressed mainly in the context of steady-state heat conduction [1–5, 26–35], unsteady conduction regimes came into the focus in [14, 36–44].

Simple lattice models can be used for the analytical investigation of the thermomechanical processes in solids at the microscale [40, 45–48], and, in particular, in the carbon nanostructures [49, 50]. One-dimensional systems due to their simplicity can be used to obtain analytical solutions in a closed form without loss of generality [5, 41, 46, 51], or to get the asymptotic description of non-stationary processes in media with complex structure [51–56]. In previous studies [43, 44, 57], a new approach was suggested which allows one to solve analytically non-stationary thermal problems for a one-dimensional harmonic crystal — an infinite ordered chain of identical material particles, interacting via linear (harmonic) forces. In particular, a heat transfer equation was obtained that differ from the extended heat transfer equations suggested earlier [58–61]; however, it is in an excellent agreement with molecular dynamics simulations and previous analytical estimates [36]. Later this approach was generalized to a number of systems, namely, to a one-dimensional crystal on an elastic substrate [42], and to two and three-dimensional harmonic crystals [62, 63]. In the most of above mentioned papers [42–44, 62, 63] only isolated systems were considered. The motivation for this paper is to consider a system that can exchange energy with its surroundings. Therefore, now we assume that the crystal is surrounded by a viscous environment (a gas or a liquid) which causes an additional dissipative term in the equations of stochastic dynamics for the particles. Additionally, we take into account sources of heat supply. This is a more realistic model, and thus we expect that the theoretical results obtained in the paper can be verified by experiments with laser excitation of low-dimensional nanostructures [18–20, 64].

The paper is organized as follows. In Section 2, we consider the formulation of the problem. In Section 2.1, some general notation is introduced. In Section 2.2, we state the basic equations for the crystal particles in the form of a system of stochastic differential equations. In Section 2.3, we introduce and deal with infinite set of covariance variables. These are the mutual covariances of the particle velocities and the displacements for all pairs of particles. We use the Itô lemma to derive (see Appendix A) an infinite deterministic system of ordinary differential equations which follows from the equations of stochastic dynamics. This system can be transformed into an infinite system of differential-difference equations involving only the covariances for the particle velocities. In Section 3, we introduce a continuous spatial variable and write the finite difference system of differential-difference equations involving the equation for covariances as compositions of finite difference operators and operators of differentiation. To do this, we use some identities of the calculus of finite differences (see Appendix B). In Section 4, we perform an asymptotic uncoupling of the equation for covariances. Provided that the introduced continuous spatial variable can characterize the behavior of the crystal, one can distinguish between slow motions, which are related to the heat propagation, and vanishing fast motions [42, 44], which are not considered in the paper. Slow motions can be described
by a coupled infinite system of second-order hyperbolic partial differential equations for quantities which we call the non-local temperatures. The zero-order non-local temperature, which is proportional to the statistical dispersion of the particle velocities, is the classical kinetic temperature. In Section 5, we obtain an expression for the fundamental solution for the kinetic temperature and solve the non-stationary problem of the heat propagation from a suddenly applied point source of constant intensity. In contrast to the case of a crystal without viscous environment (Section 5.1), in the case of a crystal surrounded by a viscous environment (Section 5.2) there exists a steady-state solution describing the kinetic temperature distribution caused by a constant point source. In Section 6, we present the results of the numerical solution of the initial value problem for the system of stochastic differential equations and compare them with the obtained analytical solution. In Section 7, we compare our results with the classical results obtained in the framework of the heat equation based on Fourier’s law. In the conclusion (Section 8), we discuss the basic results of the paper.

2 Mathematical formulation

2.1 Notation

In the paper, we use the following general notation:

- $t$ the time;
- $H(\cdot)$ the Heaviside function;
- $\delta(\cdot)$ the Dirac delta function;
- $\langle \cdot \rangle$ the expected value for a random quantity;
- $\delta_{pq}$ is the Kronecker delta ($\delta_{pq} = 1$ if $p = q$, and $\delta_{pq} = 0$ otherwise);
- $\delta_n$ $\delta_n = 1$ if $n = 0$ and $\delta_n = 0$ otherwise;
- $J_0(\cdot)$ the Bessel function of the first kind of zero order [65];
- $I_0(\cdot)$ the modified Bessel function of the first kind of zero order [65];
- $K_0(\cdot)$ the Macdonald function (the modified Bessel function of the second kind) of zero order [65];
- $\text{erfc}(\cdot)$ the complementary error function [65].

2.2 Stochastic crystal dynamics

Consider the following system of stochastic ordinary differential equations [66,67]:

$$dv_i = F_i dt + b_i dW_i, \quad du_i = v_i dt,$$  \hspace{1cm} (2.1)

where

$$F_i = \omega_0^2 \mathcal{L}_i u_i - \eta v_i,$$  \hspace{1cm} (2.2)
$$dW_i = \rho_i \sqrt{dt},$$  \hspace{1cm} (2.3)
$$\omega_0 \overset{\text{def}}{=} \sqrt{C/m},$$  \hspace{1cm} (2.4)

Here $i$ is an arbitrary integer which describes the position of a particle in the chain; the stochastic processes $u_i(t)$ and $v_i(t)$ are the displacement and the particle velocity, respectively; $F_i$ is the specific force on the particle; $W_i$ are Wiener processes; $b_i(t)$ is the intensity of the random external excitation; $\eta$ is the specific viscosity for the environment; $C$ is the bond stiffness; $m$ is the mass of a particle; $\mathcal{L}_i$ is the linear finite difference operator:

$$\mathcal{L}_i u_i = u_{i+1} - 2u_i + u_{i-1}.$$  \hspace{1cm} (2.5)
Note that the results of the paper can be generalized for more complex finite difference operators and related physical systems (e.g. a crystal on an elastic support, next neighbour interactions etc).

The normal random variables $\rho_i$ are such that
\[
\langle \rho_i \rangle = 0, \quad \langle \rho_i \rho_j \rangle = \delta_{ij},
\]
and they are assumed to be independent of $u_i$ and $v_i$. The initial conditions are zero: for all \(i\),
\[
u_i(0) = 0, \quad v_i(0) = 0.
\]

In the case $b_i \equiv b$, equations (2.1) are the Langevin equations \([68, 69]\) for a one-dimensional harmonic crystal (an ordered chain of identical interacting material particles, see Fig. 1) surrounded by a viscous environment (e.g., a gas or a liquid). Assuming that $b_i$ may depend on $i$, we introduce a natural generalization of the Langevin equation which allows one to describe the possibility of an external heat excitation (e.g., laser excitation). This external excitation is assumed to be localized in space (in the paper we mostly consider the case of a point heat source) and much more intensive than the stochastic influence caused by a non-zero temperature of the environment. Therefore, we neglect in (2.1) the constant stochastic term that does not depend on $i$. Note that since $b_i$ do not depend on $u_j$ and $v_j$ for all $i, j$, it is not necessary to distinguish between the Stratonovich and Itô formalism \([66]\) in the case of equation (2.1).

![Fig. 1 A one-dimensional harmonic crystal.](image)

2.3 The dynamics of covariances

According to (2.2), $F_i$ are linear functions of $u_i, v_i$. Taking this fact into account together with (2.6) and (2.7), we see that for all $t$
\[
\langle u_i \rangle = 0, \quad \langle v_i \rangle = 0.
\]

Following [70], consider the infinite sets of covariance variables
\[
\xi_{p,q} \equiv \langle u_p u_q \rangle, \quad \nu_{p,q} \equiv \langle u_p v_q \rangle, \quad \kappa_{p,q} \equiv \langle v_p v_q \rangle,
\]
and the quantities
\[
\beta_{p,q} \equiv \delta_{pq} b_p b_q.
\]

In the last equation, we take into account the second equation of (2.6). Thus the variables $\xi_{p,q}$, $\nu_{p,q}$, $\kappa_{p,q}$ and $\beta_{p,q}$ are defined for any pair of crystal particles. For simplicity, in what follows we drop the subscripts $p$ and $q$, i.e., $\xi \equiv \xi_{p,q}$ etc. By definition, we also put $\xi^T \equiv \xi_{q,p}$ etc. Now we differentiate the variables (2.9) with respect to time taking into account the equations of motion (2.1). This yields the following closed system of differential equations for the covariances (see Appendix A):
\[
\begin{align*}
\partial_t \xi &= \nu + \nu^T, \\
\partial_t \nu + \eta \nu &= \omega_0^2 \mathcal{L}_q \xi + \kappa, \\
\partial_t \kappa + 2\eta \kappa &= \omega_0^2 \mathcal{L}_p \nu + \omega_0^2 \mathcal{L}_q \nu^T + \beta,
\end{align*}
\]

(2.11)
where $\partial_t$ is the operator of differentiation with respect to time; $\mathcal{L}_p$ and $\mathcal{L}_q$ are the linear difference operators defined by (2.5) that act on $\xi_{p,q}$, $\nu_{p,q}$, $\kappa_{p,q}$, $\beta_{p,q}$ with respect to the first index subscript $p$ and the second one $q$, respectively. Now we introduce the symmetric and antisymmetric difference operators

$$2\mathcal{L}^S \equiv \mathcal{L}_p + \mathcal{L}_q,$$

$$2\mathcal{L}^A \equiv \mathcal{L}_p - \mathcal{L}_q,$$

(2.12)

and the symmetric and antisymmetric parts of the variable $\nu$:

$$2\nu^S \equiv \nu + \nu^T,$$

$$2\nu^A \equiv \nu - \nu^T.$$  

(2.13)

Note that $\xi$ and $\kappa$ are symmetric variables. Now equations (2.11) can be rewritten as follows:

$$\partial_t \xi = 2\nu^S,$$

$$\partial_t (\partial_t + \eta) \xi = 2(\omega_0^2 \mathcal{L}^S \xi + \kappa),$$

$$\partial_t (\partial_t + \eta) \kappa = 2((\omega_0^2 \mathcal{L}^S)^2 - (\omega_0^2 \mathcal{L}^A)^2) \xi + 2\omega_0^2 \mathcal{L}^S \kappa + (\partial_t + \eta) \beta.$$  

(2.14)

(2.15)

Applying the operator $\partial_t + \eta$ to Eqs. (2.14) and substituting expressions (2.15) yields a closed system of two equations of second order in time:

$$\partial_t (\partial_t + \eta) \xi = 2(\omega_0^2 \mathcal{L}^S \xi + \kappa),$$

$$\partial_t (\partial_t + \eta) \kappa = 2((\omega_0^2 \mathcal{L}^S)^2 - (\omega_0^2 \mathcal{L}^A)^2) \xi + 2\omega_0^2 \mathcal{L}^S \kappa + (\partial_t + \eta) \beta.$$  

(2.16)

(2.17)

We can express $\kappa$ in terms of $\xi$ using Eq. (2.16):

$$\kappa = \frac{1}{2}(\partial_t^2 + \eta \partial_t - 2\omega_0^2 \mathcal{L}^S) \xi,$$  

(2.18)

and substitute the result into Eq. (2.17). This yields

$$\frac{1}{2}((\partial_t + \eta)(\partial_t^2 + \eta \partial_t - 2\omega_0^2 \mathcal{L}^S)) (\partial_t^2 + \eta \partial_t - 2\omega_0^2 \mathcal{L}^S) - 4((\omega_0^2 \mathcal{L}^S)^2 - (\omega_0^2 \mathcal{L}^A)^2) \xi = 2(\partial_t + \eta) \beta.$$  

(2.19)

Simplifying the left-hand side of Eq. (2.19) results in an equation of fourth order in time for $\xi$:

$$(\partial_t + \eta)^2(\partial_t^2 + 2\eta \partial_t - 4\omega_0^2 \mathcal{L}^S) + 4(\omega_0^2 \mathcal{L}^A)^2 = 2(\partial_t + \eta) \beta.$$  

(2.20)

Now we apply the operator $\frac{1}{2}(\partial_t^2 + \eta \partial_t - 2\omega_0^2 \mathcal{L}^S)$ to Eq. (2.20). Taking into account (2.18), this yields a fourth-order equation for the covariances of the particle velocities $\kappa$:

$$(\partial_t + \eta)^2(\partial_t^2 + 2\eta \partial_t - 4\omega_0^2 \mathcal{L}^S) + 4(\omega_0^2 \mathcal{L}^A)^2 = (\partial_t + \eta)(\partial_t^2 + \eta \partial_t - 2\omega_0^2 \mathcal{L}^S) \beta.$$  

(2.21)

In what follows, we deal with Eq. (2.21). According to Eqs. (2.7), (2.9), we supplement Eq. (2.21) with zero initial conditions. We state these conditions in the following form, which is conventional for distributions (or generalized functions) [71]:

$$\kappa \big|_{t<0} = 0.$$  

(2.22)

To take into account non-zero classical initial conditions, one needs to add the corresponding singular terms (in the form of a linear combination of $\delta(t)$ and its derivatives) to the right-hand sides of the corresponding equations [71].

Let us note that equation (2.21) is a deterministic equation. What is also important is that (2.21) is a closed equation. Thus the thermal processes do not depend on any property of the cumulative distribution functions for the displacements and the particle velocities other than the covariance variables used above.
3 Continualization of the finite difference operators

In this section, we use some identities of the calculus of finite differences (see Appendix B). Following [43, 70], we introduce the discrete spatial variable

$$k \defeq p + q$$

(3.1)

and the discrete correlational variable

$$n \defeq q - p$$

(3.2)

instead of discrete variables $p$ and $q$. We can also formally introduce the continuous spatial variable

$$x \defeq \frac{ak^2}{2},$$

(3.3)

where $a$ is the lattice constant (the distance between neighboring particles). We have

$$q = \frac{x}{a} + \frac{n}{2}, \quad p = \frac{x}{a} - \frac{n}{2}$$

(3.4)

To perform the continualization, we assume that the lattice constant is an infinitesimal quantity and introduce a dimensionless formal small parameter $\epsilon$ in the following way:

$$a = \epsilon \hat{a},$$

(3.5)

where $\hat{a} = O(1)$. To preserve the speed of sound in the crystal $c \defeq a\omega_0$ as a quantity of order $O(1)$, we additionally assume that

$$\omega_0 = \epsilon^{-1} \hat{\omega}_0,$$

(3.6)

where $\hat{\omega}_0 = O(1)$. Thus $c = \hat{a}\hat{\omega}_0 = O(1)$. The basic assumption that allows one to perform the continualization is that any quantity $\zeta_{p,q}$ defined by (2.9) or (2.10), where $p$ and $q$ are defined by (3.4), can be calculated as a value of a smooth function $\hat{\zeta}_n(x)$ of the continuous spatial slowly varying coordinate

$$x = \epsilon \hat{a} k^2$$

(3.7)

and the discrete correlational variable $n$:

$$\hat{\zeta}_n(x) \defeq \zeta_{k+1, \frac{n}{2}, k-\frac{n}{2}} = \zeta_{p,q}.$$  

(3.8)

In accordance with (3.8), one has

$$\mathcal{L}_p \hat{\zeta}_{p,q} = \hat{\zeta}_{n-1} \left( x + \frac{q}{2} \right) - 2 \hat{\zeta}_n(x) + \hat{\zeta}_{n+1} \left( x - \frac{q}{2} \right),$$

$$\mathcal{L}_q \hat{\zeta}_{p,q} = \hat{\zeta}_{n+1} \left( x + \frac{q}{2} \right) - 2 \hat{\zeta}_n(x) + \hat{\zeta}_{n-1} \left( x - \frac{q}{2} \right).$$

(3.9)

Applying the Taylor theorem to these formulas yields

$$\mathcal{L}_p \hat{\zeta}_{p,q} = \mathcal{L}_n \hat{\zeta}_n + \frac{a^2}{2} \partial_n^2 (\hat{\zeta}_{n-1} - \hat{\zeta}_{n+1})$$

$$+ \frac{a^2}{2} \partial_n^2 (\hat{\zeta}_{n-1} + \hat{\zeta}_{n+1}) + o(\epsilon^2),$$

$$\mathcal{L}_q \hat{\zeta}_{p,q} = \mathcal{L}_n \hat{\zeta}_n + \frac{a^2}{2} \partial_n^2 (\hat{\zeta}_{n+1} - \hat{\zeta}_{n-1})$$

$$+ \frac{a^2}{2} \partial_n^2 (\hat{\zeta}_{n+1} + \hat{\zeta}_{n-1}) + o(\epsilon^2).$$

(3.10)

An alternative way of continualization can be realized by letting the number of particles diverge, rather than invoking an increasingly small separation [72]. Despite the algorithmic difference, these approaches lead to the same result.
Now we perform the continualization of the operators $\mathcal{L}^S$, $\mathcal{L}^A$. Using (3.10), we obtain
\begin{align}
\mathcal{L}^S &= \mathcal{L}_n + O(\epsilon^2), \\
\mathcal{L}^A &= -\frac{a}{2} \mathcal{D}_n \partial_x + O(\epsilon^2),
\end{align}
where
\begin{equation}
\mathcal{D}_n f_n = f_{n+1} - f_{n-1}.
\end{equation}
Now we calculate $(\mathcal{L}^A)^2$ using (3.12), (B.6), (B.10). This yields
\begin{align}
(\mathcal{L}^A)^2 &= a^2 \mathcal{M} + o(\epsilon^2), \\
\mathcal{M} &\equiv -\frac{1}{4} \mathcal{L}_n(-1)^n \mathcal{L}_n(-1)^n \partial_x^2.
\end{align}

4 Slow motions

Taking into account assumption (3.6), Eq. (2.21) can be rewritten in the following form:
\begin{align*}
\left( (\partial_t + \eta)^2 (\epsilon^2 \partial_t^2 + 2\eta \partial_t) - 4\tilde{\omega}_0^2 \mathcal{L}^S \right) + 4\tilde{\omega}_0^2 \mathcal{L}^A = (\partial_t + \eta) \left( \epsilon^2 (\partial_t^2 + \eta \partial_t) - 2\tilde{\omega}_0^2 \mathcal{L}^S \right). 
\end{align*}
Equation (4.1) is a differential equation whose highest derivative with respect to $t$ is multiplied by a small parameter. Therefore, one can expect the existence of two types of solutions, namely, solutions slowly varying in time and fast varying in time [73]. The presence of fast and slow motions is a standard property of statistical systems. Fast motions are oscillations of temperature caused by equilibration of kinetic and potential energies. Slow motions are related with macroscopic heat propagation.

Considering slow motions, we assume that
\begin{align*}
\epsilon^2 (\partial_t^2 + \eta \partial_t) \kappa &\ll \tilde{\omega}_0^2 \mathcal{L}^S \kappa, \\
\epsilon^2 (\partial_t^2 + \eta \partial_t) \beta &\ll \tilde{\omega}_0^2 \mathcal{L}^S \beta.
\end{align*}
Vanishing solutions that characterize fast motions, which do not satisfy (4.2), are not considered in this paper. In [44], the properties of fast motions are investigated in the case of the system under consideration without viscous environment ($\eta = 0$) and external heating ($\beta = 0$). In [42], fast motions in a one-dimensional harmonic crystal on an elastic substrate are considered (again under the zero external action condition).

Now, taking into account (3.14), we drop the higher order terms and rewrite equation (4.1) in the form of an equation for slow motions:
\begin{align}
2((\partial_t + \eta)^2 \mathcal{L}^S - c^2 \mathcal{M}) \kappa = (\partial_t + \eta) \mathcal{L}^S \beta.
\end{align}
Applying the operator $(\mathcal{L}^S)^{-1}$ to Eq. (4.3) results in
\begin{align}
\ddot{\kappa} + 2\eta \dot{\kappa} + (\eta^2 - c^2 (\mathcal{L}^S)^{-1} \mathcal{M}) \kappa = \frac{1}{2}(\dot{\beta} + \eta \beta) + C,
\end{align}
where $\mathcal{L}^S C \equiv 0$. Here and in what follows we use more compact notation: the overdot means $\partial_t$, the prime means $\partial_x$. Taking into account the initial conditions in the form of Eq. (2.22), one can show that $C = 0$.

Now we perform the continualization of the equations. According to Eqs. (3.11), (3.14), (3.15), we have
\begin{align}
(\mathcal{L}^S)^{-1} \mathcal{M} = -\frac{1}{4} (-1)^n \mathcal{L}_n(-1)^n \partial_x^2 + o(\epsilon^2).
\end{align}
Now we multiply (4.4) by \((-1)^n m k_B^{-1}\) (here \(k_B\) is the Boltzmann constant), and rewrite Eq. (4.4) in the following form:

\[
\ddot{\theta}_n + 2\eta \dot{\theta}_n + \eta^2 \theta_n + \frac{\epsilon^2}{4} L_n \theta''_n = (\dot{\chi} + \eta \chi) \delta_n, \tag{4.6}
\]

where, according to (3.8), we introduce the following quantities depending on the continual spatial variable \(x\):

\[
\theta_n(x, t) \overset{\text{def}}{=} (-1)^n m k_B^{-1} \hat{\kappa}_n(x, t), \tag{4.7}
\]

\[
\chi(x, t) \overset{\text{def}}{=} \frac{1}{2} m k_B^{-1} \hat{\beta}_0(x, t). \tag{4.8}
\]

We call \(\theta_n\) the non-local temperatures and identify \(\chi\) as the heat supply intensity (note that \(\hat{\beta}_n \equiv 0\) for \(n \geq 1\) due to (2.10)). Also, we identify \(T \overset{\text{def}}{=} \theta_n\big|_{n=0}\) as the kinetic temperature, since in the framework of the kinetic theory of gases expression (4.7) for \(\theta_0\) coincides with the expression for the temperature of an ideal gas consisting of \(p\) articles with one degree of freedom. Now we recall the explicit form (2.5) for \(L_n\) and rewrite Eq. (4.6) as the infinite system of partial differential equations

\[
\ddot{\theta}_n + 2\eta \dot{\theta}_n + \eta^2 \theta_n + \frac{\epsilon^2}{4} \left(\theta_{n-1} - 2\theta_n + \theta_{n+1}\right)'' = \phi(x, t) \delta_n, \tag{4.9}
\]

\[
\phi = \dot{\chi} + \eta \chi, \tag{4.10}
\]

which describe the heat propagation in the crystal. The particular case of this equation for the case \(\eta = 0, \chi \equiv 0\) was obtained previously in [74].

Note that equations (4.9) for slow motions involve only the product \(c = \omega_0 a\) and do not involve the quantities \(\omega_0\) and \(a\) separately, so they do not involve \(\epsilon\). Provided that the initial conditions also do not involve \(\epsilon\), the solution of the corresponding initial value problem and all its derivatives are quantities of order \(O(1)\). The rate of vanishing for fast motions depends on \(\epsilon\): the smaller \(\epsilon\), the higher the rate. Thus, for sufficiently small \(\epsilon\), exact solutions of Eq. (2.21) quickly transform into slow motions.

5 Solution of the equations for slow motions

In what follows, we investigate the initial value problem for the system of partial differential equations (4.9) where the heat supply is given in the form of a point source

\[
\chi = \bar{\chi}(t) \delta(x),
\]

\[
\bar{\chi}(t)\big|_{t<0} \equiv 0, \tag{5.2}
\]

supplemented with zero initial conditions stated in the following form (see (2.22)):

\[
\theta_n(x, t)\big|_{t<0} \equiv 0. \tag{5.3}
\]

5.1 The case \(\eta = 0\)

In this section, we consider a crystal without viscous environment and assume that \(\eta = 0\). First, take \(\bar{\chi}(t) = \bar{\chi}_1 \delta(t)\), where \(\bar{\chi}_1\) is a constant. This corresponds to the choice of heat supply in the form of a point pulse source. Thus, in accordance with Eq. (4.10),

\[
\phi(x, t) = \bar{\chi}_1 \delta(x) \dot{\delta}(t). \tag{5.4}
\]

Now we apply the discrete Fourier transform \(\mathcal{F}_n\) [75, 76] with respect to the variable \(n\) to Eq. (4.9). This yields

\[
\bar{\theta}_{\mathcal{F}_n} - C^2 \theta''_{\mathcal{F}_n} = \bar{\chi}_1 \delta(x) \dot{\delta}(t), \tag{5.5}
\]
where

\[ \theta_{x_n}(y, x, t) = \sum_{n} \theta_n \exp(-iny), \]  
\[ \mathcal{C} = c \left| \sin \frac{y}{2} \right| \]  
and \( y \) is the Fourier transform parameter. Here we have used the shift property \([75, 76]\) of the discrete Fourier transform:

\[ \theta_{x_{n \pm 1}}(y, x, t) = \exp(\pm iy) \theta_{x_n}(y, x, t). \]  

Equation (5.5) is the inhomogeneous one-dimensional wave equation. Therefore, the solution can be written as the convolution of the right-hand side of (5.5) with the corresponding fundamental solution \([71]\):

\[ \theta_{x_0} = \bar{\chi}_1 \delta(x) \delta(t) \ast \frac{1}{2c} H(\mathcal{C}t - |x|) = \frac{\bar{\chi}_1}{2} \delta(\mathcal{C}t - |x|). \]  

The inverse of \( \theta_{x_0} \) (the kinetic temperature \( T = \theta_0 \)) can be expressed in the following form \([75, 76]\):

\[ \theta_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} \theta_{x_n} \exp(iny) \, dy \bigg|_{n=0} = \frac{\bar{\chi}_1}{4\pi} \int_{-\pi}^{\pi} \delta \left( ct \sin \frac{y}{2} - |x| \right) \, dy. \]  

To calculate the right-hand side of Eq. (5.10), one needs to use the formula (see \([77]\))

\[ \int_{I} \delta(f(y)) \, dy = \sum_{i} \frac{1}{|f'(y_i)|}, \]  
where \( y_i \) are the roots of \( f(y) \) lying inside the interval \( I \). Taking

\[ f(y) = ct \left| \sin \frac{y}{2} - |x| \right|, \]  

one can find the corresponding roots

\[ y_{1,2} = \pm 2 \arcsin \frac{|x|}{ct}, \quad ct \geq |x|. \]  

For \( ct < |x| \), there are no roots. One has

\[ f'(y_{1,2}) = \frac{ct}{2} \cos \frac{y_{1,2}}{2} = \frac{1}{2} \sqrt{c^2 t^2 - x^2}. \]  

Applying (5.11), one gets

\[ T = \bar{\chi}_1 \delta_1(x, t) \overset{\text{def}}{=} \frac{\bar{\chi}_1 H(\mathcal{C}t - |x|)}{\pi \sqrt{c^2 t^2 - x^2}}. \]  

Formula (5.15) demonstrates that heat propagates at a finite speed \( c \).

Now take \( \bar{\chi}(t) = \bar{\chi}_0 H(t) \), where \( \bar{\chi}_0 \) is a constant. This corresponds to the choice of heat supply in the form of a suddenly applied point source of constant intensity. Thus

\[ \phi(x, t) = \bar{\chi}_0 \delta(x) \delta(t), \]  
in accordance with Eq. (4.10). In this case, an expression for the kinetic temperature can be obtained by integrating the right-hand side of Eq. (5.15) with respect to time:

\[ T = \bar{\chi}_0 \delta_0 \overset{\text{def}}{=} \bar{\chi}_0 \int_{\pi/\mathcal{C}}^{\pi/\mathcal{C}} \frac{dr}{\sqrt{c^2 r^2 - x^2}} = \frac{\bar{\chi}_0 H(\mathcal{C}t - |x|)}{\pi c} \ln \frac{ct + \sqrt{c^2 t^2 - x^2}}{|x|}. \]  


The formula obtained agrees with previous results [57]. Note that for fixed \( x \neq 0 \), we have \( \mathfrak{F}_0 \propto \ln t \) (\( \mathfrak{F}_0 \) is proportional to \( \ln t \)) as \( t \to \infty \). The solution \( \mathfrak{F}_0 \) is self-similar (it depends only on \( x/ct \)).

The function \( \mathfrak{F}_0 \) is the fundamental solution for the operator in the left-hand side of Eq. (4.9) (for \( n = 0 \) and \( \eta = 0 \)). The function \( \mathfrak{F}_1 = \mathfrak{F}_0 \) plays the role of the fundamental solution for the problem of the heat propagation in a crystal without environment caused by a source of heat supply \( \chi(x, t) \). The expressions for \( \mathfrak{F}_1 \) were earlier obtained in [43, 70, 74] with a slightly different approach. Thus, in the case of an arbitrary function \( \chi(x, t) \), the solution \( \theta_0 \) of Eq. (4.10) that satisfies the zero initial condition in the form of Eq. (5.3) can be written as the convolution

\[
\theta_0 = \chi \ast \mathfrak{F}_1 = \int_{-\infty}^{\infty} \chi(\xi, \tau) \mathfrak{F}_1(x - \xi, t - \tau) \, d\xi \, d\tau = \chi \ast \mathfrak{F}_0 = \int_{-\infty}^{\infty} \chi(\xi, \tau) \mathfrak{F}_0(x - \xi, t - \tau) \, d\xi \, d\tau. \tag{5.18}
\]

Here \( \ast \) stands for the convolution of functions of two variables \( x \) and \( t \). Using formulas (5.18) in practical applications one should remember that the time derivative \( \dot{\chi} \) must be calculated in the sense of distributions (or generalized functions) [71]. Also note that the integration interval in (5.18) is in fact finite due to (5.2), (5.17).

### 5.2 The case \( \eta > 0 \)

In this section, we consider a crystal in a viscous environment and assume that \( \eta > 0 \). First, take \( \dot{\chi}(t) = \ddot{\chi}_1 \delta(t) \). This corresponds to the choice of heat supply in the form of a point pulse source. Thus

\[
\phi(x, t) = \phi_0 \overset{\text{def}}{=} \ddot{\chi}_1 \delta(x)(\dot{\delta}(t) + \eta\delta(t)), \tag{5.19}
\]

in accordance with Eq. (4.10). Applying the discrete Fourier transform \( \mathcal{F}_n \) with respect to the variable \( n \) to Eq. (4.9) and using the shift property (5.8) yields the following equation:

\[
\hat{\theta}_\mathcal{F}_n + 2\eta \hat{\theta}_\mathcal{F}_n - \xi^2 \mathcal{F}'_n + \eta^2 \mathcal{F}_n = \ddot{\chi}_1 \delta(x)(\dot{\delta}(t) + \eta\delta(t)), \tag{5.20}
\]

where the symbols \( \theta_\mathcal{F}_n(y, x, t) \) and \( \mathcal{C} \) are defined by Eq. (5.6) and Eq. (5.7), respectively. The homogeneous equation that corresponds to Eq. (5.20) is a particular case of the telegraph equation

\[
\ddot{W} + 2\eta \dot{W} - \xi^2 W'' + 2W = 0. \tag{5.21}
\]

The fundamental solution for the operator in the left-hand side of Eq. (5.21) is (see [78])

\[
\Phi = \begin{cases} e^{-\eta t} \mathcal{H}(\mathcal{C}t - |x|) I_0 \left( \sqrt{\alpha(1 - x^2/\mathcal{C}^2)} \right), & \alpha < 0, \\
\frac{1}{2\mathcal{C}} \exp(-\eta t) \mathcal{H}(\mathcal{C}t - |x|), & \alpha > 0,
\end{cases} \tag{5.22}
\]

where \( \alpha = \eta^2 - \mathcal{B} \). The values of the coefficients in Eq. (5.20) correspond to the special limiting case of Eq. (5.21) where \( \alpha = 0 \) and the fundamental solution is given by the simple formula

\[
\Phi = \frac{1}{2\mathcal{C}} \exp(-\eta t) \mathcal{H}(\mathcal{C}t - |x|). \tag{5.23}
\]

Calculating the convolution of the right-hand side of (5.19) with the fundamental solution (5.23) yields

\[
\theta_\mathcal{F}_n = \ddot{\chi}_1 \left( \Phi + \eta \Phi \right) = \frac{\ddot{\chi}_1}{2} \exp(-\eta t) \delta(\mathcal{C}t - |x|), \tag{5.24}
\]
therefore,

$$T = \theta_0 = \bar{\chi}_0 \delta_1^0(x, t) = \frac{\bar{\chi}_1 \exp(-\eta t)}{4\pi} \int_{-\pi}^{\pi} \delta \left( ct \sin \frac{y}{2} - |x| \right) dy$$

$$= \frac{\bar{\chi}_1 H(ct - |x|) \exp(-\eta t)}{\pi \sqrt{c^2 t^2 - x^2}}. \quad (5.25)$$

The function $\delta_1^0$ plays the role of the fundamental solution for the problem of the heat propagation in a crystal surrounded by a viscous environment caused by a source of heat supply $\chi(x, t)$.

Now take $\bar{\chi}(t) = \bar{\chi}_0 H(t)$. This corresponds to the choice of heat supply in the form of a suddenly applied point source of constant intensity. Thus

$$\phi(x, t) = \phi_1 \overset{\text{def}}{=} \bar{\chi}_0 \delta(x) \left( \delta(t) + \eta H(t) \right), \quad (5.26)$$

in accordance with Eq. (4.10). Since $\dot{\phi}_1 = \phi_0$, the non-stationary solution can be obtained by integrating the right-hand side of Eq. (5.25) with respect to time:

$$T(x, t) = \frac{\bar{\chi}_0 H(ct - |x|)}{\pi} \int_{|x/c|}^{t} \frac{\exp(-\eta \tau)}{\sqrt{c^2 \tau^2 - x^2}} d\tau. \quad (5.27)$$

In contrast to the case $\eta = 0$, for $\eta > 0$ there exists a stationary solution which according to [79, 80] can be expressed in a closed form:

$$T(x, \infty) = \frac{\bar{\chi}_0}{\pi} \int_{|x/c|}^{\infty} \frac{\exp(-\eta \tau)}{\sqrt{c^2 \tau^2 - x^2}} d\tau = \frac{\bar{\chi}_0}{\pi c} K_0 \left( \frac{\eta |x|}{c} \right). \quad (5.28)$$

Thus, the stationary spatial profile of the kinetic temperature caused by a point source of heat supply of constant intensity is described by the Macdonald function (the modified Bessel function of the second kind) of zero order.

It may be noted that, using the discrete Fourier transform, the steady-state solution (5.28) can be obtained as the solution $\theta_0(x)$ of the problem for the static equations

$$\eta^2 \theta_n + \frac{c^2}{4} (\theta_{n-1} - 2 \theta_n + \theta_{n+1})'' = \eta \bar{\chi}_0 \delta(x) \delta_n \quad (5.29)$$

that correspond to (4.9) with the boundary conditions at $x \to \infty$

$$\theta_n(x) \to 0. \quad (5.30)$$

In the case of an arbitrary function $\chi(x, t)$, the solution $\theta_0$ of Eq. (4.10) that satisfies the zero initial condition in the form of Eq. (5.3) can be written as the convolution of $\chi$ with the fundamental solution $\bar{\delta}_1^0$ (5.25):

$$\theta_0 = \chi * \bar{\delta}_1^0 = \int \int_{-\infty}^{\infty} \chi(\xi, \tau) \bar{\delta}_1^0(x - \xi, t - \tau) d\xi d\tau. \quad (5.31)$$

Thus, we have obtained the analytical solution of the problem.
6 Numerics

In this section, we present the results of the numerical solution of the system of stochastic differential equations (2.1)–(2.3) with initial conditions (2.7). It is useful to rewrite Eqs. (2.1)–(2.3) in the dimensionless form

\[
\begin{align*}
\frac{d\tilde{v}_i}{dt} & = (\mathcal{L}_i \tilde{u}_i - \eta \tilde{v}_i) d\tilde{t} + \tilde{b}_i \rho_i \sqrt{\tilde{dt}}, \\
\frac{d\tilde{u}_i}{dt} & = \tilde{v}_i d\tilde{t},
\end{align*}
\]

where

\[
\tilde{u} \equiv \frac{u}{a}, \quad \tilde{v} \equiv \frac{v}{c}, \quad \tilde{t} \equiv \omega_0 t, \quad \tilde{b} \equiv \frac{b}{c\sqrt{\omega_0}}, \quad \tilde{\eta} \equiv \frac{\eta}{\omega_0}.
\]

(6.1)

We consider the chain of 2N + 1 particles and the periodic boundary conditions

\[
egin{align*}
\tilde{u}_{-N} & = \tilde{u}_{N+1}, & \tilde{u}_{-N+1} & = \tilde{u}_N, \\
\tilde{v}_{-N} & = \tilde{v}_{N+1}, & \tilde{v}_{-N+1} & = \tilde{v}_N.
\end{align*}
\]

(6.2)

To obtain a numerical solution in the case of the point source of the heat supply located at \(\tilde{t} = \tilde{0}\), we assume that \(\tilde{b}_i \rho_i = \delta_{i0} \tilde{b}_0\) and use the scheme

\[
\begin{align*}
\Delta \tilde{v}_i^j & = (\mathcal{L}_i \tilde{u}_i^j - \eta \tilde{v}_i^j) \Delta \tilde{t} + \tilde{b}_i \rho_i^j \sqrt{\Delta \tilde{t}}, \\
\Delta \tilde{u}_i^j & = \tilde{v}_i^{j+1} \Delta \tilde{t}, \\
\tilde{v}_i^{j+1} & = \tilde{v}_i^j + \Delta \tilde{v}_i^j, \\
\tilde{u}_i^{j+1} & = \tilde{u}_i^j + \Delta \tilde{u}_i^j,
\end{align*}
\]

(6.3)

where \(i = -N, N\). Here the symbols with superscript \(j\) denote the corresponding quantities at \(\tilde{t} = \tilde{0}\) \(\equiv \tilde{J}\) \(\tilde{u}_i^j = \tilde{u}_i(\tilde{0})\), \(\tilde{v}_i^j = \tilde{v}_i(\tilde{0})\); \(\rho^j\) are normal random numbers that satisfy (2.6) generated for all \(\tilde{J}\). Without loss of generality we can take \(\tilde{b} = 1\).

We perform a series of \(r = 1 \ldots R\) realizations of these calculations (with various independent \(\rho^j(r)\)) and get the corresponding particle velocities \(\tilde{v}_i(r)\). In accordance with (4.7), in order to obtain the dimensionless kinetic temperature

\[
\tilde{T} = \frac{T k_B}{mc^2},
\]

(6.4)

we should average the doubled dimensionless kinetic energies:

\[
\tilde{T}_i^j = \frac{1}{R} \sum_{r=1}^{R} (\tilde{v}_i^j(r))^2.
\]

(6.5)

Numerical results (6.6) for the kinetic temperature can be compared with the analytical unsteady solutions (5.27), (5.17), and steady-state solution (5.28) expressed in the dimensionless form:

\[
\begin{align*}
\tilde{T}(\tilde{x}, \tilde{t}) & = \frac{\tilde{b}^2 H(\tilde{t} - \tilde{x})}{2\pi} \int_{\tilde{x}}^{\tilde{t}} \frac{\exp(-\tilde{\eta}\tau)}{\sqrt{\tau^2 - \tilde{x}^2}} d\tau, \\
\tilde{T}(\tilde{x}, \tilde{t}) \big|_{\tilde{t}=0} & = \frac{\tilde{b}^2 H(\tilde{0} - \tilde{x})}{2\pi} \ln (\tilde{t} + \sqrt{\tilde{t}^2 - \tilde{x}^2} - |\tilde{x}|), \\
\tilde{T}(\tilde{x}, \infty) & = \frac{\tilde{b}^2}{2\pi} K_0(\tilde{\eta}|\tilde{x}|),
\end{align*}
\]

(6.6)

where

\[
\tilde{x} \equiv \frac{x}{a} = i.
\]

(6.7)
A comparison between the analytical and numerical solutions is presented in Figures 2–4. Figure 2 corresponds to a crystal without viscous environment. Figure 3 correspond to a crystal in a viscous environment in the case where \( \tilde{t} = 70 \) is small enough for the solution to be regarded as an unsteady one. Figure 4 correspond to a crystal in a viscous environment in the case where \( \tilde{t} = 500 \) is large enough for the solution to be regarded as a steady-state one. All figures are presented for two numbers of realizations: a) \( R = 100 \) and b) \( R = 10000 \).

Note that the factor 1/2 in right-hand sides of Eqs. (6.7)–(6.9) appears according to Eq. (4.8).
Fig. 3 Comparing the unsteady analytical solution (6.7) for a crystal in a viscous environment (the green dashed line), the corresponding steady-state analytical solution (6.9) in the form of the Macdonald function (the blue solid line), and the numerical solution (the red crosses) in the case $\tilde{\eta} = 0.01$, $N = 1000$, $t = 70$. a) $R = 100$, b) $R = 10000$.

One can see that in all cases, for sufficiently large $R = 10000$ the analytical and numerical solutions are in a very good agreement.
Fig. 4 Comparing the steady-state analytical solution (6.9) in the form of the Macdonald function (the blue solid line) and the numerical solution (the red crosses) in the case $\tilde{\eta} = 0.01$, $N = 1000$, $\tilde{t} = 500$. a) $R = 100$, b) $R = 10000$.

7 Comparison with the Fourier thermal conductivity

Let us compare our results with the classical results obtained in the framework of the heat equation based on Fourier’s law. Consider the case of the non-stationary temperature distribution caused by a suddenly applied point source of heat supply. For a crystal in an environment, the solution is given by formula (5.27). For large times, there exists a steady-state solution (see (5.28)), in contrast to the case $\eta = 0$ of a crystal without environment,
where the solution (5.17) of the same problem grows logarithmically. The dimensionless forms of solutions (5.27), (5.28), (5.17) are (6.7), (6.9), (6.8), respectively.

Introducing the dimensionless quantities \( \bar{t}, \bar{T}, \bar{x} \) according to (6.2), (6.5), and (6.10), respectively, the classical heat equation in the case under consideration can be formulated in the following form

\[
\frac{\partial \bar{T}}{\partial \bar{t}} - \kappa \frac{\partial^2 \bar{T}}{\partial \bar{x}^2} = \lambda \bar{H}(\bar{t}) \delta(\bar{x}),
\]

(7.1)

where \( \kappa, \lambda \) are positive dimensionless constants. The solution of (7.1) that equals zero for \( \bar{t} < 0 \) is (see [71])

\[
\bar{T} = \frac{\lambda H(\bar{t})}{2\sqrt{\pi \kappa}} \int_0^{\bar{t}} \exp \left( -\frac{|\bar{x}|^2}{4\kappa \tau} \right) d\tau
= \lambda H(\bar{t}) \left( \frac{\sqrt{\bar{t}}}{\pi \kappa} \exp \left( -\frac{\bar{x}^2}{4\kappa \bar{t}} \right) - \frac{|\bar{x}|}{2\kappa} \text{erfc} \frac{|\bar{x}|}{2\sqrt{\kappa \bar{t}}} \right). \tag{7.2}
\]

For \( \bar{t} \to \infty \) the right-hand side of (7.2) grows proportionally to \( \sqrt{\bar{t}} \) being bounded at \( \bar{x} = 0 \).

Now we want to compare qualitatively the solutions (6.7) or (6.8) from the one hand, and (7.2) from the other hand. At first, we need to choose the reasonable values for material constants \( \kappa \) and \( \lambda \) in (7.2). In order to make the solutions corresponding to different physical models more similar in some sense, for certain \( \bar{t} = \bar{t}_0 \) we take constants \( \kappa = \kappa_0(\bar{t}_0) \) and \( \lambda = \lambda_0(\bar{t}_0) \) such that the following pairs of the quantities

\[
\int_{-\infty}^{\infty} \bar{T}(\bar{x}, \bar{t}_0) \, d\bar{x} \quad \text{and} \quad \int_{-\infty}^{\infty} \bar{x}^2 \bar{T}(\bar{x}, \bar{t}_0) \, d\bar{x}
\]

(7.3)

calculated by virtue of (6.8) and (7.2), respectively, are mutually equal. In such a way we get that \( \lambda_0 = 1/2 \) and does not depend on \( \bar{t}_0 \), while the quantity \( \kappa_0 \) depends on \( \bar{t}_0 \).

The comparison between unsteady solutions for the crystal and the solution of the heat equation is given in Figure 5 (all plots are calculated for \( \bar{t}_0 = 30 \)). Certainly, the most important difference here is that according to (6.7) & (6.8) the heat propagates at a finite speed. Both solutions for the crystal are unbounded at \( x = 0 \), while the solution of the heat equation (7.2) remains to be finite.

8 Conclusion

In the paper, we started with equations (2.1) for stochastic dynamics of a one-dimensional harmonic crystal in a viscous environment. We introduced in the standard way the kinetic temperature in the crystal as a quantity proportional to the statistical dispersion of the particle velocities. The most important results of the paper are the differential-difference equation (4.9) for the heat propagation in the crystal and the analytical formulas (5.17), (5.25), and (5.28) describing the ballistic heat propagation in the crystal from a point heat source. Formula (5.17) gives the non-stationary kinetic temperature distribution in a crystal without viscous environment caused by a point source of constant intensity. Formulas (5.25) and (5.28) correspond to the case of a crystal in a viscous environment. Formula (5.25) gives the non-stationary kinetic temperature distribution caused by a point pulse source (i.e., the fundamental solution). Formula (5.28) shows that the steady-state kinetic temperature distribution caused by a point source of constant intensity is described by the Macdonald function of zero order. The comparison between numerical solution of equations (2.1) and analytic solution of differential-difference equation (4.9) demonstrates a good agreement (see Figures 2–4). In the case of the heat source of general structure the formula for the kinetic temperature can be obtained as the convolution of the heat source function with the corresponding fundamental solution (see Eqs. (5.18), (5.31)).
Heat transfer in a one-dimensional harmonic crystal

A qualitative comparison between the non-stationary analytical solution (6.7) for a crystal in a viscous environment ($\tilde{\eta} = 0.03$, the green dashed line), the non-stationary analytical solution (6.8) for a crystal without viscous environment (the brown solid line), and the solution (7.2) of the heat equation ($\kappa = 5.00$, the magenta dotted line).

A comparison of our results with the classical model based on the heat equation and Fourier’s law demonstrates an essential difference in the kinetic temperature distribution near a point source of heat supply (see Section 7 and Fig. 5). In the framework of our model the heat propagates at the speed of sound for the crystal. We expect that the results obtained in the paper can be used to describe the heat transfer in low-dimensional nanostructures and ultra-pure materials [15, 16, 81]. On the other hand, we expect that the theoretical result expressed by formula (5.28) can be verified by experiments with laser excitation of nanostructures.
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A The derivation of the dynamic equations for the covariances

Consider a system of stochastic differential equations

$$dx_i = a_i(x, t) \, dt + \sum_\alpha b_{i\alpha}(x, t) \, dW_\alpha, \quad i = 1, \ldots, n,$$

where $x = [x_1, \ldots, x_n]^\top$ and $W_\alpha$ is a vector of uncorrelated Wiener variables. According to [67] (Chapter 6, formulas (6.4)–(6.17)), it follows from the Itô lemma that the following equation for the covariance variables holds:

$$\langle x_p x_q \rangle \cdot = \langle x_p a_q + x_q a_p + b_p b_q \rangle.$$

In the particular case (2.1), we have $b_{i\alpha}(x, t) = \delta_{i\alpha} b_i(x, t)$, whence

$$\langle x_p x_q \rangle = \langle x_p a_q + x_q a_p \rangle + \delta_{pq} \langle b_p b_q \rangle.$$

Now we apply (A.3) to (2.1) and obtain

$$\langle u_p u_q \rangle = \langle u_p v_q \rangle + \langle v_p u_q \rangle,$$

$$\langle u_p v_q \rangle = \langle u_p F_q \rangle + \langle v_p v_q \rangle,$$

$$\langle v_p v_q \rangle = \langle v_p F_q \rangle + \langle F_p v_q \rangle + \delta_{pq} \langle b_p b_q \rangle.$$

Fig. 5 A qualitative comparison between the non-stationary analytical solution (6.7) for a crystal in a viscous environment ($\tilde{\eta} = 0.03$, the green dashed line), the non-stationary analytical solution (6.8) for a crystal without viscous environment (the brown solid line), and the solution (7.2) of the heat equation ($\kappa = 5.00$, the magenta dotted line).
Applying these formulas to the particular case where $F_i$ are given by Eq. (2.2) yields formula (2.11).

B Some identities of the calculus of finite differences

Consider an infinite sequence $f_p$, where $p$ is an arbitrary integer. Introduce the left and right shift operators $h$ and $\nu$, respectively:

$$h f_p \triangleq f_{p+1}, \quad \nu f_p \triangleq f_{p-1}. \quad (B.1)$$

Clearly,

$$h \nu = 1 \iff \nu = h^{-1}. \quad (B.2)$$

One has

$$\mathcal{L} = h + \nu - 2, \quad (B.3)$$

$$\mathcal{D} = h - \nu. \quad (B.4)$$

By definition, put

$$\Sigma \triangleq h + \nu + 2 = \mathcal{L} + 4. \quad (B.5)$$

One has

$$\mathcal{L} \Sigma f_p = f_{p+2} - 2 f_p + f_{p-2} = \mathcal{D}^2 f_p. \quad (B.6)$$

Introduce the sign change operator $(-1)^p$. One has

$$h(-1)^p = (-1)^{p+1} h, \quad (B.7)$$

$$\nu(-1)^p = (-1)^{p+1} \nu, \quad (B.8)$$

$$\mathcal{L}(-1)^p = (-1)^{p+1} \mathcal{L}, \quad (B.9)$$

$$\Sigma = (-1)^{p+1} \mathcal{L}(-1)^p. \quad (B.10)$$
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