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Abstract

QM/MM hybrid methods employ accurate quantum (QM) models only in regions of interest (defects) and switch to computationally cheaper interatomic potential (MM) models to describe the crystalline bulk.

We develop two QM/MM hybrid methods for crystalline defect simulations, an energy-based and a force-based formulation, employing a tight binding QM model. Both methods build on two principles: (i) locality of the QM model; and (ii) constructing the MM model as an explicit and controllable approximation of the QM model. This approach enables us to establish explicit convergence rates in terms of the size of QM region.

1 Introduction

Algorithms for concurrently coupling quantum mechanics and classical molecular mechanics (QM/MM) are widely used to perform simulations of large systems in materials science and biochemistry [3, 8, 13, 17, 22, 32, 33]. A QM model is necessary for accurate treatments of bond breaking/formation, charge transfer, electron excitation and so on. However, the applications of QM is limited to systems with hundreds of atoms due to the significant computational cost. By contrast, MM methods based on empirical inter-atomic potentials are able to treat millions of atoms or more but reduced accuracy (more precisely, they are not transferable). QM/MM coupling methods promise (near-)QM accuracy at (near-)MM computational cost for large-scale atomistic simulations in materials science.

In QM/MM simulations the computational domain is partitioned into two regions. The region of primary interest, described by a QM model, is embedded in an environment (e.g., bulk crystal) which is described by an MM model. The coupling between these two regions is the key challenge in the construction of accurate and efficient QM/MM methods.

A natural question is the accuracy of QM/MM models as a function of QM region size. The number of atoms in the QM region is a discretisation parameter and the observables of interest should converge to the desired accuracy with respect to this parameter. Despite the growing number of QM/MM methods and their applications, few of the publications have included quantitative tests of the accuracy of the method and its convergence with respect to possible parameters. To our best knowledge, there is no theoretical analysis for QM/MM methods in the literature.

The purpose of this paper is to initiate a numerical analysis of QM/MM methods. We develop two new QM/MM methods for crystalline defect simulations for which we can prove rigorous a priori error estimates. We use the tight binding (TB) model (a minimalist QM method) as the QM model and, for the MM region, construct an interatomic potential (or, forces) through an explicit approximation of the TB model, which is reminiscent of the force matching technique [11]. This approach enables us to establish explicit convergence rates in terms of the size of the QM region.
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Our analysis is based on two key preliminaries: the “strong locality” of the (finite temperature) tight binding model [6] and the decay estimates of equilibria in lattices with defects [5, 9].

Outline. In Section 2, we review the existing QM/MM methodology for material systems. In Section 3, we review the tight binding model for crystalline defects which we use as the QM model. In Section 4 and 5 we construct QM/MM coupling schemes with rigorous error estimates based, respectively, on energy-mixing and force-mixing principles. Finally, we summarise our findings and make some concluding remarks concerning practical aspects which we will pursue in forthcoming work.

Notation. We will use the symbol \( \langle \cdot, \cdot \rangle \) to denote an abstract duality pairing between a Banach space and its dual. The symbol \( | \cdot | \) normally denotes the Euclidean or Frobenius norm, while \( \| \cdot \| \) denotes an operator norm. For the sake of brevity of notation, we will denote \( A \setminus \{ a \} \) by \( A \setminus a \), and \( \{ b - a \mid b \in A \} \) by \( A - a \).

For a differentiable function \( f \), \( \nabla f \) denotes the Jacobi matrix. For \( E \in C^2(X) \), the first and second variations are denoted by \( \langle \delta E(u), v \rangle \) and \( \langle \delta^2 E(u)w, v \rangle \) for \( u, v, w \in X \). For higher variations, we will use the notation \( \delta^k E(u_0)[u_1, \ldots, u_k] \), and \( \delta^k E(u_0)[u^{\otimes k}] \) for abbreviation when \( u_1 = \cdots = u_k = u \).

For \( j \in \mathbb{N} \), \( g \in (\mathbb{R}^d)^A \), and \( V \in C^j((\mathbb{R}^d)^A) \), we define the notation \[ V,_{\rho}(g) := \frac{\partial^j V(g)}{\partial g_{p_1} \cdots \partial g_{p_j}} \quad \text{for} \quad \rho = (\rho_1, \cdots, \rho_j) \in A^j. \]

The symbol \( C \) denotes generic positive constant that may change from one line of an estimate to the next. When estimating rates of decay or convergence, \( C \) will always remain independent of the system size, of lattice position or of test functions. The dependencies of \( C \) will normally be clear from the context or stated explicitly.
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2 QM/MM coupling methods

The many different variants to couple QM and MM models can be broadly divided into two categories: energy-mixing and force-mixing. Energy-mixing methods define an energy functional that involves mixture of QM and MM energies, and the solution is obtained by minimizing the energy functional. By contrast, force-mixing methods define a system of force balance equations, where the forces involve contributions from QM and MM models and are non-conservative (i.e., they are not compatible with any energy functional). In the present section we review both classes of QM/MM schemes for materials systems.

2.1 Energy-mixing

The system under consideration is partitioned into QM and MM regions (see Figure 2.1 for two examples). Let \( y^{\text{QM}} \) and \( y^{\text{MM}} \) denote the respective atomic configurations in these two regions. Depending on the construction of the hybrid total energy \( E \), energy-based methods can mainly be divided into two categories:

1. In the subtractive approach, e.g. the ONIOM method [18, 22, 29] and its derivatives,
\[
E(y^{\text{QM},\text{MM}}) = E^{\text{MM}}(y^{\text{QM},\text{MM}}) + E^{\text{QM}}(y^{\text{QM}}) - E^{\text{MM}}(y^{\text{QM}}); \tag{2.1}
\]
that is, an MM energy for the entire system is corrected by the difference between the QM and MM energies of the QM region.
In the additive approach, e.g. ChemShell [20], DL-FIND [16], MAAD [4] and QUASI [27]) the QM energy of the QM region and MM energy of the MM region are connected via an interaction energy which may depend on an interface that involves parts of both regions,

\[ E(y^{QM\cup MM}) = E^{QM}(y^{QM}) + E^{MM}(y^{MM}) + E^{interaction}(y^{QM}, y^{MM}). \]  

The advantage of energy-based methods is that they are naturally energy conserving. Unfortunately, the spurious interface effects acting between the QM and MM regions can be significant. To alleviate such effects, the QM and MM regions are either “passivated” [27, 28] or “buffered” [21, 22]. In the first approach, the energies \( E^{QM}(y^{QM}) \) in (2.1) and (2.2) are the energies of the passivated cluster of the QM region, in which a number of additional atoms that have no counterparts in the real system (for example, hydrogen atoms) are added to the QM region to terminate the broken bonds. The second approach handles the boundary by defining buffer layers surrounding the QM and MM regions, so that each atom can see a full complement of surrounding atoms.

The second approach seems to be preferred in solid state systems since the elimination of the boundary effects for passivated atoms will not be perfect and may indeed be severe [7]. The simplest example is for a perfect bulk system, where the true force on all atoms are zero. However, the passivated cluster force computed with QM and MM will in general be non-zero on the passivation atoms and nearby atoms [3]. This is reminiscent of the ghost forces which are a well-understood concept in atomistic/continuum multi-scale methods [19].

2.1.1 An idealized hybrid model. Beside the widely used subtractive and additive approaches, there is a third type of energy-based formulations: the local energy approach, which mixes local energies computed by QM and MM methods in their respective regions,

\[ E(y^{QM\cup MM}) = \sum_{\ell \in QM} E^{QM}_\ell(y^{QM\cup MM}) + \sum_{\ell \in MM} E^{MM}_\ell(y^{QM\cup MM}) \]  

with \( E_\ell \) denoting the local energy associated to the \( \ell \)-th atomic site. Even though the expression (2.3) seems intuitive, this variant is not commonly used in QM/MM coupling schemes. Indeed, we are only aware of a brief reference to this approach in [3]. The reason is that it was unclear how to decompose \( E \) into local contributions \( E^{QM}_\ell \) that match with a classical interatomic potential site energy \( E^{MM}_\ell \).
In the previous work of this series, we studied the tight binding site energy introduced in and justified its “strong locality” rigorously. This is important and useful in QM/MM coupling scheme based on since: (1) when using classical potentials the total energy is almost always written as a sum over atoms \( E = \sum E_\ell \), therefore, we are able to establish the bridge between the electronic and classical worlds; (2) rather than using “black-box” MM potentials, we can construct MM site energies based on the approximations of QM site energies for good coupling of the different models.

It is pointed out in that matching the force-constant/dynamic matrix (i.e. the first derivatives of the force or the second order derivatives of the energy with respect to atomic positions) would guarantee a perfect match between the MM and QM forces for arbitrary infinitesimal displacements from equilibrium. In case of an energy-based method, only such a strict matching criterion can guarantee that spurious forces are eliminated for near equilibrium configurations. The errors resulting from mismatching the force-constant/dynamic matrix are analogous to so-called “ghost forces” in atomistic/continuum hybrid schemes.

Based on these observations, we construct an idealized MM site energy by taking the second order expansion of \( E_{\text{QM}} \):

\[
E_{\text{lin}}(y) := E_{\ell}(y) + \langle \delta E_{\text{QM}}(y_0), y - y_0 \rangle + \frac{1}{2} \langle \delta^2 E_{\text{QM}}(y_0)(y - y_0), y - y_0 \rangle, \tag{2.4}
\]

where \( y = y_{\text{QM/MM}} \) and \( y_0 \) is a predicted (near-)equilibrium configuration, typically the far-field crystalline environment or an explicit linearised elasticity solution. The QM/MM total energy is then given by

\[
E(y) = \sum_{\ell \in \text{QM}} E_{\ell}(y) + \sum_{\ell \in \text{MM}} E_{\ell}(y). \tag{2.5}
\]

This gives rise to a simple QM/MM coupling scheme, in which the MM potential is constructed such that it matches the QM model. Matching of the MM and QM models for higher order information can also become important, e.g., for slowly decaying elastic fields (dislocations, cracks) or due to increased temperature which may cause fluctuations to displacements beyond the quadratic regime. We will therefore discuss arbitrary order expansions in this paper.

### 2.2 Force-mixing

With the partition of QM and MM regions, the force-based methods combine QM forces for atoms in the QM region with MM forces in the MM region. The simplest variant, brutal force mixing, is defined by

\[
F_\ell(y_{\text{QM/MM}}) = \begin{cases} 
F_{\ell}(y_{\text{QM/MM}}) & \text{if } \ell \in \text{QM} \\
F_{\ell}(y_{\text{QM/MM}}) & \text{if } \ell \in \text{MM} 
\end{cases}. \tag{2.6}
\]

Typically, the QM and MM forces are computed by carving a cluster buffered by a layer of atoms defined by a distance cutoff, and the forces on all the buffer atoms are discarded. In other variants, a transition region is introduced where forces are smoothly blended. Examples of force-mixing QM/MM methods are DCET and LOTF.

The main advantage of force-mixing is that there are no spurious interface forces as in energy-mixing schemes. However, this comes at the cost of a non-conservative force field. Moreover, if the QM and MM forces are directly used (without modification) for molecular dynamics simulations, then the dynamics will not conserve momentum.
2.2.1 An idealized model. Similar to the discussions for energy-mixing methods, we will construct MM forces by an expansion of QM forces so that the force-constant/dynamic matrix can be matched, e.g., with a first order expansion,

\[
F_{\ell}^{\text{MM}}(y) := F_{\ell}^{\text{lin}}(y) := F_{\ell}^{\text{QM}}(y_0) + \langle \delta F_{\ell}^{\text{QM}}(y_0), y - y_0 \rangle, \tag{2.7}
\]

where \(y = y^{\text{QM-MM}}\) and \(y_0\) is a suitable predictor of the equilibrium configuration. For the same reasons as in the energy-mixing approach, we will also consider higher-order expansions of the forces.

Remark 2.1. Our construction of the MM site energies and of the MM forces is reminiscent of the classical idea of force matching \([11]\) and has more recently been applied in a coupling context, e.g., in \([8, 30]\). A key difference in our present work, in the energy-based variant, is that we match the site energies rather than that total energies (and forces).

3 Tight binding model for crystalline defects

A finite or countable index-set \(\Lambda \subset \mathbb{R}^m\) is called a reference configuration. A deformed configuration is described by a map \(y : \Lambda \rightarrow \mathbb{R}^d\) with \(m, d \in \{2, 3\}\) denoting the space dimensions. (Allowing \(m \neq d\) allows us to define 2D models of straight dislocations.)

We say that the map \(y\) is a proper configuration if the atoms do not accumulate:

\[\exists m > 0 \text{ such that } |y(\ell) - y(k)| \geq m|\ell - k| \quad \forall \, \ell, k \in \Lambda.\]

Throughout, we let \(V_m \subset \mathbb{R}^d\) denote the subset of all \(y \in \mathbb{R}^d\) satisfying \(L\). If we need to emphasize the domain \(\Lambda\), then we will write \(V_m(\Lambda)\).

3.1 The tight binding model and its site energy

The tight binding model is a minimalist QM type model, which enables the investigation and prediction of properties of molecules and materials. For simplicity of presentation, we consider a ‘two-centre’ tight binding model \([14, 26]\) with a single orbital per atom and the identity overlap matrix. All results can be extended directly to general non-self-consistent tight binding models, as described in \([6]\).

For a finite system with reference configuration \(\Omega\), \(\#\Omega = N\), the ‘two-centre’ tight binding model is formulated in terms of a discrete Hamiltonian, with the matrix elements

\[
\left(\mathcal{H}(y)\right)_{\ell k} = \begin{cases} h_{\text{ons}} \left( \sum_{j \neq \ell} \varphi \left(|y(\ell) - y(j)|\right) \right) & \text{if } \ell = k \\ h_{\text{hop}}(|y(\ell) - y(k)|) & \text{if } \ell \neq k, \end{cases} \tag{3.1}
\]

where \(R_c\) is a cut-off radius, \(h_{\text{ons}} \in C^n([0, \infty))\) is the on-site term, with \(\varphi \in C^n([0, \infty))\), \(\varphi = 0\) in \([R_c, \infty)\), and \(h_{\text{hop}} \in C^n([0, \infty))\) is the hopping term with \(h_{\text{hop}}(r) = 0 \quad \forall r \in [R_c, \infty)\).

Our results can be generalised to the more general TB model presented in \([6]\), but for the sake of simplicity of notation, we restrict ourselves to (3.1), which still includes most non-self-consistent TB models in the literature.

Note that \(h_{\text{ons}}\) and \(h_{\text{hop}}\) are independent of \(\ell\) and \(k\), which indicates that all atoms of the system belong to the same species. We observe that the formulation (3.1) satisfies all the assumptions on Hamiltonian matrix elements in \([6]\) Assumptions \(\text{H.tb, H.loc, H.sym, H.emb}\).

With the above tight binding Hamiltonian \(\mathcal{H}\), we can obtain the band energy of the system

\[
E^\Omega(y) = \sum_{s=1}^{N} f(\varepsilon_s)\varepsilon_s, \tag{3.2}
\]
Theorem 3.1. Suppose \( f \) the Fermi-Dirac function, 
\[ f(\varepsilon) = \left( 1 + e^{(\varepsilon - \mu)/(k_B T)} \right)^{-1}, \]  
\( \mu \) a fixed chemical potential, \( k_B \) Boltzmann’s constant, and \( T > 0 \) the temperature of the system. We do not consider the pairwise repulsive potential, which can be treated purely classically \([6]\).

Following \([12]\), we denote the energy to each atomic site
\[ E^\Omega(y) = \sum_{\ell \in \Omega} E^\Omega_\ell (y) \quad \text{with} \quad E^\Omega_\ell (y) := \sum_s f(\varepsilon_s) \varepsilon_s |[\psi_s]|^2. \]  
The following theorem \([3]\) Theorem 3.1 (i)] states the existence of the limit as \( \Omega \uparrow A, \Omega \subset A \), for some countable reference domain \( A \). For an infinite body, \( A \), we will denote this limit site energy by \( E_\ell \). We will continue to denote the site energies of subsystems \( \Omega \subset A \) by \( E^\Omega_\ell \). When \( A \) is an infinite reference configuration and \( A \subset \mathbb{R}^m \), then we will also use the short-hand \( E^\Omega_\ell := E^\Omega_{\ell \cap \Lambda} \).

**Theorem 3.1.** Suppose \( A \) is countable, \( y \in \mathcal{V}_m(A) \) a deformation, and \( \Omega \subset A \) a finite subset. Then,

(i) (regularity and locality of the site energy) \( E^\Omega_\ell (y) \) possesses \( j \)th order partial derivatives with \( 1 \leq j \leq n - 1 \), and there exist constants \( C_j \) and \( \eta_j \) such that
\[ \left| \frac{\partial^j E^\Omega_\ell (y)}{\partial |y(m_1)|_{i_1} \cdots \partial |y(m_j)|_{i_j}} \right| \leq C_j e^{-\eta_j \sum_{i=1}^j |y(\ell) - y(m_i)|} \]  
with \( m_k \in \Omega \) and \( 1 \leq i_k \leq d \) for any \( 1 \leq k \leq j \);

(ii) (isometry invariance) \( E^\Omega_\ell (y) = E^\Omega_\ell (g(y)) \) if \( g : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is an isometry;

(iii) (permutation invariance) \( E^\Omega_\ell (y) = E^{G^{-1}(\Omega)}_\ell (y \circ G) \) for a permutation \( G : \Lambda \rightarrow \Lambda \).

(iv) (thermodynamic limit) \( E_\ell (y) := \lim_{R \rightarrow \infty} E^{B_R(\ell)}_\ell (y) \) exists and satisfies (i), (ii), (iii) with \( \Omega = A \).

For a finite subset \( \Omega \subset A \), we define the (negative) force
\[ F^\Omega (y) := \nabla E^\Omega (y), \]  
in component notation, \( [F^\Omega_\ell (y)]_i = \frac{\partial E^\Omega_\ell (y)}{\partial \langle y(\ell) \rangle_i} \) \( 1 \leq i \leq d \).

Using (3.5), we have
\[ [F^\Omega_\ell (y)]_i = \sum_{k \in \Omega} \frac{\partial E^\Omega_\ell (y)}{\partial \langle y(\ell) \rangle_i}, \]  
which, together with Theorem 3.1 yields the thermodynamic limit of the force, as well as its regularity, locality, and isometry/ permutation invariance.

**Theorem 3.2.** Suppose the assumptions of Theorem 3.1 are satisfied, then

(i) (regularity and locality of the force) \( F^\Omega_\ell (y) \) possesses \( j \)th order partial derivatives with \( 1 \leq j \leq n - 2 \), and there exist constants \( C_j \) and \( \eta_j \) such that
\[ \left| \frac{\partial^j F^\Omega_\ell (y)}{\partial |y(m_1)|_{i_1} \cdots \partial |y(m_j)|_{i_j}} \right| \leq C_j e^{-\eta_j \sum_{i=1}^j |y(\ell) - y(m_i)|} \]  
with \( m_k \in \Omega \) and \( 1 \leq i_k \leq d \) for any \( 1 \leq k \leq j \);
(ii) (isometry invariance) \( F^Q_t(Qy + c) = Q^T F^Q_t(y) \) for all \( Q \in \text{SO}(d), c \in \mathbb{R}^d; \)

(iii) (permutation invariance) \( F^Q_t(y) = F^{G^{-1}(Q)}_{G^{-1}(t)}(y \circ G) \) for a permutation \( G : \Lambda \to \Lambda; \)

(iv) (thermodynamic limit) \( F_t(y) := \lim_{R \to \infty} F^{B_R(t)}_t(y) \) exists and satisfies (i), (ii), (iii) with \( \Omega = \Lambda. \)

3.2 Crystalline defects

3.2.1 Energy space. Let \( \Lambda \subset \mathbb{R}^m \) be an infinite reference configuration satisfying \( \Lambda \setminus B_{R_{\text{DEF}}} = (AZ^m) \setminus B_{R_{\text{DEF}}} \) where \( R_{\text{DEF}} \geq 0, A \in \text{SL}(m) \) and \( \Lambda \cap B_{R_{\text{DEF}}} \) is finite. For analytical purposes, we assume that there is a regular partition \( T_{\Lambda} \) of \( \mathbb{R}^m \) into triangles if \( m = 2 \) and tetrahedra if \( m = 3 \), whose nodes are the reference sites \( \Lambda \) (see Appendix A for interpolations of lattice functions on this background mesh).

We can decompose the deformation
\[
y(\ell) = y_0(\ell) + u(\ell) = P\ell + u(\ell) + u_0(\ell) \quad \forall \ \ell \in \Lambda, \tag{3.10}
\]
where \( u_0 : \Lambda \to \mathbb{R}^d \) is a predictor prescribing the far-field boundary condition, \( u : \Lambda \to \mathbb{R}^d \) is a corrector, and \( P \in \mathbb{R}^{d \times m} \) denotes a macroscopically applied deformation.

If \( \ell \in \Lambda \) and \( \ell + \rho \in \Lambda \), then we define the finite difference \( D_\rho u(\ell) := u(\ell + \rho) - u(\ell) \). If \( R \subset \Lambda \setminus \ell \), then we define \( D_R u(\ell) := (D_{\rho} u(\ell))_{\rho \in R} \), and \( Du(\ell) := D_{\Lambda \setminus \ell} u(\ell) \). For a stencil \( Du(\ell) \) and \( \gamma > 0 \) we define the (semi-)norms
\[
|Du(\ell)|_\gamma := \left( \sum_{\rho \in \Lambda \setminus \ell} e^{-2|\rho|} |D_\rho u(\ell)|^2 \right)^{1/2} \quad \text{and} \quad \|Du\|_{\ell_2} := \left( \sum_{\ell \in \Lambda} |Du(\ell)|^2 \right)^{1/2}.
\]
An immediate consequence of (A.1) is that all (semi-)norms \( \| \cdot \|_{\ell_2}, \gamma > 0 \), are equivalent.

We can now define the natural function space of finite-energy displacements,
\[
\mathcal{W}^{1,2} := \{ u : \Lambda \to \mathbb{R}^d, \|Du\|_{\ell_2} < \infty \}.
\]

3.2.2 Site energy. Let \( E_\ell \) denote the site energies we defined in Theorem 3.1(iv). Because they are translation invariant we can define \( V_\ell : (\mathbb{R}^m)^{\Lambda \setminus \ell} \to \mathbb{R} \) by
\[
V_\ell(Du) := E_\ell(Px_0 + u) \quad \text{with} \quad x_0 : \Lambda \to \mathbb{R}^d \quad \text{and} \quad x_0(\ell) = \ell \quad \forall \ \ell \in \Lambda. \tag{3.11}
\]

For a displacement \( u \) satisfying \( y_0 + u \in \mathcal{V}_m(\Lambda) \), we can define (formally, for now) the energy-difference functional
\[
\mathcal{E}(u) := \sum_{\ell \in \Lambda} \left( E_\ell(y_0 + u) - E_\ell(y_0) \right) = \sum_{\ell \in \Lambda} \left( V_\ell(Du_0(\ell) + Du(\ell)) - V_\ell(Du_0(\ell)) \right). \tag{3.12}
\]

For both point defects and dislocations, we can construct predictors \( y_0 \) (see 3.2.3 and 3.2.4) such that \( \delta \mathcal{E}(0) \in \mathcal{W}^{1,2} \). We prove in [5] (see also [9, Lemma 2.1]) that, under this condition, \( \mathcal{E} \) is well-defined on the space \( \text{Adm}_0 \) and in fact \( \mathcal{E} \in C^{n-1}(\text{Adm}_0) \), where
\[
\text{Adm}_m := \{ u \in \mathcal{W}^{1,2}, \|y_0(\ell) + u(\ell) - y_0(m) - u(m)| > m|\ell - m| \ \forall \ \ell, m \in \Lambda \}.
\]

In §3.2.3 and §3.2.4 we show how the crucial condition \( \delta \mathcal{E}(0) \in \mathcal{W}^{1,2} \) is obtained for, respectively, point defects and dislocations. In §3.2.5 we then present a unified description for which we then rigorously state the properties of \( \mathcal{E} \) and the associated variational problem.
3.2.3 Point defects. We make the following standing assumptions for point defects:

\[ P. \quad m = d \in \{2, 3\}; \exists R_{\text{DEF}} > 0, A \in \text{SL}(m) \text{ such that } \Lambda \backslash B_{R_{\text{DEF}}} = (A\mathbb{Z}^m)\backslash B_{R_{\text{DEF}}} \text{ and } \Lambda \cap B_{R_{\text{DEF}}} \text{ is finite; } P = \text{Id}; u_0 = 0; y_0(\ell) = \ell. \]

3.2.4 Dislocations. The following derivation is not essential to our analysis of QM/MM schemes, and can indeed be found in [9], however, for the sake of completeness, we still present enough detail to justify the unified formulation in §3.2.5.

We consider a model for straight dislocation lines obtained by projecting a 3D crystal. For a 3D lattice \( B\mathbb{Z}^3 \) with dislocation direction parallel to \( e_3 \) and Burgers vector \( b = (b_1, 0, b_3) \), we consider displacements \( W : B\mathbb{Z}^3 \to \mathbb{R}^3 \) that are periodic in the direction of the dislocation direction \( e_3 \). Thus, we choose a projected reference lattice \( \Lambda := A\mathbb{Z}^2 = \{(\ell_1, \ell_2) \mid \ell = (\ell_1, \ell_2, \ell_3) \in B\mathbb{Z}^3\} \), which is again a Bravais lattice. This projection gives rise to a projected 2D site energy with the additional invariance

\[ E_\ell(y) = E_\ell(y + ze_3) \quad \forall z : \Lambda \to b_3\mathbb{Z} \quad (3.13) \]

Let \( \hat{x} \in \mathbb{R}^2 \) be the position of the dislocation core and \( \Gamma := \{x \in \mathbb{R}^2 \mid x_2 = \hat{x}_2, x_1 \geq \hat{x}_1\} \) be the “branch cut”, with \( \hat{x} \) chosen such that \( \Gamma \cap \Lambda = \emptyset \). Following [9], we define the far-field predictor \( u_0 \) by

\[ u_0(x) := u_{\text{lin}}(\xi(x)), \quad (3.14) \]

where \( u_{\text{lin}} \in C^\infty(\mathbb{R}^2 \setminus \Gamma; \mathbb{R}^d) \) is the continuum linear elasticity solution (see [9] for the details) and

\[ \xi(x) = x - b_{12} \frac{1}{2\pi} \eta \left( \frac{|x - \hat{x}|}{r} \right) \arg(x - \hat{x}), \tag{3.15} \]

with \( \arg(x) \) denoting the angle in \((0, 2\pi)\) between \( x \) and \( b_{12} = (b_1, b_2) = (b_1, 0) \), and \( \eta \in C^\infty(\mathbb{R}) \) with \( \eta = 0 \) in \((-\infty, 0]\), \( \eta = 1 \) in \([1, \infty)\) removes the singularity.

The predictor \( y_0 = Px + u_0 \) is constructed in such a way that \( y_0 \) jumps across \( \Gamma \), which encodes the presence of the dislocation. But there is an ambiguity in this definition in that we could have equally placed the jump into the left half-plane \( \{x_1 \leq \hat{x}_1\} \). The role of \( \xi \) in the definition of \( u_0 \) is that applying a plastic slip across the plane \( \{x_2 = \tilde{x}_2\} \) via the definition

\[ y^S(x) := \begin{cases} y(\ell), & \ell_2 > \tilde{x}_2, \\ y(\ell - b_{12}) - b_3e_3, & \ell_2 < \tilde{x}_2 \end{cases} \]

achieves exactly this transfer: it leaves the (3D) configuration invariant, while generating a new predictor \( y_0^S \in C^\infty(\Omega_\Gamma) \) where \( \Omega_\Gamma = \{x_1 > \hat{x}_1 + \hat{r} + b_1\} \). Since the map \( y \mapsto y^S \) represents a relabelling of the atom indices and an integer shift in the out-of-plane direction, we can apply (3.13) and Theorem 3.1 (iii) to obtain

\[ E_\ell(y) = E_{S^*\ell}(y^S), \tag{3.16} \]

where \( S \) is the \( \ell^2 \)-orthogonal operator with inverse \( S^* = S^{-1} \) defined by

\[
S u(\ell) := \begin{cases} u(\ell), & \ell_2 > \tilde{x}_2, \\ u(\ell - b_{12}), & \ell_2 < \tilde{x}_2 \end{cases} \quad \text{and} \quad S^* u(\ell) := \begin{cases} u(\ell), & \ell_2 > \hat{x}_2, \\ u(\ell + b_{12}), & \ell_2 < \hat{x}_2. \end{cases}
\]

We can translate (3.16) to a statement about \( u_0 \) and \( V_\ell \). Let \( S_0 w(x) = w(x), x_2 > \hat{x}_2 \) and \( S_0 w(x) = w(x - b_{12}) - b_3x_2 < \hat{x}_2 \), then we obtain that \( y_0^S = Px + S_0u_0 \) and \( S_0y_0 \in C^\infty(\Omega_\Gamma) \) and \( S_0(u_0 + u) = S_0u_0 + Su \). The permutation invariance (3.16) can now be rewritten as an invariance of \( V_\ell \) under the slip \( S_0 \):

\[ V(D(u_0 + u)(\ell)) = V(e(\ell) + D_0u(\ell)) \quad \forall u \in \text{Adm}_0, \quad \ell \in \Lambda \tag{3.17} \]
where
\[
e(\ell) := (e_\rho(\ell))_{\rho \in \Lambda - \ell}\quad \text{with} \quad e_\rho(\ell) := \begin{cases} S^* D_\rho S_0 u_0(\ell), & \ell \in \Omega, \\ D_\rho u_0(\ell), & \text{otherwise}, \end{cases} \tag{3.18}
\]
and
\[
\tilde{D}u(\ell) := (\tilde{D}_\rho u(\ell))_{\rho \in \Lambda - \ell}\quad \text{with} \quad \tilde{D}_\rho u(\ell) := \begin{cases} S^* D_\rho S u(\ell), & \ell \in \Omega, \\ D_\rho u(\ell), & \text{otherwise}. \end{cases} \tag{3.19}
\]

The following lemma, proven in \([5]\), is a straightforward extension of \([9, \text{Lemma 3.1}]\).

**Lemma 3.1.** If the predictor \(u_0\) is defined by \((3.14)\) and \(e(\ell)\) is given by \((3.18)\), then there exists a constant \(C\) such that
\[
|\sigma(\ell)| \leq C|\sigma| \cdot |\ell|^{-1} \quad \text{and} \quad |D_\rho \sigma(\ell)|_\gamma \leq C|\rho| \cdot |\sigma| \cdot |\ell|^{-1}. \tag{3.20}
\]

We now summarise our standing assumptions for dislocations:

**D.** \(m = 2, d = 3; \Lambda = AZ^m; P(\ell_1, \ell_2) = (\ell_1, \ell_2, \ell_3)\); \(u_0\) is defined by \((3.14)\); \(y_0(\ell) = \ell + u_0(\ell)\).

**Remark 3.1.** One can treat anti-plane models of pure screw dislocations by admitting displacements of the form \(u_0 = (0, 0, u_{0,3})\) and \(u = (0, 0, u_3)\). Similarly, one can treat the in-plane models of pure edge dislocations by admitting displacements of the form \(u_0 = (u_{0,1}, u_{0,2}, 0)\) and \(u = (u_1, u_2, 0)\) \([9]\). For anti-plane models the atoms do not accumulate and the condition \(L\) can be ignored.

### 3.2.5 Unified formulation.

In order to consider the point defect and dislocation cases within a unified notation we introduce the following notation. Let
\[
u_0(\ell) := \begin{cases} 0 & \text{if } P \quad \text{if } D \\
(3.14) & \text{otherwise} \end{cases} \quad \text{and} \quad u(\ell) := \begin{cases} 0 & \text{if } P \\
e(\ell) & \text{if } D \end{cases} \quad \text{and} \quad Du(\ell) := \begin{cases} D_\rho u(\ell) & \text{if } P \\
\tilde{D}_\rho u(\ell) & \text{if } D \end{cases}.
\]

Using the assumption \(u_0 = 0\) in \(P\) for point defects and the slip invariance condition \((3.17)\) for dislocations, we can rewrite the energy difference functional \((3.12)\) as
\[
\mathcal{E}(u) = \sum_{\ell \in \Lambda} \left(V_i(e(\ell) + Du(\ell)) - V_i(e(\ell))\right) \tag{3.21}
\]
for both point defects and dislocations. The following result is proven in \([5]\), extending an analogous result in \([9]\) which is restricted to finite-range site energies.

**Lemma 3.2.** Suppose that \(P\) or \(D\) is satisfied, then \(\mathcal{E}\) is well-defined on \(\mathcal{V}^c \cap \text{Adm}_0\), where
\[
\mathcal{V}^c := \{u : \Lambda \to \mathbb{R}^d \mid \exists R > 0 \text{ s.t. } u = \text{const in } \Lambda \setminus B_R\},
\]
and continuous with respect to the \(\mathcal{V}^{1,2}\)-topology. Therefore, there exists a unique continuous extension to \(\mathcal{V}^{1,2}\) which belongs to \(C^{n-1}(\mathcal{V}^{1,2})\).

Having a well-defined energy-difference functional, the equilibrium state can be determined by solving the variational problem
\[
\hat{u} \in \arg \min \{\mathcal{E}(u), u \in \text{Adm}_0\}, \tag{3.22}
\]
where “arg min” is understood in the sense of local minimality.

The next result is an extension of \([9, \text{Theorem 2.3 and 3.5}]\), which gives the decay estimates for the equilibrium state for point defects and dislocations (see \([5]\) for the proof).
Theorem 3.3. Suppose that either $P$ or $D$ is satisfied. If $\bar{u} \in \text{Adm}_0$ is a strongly stable solution to \[3.22\], that is,  
$$
\exists \bar{c} > 0 \text{ s.t. } \langle \partial^2 \mathcal{E}(\bar{u})v, v \rangle \geq \bar{c}\|D\bar{u}\|_{L^2}^2 \quad \forall v \in H^{1,2}, 
$$
then there exists a constant $C > 0$ and $\bar{u}_\infty \in \mathbb{R}^d$ such that  
$$
|D\bar{u}(\ell)|_\gamma \leq C(1 + |\ell|)^{-m} \log^{t}(2 + |\ell|), 
$$
$$
|\bar{u}(\ell) - \bar{u}_\infty| \leq C(1 + |\ell|)^{1-m} \log^{t}(2 + |\ell|),
$$
where $t = 0$ for case $P$ and $t = 1$ for case $D$.

Remark 3.2. It can be immediately seen that $|D\bar{u}(\ell)|_\gamma$ satisfies the same estimate as \[3.24\].

4 Energy-mixing

4.1 Formulation of QM/MM energy mixing

Following the outline in §2.1, we construct approximations to the tight binding site energy $V_\ell(g) \approx V_\ell^{\text{MM}}(g)$ for $g \in (\mathbb{R}^m)^{\Lambda - \Lambda}$, by Taylor’s expansion, and approximate the energy difference functional by  
$$
\mathcal{E}(u) \approx \sum_{\ell \in \Lambda^{\text{NM}}} \left( V_\ell(e(\ell) + D\bar{u}(\ell)) - V_\ell(e(\ell)) \right) + \sum_{\ell \in \Lambda^{\text{MM}}} \left( V_\ell^{\text{MM}}(e(\ell) + D\bar{u}(\ell)) - V_\ell^{\text{MM}}(e(\ell)) \right). 
$$
Since minimising \[4.1\] over $u \in \text{Adm}_0$ is an infinite-dimensional problem, we will also approximate the space of trial functions.

4.1.1 Decomposition of $\Lambda$. We decompose the reference configuration $\Lambda$ into three disjoint sets, $\Lambda = \Lambda^{\text{QM}} \cup \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}}$, where $\Lambda^{\text{QM}}$ denotes the QM region, $\Lambda^{\text{MM}}$ the MM region and $\Lambda^{\text{FF}}$ the far-field where atom positions will be frozen to those given by the far-field predictor. Moreover, we define a buffer region $\Lambda^{\text{BUF}} \subset \Lambda^{\text{MM}}$ surrounding $\Lambda^{\text{QM}}$ such that all atoms in $\Lambda^{\text{BUF}}$ are involved in the tight binding calculation when evaluating the site energies in $\Lambda^{\text{QM}}$.

For simplicity, we use balls centred at the point defect or dislocation core to decompose $\Lambda$, and use parameters $R_{\text{QM}}$, $R_{\text{MM}}$ and $R_{\text{BUF}}$ to represent the respective radii, that is,  
$$
\Lambda^{\text{QM}} = B_{R_{\text{QM}}} \cap \Lambda, \quad \Lambda^{\text{MM}} = B_{R_{\text{MM}}} \cap \Lambda \setminus \Lambda^{\text{QM}}, \quad \Lambda^{\text{BUF}} = (B_{R_{\text{QM}} + R_{\text{BUF}}} \cap \Lambda) \setminus \Lambda^{\text{QM}},
$$
and $\Lambda^{\text{FF}} = \Lambda \setminus (\Lambda^{\text{QM}} \cup \Lambda^{\text{MM}})$. See Figure 4.2 for a visualisation of this decomposition.

4.1.2 Buffered QM model and site energies. The site energies in the exact model have infinite range, hence we truncate them to obtain a computable approximation. To that end, we define  
$$
V_\ell^{\text{BUF}}(g) := \begin{cases} 
V_\ell^{\Lambda^{\text{QM}} \cup \Lambda^{\text{BUF}}}(g), & \ell \in \Lambda^{\text{QM}} \\
V_\ell^{B_{\text{BUF}}}(g), & \ell \in \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}}
\end{cases}, 
$$
where $V_\ell^{\text{BUF}}(D\bar{u}(\ell)) := E_\ell^{\text{BUF}}(P_{x_0} + u)$.

We assume throughout that $R_{\text{QM}} > R_{\text{def}} + R_{\text{BUF}}$. In this case, Theorem 3.1 (ii) (iii) and the assumptions on $\Lambda$ in $P$ and $D$ imply that the truncated site potential \[4.2\] is independent of $\ell$ in $\Lambda^{\text{MM}} \cup \Lambda^{\text{FF}}$. That is, there exists $V_\#^{\text{BUF}} : (\mathbb{R}^d)^{\mathcal{R}} \to \mathbb{R}$ such that  
$$
V_\ell^{\text{BUF}}(D\bar{u}(\ell)) = V_\#^{\text{BUF}}(D R_{\text{BUF}} \bar{u}(\ell)) \quad \text{with } \mathcal{R} = B_{R_{\text{BUF}}} \cap (\Lambda \setminus 0), \quad \forall \ell \in \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}}.
$$
Remark 4.1. We have used the buffer radius parameter $R_{BUF}$ for both the buffer surrounding the QM region and for the buffer used in the approximate site potential $V_{BUF}$. Although we could choose two separate parameters, they affect the error in similar ways, hence for simplicity of notation we use only one parameter.

4.1.3 QM/MM coupling. The homogeneity (4.3) allows us to construct the MM site potential by $k$-th order Taylor expansion of $V_{BUF}$ about the far-field lattice state,

$$V_{MM}(g) := T_k V_{BUF}(g) := V_{BUF}(0) + \sum_{j=1}^{k} \frac{1}{j!} \delta^j V_{BUF}(0) [g^\otimes j] \quad \text{with} \quad k \geq 2. \tag{4.4}$$

With the definitions (4.2) and (4.4) we can now specify the QM/MM energy-mixing scheme

$$\hat{u}^H \in \arg \min \{ \mathcal{E}^H(u) \mid u \in \text{Adm}^H_0 \}, \tag{4.5}$$

with the QM/MM hybrid energy difference functional

$$\mathcal{E}^H(u) = \sum_{\ell \in \Lambda_{QM}} \left( V_{BUF}^\ell (e(\ell) + Du(\ell)) - V_{BUF}^\ell (e(\ell)) \right)$$

$$+ \sum_{\ell \in \Lambda_{MM} \cup \Lambda_{FF}} \left( V_{MM}^\ell (e(\ell) + Du(\ell)) - V_{MM}^\ell (e(\ell)) \right) \tag{4.6}$$

and admissible set

$$\text{Adm}^H_m := \text{Adm}_m \cap \mathcal{W}^H \quad \text{where} \quad \mathcal{W}^H := \left\{ u \in \mathcal{W}^c \mid u = 0 \text{ in } \Lambda_{FF} \right\}. \tag{4.7}$$

Using same arguments as those in \[5, 9\], we have that $\mathcal{E}^H \in C^{n-1}(\text{Adm}^H)$. Note, in particular, that the sum over $\Lambda_{MM} \cup \Lambda_{FF}$ in the definition of $\mathcal{E}^H$ is in fact finite, since $V_{MM}$ has a finite range of interaction.
4.2 Error estimates

The QM/MM energy mixing scheme (4.5) satisfies the following approximation error estimate. The main steps of the proof are presented below, but some technical details are given in the appendix.

**Theorem 4.1.** Suppose that either assumption $\mathbf{P}$ or $\mathbf{D}$ is satisfied and that $\bar{u}$ is a strongly stable solution of (3.22).

If, in the definition of $\mathcal{E}^H$ in (4.6), $V^{\text{MM}}$ is the $k$-th order expansion in (4.4) and $n \geq k + 2$, then there exist constants $C$, $\kappa$, $c_{\text{BUF}}$, $c_{\text{MM}}$, such that, for $R_{QMM}$ sufficiently large and for

$$R_{\text{BUF}} \geq \max\{c_{\text{BUF}} \log R_{QMM}, c_{\text{MM}} \log \log R_{QMM} \}$$

there exists a strongly stable solution $\bar{u}^H$ of (4.5) satisfying

$$\|D\bar{u} - D\bar{u}^H\|_{\ell_2} \leq C \left( R_{\text{QMM}}^{-\alpha} + R_{\text{MM}}^{-m/2} \log^t R_{\text{MM}} + e^{R_{\text{BUF}}} \right), \quad \text{and}$$

$$|\mathcal{E}(\bar{u}) - \mathcal{E}^H(\bar{u}^H)| \leq C \left( R_{\text{QMM}}^{-\alpha-m/2} \log^t R_{\text{QMM}} + R_{\text{MM}}^{-m/2} \log^t R_{\text{MM}} + e^{R_{\text{BUF}}} \right),$$

where

$$\begin{align*}
\alpha &= (2k - 1)m/2, \quad \text{if } \mathbf{P}, \\
\alpha &= k - 1, \quad \text{if } \mathbf{D}.
\end{align*}$$

**Proof.**

1. **Quasi-best approximation:** Following [9, Lemma 7.3], we can construct $T^H\bar{u} \in \text{Adm}_0$ by

$$T^H\bar{u}(\ell) := \eta(\ell/R_{\text{MM}})(\bar{u}(\ell) - \bar{u}_{\infty} - a_{R_{\text{MM}}}),$$

where $\bar{u}_{\infty}$ is given in Theorem 3.3 and $a_{R_{\text{MM}}} := \int_{B_{r/2}(\bar{u}(\ell))} (I\bar{u}(x) - \bar{u}_{\infty}) \, dx$ with $I\bar{u}$ defined in Appendix A and $\eta \in C^1(\mathbb{R}^n)$ is a cut-off function satisfying $\eta(x) = 1$ for $|x| \leq 4/6$ and $\eta(x) = 0$ for $|x| \geq 5/6$. Then, for any $\gamma > 0$ and for $R_{\text{MM}}$ sufficiently large, we have from the decay estimates in Theorem 3.3 that

$$\|DT^H\bar{u} - D\bar{u}\|_{\ell_2} \leq C \|D\bar{u}\|_{\ell_2}(\mathcal{A} \setminus B_R)$$

and

$$\|DT^H\bar{u}(\ell)\|_\ell \leq C(1 + |\ell|)^{-m} \log^t(2 + |\ell|) \quad \forall \ell \in \Lambda.$$  

(4.11)  

(4.12)

Let $r > 0$ be such that $B_{r/2}(\bar{u}) \subset \text{Adm}_m$ for some $m > 0$. We have from Theorem 3.3 that, for $R_{\text{MM}}$ sufficiently large, $T^H\bar{u} \in B_{r/2}(\bar{u})$ and hence $B_{r/2}(T^H\bar{u}) \subset \text{Adm}_m$. Since $\mathcal{E} \in C^3(\text{Adm}_m)$, $\delta\mathcal{E}$ and $\delta^2\mathcal{E}$ are Lipschitz continuous in $B_{r/2}(\bar{u})$ with uniform Lipschitz constants $L_1$ and $L_2$, i.e.,

$$\|\delta\mathcal{E}(\bar{u}) - \delta\mathcal{E}(T^H\bar{u})\| \leq L_1\|D\bar{u} - DT^H\bar{u}\|_{\ell_2} \leq CL_1\|D\bar{u}\|_{\ell_2}(\mathcal{A} \setminus B_R)$$

and

$$\|\delta^2\mathcal{E}(\bar{u}) - \delta^2\mathcal{E}(T^H\bar{u})\| \leq L_2\|D\bar{u} - DT^H\bar{u}\|_{\ell_2} \leq CL_2\|D\bar{u}\|_{\ell_2}(\mathcal{A} \setminus B_R).$$

(4.13)  

(4.14)

2. **Stability:** Since $\bar{u}$ is strongly stable, there exists $\bar{c} > 0$ such that $\langle \delta^2\mathcal{E}^H(\bar{u})v, v \rangle \geq \bar{c}\|Dv\|_{\ell_2}^2$. For any $v \in \mathcal{H}$, we have

$$\langle \delta^2\mathcal{E}^H(T^H\bar{u})v, v \rangle - \langle \delta^2\mathcal{E}(\bar{u})v, v \rangle = \langle (\delta^2\mathcal{E}^H(T^H\bar{u}) - \delta^2\mathcal{E}(T^H\bar{u}))v, v \rangle + \langle (\delta^2\mathcal{E}(T^H\bar{u}) - \delta^2\mathcal{E}(\bar{u}))v, v \rangle$$

$$= \sum_{\ell \in \Lambda} \left\langle \left( \delta^2V_{\ell}^{\text{BUF}}(e(\ell) + DT^H\bar{u}(\ell)) - \delta^2V_{\ell}^H(e(\ell) + DT^H\bar{u}(\ell)) \right)Dv(\ell), Dv(\ell) \right\rangle$$

$$+ \sum_{\ell \in \Lambda \setminus \text{Adm}_m} \left\langle \left( \delta^2V_{\ell}^{\text{MM}}(e(\ell) + DT^H\bar{u}(\ell)) - \delta^2V_{\ell}^H(e(\ell) + DT^H\bar{u}(\ell)) \right)Dv(\ell), Dv(\ell) \right\rangle$$

$$+ \langle (\delta^2\mathcal{E}(T^H\bar{u}) - \delta^2\mathcal{E}(\bar{u}))v, v \rangle$$

$$=: Q_1 + Q_2 + Q_3.$$  

(4.15)
Using the estimate (B.3), we have
\[ |Q_1| \leq C \sum_{\ell \in \Lambda} e^{-\gamma R_{BUF}} |Dv(\ell)|^2 \leq C e^{-\gamma R_{BUF}} \|Dv\|_{\ell_2^2}. \] (4.16)

Taylor’s expansion (4.4) yields
\[ |Q_2| = \sum_{\ell \in \Lambda\cap A^\text{MM}/A^\text{FF}} \left\langle \left( \delta^2 T_k V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)) - \delta^2 V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)) \right) Dv(\ell), Dv(\ell) \right\rangle \]
\[ \leq C \sum_{\ell \in \Lambda\cap A^\text{MM}/A^\text{FF}} |e(\ell) + DT^H \bar{u}(\ell)|_{\ell_2^2} |Dv(\ell)|^2 \leq C \|e + DT^H \bar{u}\|_{\ell_2^2} \|Dv\|_{\ell_2^2}. \] (4.17)

The Lipschitz continuity (4.14) implies
\[ |Q_3| \leq C L_2 \|D\bar{u}\|_{\ell_2^2(\Lambda \cap B_{R_{MM}}/2)} \|Dv\|_{\ell_2^2}. \] (4.18)

Using (4.12), (4.15), (4.16), (4.17), (4.18), the decay estimates in Lemma 3.1, Theorem 3.3 and the fact that \( \bar{u} \) is a strongly stable solution, we have that for sufficiently large \( R_{QM} \) and \( R_{BUF} \) (note that \( R_{MM} \geq R_{QM} \)),
\[ \left\langle \delta^2 \mathcal{E}^H (T^H \bar{u}), v \right\rangle \geq \frac{\gamma}{2} \|Dv\|_{\ell_2^2}^2. \] (4.19)

3. Consistency: We estimate the consistency error, for any \( v \in \mathcal{H}^H \), by
\[ \left\langle \delta \mathcal{E}^H (T^H \bar{u}), v \right\rangle = \left\langle \delta \mathcal{E}^H (T^H \bar{u}) - \delta \mathcal{E}^H (T^H \bar{u}), v \right\rangle + \left\langle \delta \mathcal{E}^H (T^H \bar{u}) - \delta \mathcal{E}^H (\bar{u}), v \right\rangle \]
\[ = \sum_{\ell \in \Lambda} \left\langle \delta V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)) - \delta V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)), Dv(\ell) \right\rangle \]
\[ + \sum_{\ell \in \Lambda \cap A^\text{MM}/A^\text{FF}} \left\langle \delta V_{\#}^\text{MM} (e(\ell) + DT^H \bar{u}(\ell)) - \delta V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)), Dv(\ell) \right\rangle \]
\[ + \left\langle \delta \mathcal{E}^H (T^H \bar{u}) - \delta \mathcal{E}^H (\bar{u}), v \right\rangle \]
\[ := T_1 + T_2 + T_3. \] (4.20)

The term \( T_1 \) can be estimated by
\[ |T_1| \leq C e^{-\kappa R_{BUF}} \|Dv\|_{\ell_2^2}, \] (4.21)

with some constant \( \kappa \); a detailed proof of this assertion is presented in Appendix B.

To estimate \( T_2 \), we have from (4.4) that
\[ |T_2| = \sum_{\ell \in \Lambda \cap A^\text{MM}/A^\text{FF}} \left\langle \delta T_k V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)) - \delta V_{\#}^\text{BUF} (e(\ell) + DT^H \bar{u}(\ell)), Dv(\ell) \right\rangle \]
\[ \leq C \sum_{\ell \in \Lambda \cap A^\text{MM}/A^\text{FF}} |e(\ell) + DT^H \bar{u}(\ell)|_{\ell_2^2} |Dv(\ell)|_{\ell_2^2} \]
\[ \leq C \|e + DT^H \bar{u}\|_{\ell_2^2(A^\text{MM}/A^\text{FF})} \|Dv\|_{\ell_2^2}, \] (4.22)
Further, using (4.13) we can estimate $T_3$ by

$$|T_3| \leq CL_1 \|D\hat{u}\|_{L^2(\Lambda \setminus B_{RMM/2})} \|Dv\|_{L^2_\gamma}.$$  (4.23)

Taking into account (4.20), (4.21), (4.22) and (4.23), we have

$$\langle \delta E^H(T^H\hat{u}), v \rangle \leq C \left( e^{-\kappa R_{BUF}} + \|e + DT^H\hat{u}\|_{L^2(\Lambda \setminus B_{RMM/2})}^k \right) \|Dv\|_{L^2_\gamma}. \quad (4.24)$$

If $P$ is satisfied, then we can obtain the estimates for point defects by substituting $e(\ell) = 0$ and $|\hat{D}(\ell)| \leq C(1 + |\ell|)^{-m}$ into (4.24):

$$\langle \delta E^H(T^H\hat{u}), v \rangle \leq C \left( R_{QM}^{-2k+1} + R_{MM}^{-1} \log R_{MM} + e^{-\kappa R_{BUF}} \right) \|Dv\|_{L^2_\gamma}. \quad (4.25)$$

If $D$ is satisfied, then we can obtain the estimates for dislocations by substituting $e(\ell) = e(\ell)$, $|e(\ell)| \leq C|\ell|^{-1}$, and $|\hat{D}(\ell)| \leq C(1 + |\ell|)^{-2} \log(2 + |\ell|)$ into (4.24):

$$\langle \delta E^H(T^H\hat{u}), v \rangle \leq C \left( R_{QM}^{-2k+1} + R_{MM}^{-1} \log R_{MM} + e^{-\kappa R_{BUF}} \right) \|Dv\|_{L^2_\gamma}.$$  (4.26)

4. **Application of inverse function theorem**: With the stability (4.19) and consistency (4.24), we can apply the inverse function theorem [23, Lemma 2.2] to obtain, for $R_{QM}, R_{BUF}$ sufficiently large, the existence of a solution $\hat{u}^H$ to (4.5), and the estimate

$$\|D\hat{u}^H - DT^H\hat{u}\|_{L^2_\gamma} \leq C \left\{ \begin{array}{ll} R_{QM}^{-2k+1} + R_{MM}^{-1} \log R_{MM} + e^{-\kappa R_{BUF}} & \text{if } P \\ R_{QM}^{-2k+1} + R_{MM}^{-1} \log R_{MM} + e^{-\kappa R_{BUF}} & \text{if } D \end{array} \right\}, \quad (4.27)$$

which together with (4.11) completes the proof of (4.8). The error estimate, together with the stability estimate (4.19) in particular imply that, for $R_{QM}, R_{BUF}$ sufficiently large, $\hat{u}^H$ is strongly stable.

5. **Error in the energy**: Next, we estimate the error in the energy difference functional. From $E \in C^2(Adm_0)$ we have that

$$|E(T^H\hat{u}) - E(\hat{u})| = \left| \int_0^1 \langle \delta E((1 - s)\hat{u} + sT^H\hat{u}), T^H\hat{u} - \hat{u} \rangle ds \right|$$

$$= \left| \int_0^1 \langle \delta E((1 - s)\hat{u} + sT^H\hat{u}) - \delta E(\hat{u}), T^H\hat{u} - \hat{u} \rangle ds \right| \leq C \|DT^H\hat{u} - D\hat{u}\|_{L^2_\gamma}^2. \quad (4.28)$$

and from $E^H \in C^2(Adm^H_0)$ that

$$|E^H(\hat{u}^H) - E^H(T^H\hat{u})| \leq C \|D\hat{u}^H - DT^H\hat{u}\|_{L^2_\gamma}^2. \quad (4.29)$$

Denoting $g(\ell) = DT^H\hat{u}(\ell)$ and suppressing the argument $(\ell)$ in $g(\ell)$ and $e(\ell)$, we have

$$|E(T^H\hat{u}) - E^H(T^H\hat{u})|$$

$$= \sum_{\ell \in A} \left( V_\ell(g + e) - V_\ell(e) - V_\ell^{BUF}(g + e) + V_\ell^{BUF}(e) \right)$$

$$+ \sum_{\ell \in \Lambda_{MM \cup \Lambda_{FF}}} \left( V_{\#}^{BUF}(g + e) - V_{\#}^{BUF}(e) - T_k V_{\#}^{BUF}(g + e) + T_k V_{\#}^{BUF}(e) \right)$$

$$:= S_1 + S_2, \quad (4.30)$$

where $S_1$ is estimated in Appendix B by

$$|S_1| \leq C e^{-\kappa R_{BUF}}, \quad (4.31)$$
and $S_2$ is estimated by

$$|S_2| \leq \sum_{\ell \in \text{AMM} \cup \text{AFF}} \left( \frac{1}{(k+1)!} \left( \delta^{k+1} V_{\# BUF} (0)(g + e)^{\otimes k+1} - \delta^{k+1} V_{\# BUF} (0)e^{\otimes k+1} \right) + C \left( |g + e|^{k+2} + |e|^{k+2} \right) \right) \leq C \sum_{\ell \in \text{AMM} \cup \text{AFF}} \left( |g|^{k} (|g + e|^{k} + |e|^{k}) + |g + e|^{k+2} + |e|^{k+2} \right) \leq C \left( ||DT^H \bar{u} (\ell) || \gamma \cdot |e(\ell) + DT^H \bar{u} (\ell) |^k \| \ell \|_{\text{AMM} \cup \text{AFF}} + \| |e(\ell) + DT^H \bar{u} (\ell) |^{k+2} \| \ell \|_{\text{AMM} \cup \text{AFF}} \right) \leq C \begin{cases} R_{\text{QM}}^{-k} & \text{if } P \\ R_{\text{QM}}^{-k} \log R_{\text{QM}} & \text{if } \text{D} \end{cases}. \quad (4.32)$$

Taking (4.27), (4.28), (4.29), (4.30), (4.31) and (4.32) into accounts, we have

$$|\mathcal{E}^H (\bar{u}^H) - \mathcal{E}(\bar{u})| \leq |\mathcal{E}^H (\bar{u}^H) - \mathcal{E}^H (T^H \bar{u})| + |\mathcal{E}^H (T^H \bar{u}) - \mathcal{E}(T^H \bar{u})| + |\mathcal{E}(T^H \bar{u}) - \mathcal{E}(\bar{u})| \leq C \begin{cases} R_{\text{QM}}^{-k} + R_{\text{MM}}^{-m} + e^{-\kappa R_{\text{BUF}}} & \text{if } P \\ R_{\text{QM}}^{-k} \log R_{\text{QM}} + R_{\text{MM}}^{-2} \log^2 R_{\text{MM}} + e^{-\kappa R_{\text{BUF}}} & \text{if } \text{D} \end{cases}, \quad (4.33)$$

which completes the proof of (4.9).

\qed

5 Force-mixing

5.1 Formulation of QM/MM force mixing

To construct a force-based QM/MM coupling scheme, we follow the idea in §2.2.1. In the MM region we construct an approximation to the tight binding force $F_\ell (y) \approx F_\ell^{\text{MM}} (y)$ by Taylor’s expansion in order to ensure a good match between the QM and MM models.

Our starting point, instead of the energy minimisation formulation (3.22) is the force-equilibrium formulation:

$$\text{Find } \bar{u} \in \text{Adm}_0, \quad \text{s.t. } F_\ell (y_0 + \bar{u}) = 0 \quad \forall \ell \in \Lambda. \quad (5.1)$$

where

$$F_\ell (y_0 + u) = \sum_{\rho \in \ell - \Lambda} V_{\ell - \rho} (Du_0 (\ell - \rho) + Du (\ell - \rho)) - \sum_{\rho \in \Lambda - \ell} V_{\ell, \rho} (Du_0 (\ell) + Du (\ell)). \quad (5.2)$$

We have from (3.12) and Theorem 3.2 (iv) that $F(y_0 + u) = \nabla \mathcal{E}(u)$, hence any solution of (3.22) also solves (5.2).

To simplify the notation in the construction of the QM/MM scheme we define

$$\mathcal{F}_\ell^\Omega (u) := F_\ell^\Omega (y_0 + u) \quad \text{and} \quad \mathcal{F}_\ell^\Omega (w) := F_\ell^\Omega (P x_0 + w),$$

and we remark that

$$\mathcal{F}_\ell^\Omega (u_0 + u) = \sum_{\rho \in \ell - \Omega} V_{\ell - \rho, \rho} (Du_0 (\ell - \rho) + Du (\ell - \rho)) - \sum_{\rho \in \Omega - \ell} V_{\ell, \rho} (Du_0 (\ell) + Du (\ell)). \quad (5.3)$$
We decompose the reference configuration into $\Lambda^{QM}, \Lambda^{MM}, \Lambda^{FF}, \Lambda^{BUF}$, in the same way as in $\S$4. To obtain computable forces we then truncate the force of the infinite lattice,

$$F_{\ell}^{BUF}(u) := \begin{cases} F_{\ell}^{AQM \cup ABUF}(u), & \ell \in \Lambda^{QM}, \\ F_{\ell}^{BRBUF}(\ell)(u), & \ell \in \Lambda^{MM} \cup \Lambda^{FF}. \end{cases} \quad (5.4)$$

If $R_{QM} > R_{DEF} + R_{BUF}$, then Theorem 3.2 (ii) (iii) and the assumptions on $\Lambda$ in $P$ and $D$ imply that the truncated force operator $\tilde{F}_{\ell}^{BRBUF}(\ell)$ is independent of $\ell$ in $\Lambda^{MM} \cup \Lambda^{FF}$. That is, there exists $F_{\ell}^{BUF} : (\mathbb{R}^{m})^{R} \to \mathbb{R}$, where $\mathcal{R} = (AZ^{m}) \cap B_{RBUF}$ such that

$$\tilde{F}_{\ell}^{BRBUF}(\ell) = F_{\ell}^{BUF} \left( v(-\ell) |_{B_{RBUF}} \right) \quad \forall \ell \in \Lambda^{MM} \cup \Lambda^{FF}. \quad (5.5)$$

We now define the MM force to be the $k$-th order Taylor expansion of $F_{\ell}^{BUF}$,

$$F_{\ell}^{MM}(w) := T_{k}F_{\ell}^{BUF}(w) := F_{\ell}^{BUF}(0) + \sum_{j=1}^{k} \frac{1}{j!} \delta^{j}F_{\ell}^{BUF}(0) \left[ w^{\otimes j} \right] \quad \text{with } k \geq 1. \quad (5.6)$$

We remark that the zeroth-order term in the expansion vanishes since the reference lattice is an equilibrium.

We have the following force-mixing QM/MM coupling model:

Find $\bar{u}^{H} \in \text{Adm}_{0}^{H}$, s.t. $F_{\ell}^{H}(\bar{u}^{H}) = 0 \quad \forall \ell \in \Lambda^{QM} \cup \Lambda^{MM}$ \quad (5.7)

with the hybrid force

$$F_{\ell}^{H}(u) = \begin{cases} F_{\ell}^{BUF}(u), & \ell \in \Lambda^{QM}, \\ F_{\ell}^{MM} \left( (u_{0}(-\ell) + u(-\ell)) |_{B_{RBUF}} \right), & \ell \in \Lambda^{MM}. \end{cases} \quad (5.8)$$

We emphasize that $F^{H}$ is not a gradient of any energy functional. For $v : \Lambda \to \mathbb{R}$, we will use the notation $\langle F^{H}(u), v \rangle := \sum_{\ell \in \Lambda^{QM} \cup \Lambda^{MM}} F_{\ell}^{H}(u) \cdot v(\ell)$ in our analysis.

5.2 Error estimates

**Theorem 5.1.** Suppose that either assumption $P$ or $D$ is satisfied and that $\bar{u}$ is a strongly stable solution of (5.1).

Suppose that, in the definition of $F^{H}$ in (5.8), $F_{\ell}^{\#}$ is the $k$-th order expansion in (5.6) and $n \geq k+3$. Then, for any given MM region growth constant $C_{QM}^{MM} > 0$, there exist constants $C$, $\kappa$, $c_{BUF}^{MM}$, $c_{BUF}^{QM}$ such that, if $R_{QM}$ is sufficiently large, while $R_{QM}, R_{BUF}, R_{MM}$ maintain the bounds

$$\log \frac{R_{MM}}{R_{QM}} \leq C_{QM}^{MM} \quad \text{and} \quad R_{BUF} \geq \max\{c_{BUF}^{QM} \log R_{MM}, c_{BUF}^{MM} \log \log R_{MM} \},$$

there exists a strongly stable solution $\bar{u}^{H}$ of (5.7) satisfying

$$\| D\bar{u} - D\bar{u}^{H} \|_{c_{2}} \leq C \left( R_{QM}^{\alpha} \log R_{MM} + R_{MM}^{m/2} \log R_{MM} + e^{-\kappa R_{BUF}} \right), \quad (5.9)$$

where

$$\begin{cases} \alpha = (2k + 1)/2, & \text{if } P, \\ \alpha = k, & \text{if } D. \end{cases}$$
Remark 5.1. In view of the bound $\frac{RMM}{RQM} \leq C_{QM}^{MM}$ we could replace $\log RMM$ with $\log RQM$ in (5.9), however, we keep $\log RMM$ to highlight the dependence of the error estimate on the growth of $RMM$ relative to $RQM$.

Proof. We will follow the same strategy as the proof of Theorem 4.1.

1. Quasi-best approximation: We take the approximation $T^H\tilde{u} \in \text{Adm}_0^H$ constructed in the proof of Theorem 4.1 so that the properties from (4.11) to (4.14) are satisfied.

2. Stability: Let $e^H$ be defined by (4.6) with $V^{MM}$ being the $(k+1)$-th order expansion in (4.4). For any $v \in \mathcal{H}$, we have

$$\langle \delta \mathcal{F}^H(T^H\tilde{u})v, v \rangle = \langle \delta \mathcal{F}^H(T^H\tilde{u}) - \delta^2 \mathcal{E}^H(T^H\tilde{u}) \rangle_v + \langle \delta^2 \mathcal{E}^H(T^H\tilde{u})v, v \rangle,$$

where the first term is estimated in Appendix C as

$$\|\langle \delta \mathcal{F}^H(T^H\tilde{u}) - \delta^2 \mathcal{E}^H(T^H\tilde{u}) \rangle_v \| \leq C \left( R_{QM}^{k+3/4} + e^{-\kappa R_{BUF}} \right) \|Dv\|_{L^2}^2,$$

with some constant $\kappa$, and the second term is estimated in §4 (4.19). Therefore, we have that for sufficiently large $R_{QM}$, $R_{MM}$ and $R_{BUF}$,

$$\langle \delta \mathcal{F}^H(T^H\tilde{u})v, v \rangle \geq \frac{\tilde{c}}{4} \|Dv\|_{L^2}^2.$$

3. Consistency: We estimate the consistency error for any $v \in \mathcal{H}$:

$$\langle e^H(T^H\tilde{u}), v \rangle = \langle e^H(T^H\tilde{u}), v \rangle + \langle \mathcal{F}^H(T^H\tilde{u}) - \delta \mathcal{E}^H(T^H\tilde{u}), v \rangle,$$

where the first term has been estimated in §4 and the second term can be written as

$$\langle \mathcal{F}^H(T^H\tilde{u}) - \delta \mathcal{E}^H(T^H\tilde{u}), v \rangle$$

$$= \sum_{\ell \in \Lambda^{QM} \setminus \Lambda^I} \mathcal{F}_\ell^H(T^H\tilde{u}) - \nabla_{\ell} \mathcal{E}^H(T^H\tilde{u}) v(\ell) + \sum_{\ell \in \Lambda^I} \mathcal{F}_\ell^H(T^H\tilde{u}) - \nabla_{\ell} \mathcal{E}^H(T^H\tilde{u}) v(\ell)$$

$$:= P_1 + P_2 + P_3$$

with the interface region $\Lambda^I := \{\ell \in \Lambda, R_{QM} - R_{BUF} \leq |\ell| \leq R_{QM} + R_{BUF}\}$. To estimate $P_1$, we have from the expressions (5.3) that for any $\ell \in \Lambda^{QM} \setminus \Lambda^I$,

$$\mathcal{F}_\ell^H(T^H\tilde{u}) - \nabla_{\ell} \mathcal{E}^H(T^H\tilde{u})$$

$$= \sum_{\ell - \rho \in \mathcal{A}_{BUF}} \left( V_{\ell - \rho}^{\Lambda^{QM} \setminus \Lambda^I} (Du_0(\ell - \rho) + DT^H\tilde{u}(\ell - \rho)) - V_{\ell - \rho}^{\Lambda^I} (Du_0(\ell - \rho) + DT^H\tilde{u}(\ell - \rho)) \right)$$

$$- \sum_{\ell + \rho \in \mathcal{A}_{BUF}} \left( V_{\ell + \rho}^{\Lambda^{QM} \setminus \Lambda^I} (Du_0(\ell) + DT^H\tilde{u}(\ell)) - V_{\ell + \rho}^{\Lambda^I} (Du_0(\ell) + DT^H\tilde{u}(\ell)) \right)$$

$$\leq Ce^{-\eta R_{BUF}},$$

with some constant $\eta$, where Theorem 3.1(i) is used for the last inequality. Then we have from Lemma A.2 that when $R_{BUF} > \frac{4}{\eta} \log R_{QM}$ and $R_{BUF} > \frac{4}{\eta} \log \log R_{MM}$,

$$P_1 \leq Ce^{-\frac{4}{\eta} R_{BUF}} \|Dv\|_{L^2}.$$
To estimate $P_2$, we have
\[
|F^H_\ell(T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq |F^H_\ell(T^H\bar{u}) - F^H_{\ell}(T^H\bar{u})| + |\nabla_\ell \mathcal{E}(T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq C \left( e^{-\eta_{R_{BUF}}} + \sum_{\ell - \rho \in B_{R_{BUF}}(\ell) \cap \Lambda_{MM}} e^{-\gamma |\rho|} \cdot |e(\ell - \rho) + DT^H\bar{u}(\ell - \rho)|^{k+1} \right)
\]
for $\ell \in \Lambda^I \cap \Lambda_{QM}$ and
\[
|F^H_\ell(T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq |F^H_\ell(T^H\bar{u}) - F^H_{\ell}(T^H\bar{u})| + |F^H_{\ell}(T^H\bar{u}) - F_{\ell}(T^H\bar{u})| + |\nabla_\ell \mathcal{E}(T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq C \left( e^{-\eta_{R_{BUF}}} + \sum_{\ell - \rho \in B_{R_{BUF}}(\ell) \cap \Lambda_{MM}} e^{-\gamma |\rho|} \cdot |e(\ell - \rho) + DT^H\bar{u}(\ell - \rho)|^{k+1} \right)
\]
for $\ell \in \Lambda^I \cap \Lambda_{MM}$. Let $\Lambda' := \{\ell \in \Lambda, R_{QM} - R_{BUF} \leq |\ell| \leq R_{QM} + 2R_{BUF}\}$. If $P$ is satisfied, then we have from Theorem $3.3$ and Lemma $A.2$ that
\[
P_2 \leq C \sum_{\ell \in \Lambda'} \left( e^{-\eta_{R_{BUF}}} + |\ell|^{-m(k+1)} \right) \left( \sum_{|\rho| \leq R_{BUF}} e^{-\gamma |\rho|} \cdot |v(\ell + \rho)| \right)
\leq C ||Dv||_{\ell_2} \left\{ \begin{array}{ll}
\log R_{MM} \cdot R_{BUF} \cdot \left( R_{QM}^{2k-1} + R_{QM} \cdot e^{-\eta_{R_{BUF}}} \right) & \text{if } m = 2 \\
R_{BUF}^{5/6} \cdot \left( R_{QM}^{3k-4/3} + R_{QM}^{5/3} \cdot e^{-\eta_{R_{BUF}}} \right) & \text{if } m = 3
\end{array} \right.
\] (5.17)
If $D$ is satisfied, then
\[
P_2 \leq C \sum_{\ell \in \Lambda'} \left( e^{-\eta_{R_{BUF}}} + |\ell|^{-(k+1)} \right) \left( \sum_{|\rho| \leq R_{BUF}} e^{-\gamma |\rho|} \cdot |v(\ell + \rho)| \right)
\leq C \log R_{MM} \cdot R_{BUF} \cdot \left( R_{QM}^{-k} + R_{QM} \cdot e^{-\eta_{R_{BUF}}} \right) ||Dv||_{\ell_2},
\] (5.18)
To estimate $P_3$, let $\tilde{F}_\ell(v) := F_\ell(Px_0 + v)$ and $\tilde{\mathcal{E}}(v) := \sum_{\ell \in \Lambda} \left( E_\ell(Px_0 + v) - E_\ell(Px_0) \right)$. Define
\[
T_k \tilde{F}_\ell(w) = \nabla_\ell T_{k+1} \tilde{\mathcal{E}}(w) := \frac{\partial T_{k+1} \tilde{\mathcal{E}}(w)}{\partial w_\ell}.
\] (5.19)
Then, for any $\ell \in \Lambda_{MM} \setminus \Lambda^I$, we have
\[
|F^H_\ell(T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq |F^H_\ell(T^H\bar{u}) - T_k \tilde{F}_\ell(u_0 + T^H\bar{u})| + |\nabla_\ell T_{k+1} \tilde{\mathcal{E}}(u_0 + T^H\bar{u}) - \nabla_\ell \mathcal{E}^H(T^H\bar{u})| \\
\leq \left\{ \begin{array}{ll}
Ce^{-\eta_{R_{BUF}}|\ell|^{-m}} & \text{if } P \\
Ce^{-\eta_{R_{BUF}}|\ell|^{-2\log |\ell|}} & \text{if } D \end{array} \right.,
\]
where the same arguments as those in Lemma $B.3$ are used to derive the last inequality. Then we have from Lemma $A.2$ that when $R_{BUF} > \frac{4}{9} \log R_{QM}$ and $R_{BUF} > \frac{6}{9} \log \log R_{MM}$,
\[
P_3 \leq Ce^{-\frac{4}{9}R_{BUF}} ||Dv||_{\ell_2},
\] (5.20)
with some constant $\alpha/\beta$ into accounts, we have the consistency applies only for energy-mixing schemes.

The energy error $E_{\text{QM}} - E_{\text{MM}}$ for QM/MM schemes, with MM potential order $k = k_E$ for the energy based scheme and $k = k_F$ for the force-based scheme. The energy error applies only for energy-mixing schemes.

Table 1: Choice of $R_{\text{MM}}$ and error with respect to $R_{\text{QM}}$ for QM/MM schemes, with MM potential order $k = k_E$ for the energy based scheme and $k = k_F$ for the force-based scheme. The energy error applies only for energy-mixing schemes.

| $R_{\text{MM}}$ | Case $\mathbf{P}$, $m = 2$ | Case $\mathbf{P}$, $m = 3$ | Case $\mathbf{D}$ |
|-----------------|-----------------|-----------------|-----------------|
| $k_E$           | 2, 3, 4         | 2, 3, 4         | 2, 3, 4         |
| $k_F$           | 1, 2, 3         | 1, 2, 3         | 1, 2, 3         |
| $R_{\text{QM}}$ error | $R_{\text{QM}}^3$, $R_{\text{QM}}^5$, $R_{\text{QM}}^7$ | $R_{\text{QM}}^3$, $R_{\text{QM}}^5$, $R_{\text{QM}}^7$ | $R_{\text{QM}}^3$, $R_{\text{QM}}^5$, $R_{\text{QM}}^7$ |
| $R_{\text{QM}}$ E-error | $R_{\text{QM}}^{-4}$, $R_{\text{QM}}^{-6}$, $R_{\text{QM}}^{-8}$ | $R_{\text{QM}}^{-6}$, $R_{\text{QM}}^{-9}$, $R_{\text{QM}}^{-12}$ | $R_{\text{QM}}^{-2}$, $R_{\text{QM}}^{-3}$, $R_{\text{QM}}^{-4}$ |

Table 1: Choice of $R_{\text{MM}}$ and error with respect to $R_{\text{QM}}$ for QM/MM schemes, with MM potential order $k = k_E$ for the energy based scheme and $k = k_F$ for the force-based scheme. The energy error applies only for energy-mixing schemes.

Taking (5.13), (5.14), (5.16), (5.17), (5.18), (5.20) and the estimates (4.25), (4.26) with order $k + 1$ into accounts, we have the consistency

$$ | \langle \mathcal{F}^H(T^H\bar{u}), v \rangle \rangle \leq C\|Dv\|_{\ell_2} \begin{cases} R_{\text{QM}}^{-(2k+1)m/2} \log R_{\text{MM}} + R_{\text{MM}}^{-m/2} + e^{-\frac{k}{2} R_{\text{BUF}}} & \text{if } \mathbf{P} \\ R_{\text{QM}}^{-k} \log R_{\text{MM}} + R_{\text{MM}}^{-1} \log R_{\text{MM}} + e^{-\frac{k}{2} R_{\text{BUF}}} & \text{if } \mathbf{D} \end{cases} \quad (5.21) $$

when $R_{\text{BUF}} > \frac{4}{7} \log R_{\text{QM}}$ and $R_{\text{BUF}} > \frac{4}{7} \log R_{\text{MM}}$.

4. Application of inverse function theorem: With the stability (5.12) and consistency (5.21), we can apply the inverse function theorem [23, Lemma 2.2] to obtain the existence of $\bar{u}^H$ and the estimate

$$ \|D\bar{u}^H - D\bar{u}\|_{\ell_2} \leq \begin{cases} C \left( R_{\text{QM}}^{-(2k+1)m/2} \log R_{\text{MM}} + R_{\text{MM}}^{-m/2} + e^{-\kappa R_{\text{BUF}}} \right) & \text{if } \mathbf{P} \\ C \left( R_{\text{QM}}^{-k} \log R_{\text{MM}} + R_{\text{MM}}^{-1} \log R_{\text{MM}} + e^{-\kappa R_{\text{BUF}}} \right) & \text{if } \mathbf{D} \end{cases} \quad (5.22) $$

with some constant $\kappa$. This completes the proof. \qed

6 Concluding remarks

In this paper, we construct new QM/MM coupling algorithms for crystalline solids with embedded defects, based on either energy-mixing or force-mixing formulations. Unlike in commonly used QM/MM schemes, our approach does not employ “off-the-shelf” interatomic potentials (or forces), but constructs a potential (or force) specifically for the coupling with the QM model. The accuracy of our algorithms (with respect to increasing QM region size) is quantified by rigorous convergence rates.

In the energy-based QM/MM coupling methods, with a given size $R_{\text{QM}}$ of the QM region, we observe from Theorem 4.1 that one should take $R_{\text{MM}} \approx R_{\text{QM}}^{3/2}$ (e.g., in the case $\mathbf{P}, k = 2, R_{\text{MM}} \approx R_{\text{QM}}^3$) and $R_{\text{BUF}} \approx \log R_{\text{QM}}$ to balance the errors. With these choices, we obtain the errors in Table I, written in terms of $R_{\text{QM}}$, dropping logarithmic contributions, and writing the order of expansion as $k = k_E$.

In our force-mixing QM/MM scheme, we obtain precisely the same rates and hence the same balance of approximation parameters, except that the order of expansion in the force is one less than that of the energy in our energy-mixing scheme. The rates are also shown in Table I with $k = k_F$.

We note in particular that, for point defects, the QM/MM hybrid scheme achieves dramatic rates of convergence, already for a second order expansion of the site energies, respectively first order expansion of the forces ($k_E = 2, k_F = 1$). By contrast, for dislocations, the second order expansion is no better than pure QM “clamped boundary condition” calculations (see [6, §4.2] and [3]). Only higher order expansions ($k_E \geq 3, k_F \geq 2$) of the site energy will give improved rates of convergence for hybrid QM/MM simulation of dislocations.
Figure 6.3: Numerical verification of the convergence rates predicted in Theorems 4.1 and 5.1 (ATM denotes a pure QM scheme as described in [6]). The results are consistent with the theory, but the numerical rate for the energy is better than our analytical prediction. (See [9] for a similar gap in the theory). The inconsistency in the rates in the last data point in the energy error, and to some extent also visible in the displacement error for QM-MM-En, is likely due to a buffer radius that is chosen slightly too small for this level of accuracy.

To limit the scope of the present work we will address the challenges in the implementation of both schemes in a separate article in full detail, but we present a preliminary numerical test. Using the TB toy model from [6, Sec. 5], the same simulation setup (2D triangular lattice with a di-vacancy defect), \( k_E = 2, k_F = 1 \), buffer radii \( R_{BUF} = 1 + 0.6 \log(R_{QM}) \) and MM domain radii \( R_{MM} = \frac{1}{2} R_{QM}^3 + 2R_{BUF} \) we obtain numerical the results displayed in Figure 6.3. This test should only be considered as a motivation for further study, but its implementation allows us to make the following observations:

(1) A particular challenge in our schemes is the computational cost of higher order expansions, which is of the order \( O((R_{BUF})^{km}) \). For example, taking only up to third neighbours in an FCC lattice (\( R_{BUF}/R_{NN} \approx 1.7 \), where \( R_{NN} \) is the nearest-neighbour distance) results in 42 neighbouring atoms, which would result in over 2M expansion coefficients at third order, and over 250M expansion coefficients at fourth order. We will exploit lattice symmetries to reduce the number of expansion coefficients that need to be calculated. The fact that the order of expansion is lower in force-based schemes, without loss of accuracy, is a significant advantage.

(2) The computation of the \( k \)-th order expansion of the site energies requires \( k \)-th order perturbation theory (or, finite-differences). By contrast, the computation of forces and their derivatives can take advantage of the “2n + 1-Theorem”, hence expanding the forces is computationally much cheaper than expanding energies, even at the same order of expansion. An analogous comment applies to the computation of the QM region contribution to the hybrid forces or gradient of the hybrid energy.

We conclude by commenting that, in view of the computational cost associated with Taylor expansions as site energies, alternative approaches may be required. Our analysis, or variations thereof, can then still be applied as long as the MM model is tuned to interact “correctly” with the QM model.

Appendix A Interpolation of lattice functions

For each \( u : \Lambda \to \mathbb{R}^d \), we denote its continuous and piecewise affine interpolant with respect to \( T_\Lambda \) by \( Iu \), and its piecewise constant gradient by \( \nabla Iu \). We have the following lemma from [24, 25].

**Lemma A.1.** If \( v \in \mathcal{W}^{1,2} \), then there exist constants \( c \) and \( C \) such that

\[
c \|
abla v \|_{L^2} \leq \|Dv\|_{L^2} \leq C \|
abla v \|_{L^2},
\]  

(A.1)
The following auxiliary results are useful in our analysis in that they sometimes allow us to avoid stress-strain ("weak") representations of residual forces that we need to estimate.

**Lemma A.2.** (i) If \( m = 2 \), then there exists \( C > 0 \) such that
\[
|v(\ell) - v(m)| \leq C \|Dv\|_{\ell^2} (1 + \log |\ell - m|) \quad \forall v \in \mathcal{W}^{1,2}, \quad \ell, m \in \Lambda.
\]
(ii) If \( m = 3 \), then there exists \( C > 0 \) such that, for each \( v \in \mathcal{W}^{1,2} \) there exists \( v_\infty \in \mathbb{R}^d \) such that
\[
\|v - v_\infty\|_{\ell^2} \leq C \|Dv\|_{\ell^2}.
\]

**Proof.** The result is a straightforward generalisation of [24 Proposition 12 (ii, iii)]. \( \square \)

**Lemma A.3.** Let \( m = 2, \ 0 < L < R \) and \( v : \Lambda \to \mathbb{R} \) satisfy \( v(\ell) = 0 \ \forall \ |\ell| \geq R \). If \( f : \Lambda \to \mathbb{R} \) satisfies \( |f(\ell)| \leq c|\ell|^{-2} \), then there exists a constant \( C > 0 \) such that
\[
\sum_{L \leq |\ell| \leq R} f(\ell) \cdot v(\ell) \leq C \log^{3/2}(\frac{R}{L}) \cdot \|Dv\|_{\ell^2} \quad \forall v \in \mathcal{W}^H.
\]

**Proof.** For simplicity of notation let \( r := |\ell|, \hat{r} = r/r \) and \( v = Iv \). Let \( R' \geq R \), minimal, such that \( v = 0 \) in \( B_{R'}^c \). For each \( T \in T_\Lambda, T \subset B_{R'} \setminus B_L \) we have
\[
\left| \sum_{\ell \in \Lambda \cap T} f(\ell) \cdot v(\ell) \right| \leq \max_{\ell \in \Lambda \cap T} |f(\ell)| \sum_{\ell \in \Lambda \cap T} |v(\ell)| \leq C \max_{\ell \in \Lambda \cap T} |\ell|^{-2} \int_T |Iv(\hat{r})| \, \text{d}r \leq C \int_T r^{-2} |Iv(\hat{r})| \, \text{d}r,
\]
Therefore, it follows that
\[
\left| \sum_{L \leq |\ell| \leq R} f(\ell) \cdot v(\ell) \right| \leq C \int_{B_{R'} \setminus B_L} \frac{|Iv(\hat{r})|}{r^2} \, \text{d}r.
\]

We have from the estimate
\[
|v(r)| = \left| \int_r^{R'} \frac{d}{dt} v(t\hat{r}) \, dt \right| \leq \int_r^{R'} |\nabla v(t\hat{r})| \, dt.
\]
that
\[
\int_{B_{R'} \setminus B_L} \frac{|v(\hat{r})|}{r^2} \, \text{d}r = \int_{S^{m-1}} \int_{t = L}^{R'} r^{-1} |v(t\hat{r})| \, \text{d}r \, dt \leq \int_{S^{m-1}} \int_{t = L}^{R'} r^{-1} \int_{t = L}^{R'} |\nabla v(t\hat{r})| \, \text{d}r \, dt \, d\hat{r}
\]
\[
= \int_{S^{m-1}} \int_{t = L}^{R'} |\nabla v(t\hat{r})| \int_{t = L}^{t} r^{-1} \, \text{d}r \, dt \, d\hat{r}
\]
\[
= \int_{S^{m-1}} \int_{t = L}^{R'} t^{1/2} |\nabla v(t\hat{r})| t^{-1/2} \log \frac{t}{L} \, \text{d}r \, dt \, d\hat{r}
\]
\[
\leq \|\nabla v\|_{L^2(B_{R'} \setminus B_L)} \left( \int_{S^{m-1}} \int_{t = L}^{R'} t^{-1} \log^2(t/L) \, \text{d}r \, dt \right)^{1/2}
\]
\[
\leq C \log^{3/2}(\frac{R'}{L}) \|\nabla v\|_{L^2}.
\]
Applying Lemma [A.1] [A.3] and noting that \( \log(R'/R) \leq C \) completes the proof. \( \square \)
Appendix B  Estimates of buffer truncations

The following lemma can be proved by a calculation with the contour integration of the resolvent (we refer the detailed proofs to the arguments in [6] (3.10)-(3.12)).

**Lemma B.1.** Let \( \ell \in M \subseteq N \subseteq \Lambda \). Let \( y \in V_m(\Lambda) \), 0 \( \leq j \leq n - 1 \), and \( \rho = (\rho_1, \cdots, \rho_j) \in (M - \ell)^j \). Then there exist constants \( C \) and \( \eta \), depending on \( m \), such that

\[
|V_{\ell, \rho}^M (Dy(\ell)) - V_{\ell, \rho}^N (Dy(\ell))| \leq C e^{-\eta (\text{dist}(\ell, \Omega) + \sum_{i=1}^{j} |\rho_i|)} \tag{B.1}
\]

with \( \text{dist}(\ell, \Omega) = \min_{k \in \Omega} \{|\ell - k|\} \). Moreover, we have

\[
|V_{\ell, \rho}^M (Dy(\ell)) - V_{\ell, \rho}^N (Dy(\ell))| \leq C e^{-\eta (\text{dist}(\ell, \Lambda) + \sum_{i=1}^{j} |\rho_i|)} \tag{B.2}
\]

A direct consequence of Lemma B.1 is

\[
|V_{\ell, \rho} (Dy(\ell)) - V_{\ell, \rho}^{\text{BUF}} (Dy(\ell))| \leq C e^{-\eta R_{\text{BUF}}} \tag{B.3}
\]

for \( y \in V_m(\Lambda) \) and \( \rho = (\rho_1, \cdots, \rho_j) \in (\Lambda - \ell)^j \) with \( 0 \leq j \leq n - 1 \), \( \max_i |\rho_i| \leq R_{\text{BUF}} \).

For \( y \in V_m \), \( \ell \in \Lambda^{\text{MM}} \cap \Lambda^{\text{FF}} \) and \( R > 0 \), we define \( V_{\ell, \rho}^R (Dy(\ell)) := V_{\ell}^{BR(\ell)\cap B_{R, \text{DEF}}} (Dy(\ell)) \). Therefore, we have

\[
V_{\ell, \rho}^R (Dy(\ell)) := \begin{cases} 0, & \text{if } |\rho| > R \text{ or } \ell + \rho \in \Lambda \cap B_{R, \text{DEF}} \\ V_{\ell, \rho}^{BR(\ell)\cap B_{R, \text{DEF}}} (Dy(\ell)), & \text{otherwise} \end{cases} \tag{B.4}
\]

The difference between \( V_\ell \) and \( V_{\ell, \rho}^{R} \) can be estimated using Lemma B.1. If \( R < |\ell| - R_{\text{DEF}} \), \( 0 \leq j \leq n - 1 \), and \( \rho \in (\Lambda - \ell)^j \) with \( \max_i |\rho_i| \leq R \), then there exist constants \( C \) and \( \eta \) such that

\[
|V_{\ell, \rho} (Dy(\ell)) - V_{\ell, \rho}^{R} (Dy(\ell))| \leq C e^{-\eta (R + \sum_{i=1}^{j} |\rho_i|)} \tag{B.5}
\]

The next lemma establishes the homogeneity of the site energy \( V_{\ell, \rho}^{R} \).

**Lemma B.2.** Let \( \ell, k \in \Lambda \) and \( R < \min\{|\ell|, |k|\} - R_{\text{DEF}} \). If \( y, y' \in V_0(\Lambda) \) satisfy \( D_\rho y(\ell) = D_\rho y'(k) \) for all \( |\rho| < R \), then

\[
V_{\ell, \rho}^{R} (Dy(\ell)) = V_{k, \rho}^{R} (Dy'(k)) \quad \text{and} \quad V_{\ell, \rho}^{R} (Dy(\ell)) = V_{k, \rho}^{R} (Dy'(k)) \tag{B.6}
\]

for \( \rho \in (AZ^m \cap B_R - 0)^j \), \( \max_i |\rho_i| < R \).

**Proof.** Using the condition \( \{D_\rho y(\ell)\}_{|\rho| < R} = \{D_\rho y'(k)\}_{|\rho| < R} \) and Theorem 3.1 (ii) with \( g(x) = x - x(\ell) + x(k) \), (iii) with \( g(x) = x - \ell + k \), we can derive \( V_{\ell, \rho}^{R} (Dy(\ell)) = V_{k, \rho}^{R} (Dy'(k)) \). Then the second part of (B.6) is a direct consequence. \( \square \)

Before the proof of (4.21), we need the following estimate for \( V_{\ell, \rho}^{A} - V_{\ell, \rho}^{\text{BUF}} \) on the predictor, where the auxiliary site potential \( V_{\ell, \rho}^{A} \) is defined by

\[
V_{\ell, \rho}^{A} (g) := \begin{cases} V_{\ell, \rho}^{[|\ell| - R_{\text{DEF}}, g]} & \text{if } |\ell| \leq 3R_{Q\text{M}} \\ V_{\ell, \rho}^{[|\ell|, g]} & \text{if } |\ell| > 3R_{Q\text{M}} \end{cases} \quad \text{for } g \in (\mathbb{R}^d)^{\Lambda - \ell}.
\]

**Lemma B.3.** Let \( R_{\text{BUF}} > \max\{ \frac{1}{\eta} \log R_{Q\text{M}}, \frac{1}{\eta_1} \log R_{\text{MM}} \} \), where \( \eta \) is the constant from Lemma B.1. If the assumption \( P \) or \( D \) is satisfied, then there exists a constant \( C \) such that

\[
\sum_{\ell \in \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}}} \langle \delta V_{\ell, \rho}^{\text{BUF}} (e(\ell)) - \delta V_{\ell, \rho}^{A} (e(\ell)), Dv(\ell) \rangle \leq C e^{-\frac{2}{\tau_0} |Dv|_{\ell}^{2}} \quad \forall v \in \mathcal{W}^H. \tag{B.7}
\]
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Proof. The left-hand side of (B.7) can be written in the form

\[
\sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda^\ell} (V_{\ell,\rho}^{\text{BUF}}(Du_0(\ell)) - V_{\ell,\rho}^{A}(Du_0(\ell))) (v(\ell + \rho) - v(\ell))
\]

\[
:= \sum_{R_{QM} - R_{DEF} \leq |\ell| \leq 3R_{QM}} (f^A(\ell) - \tilde{f}^{\text{BUF}}(\ell)) v(\ell) + \sum_{|\ell| > 3R_{QM}} (f^A(\ell) - f^{\text{BUF}}(\ell)) v(\ell), \tag{B.8}
\]

where \(f^A(\ell)\) and \(\tilde{f}^A(\ell)\) are given in terms of \(V_{\ell,\rho}^{A}(Du_0(\ell))\), \(\tilde{f}^{\text{BUF}}(\ell)\) and \(f^{\text{BUF}}(\ell)\) are given in terms of \(V_{\ell,\rho}^{\text{BUF}}(Du_0(\ell))\). The precise forms of \(\tilde{f}^A(\ell)\) and \(f^{\text{BUF}}(\ell)\) are not important, we can obtain from Lemma B.1 and the fact that they are given in terms of \(V_{\ell,\rho}^{A}(Du_0(\ell))\) and \(V_{\ell,\rho}^{\text{BUF}}(Du_0(\ell))\) that

\[
|\tilde{f}^A(\ell) - f^{\text{BUF}}(\ell)| \leq C e^{-\eta R_{BUF}} \quad \text{for } R_{QM} - R_{DEF} \leq |\ell| \leq 3R_{QM}. \tag{B.9}
\]

When \(|\ell| > 3R_{QM}\), we have

\[
f^{\text{BUF}}(\ell) = \sum_{\rho \in \Lambda^\ell, |\rho| \leq R_{BUF}} (V_{\ell,\rho}^{\text{BUF}}(Du_0(\ell - \rho)) - V_{\ell,\rho}^{A}(Du_0(\ell))) \quad \text{and} \quad f^{A}(\ell) = \sum_{\rho \in \Lambda^\ell, |\rho| \leq |\ell|} (V_{\ell,\rho}^{A}(Du_0(\ell)) - V_{\ell,\rho}^{A}(Du_0(\ell - \rho)))
\]

\[
= \sum_{\rho \in \Lambda^\ell, |\rho| \leq |\ell|} \left( V_{\ell,\rho}^{A}(Du_0(\ell)) - V_{\ell,\rho}^{A}(Du_0(\ell - \rho)) \right)
\]

\[
+ \sum_{\rho \in \Lambda^\ell, |\rho| \leq |\ell|} \left( V_{\ell,\rho}^{A}(Du_0(\ell)) - V_{\ell,\rho}^{A}(Du_0(\ell - \rho)) \right)
\]

\[
:= f_a(\ell) + f_b(\ell). \tag{B.11}
\]

Lemma B.1 and the definition of \(V_{\ell}^{A}\) imply that

\[
f_a \leq C e^{-\frac{2}{\eta} |\ell|}. \tag{B.12}
\]

If \(\mathbf{P}\) is satisfied, then we have from \(u_0(\ell - \rho) = u_0(\ell) = 0\) and Lemma B.2 that

\[
f_b(\ell) = 0 \quad \text{and} \quad f^{\text{BUF}}(\ell) = 0. \tag{B.13}
\]

If \(\mathbf{D}\) is satisfied, we first consider the left halfspace \(\ell_1 < \hat{x}_1\), in which case we can replace \(\mathbf{D}\) by \(D\). Let \(e = Du_0(\ell)\) and suppressing the argument \(\ell\), we have from Lemma B.2 and the expansion

\[
V_{\rho}(e) = V_{\rho}(0) + \langle \delta V_{\rho}(0), e \rangle + \frac{1}{2} \int_0^1 (1 - t) \langle \delta^2 V_{\rho}(te)e, e \rangle \, dt \quad \text{with} \quad V = V_{\ell}^{\#} \text{ or } V_{\ell}^{\text{BUF}} \tag{B.14}
\]

that

\[
f_b(\ell) - f^{\text{BUF}}(\ell) = \sum_{\rho, \xi} \left( V_{\ell,\rho}^{\#}(0) - V_{\ell,\rho}^{\text{BUF}}(0) \right) D_{-\rho} e \xi
\]

\[
+ \frac{1}{2} \int_0^1 (1 - t) D_{-\rho} \left( \delta^2 V_{\ell,\rho}^{\#}(te) - \delta^2 V_{\ell,\rho}^{\text{BUF}}(te) \right) e, e \right) \, dt := F_1 + F_2. \tag{B.15}
\]
Using Lemma 3.3 and Lemma B.1 we have

\[ F_1 \leq C e^{-\eta R_{BUF} |\ell|^2} \quad \text{and} \quad F_2 \leq C e^{-\eta R_{BUF} |\ell|^2}, \]

which implies \(|f_\ell(\ell) - f^{BUF}(\ell)| \leq C e^{-\eta R_{BUF} |\ell|^2}\) for \(\ell_1 < \hat{x}_1\). For the right halfspace \(\ell_1 > \hat{x}_1\), we can repeat the foregoing argument to deduce

\[ |S(f_\ell(\ell) - f^{BUF}(\ell))| \leq C e^{-\eta R_{BUF} |\ell|^2}. \]

Note that \(S\) is an \(O(1)\) shift, which implies \(|f_\ell(\ell) - f^{BUF}(\ell)| \leq C e^{-\eta R_{BUF} |\ell|^2}\) for \(\ell_1 > \hat{x}_1\).

Taking (B.10), (B.11), (B.12), (B.13) and the above estimates for \(|f_\ell(\ell) - f^{BUF}(\ell)|\) into accounts, we have

\[ |f^A(\ell) - f^{BUF}(\ell)| \leq C \left(e^{-\frac{2}{7} \eta |\ell|} + e^{-\eta R_{BUF} |\ell|^2}\right) \quad \text{for} \quad |\ell| > 3R_{QM}. \quad (B.16) \]

Combining (B.8), (B.9), (B.16) and \(v \in \mathcal{W}^H\) yields

\[
\sum_{\ell \in \Lambda_{MM \cup AFF}} \langle \delta V_\#^{BUF}(e(\ell)) - \delta V_\ell^A(e(\ell)), Dv(\ell) \rangle = \sum_{R_{QM} - R_{DEF} \leq |\ell| \leq R_{MM}} f(\ell)v(\ell) \quad (B.17)
\]

with

\[
|f(\ell)| \leq \begin{cases} 
C e^{-\eta R_{BUF}} & \text{if } R_{QM} - R_{DEF} \leq |\ell| \leq 3R_{QM} \\
C \left(e^{-\frac{2}{7} \eta |\ell|} + e^{-\eta R_{BUF} |\ell|^2}\right) & \text{if } |\ell| > 3R_{QM}
\end{cases} \quad (B.18)
\]

Since \(R_{BUF} > \frac{4}{7} \log R_{QM}\), we can write \(|f(\ell)| \leq C e^{-\frac{2}{7} R_{BUF} |\ell|^2}\), which together with Lemma A.3 completes the proof of (B.7) as \(R_{BUF} > \frac{4}{7} \log \log R_{MM}\).

**Proof of (4.21).** Denote \(g(\ell) = DT^H \tilde{u}(\ell)\) and suppressing the argument \((\ell)\) in \(g(\ell)\) and \(e(\ell)\), we have from Lemma B.1 and Lemma B.3 that

\[
\sum_{\ell \in \Lambda_{MM \cup AFF}} \langle \delta V_\#^{BUF}(e + g) - \delta V_\ell^A(e + g), Dv(\ell) \rangle = \sum_{\ell \in \Lambda_{MM \cup AFF}} \langle \delta V_\#^{BUF}(e) - \delta V_\ell^A(e), Dv(\ell) \rangle
\]

\[ + \sum_{\ell \in \Lambda_{MM \cup AFF}} \int_0^1 (1 - t) \left\langle \left(\delta^2 V_\#^{BUF}(e + tg) - \delta^2 V_\ell^A(e + tg)\right) g, Dv(\ell) \right\rangle \ dt \leq C \left(e^{-\frac{2}{7} R_{BUF}} + e^{-\eta R_{BUF}} \|g\|_{L^2}^2\right) \|Dv\|_{L^2}. \quad (B.19) \]

Using (B.3), (B.5), (B.19) and Theorem 3.3 we have

\[
T_1 = \sum_{\ell \in \Lambda_{QM}} \langle \delta V_\ell^{BUF}(e + g) - \delta V_\ell(e + g), Dv(\ell) \rangle
\]

\[ + \sum_{\ell \in \Lambda_{MM \cup AFF}} \langle \delta V_\#^{BUF}(e + g) - \delta V_\ell^A(e + g), Dv(\ell) \rangle
\]

\[ + \sum_{\ell \in \Lambda_{MM \cup AFF}} \langle \delta V_\ell^A(e + g) - \delta V_\ell(e + g), Dv(\ell) \rangle \leq C \left(R_{QM}^{m/2} e^{-\eta R_{BUF}} + e^{-\frac{2}{7} R_{BUF}} + e^{-\eta R_{QM}}\right) \|Dv\|_{L^2}, \quad (B.20) \]

which completes the proof since \(R_{QM}^{m/2} e^{-\eta R_{BUF}}\) and \(e^{-\frac{2}{7} R_{QM}}\) can be omitted compared with the middle term when \(R_{BUF} > \frac{m}{2 \eta} \log R_{QM}\). \(\square\)
Proof of (4.31). Using $T^H\bar{u} \in \text{Adm}_0^H$ and the expansion

$$V(e + g) = V(e) + \langle \delta V'(e), g \rangle + \frac{1}{2} \int_0^1 (1 - t) \langle \delta^2 V(e + tg), g \rangle \, dt$$

with $V = V_\ell$ or $V_\ell^{\text{BUF}}$ (B.21)

for $R_{QM} \leq |\ell| \leq R_{MM} + R_{\text{BUF}}$, we have

$$|S_1| \leq \sum_{\ell \in \Lambda_{QM}} \left( V_\ell(g + e) - V_\ell(e) - V_\ell^{\text{BUF}}(g + e) + V_\ell^{\text{BUF}}(e) \right)$$

$$+ \sum_{R_{QM} \leq |\ell| \leq R_{MM} + R_{\text{BUF}}} \langle \delta V_\ell(e) - \delta V_\ell^{\text{BUF}}(e), g \rangle$$

$$+ \frac{1}{2} \sum_{R_{QM} \leq |\ell| \leq R_{MM} + R_{\text{BUF}}} \int_0^1 (1 - t) \langle \delta^2 V_\ell(e + tg) - \delta^2 V_\ell^{\text{BUF}}(e + tg), g, g \rangle \, dt$$

$$:= S_1^a + S_1^b + S_1^c.$$  (B.22)

The first and third group of (B.22) can be estimated by Lemma B.1

$$|S_1^a| \leq CR_{QM}^{3/2} e^{-\eta R_{\text{BUF}}} \quad \text{and} \quad |S_1^c| \leq C e^{-\eta R_{\text{BUF}}} ||g||_{\ell_2}^2.$$  (B.23)

Using Lemma B.3, we can obtain the estimate for the second group:

$$|S_1^b| \leq C e^{-\frac{\eta}{4} R_{\text{BUF}}} \quad \text{when} \quad R_{\text{BUF}} > \frac{6}{\eta} \log \log R_{\text{MM}},$$

which together with (B.22) and (B.23) completes the proof of (4.31). \qed

Appendix C Stability of force-mixing methods

Here, we establish the result that the energy-mixing Hessian and force-mixing Jacobian are “close”. This result is reminiscent of similar results in the context of atomistic/continuum blending \[19\], but the proofs are not closely related.

Proof of (5.11). Let $\Lambda^I := \{ \ell \in \Lambda, R_{QM} - R_{\text{BUF}} \leq |\ell| \leq R_{QM} + R_{\text{BUF}} \}$ be the interface region. Denoting $\tilde{F}_\ell^\beta(v) := \tilde{F}_\ell^{R_{\text{BUF}}(\ell)}(v)$ and $\tilde{E}_\ell^\beta(v) := \sum_{\ell \in \Lambda} (E_\ell^{\text{buf}}(P_x + v) - E_\ell^{\text{BUF}}(P_x))$ with $E_\ell^{\text{BUF}} =$
$E_{\ell}^{B_{\text{BUF}}(\ell)}$, we can split
\[
\langle \delta \mathcal{F}^H(T^H\bar{u}) - \delta^2 \mathcal{E}^H(T^H\bar{u}) \rangle, v \rangle \quad = 
\sum_{\ell \in \Lambda} \langle \delta \mathcal{F}_\ell^H(T^H\bar{u}) - \delta \nabla_{\ell} \mathcal{E}^H(T^H\bar{u}), v (\ell) \rangle
\]
\[
= \sum_{\ell \in AZ} \langle \delta \mathcal{F}_\ell^b(0) - \delta \nabla_{\ell} \mathcal{E}^b(0), v (\ell) \rangle
\]
\[
+ \sum_{\ell \in AZ \cap B_{\text{QM}} - R_{\text{BUF}}} \langle \delta \mathcal{F}_\ell^H(T^H\bar{u}) - \delta \nabla_{\ell} \mathcal{E}^H(T^H\bar{u}), v (\ell) \rangle
\]
\[
- \sum_{\ell \in AZ \cap B_{\text{QM}} - R_{\text{BUF}}} \langle \delta \mathcal{F}_\ell^b(0) - \delta \nabla_{\ell} \mathcal{E}^b(0), v (\ell) \rangle
\]
\[
+ \sum_{\ell \in \Lambda_{\text{MM}}} \langle \delta \mathcal{F}_\ell^b(0), v (\ell) \rangle - \langle \delta \nabla_{\ell} \mathcal{E}^H(T^H\bar{u}) - \delta \nabla_{\ell} \mathcal{E}^b(0), v (\ell) \rangle
\]
\[
:= Q_1 + Q_2 + Q_3 + Q_4 + Q_5. \quad (C.1)
\]

\textit{Estimate for }$Q_1$:\ Using Theorem 3.3 (ii), (iii) and Lemma 3.4, we can rewrite $Q_1$ as
\[
Q_1 = \sum_{\ell \in AZ} \sum_{\rho \in AZ_{\ell} = 0} D_{\rho}v(\ell)^T (A_\rho^F - A_\rho^E) D_{\rho}v(\ell) \quad (C.2)
\]

with $A_\rho^F, A_\rho^E \in \mathbb{R}^{d \times d}$, $A_\rho^F = -\frac{1}{2} \mathcal{F}_0(0)$ and $A_\rho^E = -\frac{1}{2} \mathcal{E}_0(0)$. This crucially uses that fact that we apply the force approximation $\bar{F}_\ell^b$ at \textit{every lattice site}, which makes it conservative. Note that Lemma B.1 and Theorem 3.1 (i) imply
\[
|A_\rho^F - A_\rho^E| \leq C e^{-\gamma (R_{\text{BUF}} + |\rho|)},
\]
which together with (C.2) yields
\[
|Q_1| \leq C e^{-\gamma R_{\text{BUF}}} \|Dv\|_{l_2}^2. \quad (C.3)
\]

\textit{Estimates for }$Q_2, Q_3$:\ Lemma A.2 and $v \in W^H$ imply that
\[
\|v\|_{l_\infty} \leq C \|Dv\|_{l_2} \left( 1 + \log R_{\text{MM}} \right), \quad \text{if } m = 2, \text{ and}
\]
\[
\|v\|_{l^6} \leq C \|Dv\|_{l_2}, \quad \text{if } m = 3. \quad (C.4)
\]

Using (C.4), Lemma B.1 and Theorem 3.1 (i), we have
\[
|Q_2| \leq C \sum_{\ell \in \Lambda_{\text{QM}}} e^{-\gamma R_{\text{BUF}}} |Dv(\ell)| \|v(\ell)\|_{l_2}
\]
\[
\leq C \left\{ \begin{array}{ll}
R_{\text{QM}} \cdot \log R_{\text{MM}} \cdot e^{-\gamma R_{\text{BUF}}} \|Dv\|_{l_2}^2 & \text{if } m = 2 \\
R_{\text{QM}} \cdot e^{-\gamma R_{\text{BUF}}} \|Dv\|_{l_2}^2 & \text{if } m = 3
\end{array} \right.
\]
\[
\leq C R_{\text{QM}} \cdot \log R_{\text{MM}} \cdot e^{-\gamma R_{\text{BUF}}} \|Dv\|_{l_2}^2. \quad (C.5)
\]

Analogously, we have
\[
|Q_3| \leq C R_{\text{QM}} \cdot \log R_{\text{MM}} \cdot e^{-\gamma R_{\text{BUF}}} \|Dv\|_{l_2}^2. \quad (C.6)
\]
Estimate for $Q_4$: We can rewrite $Q_4$ as

$$Q_4 = \sum_{\ell \in \mathcal{A}} \langle \delta F^H_\ell (T^H \bar{u}) - \delta F^\text{BUF}_\ell (T^H \bar{u}), v \rangle v(\ell) + \sum_{\ell \in \mathcal{A}} \langle \delta F^\text{BUF}_\ell (T^H \bar{u}) - \delta F^b_\ell (u_0 + T^H \bar{u}), v \rangle v(\ell)$$

$$- \sum_{\ell \in \mathcal{A}} \langle \delta \nabla \ell \mathcal{E}(T^H \bar{u}) - \delta \nabla \ell \mathcal{E}^\text{BUF}(T^H \bar{u}), v \rangle v(\ell) - \sum_{\ell \in \mathcal{A}} \langle \delta \nabla \ell \mathcal{E}^\text{BUF}(T^H \bar{u}) - \delta \nabla \ell \mathcal{E}^b(u_0 + T^H \bar{u}), v \rangle v(\ell)$$

$$+ \sum_{\ell \in \mathcal{A}} \langle \delta \mathcal{F}^b_\ell (u_0 + T^H \bar{u}) - \delta \mathcal{F}^b_\ell (0), v \rangle v(\ell) - \sum_{\ell \in \mathcal{A}} \langle \delta \nabla \ell \mathcal{E}^b(u_0 + T^H \bar{u}) - \delta \nabla \ell \mathcal{E}^b(0), v \rangle v(\ell).$$

Using (3.3) and $|V_{\ell-p,\rho,\xi}^B - V_{\ell-p,\rho,\xi}^\text{BUF}| \leq C e^{-\eta \rho (|R^\text{BUF}| + |r| + |\xi| + |v(\ell)|)}$ (this is proved analogously to Lemma B.1), the last line an be bounded by

$$|Q_4| \leq C \sum_{\ell \in \mathcal{A}'} \sum_{|\rho| \leq R^\text{BUF}} \left( \langle \delta V_{\ell-p,\rho}^\text{BUF}(\ell) (e(\ell) + D T^H \bar{u}(\ell)) - \delta V_{\ell-p,\rho}^\text{BUF}(\ell)(0) \rangle \right) v(\ell)$$

$$- \left( \delta V_{\ell-p,\rho}^\text{BUF}(\ell-p) (e(\ell-p) + D T^H \bar{u}(\ell-p)) - \delta V_{\ell-p,\rho}^\text{BUF}(\ell-p)(0) \right) , D v(\ell-p) \rangle v(\ell)$$

$$= \left( \sum_{\ell \in \mathcal{A}'} \sum_{|\rho| \leq R^\text{BUF}} \int_0^1 \left( \langle \delta^2 V_{\ell-p,\rho}^\text{BUF}(\ell) (t(e(\ell) + D T^H \bar{u}(\ell)) - \delta V_{\ell-p,\rho}^\text{BUF}(\ell-p)(0) \rangle \right) v(\ell)$$

$$- \delta^2 V_{\ell-p,\rho}^\text{BUF}(\ell-p) (t(e(\ell-p) + D T^H \bar{u}(\ell-p)))(e(\ell-p) + D T^H \bar{u}(\ell-p)), D v(\ell-p) \rangle dt \right) v(\ell)$$

$$\leq C \sum_{\ell \in \mathcal{A}'} e^{-\eta R^\text{BUF}} \cdot |e(\ell) + D T^H \bar{u}(\ell)|_{\gamma} \cdot |D v(\ell)|_{\gamma} \cdot \left( \sum_{|\rho| \leq R^\text{BUF}} e^{-\gamma |\rho|} \cdot |v(\ell-p)| \right).$$

With $\mathcal{A}'' := \{ \ell \in \mathcal{A}, \ max\{0, R^\text{QM} - 2 R^\text{BUF} \} \leq |\ell| \leq R^\text{QM} + 2 R^\text{BUF} \}$. Using Theorem 3.3 and (C.4), we have

$$|Q_4| \leq C \sum_{\ell \in \mathcal{A}''} \left( |e(\ell) + D T^H \bar{u}(\ell)|_{\gamma}^k + e^{-\eta R^\text{BUF}} \right) \cdot |D v(\ell)|_{\gamma} \cdot \left( \sum_{|\rho| \leq R^\text{BUF}} e^{-\gamma |\rho|} \cdot |v(\ell)| \right)$$

$$\leq C \rho^\text{BUF} \cdot \| D v \|_{\ell^2}^2 \left\{ \begin{array}{ll}
\log R^\text{MM} \left( R^{2k+1/2} + e^{-\eta R^\text{BUF}} \right) & \text{if } P \text{ with } m = 2 \\
R^{3k+1/3} + e^{-\eta R^\text{BUF}} & \text{if } P \text{ with } m = 3 \\
\log R^\text{MM} \left( R^{-k+1/2} + e^{-\eta R^\text{BUF}} \right) & \text{if } D
\end{array} \right. \leq C \rho^\text{BUF} \cdot \log R^\text{MM} \cdot \left( R^{-k+1/2} + e^{-\eta R^\text{BUF}} \right) \| D v \|_{\ell^2}^2.$$

Estimate for $Q_5$: Let $\tilde{F}_\ell(v) := F_\ell (P x + v)$ and $\tilde{\mathcal{E}}(v) := \sum_{\ell \in \mathcal{A}} \left( E_\ell (P x_0 + v) - E_\ell (P x_0) \right)$, then $\tilde{F}_\ell(v) = \nabla \ell \tilde{\mathcal{E}}(v)$. Further, we define

$$\tilde{T}_k \tilde{F}_\ell(v) = \nabla_\ell \tilde{T}_{k+1} \tilde{\mathcal{E}}(w) := \frac{\partial \tilde{T}_{k+1} \tilde{\mathcal{E}}(w)}{\partial v_\ell}$$

where

$$\tilde{T}_{k+1} \tilde{\mathcal{E}}(w) = T_{k+1} \tilde{\mathcal{E}}(w) - \tilde{\mathcal{E}}(0) - \langle \delta \tilde{\mathcal{E}}(0), w \rangle.$$
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Then, for any $\ell \in \Lambda^{\text{MM}} \setminus \Lambda^I$, we have
\[
\left| \left\langle \left( \delta F^{\text{M}}(T^H\hat{u}) - \delta \tilde{F}^{\text{b}}(0) \right) - \left( \delta \nabla^i \mathcal{E}^{\text{M}}(T^H\hat{u}) - \delta \nabla^i \tilde{\mathcal{E}}^{\text{b}}(0) \right), v \right\rangle \right| 
\leq \left| \left\langle \delta F^{\text{M}}(T^H\hat{u}) - \delta \tilde{F}^{\text{b}}(0) - \delta \tilde{F}^{\text{b}}(u_0 + T^H\hat{u}), v \right\rangle \right| 
+ \left| \left\langle \delta \nabla^i \mathcal{E}^{\text{M}}(T^H\hat{u}) - \delta \nabla^i \tilde{\mathcal{E}}^{\text{b}}(0) - \delta \nabla^i \tilde{\mathcal{E}}^{\text{b}}(u_0 + T^H\hat{u}), v \right\rangle \right| 
\leq C e^{-\eta R_{\text{BUF}}} \sum_{|\rho| \leq R_{\text{BUF}}} e^{-\gamma|\rho|} \cdot |Dv(\ell - \rho)|_{2} \cdot \left\{ \begin{array}{ll} |\ell - \rho|^{-m} & \text{if } P \\ |\ell - \rho|^{-2} \log |\ell - \rho| & \text{if } D \end{array} \right.
\]
Summing over $\ell \in \Lambda^{\text{MM}} \setminus \Lambda^I$, and applying (C.4) we obtain
\[
|Q_5| \leq C \log^2 \frac{R_{\text{MM}}}{R_{\text{QM}}} \cdot e^{-\eta R_{\text{BUF}}} \|Dv\|^2_{2} \cdot \left\{ \begin{array}{ll} |\ell - \rho|^{-m} & \text{if } P \\ |\ell - \rho|^{-2} \log |\ell - \rho| & \text{if } D \end{array} \right.
\]
(For case $P$ one obtains $\log^2 \frac{R_{\text{MM}}}{R_{\text{QM}}}$ instead of $\log^2 \frac{R_{\text{MM}}}{R_{\text{QM}}}$, but this is qualitatively the same as replacing the unknown exponent $\eta$ with $\eta/2$, hence we ignore this small improvement.)

Combining (C.1), (C.3), (C.5), (C.6), (C.7) and (C.9), we finally deduce that
\[
|Q_5| \leq C \log^2 \frac{R_{\text{MM}}}{R_{\text{QM}}} \cdot e^{-\eta R_{\text{BUF}}} \|Dv\|^2_{2} \cdot \left\{ \begin{array}{ll} |\ell - \rho|^{-m} & \text{if } P \\ |\ell - \rho|^{-2} \log |\ell - \rho| & \text{if } D \end{array} \right.
\]
provided that $R_{\text{QM}} > \log^4 R_{\text{MM}}$, $R_{\text{BUF}} > \frac{3}{7} \log R_{\text{QM}}$, $R_{\text{BUF}} > \frac{3}{7} \log \log R_{\text{MM}}$. This completes the proof.

\[\Box\]
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