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Abstract

The capability of accurate prediction of protein functions and properties is essential in the biotechnology industry, e.g. drug development and artificial protein synthesis, etc. The main challenges of protein function prediction are the large label space and the lack of labeled training data. Our method leverages unsupervised sequence embedding and the success of deep convolutional neural network to overcome these challenges. In contrast, most of the existing methods delete the rare protein functions to reduce the label space. Furthermore, some existing methods require additional bio-information (e.g., the 3-dimensional structure of the proteins) which is difficult to be determined in biochemical experiments. Our proposed method significantly outperforms the other methods on the publicly available benchmark using only protein sequences as input. This allows the process of identifying protein functions to be sped up.

1 Introduction

Accurate prediction of protein function is essential for biotechnology industry applications such as drug development and artificial protein synthesis. It is estimated that there are billions of different proteins in the world, but only a few of them have been discovered. Nowadays, the number of the determined protein sequences has grown rapidly. So far, there are over 120 million protein sequences in the UniProt database with only 557 thousand of them manually annotated with protein functions (see Fig. 1). Manual annotation of the protein functions is a curation process, requiring manual integration of information from the experimental evidence. Moreover, these evidence requires experts to conduct experiments. While the results of manual annotation are more reliable and more accurate, the process is not only expensive but also time-consuming.

One alternative to the manual annotation is the computational methods, which only rely on protein sequences or protein databases. Most important of all, the computational methods enable the entire annotation process to work faster, cheaper, and automatically. As a result, the computational models offer a possible solution to greatly improve the efficiency of protein function annotation.

However, several challenges with respect to prediction of protein functions need to be overcome. First, the protein functions depend on the structures of the protein. Nowadays, it still needs lots of experimental effort to measure the underlying protein structures. Second, the lengths of the protein sequences vary in a wide range. The shortest sequence contains fewer than a hundred amino acids, while the longest one contains more than thirty thousand amino acids. This phenomenon indicates that the choice of the padding length during sequence embedding has an important effect on the performance. Finally, the protein functions are annotated through Gene Ontology (GO). GO
has defined more than 40000 terms with a hierarchy to describe functions and cellular locations, and several types of relationships between these terms. In addition, most of the proteins have multiple functions. This implies that protein function prediction is a hierarchical, multi-label classification problem.

Our method takes advantage of state-of-the-art word embedding technique and parameter-wise efficient network structure. First, we regard three amino acids as a token. Therefore, an amino acid sequence is a sequence of tokens. Second, inspired by ELMo [4], we train a language model of the amino acid sequence. The word embedding of the token is a weighted average of the hidden state of the language model. The weight of the weighted average is determined during the training process of the protein function prediction model. Third, we leverage one of the most parameter-wise efficient convolutional neural network - the inception network [5] - to predict the protein function given learned sequence embedding. Our method can achieve the state-of-the-art performance on UniProtKB/Swiss-Prot dataset.

To sum up, our contributions are shown as following:

- We propose a protein function prediction model combining a sequence embedding technique and a deep convolutional neural network. Our proposed method yields state-of-the-art performance on one of largest publicly available dataset.

- Our proposed method has less inference time than those of the existent models. In other words, our method can accelerate the process of validation of protein functions. This implies that the efficiency of prediction of protein functions in related applications can be improved.

2 Relative Works

2.1 Amino Acid Sequence Annotation

There are two types of computational method. The first type of method rely on the sequence alignment algorithm and compute the similarity between amino acid sequences. Take BLASTp [6] for example, this searching tool finds the regions of similarity between the amino acid sequences. The program compares protein sequences to sequence databases and calculates the statistical significance. However, the inference speed of the alignment algorithm is too slow in most case. Pannzer [7] and Pannzer2 [8] employ a weighted k-nearest-neighbors classifier based on the sequence similarity and the enrichment statistics. However, these models simplify the problem by removing lots of GO terms which contain few amino acid sequences. For a hierarchical label space like GO, these removed terms have a generally deeper level. In conclusion, these models cannot predict many deep-level terms.

The second type of methods is based on the artificial neural networks. DeepGO [9] uses the 1D convolutional neural network to extract the local features of the amino acid sequence. However, it also uses the protein-protein interaction database as the input features, which is unavailable for the newly determined amino acid sequences.
2.2 Sequence Embedding

The most well-known sequence embedding technique is word embedding. There are several outstanding word embedding representation methods in natural language processing, such as CBOW and Skip-Gram [10]. Unlike the traditional representation, some of the representations are context-dependent, such as ELMo [4]. These word2vec remove the data sparsity and extract the relation between the words which improve the performance of the language model.

Moreover, sentence embedding is a type of sequence embedding. Take skip-thought vectors [11] for example, instead of predicting the words surrounding a word, the method attempts the surroundings sentences of a given sentence. In quick-thoughts vectors [12], the task of predicting the next sentence given the previous one is reformulated as a classification task: the decoder is replaced by a classifier which has to choose the next sentence among a set of candidates. It can be interpreted as a discriminative approximation to the generation problem.

Our method leverages the state-of-the-art word embedding technique, i.e. ELMo [4]. We treat three amino acids as one token and construct a language model for the amino acid sequence. For inference and training, we feed the token into the language model and take the linear combination of the hidden state of language model as word embedding.

2.3 Deep Neural Network

From 2013, deep neural network is proved to be a feasible solution in several fields, such as computer vision and natural language processing. VGG [13] perform well in image classification. GoogLeNet [5], ResNet [14], and DenseNet [15] improve the accuracy further. Among several famous network architecture, the inception network is parameter-wise efficient work. Given the limited training data, we use the inception network as the main architecture of our model.

3 Background

Proteins are involved in virtually all cell functions, such as structure maintenance, cell signaling, and metabolism. To understand how protein functions are presented and predicted, we introduce the composition of proteins in Sec. 3.1, the relationship between a protein function and the protein sequence(s) in Sec. 3.2, and the protein annotation system in Sec. 3.3.

3.1 The Composition of Proteins

Proteins are large polymers consisting of one or multiple folded and assembled amino acid sequences. Each amino acid sequence is a linear and unbranched chain of amino acids, also known as a polypeptide. Amino acids are organic compounds containing amine (-NH$_2$), carboxyl (-COOH) functional groups, and residue (-R). There are 20 standard amino acids with distinct residue which varies with chemical structure and properties. While representing the amino acid sequences, the 20 standard amino acids should be written in the IUPAC single-letter codes.

Amino acid sequences are synthesized by condensation polymerization of amino acids (see Fig. 2(a)). During the polymerization process, each amino acid combines with another amino acid by a dehydration reaction between the amine group and the carboxyl group, forming a peptide bond. After polymerization, The two terminals of each chain are the amine group and the carboxyl group, called N-terminal and C-terminal, respectively. Amino acid sequences are represented by the IUPAC single-letter code from their N-terminal to C-terminal (see Fig. 2(b)). Based on the different properties among residues and their arrangement, protein functions are determined by the amino acid sequence(s). Although several types of chemical bonding (hydrogen bond, ionic bond, and disulfide bridge) and the folding process of the amino acid sequence also participate in protein structure formation, all of these factors are almost completely dependent on the amino acid sequence. Therefore, taking amino acid sequences as the input of the model is a feasible and reasonable choice.

3.2 Functions within Amino acid sequence

The fundamental functions of proteins are presented through the interactions between molecules. They are usually formed by one or more subsequences, such as protein domain and sequence motif.
Figure 2: Illustration of the amino acid polymerization and the sequence representation. (a) All the chemicals are represented by the structural formula. One amine group (-NH$_2$) and one carboxyl group (-COOH) react with each other (see the yellow dash-bounded boxes), forming one peptide bond (see the purple dash-bounded boxes). Amino acids within an amino acid sequence are linked by peptide bonds. (b) The two terminals are represented by the structural formula. The amino acid sequence representation begins with N-terminal and ends with C-terminal. In addition, the 20 standard amino acids should be written in the IUPAC single-letter codes.

For example, the “EF hand” is a structural domain found in a large family of calcium-binding proteins. Each EF hand has a unique sequence pattern: two alpha-helices linked by a loop region that binds calcium ions. This kind of region can be easily recognized by analyzing patterns within sequences. However, many of the protein functions are presented through a more complicated way that is hard to be recognized by simply analyzing the sequence pattern. For this reason, the deep neural network can solve this problem by extracting deep features.

3.3 Gene Ontology

GO defines terms for functions of the gene product, and the relationship between each term. Each term has a unique ID represented in “GO:”, following seven digits in tens (e.g., GO:0000001). GO is widely used to annotate protein sequences in protein databases, such as UniProt. In this case, each GO term is equivalent to a label.

Each GO term is related to one or more terms by is_a relation, which is a subsumption relation. The hierarchical structure of GO is based on this relation. For example (see Fig. 3(a)), “nucleus” is_a “intracellular organelle”, this implies that “nucleus” is a subterm of “intracellular organelle”. From another perspective, we can describe GO in terms of a graph. Therefore, each node is connected to one or more nodes by hierarchical edges, which directed from a child node to a parent node, forming a directed acyclic graph (DAG). This implies that protein function prediction is a hierarchical multi-label classification problem. Although there are several more relations defined in GO, such as part_of and positive_regulates, none of them can form a complete graph independently like is_a relation.

The entire GO consists of three domains: Cellular Component (CC), Molecular Function (MF) and Biological Process (BP). All the three domains are a complete hierarchical DAG. Moreover, the three domains are is_a disjoint, meaning there is no is_a relation between different domains. CC is defined as the component of a cell or an extracellular part where a gene product locates, such as the nucleus. MF is defined as the functionalities of a gene product at the molecular level, such as calcium ion binding mentioned in Sec. 3.2. This is usually formed by subsequences with specific amino acid arrangement pattern. BP is defined as a recognized series of collaborated molecular functions or chemical reactions, such as photosynthesis. All the three domains are essential for describing protein function completely. You can see an instance of the GO annotation in Fig. 3(b).

In the 3/9/2018 version used in our experiment, there are 4171 terms in CC, 11154 terms in MF, and 29614 terms in BP, totally 44939 terms.
4 Our Method

We propose a prediction model with combination of word embedding and inception network. We first define the notation in Sec. 4.1. Then, we describe word embedding for AA sequence in Sec. 4.2, deep neural network in Sec. 4.3, loss function in Sec. 4.4. The overall architecture of our model is shown in the supplementary material.

4.1 Problem Definition

An amino acid sequence can be represented as \( S = [a_1, a_2, a_3, ..., a_n] \), where \( n \) is the length of the sequence and \( a_j \) is an amino acid. We regard a sequence as an input of the model. Then, we can get an output vector \( Y \) with length \( q \) where \( q \) is the total number of GO labels. \( y_i \) is the probability of \( i \)-th GO label where \( y_i \in [0, 1] \) and \( y_i \in Y \). Therefore, our model can be summarized as

\[
Y = M(S, \phi)
\]

where \( M \) is the model we propose below and \( \phi \) is the parameters in the model.

4.2 Word Embedding

We regard three amino acids as one token. In other words, for an amino acid sequence \( S = [a_1, a_2, a_3, ..., a_n] \), we map \([a_1, a_2, a_3]\) to \( t_1 \) and \([a_4, a_5, a_6]\) to \( t_2 \). In general, we map \( S = [a_1, a_2, a_3, ..., a_n] \) into \( T = [t_1, t_2, t_3, ..., t_{[n/3]}] \). Since there are 20 common amino acids, we have 8000 basic protein tokens and a \(<unk>\) which represents the other case. Moreover, \(<bos>\) and \(<eos>\) represent the beginning of a sequence and the end of a sequence respectively. Therefore, we have 8003 word vectors in total. In this paper, we use ELMo as our word embedding method.

There are two reasons to use unsupervised word embedding. First, compared with the number of the manually annotated amino acid sequences, the number of the non-annotated amino acid sequences are significantly large. Therefore, we can fully utilize the non-annotated amino acid sequences to train word embedding. Second, since the lengths of the amino acid sequences vary in a wide range, viewing three amino acids as one token can reduce the variance of the lengths of the amino acid sequences.

In ELMo, we first pretrain a Bi-LSTM language model for amino acid sequences (see Fig. 4). Given a sequence of \( m \) tokens, \([t_1, t_2, ..., t_m]\), a forward language model computes the probability of the sequence by modeling the probability of token \( t_j \) given the history \([t_1, ..., t_{j-1}]\):
Figure 4: ELMo word embedding on amino sequence. For each token $t_j$, we first map $t_j$ to character matrix $C_j$ and $\overleftarrow{C}_j$. Then, we feed the character matrix to char-CNN and get a context-independent token $x_j$. $x_j$ is passed to the Bi-LSTM model. The LSTM computes the context-dependent representation $h_{j,k}$. Finally, we compute the weighted average of both context-independent token $x_j$ and context-dependent representation $h_{j,k}$ as the word vector $w_j$.

$$p(t_1, t_2, ..., t_m) = \prod_{j=1}^{m} p(t_j | t_1, t_2, ..., t_{j-1})$$

(2)

Our language model is similar to [16, 17]. We combine a CNN over characters and bi-LSTM into a language model. In our case, we regard an amino acid as a character. For an input token $t_j = [a_{3j}, a_{3j+1}, a_{3j+2}]$, we can get $C_j = [c_{\text{<bot>}}, c_{a_{3j}}, c_{a_{3j+1}}, c_{a_{3j+2}}, c_{\text{<eot>}}, ..., c_{\text{<pad>}}]$, where $c_{a_j}$ is the character vector of $a_j$. We compute 1D convolution on $C_j$ and concatenate with $\overleftarrow{C}_j$. Then, we can get context-independent vector $x_j$. We pass $x_j$ through $l$ layers of forward LSTM. At each position $j$, each LSTM layer outputs a context-dependent representation $\overrightarrow{h}_{j,k}$ where $k = 1, \ldots , l$. The LSTM output, $\overrightarrow{h}_{j,l}$, is used to predict the next token $t_{j+1}$ with a softmax layer.

A backward language model is similar to a forward language model, except it runs over the sequence in reverse, and it predicts the previous token given the future context:

$$p(t_1, t_2, ..., t_m) = \prod_{j=1}^{m} p(t_j | t_{j+1}, t_{j+2}, ..., t_m)$$

(3)

Finally, after we pretrain the language model, we concatenate the forward and backward hidden state in language model, that is $h_{j,k} = [\overrightarrow{h}_{j,k}, \overleftarrow{h}_{j,k}]$. Then, we compute the weighted average of both context-independent token $x_j$ and context-dependent representation $h_{j,k}$ as the word vector $w_j$.

Therefore, our word embedding will be

$$w_j = \gamma \cdot \sum_{k=0}^{l} h_{j,k} \cdot s_k$$

(4)

where $s_k$ is the softmax-normalized weights, and $x_j = h_{j,0}$. $\gamma$ allows our following protein sequence model to scale the ELMo word embedding. For detail implementation, please refer to [4].

4.3 Deep Neural Network

4.3.1 Transition Layer

The transition layer is denoted by $H$. Except for $H$ after the first convolution layer, all $H$ are the combination of batch normalization (BN) [18] and elu activation [19].
Figure 5: (a) inception A. (b) inception B. (c) inception C. The inception block used in our method (refer to table 1). The input feature maps are passed through 4 different paths with convolution having different filter size and max pooling. The convolution with the yellow background is viewed as dimension reduction.

4.3.2 Inception Block

Because of the limited number of manually annotated amino acid sequences, we choose the parameter-wise efficient network architecture. Our inception is based on the 1D convolution neural network, and the architecture of inception block is shown in Fig. 5.

4.4 Loss Function

We use cross entropy and L2 weight regularization as our loss function. The loss function can be described as below

\[
L_e(S, \phi) = \frac{1}{N} \sum_{i=1}^{q} y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i) \tag{5}
\]

\[
L_r(\phi) = \sum_{weight \in \phi} weight^2 \tag{6}
\]

\[
L(S, \phi) = L_e(S, \phi) + \alpha \cdot L_r(\phi) \tag{7}
\]

where \(\hat{y}_i \in \{0, 1\}\) and \(q\) are the ground truth label and the number of GO labels. As \(\hat{y}_i = 1\), it indicates that the sequence has a function \(\hat{y}_i\). \(y_i \in Y\) is the prediction result of our method. \(\alpha\) is the scalar of L2 weight regularization loss.

5 Experiment

We use the protein sequence data from UniProtKB/Swiss-Prot 3/9/2018 version and their corresponding GO annotations. The total number of the amino acid sequences is 530529. Besides, there are 44939 GO terms. The number of the three domains of GO (i.e., CC, MF and BP) are 4171, 11154, and 29614, respectively. Besides, to train word embedding, we collect 1500000 amino acid sequences form UniProtKB/TrEMBL whose functions aren’t annotated. We will introduce the training process in Sec. 5.1, metrics in Sec. 5.2, visualization of learned weights in ELMo in Sec. 5.3 and inference speed in Sec. 5.4.

5.1 Training

5.1.1 Word Embedding

We use ELMo word representation as our word embedding. Besides, we use Skip-Gram word embedding which is widely used in natural language processing as our baseline.

We train the ELMo word representation with Adagrad optimizer [20]. The dimension of the language model in ELMo is 256. After training with 10 epochs, we freeze the weights in the language model in ELMo.

For Skip-Gram word embedding [10], we train Skip-Gram with Adam optimizer [21]. After training with 13 epochs, we freeze the weights in the Skip-Gram model and regard the matrix in Skip-Gram
Table 1: Performance comparison. * indicates that the performance is referred DeepGO. + indicates that the performance is referred from PANNZER2. Note that PANNZER2 is the previous state-of-the-art method. Since the performance of our method is measured by cross-validation on 5 equal folds, we show both the mean and variance of F1 score on the table.

| Model                | BP          | CC          | MF          |
|----------------------|-------------|-------------|-------------|
| BLAST                | 0.31∗       | 0.37∗       | 0.36∗       |
| DeepGO               | 0.36∗       | 0.46∗       | 0.63∗       |
| PANNZER2             | 0.699+      | 0.823+      | 0.708+      |
| Skip-Gram+inception  | 0.707/2.4 × 10⁻⁵  | 0.782/4.1 × 10⁻⁶  | 0.780/5.2 × 10⁻⁶  | 0.764/1.1 × 10⁻⁶  |
| ELMo+inception       | 0.835/2.1 × 10⁻⁶  | 0.813/3.1 × 10⁻⁶  | 0.842/4.9 × 10⁻⁶  | 0.854/1.6 × 10⁻⁶  |

Table 2: Performance comparison based on exactly the same test set and GO version of DeepGO experiments. We can see that our method is better than other method. * indicates that the performance is referred DeepGO

as embedding lookup table. For the hyperparameters of word embedding, please refer to supplement material.

5.1.2 Amino Acid Sequence Model

All the models are trained with Adam optimizer. On the UniProtKB/Swiss-Prot dataset, we train our model with batch size 64 and 12 epochs and apply grid search to find the best hyperparameters (see supplement material). For convenience consideration, we fix the length of each amino acid sequence to 608 tokens, i.e. 1824 amino acids since a token represents 3 amino acids. If the sequence is shorter than 608 tokens, we pad the sequence until 608 tokens. On the other hand, if the sequence is longer than 608 words, we keep the first 608 tokens and remove the remaining tokens. The amino acid sequences below 1824 amino acids (608 tokens) account for 99.28% of our dataset.

5.2 Metrics

We measure the performance with F1 scores. To calculate F1 scores, we need to measure precision and recall.

\[
F1Score = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]

In table 1, we compare the performance in different models. Obviously, inception with ELMo can reach the best performance. Note that the performances of our model are based on 5-fold cross validation and the performances of other methods are referred from their paper. We show the mean and variance of F1 scores in table 1. Besides, since the configurations of DeepGO are slightly different between different methods (e.g. DeepGO uses a self-defined subset of GO), we also provide the performance which measure on exactly the same testing set and GO version in table 2.

5.3 Visualization of Learned Weights in ELMo

To further explore the effects of ELMo in our method, we train our model in a different way. We separate the label space into three sub-spaces according to the three domains of GO, i.e. BP, CC, and MF. Then, we visualize the softmax-normalized weights in the language model of ELMo (see Fig. 6).

Obviously, we can observe that all the three domains of GO use fewer features from the first layer of the language model in ELMo than those from other layers. Besides, MF relies more on the features from the second layer than that from the third layer. As we illustrated in the background, MF is
| model                        | average inference time |
|------------------------------|------------------------|
| BLAST                        | 3.65 s                 |
| DeepGO                       | 6.62 s                 |
| PANNZER2                     | 2.067 s                |
| ELMo+inception network       | **0.140 s**            |

Table 3: The average inference times (in seconds) of different models. Our proposed method is significantly faster than other methods.

defined as the functionalities of a gene product at the molecular level. This is usually formed by subsequences with specific amino acid arrangement patterns. BP is a recognized series of collaborated MF terms or chemical reactions. CC marks where a gene product locates.

By extracting the features from amino acid sequences, the low-level features that we can obtain are highly dependent on the amino acid sequence arrangement pattern. Since MF has the closest relationship to that, we can conclude that MF would have its features extracted first. BP is organized from the MF terms or molecular reactions, hence BP would have its features extracted after those of MF. Identifying the location requires the overall information about the protein function, hence features of CC tend to be extracted last. Due to these cause-effect relations between the three GO domains, we can explain the distribution of weights in the language model of ELMo. In conclusion, the later the features are extracted, the harder the task relies on a deeper layer, and vice versa.

![Figure 6: The weights in the language model of ELMo for different domains of GO. $s_0$, $s_1$ and $s_2$ are the softmax-normalized weights in the first, the second and the third layer.](image)

5.4 Inference Speed

The median of the amino acid sequence length is 294. Therefore, we select the amino acid sequence that has 294 amino acids from UniProtKB/Swiss-Prot to evaluate the inference speed. Then, we attempt to measure the average time it takes to infer the functionalities of an amino acid sequence. The outcomes are shown in table 3.

6 Conclusion

We have introduced an approach to predict the functions and properties of the amino acid sequences. The deep learning model is a feasible solution to accelerate the process of confirming the amino acid sequence properties in biotechnology industry applications. Compared with the other methods, our method is more accurate and faster. We also show that word embedding in the amino acid sequences can efficiently extract the features in the early stage of the training process.
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