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ABSTRACT This paper proposes a new framework for the optimal operation of a microgrid aggregator (MGA) that participates in an oligopoly electricity market. This aggregator obtains an optimal bidding (power and price) strategy for a multigrid (MG) system, i.e., a community MG. Consequently, the granted quantity, i.e., power in the electricity market, is deployed to optimally schedule the MG’s resources to meet demand. As such, as per three-level optimization, the independent system operator (ISO) clears the market with the goal of maximizing the social welfare in the first stage and determining the hourly market price as well as players’ credited power. In the second-level optimization process, the players select the optimal coefficient supply function equilibrium according to the power granted from the market. In third-level optimization, an optimal scheduling for MGs’ resources and demand would be obtained according to the won power in the market to maximize the aggregator profit. In addition, a price-taker MGA is simulated for comparison with the price–maker MGA to highlight the advantage of the proposed technique. Furthermore, a bidding strategy based on game theory is proposed to obtain the optimal price and power of the oligopoly market players and maximize all players’ profits. Finally, a test system including three generators is created to evaluate the performance of the devised bidding strategy. The results show that the proposed bidding strategy can optimally calculate the focal point of the Nash equilibrium (NE) in the oligopoly electricity market.

INDEX TERMS Game theory, microgrid operations, oligopoly, optimization, bidding.

I. INTRODUCTION
A. OPERATION OF THE MICROGRID
Increasing the penetration level of distributed generation units in distribution networks has been directed to the concept of microgrids (MGs) to improve reliability indices, such as decreasing the energy-not-supplied values and power quality indices, such as voltage drops, in addition to environmental issues [1], [2], [3]. MGs are considered a vital part of distribution systems, including distributed generation units and storage devices, to supply the load demand in both islanded and connected modes to network states. MGs can withdraw power from the main substation to supply their demand or inject the power into it in some hours. Thus, they can participate in the electricity market through a microgrid aggregator (MGA), which manages a couple of MGs simultaneously. The concepts of demand side management (DSM) [4], electric vehicles [5], and sizing and sitting battery devices [6] are
some of the main challenges that are added to a MG’s concept for the optimal operation management of MGs step by step. MGs are a part of distribution systems that involve distribution generation (DG), load and storage devices. The benefits of using MGs include increased reliability, decreased compensation voltage, increased power quality and decreased environmental pollutants through green energy generators [7], [8], [9]. MGs can participate in the electricity market and provide benefits for their owners. MGs can also jointly create a coalition and submit significant power to the market for competition against large retailers. In this paper, an aggregator combines several MGs as community MGs and participates in oligopoly electricity market algorithms.

B. LITERATURE REVIEW

In prior research activities, various methods have been suggested for MGs to participate in the electricity market. Some studies investigate the different aspects of MG participation in the electricity market mechanism. These methods cover system load and competitors’ capacity. In [10], a control configuration in a hybrid AC/DC MG with hybrid energy storage system (HESS) units was presented to control the power, voltage, and stability of the grid. By dividing the utility grid into downstream (including PV, converter, and battery) and upstream (including various three-phase and single-phase loads, distributed generators and HESS units) grids and applying the droop control structure and synchronization of injected power of HESS and SOC, power, voltage and grid stability were controlled effectively in different modes. This article does not use the power market. In [11], an efficient three-phase energy management system (EMS), consisting of day-ahead unit commitment, hour-ahead unit commitment and scheduling during real-time operation, is presented for two connected MGs. Its main aim is daily operational cost minimization while satisfying various technical constraints using advanced optimization techniques. In addition, the efficient day-ahead unit commitment, the 1st phase of the EMS, is based on two stages for optimal scheduling of the energy generated from each source through the following day (24 h). In [12], the authors present the optimal protection coordination (OPC) strategy in the MG that is operated in both grid-connected and islanded modes in the presence of inverter-based DGs and an energy storage system (ESS). Hence, the minimization of the total operating time of dual setting overcurrent relays (DSORs) in primary and backup protection modes is modeled as an objective function. This is of course subject to the problem constraints, such as the limitation of the time dial setting (TDS) and pickup current setting, the sizing limit of fault current limiters (FCLs), and the coordination time interval inequality. In this model, the short circuit current that flows from each relay in the different fault locations is obtained based on the symmetrical fault calculation and optimal operation of the MG considering all its operation modes. In [13], a dynamic optimal scheduling management method is introduced for an isolated and grid-connected MG. Energy resources such as solar, wind turbine, microturbine (MT) and storage systems exist. Additionally, there is a massive possibility of forecast error for renewable resource output. In [14], an MG is taken as a virtual power producer (VPP). The goal is to obtain a management approach for the optimal operation of generation units with controllable loads using a mixed integer linear programming method. The protection constraints, fuel cost, and control problems are handled as the problem’s constraints. In [15], an energy management method for an MG system is derived, including renewable resources, diesel generators, storage systems and inelastic and controllable loads. This MG participates in a pool-based electricity market and maximizes its own profit while scheduling resources according to the optimal power obtained from the optimization process. This method works according to the bilevel optimization approach. The optimal hourly power is first submitted to the day-ahead market following the forecast data. The optimal scheduling of the resources is determined by a scenario-based stochastic programming technique. In [16], an optimal scheduling problem is proposed for an MG participating in the day-ahead market. In this context, a multistage function including the maximization of MGs’ profit and minimization of the operation costs is formulated, and an optimal bidding strategy is conducted according to the buildings’ thermal dynamics statuses. These building thermal dynamics are used to compensate for the system frequency fluctuations. In [17], an optimal bidding strategy is developed for an MG that participates in both day-ahead and real-time markets. This bidding strategy involves stochastic parameters such as the output power of the renewable energy resources, fluctuations in load and prices of the day-ahead and real-time markets. In this research, a stochastic/robust optimization approach is deployed to handle uncertainties and minimize the operation costs by a mixed-integer linear programming method.

Many research activities are initiated to enable several MGs to participate in the electricity market. This method increases the amount of power offered to the independent system operator (ISO) and can compete against great competitors. In a community MG, an MG is selected as the master accepting responsibility for offering price and capacity to the market operator. The MG management system is also used to schedule the MGs’ resources and loads. In [18], a bidding strategy was proposed for several MGs that are managed by master MGs and connected to the main network. This bidding strategy corresponds to a bilevel optimization procedure. In the first step, an optimal power is determined for each MG, while the optimal electricity traded between the insufficient and surplus MGs is attained in the second step. Many researchers suggested that the MGA participates in the electricity market instead of the independent MG. In this method, an aggregator is considered to consolidate several MGs and offer price and capacity to the independent system operator (ISO) as well as scheduling MGs’ energy resources and demands. In [19], a bidding strategy is proposed for an MGA that participates in the real-time market. At the upper real-time market level, bidding is optimized by
a risk-constrained mean variance model to reduce the effects of the uncertainty resource. In the lower market level, an event-driven mechanism is proposed to reach the cleared quantity of the upper market. In [20], several MGAs participate in a joint energy and reserve market. A multiobjective function in which payment costs are minimized and voltage stability is maximized is implemented. A bidding strategy is proposed for MGAs in which capacity is submitted to the day-ahead market. In this optimization, both MCP and LMP methods are used to settle payment costs. In [21], a new model is proposed in which MGs sell their surplus power to the utility. In this regard, there is a two-stage market structure in which aggregators buy power from the MGs in the first stage. In the second stage, aggregators resell power to the utility. This optimization problem is solved via game theory and an existing NE, which depends on the cost function of the MGs. In [22], an aggregator is considered to combine several MGs and submit price and capacity according to the power that has won in the market. Two strategies, i.e., marginal and nonmarginal, are proposed. In the nonmarginal strategy, the lowest price is offered in the market and the maximal profit is obtained by offer capacity. In the marginal strategy, the maximal profit is obtained by offering price and capacity. In [23], a comprehensive framework is proposed for power exchanges (PXs) in Indian market power. Furthermore, a method to determine the market clear price considering single- and double-side bidding strategies for N bid areas is deployed. In this work, an optimization algorithm is suggested in which an aggregator aggregates several MGs and maximizes their profit.

The market used in this paper is an oligopoly market. In an oligopoly market, all or some of the players are price-maker players (PMPs), which affects the market price. In [24], the offering strategy is proposed for a wind power producer (WPP) that participates in both the day-ahead market and balancing oligopoly market as a PMP. In this reference, a framework, i.e., intraday demand response exchange (IDRX), is proposed that creates the opportunity for demand offer bidding in the market and act as an economic enterprise. In this paper, a PT MGA is simulated in a pool-based market to make comparisons via a PT aggregator. In [25], an optimal bidding strategy is proposed for a producer in a pool-based market and self-scheduling to maximize profits. In [26], a PT bidding strategy is suggested for a thermal unit in a two-stage market in the balancing stage according to pay-as-bid. In [27], a PT bidding strategy is proposed for a storage system in ancillary services for frequency regulation. Different combinations of DGs for utilizing AC, DC, and hybrid MGs in a multiobjective problem are proposed in [28]. The authors of this article focused on the existing uncertainties, which include solar radiation, wind speed, temperature, and consumer load. In this article, scenario generation is utilized to manage the environment of uncertainty. Buying and selling energy with the upstream network and demand response (DR) planning are undoubtedly among the topics affecting the MG structure that have not been examined in this article. In [29], an expert energy management system is presented to address the difficulty given by the unpredictability of wind power. The EEMS consists of modules for probabilistic wind power forecasting, multiobjective optimization, and energy storage systems (ESSs). The problem is proposed to be solved by a two-stage optimization procedure, with the first step devoted to calculating the power generation dispatch on a Pareto surface, where generation cost and pollutant emissions are two objectives. In the second level, fuzzy set theory is utilized to identify the best compromise solution. The authors concentrated on optimal operation management; however, power exchanged with the station and DSM, two crucial concepts in optimal operation management and uncertainty management in MGs, were overlooked. Real-time price arbitrage utilizing a Q-learning algorithm is proposed in [30] to optimize the operation of MG storage units. In addition, a double-Q learning method is developed to enhance the precision of arbitrage strategies. However, the real-time market mechanism is considered, but the DSM concept is not modeled to increase storage device income. In [31], a bidding strategy for DR in an electrical market based on game theory is proposed. In this study, the network operator acquires DR services via the DR aggregator. Noncooperative game theory is used to model the competition between DR aggregators. To manage pricing uncertainty in decision-making processes, robust optimization (RO) is utilized. In [32], bi-level mathematical programming is proposed for the optimal operation of a DR aggregator in a wholesale electricity market. The aggregator, which is a strategic player in the real-time market, tries to maximize the portfolio that is composed of some contracts for curtailing and shifting the loads. In [33], a model of competition among DR aggregators is offered to sell the energy stored in aggregated household batteries in an environmental market and trade with other players through electricity market activities. A networked Stackelberg game is used to mimic the competitiveness among market participants. The optimal bidding strategy and Nash equilibrium (NE) are established via game analysis. In [34], the output power of wind turbines and solar PV, the charging/discharging process of battery energy storage, and the real-time pricing of DR programs are managed in an electricity market environment by a distributed energy resource aggregator. A stochastic bidding strategy management is proposed inside a framework for robust optimization. However, according to the authors, the randomness of customer response can reduce the benefits of aggregators and increase the risk of the decision-making process. In [35], a market-based mechanism for increasing DR in the day-ahead wholesale energy market is proposed. In this regard, an incentive compensation method is proposed to encourage the participation of DR aggregators in the market. The NE is determined using a game theory model. The dynamic pricing mechanism is defined in [36] as a viable technique for addressing the imbalance between power supply and demand in an electrical market environment. Consequently, an approach based on game theory and the noncooperative
Stackelberg model is developed to manage load variations in the electricity system and consumer dissatisfaction. Two utility functions are modeled to meet the power supply and demand objectives. According to [37], DR is a challenging decision-making process since multiple entities must interact. Therefore, the game theory method is appealing due to its capacity to handle complicated decision-making issues. In this regard, a DR method based on Stackelberg game theory is proposed for optimal load control in a real-time pricing environment.

C. MOTIVATION

Table 1 shows a review of different papers on the optimal operation management of MGs and the implementation of electricity markets. Deploying the renewable energy resources, ESSs, MTs, and DSM methods, in addition to modeling the single MG or handling some MGs by an MGA are considered as the operation indices. Additionally, the price-maker or price-taker methodologies, implementing game theory methods in addition to different concepts of the electricity market, are considered indices of the market section of the target table. Indeed, considering more indices in the MG’s operation can increase model accuracy, while MGA can increase the MG’s profitability. On the other hand, the price-maker strategy may lead to increasing profit, as the player can affect the market clearing price.

The lack of a complete formulation motivated us to investigate the optimal operation management of MGs from a complete perspective.

In contrast to [12], [38], [39], a more realistic condition from an economic perspective is achieved by modeling the electricity market in the proposed formulation. Compatibility with the [40] DSM should be considered an effective tool in MG operation. The MGA can participate in the electricity market as a price-taker player (PTP) [15], [16], [17] or PMP [22]. In most cases, renewable energy sources are neglected for simplicity [20], [21], while all energy sources are considered aggregated sources. However, the model is more compatible with realistic conditions if renewable energy sources are considered [17], [18], [19]. Different types of market mechanisms can be joined with MGs’ operations, such as exchange [23], pool markets [16], [22], or wholesale energy markets [33].

In some papers, such as [21], [22], [23], [24], [25], and [26], the optimal operation condition is determined without the game theory method, while this method is an effective method for finding the NE point in the optimal operation condition [41]. Some papers neglect the optimal operation indices for simplicity [23], and others do not consider the MG’s operation formulation to focus on other concepts [24], [25], [26]. In [28], [29], and [30], the optimal operation management of an MG is modeled without DR and the electricity market. In [41], the characteristics of the real-time market are added to MG’s operation model. In [31], [32], [33], [34], [35], and [36], the DR concept in the electricity market is formulated to increase the adoption to reality of MGs’ operating conditions. In [37], the DR method is joined to a real-time pricing strategy under general conditions.

As is evident, many articles focus on different aspects of the optimal operation of the MGs while ignoring other aspects. Under this condition, an appropriate formulation is required to cover the target problem while accounting for renewable energy resources, storage devices, DSM, modeling using game theory to solve problems in the electricity market environment, the effects of price-maker and price-taker players on the profit obtained by various players, and MGAs. This motivates us to present a comprehensive model of the abovementioned problem. In this regard, a three-level optimization problem is proposed. The first and the second steps of optimization problems are to exchange their information to converge to the optimal point. Indeed, the market is cleared in the first level, while social welfare is considered the objective function. In the second level, each player, based on bids of other competitors and its benefit from the first level, updates its bids to maximize its profit. When the first and the second level of optimization problems converge, the MGA tries to schedule the DSM strategy and other resources to maximize its profit (minimize its cost). Furthermore, some practical constraints in each step are satisfied. Based on these explanations, the main contributions of this paper are listed as follows.

D. CONTRIBUTION

Based on the above explanations, the main contributions of this paper are as follows:

I) To compensate for the limitations of previous works to provide a comprehensive model of MG operation, a three-level model is presented such that each level is capable of providing a detailed model. The optimal operation management of an MG needs the determination of the power exchange with the upstream network so that the power output of the existing generation units, ESS, and DSM may be managed accordingly. Through the electricity market, the exchange of power with the upstream network is also determined to maximize the players’ profits. The ISO must clear the market at the lowest possible price. There are three levels of optimization, and each level can account for a different set of details.

II) To improve the benefit of MGs from energy exchange, rather than modeling a single MG, a group of MGs are considered, and an MGA is responsible for operation. In this situation, the MGA can influence the market price like a large generation and behave as a PMP in the market. An oligopoly is an appropriate market model for this mode, as some or all players can participate as PMPs.

III) In an oligopoly market, the game theory method is used to obtain the optimal bidding strategy of each player. Each game includes laws and methods for finding NE in the existing equilibrium process. In this paper, a new method is proposed that obtains focal
TABLE 1. Comparison between different methods from MG operation and market type points of view.

| Reference | PV | Wind turbine | Battery | Microturbine (other units) | DSM | MG | MGA | Price maker | Price taker | Exchange market (or others) | Pool market | Oligopoly market | Game theory |
|-----------|----|--------------|---------|---------------------------|-----|----|-----|------------|------------|-----------------------------|-------------|-----------------|-------------|
| [11]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [12]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [13]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [14]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [15]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [16]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [17]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [18]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [19]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [20]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [21]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [22]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [23]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [24]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [25]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [26]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [27]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [28]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [29]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [30]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [31]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [32]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [33]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [34]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [35]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [36]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [37]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [38], [39]| ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [40]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |
| [41]      | ✓  | ✓            | ✓       | ✓                         | ✓   | ✓  | ✓   | ✓          | ✓          | ✓                           | ✓           | ✓               | ✓           |

NE in an oligopoly market. In this method, the profit values of players are considered the objective function, while the optimal offered price and capacity to market are defined as the decision variables. Throughout the oligopoly market interaction, the market is initially cleared with initial values of $\alpha$ and $\beta$. After clearing the market price and each player’s power generation and based on the proposed strategies for the game theory method, $\alpha$ and $\beta$ are modified to maximize the MGAs’ profit and returned to the market process. Few interactions result in the NE point being achieved. This number of iterations is significantly smaller than the number of optimization iterations required to solve this problem with evolutionary algorithms.

The remainder of this paper is as follows: the three-level optimization methodology is presented in section II, and the problem formulation, including the objective functions and the constraints in each level, is investigated in section III. Section IV is devoted to the results of implementing the proposed methodologies on the case study. Finally, some relevant conclusions are explained in section IV.

II. THREE-LEVEL OPTIMIZATION FRAMEWORK

This section presents the input–output variables to each level of the proposed framework for the three-level game theory-based optimal bidding strategy method in addition to the optimal operation of the aggregated MG in an oligopoly market considering the DSM problem.

Fig. 1 shows an overview of the proposed problem. The first and second levels of the optimization problem exchange their variables to converge to an optimal point. The MGA and some other competitors are the market participants. The structure of the proposed three-level optimization is presented in Fig. 2. In the first optimization level, the offered price and power of the MGA and other competitors are imported to the first level of the optimization problem. As a consequence, the market is cleared by considering the social welfare objective and some other practical constraints. Then, the won players and corresponding powers and hourly market price are exported to the second level of the optimization problem. In the second level, the optimization process is solved to maximize the MGA’s profit and the profit of other competitors through a game theory model. Here, the price and power offered by the MGA and other competitors are updated, and
this information is sent to the first-level problem. This process is continued until the value to market offered by the MGA and other competitors is constant. Here, the exchange power between the MGA and market is cleared, and the third-level optimization problem can be solved to maximize the profit of the MGA by defining the optimal dispatch of resources, batteries and load shifting in the target MG. In the following, first, the optimization problem in the third level is formulated, and then, the first and second optimization levels are formulated as conjunction problems.

A. OPERATION MODEL
This study presents an operating model based on three-level optimization, which is explained in this section. In this concept, an aggregator represents several MGs, including PVs, wind turbines, batteries and MTs, that participate in the oligopoly power market. First, the aggregator offers the surplus capacity of the MGs to the market. The ISO then clears the market and announces the won power of each player and the hourly market price. The players update their offer’s power and pricing before representing it to the market. This procedure continues until NE is reached. Finally, the aggregator schedules the resources and MG’s demand based on the market price and the capacity they have won. Fig. 2 illustrates the operation of this model.

III. PROBLEM FORMULATION
In this section, the proposed three-level optimization problem is defined.

A. OBJECTIVE FUNCTION
The main objective of this paper is to maximize MGA profit, which is defined as the MGA revenue from selling power in the market minus the MG’s operation costs. This profit is formulated as follows:

$$
\begin{align*}
\max_{\text{profit}^{\text{Aggregator}}} \left\{ \text{profit}^{\text{Aggregator}} \right\} &= \sum_{h=1}^{N_h} \left( \lambda_h^{DA} p_{h,MGA}^{\text{win}} - \text{Cost}_h \right) \tag{1}
\end{align*}
$$

where \( \lambda_h^{DA} \) denotes the MGA profit obtained in one day. \( \lambda_h^{DA} \) denotes the day-ahead market price in timeslot h. \( p_{h,MGA}^{\text{win}} \) is the power won by the MGA in the day-ahead market. \( \text{Cost}_h \) indicates the operation cost of the MGA in timeslot h, and \( N_h \) is the number of timeslots. The operation cost is defined as follows:

$$
\begin{align*}
\text{Cost}_h &= \gamma_h^{\text{insufficient}} p_{h}^{\text{insufficient}} + \sum_{m=1}^{N_m} \frac{c_{\text{fuel}}}{\gamma_m} p_{m,h}^{\text{mt}} + \sum_{b=1}^{N_b} c_{\text{startup}}^{\text{shift}} p_{h,b}^{\text{shift}} \\
&+ \sum_{m=1}^{N_m} \frac{c_{\text{char}}}{\gamma_m} p_{h,m}^{\text{mt}} + \frac{c_{\text{deviation}}}{\gamma_b} p_{h,b}^{\text{deviation}} + \sum_{w=1}^{N_w} \frac{c_{\text{shift}}}{\gamma_w} p_{h,w}^{\text{WFE}} + \sum_{s=1}^{N_s} \frac{c_{\text{SFE}}}{\gamma_s} p_{h,s}^{\text{SFE}} \tag{2}
\end{align*}
$$

The first part of this formula represents the mismatch power cost between the won power in the market and the available power for selling to it, i.e., \( p_{h}^{\text{insufficient}} \) is insufficient power between the won power in the electricity market and the available power. The second part represents the MT fuel cost, where \( p_{m,h}^{\text{mt}} \) is the power of MT m in timeslot h, \( N_m \) is the number of MTs. \( c_{\text{fuel}} \) and \( \gamma_m \) denote the 1 MW MT fuel cost and the MT efficiency coefficient, respectively. \( c_{\text{startup}}^{\text{shift}} \) is the binary variable that determines the on/off statuses of MT m in time slot h, \( c_{\text{shift}}^{\text{shift}} \) is the start-up cost of the MT, and \( c_{\text{deviation}}^{\text{deviation}} \) is the binary variable, which defines whether MT m should pay the start-up cost (1) or not (0) in time slot h. The third part represents the battery charging/discharging cost, where \( p_{h,b}^{\text{char}} (p_{h,b}^{\text{dis}}) \) is the charging (discharging) power of battery b in timeslot h, \( N_b \) is the number of batteries and \( c_{\text{shift}} \) and \( \gamma_b \) are the 1 MW battery charging and discharging cost and battery discharge efficiency coefficient, respectively. \( c_{\text{shift}}^{\text{shift}} \) is the shift cost of the 1 MW power deviation from the forecasted value, \( p_{h,w}^{\text{WFE}} \) is the power forecast error of wind turbine w in timeslot h, and \( p_{h,s}^{\text{SFE}} \) is the solar cell forecast error of panel s in time slot h. \( N_w \) and \( N_s \) are the numbers of solar panels and wind turbines, respectively.

B. CONSTRAINTS
The proposed problem with constraints includes the following:

- Available power from the MGA

$$
\begin{align*}
p_{h}^{\text{MGA}} &= \sum_{m=1}^{N_m} p_{m,h}^{\text{mt}} + \sum_{b=1}^{N_b} p_{h,b}^{\text{shift}} + \sum_{w=1}^{N_w} p_{h,w}^{\text{WFE}} + \sum_{s=1}^{N_s} p_{h,s}^{\text{SFE}} \tag{3}
\end{align*}
$$

In constraint (3), \( p_{h}^{\text{MGA}} \) is the maximum power available from the MGA in timeslot h. Indeed, this parameter shows the total power that can be produced by the MGA in timeslot h.

- Total demand of the MGA

$$
\begin{align*}
p_{h}^{\text{demand}} &= \sum_{b=1}^{N_b} p_{h,b}^{\text{shift}} + \sum_{b=1}^{N_b} p_{h,b}^{\text{char}} \tag{4}
\end{align*}
$$

In constraint (4), \( p_{h}^{\text{demand}} \) is the total demand supplied by the MGA in timeslot h, including the pure demand of MGs in time slot h, i.e., \( c_{h}^{\text{aggregator}} \), the positive/negative values of the shifted load to target time slot h, i.e., \( p_{h}^{\text{shift}} \), and the charging power of batteries in time slot h.

- Power balance among maximum available power, available market power and demand

$$
\begin{align*}
p_{h} = p_{h}^{\text{MGA}} + p_{h}^{\text{demand}} \quad \forall h \in N_h \tag{5}
\end{align*}
$$

\( p_{h}^{\text{MGA}} \) is the power delivered to the market by the MGA.

- Market power constraints

$$
\begin{align*}
p_{h}^{\text{offer}} \geq p_{h}^{\text{win}} \quad \forall h \in N_h \tag{6}
\end{align*}
$$
\[
\begin{align*}
\text{First level} : & \\
\text{Input} : & \lambda_{\text{MA}}, p_{\text{win}}^m \ (k = 1, 2, \ldots, N_p) \\
\text{Objective} : & \phi, \ (k = 1, 2, \ldots, N_p) \\
\text{Output} : & \lambda_{\text{offer}}^m, p_{\text{offer}}^m \ (k = 1, 2, \ldots, N_p)
\end{align*}
\]

\[
\begin{align*}
\text{Second level} : & \\
\text{Input} : & \lambda_{\text{offer}}^m, p_{\text{offer}}^m \ (k = 1, 2, \ldots, N_p) \\
\text{Objective} : & \phi_m \ (k = 1, 2, \ldots, N_p) \\
\text{Output} : & \lambda_{\text{offer}}^m, p_{\text{offer}}^m \ (k = 1, 2, \ldots, N_p)
\end{align*}
\]

\[
\begin{align*}
\text{Third level} : & \\
\text{Input} : & \lambda_{\text{MA}}, p_{\text{win}}^m \\
\text{Objective} : & \text{Aggregator profit} \\
\text{Output} : & \text{Schedules resources and demands}
\end{align*}
\]

- **Mismatch power for selling to the market**
  \[
p_{h}^{\text{insufficient}} = p_{h, \text{MGA}}^{\text{win}} - p_{h}^{\text{MA}} \quad \forall h \in N_h
\]
  \(p_{h}^{\text{insufficient}}\) is the difference in power between the power won by the MGA in the market and the available power to deliver to it.

- **Maximum charge/discharge powers and charge/discharge status**
  \[
  p_{h, b}^{\text{dis}} \leq p_{h, b}^{\text{max, dis}} \quad \forall h \in N_h, \forall b \in N_b
  \\
  p_{h, b}^{\text{char}} \leq p_{h, b}^{\text{max, char}} \quad \forall h \in N_h, \forall b \in N_b
  \\
  \mu_{h, b}^{\text{char}} + \mu_{h, b}^{\text{dis}} \leq 1 \quad \forall h \in N_h, \forall b \in N_b
\]

- **Energy available from batteries**
  \[
  E_{b}^{\text{min}} \leq E_{h, b} \leq E_{b}^{\text{max}} \quad \forall h \in N_h, \forall b \in N_b
  \\
  E_{h, b} = E_{h-1, b} + p_{h, b}^{\text{char}} \mu_{h, b}^{\text{char}} \gamma_{b}^{\text{char}} \Delta h - \frac{p_{h, b}^{\text{dis}} + p_{h, b}^{\text{dis}} \gamma_{b}^{\text{dis}}}{\gamma_{b}^{\text{dis}}} \Delta h
  \quad \forall h \in N_h, \forall b \in N_b
\]

\(E_{b, h}\) is the available energy in battery \(b\) in timeslot \(h\), \(E_{b, h-1}\) is the available energy in battery \(b\) in timeslot \(h-1\), and \(\Delta h\) is the time interval for the charging/discharging process.

- **MT’s power limit and start-up binary variable**
  \[
  p_{m}^{\text{min, mt}} \leq p_{m, h}^{\text{mt}} \leq p_{m}^{\text{max, mt}} \quad \forall m \in N_m, \forall h \in N_h
  \\
  \mu_{m}^{\text{mt}} - \mu_{m-1}^{\text{mt}} \leq \mu_{m, h}^{\text{startup}} \quad \forall m \in N_m, \forall h \in N_h
\]

Based on (15), if MT \(m\) is off in timeslot \(h-1\) and is turned on in timeslot \(h\), then \(\mu_{m, h}^{\text{startup}}\) is equal to 1, and the MT should pay the startup cost.
- Limits on renewable and shifted powers

\[ p_h^w \leq p_h^{w,\text{forecast}} \quad \forall w \in N_w, \forall h \in N_h \quad (16) \]
\[ p_h^s \leq p_h^{s,\text{forecast}} \quad \forall w \in N_w, \forall h \in N_h \quad (17) \]
\[ p_h^{\text{min,shift}} \leq p_h^{\text{shift}} \leq p_h^{\text{max,shift}} \quad \forall h \in N_h \quad (18) \]

where \( p_h^w \) and \( p_h^s \) are the forecasted wind and solar power values in timeslot \( h \), respectively. \( p_h^{\text{shift}} \) is the total system demand in timeslot \( h \), and \( \lambda \) is the number of players, and \( N_p \) is the number of players.

A three-level optimization model is deployed to achieve an oligopoly market needs to satisfy NE, an effective game method is proposed to handle the NE equations. Multiobjective evolutionary algorithms with many iterations may find NE. Note that the game theory method determines the offered power and price of player \( k \) in timeslot \( h \).

By definition, NE is an agreement between all players, so the goal of all players is met as much as possible. There are many methods of achieving NE (NE) in a problem using a game theory model [42]. Since implementing an oligopoly market needs to satisfy NE, an effective game theory-based method is proposed to handle the NE equations. Multiobjective evolutionary algorithms with many iterations may find NE. Note that the game theory method determines the offered power and price of player \( k \) in timeslot \( h \).

Constraints (25) and (26) are satisfied.

\[ \alpha_k^{\text{min}} \leq \alpha_k \leq \alpha_k^{\text{max}} \quad \forall k \in N_p \quad (25) \]

\[ \beta_k^{\text{min}} \leq \beta_k \leq \beta_k^{\text{max}} \quad \forall k \in N_p \quad (26) \]

\( P^{\text{win}}_{\text{h},k} \) defines the power won by player \( k \) in timeslot \( h \). Constraints (25) and (26) are the range of the SFE of player \( k \).

Equation (21) indicates how to determine the market price. \( d_{\text{system}}^h \) is the total system demand in timeslot \( h \), and \( \mu_{h,k}^{\text{win}} \) is a binary variable that indicates the winning or losing status of player \( k \) in timeslot \( h \). Player \( k \) is the winner in timeslot \( h \), i.e., \( \mu_{h,k}^{\text{win}} = 1 \), and the loser in timeslot \( h \), i.e., \( \mu_{h,k}^{\text{win}} = 0 \).

\[ \lambda_{h,k}^{\text{min}}, \lambda_{h,k}^{\text{max}}, \mu_{h,k}^{\text{min}}, \mu_{h,k}^{\text{max}} \] and \( \mu_{h,k}^{\text{win}} \) are the limits of the offered price and power of player \( k \) in timeslot \( h \). Fig. 3 represents how the market price is determined considering (21).

![FIGURE 3. Market price determined by the ISO.](image-url)
defined as follows:
\[ \lambda_{h,k}^{\text{min}} = MC_{h,k}, \quad \forall h \in N_h, \forall k \in N_p \]  
\[ \lambda_{h,k}^{\text{max}} = 1.2 \lambda_{h,k}^{\text{min}}, \quad \forall h \in N_h, \forall k \in N_p \]  
(27)  
(28)

MC_{h,k} is the marginal cost of player k in timeslot h.

Based on the proposed method, NE is satisfied by implementing the following steps:

1. In the first step, the players submit their maximum price and capacity \((\alpha_{\text{max}}, \beta_{\text{max}})\). Then, the ISO can clear the market and determine the won power of each player.

2. In the second step, the following sub-steps should be followed.

   2. A: If the MGA’s profit is positive and won power is equal to offered power, the offered price and power are the same as the offers in the previous iteration \((\alpha_{\text{iter}+1} = \alpha_{\text{iter}}, \beta_{\text{iter}+1} = \beta_{\text{iter}})\), where ‘iter’ is the number of iterations.

   2. B: If the MGA’s profit is positive and the offered price is equal to the market price, this player is a marginal player and can offer the maximum price and maximum power \((\alpha_{\text{iter}+1} = \alpha_{\text{iter}}, \beta_{\text{iter}+1} = \beta_{\text{iter}})\).

   2. C: If the profit is negative and the offered price in the previous iteration is greater than the minimum offer, the offered price and power in the next iteration are set to the minimum price and power \((\alpha_{\text{iter}+1} = \alpha_{\text{min}}, \beta_{\text{iter}+1} = \beta_{\text{min}})\).

   2. D: If the profit is negative and the offered price in the previous iteration is the minimum offer, the offered price and power in the next iteration are set to the maximum price and power \((\alpha_{\text{iter}+1} = \alpha_{\text{max}}, \beta_{\text{iter}+1} = \beta_{\text{max}})\), respectively.

The game theory method is implemented in each hour to calculate the hourly bid. In this regard, corresponding to each hour, an iterative loop is executed, and based on the profit of each player and the won power in the market mechanism, a strategy is selected from four proposed strategies. As each iteration shows, the problem is switched between the first and second optimization levels. This process is repeated until the offered powers and costs of all players in two consecutive iterations are constant. These values are named the NE point since none of the players change their bids (i.e., offered cost and power to market).

If the NE is satisfied, the process is stopped, and the offered power and price for each player are exported; otherwise, return to step 1. Fig. 4 shows the flowchart of the proposed PMP bidding strategy for every player for each timeslot.

**D. PRICE-TAKER MGA**

To compare with the PM (price-maker) model, a PT (price-taker) model for the MGA is presented in this section. In this model, the players cannot affect the market price, so the ISO determines the market price and won power considering an objective function and constraint. Here, the three-level optimization problem is changed to bilevel problems. In the first level, the market is cleared by the ISO to minimize the market clearing price, which is formulated as follows:

\[ \text{Min} \sum_{h=1}^{N_h} \sum_{k=1}^{N_p} \lambda_{h,k} \mu_{h,k} \]  
(29)

In the second level, resources and demands are scheduled based on the objective function and constraints presented in (1) and (3)–(18), respectively.

**IV. RESULTS AND DISCUSSION**

In this section, the results of implementing the proposed method are presented to clarify how different aspects of the three-level optimization methodology can affect the MG operation condition. Some assumptions are made in the proposed formulations, which are listed as follows:

- In the oligopoly market model, all participants can estimate the information of their competitors using statistical methods derived from their own records. Therefore, their historical information must be accessible.
- To simplify the process of solving the problem, it is assumed that renewable energy sources produce energy at no cost.
- MGA's competitors are all diesel generators.
- In the suggested system, the MGA is merely a regulated unit, with no benefits in any of its MGs.
- If, for any reason, the MGA is unable to provide a portion of the power it offers, the ISO is able to obtain it at the market price. The MGA charges this fee.

**A. INPUT DATA REQUIREMENTS**

In this paper, an aggregator handles several MGs to create a large-scale network to participate in an oligopoly market. The target large-scale MG includes 180 wind turbines, 50 MTs, 50 solar arrays and 40 vanadium redox batteries with maximum capacities of 18, 12, 5 and 4 MW. The initial energy of the battery units is assumed to be zero. Information about battery units and MTs is given in [22]. The MG's load and resources are scheduled by the MGA for a 24-hour time horizon. The forecasted information of competitors is given in [22], and the shifting information and cost of customer load transfer are given in Table 2. The costs of renewable power deviation and forecast power profile of solar units and wind turbines, as well as the aggregated MG’s demand and system demand, are given in [22].

**TABLE 2.** Range of shifting power and costs of load shifting in each timeslot.

| Timeslot | Max  | Min  | Cost ($/MW) |
|----------|------|------|-------------|
| 1        | 0    | -3.47| 68          |
| 2        | 0    | -3.47| 68          |
| 3        | 0    | -3.47| 68          |
| 4        | 0    | -3.47| 68          |
| 5        | 0    | -3.47| 68          |
| 6        | 0    | -3.47| 68          |
| 7        | 0.02 | 0    | 50          |
| 8        | 0.52 | 0    | 51.76       |
| 9        | 1.52 | 0    | 55.29       |
| 10       | 0    | 2.02 | 57.05       |
| 11       | 0    | 2.02 | 57.05       |
| 12       | 0    | 2.52 | 58.82       |
| 13       | 0.52 | 0    | 51.76       |
| 14       | 0    | -1.47| 56          |
| 15       | 0    | -3.47| 68          |
| 16       | 0    | -5.47| 80          |
| 17       | 0    | -2.47| 62          |
| 18       | 0.52 | 0    | 51.76       |
| 19       | 3.52 | 0    | 62.35       |
| 20       | 5.32 | 0    | 69.41       |
| 21       | 8.52 | 0    | 80          |
| 22       | 5.52 | 0    | 65.88       |
| 23       | 5.52 | 0    | 51.76       |
| 24       | 0    | -2.47| 62          |

**B. RESULTS**

The results of different investigated scenarios are as follows:

1) **COMPARING PMP AND PTP STRATEGIES**

In this section, the results of implementing the PM MGA methodology in an oligopoly market are investigated and presented in Table 3, while the MGA’s profit is set to $75146.56. To make a suitable comparison, the results of the PT MGA participating in a pool-based market are presented in Table 4. In this case, the aggregator profit is equal to $70624.26. Participating in the MGA as a PMP can increase profit.

Since the PMP should supply a considerable amount of load, a single MG cannot participate in this condition. Instead, several MGs can affect the market clearing price as a significant participation. By analyzing the results of Tables 3 and 4, some points are identified:

1) Since the PMPs submit their offers based on forecasted information of other competitors, $p_{insufficient}$ is zero in all timeslots, and there is no imbalance between submit capacity and market available power. However, in PT methodology, in some hours, i.e., 2, 4, 8, 14, 15, 16, 19, 21, 22, 23 and 24, there is an imbalance between submit capacity and market available power.

2) As seen in the achieved results, the cleared market prices are equal in both the PM and PT methodologies. However, the power won by the MGA in the PM condition is smaller than that in the other conditions. Since the MTs produced expensive power between different sources in MGs, the additional won power in the PT methodology results in a decrease in the MGA profit.

3) By comparing the results, the PMT has a smaller percentage of load shift utilization than the PTP. However, the load shift profit in PMT mode is greater than that in PTP mode. Since the PMP is able to predict the market information of its competitors, it selects the proportion of load shift and its hours to maximize profit. In PTP mode, however, it decides the percentage of load shift and hours based on its costs because it is unaware of its competitors’ circumstances. In conclusion, despite the higher proportion of load shift in the PTP than in the PMT, less profit is generated.

4) Each battery has a predetermined efficiency coefficient [44], which indicates that some energy is lost during battery charging and some amount is lost during battery discharge. Therefore, when battery usage increases, so does the operator’s loss cost. According to the results, 3 MW of battery discharge is utilized in PMP mode, while 5.6 MW is used in PTP mode. Since the PMP can estimate competitor and market information, it uses more renewable resources and fewer batteries to sell electricity, especially during peak hours. However, the PTP optimizes based on MG generation costs and lacks market information. As a result, it may charge the battery during peak hours, increasing its operating costs and decreasing its profit compared to the PMP mode.

2) **LOAD SHIFT ANALYSIS**

As presented in the previous section, the load shifting strategy is an important tool in the optimal operation management.
of MGs in the third level of the optimization process. Here, some sensitivity analyses are deployed to investigate how the MGA profit and the charging/discharging power of batteries can be affected by the load shifting mechanism. In this paper, Fig. 5 shows the MGA’s profit versus load shifting value in percent. This is an upward chart and shows that the MGA’s profit increases by increasing the load shift percent. Indeed, increasing the value of the load shift results in reducing the aggregator demand in peak hours; thus, the aggregator can submit more power to the market in these hours, which leads to increasing profit.

Fig. 6 shows the maximum battery charging power versus load shifting value as a percentage. The charging process occurs in off-peak hours. Additionally, by increasing the load shifting value, the peak loads are shifted to these hours, so this curve has a descending slope. The load shifting value can affect the optimal battery capacity in a typical MG. Fig. 7 shows the discharging power of batteries in aggregated MGs, which has an ascending slope, confirming the effects of load shifting on battery charging/discharging power. Overall, increasing the load shifting value can increase the MGA profit, while this benefit is limited by the battery charging process in off-peak hours.

Fig. 8 presents the power won by the MGA in the electricity market versus the load shifting value as a percentage. Increasing the load shifting value can enhance the MG load flexibility, so the MGA can gain more profit from selling power to the market.

A comparison between the three different methods of DR is presented in Fig. 9. The load shifting method has a better condition than the other methods.

3) PROPOSED BIDDING STRATEGY RESULTS
The following are the outcomes of the proposed PMP bidding strategy based on Table 5:

1. At all hours, the MGA’s price is lower than that of its competitors. Due to the MGA’s utilization of renewable resources, its operating costs will be lower than those of other participants, resulting in reduced pricing. These results demonstrate the precise adaptation of the proposed method for calculating margin profits of the MGA.

2. When a player’s bid matches the market price, it offers its highest bid. Because this player is in a condition where any price proposed will be identical to the market price, negotiation is unlikely (i.e., marginal player), according to 2.B. If the MGA wants to improve the probability of becoming the marginal player, the coefficient of 1.2 in Eq. (28) should be increased.

3. If the profit associated with the power won by a player is less than the cost of generating power (negative profit), this player will offer the greatest price to prevent this negative profit, according to 2.D. This procedure is depicted on the left side of the flowchart in Fig. 4.

4) THREE-GENERATOR PROBLEM
To investigate the proposed bidding strategy method in an oligopoly market and validate the achieved results, a bilevel optimization method is deployed on a three-generator problem that participates as a PMP in the market mechanism. The generator information is given in Table 6, while the system load is shown in Fig. 10. A comparison study is performed by deploying the proposed particle swarm optimization (PSO) and cheetah optimizer (CO) method [45], i.e., powerful evolutionary methods, on (21) as the objective function of the first-level optimization problem.
considering (22)–(24) as the problem constraints and (25), (26) and (27) as the objective function and constraints of the second-level optimization problem.

The achieved results of the proposed bidding strategy and PSO and CO algorithms are shown in Tables 7 and 8, respectively. The results show the following:

1. The players won equal powers in both methods. In off-peak hours, since G3 cannot win any power, it offers the maximum price, which leads to an increase in the market price. In the case of deploying PSO, in off-peak hours, G3 offers the minimum price, resulting in a decrease in the market price. As seen, G3 won...
TABLE 5. Bidding strategy results in the case of PMP.

| Timeslot | System demand (MW) | Market price ($/MW) | P_{win,MGA} (MW) | \lambda_{MGA} ($/MW) | P_{win,com2} (MW) | \lambda_{com2} ($/MW) | P_{win,com3} (MW) | \lambda_{com3} ($/MW) |
|----------|-------------------|---------------------|------------------|----------------------|------------------|----------------------|------------------|----------------------|
| 1        | 25                | 204                 | 14.33            | 190                  | 10.66            | 204                  | 0                | 240                  | 0                    |
| 2        | 25                | 204                 | 12.20            | 170                  | 12.7             | 204                  | 0                | 240                  | 0                    |
| 3        | 25                | 204                 | 17.93            | 189.3                | 7.06             | 204                  | 0                | 240                  | 0                    |
| 4        | 25                | 204                 | 12.73            | 190                  | 12.26            | 204                  | 0                | 240                  | 0                    |
| 5        | 25                | 204                 | 17.17            | 190                  | 7.82             | 204                  | 0                | 240                  | 0                    |
| 6        | 25                | 204                 | 18.55            | 200                  | 6.44             | 204                  | 0                | 240                  | 0                    |
| 7        | 25                | 204                 | 17.91            | 202.3                | 7.08             | 204                  | 0                | 240                  | 0                    |
| 8        | 41                | 240                 | 18.41            | 179.1                | 19.99            | 186                  | 2.58             | 240                  | 0                    |
| 9        | 57                | 240                 | 22.51            | 175                  | 19.99            | 190.2                | 14.48            | 240                  | 0                    |
| 10       | 73                | 350                 | 21.93            | 171                  | 19.99            | 200                  | 29.99            | 225                  | 1.06                  |
| 11       | 90                | 350                 | 25.60            | 169.6                | 19.99            | 194.7                | 29.99            | 230.6                | 14.39                  |
| 12       | 78                | 350                 | 25.52            | 170.3                | 19.99            | 200                  | 29.99            | 235.7                | 2.47                   |
| 13       | 66                | 240                 | 23.48            | 191.1                | 19.99            | 203                  | 22.51            | 240                  | 0                    |
| 14       | 54                | 240                 | 21.96            | 168                  | 19.99            | 179                  | 12.03            | 240                  | 0                    |
| 15       | 42                | 240                 | 17.75            | 193.7                | 20                | 185.4                | 4.24             | 240                  | 0                    |
| 16       | 30                | 204                 | 12.88            | 185                  | 17.11            | 204                  | 0                | 240                  | 0                    |
| 17       | 38                | 204                 | 22.16            | 186.7                | 15.83            | 204                  | 0                | 240                  | 0                    |
| 18       | 46                | 240                 | 19.68            | 191                  | 20                | 177.9                | 6.31             | 240                  | 0                    |
| 19       | 54                | 240                 | 14.12            | 189.6                | 19.99            | 180                  | 19.87            | 240                  | 0                    |
| 20       | 62                | 240                 | 19.23            | 169.7                | 19.99            | 186.8                | 22.76            | 240                  | 0                    |
| 21       | 70                | 350                 | 14.96            | 176                  | 19.99            | 193                  | 29.99            | 229                  | 5.038                  |

TABLE 6. Information on the three-generator problem.

| Gen number | A (MBtu/MW^2h) | B (MBtu/MW^2h) | P_{min} (MW) | P_{max} (MW) | \lambda_{min} ($/MWh) | \lambda_{max} ($/MWh) |
|------------|----------------|----------------|--------------|--------------|------------------------|------------------------|
| G_1        | 0.01532        | 12.5           | 0            | 84           | 15.07                  | 18.09                  |
| G_2        | 0.00889        | 12.4           | 0            | 95           | 14.09                  | 16.91                  |
| G_3        | 0.01508        | 16.2           | 0            | 85           | 19.16                  | 22.99                  |

FIGURE 8. Selling power maximum versus load shift percent.

FIGURE 9. Aggregator profit versus states of DR.

all the power but in different market prices, which confirms that the proposed bidding strategy method can achieve more profit than the PSO method from the market participants’ point of view. Table 9 represents the generator profit in both methods. Table 10 shows the profit of G3 in timeslots 11 and 21 deploying the proposed bidding strategy and the PSO method. In both time slots, the proposed bidding strategy makes more profit in fewer iterations than the PSO algorithm.

2. The proposed game theory-based method may have several NEs. However, the focal NE that is chosen by players is the point with the highest probability. The results show that the evolutionary methods may become trapped in local optima before reaching the focal NE point, while this point is achieved by easily deploying the proposed method.

3. The findings of this problem indicate that the proposed method yields a higher market price than the PSO
algorithm over the majority of hours, especially during peak hours. During peak hours, the capacity won by each player is more than that during nonpeak hours, which is consistent with both the recommended bidding strategy and the PSO algorithm. Since the profit of the players is proportional to the product of the market
price multiplied by their winning power, increasing the market price in the suggested bidding strategy results in a greater profit for the players than the PSO algorithm.

4. However, the results of CO and the suggested technique are comparable, although the proposed method can obtain the best solution in a small number of iterations, whereas evolutionary algorithms require a larger number of iterations.

5) COMPARISON STUDY BETWEEN DIFFERENT METHODS
A comparison study between the proposed method and models 2, 3 and 4 from [22] is presented in Table 10. The selected models from [22] deployed a pool market in a bilevel optimization problem, while implementing the oligopoly market beside these models increases the number of decision variables. The results of Table 11 confirm that the proposed three-level optimization problem leads to more profit than the models presented in [22].

TABLE 9. Players’ profit in the proposed method and PSO algorithm.

| Gen number | Proposed bidding strategy ($) | PSO algorithm ($) |
|------------|-------------------------------|------------------|
| G₁         | 6646                          | 4350             |
| G₂         | 12352                         | 10874            |
| G₃         | 1434                          | 1022             |

TABLE 10. Third generator profit in the proposed method and PSO algorithm.

| Time slot | Proposed bidding strategy (iteration) | Profit with the proposed bidding strategy ($) | PSO algorithm (iteration) | Profit with the PSO algorithm ($) |
|-----------|--------------------------------------|----------------------------------------------|---------------------------|-----------------------------------|
| 11        | 7                                    | 60                                           | 318                       | 55.59                             |
| 21        | 11                                   | 63.9                                         | 394                       | 55.01                             |

TABLE 11. Comparison of the three-level operation method with other methods.

| Case                  | Number of optimization levels | Battery operation cost ($) | Microturbine operation cost ($) | Load shift cost ($) | Total operation cost ($) | Profit ($) |
|-----------------------|-------------------------------|-----------------------------|---------------------------------|---------------------|--------------------------|------------|
| Proposed model        | 3                             | 680                         | 31285                           | 37.43               | 32002                    | 70624.26   |
| PM (nonmarginal) [22] | 2                             | 1062                        | 29476                           | 512                 | 31050                    | 65420      |
| PM (marginal) [22]    | 2                             | 2152                        | 23119                           | 320                 | 25591                    | 59680      |
| PT [22]               | 2                             | 1528                        | 25561                           | 320                 | 27409                    | 50269      |
| Proposed PT           | 2                             | 940                         | 30685                           | 33.65               | 31659                    | 70624.26   |

TABLE 12. Three basic concepts in game-theory in proposed method.

| Players | Strategies | Pay of function |
|---------|------------|-----------------|
| This game includes four players: 1- MGA 2- Diesel generator 1 3- Diesel generator 2 4- Diesel generator 3 | | |
| The strategy of this game is to choose the offered price and power for each player in each hour (22-23): | | $
\chi_{v}\leq\chi_{v}\leq\chi_{v}$ \forall h \in N_h, \forall k \in N_p $ $p_{v}\leq p_{v}\leq p_{v}$ \forall h \in N_h, \forall k \in N_p $ |
| According to SFE, the offered price and power are related by a linear function (19): | | $|
\chi_{v}^\text{offer}\chi_{v}^\text{offer}\chi_{v}^\text{offer} = \alpha_k p_{v} + \beta_k \forall h \in N_h, \forall k \in N_p $ |
| Therefore, the strategy of the players becomes the selection of $\alpha$ and $\beta$ for each player in each hour, while the selection method is explained in the flowchart of Fig. 4 (25-26): | | |
| $\alpha_k\leq\alpha_k\leq\alpha_k$ \forall k \in N_p $ $p_k\leq p_k\leq p_k$ \forall k \in N_p $ | | The profit function of each player in the oligopoly market is as follows (24): $\varphi_k = \chi_{v}(\alpha, \beta) - C_k(P_{v}^{\text{win}}(\alpha, \beta))$ $\alpha$ and $\beta$ are the matrix of SFE coefficients and $P_{v}^{\text{win}}$ is the vector of offered powers. |
V. CONCLUSION

This paper proposes a three-level optimization problem to make the MGA ready to participate in an oligopoly market. In this paper, several MGs are aggregated to be controlled by a single MGA to submit the aggregated offer to market on their behalf. In the first level of optimization, the market is cleared by the ISO, and the power exchanged with each competitor is determined. In the second level of the optimization problem, the offered price and power capacity of all participants are determined. Obviously, the optimization problems of the first and second levels exchange their information to reach a compromise solution as an NE point. A game-theory-based method is used to determine the optimal bidding strategies between different competitors in the second level of the optimization problem. To increase the MG’s flexibility, a load shifting strategy is deployed in the MG.

In the third level, the optimal operation problem of the aggregate is implemented using a GWO method. To investigate different aspects of the proposed problem, different case studies are presented. Table 12 shows a summary of the players, strategies, and payoff function as three important concepts in game theory in the proposed method. The achieved results completely define the effects of the load shifting level and its coordination with the battery exchange power. Furthermore, the results of the study comparing the PM and PT strategies are analyzed thoroughly.

To make a comparison between the game theory and evolutionary methods, a three-generator case study is modeled, and the achieved results are compared with the PSO and CO methods to validate the effectiveness of the proposed method for finding the focal NE point.

Modeling the MGs in island mode in addition to the other practical constraints, including the power flow limits, contingencies, frequency constraints and voltage limits, are the main topics of future studies. Furthermore, the reserve and ancillary service markets can be added to the proposed method, while the other markets, such as peer to peer, can also be investigated. Since the uncertainty parameters have a significant effect on the performance of MGs and their participation in the electricity market, calculating the uncertainty and developing a robust method are crucial topics for future research. Additionally, deploying a powerful evolutionary method can merge the first and second levels of the optimization problem. Adding some new constraints can merge the second and third levels of optimization problems, which are the main topics for future works.
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