LEARNING TO LOCATE VISUAL ANSWER IN VIDEO CORPUS USING QUESTION
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ABSTRACT
We introduce a new task, named video corpus visual answer localization (VCVAL), which aims to locate the visual answer in a large collection of untrimmed instructional videos using a natural language question. This task requires a range of skills - the interaction between vision and language, video retrieval, passage comprehension, and visual answer localization. In this paper, we propose a cross-modal contrastive global-span (CCGS) method for the VCVAL, jointly training the video corpus retrieval and visual answer localization subtasks with the global-span matrix. We have reconstructed a dataset named MedVidCQA, on which the VCVAL task is benchmarked. Experimental results show that the proposed method outperforms other competitive methods both in the video corpus retrieval and visual answer localization subtasks. Most importantly, we perform detailed analyses on extensive experiments, paving a new path for understanding the instructional videos, which ushers in further research.

Index Terms—Video corpus, visual answer localization

1. INTRODUCTION
In recent years, the popularity of the video platform has enriched people’s lives [1, 2]. People can easily use natural language to query video, but when it comes to instructional or educational questions, more visual details are often needed to aid comprehension [3, 4]. Thus, an increasing number of people expect to use the most intuitive video clips to answer directly when querying. Different from traditional video question-answering [5], visual answer localization (VAL) is more efficient, which aims to provide a visual answer and has received extensive attention from researchers [6, 7].

Medical video question answering (MedVidQA) [3] is the pioneer for the VAL task within one untrimmed video, which employs medical experts to annotate the corpus manually.

However, it orients towards a single video and presumes the visual answer exists in the given video, which greatly limits the human-machine interaction application scenarios in the vast videos [8, 9]. Therefore, we extend and introduce a new video corpus visual answer localization (VCVAL) task shown in Fig. 1. Specifically, we reconstruct the MedVidQA datasets into the medical video corpus question answering (MedVidCQA) dataset to perform the VCVAL task. Our goal for the VCVAL is to find the matching video answer span with the corresponding question from the large-scale video corpus. The VCVAL task is more challenging than the original VAL task because it not only requires retrieving the target video from a large-scale video corpus, but also needs to locate the visual answer corresponding to the target video accurately. This task requires a range of skills—interaction between vision and language, video retrieval, passage comprehension, and visual answer localization. To complete the VCVAL task, two types of problems need to be considered. The first is that the features are inconsistent in cross-video retrieval, where retrieval performance will be worse due to the different features between video contents and the given question [10]. The second are the semantic gaps in the cross-modal modeling between the given retrieved video and the question before visual answer localization, resulting in worse downstream performance [11].

To solve the aforementioned two problems, we propose a cross-modal contrastive global-span (CCGS) method, jointly training the video retrieval and visual answer localization subtasks in an end2end manner. Specifically, to alleviate the retrieval errors caused by feature inconsistency, we design the
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global-span contrastive learning with the global-span matrix, which sorts the positive and negative span points to find the correct video. Then we enhance the video question-answering semantic by element-wise cross-modal fusion. Finally, we propose a global-span predictor to locate the visual answer, which models joint semantic space with fusion information.

In this work, our contributions are presented as follows: 1) we extend the MedVidQA into the MedVidCQA dataset and introduce the new video corpus visual answer localization (VCVAL) task, which extends the downstream human-machine interaction application scenarios in the vast videos. 2) We propose a novel cross-modal contrastive global-span (CCGS) method. Specifically, we design the global-span contrastive learning to sort the positive and negative span points in the video corpus. 3) We design the global-span predictor with the element-wise cross-modal fusion to locate the final visual answer. Extensive experiments are carried out for the VCVAL task to demonstrate the effectiveness of the proposed method. The results show that our method outperforms other competitive baselines in both video retrieval and visual answer localization subtasks.

2. METHOD

We propose a cross-modal contrastive global-span (CCGS) method for the VCVAL task, where the overview of the method is presented in Fig. 2. The proposed method contains four parts: (1) video corpus sampling: to construct the positive and negative samples for contrastive training. (2) Feature extraction: the extracted visual and textual features are processed through the cross-modal interaction. (3) Cross-modal fusion: the visual information is added to the textual information element-wisely, where the position embedding is also adopted. (4) Global-span matrix: the fusion information is split into two features with position embedding, which is used for constructing the global-span matrix. Two modules adopting the global-span matrix include global-span contrastive learning and global-span predictor.

**Video Corpus Sampling.** Given a set of untrimmed videos as $V_C = \{V_i\}_{i=1}^n$, corresponding subtitles $S_C = \{S_i\}_{i=1}^n$, $S_i = [u_1, \ldots, u_k]$ and the text question as $Q = \{q_j\}_{j=1}^p$, our goal is to locate the visual answer in a large corpus, where $S_i$ is each subtitle, $u_k$ is the text span within the $i$-th subtitle, $k$ is the span number of the corresponding subtitle, $n$ is number of videos in the corpus, and $p$ is length of question tokens. We select the positive and negative samples for contrastive learning, where the videos and texts are processed separately. Also, we construct the span-label mapping table for bridging the visual time with the text span. For convenience, we take the positive sample and the M-th negative sample in a batch as an example. As shown in Fig. 2, the ground-truth visual time 00:00:14 ~ 00:00:23 is corresponded to the $u_6 \sim u_9$.

**Feature Extraction.** For each video $V_i$, we extract visual features (16 frames per second) to obtain the corresponding RGB visual features $V_i = \{V_i\}_{i=1}^m \in \mathbb{R}^{m \times d}$ using 3D ConvNet (I3D) pre-trained on the Kinetics dataset [12], where $m$ is the number of extracted features and $d$ is the dimension of feature extraction model. The $V_P$ and $V_N$ through visual projection are represented as the information of the positive (Pos.) and negative (Neg.) samples, where $\{V_P, V_N\} = \{V_i\}_{i=1}^n$. For the text part, the input question is concatenated with the subtitle of each video $S_i$ to form positive and negative samples. The textual feature representation $T_i = \text{PLM}(Q, S_i)$ can be obtained from the pre-trained language model (PLM), where $T_i \in \mathbb{R}^{(p+r) \times d}$, $i \in [1, n]$ and $r$ is the token length of each subtitle. These Pos. and Neg. samples are $T_P$ and $T_N$, which are chosen from subtitles, where $\{T_P, T_N\} \in \{T_i\}_{i=1}^n$.

**Cross-modal Fusion.** Each pair of positive and negative samples are sent into the Context Query Attention [13] separately, which leverages the cross-modal modeling through context-to-query ($A$) and query-to-context ($B$) processes. We select question part $T_i^Q \in \mathbb{R}^{p \times d}$ from corresponding $T_i$ as input.

$$A_i = \{S_r \cdot T_i^Q\} \in \mathbb{R}^{m \times d}, B_i = \{S_c : S_r^T \cdot V_i\} \in \mathbb{R}^{m \times d}$$

where $S_r \in \mathbb{R}^{m \times p}$ and $S_c \in \mathbb{R}^{m \times p}$ are the row- and column-wise normalization of $S$ by SoftMax, respectively. The output $V_i' \in \mathbb{R}^{m \times d}$ is written as follows,

$$V_i' = \text{FFN}(\{V_i; A_i; V_i \odot A_i; V_i \odot B_i\}) \quad (1)$$

**Global-Span Matrix.** For each positive sample $V_P$, we select the positive and negative samples for contrastive learning with the global-span matrix, $S_P = \{S_i\}_{i=1}^n$ and $S_N = \{S_i\}_{i=1}^n$. Then we enhance the video question-answering semantic by element-wise cross-modal fusion. Finally, we propose a global-span predictor to locate the visual answer, which models joint semantic space with fusion information.

Fig. 2. Overview of the proposed cross-modal contrastive global-span (CCGS) method, where the modules in the same color represent they share the same parameters.
where the FFN is one layer perceptron network, and $\odot$ denotes element-wise multiplication.

The Context Query Concatenation module [6] is adopted to capture deeper semantics from the query with Attention mechanism [14] and Conv1d (in_channels $= 2d$, out_channels $= d$), which is calculated as follows, where $V''_i \in \mathbb{R}^{m \times d}$.

$$V''_i = \text{Conv1d}\{\text{Concat}\{\text{Attention}(V', T^Q_i); T^V_i\}\}$$  

(2)

The visual information $V'''_i \in \mathbb{R}^{1 \times d}$ is processed with Dropout ($p = 0.1$) and Conv1d (in_channels $= d$, out_channels $= 1$) shown as follows.

$$V'''_i = \text{Conv1d}\{\text{Dropout}(V''_i)\}$$  

(3)

To obtain well cross-modal fusion information $T_i$, we select the subtitle spans part $T_i[p \cdot] \in \mathbb{R}^{r \times d}$ without the question interval, and add the cross-modal visual information $V'''_i$ element-wisely through the broadcast mechanism.

$$T_i = V'''_i + T_i[p \cdot]$$  

(4)

Then, the fusion information $T_i$ is sent into the Embedded Split Linear Layer (ESLayer), where input and output dimension is $[d, 2 \times d]$. Once splitting the last dimension $d$, we can obtain the X-axis feature ($\hat{X}$) and Y-axis features ($\hat{Y}$) to form the global-span matrix, $\{\hat{X}, \hat{Y}\} \in \mathbb{R}^{r \times d}$, where two features can be presented as follows.

$$\hat{X} = \text{ESLayer}(T_i)[d \cdot], \hat{Y} = \text{ESLayer}(T_i)[d \cdot]$$  

(5)

Global-span Matrix. We construct the global-span matrix for jointly modeling the video retrieval and visual answer localization. To better perceive different span points in the matrix, we adopt the spiral position embedding$^2$ before the matrix construction, where $P = \{p_j\}_{j=1}^{\text{r}}$. Features $\hat{X}$ and $\hat{Y}$ are respectively added with spiral linear embedding,

$$\hat{X} = X + P, \hat{Y} = Y + P$$  

(6)

The $\hat{X}$ and $\hat{Y}$ are processed with dot product for global-span matrix (Matrix), where each span point is the unique interval position.

$$\text{Matrix} = \text{AveragePooling}(\hat{X} \cdot \hat{Y}^T) \in \mathbb{R}^{r \times r}$$  

(7)

Global-span Predictor. Taking Y-axis as head and X-axis as the tail, we define the span point $[y, x]$ to represent the target visual answer span interval, where $y \leq x$. As shown in the Fig. 2, the label span $(u_6, u_7)$ represents the span point [9, 6]. Meanwhile, we mask the region of $y > x$ and flatten the Matrix $\in \mathbb{R}^{1 \times (r \times r)}$ to get local Matrix$^i_L$ for next process.

$$\text{Matrix}_L = \text{Flatten}(\text{Matrix})$$  

(8)

We adopt Cross-Entropy (CE) loss function to maximize the logits of the target span point $[y, x]$. And, we convert the point $[y, x]$ to the flattened point for further calculation.

$$\text{Loss}_1 = \text{CE}(\text{Matrix}_L, \text{OneHot}[y \times d + x])$$  

(9)

Global-span Contrastive Learning. To jointly model the semantics in cross-video retrieval, we introduce positive-negative sample pairs with the global-span matrix. As shown in Fig. 2, the exceed area is padded, and all the label is 0. We adopt a ratio of positive and negative samples of 1:M, where these samples go through the flattening process shown in equation (8) to obtain the output Matrix$^p$, $\{\text{Matrix}^i_{N1}\}_{i=1}^M$ respectively. When setting the label, we set the ground truth span point in Matrix$^p$ as the positive label 1, the surplus as the negative label 0, and each span point in $\{\text{Matrix}^i_{N1}\}_{i=1}^M$ is the negative label 0.

Finally, we connect Matrix$^p$ with all $\{\text{Matrix}^i_{N1}\}_{i=1}^M$ to form the global feature Matrix$^i_G$.

$$\text{Matrix}_G = \text{Concat}(\text{Matrix}_p, \{\text{Matrix}^i_{N1}\}_{i=1}^M)$$  

(10)

We adopt the CE loss to calculate the global-span contrastive learning objective.

$$\text{Loss}_2 = \text{CE}(\text{Matrix}_G, \text{OneHot}[y \times d + x])$$  

(11)

End2end Training. We combine the video retrieval and visual answer localization based on global-span matrix, and jointly train the following loss function.

$$\text{Loss} = \text{Loss}_1 + \text{Loss}_2$$  

(12)

3. EXPERIMENTAL SETTING

We reconstruct a dataset for the VCVAL task, named MedVidCQA. It can be divided into two subtasks, 1) video retrieval; 2) visual answer localization. Specifically, we keep the distribution and their original labels the same as the MedVidQA [3]. The number of training, verification, and test sets are 2,710, 145, and 155 respectively. In the test set, we removed the video ID number corresponding to the problem. As a result, it is required to retrieve the target video ID from the test corpus, and then locate the visual answer. Evaluation Metrics. We use 16 evaluation metrics including retrieval and R@1, R@5, R@10 and MRR [18, 19], and IOU-0.3/0.5/0.7/mIoU in Rank@1/10/100 [6, 9], to evaluate the performance of different methods on the VCVAL task. We select strong baselines of VAL with uni-modal and cross-modal to benchmark the performance on the VCVAL task. In order to ensure fair comparisons, all the compared methods follow the parameter settings of the original work. Hyperparameters of the Baselines. We use the same pre-trained language model$^3$ to encode the texts, and then calculate the logits for all videos. We sort all the logits and select the highest prediction interval as the final result. We set $d = 768$ and optimize the loss function via the AdamW optimizer with $lr = 1e-5$. Hyperparameters of the CCGS. The hidden size $d$ is set to 768. We use DeBERTa-v3-base as the PLM (with limited maximum length to 1300). We conduct experiments with the
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$^2$https://kexue.fm/archives/8265

$^3$https://huggingface.co/microsoft/deberta-v3-base
Table 1. Performance comparisons between the various baseline methods on the MedVidCQA dataset, where four types of baseline methods are compared including visual-based, textual-based, cross-modal, and pipeline-based methods.

| Method          | Rank@1 | Rank@5 | Rank@10 | mIoU  |
|-----------------|--------|--------|---------|-------|
| Visual-based    | VSLNet [13] | 2.76 | 2.07  | 1.38  | 1.95  |
|                 | BM25 [16] | 13.10 | 8.97  | 3.45  | 9.89  |
|                 | VPTSL [6] | 35.45 | 28.46 | 18.44 | 28.64 |
|                 | VPTSL [6] | 36.56 | 29.16 | 17.89 | 28.89 |
| Textual-based   | Span-Base [6] | 9.66 | 6.90  | 4.14  | 5.64  |
|                 | VPTSL [6] | 11.03 | 10.34 | 8.28  | 9.05  |
| Cross-Modal     | VPTSL [6] | 38.45 | 35.15 | 26.15 | 30.45 |
|                 | VPTSL [6] | 38.68 | 31.78 | 23.45 | 30.48 |
|                 | VPTSL [6] | 47.59 | 38.62 | 31.03 | 37.94 |
|                 | Our Method | 59.31 | 48.28 | 38.62 | 47.00 |

Table 2. Ablation experiments of the proposed method, where CF means Cross-modal Fusion and GS means Global-Span.

| Method          | Rank@1 | Rank@5 | Rank@10 | mIoU  | Retrieval |
|-----------------|--------|--------|---------|-------|-----------|
|                 | VSLNet [13] | 43.45 | 29.66 | 20.94 | 54.54  | 38.68  | 31.78  | 23.45  | 30.48  |
|                 | ACRM [15] | 53.10 | 43.45 | 29.66 | 60.24 | 53.86  | 51.25  | 45.92  | 32.99  |
|                 | Span-Base [6] | 74.45 | 64.37 | 53.47 | 69.48 | 70.10  | 64.37  | 53.47  | 69.48  |
|                 | VPTSL [6] | 75.45 | 68.28 | 59.58 | 74.65 | 75.10  | 68.28  | 59.58 | 74.65 |
|                 | Our Method | 86.70 | 78.62 | 97.93 | 100.00 | 86.70 | 78.62 | 97.93 | 100.00 |

Table 3. Retrieval performance of different baselines.

| Method          | MRR | R@1 | R@5 | R@10 |
|-----------------|-----|-----|-----|------|
| VSLNet [13]     | 1.64 | 2.76 | 14.55 | 22.76 |
| ACRM [15]       | 1.12 | 3.45 | 11.21 | 22.76 |
| Span-Base [6]   | 10.45 | 9.66 | 34.56 | 41.65 |
| VPTSL [6]       | 15.64 | 11.70 | 42.56 | 54.12 |
| BM25 [16]       | 70.71 | 64.83 | 85.63 | 94.17 |
| DPR [17]        | 74.56 | 68.28 | 89.58 | 96.54 |
| Our Method      | 86.70 | 78.62 | 97.93 | 100.00 |

In this paper, we have benchmarked the VCVAL task from four perspectives, i.e., visual-based, textual-based (only use subtitle), cross-modal, and pipeline-based methods (three types of methods combined with BM25 or DPR). Our method has achieved impressive results on all metrics, as it builds a unified global-span matrix among different videos. And, each logit in the matrix represents the probability distribution of its answer interval. Compared with the former three compared methods, our method models the beginning and ending span points jointly, which performs better in video retrieval and answer localization. Table 3 shows the retrieval performance, where the text-passage retrieval methods are strong baselines as they model the semantics between the textual question and answer. We propose global-span contrastive learning utilizing the global-span matrix, which jointly models semantics in different videos. Meanwhile, it also outperforms the pipeline-based methods shown in Table 1. The reason may be that the visual answer localization performance is limited by the retrieval performance due to the pipeline form. Ablation Studies. Table 2 presents the ablation experiments. In the video retrieval subtask, global-span contrastive learning contributes the most, as it increases the consistency of video retrieval features using the global-span matrix. These enhanced semantic features have a positive benefit on the performance of video corpus retrieval. In addition, by deleting the element-wise cross-modal fusion (only using subtitles) and the global-span predictor, the performances of our method show varying degrees of degradation. These demonstrate the effectiveness of the proposed method for the VCV AL task.

5. CONCLUSION

In this paper, we reconstructed a dataset MedVidCQA and introduced a new VCVAL task, which aims to locate the visual answer in a large collection of instructional videos with the text question. We designed the global-span predictor and global-span contrastive learning based on the element-wise cross-modal fusion, modelling the VCVAL task in an end2end manner. Our method outperformed the competitive baseline methods including visual-based, textual-based, cross-modal and pipeline-based methods in terms of video retrieval and answer localization. Besides, the ablation study demonstrated the effectiveness of the proposed method. We hope our work can bring more thoughts on video applications. In the future, we plan to build more instructional video datasets to advance the development of related fields.
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