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We investigate the use of Hamilton-Jacobi approaches for the purpose of state reconstruction of dynamic systems. First, the classical formulation based on the minimization of an estimation functional is analyzed. Second, the structure of the resulting estimator is taken into account to study the global stability properties of the estimation error by relying on the notion of input-to-state stability. A condition based on the satisfaction of a Hamilton-Jacobi inequality is proposed to construct estimators with input-to-state stable dynamics of the estimation error, where the disturbances affecting such dynamics are regarded as input. Third, the so-developed general framework is applied to the special case of high-gain observers for a class of nonlinear systems.

1. Introduction

This paper investigates the problem of reconstructing the state of nonlinear dynamic systems based on limited output information by using a Hamilton-Jacobi theoretical framework. Toward this end, the state estimation problem is addressed by minimizing a quadratic cost functional in such a way as to find the structure of the estimator, which is a dynamic system forced by the output and able to generate an estimate of the system variables at each time instant. The stability properties of the estimation error for such an estimator are analyzed in the presence of disturbances acting on the dynamic and measurement equations by using the notion of input-to-state stability [1]. Based on this general setting, the analysis is conducted on a particular type of estimator, i.e., the high-gain observer, by showing that its estimation error is input-to-state stable under suitable conditions on the tuning law of the gain.

The first results concerning estimation for dynamic systems based on the solution of HJ equations are reported in [2]. In line with this approach, in [3], an estimator is proposed by devising a time-varying quadratic form in the estimation error as a value function of the HJ equation solving the problem. Later, in [4, 5], the stability properties of the viscosity solutions of such equations in the presence of $L_2$ disturbances are analyzed. As a follow-up of this literature, in this paper, we investigate the input-to-state stability of the estimation error of such estimators and propose novel design conditions to ensure the desired performances. Specifically, we will focus on estimation for a class of nonlinear systems by using adaptive high-gain observers. Based on the pioneering work of Gauthier and Kupka [6], high-gain observers have achieved a lot of success (see, e.g., [7–12]).

There exists a vast literature on the use of HJ equations to solve optimal control problems (see [13] and the references therein). Verification theorems ensure that, if a unique viscosity solution exists to the HJ equation, this solution coincides with the value function, which enables finding the optimal control law [14]. Unfortunately, the application of this paradigm to optimal state reconstruction is not straightforward. The estimator equation can be derived only after assuming additional smoothness of the value function [2, 3]. In [5], $L_2$ upper bounds on the estimation are established but a complete stability analysis is currently missing. This motivates the present work with the goal of ensuring stability, while relaxing the need of finding a solution to the HJ equation. Thus, in lieu of HJ equations, we will rely on HJ inequalities (see, e.g., [15]). Moreover, as a novelty w.r.t. the existing literature, we address the problem by using input-to-state stability in such a way as to treat noise-free
estimators (usually called observers) and estimation in the presence of disturbances (performed by means of estimators denoted as filters) at the same time.

Generally speaking, the global stability of the estimation error is a strict requirement for state observers of noise-free dynamic systems, which is usually ensured by finding suitable Lyapunov functions. Instead, in this paper, the stability analysis of the error dynamics is conducted by using input-to-state stability [1], where the disturbances are regarded as an input and the role of the state is played by the estimation error incurred by the observer. An estimator (observer or filter) will be said to be input-to-state stable (ISS) if the norm of the estimation is bounded by the sum of two terms, with the first one depending on the magnitude of the initial error and decreasing with time, while the second one increases with the norm of the disturbances [16–20]. Input-to-state stability holds if and only if there exist some suitable Lyapunov functions, which are called ISS Lyapunov functions [21]. To overcome the issue that small noises may destabilize the estimation error [22] (see also [23]), we rely on input-to-state stability for the purpose of both analysis and design since it enables to quantify the effect of disturbances on the estimation error by using the notion of $L_2$-gain. Finally, we address the problem for systems with Lipschitz nonlinearities by means of high-gain observers. Specifically, ISS design conditions to ensure a desired $L_2$-gain are presented by relying on linear matrix inequalities (LMIs, see [24]), which are really well-suited to accounting for stability in a number of applications [25–27].

The paper is organized as follows. Section 2 presents the approach to estimation for dynamic systems based on HJ equations. In Section 3, we focus on the problem to find ISS estimators using HJ inequalities. Section 4 describes the application of what proposed in Section 3 to the specific case study of high-gain observers with numerical results shown in Section 5. Section 6 reports the conclusion and discusses the prospect of future works.

We conclude this section by presenting notation and definitions used throughout the paper. $\mathbb{R}_{\geq 0}$ denotes the set of the nonnegative real numbers. For a square matrix $P \in \mathbb{R}^n_{\geq 0}$, $P > 0 (P \geq 0)$ means that this matrix is positive (semidefinite) definite and $P < 0 (P \leq 0)$ negative (semidefinite) definite; moreover, $\lambda_{\min}(P)$ and $\lambda_{\max}(P)$ are the minimum and maximum eigenvalues of the symmetric positive or negative definite matrix $P$, respectively. The norm of a real matrix $M \in \mathbb{R}^{n \times n}$ is $|M| = \sqrt{\lambda_{\max}(M^T M)} = \sqrt{\lambda_{\max}(MM^T)}$; if $M > 0$, then $|M| = \lambda_{\max}(M)$. Thus, the Euclidean norm of $x \in \mathbb{R}^n$ is $|x| = \sqrt{x^T x}$. For the sake of brevity, we will adopt the notation $|x|_p = \sqrt{x^T P x}$, where $P > 0$. A continuous function $a : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and $a(0) = 0$. It is said to belong to class $\mathcal{K}_\infty$, if it is of class $\mathcal{K}$ and also $\lim_{r \rightarrow +\infty} a(r) = +\infty$.

A continuous function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{K}_2$ if, for each fixed $s$, the mapping $\beta(r, s)$ belongs to class $\mathcal{K}$ w.r.t $r$ and, for each fixed $r$, the mapping $\beta(r, s)$ is decreasing with respect to $s$ and $\lim_{s \rightarrow +\infty} \beta(r, s) = 0$. The symbol $\mathcal{L}_2$ denotes the set of the space of square integrable functions over time, i.e., $f : [0, +\infty) \rightarrow \mathbb{R}^n$ such that $\int_0^{+\infty} |f(t)|^2 dt < +\infty$.

### 2. Estimators Based on Hamilton-Jacobi Equations

Let us consider continuous-time nonlinear dynamic systems described by

$$\dot{x} = f(x),$$

$$y = h(x),$$

where $t \geq 0$, the state is $x \in \mathbb{R}^n$ open, and the output is $y \in \mathbb{R}^m$; $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and $h : \mathbb{R}^n \rightarrow \mathbb{R}^m$ are smooth functions. Let $x : [0, +\infty) \rightarrow \mathbb{R}^n$ denote the solution of (1a) with the initial condition $x(0) \in \mathbb{R}^n$.

We search for state observers that usually take on the following structure:

$$\hat{x}(t) = f(\tilde{x}(t)) + k(t), \quad (2)$$

where $\tilde{x}(t) \in \mathcal{X}$, $t \mapsto k(t) \in \mathcal{K}$ is called the “innovation function,” and $\mathcal{X}$ is the set of admissible innovation functions, such as the set of $\mathcal{L}_2$ functions. Among the various possible choices, in line with [2] first of all, we will investigate optimal state observers, i.e., those resulting from the solution of the following problem:

$$\inf_{k \in \mathcal{K}} \frac{1}{2} |\tilde{x}(0) - \tilde{x}_0|_{P_0}^2 + \int_0^t \left( |k(s)|_{Q}^2 + |y(s) - h(\tilde{x}(s))|_{R}^2 \right) ds, \quad (3)$$

where $\tilde{x}_0 \in \mathbb{R}^n$ is a state prediction; $P_0, Q \in \mathbb{R}^{n \times n}$, and $R \in \mathbb{R}^{m \times m}$ are symmetric positive definite. In practice, the considered observers are designed by minimizing a least-squares performance, which is usually adopted as a construction criterion in many estimation problems.

The solution of (3) can be addressed by using standard arguments from HJ theory. More specifically, let us denote the value function of (3) by $v(t, \tilde{x}(t))$, where $\tilde{x}(t) \in \mathcal{X}$ is the state estimate at the final time instant $t$. If the value function satisfies in the viscosity sense the HJ equation given by

$$\frac{\partial v(t, \tilde{x})}{\partial t} + \max_{k \in \mathcal{K}} \left\{ \frac{\partial v(t, \tilde{x})}{\partial x} [f(\tilde{x}) + k] - |k|_Q^2 - |y - h(\tilde{x})|_R^2 \right\} = 0, \quad t \geq 0, (4)$$

with the initial condition $v(0, \tilde{x}(0)) = |\tilde{x}(0) - \tilde{x}_0|_{P_0}^2$, we obtain

$$\frac{\partial v(t, \tilde{x}(t))}{\partial t} + \frac{\partial v(t, \tilde{x}(t))}{\partial x} [f(\tilde{x}) + k(t)] - |k(t)|_Q^2 - |y(t) - h(\tilde{x}(t))|_R^2 \leq 0, \quad (5)$$
for all \( k \in \mathcal{K} \) and \( t > 0 \), and, after integrating

\[
\int_0^t \frac{\partial v(s, \bar{x}(s))}{\partial t} + \frac{\partial v(s, \bar{x}(s))}{\partial \bar{x}} [f(\bar{x}(s)) + k(s)] \, ds \leq \int_0^t |k(s)|_Q^2 + |y(s) - h(\bar{x}(s))|^2_\mu \, ds,
\]

and hence (6) yields

\[
v(t, \bar{x}(t)) - v(0, \bar{x}(0)) \leq \int_0^t |k(s)|_Q^2 + |y(s) - h(\bar{x}(s))|^2_\mu \, ds. \tag{7}
\]

Since \( v(0, \bar{x}(0)) = |\bar{x}(0) - \bar{x}_0|_{\bar{p}}^2 \), the above inequality corresponds to the definition of the minimum over all the admissible innovation functions, and the satisfaction of (4) provides the minimum.

The maximum of the expression inside the curly brackets in (4) is accomplished on a function with a linear term and a positive-definite quadratic form in \( k \). Thus, the sufficient and necessary condition for the existence of this maximum is

\[
\left( \frac{\partial v}{\partial \bar{x}} \right)^\top - 2Qk = 0,
\]

with a negative definite Hessian equal to \(-2Q\), and hence, the optimal innovation function is given by

\[
k = \frac{1}{2} Q^{-1} \left( \frac{\partial v}{\partial \bar{x}} \right)^\top. \tag{9}
\]

After replacing (9) in (3), we obtain

\[
\frac{\partial v}{\partial t} + \frac{\partial v}{\partial \bar{x}} f(\bar{x}) + \frac{1}{4} \frac{\partial v}{\partial \bar{x}} Q^{-1} \left( \frac{\partial v}{\partial \bar{x}} \right)^\top - [y - h(\bar{x})] \top R[y - h(\bar{x})] = 0. \tag{10}
\]

The previous equation can be written as follows:

\[
\frac{\partial v}{\partial t} + H(t, \bar{x}, \frac{\partial v}{\partial \bar{x}}) = 0, \tag{11}
\]

where

\[
H(t, \bar{x}, \frac{\partial v}{\partial \bar{x}}) = \frac{\partial v}{\partial \bar{x}} f(\bar{x}) + \frac{1}{4} \frac{\partial v}{\partial \bar{x}} Q^{-1} \left( \frac{\partial v}{\partial \bar{x}} \right)^\top - [y - h(\bar{x})] \top R[y - h(\bar{x})],
\]

is the Hamiltonian function. Based on the aforementioned, an explicit expression of the observer structure can be derived according to [2] (see also [3]). Under additional assumptions on the smoothness of the value function, we select \( \bar{x}(t) \) as the minimum of the value function

\[
\bar{x}(t) = \arg \min_{x \in \mathbb{R}^n} v(t, x), \tag{13}
\]

for \( t \geq 0 \) and thus

\[
\nabla v(t, \bar{x}(t)) = 0, \tag{14}
\]

holds as a necessary condition. If we apply the time absolute derivative to (14), after a change of the derivation order, we obtain

\[
\frac{\partial v}{\partial x}(t, \bar{x}) \frac{\partial v}{\partial \bar{x}}(t, \bar{x})^\top = 0, \tag{15}
\]

and, using (11),

\[
\nabla v(t, \bar{x}) \hat{x} - \frac{\partial}{\partial \bar{x}} H(t, \bar{x}, \frac{\partial v}{\partial \bar{x}}) = 0, \tag{16}
\]

where \( \nabla^2_v v(t, \bar{x}) \) is the Hessian of \( v(t, \bar{x}) \) and

\[
\frac{\partial}{\partial \bar{x}} H(t, \bar{x}, \frac{\partial v}{\partial \bar{x}}) = \nabla^2_v v(t, \bar{x}) f(\bar{x}) + \frac{\partial v(t, \bar{x})}{\partial \bar{x}} \frac{\partial f(\bar{x})}{\partial \bar{x}}
\]

\[
+ \frac{1}{2} \nabla^2_v v(t, \bar{x}) Q^{-1} \left( \frac{\partial v(t, \bar{x})}{\partial \bar{x}} \right)^\top
\]

\[
+ 2 \left( \frac{\partial h(\bar{x})}{\partial \bar{x}} \right)^\top R[y - h(\bar{x})].
\]

Thus, using (14) with \( \nabla^2_v v(t, \bar{x}) \) assumed to be nonsingular for all \( t \geq 0 \) and \( \bar{x} \in \mathbb{R}^n \), (16) and (17) yield the dynamics of the current optimal estimate as follows:

\[
\hat{x} = f(\bar{x}) + 2 \left[ \nabla^2_v v(t, \bar{x}) \right]^{-1} \left( \frac{\partial h(\bar{x})}{\partial \bar{x}} \right)^\top R[y - h(\bar{x})], \quad t \geq 0.
\]

(18)

Unfortunately, the proof of stability of the estimation error is not easy for such estimators owing the need to have at disposal an analytic expression of \( v(t, \bar{x}) \). In practice, under general assumptions, one can find only approximate solutions to the HJ equation (11) and hence derive only local stability results [28], whereas, in general, global properties are preferable [29]. This motivates the investigation of the global stability properties that can be ensured by estimators having a structure like that in (18), as shown in the next section.

### 3. Estimators Based on Hamilton-Jacobi Inequalities

Based on the results of the previous section, from now on we focus on observers for (1a) and (1b) described by

\[
\hat{x} = f(\bar{x}) + \ell(\bar{x}, t) (y - h(\bar{x})), \quad t \geq 0,
\]

where \( \bar{x}(t) \in \mathbb{R}^n \) is the estimate of \( x(t) \) at time \( t \) and \( \ell : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}^{n \times m} \) is a smooth function. This function accounts for the second term in the r.h.s. of (18). The goal consists in selecting \( \ell \) in such a way as to ensure that the
dynamics of the estimation error \( e(t) = x(t) - \hat{x}(t) \) given by

\[
\dot{e} = f(x) - f(\hat{x}) - \ell(\hat{x}, t)(y - h(\hat{x})) \\
= f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e)),
\]

(20)

admits the origin as a globally asymptotically stable equilibrium point irrespective of \( x \). This problem is thus reduced to find a function \( \ell \) and a smooth Lyapunov function \( e \mapsto V(e) \) such that

\[
\alpha_1(|e|) \leq V(e) \leq \alpha_2(|e|),
\]

(21)

\[
\frac{\partial V(e)}{\partial e}(f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) \leq -\alpha_3(|e|),
\]

(22)

for all \( t \geq 0, e \in \mathbb{R}^n \), and \( x \in \mathbb{R}^n \), where \( \alpha_1 \) and \( \alpha_2 \) of class \( \mathcal{K}_\infty \), and \( \alpha_3 \) is continuous positive definite.

In the presence of disturbances on the error dynamics, a graceful degradation of the performances with an increase of the uncertainty is expected in such a way that the lower the bound on the disturbances, the lower the bound on the estimation error. Anyway, the estimation error is required to be asymptotically stable in the absence of noise. Such a behavior can be expressed in terms of ISS properties. Toward this end, one may consider (1) subject to additive system and measurement disturbances, i.e.,

\[
\begin{align*}
\dot{x} &= f(x) + w_f, \\
y &= h(x) + w_h,
\end{align*}
\]

(23)

where \( w_f(t) \in \mathbb{R}^n \) and \( w_h(t) \in \mathbb{R}^m \) are the system and measurement noises, respectively. Indeed, more in general in lieu of (23), let us deal with such disturbances acting on the plant in an affine way, i.e., by using \( w = (w_f, w_h) \in \mathbb{R}^p \) and the smooth functions \( g_1 : \mathbb{R}^n \to \mathbb{R}^{np} \) and \( g_2 : \mathbb{R}^n \to \mathbb{R}^{mp} \) with the system equation

\[
\begin{align*}
\dot{x} &= f(x) + g_1(x)w, \\
y &= h(x) + g_2(x)w,
\end{align*}
\]

(24)

where \( w(t) \in \mathbb{R}^p \). Thus, from now on, we refer to the system description given by (24). Using (19) and (24), it follows that the dynamics of the estimation error is given by

\[
\dot{e} = f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e)) \\
+ (g_1(x) - \ell(x - e, t)g_2(x))w.
\]

(25)

The observer (19) is said to be ISS if there exists a function \( \beta \) of class \( \mathcal{K}_\infty \) and a function \( \chi \) of class \( \mathcal{K}_\infty \) such that

\[
|e(t)| \leq \beta(|e(0)|, t) + \chi\left(\text{ess sup}_{0 \leq r \leq t} |r|\right), \quad t \geq 0,
\]

(26)

where “ess sup” denotes the essential supremum (i.e., supremum except on sets of measure zero). The ISS property (26) can be equivalently stated by using an ISS Lyapunov function, as proved in [21]: (26) holds if and only if there exist functions \( \alpha_1 \) and \( \alpha_2 \) of class \( \mathcal{K}_\infty \) and \( \alpha_3 \) and \( \eta \) of class \( \mathcal{K} \) such that

\[
\alpha_1(|e|) \leq V(e) \leq \alpha_2(|e|),
\]

(27)

\[
\frac{\partial V(e)}{\partial e}(f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + (g_1(x) - \ell(x - e, t)g_2(x))w \leq -\alpha_3(|e|) \quad \text{if } |e| \geq \eta(|w|),
\]

(28)

for all \( t \geq 0, e \in \mathbb{R}^n \), \( w \in \mathbb{R}^p \), and \( x \in \mathbb{R}^n \). An ISS formulation of the observer problem is preferable in general because of the issues occurring in the stability analysis with Lyapunov arguments for nonlinear systems. ISS and standard Lyapunov functions are different in general. Though the former is necessarily also the latter as ISS implies global asymptotic stability, the existence of a Lyapunov function with null disturbances does not allow for inference about ISS in general. Arbitrarily, small noises can cause instability and there may exist an observer with a globally asymptotically stable error in the absence of disturbances, while the error dynamics is not ISS, as detailed in the following example.

**Example 1.** Let us focus on the second-order system

\[
\begin{align*}
\dot{x}_1 &= -x_1 + (1 + x_2)w, \\
\dot{x}_2 &= -2x_2^2 + 2x_1(1 + x_2)w, \\
y_1 &= x_1(1 + x_2)w, \\
y_2 &= x_2,
\end{align*}
\]

(29)

where \( w(t) \in \mathbb{R} \) is an unknown disturbance, and we choose \( x_1(0) > 0 \) and \( x_2(0) = x_1(0)^2 \). For this system, let us consider the observer

\[
\begin{align*}
\dot{\tilde{x}}_1 &= -\tilde{x}_1 + \left(2 - \frac{\tilde{x}_1}{\sqrt{y_2}}\right) \frac{\tilde{x}_1 y_1}{1 + y_2}, \\
\dot{\tilde{x}}_2 &= -\tilde{x}_2 + 2y_1 - y_2.
\end{align*}
\]

(30)

First, we notice

\[
\dot{y}_2 = -2x_2^2 + 2x_1(1 + x_2)w = 2x_1\dot{x}_1 = \frac{d}{dt} (x_1^2),
\]

(31)

and, after integrating and using the condition \( x_2(0) = x_1(0)^2 \),

\[
y_2(t) = x_2(t) = x_1(t)^2 \geq 0, \quad \forall t \geq 0.
\]

(32)

The dynamics of \( \tilde{e}_2 = x_2 - \tilde{x}_2 \) is

\[
\dot{\tilde{e}}_2 = \tilde{x}_2 - \tilde{x}_2 = -\tilde{e}_2,
\]

(33)
and hence is globally exponentially stable to zero irrespective of the disturbance. If \( w \equiv 0 \), we obtain \( y_1 \equiv 0 \) and thereby \( \dot{e}_1 = \dot{x}_1 - \ddot{x}_1 = -e_1. \) Thus, the observer provides an exponentially stable error in the noise-free setting and a simple Lyapunov function \( V(e) = e_1^2 + e_2^2 \) satisfies (21) and (22). Let us focus on the noisy case: we have

\[
\left( 2 - \frac{\ddot{x}_1}{\sqrt{y}_2} \right) \dddot{x}_1 y_1 = \left( 2 - \frac{\dddot{x}_1}{x_1} \right) \dddot{x}_1 x_1 (1 + x_2) y_2 \quad \left( 1 + x_2 \right) \frac{\dddot{x}_1}{x_1} = (2x_1 \dddot{x}_1 - \dddot{x}_2) w,
\]

and hence, it is straightforward to derive

\[
\dot{e}_1 = -e_1 + (1 + e_1^2) w,
\]

and easy to verify that it is not ISS since a diverging behavior \( e_1(t) = \sqrt{2t + 2} \) occurs with a converging disturbance input \( w(t) = 1/\sqrt{2t + 2} \) for \( t \geq 0, \) as detailed in [30].

In principle, one can proceed with the observer design for a given system by devising a suitable ISS Lyapunov function. As a matter of fact, it would be preferable to find a particular function that ensures a desired attenuation w.r.t. the disturbances, as it will be clearer in the following. Toward this end, instead of (28), let us consider the equivalent inequality

\[
\frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + (g_1(x) - \ell(x - e, t)g_2(x)) w) \leq -\alpha_3(|e|) + \alpha_4(|w|),
\]

where \( \alpha_3 \) and \( \alpha_4 \) are of class \( \mathcal{H}_\infty \). [21]. Equation (36) provides a different characterization of the ISS property in terms of dissipation. More specifically, from (36), we obtain the integral inequality

\[
V(e(t)) - V(e(t_0)) \leq -\int_{t_0}^{t} \alpha_3(|e(s)|) ds + \int_{t_0}^{t} \alpha_4(|w(s)|) ds,
\]

for all \( t \geq t_0 \geq 0. \) Under the assumption that \( V \) is a \( C^1 \) function, (36) implies (37) (see [21] and the references therein). The function \( V \) is regarded as a storage function, whereas \( \alpha_3 \) and \( \alpha_4 \) are the dissipation and supply rates, respectively. If we cast the observer problem in an \( \mathcal{H}_2 \) setting (i.e., \( w, e \in \mathcal{H}_2 \)), (37) allows to establish a connection between ISS and the \( \mathcal{H}_\infty \) approach [31]. Basing on the aforementioned, we can rely on the use of a HJ inequality by proving the following.

**Theorem 1.** Consider observer (19) for (24). If there exists a continuously differentiable function \( e \mapsto V(e) \) such that (21) holds for some functions \( \alpha_1 \) and \( \alpha_2 \) of class \( \mathcal{H}_\infty \) and the HJ inequality

\[
\frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + \frac{1}{2\mu^2} \left| \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) \right|^2 \leq \frac{\mu^2}{2} |w|^2,
\]

is satisfied for some \( \mu > 0 \) and all \( t \geq 0, x \in \mathbb{R}^n, \) and \( e \in \mathbb{R}^n, \) \( e \neq 0. \) Then, \( V(e) \) is an ISS Lyapunov function and the \( \mathcal{L}_2 \)-to-\( \mathcal{L}_2 \) dissipative inequality (37) holds with \( \alpha_3(r) = (1/2)r^2 \) and \( \alpha_4(r) = (\mu^2/2)r^2, \) i.e.,

\[
V(e(t)) - V(e(t_0)) \leq -\int_{t_0}^{t} |e(s)|^2 ds + \frac{\mu^2}{2} \int_{t_0}^{t} |w(s)|^2 ds,
\]

for all \( t \geq t_0 \geq 0. \)

**Proof.** From (25), it follows that

\[
\dot{V}(e) = \frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) w,
\]

and, by completing the squares,

\[
\dot{V}(e) = \frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + \frac{\mu^2}{2} \left[ -|w|^2 + \frac{2}{\mu^2} \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) w \right.
\]

\[
-\frac{1}{\mu^2} \left| \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) \right|^2
\]

\[
+ \frac{1}{\mu^2} \left| \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) \right|^2 + |w|^2
\]

\[
= \frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) - \frac{\mu^2}{2} |w|^2 + \frac{1}{2\mu^2} \left| \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) \right|^2 + \frac{\mu^2}{2} |w|^2.
\]

Thus, we obtain

\[
\dot{V}(e) \leq \frac{\partial V(e)}{\partial e} (f(x) - f(x - e) - \ell(x - e, t)(h(x) - h(x - e))) + \frac{1}{2\mu^2} \left| \frac{\partial V(e)}{\partial e} (g_1(x) - \ell(x - e, t)g_2(x)) \right|^2 + \frac{\mu^2}{2} |w|^2,
\]
and hence, using (38), the previous inequality yields

\[ \dot{\gamma}(e) \leq -\frac{1}{2} |e|^2 + \frac{\mu^2}{2} |w|^2, \quad (43) \]

in such a way as to conclude and easily obtain (39) via integration.

If (39) holds, the observer is said to exhibit an $\mathcal{L}_2$-gain $\mu$ w.r.t. $w$. Thus, after fixing $\mu$, the problem becomes that of choosing the innovation function that satisfies (38). We will address this problem for a class of nonlinear systems by using an adaptive high-gain observer, as shown in the next section.

4. Adaptive High-Gain Observers

Let us consider the class of nonlinear noise-free continuous-time systems described by

\[
\begin{aligned}
\dot{x} &= Ax + f(x), \\
y &= Cx,
\end{aligned} \tag{44}
\]

where $t \geq 0$, $x(t) \in \mathbb{R}^n$ is the state vector and $y(t) \in \mathbb{R}$ is a scalar measurement; $A \in \mathbb{R}^{n \times n}$, $C \in \mathbb{R}^{1 \times n}$, and the function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ are defined as follows:

\[
A := \begin{bmatrix}
0 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 1 & \vdots & & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 0 & \cdots & \cdots & 0
\end{bmatrix},
\]

\[
C := \begin{bmatrix}
1 & 0 & \cdots & 0
\end{bmatrix},
\]

\[
f(x) := \begin{bmatrix}
f_1(x_1) \\
f_2(x_1, x_2) \\
\vdots \\
f_{n-1}(x_1, x_2, \ldots, x_{n-1}) \\
f_n(x_1, x_2, \ldots, x_n)
\end{bmatrix}.
\]

To estimate $x(t)$, we consider the full-order observer

\[ \hat{x} = A\hat{x} + f(\hat{x}) + \ell(y) (y - C\hat{x}), \quad t \geq 0, \tag{46} \]

where

\[
\ell(y) := \begin{bmatrix}
y_1k_1 \\
y_2k_2 \\
\vdots \\
y_nk_n
\end{bmatrix},
\]

with $y \geq 1$.

To establish the main results, we assume the following.

Assumption 2. There exists $L \in \mathbb{R}^n$, $L = (L_1, L_2, \ldots, L_n)$, where $L_i \geq 0$ for $i = 1, 2, \ldots, n$, such that

\[ |f_i(x_1 + w_1, x_2 + w_2, \ldots, x_i + w_i) - f_i(x_1, x_2, \ldots, x_i)| \leq L_i \sum_{j=1}^i |w_j|, \tag{48} \]

for all $w_i \in \mathbb{R}$ and $i = 1, 2, \ldots, n$.

To derive more convenient stability conditions for the estimation error, we adopt a change of variables by replacing $\hat{e} := x - \hat{x} \in \mathbb{R}^n$ with the new coordinates $e \in \mathbb{R}^n$, where $\hat{e} = T(y)e$ and

\[ T(y) := \text{diag}(y, y^2, \ldots, y^n), \tag{49} \]

with a suitable choice of the scalar parameter $y$ that will be detailed in the following. To establish the results presented in the sequel, together with Assumption 2, we need the following assumption, where we explicitly account for a time-varying choice of this parameter.

Assumption 3. The function $t \mapsto y(t)$ is differentiable a.e. on $\mathbb{R}_{\geq 0}$ and $y(t) \geq 1$ and bounded for all $t \geq 0$.

Thus, the solution of (46) with a measurement signal according to (44) is well-defined and unique on $\mathbb{R}_{\geq 0}$. The error dynamics is derived from (44) and (46) as follows:

\[ \dot{\hat{e}}(t) = (A - \ell(y(t))C)\hat{e}(t) + f(x(t)) - f(x(t) - \hat{e}(t)), \quad t \geq 0. \tag{50} \]

Based on the aforementioned, we can recall the following lemma (see [32] for the proof).

Lemma 4. Let $t \mapsto y(t)$ be such that $y(t) \geq 1$ for all $t \geq 0$. Then, the following facts hold:

(i) $e$ is asymptotically stable if and only if $\hat{e}$ is asymptotically stable.
(ii) there exists $k_f > 0$ such that
\[ |T(y(t))^{-1}(f(x(t)) - f(x(t) - T(y(t))e(t)))| \leq k_f |e(t)| \] (51)
for all $t \geq 0$, and $k_f$ does not depend on $y(t)$ and $t$.

Because of the particular observer structure, from (50), it follows that
\[
\dot{e}(t) = T(y(t))^{-1}(A - \hat{\ell}(y(t))C)T(y(t))e(t) \\
- T(y(t))^{-1}T'(y(t))\dot{y}(t)e(t) + T(y(t))^{-1}(f(x(t)) \\
- f(x(t) - T(y(t))e(t))) = y(t)(A - KC)e(t) \\
- \frac{\dot{y}(t)}{y(t)} De(t) + T(y(t))^{-1}(f(x(t)) - f(x(t) - T(y(t))e(t))),
\] (52)
where
\[
D := \text{diag}(1, 2, \ldots, n), K := \begin{bmatrix} k_1 \\ k_2 \\ \vdots \\ k_n \end{bmatrix}. \tag{53}
\]

**Theorem 5.** Consider observer (46) for system (44); if we choose $\lambda > 0$, $\sigma \geq 0$, a gain matrix $K$, and a symmetric positive-definite matrix $P$ such that
\[
(A - KC)^\top P + P(A - KC) + \sigma(DP + PD) + \lambda I < 0, \tag{54}
\]
and $t \mapsto y(t)$ such that
\[
\frac{\dot{y}(t)}{y(t)} \geq -\sigma, \tag{55}
\]
\[
y(t) > \max \left( 1, \frac{2k_f \lambda_{\text{max}}(P)}{\lambda} \right), \tag{56}
\]
for all $t \geq 0$, then the estimation error converges exponentially to zero.

**Proof.** Thanks to Lemma 4, we shall prove the stability of $e$ and infer the same result for $\hat{e}$. Toward this end, let us consider the Lyapunov function $V(e) = e^\top Pe$; its time derivative along (52) is
\[
\dot{V}(e) = e^\top \left( (A - KC)^\top P + \gamma P(A - KC) - \frac{\dot{y}(t)}{y(t)}(DP + PD) \right) e \\
+ 2e^\top PT(y)^{-1}(f(x) - f(x - T(y)e)). \tag{57}
\]

The Schwarz inequality and (51) yield
\[
2e^\top PT(y)^{-1}(f(x) - f(x - T(y)e)) \leq 2k_f \lambda_{\text{max}}(P) |e|^2. \tag{58}
\]
From (54) and (55), it follows
\[
y(A - KC)^\top P + \gamma P(A - KC) - \frac{\dot{y}(t)}{y(t)}(DP + PD) < -\gamma \lambda I. \tag{59}
\]
Using (58) and (59) in (57), we obtain
\[
\dot{V}(e) \leq -\gamma \lambda |e|^2 + 2k_f \lambda_{\text{max}}(P) |e|^2, \tag{60}
\]
and hence, $\dot{V}(e)$ turns out to be a negative definite under condition (56), which completes the proof.

Let us now consider the dynamic system derived from (44) under the presence of additive disturbances:
\[
\begin{cases}
\dot{x} = Ax + f(x) + G_1 w, \\
y = Cx + G_2 w,
\end{cases} \tag{61}
\]
where $t \geq 0$, $G_1 \in \mathbb{R}^{n \times m}$, $G_2 \in \mathbb{R}^{1 \times m}$, and $w(t) \in \mathbb{R}^m$ is a measurable function of time defined on $\mathbb{R}_{\geq 0}$.

If we consider the change of coordinate $e(t) = T(y(t))^{-1} \hat{e}(t)$ under the same assumptions made on $y(t)$ in the noise-free setting, the input-to-state stability of $e(t)$ implies that of $\hat{e}(t)$ and vice versa. Since the conditions that ensure the existence of an ISS Lyapunov function are more conveniently expressed in terms of $e$ instead of $\hat{e}$, we shall prove the input-to-state stability of the error dynamics of $e$, as follows.

**Theorem 6.** Consider observer (46) for system (61); if we choose $\lambda > 0$, $\sigma \geq 0$, a gain matrix $K$, and a symmetric positive-definite matrix $P$ such that (54) is satisfied and $t \mapsto y(t)$ such that (55) and
\[
\inf_{t \geq 0} y(t) > \max \left( 1, \frac{2k_f \lambda_{\text{max}}(P)}{\lambda} \right), \tag{62}
\]
hold, then observer (46) is ISS.

**Proof.** It is straightforward to obtain
\[
\dot{\hat{e}} = y(A - KC)e - \frac{\dot{y}(t)}{y(t)} De + T(y)^{-1}(f(x) - f(x - T(y)e)) \\
+ T(y)^{-1}(G_1 - T(y)KG_2)w. \tag{63}
\]

This dynamics is ISS if it admits an ISS Lyapunov function $V(e)$ that satisfies (27) and (28) [21]. Toward this end, let $V(e) = e^\top Pe$; thus, $\alpha_\ell(r) = \lambda_{\text{min}}(P) r$ and $\alpha_\alpha(r) = \lambda_{\text{max}}(P) r$. Using the same arguments in the proof of Theorem 5, from (63), we obtain
\[ \dot{V}(e) \leq -\gamma_{\inf} \lambda |e|^2 + 2k_j \lambda_{\max}(P) |e|^2 + e^T P (T(y)^{-1} G_1 - KG_2) w, \]

where \( \gamma_{\inf} := \inf_{t \geq 0} \gamma(t) \). Since

\[
|T(y)^{-1} G_1 - KG_2| \leq |T(y)^{-1} G_1| + |KG_2| \
\leq |G_1| + |KG_2|,
\]

as \( |T(y)^{-1}| = 1/y < 1 \), it follows

\[ \dot{V}(e) \leq -\gamma_{\inf} \lambda |e|^2 + 2k_j \lambda_{\max}(P) |e|^2 + 2\lambda_{\max}(P) \big(|G_1| + |KG_2|\big) |e||w|. \]

Let \( e \in (0, 1) \), from the previous inequality, we have

\[ \dot{V}(e) \leq -\varepsilon \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big) |e|^2 + \varepsilon \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big) |e|^2 + 2\lambda_{\max}(P) \big(|G_1| + |KG_2|\big) |e||w|, \]

and thus

\[ \dot{V}(e) \leq -\varepsilon \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big) |e|^2, \quad \text{if} \ |e| \leq \frac{2\lambda_{\max}(P) \big(|G_1| + |KG_2|\big) |w|}{(1 - \varepsilon) \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big)}, \]

with the obvious definitions of

\[ \alpha_3(r) = \varepsilon \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big) r, \]
\[ \chi(r) = \frac{\big(|G_1| + |KG_2|\big)}{(1 - \varepsilon) \Big( \gamma_{\inf} \lambda - 2k_j \lambda_{\max}(P) \Big)} r. \]

Concerning the design of a high-gain observer with a given \( \mathcal{L}_2 \)-gain, it is preferable to impose the attenuation with respect to the disturbances in terms of the original estimation error \( \tilde{e} \) rather than of \( e \), as detailed in the following theorem.

**Theorem 7.** Consider observer (46) for system (61); if \( t \mapsto \gamma(t) \) is such that (55)

\[
\inf_{t \geq 0} \gamma(t) = \gamma_{\inf} > \max \left( 1, \frac{4k_j \lambda_{\max}(P) + I}{2\lambda} \right),
\]

\[ \sup_{t \geq 0} \gamma(t) = \gamma_{\sup} < \infty, \]

hold and there exist \( \lambda > 0, \sigma \geq 0, \mu > 0 \), a vector \( Y \in \mathbb{R}^n \), and a symmetric positive-definite matrix \( P \) such that

\[ A^T P + PA - C^T Y^T - YC + \sigma (DP + PD) \]
\[ + \frac{2\gamma_{\sup}^n}{\mu} P \left( G_1^2 G_1 + I \right) P \]
\[ + \frac{2\gamma_{\sup}^n}{\mu} Y \left( G_1 G_2^T G_2 + G_2 G_2^T \right) Y^T + \lambda I < 0, \]

then such an observer with gain \( K = P^{-1}Y \) exhibits an \( \mathcal{L}_2 \)-gain \( \mu \) w.r.t. \( w \).

**Proof.** Let \( V_1(\tilde{e}) = y_{\sup}^n \tilde{e}^T T(\gamma(t)^{-1} P T(\gamma(t))^{-1} \tilde{e} \).

Since \( \gamma_{\inf} \leq \gamma(t) \leq \gamma_{\sup} \) for all \( t \geq 0 \), it is easy to obtain

\[ \frac{\lambda_{\max}(P)}{\gamma_{\sup}} \tilde{e}^2 \leq V_1(\tilde{e}) \leq \frac{\lambda_{\max}(P)}{\gamma_{\inf}} \tilde{e}^2. \]

After replacing \( T(\gamma(t))^{-1} \tilde{e}(t) \) with \( e(t) \), it follows that \( V_1(\tilde{e}) = y_{\sup}^n V_2(e) \) with \( V_2(e) = e^T Pe \). Likewise, in the proof of Theorem 5, the time derivative of \( V_2 \) turns out to be upper bounded as follows:

\[ \dot{V}_2(e) \leq e^T \left( \gamma(A - K C)^T P + \gamma P (A - K C) - \frac{\dot{\gamma}}{\gamma} (DP + PD) \right) \]
\[ \cdot e + 2k_j \lambda_{\max}(P) |e|^2 + 2\varepsilon^T P (T(y)^{-1} G_1 - KG_2) w. \]

Using the well-known Young inequality, for any \( \mu > 0 \) we have

\[ 2\varepsilon^T P (T(y)^{-1} G_1 - KG_2) w = 2 \left( (T(y)^{-1} G_1 - KG_2)^T P e \right)^T w \]
\[ \leq 2y_{\sup}^n \varepsilon^T \left( PT(y)^{-1} G_1 - PK G_2 \right) \left( G_1^2 T(y)^{-1} P - G_2^2 K^T P \right) e \]
\[ + \frac{\mu^2}{2y_{\sup}^n} |w|^2 = 2y_{\sup}^n \varepsilon^T \left( PT(y)^{-1} G_1 G_1^T T(y)^{-1} P \right. \]
\[ \left. - 2PT(y)^{-1} G_1 G_2^T Y + Y G_2 G_2^T Y^T \right) e + \frac{\mu^2 y_{\sup}^n}{2} |w|^2, \]

where \( Y = PK \). Since the product of any square matrix for its transpose is positive semidefinite, we obtain

\[ \left( PT(y)^{-1} + Y G_2 G_1^T \right) \left( T(y)^{-1} P + G_1 G_2^T Y^T \right) \geq 0, \]

and hence

\[ -2PT(y)^{-1} G_1 G_2^T Y^T \leq PT(y)^{-1} T(y)^{-1} P + Y G_2 G_1^T G_2^T Y^T. \]

Since \( |T(y)^{-1}| = 1/y < 1 \) because of (70), from the previous inequality, it follows that

\[ -2PT(y)^{-1} G_1 G_2^T Y^T \leq y^2 (PP + Y G_2 G_1^T G_2^T Y^T), \]
and similarly

\[ PT(y)^{-1}G_1^T(y)^{-1}P < \gamma PG_1^T P, \quad (79) \]

\[ YG_2 G_2^T y^T < \gamma YG_2 G_2^T y^T, \quad (80) \]

hold. Using (78), (79), and (80) in the r.h.s. of the inequality (75), we obtain

\[ 2e^T P(T(y)^{-1}G_1 - KG_2)w \leq \gamma \frac{2y_{\sup}^2}{\mu^2} e^T (P(G_1^T I) + I) P \]

\[ + Y(G_2 G_1^T G_2 + G_2 G_2^T) e + \frac{\mu^2}{2y_{\sup}^2} |w|^2, \quad (81) \]

and hence

\[ \dot{V}_2(e) \leq e^T \left( \gamma (A - KC)^T P + \gamma P(A - KC) - \frac{1}{\gamma} (DP + PD) \right) \]

\[ + \gamma \frac{2y_{\sup}^2}{\mu^2} P(G_1^T I) P + \gamma \frac{2y_{\sup}^2}{\mu^2} Y(G_2 G_1^T G_1 G_2^T + G_2 G_2^T) e + 2k_{f} \lambda_{\max}(P)|e|^2 + \frac{\mu^2}{2y_{\sup}^2} |w|^2. \quad (82) \]

Thanks to (72), (82) yields

\[ \dot{V}_1(\bar{e}) \leq -\gamma \lambda_{\sup}^2 |e|^2 + 2k_{f} \lambda_{\max}(P)|e|^2 + \frac{\mu^2}{2} |w|^2, \quad (83) \]
and, using $\gamma(t) \geq \gamma_{\inf}$ under condition (70) and $|\tilde{e}| \leq |T(y)||e| \leq \gamma_{\inf}^n|e|$ because of (71),

$$\dot{V}_1(\tilde{e}) \leq -\frac{1}{2} |\tilde{e}|^2 + \frac{\mu^2}{2} |w|^2,$$

(84)

to conclude the proof.

As expected, the condition (72) for an observer to admit a given $\mathcal{D}_2$-gain is more difficult to satisfy than that required for the sole ISS property (i.e., (54)). However, such a stricter condition can be treated via LMIs. Given a choice of $\sigma \geq 0$, it is straightforward to verify that, using the Schur lemma, (72) is implied by the following condition:

$$\Phi_\sigma(P, Y, \lambda) := A^T P + PA - C^T Y - Y C + \sigma(DP + PD) + \lambda I,$$

$$\delta_1 := |G_1 G_1^T + I|,$n$$

(86)

$$\delta_2 := |G_2 G_1^T G_1 G_2^T + G_2 G_2^T|.$$

Since, in addition, we need to comply with (70), instead of (85), a convenient procedure consists in solving the LMI

$$\begin{bmatrix}
\Phi_\sigma(P, Y, \lambda) & P & Y \\
P & -\alpha_1 I & 0 \\
Y^T & 0 & -\alpha_2 I
\end{bmatrix} < 0,$$

(87)

in the unknown $P > 0, Y, \lambda > 0, \alpha_1 > 0, \alpha_2 > 0$ and choosing $\mu > 0$ and

$$\gamma_{\sup} > \max \left(1, \frac{4k_1 \lambda_{\max}(P) + 1}{2\lambda} \right),$$

(88)
such that $\mu^2 = 2 \gamma_{\text{sup}}^2 \max (\delta_1 \alpha_1, \delta_2 \alpha_2)$. Thus, a strict lower bound on $\mu$ is

$$\mu_0 = \sqrt{2 \max (\delta_1 \alpha_1, \delta_2 \alpha_2) \max \left(1, \frac{4k_1 \lambda_{\text{max}}(P) + 1}{2\lambda}\right) n}$$  \hspace{1cm} (89)$$

Theorems 6 and 7 allow to design time-varying high-gain observers depending on a value of $\gamma(t)$ that can be tuned on line. To set such adaptive observers, let us suppose to have successfully solved the LMI design conditions for some $\sigma > 0$ and chosen $\gamma_{\text{inf}}$ and $\gamma_{\text{sup}}$ such that $\gamma_{\text{sup}} > \gamma_{\text{inf}}$ and either (62) or (70) hold. Note that it can grow at an arbitrary high rate but has to decrease no faster than prescribed by (55). Clearly, an increase of $\gamma(t)$ is convenient in case of a large value of the residual $r(t) = |y(t) - C\hat{x}(t)|$, whereas it is preferable to reduce it if $r(t)$ is small. Among the possible alternatives, let us focus on the following adaptive law:

$$\dot{\gamma}(t) = \begin{cases} 
0 & \gamma(t) = \gamma_{\text{inf}} \text{ or } \gamma(t) = \gamma_{\text{sup}}, \\
-\sigma \gamma(t)^2 & \gamma(t) \in (\gamma_{\text{inf}}, \gamma_{\text{sup}}), r(t) \leq d, \\
\alpha \gamma(t) & \gamma(t) \in (\gamma_{\text{inf}}, \gamma_{\text{sup}}), r(t) > d,
\end{cases}$$  \hspace{1cm} (90)$$

where, for example, $\gamma(0) = \gamma_{\text{inf}}$; $\alpha$ and $d$ are positive scalars to be suitably chosen. The selection of $\alpha$ depends on how much we require to speed up the growth of $\gamma(t)$ in the presence of a large residual; $d$ can be updated according to the level of noise that affects the measurements.

Figure 3: Measurement, state variables, estimates, residuals, and $y(t)$ for $x(0) = (0,0,0,01)$ and $\bar{x}(0) = (1,1,1)$ in a noisy simulation with $w_1(t) = 0$ and $w_2(t)$ zero-mean uniform random noise in [-100,100].
5. Numerical Results

Let us consider the dynamics of a pendulum affected by external disturbances as follows:

$$\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -0.5 \sin (x_1) - 0.5x_2 + x_3, \\
\dot{x}_3 &= w_2, \\
y &= x_1 + w_1,
\end{align*}$$

(91)

where $x(t) \in \mathbb{R}^3$ is the vector to be estimated, $w(t) \in \mathbb{R}^2$ is the disturbance vector, and $y(t) \in \mathbb{R}$ is the measure. Thus,

$$
A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix},
$$

$$
C = [1 \ 0 \ 0],
$$

$$
G_1 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix},
$$

$$
G_2 = [1 \ 0],
$$

$$
f(x) = \begin{bmatrix} 0 \\ -0.5 \sin(x_1) - 0.5x_2 \\ 0 \end{bmatrix},
$$

(92)

and with the Lipschitz constant of $f(x)$ equal to $k_f = 0.71$. We designed the observer by solving (87) with $\sigma = 0.05$, thus obtaining $\lambda = 0.1666$, $\alpha_1 = 3.2950$, and $\alpha_2 = 3.4810$, by means of standard LMI routines. Thus, in (90) we choose $\alpha = 50$, $d = 0.1$, $\gamma_{\inf} = 20.53$ since $\max (1, (4k_f\lambda_{\max}(P) + 1)/(2\lambda)) = 20.5219$, and $\gamma_{\sup} = 80$. Figure 1 shows the results obtained in a simulation run without disturbances, whereas numerical results under the effect of noises are presented in Figures 2 and 3.

$$
K = \begin{bmatrix} 8.9661 \\ 16.5213 \\ 9.1275 \end{bmatrix},
$$

$$
P = \begin{bmatrix} 1.2192 & -0.6803 & 0.1906 \\ -0.6803 & 0.7829 & -0.6874 \\ 0.1906 & -0.6874 & 1.0244 \end{bmatrix}.
$$

(93)

6. Conclusions

We have addressed the problem of state reconstruction for dynamic systems by using a HJ approach. The construction of observers and filters based on the solution of the HJ equations is not easy to apply owing to the additional assumptions required to get the structure of the estimator and the need to find the analytical solution of such equations. These difficulties have motivated the adoption of a different paradigm based on the satisfaction of HJ inequalities. The interest for this method is the possibility to ensure the input-to-state stability of the estimation error, i.e., to construct ISS estimators. We have successfully faced such a problem by dealing with estimation for a class of nonlinear systems by using adaptive high-gain observers. The current work is with regard to the extension of the proposed approach to a wider class of nonlinear systems and the investigation of input-to-state stability of the estimation error for observers having a saturated innovation function [33].
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