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Abstract—We formulate a nonlinear optimal control problem for intra-day operation of a natural gas pipeline network that includes storage reservoirs. The dynamics of compressible gas flow through pipes, compressors, reservoirs, and wells are considered. In particular, a reservoir is modeled as a rigid, hollow container that stores gas under isothermal conditions and uniform density, and a well is modeled as a vertical pipe. For each pipe, flow dynamics are described by a coupled partial differential equation (PDE) system in density and mass flux variables, with momentum dissipation modeled using the Darcy-Wiesbach friction approximation. Compressors are modeled as scaling up the pressure of gas between inlet and outlet. The governing equations for all network components are spatially discretized and assembled into a nonlinear differential-algebraic equation (DAE) system, which synthesizes above-ground pipeline and subsurface reservoir dynamics into a single reduced-order model. We seek to maximize an objective function that quantifies economic profit and network efficiency subject to the flow equations and inequalities that represent operating limitations. The problem is solved using a primal-dual interior point solver and the solutions are validated in computational experiments and simulations on several pipeline test networks to demonstrate the effectiveness of the proposed methodology.
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I. INTRODUCTION

Growth in natural gas usage worldwide is driven by increasing natural gas-fired electricity generation and lower natural gas prices. In the United States, natural gas consumption reached a record high of 85 billion cubic feet per day in 2019 [1]. Furthermore, data from the U.S. Energy Information Administration indicates that natural gas accounts for the largest share of the generation fuel mix since surpassing coal on an annual basis in 2016 [2]. This increase presents several new challenges in gas pipeline system management.

First, new natural gas-fired plants are used to provide base load in power grid operations, and are also used to respond quickly to balance out fluctuations in electricity production by uncontrollable renewable sources [3], [4]. Pipeline loads are therefore subject to decision making for power grid operations, which has resulted in increasing and also more variable gas consumption, in contrast to historical daily consumption profiles that were steadier and more predictable. It is of growing interest to move beyond the traditional use of steady-state flow capacity models for managing daily gas pipeline markets and operations to more effectively utilize pipeline capacity given time-varying consumption of natural gas, by modeling the pipeline flows under transient conditions. Thus, developing models for natural gas storage facilities and incorporating them into the day-to-day operational problem is critical to enable pipeline management that is responsive to fluctuations caused by uncontrollable renewable sources of energy across all seasons and conditions. An interested reader is referred to [5] for a framework that describes how to handle uncertainty in a joint gas-electric grid.

The second challenge stems from the fact that weather is the primary driver of annual and seasonal fluctuations in natural gas consumption. During the winter season, U.S. natural gas consumption levels are at their highest because natural gas is the predominant fuel for residential and commercial heating. Accordingly, some pipeline systems are designed to include underground storage facilities, which are typically depleted petroleum reservoirs, that are necessary for these systems to function as intended. Natural gas is injected into such facilities during the summer months, when supply is in excess of demand, and withdrawn from storage in the winter months when peak gas consumption exceeds the gas that can be transported into the system as flowing supply. However, the nuanced relation between pressure gradients and flows in pipeline systems often preclude storage facilities and flowing supplies from being utilized at maximal capacities simultaneously. Both of the above challenges can be addressed by joint optimal control of gas pipeline flows together with the supporting storage facilities.

The modeling of transient flow of natural gas through pipeline systems is a developed field, and was considered recently in the contexts of optimal control as well as state and parameter estimation [6]–[10]. In these studies, transient gas pipeline flow is modeled using simplifications of the one-dimensional Euler equations for compressible fluid flow [11], which is a system of coupled partial differential equations (PDEs). That work was done in light of seminal and contemporary studies on the significance of the various terms in the Euler equations under the physical regime of normal pipeline flow [12], [13]. Direct simulation of transient flow PDEs in pipelines on a scale of thousands of kilometers is computationally challenging, and hence developing reduced-order ordinary differential equation (ODE) or differential algebraic equation (DAE) models for these systems is an active area of research [14]. Recent studies developed a reduced order DAE model for networks of horizontal pipes [15], and the extension to optimal control of intraday operations by gas compressors [16]. Since
then, similar models have been applied for joint power market optimization and pipeline management [5], [17], state and parameter estimation [7], [8], and intra-day congestion pricing in gas pipeline systems [10].

Previous studies have sought to apply linearization to the gas flow PDEs about the steady-state mass flow rates and pressures, in order to obtain linear state space models for gas pipeline dynamics [18], [19]. The motivation was to apply traditional techniques for state estimation and control that are available for linear systems. However, as noted above, the emerging influence of gas-fired power generation causes a wide range of transient phenomena in which flows throughout the supplying pipeline networks deviate substantially from the behavior approximated by steady-state models. Moreover, the approaches are generally not tested for computational scalability, and the only components for which reduced order models have been built include horizontal pipes and compressors. To the best of our knowledge, there are no published studies that include physics-based spatio-temporal models of underground gas storage facilities into the operational transient pipeline optimization problem.

Natural gas storage facilities have been included into the pipeline operational optimization problem in the form of simple models of storage as a source or a sink with capacity limits [20], i.e., gas can be withdrawn from or injected into the storage at any rate as long as it is within its capacity limits. Such models don’t resolve the complex spatio-temporal physics of large subsurface formations, such as depleted petroleum reservoirs, that are typically exploited by these facilities. On the other hand, there are studies that model subsurface physics of single reservoirs at high fidelity [21], [22]. The latter studies examine the complex interactions between the reservoir and the process of injecting and withdrawing gas from it. The complexity of these models makes their direct adaptation into the intra-day operational problem for pipeline management intractable. Thus, models for storage are either simplistic [20], treating the storage as a source term with specified output and thus completely neglecting the physics, or are too complicated to be useful in the present setting. Therefore, there is a compelling need to develop reduced order models for a larger set of components in gas pipeline systems that model the transient dynamics in a way that is amenable to integration with the associated optimal control problems.

In this study, we develop reduced order DAE models for all the components in a natural gas pipeline network including models for rectilinear, non-horizontal pipes and storage facilities. With regards to storage facilities, there are predominantly three types: depleted oil and gas reservoirs, salt caverns, and aquifers, with each type having its own advantages and disadvantages. Around 78% of the storage facilities in the US are depleted oil and gas reservoirs [23], and thus we focus on developing a reduced-order model for this type of storage only. We provide a brief review of underground gas storage modeling and recent studies on optimization and control of reduced-order models of such systems later when we present the storage models in Sec. II-E. The DAE model for a rectilinear, non-horizontal pipe is another novel modeling component of this paper, i.e., we generalize the available reduced-order models for horizontal pipes [7]. This generalized model is put to effective use in characterizing the physics of the injection and withdrawal wells used in the storage facility. The physical models of each component in the pipeline system are then put together and a nonlinear optimal control problem for performing day-to-day operations is formulated for a general gas pipeline network. The objective function of the optimal control problem is chosen to represent both economic and operational factors. The formulation is then solved to local optimality using standard gradient descent techniques. The efficacy of the formulations and algorithms are demonstrated using extensive simulation and computational experiments on a 6-junction test network and a model based on an actual pipeline network in the United States.

The rest of the paper is organized as follows: In Section II, we describe the newly developed reduced order model for gas storage facilities, and its synthesis with gas pipeline system models. Section III describes the optimal control problem of flow scheduling over a pipeline system with underground storage. The developed problem formulation is applied to several test systems in a computational study described in Section IV, and we conclude in Section V.

II. Modeling

Here we extend the previously developed gas pipeline models used for transient optimization [6], [7] to include subsurface storage facilities and non-horizontal pipes.

A. Gas Pipeline Dynamics

The flow of compressible natural gas within a pipeline under isothermal conditions is described by specifying equations that govern i) the evolution of field quantities that represent the pressure $p(x, t)$ (or the density $\rho(x, t)$) and the velocity $v(x, t)$ of the gas as a function of time $t \in [0, T]$ and the spatial location $x \in [0, L]$ within the pipeline, and ii) the equation of state that relates pressure and density through the compressibility of the gas. We fix an origin at one end of the pipe and designate the direction along the pipe to be the positive coordinate axis, so that the velocity is also assumed to be directed along it. With this convention, we designate the mass flux $\varphi := \rho v$ (units $\text{kg m}^{-2} \text{s}^{-1}$), and the mass flow at a location as $f := \varphi A$ (units $\text{kg s}^{-1}$), where $A$ is the cross-sectional area available to the flow. The evolution of flow in a rectilinear pipeline is described by the system of one-dimensional Euler equations [24]

$$
\partial_t \rho + \partial_x \varphi = 0, \quad (1a)
$$

$$
\partial_t \varphi + \partial_x (\rho \varphi^2) = -\partial_x p + \rho g_{\parallel} - \frac{\lambda}{2D} \left| \varphi \right|, \quad (1b)
$$

where the quantities $\lambda > 0$, $D > 0$, $g_{\parallel}$ are respectively the Darcy-Weisbach friction factor, the diameter of the pipeline, and the component of the acceleration due to gravity along the coordinate axis. Note that the value of $g_{\parallel}$ is determined by the orientation of the pipeline; for a pipe aligned at an angle $0 \leq \theta \leq \pi/2$ with the horizontal, we have $g_{\parallel} = \pm g \sin \theta$, with the the sign determined by the choice of coordinate direction.
Equations (1a) and (1b) represent the balance of mass and momentum respectively, in the regime when the changes in the boundary conditions are sufficiently slow so as to not form waves or shocks [24]. We direct the reader to a seminal work to justify the use of these equations for large-scale gas pipeline flows in the normal operating regime [12], and a recent study on the friction-dominated approximation [13]. We also assume that the density and pressure are related by the equation of state

\[ p = ZRT \rho = a^2 \rho, \]

where \( Z, R, T, \) and \( a \) represent the gas compressibility factor, universal gas constant, (constant) temperature, and the (wave) speed of sound, respectively. While one could assume more complex, nonlinear relationships between the pressure and speed of sound, respectively. While one could assume more complex, nonlinear relationships between the pressure and density, those are beyond the scope of the current work, as are the incorporation of other effects caused by temperature, natural gas composition, and more realistic equation of state models [25], [26].

In Eq. (1b), the term \( \partial_t \varphi \) is known to be much smaller than \( \partial_x (p \nu^2) + \partial_x p \), and the ratio of \( \partial_x p \) and \( \partial_t \varphi \) is typically on the order of \( 1 : 10^{-3} \) [12]. Furthermore, the flow velocities are much smaller than the speed of sound, i.e., \( v \ll a \). Hence, we may omit the terms \( \partial_t \varphi, \partial_x (p \nu^2) \) from the equation. With these observations, the governing equations (1) simplify to

\[
\begin{align*}
\partial_t \rho + \partial_x \varphi &= 0, \\
\partial_x p &= \rho g || - \frac{\lambda}{2D} \frac{\partial \varphi}{\partial x} \\
p &= a^2 \rho.
\end{align*}
\]

There are many studies in the literature that validate and verify the use of Eq. (3b) in place of Eq. (1b). An interested reader is referred to [6], [7], [12], [27], [28] for these studies. Hence, throughout the rest of the article, gas flow dynamics are much smaller than the speed of sound, i.e., \( v \ll a \). Hence, we may omit the terms \( \partial_t \varphi, \partial_x (p \nu^2) \) from the equation. With these observations, the governing equations (1) simplify to

\[
\begin{align*}
\partial_t \rho + \partial_x \varphi &= 0, \\
\partial_x p &= \rho g || - \frac{\lambda}{2D} \frac{\partial \varphi}{\partial x} \\
p &= a^2 \rho.
\end{align*}
\]

For the sake of readability, we henceforth omit the hat symbols from the non-dimensionalized system of equations and write

\[ \partial_x \varphi + \partial_t \rho = 0 \quad \text{and} \quad \partial_x p^2 = \frac{2\ell g ||}{a^2 \rho^2} - \frac{\lambda \ell}{D} \varphi. \]

### B. Gas Pipeline Network - Notations

A gas transmission pipeline network may be modelled as a graph that consists of pipes and compressors (edges) interconnected at junctions (nodes) where gas can be injected into the system (intake points), withdrawn from the system (off-take points), or interact with storage facilities. The operational state of a storage facility enables gas to be injected or withdrawn from the facility, and this is determined based on seasonal needs. We designate the gas transmission pipeline network as a connected directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{P} \cup \mathcal{C}) \) where \( \mathcal{V} \) represents the set of junctions in the pipeline network and the sets \( \mathcal{P} \) and \( \mathcal{C} \) represent the respective set of horizontal pipelines and the set of compressors that connect two junctions. It is reasonable to assume that the values of gas density at pipeline junctions are known at all times, thus each junction \( i \in \mathcal{V} \) is associated with a time-varying density variable \( \rho_i(t) \). Also associated with each junction \( i \in \mathcal{V} \) are three sets \( \mathcal{R}_i, \mathcal{D}_i, \) and \( \mathcal{S}_i \), which denote the set of intake points, the set of off-take points, and the set of storage units attached to the junction \( i \). We set \( \mathcal{R} = \bigcup \mathcal{R}_i, \mathcal{D} = \bigcup \mathcal{D}_i, \) and \( \mathcal{S} = \bigcup \mathcal{S}_i \).

Each pipeline \((i, j) \in \mathcal{P} \) that connects two junctions \( i \) and \( j \) is associated with four parameters \( L_{ij}, D_{ij}, \lambda_{ij}, \) and \( \theta_{ij} \) that denote the pipe’s length, diameter, friction factor, and orientation angle respectively. For an individual pipe, it is conceivable that mass flux measurements are available at its two ends, say \( \phi_{ij}^+ \) and \( \phi_{ij}^- \). Based on these two measurements, one may define two quantities for each pipe \((i, j) \in \mathcal{P}, \)

\[
\phi_{ij}^+(t) = \frac{\phi_{ij}^+(t) + \phi_{ij}^-(t)}{2}, \quad \phi_{ij}^-(t) = \frac{\phi_{ij}^+(t) - \phi_{ij}^-(t)}{2},
\]

which will be convenient for later use.

We let \( \rho_{ij}(x, t) \) and \( \phi_{ij}(x, t) \) denote the density and mass flux throughout the pipeline. As described earlier in the context of Eq. (1), for each pipeline \((i, j) \), we choose the coordinate direction \( i \rightarrow j \), and the sign of the mass flux \( \phi_{ij}(x, t) \) then indicates whether flow is along or against the assumed direction. It naturally follows that

\[
\begin{align*}
\rho_{ij}(0, t) &= \rho_i(t), \quad \rho_{ij}(L_{ij}, t) = \rho_j(t), \\
\phi_{ij}(0, t) &= \phi_{ij}^+(t) = \phi_{ij}^+(t) - \phi_{ij}^-(t), \quad \text{and} \quad \phi_{ij}(L_{ij}, t) = \phi_{ij}^- = \phi_{ij}^+(t) + \phi_{ij}^-(t).
\end{align*}
\]

As gas flows through a long pipeline, the friction in the pipeline causes pressure to gradually decrease along the direction of flow. Hence, the network consists of compressors at regular intervals of pipeline length that boost the line pressure to meet the minimum pressure requirements for delivery of gas. These compressors are controllable actuators that connect two junctions; furthermore, we assume a compressor’s length is negligible since the size of a compressor is small relative to the length of a pipeline. Hence, the flow through a compressor \((i, j) \in \mathcal{C} \) that connects junction \( i \) to \( j \) is modeled as a
multiplicative increase in density of the gas as it flows from junction \(i\) to junction \(j\), i.e., \(\rho_j(t) = \alpha_{ij}(t) \cdot \rho_i(t)\). Here, \(\alpha_{ij}(t)\) represents the time-dependent compression ratio between the suction density, \(\rho_i(t)\), and discharge density, \(\rho_j(t)\).

In the subsequent sections, we derive a reduced-order model that includes each of the above network components based on the system of equations (6). We first start by deriving such a model for short segments of rectilinear pipes, leveraging previous work [7, 15, 16].

### C. Rectilinear Pipe

Rectilinear pipes in the gas transmission network are used to transport gas from one location to another. To derive a reduced-order model for a single pipe in the transmission network that connects two junctions, we first observe that for a sufficiently small length of the pipeline segment, the relative density and mass flux difference between the neighboring junctions is small at all times, i.e., for a small enough pipeline \((i,j)\) of length \(L_{ij} \leq \Delta\), we have

\[
\left| \frac{\rho_j(t) - \rho_i(t)}{\rho_j(t) + \rho_i(t)} \right| \ll 1, \quad \left| \frac{\varphi_{ij}^-(t)}{\varphi_{ij}^+(t)} \right| \ll 1, \quad \forall t \in [0,T].
\]

Hence, without loss of generality, we assume that any pipeline in the transmission system is of length at most \(\Delta\) units (if the pipe is actually longer than \(\Delta\), we segment the pipe into a set of sub-pipes by adding junctions such that each sub-pipe has length at most \(\Delta\)).

Hence, the system of equations that govern the flow of natural gas in the pipe is given by

\[
\begin{align*}
\partial_x \varphi_{ij} + \partial_t \rho_{ij} &= 0, \\
\partial_x \rho_{ij}^2 - \frac{2\ell g_L}{a^2} \rho_{ij} &= \frac{\lambda_{ij} \ell}{D_{ij}} \partial_x \varphi_{ij} |\varphi_{ij}|.
\end{align*}
\]

To build a reduced-order model, we first integrate the conservation equations in Eq. (10) along the length coordinate:

\[
\begin{align*}
\int_0^{L_{ij}} \left( \partial_x \varphi_{ij} + \partial_t \rho_{ij} \right) dx &= 0, \\
\int_0^{L_{ij}} \left( \partial_x \rho_{ij}^2 - \frac{2\ell g_L}{a^2} \rho_{ij} \right) dx &= \frac{\lambda_{ij} \ell}{D_{ij}} \int_0^{L_{ij}} \varphi_{ij} |\varphi_{ij}| dx.
\end{align*}
\]

Wherever possible, we integrate in closed form, else we use the mid-point rule of integration, the fundamental theorem of calculus, and averaging to evaluate the integrals in terms of the lumped quantities \(\rho_i(t), \rho_j(t), \varphi_{ij}^+(t), \) and \(\varphi_{ij}^-(t)\) to reduce the system of equations (11) to

\[
\begin{align*}
L_{ij} \cdot (\dot{\rho}_j(t) + \dot{\rho}_i(t)) &= -4 \cdot \varphi_{ij}^-(t), \\
\varepsilon^\beta \rho_j(t) - \rho_i(t) &= -\frac{\lambda_{ij} L_{ij}}{D_{ij}} \left( \frac{\varepsilon^\beta - 1}{\beta} \right) \cdot \varphi_{ij}^+(t) |\varphi_{ij}^+(t)|,
\end{align*}
\]

where \(\beta \equiv -2\ell g_L / \lambda_{ij} \cdot a^2\), and the dot over a quantity denotes the time derivative. The system of equations (12) is the reduced-order ordinary differential equation (ODE) model for any pipe \((i,j) \in \mathcal{P}\) in the network with length at most \(\Delta\) units. For a horizontal pipeline, we have \(g_L = 0\), so that the limit \(\beta \to 0\) in Eq. (12) yields

\[
\begin{align*}
L_{ij} \cdot (\dot{\rho}_j(t) + \dot{\rho}_i(t)) &= -4 \cdot \varphi_{ij}^-(t), \\
\rho_j(t) - \rho_i(t) &= -\frac{\lambda_{ij} L_{ij}}{D_{ij}} \cdot \varphi_{ij}^+(t) |\varphi_{ij}^+(t)|.
\end{align*}
\]

In the computational implementations, each pipe is discretized along its axial direction. The differential equation models for rectilinear pipes in Eq. (12) are valid for a small enough pipeline \((i,j)\) with length \(L_{ij} \leq \Delta\) as in Eq. (9). The pipelines are modeled as one-dimensional objects and the meshing is applied as a partitioning of the axial dimension of each pipeline into segments (see Fig. 1). This is a standard discretization approach in pipeline simulation [24]. Empirical studies that examine discretization lengths required for acceptable accuracy for pipeline flow modeling have been done previously. In particular, in [15] the authors found that 10 km, i.e., \(\Delta = 10\) km is a sufficiently fine discretization for a pipeline of arbitrary length. Furthermore, point wise convergence for such a discretization scheme to the conservation equations in in Eq. (10) has been proven in previous work [16].

![Fig. 1. Illustration of the spatial discretization scheme for a rectilinear pipe.](image)

### D. Compressor

Each compressor \((i,j) \in \mathcal{C}\) that connects junctions \(i\) and \(j\) is modeled as a device that performs a time-dependent multiplicative increase of density from junction \(i\) to junction \(j\). Thus the convention for flow direction through a compressor is not arbitrary, but part of the definition of the device. The multiplicative factor between the outlet pressure and inlet pressure, called the compression ratio, is denoted by \(\alpha_{ij}(t) \geq 1\).

Also, we let \(f_{ij}(t)\) denote the mass flow rate through a compressor that is assumed to be constant throughout the length of the compressor; when \(f_{ij}(t)\) is positive (negative), then the gas flows from \(i\) to \(j\) (\(j\) to \(i\)). Given these possibilities, compressors can be of two predominant types: (i) compressor \((i,j)\) that allows flow in only one direction and boosts density \((i \rightarrow j)\), i.e., \(f_{ij}(t) \geq 0\) and (ii) compressor \((i,j)\) that allows bi-directional flow but boosts density in one direction \((i \rightarrow j)\) only, i.e., \(f_{ij}\) can be either positive or negative. For the compressor \((i,j) \in \mathcal{C}\) that allows flow in one direction only, the model is:

\[
\rho_j(t) = \alpha_{ij}(t) \cdot \rho_i(t) \quad \text{and} \quad f_{ij}(t) = 0.
\]
For the compressor \((i, j) \in C\) that allows uncompressed reverse flow, the model is:
\[
\rho_j(t) = \alpha_{ij}(t) \cdot \rho_i(t) \quad \text{and} \quad f_{ij}(t) \cdot (1 - \alpha_{ij}(t)) \leq 0. \tag{15}
\]
In Eq. (15), when \(f_{ij}(t) < 0\), then flow is from junction \(j\) to \(i\); in this case, the constraints in Eq. (15) enforce \(\alpha_{ij}(t) = 1\), i.e., gas is not compressed when flow is in the reverse direction.

We assume that the gas compression process is adiabatic, i.e., no heat transfer occurs between the gas and the surroundings. On this basis, the work done by a compressor \((i, j) \in C\) in compressing 1 kg of natural gas is given by
\[
W_{ij}(t) = \left(\frac{\gamma \cdot T}{\gamma - 1}\right) \left(\frac{286.76}{G}\right) (\alpha_{ij}(t)^m - 1) \quad \text{J kg}^{-1} \tag{16}
\]
where, \(T\) is the temperature at which the gas is compressed, \(G\) is gas gravity (dimensionless), and \(\gamma\) is the ratio of specific heats of natural gas, and \(m = (\gamma - 1)/\gamma\) \cite{25}. Given Eq. (16), the power consumed by the compressor \((i, j) \in C\) to compress \(f_{ij}(t)\) units of flow in kg s\(^{-1}\) at a ratio \(\alpha_{ij}(t)\) is given by \(W_{ij}(t) \cdot f_{ij}(t)\) or \(W_{ij}(t) \cdot f_{ij}(t) \cdot \varphi_0\), when \(f_{ij}(t)\) is non-dimensionalized by nominal mass flux and unit area, i.e., by \(\varphi_0 \cdot 1 \cdot 1\).

### E. Storage Facility

A natural gas storage facility typically consists of several components such as: i) underground reservoirs, ii) injection and withdrawal wells, iii) compressors and regulators, iv) gathering systems, v) dehydrators, vi) metering facilities, etc. For planning midstream pipeline operations, one is interested in the amount of gas that can be stored, and the rate at which the gas can either be injected into or withdrawn from the storage. Hence the components of a storage facility that we model are: i) reservoir (where gas is stored); ii) wells (used to inject or withdraw gas from the reservoir), and iii) a compressor and a regulator station (to control the pressure at the well head).

The amount of gas that can be stored in a reservoir depends primarily on the volume of the reservoir, but it is also affected by other physical phenomena, such as the deformability of the boundary walls, or physical/chemical absorption. Similarly, the rate at which gas can be withdrawn from or injected into the reservoir depends on several factors such as the pressure gradient across the well and the reservoir, friction along the wells, permeability of the reservoir to gas, viscosity of gas, etc. However, given the context of this article, a high-fidelity model accounting for all these factors is not viable for the following two reasons: i) lack of readily available data on reservoir characteristics, and ii) the computational intractability of the transient optimization problems that would result from a complicated model. Hence, in this article, we consider a simplified model for the reservoir and the storage as a whole that does not compromise significantly on the physics, yet is tractable for computational optimal control.

For a comprehensive review of the modeling, analysis, and engineering of underground gas storage facilities that has been used for the design, implementation, and operation of these sites in the 20th century, we refer the reader to the authoritative work of Orin Flanigan \cite{29}. These practical approaches were developed before the widespread use in the oil and gas industry of complex methods such as machine learning and multi-phase flow modeling, and almost all current subsurface gas storage facilities were built with and are operated based on simple engineering models that rely on empirically derived relationships. More recent scientific studies have sought to develop reduced-order models and apply optimization and optimal control to complex subsurface structures \cite{30, 31}. In general, advanced problems such as optimal control are very challenging to tackle using sophisticated full-physics simulation models because they require many parameters, and are difficult to express in ways that are amenable to optimization solvers. Therefore, we use the historically proven approach of simplified modeling in order to make a first step in integrating subsurface storage models into transient optimization of pipeline systems, expecting that future studies will integrate more advanced models and validation case studies.
denoted by \( V'_s \): ii) the gas is distributed homogeneously within the reservoir with a time-varying density denoted by \( \rho'_s(t) \) that increases (decreases) as gas is injected into (withdrawn from) the reservoir; and iii) the injection/withdrawal processes cause negligible temperature changes, so that the gas is stored at constant temperature.

The junctions at the top and the bottom of the well are referred to as the well-head and the bottom-hole, respectively. The well, being a vertical pipe, has a diameter, length, and friction-factor parameter associated with it and gas flows through the well due to the net effect of gravity and the pressure gradient driving the flow. Each well is discretized into a finite number of sub-pipes such that each sub-pipe is of length at most \( \Delta \) units. For all sub-pipes in the well, we assume that the coordinate axis is vertically downward. Given these assumptions, the governing equations for any sub-pipe in the well \((i, j)\), are given by Eq. (12) with \( g_\parallel = g \), i.e.,

\[
\beta = \frac{2gL_\parallel}{\alpha^2}.
\]

The amount of gas injected into or withdrawn at the bottom-hole and well-head is denoted by \( f_{\text{wh}}^b(t) \) and \( f_{\text{wh}}(t) \), respectively. With our established convention, \( f_{\text{wh}}^b(t) > 0 \) and \( f_{\text{wh}}(t) > 0 \) when gas is being injected into the reservoir and negative otherwise. The density at the bottom-hole is assumed to be the same as the density of gas in the reservoir, \( \rho'_s(t) \).

Then, the following equation governs the change in reservoir density as a function of the injection or withdrawal:

\[
V'_s \cdot \rho'_s(t) = f_{\text{wh}}^b(t). \tag{17}
\]

The Eq. (17) is in non-dimensional form when the non-dimensional constant for volume is given by \( V_0 = \ell \cdot 1 \cdot 1 \).

To maintain minimum density required for withdrawal, a certain amount of gas must always be present in the reservoir. This gas is referred to as base gas and is not allowed to be withdrawn. Similarly, to maintain the integrity of the reservoir, the maximum amount of gas that can be stored is also restricted. If \( m_{\text{min}}^s \) and \( m_{\text{max}}^s \) are the minimum and maximum amounts of gas that can be stored in the reservoir of storage \( s \in S \), then the mass in the reservoir at time \( t \) must satisfy the following non-dimensional inequality constraint:

\[
m_{\text{min}}^s \leq \rho'_s(t) \cdot V'_s \leq m_{\text{max}}^s. \tag{18}
\]

Here, the non-dimensional constant for mass \( m_0 = \rho_0 \cdot V_0 \).

2) Compressor and Regulator Station: Often, the well-head pressure required to obtain a specified amount of gas flow rate is beyond acceptable pressure levels at the junction to which the well is connected (junction \( i \in N \) in Fig. 2). Therefore, there is a need to either increase or decrease the well-head pressure during injection and withdrawal phases, respectively. In practice, this is achieved through separate compressor stations and density-reduction (regulator) stations. For ease of modeling, we combined these two components into a single component that can perform both compression or density-reduction. This is achieved by introducing a multiplicative factor, \( \alpha_s(t) \) that relates the density at the well-head (\( \rho_{wh}^s(t) \)) with the density \( \rho_i(t) \) at the junction to which the storage is attached to, according to the following relation

\[
\rho_i(t) = \alpha_s(t) \cdot \rho_{wh}^s(t), \tag{19a}
\]

where, \( \alpha_{s_{\text{max}}} > 1 \) is the maximum compression that can be achieved at the compressor station. The maximum density-reduction that is achieved is given by \( 1 / \alpha_{s_{\text{max}}} \). The flow through the compressor and regulator station is given by \( f_{\text{wh}}^s(t) \), which is also equal to the flow coming out of the junction \( i \), i.e., \( f_s(t) \).

\[\]

F. Gas Intake and Off-take Points

We now define the variables that are associated with the gas intake and off-take points, which are located at junctions and at which gas is injected into and/or withdrawn from the pipeline system. A flow variable \( f_r(t) > 0 \) \((f_d(t) > 0)\) is associated with each intake (off-take) point \( r \in R \) \((d \in D)\), and represents the amount of gas that can be injected into (withdrawn from) the pipeline system. The only constraint on these flows are the injection and withdrawal limits given by \( f_{\text{max}}(t) \) and \( f_{\text{max}}^d(t) \), respectively.

Having outlined the governing equations for each component in a pipeline network, in the next section we synthesize them within an optimal control problem.

III. NONLINEAR OPTIMAL CONTROL PROBLEM

To formulate the nonlinear optimal control problem for flow scheduling on a gas pipeline network with storage, we first introduce a few definitions. Recall that for the construction of the reduced-order model, we discretize long pipes into sub-pipes of maximum length \( \Delta \). Thus, the pipeline network is represented as a directed graph \( G = (V, E) \) with a length \( L_{ij} \) associated with each edge \((i, j) \in E \) such that \( L_{ij} \leq \Delta \). Here, \( V \) is the set of junctions in the pipeline network, and the set of pipelines \( P \) and compressors \( C \) that connect two junctions comprise \( E \). We assume that all pipelines in \( P \) are horizontal.

We now append a set \( V^s \) that includes junctions comprising each well of each storage unit to the original set of junctions in \( V \). Similarly the set of pipes and compressors in \( P \) and \( C \) is appended with the sets of wells \( V' \), one for each storage, and the set of compressor and regulator stations \( C^s \). The augmented gas pipeline network is \( \overline{G} = (V \cup V^s \cup P \cup C \cup W \cup C^s) \), and the optimal control problem is formulated for \( \overline{G} \) subsequently.

A. Decision Variables

The decision variables to be optimized are as follows:

\[
\forall i \in V \cup V^s : \quad \rho_i(t) \tag{20a}
\]

\[
\forall (i, j) \in P \cup W : \quad \varphi_{ij}^r(t), \varphi_{ij}^w(t), \varphi_{ij}^{\text{in}}(t), \varphi_{ij}^{\text{out}}(t) \tag{20b}
\]

\[
\forall (i, j) \in C : \quad \alpha_{ij}(t), f_{ij}(t), W_{ij}(t) \tag{20c}
\]

\[
\forall r \in R : \quad f_r(t) \tag{20d}
\]

\[
\forall d \in D : \quad f_d(t) \tag{20f}
\]

\[
\forall s \in S : \quad \rho'_s(t), f_{wh}^b(t), f_{wh}^s(t), f_s(t) \tag{20g}
\]

The variables listed in Eq. (20a) - Eq. (20b) include density variables for each junction in (20a) and flux variables associated for each pipe in the network in (20b). The variables associated with a compressor, i.e., the multiplicative boost,
the mass flow, and the work done in compression of 1 kg of gas are listed in Eq. (20c). Finally, Eq. (20d) lists the variables associated with a compressor and regulator station at a storage, while Eq. (20e) – (20g) enumerate the variables used for gas intake points, off-take points, and storage respectively.

B. Constraints

We classify the constraints of the problem into i) operational constraints and ii) component physics constraints. The operational constraints are given by

\begin{align}
∀i & \in \hat{V} \subset V : \quad \rho_i(t) \text{ is specified} \tag{21a} \\
∀i & \in V : \quad \rho^\min \leq \rho_i(t) \leq \rho^\max \tag{21b} \\
∀i & \in V^s : \quad \rho^\max \leq \rho_i(t) \leq \rho^\max \tag{21c} \\
∀(i, j) & \in \mathcal{P} : \quad -\varphi^\max \leq \varphi_{ij}^\text{in}(t), \varphi_{ij}^\text{out}(t) \leq \varphi^\max \tag{21d} \\
∀(i, j) & \in \mathcal{C} : \quad -f_{ij}^\max \leq f_{ij}(t) \leq f_{ij}^\max \tag{21e} \\
∀(i, j) & \in \mathcal{C} : \quad 1 \leq \alpha_{ij}(t) \leq \alpha^\max \tag{21f} \\
∀(i, j) & \in \mathcal{C} : \quad W_{ij}(t) \cdot f_{ij}(t) \cdot \varphi_0 \leq P^\max \tag{21g} \\
∀r & \in \mathcal{R} : \quad 0 \leq f_r(t) \leq f^\max_r(t) \tag{21h} \\
∀d & \in \mathcal{D} : \quad 0 \leq f_d(t) \leq f^\max_d(t) \tag{21i} \\
∀s & \in \mathcal{S} : \quad m^\min_s \leq \rho_s^\text{in}(t) \cdot V_s^r \leq m^\max_s \tag{21j} \\
∀s & \in \mathcal{S} : \quad -f^\max_s \leq f_s(t) \leq f^\max_s \tag{21k} \\
∀(i, j) & \in \mathcal{C}^s : \quad \frac{1}{2} \alpha^\max_s \leq \alpha_s(t) \leq \alpha^\max_s \tag{21l}
\end{align}

The first constraint in Eq. (21a) fixes the density at certain nodes in the system that are referred to as slack nodes, which model intake locations where densities are fixed externally. For the remaining inequality constraints, the bound values are specified as a part of the input data along with the gas pipeline network model. The constraints (21b) and (21c) delimit densities at pipeline junctions and well junctions, respectively. The constraints (21d) and (21e) delimit flows through pipes (at endpoints) and through compressor stations. Constraints (21f) and (21g) limit the density boost ratio and applied power for the compressors, where \(P^\max\) denotes the maximum compressor operating power. The constraints (21h) and (21i) limit the nodal receipts and deliveries of gas throughout the pipeline network, where the constraint bounds \(f^\max_r(t)\) and \(f^\max_d(t)\) are defined by the time-dependent receipt and delivery nominations provided by users of the pipeline network. Finally, the constraints (21j), (21k), and (21l) delimit the quantity of gas in storage, as well as the operating range of flow rate and wellhead compression ratio for injection or withdrawal actions.

The physics constraints divide naturally into three groups: boundary conditions, nodal balance constraints (balance of mass at junctions), and local edge constraints (governing equations for pipes, wells or compressors), and we shall outline each of them in turn.

**Endpoint conditions:** In this study, we use a time horizon of \(T = 24\) hours for the optimal control problem. Gas pipeline operators require that the system, starting at \(t = 0\), return to a nominal state at \(t = 24\) such that the line-pack (the total mass of gas) values within local subsystems of the pipeline are restored. In our implementation, this requirement is met by enforcing time-periodic boundary conditions on a subset of state variables. Specifically, time-periodicity is enforced on the variables \(\rho_i(t)\) in Eq. (20a), \(\varphi_{ij}^\text{in}(t)\) and \(\varphi_{ij}^\text{out}(t)\) in Eq. (20b), and \(f_{ij}(t)\) in Eq. (20c) by constraining these functions to take the same value at \(t = 0\) and \(T = 24\) hours, according to

\[
\rho_i(0) = \rho_i(T), \quad \varphi_{ij}^\text{in}(0) = \varphi_{ij}^\text{in}(T), \quad f_{ij}(0) = f_{ij}(T). \tag{22}
\]

Because of their mutual relationship, all variables in Eq. (20b) and Eq. (20c) will satisfy the same periodicity condition.

**Local edge constraints:** The governing equations of node connecting edge components have been discussed above individually. The dynamic (physics) constraints for pipes, wells, compressors, and wellhead compressors are

\[
\begin{align*}
∀(i, j) & \in \mathcal{P} : \quad \text{Eq. (13), (8b), (8c), (13),} \\
∀(i, j) & \in \mathcal{W} : \quad \text{Eq. (8b), (8c), Eq. (12) with } g_\parallel = g, \\
∀(i, j) & \in \mathcal{C} : \quad \text{Eq. (14) or (15), Eq. (16),} \\
∀(i, j) & \in \mathcal{C}^s : \quad \text{Eq. (19a).}
\end{align*}
\]

**Nodal balance constraints:** Given a junction \(i \in V \cup V^s\), we denote “incoming” pipes by \(\delta^\text{in}_p(i) := \{j \in \mathcal{P} \cup \mathcal{W} : j \to i\}\), and correspondingly, “outgoing” pipes by \(\delta^\text{out}_p(i) := \{j \in \mathcal{P} \cup \mathcal{W} : i \to j\}\). We define the sets \(\delta^\text{in}_c(i)\), and \(\delta^\text{out}_c(i)\) corresponding to the set of compressors \(C\) analogously. Then, a nodal balance constraint for any junction \(i \in V\) can be stated as

\[
\sum_{j \in \delta^\text{in}_p(i)} \varphi_{ij}^\text{in}(t) A_{ij} - \sum_{j \in \delta^\text{out}_p(i)} \varphi_{ij}^\text{out}(t) A_{ij} - \sum_{j \in \delta^\text{in}_c(i)} f_{ij} - \sum_{j \in \delta^\text{out}_c(i)} f_{ji} = 0
\]

For every storage \(s \in S\), and for every junction \(i\) in the well corresponding to that storage, we have

\[
\begin{align*}
\phi_s(t) &= f_{sw}^\text{in}(t), \tag{24a} \\
f_{sw}^\text{in}(t) &= \sum_{j \in \delta^\text{in}_p(i)} \varphi_{ij}^\text{in}(t) \quad \text{if } i \text{ is a well head,} \\
\sum_{j \in \delta^\text{in}_c(i)} \varphi_{ij}^\text{in}(t) - \sum_{j \in \delta^\text{in}_c(i)} \phi_{ij}^\text{in}(t) &= 0, \tag{24b} \\
\phi_s(t) &= \sum_{j \in \delta^\text{out}_p(i)} \varphi_{ij}^\text{out}(t) A_{ij} \quad \text{if } i \text{ is a bottom hole,} \tag{24c}
\end{align*}
\]

where \(A_{ij}\) is the cross-sectional area of the well.

C. Objective Function

Thus far, we have described all the variables and equations governing the operation of a pipeline network. Formally, we define day-ahead operation by specifying \(\alpha_{ij}, f_r(t), f_d(t), f_s(t)\) in Eq. (20c), (20e), (20f), and (20g) respectively. The objective function is intended to optimize the business goals of the pipeline operator, as well as the operating efficiency of the pipeline system as a whole.
The business goal of pipeline operators is to maximize the economic value of transportation service, given by

\[ J_P \triangleq \sum_{d \in D} \int_0^T c_d(t) f_d(t) \, dt + \sum_{r \in R} \int_0^T c_r(t) f_r(t) \, dt. \]  

(26)

Here, \( c_d(t) \geq 0 \) is the bid (or offer price) of the consumer at off-take point \( d \in D \), and \( c_r(t) \leq 0 \) is the bid of the supplier at gas intake point \( r \in R \).

To promote efficiency, the system operators minimize the power used by compressors, which is given by

\[ J_E \triangleq \sum_{(i,j) \in C} \int_0^T W_{ij}(t) \cdot f_{ij}(t) \cdot \varphi_0 \, dt. \]  

(27)

The overall objective function of the optimal control problem is a linear combination of \( J_P \) and \( J_E \), with a weight of \( \kappa \in [0, 1] \) on the economic value, and is stated for minimization as

\[ J \triangleq \kappa (-J_P) + (1 - \kappa) J_E, \]  

(28)

The limits \( \kappa = 0 \) and \( \kappa = 1 \) correspond to the cases when the objective is either efficiency or economic value. The entire optimal control problem can be formulated as

\[
\begin{align*}
\min & \quad J \quad \text{in (28)} \\
\text{s.t.} & \quad \text{Pipe dynamics (13), (8b), and (8c), (13),} \\
& \quad \text{Well dynamics (8b), (8c), (12) with } g_{\|} = g, \\
& \quad \text{Compressor action (14) or (15), (16), & (19a),} \\
& \quad \text{Nodal & well flow balance (24), (25b) - (25d),} \\
& \quad \text{Pipeline pressure & flow limits (21b) - (21d),} \\
& \quad \text{Compressor limits (21e) - (21g),} \\
& \quad \text{Storage facility limits (21i) - (21l),} \\
& \quad \text{Receipt and delivery limits (21h) - (21i),} \\
& \quad \text{Time periodicity (22).}
\end{align*}
\]

IV. COMPUTATIONAL RESULTS

We now present the results of several computational experiments to illustrate the function of the optimal control problem defined above. The problem (29) is solved via a primal-dual interior point method after approximating the derivatives in the component physics constraints using finite differences, and approximating integrals using the trapezoidal rule. We use a coarse (one hour) time discretization, which enables tractability of large-scale problems of interest. The use of such coarse discretization has been validated in the regime of interest in several previous studies [5]–[8], [10]. The mathematical formulation was implemented using the Julia programming language [32] with JuMP v0.21.3 [33] and KNITRO [34] as the primal-dual interior point solver. The computational experiments were run on a MacBook Pro with a 2.9 GHz dual-core processor and 16 GB RAM. The optimization time horizon is set to \( T = 24 \) hours and the value of \( \kappa \) in Eq. (28) is set to 0.95.

A. Description of the Test Cases

We consider two test cases: i) a 6-junction network, and ii) a larger test network synthesized based on the Questar pipeline network located in the central United States (US).

1) 6-junction network without storage: The 6-junction network without storage contains a single loop, two compressors, 5 gas off-take points with ids \( d_1, d_2, \ldots, d_5 \) and one gas intake point \( s_1 \). The off-take point ids and the junction at which they are located is given in Table I. Throughout the rest of the article, we use \( i \) and \( d_i \) interchangeably to refer to the off-take point \( d_i \). The one gas intake point (supply), located at junction 1, which is a slack junction with pressure (or correspondingly, density) fixed at 4 MPa or 580 psi. The minimum and maximum operating pressures in the entire pipeline network are set to 3 MPa and 6 MPa, respectively.

The supply and demand prices of gas at the intake and off-take points are constants for the entire time horizon of interest. The supply price of 1 kg s\(^{-1}\) of gas at the intake point is set to -1.24 dollars (the negative sign indicates payments to suppliers) and the sale price of 1 kg s\(^{-1}\) of gas at the off-take points 1, 2, 3, 4, and 5 are set to 3, 4, 5, 2.5, and 3 dollars, respectively. The maximum gas withdrawal rate at the off-take points is a time-varying function \( f_{d_{\max}}^i(t) \), as shown in Fig. 5 (a). The maximum rate of gas injection into the network at an intake-point is designated by \( f_{d_{\max}}^i(t) \), and is set to a constant value of 150 kg s\(^{-1}\) for all \( t \). The friction factor for all the pipes was set to a value of 0.01 and the length and diameter of the 4 pipes are given in Table II. All the other operating limits and time-varying parameter data associated with the network are available in https://github.com/lanl-ansi/GasModels.jl/tree/master/test/data. The 6-junction network (without any storage units) is shown in Fig. 3.

![Fig. 3. 6-junction network without storage.](image)

| junction id | d1 | d2 | d3 | d4 | d5 |
|-------------|----|----|----|----|----|
| gas off-take point id | 2 | 3 | 4 | 3 | 4 |

Table I: The ID of the junction where each off-take point is co-located for the 6-junction network.

![Table II](image)

| pipe id | p1 | p2 | p3 | p4 |
|---------|----|----|----|----|
| length (km) | 50 | 80 | 80 | 80 |
| diameter (in) | 0.6 | 0.6 | 0.6 | 0.3 |

Table II: Length and diameter of the pipes in the 6-junction network.

2) 6-junction network with storage: This network has a storage facility added to junction 3 in the 6-junction network. We assume that the when the reservoir is filled to its capacity, the pressure is 1365 psi, and that the reservoir is 80% full at
the beginning of the optimization time horizon. The minimum and maximum mass of gas in the reservoir is set to $3.5 \times 10^8$ and $6.20 \times 10^8$ kg respectively. This reflects the typical design in which the reservoir is sustained continuous gas withdrawal from the storage for one to two months.

3) Questar pipeline network: The Questar network is an interstate natural gas pipeline in the US that provides transportation and underground storage services in the states of Utah, Wyoming, and Colorado. We synthesize a model from openly available data that has a total of 506 junctions, 20 compressors, 4 natural gas storage facilities, 196 intake/off-take points, and a total pipeline length of 3490 km. The schematic of the Questar network is shown in Fig. 4. The goal is to demonstrate the scalability of our approach, rather than to claim a particular analysis of the actual Questar system.

### B. Solution for the 6-junction network without storage

Our first set of computational experiments aims to analyze the solution of the optimal control problem (29) for the 6-junction pipeline network without any storage facilities. We refer to the solution obtained by solving the optimal control problem for this case without storage as the baseline solution. The amount of gas that goes undelivered at the off-take points for the baseline solution is shown in Fig. 5 (b). The gas delivered at the off-take points is driven by the sale price of natural gas at that demand point. In this case, the off-take point 4 does not receive any gas as the sale price at that point is smallest. The sale prices at off-take points 3 and 2 were the highest and second highest, so the optimal solution will attempt to deliver the maximum amount of gas at these two off-take points (also shown in the Fig. 5 (b)). Finally, Fig. 5 (c) shows the amount of gas that is entering the system from the intake point in junction 1 of the network.

### C. Solution for the 6-junction network with storage

Next we solve the optimal control problem (29) for the 6-junction network with storage, and compare the solution with respect to the baseline solution of the previous section. The results are presented in Fig. 6 (a), which shows the amount
of gas that is withdrawn from storage for the full operating time horizon. The gas withdrawal from the storage causes a decrease in the amount of gas that is taken into the system from the intake point in junction 1 (as high as a 96% decrease), as shown in Fig. 6 (c). The reason for this behaviour is that gas taken from the storage is not priced in the objective function in Eq. (28), whereas gas from the intake point has a positive value for buy price. Furthermore, as observed in Fig. 6, we see that unlike the baseline solution, all of the customers’ requirements in the off-take points have been satisfied using the gas from storage. The next section presents results that illustrate situations where the storage can act both as a source and a sink within a 24-hour time period.

D. Spatial Discretization Study

Here we provide a computational study to examine the sensitivity of the solution quality to the choice of spatial discretization used on the 6-junction network with storage. The spatial discretization for the pipes in all the test cases is set to a value of 10 km. Thus, we vary the spatial discretization for the pipes in the network and examine the errors in the gas intake value at the storage facility and the pressure of the junction where the storage facility is located (junction 3) relative to the smallest discretization value. The transient optimal control problem in Eq. (29) is solved with spatial discretization values in the set \{0.5, 1, 2.5, 5.0, 7.5, 10.0\} km. For each of these values, the metric we use to assess solution quality is the mean relative error between the gas intake from the storage and the pressure at junction 3 and the same quantities computed using a very small spatial discretization of 0.5 km over the entire optimization time horizon. Mathematically, if we let \( \delta \), \( f_s(t, \delta) \), and \( p_3(t, \delta) \) denote the spatial discretization, the gas intake from storage for the spatial discretization value of \( \delta \), and the pressure at junction 3 for the spatial discretization value of \( \delta \), then the relative errors in gas intake and pressure are defined by the following equations:

\[
E_s(\delta) = \frac{1}{T} \int_0^T \frac{|f_s(t, \delta) - f_s(t, 0.5)|}{f_s(t, 0.5)} dt \tag{30a}
\]

\[
E_p(\delta) = \frac{1}{T} \int_0^T \frac{|p_3(t, \delta) - p_3(t, 0.5)|}{p_3(t, 0.5)} dt \tag{30b}
\]

The values of the relative errors for each \( \delta \in \{1, 2.5, 5.0, 7.5, 10.0\} \) are shown using a logarithmic axis in Fig. 7. As observed from the Fig. 7, the mean relative error in the both the intake and pressure values is less than \( 10^{-4} \) even for a spatial discretization value of 10 km, which we believe justifies the use of this value for the rest of the computational experiments.

E. When storage alternates between injection and withdrawal

Here we show that if a storage facility has the required equipment, it can be beneficial to operate in both injection and withdrawal phases during a 24-hour time horizon. To do this, we increase the lower bound on the intake to 100 kg s\(^{-1}\), so that in the optimal solution the network draws a minimum of 100 kg s\(^{-1}\) from the intake point so that the surplus gas is then stored temporarily in the storage facility before it gets used to satisfy the demand of customers at the off-take points. The solution obtained for this case is shown in Fig. 8. Here, the optimal solution dictates that gas is injected into the storage for the first four hours and again near the twelfth and the twenty-third hours of the operating horizon, and is withdrawn during the rest of the optimization interval. In Fig. 8 (a), negative values indicate gas is being injected into the
storage facility. Also, unlike the results in Sec. IV-A2, not all customers’ requirement at the off-take points are satisfied fully as seen from Fig. 8 (b). Similar to the results in the previous section, the decrease in the amount of gas taken in from the intake point, relative to the baseline solution in Sec. IV-B, is shown in Fig. 8 (c).

F. Value of Storage Modeling

We previously discussed how the only storage facility models that have been previously integrated into pipeline operational optimization problems represent reservoirs as simple batteries with capacity limits [20]. Such models do not include the actual physics of storage facilities, but rather are akin to battery storage units in electric power networks where the maximum amount of power drawn from a battery does not vary based on state of charge. The maximum withdrawal directly reduces to zero from its rated power limit once the battery is completely discharged. One of the main contributions of this work is a model of storage that is governed by the physics, and is yet amenable to integration into an optimal control framework for natural gas operations. We now illustrate qualitatively why battery-like behaviour in the storage model is not physically realistic. For this study, we examine a single storage facility in isolation. We fix the pressure at the well-head to its minimum value of 250 psi, vary the reservoir pressure between its limits, and compute the amount of gas that can be withdrawn from the storage facility through the well for each value of the reservoir pressure. This gives the maximum rate at which gas can be withdrawn from the storage for a specified value of reservoir pressure. The plot of this maximum withdrawal rate as a function of the reservoir pressure is shown in Fig. 9. As the plot indicates, the maximum amount of gas that can be withdrawn from the storage facility decreases as more gas is being withdrawn. The decrease reflects the physics of the reservoir as a volume with finite capacity, in sharp contrast to a battery-like model of storage.

G. Scalability study

The final set of results presented corroborate the effectiveness and scalability of the reduced order models and the resulting optimal control problem developed in this article by studying a model based on the Questar network, a real pipeline system in the US. The transient optimal control problem required 3 minutes of computation time to obtain the optimal solution. The Questar network has 4 storage units; the solution to the optimal control problem had two storage units injecting gas into the pipeline network, and the remaining two storage were not active. The Fig. 10 shows the amount of gas that is being injected into the Questar pipeline network from the two storage facilities.

V. CONCLUSION

We have presented a new nonlinear optimal control problem for intra-day operation of a natural gas pipeline network,
which incorporates unprecedented physics-based reduced order modeling of storage reservoirs for which wellhead flow rates depend on the inventory as well as bottom hole and wellhead pressures. Expanding on studies that developed pipeline transient optimization methods, we maximize an objective function that quantifies economic profit and network efficiency subject to physical flow equations as well as engineering and operating limitations. The problem is solved using a primal-dual interior point solver, and performance is validated in computational experiments and simulations on a small test network as well as a large and realistic test network based on a real pipeline. Many pipeline systems include underground storage facilities in their original design in order to service seasonal demand. Continued and efficient operation of these facilities is often required for these pipelines to function securely at their designed capacity. The complex relation between pressure gradients and flows in pipeline systems has precluded storage facilities and flowing supplies from being utilized at their most efficient capacities simultaneously to service time-dependent loads. The optimal control methodology for jointly scheduling pipeline flows with storage facility operations provides a promising path to address this critical challenge.
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