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Abstract—As a means to control wireless propagation environments, the use of emerging and novel intelligent reflecting surfaces (IRS) is envisioned to enhance and broaden many applications in future wireless networks. This paper is concerned with a point-to-point IRS-assisted millimeter-wave (mmWave) system in which the IRS consists of multiple sub-surfaces, each having the same number of passive reflecting elements, whereas both the transmitter and receiver are equipped with massive antenna arrays. Under the scenario of having very large numbers of antennas at both transmit and receive ends, the achievable rate of the system is derived. Furthermore, with the objective of maximizing the achievable rate, the paper presents optimal solutions of power allocation, precoding/combining, and IRS’s phase shifts. Then it is shown that when the number of reflecting elements at each sub-surface is very large, the number of favorable and controllable propagation paths provided by the IRS is simply equal to the number of sub-surfaces while the received signal-to-noise ratio corresponding to each of the favorable paths increases quadratically with the number of reflecting elements. In addition, the problem of minimizing the transmit power subject to the rate constraint is analyzed for the scenario without direct paths in the pure LOS propagation. Finally, numerical results are provided to corroborate the obtained analysis.

Index Terms—Intelligent reflecting surface, reconfigurable intelligent surface, massive MIMO, millimeter-wave, achievable rate, power allocation.

I. INTRODUCTION

As a key enabling technology for 5G mobile communication systems, millimeter-wave (mmWave) communications have recently gained considerable attention in both research community and industry [1]. In mmWave communications, to compensate for the very high propagation loss, the use of compact massive antenna arrays is quite natural and attractive [2], [3]. Since a very large antenna array can be realized in a very small volume, it is practical to mount large numbers of antennas at both transmit and receive terminals. Such a MIMO system is called a mmWave doubly-massive MIMO system [4], [5], [6]. In this paper, we shall consider a mmWave doubly-massive MIMO system that is enhanced by making use of an intelligent reflecting surface (IRS).

IRS, also known as reconfigurable reflecting surface, large intelligent surface, and software-controlled metasurface, is a recently emerging novel hardware technology that can extend signal coverage, reduce energy consumption and enjoy low-cost implementation [7]–[10]. Different from cooperative relaying and backscatter communications, an IRS consists of a large number of small, passive, and low-cost reflecting elements, which only reflect the incident signal with an adjustable phase shift without requiring a dedicated energy source for RF processing, encoding/decoding, and retransmission. Because of their attractive advantages, IRS has been rapidly introduced into various wireless communication systems [11]–[18].

There is a large body of works focusing on performance analysis and optimization design of IRS-aided MIMO systems in traditional microwave bands [7]–[10]. In particular, for a single-user scenario, it is shown in [11] that the received signal power of the IRS-aided system increases quadratically with the number of reflecting elements. For the multiuser scenario, it is shown in [12] that the IRS-aided system can offer massive MIMO-like gains with a much smaller number of active antennas. To date, there are a few works that investigate IRS-aided mmWave MIMO systems for both single-user and multi-user scenarios, and with one or multiple IRSs. These works were concerned with rate optimization [19]–[21], joint active and passive beamforming design [22], [23], joint power allocation and beamforming design [24], hybrid beamforming design [25], [26], and channel estimation [27].

For a mmWave communication system, the severe path loss and high directivity make it vulnerable to blockage events, which can be frequent in indoor and dense urban environments [22]. Moreover, due to the multipath sparsity of mmWave signal propagation, the potential of spatial multiplexing is limited [8], [23]. To address the blockage issue and enhance spatial multiplexing, this paper considers an IRS-assisted mmWave doubly-massive MIMO system, which, to the best of our knowledge, has not been sufficiently studied in literature [29]. In particular, this paper examines the spatial multiplexing potential provided by the IRS consisting of multiple sub-surfaces for the very high rate requirement in future wireless communications. The contributions of this paper are summarized as follows:

• With the clustered statistical channel model, we consider a point-to-point mmWave doubly-massive MIMO system assisted by an IRS consisting of multiple sub-surfaces and derive an expression of the achievable rate of the system in the case of having very large numbers of antennas at both transmit and receive ends.

• Under the objective of maximizing the achievable rate of
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the mmWave doubly-massive system, we present optimal solutions of power allocation, precoding/combining, and IRS’s phase shifts, and show that these optimal solutions can be realized independently.

- When the number of reflecting elements at each subsurface is also very large, we show that the number of favorable propagation paths provided by the IRS equals the number of subsurfaces and the received signal-to-noise ratio (SNR) corresponding to each of the favorable paths increases quadratically with the number of reflecting elements.

- For the scenario without direct signal paths in the pure LOS propagation, we derive the minimum transmit power with equal power allocation (EPA) and present an optimal solution of the number of subsurfaces when the total number of all reflecting elements of the IRS is given.

The rest of the paper is organized as follows. In Section II, the IRS-assisted system and channel model are described. In Section III, the asymptotic achievable rate is analyzed and optimal solutions of power allocation, precoding/combining, and IRS’s phase shifts are presented. In Section VI, the scenario without direct paths is considered and the problem of minimizing the transmit power with equal power allocation is analyzed. Numerical results are provided in Section V, followed by concluding remarks in Section VI.

Throughout this paper, the following notations are used. Boldface upper and lower case letters denote matrices and column vectors, respectively. The superscripts $(\cdot)^T$ and $(\cdot)^H$ stand for transpose and conjugate-transpose, respectively. $\text{diag}\{a_1, a_2, \ldots, a_N\}$ stands for a diagonal matrix with diagonal elements $\{a_1, a_2, \ldots, a_N\}$. The expectation operator is denoted by $\mathbb{E}(\cdot)$. $I_M$ is the $M \times M$ identity matrix. Finally, $\mathcal{N}(0, \sigma^2)$ or $\mathcal{CN}(0, \sigma^2)$ denotes a Gaussian or circularly symmetric complex Gaussian random variable with zero mean and variance $\sigma^2$.

II. SYSTEM DESCRIPTION

The IRS-assisted mmWave doubly-massive MIMO single-user (point-to-point) system under consideration is illustrated in Fig. 1 where an IRS is used to assist the transmission of multiple data streams from the transmitter to the receiver. The IRS consists of $K$ subsurfaces, each having $N$ reflecting elements arranged in a uniform linear array (ULA). The transmitter (source) is equipped with a large $N_t$-element ULA, while the receiver (destination) is equipped with a large $N_r$-element ULA.

Denote by $\mathbf{H}_{TR}$ the channel matrix between the transmitter and the receiver. In general, the matrix $\mathbf{H}_{TR}$ consists of a LOS matrix and a scattered matrix $[6]$, i.e.,

$$\mathbf{H}_{TR} = \sqrt{\tilde{\eta}/g_0} \cdot \mathbf{H}_{TR}^L + \sqrt{\tilde{\eta}/g_0} \cdot \mathbf{H}_{TR}^S \quad (1)$$

where $g_0$ represents the large scale fading effect, which is assumed to be constant over many coherence-time intervals.

When $g_0$ is large, the propagation loss will be high. In addition, $\tilde{\eta} = \frac{L}{1+\eta}$, $\frac{1}{\tilde{\eta}} = 1+\eta^2$, and $\eta \geq 0$ is the Ricean $K$-factor, which represents the relative strength of the LOS component. Note that if the LOS path between the transmitter and the receiver is blocked, then $\eta = 0$ in the above model.

Since both of the antenna configurations at the transmit and receive ends are ULAs, the LOS matrix $\mathbf{H}_{TR}^L$ can be written as

$$\mathbf{H}_{TR}^L = \sqrt{N_t N_r} \mathbf{a}_l(\phi^T_l) \mathbf{a}_l^H(\theta^T_l). \quad (2)$$

In the above equation, the vectors $\mathbf{a}_l(\phi^T_l)$ and $\mathbf{a}_l(\theta^T_l)$ are the normalized receive/transmit array response vectors at the corresponding angles of arrival and departure, $\phi^T_l$ and $\theta^T_l$, respectively. For an $M$-element ULA, the array response vector is

$$\mathbf{a}(\phi) = \frac{1}{\sqrt{M}} \left[ 1, e^{j2\pi \frac{d}{\lambda} \sin(\phi)}, \ldots, e^{j2\pi(M-1) \frac{d}{\lambda} \sin(\phi)} \right]^T \quad (3)$$

where $\lambda$ is the wavelength of the carrier and $d$ is the inter-element spacing. As common in many references, it is assumed that $d = \frac{\lambda}{2}$.

Regarding the scattered matrix $\mathbf{H}_{TR}^S$, limited-scattering mmWave fading is considered in this paper. Specifically, the clustered model (based on the extended Saleh-Valenzuela model) is used to characterize limited-scattering mmWave fading [30]. For simplicity of exposition, each scattering cluster is assumed to contribute a single propagation path. So $\mathbf{H}_{TR}^S$ can be expressed as

$$\mathbf{H}_{TR}^S = \sqrt{N_t N_r} \frac{L}{L} \sum_{l=2}^{L} \alpha^l \mathbf{a}_l(\phi^T_l) \mathbf{a}_l^H(\theta^T_l), \quad (4)$$

where $L$ is the number of total propagation paths (including the LOS path), $\alpha^l$ is the complex gain of the $l$th ray, and $\phi^T_l$ and $\theta^T_l$ are random azimuth angles of arrival and departure, respectively. Without loss of generality, the complex gains $\alpha^l$ are assumed to be $\mathcal{CN}(0, 1)$.

Throughout the paper, it is assumed that the space between adjacent subsurfaces is much larger than the wavelength so that the channels of different subsurfaces are spatially independent. For the $k$th subsurface, due to the ULA element configuration, the channel matrix between the transmitter and the subsurface is also described as

$$\mathbf{H}^k_{TI} = \sqrt{\tilde{\eta}^k/g^k_1} \cdot \mathbf{H}_{TI}^L + \sqrt{\tilde{\eta}^k/g^k_1} \cdot \mathbf{H}_{TI}^S \quad (5)$$

where

$$\mathbf{H}_{TI}^L = \sqrt{N_t N_r} \mathbf{a}_1(\phi^T_1) \mathbf{a}_1^H(\theta^T_1), \quad (6)$$

is the clustered model (based on the extended Saleh-Valenzuela model). For simplicity of exposition, each scattering cluster is assumed to contribute a single propagation path.
and
\[ \hat{H}_{TI}^k = \sqrt{\frac{N_s N}{L_k}} \sum_{j=2}^{L_k} \alpha_{kj} a_1(\phi_{kj}) a_H^*(\phi_{kj}). \]  

(7)

When the channel is LOS dominated [31], \( \eta^k \) can be assumed to be large enough. Similarly, the channel between the sub-surface and the receiver is also modelled as
\[ \hat{H}_{IR}^k = \sqrt{\frac{\eta^k}{g_{2k}}} \cdot \hat{H}_{IR} + \sqrt{\frac{\eta^k}{g_{2k}}} \cdot \bar{H}_{IR}, \]  

(8)

where
\[ \hat{H}_{IR}^k = \sqrt{N_sN_{a2}(\phi_{2k})} a_H^*(\theta_{2k}^1), \]  

(9)

and
\[ \bar{H}_{IR}^k = \sqrt{\frac{N_s N_{a2}}{L_k}} \sum_{i=2}^{L_k} \alpha_{ki} a_2(\phi_{ki}) a_H^*(\theta_{ki}). \]  

(10)

It should be pointed out that all of the complex gains, \( \alpha_{kb}^l, l = 2, 3, \ldots, L_k^b; b = 1, 2 \), are also assumed to be \( CN(0, 1) \).

Furthermore, each of the above mentioned large scale fading parameters, \( g \), can be described via a linear model of the following form [32]
\[ g \ [\text{dB}] = a(g) + b(g) \log_{10}(d(g)) + \chi(g), \]  

(11)

where \( d(g) \) is the distance, \( a(g) \) and \( b(g) \) are linear model parameters and \( \chi(g) \sim N(0, \sigma^2(g)) \) is a lognormal term accounting for variances in shadowing. Additionally, it can be assumed that both of the distances between the transmitter and the IRS and between the IRS and the receiver are much larger than the size of the IRS. For simplicity, we further assume that for any \( k \), \( a(g_1^k) = a_1, a(g_2^k) = a_2, b_1(g_1^k) = b_1, b_2(g_2^k) = b_2, d_1(g_1^k) = d_1, d_2(g_2^k) = d_2, \sigma^2(g_1^k) = \sigma^2_1, \sigma^2(g_2^k) = \sigma^2_2 \). For brevity, we introduce the notation \( a(g_0) = a_0, b(g_0) = b_0, d(g_0) = d_0, \) and \( \sigma^2(g_0) = \sigma^2_0 \).

The IRS is intelligent in the sense that each of the reflecting elements can control the phase of its diffusely reflected signal. In particular, the reflection properties of the \( lth \) sub-surface are determined by the following diagonal matrix
\[ \mathbf{V}^k = \beta \cdot \text{diag}(e^{-jv_1^k}, e^{-jv_2^k}, \ldots, e^{-jv_N^k}), \]  

(12)

where \( \beta \in [0, 1] \) is a fixed amplitude reflection coefficient and \( v_1^k, v_2^k, \ldots, v_N^k \) are the phase-shift variables that can be optimized by the IRS based on the known channel state information (CSI) and requirements of the system design. For simplicity, we assume that \( \beta = 1 \) throughout this paper. It follows that the overall channel matrix of the IRS-assisted mmWave MIMO system can be expressed as
\[ \mathbb{H} = \sum_{k=1}^{K} \mathbf{H}_{TI}^k \mathbf{V}^k \mathbf{H}_{TI}^k + \mathbf{H}_{TR}. \]  

(13)

Suppose that the matrix \( \mathbb{H} \) has a rank of \( r \). Then we can use the MIMO channel to transmit \( N_s \leq r \) data streams. The transmitter accepts as its input \( N_s \) data streams and applies a \( N_s \times N_s \) precoder, \( \mathbf{W}_t \). Then the transmitted signal vector can be written as
\[ \mathbf{x} = \mathbf{W}_t \mathbf{P}_t^{1/2} \mathbf{s}, \]  

(14)

where \( \mathbf{s} \) is the \( N_s \times 1 \) symbol vector such that \( \mathbb{E}[\mathbf{s}^* \mathbf{s}] = \mathbf{I}_{N_s} \), and \( \mathbf{P}_t = \text{diag}\{p_1, \ldots, p_{N_s}\} \) is a diagonal power allocation matrix with \( \sum_{l=1}^{N_s} p_l = P \) and \( p_l > 0 \). Thus \( P \) represents the average total input power. Then the \( N_r \times 1 \) received signal vector is
\[ \mathbf{y} = \mathbb{H} \mathbf{W}_t \mathbf{P}_t^{1/2} \mathbf{s} + \mathbf{n}, \]  

(15)

where \( \mathbf{n} \) is a \( N_r \times 1 \) vector consisting of independent and identically distributed (i.i.d.) \( \mathcal{CN}(0, \sigma^2_n) \) noise samples. Throughout this paper, all of the channel state information (CSI) involving \( \{\mathbf{H}_{TR}, \mathbf{H}_{TI}^k, \mathbf{H}_{IR}^k\} \) is assumed known to both the transmitter and receiver. Such an assumption allows us to focus on analyzing the absolute performance limit of the system. Let \( \mathbf{W}_r \) denotes the \( N_s \times N_s \) combining matrix at the receiver. The processed signal for detection of the \( N_s \) data streams is given by
\[ \mathbf{z} = \mathbb{H} \mathbf{W}_t \mathbf{P}_t^{1/2} \mathbf{s} + \mathbb{W}_r \mathbf{n}. \]  

(16)

We define \( \mathcal{V} = \{v_n^k\} \) and \( \mathcal{P} = \{p_l\} \). In the next section, our goal is to find the optimal \( \mathcal{V} \), \( \mathbf{W}_t \), \( \mathbf{W}_r \), and \( \mathcal{P} \) to maximize the system’s achievable data rate and further evaluate its multiplexing capability.

III. ANALYSIS OF ASYMPTOTIC ACHIEVABLE RATE

With perfect CSI, the optimal precoding/combining and power allocation for a point-to-point wireless system can be achieved by applying singular value decomposition (SVD) and performing waterfilling. Let \( \mathbf{U} \) and \( \mathbf{Q} \) denote the right and left singular matrices of the channel matrix \( \mathbb{H} \). Then the SVD factorizes the channel matrix as \( \mathbb{H} = \mathbf{U} \Sigma \mathbf{Q}^H \) where \( \Sigma = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_r, 0, \ldots, 0\} \), \( \lambda_i \) stands for the \( i \)th effective singular value. By setting the precoding and combining matrices as \( \mathbf{W}_t = \mathbf{Q}_{1:r} \) and \( \mathbf{W}_r = \mathbf{U}_{1:r} \), the maximum achievable sum rate can be obtained and expressed as
\[ R = \max_{\{p_l\}} \log_2 \det \left( \mathbf{I}_r + \frac{B^{-1}}{\sigma_n^2} \mathbf{W}_t \mathbb{H} \mathbf{W}_r \mathbf{P}_t \mathbb{H}^H \mathbf{W}_r \right) \]  

\[ = \max_{\{p_l\}} \sum_{l=1}^{r} \log_2 \left( 1 + p_l \lambda_l^2 / \sigma_n^2 \right), \]  

(17)

where \( \mathbf{B} = \mathbb{W}_t \mathbb{H} \mathbb{W}_r = \mathbf{I}_r \). The optimal power allocation \( \{p_l\} \) can be obtained based on the well-known waterfilling procedure [33].

For the direct propagation paths, we introduce the following notations for brevity:
\[ \nu_0 = \sqrt{\frac{\eta N_s N_t}{g_0}}, \]  

and \( \nu_l = \sqrt{\frac{\eta N_s N_t}{L g_0}} \), \( l \geq 2 \).

(18)

Now define \( \xi_{kj}^k = a_H^*(\bar{\phi}_{kj}) \mathbf{V}^n a_h^*(\bar{\phi}_{k}^{j1}) \). Furthermore, we introduce the following notations for the IRS propagation paths:
\[ \beta_{ji}^k = \sqrt{\frac{N_s N_s N_s^2}{g_{1k}^2 g_{2k}^2}} \xi_{ij}^k \beta_{i1}^k \beta_{j2}^k, \]  

(19)

where \( \beta_{ji}^k = \sqrt{\eta_{ij}} \) and \( \beta_{ji}^k = \sqrt{\eta_{ij} / L g_{ij}^k}, \ l \geq 2, b = 1, 2. \) \( \beta_{ji}^k \) is a lognormal term.

1 Channel estimation is a very important problem [7], [8], which will be considered in our future work.
Then the channel matrix $\mathbb{H}$ can be rewritten as

$$
\mathbb{H} = \sum_{l=1}^{L} \nu_l a_r(\phi_l^t) a^H(\theta_l^i) + \sum_{k=1}^{K} \sum_{l=1}^{L_k^1} \sum_{j=1}^{L_k^1} \tilde{\varphi}_k^l \tilde{a}_2(\phi_k^t) a_k^H(\theta_j^i),
$$

(21)

The expression (21) implies that the underlying IRS-assisted mmWave MIMO channel can be considered as a traditional mmWave MIMO channel with $L_K$ propagation paths, where $L_K = L + \sum_{k=1}^{K} (L_k^1 + L_k^2)$. More precisely, the $L_K$ paths have complex gains $\{\varphi_k^{ij}, \nu_k\}$, receive array response vectors $\{a_2(\phi_2^{k}), a_r(\phi_r^l)\}$ and transmit response vectors $\{a_1(\phi_1^{k}), a_r(\phi_r^l)\}$. Furthermore, by ordering all paths in a decreasing order of the absolute values of $\{\nu_l\}$ and redefining the variables for complex gains and various angles as $\{\tilde{\nu}_l\}$, $\{\tilde{\phi}_r\}$, $\{\tilde{\theta}_r\}$, the channel matrix can be reexpressed as

$$
\mathbb{H} = \sum_{l=1}^{L_K} \tilde{\nu}_l a_r(\tilde{\phi}_r^l) a^H(\tilde{\theta}_r^i),
$$

(22)

where $|\tilde{\nu}_1| \geq |\tilde{\nu}_2| \geq \cdots \geq |\tilde{\nu}_{L_K}|$.

**Proposition 1:** In the limit of large $N_t$ and $N_r$, the rank of the channel matrix $\mathbb{H}$ is equal to $r = L_K$ and the system’s achievable rate is given by

$$
R = \sum_{l=1}^{L_K} \log_2(1 + p_l |\tilde{\nu}_l|^2 / \sigma_n^2).
$$

(23)

**Proof:** One can rewrite $\mathbb{H}$ in the following form:

$$
\mathbb{H} = \mathbf{A}_r \mathbf{D} \mathbf{A}_t^H,
$$

(24)

where $\mathbf{D}$ is a $L_K \times L_K$ diagonal matrix with $[\mathbf{D}]_{ll} = \tilde{\nu}_l$, and $\mathbf{A}_r$ and $\mathbf{A}_t$ are defined as follows:

$$
\mathbf{A}_r = [a_r(\tilde{\phi}_r^1), a_r(\tilde{\phi}_r^2), \ldots, a_r(\tilde{\phi}_r^{L_K})],
$$

(25)

and

$$
\mathbf{A}_t = [a_t(\tilde{\theta}_t^1), a_t(\tilde{\theta}_t^2), \ldots, a_t(\tilde{\theta}_t^{L_K})].
$$

(26)

It follows from (28) that all $L_K$ vectors $\{a_r(\tilde{\phi}_r^l)\}$ are orthogonal to each other when $N_r \to \infty$. Likewise, all $L_K$ vectors $\{a_t(\tilde{\theta}_t^l)\}$ are orthogonal to each other when $N_t \to \infty$. Thus $\mathbf{A}_r$ and $\mathbf{A}_t$ are asymptotically unitary matrices under the limit of large $N_t$ and $N_r$. Then the SVD of matrix $\mathbb{H}$ can be formed as

$$
\mathbb{H} = \mathbf{U} \Sigma \mathbf{Q}^H = [\mathbf{A}_r | \mathbf{A}_r^\perp] [\Sigma | \hat{\mathbf{A}}_t | \hat{\mathbf{A}}_t^\perp]^H,
$$

(27)

where $\Sigma$ is a diagonal matrix containing all singular values on its diagonal, i.e.,

$$
[\Sigma]_{ll} = |\nu_l|, \quad \text{for } 1 \leq l \leq L_K,
$$

$$
0, \quad \text{for } l > L_K
$$

(28)

and the submatrix $\hat{\mathbf{A}}_t$ is defined as

$$
\hat{\mathbf{A}}_t = [e^{j\psi_1} a_t(\tilde{\theta}_t^1), \ldots, e^{j\psi_{L_K}} a_t(\tilde{\theta}_t^{L_K})],
$$

(29)

where $\psi_l$ is the phase of complex gain $\nu_l$ corresponding to the $l$th path. Since there exist only $L_K$ effective singular values in the channel matrix $\mathbb{H}$, the rank of the channel matrix $\mathbb{H}$ is equal to $r = L_K$. Furthermore, the optimal precoder and combiner are given by

$$
[W_r]_{\text{opt}} = \hat{\mathbf{A}}_t, \quad [W_r]_{\text{opt}} = \mathbf{A}_t.
$$

(30)

Finally, it is easy to prove that [25] holds.

**Remark 1:** Traditional, the fully-digital precoding/combining architecture for a mmWave massive MIMO system is expensive. However, [30] implies that instead of the fully-digital architecture, a cost-efficient analog precoding/combining architecture can be applied in the underlying IRS-assisted mmWave massive MIMO system. Furthermore, the optimal precoding/combining matrix can be determined, provided that the angles of departure and arrival related to the transmit and receive terminals are obtained. In practice, the employment of hybrid precoding/combining (beamforming) instead of pure analog precoding/combining (beamforming) can lead to further improvement of the system performance [4, 3].

Given $\{\tilde{\nu}_l\} = \{\varphi_k^{ij}, \nu_k\}$, the optimal power allocation can be obtained immediately once the parameter set $\{\varphi_k^{ij}, \nu_k\}$ is known. Since $\{\nu_l\}$ is known, in what follows we consider the problem of optimizing parameters $\{\varphi_k^{ij}\}$, which is equivalent to optimizing phase shift variables $\{v_\nu^n\}$.

**Proposition 2:** Suppose that $L_k^1 = L_k^2 = 1$. For a given $k$, under the limit of large $N_t$ and $N_r$, the optimal values of phase shift variable $v_\nu^n$, $n = 1, 2, \ldots, N$, are given by

$$
v_\nu^n = \pi(n - 1)(\sin(\varphi_k^{11}) - \sin(\varphi_k^{12})).
$$

(31)

**Proof:** In order to maximize the system’s achievable rate, all of the absolute values of the complex gains $\{|\varphi_k^{11}|\}$ should be maximized. This implies that all of the absolute values of the corresponding factors $\{\xi_k^{11} = a_2^H(\theta_2^{k1}) V a_1(\varphi_k^{11})\}$ should be maximized. Based on this argument, the desired result in (31) can be readily established.

**Remark 2:** Under the IRS channels with pure LOS propagation, Proposition 2 indicates that by employing the structure of ULA at the IRS, when $N_t$ and $N_r$ are very large, the optimized system controlling of the phase shift variables becomes easy, i.e., the IRS controller only requires to know these angles of arrival and departure related to the IRS. By the optimal control of phase shifts in (31), we can have that $|\xi_k^{11}|^2 = 1$. However, without control of phase shifts, due to the fact that $V^k = I_N$ in this case, we can show in a similar fashion as in [6] that $|\xi_k^{11}|^2$ will tend to zero when $N$ grows without bound.

The IRS is composed of a large number of passive reflecting elements. This may lead to a prohibitive overhead of channel estimation in order to perform the optimal IRS control. For this reason, we assume that

$$
v_\nu^n = \pi(n - 1) \Delta_n^k, \quad \Delta_n^k = \Delta_k, \quad n = 1, 2, \ldots, N.
$$

(32)

Based on this assumption, we can conclude that for any $i, j, k$, $|\xi_k^{ij}|^2 = 1$, where $\Delta_k = \sin(\varphi_k^{11}) - \sin(\varphi_k^{12})$, while $\lim_{N \to \infty} |\xi_k^{ij}|^2 = 0$ when $\Delta_k \neq \sin(\varphi_k^{11}) - \sin(\varphi_k^{12})$. Thus we naturally have an optimization strategy such that for a given $k$, we choose the strongest among all propagation paths to transmit and use its angles of arrival and departure related to
the IRS to control the phase shifts. More precisely, we find the optimal index \( i_0, j_0 \) satisfying
\[
\omega(i_0, j_0) = \max_{i,j} \left\{ \omega(i, j) = \frac{|g_{ij}|^2}{|\xi_{ij}|^2} \right\}. \tag{33}
\]

For all other propagation paths with \( i \neq i_0 \) and \( j \neq j_0 \), they should not be useful when \( N \) is very large and the total transmit power \( P \) is limited. This is illustrated in Fig. 2 which plots three curves that respectively correspond to three cases: (a) \( \Delta_n^k \) is zero; (b) \( \Delta_n^k \) is random; (c) only \( \Delta_k^k \) is random.

![Plot](image)

Fig. 2: Values of the parameter \( |\xi_{ij}|^2 \) versus \( N \).

The following Proposition summarizes the above analysis and results.

**Proposition 3:** When \( N, N_t, \) and \( N_r \) are very large, but \( P \) is limited, the number of useful transmit paths provided by the IRS is \( K \).

**Remark 3:** With the help of (23) and (19) and through the high SNR analysis, by applying the notions of multiplexing gain and power (array) gain [33], we can further conclude that the IRS-assisted doubly-massive MIMO system’s multiplexing gain is equal to \( L_K \) while the power gain of each link related to the IRS is \( N_t N_r N^2 \). However, Proposition 3 implies that the number of truly useful transmission links provided by the IRS is only equal to \( K \), provided that \( N \) is very large. On the other hand, the contributions of the IRS, the transmitter, and the receiver to the total power gain of the IRS links are \( N^2, N_t, \) and \( N_r \), respectively.

**IV. THE SCENARIO WITHOUT DIRECT SIGNAL PATHS**

When \( |\eta_l|^2, \ l = 1, 2, \ldots, L \) are too small, the \( L \) direct signal paths between the transmitter and the receiver should be neglected. In this section, we perform analysis for this special case with pure LOS propagation and present a practical transmission scheme.

Suppose that \( N_t \) and \( N_r \) are very large. Then channel estimation becomes simple and only the angles of arrival and departure \( \{\theta_{ij}^{k1}, \theta_{ij}^{k1}, \phi_{ij}^{k1}, \phi_{ij}^{k1}\} \) are required. Once these angles are determined, the optimal \( \mathbf{V}, \mathbf{W}_t, \) and \( \mathbf{W}_r \) can be computed. Regardng power allocation, we may simply employ EPA, namely, \( p_l = \frac{P}{K}, \ l = 1, 2, \ldots, K \). Thus, the achievable rate with EPA is given by
\[
R_{EPA} = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{P N_t N_r N^2}{\sigma_n^2 \sum_{k=1}^{K} (g_{ij}^{k})^2} \right). \tag{34}
\]

If the destination (receiver) requires a particular date rate, how much is the transmit power needed? We consider this problem and obtain the following proposition.

**Proposition 4:** When \( N_t \) and \( N_r \) are very large, the following average transmit power can ensure that the destination always achieves a given data rate \( \bar{R} \).
\[
\bar{P}_{EPA} = \frac{K \sigma_n^2 \bar{g}_n}{N_t N_r} \left( \frac{2 \bar{R} / K - 1}{2} \right), \tag{35}
\]

where
\[
\bar{g}_n [\text{dB}] = \frac{2}{\ln 10} \sum_{i=1}^{2} a_i + b_i \log_{10}(d_i) + c_i, \tag{36}
\]
and
\[
c_i = \ln 10 \cdot \frac{20}{20} \cdot 10^{\frac{-a_i [\text{dB}]}{20}}. \tag{37}
\]

**Proof:** For the achievable rate with EPA given in (34), the following lower bound of \( R_{EPA} \) can be obtained by applying the arithmetic-geometric inequality:
\[
R_{EPA} \geq K \log_2 \left( 1 + \frac{P N_t N_r N^2}{\sigma_n^2 \sum_{k=1}^{K} (g_{ij}^{k})^2} \right). \tag{38}
\]

To satisfy the requirement of a given data rate \( \bar{R} \) at the destination, the transmit power \( P \) needs to satisfy:
\[
\log_2 \left( 1 + \frac{P N_t N_r N^2}{\sigma_n^2 \sum_{k=1}^{K} (g_{ij}^{k})^2} \right) \geq \frac{\bar{R}}{K}. \tag{39}
\]

It follows that the average transmit power is
\[
\bar{P}_{EPA} = \mathbb{E} \left\{ \left( \frac{(2 \bar{R} / K - 1)}{N_t N_r N^2} \sigma_n^2 \right) \sum_{k=1}^{K} g_{ij}^{k} g_{ij}^{k} \right\}
= \frac{\sigma_n^2 (2 \bar{R} / K - 1)}{N_t N_r N^2} \mathbb{E} \left\{ \sum_{k=1}^{K} g_{ij}^{k} g_{ij}^{k} \right\}
= \frac{\sigma_n^2 (2 \bar{R} / K - 1)}{N_t N_r N^2} \sum_{k=1}^{K} \mathbb{E}(g_{ij}^{k}) \mathbb{E}(g_{ij}^{k}). \tag{40}
\]

Since
\[
\mathbb{E}(g_{ij}^{k}) [\text{dB}] = a_i + b_i 10 \log_{10}(d_i) + \mathbb{E}(\chi((g_{ij}^{k}))
= a_i + b_i 10 \log_{10}(d_i) + c_i \tag{41}
\]
and
\[
c_i = \mathbb{E}(\chi((g_{ij}^{k}))) = \ln 10 \cdot \frac{20}{20} \cdot 10^{\frac{-a_i [\text{dB}]}{20}}, \ l = 1, 2, \tag{42}
\]
the desired result (35) can be easily obtained. \( \Box \)

**Remark 4:** Let \( M = KN \) denote the total number of passive reflecting elements. It is known that the maximum multiplexing gain provided by the system is equal to \( M \) if \( K = M = 1 \), whereas the maximum power gain provided by the system is equal to \( N_t N_r M^2 \) if \( K = 1 \) and \( N = M \). In practice, we can choose a solution that offers a tradeoff between power and multiplexing gains according to
the propagation environments and requirements of the quality of service. Furthermore, through simple optimization based on (35), it is readily derived that for a fixed $M$, the optimal $K$ needs to satisfy

$$
\bar{R} = 3K(1 - 2^{-\bar{R}/k}).
$$

When $\bar{R}$ is large, then the optimal $K$ is equal to or close to $\bar{R}/3$.

From a practical point of view, a wireless system needs to be designed to meet the requirements of both efficiency and reliability. In what follows, we consider a power allocation policy that is adaptive and can minimize the total transmit power under constraints on both the bit error probability and the transmission rate. Specifically, for the $k$th established data stream, its requirement in terms of the quality of service can be described by a required SNR at the receiver, denoted $\text{SNR}_k$. From (43), the instantaneous power allocated to the data stream is at least

$$
P_k = \frac{\sigma_n^2 g_1^k g_2^k \cdot \text{SNR}_k}{N_r N_l N_s^2}.
$$

Under the adaptive power allocation (APA) policy, a similar derivation yields the following minimum total transmit power:

$$
P_{\text{APA}} = \mathbb{E} \left\{ \sum_{k=1}^{K} \frac{\sigma_n^2 g_1^k g_2^k (2\bar{R}_k - 1)}{N_r N_l N_s^2} \right\} = \frac{\sigma_n^2 g_1}{N_r N_l N_s^2} \sum_{k=1}^{K} \text{SNR}_k.
$$

V. NUMERICAL RESULTS

In this section, we present numerical results to observe the performance behaviors of the considered IRS-assisted mmWave system and corroborate our analytical results.

![Simulation setup.](image)

For path-loss related parameters, we consider a setup where the IRS lies on a horizontal line which is in parallel to the line that connects the transmitter and the receiver. The distance between the transmitter and the receiver is set to $D_{TR} = 51$ meters and the vertical distance between two lines is set to $D_v = 2$ meters, as shown in Fig. 3. Let $D_1$ denote the horizontal distance between the transmitter and the IRS. The transmitter-IRS distance and the IRS-receiver distance can then be calculated, respectively, as $D_{TI} = \sqrt{D_1^2 + D_v^2}$ and $D_{IR} = \sqrt{(D_{TR} - D_1)^2 + D_v^2}$. This means that $d_1 = D_{TI}$ and $d_2 = D_{IR}$. For the large-scale fading parameter in the NLOS channel between the transmitter and the receiver, the values of $a$, $b$ and $\sigma$ are set to be $a_0 = 72$, $b_0 = 29.2$, and $\sigma_0 = 8.7$ dB, as suggested in (32). For the large-scale fading parameters in the LOS channels between the transmitter and the IRS, and between the IRS and the receiver, the values of $a$, $b$ and $\sigma$ are set to be $a_1 = a_2 = 61.4$, $b_1 = b_2 = 20$, and $\sigma_1 = \sigma_2 = 5.8$ dB, also as suggested in (32). We always fix $L_1^L = L_2^L = L = 3$. Other parameters are set as follows: $P = 30$ dBm and $\sigma_n^2 = -85$ dBm (22). Except for Fig. 6, each of the phase shifts, $\psi_k$, is determined according to (32) and (33).

First, the behavior of singular values of channel matrix $\mathbb{H}$ is studied. Let $\eta_1^k = \eta_2^k = \eta = 5$ dB, $K = 3$, $N = 300$, and $D = 15$. It is expected that when $N_t$ and $N_r$ are large enough, the number of favorable and useful propagation paths for the examined case should be equal to $L = L + K = 6$, as suggested by Proposition 3. To confirm this, Fig. 4 plots the 1st, the 6th and 7th singular values (i.e., $l = 1, 6, 7$), when $N_r$ increases from 32 to 82 as $N_t$ increases from 32 to 112. It can be seen from this figure that as $N_t$ increases, all singular values slowly increase, but the difference at $N_t = 8$ and $N_t = 64$ is small. The 7th singular value is very much smaller than the 6th singular value. Thus this figure verifies the conclusion stated in Proposition 3.

Next, the achievable sum rate and its limit are examined. Now we set $\eta_1^k = \eta_2^k = 5$ dB, $\eta = -5$ dB, $K = 3$ and $N = 100$. When $N_t$ increases from 8 to 36 and $N_t$ increases from 8 to 64, Fig. 5 plots analytical results based on (23) and Monte Carlo simulation results for different values of distances, namely, $D_1 = 2, 2.5, 4.5$ . It can be seen from this figure that when the IRS is close to the transmitter or the receiver, the system has better rate performance. Moreover, it can be observed that all of the simulation results are close to the analytical results as expected, which corroborates Proposition 1.

In order to observe the rate performance improvement with increasing $N$ when $N_r$ increases from 8 to 36 and $N_t$ increases from 8 to 64, Fig. 6 plots the achievable sum rate for three different values of $N$, namely, $N = 10, 100, 1000$. For this figure, we set $\eta_1^k = \eta_2^k = 5$ dB, $\eta = -5$ dB, $K = 3$ and
$D_1 = 2$. For comparison, also plotted in the figure is the achievable sum rate when the system does not include the IRS. When $N = 10$, the propagation paths created via the IRS are too weak and cannot be used in transmission. When $N = 100$, however, the propagation paths created via the IRS become feasible and can be used to transmit data streams. Thus, the rate performance can be effectively improved. Furthermore, if $N$ is increased to 1000, the propagation paths created via the IRS become favorable and the sum rate with the IRS is about two times higher than that without the IRS when $N_t = 64$ and $N_r = 36$.

Now we observe performance changes as $K$ increases when $\eta_1^k = \eta_2^k = 5$ dB, $\eta = -5$ dB, $D_1 = 5$, $N_t = 64$, and $N_r = 36$. When $N$ increases from 50 to 500, Fig. [7] plots the achievable sum rate for three different values of $K$, namely, $K = 1, 3, 6$. As expected, the achievable sum rate is significantly improved with increasing $K$. Moreover, Fig. [7] plots the three rate curves which correspond to the scenarios without control processing of the phase shifts. From this figure, the three curves are close to each other. This observation is expected and in agreement with Remark 2.

Under the case with $D_1 = 25$, $N_t = 100$, and $N_r = 100$, we consider the rate performance in the scenario where the direct signal paths are too weak and thus can be neglected while the IRS signal paths are LOS dominated. When $K$ increases from 1 to 10, Fig. [8] plots the achievable sum rate for $N = 10, 100, 200, 1000$. For comparison, Fig. [8] also plots the achievable sum rate with EPA. It is interesting to see that all of the rate curves with EPA are quite close to the corresponding curves with the optimal power allocation (OPA). As expected, the rate performance with OPA and EPA is clearly improved as $N$ or $K$ increases, except for $N = 10$. In the case with $N = 10$, the rate is close to zero due to the fact that the propagation paths created via the IRS are too weak. For $M = KN = 1000$, it can be determined by the numerical results that the solution of $(K = 5, N = 200)$ is a good option for the system design when comparing to the two extreme cases of $(K = 1, N = 1000)$ and $(K = 10, N = 100)$.

Finally, we consider to verify Proposition 4 for $K = 5$ under the condition where other parameters are set as the same as
Fig. 9: Achievable rate versus $K$ for different values of $N$. 

in Fig. 8. For given $\bar{R} = 15, 30, 45$, we apply (38) to compute the needed instantaneous transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average needed instantaneous transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA. Fig. 9 plots the average transmit powers and then use them to conduct transmission with EPA.

VI. CONCLUSION

IRS is new technology and envisioned to be a promising solution for the future 6G networks, but remains largely unexplored. This paper has investigated a point-to-point IRS-assisted mmWave doubly-massive MIMO system and derived expressions of the asymptotic sum rate when the numbers of antennas at the transmitter and receiver go to infinity. As a major difference compared to existing analysis and results, such as in [22] and [11], it is shown in this paper that the optimal solutions of power allocation, precoding/combining, and IRS’s phase shifts for the doubly-massive MIMO system can be realized independently without the need of joint processing. Such solutions are very convenient for the system design. In the future, we shall extend our analysis to the point-to-multiple points scenario.
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