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Motivated by recent experiments in neuroscience which indicate that neuronal avalanches exhibit scale invariant behavior similar to self-organized critical systems, we study the role of noisy (non-conservative) local dynamics on the critical behavior of a sandpile model which can be taken to mimic the dynamics of neuronal avalanches. We find that despite the fact that noise breaks the strict local conservation required to attain criticality, our system exhibit true criticality for a wide range of noise in various dimensions, given that conservation is respected on the average. Although the system remains critical, exhibiting finite-size scaling, the value of critical exponents change depending on the intensity of local noise. Interestingly, for sufficiently strong noise level, the critical exponents approach and saturate at their mean-field values, consistent with empirical measurements of neuronal avalanches. This is confirmed for both two and three dimensional models. However, addition of noise does not affect the exponents at the upper critical dimension ($D = 4$). In addition to extensive finite-size scaling analysis of our systems, we also employ a useful time-series analysis method in order to establish true criticality of noisy systems. Finally, we discuss the implications of our work in neuroscience as well as some implications for general phenomena of criticality in non-equilibrium systems.

PACS numbers: 05.65.+b, 87.15.Zg, 87.19.L-, 89.75.Da

INTRODUCTION

Self-organized criticality (SOC) was proposed by Bak, Tang and Wiesenfeld (BTW) \cite{1,2} as a mechanism to explain generic scale invariance observed in a wide range of non-equilibrium phenomena in physical, biological and ecological systems, among others \cite{3–5}. Despite its simplicity and wide range of applicability, SOC has been somewhat controversial. One objection is due to the phrase, “self-organized”, as it was recognized that separation of time scales – that of driving and relaxation – need to be implemented which implied tuning, in contrast to the original claim that no tuning was required. Thus “slow driving” is an important feature of SOC systems \cite{6}. More importantly, it was quickly pointed out that conservation was the key ingredient in such systems \cite{7,8}. That is, dissipative dynamics can not lead to critical behavior. However, various non-conservative models including the Olami, Feder, Christensen (OFC) model of earthquake dynamics \cite{10,11} and the Forest-Fire model \cite{12} were proposed and studied as examples of SOC systems. Their (lack of) critical behavior has been a subject of debate in the past decades. However, recently Bonachella and Muñoz \cite{13} have made a strong argument for the requirement of local conservation for observation of true criticality in slowly driven non-equilibrium systems, showing that introduction of dissipation into otherwise locally conservative dynamics will introduce an effective length scale into the system and thus preventing true scale invariance in the thermodynamic limit.

In typical models of SOC, like the sandpile models, conservation is strictly obeyed on the local (microscopic) level, where the amount of energy lost at a site due to instability is exactly balanced by the amount gained by its neighboring sites ensuring local and therefore global conservation, except at the boundaries where excess energy build up due to driving is allowed to dissipate. In this paper, we propose to study a model where such restriction local conservation is broken due to the presence of noise, but “global” conservation is respected on the average. Our main motivation is due to the recent observation of neuronal avalanches and their presumed relation to SOC. In a wide range of recent experiments \cite{14–21}, neuronal avalanches have been shown to exhibit power law behavior with mean-field exponents. Whether neural dynamics \cite{22} is dissipative or not is still debated, but their noisy dynamics \cite{23} is a certainty, as the post-synaptic neurons receive more or less than their fair share of the ion distributed by the pre-synaptic neuron in the ionic plasma, which permeates the space between synapses. Furthermore, the question of whether violation of local conservation laws can preserve criticality if conservation holds on the average, is an interesting and important question in and of itself from a theoretical point of view.

We therefore propose to study a model of SOC with local noisy dynamics. We find that the presence of noise does not affect the criticality of the model, but modifies its critical exponents. Interestingly, we find that noise changes the critical exponents and introduces logarithmic corrections to pure power law behavior. More interestingly, we observe that for sufficiently large noise the system saturates at exponents which correspond to mean-field upper critical dimension. These are exactly the same exponents seen in the experiments on neuronal avalanches mentioned above.

The paper is constructed as follows: in Section II, we...
motivate and introduce our model. In Section III, we present our numerical results for a wide range of noise strengths and system sizes as well as various dimensionality while emphasizing the relevant physical issues. Finally, in Section IV, we close with some concluding remarks.

THE MODEL

In order to study the effect of noise on a SOC system, we chose the prototypical sandpile models. The discrete models, like the BTW model, are not good choices since we would like to add noise as a continuous parameter whose strength should be varied as its relative effect on the dynamics is of key interest. Besides, the BTW model exhibit peculiar scaling behavior. This leads us to consider models like the Zhang model. However, since we intend to study the critical behavior of our system using scaling arguments, we would like to have a model with simple finite-size scaling behavior. It has been shown that a particular version of the Zhang model, known as the stochastic parallel Zhang (SPZ) model, exhibits simple finite-size scaling behavior while being free of ambiguities associated with various updating rules associated with the standard Zhang model. We note that the stochasticity involved in the original SPZ model is of the same nature as that introduced in the Manna model and its many variants. This stochasticity is introduced in the update rules in order to break the determinism in the previous (e.g. BTW) models. The noisy dynamics we intend to study, however, breaks the conservation in the local rules.

We therefore propose to study a noisy SPZ model on a D-dimensional cubic lattice of size $L^D$. On each site of the lattice (j) we assign a continuous variable $E_j$ which represents the “energy” of that site. If for all sites $E_j < E_{th}$, where $E_{th} = 1$ is the threshold value, the system is in a stable state. The system evolves by the following dynamical rules: (i) Driving: When the system is in a stable state some amount of energy $\delta E$ is added into a randomly chosen site (j), $E_j \rightarrow E_j + \delta E$, until an unstable state is reached, i.e. the energy of one of the sites becomes larger than $E_{th}$. $\delta E$ is a random variable uniformly distributed in the range $[0,0.25]$. (ii) Toppling: When $E_j$ becomes larger than $E_{th}$ the system is in an unstable state, and the site (j) topples according to the rule

$$E_j \rightarrow 0$$

$$E_{j'} \rightarrow E_{j'} + \epsilon_j E_j + \eta_j$$

where $(j')$ are the nearest neighbors of site (j). $\epsilon_j$ are annealed random numbers with the constraint $\sum_{j'=n,n_c} \epsilon_j = 1$ that ensures local conservation, in the absence of noise ($\eta = 0$). $\eta_j$ are random numbers chosen for every toppling from a flat noise with a zero mean value ($\langle \eta_j \rangle = 0$) and the domain $(-\sigma, \sigma)$. We choose a flat noise for simplicity and efficiency of computer simulations. The noise violates conservation in local dynamics, however, because of its zero mean value, it respects “global” conservation on the average. Boundaries of the system are open and the toppling rule is applied until a stable state is reached. The sequence of these topplings which follow an initial instability is a domino like process called an avalanche. The statistical properties of such avalanches are of key interest. We therefore focus on avalanche sizes, areas and durations in order to investigate the criticality of the model. Avalanche size (s) is the total number of topplings, avalanche area (a) is the number of individual distinct sites that have toppled, and avalanche duration (d) is the number of parallel updates, during an avalanche.

We note that this model simulates how a random neuron is activated and subsequently fires resulting in redistribution of its load to post-synaptic neurons via random $(\epsilon_j)$ as well as noisy $(\eta_j)$ synapses, thus causing other neurons to fire as well. The sum of these causal firings is considered as a single neuronal avalanche. Zero average noise is related to global charge conservation in the brain on the time scale of typical activities.

RESULTS

We initially propose to study the criticality of our model by investigating its avalanche distribution function $P(x)$. Finite-size scaling theory of critical systems holds that such distributions obey the form $P(x) \sim x^{-\tau_x} f(x/L^{\beta_x})$ where $x$ is s, d, or a depending on the quantity of interest. A system obeys simple finite-size scaling, and is therefore considered critical, if all curves for arbitrary system size L, collapse into a universal form under the rescaling of $x \rightarrow x/L^{\beta_x}$ and $P(x) \rightarrow L^\beta_P P(x)$ [26, 27]. Some systems are found to require an additional exponent through what is known as logarithmic correction in order to better fall into a single universal curve, i.e. $P(x) \sim x^{-\tau_x} (\ln(x))^{\gamma_x} f(x/L^{\beta_x})$ and collapse under rescaling of $x \rightarrow x/L^{\beta_x}$ and $P(x) \rightarrow L^{\tau_x-\gamma_x} (\ln(x))^{-\gamma_x} P(x)$. One may also attempt to collapse the data by rescaling the y-axis with $x^{\tau_x}$ instead of $L^{\tau_x}$. We have used both methods in what follows.

We therefore have simulated our model up to system size of $L = 2048$ in two dimensions creating up to $2 \times 10^7$ avalanches, and have perform finite-size scaling collapses in order to obtain exponents $\tau_x, \beta_x, \gamma_x$ for $x = s, a, d$. We start from restrictively conservative model $\sigma = 0$ where our results match that of previous studies [27]. We then increase the level of noise and find good finite-size collapses for various noise levels $\sigma$. We note that the presence of noise increases simulation time considerably, not only due to its implementation at each time step but also because of its effect on increasing duration (and size) of a given avalanche. We present a few examples of our finite-size...
scaling plots in Fig.1 and 2 and report the totality of our results in Table I. We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I). We note that in all cases a good collapse is obtained (particularly for results in Table I).

Logarithmic correction to power law scaling has been seen in various models of SOC including the two dimensional Manna model [33], BTW model on scale free networks [30], as well as BTW model at upper critical dimension ($D = 4$) [37]. We note that logarithmic corrections near upper critical dimension is predicted by renormalization group theory [38]. Therefore, the emergence of non-zero $\gamma_x$ as $\sigma$ is increased is consistent with the observed approach to mean-field (upper-critical dimension) results.

In order to further investigate whether the 2D noisy SPZ model is at or near upper critical dimension, we have performed three and four dimensional simulations of the SPZ model with and without noise, where we have plotted a sample of our finite-size scaling collapses in Fig.3 and 4 for $D = 3$. Note that the distinction between avalanche size and area disappears in a mean-field treatment [33, 34]. Accordingly, we observe little difference in $D = 3$ (Table I) and no difference at all in $D = 4$ (Table II) between $s$ and $a$ in our simulations. One can see that $D = 4$ gives mean-field exponents, i.e. $\tau_d = 2.0$ and $\tau_s = 1.5$ along with $\gamma_s = 0.00$ and $\gamma_d = 0.80$. More importantly, we note that in $D = 3$ (Table III) the rise in critical exponents with increasing noise is more gradual as they reach their mean-field values. Interestingly, there is no logarithmic corrections needed in $D = 3$ for various noise levels beyond what is needed at the upper critical dimension $D = 4$ (see Table III). We also note that our main focus here is on exponents $\tau_s$ and $\tau_d$ as they are the exponents measured in typical (neuronal avalanche) experiments. They are also the exponents which are directly obtained in the mean-field solutions of sandpile models [33, 34]. The $\beta$ exponents are clearly finite-size exponents and not treated as critical exponents of the system, and therefore one would not expect to compare them for various dimensionality and models. As reported in Table III the noiseless (conserved) 4D model exhibits mean-field exponents $\tau_d, \gamma_d, \tau_s, \gamma_s$ which are identical to 2D and 3D systems at $\sigma = 0.23$. We also note that addition of noise does not affect the critical exponents of 4D model, as shown in Table III for $\sigma = 0.23$. We emphasize that the critical exponents ($\tau_s, \gamma_s, \tau_d, \gamma_d$) gradually rise and reach their mean-field values as a function of $\sigma$ in

![FIG. 1: Finite-size-scaling collapse for (a) size, (b) duration and (c) area of avalanches for two dimensional SPZ model.](image-url)
3D while in 2D they initially overshoot with significant logarithmic correction before finding and settling at their mean-field values.

In addition to critical exponents, we have also looked at the “critical point” of the various models. The critical point of such systems are obtained as the time average of the mean total energy \( \langle E \rangle = \left( \sum_i E_i / L^D \right) \) where a balance between drive and dissipation at the boundaries is reached, in the thermodynamic limit \( L \to \infty \). In the absence of noise, increasing \( D \) reduces the average energy \( \langle E \rangle \) as system finds more boundaries for energy dissipation. Interestingly, as can be seen from Table I, increasing noise has the same effect. Fig. 2 shows the average energy as a function of noise level for \( D = 2 \). Significant decrease in the average energy is seen for large values of noise. We note that the 2D system with \( \sigma = 0.23 \) exhibit not only the same critical exponents as the 4D, it also exhibit the same critical point \( \langle E \rangle = 0.512 \) (see Table I). However, we believe this is just a coincidence as it is not born out by 3D results \( \langle E \rangle^{\sigma=0.23} = 0.478 \). We also point that while obtaining the same critical exponents is of physical significance (e.g. universal behavior) not much meaning can be attached to the actual values of critical points.

But why should the addition of noise lead to mean-field results? Increasing dimension of the system \( (D) \) reduces average energy \( \langle E \rangle \) while increases the number of nearest neighbors \( (= 2 \times D \) on a cubic lattice) through which an unstable site can directly influence. Well, increasing noise has exactly the same effect: First of all, noise with average of zero is only possible with negative values which consequently can lead to negative values of \( E_j \) thus effectively reducing the average energy much like increasing dimension does (see Fig. 2). Secondly, and on the other hand, large possible values of noise can lead to values of unstable sites which are much larger than threshold, i.e. \( E \gg E_{th} \). Fig. 2 shows the probability distribution of the values of super-threshold sites as measured before they are toppled. Relaxation of such super-threshold sites and their subsequent transfer to their nearest neighbors leaves them well above threshold and thus effectively transports their energy on their next and next nearest neighbors. Therefore, increasing noise, much like increasing \( D \) leads to more and more “effective” neighbors, and consequently leads to a mean-field behavior.

Lastly, we discuss the issue of apparent vs. true criticality \[13\]. Finite-size scaling is the true indicator of a critical system. However such methods are at times prone to error as obtaining enough statistics for larger system sizes are computationally limited, and thus one is forced to relay on approximation methods \[10\] which may lead to scaling for finite systems but fail in a truly large (infinite) system size, which is what is meant by the phrase “apparent criticality”. Branching ratio is a useful method of studying non-equilibrium systems. However, branching ratio is a globally defined quantity useful in mean-field studies. Recently, a method based on time se-
FIG. 3: Finite-size-scaling collapse for (a) size, (b) duration and (c) area of avalanches for three dimensional SPZ model. Linear system sizes are \( L = 80, 100, 120, 140, 160 \) and \( \sigma = 0.05 \). The main panels show the collapse using the activity variable (\( x \)) while the insets show the same data collapsed with system size (\( L \)). In both methods we observe good collapses. We report the exponents obtained from the main panel in Table I.

FIG. 4: Finite-size-scaling collapse for (a) size, (b) duration and (c) area of avalanches for three dimensional SPZ model. Linear system sizes are \( L = 80, 100, 120, 140, 160 \) and \( \sigma = 0.23 \). The main panels show the collapse using the activity variable (\( x \)) while the insets show the same data collapsed with system size (\( L \)). In both methods we observe good collapses. We report the exponents obtained from the main panel in Table I.
CONCLUDING REMARKS

Motivated by recent experiments on neuronal avalanches we have studied a continuous sandpile model of SOC in the presence of local noise. The model simulates how an active neuron redistributes its load unevenly down the synaptic pathways and suffers noisy transfer of charge at the synaptic junctions, leading to possible activity of post-synaptic neurons. The fact that the average noise at the synaptic junctions is assumed to be zero is related to the global charge conservation in the brain during empirical observation times. We find that if the local noise is on the average conservative ($\langle \eta \rangle = 0$) the system remains critical, with

ries analysis of branching ratios has been proposed which assigns a branching ratio to a given activity and is a reliable method of distinguishing criticality [41]. Activity dependent branching ratio ($b_z$) is defined for a time series $\{Z_t\}$ as the expectation value of $\xi_z/z$, i.e. $b_z = E(\xi_z/z)$, in which $\xi_z$ is the value of $Z_{t+1}$, when $Z_t$ is given to be equal to $z$, i.e. $\xi_z = (Z_{t+1}|Z_t = z)$. In a true critical system $b_z$ is expected to be exactly one over a wide range of data, preventing any short term predictability, while one expects $b_z < 1$ ($b_z > 1$) for a sub (super) critical system. We have therefore produced a time series of $\{Z_t\}$ where $Z_t$ is the number of unstable sites at time $t$, and $t$ is the parallel update time, and have calculated $b_z$ for various two dimensional models and plotted the results in Fig. 7. The fact that $b_z = 1$ for all noise levels including $\sigma = 0$ is a strong indication of the criticality of the system regardless of the noise level. We note that it has been seen [41, 42] that a smallest level of dissipation introduced into an otherwise locally conserved dynamics will lead to a sub-critical behavior which gives $b_z < 1$ over a wide range of $z$. In our model if we introduce a non-conserving noise ($\langle \eta \rangle \leq 0$), we also note that $b_z$ is reduced as is seen in Fig. 7 for $\langle \eta \rangle = -0.0005$. Not only $b_z < 1$ for dissipative system, the range of data is significantly reduced indicating sub-critical behavior.

FIG. 5: Average energy $\langle E \rangle$ versus noise intensity $\sigma$ for a two dimensional noisy system. Increasing noise reduces the average energy significantly.

FIG. 6: (Color online) Probability density function (frequency of occurrence) of the energy of unstable sites just before toppling for different values of noise intensity $\sigma$, on a two dimensional system of $L = 1024$.

FIG. 7: (Color online) Activity dependent branching ratio $b_z$ for a two dimensional noisy system of $L = 1024$. All systems where $\langle \eta \rangle = 0$ exhibit $b_z = 1$ for a wide range of data indicating true criticality. In the case of $\langle \eta \rangle \leq 0$, it is clearly seen that $b_z < 1$ indicating a sub-critical system.
TABLE I: Scaling exponents and average energy for two and three dimensional systems for different values of noise level $\sigma$. The exponents are obtained from plots similar to Fig. (A1). The values of the exponents and their uncertainty are obtained using the method presented in the main frame of the plots.

| $\sigma$ | $D$ | $\tau_a$ | $\gamma_a$ | $\beta_a$ | $\tau_d$ | $\gamma_d$ | $\beta_d$ | $\langle E \rangle$ |
|---------|-----|----------|------------|-----------|----------|------------|-----------|----------------|
| 0.00    | 2   | 1.28(1)  | 0.00       | 2.76(2)   | 1.50(1)  | 0.00       | 1.53(2)   | 1.35(1) 0.00 2.00(2) 0.554 |
| 0.01    | 2   | 1.36(1)  | 0.50(5)    | 2.98(2)   | 1.70(1)  | 1.2(1)     | 1.65(2)   | 1.45(1) 0.69(9) 2.00(2) 0.554 |
| 0.03    | 2   | 1.58(2)  | 2.7(1)     | 3.78(5)   | 2.07(2)  | 2.95(9)    | 1.89(4)   | 1.88(2) 4.0(1) 2.00(3) 0.553 |
| 0.05    | 2   | 1.56(2)  | 1.79(5)    | 3.87(4)   | 2.25(2)  | 3.85(9)    | 2.00(4)   | 2.10(2) 5.0(1) 2.00(4) 0.551 |
| 0.10    | 2   | 1.54(2)  | 0.8(1)     | 3.85(5)   | 2.20(2)  | 2.75(9)    | 2.00(4)   | 2.20(2) 5.00(5) 2.00(4) 0.545 |
| 0.15    | 2   | 1.52(2)  | 0.5(1)     | 3.96(5)   | 2.20(2)  | 2.4(1)     | 2.00(5)   | 2.21(2) 4.5(1) 2.00(5) 0.534 |
| 0.20    | 2   | 1.51(2)  | 0.35(9)    | 4.00(5)   | 2.14(2)  | 1.8(1)     | 2.00(5)   | 2.20(2) 4.0(1) 2.00(5) 0.521 |
| 0.23    | 2   | 1.50(2)  | 0.00       | 4.00(5)   | 2.00(2)  | 0.7(1)     | 2.00(5)   | 2.20(2) 3.9(1) 2.00(5) 0.512 |
| 0.25    | 2   | 1.50(2)  | 0.00       | 4.00(5)   | 2.00(2)  | 0.7(1)     | 2.00(5)   | 2.20(2) 3.6(1) 2.00(5) 0.505 |
| 0.00    | 3   | 1.41(2)  | 0.00       | 3.40(5)   | 1.76(2)  | 0.00       | 1.72(5)   | 1.42(2) 0.00 3.00(5) 0.525 |
| 0.05    | 3   | 1.43(2)  | 0.00       | 3.46(5)   | 1.82(2)  | 0.35(9)    | 1.75(5)   | 1.43(2) 0.00 3.00(5) 0.523 |
| 0.12    | 3   | 1.44(2)  | 0.00       | 3.60(5)   | 1.90(2)  | 0.7(1)     | 1.84(5)   | 1.45(2) 0.00 3.00(5) 0.512 |
| 0.20    | 3   | 1.47(2)  | 0.00       | 3.70(5)   | 2.00(2)  | 0.8(1)     | 1.84(5)   | 1.47(2) 0.00 3.00(5) 0.490 |
| 0.23    | 3   | 1.49(2)  | 0.00       | 3.87(5)   | 2.00(2)  | 0.8(1)     | 1.86(5)   | 1.49(2) 0.00 3.00(5) 0.478 |
| 0.30    | 3   | 1.50(2)  | 0.00       | 3.90(5)   | 2.00(2)  | 0.8(1)     | 1.89(5)   | 1.49(2) 0.00 3.00(5) 0.447 |

TABLE II: Scaling exponents and average energy for four dimensional SPZ model in comparison to those of a two, three and four dimensional noisy systems with $\sigma = 0.23$. Exponents and uncertainties are obtained similar to that in Table I.

| $D$ | $\sigma$ | $\tau_a$ | $\gamma_a$ | $\beta_a$ | $\tau_d$ | $\gamma_d$ | $\beta_d$ | $\langle E \rangle$ |
|-----|----------|----------|------------|-----------|----------|------------|-----------|----------------|
| 4   | 0.00     | 1.50(2)  | 0.00       | 3.60(5)   | 2.00(2)  | 0.8(1)     | 1.80(5)   | 0.512 |
| 2   | 0.23     | 1.50(2)  | 0.00       | 4.00(5)   | 2.00(2)  | 0.7(1)     | 2.00(5)   | 0.512 |
| 3   | 0.23     | 1.49(2)  | 0.00       | 3.87(5)   | 2.00(2)  | 0.8(1)     | 1.86(5)   | 0.478 |
| 4   | 0.23     | 1.50(2)  | 0.00       | 3.80(5)   | 2.00(2)  | 0.7(1)     | 1.82(5)   | 0.455 |

well-defined critical exponents, which we obtain from finite-size scaling collapses. More interestingly, we find that as the noise level is increased, such exponents move toward their mean-field values and finally saturate at relatively large values of noise. We looked at both 2D and 3D systems and found this trend to be true. Such mean-field exponents are exactly what are seen in neuronal avalanche experiments. It is generally believed that such mean-field exponents are due to high connectivity network structure of the brain. Here, we have provided an independent mechanism to produce mean-field results, i.e. that of noisy local dynamics. Mean-field solutions are theoretically obtained where all to all connections are assumed. Numerically, such exponents have been found in various sandpile models with small-world effect, e.g. scale-free networks or small-world networks. More recently, the existence of two scaling regimes, one of mean-field-like and one of regular-lattice-like have also been reported. We note that in all such studies definitive mean-field behavior has been observed for the value of shortcut link probability (long range connections) equal or greater than $p \sim 10^{-1}$. Since typically a neuron has $10^4$ connections, and assuming that a small number of such connections are long-ranged, one may need to study the behavior of such models for $p \ll 10^{-1}$, where we do not expect to get mean-field exponents over the entire range of data. We therefore suspect that the observed mean-field exponents in real experiments are results of both small-world structure of neural networks as well as their noisy dynamics.

Moreover, independent of neuroscience applications of the work presented here, we have addressed an important question. Since it is generally believed that violation of local conservation leads to lack of criticality, we have shown that if one breaks local conservation but respects global conservation on the average, one still preserves criticality in such systems. We have established this fact by extensive finite-size scaling (as well as time series) analysis. The exponents of such critical systems depend on the intensity of noise and saturate at their mean-field values for sufficiently strong noise level. We have additionally provided arguments as to why large local noise should lead to high-dimensional mean-field behavior.

Finally, we note that our original SPZ model belongs to what is known as the Manna universality class. It is generally believed that stochastic/deterministic as well as isotropic/directed local dynamics are the relevant symmetries that define various universality classes in the sandpile models. Since the addition of noise into our local dynamics does not change any of the relevant symmetry properties (stochastic and global isotropy) one would still expect the model to remain in the Manna universality class. We on the other hand, observe a gradual change of exponents to their mean-field values. Therefore, our results provide evidence for a critical sandpile model with stochastic undirected dynamics which does not belong to the Manna universality class, requiring us to reconsider the controversial concept of universality in sandpile models.
increasing noise, which underlies the mean-field universality class. The gradual change of the exponents may be interpreted as a crossover effect which would take various sandpile models to mean-field behavior, as the range of interaction gradually increases from short-range to long-range behavior, with increasing noise. It would be interesting to investigate whether such behavior is generic to all sandpile (or SOC) models.
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