Dipolar Rydberg-atom gas prepared by adiabatic passage through an avoided crossing
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Abstract

The passage of cold cesium 49S1/2 Rydberg atoms through an electric-field-induced multi-level avoided crossing with nearby hydrogen-like Rydberg levels is employed to prepare a cold, dipolar Rydberg atom gas. When the electric field is ramped through the avoided crossing on time scales on the order of 100 ns or slower, the 49S1/2 population adiabatically transitions into high-l Rydberg Stark states. The adiabatic state transformation results in a cold gas of Rydberg atoms with large electric dipole moments. After a waiting time of about 1 μs and at sufficient atom density, the adiabatically transformed highly dipolar atoms become undetectable, enabling us to discern adiabatic from diabatic passage behavior through the avoided crossing. We attribute the state-selectivity to m-mixing collisions between the dipolar atoms. The data interpretation is supported by numerical simulations of the passage dynamics and of binary m-mixing collisions.

1. Introduction

Atoms in highly excited Rydberg states (principal quantum number n) have large radii and electric-dipole transition matrix elements (∼n²), large polarizabilities (∼n⁷) and strong van-der-Waals interactions (∼n¹⁳) [1]. These properties have led to a variety of interesting investigations and applications, including quantum information and logic gates [2–6], single-photon sources [7] enabled by the Rydberg excitation blockade effect [5, 8–13], and many-body physics with strong long-range interactions [14–18]. The large polarizability makes Rydberg atoms sensitive to external fields, giving rise to applications in field measurement [19, 20], quantum control [21] and studies involving collisions [1] and novel molecules [22].

We investigate how a controlled passage of a dense cloud of Rydberg atoms through an avoided crossing alters the collision-induced dynamics of the sample. As a result of adiabatic state transformation, Rydberg atoms passing adiabatically acquire large permanent electric dipole moments, which lead to enhanced dipole–dipole interactions. The accelerated state mixing is probed via time-delayed state-selective field ionization [1, 23, 24]. Previously, the (single-atom) dynamics of lithium Rydberg atoms passing through an avoided crossing has been studied via a measurable difference in the ionization electric fields of the atoms exhibiting diabatic and adiabatic passage [25]. Rydberg l-state redistribution has been controlled by application of a large-amplitude rectangular electric field pulse [26]. In collision studies, l-changing interactions of Na nD Rydberg atoms with slow Na⁺ ions have been investigated using field-ionization templates for l = 3–5 [27]. The effect of l and m-mixing by weak, homogeneous dc electric fields and static ions has been predicted to lengthen the lifetimes of Rydberg states [28]. The mixing-induced long lifetimes of high-n Rydberg states play a central role in zero electron kinetic energy (‘Zeke’) spectroscopy [29, 30]. In cold Rydberg-atom gases, plasma formation in a cloud of initially low-l Rydberg atoms and subsequent recombination processes can generate high-l Rydberg atoms [31]. Long-lived high-l Rydberg states have been created by l- and m-mixing collisions in rubidium [32] and by state transfer induced with weak electric fields in cesium [33].
Here, we employ the adiabatic/diabatic passage of cesium Rydberg atoms in a well-defined initial state, prepared within an applied electric field, through a selected multi-level avoided crossing. In alkali-metal atoms, low-$l$ ($l < 2$) Rydberg states typically have low electric-dipole moments while the outermost linear Stark levels have large ones, resulting in sequences of avoided crossings between low-$l$ states and linear, high-$l$ Stark states. Time-dependent studies of avoided crossings are of general relevance, since avoided crossings are a universal phenomenon in atoms and molecules. Here, we are interested in the dynamics of cold, relatively dense Rydberg atom samples after transformation of the Rydberg-atom wavefunction in the avoided crossing. In our case, adiabatic transformation induces large permanent electric dipole moments, which have a profound effect on the subsequent collision-induced dynamics of the samples. We vary the speed of the electric-field ramp that drives the atoms through the avoided crossing as well as the atom interaction time after completion of the ramp. The final atom sample is analyzed via state-selective field-ionization. The concept and the timing sequence of the experiment are presented in figures 1(a) and (b). We interpret our results based on simulations of the passage behavior and the collision properties of the sample after the passage.

2. Setup

The experimental setup is sketched in figure 1(c). We trap cesium atoms in a standard magneto-optical trap (MOT) with temperature of $\sim 100$ μK and peak density of $\sim 10^{10}$ cm$^{-3}$, and use stepwise two-photon excitation to prepare Rydberg states. The trapping laser is turned off during Rydberg-atom excitation, manipulation and detection, whereas the repumping laser is left on to avoid optical pumping into $6S_{1/2}(F = 3)$ by off-resonant transitions. The lower-transition laser resonantly drives the $6S_{1/2}(F = 4) \rightarrow 6P_{3/2}(F = 5)$ transition and has a power of $660 \mu$W and a Gaussian beam waist of $w_0 \sim 1.2$ mm. The upper-transition laser drives a transition from $6P_{3/2}(F = 5)$ into a Rydberg state and has a waist diameter of $w_0 \sim 50$ μm, yielding a cylindrical excitation volume with a length of $\sim 800$ μm and a diameter of $\sim 50$ μm. The excitation-pulse duration is 500 ns. In order to reproducibly excite selected, well-defined Rydberg levels under presence of an applied electric field, where the density of states is large, we use a wavelength meter with an uncertainty of 30 MHz. The Rydberg atoms are ionized using state-selective electric-field ionization. The released ions are detected with a calibrated micro-channel plate (MCP). Since the MCP ion detection efficiency is $\sim 35\%$, the actual Rydberg atom numbers and densities are about a factor of three higher than the numbers and densities of detected Rydberg atoms.

Electric fields are applied using a pair of parallel, non-magnetic grids centered at the MOT location (spacing 15 mm). The electric fields are generated using an arbitrary-waveform generator (voltage precision $\pm 1$ mV). The field is calibrated and zeroed via Stark spectroscopy of 60D $3/2$ and 60D $5/2$. 

Figure 1. Passage of Rydberg atoms through an electric-field-induced avoided crossing and the resultant state-mixing properties. (a) Rydberg atoms in a state close to $49S_{1/2}$ (circles) are prepared at an electric field $F_1 = 3.14$ V cm$^{-1}$. The field is then linearly ramped to $F_2 = 3.99$ V cm$^{-1}$ with a rise time $\Delta t_1$ across a selected avoided crossing. The Rydberg atoms undergo adiabatic/diabatic passage through the avoided crossing. Atoms passing adiabatically are transformed into an $m = 1/2$ high-$l$ elongated Stark state (ovals). During a hold time $\Delta t_2$, they undergo efficient $m$-mixing into Stark states with high $|m|$ (ovals of different shades). (b) Timing diagram. After the hold time $\Delta t_2$, a ramp ionization field (except specified otherwise) is applied that only ionizes the atoms in low-$|m|$ levels but not the ones in high-$|m|$ levels. (c) Schematic of the experiment. Laser pulses and the potential grid on the right are employed to excite Rydberg atoms in a cesium MOT and to control their passage through an avoided crossing, as shown in parts (a) and (b). An electric-field ramp applied to the left grid and the MCP are used to detect the Rydberg atoms via electric-field ionization and ion detection.
3. Spectroscopy

In preparation for our time-dependent studies, it is important to locate a suitable avoided crossing, to verify that the field inhomogeneity is low enough that the crossing can be well resolved, and to measure its gap size $\Delta E$. For our work we have calculated [34] and measured cesium Stark spectra in the vicinity of the $n = 45$ hydrogen-like manifold of states; respective results are shown in figures 2(a) and (b). The Stark map in (a) includes two three-level avoided crossings with adiabatic states labeled $I \left| \right. \rangle$, $II \left| \right. \rangle$, $III \left| \right. \rangle$ and $I' \left| \right. \rangle$, $II' \left| \right. \rangle$, $III' \left| \right. \rangle$; the respective energies are $E_I$, $E_{II}$, $E_{III}$ and $E_{I'}$, $E_{II'}$, $E_{III'}$. The measured spectrum in figure 2(b) shows atom counts as a function of wavenumber for a selection of electric-field values, corresponding to the shaded field and energy range in figure 2(a). Both measurement and calculation demonstrate that the avoided crossings involve three atomic levels, whereby the line strength of the middle adiabatic level $III \left| \right. \rangle$ is much smaller than that of the $I \left| \right. \rangle$ and $II \left| \right. \rangle$-levels.

The avoided crossings are characterized by a center electric field, $F_X$, and the energy gap at $F_X$. For each avoided crossing, $F_X$ is given by the electric-field value at which the energy gap, $\Delta E$, between the adiabatic levels $I \left| \right. \rangle$ and $II \left| \right. \rangle$ exhibits a (local) minimum as a function of electric field $F$, i.e.

$$\Delta E = \min_F \left( E_{II} (F) - E_I (F) \right)$$

(1)

the gap minimum is realized when $F = F_X$. As an example, in figure 2(c) we show the experimental energy-level difference $\Delta E$ (symbols) and calculation (solid line) between states $I \left| \right. \rangle$ and $II \left| \right. \rangle$ as a function of electric field for the anti-crossing in figure 2(a). The measured center field is $F_X = 4.3 \text{ V cm}^{-1}$ and the gap minimum $\Delta E (F_X) = 110 \text{ MHz}$. The measured energy gap agrees with the calculation within about 20%, and the field
within 4%. The intermediate level $E_{III}$ exhibits no significant curvature, leading us to infer that its coupling to the other levels is small and that its effect on $E_{\Delta}$ is minor. This is confirmed below in section 7.

4. Passage behavior in ramped electric fields

In our time-dependent studies we employ the avoided crossing that involves the adiabatic states $|I'\rangle$, $|II'\rangle$ and $|III'\rangle$ defined in figure 2(a); this avoided crossing has a gap size, $\Delta E = 60$ MHz. We initially prepare Rydberg atoms in adiabatic state $|I'\rangle$ at point A in figure 2(a), at an electric field of 3.14 V cm$^{-1}$. As the electric field is linearly ramped through the avoided crossing centered at $F_X \approx 3.4$ V cm$^{-1}$ to a final field of 3.99 V cm$^{-1}$, the atoms undergo diabatic or adiabatic passage into adiabatic states $|II'\rangle$ and $|I'\rangle$ at points B and C, respectively. The process strongly depends on the ramp time, $\Delta t_1$, of the electric field. When the electric field varies fast, the atoms preferentially pass diabatically into level $|II'\rangle$ at point B, while for slow ramps the population mostly passes adiabatically into level $|I'\rangle$ at point C (black arrow shown in figure 2(a)). The Rydberg-atom density is $N_0 = 3 \times 10^8$ cm$^{-3}$ and the holding time $\Delta t_2 = 0 \mu$s.

Figure 3. (a) Measured atom number as a function of ramp time $\Delta t_1$. The atoms are initially prepared in point A in figure 2, and the electric field is ramped from 3.14 to 3.99 V cm$^{-1}$ (through one of the avoided crossings in figure 2). The pulsed ionization electric field is set high enough that $49S_{1/2}$-like atoms (point A in figure 2) are detected, but it is too low to detect high-$|m|\rangle$ atoms ($|m| \geq 2.5$). The Rydberg-atom density is $N_0 = 3 \times 10^8$ cm$^{-3}$ and the holding time $\Delta t_2 = 0 \mu$s. (b) Normalized atom number for a holding time of $\Delta t_2 = 1 \mu$s (other conditions same as in (a)). The solid line shows an exponential fit to the data. The inset in (b) shows the decay behavior of pure $49S_{1/2}$-atoms at zero electric field (black squares) and of $49S_{1/2}$-like atoms at a fixed field of 3.14 V cm$^{-1}$ (point A in figure 2; red circles). (c) Detected number of Penning-ionized atoms as a function of hold time $\Delta t_2$ for fixed $\Delta t_1 = 80$ ns and same density as in (a) and (b).
changes from near zero to near 100% over the investigated range of $\Delta t_1$, with no resultant discernable trend in the atom counts. We conclude that field ionization immediately after the ramp through the avoided crossing is not suitable to state-selectively detect atoms in points B and C.

5. Collision-induced dynamics caused by adiabatic state transformation

Adiabatic passage transforms the atoms from weak into strong dipolar character. Atoms in points A and B have electric dipole moments from about 130 $ea_0$ to 160 $ea_0$, while atoms in point C have dipole moments of about 900 $ea_0$. This is interesting in several respects. Direct optical excitation of such a sample would be difficult to accomplish because of optical selection rules (atoms in point C have only about 1% 49S$_{1/2}$-character) and because the Rydberg excitation blockade [8] suppresses optical or microwave excitation of high-density Rydberg-atom samples at point C (due to interaction-induced electric-dipole energy shifts). Hence, atom samples prepared by adiabatic passage from A to C enable us to study collision-induced dynamics in dipolar Rydberg atom gases under Rydberg-atom density conditions that would likely not be attainable using alternate means.

Enhanced dipolar interactions change the sample dynamics after passing through the avoided crossing. In figure 3(b) we hold the field for a time $\Delta t_2 \approx 1$ $\mu$s at its final value and show the normalized number of detected atoms as a function of the ramp time $\Delta t_1$ at a Rydberg-atom density of $N_0 = 3 \times 10^9$ cm$^{-3}$ (blue triangles). As in figure 3(a), we use a pulsed ionization field with voltage just high enough to ionize the initially populated 49S$_{1/2}$-like atoms. Over the investigated range of $\Delta t_1$ the Landau–Zener adiabatic-passage probability changes from near zero to near 100% (see section 7 below). In contrast to figure 3(a), where the detected atom fraction is fairly constant at 100%, in figure 3(b) the fraction of detected atoms drops from 100% to near zero, as the adiabatic transition probability increases. It is concluded that the waiting time $\Delta t_2 = 1$ $\mu$s enables state-selective detection of adiabatic and diabatic passage of atoms through the avoided crossing. The adiabatically transformed atoms become undetectable over a wait time of $\Delta t_2 \sim 1$ $\mu$s. The signal decay observed in figure 3(b) is fitted quite well by a decaying exponential with a decay time constant of 103 ± 5 ns. To explain the observed behavior, we first note that the atoms in points B and C in figure 2(a) are nearest-neighbor quantum states of the same $m = 1/2$ Stark map. Such states can usually not be distinguished by using state-selective field ionization such as ours; therefore the result in figure 3(a) is not surprising. However, if a sufficiently long hold time $\Delta t_2$ is introduced, the atoms in highly dipolar, elongated Stark states (point C in figure 2(a)) may selectively undergo $m$-mixing collisions into energetically nearby Stark states with higher $|m|$. As $|m|$ exceeds a value of about 2.5, atoms tend to ionize diabatically because the gaps of the avoided crossings in the Stark maps trend towards zero [36]. The ionization electric fields then increase by factors between 1.8 and 4 (for a calculation of hydrogenic ionization rates see [37]). Hence, state-selective, efficient $m$-mixing and a corresponding increase in ionization field are the most likely reasons of why the adiabatically transformed atoms become undetectable. The results in figure 3(b) for short $\Delta t_1$, where the passage is diabatic, further indicate that atoms in 49S$_{1/2}$-like states (point B in figure 2(a)) do not exhibit sufficient state mixing to alter the field ionization threshold. A state-mixing model is investigated in detail in section 8 below.

To support the above interpretation of the data, in the inset of figure 3(b) we excite 49S$_{1/2}$-like atoms at a fixed electric field of 3.14 V cm$^{-1}$ (point A in figure 2(a)) and Rydberg atom density $N_0$, and we show the normalized detected atom number as a function of time $\Delta t_1$ over a very long range up to 300 $\mu$s (red circles). For comparison, we also show the decay of 49S$_{1/2}$ atoms in zero field (black squares). The decays of the pure 49S$_{1/2}$-atoms at zero field and the 49S$_{1/2}$-like atoms at point A in figure 2(a) both occur on time scales that exceed the time scale found in the main panel of figure 3(b) by about two orders of magnitude (to visualize this stark contrast, the data from the main panel in figure 3(b) are also shown in the inset). Hence, the adiabatic passage through the avoided crossing and the dynamics that follows during the subsequent $\sim 1$ $\mu$s greatly accelerate the signal decay.

Less important but noteworthy are the following observations. The decay of the pure 49S$_{1/2}$-atoms is exponential (see fitted curve in the inset of figure 3(b)) and has a fitted decay time of 103 ± 4 $\mu$s at zero field. This value is between the level lifetimes calculated for near-zero (0.1 K) radiation temperature, where it is 120 $\mu$s, and for 300 K radiation temperature, where it is 60 $\mu$s. The chamber is at room temperature. The calculated lifetime at 300 K includes black-body-driven microwave and THz transitions into other Rydberg levels. Such transitions are not registered as decay events in the long-time data in the inset of figure 3(b), which are obtained with a higher ionization electric field than the other data in figure 3. Hence, the experimentally observed decay time is indeed expected to be between the calculated level lifetimes at 0.1 K and at 300 K. Further, 49S$_{1/2}$ atoms in zero field exhibit only weak van-der-Waals forces and vanishing $m$-mixing; hence any collision-induced effects are expected to be small even at long times. The observed exponential decay corroborates this expectation. The calculated level decay time for the 49S$_{1/2}$-like atoms at point A in figure 2(a) also is about 60 $\mu$s. In the
experiment, the decay of the 49S\textsubscript{1/2}-like atoms at point A is non-exponential, with an accelerated initial decay time of 3 ± 2 μs and a longer-lived fraction of atoms remaining at times past 150 s. This indicates that initially the decay of the 49S\textsubscript{1/2}-like atoms at point A is enhanced by collisions. The 49S\textsubscript{1/2}-like atoms at point A have an electric-dipole moment of 130 e\textsubscript{a}, which results in significant interatomic forces. Over the long time scale covered in the inset in figure 3(b), these forces are likely to cause \( n \)-mixing collisions and Penning ionization \([38, 39]\). These collisions may cause the initial accelerated decay of the 49S\textsubscript{1/2}-like atoms at point A, in comparison with pure 49S\textsubscript{1/2} atoms in zero field. A fraction of the product Rydberg atoms are in long-lived high-\( |m\rangle \) states, which survive for much longer times \([32]\).

Finally, to support our interpretation further, in figure 3(c) we show the number of free ions generated by Penning ionization as a function of \( \Delta t_2 \) for a fixed ramp time \( \Delta t_1 = 80 \) ns, which is sufficiently long for the passage to be >90% adiabatic (see section 7). While for the wait time \( \Delta t_2 = 1 \) μs used in figure 3(b) the ion fraction is only about 2%, it rises to about 20% at \( \Delta t_2 = 6 \) μs. The fractions of atoms participating in Penning-ionizing collisions are twice the ion fractions. Thermal ionization due to black-body radiation is negligible over the time range in figure 3(c). The fact that Penning-ionizing collisions are seen in figure 3(c) makes it very plausible that \( m \)-mixing collisions, which are near-elastic and have larger rates than Penning ionization, are highly probable for a wait time \( \Delta t_2 = 1 \) μs.

We have established that two conditions are necessary for the 49S\textsubscript{1/2}-like atoms to become undetectable. Firstly, the passage through the avoided crossing needs to be adiabatic. From figure 3(b) and section 7 it follows that adiabaticity requires \( \Delta t_1 > 100 \) ns. Secondly, our experiments show that a wait time \( \Delta t_2 > 1 \) μs is needed for the adiabatically transformed high-\( |l\rangle \) atoms to undergo \( m \)-mixing and to acquire an ionization electric field that is larger than the applied ionization field. The requirement on the wait time \( \Delta t_2 \) is supported by the \( m \)-mixing calculation presented in section 8.

6. Density dependence of the collision-induced dynamics

In section 5 we have attributed the signal decay observed in figure 3(b) to adiabatic passage and subsequent \( m \)-mixing of atoms in point C of figure 2(a) during the hold time of \( \Delta t_1 = 1 \) μs. In order to test whether \( m \)-mixing collisions are essential for atoms in point C to become undetectable, we have taken data equivalent to those in figures 3(b) and (c) at lower densities. The results shown in figure 4(a) clearly demonstrate that the loss in signal becomes less significant with decreasing atom density. Also, the time scale over which the signal loss develops increases with decreasing density. Both observations are consistent with collisions playing a central role for atoms in point C of figure 2(a) to become undetectable.

Figure 4. (a) Measured normalized atom number of 49S\textsubscript{1/2} as a function of ramp time \( \Delta t_1 \) at different densities, \( N_0 (3 \times 10^7 \text{ cm}^{-3}), 0.5 N_0 \) and 0.3 \( N_0 \), of Rydberg atoms. The electric field is ramped from 3.14 to 3.99 \text{V cm}^{-1} through one of the avoided crossings in figure 3(a) for holding time \( \Delta t_1 = 1 \) μs. (b) Detected number of Penning-ionized atoms as a function of \( \Delta t_2 \) at \( N_0, 0.5 N_0 \) and 0.3 \( N_0 \) with ramp time \( \Delta t_1 = 80 \) ns for \( N_0 \) and \( \Delta t_1 = 500 \) ns for 0.5 \( N_0 \) and 0.3 \( N_0 \), respectively. In all cases, the \( \Delta t_1 \) are long enough to ensure primarily adiabatic passage.

6. Density dependence of the collision-induced dynamics

In section 5 we have attributed the signal decay observed in figure 3(b) to adiabatic passage and subsequent \( m \)-mixing of atoms in point C of figure 2(a) during the hold time of \( \Delta t_1 = 1 \) μs. In order to test whether \( m \)-mixing collisions are essential for atoms in point C to become undetectable, we have taken data equivalent to those in figures 3(b) and (c) at lower densities. The results shown in figure 4(a) clearly demonstrate that the loss in signal becomes less significant with decreasing atom density. Also, the time scale over which the signal loss develops increases with decreasing density. Both observations are consistent with collisions playing a central role for atoms in point C of figure 2(a) to become undetectable.
As an additional consistency test of our interpretation, in figure 4(b) we show the number of ions generated by Penning ionization as a function of $t_2 \Delta$ for fixed $t_1 \Delta$ and for different Rydberg atom densities. As the atom number and the atom density are lowered by about a factor of 3.3, the number of ions generated drops by about a factor of 12, while the curves remain linear (within our experimental precision). The drop factor and the linear time dependence of the ion signal are consistent with binary Penning-ionizing collisions generating the free ions.

7. Landau–Zener dynamics

The time scales on which the signals observed in figures 3(b) and 4(a) decay depend on both the passage behavior in the avoided crossing and the time required for atoms at point C in figure 2(a) to become undetectable due to $m$-mixing. Atoms passing diabatically into point B in figure 2(a) have wavefunctions very similar to those of atoms in point A. These do not efficiently mix and remain near-100% detectable for several μs, as shown in the inset of figure 3(b). For the interpretation we have presented to hold, the ramp time $t_1 \Delta$ for the passage to be primarily adiabatic must be less than the signal decay time seen in figure 3(b) (which is 103 ns). In the following we show that this condition is met.

The avoided crossings under investigation involve three levels (see figure 2(a)) and may therefore differ from a simple two-level Landau–Zener case. In figure 5(a) we show the diabatic transition probability as a function of $t_1 \Delta$, obtained by solving the time-dependent Schrödinger equation for passage through the relevant adiabatic crossing in figure 2(a). The exact diabatic transition probability is compared with an approximate diabatic transition probability derived from a simplified Landau–Zener model that only involves levels $|I\\rangle$ and $|II\\rangle$ in figure 2(a). The close agreement between the exact and the approximate Landau–Zener transition probabilities shows that the intermediate adiabatic levels ($|III\\rangle$ and $|III\\rangle$) are indeed only of minor importance.

The close agreement also accords with the facts that the intermediate adiabatic levels do not noticeably repel from other levels in figure 2(a), and that the calculated probabilities for the atoms to be in the intermediate adiabatic levels are <1%. According to the Landau–Zener model, the diabatic transition probability is given by

$$P_{\text{dia}} = \exp (-2\pi \Gamma), \quad \Gamma = \frac{(\Delta E/2)^2}{[(dF/dr) \cdot (d_1 - d_0)]}$$  \hspace{1cm} (2)

where $\Delta E$ is the gap size and $d_i$ are the electric dipole moments of the coupled adiabatic levels (all in atomic units). While the latter are not a priori known, the $d_i$ are approximately given by the electric-dipole moments of the adiabatic states $|I\\rangle$ and $|II\\rangle$ at fields away from the crossing. Equation (2) shows that the diabatic transition probability can be written as $P_{\text{dia}} = \exp (-\Delta t_1/\tau)$, with a characteristic time

$$\tau = \frac{\Delta F [(d_1 - d_0)]}{2\pi (\Delta E/2)^2},$$  \hspace{1cm} (3)

As an additional consistency test of our interpretation, in figure 4(b) we show the number of ions generated by Penning ionization as a function of $t_2 \Delta$ for fixed $t_1 \Delta$ and for different Rydberg atom densities. As the atom number and the atom density are lowered by about a factor of 3.3, the number of ions generated drops by about a factor of 12, while the curves remain linear (within our experimental precision). The drop factor and the linear time dependence of the ion signal are consistent with binary Penning-ionizing collisions generating the free ions.

7. Landau–Zener dynamics

The time scales on which the signals observed in figures 3(b) and 4(a) decay depend on both the passage behavior in the avoided crossing and the time required for atoms at point C in figure 2(a) to become undetectable due to $m$-mixing. Atoms passing diabatically into point B in figure 2(a) have wavefunctions very similar to those of atoms in point A. These do not efficiently mix and remain near-100% detectable for several μs, as shown in the inset of figure 3(b). For the interpretation we have presented to hold, the ramp time $t_1 \Delta$ for the passage to be primarily adiabatic must be less than the signal decay time seen in figure 3(b) (which is 103 ns). In the following we show that this condition is met.

The avoided crossings under investigation involve three levels (see figure 2(a)) and may therefore differ from a simple two-level Landau–Zener case. In figure 5(a) we show the diabatic transition probability as a function of $t_1 \Delta$, obtained by solving the time-dependent Schrödinger equation for passage through the relevant adiabatic crossing in figure 2(a). The exact diabatic transition probability is compared with an approximate diabatic transition probability derived from a simplified Landau–Zener model that only involves levels $|I\\rangle$ and $|II\\rangle$ in figure 2(a). The close agreement between the exact and the approximate Landau–Zener transition probabilities shows that the intermediate adiabatic levels ($|III\\rangle$ and $|III\\rangle$) are indeed only of minor importance.

The close agreement also accords with the facts that the intermediate adiabatic levels do not noticeably repel from other levels in figure 2(a), and that the calculated probabilities for the atoms to be in the intermediate adiabatic levels are <1%. According to the Landau–Zener model, the diabatic transition probability is given by

$$P_{\text{dia}} = \exp (-2\pi \Gamma), \quad \Gamma = \frac{(\Delta E/2)^2}{[(dF/dr) \cdot (d_1 - d_0)]}$$  \hspace{1cm} (2)

where $\Delta E$ is the gap size and $d_i$ are the electric dipole moments of the coupled adiabatic levels (all in atomic units). While the latter are not a priori known, the $d_i$ are approximately given by the electric-dipole moments of the adiabatic states $|I\\rangle$ and $|II\\rangle$ at fields away from the crossing. Equation (2) shows that the diabatic transition probability can be written as $P_{\text{dia}} = \exp (-\Delta t_1/\tau)$, with a characteristic time

$$\tau = \frac{\Delta F [(d_1 - d_0)]}{2\pi (\Delta E/2)^2},$$  \hspace{1cm} (3)
where $\Delta F$ is the field range of the linear electric field ramp. The values of $\tau$ depend on the gap size of the avoided crossing, the differential energy slope of the crossing levels and the ramp parameters. The Landau–Zener curve in figure 5(a) and equation (3) yield a characteristic time $\tau = 23$ ns, which is close to the exponential-fit result for the complete simulation, $\tau = 24$ ns. These values are about a factor of four less than the 103 ns time scale observed for the signal decay in figure 3(b) (which is for the highest-density condition we studied). This finding is consistent with our interpretation of the data. At higher Rydberg-atom densities, the observed signal decay time should approach the critical value $\tau = 23$ ns.

We expect minor deviations of the actual passage dynamics from the Landau–Zener case, as there are some deviations of our system from the assumptions made in the Landau–Zener model. Firstly, the diabatic states are a weak function of electric field, as evidenced by the fact that the electric dipole moments are slightly different before and after the crossings. Secondly, the weakly coupled third level will play a role in the case of very slow ramps. Finally, we have also calculated the probabilities of exiting the avoided crossing in the state 49S$^{1/2}$ or in any state with $l \leq 2$. These probabilities, displayed in figure 5(b), exhibit modulations at a period of 6 ns. The modulations are due to quantum interference between the 49S$^{1/2}$ components present in both adiabatic levels populated after the passage.

8. M-mixing

For a duration of several microseconds, the Rydberg atoms primarily interact via the binary electric-dipole interaction,

$$V_{dd} = \frac{\mathbf{p}_1 \cdot \mathbf{p}_2 - 3(\mathbf{n} \cdot \mathbf{p}_1)(\mathbf{n} \cdot \mathbf{p}_2)}{R^3},$$

(4)

where the electric-dipole operators $\mathbf{p}_1$ and $\mathbf{p}_2$ act on the first and the second component of two-atom Rydberg states $|1\rangle \otimes |2\rangle$, respectively. There, the states $|1\rangle$ and $|2\rangle$ are single-atom Rydberg states within the (non-zero) electric field $F$. The unit vector $\mathbf{n}$ points from the center of mass of the first to that of the second atom, and $R$ is the magnitude of the interatomic separation. The matrix elements are calculated as described in [39].

To estimate the effect of $m$-mixing, we have integrated the time-dependent Schrödinger equation for atom pairs picked at initial nearest-neighbor separations for a density of $3 \times 10^5$ cm$^{-3}$, corresponding to our experimental conditions. For randomly positioned atom pairs, the initial atom separation follows a probability distribution

$$P(R) = \frac{3R^2}{w^3} \exp\left[\frac{-R^2}{w^2}\right],$$

(5)

where $w$ is the Wigner–Seitz radius. In the simulation the range of initial values of $R$ is restricted to $R > 1.5 \mu m$, because lesser separations are unlikely due to the excitation blockade effect and Penning ionization. The initial angle $\theta$ of the internuclear separation vector relative to the electric field is chosen at random (with weighting $\cos(\theta)$). The initial atom velocities are randomly selected from a Maxwell distribution (temperature $T$). The internuclear separation $R$ and its unit vector $\mathbf{n}$ are a function of time, given by the randomly chosen initial values for positions and velocities. Due to the short interaction time, the effect of interatomic dipole–dipole forces on the (classical) internuclear trajectories are neglected. Since the internuclear separation vectors $\mathbf{R}$ depend on time, the matrix elements of the electric-dipole interaction operator in equation (4) also depend on time.

The time-dependent Schrödinger equation is integrated over a wait time $\Delta t_2 = 1 \mu s$, according to the experiment. The quantization axis is parallel to the electric field. The utilized internal-state space is restricted to two-body states for which both single-atom $m$-quantum numbers are within the range $m_0 - 8 \leq m \leq m_0 + 8$, where $m_0$ is the initial-state $m$-quantum number (which is $\pm 1/2$). Also, the effective quantum numbers of both atoms are within the range $43 \leq n_{eff} \leq 47$. We run the simulation for two cases of the initial internal two-body state, namely $|B\rangle \otimes |B\rangle$ or $|C\rangle \otimes |C\rangle$, according to the points B and C in figure 2(a). Finally, the two-body state space is restricted to states whose total energy differs by less than 40 MHz from the initial two-body state. This range of two-body states has been found large enough to yield convergent $m$-mixing probabilities. Typically, there are several tens of thousands of two-body states in this range. From the final two-body state we extract the probabilities of the (single-atom) $m$ quantum numbers changing by amounts $\Delta m$. According to our basis restriction, $|\Delta m| \leq 8$. The simulation is repeated and the results are averaged over 1000 random choices of initial positions and velocities.

The selection rules of the electric-dipole interaction operator $V_{dd}$ in equation (4) are, in first order, $|\Delta m| \leq 1$, for both of the atoms involved, and $|\Delta M| \leq 2$ for the sum of the two single-atom $m$-quantum numbers. The interaction time of $1 \mu s$ is long enough that $V_{dd}$ acts in higher order. As a result, large changes $\Delta m$ and $\Delta M$ are possible.
A typical simulation result is shown in figure 6. It is seen that the high-\(l\) elongated Stark states \(m\)-mix much more readily than the 49S\(_{1/2}\)-like ones. This may be expected because in the vicinity of point C in figure 2(a) the density of higher-\(|m|\) 'background' states is larger than it is in the vicinity of point B. Also, the \(V_{\Delta l}\)-couplings of the 49S\(_{1/2}\)-like atoms to other states are generally smaller, because at the small fields used in this work the \(P\)-character within the manifold of hydrogenic states is very small (due to the large quantum defect of Cs \(P\)-levels) and the admixture of high-\(l\) character in the 49S\(_{1/2}\)-like levels also is small. As a result of \(m\)-mixing, the high-\(l\) atoms selectively acquire higher field ionization thresholds. We note that the asymmetry seen in figure 6 is not caused by the finite sample size of 1000 random initial positions and velocities; it is due to both atoms being initialized in states with \(m_0 = +1/2\). Test calculations (with smaller basis size) have shown that the asymmetry is reversed when the atoms are initialized in states with \(m_0 = -1/2\).

The mixing percentages in figure 6 are underestimates because many-body effects beyond two atoms are not included; such effects have been found earlier to enhance near-resonant many-body mixing effects \[40\]. Further, the effects of interatomic forces will lead to particle acceleration. We note the large permanent electric dipole moment of the high-\(l\) elongated Stark state, given by the large negative slope of the energy level at point \(C\) in figure 2(a). The resultant strong interatomic permanent-electric-dipole forces may also enhance the \(m\)-mixing. Figure 6 shows that at higher temperatures there is slightly more \(m\)-mixing. This indicates that the mixing may accelerate once the sample heats up due to the interatomic forces.

9. Conclusion

Adiabatic/diabatic processes are ubiquitous in natural science; they are, for instance, manifested in atomic and molecular spectra, in collisions and in chemical reactions. In this work, we have prepared high-density gases of strongly interacting Rydberg atoms based on avoided crossings formed by the 49S\(_{1/2}\)-state and \(n = 45\) hydrogenic states of cesium in an electric field. Electric-field ramps through the avoided crossings induce mixed adiabatic-diabatic passage behavior. In the adiabatic case, the atoms acquire large permanent electric dipole moments. The adiabatically transformed atoms are embedded in a background of other high-\(|m|\) Stark states. These conditions are conducive to selective \(m\)-mixing of the adiabatically transformed atoms, making adiabatic passage experimentally detectable. Our measurements are in agreement with a model we have presented. In future work one may employ state transformation via adiabatic passage as a method to generate highly dipolar matter, against obstacles that may otherwise arise from inhomogeneous broadening, excitation blockade effects, and small rates for direct optical excitation of highly dipolar states. The oscillations seen in the calculations in figure 5(b) are a general interferometric characteristic of systems involving two coupled quantum states; they may, in future work, enable measurements of dipole moments and other atomic properties.
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