Reduced-reference image quality assessment method based on wavelet feature extraction and fusion
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Abstract. Virtual reality has many characteristics such as multi-sensation, interactivity, and presence. Virtual reality images, also known as 360-degree panoramic images, provide users with an immersive experience and have been widely used in education, medical, military and many other fields in recent years. 360-degree panoramic images have high resolution and are subject to varying degrees of distortion during transmission and storage. Therefore, the evaluation of virtual reality images has practical significance. To this end, we propose a method for evaluating the quality of images in the new CVIQD database. The proposed image quality assessment model is developed based on Haar wavelet and Db4 wavelet feature extraction and fusion. The method is compared with a single wavelet feature extraction method. Experiments show that the method has better performance.

1. Introduction

During recent years, the virtual reality (VR) technology has obtained rapid progress and been more and more broadly used in many important application scenarios such as virtual conferencing and virtual roaming. The majority of existing relevant works were mainly devoted to the quality evaluation of images created by the depth-image-based rendering (DIBR) technology. Li et al. proposed to measure the quality of DIBR-images by combining the detection of disoccluded regions and global sharpness with a weighted pooling function [1]. Gu et al. developed AR-plus thresholding (APT) metric by using the autoregression-based local image description to capture the geometry distortion to reflect the quality of DIBR-synthesized images [2]. Motivated by the above two researches, Yue et al. devised a quality assessment method by utilizing local similarity to capture the geometric distortions and scale invariance to measure the global sharpness [3]. Jakhetiya et al. attributed the geometrically distorted pixels in DIBR-synthesized images as outliers and introduced the 3 sigma rule-based robust outlyingness ratio for quality evaluation [4]. Jakhetiya et al. [5] aimed at the problems of image quality evaluation algorithm based on the principle of free energy, proposed a concise reference IQA algorithm with strong correlation, which has good SCI quality estimation ability and can process text area better. View synthesis and compression are the main sources affecting the perceived quality of free view video. Ling [6] et al. quantified the influence of the detection track on the perceived quality, and proposed a full reference video quality evaluation method. Wang et al. [7] used edge similarity to quantify the geometric distortion of DIBR composite image. Gu et al. [8] considered the self-similarity...
of geometrically distorted damage natural images introduced by DIBR, and used its features to show regular changes.

The final recipient of the image is the human visual perception system. Therefore, the proposed image quality assessment method is consistent with the characteristics of the human eye to obtain image information. Wavelet transform is closely related to visual perception of cortical properties, and its characteristics are suitable for quality assessment. This paper proposes a method based on wavelet domain feature extraction and fusion to characterize the 360-degree panoramic image spectrum, energy and information content based on wavelet coefficient size, variance and entropy [9]: 1) Extract image features based on wavelet decomposition, that is, the coefficient amplitude, variance and entropy, the image features extracted by the two wavelets are weighted and fused to obtain the fused features. 2) Calculate the difference vector between the merged feature and the original image feature. 3) Adopt the leave-one-cross-validation method, and obtain the quality prediction model after training and testing. 4) The evaluation results are judged by Pearson linear correlation coefficient (PLCC), Spearman rank correlation coefficient (SROCC) and Kendall rank correlation coefficient (KRCC). The results are compared with the results of single wavelet extraction features. The experimental results show that the method has better 360 degree panoramic images quality assessment results.

2. Wavelet domain feature extraction

2.1. Principle of extracting features based on wavelet transform

The essence of wavelet transform is the filtering process of the original signal. The decomposition result differs depending on the wavelet function selected. However, due to the "constant Q" characteristic, no matter how the wavelet function is selected, the filter center frequency and bandwidth used for each decomposition scale are fixed. The smoothed and detailed signals in each scale space can provide time-frequency local information of the original signal, especially the composition information of the signals in different frequency bands. By solving the energy of the signals on different decomposition scales, the energy values can be arranged in a scale order to form a feature vector for identification.

2.2. Wavelet base selection

Unlike the Fourier transform, the wavelet base has no uniqueness, which is irregular. Different wavelet fundamental waveforms are very different. The results obtained by using different wavelet bases for the same signal are often different. Therefore, the choice of the optimal wavelet basis function is an important and complex problem. It is subject to the comprehensive constraints of the uncertainty principle, the nature of the wavelet basis function and the characteristics of the specific application. According to the principle of wavelet transform, the choice of wavelet basis usually considers five factors: orthogonality, compact support, regularity, symmetry and vanishing moment.

If the support length is too long, a boundary problem will occur. The support length is too short and the vanishing moment is too low, which is not conducive to the concentration of signal energy. Wavelets with symmetry can effectively avoid phase distortion in image processing. A well-regulated wavelet can achieve better smoothing and reduce the visual impact of quantization or error.

The Haar wavelet function is the simplest orthogonal function. Compared with other orthogonal functions, it has the characteristics of simple structure and convenient calculation. The advantage of orthogonal wavelet is that wavelet transform can decompose the signal into non-overlapping sub-bands, which can perform efficient discrete wavelet transform. However, in all orthogonal wavelets, Haar wavelet has the shortest support, only the first-order vanishing moment, which is not conducive to energy concentration, and is not suitable for approximating smooth functions, and its application is limited.

The Daubechies (dbN) function is a wavelet function constructed by the world-famous wavelet analysis scholar Inrid Daubechies. The Db4 wavelet has approximate symmetry, orthogonality, and a suitable length of support length, which can provide more efficient analysis and synthesis than the
Haar function. However, except for the Haar wavelet, no orthogonal wavelet satisfies the symmetry condition, which will cause distortion after decomposition and reconstruction. In some occasions where symmetry is required, such as image decomposition and reconstruction, the result is unsatisfactory.

Combining the characteristics of the above two wavelets, the Haar wavelet and the Db4 wavelet are complementary: the Haar wavelet has orthogonality but no good tightness. The Db4 wavelet has no orthogonality but has the proper tightness. Therefore, the proposed algorithm selects Haar wavelet and Db4 wavelet to extract 360-degree panoramic image features and perform weighted fusion on features.

2.3. wavelet decomposition layer selection
In this algorithm, Haar wavelet and Db4 wavelet are respectively used to decompose 2, 3, and 4 layers respectively. Pearson linear correlation coefficient, Spearman rank correlation coefficient and Kendall rank correlation coefficient are selected as performance indicators. It is found that the number of decomposition layers is 2 layers when the two wavelet bases achieve the best performance. Therefore, the number of wavelet decomposition layers is selected to be two layers. Detailed performance indicator data can be found in the experimental section 3.2 below.

3. Wavelet domain feature extraction and fusion semi-reference VR image quality evaluation method

3.1. Image quality evaluation method
According to the degree of acquisition of the original image information, the image quality assessment methods are divided into three types: a full reference method, a reduced-reference method, and a no reference method.

The reduced-reference method estimates the visual perceptual quality of the missing image by extracting partial information of the original image. The advantage of the reduced-reference method is that the amount of data transmitted is reduced, and at the same time, a better evaluation effect is obtained. The disadvantage is that the method is sensitive to the extracted features, and feature extraction is the key to affecting performance indicators.

Considering the high resolution of 360-degree panoramic image, the distortion in compression and transmission, and the accessibility of the original image, the reduced-reference method is more suitable. Through the wavelet domain feature extraction, the features that conform to the characteristics of human vision can be obtained, and only some of the feature information of the original image needs to be extracted to obtain a better evaluation effect.

3.2. Image quality evaluation method based on wavelet domain feature extraction and fusion
The algorithm includes wavelet domain feature extraction, feature-weighted fusion of two wavelets to obtain new features and training and testing of new features. Wavelet decomposition has directionality, and the features extracted by the two wavelets are fused. It is possible to have different visual characteristics for high-frequency components of different directions in the human eye, and obtain objective image quality evaluation which is more in line with subjective evaluation of human eyes method.

The five groups of images contained in the database are divided into two groups: a training group containing four sets of images, and a set of images as test groups, that is, a cross-validation method. The algorithm flow chart is shown in Figure 1.

3.2.1. Wavelet domain feature extraction
Wavelet domain feature extraction is realized by scale-space orientation decomposition. Based on wavelet coefficients, the coefficients, variances and entropy of the coefficients are extracted to reflect the characteristics of image information.
First, calculate the mean of the coefficients of the logarithmic domain wavelet, assuming that the coefficient is the magnitude of the coefficient at the kth subband \((i, j)\) is:

\[
X_n(i, j) = \sum_{i} \sum_{j} W_{n}^{j} H_{i}^{N} j_{n} i_{N} x_{1} 1
\]

where \(n\) is the nth wavelet layer, \(N_H\) is the height of the nth layer wavelet, and \(N_W\) is the width of the nth layer wavelet. Then, the variance of the coefficients is calculated to reflect the fluctuations in energy:

\[
\sigma_n = \frac{1}{N_H N_W} \sum_{i} \sum_{j} \sum_{i} \sum_{j} \log |X_n(i, j)| \frac{\sum_{i} \sum_{j} X_n(i, j)^2}{N_H N_W} - \frac{\sum_{i} \sum_{j} X_n(i, j)^2}{N_H N_W}
\]

Finally, the computational entropy is used to reflect the information in the wavelet domain:

\[
S_n = \sum_{i} \sum_{j} P(X_n(i, j)) \log P(X_n(i, j))
\]

where \(P(X_n(i, j))\) represents the probability distribution of the nth layer wavelet coefficients.

The coefficient magnitude, variance, and entropy are extracted from the original image and the distorted image to reflect the image features. And calculating the difference vectors between the distorted image and the original image.

**3.2.2. Haar wavelet and Db4 wavelet feature fusion**

After Haar wavelet and Db4 wavelet are used to extract the different decomposition layer features of the original image and the distorted image in each group, the pre-feature coefficient obtained by Haar wavelet decomposition is 1 and the Db4 wavelet decomposition is obtained under the same decomposition layer number. The pre-feature coefficient changes from 0.01 to 100, and the two are added in series to obtain the fused features. The characteristics of the four groups of fused images in the test group are trained to obtain the prediction model, and then the prediction model is used to predict the fifth group. For the test, the Pearson linear correlation coefficient (PLCC), the Spearman rank correlation coefficient (SROCC) and the Kendall rank correlation coefficient (KRCC) are selected as the best method.
4. Experimental results

4.1. Database and algorithm introduction
The database used in this experiment is CVIQD (Compressed VR Image Quality Database) constructed by Sun et al., which contains 5 source VR images and 165 compressed images encoding by JPEG, H.264/AVC and H.265/HEVC.

In this paper, Pearson linear correlation coefficient (PLCC), Spearman rank correlation coefficient (SROCC) and Kendall rank correlation coefficient (KRCC) are selected as the performance indicators of the judgment algorithm. The closer the values of these three indicators are to 1, the more the prediction result of the algorithm is [28].

The experimental process is as follows: 1) First divide the five groups of images in the database into training group and test group, and use the leave-one cross-validation method. Four of them are training groups, accounting for 80% of the images in the database, and one group is the test group, accounting for 20%. 2) The training group is trained by the two wavelet extraction features and the fusion feature obtained by weighted fusion and the subjective image quality score. The coefficient of the feature extracted by the fixed Haar wavelet is 1, and the coefficient of the extracted feature of Db4 wavelet is from 0.01 to 100 changes, or the coefficient of the feature extracted by the fixed Db4 wavelet is 1, and the coefficient of the feature extracted by the Haar wavelet is changed from 0.01 to 100, and the two are added to obtain a fusion feature. A model is obtained that converts the fusion feature to the objective quality score. 3) Test the test group with the resulting conversion model. 4) Calculate the PLCC, SROCC and KRCC index values between the predicted image quality score and the subjective image quality score, and perform 1000 tests, taking the median as the final performance index value.

4.2. Experimental results and analysis and comparison
In this paper, the Haar wavelet and Db4 wavelet with two layers of decomposition are selected for feature extraction and fusion to establish a reduced-reference image quality evaluation method for predictive models. Finally, the Haar wavelet characteristic coefficient is determined to be 1, and the Db4 wavelet characteristic coefficient is 0.67 to obtain the best prediction result. First, the results of this algorithm are compared with the results of the model established using five common single wavelets, namely Haar, Jpeg9.7, Bior6.8, Db4, Sym4, and extracted features, as shown in Table 1.

| Layers | Metric | Haar | Jpeg9.7 | Bior6.8 | Db4 | Sym4 |
|--------|--------|------|---------|---------|-----|------|
| 2 layers | PLCC | 0.9218 | 0.9335 | 0.9122 | 0.9215 | 0.9394 |
| | SROCC | 0.9445 | 0.9305 | 0.9156 | 0.8987 | 0.9434 |
| | KRCC | 0.8148 | 0.7954 | 0.7700 | 0.7354 | 0.8236 |
| 3 layers | PLCC | 0.9009 | 0.9329 | 0.8950 | 0.9441 | 0.9540 |
| | SROCC | 0.9329 | 0.9255 | 0.9245 | 0.9183 | 0.9331 |
| | KRCC | 0.8040 | 0.7700 | 0.7843 | 0.8208 | 0.8144 |
| 4 layers | PLCC | 0.8985 | 0.9177 | 0.8688 | 0.9258 | 0.9292 |
| | SROCC | 0.9393 | 0.9097 | 0.8723 | 0.9193 | 0.9386 |
| | KRCC | 0.8148 | 0.7464 | 0.6948 | 0.7716 | 0.8063 |

It can be seen from the above Table 1. that the five common wavelets obtain better performance index results when the number of decomposition layers is two. As the number of decomposition layers increases, the performance index results deteriorate, so the layer of wavelet decomposition of the proposed algorithm is 2.
In the experiment, we also carried out the experiment of characteristic fusion of Haar wavelet and Db4 wavelet and the other three wavelets when the decomposition layer number is 2 layers. The optimal result is selected to determine the weighting coefficient to compare with the algorithm. The results of various fusions are shown in Table 2.

|                      | PLCC | SROCC | KRCC |
|----------------------|------|-------|------|
| Haar+Bior6.8         | 0.9228 | 0.9475 | 0.8220 |
| Haar+Sym4            | 0.9435 | 0.9536 | 0.8328 |
| **Haar+Db4**         | **0.9511** | **0.9535** | **0.8169** |
| Haar+Jpeg9.7         | 0.9369 | 0.9449 | 0.8171 |
| Db4+Bior6.8          | 0.9109 | 0.9156 | 0.7700 |
| Db4+Sym4             | 0.9386 | 0.9441 | 0.8201 |
| Db4+Jpeg9.7          | 0.9359 | 0.9302 | 0.7918 |

It can be seen from Table 2 that after the Haar wavelet and the Db4 wavelet are weighted and fused with the features of other wavelets, the optimal three performance indexes are worse than the performance indexes of Haar extracted by the Db4 wavelet.

We also compare the proposed algorithm with six quality models, including classical PSNR, SSIM, FSIM algorithm and SQMS, ADD-SSIM and PSIM algorithms proposed in recent years. The results are shown in Table 3 below.

|                      | PLCC | SROCC | KRCC |
|----------------------|------|-------|------|
| FSIM                 | 0.9356 | 0.9325 | 0.7753 |
| PSIM                 | 0.8836 | 0.8642 | 0.6813 |
| PSNR                 | 0.8126 | 0.7715 | 0.5865 |
| SQMS                 | 0.7322 | 0.7305 | 0.5381 |
| SSIM                 | 0.8895 | 0.8823 | 0.7016 |
| ADD-SSIM             | 0.9112 | 0.9104 | 0.7412 |
| **Haar+Db4**         | **0.9511** | **0.9535** | **0.8169** |

As shown in Table 3, comparing the SROCC, the performance of the proposed algorithm is 2.26% higher than that of the FSIM algorithm [10], 10.34% better than the PSIM algorithm [11], 23.59% higher than the PSNR algorithm performance, 30.53% higher than the SQMS algorithm [12] performance, 8.07% higher than the SSIM algorithm [13] performance, and 4.73% higher than the ADD-SSIM algorithm [14] performance. The six algorithms are all full reference algorithms. The full reference algorithm needs to access all the information of the original image. But the proposed algorithm as a reduced-reference algorithm has better performance than the full reference algorithm, and only needs to access part of the original image, which proves that the proposed algorithm has certain superiority.

5. Conclusion

By analyzing the characteristics of common wavelets and finding their complementarity in feature extraction, the integrated wavelet decomposition accords with the characteristics of human visual system. This paper proposes a 360-degree panoramic image reduced-reference quality assessment method based on 2-layer Haar wavelet Db4 wavelet feature extraction and fusion. In this experiment,
170 360-degree panoramic images in CVIQD are used to verify the prediction accuracy of this algorithm. The experimental results show that the proposed algorithm outperforms the results of only one wavelet decomposition and feature extraction. As 360-degree video and images are increasingly used, research on quality evaluation algorithms for 360-degree images will have more practical implications.
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