Numerical simulations of Ising spin glasses with free boundary conditions: the role of droplet excitations and domain walls
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The relative importance of the contributions of droplet excitations and domain walls on the ordering of short-range Edwards-Anderson spin glasses in three and four dimensions is studied. We compare the overlap distributions of periodic and free boundary conditions using population annealing Monte Carlo. For system sizes up to about 1000 spins, spin glasses show non-trivial spin overlap distributions. Periodic boundary conditions can trap diffusive domain walls which can contribute to small spin overlaps, and the other contribution is the existence of low-energy droplet excitations within the system. We use free boundary conditions to minimize domain-wall effects, and show that low-energy droplet excitations are the major contribution to small overlaps in numerical simulations. Free boundary conditions have stronger finite-size effects, and is likely to have the same thermodynamic limit with periodic boundary conditions.
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I. INTRODUCTION

The nature of the ordering of short-range Edwards-Anderson (EA) spin glasses [1] is a subject of long-standing controversy [2–26]. The infinite-range Sherrington-Kirkpatrick (SK) model [27] is known to have an infinite number of pure states, described by replica symmetry breaking [28–30]. In the context of short-range spin glasses, there are two similar and plausible ways to have many pairs of pure states, but in terms of metastates [31–33]. For a finite large volume of spins, there might be one pair of pure states present, the chaotic pairs picture [33, 34] or many pairs of pure states, the non-standard replica symmetry breaking (RSB) picture [33, 35], both with chaotic size dependence and space-filling domain walls. The droplet picture on the other hand, developed by McMillan [36], Bray and Moore [37], as well as Fisher and Huse [38–40], is an example of the simple scenario that there is only a single pair of pure states and the thermodynamic limit is defined in the usual way. In the droplet/scaling picture, domain walls are fractal surfaces, not space-filling.

Many numerical simulations have been conducted to study the ordering of the EA model [2–5, 7–23, 26] with a confusing mixture of results, in particular whether domain walls are space-filling, and there is a finite weight near zero overlap in the spin overlap distribution function \(P(q)\). According to the droplet/scaling picture, the free energy cost to flip a droplet of size \(\ell\) scales as \(\ell^\theta\), where \(\theta > 0\) is a stiffness exponent, which is expected to be the same for domain walls and droplet excitations. On the other hand, RSB predicts that \(\theta = 0\) for droplet excitations. Consequently \(P(0)\) scales as \(\ell^{-\theta}\). Therefore, if \(P(0)\) is finite, this means there are large-scale excitations in the system with \(O(1)\) cost in free energy. Otherwise, there is a unique ordering of spins without system-size excitations. When a domain wall is introduced, there are \(\ell^{d_s}\) spins on the surface of the domain wall, where \(d_s\) is the fractal dimension of the domain wall. In the droplet/scaling picture, the surface is a fractal with \(D - 1 \leq d_s \leq D\), while in RSB the surface is space-filling with \(d_s = D\) in \(D\) dimensions. To leading order without finite-size corrections, domain walls appear to be fractals and the weights near zero overlap is finite \([7, 8, 11, 14]\) for the system sizes currently accessible. New statistics or finite-size corrections are therefore intensively developed, and point to different scenarios \([20, 23, 41–43]\).

In this work, we focus on the weights near zero overlap \(P(0)\). We are interested in the question: if the droplet/scaling picture holds, could it be that \(P(0)\) is a finite constant trivially because of trapped diffusive domain walls in the usually applied periodic boundary conditions (PBC), or low-energy droplet excitations are the dominate contribution? Note that boundary conditions is only relevant to the EA model, not the SK model. It is not possible to tell this apart using periodic boundary conditions. Thermal boundary conditions (TBC) was used to reduce domain-wall effects, answered this question to some extent and indicated the answer is perhaps negative. The answer however is not completely clear, because TBC limits fluctuations only between periodic and anti-periodic boundary conditions according to the Boltzmann weights in each spatial direction, can still trap domain walls, and also overlaps between different boundary conditions are introduced. In this work, we minimize the domain-wall effects using free boundary conditions (FBC). FBC is probably the best boundary condition one can work with to separate the two effects. It is fruitful to compare PBC and FBC to answer this question clearly. Our strategy is as follows: (1) If domain-wall effects dominate, FBC should have stronger ordering than PBC, and (2) If droplet excitations dominate, FBC should make the ordering weaker or no change, for finite systems. In this context, a stronger ordering means a smaller \(P(0)\) and a weaker ordering means a larger \(P(0)\). Our results show droplet excitations dominate \(P(0)\), in line with that of TBC. The comparison of the PBC and FBC overlap functions also motivated us to draw a conclusion that PBC and FBC are likely to have the same thermodynamic limit, which is crucial in interpreting the FBC data properly.

It is however also well known that FBC introduces new finite-size effects as a substantial fraction of the spins are on
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the surface. Therefore, while useful when compared with PBC, FBC generally has stronger finite-size effects which could be misleading when looking for a trend with limited system sizes. FBC was used in the early work of Ref. [14] in revealing the nature of ordering of short-range spin glasses, and results of small system sizes were reported. In this work, we conduct large-scale Monte Carlo simulations, focus on the behaviour of $P(0)$ as a function of the system size, and compare PBC and FBC in both three and four dimensions. The existence of low-energy droplet excitations, and whether droplet excitations and domain walls have the same stiffness exponent have also been intensively studied. In Refs. [7, 44], a small perturbation is added to the Hamiltonian such that the ground state energy increases more than the excited states to detect changes in the ground state, and hence the existence of low-energy droplet excitations. In Ref. [45], various form of droplet excitations are generated and the stiffness exponents were studied in two dimensions.

The paper is organized as follows. We first discuss the model, observables and simulation methods in Sec. II, followed by numerical results in Sec. III. Concluding remarks are stated in Sec. IV.

II. MODEL, OBSERVABLES AND METHODS

We study the three-dimensional (3D) and four-dimensional (4D) Edwards-Anderson Ising spin-glass model [1] defined by the Hamiltonian

$$H = -\sum_{(ij)} J_{ij} S_i S_j,$$

where $S_i = \pm 1$ are Ising spins and the sum is over nearest neighbors on a hyper-cubic lattice of linear size $L$ with number of spins $N = L^D$. The random couplings $J_{ij}$ are chosen from a Gaussian distribution with mean 0 and variance 1. A set of couplings $\{J_{ij}\}$ therefore defines a disorder realization. We study free boundary conditions, as well as periodic boundary conditions. Our simulation is carried out using population annealing Monte Carlo [46–49]. The simulation parameters are summarized in Table I. Note that the transition temperatures are $T_C \approx 1$ in 3D [50] and $T_C \approx 1.8$ in 4D [51].

We study the spin overlap $q$ defined as

$$q = \frac{1}{N} \sum_i S_i^{(1)} S_i^{(2)},$$

where spin configurations “(1)” and “(2)” are chosen independently from the Boltzmann distribution, and its statistic $I(q_0)$

$$I(q_0) = \int_{-q_0}^{q_0} P(q) dq.$$

We study $I(0.2)$ unless otherwise specified.

III. RESULTS

In this section, we present our numerical results. We discuss the 3D results in Sec. III A and the 4D results in Sec. III B.

A. The three dimensions

The disorder-averaged spin overlap distributions $P(q)$ for periodic and free boundary conditions are shown in Fig. 1. The data for PBC is taken from a previous study of Ref. [23]. Both display peaks at finite-size values of $\pm q_{EA}$, with the Edwards-Anderson order parameter $q_{EA}$ decreases with $L$. For PBC at small $q$ the distribution is nearly independent of $L$, consistent with many past studies [7, 11, 14, 20].

It is worth noting in Fig. 1 that FBC ordering gets weaker rather than stronger compared with PBC, suggesting that trapped domain walls in PBC cannot be used to argue why $P(0)$ is finite, and therefore there must be low-energy droplet excitations for the system sizes studied. To study the thermodynamic behaviour, we look at the statistic $I$ as a function of system sizes as shown in Fig. 2. For very small system sizes, $I$ appears to decrease with system size, similar to what was found in Ref. [14]. However, as system size gets larger, this trend does not appear to hold, especially at the lower temperature $T = 0.2$, PBC appears to provide a lower bound for FBC. The same appears to hold in 4D, as shown in the next section.

It is easy to understand why $I$ is larger for small system sizes in FBC than PBC if droplet excitations dominate. If droplet/scaling picture holds, larger droplets can be excited by taking advantage of the free bonds on the surface. But

| D | BC | $L$ | $R_0$ | $T_0$ | $N_T$ | $M$ |
|---|----|----|------|------|------|-----|
| 3 | FBC | 4  | $5 \times 10^4$ | 0.20  | 101  | 5000 |
| 3 | FBC | 6  | $2 \times 10^5$ | 0.20  | 101  | 5000 |
| 3 | FBC | 8  | $5 \times 10^5$ | 0.20  | 201  | 5000 |
| 3 | FBC | 10 | $10^6$         | 0.20  | 301  | 5000 |
| 3 | FBC | 12 | $10^6$         | 0.33  | 301  | 5000 |
| 4 | FBC | 3  | $2 \times 10^4$ | 0.36  | 101  | 5000 |
| 4 | FBC | 4  | $5 \times 10^4$ | 0.36  | 101  | 5000 |
| 4 | FBC | 5  | $10^5$         | 0.36  | 101  | 5000 |
| 4 | FBC | 6  | $2 \times 10^5$ | 0.36  | 201  | 5000 |
| 4 | FBC | 7  | $5 \times 10^5$ | 0.36  | 201  | 4400 |
| 4 | PBC | 8  | $8 \times 10^5$ | 0.72  | 301  | 2000 |
| 4 | PBC | 3  | $2 \times 10^4$ | 0.36  | 101  | 3000 |
| 4 | PBC | 4  | $5 \times 10^4$ | 0.36  | 101  | 3000 |
| 4 | PBC | 5  | $10^5$         | 0.36  | 101  | 3000 |
| 4 | PBC | 6  | $2 \times 10^5$ | 0.36  | 201  | 3000 |
| 4 | PBC | 7  | $5 \times 10^5$ | 0.36  | 201  | 3000 |
| 4 | PBC | 8  | $8 \times 10^5$ | 0.72  | 301  | 3000 |

TABLE I: Simulation parameters for the three-dimensional and four-dimensional EA models using population annealing Monte Carlo. $D$ is the dimension of the system, $BC$ is the boundary condition, $L$ is the linear system size, $R_0$ is the population size, $T_0$ is the lowest temperature simulated, $N_T$ is the number of temperatures used in the annealing schedule, and $M$ is the number of disorder realizations studied. $N_S = 10$ sweeps are applied to each replica at each temperature.
I would eventually become trivially the same and become 0 when system size gets larger, as the free energy cost inside the system will dominate, and the free bonds on the surface will not help. If on the other hand RSB is correct, we again expect the excitations can take advantage of the free bonds on the surface, but expect this effect to be increasingly less important for larger system sizes. This would naturally suggest the same thermodynamic limit for FBC and PBC. Furthermore, the insensitivity of metastates to boundary conditions also support the scenario that FBC and PBC have the same thermodynamic limit. Therefore, we believe that the PBC $I$ is not just a lower bound for FBC, but the two would become the same in the thermodynamic limit. Our numerical results appear to support this conjecture, especially in 4D and lower temperatures, where finite-size effects are smaller.

### B. The four dimensions

The disorder-averaged spin overlap distribution $P(q)$ and the statistic $I$ for PBC and FBC are shown in Figs. 3 and 4, respectively. Similar behaviour as in 3D was found except that the trend becomes more apparent. By looking at $I$ of FBC alone, one may would like to argue $I$ is a decreasing function of $L$. However, we believe this is due the strong finite-size effects of FBC. Note that in 3D, $I$ is also a decreasing function of $L$ up to around $L \approx 8$, and only appears to decrease slower or level off thereafter. We expect $I$ of FBC is still bounded by that of PBC in 4D.

If we believe FBC and PBC behave the same in the thermodynamic limit, then the controversy of whether $I \to 0$ when $L \to \infty$ continues, and it is perhaps indeed better to use PBC in numerical simulations which has smaller finite-size effects. Nevertheless, the comparison of FBC and PBC is interesting, and we think there is a clear conclusion that droplet excitations dominate $P(0)$ rather than trapped diffusive domain walls.

### IV. SUMMARY

We have investigated the spin overlap distributions of periodic and free boundary conditions. We find that the weights of small spin overlaps $I$ of FBC is larger and is bounded by that of PBC for finite systems. We conclude that droplet exci-
FIG. 4: (Color online) $I$ as a function of system size $L$ in 4D for periodic and free boundary conditions. $I$ is approximately a constant for PBC, and is a fast decreasing function at small $L$ for FBC, but appears to level off and is bounded by the values of the PBC when $L$ increases. The fluctuation at $L = 5$ and 6 is likely due to even-odd effects for small system sizes.
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