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Abstract

This paper proposes a theoretical framework of the grey wolf optimizer (GWO) based on several interesting theoretical findings, involving sampling distribution, order-1 and order-2 stability, and global convergence analysis. In the part II of the paper, the global convergence analysis is carried out based on the well-known stagnation assumption for simplification purposes. Firstly, the global convergence property of the GWO under stagnation assumption is abstracted and modelled into two propositions, corresponding to global searching ability analysis and probability-1 global convergence analysis. Then, the global searching ability analysis is carried out. Next, based on a characteristic of the central moments of the new solution of the GWO under stagnation assumption, the probability-1 global convergence property of the GWO under stagnation assumption is proved. Finally, all conclusions are verified by numerical simulations, and the corresponding discussions that the global convergence property can still be guaranteed in the original GWO without stagnation assumption are given.
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1. Introduction

In recent decades, a kind of optimization algorithms with random searching mechanism, called meta-heuristic algorithms, have been elaborately designed and developed to solve some complicated optimization problems existed in real life [1-2]. As one of the typical meta-heuristic algorithms, the Grey Wolf Optimizer (GWO) [3] has attracted widespread attention, due to its intuitive program and excellent optimization performance. So far, most of the research conducted on the GWO has mainly focused on algorithmic variants and engineering applications [4-14], and the theoretical analysis on algorithm performance requires in-depth research.

In the part I of the paper, as fundamental tools for performance analysis of the GWO, the sampling distribution characteristics of the new solution were elaborately discussed, after which the order-1 and order-2 stability under stagnation assumption were proved. In the part II of the paper, based on the findings in the part I, the global convergence properties of the GWO under stagnation assumption will be discussed in depth from theoretical analysis and numerical simulations.

It is known that the global convergence analysis is an important part of random search meta-heuristic algorithm performance analysis. Early work in convergence analysis mainly focused on several convergence criteria called algorithm condition and convergence condition proposed by Solis F. [15], which will be elaborated in section 5. Based on these convergence criteria, the (1+1)
evolution strategy (ES) with only a constant scale factor mutation operator was proved to be a global convergence algorithm, while the global convergence of (1+1) ES with a self-adaptive scale factor mutation operator was no more guaranteed [16-19]. In addition, it was discovered that the global convergence of particle swarm optimizer (PSO) was not guaranteed [20-21], and a benchmark function example on which the differential evolution (DE) failed to find the global optimum was provided and tested by theoretical analysis and numerical simulations [22-23]. Later work mainly focused on how to offer new tools to model the convergence problem and how to analyze the convergence properties of some novel meta-heuristic algorithms or variants of classical meta-heuristic algorithms. For example, the global convergence of the PSO was studied further by Markov chain [24-25], martingale theory [26], probabilistic metric space [27], and spectral analysis [28], etc. The global convergence properties of two novel meta-heuristics called modified fireworks explosion optimization (mFEO) [29] and clouds search optimization (CSO) [30] were studied in [31], and the convergence performance of several variants of the PSO (such as quantum PSO [32-33], MOPSO [34-35], and bare bones PSO [36-37], etc.) were discussed as well.

In the part II of the paper, the global convergence properties of the GWO are proved and discussed elaborately. Similar to the part I, the stagnation assumption is taken into account throughout the analysis of this paper for simplification. Firstly, two propositions are proposed for the global searching ability analysis and the probability-1 global convergence analysis respectively, and then the two propositions are proved and carefully discussed, during which several properties of the sampling distribution of the new solution in the GWO under stagnation assumption as discussed in the part I are reintroduced as crucial lemmas. Finally, numerical simulations are carried out to testify the conclusions drawn in the part II of the paper. It should be noticed that the global searching ability of the GWO is substantially reduced under the stagnation assumption, thus the global convergence of the GWO without stagnation assumption can be assumed.

The part II of the paper is organized as follows. In section 2, the summarized work pertinent to part I is introduced briefly. In section 3, the global convergence properties of the GWO under stagnation assumption are abstracted into two propositions corresponding to the global searching ability analysis and the probability-1 global convergence analysis, and the global searching ability analysis is conducted. In section 4, the probability-1 global convergence property of the GWO under stagnation assumption is proved. In section 5, the corresponding numerical simulations and discussions are provided. In section 6, we conclude the results above and point out the limitations of our research.

2. A summary of part I

To facilitate the discussions in the following sections, several main conclusions drawn in the part I of the paper are summarized in this section. The solution updating mechanism of the GWO is shown as:

\[ x_t(t+1) = \frac{1}{3} \sum_{k=1}^{3} x'_k(t) \]

\[ x'_{kj}(t) = p_{kj}(t) + A_{kj} \left| C_{kj} p_{kj}(t) - x_{ij}(t) \right| \]

\[ p_1(t+1) = \begin{cases} x_t(t+1), f(x_t(t+1)) < f(p_1(t)) \\ p_1(t), \text{otherwise} \end{cases} \]
where all variables mentioned in this section are explained in Table I, and the procedure of the GWO can be found in Fig. 1 of the part I.

Table I Nomenclature

| Variable type          | Variable | Meaning                                      |
|------------------------|----------|----------------------------------------------|
| Problem information    | \( \min f(x) \) | Optimization problem to be solved          |
|                        | \( D \) | Dimension of the problem                     |
| Algorithm parameters   | \( T \) | Total iterations                             |
|                        | \( N \) | Number of search agents                      |
|                        | \( t \) | Index of iteration                           |
| Indices                | \( i \) | Index of search agent                        |
|                        | \( j \) | Index of dimension                           |
| Positions of the best three search agents | \( P_1(t) = [p_{1j}(t)]_j = 1, \ldots, D, P_2(t), P_3(t) \) at iteration \( t \) |
| Solutions              | \( x_i(t) = [x_{ij}(0)] \) at iteration \( t \) |
| \( x'_k(t) = [x'_{kj}(t)], k = 1, 2, 3 \) | Random variable following \( U[-a, a] \) |
| Parameters in updating | \( A_{kj} \) | Random variable following \( U[0, 2] \) |
| solution               | \( C_{kj} \) |                                          |
| Intermediate variables | \( m_{kj} \) | \( a(-|p_{kj}(t)| + |x_{ij}(t) - p_{kj}(t)|) \) |
|                        | \( n_{kj} \) | \( a(|p_{kj}(t)| + |x_{ij}(t) - p_{kj}(t)|) \) |
| proposed for simplification | \( \Sigma p_j, \Sigma m_j, \Sigma n_j \) | \( \Sigma_{k=1}^3 p_{kj}(t), \Sigma_{k=1}^3 m_{kj}, \Sigma_{k=1}^3 n_{kj} \) |
| PDFs                   | \( g_{kj}(u_j) \) | PDF of \( x'_k(t) \) |
|                        | \( h_{ij}(u_j)/h_{ij,t+1}(u_j) \) | PDF of \( x_{ij}(t + 1) \) |

In the part I of the paper, the sampling distribution that \( x_i(t) \) follows was elaborately analyzed. Under the stagnation assumption that all \( p_k(t) (k = 1, 2, 3) \) were constant vectors independent of \( t \) and the constant \( x_i(t) \) assumption, the PDF of \( x_{ij}(t + 1) \) (marked as \( h_{ij}(u_j) \)) can be expressed as the convolution of the PDFs of \( x'_{kj}(t) \) (\( k = 1, 2, 3 \), marked as \( g_{kj}(u_j) \)). Further discussions showed that the domain of \( h_{ij}(u_j) \) was \( \left( \frac{1}{3} \sum p_j - \frac{1}{3} \sum n_j, \frac{1}{3} \sum p_j + \frac{1}{3} \sum n_j \right) \), and \( h_{ij}(u_j) \) was a single-peak function symmetrical about \( u_j = \frac{1}{3} \sum p_j \). After eliminating the constant \( x_i(t) \) assumption, the domain of the PDF of \( x_{ij}(t) \) (marked as \( h_{ij,t}(u_j) \)) became an open interval containing \( \left( \frac{1}{3} \sum p_j - \max_{x_{ij}(1)} x_{ij}(1) - \frac{1}{3} \sum p_j \right) \Pi_{t=1}^{t-1} 2 \left( 1 - \frac{1}{2} \right) \Pi_{t=1}^{t-1} \sum_{j=1}^{3} \frac{1}{3} \sum p_j \) for \( t \geq 2 \), however, \( h_{ij,t}(u_j) \) was still a single-peak function symmetrical
about \( u_j = \frac{1}{3} \sum p_j \). In addition, the recursive expression of the central moments of any positive integer order of \( x_j(t) \) was derived elaborately, and finally, the order-1 and order-2 stability of the GWO under stagnation assumption were proved.

3. Mathematical modelling of GWO global convergence analysis under stagnation assumption

In this section, the global convergence of the GWO is modelled and abstracted into two propositions, corresponding to the global searching ability analysis and the probability-1 global convergence analysis. It should be noticed that the stagnation assumption mentioned in section 2 will be taken into account throughout the whole discussions of the global convergence analysis of the GWO in following sections. However, in section 5.2, the impact of the stagnation assumption on the global convergence property of the original GWO will be discussed. Similar to the part I, since the positions of the best three search agents \( p_k(t) \) remain unchanged throughout iterations, in this section and section 4, the \( p_k(t) \) will be abbreviated as \( p_k \).

3.1 Problem formulation

In the part II of this paper, the optimization problem to be solved is marked as \( \min f(x) \). We assume that the global optimum of \( f(x) \) is marked as \( x_g \), and a set \( S_\varepsilon \) is defined by the fitness value as:

\[
S_\varepsilon = \{ x | f(x) - f(x_g) \leq \varepsilon \}
\]  

(3.1)

In addition, the \( f(x) \) is assumed to be a continuous function with only one global optimal solution \( x_g \) (i.e. \( \forall x \in \mathbb{R}^D \setminus \{x_g\}, f(x_g) < f(x) \)), in which case the \( S_\varepsilon \) defined by Eq. (3.1) becomes a neighborhood of the global optimal solution \( x_g \) as long as the value of \( \varepsilon \) is small enough. Fig. 1 (a) illustrates the case that the value of \( \varepsilon \) is small enough, and Fig. 1 (b) illustrates the case that the value of \( \varepsilon \) is large.

![Fig. 1 S_\varepsilon pertinent to a multi-modal one-dimension function f(x), (a): small value \( \varepsilon \), (b): large value \( \varepsilon \).](image)

Since \( f(x) \) is a continuous function, there must exist a box region
\[ S_0 = \{ x = [x_j] | lb_j \leq x_j \leq ub_j, j = 1, ..., D, lb_j < ub_j \} \] (3.2)

with positive Lebesgue measure satisfying \( S_0 \subseteq S_e \). Since the Lebesgue measure of the exact global optimum set \( \{ x_g \} \) is zero, which means the exact position of \( x_g \) will never be found via any random search algorithm, thus in this paper, if any solution within \( S_0 \) (a positive Lebesgue measure set) is found, we will say that the global optimum is found. For instance, regarding the optimization problem \( \min_{x \in \mathbb{R}^D} f(x) = x_1^2 + 2x_2^2 \) with minimum value \( 0 \) and \( x_g = [0,0] \), it can be solved that \( S_e = \{(x_1,x_2)| x_1^2 + 2x_2^2 \leq \epsilon \} \) is within an ellipse, and we can choose \( S_0 = \{(x_1,x_2)| -\frac{\sqrt{\epsilon}}{\sqrt{2}} \leq x_1 \leq \frac{\sqrt{\epsilon}}{\sqrt{2}}, -\frac{\sqrt{\epsilon}}{2} \leq x_2 \leq \frac{\sqrt{\epsilon}}{2} \} \).

3.2 Mathematical modelling of global convergence analysis of the GWO

In this section, the mathematical model of the global convergence analysis of the GWO under stagnation assumption is established.

If an optimization algorithm holds global convergence, it can be easily understood that for each search agent the ability to search the global optimum (i.e. \( S_0 \) in Eq. (3.2)) is always guaranteed throughout iterations. As for the GWO under stagnation assumption, there exist two barriers in successfully finding the global optimum:

1. In the GWO under stagnation assumption, the initial positions of all search agents are randomly chosen within the feasible region, thus the global optimum \( x_g \) may not be within the envelope of the initial positions of all search agents (for example, regarding the following case: the feasible region is \([-1,1]^D\), the global optimum \( x_g = [0.8,..,0.8] \), and the initial positions of \( N \) agents are randomly chosen within the feasible region, then the probability that all of the agents are within \([-1,0.6]^D\) becomes \( \left( \frac{0.6 - (-1)}{1 - (-1)} \right)^{ND} = 0.8^{ND} > 0 \), in which case \( x_g \) must goes beyond the envelope of all initial positions). According to the part I, the region of \( x_{ij}(t + 1) \) is bounded within \( \left( \frac{1}{3} \sum p_j - \frac{1}{3} \sum n_j, \frac{1}{3} \sum p_j + \frac{1}{3} \sum n_j \right) \), thus, is it true that for each search agent the ability to find the global optimum is guaranteed after a few iterations \( t_0 \) (i.e. \( \mathbb{P}\{x_{ij}(t_0 + 1) \in S_0\} > 0 \)), or the ability to find the global optimum is no longer guaranteed when the initial positions of search agents are specially chosen (i.e. \( \forall t, \mathbb{P}\{x_{ij}(t) \in S_0\} = 0 \)?)

2. According to the part I, the mutation step size of each solution in the GWO under stagnation assumption is proportional to \( \alpha(t) \), which decreases during iterations. This means that the mutation step size of each solution tends to decrease during iterations, as shown in Fig. 9 of the part I. Thus, after enough iterations, is each search agent able to find the global optimum with probability 1? Or when the mutation step size decreases sharply, does a search agent fail to find the optimum (i.e. find a position within \( S_0 \) defined in Eq. (3.2), similarly hereinafter) with probability 1?

Fortunately, it can be proved that these two barriers are able to overcome. The corresponding conclusions can be abstracted into the following two propositions, respectively:
Proposition 1

In the GWO under stagnation assumption, \( \forall \mathbf{p}_k \in \mathbb{R}^D, \mathbf{x}_i(1) \neq \frac{1}{3} \sum_{k=1}^{3} \mathbf{p}_k \), \( \forall S_0 \subseteq \mathbb{R}^D \).

\[
\exists T, t_0 \leq \left\lceil \frac{T}{2} \right\rceil \in \mathbb{N}^+, s.t. \forall t = t_0, t_0 + 1, ..., \left\lceil \frac{T}{2} \right\rceil, \mathbb{P}[\mathbf{x}_i(t) \in S_0] > 0.
\]

Proposition 2

In the GWO under stagnation assumption, \( \forall \mathbf{p}_k \in \mathbb{R}^D, \mathbf{x}_i(1) \neq \frac{1}{3} \sum_{k=1}^{3} \mathbf{p}_k \), \( \lim_{t \to \infty} \mathbb{P}[\mathbf{x}_i(t) \in S_0] = 1 \).

Obviously, the proposition 1 points out that the global searching ability of each agent is always guaranteed no matter how the initial position is chosen, thus the analysis pointing towards proposition 1 is called global searching ability analysis. The proposition 2 points out that the probability of each agent to successfully find the global optimum tends to 1 after enough iterations, thus the analysis pointing towards proposition 2 is called probability-1 global convergence analysis. Since the probability that the initial positions of all search agents are identical with each other (i.e. \( \mathbf{x}_i(1) = \frac{1}{3} \sum_{j=1}^{3} \mathbf{p}_k \)) is 0, thus by proving the two propositions above, it can be asserted that the GWO under stagnation assumption holds global convergence. The proof of proposition 1 can be found in Appendix (the proofs of all lemmas given below can be found in Appendix), and the proposition 2 will be discussed and proved in section 4.

Finally, the proposition 1 is exhibited in Fig. 2, in which the green point denotes the mutation center \( \frac{1}{3} \sum_{k=1}^{3} \mathbf{p}_k \) (unchanged during iterations under the stagnation assumption), the purple point denotes the initial position of search agent \( i \) (\( \mathbf{x}_i(1) \)), the big nesting cuboids \( D(t) \) denote the searching region of \( \mathbf{x}_i(t) \), and the cuboid containing the orange point denotes the neighborhood \( S_0 \) of the global optimum \( \mathbf{x}_g \). It has been proved in the part I (please see the proposition 3.1 in the part I) that the region of \( \mathbf{x}_{ij}(t) \) contains \( \left( \frac{1}{3} \sum p_j - \max_{x_{ij}(1)} x_{ij}(1) - \frac{1}{3} \sum p_j \right) \prod_{l=1}^{t-1} \left( 1 - \frac{a}{2} \right) \frac{1}{3} \sum p_j + \max_{x_{ij}(1)} \left| x_{ij}(1) - \frac{1}{3} \sum p_j \right| \prod_{l=1}^{t-1} \left( 1 - \frac{a}{2} \right) \right) \), thus in the early stage of the algorithm when \( a > 1 \), the searching region of \( \mathbf{x}_i(t) \) expands during iterations, thus able to contain any point within the feasible region (such as \( \mathbf{x}_g \) ) after a few iterations.
4. Probability-1 global convergence analysis of the GWO under stagnation assumption

In this section, the probability-1 global convergence analysis of the GWO under stagnation assumption is carried out, and the proposition 2 proposed in section 3.2 is proved and carefully discussed.

4.1 Introduction of algorithm condition and convergence condition

Since $x_i(t)$ is a complicated stochastic process, it’s almost impossible to calculate the value of $P\{x_i(t) \in S_0\}$ directly. Fortunately, as mentioned in section 1, the studies on several convergence criteria [15] of random searching optimization algorithms can serve as fundamental analysis tools. In [15], in order to solve the optimization problem $\min f(x)$, an optimization algorithm based on random searching mechanism is defined as:

$$z(t + 1) = D(z(t), \xi(t))$$  \hspace{1cm} (4.1)

where $z(t)$ denotes the solution at iteration $t$, $\xi(t)$ denotes the new sample generated by probability measure $\mu_t$, and $D$ denotes the operator to generate the new solution $z(t + 1)$ from the original solution $z(t)$ and new sample $\xi(t)$.

In addition, it is pointed out in [15] that:

Lemma 1

For the solution of an unconstrained optimization problem, a random searching optimization algorithm defined by Eq. (4.1) converges to the global optimum with probability 1 if the following
two conditions are satisfied:

(1) (Algorithm condition):
\[ f(\mathbf{z}(t + 1)) \leq \min\{f(\mathbf{z}(t)), f(\mathbf{x}(t))\} \]  
(4.2)

(2) (Convergence condition): For any set \( A \) with positive Lebesgue measure,
\[ \prod_{t=1}^{\infty} (1 - \mu_t(A)) = 0 \]  
(4.3)

where \( \mu_t(A) \) is the probability of \( A \) being generated by \( \mu_t \).

The specific meanings of the algorithm condition and convergence condition are introduced as follows: In the algorithm condition, \( f(\mathbf{z}(t + 1)) \leq f(\mathbf{z}(t)) \) is required, which means the fitness curve of the algorithm should be a non-increasing function of iteration \( t \). In addition, \( f(\mathbf{z}(t + 1)) \leq f(\mathbf{x}(t)) \) is required, which means if an individual \( \mathbf{x}(t) \) with better fitness value than \( \mathbf{z}(t) \) is found, then at least the position of \( \mathbf{x}(t) \) should be adopted as \( \mathbf{z}(t + 1) \), which means each effective search (i.e., a solution with better fitness value is found) will not be wasted. As for the convergence condition, Eq. (4.3) denotes that the value of \( \mu_t(A) \) should be large enough (if \( \forall t, \mu_t(A) = 0 \), then \( \prod_{t=1}^{\infty} (1 - \mu_t(A)) = 1 \) holds), i.e., for any set \( A \) with positive measurement, the probability that a new solution is found within \( A \) cannot be too small, which indicates that the global searching ability of the algorithm is always guaranteed. Please refer to [15] for more details about these two conditions.

In the GWO under stagnation assumption, the \( \mathbf{z}(t) \) in Eq. (4.1) means the best search agent \( \mathbf{p}_1(t) \), \( \mathbf{x}(t) \) means the new solution \( \mathbf{x}_i(t + 1) \), and \( \mu_t \) means the probability distribution that \( \mathbf{x}_i(t + 1) \) follows. According to the stagnation assumption, the position of the best search agent remains unchanged until the global optimum \( (S_0) \) is found, thus the updating mechanism of \( \mathbf{p}_1(t + 1) \) becomes:
\[ \mathbf{p}_1(t + 1) = \begin{cases} \mathbf{x}_i(t + 1), \mathbf{x}_i(t + 1) \in S_0 \\ \mathbf{p}_1(t), \text{ otherwise} \end{cases} \]  
(4.4)

Therefore, in order to prove proposition 2, we only need to prove that the GWO under stagnation assumption satisfies both algorithm condition and convergence condition. Since \( \mathbf{p}_1(t) \notin S_0 \) (otherwise the algorithm succeeds in finding the global optimum in iteration 1), thus when \( \mathbf{x}_i(t + 1) \in S_0, f(\mathbf{x}_i(t + 1)) \leq f(\mathbf{p}_1(t)) \) holds, accordingly we have:

Lemma 2

The GWO under stagnation assumption satisfies the algorithm condition in lemma 1.

Thus, we only need to prove that the GWO under stagnation assumption satisfies the convergence condition, which will be elaborated in section 4.3.

4.2 Central moments of \( x_{ij}(t) \) revisited

It has been concluded in the part I that the distribution of \( x_{ij}(t) \) becomes more close to \( \frac{1}{2} \sum \mathbf{p}_j \) during iterations, which indicates the decrease of the global searching ability of agent \( i \). However, if the value of the maximum iteration time \( T \) is large enough, then in the early stage of iteration (for example, from \( t = 0 \) to \( t = 0.057 \)), the speed that the value of \( a(t) \) decreases is small enough
that the global searching ability of agent \( i \) is always guaranteed during this stage, in which case we can optimistically suppose that when \( T \to \infty \), the probability that agent \( i \) finds the global optimum may tend to 1, just as the proposition 2 points out. Evidently, in order to analyze the global searching ability of search agent \( i \) quantitatively, more information of the distribution that \( x_{ij}(t) \) follows is required, in which the results of the moments of \( x_{ij}(t) \) as derived in the part I of the paper provide the corresponding theoretical analysis basis. Therefore, in this section, we will further discuss the characteristics of the moments of \( x_{ij}(t) \). As a core conclusion of this section, lemma 4 will serve as a crucial lemma in the proof of proposition 2.

It has been derived in the part I that when \( r \) is an even number, the \( r \)-order central moment of \( x_{ij}(t) \) (marked as \( \sigma^r x_{ij}(t) \)) can be expressed in the recurrence form below:

\[
\sigma^r x_{ij}(t + 1) = f_r(t)\sigma^r x_{ij}(t) + g_r(t), \quad r \text{ is an even number}
\]

where

\[
f_r(t) = \frac{a^r}{3^r} \sum_{p=0}^{r} \sum_{q=0}^{r-2p} \frac{(2p)!}{(2p+1)!} \frac{r-2p}{2q+1} \quad \text{where} \quad r \text{ is an even number}
\]

and \( g_r(t) \) denotes a linear combination of \( \sigma^m x_{ij}(t) (m = 0, 1, ..., r - 1) \). In addition, when \( r \) is an odd number, we have

\[
\sigma^r x_{ij}(t) = 0, \quad r \text{ is an odd number}
\]

The following conclusion pertinent to \( f_r(t) \) is crucial in subsequent discussions:

**Lemma 3**

1. \( f_r(t) = \frac{a^r}{3^r 4(r+1)(r+2)(r+3)} \)

2. Solve the root of equation \( f_r(t) = 1 \) about \( a \) as (marked as \( a_r \), similarly hereinafter):

\[
a_r = 3 \left( \frac{4(r+1)(r+2)(r+3)}{3^{r+3} - 3} \right)^{\frac{1}{r}}
\]

then the value of \( a_r \) decreases with the increase of positive even number \( r \).

3. when \( r \) is an even number and \( a \in [1,9,2] \), \( f_r(t) < 1 \) holds when \( r \leq 6 \), and \( f_r(t) > 1 \) holds when \( r \geq 8 \).

When \( r = 2, 4, 6, 8, 10 \), the values of \( a_r \) calculated from Eq. (4.8) are given in Table II respectively, and the solutions of \( f_r(t) \geq 1 \) are shown in Fig. 3, where the green arrow represents the iteration process of the GWO under stagnation assumption (i.e. \( a \) decreases from 2 to 0).

| Table II Values of \( a_r \) when \( r = 2, 4, 6, 8, 10 \), respectively |
|-------------|---|---|---|---|---|
| \( r \)    | 2  | 4  | 6  | 8  | 10 |
| \( a_r \)  | 3  | 2.36 | 2.05 | 1.87 | 1.74 |
It can be seen from Fig. 3 that \( a_r \) is a decreasing function of positive even number \( r \), and
\[
\{a|f_2(t) \geq 1\} \subset \{a|f_4(t) \geq 1\} \subset \{a|f_6(t) \geq 1\} \subset \cdots \text{ holds. In addition, since } a_9 \approx 1.87 < 1.9 < 2 < a_8 \approx 2.05, \text{ the conclusion in lemma 3(3) is exhibited directly.}
\]

In the following part of section 4, we will limit the discussion to the early stage of the GWO under stagnation assumption, which is defined as \( t \leq [0.057] \). In this case, the value of \( a \) is bounded within \([1.9,2]\), and \( a_9 \approx 1.87 < a < a_8 \approx 2.05 \) holds. According to the algorithm condition, the optimum found before iteration \( t \) (i.e. the fitness value curve) will not increase with \( t \), thus the probability-1 global convergence property of the GWO under stagnation will become evident if the probability-1 global convergence property can be proved during \( t \leq [0.057] \). Please notice that when \( \sigma^m x_{ij}(t)(m = 0,1,...,r-1) \) are solved, the values of \( f_i(t) \) and \( g_r(t) \) are determined, and Eq. (4.5) denotes a first-order system of \( \sigma^r x_{ij}(t) \).

We suppose that when \( a \in [1.9,2] , \forall m = 0,1,...,r-1, \lim_{t \to \infty} \sigma^m x_{ij}(t) < \infty \) exists (since \( \sigma^r x_{ij}(t) = 0 \), with the assumption that \( \sigma^r x_{ij}(t) = 1 \), then this assumption holds when \( r = 2 \), which means this assumption is reasonable), thus \( \lim_{t \to \infty} g_r(t) < \infty \) exists. Evidently, the system defined by Eq. (4.5) converges to a certain value when \( 0 < f_r(t) < 1 \) holds for any \( a \in [1.9,2] \), and diverges when \( f_r(t) > 1 \) holds for any \( a \in [1.9,2] \). In addition, since \( \forall a \in [1.9,2], a_2 > a_4 > a_6 > a > a_8 > a_{10} > \cdots \), and \( f_2(t), f_4(t), f_6(t) < f_8(t), f_{10}(t), \ldots > 1, \) holds, we can draw the following conclusion, i.e. the lemma4 which will serve as a crucial lemma in the proof of proposition 2 in section 4.3:

**Lemma 4**

In the GWO under stagnation assumption, for any positive even number \( r \leq 6 \), \( \lim_{T \to \infty \atop t \to [0.057]} \sigma^r x_{ij}(t) < +\infty \) exists, while for any positive even number \( r \geq 8 \), \( \lim_{T \to \infty \atop t \to [0.057]} \sigma^r x_{ij}(t) = +\infty \).

**Remark 1**

It has been proved in the part I of the paper that for any fixed \( a \in [0,2] \), the variance of \( x_{ij}(t) (\sigma^2 x_{ij}(t)) \) converges when \( t \to \infty \). This conclusion can be testified according to the discussions
mentioned above as well. According to Eq. (4.6),
\[
f_2(t) = \frac{a^2}{q} \sum_{p=0}^{q} \sum_{q=0}^{1} \frac{(2p)!}{(2q+1)!} \frac{(2q)!}{(3-2p-2q)!}
\]
\[
\frac{a^2}{q} < 1 \text{ holds, since } \sigma^0 x_i(t) = 1 \text{ and } \sigma^1 x_i(t) = 0 \text{ then } \lim_{t \to \infty} \sigma^2 x_i(t) \text{ exists.}
\]

4.3 Convergence condition for the GWO under stagnation assumption

In this section, we will prove that the GWO under stagnation assumption satisfies the convergence condition described in lemma 1.

According to the convergence condition as given in Eq. (4.3), the item \((1 - \mu_t(A))\) denotes the probability that the algorithm fails to find a solution within \(A\). Taking the arbitrariness of \(p_k, x_i(1)\) and \(S_0 = \{x|lb_j \leq x_j \leq ub_j\}\) into account, the set \(A\) can be substituted by \(S_0\). In addition, since there are \(N\) search agents in the swarm, the \((1 - \mu_t(A))\) can be reformulated as:

\[
(1 - \mu_t(A)) = (1 - \mu_t(S_0)) = \mathbb{P}(x_i(t+1) \notin S_0 | \forall i = 1, ..., N) = \prod_{i=1}^{N} \mathbb{P}(x_i(t+1) \notin S_0)
\]

where the second equation is obtained according to the definition of the GWO under stagnation assumption, and the third equation can be obtained because all \(x_i(t+1)(i = 1, ..., N)\) are independent of each other. In addition, since all \(x_i(t+1)(j = 1, ..., D)\) are independent of each other, and \(S_0 = \{x|lb_j \leq x_j \leq ub_j\}\) is a box set, the item \((1 - \mu_t(A))\) can be further reformulated as:

\[
(1 - \mu_t(A)) = \prod_{i=1}^{N} (1 - \mathbb{P}(x_i(t+1) \in S_0)) = \prod_{i=1}^{N} \left(1 - \prod_{j=1}^{D} \mathbb{P}(x_{ij}(t+1) \in [lb_j, ub_j])\right)
\]

Consequently, in order to prove that the GWO under stagnation assumption satisfies the convergence condition, we only need to prove that:

**Lemma 5**

\[
\prod_{i=1}^{N} \prod_{j=1}^{D} (1 - \mathbb{P}(x_{ij}(t+1) \in [lb_j, ub_j])) = 0 \quad (4.9)
\]

It has been mentioned in the part I of the paper that the PDF of \(x_{ij}(t+1)\) (marked as \(h_{ij,t}(u_j)\)) cannot be derived directly, thus the item \(\mathbb{P}(x_{ij}(t+1) \in [lb_j, ub_j])\) cannot be derived analytically. Fortunately, the item \(\mathbb{P}(x_{ij}(t+1) \in [lb_j, ub_j])\) can be roughly approximated based on the information of the central moments of \(x_{ij}(t+1)\) as calculated and analyzed in section 4.2.

Let us reconsider the discussions in section 4.2. According to lemma 4, when \(T \to \infty\) and \(t \to [0.05T]\), it can be concluded that the \(x_{ij}(t)\) will approach to the probabilistic distribution of a random variable (marked as \(x_{ij}(\infty)\)) whose value of central moment \(\sigma^r x_{ij}(\infty)\) is finite when \(r \leq 6\) or infinite when \(r \geq 8\). Although the expression of \(h_{ij,t}(u_j)\) cannot be derived precisely, the characteristics of the limit distribution of \(x_{ij}(t)\) (whose PDF is marked as \(h_{ij,\infty}(u_j)\)) can be analyzed by calculating the value of \(\sigma^r x_{ij}(\infty)\) when \(T \to \infty\) and \(t \to [0.05T]\). In this section,
the lemma 6 is designed to indicate the following characteristic of $h_{ij,\infty}(u_j)$:

**Lemma 6**

$$\forall u_0 \in \mathbb{R}, h_{ij,\infty}(u_0) = 0$$ is a false proposition.

The meaning of lemma 6 is obvious: in order to draw the conclusion of global convergence, the global searching ability of each agent should always be guaranteed, i.e., the speed that the searching range of each agent decreases should be slow enough. According to lemma 6, for $\forall u_0 \in \mathbb{R}$, the value of $h_{ij,t}(u_0)$ will not tend to 0 when $T \to \infty$ and $t \to [0.057]$, which means for $\forall u_0$, the searching ability of $x_{ij}(t + 1)$ around $u_0$ is guaranteed, i.e. the corresponding global searching ability is guaranteed.

Lemma 6 provides a characteristic of the PDF $h_{ij,\infty}(u_0)$, which can be easily rewritten in the following probability form:

**Lemma 7**

$$\lim_{T \to \infty} \lim_{t \to [0.057]} \mathbb{P}\{x_{ij}(t + 1) \in [l_{bj}, u_{bj}]\} = 0$$ is a false proposition.

Lemma 7 provides a more intuitive conclusion of the global searching ability of $x_{ij}(t + 1)$, that is to say, no matter how the initial position of each search agent is chosen, the global searching ability of $x_{ij}(t + 1)$ will not tend to 0 when $T \to \infty$ and $t \to [0.057]$, in another word, the global searching ability is always guaranteed throughout iterations. Since lemma 5 is a simple corollary of lemma 7 (please see the Appendix), the proof of the global convergence of the GWO under stagnation assumption with probability 1 is finished.

In summary, the procedure in proving the global convergence of the GWO under stagnation assumption with probability 1 is shown in Fig. 4
5. Numerical simulations and discussions

In this section, numerical simulations are carried out to verify the theoretical conclusions drawn in section 4. In addition, the impact of stagnation assumption on the global convergence property of the original GWO will be discussed. It can be seen from both quantitative analysis and numerical simulations that the stagnation assumption reduces the convergence property of the original GWO sharply, thus the global convergence of the original GWO can be asserted as well.

5.1 Numerical simulations

In this section, the probability-1 global convergence properties of the GWO will verified by numerical simulations. However, instead of directly verifying the proposition 2, the lemmas given in section 4 will be verified in this section, which is because the probability-1 global convergence of the GWO under stagnation assumption cannot be verified directly by applying the GWO under stagnation assumption to solve various test problems. Specifically speaking, if the GWO under stagnation assumption fails to solve an optimization problem, we cannot determine the failure of finding the global optimum is due to whether the global convergence of the GWO under stagnation assumption is not guaranteed or the total number of iterations and the number of search agents are not large enough. If the GWO under stagnation assumption is able to converge to the global optimum (as proved above), then no matter what the test problem is, the GWO under stagnation assumption will be able to find the global optimum with probability 1 as long as the total number of iterations and the number of search agents are large enough, which are impractical for simulations since the computational cost is limited.

Remark 2

In order to better understand the difficulty in verifying the probability-1 global convergence of the GWO under stagnation assumption by applying the GWO under stagnation assumption to solve various test problems, the following optimization problem \( \min y = \sum_{j=1}^{D}(x_j - 1)^2, -10 \leq x_j \leq 10 \) with global optimum \( x_g = [1, \ldots, 1] \) is solved as benchmark. The number of search agents is set to be \( N = 10 \), the maximum number of iterations \( T \) is set to be a sufficiently large number (such that the GWO under stagnation assumption will succeed in finding the global optimum before iteration \( T \)), the GWO under stagnation assumption is terminated when a solution is found within a sphere neighborhood of \( x_g \): \( S_{\varepsilon} = \{x|f(x) - f(x_g) < 0.1\} \), and the positions of the best three search agents are set as \( p_1 = [3, \ldots, 3], p_2 = [4, \ldots, 4], p_3 = [5, \ldots, 5] \) (these positions remain unchanged during iterations under the stagnation assumption). For different values of \( D \), the average minimum number of iterations before successfully finding the global optimum (\( S_{\varepsilon} \)) is recorded in Table II:

| Table II Relationship between computational cost and \( D \) |
|---|---|---|---|---|
| \( D \) | 2 | 3 | 4 | 5 |
| average minimum number of iterations | 104 | 5992 | 374610 | 29457387 |

According to Table II, when $D$ increases, the average minimum number of iterations increases sharply. It should be noted that the neighborhood of $x_g$ defined by $S_ε = \{x | f(x) - f(x_g) < 0.1\}$ is quite loose, in another word, it is hardly practicable to verify the probability-1 global convergence of the GWO under stagnation assumption by applying the GWO under stagnation assumption to solve various test problems.

Since the lemma 1 has been carefully discussed in [15], the lemmas 2-3 are obvious and easy to test, and the lemma 5 is a direct conclusion of lemma 7, thus, in this section, only the lemma 4, lemma 6, and lemma 7 will be verified by numerical simulations successively.

5.1.1 Verification of the lemma 4

In order to verify the lemma 4, the GWO under stagnation assumption is performed from $a = 2$ to $a = 1.9$, and the values of $σ^r x_{ij}(t) (r = 2,4,6,8,10,12)$ are simulated, respectively. Here, we set $T = 2000$ (since the value of $T$ is large enough, the condition $T \to \infty$ is assumed to be satisfied, similarly hereinafter), and the values of $p_{kj}$ are randomly chosen. For each group of $p_{kj}$ chosen, the GWO under stagnation assumption is run for $10^6$ trials from $t = 1$ to $t = \lfloor 0.05T \rfloor = 100$. If the value of $x_{ij}$ obtained in $l$th trial at iteration $t$ is marked as $x_{ij}(l,t)$, and $\forall l, x_{ij}(l,1)$ is chosen as a random variable following $U[-4,4]$, then the value of $σ^r x_{ij}(t)$ can be approximated as:

$$σ^r x_{ij}(t) \approx \frac{1}{10^6} \sum_{l=1}^{10^6} (x_{ij}(l,t) - 10^{-6} \sum_{q=1}^{10^6} x_{ij}(q,t))^r \quad (5.1)$$

In addition, considering that the range of $σ^r x_{ij}(t)$ is sometimes relatively large, the approximate value of $\ln σ^r x_{ij}(t)$ is shown instead of $σ^r x_{ij}(t)$. The corresponding simulation results are shown in Fig. 5 (a)-(f), respectively.

| iterations | average calculation time (s) | minimum calculation time (s) |
|------------|-----------------------------|-----------------------------|
|            | 0.009                       | 0.42                        |
|            | 25.75                       | 2116.04                     |
It can be seen from Fig. 5 that when $r \leq 6$, the value of $\sigma^r x_{ij}(t)$ converges well, while for the cases that $r \geq 8$, the value of $\sigma^r x_{ij}(t)$ vibrates sharply and tends to increase, which are in accordance with the lemma 4. The sharp vibration of the curve of $\sigma^r x_{ij}(t)$ when $r \geq 8$ is caused by system errors and the little distance between $a$ (from 2 to 1.9), and the threshold convergence value of $\sigma^r x_{ij}(t)$ ($a_r = 1.87$ when $r = 8$, please see Fig. 3 for more details).

5.1.2 Verification of the lemma 6

In order to verify the lemma 6, the GWO under stagnation assumption is performed from $a = 2$ to $a = 1.9$, and the PDFs of the $x_{ij}(t)$ during iterations are simulated. Here, we set $T = 2000$, and the values of $p_{kj}$ are randomly chosen. The GWO under stagnation assumption is run for $10^6$ trials from $t = 1$ to $t = [0.05T] = 100$ (the initial position $x_{ij}(1) \sim U[-4,4]$ in each trial), and the upper-side midpoints of all rectangles in each frequency histogram of $x_{ij}(t)(t = 2,10,20,30,50,100)$ are connected to simulate the curves of the PDFs of $h_{ij,L}(u_j)(t = 2,10,20,30,50,100)$ as shown in Fig. 6.
It can be seen from Fig. 6 that the shape of the curve of $h_{ij,t}(u_j)$ remains almost unchanged during iterations, which indicates that $\forall u_0$, the value of $h_{ij,\infty}(u_0)$ will not tend to 0, where $h_{ij,\infty}(u_0)$ denotes the PDF of the limit distribution of $x_{ij}(t)$ when $T \to \infty$ and $t \to [0.05T]$. However, in Fig. 6, the domains of all $h_{ij,t}(u_j)$ are within $(-15,15)$, which is because the value of $h_{ij,t}(u_j)$ becomes too small to be simulated within $10^6$ samples when the value of $|u_j - \frac{1}{3} \sum p_j|$ is large enough (please see the Fig. 8 in the part I of the paper for further discussions of the small value of $h_{ij,t}(u_j)$ when $u_j$ is close to the upper/lower bound of its domain).

5.1.3 Verification of the lemma 7

In order to verify the lemma 7, the GWO under stagnation assumption is performed from $a = 2$ to $a = 1.9$, and the probabilities of finding a solution within the $j$th dimension of several given neighborhoods of the global optimum $[lb_j, ub_j]$ are simulated. Here, we set $T = 2000$, the values of $p_{kj}$ are randomly chosen such that $\frac{1}{3} \sum p_j = 0$, the interval length $|ub_j - lb_j|$ is set to be 1, and the values of $lb_j$ are set as -0.5, 0.5, 1.5, 2.5, 3.5, 4.5, 5.5, respectively. For each group of values of $ub_j$ and $lb_j$, the GWO under stagnation assumption is run for $10^6$ trials from $t = 1$ to $t = [0.05T] = 100$, by dividing $10^6$ into the trials that $x_{ij}(t)$ falls into $[lb_j, ub_j]$ (which means the $x_{ij}(t)$ succeeds in approximately finding the global optimum, thus replaced by finding the global optimum in following discussions), the approximate value of the probabilities of finding the global optimum at iteration $t$ is obtained. Since the values of the probabilities are sometimes relatively small, the logarithm of the probability is calculated and shown in Fig. 7.
Fig. 7 Probability of finding the global optimum during iterations

Since \( h_{ij,t}(u_j) \) is a single-peak function symmetrical about \( \frac{1}{3} \sum p_j = 0 \), obviously the probability of finding the global optimum decreases with the increase of the distance between \( \frac{1}{3} \sum p_j = 0 \) and the neighborhood \([lb_j, ub_j]\), which is shown in Fig. 7. In addition, it can be seen that the value of the probability of finding the global optimum slightly decreases during iterations, which is due to the slight decrease of \( \alpha \) (from 2 to 1.9). However, when \( t \to [0.05T] \), the probability tends to a finite positive number rather than 0, which is in accordance with the Lemma 8. If the value of \( \alpha \) remains unchanged during iterations, the corresponding simulation results show that the probability will converge to a positive number without the decreasing process (as shown in Fig. 7), which are shown in Fig. 8 (all simulation parameters are identical to those in obtaining Fig. 7 except for \( \alpha = 2 \)).

Fig. 8 Probability of finding the global optimum during iterations (\( \alpha = 2 \)).
It should be noticed that when the distance between the mutation center $\frac{1}{3} \sum p_j = 0$ and the neighborhood $[u_b, u_b]$ becomes larger than 5.5 (the largest distance as shown in Fig. 7), the probability becomes too small to be simulated within $10^6$ trials. Thus, in order to detect the probability under the cases that the mutation center is far away from the neighborhood, the GWO under stagnation assumption is run for $5 \times 10^8$ trials, the values of $u_b$ are set as 6.5, 7.5, 8.5, 9.5, 10.5, 11.5, 12.5, 13.5, respectively, and the simulation results are shown in Fig. 9 (other simulation parameters are identical to those in obtaining Fig. 7).

![Fig. 9 Probability of finding the global optimum that is far away from the mutation center ($\frac{1}{3} \sum p_j$) during iterations.](image)

It can be seen from Fig. 9 that although the probability decreases sharply with the increase of the distance between 0 and the neighborhood, it still converges to a positive number rather than 0. In conclusion, regardless of the distance between the stagnation point and the global optimum, the global searching ability of each search agent is always guaranteed during iterations, indicating the global convergence of the GWO under stagnation assumption.

### 5.2 Discussions

In section 4, the probability-1 global convergence of the GWO is analyzed under the stagnation assumption. Based on the stagnation assumption, the mutation center of each search agent ($\frac{1}{3} \sum p_j$) becomes constant, and the properties of the distribution of the new solution become easier to analyze. However, regarding the original GWO, the positions of the best three search agents keep changing during iterations (unless the best solution never updates, i.e. the fitness curve becomes a horizontal line, which is almost impossible in actual situations), which makes the mechanism of global searching slightly different from that of the GWO under stagnation assumption. Nevertheless, if we can clarify that the probability of finding the global optimum for the GWO under stagnation is less than that for the original GWO, it can be assumed that the probability-1 global convergence of the original GWO is guaranteed as well. It should be noted that this section is not intended to provide a
rigorous theoretical proof for the probability-1 global convergence of the original GWO. More research on the theoretical analysis of the original GWO will require more in-depth exploration and exploitation in the near future.

Let’s consider the positions of the best three search agents $p_k(t)(k = 1, 2, 3)$. In the original GWO, the new solutions are generated around $p_k(t)$. If a better solution is found, then the positions of $p_k(t)$ will be updated, and the agents will move around the new best search agents $p_k(t)$. Obviously, the updating mechanism of $p_k(t)$ guarantees that the whole swarm is moving towards the global optimum $x_g$ under the guidance of $p_k(t)$, which moves towards the $x_g$ itself. Such mechanism substantially accelerates the global optimum searching process. While in the GWO under stagnation assumption, the positions of $p_k(t)$ remain unchanged (if the global optimum is not found), then the process that the swarm moves towards $x_g$ under the guidance of $p_k(t)$ no longer exists, which means the corresponding global optimum searching ability of the population is substantially reduced.

To verify the aforementioned conclusions, the corresponding numerical simulations are conducted in the last part of this section. During simulations, ten classical test problems that are widely utilized by many researchers [38-39] with box feasible regions are optimized by both the original GWO and the GWO under stagnation assumption respectively, containing both single-peak functions and multi-peak functions with different characteristics. The information of these test problems are given in Table III. Here, the number of search agents $N = 10$, the total number of iterations $T = 50000$, and the initial positions of search agents $x_1(1)$ are randomly chosen within the feasible region. The neighborhood of the $x_g$ is defined as $S_e = \{x_0 | \frac{f(x_0) - f(x_g)}{\min f(x(1)) - f(x_g)} \leq \epsilon, 0 < \epsilon < 1 \}$, and the optimization processes of the original GWO and GWO under stagnation assumption are terminated if a feasible solution $x_0 \in S_e$ is found, in which case we assume that the global optimum is found. For each case of the value of $\epsilon$ (to be set as 0.1 or 0.01 respectively), each test problem is solved independently 50 trials by the original GWO and the GWO under stagnation assumption, respectively. The number of times that the original GWO or the GWO under stagnation assumption succeeds in finding the global optimum of each test problem and the corresponding average running time are provided in Table IV, respectively. In addition, in order to better illustrate the population dynamics in the original GWO, both the fitness value of the best search agent and the distance between the best search agent and the $x_g$ during iterations in one trial of the original GWO before finding a solution within $S_{\epsilon=0.001}$ or during 50000 iterations are shown in Fig. 10 (a)-(j), respectively. The dynamics of the position of the best search agent during iterations of the GWO under stagnation assumption is not provided since it remains unchanged during iterations before finding the global optimum.

| Test problem No. | Objective function $f_i(x) = \sum_{i=1}^{D} x_i^2$ | $D$ | $x_g$ | $f(x_g)$ | Problem type$^*$ |
|------------------|------------------|-----|-------|----------|-----------------|
| 1                | $f_i(x) = \sum_{i=1}^{D} x_i^2$ | 3 | $[-3,3]^D$ | $[0, ..., 0]$ | 0 | S |
\[ f_2(x) = \sum_{i=1}^{d} |x_i|^{\frac{d-1}{d}} \quad \text{Problem 3} \quad [-3,3]^d \quad [0, ..., 0] \quad 0 \quad S \]

\[ f_3(x) = \sum_{i=1}^{d} |x_i| + \prod_{i=1}^{d} |x_i| \quad \text{Problem 3} \quad [-3,3]^d \quad [0, ..., 0] \quad 0 \quad S \]

\[ f_4(x) = \sum_{i=1}^{d-1} \left[ 100(x_i^2 - x_{i+1})^2 + (1 - x_i)^2 \right] \quad \text{Problem 3} \quad [-3,3]^d \quad [1, ..., 1] \quad 0 \quad S \]

\[ f_5(x) = \frac{1}{4000} \sum_{i=1}^{d} x_i^2 - \prod_{i=1}^{d} \cos \frac{x_i}{\sqrt{i}} + 1 \quad \text{Problem 3} \quad [-10,10]^d \quad [0, ..., 0] \quad 0 \quad M \]

\[ f_6(x) = \sum_{i=1}^{d} [x_i^2 - 10 \cos 2\pi x_i + 10] \quad \text{Problem 3} \quad [-10,10]^d \quad [0, ..., 0] \quad 0 \quad M \]

\[ f_7(x) = -\sum_{i=1}^{d} x_i \sin \sqrt{|x_i|} \quad \text{Problem 3} \quad [-500,500]^d \quad 420.97[1, ..., 1] \quad -418.98D \quad M \]

\[ f_8(x) = \sum_{i=1}^{d} x_i^2 - D \quad \text{Problem 3} \quad [-3,3]^d \quad [-1, ..., 1] \quad 0 \quad M \]

\[ f_9(x) = \left( x_2 - \frac{5.1}{4\pi^2} x_1^2 + \frac{5}{\pi} x_1 - 6 \right)^2 + 10 \left( 1 + \frac{1}{8\pi} \cos x_1 + 10 \right) \quad \text{Problem 9} \quad [-20,20]^2 \quad \frac{5.1}{4\pi^2} x_1^2 \quad 0.3979 \quad M \]

\[ f_{10}(x) = \left( 4 - 2.1 x_1^2 + \frac{1}{3} x_1^4 \right) x_1^2 + x_1 x_2 + \left( -4 + 4 x_2^2 \right) x_2^2 \quad \text{Problem 10} \quad [-3,3]^2 \quad [\pm 0.09, T0.71] \quad -1.0316 \quad M \]

* S denotes single-peak characteristic, M denotes multi-peak characteristic.

**Table IV Simulation results**

| Test problem No. | GWO | GWO under stagnation assumption | Average number of iterations* |
|------------------|-----|--------------------------------|-------------------------------|
| 1                | 50  | 50                             | 44                            |
| 2                | 50  | 50                             | 48                            |
| 3                | 50  | 50                             | 46                            |
| 4                | 50  | 50                             | 44                            |
| 5                | 50  | 50                             | 44                            |

* \( \sigma \) denotes average number of iterations.*

**Table IV Simulation results**

| Test problem No. | GWO | GWO under stagnation assumption | Average number of iterations* |
|------------------|-----|--------------------------------|-------------------------------|
| 1                | 50  | 50                             | 44                            |
| 2                | 50  | 50                             | 48                            |
| 3                | 50  | 50                             | 50                            |
| 4                | 50  | 50                             | 49                            |
| 5                | 50  | 50                             | 49                            |

* \( \sigma \) denotes average number of iterations.*
* If the solution that satisfies Eq.(3.2) is not found after 50000 iterations, the trial will be eliminated

** If the number of times that the GWO under stagnation assumption succeeds in finding the global optimum is less than 10 times in a total of 50 trials, it can be deduced that the GWO under stagnation assumption is unlikely to find the global optimum within 50000 iterations

|   |   |   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|---|---|
| 6 | 50 | 50 | 50 | 9 | 18 | 55 | 970 | – |
| 7 | 12 | 4  | 0  | 0 | 38316 | – | – | – |
| 8 | 45 | 3  | 0  | 0 | 7967 | – | – | – |
| 9 | 50 | 50 | 50 | 50 | 13 | 83 | 17 | 109 |
| 10| 50 | 50 | 50 | 50 | 4  | 12 | 30 | 148 |
Fig. 10  Fitness value of the best search agent and the distance between the best search agent and $x_g$ in the GWO, (a)-(j) correspond to test problems No. 1-No. 10.

It can be seen from Table IV that for fixed $\varepsilon$ and problems that are easy to solve (such as problems No. 1 and No. 2), the success rate of approximately finding the global optimum before 50000 iterations is almost 100% for the original GWO, while there exist cases that the GWO under stagnation assumption fails to find the global optimum within 50000 iterations. As for the problems that are difficult to solve (such as problems No. 7 - No. 8), the success rate of approximately finding
the global optimum before 50000 iterations is almost 0% for the GWO under stagnation assumption. In addition, the average number of iterations before finding the global optimum for the original GWO is much less than that of the GWO under stagnation assumption. In conclusion, regardless of the value of $\varepsilon$ and the number of test problems, the original GWO is superior to the GWO under stagnation assumption. In addition, it can be seen from Fig. 10 that as the number of iterations increases and the fitness value of the best search agent decreases, the distance between the best search agent and $x_g$ tends to decrease (the reason that the fitness value is not a strictly decreasing function of $t$ is that for multi-modal problems, the best solution is likely to temporarily fall into the local optimum) corresponding to the conclusion mentioned above. All these simulation results show that the global searching ability of the original GWO is much better than that of the GWO under stagnation assumption, indicating that the global convergence of the original GWO is guaranteed as well.

6. Conclusion

In the part II of the paper, based on the theoretical findings discussed in the part I such as the sampling distribution and probabilistic stability of the GWO, we analyze the global convergence properties of the GWO. The stagnation assumption that the positions of the best three search agents $p_k(t)(k = 1, 2, 3)$ remain unchanged during iterations runs throughout the entire proof process.

In this study, the convergence properties of the GWO under stagnation assumption are abstracted and modelled into two propositions, corresponding to global searching ability analysis and probability-1 global convergence analysis, respectively. The global searching ability of the GWO under stagnation assumption is firstly proved and carefully studied.

In order to carry out the probability-1 global convergence analysis of the GWO under stagnation assumption, two concepts called algorithm condition and convergence condition are introduced and studied. The characteristics of the distribution of new solution in the GWO under stagnation assumption is further discussed, and the conclusion that the $r$-order central moment of $x_{ij}(t)$ tends to infinity when $t$ tends to infinity for any positive even number $r \geq 8$ is proved and serves as a crucial lemma. Based on this lemma, the GWO under stagnation assumption is proved to satisfy both algorithm condition and convergence condition.

All the results proved above are verified by numerical simulations. In addition, although the convergence analysis is carried out under the stagnation assumption, it can be seen from qualitative analysis and numerical simulations that the global convergence property of the original GWO is superior to that of the GWO under stagnation, thus the global convergence of the original GWO can be asserted as well, which will be proved strictly in our future work.

Appendix

Proof of proposition 1

Mark the widest searching scale of $x_{ij}(t)$ as $d_j(t) = \max_{x_{ij}(t)} \left| x_{ij}(t) - \frac{1}{3} \sum p_j \right|$ (i.e. the domain
of \( h_{ij,t}(u_j) \) becomes \( \left( \frac{1}{3} \sum p_j - d_j(t), \frac{1}{3} \sum p_j + d_j(t) \right) \), and it has been proved in the part I (please see the Proposition 3.1 in the part I of the paper) that when \( t \geq 2 \), \( d_j(t) \geq d_j(1) \prod_{l=1}^{t} \left( 1 - \frac{r}{2} \right) \)
holds. Mark the \( j \)th component of the maximum distance between \( \frac{1}{3} \sum_{k=1}^{3} p_k \) and \( S_o \) as \( d_{oj} = \max \left( |lb_j - \frac{1}{3} \sum p_j|, |ub_j - \frac{1}{3} \sum p_j| \right) \), suppose that \( T > 4t \) (i.e. \( a > 1.5 \) ), then \( d_j(t) \geq 1.5^{t-1}d_j(1) \). Set \( t_0 = \left[ \log_{1.5} \frac{d_{oj}}{d_j(1)} + 1 \right], T > 4t_0 \), then it can be deduced that \( d_j(t_0) \geq 1.5^{t_0-1}d_j(1) \geq 1.5^{\log_{1.5} \frac{d_{oj}}{d_j(1)}}d_j(1) = d_{oj} \), accordingly \( \forall t = t_0, t_0 + 1, ..., \left[ \frac{T}{2} \right] \), the domain of \( x_{ij}(t) \) contains \([lb_j, ub_j]\), in which case \( \mathbb{P}\{x_{ij}(t) \in [lb_j, ub_j]\} = \int_{lb_j}^{ub_j} h_{ij,t}(u_j)du_j \geq (ub_j - lb_j)\min\{h_{ij,t}(lb_j), h_{ij,t}(ub_j)\} > 0 \).

In conclusion, set \( t_0 = \max_{j=1,...,d} \left[ \log_{1.5} \frac{d_{oj}}{d_j(1)} + 1 \right], T = 4t_0 + 1 \), then \( \forall t = t_0, t_0 + 1, ..., \left[ \frac{T}{2} \right], \mathbb{P}\{x_{i}(t) \in S_0\} > 0 \) holds. □

Proof of lemma 3

(1) \( f_{r}(t) = \frac{a^r}{3^r} \sum_{p=0}^{r} \sum_{q=0}^{r-p} \left( \frac{r}{2p} \right) \frac{(r)}{2q} \left( \frac{2(r-p)}{2q+1} \right) \)

\[ = \frac{a^r}{3^r} \sum_{p=0}^{r} \sum_{q=0}^{r-p} \left( \frac{r}{2p+1} \right) \left( \frac{2(r-p)}{2q+1} \right) \left( \frac{2(r-p)}{2q+2} \right) \]

\[ = \frac{a^r}{3^r} \sum_{p=0}^{r} \sum_{q=0}^{r-p} \left( \frac{r}{2p+1} \right) \left( \frac{2(r-p)}{2q+1} \right) \left( \frac{2(r-p)}{2q+2} \right) \]

\[ = \frac{a^r}{3^r(r+1)(r+2)(r+3)} \left( \frac{1}{2} \sum_{p=0}^{r-p} 2^{r-p+1} \right) \left( \frac{r+3}{2p+2} \right) \]

\[ = \frac{a^r}{3^r(r+1)(r+2)(r+3)} \left( \frac{1}{2} \sum_{p=0}^{r-p} 2^{r-p+1} \right) \left( \frac{r+3}{2p+2} \right) \]

(2) Obviously \( a_r = 3 \left( \frac{4(r+1)(r+2)(r+3)}{3^{r+3}} \right) \). Since \( \ln a_r = \frac{1}{r} \ln 4(r+1)(r+2)(r+3) + \ln 3 \), set \( u = r + 2, A = 3(3^u - 1), B = 4u(u - 1)(u + 1) \), we only need to prove that \( g(u) = \frac{1}{u-2} \ln \frac{A}{B} \) is an increasing function of \( u \geq 4 \) (please notice that \( r \) is an even integer). It can be calculated that

\[ g'(u) = \frac{A'B - AB'}{(u-2)^2} \ln \frac{A}{B} \] Let \( h(u) = \frac{A'B - AB'}{AB} (u - 2) - \ln \frac{A}{B} \), then
\[ h'(u) = \frac{1}{A'B^2}[AB(A''B(u-2)+A'B-AB''(u-2)-AB')-(A'B-AB')(u-2)(A'B+AB')] - \frac{u-2}{A'B^2}(AA''B^2-BB''A^2+A^2B'^2-A'^2B^2) \]
\[ = \frac{144(u-2)}{A'B^2}[(3u-1)^2(3u^4+1)-3u(\ln 3)^2u^2(u^2-1)^2] \]
\[ > \frac{144(u-2)}{A'B^2}[3u^4(3u-1)^2-3u^3] \]
\[ = \frac{432u^4(u-2)(3u^2-1)}{A'B^2} > 0 \]

Thus \( h(u) > h(4) = \frac{241 \ln 3-188}{120} > 0 \), indicating that \( g(u) \) is an increasing function. Hence, the value of \( a_\tau \) decreases with the increase of positive even number \( r \).

(3) According to (2), when \( r \leq 6, a_\tau \geq a_6 \approx 2.05 > 2 \), since \( f_r(t) \) is an increasing function of \( a \), \( f_r(t) < 1 \) holds when \( a \in [1.9,2] \). When \( r \geq 8, a_\tau \leq a_8 \approx 2.05 > 2 \), thus \( f_r(t) > 1 \) holds when \( a \in [1.9,2] \). □

**Proof of lemma 4**

According to lemma 3, when \( a \in [1.9,2], f_2(t), f_6(t), f_6(t) < 1, f_6(t), f_10(t), ..., > 1 \).

Since \( \sigma^a x_{ij}(t) = 1 \), and for any odd number \( r \), \( \sigma^r x_{ij}(t) = 0 \) holds, when \( T \rightarrow \infty \) and \( t \leq [0.05T], a \in [1.9,2] \) holds, it can be obtained that \( \lim_{T \rightarrow \infty} \lim_{t \rightarrow [0.05T]} g_2(t) < \infty \) exists, accordingly

\[ \lim_{T \rightarrow \infty} \lim_{t \rightarrow [0.05T]} \sigma^2 x_{ij}(t) < \infty \] exists, similarly for the values of \( \sigma^4 x_{ij}(t) \) and \( \sigma^6 x_{ij}(t) \). However, \( f_8(t) > 1 \), indicating that \( \lim_{T \rightarrow \infty} \lim_{t \rightarrow [0.05T]} \sigma^8 x_{ij}(t) = +\infty \), similarly for \( \sigma^{10} x_{ij}(t), \sigma^{12} x_{ij}(t), ..., \) □

**Proof of lemma 5**

According to lemma 7, there exist a positive number \( \epsilon_{ij} \) and an infinite subsequence \( \{t_l\}, l = 1,2, ..., \) such that \( \forall l, \mathbb{P}\{x_{ij}(t_l+1) \in [lb, ub]\} \geq \epsilon_{ij} \), thus

\[ \Pi_{l=1}^\infty \Pi_{j=1}^N (1 - \Pi_{j=1}^N \mathbb{P}\{x_{ij}(t_l+1) \in [lb, ub]\}) \leq \Pi_{l=1}^\infty \Pi_{j=1}^N (1 - \Pi_{j=1}^N \mathbb{P}\{x_{ij}(t_l+1) \in [lb, ub]\}) \]
\[ = \exp \sum_{l=1}^\infty \sum_{j=1}^N \ln (1 - \Pi_{j=1}^N \mathbb{P}\{x_{ij}(t_l+1) \in [lb, ub]\}) \]
\[ \leq \exp \left( - \sum_{l=1}^\infty \sum_{j=1}^N \Pi_{j=1}^N \mathbb{P}\{x_{ij}(t_l+1) \in [lb, ub]\} \right) \]
\[ \leq \exp \left( - \sum_{l=1}^\infty \sum_{j=1}^N \Pi_{j=1}^N \epsilon_{ij} \right) = 0. \] □
Proof of lemma 6

Suppose that \( h_{ij,\infty}(u_j) = 0 \) holds. Just let \( u_j > \frac{1}{3} \sum p_j \), since \( h_{ij,t}(u_j) \) is a single-peak function symmetrical about \( u_j = \frac{1}{3} \sum p_j \), \( h_{ij,\infty}(u_j) \) becomes a single-peak function as well, and

\[
\forall x \in (-\infty, \frac{2}{3} \sum p_j - u_j) \cup (u_j, +\infty), h_{ij,\infty}(x) = 0, \text{ thus } \exists \sigma^g \epsilon_{ij}(t, \infty)
\]

\[
= \int_{-\infty}^{+\infty} (u_j - \frac{1}{3} \sum p_j)^g h_{ij,\infty}(u_j) du_j
\]

\[
= \int_{\frac{2}{3} \sum p_j - u_j}^{u_j} (u - \frac{1}{3} \sum p_j)^g h_{ij,\infty}(u_j) du_j
\]

\[
\leq (u_j - \frac{1}{3} \sum p_j)^g \int_{\frac{2}{3} \sum p_j - u_j}^{u_j} h_{ij,\infty}(u_j) du_j
\]

\[
\leq (u_j - \frac{1}{3} \sum p_j)^g < +\infty \text{, which contradicts with lemma 5! Thus, } h_{ij,\infty}(u_j) = 0 \text{ is a false proposition.}
\]

Proof of lemma 7

According to lemma 6, there exist a positive number \( \epsilon \) and an infinite subsequence \( \{t_l\}_{l=1,2,...} \), such that \( \forall l, h_{ij,tl}(u_j) \geq \epsilon \) . Just suppose that \( |u_{bj} - \frac{1}{3} \sum p_j| \geq |lb_j - \frac{1}{3} \sum p_j| \) , thus \( h_{ij,tl}(u_{bj}) = \min_{x \in [lb_j, u_{bj}]} h_{ij,tl}(x) \), and

\[
\mathbb{P}\{x_{ij}(t_l + 1) \in [lb_j, u_{bj}]\} = \int_{lb_j}^{u_{bj}} h_{ij,tl}(u_j) du_j \geq (u_{bj} - lb_j) h_{ij,tl}(u_{bj}) \geq (u_{bj} - lb_j) \epsilon > 0
\]

Accordingly, there exist a positive number \( (u_{bj} - lb_j) \epsilon \) and an infinite subsequence \( \{t_l\}_{l=1,2,...} \), such that \( \forall l, \mathbb{P}\{x_{ij}(t_l + 1) \in [lb_j, u_{bj}]\} \geq (u_{bj} - lb_j) \epsilon \), and \( \lim_{l \to \infty} \lim_{t \to [0.05]} \mathbb{P}\{x_{ij}(t + 1) \in [lb_j, u_{bj}]\} = 0 \) is a false proposition. \( \square \)
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