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Abstract—False data injection attacks (FDIAs) represent a major class of attacks that aim to break the integrity of measurements by injecting false data into the smart metering devices in power grids. To the best of authors’ knowledge, no study has attempted to design a detector that automatically models the underlying graph topology and spatially correlated measurement data of the smart grids to better detect cyber attacks. The contributions of this paper to detect and mitigate FDIAs are twofold. First, we present a generic, localized, and stealth (unobservable) attack generation methodology and publicly accessible datasets for researchers to develop and test their algorithms. Second, we propose a Graph Neural Network (GNN) based, scalable and real-time detector of FDIAs that efficiently combines model-driven and data-driven approaches by incorporating the inherent physical connections of modern AC power grids and exploiting the spatial correlations of the measurement. It is experimentally verified by comparing the proposed GNN based detector with the currently available FDIAs detectors in the literature that our algorithm outperforms the best available solutions by 3.14%, 4.25%, and 4.41% in F1 score for standard IEEE testbeds with 14, 118, and 300 buses, respectively.
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NOMENCLATURE

- $P_i + jQ_i$: Complex power injection at bus $i$.
- $P_{ij} + jQ_{ij}$: Complex power flow between bus $i$ and $j$.
- $V_i, \theta_i$: Voltage magnitude and phase angle of bus $i$.
- $\theta_{ij}$: $\theta_i - \theta_j$.
- $G_{ij} + jB_{ij}$: $ij$th elements of bus admittance matrix.
- $g_{ij} + jb_{ij}$: Series branch admittance between bus $i$ - $j$.
- $g_{si} + jb_{si}$: Shunt branch admittance at bus $i$.
- $\Omega_i$: Set of buses connected to bus $i$.
- $z_0, \alpha_0 \in \mathbb{R}^n$: Original, attacked measurement vector.
- $\hat{x}, \hat{\alpha} \in \mathbb{R}^n$: Original, attacked state vector.
- $h(x)$: Nonlinear measurement function at $x$.
- $H \in \mathbb{R}^{m \times n}$: Jacobian matrix.
- $G \in \mathbb{R}^{n \times n}$: Gain matrix.
- $R, S \in \mathbb{R}^{m \times m}$: Error covariance, residual sensitivity matrix.
- $\mathcal{T}$: Attacker’s target area to perform FID.

I. INTRODUCTION

As a highly complex cyber-physical system, a smart grid consists of a physical power system infrastructure and a cyber communication network. Physical measurement data are first acquired by the Remote Terminal Units (RTUs) or Phasor Measurement Units (PMUs) and are delivered to the Supervisory Control and Data Acquisition Systems (SCADAs). Then, the communication network transfers the measurement data to the application level where are processed and evaluated by the power applications [1]. Thus, reliability of power system depends on the security of the cyber-physical pipeline [2].

Power system state estimation (PSSE) is a highly critical component of this pipeline since its outcome is directly fed into numerous Energy Management System (EMS) blocks such as load and price forecasting, contingency and reliability analysis, and economic dispatch processes [3], [4]. Thus, integrity and trustworthiness of the measurement data play a critical role in ensuring proper operation of smart grids [5]. By breaking this integrity, cyber-physical attacks target smart metering devices to harm the underlying physical systems.

False data injection attacks (FDIAs) represent a significant class of cyber threats that modify PSSE by maliciously altering the measurement data. In FDIAs, an attacker changes sensor data in such a way that a valid and misleading operating point converge in PSSE and the attack becomes unobservable [6]. Being unaware of the malicious data, the grid operator takes actions according to the false operating point of grid and consequently disrupts power system operation.

Traditional PSSE is performed using the weighted least squares estimation (WLSE) technique, and the presence of bad data is detected by employing the largest normalized residual test (LNRT) [4]. Stealth (unobservable) FIDA can easily bypass the bad data detection (BDD) systems. Therefore, FDIAs are one of the most critical attacks for today’s smart power systems. FDIAs in power grids were first introduced a decade ago by [7], which showed that an attacker with enough knowledge of the grid topology can design an unobservable attack that satisfies the power flow equations and bypasses the BDD module. Influential reference [7] prompted an increased interest in detection of FDIAs [8]–[21].

Most of the works that deal with detection of FDIAs assume a linearized DC model [7]–[10], [12], [13], [15], [17], [20]. In the DC state estimation model, bus voltage magnitudes are assumed to be known as 1 p.u. and branch resistances and shunt elements are neglected. Hence, estimation of bus voltage angles is reduced to linear matrix operations, and in
general it helps to analyze the grid at some extent. Although the linearized DC model is fast and simple, ignoring voltage magnitudes and reactive power components does not reflect the actual physical operation of the grid [4]. Therefore, the DC models can not validate that the FDIAs being tested are stealthy because PSSE and BDD tools employing AC power flow modeling can easily detect these attacks without using extra detectors. In addition, only a few works exploit grid topology information into their detection model [11], [22], [23] together with graph signal processing (GSP) techniques to detect FDIAs. Although innovative and powerful, these methods manually design spectral filters, an operation which is not scalable since it requires manual and custom filter design steps. Scalability is an essential feature that has to be considered when designing detectors. Except a few highly scalable designs [24], [25], the majority of the proposed detectors for FDIAs are designed for small scale systems such as IEEE 14 [12], [13], [15], [16] or IEEE 30 [18], [20]. Therefore, extensibility issues may arise when deploying small-scall detectors at large-scale networks. Employing spatial-temporal correlations of the state variables and trust-based voting mechanisms, reference [8] defines a consistency region and detection threshold to differentiate honest from malicious samples. Nevertheless, DC approximation and resolution of the time series data highly limit the applicability of the proposed design to realistic large-scale power grids.

Survey [26] classifies the FDIAs detection algorithms into two categories: model-based methods [12]–[16] and data-driven methods [17]–[21]. In general, model-based algorithms require first to build a system model and estimate its parameters to detect FDIAs. Since there is no independent system to be trained, model-based methods do not need historical datasets; nevertheless, threshold finding, detection delays and scalability aspects restrict applicability of model-based methods [26]. On the contrary, data-driven models do not interfere with the system and its parameters, yet they necessitate historical data and a training process in order to reduce the detection time and increase scalability.

Due to the superiority of machine learning (ML) methods along with the increasing volume of collected historical data samples, ML-based detectors have been proposed to identify FDIAs in smart grids. For example, Decision Tree (DT) [21], Support Vector Machine (SVM) [17], [18] Multi Layer Perceptron (MLP) [18], Recurrent Neural Network (RNN) [20], Convolutional Neural Network (CNN) [19] models were proposed to detect FDIAs. Despite their effectiveness, ML-based methods may overfit and fail to detect FDIAs especially in situations when the ML architecture does not capture the underlying physical system generating the data [26]. To illustrate, CNNs are well-suited to image and video processing since locality of pixels is well modeled by the sliding kernels. Conversely, an RNN architecture might be more applicable to recurrent relations such as sequence to sequence language modeling and machine translation applications [27].

Undirected graphs can be used to capture the smart grid topology; buses and branches of the grid can be represented by nodes and edges of the undirected graph, respectively. The Graph Neural Network (GNN) architecture, in particular, immensely benefits from this architectural matching promise [28], [29]. Besides, the prediction of the filter weights in GNNs instead of being performed manually (e.g., [11], [22], [23]) can be executed automatically via GSP techniques which makes GNNs more attractive to smart grid applications. For example, in [30], GNNs are utilized for optimal power flow applications in power grids. Due to GNN’s highly efficient modeling capability in non-Euclidean data structure, they are adopted in numerous areas such as social networks, physical systems, traffic networks, and molecule interaction networks [29]. Despite their potential, to the best of our knowledge, no study has explored GNNs to detect FDIAs.

In this paper, we propose a GNN-based stealth FDIAs detection model for smart power grids. To fully model the underlying complex AC power system and dynamism of the measurements data, we decided to use a hybrid model; while system topology is integrated into our model by the help of GNN graph adjacency matrix, historical measurement data are modeled by the GNN spatial layers. These features enable to take advantage of the benefits of both model-driven and data-driven approaches and hence better detect and mitigate FDIAs.

The contributions of this paper are summarized as follows:

1) We properly model the inherent cyber system: due to the topology and distribution of the smart measurement devices, meter readings are correlated in the measurement space of the smart grid; hence, ignoring the location of the meter data and assuming independent and identical distribution (iid) of meter readings may not be accurate for a data-driven model. Therefore, we use GNN to match the cyber and physical layers of the grid.

2) We design a stealth FDIAs attack methodology to test our detector: the main goal of any FDIAs detector is to be able to detect stealth attacks since observable attacks can be easily detected by BDD systems. In other words, unproven random attacks do not require any extra detector other than traditional BDDs so the proposed detectors should be tested under stealth attacks to fully evaluate their performances. Therefore, we develop a Stochastic Gradient Descent (SGD) based stealth FDIAs detection algorithm to exploit the possible weak points of the grid and assess the performance in realistic conditions. It is experimentally verified that the designed attacks can easily bypass classical BDD algorithms; however, they are detected by the proposed GNN detectors.

3) We propose a scalable and real-time FDIAs detector as an early warning/prediction system prior to the PSSE: since PSSE outcome is directly used by various EMS, the integrity of the measurements should be preserved. Thus, a detector system indicating the false data injection to the measurements prior to the PSSE is crucial. In addition, custom methods developed for small case systems may not be applicable to larger cases; therefore, detection models should be efficiently extensible to larger networks. Moreover, depending on the system scale and topology, detection delays can be very critical for power grids, therefore possible attacks should be detected as quickly as possible. Employing the standard test cases such as IEEE 14, 118, and 300 bus systems, it is demonstrated that the proposed method is linearly scalable both in parameter size and detection time.

The remainder of this paper is divided into five sections.
Section II is devoted to preliminaries such as power system state estimation, false data injection attacks and bad data detection mechanisms in smart grids. While Section III explains the proposed detection method and its mathematical modeling, Section IV describes the experimental results. Finally, Section V concludes the paper.

II. POWER SYSTEM PRELIMINARIES

A. Power System State Estimation

PSSE module aims to estimate the system state \( \mathbf{x} \) (\( V_i, \theta_i \) at each bus) in the steady state by using the complex power measurements \( z \) collected by noisy RTUs or PMUs via:

\[
\hat{\mathbf{x}} = \min_{\mathbf{x}} (\mathbf{z} - h(\mathbf{x}))^T \mathbf{R}^{-1} (\mathbf{z} - h(\mathbf{x})),
\]

where \( \mathbf{R} \) denotes the error covariance matrix of measurements and \( \mathbf{z} \) consists of active and reactive power injections at buses \( (P_{ij}, Q_{ij}) \) and active and reactive power flows on branches \( (P_{ij}, Q_{ij}) \). In polar form, these can be expressed as [4]:

\[
\begin{align*}
P_i &= \sum_{j \in \Omega_i} V_i V_j (G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij}) = P_{Gi} - P_{Li} \\
Q_i &= \sum_{j \in \Omega_i} V_i V_j (G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}) = Q_{Gi} - Q_{Li} \\
P_{ij} &= V_i^2 (g_{si} + g_{ij}) - V_i V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) \\
Q_{ij} &= -V_i^2 (b_{si} + b_{ij}) - V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}).
\end{align*}
\]

Since (2) are nonlinear and non-convex, (1) is carried out via iterative weighted least squares estimation (WLSE) [31].

B. False Data Injection Attacks

The goal of FDIA is to find a new measurement vector \( \mathbf{z}_a \) in the measurement space of the grid such that PSSE converges to another point in the state space of variables. Formally,

\[
\mathbf{z}_a = h(\hat{\mathbf{x}}), \quad \mathbf{z}_a = \mathbf{a} + \mathbf{z}_o = h(\hat{\mathbf{x}}),
\]

where \( \mathbf{a} \) represents the attack vector, \( \hat{\mathbf{x}} \) and \( \hat{\mathbf{x}} \) denote the estimated (original) state vector and false data injected state vector, and \( \mathbf{z}_o \) and \( \mathbf{z}_a \) stand for the original and attacked measurements, respectively.

C. Bad Data Detection

Traditional power systems use the largest normalized residual test (LNRT) to detect bad samples using below eqs. [4]:

\[
\begin{align*}
\mathbf{r} &= \mathbf{z} - h(\hat{\mathbf{x}}), \quad \mathbf{G} = \mathbf{H}^T \mathbf{R}^{-1} \mathbf{H}, \\
\mathbf{S} &= \mathbf{I} - \mathbf{H}(\mathbf{G}^{-1} \mathbf{H}^T \mathbf{R}^{-1}), \quad r_i^N = \frac{|z_i - h(\hat{x})_i|}{R_{ii} S_{ii}}.
\end{align*}
\]

After estimating the current state vector using eq. (1), residues \( \mathbf{r} \) are calculated as the difference between observed (\( \mathbf{z} \)) and calculated (\( h(\hat{\mathbf{x}}) \)) measurements. Then, using the Jacobian matrix \( \mathbf{H} \) and the diagonal error covariance matrix of the measurements \( \mathbf{R} \), gain matrix \( \mathbf{G} \) is computed. Sensitivity of the residues for each measurement represented by the residual sensitivity matrix \( \mathbf{S} \) are computed right after \( \mathbf{G} \). Finally, residues are normalized by dividing each one of them with the product of corresponding diagonal elements of \( \mathbf{R} \) and \( \mathbf{S} \), and normalized residue vector \( \mathbf{r}^N \) is obtained. Since \( \mathbf{r}^N \) is assumed to have a standard normal distribution, a large \( \mathbf{r}^N \) can be classified as bad data, if \( r_i^N \) exceeds a predetermined threshold \( \tau_{bdd} \) specified by the grid operator according to the desired level of sensitivity [4]. If an attacker wants to be considered stealthy, the maximum normalized residual value \( \max(\mathbf{r}^N) \) should be less than the threshold \( \tau_{bdd} \).

III. GNN BASED DETECTION OF FDIA

A. False data injection attack scenario

The main architecture and signal flow of the proposed design is illustrated in Fig. 1. First, active and reactive power injections \( P_{ij}, Q_{ij} \) at buses and active and reactive power flows \( P_{ij}, Q_{ij} \) on branches are read by RTUs. Next, as a man in the middle, an attacker attempts to inject false data to the original measurements \( \mathbf{z}_o \) due to the FDIA. Defender, on the contrary, tries to detect possible attacks by using \( \mathbf{z}_a \).

![Fig. 1. Architectural overview and signal flow graph of the proposed design.](image)

While blue boxes represent smart grids and their operations run by operator, red and green boxes denote functional blocks of attacker and defender, respectively. Note that operator gets attacked measurements \( \mathbf{z}_a \) instead of original ones \( \mathbf{z}_o \) due to the FDIA. Defender, on the contrary, tries to detect possible attacks by using \( \mathbf{z}_a \).
tries to minimize the objective function:

$$\min_{\hat{x}} \lambda_x ||h(\hat{x})_i - h(\hat{x})_j||^2 - \lambda_z ||\hat{x}_j - \hat{x}_j||, \forall i \in T_z, \forall j \in T_x$$

s.t. $h(\hat{x})_k = h(\hat{x})_k, \forall k \notin T_z, \forall \ell \notin T_x$

$$\tau_{\text{min}} < ||\hat{x}|| < \tau_{\text{max}}, \tau_{\text{a1}} < \angle(\hat{x}) < \tau_{\text{a2}}$$

(5)

where $\hat{x}$ denotes the honest state vector, $\hat{z}$ stands for false data injected state vector, $\lambda_z$ and $\lambda_x$ are weighting factors associated with loss terms, $T_z$ and $T_x$ denote the targeted measurements and state variables, $\tau_{\text{min}}$ and $\tau_{\text{max}}$ denote the minimum and maximum values of the magnitude of $\hat{x}$, and $\tau_{\text{a1}}$ and $\tau_{\text{a2}}$ represent minimum and maximum values of the angle of $\hat{x}$, respectively. In essence, s/he searches a vector $\hat{x}$ in the state space of the grid $\mathcal{G}$ by only targeting some $\hat{z}$ in the measurement space of the grid $\mathcal{G}$ restricted by $T_z$. Note that the objective function in (5) consists of two competing losses. While the first part $||h(\hat{x})_i - h(\hat{x})_j||$ aims to minimize the measurement differences in $T_z$, the second part $||\hat{x}_j - \hat{x}_j||$ maximizes the attack power injected into the state variables in $T_x$. The trade-off between these objectives is directly related to detection risk and attack power since deviation from the original state variables increases the probability of being detected. Consequently, an attacker can increase the attack power at the expense of higher risk of being detected.

The attacker aims to maximize the assault power by minimizing the detection risk. To do that, s/he first defines a free complex variable $\hat{x}_j \in \mathbb{X}$ in the vicinity of original estimated values by probing them with a small Gaussian noise. Then, by the help of SGD algorithm, s/he calculates the gradient of the state variables with respect to the joint loss defined in (5) and updates them iteratively at each step until there is no improvement in the loss. Recall that s/he only updates a state variable if it is in the active insecure area. Eventually, s/he decides whether to inject this obtained false data to the related measurements in the cyber layer of the grid, according to the final loss value obtained during the iterations. In a sense, this individual latent vector search can be interpreted as ‘training’ in the machine learning terminology [37]; however, it is very specific to the corresponding time slot and should be repeated for each case in order to minimize the detection risks. Note that this generic algorithm can be tailored according to the modeled electric grid and capabilities of the attacker.

B. Graph Neural Network Modeling of Smart Grids

Smart power grids can be modeled by a connected, undirected, weighted graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W})$ that consists of a finite set of vertices $\mathcal{V}$ with $|\mathcal{V}| = n$, a finite set of edges $\mathcal{E}$ and a weighted adjacency matrix $\mathcal{W} \in \mathbb{R}^{n \times n}$ [38]. Buses are represented by vertices $\mathcal{V}$, branches and transformers are represented by edges $\mathcal{E}$ and line admittances are represented by $\mathcal{W}$ in this mapping. If the buses $i$ and $j$ are connected, the corresponding weight of the edge $e = (i, j)$ connecting vertices $i$ and $j$ is assigned to $W_{ij}$. A signal or a function $f : \mathcal{V} \rightarrow \mathbb{R}$ in $\mathcal{G}$ can be represented by a vector $f \in \mathbb{R}^n$, where $i$th component of the vector $f$ corresponds to scalar value at the vertex $i \in \mathcal{V}$.

A fundamental operator defined in spectral graph theory [38] is the graph Laplacian operator $L \in \mathbb{R}^{n \times n}$. Its normalized definition is represented as $L = I_n - D^{-1/2}WD^{-1/2}$ where $I_n$ is the identity matrix, and $D \in \mathbb{R}^{n \times n}$ is the diagonal degree matrix with $D_{ii} = \sum_{j} W_{ij}$. Since $L$ is a real symmetric positive semi-definite matrix, all eigenvalues $\lambda_i$ of it are real valued and non-negative, and it has a complete set of orthonormal eigenvectors $u_i$ [38]. Thus, $L$ can be diagonalized as $L = U\Lambda U^T$ where $U = [u_0, u_1, \ldots, u_{n-1}] \in \mathbb{R}^{n \times n}$ represent the $n$ orthonormal eigenvectors, and $\Lambda = \text{diag}([\lambda_0, \lambda_1, \ldots, \lambda_{n-1}]) \in \mathbb{R}^{n \times n}$ denotes the diagonal matrix of $n$ eigenvalues $0 = \lambda_0 < \lambda_1 < \ldots < \lambda_{n-1} < 2$ due to the normalization [38]. In fact, vectors $u_i$ form the graph Fourier basis and $\lambda_i$ values represent frequencies in the graph spectral domain [38].

The Fourier Transform and its inverse can be defined in the graph spectral domain analogously to the classical Fourier Transform. Namely, the Graph Fourier Transform (GFT) and Inverse Graph Fourier Transformation (IGFT) are defined as
\[ s = U^T \tilde{s} \] and \[ s = U \tilde{s} \] where \( s \) and \( \tilde{s} \) denote vertex and spectral domain signals, respectively.

Unlike classical signal processing, a meaningful translation operator does not exist in the vertex domain [39]. Therefore, to apply a convolution operation to graph signals, they are first transformed into the spectral domain using GFT, then convolved (Hadamard product) in the spectral domain and finally the result transformed back to the vertex domain using IGFT [39]. Formally, \( x \ast y = U((U^T x) \odot (U^T y)) \).

Similarly, a graph signal \( x \in \mathbb{R}^n \) is filtered by a kernel \( g_\theta \):
\[ y = g_\theta \ast x = g_\theta(UA^T U)x = Ug_\theta(A)U^T x \in \mathbb{R}^n, \quad (6) \]
where \( g_\theta(A) = \text{diag}(\theta) \) is a non-parametric kernel, and \( \theta \in \mathbb{R}^n \) is a vector of Fourier coefficients [38]. To put it differently, \( g_\theta \) filters the signal \( x \) in the spectral domain by multiplying its spectral components with the free \( \theta \) coefficients in a similar way with the classical signal processing in the Fourier domain. Eventually, the filtered signal is transformed back to the vertex domain by IGFT [38]. Nevertheless, those non-parametric filters are not spatially localized and hence computational complexity of eq. (6) is \( \mathcal{O}(n^2) \) due to the matrix multiplication with \( U \). To thwart this problem, [39] proposed to parameterize \( g_\theta(L) \) as a Chebyshev polynomial function which can be computed recursively from \( L \).

The \( K \) order Chebyshev polynomial of the first kind \( T_k(x) \) is computed recursively as follows [40]:
\[ T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x), \quad (7) \]
where \( T_0(x) = 1 \) and \( T_1(x) = x \). Therefore, a filter \( g_\theta \) can be approximated by Chebyshev polynomials, \( T_k \), up to order \( K - 1 \) and a signal \( x \) can be filtered by \( g_\theta \):
\[ y = g_\theta \ast x = g_\theta(L)x = \sum_{k=0}^{K-1} \theta_k T_k(\tilde{L})x, \quad (8) \]
where the parameter \( \theta \in \mathbb{R}^K \) is a vector of Chebyshev coefficients, and \( T_k(\tilde{L}) \in \mathbb{R}^{n \times n} \) is the Chebyshev polynomial of order \( k \) evaluated at the scaled Laplacian \( \tilde{L} \) given by \( \tilde{L} = 2L/\lambda_{\text{max}}-I_n \). Finally, filtered signal \( y \) can be calculated by the help of (7) and (8) as:
\[ y = \sum_{k=0}^{K-1} \theta_k \bar{x}_k, \quad (9) \]
where \( \bar{x}_0 = x, \quad \bar{x}_1 = \tilde{L}x, \) and \( \bar{x}_k \) is computed recursively:
\[ \bar{x}_k = 2\tilde{L} \bar{x}_{k-1} - \bar{x}_{k-2}. \quad (10) \]

Note that convolution in eq. (9) is \( K \)-localized, and its computational complexity is reduced to \( \mathcal{O}(K|\mathcal{E}|) \). Thus, it can efficiently be utilized in the intermediate layers of the GNN to model the non-Euclidean measurement data of power grids. For detailed analysis, please refer to [38], [39].

**C. Detection of Attacks Using Graph Neural Network**

The architecture of the proposed GNN-based detector is depicted in Fig. 3. It contains one input layer to represent bus power injection measurements, \( L \) hidden Chebyshev graph convolution layers to extract spatial features and one output dense layer to predict the probability of the input sample being attacked. In this layered structure, \( X^0 \) denotes two channel input tensor \([P_t, Q_t]\in \mathbb{R}^{n \times 2} \), \( X^l \) represents the output tensor of hidden layer \( l \in \mathbb{R}^{n \times c_l}, y \in \mathbb{R} \) designates the scalar output of the neural network, \( 1 \leq l \leq L \), and \( c_l \) stands for the number of channels in layer \( l \). Particularly, a GNN hidden layer \( l \) takes \( X^{l-1} \in \mathbb{R}^{n \times c_{l-1}} \) as input and produces \( X^l \in \mathbb{R}^{n \times c_l} \) as output. Different from the hidden graph layers, dense layer outputs \( y \) in classical feed-forward neural networks by feeding with the inputs \( X^{L} \in \mathbb{R}^{n \times c_L} \).

Each Chebyshev layer \( l \) for \( 1 \leq l \leq L \) transforms its input \( X^{l-1} \) by first applying graph convolution operation using eqs. (9) and (10), then adding a bias term and finally employing a nonlinear rectified linear unit function (ReLU) defined as \( \text{ReLU}(x) = \max(0, x) \) to generate \( X^l \). Namely,
\[ X^l = \text{ReLU}(\theta^l \ast x^{l-1} + b^l), \quad (11) \]
where \( \theta^l \in \mathbb{R}^{K \times c_{l-1} \times c_l} \) denotes free Chebyshev coefficients and \( b^l \in \mathbb{R}^{c_l} \) represents bias term of the layer \( l \). Recall that each Chebyshev layer gets extra scaled Laplacian \( \tilde{L} \) values. In a similar fashion, output of the dense layer is computed by \( y = \sigma(W^L X^L + b^L) \), where \( W^L \in \mathbb{R}^{n \times c_L} \) denotes the weights of each feature, \( b^L \in \mathbb{R} \) represents the bias term and \( \sigma \) designates the nonlinear sigmoid operation: \( \sigma(x) = 1/(1 + e^{-x}) \).

**IV. EXPERIMENTAL RESULTS**

**A. Data Generation**

Generating reliable data is the first step in building a successful defense mechanism since all the future blocks depend on it. Since it is not possible to find publicly available power grid data due to privacy issues, synthetic data are generated using Pandapower [41] for several test cases including IEEE 14, 118, and 300. Data generation steps are summarized in Algorithm 1. To make the data as realistic as possible, we first downloaded ERCOT’s 15 minutes interval backcasted actual load profiles [42]. Next, we arbitrarily selected the ‘BUSHILF_SCENT’ profile which corresponds to south-central Texas having a high load factor. Then, we normalized the time series data to zero mean and unit variance ‘scalar’ vector \( S \) so that it can be easily adapted to each test system. Having obtained \( S \), we run the Main function of the Algorithm 1 where a smart grid object \( Sg \) is created for each test system having \( n \) bus and Generator function is called for each timestep \( t \). In Generate function, the scaling parameters of generator and load buses are assigned to a sample drawn from a normal distribution with \( 1 + 0.1 \times S_{t} \) mean and
Algorithm 1: Data generation

Input : normalized scaler $S$ // $\mu = 0$, $\sigma = 1$
Output: $Z_n, X_n$ for each test system $n$
1 $N \leftarrow [14, 118, 300]$ // IEEE bus systems
2 $T \leftarrow [1$ to $9600]$ // timestep index
3 $k, \sigma_n \leftarrow 0.1, 0.03$ // scaling coefficients
4 $\sigma_a \leftarrow 0.01$ // noise coefficient
5 Function Generate($sg, t$):
6 foreach bus $\in sg$ do
7 bus.scale $\leftarrow N(1 + k \times S_t, \sigma_a)$
8 $z_o = sg.PF()$ // run AC power flow
9 $z_o \leftarrow N(z_o, z_o \times \sigma_n)$, // 1% additive noise
10 $x \leftarrow sg.PSSE(z_o)$ // estimate state
11 return $z_o, x$
12
13 Function Main:
14 foreach $n \in N$ do
15 $Z_n, X_n \leftarrow [\ , \ ]$ // empty vectors
16 $sg \leftarrow SG(n)$ // smart grid obj.
17 foreach $t \in T$ do
18 $Z_n[t], X_n[t] \leftarrow z, x$ // append
19 $Z_n, save()$, $X_n, save()$

0.03$^2$ variance, where $S_t$ denotes the value of $S$ at timestep $t$. Due to the properties of normal distribution, the scaling operation provides practically more than $\pm 20\%$ dynamic range on average with respect to the static case. We limit the scaling range between 0.7 and 1.3 for the convergence of power flow solutions. As a next step, AC power flow solutions are calculated, and the measurements considered to have 1% noise are read. Finally, PSSE is conducted, and estimated state variables are returned along with original meter values to the Main function. In Fig. 4, the scaling process formulated with line 7 in Algorithm 1 is demonstrated for one week period ($7 \times 96$ samples). Please note that $S$ depicted in Fig. 4b is just a normalized version of the load profile given in Fig. 4a. Next, the load and generation values of buses are multiplied with a value sampled from a distribution $\mathcal{N}(1 + k \times S_t, \sigma_s)$ which has $1 + k \times S_t$ mean and $\sigma_s$ standard deviation at time $t$. Namely, they follow the patterns in $S$ by deviating around their static values defined in their test systems.

B. Attack Generation

After generating honest data samples, we focus on malicious data samples in this subsection, where the attack generation steps are summarized in Algorithm 2. The algorithm gets original measurements matrix $Z_n \in \mathbb{R}^{T \times m}$ and estimated state variable matrix $X_n \in \mathbb{R}^{T \times n}$ and produces their attacked version as well as corresponding sample vector $Y_n \in \mathbb{R}^T$, where 0 and 1 in $Y_n$ represent honest and malicious samples, respectively. As can be seen from Algorithm 2, Main function simply creates the smart grid and attacker objects, fetches the current sample and calls Generate function for each system having $n$ buses at each time-step $t$.

Generate function, in contrast, simulates a ‘smart’ intruder capable of entering the cyber layer of the grid, computing an unobservable attack vector and deciding to insert the false data into the measurement devices according to the ‘quality’ of the attack. In this regard, since it is not realistic to assume that an attacker can inject false data at every time step due to practical reasons, Generate function first models the attack frequency by a r.v. $f \sim N(0, 1)$ where $f > \tau_{freq}$ means the attacker has successfully entered the system. To attack roughly 15% of total time-steps on average, $\tau_{freq}$ is selected as 1. Second, it models the target area of the attacker $T$ similar to the red area given with Fig. 2 by help of a r.v. $p \sim U(1, n)$ and a predefined attack radius $r$. To this end, it calls a breadth first search (BFS) method of the attacker object to model the target area defined by a set of measurements captured by the attacker denoted by $T_x$ and a set of state variables $T$ intended to inject the false data. In fact, all the measurements and state variables located up to $r$-distance neighbor of the bus $p$ are assumed to be in $T_x$ and $T_x$ except the generator buses and zero-injection buses. Then, it calls the attack method of the attacker to compute and insert $z_a$ if the method returns a loss value smaller than threshold $\tau_{loss}$.

The attacker’s assault method solves the nonlinear and non-convex minimization (5) in the Tensorflow [43] library. As a first step, it defines a free trainable vector tuple to represent the new complex state variables $\hat{x}$ which constitutes the ‘fake’ operating point at the end of attack: voltage magnitude $V$ is limited to $0.9 < V < 1.1$ p.u. and voltage angle $\theta$ is limited to $-\pi < \theta < \pi$. Next, it initializes the $j$th elements of this tuple in the vicinity of their original variables by adding a small Gaussian white noise $\mathcal{N}(0, \sigma_n^2)$ if $j \in T_x$ to ignite the optimization. This small proximity could play a vital role because SGD may fail to reduce the objective function if the initial point is not balanced [37]. A $\hat{x}$ too close to $\hat{x}$ might result to no update at all in optimization variables $V$ and $\theta$, whereas a $\hat{x}$ too distant to $\hat{x}$ might get stuck in a secluded region of $\hat{x}$ and produce a highly suspicious $z_a$.
Algorithm 2: Attack generation

Input: $Z_n$, $X_n$ for each test system $n$
Output: $Z_n$, $X_n$, $Y_n$ for each test system $n$
1 $N \leftarrow [14, 118, 300]$ // IEEE bus systems
2 $T \leftarrow [1$ to $9600]$ // timestep index
3 $\sigma_o \leftarrow 0.005$ // initial disturbance
4 $\lambda_z, \lambda_\theta \leftarrow 1, 1$ // loss weights
5 $\eta, E \leftarrow 0.001, 1000$ // learning rate and epochs
6 $\tau_{freq}, \tau_{loss} \leftarrow 1, 0.1$ // attackers thresholds
7 $R_{min} \leftarrow [14:2, 118:3, 300:6]$ // min radius
8 $R_{max} \leftarrow [14:3, 118:4, 300:8]$ // max radius
9 Function attacker.attack($z_o, \tilde{x}, T_e, T_s$):
10  $trainable V \leftarrow 0.9 < V < 1.1$
11  $trainable \theta \leftarrow -\pi < \theta < +\pi$
12  foreach $j \in T_s$ do
13     $V_j \leftarrow V_j + N(0, \sigma^2_o)$
14     $\theta_j \leftarrow \theta_j + N(0, \sigma^2_\theta)$
15  endforeach
16  foreach epoch $\in E$ do
17     $\dot{x} \leftarrow V e^{j\theta}$ // complex state vars.
18     $z_\alpha \leftarrow h(\dot{x})$ // real measurements
19     $L_z \leftarrow \delta_i, \mid z_{a_i} - z_{o_i} \mid \leq 2, \forall i \in T_s$
20     $L_z \leftarrow \delta_i, \mid \dot{x}_i - \dot{x}_j \mid \leq \lambda_z L_z$
21     $L \leftarrow \lambda_\theta L_z - \lambda_z L_z$
22  endforeach
23  foreach $j \in T_e$ do
24     $V_j \leftarrow V_j - \frac{\partial L_z}{\partial V_j}$
25     $\theta_j \leftarrow \theta_j - \frac{\partial L_z}{\partial \theta_j}$
26  endforeach
27  $\dot{x} \leftarrow V e^{j\theta}$ // complex state vars.
28  $z_\alpha \leftarrow h(\dot{x})$ // real measurements
29  return $z_\alpha$, $L$
30 Function Generate($attacker, z_o, \tilde{x}$):
31  $y, z \leftarrow 0, z_o$ // no attack yet
32  $f \sim N(0, 1)$ // attack frequency
33  if $f > \tau_{freq}$ then
34      $p \sim U(1, n)$ // entry point
35      $r \sim U(R_{min}[n], R_{max}[n])$ // attack radius
36      $T_e, T_s \leftarrow attacker.BFS(p, r)$
37      $z_o, loss \leftarrow attacker.attack(z_o, \tilde{x}, T_e, T_s)$
38      if $loss < \tau_{loss}$ then
39          $y, z \leftarrow 1, z_o$ // attack injected
40      $\hat{x} \leftarrow sg.PSSE(z)$
41  return $z, \hat{x}, y$
42 Function Main:
43  foreach $n \in N$ do
44      $Y_n \leftarrow []$ // empty label vector
45      $sg \leftarrow SG(n)$ // smart grid obj.
46      attacker \leftarrow Attacker(n) // attacker obj.
47  endforeach
48  foreach $t \in T$ do
49      $Z_n[t], X_n[t], Y_n[t] \leftarrow Generate(attacker, Z_n[t], X_n[t])$
50      $X_n.save(), Z_n.save(), Y_n.save()$

Thus, $\sigma_o = 0.005$ is found to be accurate according to the minimization loss. Then, for each epoch, it obtains $z_o$ using $h(x)$ and consequently calculates loss term $L_z$ as a root mean squared error between $z_o$ and $z_o$, and $L_z$ as a mean absolute error between $\dot{x}$ and $\dot{x}$. Eventually, it calculates gradients of total loss $L = \lambda_z L_z - \lambda_\theta L_z$ with respect to optimization variables $V_j$ and $\theta_j \in T_x$ and updates corresponding terms in the reverse direction of gradients by scaling the gradients with learning rate $\eta$ before starting the next epoch. Lastly, it returns $z_o$ and final loss $L$ to Generate function and halts. Distributions of some important values of IEEE 300 test system are given in Fig. 5 after running Algorithm 2.

C. Attack Detection

In order to immediately predict the attack probability in our models instead of waiting for PSSE result, we only use measurement values in our detectors. Moreover, since $P_i + jQ_i = \sum_{k \in \Omega_i} P_{ik} + jQ_{ik}$, node values can represent branch values as summation in their corresponding $\Omega_i$, and the proposed GNN-based detector accepts features in its nodes, we decide to use only $P_i$ and $Q_i$ as input to our models. PSSE and BDD modules, on the contrary, continue to receive every available measurement to operate as depicted in Fig. 1.

Having decided to input features $[P_i, Q_i]_n \in \mathbb{R}^{9600 \times n \times 2}$ and output labels $Y_n \in \mathbb{R}^{9600}$ for $n \in \{14, 118, 300\}$ bus test systems where 0 denotes honest and 1 denotes malicious samples of $Y_n$, we partition the first 60% of the samples for training the proposed detectors, the next 20% for validating and tuning the hyper-parameter of the models, and the last 20% for evaluating the performances of the detectors. Then, we standardize each split separately, with a zero mean and a standard deviation of one, to have a faster and more stable learning process [44].

As a next step, we implement the GNN-based FDIA detector having a multi-layer Chebyshev graph convolution layer in its hidden layer and one dense layer on top of that as depicted in Fig. 3. We add a bias term and ReLU activation functions between graph convolutional layers and sigmoid activation functions at the last dense layer to increase the detector’s nonlinear modeling ability [44]. As for weighted adjacency matrix $W$, we use the magnitude of complex sparse $Y_{bus}$ matrix of the corresponding grid, which models the relation between nodes, determine the graph Laplacian $L$ and scale it to obtain $L$. 

---

![Fig. 5. Distributions of attacker’s entry point (5a), ratio of seized meters in percentage (5b), minimization loss values by solving eq. (5) (5c), maximum absolute difference of attack to measurements (Fig. 5d) and maximum absolute percentage difference of state variables due to attacks in terms of voltage magnitude (5e) and angle (5f) obtained by Algorithm 2. Roughly speaking, the attacker initiates the assault arbitrarily and uniformly from any node (Fig. 5a) by capturing up to 30% of the available meters (Fig. 5b) and succeeding 83.4% of the attempts (Fig. 5c). Adding maximum 30 MW or 30 MVAR of attack to measurement devices (Fig. 5d) creates maximum 2% deviation in magnitudes (Fig. 5e) and maximum of 1.2 degree in angles (Fig. 5f) of state variables. Attack frequency and attack power might be strengthened by increasing $\tau_{freq}$ and $\tau_{loss}$ parameters in Algorithm 2 at risk of high detection by operator.](image-url)
All free unknown parameters defined in the model are computed by a supervised training using cross-entropy loss:

\[ L(\hat{y}, W_\theta) = -\frac{1}{N} \sum_{n=1}^{N} y_n \log(\hat{y}_n) + (1 - y_n) \log(1 - \hat{y}_n), \quad (12) \]

over the training set where \( N \) denotes the number of samples in the training set, \( W_\theta \) represents all trainable parameters \( \theta_i \) and \( b_l \) for \( 1 \leq l \leq L \) along with \( W^L \) and \( b^L \) in the model, and \( y_n \) and \( \hat{y}_n \) stand for true and predicted class probability for sample \( i \), respectively. Training samples are fed into the model as mini batches having 64 samples with 128 maximum number of epochs in addition to the early stopping where 16 epochs are tolerated without any improvement in the cross entropy loss of validation set. All the implementation was carried out in Python 3.8 using Pandapower [41], Sklearn [45], and Tensorflow [43] libraries on Intel i9-8950 HK CPU 2.90GHz with NVIDIA GeForce RTX 2070 GPU.

To evaluate the performance of proposed model in the binary classification task, we use true positive rate or detection rate (DR) \( DR = TP/(TP + FN) \) as probability of attack detection, false positive rate or false alarm rate (FA) \( FA = FP/(FP + TN) \) as probability of falsely alarming the system even though there is no attack, and the F-measure or F1 score \( F_1 = 2 \times TP/(2 \times TP + FP + FN) \) as the harmonic mean of the precision and sensitivity of classifier [44], where TP, FP, TN, and FN stand for true positives, false positives, true negatives and false negatives, respectively.

![Fig. 6. Distributions of normalized residues \( r^N \) and predicted class probabilities \( \hat{y} \) for each IEEE test system having 14, 118, and 300 buses, respectively. GNN based detector transforms the class distributions so that they can be easily separated. In traditional BDD, in contrast, it is not possible to isolate the bad samples due to stealthy FDIA.](image)

![Fig. 7. Linear scalability of the proposed models in terms of prediction time \( t \) [ms] and total number of parameters \( p \).](image)

### E. Visualization of how information spreads through layers

In this subsection, to explain and visualize how the proposed GNN-based detector distinguishes a malicious sample from an honest one, we examine the output of the filters from each layer of a trained network. To this end, first we arbitrarily select a node from the center region of the grid, for instance, bus 68 of the IEEE 118 bus system. Second, we randomly choose an honest sample \( s \) from the training data set and create a malicious sample \( \delta \) by adding a point-wise attack to the bus 68 with a magnitude one to easily follow the spreading of this anomalous information through the hidden layers of the network. To focus on the anomaly, we calculate the difference of the Chebyshev filter outputs \( \delta^l = \delta^l - s^l \) at each layer \( l \) for \( 0 \leq l \leq 4 \) including the input layer \( l = 0 \). Starting from \( \delta_0 \), the example filter output differences from each of the Chebyshev layers are depicted in Fig. 8. It can be clearly seen from Fig. 8 that each node transmits this anomalous data to its \( K \)-neighbors, where \( K \) is chosen as 3 for this network, and the information advances in \( K \)-locality through each of the Chebyshev layers. The dense layer at the end of the model, in contrast, uses the anomalous features and decides its outputs by a sigmoid function. As expected, \( s^4 = 0 \) and \( \delta^4 = 1 \) at the output of the model. In essence, \( K \)-localized Chebyshev filters of the proposed detector extract this spatial information through its GNN and dense layers to predict the probability of attacks for the input sample.

### D. Model Scalability

Model scalability in terms of total number of parameters and prediction time is examined herein subsection. We first assess the total number of free trainable parameters in the proposed models. While each \( K \)-localized Chebyshev layer \( l \) having \( c_l \) channels for \( 1 \leq l \leq L \) consists of \( K \times c_{l-1} \times c_l \) Chebyshev coefficients and \( c_l \) bias terms, the final dense layer assumes \( n \times c_L \) dense weights and a bias term. Thus, the total number of parameters in the model is given by:

\[ K \sum_{l=1}^{L} ((c_{l-1} + 1) \times c_l) + n \times c_L + 1. \quad (13) \]

It can be seen from (13) that except for the last dense layer, the number of parameters in a GNN is free from bus size \( n \) and it linearly and independently scales with the neighborhood order \( K \), previous layer’s filter size \( c_{l-1} \) and its own filter size \( c_l \). Second, we measure and save the prediction delays of each system. To fairly analyze how prediction time \( t \) and total number of parameters \( p \) change with the increasing bus size \( n \), we fix the other variables at \( K = 3 \), \( L = 3 \), and \( c_1 = 32 \) for each layer \( l \). Fig. 7 demonstrates that models are linearly scalable in terms of \( n \).
due to their nonlinear modeling capabilities. The NN-based family surpasses the non-NN based models in general, except the MLP where it achieves comparable results with SVC and DTC. The RNN-based detector yields 86.33%, 83.87%, and 71.08% F1 score for IEEE 14, 118, and 300 bus systems, respectively. Only CNN and GNN based detectors reach the 90% F1 range. Nevertheless, GNN outperforms CNN models by 3.14%, 4.25% and 4.41% in F1 for IEEE test cases with 14, 118, and 300 buses, respectively.

![Image of anomaly propagation through layers](image)

**Fig. 8. Visualization of anomaly propagation through the layers of the proposed network.** To better follow how the anomaly spreads, we plotted the signal differences at each layer. It can be clearly seen that each node sends information up to its $K$-neighbor in each filter and the message advances $K$ nodes through each layer. Note that $K$ is chosen 3 for this network in the training phase. For clarity, only affected area of the grid is depicted.

**F. Comparison with Other Methods**

To compare our GNN-based models with the available detectors, we also implement Decision Tree (DTC) [21], Support Vector (SVC) [17], Multi Layer Perceptron (MLP) [18], Recurrent Neural Network (RNN) [20], and Convolutional Neural Network (CNN) [19] based FDIA detectors. Since we do not have access to the data set of corresponding works, we train, validate and test these models similar to our proposed detector using our dataset.

DTC is a member of the non-parametric and supervised machine learning algorithms family aiming to create a multitude of decision rules on the input features to predict the class labels [46]. SVC, in contrast, tries to predict the hyperplane fitting the target variable by maximizing the margin and keeping the error within a threshold [47]. Therefore, only the support vectors residing in the margin contribute to the decision boundary and determine the error tolerance of the fitted hyperplane.

MLP is a feed-forward type NN consisting of one input layer, one or more hidden layers, and one output layer. It is trained by using a backpropagation algorithm which iterates backwards the errors from the output layer to the lower layers, and feed-forwards the weight updates from the input layer to the higher layers [48]. Different from MLP, RNN is a NN that utilizes an internal memory component to remember its previous outputs to be used as next inputs which enables it to appropriately model sequential data [49]. CNN, on the contrary, is a regularized form of MLP where fully connected relations are replaced with shift invariant and weight shared convolution filters which allows it to better model the spatial and temporal correlations of the data [50].

The detection rate (DR), false alarm rate (FA), and F1 score of each model for each test system are given as percentages in Table I. Clearly, the LNR-based BDD system falls behind every other model due to non-separable class distributions of $r^N$ values, as depicted in Fig. 6. It simply predicts each sample as malicious, and this results in 100% FA rate for each test system. Non-NN based approaches such as DTC and SVM, in contrast, enhance the FA and perform better than BDD by an F1 score range between 67.91% - 85.97%

| SYSTEM WITH | IEEE 14 | IEEE 118 | IEEE 300 |
|-------------|---------|---------|---------|
| model       | DR      | FA      | F1      | DR      | FA      | F1      | DR      | FA      | F1      |
| BDD         | 100.0   | 100.0   | 27.35   | 100.0   | 100.0   | 28.72   | 100.0   | 100.0   | 27.36   |
| DTC         | 68.64   | 29.00   | 67.97   | 75.63   | 22.43   | 57.06   | 74.19   | 19.66   | 58.79   |
| SVC         | 75.49   | 0.13    | 85.67   | 67.21   | 11.24   | 74.53   | 64.84   | 11.61   | 71.08   |
| MLP         | 78.42   | 2.95    | 97.17   | 79.65   | 8.86    | 83.89   | 60.85   | 7.51    | 70.54   |
| RNN         | 78.38   | 3.31    | 86.33   | 74.73   | 3.05    | 83.87   | 64.49   | 9.73    | 71.08   |
| CNN         | 79.30   | 3.25    | 87.00   | 86.33   | 4.88    | 89.82   | 92.11   | 3.33    | 93.26   |
| GNN         | 83.97   | 2.43    | 90.14   | 90.61   | 1.18    | 94.07   | 96.51   | 0.72    | 97.67   |

Our experiments point out that architectural differences in the NN family play a vital role in terms of detection performance. MLP-based detectors tend to overfit the training data and fail to generalize due to its fully connected relationship between its units. RNNs, in contrast, cannot achieve desired results since node values do not form a sequence type of data. Performance of CNN-based models comes after GNN due to their ability to model the temporal and spatial relations of the input data in the Euclidean space, where the locality of the input features can be represented by regular linear grids such as in image or video data. Nevertheless, the inherent graph structure of power grid measurements can not be modeled in the Euclidean space except in trivial cases. As a matter of fact, graph data requires topology-aware models such as GNN to better reflect the adjacency relations of the measurement data.

**G. Impact of Different Weights in the Attack Generation**

To assess the impact of different weights in eq. (5) on detection performance of the proposed approach, we generate two extra datasets for each test system having 14-, 118-, and 300-bus test systems. In this connection, the Algorithm 2 is executed two more times for each test system with $\lambda_z = 10$, $\lambda_c = 1$ for dataset-c ($DS^c$) and $\lambda_z = 10$, $\lambda_c = 1$ for dataset-a ($DS^a$) as specified in line 4 of Algorithm 2 where $DS^c$ and $DS^a$ indicates cautious and aggressive intruder, respectively. In $DS^c$, the intruder becomes more cautious and avoids potential detection by decreasing $\frac{\lambda_z}{\lambda_c}$ ratio which corresponds to the attack power. In contrast, the intruder becomes more aggressive and increases the attack power by increasing this ratio at the expense of high detection risk in $DS^a$. S/he keeps weighting factors balanced in previously generated dataset-b ($DS^b$) by assigning $\lambda_z = 1$, $\lambda_c = 1$. Fig. 9 illustrates the dataset distributions corresponds to $DS^c$ and $DS^a$ with blue and red colors, respectively. It can be
seen from Fig. 9 that the ratio of weighting factors $\lambda_z$ and $\lambda_x$ defined in (5) directly affect the attack power on the state variables.

| cautious intruder | \begin{align*} &\bullet \text{low deviation} \\ &\quad \text{in } z \text{ and } x \\ &\bullet \text{low detection risk} \end{align*} | \begin{align*} &\bullet \text{high deviation} \\ &\quad \text{in } z \text{ and } x \\ &\bullet \text{high detection risk} \end{align*} |
|-------------------|-------------------------------------------------|-------------------------------------------------|
| $DS^c$ | $DS^b$ | $DS^a$ |
| 0.1 | 1 | 10 |

(a) the impact of attack power $\lambda_z/\lambda_x$ on the generated datasets.

(b) $\max|\Delta V| [\text{p.u.}]$.

(c) $\max|\Delta \theta| [\text{degree}]$.

Fig. 9. The impact of attack power on the datasets and distributions of maximum absolute difference of state variables due to attacks in $DS^c$ (blue) and $DS^a$ (red) in terms of voltage magnitude (9b) and angle (9c) obtained by Algorithm 2. Note that while max $|\Delta V|$ and $|\Delta \theta|$ values can reach 0.01 p.u. and 1.1 degrees in $DS^b$, they are spread up to 0.04 p.u. and 2.5 degrees in $DS^a$, respectively.

After obtaining $DS^c$ and $DS^a$ for each test system, we applied our detectors on $DS^c$ and $DS^a$ to compare model performances similar to the previous comparisons conducted on $DS^b$. Namely, we split and scale the datasets and train detector models on the training split, optimize the parameters on the validation split and evaluate the final results on the test split. Fig. 10 summarizes the classification results in terms of F1 ratios. As expected, detection performances increase from $DS^c$ to $DS^a$ for each model and test system due to comparably more separable class distributions between honest and malicious samples. However, the proposed GNN outperforms the best available solutions in the literature for 14-, 118-, and 300-bus test systems by 4.31%, 3.46%, 4.48% for the ‘cautious’, 3.14%, 4.25%, 4.41% for the ‘balanced’, and 3.19%, 3.43%, 3.88% for the ‘aggressive’ intrusion, respectively. In addition, it is observed from our experiments that GNN performs better compared to other models in larger cases because when the number of nodes increases, the spatial correlation between adjacent measurements becomes more dominant compared to the global correlations between all measurements. Since GNN is specifically designed to exploit this spatial information of the data, it performs a better job for larger cases. In other words, the denser topology translates into more spatial correlation which improves GNN’s accuracy.

**H. Tuning Model Hyperparameters**

Traditional hyper-parameter tuning algorithms such as random search and grid search try to find the optimal parameters by randomly or sequentially sampling the parameters from the hyper-parameter space of the model and ignoring the results of previous trials. For example, even though any combination of a parameter set for a specific value of a parameter would fail to perform well regardless of the other parameters, these techniques might continue to run its trials with these specific values. Thereupon, selecting the optimal hyper parameters using random or grid search could be highly stagnant particularly for large hyper-parameter spaces. On the contrary, the Bayesian optimization technique considers performances of the past trials to better explore the parameter space. By focusing on more ‘promising’ regions of the parameters space in the light of its past experiences, it tries to select parameter combinations which give better validation performance. As a consequence of this informed navigation and sampling, it reduces the search time and offers a better set of parameters which can lead to better model performance [44].

All model hyper-parameters are tuned using Bayesian optimization techniques, Sklearn [45] and Keras-tuner [51] Python libraries. Whereas the model fitting is performed on the training split of data, evaluation and optimal parameter selection are carried out on the validation split. After choosing the best hyper-parameters in 200 trials for each model, performances of the models having optimal parameters are assessed on the test splits, and results are saved. Please refer to Table II for the hyper-parameters, their space, and optimal values for each model and test system.

**V. Conclusion**

In this paper, we addressed the detection of stealth FDIA in modern AC power grids. To that end, we first developed a generic, locally applied, and stealth FDIA generation technique by solving a nonlinear non-convex optimization problem using SGD algorithm and made available the labeled data to the research community. Second, we proposed a scalable and real-time detection mechanism for FDIA by fusing the underlying graph topology of the power grid and spatially correlated measurement data in GNN layers. Finally, we tested our algorithms on standard test beds such as IEEE 14-, 118-, and 300-bus systems and demonstrated that the proposed GNN
detector surpasses the currently available methods in literature by 3.14%, 4.25% and 4.41% in F1 score, respectively.
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