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Abstract—Previous human parsing methods are limited to parsing humans into pre-defined classes, which is inflexible for practical fashion applications that often have new fashion item classes. In this paper, we define a novel one-shot human parsing (OSH) task that requires parsing humans into an open set of classes defined by any test example. During training, only base classes are exposed, which only overlap with part of the test-time classes. To address three main challenges in OSH, i.e., small sizes, testing bias, and similar parts, we devise an End-to-end One-shot Human Parsing Network (EOP-Net). Firstly, an end-to-end human parsing framework is proposed to parse the query image into both coarse-grained and fine-grained human classes, which embeds rich semantic information that is shared across different granularities to identify the small-sized human classes. Then, we gradually smooth the training-time static prototypes to get robust class representations. Moreover, we employ a dynamic objective to encourage the network enhancing features’ representational capability in the early training phase while improving features’ transferability in the late training phase. Therefore, our method can quickly adapt to the novel classes and mitigate the testing bias issue. In addition, we add a contrastive loss at the prototype level to enforce inter-class distances, thereby discriminating the similar parts. For comprehensive evaluations on the new task, we tailor three existing popular human parsing benchmarks to the OSH task. Experiments demonstrate that EOP-Net outperforms representative one-shot segmentation models by large margins and serves as a strong baseline for further research.

Index Terms—Benchmark, contrastive learning, end-to-end model, human parsing, one-shot semantic segmentation.

I. INTRODUCTION

HUMAN parsing is a fundamental visual understanding task, requiring segmenting human instances into explicit body parts as well as some clothing classes at the pixel level. It has a broad range of downstream applications, such as fashion image generation [1], virtual try-on [2], [3], and fashion image retrieval [4]. Recent efforts in Convolutional Neural Networks (CNN) based solutions have achieved significant progress by leveraging large-scale human parsing datasets with fine-grained human class annotations. However, the parsing capability is accordingly restricted to the classes pre-defined in the training set, e.g., 18 classes in ATR [5], 20 classes in CIHP [6], and 20 classes in LIP [7]. Due to the vast new clothing, fast varying styles, and various trending outfits in the fashion industry, parsing humans into fixed and pre-defined classes has limited the usage of human parsing models in the wide range of downstream applications.

Inspired by the progress in one-shot learning [8], [9], we make the first attempt to solve the aforementioned problem by defining a new task named One-Shot Human Parsing (OSH), illustrated in Fig. 1(a). OSH requires parsing humans in a query image into an open set of reference classes. The classes are defined by any single reference example (i.e., a support image) during testing, no matter whether they are annotated during training (denoted as base classes) or not (denote as novel classes). In this way, the novel classes with different semantics to the base classes can be flexibly added, removed, and re-organized depending on specific application requirements. Accordingly, there is no need for collecting and annotating new training samples and retraining the parsing models.

One similar task is One-Shot Semantic Segmentation (OS3) [10], [11], [12], which requires transferring the segmentation knowledge from the pre-defined base classes to the novel classes as shown in Fig. 1(b). However, OSH is different from OS3 in three ways, which accordingly delivers three key challenges. First, the objects in OS3 to be segmented are mostly intact and salient foreground. In contrast, the human classes that need to be recognized in OSH are small and entangled with the other parts, i.e., the issue of small sizes. The differences are shown in Fig. 1(c). Second, during testing, OS3 only evaluates the novel classes where the base classes are rarely shown and do not bias the evaluation. However, OSH requires recognizing both base classes and novel classes simultaneously during testing, which is a variant of generalized few-shot learning (GFSL) problem [13], [14], [15], [16], [17]. Note that the two types of classes have highly imbalanced data, i.e., the model is trained with abundant base classes annotations but no novel classes annotations. Moreover, since we have no prior information nor an explicit definition of the novel classes during training, they are naturally annotated as background in the training data. Consequently, the parsing model may overfit the base classes and explicitly lean towards the background class for those novel classes, leading to the testing bias issue. Finally, in contrast to the unique objects in OS3, the human foreground consists of many similar parts, especially for the different fashion items, which are similar in shapes and relative positions within the human body, e.g., dress
We specifically tailor three large-scale human parsing datasets: ATR [5], LIP [19] and CIHP [6] to the proposed OSHP task. There are two one-shot settings for each dataset: parsing one human class each time and parsing multiple human classes each time, i.e., 1-way OSHP and $k$-way OSHP. Besides, the three tailored datasets cover a variety of scenes with humans in large appearance diversity, extreme poses, and occlusion. These datasets also include both single-person and multi-person scenarios. We believe that these three tailored datasets can provide comprehensive evaluations and train better OSHP models which can generalize to a wide range of one-shot applications.

The main contributions of this work are as follows:

- We define a new and challenging task, i.e., One-Shot Human Parsing, which brings new challenges and insights to the human parsing and one-shot learning communities.
- To address the OSHP problem, we propose a novel one-shot human parsing method named EOP-Net that is built upon an end-to-end human parsing framework to learn a strong embedding network, momentum-updated prototypes that stabilize training, a DML scheme that simultaneously boosts features’ representational capability and transferability, and a prototype-level contrastive loss to separate similar classes. The proposed method can efficiently address the three key challenges in OSHP, i.e., small sizes, testing bias, and similar parts, and produce high-quality predictions.
- We specifically tailor three large-scale human parsing datasets to suit the challenging OSHP task and facilitate benchmarking different OSHP models.
- Extensive experiments on the three datasets demonstrate that our EOP-Net achieves superior performance that outperforms the representative OS3 models by large margins and can serve as a strong baseline for the new OSHP task.

This work is built upon our earlier conference paper [20]. In [20], we made the first attempt to formulate the challenging OSHP problem and proposed a POPNet with a progressive parsing framework and a dual metric learning scheme to address two main challenges in OSHP: small sizes and testing bias. In this work, we extend the preliminary version from several aspects. 1) We devise a novel OSHP model named EOP-Net, which adopts an end-to-end human parsing framework and reduces the POPNet’s computational complexity and network parameters by half. EOP-Net also significantly improves the parsing performance for both base and novel classes from POPNet. 2) We identify the similar parts issue that significantly degrades the POPNet’s discriminative ability. Therefore, we employ a prototype-level contrastive loss to remedy the issue and improve the model’s discriminative capability. 3) We tailor two more human parsing datasets with more complicated human scenes into our OSHP setting to construct a comprehensive benchmark. 4) We apply EOP-Net, POPNet, and other SOTA OS3 methods implemented by us to these datasets to construct strong baselines for the new task. 5) We observe that building the momentum-updated prototypes for the base classes can improve
features’ representational capability, which is transferable to the novel concepts and can further boost the parsing performance. 6) We conduct more ablative studies and analyze more qualitative results in different dimensions to further investigate the effectiveness of our methods.

II. RELATED WORK

A. Human Parsing

Human parsing aims at segmenting an image containing humans into semantic sub-parts, including body classes and clothing classes at the pixel level. Many efforts have been made in human parsing because of its wide range of downstream applications, especially in the fashion industry.

Recent advances in deep neural networks have made great progress in the semantic segmentation task [21], [22] and the human parsing task [23], [24], [25]. Since the human body contains highly structural information, many previous methods enhance the pixel-level representations with well-designed architectures that can capture the global context cues, such as global context embeddings [5], [26], generative adversarial networks [25], [27], and recurrent models [28], [29]. Apart from pixel-level semantics, human classes naturally have rich structural semantics. Hence, many works model the human class correlations explicitly by building, e.g., graph neural networks [30], [31], tree-like topology message passing architectures [32], [33], and hierarchical human structures [34], [35], [36]. Another direction is exploiting common semantics among different human-centric tasks, e.g., pose estimation and keypoint detection [7], [37], [38], [39], [40], [41] or other prior human semantics, e.g., edge information or human contour [30], [42]. In addition to these methods that focus on modeling human semantics, many efforts specifically contribute to instance-aware settings [23], [43], [44], [45], [46].

Although achieving promising parsing results, the current methods are limited to parsing a fixed set of classes pre-defined in the training data, severely limiting the adaptation ability of human parsing models to scenarios requiring parsing new classes. Recently, [31], [47] explore universal human parsing that is capable of parsing humans into multiple semantic label sets by training on multiple datasets simultaneously and transferring similar classes’ semantics across different domains. However, it is still non-trivial to add new classes or re-organize existing classes without re-training or heavy fine-tuning. In contrast to the previous work, we make the first attempt to propose one-shot human parsing that requires parsing humans into an open set of classes including both the pre-defined base classes and the novel classes without collecting and annotating new training samples.

B. Few-Shot Semantic Segmentation

One-Shot Semantic Segmentation (OS3) [48] aims to segment the novel objects from the query image by referring to a single support reference (support image and the support object mask). Following the one/few-shot learning [8], [18], [49], [50], [51], [52], [53], a typical OS3 solution is to learn a good metric that can encode pixels from the same class close in the embedding space [54], [55], [56], [57], [58], [59], [60]. For instance, SG-One [54] extracts the target class centroid and calculates the cosine similarity scores as attention to enhance the metric quality. MM-Net [59] boosts the features with a set of meta-class memory to improve the model’s generalization capability. To make full use of the correlations between the query and the support images, some other works refine the query and support features from their counterpart by cross-referencing [10], graph convolution [11], and graph attentions [61].

The methods mentioned above focus on segmenting one class from the query image at one time, while a more general segmentation setting is segmenting k classes at the same time, i.e., one-shot k-way semantic segmentation [12], [62], [63]. For example, Dong et al. [62] propose to extract the class prototype and predict a probability map for each class, then fuse the prototypes into a complete k-class prediction. Liu et al. [64] further decompose the class representations into part-aware prototypes to capture fine-grained features.

In contrast to the typical OS3 tasks where only novel classes are presented and required to be segmented, OSHP requires parsing humans into both base classes and novel classes simultaneously. OSHP is similar to the challenging generalized few-shot learning (GFSL) setting tailored for practical application scenarios [13], [14], [15], [16]. In this paper, we make the first attempt to define the challenging OSHP task, construct a comprehensive benchmark tailored from the existing popular human parsing datasets, and propose a novel EOP-Net for OSHP. EOP-Net employs a DML scheme to enhance the transferability of the human parsing model for recognizing human classes from base classes to novel classes. Moreover, the human classes to be segmented in OSHP are small and similar, making the OSHP problem particularly challenging. To address these issues, we propose an end-to-end human parsing framework to locate the small classes and a prototype-level contrastive loss to separate the similar human classes.

C. Contrastive Learning

The key idea of contrastive learning is pulling positive instances of the same semantic class closer and pushing away negative instances from the other classes. Tremendous efforts have been made in unsupervised representation learning [65], [66], [67], e.g., He et al. [68] store the queue of negative samples in the memory as a dictionary look-up task and encode these samples with a momentum encoder. In fact, performing contrastive learning on instances with InfoNCE/Neighborhood Component Analysis (NCA) loss [69], [70], [71] is comparable to using softmax classifiers with cosine or euclidean distance according to [72]. To this end, SOTA OS3 methods attempt to minimize the contrastive InfoNCE/NCA loss on all the query pixels, which may contain many noisy pixels, consequently hindering the model from learning a good metric. In contrast, we propose a simple auxiliary contrastive loss on prototypes by grouping the pixel features from the same class. We empirically find that the contrastive loss on the grouped representations
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can equip the features with a higher discriminative capability, thereby improving the parsing performance.

### III. Problem Definition

**Notations.** We denote scalars, vectors, matrices or tensors, and sets using lowercase, bold lowercase, bold uppercase, and uppercase (e.g., \( \tau \), \( p \), \( G \), and \( S \)), respectively. Please refer to Table I for a vis-to-vis explanation of the notations we used.

In this paper, we propose a new task named OSHP that requires parsing humans into different semantic classes given a single dense annotated example, and only part of the classes are labeled in the training data. We formulate OSHP as a meta-learning problem \([9] \), \([48] \), \([54] \) and train a meta-learner to solve randomly sampled OSHP episodes that require parsing different base class combinations. During testing, the meta-learner solves new episodes of parsing class combinations that include both the base classes and the novel classes.

Formally, only the base class set \( C_{\text{base}} \) is exposed in the meta-training phase. For one episode in meta-training, one support image-mask pair \((I_s, M_s, C_s)\) and one query image \(I_q\) are randomly sampled from \( S_{\text{train}} \) and \( Q_{\text{train}} \), where \( s \) and \( q \) are indexes for the support set \( S_{\text{train}} \) and the query set \( Q_{\text{train}} \) during meta-training. Note that the class set \( C_s \subseteq C_{\text{base}} \) contains the classes annotated in the \( s \)-th support pair and the query image is required to be parsed into the class set \( C_s \).

Here the meta-learner aims to learn a mapping \( F \) subjected to \( F((I_s, M_s, C_s), I_q) \rightarrow M_q \).

While during meta-testing, the base classes and the novel classes in the class set \( C_{\text{novel}} \) are required to be parsed. For simplicity, we denote the target class set as \( C_{\text{human}} = C_{\text{base}} \cup C_{\text{novel}} \). Similarly, for one episode in meta-testing, one support pair \((I_s', M_s', C_s')\) and one query image \(I_q'\) are randomly sampled from the test-time support set \( S_{\text{test}} \) and the query set \( Q_{\text{test}} \). Here \( s' \) and \( q' \) are respectively the indexes for \( S_{\text{test}} \) and \( Q_{\text{test}} \), and \( C_{s'} \) is the class set for the \( s' \)-th support pair such that \( C_{s'} \subseteq C_{\text{human}} \).

In the meta-testing phase, the meta-learner quickly adapts to the new pairs, i.e., \( F((I_s', M_s', C_{s'}), I_q') \rightarrow M_{q'} \).

### IV. Method

To address the challenging OSHP task, we devise an EOP-Net to embody the meta-learner via metric learning. The overview for our EOP-Net is depicted in Fig. 2. Specifically, we first introduce our end-to-end human parsing framework (Section IV-A), where we perform metric learning on a coarse-grained space discriminating the salient human foreground and a fine-grained space discriminating the human classes simultaneously. Metric learning on the coarse-grained metric space facilitates eliminating the non-important areas and focusing on the small-sized classes within the human foreground. Then, we propose to construct robust momentum-updated prototypes instead of the conventional static prototypes that are generated from a single support reference (Section IV-B). Next, for the coarse-grained

---

**Table I**

| Notation | Type | Description |
|----------|------|-------------|
| \(|\Lambda|\) | scalar | size of \( \Lambda \) |
| \(|\Lambda'|\) | scalar | size of \( \Lambda' \) |
| \(\Lambda_{\text{base}}\) | vector | support static prototype for the \( \omega \)-th class in the coarse-grained metric space |
| \(\Lambda_{\text{AGM}}\) | vector | query static prototype for the \( \omega \)-th class |
| \(\Lambda_{\text{PAM}}\) | vector | support momentum-updated prototype for the \( \omega \)-th class in the coarse-grained metric space |
| \(\Lambda_{\text{PAM'}}\) | vector | support momentum-updated prototype for the \( \omega \)-th class in the fine-grained metric space |
| \(\Lambda_{\text{AGM'}}\) | matrix | cosine similarity map between the momentum-updated prototypes and residual features for the \( \omega \)-th class |
| \(\Lambda_{\text{PAM'}}\) | matrix | AGM probability scores for the \( \omega \)-th class |
| \(\Lambda_{\text{AGM}}\) | matrix | predicted mask for the \( \omega \)-th class in the AGM module |
| \(\Lambda_{\text{PAM}}\) | matrix | predicted mask for the \( \omega \)-th class in the NPM module |
| \(\Lambda_{\text{PAM'}}\) | tensor | image |
| \(\Lambda_{\text{PAM'}}\) | tensor | ground truth mask at fine-grained metric space for support and query, respectively |
| \(\Lambda_{\text{PAM'}}\) | tensor | predicted mask at fine-grained metric space in AGM |
| \(\Lambda_{\text{PAM}}\) | tensor | predicted mask at fine-grained metric space in NPM |
| \(\Lambda_{\text{PAM'}}\) | tensor | ground truth binary masks at coarse-grained metric space |
| \(\Lambda_{\text{PAM}}\) | tensor | support features encoded by the embedding network |
| \(\Lambda_{\text{PAM'}}\) | tensor | query features encoded by the embedding network |
| \(\Lambda_{\text{PAM'}}\) | tensor | refined features for the \( \omega \)-th class in the AGM |
| \(\Lambda_{\text{PAM}}\) | function | mapping from the pair (support image, support mask), query image) to query mask |
| \(\Lambda_{\text{PAM}}\) | function | Siamese feature embedding network |
| \(\Lambda_{\text{PAM}}\) | function | linear projection function for the coarse-grained metric space |
| \(\Lambda_{\text{PAM}}\) | function | linear projection function for the fine-grained metric space |
| \(\Lambda_{\text{PAM}}\) | function | several separable convolutional layers |
| \(\Lambda_{\text{PAM}}\) | function | fully-connected projection layer |
| \(\Lambda_{\text{PAM}}\) | set | support set during meta-training |
| \(\Lambda_{\text{PAM}}\) | set | support set during meta-testing |
| \(\Lambda_{\text{PAM}}\) | set | query set during meta-training |
| \(\Lambda_{\text{PAM}}\) | set | query set during meta-testing |
| \(\Lambda_{\text{PAM}}\) | set | novel class set defined in dataset |
| \(\Lambda_{\text{PAM}}\) | set | base class set defined in dataset |
| \(\Lambda_{\text{PAM}}\) | set | the class set including all classes defined in dataset |
| \(\Lambda_{\text{PAM}}\) | set | the class set for the \( s \) and \( s' \)-th support pair |
| \(\Lambda_{\text{PAM}}\) | set | the index set for pixels in the \( c \)-th class in the ground truth support mask |
| \(\Lambda_{\text{PAM}}\) | set | the index set for pixels in the \( c \)-th class in the ground truth query mask |

---

1 We do not expand to the few-shot human parsing scenario since a few support references make the human classes required to be parsed unbalanced in each episode, which overly complicates the training/evaluation process.

---
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In the coarse-grained metric space, we propose an AGM module (Section IV-C1) to enhance the representational capability for the features. Considering AGM can easily overfit to only the base classes, we develop an NPM module (Section IV-C2) that has higher transferability to the novel classes in the fine-grained metric space. We design a novel DML scheme that remedies the testing bias issue by integrating the AGM module with the NPM module via a weight-shifting strategy. Finally, a prototype-level contrastive loss (Section IV-D) is proposed to separate the similar parts in the metric space.

A. End-to-End Human Parsing Framework

Instead of being intact objects, human parsing classes are non-holistic small human parts, which challenges gathering the local semantic information and identifying the small classes for the human parsing models. Therefore, directly adapting the OS3 metric learning methods to the OSHP task degrades the performance significantly. Instead, we propose a highly efficient end-to-end human parsing framework, which discriminates the salient human foreground (in coarse-grained metric space) and the small human classes (in fine-grained metric space) concurrently.

To perform parsing in the coarse-grained metric space, we first generate additional binary masks in the coarse-grained metric space for both support and query images with a general “human foreground” label consisting of all human class segments and a “human background” label consisting of the other segments. We denote the generated binary masks as \( M_{hi}^{cgs} \) and \( M_{hi}^{qgs} \) corresponding to the support and the query images, respectively. In this case, \( M_{hi}^{qgs} \) is also employed to provide supervision signals in the coarse-grained metric space. These masks can be easily derived offline from a universal human foreground parser.

Next, we get the encoded query and support features \( g_i^{cgs} \) and \( g_i^{qgs} \) through a Siamese feature embedding network \( g(\cdot;\theta) \), i.e., \( g_i^{cgs} = g(I_i^{cgs};\theta) \) and \( g_i^{qgs} = g(I_i^{qgs};\theta) \), where \( I_i^{cgs} \) and \( I_i^{qgs} \) are the support and query images. We employ the Xception backbone [73] pretrained on the COCO dataset [74] as our shared embedding network for both query and support images. Notably, instead of employing the entire Deeplab V3+[75] encoder as the embedding network following the standard approach, we demonstrate in Section VI-F5 that utilizing mid-level features of Deeplab V3+ [75] results in improved transferability.

Then, we simply map the support and query features into two metric spaces and generate projected support and query features for each space with a fully-connected projection layer \( f_i(\cdot) \), where \( i \in \{cgs, fgs\} \) represents the coarse-grained space (blue area in Fig. 2, segmenting salient human foreground) and the fine-grained space (green area in Fig. 2, segmenting fine-grained human classes), respectively. In the following, we handle the parsing in two metric spaces concurrently through the momentum-updated prototypes and metric learning methods.

B. Momentum-Updated Prototypes

First, we employ the prototype learning [12], [62] approach that learns the representative prototypes for each class from the support features according to the ground truth support mask. However, there are very large appearance variances for the same fashion item class across the dataset. Therefore, for the same class, the static prototypes that each derived from a single support image are likely to have strike differences, which reduces the training stability. Thus, we generate the momentum-updated prototypes that are accumulated from the training time static prototypes to stabilize the training and learn robust features (which will be analyzed in Section VI-F4).

Specifically, in the coarse-grained metric space, we first generate static prototypes for a general “human foreground” and “human background”. We denote the static prototypes for the “human background” and the “human foreground” as \( p_{cgs,0} \) and \( p_{cgs,1} \). The prototypes that are extracted from the projected features in the coarse-grained metric space can be
formulated as:
\[
p_{cgs,c} = \frac{1}{|A_c^s|} \sum_{x \in A_c^s} f_{cgs}(G^s_x), \tag{1}
\]
where \( c \in \{0, 1\}, \ G^s_x \) is the feature at pixel index \( x, A_c^s \) is the index set for pixels in the \( c \)-th class in the support mask, and \( |\cdot| \) measures the size of a set. Similarly, in the fine-grained metric space, we formulate the prototype for the \( c \)-th fine-grained class \( p_{fgs,c} \in \mathbb{R}^D \) as:
\[
p_{fgs,c} = \frac{1}{|A_c^s|} \sum_{x \in A_c^s} f_{fgs}(G^s_x), \tag{2}
\]
where \( c \in [1, |C_s| - 1] \). Note that in the previous methods [12], [62], a “background” prototype is learned in the fine-grained metric space to represent non-foreground regions. Considering in the fine-grained metric space, we have no explicit knowledge about the novel classes and they are naturally labelled as the “background” class in the support mask, we do not explicitly calculate the static prototypes for the “background” class. Instead, we predict the background by learning a linear layer to exclude all the foreground classes that we will describe later in Sections IV-C1 and IV-C2. In the following sections, without loss of generality, we take the fine-grained metric space as the example and omit the notations cgs and fgs in all \( f(\cdot) \) and \( p \).

Next, instead of using a static prototype \( p_c \), we generate momentum-updated prototype \( p^d_c \) as the base class representations. Specifically, it is calculated by gradually smoothing \( p^d_c \) with the static prototype \( p_c \) in each training episode, i.e.,
\[
p^d_c \leftarrow \alpha p^d_c + (1 - \alpha)p_c, \tag{3}
\]
where \( \alpha \in [0, 1] \) is the momentum coefficient. In this way, the prototypes for the base classes are saved as network parameters and are available during meta-testing. Since the novel classes are not annotated during training, we use static prototypes for the novel classes during testing. For simplicity, unless specified, we denote the prototypes for both base and novel classes as \( p \) in the following sections.

C. Dual Metric Learning

Given the embedding query image features \( f_{fgs}(G^s) \) and the momentum-updated prototypes, the next step is to explore the query-support correlations and learn a good metric with DML, as depicted in Fig. 3.

In OS3, most SOTA methods seek to employ a set of trainable parameters to model the correlation and refine the query features with, e.g., pixel-level support distance attentions [54], [76], pixel-level graph attentions [11], [61], appending pooled class prototypes [10], and fusing prior masks produced by pre-trained high-level features [53]. In a nutshell, the extra parameters are employed to learn the query-support correlations and bring pixels of the same class closer in the feature space. However, the novel classes are annotated as the “background” class in the OSHP task. Therefore, the extra parameters learn to push the novel class representations to be non-separable from the background representation and tend to overfit the base classes. In contrast to the mentioned methods, PANet [12] comes up with a non-parametric structure that directly assigns the query pixels with the labels of the nearest support class prototype. Nevertheless, the simple non-parametric design cannot learn representative feature representations and discriminate the human classes.

In this paper, we show that integrating the two categories of approaches can obtain strong discriminative capability on the human classes and avoid encouraging the testing bias issue. Specifically, we propose to employ a DML scheme that includes a heavy AGM module (Section IV-C1), a lightweight NPM module (Section IV-C2), and a weight-shifting strategy (Section IV-C3) that seamlessly combines the two modules. The overview of our DML scheme is depicted in Fig. 3.

1) Attention Guidance Module: In AGM, we learn to refine the attended pixel features in \( f(G^q) \) that correlates most with the prototypes and obtain more discriminative feature representations in the early training phase. In particular, we first derive the similarity maps for the \( c \)-th class by calculating cosine similarity between \( f(G^q) \) and the prototypes
\[
A_c = \langle f(G^q), p_c \rangle, \tag{4}
\]
We then apply the Hadamard product between each similarity map and the query features to generate attended features for each class followed by a residual connection
\[
R_c = A_c \otimes f(G^q) + f(G^q). \tag{5}
\]
Thus, we can get \( |C_s| - 1 \) residual features in total corresponding to the semantic classes, except for the “background” class. Then, we employ several separable convolutional layers akin to [73] denoted as \( \varphi(\cdot) \) and \( \varphi_{bg}(\cdot) \) to generate the probability scores \( I_c \), i.e.,
\[
I_c = \varphi(R_c),
I_0 = (1/(|C_s| - 1)) \sum_{c=1}^{C_s-1} \varphi_{bg}(R_c). \tag{6}
\]
Note that we predict the probability scores that pixels do not belong to the \( c \)-th class with \( \varphi_{bg}(R_c) \) and explicitly model the probability for the “background” class by averaging the scores for the foreground classes. Finally, we generate the predicted probabilities \( \hat{M}^{AGM}_c \) in AGM on the \( c \)-th class with a...
softmax layer
\[ \hat{M}_c^{q;\text{AGM}} = \frac{\exp(l_c)}{\sum_{c=1}^{N} \exp(l_c) + \exp(l_0)}. \]  (7)

The AGM prediction is formulated by concatenating the predicted probabilities \( \hat{M}_c^{q;\text{AGM}} \) for \( c \in C_s \) and get \( \hat{M}_c^{q;\text{AGM}} \). Finally, we supervise the AGM prediction with the ground truth query mask using cross-entropy loss \( \ell_{\text{AGM}} \).

2) Nearest Prototype Module: \( \varphi^{\text{AGM}} \) and \( \varphi^{\text{NPM}} \) employ a large number of parameters to model the query-support correlations and predict from the embedded features. However, the parameters can be easily overfitted to the base classes, leading to the testing bias issue described previously. Hence, we propose another lightweight NPM that directly infers the probability map for the \( c \)-th class from the similarity map \( A_c \) in the late training phase. The benefits of employing NPM are two folds. First, it employs fewer parameters, which has high transferability to the novel classes. Second, a well-trained DML scheme only predicts from NPM. Therefore, it also boosts the inference speed by reducing computations.

In particular, we first derive the similarity for the “background” class by considering the areas that are not similar to any of the prototypes in the support set. Therefore, with the similarity map \( A_c \), we can explicitly calculate \( 1 - A_c \) as the dissimilarity map to the foreground class prototypes. Then, we fuse the averaged dissimilarity maps for all foreground classes and derive \( A_0 \) for the “background” class, i.e.,
\[ A_0 = \left( \frac{1}{|C_s| - 1} \times \sum_{c=1}^{|C_s| - 1} (1 - A_c) \right). \]  (8)

In the next step, we learn two simple fully-connected projection layers \( \omega^{\text{A}}(\cdot) \) and \( \omega^{\text{B}}(\cdot) \) taking the similarity maps \( A_c \) and \( A_0 \) as input to infer the probabilities that which class the pixels belong to. And finally, we employ a softmax layer to get the NPM probability map \( \hat{M}_c^{q;\text{NPM}} \) for the query image, i.e.,
\[ \hat{M}_c^{q;\text{NPM}} = \frac{\exp(\omega(A_c))}{\sum_{c=1}^{|C_s| - 1} \exp(\omega(A_c)) + \exp(\omega(A_0))}. \]  (9)

Similar to the AGM prediction, the NPM prediction \( \hat{M}_c^{q;\text{NPM}} \) is also formulated by concatenating the predicted probabilities for classes in \( C_s \), which is supervised by the ground truth query mask with the cross-entropy loss \( \ell_{\text{NPM}} \).

3) Weight-Shifting Strategy: In general, in the early training phase with AGM, we learn accurate similarity maps which are employed as class-level attention to enhance features’ representational capability. In the late training phase with NPM, we directly predict from the similarity maps which are lightweight and have higher transferability to the novel classes. To model the phase changing from AGM to NPM, we propose seamlessly integrating the two modules by slowly shifting the network’s focus via the weight-shifting strategy without any further fine-tuning. Note that in the coarse-grained metric space, we only employ AGM instead of DML since there are no novel classes that require strong transferability.

Formally, we can define the metric learning loss \( \ell_{\text{DML}} \) as:
\[ \ell_{\text{DML}} = \beta \times \ell_{\text{AGM}} + (1 - \beta) \times \ell_{\text{NPM}}, \]  (10)
where \( \beta \) is a balancing hyperparameter. During training, we gradually shift the focus of the meta-learner by assigning loss weights that change along with the training epoch. We linearly decrease \( \beta \) by \( \beta = 1 - \text{epoch/} \max \_\text{epoch} \). After training, \( \beta \) becomes 0 and we solely infer \( \hat{M}_c^{q;\text{AGM}} \) from NPM.

D. Prototype-Level Contrastive Learning

According to [72], the above metric learning approach actually can be seen as accumulating the contrastive InfoNCE/NCA loss [71] between each pixel and the corresponding prototype. Unlike instance-level contrastive learning [66], [68] with stable features, employing contrastive loss on individual pixels would introduce many noisy supervision signals, which hinder learning discriminative prototypes. To this end, we employ an auxiliary prototype-level contrastive loss which remedies the side effect of noisy pixels.

Formally, we extract the query class static prototype \( \tilde{p}_c \) using the ground truth query mask during meta-training similar to (2), i.e.,
\[ \tilde{p}_c = \frac{1}{|A^q_c|} \sum_{x \in A^q_c} f(G^q_x), \]  (11)
where \( A^q_c \) is the index set for pixels in the \( c \)-th class in the query mask and \( G^q_x \) is the feature at pixel index \( x \). We next calculate the prototype-level contrastive loss with the extracted query static prototypes and the support static prototypes in (2), i.e.,
\[ \ell_{\text{NCA}} = \frac{1}{|A^q_c| - 1} \sum_{c=1}^{|C_s| - 1} \left( -\log \frac{\exp(\langle \tilde{p}_c, p_c \rangle / \tau)}{\sum_{k=1}^{|C_s| - 1} \exp(\langle \tilde{p}_c, p_k \rangle / \tau)} \right), \]  (12)
where \( \tau \) is the temperature coefficient. Finally, the overall objective function for the two spaces is defined as:
\[ \ell = \lambda_{\text{NCA}} \ell_{\text{NCA}} + \lambda_{\text{AGM}} \ell_{\text{AGM}} + \lambda_{\text{DML}} \ell_{\text{DML}}, \]  (13)
where \( \lambda_{\text{NCA}}, \lambda_{\text{AGM}}, \text{ and } \lambda_{\text{DML}} \) are balancing hyperparameters.

E. Discussion

To recall, POPNet [20] builds a progressive refinement pipeline to tackle the OSHP problem that gradually infuses the coarse-grained structural knowledge into the fine-grained features in three stages. In this way, the model progressively focuses on the target classes at the finer granularity with rich parent semantics. There are two main technical differences between EOP-Net and POPNet [20]. First, the progressive architecture proposed by POPNet [20] adopts inconsistent training strategies for different stages, where only the fine-grained stages employ metric learning. Therefore, the parameters for each stage are trained separately in sequence. On the contrary, EOP-Net employs an end-to-end architecture to parse humans into human classes of different granularities in two metric spaces that share the same embedding network. In this way, the parameters in the metric spaces can be optimized simultaneously while enjoying...
fewer parameters, less computational complexity, less overall training time, and higher inference speed. The end-to-end design makes our EOP-Net more computationally efficient and easier to train. Detailed analysis of the model complexity can be found in Section VI-G. We empirically find that the end-to-end architecture design also boosts the performance significantly thanks to the more discriminative embedding network. The performance gain for the architecture design is further discussed in Section VI-F2. Second, the prototype-level contrastive loss between the query and support prototypes is proposed in EOP-Net, which remedies the noisy pixel issue and improves the quality of the momentum-updated prototypes. We evaluate the effectiveness of the prototype-level contrastive loss in Section VI-F3.

V. DATASETS

In this section, we present the details on how to tailor the existing large-scale human parsing datasets into new one-shot datasets for the OSHP setting.

A. ATR-OS

ATR dataset [5], [77] is a large-scale single human parsing benchmark including 16,000 training images annotated with 17 foreground classes. Images in the ATR dataset are mostly fashion photographs, including models and a variety of fashion items, which are closely related to the applications of OSHP, such as fashion clothing parsing [78]. Whereas the pose, size, and position of models in the ATR dataset are less diverse than the other human parsing datasets.

Specifically, we first split the ATR images into the support sets and the query sets for meta-training and meta-testing, respectively. We adopt the original train/val data split in ATR dataset to split the meta-training/meta-testing in ATR-OS. For meta-training, we first form \( Q_{\text{train}} \) by including the first 7,500 images of the ATR training set and form \( S_{\text{train}} \) with the remaining images. For evaluation, we draw 1,650 query-support pairs to form the meta-testing set from the ATR validation set and ensure that each class is evaluated at least 150 times on different query-support pairs.

To ease the difficulty of training OSHP on the ATR dataset, we merge the symmetric classes and rare classes in ATR, e.g., “left leg” and “right leg” are merged as “legs” and “sunglasses” is merged into “background”. The remaining 12 classes including “background” are denoted as \( C_{\text{human}} \). The semantic classes in the human parsing task can be categorized into human body classes and fashion item classes. Since human body classes like “legs” and “arms” have the same definition in most of the applications, we put all human body classes into the base classes \( C_{\text{base}} \) and divide the remaining fashion item classes into two novel class sets representing two main body areas, respectively, i.e., the lower-body area: \( C_{\text{Fold}1} = \{\text{dress, skirt, pants}\} \) and the upper-body area: \( C_{\text{Fold}2} = \{\text{hat, upper-clothes, bag}\} \). Before training, we select one fold as \( C_{\text{novel}} \) and merge the classes in the other fold into \( C_{\text{base}} \). Note that the fold formulation is different from [20] and the new formulation is more suitable for real-world applications that require replacing and re-defining the lower-body/upper-body fashion classes.

Since only classes in \( C_{\text{base}} \) are exposed during meta-training and we have no extra information for the novel classes, we merge the \( C_{\text{novel}} \) segments into the “background” class in \( S_{\text{train}} \) and \( Q_{\text{train}} \). During meta-testing, all classes in \( C_{\text{human}} \) will be evaluated, including classes from both \( C_{\text{base}} \) and \( C_{\text{novel}} \).

B. LIP-OS

LIP dataset [7] is another large-scale single human parsing dataset with more than 30,000 training images. Unlike ATR, images from LIP are collected from real-world scenarios and differ greatly in pose, view, appearance, and resolution, making it more challenging than the ATR dataset.

Similar to the tailoring process in ATR-OS, we split LIP training samples into 14,000 images for \( Q_{\text{train}} \) and 16,462 images for \( S_{\text{train}} \). Then we form 1,800 meta-testing pairs to evaluate each class at least 150 times. The 20 classes in LIP are also merged into 13 classes. We select the two folds in LIP-OS with the same logic in ATR-OS. The two folds are \( C_{\text{Fold1}} = \{\text{dress, skirt, pants}\} \) constituting the lower-body area and \( C_{\text{Fold2}} = \{\text{upper-clothes, hat, jumpsuit}\} \) constituting the upper-body area. Before training, we select classes from one fold as \( C_{\text{novel}} \) and label the novel class segments as the “background” class in the meta-training set.

C. CIHP-OS

We have also tailored the CIHP dataset into the one-shot setting. The CIHP dataset is a multi-human parsing dataset with 3.4 averaged instances per image. Like the LIP dataset, CIHP images also contain high human appearance variability and complexity, making this dataset more challenging than the ATR dataset.

Similarly, in the tailored CIHP-OS dataset, the 28,280 training images in CIHP are divided into 14,000 images for \( Q_{\text{train}} \) and 14,280 images for \( S_{\text{train}} \). The meta-testing list is built with 1,800 query-support pairs, enabling each class to be evaluated at least 150 times. The fashion class are selected in two folds: \( C_{\text{Fold1}} \equiv \{\text{dress, skirt, pants}\} \) and the upper-body area: \( C_{\text{Fold2}} \equiv \{\text{upper-clothes, hat, coat}\} \). Before training, one fold is selected as \( C_{\text{novel}} \) while the other classes serve as \( C_{\text{base}} \), and the class in \( C_{\text{novel}} \) are labelled as the “background” class.

VI. EXPERIMENTS

A. Implementation Details

In this paper, we train and evaluate our models on a single NVIDIA Tesla V100 GPU with 16 GB memory. The input images are augmented by first resizing to \( 512 \times 512 \), then applying a random scale from 0.5 to 2, a random crop, and a random flip. We train our models using Stochastic Gradient Descent (SGD) optimizer for 50 epochs with the poly learning rate policy. The initial learning rate is set to 0.001 with a batch size of 2. When generating momentum-updated prototypes, the momentum coefficient \( \alpha \) in (3) is set to 0.999 by grid search. However, static prototypes are utilized when calculating similarity maps in the first 3 epochs before the feature representations are stable enough to reduce the variance of the static prototypes. The temperature...
hyperparameter $\tau$ for the contrastive loss in (12) is set to 0.1. In the final objective function, $\lambda^{NCA}$, $\lambda^{AGM}$, and $\lambda^{DML}$ are set to 1.0.

B. Metrics

We evaluate parsing in two OSHP settings. The main setting is $k$-way OSHP that parses $k$ human classes in one episode. For $k$-way OSHP, we use mean Intersection over Union (mIoU) as the main metric for evaluating the parsing performance on the classes in $C_{novel}$ and $C_{human}$. Additionally, we use the overall accuracy averaged from all pixels to measure the overall human parsing performance. In the other OSHP setting named 1-way OSHP, we evaluate the scenario when only one human class is required to be parsed. For 1-way OSHP, in addition to mIoU, we also compute the average Binary-IoU [12] to evaluate the general capability of discriminating foreground from the background.

C. Contenders

To comprehensively evaluate the effectiveness of the proposed method, we implement the representative OS3 methods into the OSHP settings with the same augmentation techniques as our EOP-Net described as follows.

Fine-tuning [79] is a classic method that fine-tunes the model on the meta-test dataset. To implement Fine-tuning [79] for OSHP, we first pre-train the model on $Q_{train}$, and $S_{train}$, then fine-tune it on the $S_{test}$ for a few iterations. Specifically, we use the same backbone as EOP-Net and only fine-tune the last two convolutional layers and the classification layer.

SG-One [54] in Section II-B. We follow the exact settings of SG-One [54] except for replacing the backbone with the same one as EOP-Net for better performance. Since the original SG-One [54] does not support $k$-way OSHP, we follow a similar prediction procedure as defined by (6) in our AGM to generate the prediction for the “background” class except not using residual features.

PANet [12] in Section IV-C. We implement PANet [12] as a baseline of non-parametric metric learning with a prototype alignment loss. Because PANet requires $k$ support images and $k$ support masks to parse one query image in the $k$-way OSHP, we pair each query image with $k$ support images that each contains a unique class (i.e., with a binary support mask) as described in [12] during meta-training. In meta-testing, we use the same support image for each query-support pair but generate $k$ masks by selecting one class at a time and masking the other classes as the “background” class. Due to the high memory consumption for PANet [12], we use its original ResNet-50 backbone [81] to save GPU memory.

AMP [63] utilizes masked proxies with multi-resolution weight imprinting to generate segmentation results. We carefully tune AMP [63] model to a suitable learning rate as described in [63]. However, as the multi-resolution imprinting described in [63] cannot be fully applied to the Xception backbone, we keep its original backbone.

PPNet [35] employs part-aware prototypes that are decomposed from the static prototypes. However, since one scene contains multiple human classes and we lack the global semantic class information as described in PPNet [35], we have to remove the semantic branch in [35]. Also, since PPNet [35] employs a more complex scheme than PANet [12], it has even higher memory consumption. Therefore, we use the original ResNet-50 backbone [81] and only carry out PPNet [35] in 1-way OSHP.

PFENet [53] in Section IV-C. When comparing EOP-Net to PFENet [53], we only tune the network to a proper learning rate and use the same hyperparameters and structures that are described in [53]. We train PFENet [53] with the ResNet-50 [81] backbone, which has the highest performance according to [53].

POPNet [20]. We compare our method with our previous method POPNet [20] as well. For a fair comparison, we replace the original embedding network in POPNet [20] with the embedding network described in Section IV-A. Since the dataset settings in ATR-OS have been changed and are no longer in a cluster-disjoint manner, we discard the second stage in POPNet [20] and directly infuse the first-stage knowledge into the third stage.

PerSAM [80]. Built upon the recent powerful Segment Anything Model (SAM) [82], PerSAM complements SAM to allow segmenting a unique visual concept that is defined by a single reference image and mask. To do so, PerSAM takes positive and negative location priors within the reference and iteratively aggregates the features within the foreground target regions. Since PerSAM needs a careful design to be extended to $k$-way OSHP, we only compare it with EOP-Net under the 1-way OSHP setting. We employ the pretrained SAM model with a ViT-H encoder.

D. Quantitive Results

We compare our model EOP-Net with POPNet [20] and six customized OS3 baselines in Tables II, III, and IV on ATR-OS, LIPI-OS, and CIHP-OS datasets respectively (we compare the mIoU averaged from the two folds).

We observe that our proposed EOP-Net outperforms the contenders by large margins, including the preliminary version POPNet [20]. For example, EOP-Net achieves a gain of 5.1% and 4.2% on the $C_{novel}$ mIoU and $C_{human}$ mIoU for $k$-way OSHP from POPNet [20] on the CIHP-OS dataset (Table IV). The performance gain comes from applying the end-to-end human parsing framework that shares semantic information across different granularities and employing the auxiliary prototype-level contrastive that separates the similar human classes in the feature space. We also empirically find that the SOTA method PerSAM largely falls behind EOP-Net on all datasets. Furthermore, through visualizations in Fig. 5 (Fig. 5 of the revised manuscript), we observe that although PerSAM has strong segmentation capabilities, it still struggles with the challenging OSHP task and produces trivial solutions covering the entire human body instead of accurately segmenting fine-grained human parts. We conjecture that due to OSHP’s challenges of small sizes and similar parts, PerSAM fails to build good human class representations. In contrast, our EOP-Net enhances these representations with specific designs of the end-to-end human parsing framework and prototype-level contrastive learning and thus obtains better results. In the future, we can incorporate...
PerSAM with effective designs in our EOP-Net and parameter-efficient fine-tuning to better exploit the SAM foundation models and generate robust OSHP predictions.

However, on the CIHP-OS dataset, POPNet [20] gets better results for 1-way OSHP. The reason is that CIHP-OS contains more challenging poses and occlusions with multiple persons in a scene, which makes learning the human foreground in the coarse-grained metric space challenging. POPNet [20] hence has more advantages for employing more parameters in different stages. In contrast, for \(k\)-way OSHP, since the semantic information for \(k\) classes is provided, EOP-Net can better utilize the extra semantic information to refine the human foreground with the end-to-end human parsing framework and achieve better performance.

Note that there is a performance gap when comparing the 1-way OSHP scores to \(k\)-way counterparts for most methods since parsing \(k\) classes together would introduce more interventions and confusion among the different human classes. Also, the gap between 1-way OSHP scores and \(k\)-way is higher on \(C_{\text{novel}}\) mIoU compared to \(C_{\text{human}}\) mIoU. The reason is that the model would be less confident in the novel classes when the base classes are involved during testing. However, providing the semantic information for \(k\) classes helps our model learn the underlying semantic relations across different human classes and can improve the overall human parsing performance.

### E. Qualitative Results

1) General Visual Inspection: To better understand the OSHP task and the effectiveness of EOP-Net, we further show the qualitative results generated by EOP-Net on both \(k\)-way and 1-way OSHP settings in Fig. 4. Generally, we observe that

---

**TABLE II**

| Method     | \(K\)-way OSHP | 1-way OSHP |
|------------|-----------------|------------|
|            | \(C_{\text{novel}}\) mIoU (%) | \(C_{\text{human}}\) mIoU (%) | Overall Acc. (%) |
|            | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Bi-mIoU} \) |
| Fine-tuning [79] | - | - | Ave | - | - | - | 0.0 | 0.0 | 0.0 | 13.3 | 12.0 | 12.7 | 48.7 |
| PerSAM [80] | 9.4 | 3.3 | 4.2 | 6.9 | 6.9 | 14.6 | 9.2 | 8.2 | 8.7 | 16.6 | 16.0 | 16.3 | 49.4 |
| PANet [12] | 37.8 | 31.1 | 34.5 | 58.5 | 59.8 | 59.9 | 59.2 | 76.0 |
| PPNet [35] | 0.3 | 0.7 | 0.5 | 54.8 | 54.1 | 54.5 | 91.6 | 7.6 | 5.6 | 6.6 | 12.8 | 9.3 | 11.1 | 49.1 |
| POPNet [20] | 29.0 | 29.3 | 29.2 | 55.3 | 56.8 | 56.1 | 91.9 | 40.3 | 26.7 | 31.9 | 58.4 | 66.9 | 62.3 | 69.8 |
| EOP-Net | 31.1 | 34.6 | 32.9 | 61.9 | 63.3 | 62.6 | 93.5 | 53.0 | 41.4 | 47.2 | 68.2 | 69.5 | 68.9 | 83.2 |

*ave* denotes the averaged results from two folds. *Bi-mIoU* denotes binary mIoU.

**TABLE III**

| Method     | \(K\)-way OSHP | 1-way OSHP |
|------------|-----------------|------------|
|            | \(C_{\text{novel}}\) mIoU (%) | \(C_{\text{human}}\) mIoU (%) | Overall Acc. (%) |
|            | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Bi-mIoU} \) |
| Fine-tuning [79] | - | - | Ave | - | - | - | 0.0 | 0.0 | 0.0 | 13.7 | 10.1 | 11.9 | 49.1 |
| PerSAM [80] | 13.7 | 19.2 | 16.5 | 10.0 | 10.0 | 10.0 | 9.6 | 9.6 | 8.6 | 9.1 | 13.2 | 12.1 | 12.7 | 43.5 |
| PANet [12] | 36.4 | 23.7 | 30.1 | 43.1 | 42.3 | 42.7 | 62.9 | 18.0 | 15.7 | 16.9 | 43.0 | 41.0 | 42.0 | 61.9 |
| PPNet [35] | 11.0 | 11.8 | 11.4 | 13.7 | 13.7 | 13.7 | 30.7 | 4.1 | 7.1 | 5.6 | 10.0 | 11.7 | 10.9 | 46.3 |
| SG-One [54] | 22.1 | 29.7 | 25.7 | 31.9 | 31.8 | 31.9 | 72.9 | 36.9 | 48.9 | 42.9 | 52.3 | 56.3 | 54.3 | 66.1 |
| AMP [63] | 25.7 | 30.4 | 28.1 | 43.0 | 45.7 | 44.4 | 80.9 | 42.0 | 46.2 | 44.1 | 57.0 | 58.0 | 57.5 | 75.8 |

*ave* denotes the averaged results from two folds. *Bi-mIoU* denotes binary mIoU.

**TABLE IV**

| Method     | \(K\)-way OSHP | 1-way OSHP |
|------------|-----------------|------------|
|            | \(C_{\text{novel}}\) mIoU (%) | \(C_{\text{human}}\) mIoU (%) | Overall Acc. (%) |
|            | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Fold 1} \) | \(\text{Fold 2} \) | Ave | \(\text{Bi-mIoU} \) |
| Fine-tuning [79] | - | - | Ave | - | - | - | 0.0 | 0.0 | 0.0 | 7.2 | 7.1 | 9.3 | 46.3 |
| PerSAM [80] | 7.8 | 10.3 | 9.1 | 7.1 | 7.1 | 7.1 | 10.4 | 11.1 | 9.2 | 10.2 | 15.5 | 13.4 | 14.5 | 48.3 |
| PANet [12] | 16.1 | 27.3 | 21.7 | 43.4 | 44.7 | 44.1 | 67.2 | 16.1 | 27.3 | 21.7 | 43.4 | 44.7 | 44.1 | 67.2 |
| PPNet [35] | 0.8 | 0.3 | 0.5 | 42.9 | 37.1 | 40 | 81.8 | 7.9 | 10.0 | 9.0 | 47.0 | 45.4 | 46.2 | 65.4 |
| SG-One [54] | 8.9 | 9.7 | 9.3 | 20.4 | 22.5 | 21.5 | 56.3 | 5.5 | 5.3 | 5.4 | 9.2 | 10.3 | 9.8 | 46.6 |
| AMP [63] | 10.2 | 3.1 | 6.7 | 29.0 | 22.5 | 25.8 | 58.7 | 31.0 | 40.3 | 35.7 | 56.5 | 58.4 | 57.7 | 70.9 |
| POPNet [20] | 25.4 | 36.4 | 30.9 | 53.8 | 55.4 | 54.6 | 74.4 | 20.5 | 25.1 | 22.8 | 49.1 | 45.5 | 47.3 | 84.0 |

*ave* denotes the averaged results from two folds. *Bi-mIoU* denotes binary mIoU.
Fig. 4. Visual results of EOP-Net on the CIHP-OS and ATR-OS meta-testing set. (a)-(c) $k$-way OSHP. (d)-(f) 1-way OSHP. The novel classes in $k$-way OSHP have white text labels and all parsed classes in 1-way OSHP are the novel classes. “Upper-clothes” is in both yellow/orange due to color’s addition effect between the background images and the semantic maps.

Fig. 5. Qualitative comparison between EOP-Net and PerSAM [80] on CIHP-OS Fold 1.

EOP-Net can flexibly generate satisfying parsing masks for classes defined by the support example, including the novel classes that are not annotated in the training data. For example, for the $k$-way OSHP on CIHP-OS in Fig. 4(a) and (b), although the scenes contain crowded humans in various challenging poses, EOP-Net is still able to generate high-quality parsing results in terms of both the small-size base classes, e.g., “face” and “arms”, and the novel classes, e.g., “hat” and “upper-clothes” in (a). For the 1-way OSHP on CIHP-OS, since the model is only required to learn to parse one target class which is a relatively easier setting, the quality of the parsing results is better than that for the $k$-way OSHP. On ATR-OS in Fig. (c) and (f), since the human foreground is more salient, the parsing results are more precise.

2) Visual Comparison With Baselines: With the same support image and support mask, we compare our EOP-Net with the baseline methods for $k$-way OSHP. As shown in Fig. 6, although AMP [63] yields the highest scores on $C_{novel}$ mIoU among the baselines, it still struggles to locate and discriminate the novel classes, indicating that the OSHP task is indeed challenging for the OS3 methods. On the contrary, POPNet [20] and our EOP-Net can successfully discriminate the fine-grained human classes, including the novel ones. When comparing EOP-Net with POPNet [20], we can observe that EOP-Net has higher accuracy for discriminating base and novel classes, as indicated by the white boxes. We speculate that the end-to-end human parsing framework and the prototype-level contrastive loss learn more discriminative feature representations and separate the similar parts in the metric space, respectively.

We also notice some failure patterns in Fig. 6. For instance, in the first and second rows, both POPNet [20] and our EOP-Net fail to parse the humans far away from the camera because these areas have less encoded local semantic information. We leave fixing the problem as the future work.

3) Parsing Stability: To evaluate the stability of EOP-Net for OSHP, we map the same query image with different support pairs sampled from the ATR-OS meta-testing set in Fig. 7. Although there is a noticeable variation in the appearance of
Fig. 6. Visual results of different methods for $k$-way OSHP on the CIHP-OS (top two rows) and ATR-OS (bottom two rows) meta-testing set. Our methods POPNet \[20] and EOPNet generate more accurate predictions than the best-performed baseline method AMP [63]. The differences are highlighted in white boxes.

Fig. 7. Visual results for parsing the same query image with different support pairs on ATR-OS meta-testing set. The novel class “skirt” is labeled in yellow/orange in $k$-way OSHP and red color in 1-way OSHP.

the support images, our method can still generate relatively stable parsing results on the novel class “skirt”. These results indicate that the momentum-updated prototypes for the base classes facilitate learning robust features, which is transferable to the novel classes despite the appearance variations in the support images.

F. Ablation Studies

We investigate the effectiveness of key components of our model on the ATR-OS dataset Fold 1 in Table V and Fig. 8.

1) DML Scheme: First, we can observe from the first row in Table V that solely applying AGM ($\beta = 1$ during training in (10)) has an acceptable $C_{human\text{ }mIoU}$ but very low $C_{novel\text{ }mIoU}$. It indicates that the model overfits the base classes. Then, when solely applying NPM ($\beta = 0$ during training in (10)) in the second row, we can observe that although the $C_{novel\text{ }mIoU}$ is higher, the model has an overall low performance for both $C_{novel\text{ }mIoU}$ and $C_{human\text{ }mIoU}$. The reason is that the model cannot discriminate the fine-grained similar human classes with a lightweight NPM structure. The experimental results support the intuition for developing DML in Section IV-C. By employing both modules in the third row without the weight-shifting...
strategy ($\beta = 0.5$ during training in (10)), the $C_{novel}$ mIoU can be improved to 13.1%, suggesting that improving the metric quality by modeling the query-support correlations with AGM and maintaining a lightweight module with NPM with high transferability are both important for EOP-Net. When further adding the weight shifting strategy in the fourth row, our model can significantly improve $C_{novel}$ mIoU and $C_{human}$ mIoU by large margins, i.e., achieving 21.6% and 58.6%, respectively. It’s indicated that integrating AGM with NPM via the weight-sharing strategy can further boost performance for our EOP-Net.

2) End-to-End Human Parsing Framework: The above ablation experiments are only conducted on the fine-grained metric space. We then formulate parsing with the proposed end-to-end human parsing framework to parse both coarse-grained and fine-grained human classes with the end-to-end human parsing framework, and adding the auxiliary prototype-level contrastive loss.

We also compare our end-to-end human parsing framework with the progressive human parsing framework in POPNet [20] in terms of the parsing performance. The comparison on ATR-OS Fold 1 is shown as follows:

| Parsing framework | $C_{novel}$ mIoU (%) | $C_{human}$ mIoU (%) |
|-------------------|----------------------|----------------------|
| Progressive       | 29.0                 | 55.3                 |
| End-to-end        | 30.2                 | 61.1                 |

We notice that replacing the progressive parsing framework with the end-to-end parsing framework can boost the $C_{novel}$ mIoU and $C_{human}$ mIoU by 1.2% and 5.8%, respectively, demonstrating the superiority of the end-to-end solution for having a higher ability to locate and discriminate the small-size human classes compared to the progressive framework.

3) Prototype-Level Contrastive Loss: After applying the prototype-level contrastive loss on the prototypes, we can observe that EOP-Net finally reaches 31.1% $C_{novel}$ mIoU and 61.9% $C_{human}$ mIoU. It is noteworthy that the mIoU for $C_{base}$ reaches 71.2%, which is close to the fully supervised human parsing methods. Together with the visual inspection results in Fig. 6, we speculate that applying the auxiliary prototype-type-level contrastive loss is beneficial for separating the base classes in the fine-grained space. We also surprisingly notice that such capability is also transferable to the novel classes.

4) Momentum-Updated Prototypes: We investigate the training curve with and without the momentum-updated prototypes in Fig. 8. We compare our method with and without momentum-updated prototypes in terms of the mean $C_{base}$ accuracy and the mean $C_{novel}$ accuracy for the ATR-OS dataset. Interestingly, although we only have the momentum-updated prototypes for the base classes, the mean $C_{base}$ accuracy becomes similar when training with/without momentum-updated prototypes after training for 30 epochs. On the contrary, mean $C_{novel}$ accuracy shows an improving trend when equipped with momentum-updated prototypes and vice versa. To further investigate this phenomenon, we report the mIoU with different values of the momentum coefficient $\alpha$ (3) on ATR-OS Fold 1 in Table VI. We find that generally higher momentum coefficients (more robust base class presentations) lead to better $C_{novel}$ mIoU. We speculate that robust base-class representations brought by momentum-updated prototypes stabilize the training process to learn more representative features for the novel classes. Thus, we set $\alpha = 0.9999$ as the default setting.

5) Depth of Embedding Network: In this paper, we employ a customized Deeplab V3+ [75] encoder as the embedding network. The original Deeplab V3+ encoder has a total of 74 convolutional layers. Here, we investigate the effect of its depth. We report the results of EOP-Net under three common depth variants of 62, 69, and 74 layers in Table VII. We observe that the 62-layer embedding network achieves the highest $C_{novel}$

---

**TABLE V**

| Methods | $C_{novel}$ mIoU (%) | $C_{human}$ mIoU (%) |
|---------|----------------------|----------------------|
| AGM     | 0.4                  | 51.6                 |
| NPM     | 8.2                  | 16.5                 |
| DML w/o WS | 13.1               | 33.3                 |
| DML     | 21.6                 | 58.6                 |
| DML + CG & FG | 30.2             | 61.6                 |
| DML + CG & FG + CL | 31.1         | 61.9                 |

*“WS”, “CG & FG”, “CL” are short for the weight shifting strategy, parsing both coarse-grained and fine-grained human classes with the end-to-end human parsing framework, and adding the auxiliary prototype-level contrastive loss.*

**TABLE VI**

| $\alpha$  | 0.5 | 0.9 | 0.999 | 0.9999 | 0.99999 |
|-----------|-----|-----|-------|--------|---------|
| $C_{novel}$ mIoU | 25.7 | 28.3 | 30.7 | 31.1 | 31.0 |
| $C_{human}$ mIoU | 60.6 | 61.2 | 61.2 | 61.9 | 61.7 |

**TABLE VII**

| Embedding network | $C_{novel}$ mIoU (%) | $C_{human}$ mIoU (%) |
|-------------------|----------------------|----------------------|
| 62-layer          | 31.1                 | 61.9                 |
| 69-layer          | 30.5                 | 61.7                 |
| 74-layer          | 30.4                 | 61.8                 |
G. Model Complexity and Running Time

We compare the computational complexity, model size, and running time of our models with representative k-way OS3 models in Table VIII. Images are at a resolution of 512×512, and the support class number k in each scene is 5. We measure the computational cost by multiply-and-accumulates (MACs), the model size by the number of parameters, and the inference speed by frames per second (FPS) with a batch size of 1. The FPS results are averaged over the first 30 images of ATR-OS. The average number of classes is 9.3. We observe that although the parameters for PANet [12] and PPNet [35] are less than our models, they have higher computational complexity and latency since they require loading k different support images in one meta-training/meta-testing episode. In contrast, POPNet [20] and EOP-Net can fully utilize k classes annotated in one support image and hence reduce computation. Compared to POPNet [20], EOP-Net further reduces the computational cost and the parameters by half. The FPS is also improved to 12.0. The improved efficiency comes from sharing the embedding network for parsing human in different granularities with the end-to-end human parsing framework instead of employing the progressive framework as in [20].

VII. CONCLUSION

In this work, we have introduced a new challenging but promising new task, i.e., one-shot human parsing (OSHP) that requires parsing human images into an open set of classes defined by a single reference image, which can largely alleviate the annotation effort and benefit many fashion application scenarios. To this end, we have devised a strong baseline, i.e., End-to-end One-shot human Parsing Network (EOP-Net). EOP-Net can effectively learn a strong embedding network, develop representative features with high transferability, and separate the human classes in the metric space, thereby handling the small sizes, testing bias, and similar parts issues. Moreover, we have also established the first benchmark by tailoring three large-scale human parsing datasets to the OSHP settings, which can serve as a testbed for training and validating OSHP models. Extensive experimental results on the three datasets have demonstrated the effectiveness of EOP-Net and its superiority over the state-of-the-art one-shot semantic segmentation methods in terms of both the generalization ability on the novel classes and the overall parsing ability of the entire human body.

To address the failure cases in Section VI-E2, we plan to continue our research in the following directions. The first is to improve the local semantic reasoning ability by exploring the natural human class relationships through graph convolutional networks [83], [84] or vision Transformers [85], [86], [87]. The second is to combine one-shot human parsing with other human-centric analysis tasks to improve the perception of human body semantics, e.g., human pose estimation [88]. It is also possible to improve the one-shot parsing performance on small human instances and body parts in crowded scenes by exploiting instance-aware bounding boxes [43], [44], [89]. Moreover, clustering [67] and self-training can be helpful for explicitly modeling the relationship of novel classes.

TABLE VIII
MODEL COMPLEXITY AND RUNNING TIME OF DIFFERENT METHODS

| Method       | MACs (G) | Parameters (M) | FPS |
|--------------|----------|----------------|-----|
| PANet [12]   | 612.6    | 14.7           | 2.3 |
| PPNet [35]   | 560.0    | 24.7           | 0.3 |
| POPNet [20]  | 264.4    | 85.8           | 7.8 |
| EOP-Net      | 129.3    | 42.5           | 12.0|
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