We consider discriminating between bipartite boxes with 2 binary inputs and 2 binary outputs \( (2 \times 2) \) using the class of completely locality preserving operations i.e. those, which transform boxes with local hidden variable model (LHVM) into boxes with LHVM, and have this property even when tensored with identity operation. Following approach developed in entanglement theory we derive linear program which gives an upper bound on the probability of success of discrimination between different isotropic boxes. In particular we provide an upper bound on the probability of success of discrimination between isotropic boxes with the same mixing parameter. As a counterpart of entanglement monotone we use the non-locality cost. Discrimination is restricted by the fact that non-locality cost does not increase under considered class of operations. We also show that with help of allowed class of operations one can distinguish perfectly any two extremal boxes in \( 2 \times 2 \) case and any local extremal box from any other extremal box in case of two inputs and two outputs of arbitrary cardinalities.

I. INTRODUCTION

Asking two distant parties that do not communicate for certain set of answers is the well known scenario for a non-local game \([1][2]\). Depending on the resource the parties share, they can obtain higher or lower probability of success in winning the game. Sharing a quantum state can allow for the probability higher with respect to classical resources, and sharing arbitrary non-local but not-signaling system can make it sometimes even equal to \(1\) \([3]\).

For this reason, among others, the non-locality represented by the so called box (a conditional probability distribution) has been treated as a resource in recent years \([4]\). The world of non-signaling, non-local boxes bares analogy with the world of entangled states \([5][14]\). Therefore it is clear, that investigation of non-locality and entanglement can help each other. We develop this analogy, in the scenario of distinguishing between systems (see in this context \([15]\)). Namely we consider scenario in which two distant parties know that they share a box drawn from some ensemble. Their task is to tell the box they share with as high probability as it is possible, using allowed class of operations. In our case, these operations will be such that transform local boxes into local ones and has this property even when tensored with identity operation.

An analogous scenario in entanglement theory was considered in recent years (see e.g. \([16]\) and references therein), where one asks about discriminating orthogonal quantum states by means of Local Operations and Classical Communication (LOCC). In our method, we base on one of the first results on this subject \([17]\), where it was shown that one can not distinguish between 4 Bell states \(\{|\psi_i\rangle\}_{i=1}^4\) by LOCC. The common method in entanglement theory is that something is not possible or else some monotone would increase under LOCC operation, which is a contradiction. Here this approach was not directly applicable, since the states (and their entanglement) can be completely destroyed in process of distinguishing. The Ghosh et al. (GKRSS) method of \([17]\) gets around this problem, by considering entanglement of the Bell states classically correlated with themselves:

\[
\rho_{ABCD} = \sum_i \frac{1}{4} |\psi_i\rangle\langle\psi_i|_{AB} \otimes |\psi_i\rangle\langle\psi_i|_{CD}. \tag{1}
\]

Indeed, if Alice and Bob could distinguish the Bell states on system AB, they could transform the states on CD into the singlet state by local control operations, that transform each of \(|\psi_i\rangle\) into \(|\psi_0\rangle\) which would mean that distillable entanglement of \(\rho_{ABCD}\) is at least 1 e-bit. This contradicts the fact that the state \(\rho_{ABCD}\) is separable as it can be written as \(\rho_{ABCD} = \sum_i \frac{1}{4} |\psi_i\rangle\langle\psi_i|_{AC} \otimes |\psi_i\rangle\langle\psi_i|_{BD}\). Hence the states \(\{|\psi_i\rangle\}\) can not be perfectly distinguishable.

In what follows, we consider an analogue of the above state \([1]\), based on the so called isotropic boxes \(B^{\alpha_i}(B^{\beta_i})\), i.e. boxes that are mixtures of Popescu-Rohrlich (PR) boxes and ‘anti’ PR box with probability \(\alpha_i\) (\(\beta_i\)).

\[
B_m = \sum_{i=0}^{n-1} p_i B_{AB}^{\alpha_i} \otimes B_{CD}^{\beta_i}. \tag{2}
\]

A class of operations we consider is similar to that of locality preserving \([15]\) but we demand also completeness i.e. that the operations should be locality preserving even when tensored with identity operation on some part of a box. Moreover we demand that they have special output i.e. that they are discriminating operations. As a monotone we choose a nonlocal cost of a box \([19]\). We also show that with help of these operations one can distinguish any 2 extremal boxes in \(2 \times 2\) case and any local extremal bipartite box with 2 inputs and 2 outputs from any other extremal box of this form for arbitrary cardinalities of inputs and outputs. This partially resembles result of \([20]\) from entanglement theory where it is proven that any two orthogonal (multipartite) states can be perfectly distinguished.

The rest of the paper is organized as follows: section \([11]\) provides the scenario and definition of the class of op-
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II. SCENARIO OF DISTINGUISHING

By a bipartite box $X$ we mean a family of probability distributions that have support on Cartesian product of spaces $\Omega_A \times \Omega_B$. Each of the spaces may contain (the same number of) $n$ systems. In special case of bipartite boxes with $n=1$, we denote them as $P_X(a, b|x, y)$ where $x, y$ denotes the inputs to the box and $a, b$ its output. We say that boxes are compatible if they are defined for the same number of parties, with the same cardinalities of each corresponding input and each corresponding output. Definition of multipartite box is analogous. We will consider only boxes that satisfy some non-signaling conditions. To specify this we need to define general non-signaling condition between some partitions of systems $[4, 21]$. 

**Definition 1** Consider a box of some number of systems $n + m$ and its partition into two sets: $A_1, ..., A_n$ and $B_1, ..., B_m$. A box on these systems given by probability table $P(a, b|x, y)$ is non-signaling in cut $A_1, ..., A_n$ and $B_1, ..., B_m$ if the following two conditions are satisfied:

\[
\forall_{a, \bar{x}, \bar{y}, y'} \sum_b P(a, b | \bar{y}, y') = \sum_b P(a, b | \bar{y}, y')
\]

\[
\forall_{\bar{a}, \bar{x}, \bar{y}, y} \sum_a P(\bar{a}, \bar{b} | \bar{y}, \bar{y}) = \sum_a P(\bar{a}, \bar{b} | \bar{y}, \bar{y})
\]

If the first condition is satisfied, we denote it as $A_1, ..., A_n \not\Rightarrow B_1, ..., B_m$.

If the second we write $B_1, ..., B_m \not\Rightarrow A_1, ..., A_n$,

and if both:

$A_1, ..., A_n \not\Rightarrow B_1, ..., B_m$.

We say that a box of systems $A_1, ..., A_n, B_1, ..., B_m$ is fully non-signaling if for any subset of systems $A^I B^J \equiv A_{i_1}, ..., A_{i_l}, B_{j_1}, ..., B_{j_k}$ with $I \equiv \{i_1, ..., i_l\} \subseteq N \equiv \{1, ..., n\}$ and $J \equiv \{j_1, ..., j_k\} \subseteq M \equiv \{1, ..., m\}$ such that not both $I$ and $J$ are empty, there is

$A^I B^J \not\Rightarrow A^{N-I} B^{M-J}$.

In what follows we will consider only boxes that are fully non-signaling, according to the above definition. The set of all boxes compatible to each other, that satisfy the above definition, we denote as $NS$.

By locally realistic box we mean the following ones:

**Definition 2** Locally realistic box of $2n$ systems $A_1, ..., A_n, B_1, ..., B_n$ is defined as

\[
\sum_{\lambda} p(\lambda) P(\bar{a}|x)_{A_1, ..., A_n} \otimes P(\bar{b}|\bar{y})_{B_1, ..., B_n}
\]

for some probability distribution $p(\lambda)$, where we assume that boxes $P(\bar{a}|x)_{A_1, ..., A_n}$ and $P(\bar{b}|\bar{y})_{B_1, ..., B_n}$ are fully non-signaling. The set of all such boxes we denote as $LR_{ns}$. All boxes that are fully non-signaling but do not satisfy the condition (7), are called non-$LR_{ns}$.

We consider a family $\mathcal{L}$ of operations $\Lambda$ on a box shared between Alice and Bob, which preserve locality, as defined below (see in this context [18]).

**Definition 3** An operation $\Lambda$ is called locality preserving (LP) if it satisfies the following conditions:

(i) validity i.e. transforms boxes into boxes.

(ii) linearity i.e. for each mixture $X = pP + (1 - p)Q$, there is $\Lambda(X) = p\Lambda(P) + (1 - p)\Lambda(Q)$

(iii) locality preserving that is transforms boxes from $LR_{ns}$ into boxes from $LR_{ns}$.

(iv) non-signaling that is transforms fully non-signaling boxes into fully non-signaling ones.

In what follows we will focus on special locality preserving operations, namely those which are completely locality preserving.

**Definition 4** An operation $\Lambda$ acting on system $AB$ is called completely locality preserving (CLP) if $\Lambda$ is locality preserving and $\Lambda \otimes I_{CD}$ is locality preserving where $I_{CD}$ is identity operation on arbitrary but finite-dimensional bipartite subsystem of systems $C$ and $D$.

**Remark 1** Note, that CLP $\subseteq$ LP, since the swap operation $V$ is in LP, but is not in CLP: $V_{AB} \otimes I_{AB'}$ acting on product of two nonlocal boxes on $AA'$ and $BB'$ respectively, makes non-locality across $AA'$ versus $BB'$ cut. Similarly like the swap operation on quantum states transforms separable states into separable ones, yet is not completely separable to state operation, as $V_{AB} \otimes I_{AB'}$ creates entanglement in $AA'$ vs $BB'$ cut, when applied to tensor product of two singlet states: $|\psi_0\rangle_{AA'} \otimes |\psi_0\rangle_{BB'}$.

Finally, we will be interested in those CLP maps which are discriminating between some boxes from a given ensemble, where by ensemble we mean the family of pairs $\{p_i, X_i\}_{i=1}^{n-1}$ where $X_i$ is a bipartite box, and $p_i$ is the probability with which Alice and Bob share this box such that $\sum_{i=0}^{n-1} p_i = 1$. We will need also the notion of a flag-box which is a box denoted as $F(j)$ defined as deterministic box with single input $s$ of cardinality $1$, and as
a (single) output a probability distribution on \( \{1, \ldots, n\} \) which is Kronecker delta \( \delta_{j,c} \). To indicate its input and output, we will denote it also as \( P^{(j)}(c|s) \). It can be viewed as a counterpart of quantum state \( |j\rangle\langle j| \), and it is equivalent to probability distribution \([22]\). We say, that an \( F(j) \) is a flag-box with flag \( j \). In what follows an operation returning flag-boxes with flag \( j \) means that Alice and Bob claim that they were given box number \( j \) from the ensemble.

**Definition 5** \( \Lambda \) discriminates the ensemble \( \{p_i, X_i\}_{i=0}^{n-1} \) if for every \( i \), there is

\[
\Lambda(X_i) = \sum_{j=0}^{n-1} q_j^{X_i} F^A(j) \otimes F^B(j)
\]

(8)

where \( \{q_j^{X_i}\}_{j=1}^{n} \) is a probability distribution that may depend on \( X_i \). The box \( F^A(j) \) is a flag-box with flag \( j \) on system of Alice and \( F^B(j) \) is that on Bob’s.

Note, that the above definition could be defined without reference to ensemble: just on any box \( X \) discriminating operation should provide flag-boxes. However we find the latter, in principle more restrictive one.

We can describe now the scenario of discrimination of an ensemble. The Referee creates a box on systems \( RAB \) of the form:

\[
\sum_{i=0}^{n-1} p_i F^R(i) \otimes X_i^{AB}
\]

(9)

and then sends system \( A \) to Alice and \( B \) to Bob, distributing thereby between them the box \( X_i \) with probability \( p_i \). The Referee holds flag-box \( F(i) \) and waits for their answer. Alice and Bob are allowed to apply some operation which is (i) CLP and (ii) discriminates the ensemble \( \{p_i, X_i\}_{i=0}^{n-1} \), denoted as \( \Lambda \). Due to Definition 5 by linearity of CLP operations, \( \Lambda \) results in the following box shared between the Referee, Alice and Bob (see Fig. 1):

\[
\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} p_i q_j^{(i)} F^R(i) \otimes F^A(j) \otimes F^B(j)
\]

(10)

We define now the probability of success \( p^s_\Lambda \) with which \( \Lambda \) discriminates the ensemble. It is computed from the joint probability distribution of the Referee’s ‘flags’ and the Alice’s and Bob’s ‘flags’ \( p_{\Lambda}(i,j) \equiv p_{\Lambda}^{(i)}(j) \) as

\[
p^s_\Lambda \equiv \sum_{i=0}^{n-1} p_{\Lambda}(i,i)
\]

(11)

We can finally define the problem of distinguishing between boxes as follows:

**Example 1** Consider a pair of boxes: the PR box, defined as

\[
P_1(a, b|x, y) = \begin{cases} \frac{1}{2} & \text{if } a \oplus b = xy \\ 0 & \text{else} \end{cases}
\]

(13)

and anti-PR box defined as

\[
P_2(a, b|x, y) = \begin{cases} \frac{1}{2} & \text{if } a \oplus b = xy \oplus 1 \\ 0 & \text{else} \end{cases}
\]

(14)

Then, by (i) choosing \( x = 1 \) (Alice) and \( y = 1 \) (Bob), comparing the results (ii) deciding to output flags \( F(1)^A \otimes F(1)^B \) if the results are not equal (and hence \( a \oplus b = 1 \) while \( F^A(2) \otimes F^B(2) \) providing the results are equal (and hence \( a \oplus b = 0 \)) (iii) tracing out the results of measurements, they distinguish perfectly the PR box from anti-PR box via a CLP operation.

**III. ISOTROPIC BOXES, TWIRLING AND NON-LOCAL COST**

In what follows, we will use numerously the boxes locally equivalent to PR box:

\[
B_{rst}(a, b|x, y) = \begin{cases} 1/2 & \text{if } a \oplus b = xy \oplus rx \oplus sy \oplus t \\ 0 & \text{else} \end{cases}
\]

(15)

(where \( a, b, x, y, r, s, t \) are binary), which we call here maximally nonlocal boxes.
More specifically, we will focus on distinguishing between isotropic boxes \([23]\)

\[
B_{i}^{\alpha_i} = \alpha_i B_i + (1 - \alpha_i) \overline{B}_i.
\]  

(16)

\(B_i \in \{B_{rst}\}_{r,s,t=000}^{111}\), where \(\alpha_i \in \{3/4, 1\}\), and \(\overline{B}_i\) denotes \(B_{rst}\) with \(t\) being negation of bit \(t\). We define here a function \(f\) which maps indices \(i\) into strings \(rst\), that is \(f(i) := rst\) iff \(B_{rst}^{\alpha_i} = \alpha_i B_{rst} + (1 - \alpha_i) \overline{B}_{rst}\). In other words, this function groups isotropic boxes according to which maximally nonlocal box it is built of. By \(B_{rst}^{\alpha_i}\) we will denote \(B_{rst}\) such that \(f(i) = rst\), i.e. \(\alpha_i B_{rst} + (1 - \alpha_i) \overline{B}_{rst}\). We exemplify this notation on Fig. 2.

The boxes \(B_{000}\) and \(B_{001}\) are invariant under the following transformation \([23, 24]\) called twirling:

\[
\begin{align*}
x &\rightarrow x \oplus \delta \\
y &\rightarrow y \oplus \gamma \\
a &\rightarrow a \oplus \gamma x \oplus \delta y \oplus \theta \\
b &\rightarrow b \oplus \alpha y \oplus \theta
\end{align*}
\]

(17)

In what follows, as a measure of non-locality we take the non-locality cost \(C(P)\) \([3, 14]\) defined like this:

\[
C(P) = \inf \{ p : P = pX + (1-p)L, X \in NS, L \in LR_{ns} \}.
\]  

(18)

We make the following easy observation, that non-locality cost is monotonous under CLP operations.

**Observation 1** Nonlocality cost does not increase under LP and CLP operations

**Proof.-** Let us consider any ensemble of \(P = pX + (1-p)L\). By linearity of \(\Lambda\)

\[
\Lambda(P) = p\Lambda(X) + (1-p)\Lambda(L).
\]

(19)

Now, no matter \(\Lambda\) is LP, or CLP, it is locality preserving which implies that \(\Lambda(L)\) is some \(L'\) from \(LR_{ns}\). Moreover it is valid, hence transforms \(X\) into some non-signaling box \(\Lambda(X)\).

\[
\Lambda(P) = p\Lambda(X) + (1-p)L'.
\]

(20)

Hence, there is \(p \geq C(\Lambda(P))\) since this valid decomposition into local \(L'\) and nonlocal part \(\Lambda(X)\) can be suboptimal for \(C(\Lambda(P))\). Since this happens for any ensemble, and \(C(P)\) is infimum of \(p\) over the ensembles, we have that \(C(\Lambda(P)) \leq C(P)\), by definition of infimum. Indeed, for any \(\delta\) there exists \(p_\delta\) which is such that \(C(P) + \delta > p_\delta\) thus by contradiction if \(C(\Lambda(P)) > C(P)\) then taking \(\delta = C(P) - C(\Lambda(P))\) we would get \(C(\Lambda(P)) > p_\delta\), which contradicts the above considerations.

We will need also an observation (see in this context \([14, 18]\))

**Observation 2** An isotropic box \(B_{000}^\alpha = \alpha B_{000} + (1 - \alpha) B_{001}\) with \(\alpha \in \{3/4, 1\}\) satisfies

\[
C(B_{000}^\alpha) = 4\alpha - 3.
\]

(21)

**Proof.-** Since the box \(B_{000}^\alpha\) is invariant under twirling, it’s optimal decomposition in definition of \(C(P)\) has both local part \(L\) and nonlocal \(X\) which are also invariant under twirling i.e. lays on a line between \(B_{000}\) and \(B_{001}\). Let us consider some decomposition \(B_{000}^\alpha = pX + (1-p)L\), where \(L\) is a local box. Note, that \(p\) in this decomposition can be written in terms of CHSH value:

\[
\gamma(X) = \langle 00 \rangle + \langle 01 \rangle + \langle 10 \rangle - \langle 11 \rangle.
\]

(22)
with \( \langle ij \rangle = P(a = b|x = i, y = j) - P(a \neq b|x = i, y = j) \).

Namely:

\[
p = \frac{\gamma(B_{000}^\alpha) - \gamma(L)}{\gamma(X) - \gamma(L)}.
\]  

(23)

It is now easy to see, that for fixed \( L \), minimal \( p \) is reached for \( X = B_{000} \), as we can always lower the \( p \) by setting \( \gamma(X) = 4 \). Hence we end up with optimization of a function

\[
\frac{(8\alpha - 4) - \gamma(L)}{4 - \gamma(L)},
\]

where \(-2 \leq \gamma(L) \leq 2\). Using Mathematica 7.0, we find this function attains minimum at \( 4\alpha - 3 \), which we aimed to prove.

IV. UPPER BOUND ON DISTINGUISHING OF ISOTROPIC BOXES

We focus now on distinguishing of the following ensemble:

\[
\{p_i, B_{i}^{\alpha_i}\}_{i=0}^{n-1},
\]

(25)

with \( \alpha_i \in \left[ \frac{1}{2}, 1 \right] \). Following GKRSS method \([17]\), we will consider a box obtained by classically correlating boxes \( B_i^{\alpha_i} \) with other isotropic boxes, parametrised by some \( \beta_i \in \left[ \frac{1}{2}, 1 \right] \):

\[
B_{in} = \sum_{i=0}^{n-1} p_i B_i^{\alpha_i} \otimes B_i^{\beta_i},
\]

(26)

and compare its non-locality with the box after application of some optimal CLP discriminating operation \( \Lambda \) (see Fig. 3).

We obtain the following result:

**Theorem 1** For an ensemble \( \{p_i, B_{i}^{\alpha_i}\}_{i=0}^{n-1} \) with \( \alpha_i \in \left[ \frac{1}{2}, 1 \right] \) and any CLP operation \( \Lambda \) which discriminates the ensemble there is

\[
\sum_{i=0}^{n-1} p_i (\alpha_i + \max_k \beta_k - 1) \leq \frac{C(B_{in}) + 3}{4} + \max_k \beta_k - 1,
\]

(27)

where \( B_{in} = \sum_{i=0}^{n-1} p_i B_i^{\alpha_i} \otimes B_i^{\beta_i} \).

Following the above theorem we have immediate corollary, considering distinguishing of isotropic states with the same parameter \( \alpha_i = \alpha \), and considering \( \beta_i = \alpha \).

**Corollary 1** For the ensemble of isotropic boxes with the same parameter \( \alpha_i = \alpha \in \left[ \frac{3}{4}, 1 \right] \): \( \{p_i, B_i^{\alpha_i}\} \) with \( n \leq 8 \) the optimal probability of distinguishing by CLP operations that discriminate the ensemble satisfies:

\[
ps \leq \frac{C(B_{in}) - 1 + 4\alpha}{4(2\alpha - 1)},
\]

(28)

where \( B_{in} = \sum_{i=0}^{n-1} p_i B_i^{\alpha} \otimes B_i^{\alpha} \).

To exemplify the consequences of the above corollary we first set also \( \alpha = 1 \), that is consider distinguishing between maximally non-local boxes. We consider then the ensembles with a fixed number of maximally non-local boxes \( k \) provided with equal weights \( p_i = \frac{1}{k} \), and for each of them find \( C(B_{in}) \). We then take minimal of these values, obtaining universal bound \( p_s(k) \) - on the probability of success of distinguishing \( k \) maximally non-local boxes from each other.

To this end, we have used Mathematica 7.0 and approach of \([13]\), but with much smaller class of deterministic boxes, since we demand stronger non-signaling condition. For \( k = 2 \) the bound is trivial, as the cost is 1 for any pair. For \( k = 3 \) there are only 6 ensembles for which cost is less than one (equal \( \frac{1}{2} \) for all 6) which implies the bound \( \frac{11}{12} \) for all of them. For example

\[
A_3 = \{\frac{1}{3}B_{000}, \frac{1}{3}B_{010}, \frac{1}{3}B_{100}\}.
\]

(30)
has $p_s(A_3) \leq \frac{11}{16}$. For $k = 4$ an exemplary ensemble with the smallest non-locality cost $\frac{5}{8}$ is

$$A_4 = \left\{ \frac{1}{4} B_{0000}, \frac{1}{4} B_{0011}, \frac{1}{4} B_{0100}, \frac{1}{4} B_{1000} \right\}$$

and there is $p_s(A_4) \leq \frac{29}{32}$. For $k \geq 5$ the non-locality cost is non-zero for every box that we consider and hence we have obtained the following general bounds:

$$p_s(5) \leq \frac{37}{40}, \quad p_s(6) \leq \frac{7}{8}, \quad p_s(7) \leq \frac{23}{28}, \quad p_s(8) \leq \frac{3}{4}.$$  

One can be also interested if some bound can be obtained for a box which can be obtained physically, i.e. via measurement on a quantum state. We choose the boxes with $
alpha_i = \frac{2+\sqrt{2}}{4} = \alpha_q$, which corresponds to CHSH quantity equal to $2\sqrt{2}$ [25,26]. We obtain via corollary 2 denoting $p_s^\alpha(k)$ the upper bound on probability of success of discriminating between any $k$ boxes from the set $B_{\alpha st}^p$ that

$$p_s^\alpha(3) \leq 0.975593, \quad p_s^\alpha(4) \leq 0.926778, \quad p_s^\alpha(5) \leq 0.874817, \quad p_s^\alpha(6) \leq 0.833334, \quad p_s^\alpha(7) \leq 0.785715, \quad p_s^\alpha(8) \leq 0.750001,$$  

where we rounded numerical results at 6th place. Interestingly, although corollaries 1 and 2 are not directly comparable as they have different $B_{\alpha st}^p$, in this case corollary 1 leads to worse result than above, in particular $p_s(3)$ in that case is bounded by more than 1.

### A. Proof of theorem 4

Before we prove theorem 4 we need to make some necessary observations. We will compare the initial value of non-local cost of a box with its value after applying distinguishing operation and special post-processing. The box $B_{in}$ after distinguishing equals

$$B_{out} = \sum_{i,j=0}^{n-1} p_A(i,j) F^A(j) \otimes F^B(j) \otimes B_{i,\alpha}^s.$$  

To this box we apply a post-processing transformation which is composition of (i) local reversible control-$O_j$ operation that is operation of certain rotation $O_j$ of $B_{\alpha st}^p$ controlled by index $j$ of $F(j)^A$ followed by (ii) application of the twirling $\tau$ of the target system (iii) tracing out of the control system. The role of the (i) operation is to use the fact that if Alice and Bob would discriminate well the boxes $B_{\alpha st}^p$, then they would obtain on other system by control operation a box that has high non-locality cost (the $O_j$ rotations are such that resulting state has large fraction of PR box, like in GKRSS method, a singleton was obtained). The operations (ii) and (iii) has only technical meaning: they map the resulting box $B_{out}$ into $2 \times 2$ isotropic box $B_{out}^\prime$, so that we are able to calculate the non-locality cost for this box via observation 2 and hence lower bound non-locality cost of $B_{out}$.

After applying operations (i)-(iii), the output box is of the form

$$B_{out}^\prime = \tau \left( \sum_{i,j=0}^{n-1} p_A(i,j) O_j(B_{i,\alpha}^s) \right).$$  

where $O_j(B_{i,\alpha}^s)$ is an operation defined such that for $f(j) = rst$ and $f(i) = s't'$

$$O_j(B_{i,\alpha}^s) = B_{(r \oplus s'), (s \oplus s'), (r' \oplus s') \oplus t'}^{\beta_i},$$

and it is a local operation: some combination of flipping (or not) inputs $x,y$ and output $b$ [29].

We make now some necessary observations.

**Observation 3** For a valid, linear operation $\Lambda$ which maps a non-signaling box $B$ into non-signaling box $\Lambda(B)$, and transforms $LR_{ns}$ boxes into $LR_{ns}$ there is:

$$C(B) \geq C(\Lambda(B))$$

**Proof.** The proof of this fact goes in full analogy to proof of observation 1. The only difference is that the operation $\Lambda$ may not possess all properties of CLP operation for other boxes than $B$ and $\Lambda(B)$.

**Corollary 3** The composition of operations of control-$O_j$, twirling on target system and tracing out control system applied to box [27] does not increase the non-locality cost.

**Proof.** It is easy to check (see Appendix A for full argument) that a box of the form [34] and control-$O_j$ operation satisfy assumptions of the observation 3 while twirling and tracing out of a subsystem are just CLP operations, hence the composition of those three can not increase cost of non-locality.

From definition of $O_j$ operation, there follows directly an observation:

**Observation 4** The operations $O_j$ satisfy the following relations:

$$O_j(B_{i,\beta}^\alpha) = B_{0000}^\beta \quad \text{for } f(j) = f(i).$$

Moreover for all $0 \leq i, j \leq n-1$ there is $O_j(B_{i,\beta}^\alpha) = B_{rst}^\alpha$, for some $rst \in \{000, \ldots, 111\}$.

We will need now the following observation concerning twirling operation:
Observation 5 For any $0 \leq i \leq n - 1$ there is
\[
\tau(B_i^{B_i}) = B_i^{B_i} \quad \text{for} \quad f(i) = 000, 001
\] (39)
and
\[
\tau(B_i^{B_i}) = \frac{1}{2}(B_{000} + B_{001}) \quad \text{for} \quad f(i) \in \{010, ..., 111\}.
\] (40)

where $\tau$ is the twirling operation given in def\[4\]

Proof. Follows directly from definition of the twirling operation and the boxes $B_{out}$.

We can now pass to prove theorem 1.

Observation 6 For any two bipartite boxes $X_1 \neq X_2$ compatible with each other, there is a lower bound on probability of success in distinguishing them when provided with equal probabilities, via CLP operation:
\[
\frac{1}{2} + \frac{1}{4} \max_{a,b} |P_{X_1}(a,b|x,y) - P_{X_2}(a,b|x,y)|
\] (50)

Proof. The proof is due to the fact that comparing operations given in eq. (B1) of Appendix, are CLP. This means that the parties can choose the best measurement $(x, y)$ and then group the results according to Helstrom optimal measurement [27], which attains the variational distance between the conditional probability distributions $P_{X_1}(a,b|x,y)$ and $P_{X_2}(a,b|x,y)$.

We now turn to special case, where we discriminate only between extremal boxes. The intuition is that they should be to some extent distinguishable, and this is the case as we show below. We first focus on $2 \times 2$ case because they are extremal (similarly like pure quantum states). In what follows, by support of a box $E$, we will mean the following set:
\[
suppE \equiv \{(a,b,x,y) : P_E(a,b|x,y) > 0\}.
\] (51)
Theorem 2 Any two $2 \times 2$ extremal boxes are perfectly distinguishable by some CLP operation.

Proof. It is easy to see that each local boxes are distinguishable among others since by locality they need to have disjoint support of some probability distributions, and measuring this probability distribution determines which local box we have. For other cases the proof boils down to checking that there always exists a pair of entries $x$ and $y$ such that the resulting probability distribution for two extremal boxes have disjoint support. Hence, upon a comparing operation which starts from measuring this pair of entries, the boxes are perfectly distinguishable. 

In order to partially generalize this result to the case of larger dimensions, we now observe general property of extremal boxes: support of one can not be contained in the support of the other or else the latter would not be extremal.

Lemma 1 For any two extremal $n$-partite boxes $E_1 \neq E_2$ of the same dimensionality, there is $\text{supp} E_1 \not\subseteq \text{supp} E_2$.

Proof. For clarity, we state the proof for a bipartite boxes, since that for $n$-partite, following similar lines. Suppose by contradiction, that $\text{supp} E_1 \subseteq \text{supp} E_2$. Then if all probabilities of $E_1$ are less than or equal to corresponding probabilities of $E_2$ (for every measurement), then $E_1 = E_2$. Indeed, if there was some $(a_0, b_0, x_0, y_0)$ such that $P_{E_1}(a_0, b_0|x_0, y_0) < P_{E_2}(a_0, b_0|x_0, y_0)$, then

$$\sum_{a,b} P_{E_1}(a, b|x_0, y_0) < \sum_{a,b} P_{E_2}(a, b|x_0, y_0) = 1,$$

which is a contradiction since $\{P_{E_1}(a, b|x_0, y_0)\}$ is a probability distribution. Thus we may safely assume that there exists $(a_0, b_0, x_0, y_0)$ such that $P_{E_1}(a_0, b_0|x_0, y_0) > P_{E_2}(a_0, b_0|x_0, y_0)$. Let us denote $T = \{P_{E_2}(a, b|x, y) : P_{E_2}(a, b|x, y) \leq P_{E_1}(a, b|x, y)\}$, and $S = \{P_{E_1}(a, b|x, y) : P_{E_2}(a, b|x, y) \leq P_{E_1}(a, b|x, y)\}$ By the above consideration we have that

$$r_1 \equiv \min_{(a,b,x,y) \in \text{supp} E_2} T$$

is well defined, and by definition satisfies $r_1 > 0$. Moreover, for

$$r_2 \equiv \max_{(a,b,x,y) \in \text{supp} E_1} S$$

there is $r_2 > r_1$ as it follows from: $r_2 \geq P_{E_1}(a_0, b_0|x_0, y_0) > P_{E_2}(a_0, b_0|x_0, y_0) \geq r_1$. By positivity of $r_1$ and from the above inequality we have $p \equiv \frac{r_2}{r_1}$ satisfies $0 < p < 1$ i.e. it can be interpreted as non-trivial probability. This however gives, that

$$\bar{E} \equiv \frac{E_2 - pE_1}{1 - p}$$

is a valid box. Indeed, for all $(a, b, x, y)$ there is

$$P_{E_1}(a, b|x, y) \frac{r_1}{r_2} \leq P_{E_2}(a, b|x, y)$$

since either $P_{E_1}(a, b|x, y) \leq P_{E_2}(a, b|x, y)$, and then $\frac{r_2}{r_1} < 1$ gives the above inequality, or $P_{E_1}(a, b|x, y) > P_{E_2}(a, b|x, y)$ and then $P_{E_1}(a, b|x, y) \in S$ and $P_{E_2}(a, b|x, y) \in T$. In the latter case, by definition of $S$ there is $P_{E_1}(a, b|x, y)\frac{r_2}{r_1} \leq 1$, while $P_{E_2}(a, b|x, y) \geq r_1$ by definition of $T$, which proves (58).

The box $\bar{E}$ is also non-signaling, as a difference of two (unnormalized) non-singalling boxes. In turn, there is:

$$E_2 = pE_1 + (1 - p)\bar{E}$$

hence $E_2$ is a non-trivial mixture of two non-signaling boxes. This is desired contradiction, since $E_2$ is by assumption an extremal box, hence the assertion follows.

To state the result that follows from the above lemma, we need a definition of conclusive distinguishing:

Definition 7 We say that a multipartite box $X$ can be conclusively distinguished from a multipartite box $Y$ compatible with $X$, with nonzero probability if for there exists measurement $x_1^1, ..., x_n^1$ such that there exist(s) outcome(s) $(a_1^1, ..., a_n^1)$ for which $p = \sum_i P_{X}(a_1^i, ..., a_n^i|x_1^i, ..., x_n^i) > 0$ but $P_{Y}(a_1^1, ..., a_n^1|x_1^1, ..., x_n^1 = 0$ for all $i$. We then say that $X$ is conclusively distinguishable from $Y$ with at least probability $p$.

From lemma [1] it directly follows that

Theorem 3 For any two extremal multipartite boxes $E_1 \neq E_2$ of the same dimensions, $E_1$ can be conclusively distinguished from $E_2$ with nonzero probability.

Note, that the above theorem is symmetric in a sense that $E_2$ can also be conclusively distinguished from $E_1$ with nonzero probability, but there may be no common measurement that allows for simultaneous conclusive distinguishing $E_1$ from $E_2$ and $E_2$ from $E_1$ with nonzero probability.

In special case when at least one of the extremal boxes is local in case of 2 inputs and 2 outputs, again using lemma [1] we obtain the following fact:

Theorem 4 Any extremal bipartite box with two inputs of arbitrary cardinalities $d_A$ and $d_B$ and two outputs of arbitrary cardinalities $d'_A$ and $d'_B$ is perfectly distinguishable from any extremal local bipartite box of the same dimensions by CLP operation.

Proof. Fix arbitrarily a pair: an extremal box $E$ and a local extremal box $L$. Note, that in bipartite case of 2 inputs and 2 outputs any extremal local box is deterministic i.e. is a family of $d_A \times d_B$ distributions with single entry equal to 1, and all others zero. By lemma [2] for some measurement $x_0, y_0$, the support of distribution $P_L(a, b|x_0, y_0)$ is not contained within the support
of \( P_E(a, b|x_0, y_0) \) which means in this case, that these supports are disjointed. This implies that \( L \) is conclusively distinguishable from \( E \) and vice versa for the same measurement with probability 1, hence the probability of success of discrimination between them equals 1.

VI. CONCLUSIONS

We have extended a paradigm of distinguishing entangled states to the world of boxes. We have considered distinguishing of isotropic boxes, and provided easy linear program that gives the bound on the probability of success of discrimination among them by means of completely locality preserving operations which discriminates the ensemble. As a corollary we obtained bounds for the probability of success of discrimination of maximally non-local boxes as well as isotropic boxes with the same parameter. The bound is obtained in terms non-local cost of special input box: the mixture of classically correlated parameter. The bound is obtained in terms non-local cost of special input box: the mixture of classically correlated copies of boxes that are to be discriminated. The key argument in this result was monotonicity of non-local cost under CLP operations. We have shown also an example of useful CLP operation which is the comparing operation: local measurement followed by communication of the results, grouping them according to some partition and tracing out the results. We proved that it can help in discriminating between pairs of extremal boxes in bipartite case for any pairs in \( 2 \times 2 \) case, or between any local extremal box and any other extremal local boxes in bipartite case of boxes with 2 inputs and 2 outputs of arbitrary cardinalities. It would be interesting if application of other monotone then non-locality cost would give better upper bounds. Note, that comparing operation is not the only one possible for boxes, as e.g. one could apply wiring between the parties \([12]\).

Finally, we have to stress, that presented upper bounds on probability of success should be considered rather as a demonstration of analogy between entanglement and non-locality - two resource theories. This is because the bounds seems to be very rough, as most probably discriminating between two boxes perfectly by means of CLP e.g. between PR box and anti PR box, is the best strategy when one is given mixture of more than two maximally non-local boxes. This strategy yields probability of success equal to \( \frac{2}{n} \) when \( 8 \geq n \geq 2 \), which is far from obtained bounds. It would be then interesting if one could find more tight ones, perhaps using more direct approach by considering general form of LP operations \([21]\) than via monotones presented here.
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Appendix A: Proof of corollary \([9]\)

We first need to check that control-\(O_j\) operation preserves locality on special class of local boxes, that appear in our considerations. Namely, consider a local box

\[
\sum_i p_i P_i(a, c|x, u) \otimes P_i(b, d|y, v) \quad (A1)
\]

where inputs \( x \) and \( y \) are unary. It is transformed by control-\(O_j\) operation into

\[
\sum_i p_i P_i(a, h_a(c)|x, \tilde{h}_a(u)) \otimes P_i(b, g_b(d)|y, \tilde{g}_b(v)) \quad (A2)
\]

where functions \( h, \tilde{h}, g, \tilde{g} \) are either identity or a bitflip respectively. Hence, the output box is a mixture of local boxes, we only need to check that \( P_i(a, h_a(c)|x, h_a(u)) \) and \( P_i(b, g_b(d)|y, g_b(v)) \) are fully non-signaling. It holds, indeed, as unary input can not signal, while

\[
\sum_c P_i(a, h_a(c)|x, \tilde{h}_a(u_0)) = \sum_c P_i(a, h_a(c)|x, \tilde{h}_a(u_1)) \quad (A3)
\]

for any \( a \) and values \( u_0 \) and \( u_1 \), as for fixed \( a \tilde{h}_a \) just permutes the inputs, while \( h_a \) changes order of summation, keeping the range of \( c \), hence the thesis follows from non-signaling of box \( P_i(ac|xu) \).

Next step is to show that control-\(O_j\) operation transforms non-signaling boxes into non-signaling ones. There are 5 inequivalent ways to distinguish a subsystem out of a box of the form

\[
\sum_{ij} p(i, j) F^{(i)}(c|s) \otimes F^{(j)}(f|t) \otimes P_i(c, d|u, v) \quad (A4)
\]

where \( P_i(c, d|u, v) \) are non-signaling boxes. After applying controlled-\(O_j\) operation, there is:

\[
\sum_{ij} p(i, j) F^{(i)}(c|s) \otimes F^{(j)}(f|t) \otimes P_i(h_j(c), g_j(d)|\tilde{h}_j(u), \tilde{g}_j(v)). \quad (A5)
\]

We just show one example of full non-signaling condition, as the others follow similar lines. Namely we show now that inputs \( s \) and \( u \) does not signal to systems \( v \) and \( t \). Indeed: this condition reads
∀_{s_0, u_0, u_1} \forall_{v_0, t_0, d_0, f_0} \sum_c \sum_e \sum_i \sum_j P(i, j) \delta_{j, e_0} \delta_{j, f_0} P_i(h_j(c), g_j(d) | \tilde{h}_j(v_0), \tilde{g}_j(v_0)) = LHS(v_1) \quad (A6)

where $LHS(u_1)$ denotes the equation on RHS of equality with $u_1$ in place of $u_0$. This happens iff

$$\forall_{u_0, u_1} \forall_{v_0, t_0, d_0, f_0} \sum_c \sum_i P(i, f_0) P_i(h_{f_0}(c), g_{f_0}(d) | \tilde{h}_{f_0}(u_0), \tilde{g}_{f_0}(v_0)) = LHS(u_1) \quad (A7)$$

But we observe, that for all $i$ and $j$ there is

$$\sum_c P_i(h_{f_0}(c), g_{f_0}(d) | \tilde{h}_{f_0}(u_0), \tilde{g}_{f_0}(v_0)) = LHS(u_1) \quad (A8)$$

which follows from non-signaling of the boxes $P_i(c, d|u, v)$ for each $i$, and that the functions $h, \tilde{h}, g, \tilde{g}$ are only bit-flips.

Finally, we observe that control-$O_j$ operations is linear. It is easy to see, that partial trace of a subsystem, and twirling operation are CLP operations. This ends the proof of corollary 3.

**Appendix B: Comparing operations are CLP**

In this section we show that a *comparing operations* are valid CLP operations. This operations transforms a box $P(ab|xy)$ into $\Lambda(P)$ given below, defined on systems $CDEF$, where to fix the considerations we assume that measurement $x = i, y = j$ has been performed on initial box,

$$\Lambda(P) := \sum_{k} \sum_{(a, b) \in I_k} P(ab|x = i, y = j) P_E^{(k)}(e|s) \otimes P_F^{(k)}(f|t)$$

The family $\{I_k\}$ is a partition of the set of all pairs of outputs $(a, b)$ into disjointed sets of pairs, specific to given comparing operation, and $P_E^{(k)}(e|s)$ and $P_F^{(k)}(f|t)$ are the boxes with unary input $s = 0, t = 0$ and output probability distributions $\delta_{k,e}$ and $\delta_{k,f}$ respectively. In what follows we will write $x_i, y_j, s_0, t_0$ instead of $x = i, y = j, s = 0, t = 0$ respectively. Note, that one can obtain $\Lambda(P)$ via exchanging results control operation, and tracing out the results.

1. **verifying CLP conditions**

We argue now, that operation is CLP. Note that is enough to show, that $\Lambda \otimes I$ is LP, as from it, we have immediately that $\Lambda$ itself is LP. Indeed, suppose it is not the case, that is $\Lambda_A$ is not LP on some box $P(a|x)$. We have then $\Lambda_A(P(a|x)) = \Lambda_A \otimes I_B(P(a|x) \otimes P(b|y))$ where $P(b|y)$ is a trivial box on system $B$: with 1 input, and 1 output, with probability 1, because $P(a|x)P(b|y) = P(a|x)$ in this case. This however implies that $\Lambda_A$ is not CLP, which is desired contradiction.

Consider then a box

$$M = P(a, b, c, d|x, y, u, \tilde{v}) \quad (B2)$$

on systems $ABCD$ with $C = C_1, \ldots, C_n$ and $D = D_1, \ldots, D_n$. We now apply $\Lambda_{AB} \otimes I_{CD}$. Resulting box is on systems $CDEF$:

$$\Lambda \otimes I(M) = \sum_k \sum_{(a, b) \in I_k} P(a, b, c, d|x_i, y_j, u_0, \tilde{v}_0) P_E^{(k)}(e|s_0) P_F^{(k)}(f|t_0)$$

that equals

$$\sum_{\tilde{c}, \tilde{d}, e, f} \sum_k \sum_{(a, b) \in I_k} P(a, b, \tilde{c}, \tilde{d}|x_i, y_j, u_0, \tilde{v}_0)$$

which is desired 1, since initial box was valid for input $x_i, y_j, u_0, \tilde{v}_0, s_0, t_0$.

To prove linearity, we observe that if we allow mixture of boxes $M = \sum_l \alpha_l P(a, b, \tilde{c}, \tilde{d}|x_i, y_j, u_0, \tilde{v}_0)$, then the result $\Lambda \otimes I(M_l)$ would be

$$\sum_k \sum_{(a, b) \in I_k} \left[ \sum_l \alpha_l P(a, b, \tilde{c}, \tilde{d}|x_i, y_j, u_0, \tilde{v}_0) \right] P_E^{(k)}(e|s_0) P_F^{(k)}(f|t_0)$$

which is the same as

$$\sum_l \alpha_l \Lambda \otimes I(M_l) = \sum_l \alpha_l \sum_k \sum_{(a, b) \in I_k} P(a, b, \tilde{c}, \tilde{d}|x_i, y_j, u_0, \tilde{v}_0) P_E^{(k)}(e|s_0) P_F^{(k)}(f|t_0)$$

since we can change the order of summation.
The argument that operation $\Lambda \otimes I$ preserves non-signaling is more demanding. To show the full non-signaling we need to prove two conditions:

\[ C^I D^J \not\equiv EC^{N-I} FD^{N-J} \tag{B6} \]

\[ EC^I D^J \not\equiv C^{N-I} FD^{N-J} \tag{B7} \]

where $I, J \subseteq \{1, \ldots, n\}$ and we do not consider the case when $I$ and $J$ are empty at the same time. (Note that the cases

\[ C^I FD^J \not\equiv EC^{N-I} D^{N-J}, \]

\[ EC^J FD^J \not\equiv C^{N-I} D^{N-J} \]

are covered by the first two above). We will show only, as (B7) follows from analogous considerations. In what follows, for any multivariable named $\bar{w} \equiv (w^1, \ldots, w^n)$, by $\bar{w}^I$ we mean the variables with indices indicated by set of indices $I \subseteq N = \{1, \ldots, n\}$. By $\bar{w}^I_i$ we mean the variables $w^i$ fixed to some values $w^i_0$ each for all $i \in I$ and by $\bar{w}^I_0\bar{w}^J$ we mean that for all $i \notin I$ variables $w^i$ are fixed to some values $w^i_0$, but for $i \in I$ they are not fixed. Note, that in what follows we never put $s$ and $t$ under universal quantifier, since they have single value, we only fix them to $s_0$ and $t_0$ properly. To satisfy the non-signaling condition which we now focus on, there should be:

\[ \forall_{e_0, f_0, c_0} \forall_{\bar{u}_0, \bar{v}_0, \bar{u}^I, \bar{v}^J} \sum_{c^I, d^J} \sum_k \sum_{(a,b) \in I_k} P(a, b, c_0) P_{E}(e_0 | s_0) P_{F}(f_0 | t_0) = LHS(\bar{u}_0, \bar{v}_0) \]

where $LHS(\bar{u}_0, \bar{v}_0)$ denotes left-hand-side of the equation with $\bar{u}_0^I$ in place of $\bar{u}^I_0$ and $\bar{v}_0^J$ in place of $\bar{v}^J_0$. Due to definition of $P_{E}(e_0 | s_0)$ and $P_{F}(f_0 | t_0)$ we have that LHS of the above equation equals 0 if $e_0 \neq f_0$, and so equals RHS then, while for $e_0 = f_0$ the above set of equations reduces to:

\[ \forall_{e_0, f_0, c_0} \forall_{\bar{u}_0, \bar{v}_0, \bar{u}^I, \bar{v}^J} \sum_{c^I, d^J} \sum_{(a,b) \in I_k} P(a, b, c_0) P_{E}(e_0 | s_0) P_{F}(f_0 | t_0) = LHS(\bar{u}_0^I, \bar{v}_0^J) \]

which happens for all choice of variables that we can vary over, since for any fixed $(a_0, b_0) \in I_0$ there is

\[ \sum_{c^I, d^J} P(a_0, b_0, c_0) P_{E}(e_0 | s_0) P_{F}(f_0 | t_0) = LHS(\bar{u}_0^I, \bar{v}_0^J) \]

due to non-signaling $C^I D^J \not\equiv AC^{N-I} BD^{N-J}$ of the original box $M$. To prove the converse non-signaling condition we need to show the following equalities:

\[ \forall_{c, d, \bar{u}, \bar{v}} \forall_{\bar{u}, \bar{v}, \bar{u}' \bar{v}', \bar{u}' \bar{v}'} \sum_k \sum_{(a,b) \in I_k} P(a, b, c, d, u, v, x, y, \bar{u}, \bar{v}) = LHS(\bar{u}' \bar{v}') \]

again, we notice, that we need to prove

\[ \forall_{c, d, \bar{u}, \bar{v}} \forall_{\bar{u}, \bar{v}, \bar{u}' \bar{v}', \bar{u}' \bar{v}'} \sum_k \sum_{(a,b) \in I_k} P(a, b, c, d, u, v, x, y, \bar{u}, \bar{v}) = LHS(\bar{u}' \bar{v}') \]

which is true, as it follows from non-signaling condition $AC^{N-I} BD^{N-J} \not\equiv C^I D^J$ of the original box $M$. Thus we have proved [B6].

Finally we need to prove that $\Lambda \otimes I$ preserves locality. To this end consider a local box

\[ \sum_{\lambda} p(\lambda) P^\lambda(ac|\bar{x}u) \otimes P^\lambda(bd|\bar{y}v) \]
It is transformed into
\[
\sum_{\lambda} \sum_{k} \sum_{(a,b) \in I_k^\lambda} p(\lambda)[P_E^{(k)}(e|s) \otimes P^\lambda(ac|x\bar{u})] \otimes [P_F^{(k)}(f|t) \otimes P^\lambda(bd|y\bar{v})]
\]  
(B14)
by definition of locality, there are well defined normalization factors:
\[
N_{EC}^{(\lambda,a)} = \sum_{x} P^\lambda(a,\bar{c}|x = i,\bar{u}_0)
\]  
(B15)
\[
N_{FD}^{(\lambda,b)} = \sum_{y} P^\lambda(b,\bar{d}|y = j,\bar{v}_0)
\]  
(B16)
so that our box in (B14) looks like
\[
\sum_{\lambda,k,(a,b) \in I_k^\lambda} p(\lambda)N_{EC}^{(\lambda,a)}N_{FD}^{(\lambda,b)}[P_E^{(k)}(e|s) \otimes \frac{1}{N_{EC}^{(\lambda,a)}} P^\lambda(ac|x\bar{u})] \otimes [P_F^{(k)}(f|t) \otimes \frac{1}{N_{FD}^{(\lambda,b)}} P^\lambda(bd|y\bar{v})]
\]  
(B17)
to see that this is a valid LR\(_{ns}\) box, consider a random variable \(\lambda\) with a distribution defined for all \((\lambda, k, a, b)\) as
\[
\begin{cases}
\lambda'(\lambda, k, a, b) = p(\lambda)N_{EC}^{(\lambda,a)}N_{FD}^{(\lambda,b)} & \text{for } (a, b) \in I_k^\lambda \\
\lambda'(\lambda, k, a, b) = 0 & \text{else}
\end{cases}
\]  
(B18)
Note that this is well defined distribution of a random variable over Cartesian product of ranges of \(\lambda, k\) and ranges of \(a\) and \(b\). Indeed,
\[
\sum_{\lambda,k,a,b} \lambda'(\lambda, k, a, b) = \sum_{\lambda} \sum_{k} \sum_{(a,b) \in I_k^\lambda} p(\lambda)N_{EC}^{(\lambda,a)}N_{FD}^{(\lambda,b)}
\]  
(B19)
which is nothing but
\[
\sum_{\lambda,a,b} p(\lambda) \sum_{i,d} P^\lambda(ac|xi,\bar{u}_0)P^\lambda(bd|yj,\bar{v}_0),
\]  
(B20)
and equals 1, since it is the distribution of outcomes of measurement \(x_i, y_j\), \(\bar{u}_0\bar{v}_0\) on the original box \(M\). Now we can rewrite the box (B17)
\[
\sum_{\lambda,k,a,b} \lambda'(\lambda, k, a, b)[X_{EC}^{(\lambda,k,a,b)}] \otimes [Y_{FD}^{(\lambda,k,a,b)}]
\]  
(B21)
where \(X_{EC}^{(\lambda,k,a,b)} = P_E^{(k)}(e|s) \otimes \frac{1}{N_{EC}^{(\lambda,a)}} P^\lambda(ac|x\bar{u})\) and \(Y_{FD}^{(\lambda,k,a,b)} = P_F^{(k)}(f|t) \otimes \frac{1}{N_{FD}^{(\lambda,b)}} P^\lambda(bd|y\bar{v})\) are legitimate boxes on Alice’s and Bob’s system respectively. It is also easy to see that the boxes \([X_{EC}^{(\lambda,k,a,b)}]\) and \([Y_{FD}^{(\lambda,k,a,b)}]\) are fully non-signaling, as the original box was LR\(_{ns}\). Hence we proved that the output of \(\Lambda \otimes I\) acting on LR\(_{ns}\) box is an LR\(_{ns}\) box.

---
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