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Abstract

In this paper we prove some uniqueness results for quadratic backward stochastic differential equations without any convexity assumptions on the generator. The bounded case is revisited while some new results are obtained in the unbounded case when the terminal condition and the generator depend on the path of a forward stochastic differential equation. Some of these results are based on strong estimates on $Z$ that are interesting on their own and could be applied in other situations.
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1 Introduction

In this paper, we consider the following quadratic backward stochastic differential equation (BSDE in short for the remaining of the paper)

$$Y_t = \xi + \int_t^T f(s, Y_s, Z_s) ds - \int_t^T Z_s dW_s, \quad 0 \leq t \leq T,$$

where the generator $f$ has a quadratic growth with respect to $z$. In [10] Kobyanski studied the case where $\xi$ and the random part of $f$ are bounded. She proved the existence of a solution $(Y, Z)$ such that $Y$ is bounded and she get that this solution is unique amongst solutions $(\tilde{Y}, \tilde{Z})$ such that $\tilde{Y}$ is bounded. The unbounded case was investigated in [3] where authors obtained an existence result. The problem of uniqueness in the unbounded framework was tackled in [4, 6, 5] by assuming that $f$ is a convex function with respect to $z$. The case of a non-convex generator $f$ was treated in [11] but uniqueness results where obtained in some classes involving bounds on $Z$.

The main contribution of this paper is to strengthen these uniqueness results. Concerning the bounded case, we are able to expand the class of uniqueness: the bounded solution obtained by Kobyanski is unique amongst solutions $(\tilde{Y}, \tilde{Z})$ such that $\tilde{Y}$ has a specific exponential moment. In the unbounded framework, we are able to relax the convexity assumption on the generator by assuming that the terminal condition and the random part of the generator depend on the path of a forward stochastic differential equation

$$X_t = x + \int_0^t b(X_s) ds + \int_0^t \sigma(s, X_s) dW_s.$$
Moreover, the class of uniqueness only involves the process $Y$. To get into the details, two different situations are investigated.

- When $\sigma$ only depends on $s$, we can deal with a terminal condition and a generator that are locally Lipschitz functions of the path of $X$. This uniqueness result relies on a strong estimate on $Z$ given by

$$|Z_t| \leq C (1 + \sup_{s \in [0,t]} |X_s|^r), \quad d\mathbb{P} \otimes dt \text{ a.e.}$$

This estimate is a generalization of an estimate obtained in [11] in the Markovian framework and is interesting on its own.

- When $\sigma$ depends on $X$, we start by the case of a terminal condition and a generator that are Lipschitz functions of the path of $X$. In this case, we are able to show that $Z$ is bounded $d\mathbb{P} \otimes dt$ a.e. which is also a new estimate interesting on its own.

Let us emphasize that, in these two situations, we are able to get a uniqueness result, even if we add a bounded random variable to the terminal condition and a bounded process to the generator.

The paper is organized as follows. In section 2, we prove some elementary theoretical uniqueness results that will be useful in the following of the article. Finally, Section 3 is devoted to the different frameworks detailed previously: the bounded case and the two different unbounded cases.

Let us close this introduction by giving the notations that we will use in all the paper. For the remaining of the paper, let us fix a nonnegative real number $T > 0$. First of all, $(W_t)_{t \in [0,T]}$ is a standard Brownian motion with values in $\mathbb{R}^d$ defined on some complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. $(\mathcal{F}_t)_{t \geq 0}$ is the natural filtration of the Brownian motion $W$ augmented by the $\mathbb{P}$-null sets of $\mathcal{F}$. The sigma-field of predictable subsets of $[0, T] \times \Omega$ is denoted by $\mathcal{P}$.

By a solution to the BSDE (1.1) we mean a pair $(Y_t, Z_t)_{t \in [0,T]}$ of predictable processes with values in $\mathbb{R} \times \mathbb{R}^{1 \times d}$ such that $\mathbb{P}$-a.s., $t \mapsto Y_t$ is continuous, $t \mapsto Z_t$ belongs to $L^2(0,T)$, $t \mapsto f(t,Y_t,Z_t)$ belongs to $L^1(0,T)$ and $\mathbb{P}$-a.s. $(Y_t, Z_t)$ verifies (1.1). The terminal condition $\xi$ is $\mathcal{F}_T$-measurable.

For any real $p \geq 1$, $S^p$ denotes the set of real-valued, adapted and càdlàg processes $(Y_t)_{t \in [0,T]}$ such that

$$\|Y\|_{S^p} := \mathbb{E} \left( \sup_{0 \leq t \leq T} |Y_t|^p \right)^{1/p} < +\infty.$$ 

$\mathcal{M}^p$ denotes the set of (equivalent classes of) predictable processes $(Z_t)_{t \in [0,T]}$ with values in $\mathbb{R}^{1 \times d}$ such that

$$\|Z\|_{\mathcal{M}^p} := \mathbb{E} \left( \int_0^T |Z_s|^2 ds \right)^{p/2} < +\infty.$$ 

We will use the notation $Y^* := \sup_{0 \leq t \leq T} |Y_t|$ and by $S^\infty$ we denote the set of adapted càdlàg processes such that $Y^*$ belongs to $L^\infty$.

Let us recall that a continuous martingale is bounded in mean oscillations if

$$\|M\|_{\text{BMO}_2} = \sup_{\tau} \left\| \mathbb{E}[(M)_T - (M)_{\tau}]_{\mathcal{F}_\tau}^{1/2} \right\|_{L^\infty} < \infty$$

where the supremum is taken over all stopping time $\tau \leq T$. We refer to [9] for further details on BMO-martingales.

Finally, $\mathbb{D}^{1,2}$ stands for the set of random variables $X$ which are differentiable in the Malliavin sense and such that

$$\mathbb{E} \left[ |X|^2 + \int_0^T |D_s X|^2 ds \right] < \infty.$$ 

Moreover, $L_{1,2}$ denote the set of real-valued progressively measurable processes $(u_t)_{t \in [0,T]}$ such that

- for a.e. $t \in [0,T]$, $u_t \in \mathbb{D}^{1,2}$,
2 SOME ELEMENTARY UNIQUENESS RESULTS

We are looking for a uniqueness result for the BSDE

\[ Y_t = \xi + \int_t^T f(s, Y_s, Z_s)ds - \int_t^T Z_s dW_s, \quad 0 \leq t \leq T, \quad (2.1) \]

where we assume the following assumptions:

(B1) \( f : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^{1 \times d} \rightarrow \mathbb{R} \) is a measurable function with respect to \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^{1 \times d}) \).

There exist two constants \( K_y > 0 \) and \( K_z > 0 \) such that, for all \( t \in [0, T] \), \( y, y' \in \mathbb{R} \), \( z, z' \in \mathbb{R}^{1 \times d} \):

1. \( |f(t, y, z) - f(t, y', z)| \leq K_y |y - y'| \quad \text{a.s.,} \)
2. \( \tilde{z} \mapsto f(s, y, \tilde{z}) \) is \( C^1 \) and

\[ |\nabla_z f(s, y, z) - \nabla_z f(s, y, z')| \leq K_z |z - z'| \quad \text{a.s.} \]

**Remark 2.1** Since we have

\[ f(s, 0, z) - f(s, 0, 0) = z \cdot \nabla_z f(s, 0, 0) + |z|^2 \int_0^1 z \left( \frac{\nabla_z f(s, 0, uz) - \nabla_z f(s, 0, 0)}{|z|^2} \right)1_{z \neq 0} du, \]

we can remark that assumption (B1) implies the following upper bound: for all \( \eta > 0 \), for all \( s \in [0, T] \), \( y \in \mathbb{R} \), \( z \in \mathbb{R}^{1 \times d} \), we have

\[ |f(s, y, z)| \leq |f(s, 0, 0)| + |\nabla_z f(s, 0, 0)|^2 + K_y |y| + \left( \frac{K_z}{2} + \eta \right) |z|^2 \quad \text{a.s.} \]

**Theorem 2.2** Let \( p > 1 \) and \( \varepsilon > 0 \) and let us assume the existence of a solution \((Y, Z)\) to (2.1) such that

\[ \mathcal{E}_T := e^{\int_0^T |\nabla_z f(s, Y_s, Z_s)|^2 ds} \in L^p \quad (2.2) \]

and

\[ \mathbb{E} \left[ e^{\frac{2p}{1-p}K_z(1+\varepsilon)|Y |^{1+\varepsilon}} \right] < +\infty. \quad (2.3) \]

Then, this solution is unique amongst solutions to (2.1) such that the exponential integrability (2.3) holds true.

**Proof.** Let us consider \((\tilde{Y}, \tilde{Z})\) a solution of (2.1) such that

\[ \mathbb{E} \left[ e^{\frac{2p}{1-p}K_z(1+\varepsilon)|\tilde{Y} |^{1+\varepsilon}} \right] < +\infty \]

and let us denote \( \delta Y := \tilde{Y} - Y \) and \( \delta Z := \tilde{Z} - Z \). We get

\[ \delta Y_t = 0 + \int_t^T \left[ f(s, \tilde{Y}_s, \tilde{Z}_s) - f(s, Y_s, Z_s) \right] ds - \int_t^T \delta Z_s dW_s \]

and we can write

\[ f(s, \tilde{Y}_s, \tilde{Z}_s) - f(s, Y_s, Z_s) = b_s \delta Y_s + \delta Z_s \nabla_z f(s, Y_s, Z_s) + a_s|\delta Z_s|^2 \]
with
\[ b_s := \frac{f(s, \tilde{Y}_s, \tilde{Z}_s) - f(s, Y_s, Z_s)}{\delta Y_s} \mathbb{1}_{|\delta Y_s| > 0} \]
and
\[ a_s := \int_0^1 \frac{\delta Z_s (\nabla_z f(s, Y_s, Z_s + u\delta Z_s) - \nabla_z f(s, Y_s, Z_s))}{|\delta Z_s|^2} \mathbb{1}_{|\delta Z_s| > 0} du. \]

Thanks to assumptions (B1) we know that \(|b_s| \leq K_y\) and \(|a_s| \leq \frac{K_z}{2}\); for all \(s \in [0, T]\). Moreover, since \(2.2\) is fulfilled, we are allowed to apply Girsanov’s theorem: There exists a new probability \(Q\) under which \(W^Q := (W_t - \int_0^t \nabla_z f(s, Y_s, Z_s) ds)_{t \in [0, T]}\) is a Brownian motion. Thus, we get
\[ \delta Y_t = 0 + \int_t^T (b_s \delta Y_s + a_s |\delta Z_s|^2) ds - \int_t^T \delta Z_s dW^Q_s, \quad 0 \leq t \leq T. \]

For any stopping time \(\sigma \leq T\), setting
\[ B_s = e^{\int_0^s b_u du} \mathbb{1}_{\sigma < s}, \]
we have, from Itô’s formula, for any real number \(r\),
\[ de^{rB_s \delta Y_s} = re^{rB_s \delta Y_s} B_s \left( -b_s \mathbb{1}_{\sigma < s} \delta Y_s ds + \delta Z_s dW^Q_s \right) + e^{rB_s \delta Y_s} B_s |\delta Z_s|^2 \left( \frac{r^2}{2} B_s - ra_s \right) ds. \]

In particular, if \(\tau \geq \sigma\), since \(ra_s \leq |r|k_z/2\),
\[ e^{r \delta Y_s} = e^{rB_s \delta Y_s} + \int_\sigma^\tau e^{rB_u \delta Y_u} B_u |\delta Z_u|^2 \left( ra_u - \frac{r^2}{2} B_u \right) ds - \int_\sigma^\tau e^{rB_u \delta Y_u} B_u \delta Z_u dW^Q_u, \]
\[ \leq e^{rB_s \delta Y_s} + \frac{|r|}{2} \int_\sigma^\tau e^{rB_u \delta Y_u} B_u |\delta Z_u|^2 (k_z - |r|B_s) ds - r \int_\sigma^\tau e^{rB_u \delta Y_u} B_u \delta Z_u dW^Q_u. \]

For the remaining of the proof we set \(\eta := ((4k_y)^{-1} \log (1 + \varepsilon)) \wedge T\) which implies in particular that \(e^{-k_y \eta} \geq (1 + \varepsilon)^{-1/4}\). For any \(n \in \mathbb{N}^*\) we define the stopping time
\[ \tau_n := \inf \left\{ t \in [T - \eta, T] : \int_{T - \eta}^t |e^{k_z \sqrt{T - \eta \delta Y_{\tau_n}}} e^{\int_{T - \eta}^s b_u du} \delta Y_s e^{\int_{T - \eta}^s b_u du} \delta Z_s|^2 ds > n \right\}. \]

Je propose de "simplifier" un peu la définition de \(\tau_n\) car ce qui est devant est continu
\[ \tau_n := \inf \left\{ t \in [T - \eta, T] \left| \int_{T - \eta}^t |\delta Z_s|^2 ds > n \right\} \right. . \]

Let \(t \in [T - \eta, T]\) and let us use the inequality \(2.4\) with \(\sigma = t \wedge \tau_n\), \(\tau = \tau_n\) and \(r = k_z(1 + \varepsilon)^{1/4}\). For \(\sigma \leq s \leq \tau\),
\[ (1 + \varepsilon)^{1/4} \geq e^{K_y \eta} \geq B_s \geq e^{-K_y \eta} \geq (1 + \varepsilon)^{-1/4}. \]

Thus \(|r|B_s \geq k_z(1 + \varepsilon)^{1/4} \geq k_z\) and \(2.4\) gives
\[ e^{k_z \sqrt{T - \eta} \delta Y_{\tau_n}} \leq \mathbb{E}^{Q} \left[ e^{k_z \sqrt{T - \eta} B_s \delta Y_{\tau_n}} \right] \leq \mathbb{E}^{Q} \left[ e^{k_z(1 + \varepsilon)^{3/4} |\delta Y_{\tau_n}|} \right]. \]

By applying H"older inequality and by using \(2.3\) for \(Y\) and \(\tilde{Y}\), we can remark that
\[ \mathbb{E}^{Q} \left[ e^{k_z(1 + \varepsilon)^{3/4} |\delta Y_{\tau_n}|} \right] = \mathbb{E} \left[ e^{\frac{1}{P} e^{k_z(1 + \varepsilon)^{3/4} |\delta Y_{\tau_n}|}} \right]^\frac{P}{P} \]
\[ \leq \mathbb{E} \left[ e^{\frac{2k_z(1 + \varepsilon)^{1/4}}{P} |\delta Y_{\tau_n}|} \right]^\frac{P-1}{P} \mathbb{E} \left[ e^{\frac{2k_z(1 + \varepsilon)}{P} |\delta Y_{\tau_n}|} \right]^\frac{P-1}{P} < +\infty. \]
Thus, \( (e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}})_{n\in\mathbb{N}} \) is uniformly integrable under \( \mathbb{Q} \). Since we clearly have that \( \tau_n \to T \) a.s. and \( \delta Y_{\tau_n} \to 0 \) a.s. when \( n \to +\infty \), we get
\[
\mathbb{E}_t^Q\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right] \to 1 \quad \text{a.s.}
\]
By taking \( n \to +\infty \) in (2.5) we finally obtain that \( \tilde{Y}_t \leq Y_t \) a.s. for all \( t \in [T-\varepsilon, T] \). By the same argument (the quadratic term in (2.4) depends on \( |r| \)), we can also derive the inequality
\[
e^{-K_{\tau}\sqrt{1+\varepsilon}\delta Y_{\tau_n}} \leq \mathbb{E}_t^Q\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right], \quad \forall t \in [T-\varepsilon, T],
\]
which gives us that \( \tilde{Y}_t \geq Y_t \) a.s. for all \( t \in [T-\varepsilon, T] \). Finally, \( \mathbb{E}[\sup_{s \in [T-\varepsilon, T]} |\delta Y_{s}|^2] = 0 \) since \( Y \) and \( \tilde{Y} \) are continuous a.s. It is clear that we can iterate the proof on intervals \( [T-(k+1)\varepsilon, T-k\varepsilon] \cap [0, T] \) for \( k \in \mathbb{N}^* \) to get that \( \mathbb{E}[\sup_{s \in [0, T]} |\delta Y_{s}|^2] = 0 \). As usual it is sufficient to apply Itô formula to \( \delta Y \) to obtain that \( \mathbb{E}\left[\int_0^T |\delta Z_s|^2 ds\right] = 0 \) which concludes the proof.

By using same arguments we can also obtain two other versions of this result.

**Theorem 2.3** We assume the existence of a solution \((Y, Z)\) to (2.1) such that
\[
\mathcal{E}_T := e^{\int_0^T \nabla f(s,Y,Z)ds} - \frac{1}{2} \int_0^T |\nabla f(Z_s)|^2 ds \in \bigcap_{p>1} L^p
\]
and
\[
e^{K_\tau|Y|^p} \in \bigcap_{p>1} L^p.
\]
Then, this solution is unique amongst solutions \((Y, Z)\) to (2.1) such that
\[
e^{K_\tau|Y|^p} \in \bigcup_{p>1} L^p.
\]

**Theorem 2.4** We assume the existence of a solution \((Y, Z)\) to (2.1) such that
\[
\mathcal{E}_T = e^{\int_0^T \nabla f(s,Y,Z)ds} - \frac{1}{2} \int_0^T |\nabla f(Z_s)|^2 ds \in \bigcup_{p>1} L^p
\]
and
\[
e^{K_\tau|Y|^p} \in \bigcap_{p>1} L^p.
\]
Then, this solution is unique amongst solutions \((Y, Z)\) to (2.1) for which
\[
e^{K_\tau|Y|^p} \in \bigcup_{p>1} L^p.
\]

**Proof.** The proof of Theorem 2.3 and Theorem 2.4 are overall similar to the previous one. We only sketch the proof of Theorem 2.3 the proof of Theorem 2.4 following same lines: we consider \((\tilde{Y}, \tilde{Z})\) a solution of (2.1) such that
\[
e^{K_\tau|\tilde{Y}|^p} \in \bigcup_{p>1} L^p,
\]
and we show that \( Y = \tilde{Y} \) a.s. The only difference is in the inequality (2.6): instead of applying Cauchy-Schwarz inequality, we use Hölder inequality to get, for any \( r > 1 \) and \( p > 1 \),
\[
\mathbb{E}_t^Q\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right] \leq \mathbb{E}_t^Q\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right]^{\frac{r-1}{r}} \mathbb{E}\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right]^{\frac{p-1}{r}}.
\]
Then, by taking \( p > 1 \) large enough, \( r > 1 \) small enough and \( \varepsilon > 0 \) small enough we obtain that
\[
\mathbb{E}\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right] \leq \mathbb{E}\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right]^{\frac{r-1}{r}} \mathbb{E}\left[e^{K_{\tau}(1+\varepsilon)^{3/4}\delta Y_{\tau_n}}\right]^{\frac{p-1}{r}} < +\infty
\]
thanks to (2.7), (2.8) and (2.13). The remaining of the proof stays the same.
3 Applications to particular frameworks

3.1 The bounded case

Since the seminal paper of Kobylanski [10] it is now well known that we have existence and uniqueness of a solution \((Y, Z) \in \mathcal{S}^\infty \times \mathcal{M}^2\) to \((2.1)\) when \(\xi\) and \((f(s, 0, 0))_{s \in [0, T]}\) are bounded. We are now able to extend the uniqueness to a larger class of solution.

**Proposition 3.1** We assume that

\[
M := |\xi|_{L^\infty} + \left| \int_0^T |f(s, 0, 0)| + \sup_{y \in \mathbb{R}} |\nabla_z f(s, y, 0)| ds \right|_{L^\infty} < +\infty.
\]

Then there exists \(q > 1\) that depends only on \(M, K_y\) and \(K_z\) such that the BSDE \((2.1)\) admits a unique solution \((Y, Z)\) satisfying

\[
\mathbb{E} \left[ e^{2K_y|Y|^q} \right] < +\infty.
\]

In particular, the BSDE \((2.1)\) admits a unique solution \((Y, Z)\) satisfying

\[
e^{K_z|Y|^q} \in \bigcap_{p > 1} L^p.
\]

**Proof.** Thanks to Kobylanski [10] we know that the BSDE \((2.1)\) admits a unique solution \((Y, Z) \in \mathcal{S}^\infty \times \mathcal{M}^2\) and this solution satisfies

\[
|Y^\ast|_{L^\infty} + \left| \int_0^\cdot Z_s dW_s \right|_{BMO} < +\infty.
\]

It implies that

\[
\left| \int_0^\cdot \nabla_z f(s, Y_s, Z_s) dW_s \right|_{BMO} = \left| \sup_{\tau \in [0, T]} \mathbb{E}_{\tau} \left[ \int_\tau^T |\nabla_z f(s, Y_s, Z_s)|^2 ds \right]^{1/2} \right|_{L^\infty} \leq \int_0^T \sup_{y \in \mathbb{R}} |\nabla_z f(s, y, 0)| ds + K_z \left| \int_0^\cdot Z_s dW_s \right|_{BMO} < +\infty.
\]

Then, the reverse Hölder inequality (see e.g. [9]) implies that there exists \(p^\ast > 1\) such that

\[
\mathcal{E}_T \in \bigcap_{1 < p < p^\ast} L^p.
\]

Finally we just have to apply Theorem 2.2 for any \(\varepsilon > 0\) we have the uniqueness of the solution amongst solutions \((Y, Z)\) that satisfy

\[
\mathbb{E} \left[ e^{\frac{2p^\ast}{p - 1} K_z (1 + \varepsilon)|Y|^q} \right] < +\infty. \tag{3.1}
\]

**Remark 3.2** It is possible to have an estimate of the exponent \(q\) appearing in Proposition 3.7. Indeed, following the proof, the exponent \(q\) is a function of \(p^\ast\) and, using the proof of Theorem 3.1 in [9], this exponent \(p^\ast\) is given by

\[
p^\ast := \phi^{-1} \left( \left| \int_0^\cdot \nabla_z f(s, Y_s, Z_s) dW_s \right|_{BMO} \right), \quad \text{with} \quad \phi : p \mapsto \left( 1 + \frac{1}{q^2} \log \frac{2q - 1}{2q} \right)^{1/2} - 1.
\]

Moreover, \(\left| \int_0^\cdot \nabla_z f(s, Y_s, Z_s) dW_s \right|_{BMO}\) is bounded by an explicit function of \(\left| \int_0^\cdot Z_s dW_s \right|_{BMO}\) and we have some estimates of this last quantity, see for example [2].
3.2 A first unbounded case

In this subsection we consider an SDE with an additive noise

\[ X_t = x + \int_0^t b(X_s)ds + \int_0^t \sigma(s)dW_s, \quad 0 \leq t \leq T, \tag{3.2} \]

where \( b \) and \( \sigma \) satisfy classical assumptions:

(F1)

1. \( b : \mathbb{R}^d \to \mathbb{R}^d \) is a Lipschitz function: for all \((x, x') \in \mathbb{R}^d \times \mathbb{R}^d\) we have \(|b(x) - b(x')| \leq K_b|x - x'|\).
2. \( \sigma : [0, T] \to \mathbb{R}^{d \times d} \) is a bounded measurable function.

We want to study the following BSDE

\[ Y_t = \xi + h((X_s)_{s \in [0, T]})) + \int_t^T f(s, Y_s, Z_s) + g((X_{u \wedge s})_{u \in [0, T]}, Y_s, Z_s)ds - \int_t^T Z_s dW_s, \tag{3.3} \]

with \( h : C([0, T], \mathbb{R}^d) \to \mathbb{R} \), \( f : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^{1 \times d} \to \mathbb{R} \) and \( g : C([0, T], \mathbb{R}^d) \times \mathbb{R} \times \mathbb{R}^{1 \times d} \to \mathbb{R} \) some measurable functions with respect to \( \mathcal{B}(C([0, T], \mathbb{R}^d)) \), \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(\mathbb{R}^{1 \times d}) \) and \( B(C([0, T], \mathbb{R}^d)) \otimes \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(\mathbb{R}^{1 \times d}) \). We will assume following assumptions:

(B2)

1. \(
\|\xi\|_{L^\infty} + \int_0^T |f(s, 0, 0)|ds \|
\sup_{s \in [0, T], y \in \mathbb{R}, x \in C([0, T], \mathbb{R}^d)} |\nabla_z f(s, y, 0)| + |\nabla_z g(x, y, 0)| \|
< +\infty \tag{3.4}
\)

2. there exists \( C > 0 \) such that, for all \( t \in [0, T], y \in \mathbb{R} \) and \( z \in \mathbb{R}^{1 \times d} \),

\[ |f(t, y, z)| \leq C. \]

3. There exist \( K_h > 0, K_g > 0 \) and \( r \in [0, 1) \) such that, for all \( x, \bar{x} \in C([0, T], \mathbb{R}^d), y \in \mathbb{R}, z \in \mathbb{R}^{1 \times d}, \)

\[ |h(x) - h(\bar{x})| \leq K_h(1 + |x|_\infty + |\bar{x}|_\infty)|x - \bar{x}|_\infty, \]

\[ |g(x, y, z) - g(\bar{x}, y, z)| \leq K_g(1 + |x|_\infty + |\bar{x}|_\infty)|x - \bar{x}|_\infty, \]

4. (B1) holds true for \((s, y, z) \mapsto f(s, y, z)\) and \((s, y, z) \mapsto g((X_{u \wedge s})_{u \in [0, T]}, y, z). \)

**Proposition 3.3** We consider the path-dependent framework and so we assume that \( \xi = 0 \) and \( f = 0 \). We also assume that Assumptions (F1)-(B2) hold true. Then there exists a solution \((Y, Z)\) of the path-dependent BSDE (3.3) in \( S^2 \times \mathcal{M}^2 \) such that,

\[ |Z_t| \leq C(1 + \sup_{s \in [0, t]} |X_s|_r) \quad d\mathcal{P} \otimes dt \text{ a.e.} \tag{3.4} \]

**Proof.** The Markovian case was already treated in [11]. The idea is to generalize this result to the discrete path dependent case, as in [8], and then pass to the limit to obtain the general path dependent case. Since the only novelty is the gathering of known methods and results, we will only sketch the proof.

1. First of all, we start by localizing the generator \( g \) to obtain a Lipschitz continuous generator. Let us consider \( \rho_N \) a regularized version of the projection on the centered Euclidean ball of radius \( N \) in \( \mathbb{R}^{1 \times d} \)
such that \(|\rho_N| \leq N, |\nabla \rho_N| \leq 1\) and \(\rho_N(x) = x\) when \(|x| \leq N - 1\). We denote \((Y^N, Z^N) \in S^2 \times M^2\) the unique solution of the BSDE

\[
Y_t^N = h((X_s)_{s \in [0, T]} + \int_t^T g^N((X_u)_{u \in [0, T]}, Y_s^N, Z_s^N) \, ds - \int_t^T Z_s^N \, dW_s
\]

with \(g^N = g(\ldots, \rho_N(\cdot))\). In the remaining of the proof we will see how to prove that \((3.2)\) is satisfied by \(Y^N\) with a constant \(C\) that does not depend on \(N\). Let us remark that this is sufficient to conclude since it is quite standard to show that \((Y^N, Z^N)\) is a Cauchy sequence in \(S^2 \times M^2\) and that the limit is solution of \((3.3)\), by using for example a linearization argument and the uniform estimate on \(Z^N\). For the reading convenience we will skip the superscript \(N\) in the following.

2. We approximate \(h\) and the random part of \(g\) by some discrete functions: by a mere generalization of \((12)\) there exists a family \(\Pi = \{\pi\}\) of partitions of \([0, T]\) and some families of discrete functionals \(\{h^\pi\}, \{g^\pi\}\) such that, for any \(\pi \in \Pi\), assuming \(\pi : 0 = t_0 < \ldots < t_n = T\), we have

- \(h^\pi \in C^\infty_b(\mathbb{R}^{d(n+1)})\) and \(g^\pi(\cdot, y, z) \in C^\infty_b(\mathbb{R}^{d(n+1)})\) for all \((y, z) \in \mathbb{R} \times \mathbb{R}^{1 \times d}\),
- \(\sum_{i=0}^n |\partial_{t_i} h^\pi(x)| \leq K_h(1 + 2 \sup_{0 \leq i \leq n} |x_i|^r)\) for all \(x = (x_0, \ldots, x_n) \in \mathbb{R}^{d(n+1)}\),
- \(\sum_{i=0}^n |\partial_{t_i} g^\pi(x, y, z)| \leq K_g(1 + 2 \sup_{0 \leq i \leq n} |x_i|^r)\) for all \(x = (x_0, \ldots, x_n) \in \mathbb{R}^{d(n+1)}\) and \((y, z) \in \mathbb{R} \times \mathbb{R}^{1 \times d}\),
- \(\lim_{|\pi| \to 0} |h^\pi(x_{t_0}, \ldots, x_{t_n}) - h(x)| = 0\), for all \(x \in C([0, T], \mathbb{R}^d)\),
- \(\lim_{|\pi| \to 0} |g^\pi(x_{t_0}, \ldots, x_{t_n}, y, z) - g(x, y, z)| = 0\), for all \(x \in C([0, T], \mathbb{R}^d)\) and \((y, z) \in \mathbb{R} \times \mathbb{R}^{1 \times d}\).

Let us emphasize that \(K_h\) and \(K_g\) do not depend on \(N\) and \(\pi\). We firstly assume that \(g\) is smooth enough with respect to \(y, z\) and \(b\) is smooth enough with respect to \(x\), then we have the representation

\[
Z_t^\pi = \nabla Y_t^\pi \nabla X_t^{-1} \sigma(t) \quad \forall t \in [0, T],
\]

where

\[
\nabla Y_t^\pi = \sum_{i=1}^n \nabla^i Y_t^\pi \mathbb{1}_{[t_{i-1}, t_i)}(t) + \nabla^\pi Y_{t-} \mathbb{1}_{[T]}(t)
\]

\[
\nabla^i Y_t^\pi = \sum_{j \geq i} \partial_{x_j} h^\pi \nabla X_{t_j} + \int_t^T \sum_{j \geq i} \partial_{x_j} g^\pi \nabla X_s + \partial_{y} g^\pi \nabla^i Y_s^\pi + \partial_{z} g^\pi \nabla^i Z_s^\pi \, ds - \int_t^T \nabla^i Z_s^\pi \, dW_s
\]

\[
\nabla X_t = I_d + \int_0^t \partial_{x} b \nabla X_s \, ds.
\]

Thanks to this representation of the process \(Z\), we can now apply the same strategy than in \((11)\) to show that

\[
|Z_t^\pi| \leq C(1 + \sup_{s \in [0, T]} |X_s^\pi|^r) \quad d\mathbb{P} \otimes dt \text{ a.e.} \quad (3.5)
\]

where \(C\) only depends on constants appearing in \((F1)-(B2)\) and does not depend on \(\pi\) nor on \(N\). We emphasize the fact that this is possible due to the uniform (in \(N\) and \(\pi\)) bound on \(\sum_{i=0}^n |\partial_{x_i} h^\pi(x)|\) and \(\sum_{i=0}^n |\partial_{x_i} g^\pi(x, y, z)|\). When \(g\) and \(b\) are not smooth we can obtain the same result by a standard smooth approximation.

3. Since \(h^\pi\) tends to \(h\) and \(g^\pi\) tends to \(g\), recalling we have a Lipschitz generator, we can use a standard stability result to get that \((Y^\pi, Z^\pi) \to (Y, Z)\) in \(S^2 \times M^2\) and so

\[
|Z_t| \leq C(1 + \sup_{s \in [0, t]} |X_s|^r) \quad d\mathbb{P} \otimes dt \text{ a.e.} \quad (3.6)
\]

\(\square\)
Remark 3.4  • The case \( r = 1 \) can be also tackled with extra assumptions as in [17]. More precisely, we have to assume that \( K_h, K_g \) and \( T \) are small enough to ensure exponential integrability of the terminal condition and the random part of the generator. These extra assumptions are natural when we are looking for the existence of a solution, see e.g. [3].

• The estimate [3.4] is interesting in itself and can be useful in many situations. For example, we can adapt the proof to obtain the same kind of estimate in a super-quadratic setting, as in [11], and then obtain an existence and uniqueness result for path-dependent super-quadratic BSDEs. We can also use this estimate to get an explicit error bound when we consider a truncated (in \( z \)) approximation of the BSDE in order to deal with BSDE numerical approximation schemes (see Section 5 in [17]). See also [1] for a possible application of this kind of estimate to BSDEs driven by Gaussian Processes.

Proposition 3.5 We assume that Assumptions (F1) and (B2) hold. Then the BSDE (3.3) admits a unique solution \( (Y, Z) \) satisfying

\[
e^{K_z |Y|^1} \in \bigcap_{p > 1} L^p.
\]

Proof. We start by considering the BSDE

\[
Y^1_t = h((X_s)_{s \in [0,T]}^1) + \int_t^T g((X_u \wedge s)_{u \in [0,T]}, Y^1_s, Z^1_s)ds - \int_t^T Z^1_s dW_s.
\]  
(3.7)

Using Proposition 3.3 we have the existence of a solution \( (Y^1, Z^1) \in S^2 \times M^2 \) to equation (3.7) such that

\[
|Z^1_t| \leq C(1 + \sup_{s \in [0,t]} |X_s|), \quad dP \otimes dt \text{ a.e.} \quad (3.8)
\]

Now we introduce a new BSDE

\[
Y^2_t = \xi + \int_t^T f(s, Y^1_s + Y^2_s, Z^1_s + Z^2_s)ds - \int_t^T Z^2_s dW^Q_s = \frac{1}{2} \int_t^T \nabla_z g((X_u \wedge s)_{u \in [0,T]}, Y^1_s, Z^1_s)ds,
\]

where \( dW^Q_s = dW_s - \nabla_z g((X_u \wedge s)_{u \in [0,T]}, Y^1_s, Z^1_s)ds \). By using Novikov’s condition, there exists a probability \( Q \) under which \( W^Q \) is a Brownian motion. Then, [10] gives us the existence of a solution \( (Y^2, Z^2) \in S^\infty(Q) \times M^2(Q) \) to the previous BSDE such that \( Z^2 \in BMO(Q) \). Now we can remark that \( (Y, Z) := (Y^1 + Y^2, Z^1 + Z^2) \) is a solution of (3.3). We denote

\[
F(t, y, z) := f(t, y, z) + g((X_u \wedge t)_{u \in [0,T]}, y, z)
\]

and we get

\[
E_T := e^{\int_0^T \nabla_z F(s, Y_s, Z_s) dW_s - \frac{1}{2} \int_0^T |\nabla_z F(s, Y_s, Z_s)|^2 ds} = e_1 e_2 e_3,
\]

with

\[
e_1 = e^{\int_0^T (\nabla_z F(s, Y_s, Z_s) - \nabla_z F(s, Y_s, Z^1_s)) dW_s - \frac{1}{2} \int_0^T |\nabla_z F(s, Y_s, Z_s) - \nabla_z F(s, Y_s, Z^1_s)|^2 ds},
\]

\[
e_2 = e^{\int_0^T \nabla_z F(s, Y_s, Z^1_s) dW_s - \frac{1}{2} \int_0^T |\nabla_z F(s, Y_s, Z^1_s)|^2 ds},
\]

\[
e_3 = e^{-\int_0^T (\nabla_z F(s, Y_s, Z_s) - \nabla_z F(s, Y_s, Z^1_s)) ds}.
\]
We will study the integrability of these terms. First of all, we can remark that
\[
\int_0^T \left| \nabla_z F(s, Y_s, Z^1_s) \right|^2 ds \leq C (1 + \sup_{s \in [0,T]} |X_s|^{2r})
\]
(3.9)
due to (B2)-1, (B2)-4 and (3.8). By using Novikov’s condition and classical estimates on exponential moments of SDEs, it implies that
\[
e_2 \in \bigcap_{p \geq 1} L^p.
\]
(3.10)
For same reasons we have
\[
e \int_0^T \nabla_z g(x^{\wedge s} Y_s, Z^1_s) dW_s - \frac{1}{2} \int_0^T \left| \nabla_z F(s, Y_s, Z^1_s) \right|^2 ds \in \bigcap_{p \geq 1} L^p.
\]
(3.11)
Since \( |\nabla_z F(s, Y_s, Z^1_s) - \nabla_z F(s, Y_s, Z^1_s) | \leq 2K_z |Z^2_s| \), then we obtain
\[
\int_0^T \left( \nabla_z F(s, Y_s, Z_s) - \nabla_z F(s, Y_s, Z^1_s) \right) dW_s \in BMO(Q)
\]
and so there exists \( \ell > 1 \) such that \( e_1 \in L^\ell(Q) \). By using (3.11) and Hölder inequality we get that
\[
e_1 \in L^{1+\frac{2}{\ell}}.
\]
We can also observe that,
\[
e_3 \leq \frac{1}{4\varepsilon} |\nabla_z F(s, Y_s, Z^1_s) - \nabla_z F(s, Y_s, Z_s)|^2 + \varepsilon K^2 |Z^2_s|^2,
\]
for all \( \varepsilon > 0 \). It implies that
\[
e_3 \leq \frac{1}{4\varepsilon} \left( 1 + \sup_{s \in [0,T]} |X_s|^{2r} \right) + \varepsilon K^2 \int_0^T |Z^2_s|^2 ds.
\]
(3.12)
Since \( \int_0^T Z^2_s dW_s \) is BMO we can apply the John-Nirenberg inequality (see [2]) and by using Cauchy-Schwarz inequality and classical estimates on exponential moments of SDEs we get
\[
e_3 \in \bigcap_{p \geq 1} L^p.
\]
(3.12)
Finally, by using (3.10), (3.12) and the estimate \( e_1 \in \bigcup_{p \geq 1} L^p \), we get that
\[
\mathcal{E}_T \in \bigcup_{p \geq 1} L^p.
\]
We just have to apply Theorem 2.4 to conclude.

### 3.3 A second unbounded case

In this subsection we consider a more general SDE
\[
X_t = x + \int_0^t b(X_s) ds + \int_0^t \sigma(X_s) dW_s, \quad 0 \leq t \leq T,
\]
(3.13)
where \( b \) and \( \sigma \) satisfies classical assumptions:
1. \( b : \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) are Lipschitz functions: for all \( (x, x') \in \mathbb{R}^d \times \mathbb{R}^d \) we have \(|b(x) - b(x')| \leq K_b |x - x'|\) and \(|\sigma(x) - \sigma(x')| \leq K_\sigma |x - x'|\).

2. \( \sigma \) is bounded by \(|\sigma|_\infty\).

Now we want to study the same BSDE (3.3) under following assumptions:

(B3)

1. \[
|\xi|_{L^\infty} + \int_0^T |f(s, 0, 0)|ds \leq \left| \sup_{s \in [0, T], y \in \mathbb{R}, x \in C([0, T], \mathbb{R}^d)} |\nabla_x f(s, y, 0)| + |\nabla_y g(x, y, 0)| \right|_{L^\infty} < +\infty
\]

2. there exists \( C > 0 \) such that, for all \( s \in [0, T] \), \( y \in \mathbb{R} \) and \( z \in \mathbb{R}^{1 \times d} \),
\[
|f(t, y, z)| \leq C.
\]

3. There exist \( K_h > 0 \) and \( K_g > 0 \) such that, for all \( x, \tilde{x} \in C([0, T], \mathbb{R}^d) \), \( y \in \mathbb{R} \), \( z \in \mathbb{R}^{1 \times d} \),
\[
|h(x) - h(\tilde{x})| \leq K_h |x - \tilde{x}|_\infty,
\]
\[
|g(x, y, z) - g(\tilde{x}, y, z)| \leq K_g |x - \tilde{x}|_\infty,
\]

4. (B1) holds true for \((s, y, z) \mapsto f(s, y, z)\) and \((s, y, z) \mapsto g((X_u)_{u \in [0, T]}, y, z)\).

Firstly we give a general lemma.

**Lemma 3.6** We assume that (B1) is in force and

- \( \mathbb{E} \left[ |\xi|^2 + \int_0^T |f(t, 0, 0)|^2 dt \right] < +\infty \),
- \( \xi \in \mathbb{D}^{1,2} \) and for all \((y, z) \in \mathbb{R} \times \mathbb{R}^{1 \times d}, f(\cdot, y, z) \in \mathbb{L}^{1,2} \),
- \( \left| \sup_{y \in \mathbb{R}, s \in [0, T]} |\nabla_x f(s, y, 0)| \right|_{L^\infty} \leq M_z \).

Let us consider an auxiliary BSDE
\[
R_t = \xi + \int_t^T f(s, R_s, 0)ds - \int_t^T S_sdW_s, \quad (3.14)
\]
with a unique solution \((R, S) \in \mathcal{S}^2 \times \mathcal{M}^2\). If
\[
\left| \sup_{t \in [0, T]} \mathbb{E}_t \left[ |D_t \xi| + \int_t^T |D_t f(s, y, 0)|_{y=R_s} ds \right] \right|_{L^\infty} < +\infty, \quad (3.15)
\]
then \( S \) is \( d\mathbb{P} \otimes dt \) a.e. bounded and there exists a solution \((Y, Z) \in \mathcal{S}^2 \times \mathcal{M}^2 \) of (2.1) such that \( \int_0^T Z_sdW_s \) is \( \text{BMO} \).

If moreover we have, for all \( p > 1 \),
\[
\left| \sup_{t \in [0, T]} \mathbb{E}_t \left[ |D_t \xi|^p + \left( \int_t^T |D_t f(s, y, z)|_{y=Y_s, z=Z_s} ds \right)^p \right] \right| < +\infty,
\]
then there exists a solution \((Y, Z) \in \mathcal{S}^2 \times \mathcal{M}^2 \) of (2.1) such that \( Z \) is \( d\mathbb{P} \otimes dt \) a.e. bounded.
Proof. Let us assume that \( f \) and \( \xi \) satisfy assumptions of Proposition 5.3 in [7] (smoothness and integrability assumptions). Then we can differentiate (in the Malliavin sense) BSDE (3.14): We obtain, for all \( t \in [0, T] \),

\[
D_t R_t = E_t \left[ e^{\int_t^T \nabla_y f(s,y,0) \, ds} \right] D_t \xi + \int_t^T e^{\int_t^r \nabla_y f(r,y,0) \, dr} \, (D_t f(s,y,0))_{y=R_s, ds}
\]

and a version of \( S \) is given by \( (D_t R_t)_{t \in [0,T]} \). Thus we get that there exists \( C > 0 \) such that, for all \( t \in [0, T] \),

\[
|S_t| = |D_t R_t| \leq e^{K_y T} E_t \left[ |D_t \xi| + \int_t^T |D_t f(s,y,0)|_{y=R_s, ds} \right] \leq C. \tag{3.16}
\]

When \( f \) is not smooth enough and \( f, \xi \) are not enough integrable, we can show by a standard approximation procedure that inequality (3.16) stays true \( dP \otimes dt \) a.e. Now we consider the following BSDE:

\[
U_t = \int_t^T f(s, U_s + R_s, V_s + S_s) - f(s, R_s, 0) \, ds - \int_t^T V_s dW_s. \tag{3.17}
\]

If we set \( \Psi(s, u, v) := f(s, u + R_s, v + S_s) - f(s, R_s, 0) \), then, by using (3.16) and assumptions of the Lemma on \( f \), we have, for all \( s \in [0, T], u, u', v, v' \in \mathbb{R}, v, v' \in \mathbb{R}^{1 \times d} \),

- \(|\Psi(s, u, v) - \Psi(s, u', v)| \leq |v - v'|,

- \(|\Psi(s, u, v) - \Psi(s, u, v')| \leq (M_s + K_z (|v| + |v'| + 2C)) |z - z'|,

- \(|\Psi(s, u, v)| \leq K_y |u| + (M_s + K_z |v + S_s|) |v + S_s| \leq C(1 + |u| + |v|^2).

By applying results of [10] we obtain a unique solution \((U, V) \in \mathcal{S}^\infty \times \mathcal{M}^2 \) and moreover \( \int_0^T V_s dW_s \) is BMO. Finally, we can remark that \((Y, Z) := (U + R, V + S) \) is a solution of BSDE (2.1). So, since \( S \) is bounded, \( \int_0^T Z_s dW_s \) is BMO.

Concerning the boundedness of \( Z \), we just have to adapt the proof of Theorem 3.6 in [11] in a non Markovian framework which does not create any difficulty. For the reader convenience, we only sketch the proof and we refer to [11] for further details. We start by assuming that \( f \) and \( \xi \) satisfy assumptions of Proposition 5.3 in [7] (smoothness and integrability assumptions). Then we can differentiate (in the Malliavin sense) BSDE (2.1): We obtain, for all \( t \in [0, T], u \in [0, T] \),

\[
D_u Y_t = D_u \xi + \int_t^T (D_u f(s,y,z))_{y=Y_s,z=Z_s} + D_u Y_s \nabla_y f(s,Y_s,Z_s) + D_u Z_s \nabla_z f(s,Y_s,Z_s) ds
\]

\[
= D_u \xi e^{\int_t^T \nabla_y f(s,y,z) ds} + \int_t^T e^{\int_t^r \nabla_y f(r,y,z) \, dr} \, (D_u f(s,y,z))_{y=Y_s,z=Z_s} ds - \int_t^T D_u Z_s dW^Q_s,
\]

where \( dW^Q_s := dW_s - \nabla_y f(s,Y_s,Z_s) ds \) and a version of \( Z \) is given by \( (D_t Y_t)_{t \in [0,T]} \). Thanks to assumptions on the growth of \( \nabla_z f \) and the fact that \( \int_0^T Z_s dW_s \) is BMO, we know that there exists a probability \( \mathcal{Q} \) under which \( W^\mathcal{Q} \) is a Brownian motion. It implies the following estimate

\[
|Z_t| = |D_t Y_t| \leq e^{K_y T} E_t^Q \left[ |D_t \xi| + \int_t^T |D_t f(s,y,z)|_{y=Y_s,z=Z_s, ds} \right].
\]

Then, we use once again BMO properties of \( \int_0^T Z_s dW_s \): thanks to the reverse Hölder inequality (see Kazamaki [9]), we can apply Hölder inequality to the previous estimate to obtain the existence of \( C > 0 \) and \( p > 1 \) (that depend only on constants appearing in assumptions of the Lemma) such that

\[
|Z_t| = |D_t Y_t| \leq C e^{K_y T} E_t \left[ |D_t \xi|^p + \left( \int_t^T |D_t f(s,y,z)|_{y=Y_s,z=Z_s, ds} \right)^p \right]^{1/p}. \tag{3.18}
\]
We use (3.15) to conclude. When \( f \) is not smooth enough and \( f, \xi \) are not enough integrable, we can show by a standard approximation procedure that inequality (3.18) stays true \( dP \otimes dt \) a.e.

\[
\|Z_t\| \leq C, \quad dP \otimes dt \text{ a.e.}
\]

**Corollary 3.7** We consider the path-dependent framework and so we assume that \( \xi = 0 \) and \( f = 0 \). We also assume that Assumptions (F2)-(B3) hold true. Then there exists a solution \((Y, Z)\) of the path-dependent BSDE (3.3) in \( S^2 \times M^2 \) such that,

\[
\text{REFERENCES}
\]

**Proof.** 1. Let us start by the Markovian framework. Without lost of generality we can assume that \( X^i_t = t \) for all \( t \in [0, T] \). We assume that, for all \( x \in C([0, T], \mathbb{R}^d) \), \( y \in \mathbb{R} \), \( z \in \mathbb{R}^{1 \times d} \), we have \( h(x) = \hat{h}(x_T) \) and \( g(x, y, z) = \tilde{g}(x, y, z) \) with \( \hat{h} : \mathbb{R} \to \mathbb{R} \) a \( K_h \)-Lipschitz function and \( \tilde{g} : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^{1 \times d} \to \mathbb{R} \) a \( K_g \)-Lipschitz function with respect to the first variable (uniformly in \( y \) and \( z \)). If \( \hat{h}, \tilde{g}, b \) and \( \sigma \) are smooth enough then \( \hat{h}(X_T) \) and \( \tilde{g}(X_{s}, y, z) \) are Malliavin differentiable and the chain rule gives us

\[
D_t \hat{h}(X_T) = \nabla_s \hat{h}(X_T) \nabla X_T (\nabla X_{s})^{-1} \sigma(X_{s}), \quad D_t \tilde{g}(X_{s}, y, z) = \nabla_s \tilde{g}(X_{s}, y, z) \nabla X_{s} (\nabla X_{s})^{-1} \sigma(X_{s}) \mathbb{1}_{t \leq s}.
\]

So we get, for all \( p \geq 1 \),

\[
\mathbb{E}_t \left[ |D_t \hat{h}(X_T)|^P + \left( \int_t^T |D_t \tilde{g}(X_{s}, y, z)| ds \right)^P \right] \leq (K_h^P + K_g^P) \mathbb{E}_t \left[ \sup_{s \in [t, T]} |\nabla X_{s} (\nabla X_{s})^{-1}|^P \right] \leq (K_h^P + K_g^P) \mathbb{E}_t \left[ \sup_{s \in [t, T]} |\sigma|^P_{|s|} C_p \right]
\]

with \( C_p \) that only depends on \( p, T, K_b \) and \( K_\sigma \), thanks to classical estimates on SDEs. Then we just have to apply the Lemma 3.6 to obtain that \( Z \) is bounded with a bound that only depends on constants appearing in assumptions. When \( h, \tilde{g}, b \) and \( \sigma \) are not smooth enough we can show that this result stays true by a standard approximation procedure.

2. To deal with the general path-dependent framework we just have to apply the same strategy than in Proposition 3.3. We firstly consider the discrete path-dependent case and then we pass to the limit. We refer to this proof for further details.

**Remark 3.8** Corollary 3.7 answers an open question in the Section 3 of [11]. In light to this result a new question arise: what happens when \( g \) and \( h \) are only locally Lipschitz? More precisely, does Proposition 3.3 stays true when we replace assumption (F1) by assumption (F2)? Let us remark that the answer is not clear even when \( f(z) = \frac{|z|^2}{2} \), see [11].

**Proposition 3.9** We assume that Assumptions (F2)-(B3) hold true. Then the BSDE (3.3) admits a unique solution \((Y, Z)\) satisfying

\[
e^{K_z|Y^z|} \in \bigcap_{p > 1} L^p.
\]

**Proof.** The proof follows the same lines than the proof of Proposition 3.5.
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