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Abstract

Background: In the era of a pandemic like COVID-19, monitoring the sentimental changes of the population is an urgent need, especially for the policy makers of the public health. A possible solution is to build a fast and low-cost surveillance system by using the sentiment analysis of Twitter data. Unfortunately, choosing a suitable sentiment classification model is still challenging. The general pre-trained model may be insensitive to the new specific terms of the pandemic. The early-trained model may have a bias issue due to the incomplete specific corpus. Although it is reasonable to assume the late-trained model is relatively reliable, it is usually available months after a pandemic begins.

Methods: This paper conducts the sentiment analysis of Twitter data and compares different models. Furthermore, we propose a strategy for using the pre-trained, early-trained, and late-trained models in a surveillance system based on Twitter data. The first two models can be used together in the early stage, while the last model can be used in the late stage. This study also analyzes the relationship between the sentimental changes of COVID-19-related Twitter data and the public health policies and events.

Results: Our results indicate that applying the pre-trained model to preprocessing early training samples may improve the early-trained model. Both models can work together by making up each other in the surveillance system in the early stage.

Conclusions: A fast and low-cost surveillance system is critical to the policy makers of the public health in a pandemic. This work uses the sentiment analysis of Twitter data to evaluate people’s attitudes to public health policies and events. We propose a strategy to make the surveillance system effective since the early stage. This study also connects the sentimental changes of COVID-19-related Twitter data to the public health policies and events.
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1. Introduction

The importance of policy-relevant evidence for evaluating the potential impact of public health policies has been widely recognized [1–3]. The practice of evidence-based public health policy (EBPH) aims to promote public health by fully utilizing available data for decision making [4]. Public health scientists have developed many approaches in this field [5–8]. The success of applying EBPH strongly encourages researchers to advance these methods [2, 9–11]. One common key component of these methods is evidence collection, which is still a challenging step [3]. The evidence data preparation is required to fit the policy design window [12, 13]. Also, policy surveillance systems need to monitor patterns and trends of the related policy influence [14, 15]. These systems require the data collection is not only efficient but also cheap. Unfortunately, traditional approaches cannot completely meet these requirements due to the inherent limitation of their evidence collection approaches [16]. In the era of a pandemic, e.g., COVID-19, the need for fast and low-cost evidence collection approaches is even more urgent.
To address the above challenges, scientists attempt to develop evidence collection approaches based on data from social media [17]. The ease of accessing the large amount of real-time social media data gives social media unique advantages for EBPH [16–20]. The dynamic social media platforms enable scientists to study large populations [21]. Furthermore, the real-time nature of social media allows fast data processing to avoid time delay caused by conventional approaches [16, 22]. These features are crucial to EBPH, especially in the era of a pandemic. Among these social media platforms, Twitter has been identified as a popular platform for short messages [18]. Each Twitter message, called tweet, is currently limited to contain up to 280 characters. The setting meets the need for quick and short updates and makes Twitter more and more popular. As of the first quarter of 2020, Twitter, a microblogging web service, has 166 million daily active users [23], who send more than 500 million tweets every day [24]. The broad demographic breadth and interactive nature of Twitter attract researchers to apply it in EBPH [18, 25].

Among many tweet analysis areas, tweet sentiment analysis has already been a hot area. Sentiment analysis is a computational tool of natural language processing for studying the attitudes of the public on a topic [26, 27]. Recently, machine learning approaches have made encouraging progresses in sentiment analysis [28, 29]. Twitter provides a huge volume of tweets, most of which are unstructured public short text messages. This enables applying sentiment analysis of tweets in multiple areas [30]. Some of these applications addressed public health issues. These studies usually used a supervised learning machine, e.g., support vector machine (SVM), to analyze the sentiment of tweets. There are two ways to build the training data set. One way is the topic-independent strategy. Ji et al. measured the concerns of public health by counting the number of personal negative tweets of related topics every day [31]. They used the pre-specified positive and negative data to establish the training data set for their machine learning method. Another way is the topic-dependent strategy. Du et al. conducted the sentiment analysis on tweets related to human papillomavirus (HPV) vaccines [32] [33]. They manually annotated tweets and used these annotated tweets as the training data set. Cole-Lewis et al. conducted the sentiment analysis on tweets for studying people’s attitudes to e-cigarettes [34]. In their machine learning method, they also made the training data set by manually annotating tweets. Daniulaityte et al. investigated drug-related tweets by sentiment analysis [35]. They manually labeled thousands of tweets for building the training data set of their machine learning method. Whether training the model by manually annotated tweets on specific topics is critical to a real-time policy surveillance system. The training based on manually annotated data may provide higher accuracy. However, the corpus of a specific public health topic is usually incomplete in the early stage. This disadvantage may lower the reliability of the early-trained models. If we frequently conduct manual annotation for a surveillance system, it may significantly increase the cost of this system and cause time delay. This issue is addressed in this paper.

The COVID-19 pandemic causes wide impacts and brings a significant number of related tweets. It allows us to investigate epidemic-related tweets and contribute to the public health. The major contribution of this work is summarized as follows,

1) This work investigates the tweets related to COVID-19 and compares sentiment analysis results with the pre-trained model and models trained by manually annotated tweets on COVID-19. Our investigation shows both approaches are useful and can work together.

2) Based on the above comparison, we propose a feasible strategy for building an almost real-
time surveillance system to evaluate the overall attitudes of the public by conducting sentiment analysis. It is reasonable to assume that the late-trained model, which is trained by sample tweets covering multiple months, is more reliable than the early-trained model, which is trained by early sample tweets. However, the late-trained model is unavailable in the early stage. This strategy uses the pre-trained model to improve the early-trained model by adjusting the training data set composition.

3) This work also analyzes the impacts of some COVID-19-related public policies and events by using the sentiment analysis of tweets.

The rest of this paper is organized as follows. Section 2 describes the methods of analyzing tweets and comparing different models. Section 3 proposes a new strategy for using multiple models together in a surveillance system. Section 4 analyzes sentimental scores of COVID-19-related tweets and connects the peaks and valleys of the scores to the public policies and events. The discussion is given in section 5. Section 6 concludes this paper.

2. Analysis and Comparison Methods

The brief pipeline of investigating related tweets and comparing different models is outlined in Figure 1. Details of this pipeline are given in the rest of this section.

![Fig.1. The brief pipeline of investigating related tweets and comparing different models.](image)

2.1 Data Collection
We used Tweepy [36], a free python library for accessing twitter APIs, to collect real-time tweets. From March 1st, 2020 to June 14th, 2020, we collected real-time tweets for hours at noon every third day. Additionally, we collected related tweets at noon on March 12th due to the Europe travel ban announced by the United States government on March 11th. There are 37 data collection days. In each collection day, we received about 40,000 original tweets with searching key words "coronavirus", "COVID-19", "COVID19", "COVID_19", "SARSCOV2", "SARS-COV-2", and "SARS_COV_2".

2.2 Data Preprocessing

We randomly select 700 tweets collected on March 1st. All 700 tweets and all words of a tweet are manually scored. Scores 0, 1, 2, 3, and 4 refer to very negative, negative, neutral, positive, and very positive, respectively. The annotated data set is called Mar01. Similarly, we randomly select 700 tweets collected in March and manually score them. The annotated data set is called March. Then, we repeat the same approach on tweets collected from March to May. The related dataset is called MarAprMay. Each data set is composed of 700 annotated tweets.

2.3 Model Training

In this paper, we use the Stanford CoreNLP toolkit [37] for sentiment classification. This is a pipeline framework for natural language processing (NLP). We use its recursive neural tensor network (RNTN) [38], a special type of recursive neural network (RNN), to conduct the sentiment analysis of tweets. The toolkit parses a preprocessed tweet into a binary tree. Each leaf node of this tree refers to a word. RNTN follows the bottom-up order to compute internal nodes by using a compositional function. Moreover, it classifies each node into one of the five sentimental categories that are very negative, negative, neutral, positive, and very positive. The sentiment of the root node is that of the whole tweet. The current model has already been trained and tuned but can also be trained by user-specified training data sets. We use data sets Mar01, March, and MarAprMay to train RNTN separately. All training parameters are set by default. The number of training samples in a batch is 27. The training can repeat up to 400 iterations. The learning rate is 0.01. As for each dataset, 600 tweets are assigned in the training data set, while 100 tweets are assigned to the validation data set.

2.4 Tweet classification

We use the pre-trained model and all three trained models to classify all collected tweets into scores 0, 1, 2, 3, and 4, which refer to very negative, negative, neutral, positive, and very positive, respectively. As for each model, the average score of a day is the overall sentimental score of that day. The way of computing the overall sentimental score for the \( t \)th collection day, represented by \( S_t \), is given as follows.

\[
S_t = \frac{\text{Sum(sentimental scores of all tweets on day } i)}{\text{Number of tweets collected on day } i},
\]

where \( \text{Sum()} \) is the summation function, while \( i \) is an integer between 1 and 37. The overall sentimental scores reflect the overall attitudes of the population. All overall sentimental scores...
based on all four models are given in Figure 2. To further analyze these scores, we need to investigate the trends of sentimental score changes. It tells us whether the majority of the population are becoming more optimistic or panic. The sentimental score change for the \(i\)th collection day, represented by \(\Delta S_i\), is given as follows.

\[
\Delta S_i = \frac{S_i - S_1}{S_1},
\]

where \(i\) is an integer between 1 and 37. It is worth noting that some small shifts could be caused by noise. It requires us to filter out these shifts by smoothing the score changes. To meet this need, we may calculate the smoothed score change, \(\overline{\Delta S_i}\), by the following expression.

\[
\overline{\Delta S_i} = \begin{cases} 
\Delta S_i, & i = 1, 37 \\
(\Delta S_{i-1} + \Delta S_i + \Delta S_{i+1})/3, & 1 < i < 37
\end{cases},
\]

where \(i\) is an integer between 1 and 37. Please note that smoothing score changes may shift peaks and valleys to their neighboring days, because formula (3) also considers neighboring collection days. All smoothed score changes based on all models are given in Figure 3.

2.5 Model Comparison

![Fig. 2. The overall sentimental scores of the pre-trained model, model Mar01, model March, and model MarAprMay.](image)

It is reasonable to assume that the model trained by sample tweets covering multiple months is more reliable than the model trained by early sample tweets. Therefore, we assume model MarAprMay is the most reliable trained model. Figure 2 shows overall sentimental scores based on all four models. It indicates the scores of models Mar01 and March are consistently greater than that of model MarAprMay, while scores of the pre-trained model are consistently less than that of model MarAprMay. Furthermore, scores of all models follow the same big trends. It indicates that the pre-trained model and trained models can be used to evaluate sentimental changes in a surveillance system roughly. Also, these two types of models can make up each other. Figure 3 shows smoothed score changes of all four models. It indicates that these models do not always agree with others. If we decide to use model MarAprMay, which is considered to be relatively
reliable, the surveillance system has to wait until June. This challenge motivates us to develop a strategy for improving the reliability of models trained by early sample tweets.

Fig. 3. The smoothed score changes of the pre-trained model, model Mar01, model March, and model MarAprMay.

Fig. 4. The pipeline of the proposed strategy for the surveillance system. This system uses the pre-trained and early-trained models in the early stage and the late-trained model in the late stage.

3. Strategy for Multiple Models

All 700 training samples for model Mar01 were collected on March 1st. If its reliability is improved, we will use this model in the surveillance system. Given all annotated tweets are early samples, the data set may already have inherent biases due to the incompletion of the corpus of COVID-19. Therefore, the tolerance of additional bias is relatively low. For example, the training set has 35, 331, 212, 115, and 7 tweets with sentimental scores 0, 1, 2, 3, and 4, respectively. The unbalanced sample composition may have worse impacts on Mar01 than other models.

Here, we use the pre-trained model to calibrate the training set of Mar01. We randomly select some tweets scored 3 or 4 by the pre-trained model. After manually checking these tweets are positive
or very positive, we add these tweets to the training set and remove the same number of negative or very negative tweets. We repeatedly update the training set until it is balanced. To verify the effectiveness of this method, we use the training data set for MarAprMay as the testing data set for Mar01 and the new model, named M01Update. The overall sentimental scores based on the manual annotation, Mar01, and M01Update are 1.68, 1.53, and 1.72, respectively. The overall sentimental score of M01Update is closer to that of manual annotation. We also calculate the mean squared error (MSE) by the following formula,

$$MSE = \frac{\sum_{k=1}^{n} (Score_{k}^{\text{manual}} - Score_{k}^{\text{model}})^2}{n}, \quad (4)$$

where $n$ is the number of tweets in the data set, that is, 700 in our tests, while $Score_{k}^{\text{manual}}$ and $Score_{k}^{\text{model}}$ refer to the scores of kth tweet based on manual annotation and model classification, respectively. A smaller MSE indicates the better performance. The MSE for Mar01 is 1.20, while the MSE for M01Update is 1.10. It also confirms that M01Update performs better than Mar01.

The above progress enables us to use the pre-trained model to guide training sample selection for model M01Update, which is an early-trained model. Both models can work together by making up each other in the surveillance system in the early stage. When the late-trained model, e.g., the model trained by annotated tweets covering three months, is available, it can provide more reliable sentimental scores for the surveillance system, while the pre-trained and early-trained models can still generate complementary analysis results. Moreover, this surveillance system only requires manual annotation for two data sets. One is for the early-trained model, the other is for the late-trained model. The summarized pipeline is described in Figure 4. This system fully utilizes the pre-trained, early-trained, and late-trained models, so it can consistently conduct fast, lost-cost, and relatively reliable sentiment analysis.

4. Sentimental Score Analysis

In this section, we study the sentimental results produced by MarAprMay for analyzing the impacts of the COVID-19 related public policies and events. Figure 5 shows the results of collected tweets from March 1st to June 14th. According to the stacked columns in this figure, the percentages of very positive and very negative are consistently low, while the percentage changes of positive are also insignificant. The major reasons of score changes are the sentiment switches between neural and negative. It suggests that the majority of the population is panic about COVID-19.

Figure 5 shows some visible sharp score peaks. The peak on March 12th reflects the positive score change due to the Europe travel ban announced by the United States government on March 11th [39]. This sharp peak may also suggests that the Twitter users from the United States may be the major influence of the sentimental score changes. The peak on April 27th happened when many states of the United States announced or decided to end the stay-at-home order soon. This order started at the end of March or in the beginning of April and might be related to the continuous negative sentimental score changes [40]. The widely reported rapid development of COVID-19 vaccine may be the reason leading to the peak on May 30th [41]. Similarly, the widely reported positive effects achieved by the shutdown policies may also bring the peak on June 8th [42].
Figure 5 also shows some deep score valleys. Media’s warning on COVID-19 may make the majority of the population nervous and cause the valley on March 1st [43]. Reports about the failure of keeping social distance could be the reason behind the valley on May 24th [44]. The controversy of the side effect of some COVID-19 medicines may contribute to the valley on June 2nd [45]. The concerns on the second COVID-19 wave might be the reason to the valley on June 11th [46].

We also examine other potential influences on the overall sentimental scores. Around April 24th, the numbers of daily confirmed new COVID-19 cases of the United States, the United Kingdom, and the globe reached a peak. This may explain the score valley at that point [47]. However, we do not find a strong correlation between score changes and the CARES Act [48].

5. Discussion

This work analyzes tweets related to COVID-19 without considering users’ locations, primarily due to the lack of this information in most users’ profiles. We may still roughly identify the source of major influence according to special events. For example, the sharp peak on March 12th may suggest that the Twitter users from the United States may be the major influence of the sentimental score changes. It is still hard to conduct local sentiment analysis. For example, it is challenging to
investigate the sentimental changes of the stay-at-home order in a specific state of the United States. Our future works will address these issues by utilizing location information in sentiment analysis. Another area needs more efforts is how to combine the sentimental scores of pre-trained and early-trained models. The current strategy is to provide both scores generated by both models to policy makers. A method to combine these two scores will be helpful.

6. Conclusion

In this paper, we conduct the sentiment analysis of related tweets in the Era of COVID-19. After investigating the sentimental scores of tweets and comparing different models, we propose a new strategy that applies the pre-trained, early-trained, and late-trained models together to build a fast, low-cost, and reliable surveillance system for monitoring the sentimental changes of the population during a pandemic. Furthermore, we analyze the sentimental score changes since March 2020 and connect some visible peaks and valleys to the public policies and events. In our future works, we will focus on enhancing our approach by addressing the location information issue and combining scores of different models.
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