Investigation of Quantum Support Vector Machine for Classification in NISQ era
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Abstract—Quantum machine learning is at the crossroads of two of the most exciting current areas of research; quantum computing and classical machine learning. It explores the interaction between quantum computing and machine learning, investigating how results and techniques from one field can be used to solve the problems of the other. Here, we investigate quantum support vector machine (QSVM) algorithm and its circuit version on present quantum computers. We propose a general encoding procedure extending QSVM algorithm, which would allow one to feed vectors with higher dimension in the training-data oracle of QSVM. We compute the efficiency of the QSVM circuit implementation method by encoding training and testing data sample in quantum circuits and running them on quantum simulator and real chip for two datasets; 6/9 and banknote. We highlight the technical difficulties one would face while applying the QSVM algorithm on current NISQ era devices. Then we propose a new method to classify these datasets with enhanced efficiencies for the above datasets both on simulator and real chips.

I. INTRODUCTION

In 1981, Feynman proposed the idea of using quantum computers to simulate quantum systems that are too hard for classical computers [1]. 1992 on-wards quantum algorithms such as Deutsch-Jozsa algorithm [2], Shor’s algorithm [3], Grover’s algorithm [4], and many more have been proposed. After claims of significant theoretical speedup by these algorithms compare to classical methods, in 1998 first ever demonstration of quantum algorithm on a working quantum computer was shown [5], [6]. First of it’s kind quantum computers were based on the phenomenon of nuclear magnetic resonance (NMR) [7]–[10]. Soon, different architectures such as trapped ion [11], [12], spin [13], silicon chip based [14], diamond based [15], [16], superconducting-qubit based [17]–[19], photons-qubit based [20] have been developed for a quantum computer. In the recent years, massive progress has been made both experimentally and theoretically in demonstrating the potential of quantum computing [21], [22]. One such feat was marked by Google in 2019, by achieving quantum supremacy using a programmable 53-qubit quantum computer [23]. This caught tremendous attention from the scientific community all over the world, encouraging researchers from various disciplines like computer science, electrical engineer-

ings, chemistry, biology and in recent times even finance to look for use cases in quantum computers. This has also been facilitated by number of platforms such as IBM quantum experience (IBM QE) [24], D wave [25], Amazon braket [26], intel [27], Microsoft [28], Rigetti [29], Xanadu [30], Google AI [31] and a few others that allow online access to their quantum computers. Among these, IBM QE is a free online based platform where users can run quantum circuits on up to 5000-qubits simulator and 5-qubit real quantum chips [24]. Availability of such platforms, was an exciting step for young researchers, who could now have fun on expensive quantum computers via cloud; in pursuit of finding problems for which quantum computation would be advantageous over classical means. Since the reduced entry barrier in the field, millions of quantum computational and quantum informational tasks have been run on such platforms. These tasks included but not limited to; quantum algorithm [32]–[34], quantum communication [35], [36], quantum cryptography [37], quantum machine learning [38], [39], quantum simulations [40], quantum robotics [41], and quantum games [42] to name a few.

Machine learning and artificial intelligence has been transforming our lives since several decades. Today technological companies like Amazon, Google, Netflix, Facebook, Apple, and many more use machine learning as the core idea. These companies benefit heavily from the range of applications machine learning has to offer, like product recommendation systems, image and speech recognition, spam detection systems, self-driving cars, etc. Machine learning thrives to learn patterns in the data in-order to achieve these tasks [43]. A machine learning task is generally of two categories supervised learning [44] and unsupervised learning [45]. Supervised learning refers to learning patterns from a labelled dataset, to be able then predict the label of a new data-point. Few examples of supervised learning are linear and logistic regression, support vector machine [46], k-nearest neighbors. Where as in unsupervised learning the dataset isn’t labelled and the task is to find patterns and structure in the data. Few examples of unsupervised learning include identifying clusters [47], principal component analysis (PCA) [48]. Machine learning
algorithms rely heavily on data to able to make predictions for a new data-points, but today the size of datasets have been increasing rapidly. It is estimated that global data is in the order of zettabytes $10^{21}$ [49], which has started to become a limit to be processed by classical computers. In the light of the increasing global data, researchers from all over the world are turning to quantum computing to provide a solution in the near future. This has given rise to the field of quantum machine learning and quantum artificial intelligence. The hope to be able to process large amounts of data arises from the concept of quantum random access memory (QRAM) [50]. In quantum machine learning, encoding classical data in quantum mechanical form is an important problem and many encoding procedure are proposed. In one such encoding procedure, of amplitude encoding it requires only $O(\log d)$ qubits as compare to $O(d)$ bits for classical case, leading to an exponential compression in representation of data [51]. This is basis for speedup in quantum version for the following methods.

### TABLE I: Computational complexity comparison; classical versus quantum [51], [52]

| Methods/Algorithm                      | Classical | Quantum |
|----------------------------------------|-----------|---------|
| Fast fourier transform (FFT)           | $O(d \log d)$ | $O((\log d)^2)$ |
| Eigenvectors and eigenvalues           | $O(d^4)$ | $O(d^2 \log d)$ |
| Matrix inversion $\vec{z} = A^{-1}b$   | $O(d \log d)$ | $O((\log d)^4)$ |

In this paper we focus upon the quantum support vector machine (QSVM) algorithm given by Rebentrost et al. [53] in 2014. At the heart of this algorithm lies the non-sparse matrix exponentiation technique, i.e. the HHL algorithm given by Harrow et al. [54] in 2009. We explore the depths of the QSVM algorithm and provide an implementation for it on qiskit. To help devise the quantum circuit version of QSVM algorithm we refer to the experimental demonstration of QSVM done by Li et al. [55] on a four-qubit nuclear magnetic resonance (NMR) in 2015. This experimental demonstration was shown for a 6/9 hand-written digit recognition task, where each datapoint had two features. The task is an optical character recognition (OCR) problem of binary classification of digits 6 and 9, in which standard font (times new roman) and handwritten characters are taken as training and testing samples respectively. We implement this task on today’s current state of art quantum computer using the IBM quantum experience [24] platform; for both simulator and real chip. Then, we take the bank note authentication dataset having four features, for which we propose an encoding procedure in a two-qubit system, extending the QSVM implementation. Our proposed encoding technique could also be used to feed a general four features vector in the QSVM circuit, compared to just two features in the 6/9 case. We apply two classical pre-processing methods in the case of bank note authentication data to find the training vectors. One is simply using averages of features of the training data and other one is to use k-means to cluster the data in two classes and then use the center of the clusters as the training vector. Using the IBM quantum experience [24] platform, we run the QSVM algorithm for banknote dataset on both simulator and real chip; for both averages and k-means. In the last section of this paper inspired by following works we propose a different method for calculating the inner product as compared the QSVM algorithm. We notice that this method has much shorter circuit and performs with better accuracy on both the datasets. To conclude, we highlight the limitation of the QSVM algorithm on today’s NISQ era quantum computers and refer to other caveats [80], which we must solve before we can completely harness the exponential speedup claimed to be offered by quantum algorithms.

The rest of the paper is organized as follows. In Sec. II, we discuss the quantum support vector machine algorithm [53] and it’s general circuit. Sec. III applies the QSVM algorithm to 6/9 digit dataset [55]. In Sec. IV, we apply the QSVM algorithm to banknote dataset, discuss the technical difficulties we faced and propose an encoding procedure as well as two classical pre-processing methods to overcome them. In Sec. V, we propose a new method and apply it on both 6/9 and banknote dataset. We observe this method performs better compare to QSVM circuit implementation. Finally, we conclude in discussion and future directions of work.

### II. QUANTUM SUPPORT VECTOR MACHINE

Support Vector Machine (SVM) is a supervised classical machine learning model [44], used for binary classification of new testing vectors. SVM is a class of problems where the number of equations are more than the number of unknowns, which is called a over-determined system of equations. Though there are many approaches proposed by the researchers, the method of least-squares fitting [57] is a standard approach to approximately solve such a regression analysis problem, that minimizes the sum of the squares of the residuals made in every single equation. SVM is a supervised algorithm which aims to learn from the training samples in-order to classify a new data sample into positive or negative class. It constructs hyper-plane with $\vec{w}.\vec{x} + b = 0$ such that $\vec{w}.\vec{x} + b \geq 1$ for a training point $\vec{x}_i$ in the positive class, and $\vec{w}.\vec{x} + b \leq -1$ for a training point $\vec{x}_i$ in the negative class. During the training process, the algorithm aims to maximize the gap between the two classes, which is intuitive as we want to separate two classes as far as possible, in-order to get a sharper estimate for classification result of new data sample like $\vec{x}_0$. Mathematically we can see objective of SVM is to find hyper-plane that maximize the distance $2/|\vec{w}|$ constraint to $y_i(\vec{w}.\vec{x}_i + b) \geq 1$. The normal vector $\vec{w}$ can be written as $\vec{w} = \sum_{i=1}^M \alpha_i \vec{x}_i$ where $\alpha_i$ is the weight of the $i^{th}$ training vector $\vec{x}_i$. Thus, obtaining optimal parameters $b$ and $\alpha_i$ is same as finding the optimal hyper-plane. To classify the new vector, is analogous to knowing which side of the hyper-plane it lies, i.e., $y_i(\vec{x}_0) = sgn(\vec{w}.\vec{x} + b)$. After having the optimal parameters, classification now becomes a linear operation. From the least-squares approximation of SVM the optimal parameters can be obtained by solving a linear equation,

$$F(b, \alpha_1, \alpha_2, \alpha_3, ..., \alpha_M)^T = (0, y_1, y_2, y_3, ... y_M)^T. \tag{1}$$
Fig. 1: QSVM algorithm: (a) F is a \((M + 1) \times (M + 1)\) matrix with the essential part being the kernel matrix \(K\), where 
\[ K_{i,j} = \kappa(\vec{x}_i, \vec{x}_j) \]
The user-specified weight \(\gamma\) determines the relative weight of the training error and the SVM objective \([57]\).
(b) Here, we use three qubits; the first one stands for the training register, the second one is used to input \(|y\rangle\) state, and the third one is the ancilla qubit. After the operation of matrix inversion, training data oracle, and unitary operation, measurement is performed.
(c) The quantum circuit creates the training data oracle state, then after performing measurement on the ancilla qubit, the inner product between the training and the testing data is calculated.
(d) F matrix inversion is calculated after applying the phase estimation algorithm, rotation operator, and un-compute process as given in the circuit.
(e) This is the general circuit comprising all the above methods, starting from the initial state \(|\vec{0}, \vec{y}\rangle\), which is converted to the state \(|b, \vec{\alpha}\rangle\) on matrix inversion of F, which then introduced to training-data oracle converts to \(|\vec{u}\rangle\). To query our algorithm lastly we perform the inverse \(U_x\) operation, after then measurement of ancilla qubit is used for classification of the query state \(\vec{x}_0\).

General form of \(F\) can be observed in Fig. (1a), where we adopt the linear kernels \(K_{i,j} = \kappa(\vec{x}_i, \vec{x}_j)\) as the kernel matrix \(K\).

Quantum counterpart of the training data \(\vec{x}_i\) is the state \(|\chi_i\rangle = 1/|\vec{x}_i| \sum_{j=1}^{N} |\vec{x}_i, j\rangle|j\rangle\). For a case of 2 training points, represented by parameter \(\theta_1\) and \(\theta_2\) the training-data oracle would be as in Fig. (1c). In general for \(M\) training points, training-data could be used to prepare the state \(|\chi\rangle = 1/\sqrt{N_{\chi}} \sum_{i=1}^{M} |\vec{x}_i\rangle|\vec{x}_i\rangle|\vec{x}_i\rangle\), with \(N_{\chi} = \sum_{i=1}^{M} |\vec{x}_i|^2\) from the initial state \(1/\sqrt{M} \sum_{i=1}^{M} |i\rangle\). To obtain kernel matrix \(K\), in quantum counterpart, the quantum density matrix is reduced to the kernel matrix \(K\), after discarding the training set registers, up to a constant factor \(\text{tr}K\) \([55]\). The quantum registers are first initialized into \(|\vec{0}, \vec{y}\rangle\) which after matrix inversion of \(F\) is transferred to the quantum state \(|b, \vec{\alpha}\rangle\).

\[
|\vec{0}, \vec{y}\rangle = 1/\sqrt{N_{0,y}}(|\vec{0}\rangle + \sum_{i=1}^{M} \vec{y}_i |i\rangle)
\]
\[
|b, \vec{\alpha}\rangle = 1/\sqrt{N_{b,\alpha}}(b|\vec{0}\rangle + \sum_{i=1}^{M} \vec{\alpha}_i |i\rangle)
\]

Here, \(N_{b,\alpha}\) and \(N_{0,y}\) are normalization factors. With the optimized parameters \(b\) and \(\alpha_i\), the classification results \(y(\vec{x}_0)\) can be represented by,

\[
y(\vec{x}_0) = \text{sgn}\left(\sum_{i=1}^{M} \alpha_i (\vec{x}_i, \vec{x}_0) + b\right)
\]
operations are conditional operations controlled by an ancillary y reduce the classification result

Then, the expansion coefficients \( \langle \vec{x}_0 | \vec{v} \rangle \) by calling the training-data oracle (Fig. 1b) on \( \vec{x}_0 \) an additional training register (Fig. 1a). To introduce the states: y

This could be reproduced by the overlap of the two quantum states: \( y(\vec{x}_0) = sgn(\langle \vec{v}_0 | \vec{u} \rangle) \) with the training-data state and the query state,

\[
|\vec{u}\rangle = 1/\sqrt{N_{\vec{x}_0}} |0\rangle + \sum_{i=1}^{M} abs(\vec{x}_i) |\vec{x}_i\rangle
\]

\[
|\vec{v}_0\rangle = 1/\sqrt{N_{\vec{x}_0}} |0\rangle + \sum_{i=1}^{M} abs(\vec{x}_i) |\vec{x}_i\rangle
\]

Here, the training-data state \( |\vec{u}\rangle \) could be easily obtained by calling the training-data oracle (Fig. 1b) on \( |b, \vec{a}\rangle \) and an additional training register (Fig. 1a). To introduce the information of the query vector \( \vec{x}_0 \), a unitary inverse operation \( U_{x_0} \) is applied to transfer \( |\vec{v}_0\rangle \) to \( |00\rangle \), i.e., \( U_{x_0} |\vec{v}_0\rangle = |00\rangle \). Then, the expansion coefficients \( |00\rangle U_{x_0} |\vec{u}\rangle = \langle \vec{v}_0 | u \rangle \) produce the classification result \( y(\vec{x}_0) \). It is noted that the unitary operations are conditional operations controlled by an ancillary qubit. Hence, the final state will be \( |\Psi\rangle = |\Phi\rangle |1\rangle_A + |00\rangle |0\rangle_A \)

denoting the states of the ancillary qubit. By measuring the expectation value of the coherent term \( O = \langle 00 | 00 \rangle * \langle 1 | 0 \rangle \) the classification result will be revealed by \( y(\vec{x}_0) \). The matrix inversion problem is also called the HHL algorithm, which was proposed by Harrow et al. [54] and below is a systematic view of it’s circuit implementation [58], which will be useful for us. Here, we use the HHL algorithm for solving linear equations. The quantum circuit given in Fig. (1c) is the HHL algorithm, whose detail mathematics and general form can be found in Ref. [58]. It maps the state \( |0, \vec{y}\rangle \) to \( |b, \vec{a}\rangle \). In Fig. (1), we highlight the details of the QSVM algorithm which we require for the scope of this paper. For further details of the QSVM algorithm, like the steps involved in the HHL algorithm, kernel matrix approximation, error analysis, optimality and more; enthusiastic readers could refer to these papers [53]–[55], [58].
III. 6/9 DATASET

A. Overview of 6/9 dataset

In this section, we would like to apply the QSVM algorithm to the popular optical character recognition (OCR) problem [59], which is to classify handwritten characters in a candidate set. There are many sub-classes of the OCR problem, but to study the proof of concept for the QSVM algorithm, we restrict ourselves to binary classification of digits “6” and digit “9” [55]. The two features for this 6/9 case, are horizontal and vertical ratios of the digits. To train the QSVM algorithm, we use the standard font (Times New Roman) of the characters 6 and 9. Training vectors can be seen in Fig. (2a). To test the QSVM algorithm, we provide it with eight handwritten images of characters 6 or 9. Testing vectors can be seen in Fig. (2b). Thus, our complete 6/9 dataset is given in Figs. (2a) and (2b).

B. QSVM Circuit for 6/9

To apply QSVM general circuit (Fig. (1e)) to our 6/9 classification problem we need to find the parameters: F matrix, $R_{y\theta_1}$, $R_{y\theta_2}$ and $R_{y\theta_0}$. Let us first find the parameters $R_{y\theta_1}$, $R_{y\theta_2}$ and $R_{y\theta_0}$ as it follows directly from the 6/9 dataset. We define $\theta_1$, $\theta_2$ and $\theta_0$ specific to our 6/9 case, which is described in Fig. (2c). $\theta_1$ and $\theta_2$ would correspond to training vectors (Fig. (2a)) and would be the part of the QSVM training-data oracle (Fig. (1c)). $\theta_0$ corresponds to the testing vectors (Fig. (2b)) and thus would be part of the unitary operator $U_{x\theta}$ (Fig. (1b)). Next, to find the theta values ($\theta_1$, $\theta_2$, $\theta_0$) we can take the general form of vector $\vec{x} = (\alpha, \beta)$, where $\alpha$ and $\beta$ are the features of the vector and use the formulae.

$$\theta = 2\tan^{-1}\frac{\beta}{\alpha}$$

which follows from the use of $R_{y\theta}$ gates in the QSVM training-data oracle (Fig. (1c)) and $U_{x\theta}$ (Fig. (1b)). Values for $\theta_1$ (train 1), $\theta_2$ (train 2) and $\theta_0$ (test 1 to 8) which ranges over eight test points; can be found in Fig. (1d) as QSVM theta values table. This table will be used to feed the parameters $R_{y\theta_1}$, $R_{y\theta_2}$ and $R_{y\theta_0}$ to the QSVM general circuit (Fig. (1e)) for 6/9 dataset. Now coming to F matrix, we have already seen the general F matrix in Fig. (1a). This reduces to Fig. (2e) as we have only 2 training vectors i.e., M=2. In our implementation, we set non-offset reduction, i.e., b = 0, converting the F matrix to Fig. (2f). To finally get the F matrix for 6/9 case, we need to define and calculate the $K_{i,j}$ terms. Here, we use the dot product kernel, i.e., $K_{i,j} = \kappa(\vec{x}_i, \vec{x}_j) = \vec{x}_i \cdot \vec{x}_j$. Using the features of test samples, from Fig. (2a), we calculate $K_{1,2} = \kappa(\vec{x}_1, \vec{x}_2) = K_{2,1} = \vec{x}_1 \cdot \vec{x}_2 = 0.5$. Similarly, $K_{1,1} = 1$ and $K_{2,2} = 1$. Thus F matrix for 6/9 case is found to be as in Fig. (2g). Lastly, to feed this matrix to QSVM circuit we need to exponentiate the matrix. To do so, we first write the final F matrix in 6/9 case which we need to exponentiate as $F = c_1I + c_2X$. $e^{iF} = e^{i(c_1I+c_2X)} = e^{ic_1I} e^{ic_2X} = e^{-i\gamma X}$, where $e^{-i\gamma X}$ is treated as a global phase. From Fig. (2g), we can easily fill in the $c_1$ and $c_2$ values as $c_1 = 1 + \gamma^{-1}$ and $c_2 = 0.5$.

Thus, now we have all the parameters, which we can easily feed in the QSVM general circuit (Fig. (1e)). Finally the QSVM circuit for the 6/9 case is shown in Fig. (3). To run this quantum circuit and all other quantum circuits in our paper we use the IBM quantum experience (IBM QE) [24] platform. Currently, IBM QE [24] allows access up to 5000 qubits on a simulator and up to 127 qubits on real chip. IBM offers simulator access to 5 types of system, namely; simulator statevector (32 qubits), qasm simulator (32 qubits), simulator extended stabilizer (63 qubits), simulator mps (100 qubits), simulator stabilizer (5000 qubits). IBM offers access to 23 real chip systems, which include 1, 5, 7, 16, 27, 65 and recently released 127 qubits system. Though the simulator access is freely available till 5000 qubits, on real chip it’s only up to 5 qubits. Our QSVM circuit for the 6/9 case has 5 qubits, which allows us to run it on both simulator and real chip.

Results for 6/9 case:

- IBM qasm simulator; for 8192 shots, 6/9 circuit classifies 5/8 test samples, i.e., accuracy - 62.5%.
- IBM belem; for 8192 shots, 6/9 circuit classifies 5/8 test samples, i.e., accuracy - 62.5%.

We think these results could be explained by formation of erroneous solution state at the end of the HHL algorithm. Let the exact solution state expected at the end of the HHL algorithm be of the form of $|\psi\rangle = a|0\rangle + b|1\rangle$, but we believe instead an erroneous state, say of form $|\psi_e\rangle = c|0\rangle + d|1\rangle$ is being formed. Where as $a \neq c$, and $b \neq d$, thus the erroneous state doesn’t have the expected probability amplitudes. So in the step following the HHL algorithm, we end up performing the control-anti-control and control-control rotational operators of the training data oracle (Fig. 1c) on a state which doesn’t have the expected probabilities. Due to this, rotational operators are applied on this erroneous state, instead of being applied on $|00\rangle$ clock registers (which was expected). In the HHL algorithm, post selection is an important task, as without post-selection, the clock registers can not reset to $|00\rangle$ state, and the exact solution state is not achieved on the required qubit. Due to thus formed erroneous solution state, we do not expect accurate results even after applying controlled and anti-controlled rotational operators in the later step. Specification of quantum system used in this section.

1) IBM qasm simulator; 32 qubits. Simulator type: General, context-aware.
2) IBM belem specifications: 5 qubits; 16 quantum volume; 2.5K CLOPS; Avg. T1: 93.81 μs; Avg. T2: 102.93 μs.
Fig. 3: QSVM circuit for 6/9: The above circuit was run on IBM qasm simulator and IBM belem to obtain our 6/9 binary classification results. It was obtained by assigning all the parameters values to the general QSVM circuit (Fig. 1e). It was implemented 8 times for 8 different test points by changing only $Ry^{-\theta_0}$ whose values we get from Fig. 2d. Here, we show the circuit only for test 1; $\theta_0 = -0.144$, i.e. $\theta$ corresponding to $Ry^{-\theta_0} = +0.144$.

IV. BANNOTE DATASET

A. Overview of banknote dataset

In this section, we extend the QSVM algorithm for banknote authentication dataset [60], which is an important problem to identity if a given banknote is forged or real. Below we briefly mention the pre-processing involved to obtain the features for the banknote dataset [60] from the banknote specimen. Digitization of the dataset from images of banknote was done using industrial print inspection camera [61]. The final images have $400 \times 400$ pixels and gray-scale pictures with a resolution of about 660 dpi. Wavelet transform [62] tool were used to extract features from the images. The complete dataset has 1372 rows and 5 columns. Fig. 4a shows the head of the dataset, i.e., the first five rows. The dataset has four features, namely variance of wavelet transformed image, skewness of wavelet transformed image, kurtosis of wavelet transformed image, entropy of image, all four of which are continuous. Table II describes these four features in more detail. Class is the target variable, which is an integer 0 or 1, for genuine and fake note respectively. Note, we haven’t performed any of these steps ourselves, the dataset is readily available on kaggle [60] which we use directly for further analysis in the following Sec. IV-B.

B. Elementary analysis on banknote dataset

Let us now look at elementary machine learning techniques on our dataset, to learn and understand it better. First it is always better to get the summary of statistics for the features in the dataset (Fig. 4b). We observe that out of the 1372 points, 762 belong to class 0 (genuine note) and 610 belong to class 1 (fake note). In Fig. 4c we look at the histogram of variance, skewness, kurtosis, entropy. Histogram is a data representation technique, used to give a visual idea of the probability density function that governs the feature [63]. Heat map is one of the ways for representing the correlation matrix, and for the banknote dataset, it is shown in Fig. 4c. A correlation matrix denotes the correlation coefficients between variables. A positive correlation indicates a strong dependency, while a negative correlation indicates a strong inverse dependency; a correlation coefficient closer to zero indicates weak dependence [64].
TABLE II: Description of features; banknote dataset [65]. Here, we describe what each feature represents in our banknote dataset, we also include formulae for variance, skewness and kurtosis for completeness of discussion.

| Feature                                      | Description                                                                 |
|----------------------------------------------|-----------------------------------------------------------------------------|
| Variance of wavelet transformed image $S^2$  | Measure of how each pixel varies from the neighboring pixels (or central pixel), which is used to classify each pixel in different regions [66]. |
| Skewness of wavelet transformed image $\mu_3$ | Measure of the lack of symmetry. Positive skewness; indicates data is skewed towards right, i.e. right tail is long relative to the left tail, and negative skewness is vice versa. Symmetric data like a normal distribution has a skewness near zero [67]. |
| Kurtosis of wavelet transformed image $Kurt$  | Measure of whether the data are heavy-tailed or light-tailed relative to a normal distribution. Positive kurtosis, i.e heavy-tailed indicates presence of outliers, where as negative kurtosis, i.e. light tailed indicates lack of outliers [67]. |
| Entropy of image                              | Measure of the degree of randomness in the image. It is lower bound for the average coding length (usually measured in bits per pixel) describing amount of information that must be coded by a compression algorithm, thus giving optimum image coding scheme without any loss of information [68]. |

1) Train and test: In machine learning deciding the train and test split is important decision, training points are used to train the algorithm and testing points are used as unseen data to estimate algorithm’s accuracy. It is common practice in classical ML to split the dataset into 80 percent train and 20 percent test, but for our quantum version we identified two main factors which we could consider.

- Firstly, we need as many train samples as possible, so as to better estimate the standard train 1 and standard train 2 for banknote dataset. We see in 6/9 dataset (Fig. 2a) we simply use the standard font for digit 6 and 9, but here we need to define a notion for standard banknote using the training dataset, details for which we explore in Sec. IV-C.

- Secondly, we have to run our QSVM circuit for each of the test data, which would incur computational costs, thus we try to limit the number of test points. In the 6/9 dataset, we had only 8 test samples.

Thus, after trying different percentages for train and test split, we think it is the best to have only 28 test points (which is around 2%) and remaining 1344 instances as train samples.

2) t-SNE: Here, we employ a famous visualisation technique called t-distributed stochastic neighbor embedding (t-SNE) [69]. We know that our dataset was obtained after digitization of banknote specimen which were either forged or real, but it is possible for the dataset we finally have doesn’t naturally represent two clusters. A possible cause could be errors arising at digitization or wavelet transformation step, which may lead to a dataset which represents more or less clusters than expected. Thus we apply t-SNE which is based on the statistical method of stochastic neighbor embedding [70] on our banknote dataset. It is a nonlinear dimensionality reduction technique [71] which helps interpret higher dimensional data, by embedding it in lower dimensional space. Normally a nonlinear dimensionality reduction technique is used to separate data that cannot be simply separated by a straight line [72]. To aid visualisation in t-SNE, lower dimensional space is usually of two or three dimensions. The t-SNE algorithm has two main steps.

1) It constructs a probability distribution over pairs of high-dimensional objects by assigning higher probability to similar objects (based on distance) and vice versa.

2) In the low-dimensional map, it represents a similar kind of probability distribution, and the Kullback-Leibler (KL) divergence is minimised [73].

Thus, t-SNE is capable of capturing local structure of the high-dimensional data and reveals global structure such as the presence of clusters [69]. Using the t-SNE technique, our banknote dataset is visualized in two dimension as shown in Fig. 4e. When run we finally get the best fit parameters as; perplexity = 100, components=2, iter=10000. In Fig. 4e we can see that our dataset indeed has two clusters formed naturally using the t-SNE technique. Draw back with t-SNE is, it is only a visualisation technique, and there is no way to find the values of the clusters centers in Fig. 4e. Even if we try to estimate clusters centers, we directly can’t use it, as we would need to retrace it back (from the lower dimension, here 2) to the corresponding feature values (higher dimension, here 4) of the banknote dataset [74]. Feature values if obtained would have been very useful to standardizing the train 1 and train 2 for banknote dataset, details of which we see in Sec. IV-C.

C. QSVM on banknote dataset

1) Difficulty: Two challenges we faced in applying the QSVM algorithm for the bank note dataset is,

- How do we train our QSVM circuit on these 1344 training points?
- How do we encode four features of the banknote dataset into the QSVM algorithm?

We could recall that in the QSVM general circuit (Fig. 1e) we can feed only one training point pertaining to class 0 (train 1) and one training point pertaining to class 1 (train 2). After splitting the whole dataset of 1372 points into 1344 training points and 28 testing points, we observe that, out of those 1344 training points we have 745 pertaining to class 0 and pertaining to 599 class 1. But then that’s the challenge; how do we choose the best possible point, one for class 0 and one for class 1 out these 745 and 599 points respectively? Do we necessarily need to use one of these points or can we use a pre-processing method to best estimate the values of such a point (if it existed)? To understand this better let us first understand what we did in Sec. III-A for 6/9 case, we notice how we used times new roman (standard font) to standardise the training data to help easily get train 1 and train 2 (Fig. 2d). It is the best possible effort for the 6/9 case, as there it
**Fig. 4:** Banknote dataset overview: (a) Here, the head of dataset shows the first five rows. (b) It computes the summary of statistics pertaining to the columns in the banknote dataset, i.e., variance, skewness, kurtosis, entropy, and class. Statistics include count, mean, standard deviation (std), minimum, 25\(^{th}\) percentile, 50\(^{th}\) percentile, 75\(^{th}\) percentile, and maximum. (c) The histograms help visualise the spread of the features of banknote dataset. (d) Here, the heat map represents the correlation between the 4 features; values closer to; 1 represent a positive correlation, -1 a negative correlation, 0 no linear trend. Using the legend in the figure, we can map different colours to different correlation trends among the features. (e) T-sne plot with parameters; perplexity = 100, components=2, iter=10000.

is easy to understand what a standard font would look like, unlike the banknote case where a standard genuine note and standard fake note, do not make sense. In such a scenario, we propose to use classical pre-processing method to help devise such a notation for the banknote case, we understand even if such a point doesn’t exist our intention is to estimate best possible train 1 and train 2 for our banknote dataset. In the later sections of averages (Sec. IV-C3) and k-means (Sec. IV-C4) we propose two classical pre-processing methods we could use. Aim of such a classical pre-processing method is to obtain values of the 4 features (variance, skewness, kurtosis, entropy), one corresponding to standard training sample train 1 (class 0) and standard training sample train 2 (class 1). But, to finally get the train 1 and train 2 circuit we will need a four feature encoding procedure which will take these values as input, and generate the corresponding training circuits. We
propose one such encoding procedure using a 2-qubit system in the coming section IV-C2.

2) Encoding of Parameters: In the Sec. II we recall that the training data oracle (Fig. 1c) and unitary operator $U_{x0}$ (Fig. 1b) could encode only one feature at first, i.e., the theta value of the $R_y$ gates. Which we later see in the 6/9 case (Sec. III); it could easily be used to extend for 2 features (a vector $\vec{x} = (\alpha, \beta)$) using Eq. (5). To apply QSVM algorithm to our banknote dataset, we need an encoding procedure, to encode the values of the 4 features; which were variance, skewness, kurtosis, and entropy. Let us assume the normalised four features as, $\alpha$, $\beta$, $\gamma$, and $\delta$. In quantum computing it is standard practice to use normalized values, which implies, $\alpha^2 + \beta^2 + \gamma^2 + \delta^2 = 1$. The state encoding the four features would be $|\psi_{en}\rangle = \alpha |00\rangle + \beta |01\rangle + \gamma |10\rangle + \delta |11\rangle$. It is difficult to predict the quantum circuit that can convert $|00\rangle$ to $|\psi_{en}\rangle$ as there could be large number of possibilities for states, due to large number of unitaries. However, it is easier to find the circuit that can convert $|\psi_{en}\rangle$ to $|00\rangle$, which then can be used to obtain $|00\rangle$ to $|\psi_{en}\rangle$ as quantum operations are reversible. The $|\psi_{en}\rangle$ state can also be written as shown in Eq. 6. Following steps in Eq. 6, are series of anti-control unitary and control unitary operations to convert $|\psi_{en}\rangle$ to $|00\rangle$, which lead to quantum circuit in Fig. 5.

\[
|\psi_{en}\rangle = \alpha |00\rangle + \beta |01\rangle + \gamma |10\rangle + \delta |11\rangle
\]

\[
= \sqrt{\alpha^2 + \beta^2} |0\rangle (\frac{\alpha}{\sqrt{\alpha^2 + \beta^2}}|0\rangle + \frac{\beta}{\sqrt{\alpha^2 + \beta^2}}|1\rangle)
\]

\[
+ \sqrt{\gamma^2 + \delta^2} |1\rangle (\frac{\gamma}{\sqrt{\gamma^2 + \delta^2}}|0\rangle + \frac{\delta}{\sqrt{\gamma^2 + \delta^2}}|1\rangle)
\]

\[
= (\sqrt{\alpha^2 + \beta^2}|0\rangle + \sqrt{\gamma^2 + \delta^2}|1\rangle)(|0\rangle + |1\rangle)
\]

\[
= |00\rangle
\]

We know a general $U_3$ gate has parameters,

\[
U(\theta, \phi, \lambda) = \begin{bmatrix}
\cos \frac{\theta}{2} & -e^{i\lambda} \sin \frac{\theta}{2} \\
e^{i\phi} \sin \frac{\theta}{2} & e^{i(\phi+\lambda)} \cos \frac{\theta}{2}
\end{bmatrix}
\]

Parameters of the gates $U_{31}$, $U_{32}$, $U_{33}$ in the encoding circuit (Fig. 5) are as shown in Eq. (8).

3) Averages: Here we propose a classical pre-processing method, which we call averages. In this approach of classical pre-processing, we first split the training dataset containing of 1344 rows into class 0 and class 1. Then, we find statistics pertaining to features for respective class, which can be seen in Fig. 6a for class 0 and Fig. 6b for class 1. Our training dataset has 745 points of class 0 and 599 points of class 1. In our approach of averages from tables (Fig. 6a and Fig. 6b) we take mean for all features for class 0 and class 1 respectively, which can be found as cluster centers in Fig. 6c. To use the proposed encoding (Sec. IV-C2); for encoding 4 features into 2-qubit system, we need to normalise cluster centers. Fig. 6d shows the normalised cluster centers, where train 1 represents class 0 and train 2 represents class 1. Fig. 6e represents the unitary gate parameters for train 1 which follows directly from the encoding method using the values from Fig. 6d. Similarly, Fig. 6f represents the unitary gate parameters for train 2. Figs. 6g and 6h show the corresponding train 1 and train 2 circuits.

4) K means: Here, we propose a second classical pre-processing method, which we call k-means. In this approach, we apply the classical K-means algorithm [75] on our training instances and then find k-means cluster centers, which is shown in Fig. 7a. Again, to use the encoding procedure proposed in Sec. IV-C2, we need to normalise these k-means cluster centers. Fig. 7b shows the normalised k-means cluster centers, where train 1 represents class 0 and train 2 represents class 1. Fig. 7c represents the unitary gate parameters for train 1 which follows directly from the encoding method using the values from Fig. 7b. Similarly, Fig. 7d represents the unitary gate parameters for train 2. Figs. 7e and 7f show the corresponding train 1 and train 2 circuits.

5) QSVM Circuit for BN: To be able to apply QSVM algorithm on banknote dataset, according to the QSVM general circuit (Fig. 1e) we need the F matrix, $R_y^{\phi_1}$, $R_y^{\phi_2}$ and $R_y^{-\phi_0}$. Parameters $R_y^{\phi_1}$, $R_y^{\phi_2}$ represent the training vectors train 1 and train 2 respectively, which for our banknote case we obtain from the train 1 and train 2 circuits of the classical pre-processing methods as discussed in Sec. IV-C3 and Sec. IV-C3. The train 1 and train 2 circuits for each case of classical pre-processing would respectively replace the circuit 9 and circuit 10 of the Fig. 8. $R_y^{-\phi_0}$ represents the testing vector which would vary for the 28 tests points. The 28 tests points are obtained after the train-test split of the dataset. Similar to steps discussed in Sec. IV-C3 and Sec. IV-C4 to obtain train 1 and train 2 circuits, we obtain the test 0 circuits by first normalising each test point and then use the encoding procedure (Sec. IV-C2). We haven’t explicitly shown test 0 circuits, but the idea can be easily understood from Fig. 8.
Fig. 6: Averages approach; banknote dataset: (a) and (b): It computes the summary of statistics pertaining to the columns i.e., variance, skewness, kurtosis, and entropy for class 0 and class 1 respectively. Statistics include count, mean, standard deviation (std), minimum, 25th percentile, 50th percentile, 75th percentile, and maximum. (c) Values represent mean of variance, skewness, kurtosis, and entropy for class 0 spilt and class 1 split respectively, which is an immediate results from Figs. 6a and 6b. (d) Cluster centers from Fig. 6c needs to be normalised before it can be used in our encoding procedure proposed in Sec. IV-C2. Here, train 1 represents normalised cluster centers for class 0 and train 2 represents normalised cluster centers for class 1. (e) and (f): Represents the encoding parameters for train 1 and train 2 in the averages approach respectively. (g) and (h): Represents the encoding circuit for train 1 and train 2 respectively, which follows directly from Figs. 6e and 6f, using the general encoding circuit from Fig. 5.

Fig. 7: K-means approach; banknote dataset: (a) Represents the cluster centers obtained by the k-means algorithm in the order; variance, skewness, kurtosis, and entropy for class 0 and class 1 respectively. (b): K-means centers from Fig. 7a needs to be normalised before it can be used in our encoding procedure proposed in Sec. IV-C2. Here, train 1 represents normalised cluster centers for class 0 and train 2 represents normalised cluster centers for class 1. (c) and (d): Represents the encoding parameters for train 1 (class 0) and train 2 (class 1) in the k-means approach respectively. (e) and (f): Represents the encoding circuit for train 1 (class 0) and train 2 (class 1) respectively, which follows directly from Figs. 7c and 7d, using the general encoding circuit from Fig. 5.

where we use the circuit 20 as placeholder for test 0 circuits.

After having obtained the train 1 and train 2 points from the classical pre-processing, the F matrix is just inner product of them. Thus we now have all the parameters to apply the QSVM algorithm to banknote dataset.

Results for banknote case:

1) Averages:
   - IBM qasm simulator, for 8192 shots, correct results obtained for 18/28 test points, i.e., accuracy - 64.3%.
Fig. 8: QSVM circuit for banknote: Here, the parameters of the general circuit from Fig. 1e; $R_y1$, $R_y2$ and then query state $R_y0$ consists 2 qubits using the proposed encoding from Fig. 5. It is to be noted that here we use two methods, averages IV-C3 and K means IV-C3 to find the parameters of the circuit 9, 10 and 20 which refer to $R_y1$, $R_y2$ and $R_y0$ respectively.

- IBM belem, for 8192 shots, correct results obtained for 18/28 test points, i.e., accuracy - 64.3%.
- K-means:
  - IBM qasm simulator, for 8192 shots, correct results obtained for 19/28 test points, i.e., accuracy - 67.9%.
  - IBM belem for 8192 shots, correct results obtained for 16/28 test points, i.e., accuracy - 57.1%.

These results, just like the 6/9 case could be explained by formation of erroneous solution.

Specification of quantum system used in this section.

1) IBM qasm simulator: 32 qubits. Simulator type: General, context-aware.
2) IBM belem specifications: 5 qubits; 16 quantum volume; 2.5K CLOPS; Avg. T1: 93.81 µs; Avg. T2: 102.93 µs.

V. OUR PROPOSED METHOD

Here we propose a new method inspired by the following works [76]–[79] which we will apply to both; 6/9 and banknote dataset. Here is our algorithm.

For the binary classification problem, let us consider the testing vector, as $|\psi\rangle_0$ and the two training vectors $|\psi\rangle_1$ and $|\psi\rangle_2$ representing class 0 and class 1 respectively. To classify the testing vector $|\psi\rangle_0$, we compare it with the two training vectors $|\psi\rangle_1$ and $|\psi\rangle_2$. Comparison is done by taking the inner products; one between $|\psi\rangle_1$ and $|\psi\rangle_0$ and second between $|\psi\rangle_2$ and $|\psi\rangle_0$. Class of the training vector with which the inner product has higher value, is assigned to the testing vector $|\psi\rangle_0$.

First, we define the quantum states using the unitaries $U_1$, $U_2$ and $U_0$ such that $|\psi\rangle_1 = U_1 |00...0\rangle$, $|\psi\rangle_2 = U_2 |00...0\rangle$, and $|\psi\rangle_0 = U_0 |00...0\rangle$. Next, let us look at the following terms, $\langle \psi_1 | \psi_0 \rangle = \langle 00...0 | U_1^\dagger U_0 | 00...0 \rangle = \langle 00...0 | A_{10} | 00...0 \rangle$ where $A_{10} = U_1^\dagger U_0$. $\langle \psi_2 | \psi_0 \rangle = \langle 00...0 | U_2^\dagger U_0 | 00...0 \rangle = \langle 00...0 | A_{20} | 00...0 \rangle$ where $A_{20} = U_2^\dagger U_0$. We observe that to calculate the inner products $\langle \psi_1 | \psi_0 \rangle$ and $\langle \psi_2 | \psi_0 \rangle$, we need quantum circuits corresponding to $A_{10}$ and $A_{20}$. These circuits can be easily be obtained by encoding the corresponding classical data into the unitaries $U_1$, $U_2$, and $U_0$. $A_{10}$ and $A_{20}$ circuits initialized over state $|00...0\rangle$ would result in a superposition of the terms as, $\langle A_{10} | 00...0 \rangle = a_{10} |00...0\rangle + b_{10} |00...1\rangle + ...$ and $\langle A_{20} | 00...0 \rangle = a_{20} |00...0\rangle + b_{20} |00...1\rangle + ...$. Taking the inner products with $|00...0\rangle$, would result in $a_{10}$, $a_{20}$, which is also the amplitude of $|00...0\rangle$ for $A_{10}$ and $A_{20}$ respectively. Thus the probability of measuring the $A_{10}$ and $A_{20}$ quantum circuits in $|00...0\rangle$ should be equal to the $|\langle \psi_1 | \psi_0 \rangle|^2$ and $|\langle \psi_2 | \psi_0 \rangle|^2$ respectively. Hence, in order to find the inner products $\langle \psi_1 | \psi_0 \rangle$ and $\langle \psi_2 | \psi_0 \rangle$, we need to create the quantum circuits for $A_{10}$, $A_{20}$ and measure them.

For implementation of proposed method on the 6/9 case, we need to first encode our data into the quantum states $|\psi\rangle_1$, $|\psi\rangle_2$, and $|\psi\rangle_0$. We recall in the 6/9 case we have only 2 features, so the Eq. (5), could be used here to find the unitaries $U_1$, $U_2$ and $U_0$ corresponding to the quantum states $|\psi\rangle_1$, $|\psi\rangle_2$, and $|\psi\rangle_0$. To get the parameters of the U3 gates ($U(\theta, \phi, \lambda)$ refer Eq. (7)) corresponding to the respective unitaries, theta values table from the QSVM case Fig. 2d (Sec. II) could be
directly used. Now we can easily generate the corresponding \( A_{10} \) circuit and \( A_{20} \) circuits for all the 8 test points. Fig. 9a and Fig. 9b shows the \( A_{10} \) circuit and \( A_{20} \) circuit for test 1 respectively. We find the \( A_{10} \) and \( A_{20} \) circuits for all 8 test points and summarise the results run on IBM quantum simulator and IBM real chip as shown in Fig. 9c.

For implementation of proposed method on the banknote authentication dataset, we need to encode our data into the quantum states corresponding \( |\psi_1\rangle \), \( |\psi_2\rangle \) and \(|\psi_0\rangle \) where \( |\psi_1\rangle \) and \( |\psi_2\rangle \) correspond to training vector for class 0 and class 1 respectively. We recall, in the banknote dataset our total 1372 data-points; we have 1344 training points, out of which 745 correspond to class 0 and 599 to class 1 and 28 test points.

To find the most accurate representation of quantum state \( |\psi_1\rangle \) (class 0), \( |\psi_2\rangle \) (class 1) out of these 1344 points is the same as the difficulties discussed in Sec. IV-C1. Thus we can adopt the strategies discussed to resolve it; the encoding procedure from Sec. IV-C2 where we proposed an encoding procedure to encode the 4 features of banknote dataset in 2 qubit system and from Sec. IV-C3 and IV-C4 where we propose 2 classical pre-processing methods. For proposed method on the banknote dataset we also adapt both the classical pre-processing methods, averages and k-means. From Sec. IV-C3 of averages, we recall Fig. 6g and Fig. 6h correspond to train 1 and train 2 circuits. Which in the proposed case implies the unitaries \( U_1 \), \( U_2 \) corresponding to quantum states \( |\psi_1\rangle \), \( |\psi_2\rangle \). The \( U_0 \) unitary corresponding to test points is obtained in similar fashion, by normalising each test point and then use the encoding procedure (Sec. IV-C2). Thus \( A_{10} \) circuit and \( A_{20} \) circuit for averages case can be seen in Fig. 10a and Fig. 10b respectively. Similarly From Sec. IV-C4 of k-means, we get \( A_{10} \) circuit and \( A_{20} \) circuit for k-means case as shown in Fig. 10c and Fig. 10d respectively. The \( A_{10} \) and \( A_{20} \) circuits shown in Fig. 10a to Fig. 10d, could easily to extended to multiple layers by repeatedly applying the units \( U_1 \), \( U_2 \) and \( U_0 \). For our banknote case we run the \( A_{10} \) and \( A_{20} \) circuits for layer 1 to layers 60 on IBM quantum simulator. Line graph comparing the simulator results layers wise for both averages and k-means can be seen in Fig. 10e. We do the same for layer 1 to layers 10 on IBM real chip. Line graph comparing the real chip results layers wise for both averages and k-means can be seen in Fig. 10f.

Summary of results for banknote case:

1) IBM qasm simulator: 32 qubits. Simulator type: General, context-aware.
2) IBM armonk: 1 qubit; 1 quantum volume; Avg. T1: 188.86 µs; Avg. T2: 232.57 µs.
3) IBM belem specifications: 5 qubits; 16 quantum volume; 2.5K CLOPS; Avg. T1: 93.81 µs; Avg. T2: 102.93 µs.

1) IBM qasm simulator: 32 qubits. Simulator type: General, context-aware.
2) IBM armonk: 1 qubit; 1 quantum volume; Avg. T1: 188.86 µs; Avg. T2: 232.57 µs.
3) IBM belem specifications: 5 qubits; 16 quantum volume; 2.5K CLOPS; Avg. T1: 93.81 µs; Avg. T2: 102.93 µs.

Summary of results for banknote case:

1) IBM qasm simulator:
   - Averages; we observe a peak accuracy of 67.86% for layer 20 and 60.
   - K-mean; we observe a peak accuracy of 78.6% for layer 4.
2) IBM belem:
   - Averages; we observe a peak accuracy of 64.3% for layer 2.
   - K-mean; we observe a peak accuracy of 82.1% for layer 4.

Specification of quantum system used in this section.
Fig. 10: **Proposed method; banknote data-set (a) and (b):** shows the $A_{10}$ and $A_{20}$ quantum circuit for the averages method. $A_{10}$ shows the circuit representing the inner product between test 1 and train 1 (class 0). Similarly $A_{20}$ represents between test 1 and train 2 (class 1). (c) and (d): shows the $A_{10}$ and $A_{20}$ quantum circuit for the k-means method. $A_{10}$ shows the circuit representing the inner product between test 1 and train 1 (class 0). Similarly $A_{20}$ represents between test 1 and train 2 (class 1). (e) Shows the comparison between averages and k-means for banknote data-set; for layers 1 to 60 on IBM qasm simulator. (f) Shows the comparison between averages and k-means for banknote data-set; for layers 1 to 10 on IBM belem.
VI. CONCLUSION

To conclude, we have investigated the quantum support vector machine (QSVM) algorithm [53], [55] and found its technical difficulties while implementing it on current NISQ era quantum simulator and real chip. This is evident from the results for 6/9 dataset where in authors [55] claim 100% accuracy on NMR device whereas we got a mere accuracy of 62.5% on IBM quantum experience for both simulator and real chip. Similarly when applied to banknote dataset also we don’t seem to get expected results. This could be because of formation of an erroneous solution state, due no proper post selection after HHL algorithm. In future works, we may think of ways to do proper post-selection upon which we may get better accuracy’s for the binary classification problem. In work given by Aaronson [80], discusses more such caveats related to HHL algorithm. We also observed that there was not much change in the results with respect to γ. We would also like to mention that the differences between the QSVM circuit we proposed in Fig. 3 and given [55]. We haven’t used any swap operation for FT terms, and before measurement following the swap test we have applied a H gate.
While implementing QSVM algorithm for banknote dataset we proposed an encoding procedure, which can encode a general 4 feature vectors in a 2 qubit system (Fig. 5). Later part of the paper, we propose a new method which we observe performs with higher efficiency. In 6/9 case with get an 100% accuracy for both simulator and real chip, as compare to just 62.5% while we implement using the QSVM circuit in Fig. 3. Similarly we observe for banknote dataset a 82.1% accuracy on real chip, and 78.6% on simulator compare to nearly 64% for the QSVM circuit in Fig. 8.
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