Upper and Lower Control Limits for Monitoring Markoff’s Model and Non-Normal Variation with Known CV
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Abstract- Control charts are essential tools for quality monitoring and construction of this charts were based on the assumption that observations were independent and normally distributed. The assumption of independence of quality characteristic is questionable, as autocorrelation among the observations becomes an inherent characteristic in quality control data. This phenomenon of inherent autocorrelation can cause significant deterioration of control charting performance. Autocorrelation had a substantial and detrimental effect on the statistical properties of control charts. The setting of control limits to utilize on a control chart assumes the assumption of normality. However, in many situation the condition does not hold. The objective of this paper is to investigate the upper and lower control limit properties of the $\bar{X}$ control charts when the Markoff’s model and non-normality exists in the process.
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I. INTRODUCTION

Control charts were first proposed by Shewhart [32], and have become effective tools for improving process quality and productivity. A basic assumption in the applications of control charts is that the observations from the process at different times are independent random variables. However, the assumption of independence is often violated for processes in the chemical and pharmaceutical industries. Observations from these processes are always autocorrelated. When the control charts are developed under the independence assumption, the autocorrelated process results in decreasing the in-control average run length (ARL). For effective monitoring autocorrelated processes, one popular approach is to constructing control charts using the residuals from the time series model of the process data [2–13]. The properties of the proposed residual charts and their performance were investigated by Harris and Ross [12], Longnecker and Ryan [16], Yashchin [39], Kramer and Schmid [14], Schmid [27], Lin and Adams [15], Schmid [28], Padgett, Thombs and Padgett [23], Runger, Willemin and Prabhj [26], Vander Weil [34], Timmer, Pignatiello and Longnecker [33], Schmid [29], Zhang [40], Schmid and Schone [30], Alwan LC [2], Alwan and Roberts [3] and Lu and Reynolds [17]. Most of the papers on performance of control charts based on residuals has focused on the Shewhart control chart of residuals. The above papers on autocorrelated processes assume that imprecise measurement devices for process measurements are impossible. However, the performance of control charts and other statistical process control tools could be seriously affected when the process measurement includes the errors due to the measurement instrument. The effect of measurement error on the operating characteristics of and $\bar{X}$ chart, in cases where only the process mean shifts, is discussed by Bennett [5], Mizuno [20], Abraham and Kartha [1]. Kanazuka [13] and Mittag [18] investigate the effect of measurement error on the power characteristics of the $\bar{X}$-R control chart where both the process mean and process spread change. Mittag and Stemann [19] extend the results of Mittag[18], referring to the $S$ control chart. Rahim [24] analyzed the effects of imprecise measurement devices on the design parameters of the economic $\bar{X}$ control chart, Bhayare and Singh [8] investigated the effect of measurement error on the power of $\bar{X}$ charts with known coefficient of variation. Yang [38] is worked the effect of measurement error on the design parameters of the economic asymmetric $\bar{X}$ and $S$ control charts. The above papers on control charts consider a single process control. Today, many industrial products are produced in several dependent processes. Consequently, it is not appropriate to monitor these processes by utilizing a control chart for each individual process. Zhang [41] proposes a simple cause selecting chart to monitor the second process of the two dependent processes. Wade and Woodall [35] reviewed the basic principles of the cause-selecting chart for two dependent processes and modify Zhang’s approach, and give an example to illustrate the use of the individual $X$ chart and the simple cause selecting chart. It is shown that their approach is better than that of Zhang for dependent processes control.
The objective of this paper is to investigate the upper and lower control limit properties of the $\bar{X}$ control charts when the Markoff's model and non-normality exists in the process. The Markoff's model will be developed and studied. The non-normal population is represented by considering first four terms of an Edgeworth series. An empirical example is given to calculate the tables for upper and lower control limits to illustrate the application and performance of the proposed control chart. The values of $\lambda_3$ and $\lambda_4$ considered are within Barton and Dennis [4] limits, which means that for such values the population is positive definite and uni-modal. Finally, a comparative study between Markoff's model and non-normality for $\bar{X}$ chart will be conducted. Some conclusions will be drawn based on the comparison.

II. THE MARKOFF'S PROCESS FOR A CONTROL CHART

Suppose that observations are taken from Markoff’s process. The $t^{th}$ observation $x_t$ can be written as

$$x_t = \mu + \xi_t, \quad t = 1, 2, 3, ..., n$$  \hspace{1cm} (1)

where $\mu$ is the random process mean at sampling time $t$ and $\xi_t$ is the random error. It is further assumed that $\xi_t$ can be defined as the Markoff’s model process and can be expressed by

$$\xi_t = \alpha_t \xi_{t-1} + \epsilon_t$$  \hspace{1cm} (2)

where $\alpha_t$ is the autoregressive parameter which is the correlation measure between $\xi_t$ and $\xi_{t-1}$. The process is stationary if $|\alpha_t| < 1$. If $\alpha_t = 0$, the random process means are independent. The variable $\epsilon_t$ is a random shock which is normally distributed with mean 0 and variance $\sigma^2_\epsilon$ and is independent of the other random errors and random shocks. The distribution of $\xi_t$ for $t \geq 1$ depends on starting value $\xi_0$ for the series at starting time $t_0$. It is assumed that $\xi_0$ is normally distributed with mean $\mu$ and variance $\sigma^2_\xi$. The value of $\xi_t$ follows a normal distribution with mean $\mu$ and variance $\sigma^2_\xi = \sigma^2_\epsilon / (1 - \alpha^2_1)$. Consequently, the distribution of $x_t$ has mean $\mu$ and variance $\sigma^2_x = \sigma^2_\xi + \sigma^2_\epsilon$. The value of $\sigma^2_\xi$ can be considered as a long-term variability and $\sigma^2_\epsilon$ can be represented as a combination of short-term variability and measurement error. When $\alpha_1 = 0$ (i.e., $\sigma^2_\xi = 0$), model (2) is the independent case (i.e., $X_t = \mu + \epsilon_t$, where $\mu$ is constant). For Markoff’s process the mean and variance of $\bar{X}$ is given by

$$E(\bar{X}) = \mu$$

$$\text{Var}(\bar{X}) = \frac{\sigma^2}{n} \left[ 1 + \frac{\alpha_1}{1 - \alpha_1} - \frac{2\alpha_1}{n} \frac{(1 - \alpha_1^n)}{(1 - \alpha_1)^2} \right] = \frac{\sigma^2}{n} \lambda(\alpha_1, n) \text{ Say}$$

III. THE EFFECTS OF MARKOFF’S MODEL AND NON-NORMALITY ON CONTROL LIMITS FOR MEANS

The control limits for mean chart with known $c_v$ calculated on the basis of normal population may be seriously affected particularly in cases of variations showing significant departures of $\lambda_3$ and $\lambda_4$ from their respective normal theory values and Markoff’s process. For a random sample of $n$ observation $x_1, x_2, ..., x_n$ an estimator $\bar{X}' = w \sum_{t=1}^{n} x_t$ has been constructed by Searls[31]. Where

$$\omega = \frac{1}{[n + \lambda(\alpha_1, n)\nu^2]} \text{ and}$$
Let \( \eta \) denote the variable for the quality characteristic in standard form i.e., \( \eta = (X - \mu) / \sigma \). The p percent probability level of the standard normal variable \( \eta \) by the first four terms of Edgeworth series and Markoff’s model can be expressed as

\[
\eta = x + \frac{1}{6} \lambda_3 T (x^2 - 1) + \frac{1}{24} \lambda_4 T^2 (x^3 - 3x) - \frac{1}{36} \lambda_5^2 T^2 (2x^3 - 5x) \\
= x + \lambda_3 T M_3 (x) + \lambda_4 T^2 M_4 (x) + \lambda_5^2 T^2 M_{33} (x),
\]

where \( M_3 (x) = \frac{1}{6} (x^2 - 1) \), \( M_4 (x) = \frac{1}{24} (x^3 - 3x) \), \( M_{33} (x) = -\frac{1}{36} (2x^3 - 5x) \)

and \( T^2 = \left( \frac{1}{\lambda (\alpha_1, n)} + \frac{\nu^2}{n} \right) \). We note that the probability integrals for non-normal variable \( \eta \) as

\[
\int_{-\infty}^{\eta_1} p(x) \, dx = \int_{\eta_2}^{\infty} p(x) \, dx = 0.005.
\]

In which \( \eta_1 \) and \( \eta_2 \) are given by

\( \bar{\eta} = \bar{x} + \lambda_3 T M_3 (\bar{x}') + \lambda_4 T^2 M_4 (\bar{x}') + \lambda_5^2 T^2 M_{33} (\bar{x}'), \)

Where \( \bar{x}' = \pm 2.576 / T \).

### IV. Numerical Illustration and Conclusion

For various non-normal populations with various non-normality parameters (\( \lambda_3, \lambda_4 \)) and for different values of autocorrelation with varying known CV the values of upper and lower control limits are given in Table 1 to 4. For many continuous processes, there may correlation between observations that are closely spaced in time. It is observed that a control chart using various sample sizes always leads to different level of autocorrelation between consecutive samples. As the level of autocorrelation increases the difference between the limits are larger for positive autocorrelation, which indicates that it takes more time and more sample to detect the mean shifts. Based on the study, for the case of \( \alpha_1 \) close to 0, i.e., close to the independent case, the limits of \( \bar{X} \)-chart is generally better than Markoff’s model in detecting small mean shift. When autocorrelation is negative, the difference between the limits are reduced rapidly, which is good feature for apply \( \bar{X} \)-chart. By comparing entries of Table 1 for independent case (\( \alpha_1 = 0 \)) with Table 2 to Table 4 when \( v = 0, 2, 4, 6 \), one can easily see that the effect of autocorrelation is quite serious on the lower and upper control limits.

| Table-1: Upper and lower Control Limits for Non-Normal Population with Known cv Under Markoff's model (\( \alpha_1=0.0 \)) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \lambda_3 \rightarrow \lambda_4 \) | \( -1 \) | \( -0.5 \) | \( 0 \) | \( 0.5 \) | \( 1 \) | \( -1 \) | \( -0.5 \) | \( 0 \) | \( 0.5 \) | \( 1 \) |
| \(-0.5 \) | -2.8863 | -2.8861 | -2.5405 | -1.8499 | -0.8136 | -2.4063 | -2.3178 | -2.0469 | -1.6086 | -1.0179 |
| 0.8133 | 1.8496 | 2.5405 | 2.8861 | 2.8863 |  | 0.9578 | 1.5936 | 2.0469 | 2.3178 | 2.4063 |
| \(-0.3 \) | -2.9799 | -2.9797 | -2.6342 | -1.9435 | -0.9073 | -2.4482 | -2.3597 | -2.0888 | -1.6505 | -1.0598 |
| 0.9070 | 1.9432 | 2.6342 | 2.9797 | 2.9799 |  | 0.9997 | 1.6355 | 2.0888 | 2.3597 | 2.4482 |
| \(-0.1 \) | -3.0735 | -3.0733 | -2.7278 | -2.0372 | -1.0009 | -2.4901 | -2.4016 | -2.1307 | -1.6924 | -1.1017 |
| 1.0006 | 2.0369 | 2.7278 | 3.0733 | 3.0735 |  | 1.0416 | 1.6773 | 2.1307 | 2.4016 | 2.4901 |

© 2017, IJSRMSS All Rights Reserved 37
### Table-2: Upper and lower Control Limits for Non-Normal Population with Known cv Under Markoff’s model ($\alpha=0.5$)

| $\lambda_4\downarrow$ | -1       | -0.5     | 0       | 0.5     | 1       | -1       | -0.5     | 0       | 0.5     | 1       |
|-----------------------|----------|----------|---------|---------|---------|----------|----------|---------|---------|---------|
| $\lambda_3\rightarrow$ |          |          |         |         |         |          |          |         |         |         |
| -0.5                  | -1.9640  | -1.7256  | -1.5369 | -1.3979 | -1.3087 | -1.8327  | -1.4442  | -1.3004 | -1.4013 | -1.7469 |
| -0.3                  | -1.9301  | -1.6916  | -1.5029 | -1.3639 | -1.2747 | -1.7330  | -1.3445  | -1.2007 | -1.3016 | -1.6472 |
| -0.1                  | -1.8961  | -1.6576  | -1.4689 | -1.3299 | -1.2407 | -1.6333  | -1.2448  | -1.3016 | -1.2316 | -1.5476 |
| 0                     | -1.8791  | -1.6406  | -1.4519 | -1.3129 | -1.2237 | -1.5835  | -1.1950  | -1.0512 | -1.1521 | -1.4977 |
| 0.1                   | -1.8621  | -1.6236  | -1.4349 | -1.2959 | -1.2067 | -1.5336  | -1.1452  | -1.0014 | -1.1023 | -1.4479 |
| 0.3                   | -1.8281  | -1.5896  | -1.4009 | -1.2619 | -1.1727 | -1.4340  | -1.0455  | -0.9017 | -1.0026 | -1.3482 |
| 0.5                   | -1.7941  | -1.5556  | -1.3669 | -1.2279 | -1.1387 | -1.3343  | -0.9458  | -0.8020 | -0.9029 | -1.2485 |
| 0.7                   | -1.7601  | -1.5216  | -1.3329 | -1.1939 | -1.0147 | -1.2346  | -0.8461  | -0.7023 | -0.8302 | -1.1488 |
| 0.9                   | -1.7261  | -1.4876  | -1.2998 | -1.1599 | -1.0707 | -1.1349  | -0.7464  | -0.6026 | -0.7035 | -1.0491 |

| (v=4) | (v=6) |
|-------|-------|
| -0.5  | -1.9640  | -1.7256  | -1.5369 | -1.3979 | -1.3087 | -1.8327  | -1.4442  | -1.3004 | -1.4013 | -1.7469 |
| -0.3  | -1.9301  | -1.6916  | -1.5029 | -1.3639 | -1.2747 | -1.7330  | -1.3445  | -1.2007 | -1.3016 | -1.6472 |
| -0.1  | -1.8961  | -1.6576  | -1.4689 | -1.3299 | -1.2407 | -1.6333  | -1.2448  | -1.3016 | -1.2316 | -1.5476 |
| 0     | -1.8791  | -1.6406  | -1.4519 | -1.3129 | -1.2237 | -1.5835  | -1.1950  | -1.0512 | -1.1521 | -1.4977 |
| 0.1   | -1.8621  | -1.6236  | -1.4349 | -1.2959 | -1.2067 | -1.5336  | -1.1452  | -1.0014 | -1.1023 | -1.4479 |
| 0.3   | -1.8281  | -1.5896  | -1.4009 | -1.2619 | -1.1727 | -1.4340  | -1.0455  | -0.9017 | -1.0026 | -1.3482 |
| 0.5   | -1.7941  | -1.5556  | -1.3669 | -1.2279 | -1.1387 | -1.3343  | -0.9458  | -0.8020 | -0.9029 | -1.2485 |
| 0.7   | -1.7601  | -1.5216  | -1.3329 | -1.1939 | -1.0147 | -1.2346  | -0.8461  | -0.7023 | -0.8302 | -1.1488 |
| 0.9   | -1.7261  | -1.4876  | -1.2998 | -1.1599 | -1.0707 | -1.1349  | -0.7464  | -0.6026 | -0.7035 | -1.0491 |
| λ₄ →  | λ₃ ↑  | 0 | 0.5 | 1   | λ₄ →  | λ₃ ↑  | 0 | 0.5 | 1   |
|-------|-------|---|-----|-----|-------|-------|---|-----|-----|
|       |       |   |     |     |       |       |   |     |     |
| 0.5   | 1.1291 | 1.3687 | 1.5928 | 1.8014 | 1.9945 | 1.1375 | 1.2394 | 1.3856 | 1.5759 | 1.8103 |
| -0.93 | 1.1167 | 1.3563 | 1.5804 | 1.7890 | 1.9821 | 1.1053 | 1.2073 | 1.3534 | 1.5437 | 1.7782 |
| -0.7  | 1.043  | 1.3439 | 1.5680 | 1.7766 | 1.9698 | 1.0732 | 1.1752 | 1.3213 | 1.5116 | 1.7461 |

**Table-3: Upper and lower Control Limits for Non-Normal Population with Known cv Under Markoff's model (α=0.5)**

| λ₃ →  | λ₄ ↓  | 0 | 0.5 | 1   | λ₃ →  | λ₄ ↓  | 0 | 0.5 | 1   |
|-------|-------|---|-----|-----|-------|-------|---|-----|-----|
|       |       |   |     |     |       |       |   |     |     |
| 0.5   | 0.6957 | 2.4437 | 3.5658 | 4.0620 | 3.9322 | 0.8451 | 1.7730 | 2.3992 | 2.7236 | 2.7463 |
| -0.93 | 0.8766 | 2.6246 | 3.7467 | 4.2429 | 4.1131 | 0.9250 | 1.8529 | 2.4791 | 2.8035 | 2.8262 |
| -0.7  | 1.0575 | 2.8055 | 3.9276 | 4.4238 | 4.2940 | 1.0049 | 1.9328 | 2.5590 | 2.8834 | 2.9061 |
|       | 1.1479 | 2.8960 | 4.0181 | 4.5142 | 4.3844 | 1.0448 | 1.9727 | 2.5989 | 2.9234 | 2.9460 |
|       | 1.2384 | 2.9864 | 4.1086 | 4.6047 | 4.4749 | 1.0848 | 2.0127 | 2.6398 | 2.9633 | 2.9860 |
|       |       | 3.1674 | 4.2895 | 4.7856 | 4.6558 | 1.1647 | 2.0926 | 2.7187 | 3.0432 | 3.0659 |
|       |       | 3.3483 | 4.4704 | 4.9665 | 4.8367 | 1.2445 | 2.1725 | 2.7986 | 3.1231 | 3.1458 |
|       |       | 3.3867 | 4.6965 | 5.1474 | 5.0176 | 1.3055 | 2.2523 | 2.8785 | 3.2029 | 3.2256 |
|       |       | 3.7101 | 4.8322 | 5.3283 | 5.1985 | 1.4043 | 2.3322 | 2.9584 | 3.2828 | 3.3055 |
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Table-4: Upper and lower Control Limits for Non-Normal Population with Known cv Under Markoff’s model (α=0.8)

| λ₃→ | λ₄↓ | (v=4) | (v=6) |
|-----|-----|-------|-------|
| -1  | -0.5| 0     | 0.5   | 1     | -1   | -0.5| 0 | 0.5 | 1   |
| -0.5| 1.2256 | 1.1846 | 1.1612 | 1.8184 | 2.0252 | 1.6851 | 1.3932 | 1.3214 | 1.4697 | 1.8381 |
| -0.3| 1.1846 | 1.1396 | 1.5972 | 1.7994 | 2.0062 | 1.5937 | 1.3018 | 1.2301 | 1.3784 | 1.7468 |
| -0.1| 1.0266 | 1.0799 | 1.5972 | 1.3996 | 2.0620 | 1.5748 | 1.3784 | 1.2301 | 1.3018 | 1.5937 |
| 0   | 1.1781 | 1.3311 | 1.5687 | 1.7790 | 1.9777 | 1.4568 | 1.1649 | 1.0931 | 1.2414 | 1.6098 |
| 0.1 | 1.1686 | 1.3311 | 1.5687 | 1.7790 | 1.9777 | 1.4568 | 1.1649 | 1.0931 | 1.2414 | 1.6098 |
| 0.3 | 1.1496 | 1.3426 | 1.5401 | 1.7423 | 1.9492 | 1.3198 | 1.0279 | 0.9561 | 1.1044 | 1.4728 |
| 0.5 | 1.0306 | 1.3235 | 1.5211 | 1.7233 | 1.9031 | 1.2284 | 0.9366 | 0.8648 | 1.0131 | 1.3815 |
| 0.7 | 1.1116 | 1.3045 | 1.5021 | 1.7043 | 1.9111 | 1.1371 | 0.8452 | 0.7734 | 0.9217 | 1.2901 |
| 0.9 | 1.0926 | 1.2855 | 1.4831 | 1.6853 | 1.8921 | 1.0458 | 0.7539 | 0.6821 | 0.8304 | 1.1988 |

| λ₃→ | λ₄↓ | (v=0) | (v=2) |
|-----|-----|-------|-------|
| -1  | -0.5| 0     | 0.5   | 1     | -1   | -0.5| 0 | 0.5 | 1   |
| -0.5| 0.6715 | 3.1847 | 4.7768 | 5.4479 | 5.1980 | 0.7952 | 1.9013 | 2.6341 | 2.9936 | 2.9798 |
| -0.3| 0.9428 | 3.4559 | 5.0480 | 5.7191 | 5.4692 | 0.8977 | 2.0037 | 2.7365 | 3.0960 | 3.0822 |
| -0.1| 1.2140 | 3.7271 | 5.3192 | 5.9904 | 5.7405 | 1.0001 | 2.1061 | 2.8389 | 3.1984 | 3.1846 |
| 0   | 1.3496 | 3.8627 | 5.4548 | 6.1260 | 5.8761 | 1.0513 | 2.1573 | 2.8901 | 3.2496 | 3.2358 |
| 0.1 | 1.4852 | 3.9983 | 5.5905 | 6.2161 | 6.0117 | 1.1025 | 2.2085 | 2.9413 | 3.3008 | 3.2870 |
| 0.3 | 1.7565 | 4.2696 | 5.8617 | 6.5328 | 6.2829 | 1.2049 | 2.3110 | 3.0437 | 3.4032 | 3.3895 |
| 0.5 | 2.0277 | 4.5408 | 6.1329 | 6.8040 | 6.5542 | 1.3073 | 2.4134 | 3.1462 | 3.5057 | 3.4919 |
| 0.7 | 2.2989 | 4.8120 | 6.4042 | 7.0753 | 6.8254 | 1.4097 | 2.5158 | 3.2486 | 3.6081 | 3.5943 |
| 0.9 | 2.5701 | 5.0833 | 6.6754 | 7.3465 | 7.0966 | 1.5122 | 2.6182 | 3.3510 | 3.7105 | 3.6967 |
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Thus we see that either the values of the upper limits or lower limits will serve the purpose. Just to avoid negative sign it is advisable to tabulate values of upper limits, since lower limits have always negative values. However, when the autocorrelation is high in the process, the control limits feature is worthless in the detection ability of the chart, and the advantage of the mean chart is reduced. Non-normality parameters are less effective than the Markoff’s process.

V. CONCLUSION
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