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Abstract—In recent years, great progress has been made to incorporate unlabeled data to overcome the inefficiently supervised problem via semi-supervised learning (SSL). Most state-of-the-art models are based on the idea of pursuing consistent model predictions over unlabeled data toward the input noise, which is called consistency regularization. Nonetheless, there is a lack of theoretical insights into the reason behind its success. To bridge the gap between theoretical and practical results, we propose a worst-case consistency regularization technique for SSL in this article. Specifically, we first present a generalization bound for SSL consisting of the empirical loss terms observed on labeled and unlabeled training data separately. Motivated by this bound, we derive an SSL objective that minimizes the largest inconsistency between an original unlabeled sample and its multiple augmented variants. We then provide a simple but effective algorithm to solve the proposed minimax problem, and theoretically prove that it converges to a stationary point. Experiments on five popular benchmark datasets validate the effectiveness of our proposed method.

Index Terms—Semi-supervised learning, consistency regularization, worst-case consistency, image classification

1 INTRODUCTION

In the past decades, deep neural networks have achieved great success on various tasks with the emergence of large-scale well-annotated datasets like ImageNet [1] or MSCOCO [2]. With sufficient labels, deep networks are able to capture the underlying patterns and generalize well to unseen data, leading to strong performance. Yet collecting such datasets requires numerous human annotations, which involves considerable time and effort in practice. This promotes the development of learning with less supervision, the representative paradigms of which are semi-supervised learning (SSL) and unsupervised learning. When limited labeled data are available, semi-supervised methods could take advantage of the valuable information contained in numerous unlabeled samples to improve generalization performance. Accordingly, there has been a growing trend in the applications of SSL ranging from image classification [3], object detection [4], semantic segmentation [5], image translation [6] to gait recognition [7].

Among existing SSL frameworks, consistency regularization-based models have attracted much attention due to their surprising performance [3], [8], [9], [10], [11], [12]. On image classification tasks, state-of-the-art models of this kind could even achieve comparable results compared with fully supervised settings. The key idea of such models lies in requiring the model’s prediction to be invariant towards input noise over unlabeled samples. The main difference between these methods is the choice of the noise. For example, the early trial approach II-Model [13] simply minimizes the discrepancy between two predicted scores, with randomness from Dropout and Gaussian noise, of the same unlabeled data point. Then random flipping and cropping become the standard perturbation scheme, and the models are further equipped with a wide spectrum of techniques such as teacher-student model [8] and MixUp interpolation.
We provide theoretical support for applying consistency regularization under the SSL setting, in terms of a generalization upper bound. Based on this, we further provide a practical bound for the widely-used deep convolutional networks.

The proposed theoretical result shows that the worst-case consistency is directly related to the robust generalization error. Motivated by this, we propose a novel method called MaxMatch, which minimizes the largest inconsistency loss over an uncertainty set generated by data augmentation.

We then propose a simple but effective optimization method for our proposed method. Furthermore, we show that the proposed optimization algorithm converges to a stationary point with high probability.

Practically, experiments on five popular benchmarks show that our proposed method could outperform state-of-the-art models under most settings.

2 RELATED WORK

Semi-supervised learning (SSL) aims at utilizing the unlabeled data to improve the model performance together with labeled data. In this paper, we focus on SSL methods in which the objective consists of a supervised classification loss for labeled data and a semi-supervised loss for unlabeled data. The readers are referred to [16] for a more comprehensive overview.

2.1 Consistency Regularization

This popular research line of SSL methods pursues the consistency among the predictions for unlabeled samples with noises. This relies heavily on the smoothness assumption that samples close to each other are likely to share the same label, and the cluster assumption that the decision boundary between classes should lie in low-density regions [17]. Generally speaking, when points around a data sample have similar score distributions, data samples in a high-density region are more likely to have the same label [18].

Early models of this type build a teacher model and train the student model using the teacher’s predictions over unlabeled data [13], [19], [20], where the teacher and student are with the same structure but different noises over input space or model space. By maximizing the consistency between the teacher and the student, these approaches could obtain better performance. Based on the teacher-student structure, random noises are first introduced into the teacher model to improve the student model’s generalization performance. For example, in II-Model [13] where both the teacher and student are copies of a single model, the Dropout operation and input Gaussian noise provide the randomness to generate different predictions for the same unlabeled point. After that, the idea of ensembling is further employed for the teacher. With historical teacher models,
Temporal Ensembling [13] adopts the exponential moving average of their predictions as training targets, while Mean-Teacher [8] first calculates the exponential moving average over those historical parameters then uses the prediction of the averaged model for the supervision to the student. Beyond random noises, adversarial noises are also implemented by Virtual Adversarial Training (VAT) [9] to enlarge the prediction deviation between the teacher and student as much as possible. Via adversarial training, the model’s robustness towards input perturbation is enhanced. Besides, VAT adopts an entropy minimization term [21] to encourage a lower entropy of the model’s prediction distribution and thus make each class well-separated.

Seeing the effectiveness of data augmentation in supervised learning, researchers turn to use more complicated input transformations instead of random noises for training. In this stage, the teacher-student structure is simplified to a single model, such that the model output is invariant for augmented copies of unlabeled samples. Random flipping and cropping (also called weak augmentation) are used as the common augmentation operations to obtain the training targets, while different advanced transformation strategies are incorporated for predictions required to be consistent to training targets. At first, to improve the smoothness of model predictions, Interpolation Consistency Training (ICT) [22] and MixMatch [10] both introduce the MixUp method [23] that interpolates the inputs and targets to augment the training data. Meanwhile, Unsupervised Data Augmentation (UDA) [11] is proposed to utilize a more aggressive input augmentation strategy, RandAugment [24] that randomly apply some transformations to the data. Motivated by this, ReMixMatch [12] proposes another augmentation strategy called CTAugment, which learns the combination of basic transformations on training data. Such augmentation strategies, often called strong augmentation, perform a series of transformations to produce samples with large modifications which provide additional inductive biases for the consistency regularization [11]. Moreover, ReMixMatch further proposes a distribution alignment strategy to adjust guessed label distribution based on the empirical ground-truth class distribution and incorporates a self-supervised loss. With advanced augmentation strategies, these approaches further improve the performance on benchmarks by a large margin.

Based on these basic frameworks, many efforts have been devoted to improving the performance of SSL with the incorporation of strategies such as sample weighting [25], self-supervised learning [26], [27], negative sampling [28], weight perturbation [29].

2.2 Self-Training
Another major direction of SSL is self-training, or pseudo-labeling, which iteratively makes predictions for unlabeled samples and takes the predicted labels as their targets to train the model. It is first proposed in word sense disambiguation [30]. Since then, self-training has been applied in a wide range of tasks, e.g., object detection [31], image classification [18] and domain adaptation [32]. For image classification, various extensions have been proposed to improve the performance based on the vanilla pseudo-labeling model [18]. For example, [33] adds input noises into the student model while feeding clean images into the teacher. [34], [35], [36] introduce label propagation for the pseudo-labeling. And [37] combines self-training with curriculum learning.

Compared with vanilla score distributions, training with pseudo-labels is shown to be equivalent to an implicit entropy regularization over score distributions [18]. Thus, it decreases the class overlap and makes the data points more separable. In fact, advanced consistency regularization methods such as MixMatch, UDA and ReMixMatch also borrow such wisdom. They implement a temperature sharpening technique to make the training targets closer to one-hot labels for unlabeled data. Recently, FixMatch [3] is proposed to combine pseudo-labeling and consistency regularization to boost performance. It achieves very promising performance with very few labels on existing benchmarks even with many training techniques removed (e.g., prediction sharpening and distribution alignment). After that, researchers have developed many variants by introducing techniques like feature template matching [38], dynamic thresholding [39], optimal transport [40], alpha divergence [41] and meta-learning [42].

Among these researches, the state-of-the-art model FixMatch is most relevant to our study since we instantiate our proposed method by introducing our worst-case consistency framework into it. ReMixMatch is also a related study that involves multiple augmented samples for an unlabeled data point, whereas it minimizes all the discrepancies unlike our worst-case way. Nevertheless, our method enjoys theoretical guarantees for both generalization error and convergence behavior, which does not necessarily hold for existing models including FixMatch and ReMixMatch.

It is noteworthy that both the proposed method and VAT [9] share the same ultimate goal, i.e., making the predictor robust (or smooth) against random and local perturbation. However, the two methods mainly differ in the way to realize this goal. VAT pursues the local smoothness in terms of the numerical neighborhood. It borrows the idea of adversarial training to smooth the model’s most sensitive direction (i.e., the adversarial direction) in an \(L_p\)-norm ball. On the contrary, the proposed method focuses on the robustness over semantic neighborhoods. Based on the expected robust classification risk, it establishes a generalization bound and then derives a minimax formulation that selects the most inconsistent one among some given augmented variants around each unlabeled input data and then minimizes such a worst-case consistency. Note that in the proposed method, the neighborhood set consists of finitely many elements obtained by some random data transformations to preserve the semantic proximity (as illustrated in the next section). Hence, the model only needs to choose the worst-case semantically consistent sample among these candidates, which is rather simple but proved to converge to a stationary point under mild conditions. Yet VAT adopts the \(L_p\)-norm ball which has infinitely many elements and only conveys the numerical proximity. To find the adversarial direction, it has to solve the inner maximization problem by iteration-based methods. In this sense, the convergence of the optimization algorithm is hard to be guaranteed.

3 Model Formulation
In this section, we first provide a general robust SSL generalization bound to show how the generalization error is
related to the empirical risks on both labeled and unlabeled sets. Based on the bound, we formulate our optimization objective. Meanwhile, we also extend it to provide a practical bound for convolutional neural networks.

### 3.1 Generalization Bound for General Models

In this paper, we focus on the image classification problem. A labeled data point is a tuple \((x, y)\), where \(x \in \mathbb{R}^d\) is the high dimensional input feature of a raw image, while \(y \in \{1, 2, \ldots, n_c\}\) is the label of the sample. While an unlabeled data point purely contains the information about input feature \(x\) with its label missing. In semi-supervised learning problems, the training data consists of a subset of labeled data \(D_L = \{(x_i^l, y_i^l)\}^{n_l}_{i=1}\) and a subset of unlabeled dataset \(D_U = \{(x_i^u)\}^{n_u}_{i=1}\), with \(n_l\) and \(n_u\) being the number of labeled and unlabeled samples, respectively. \(D_L\) is drawn from the joint distribution of \((x, y)\), which is denoted as \(D_{XY}\), while \(D_U\) is drawn from the marginal distribution of input feature \(D_X\). For a classifier \(f: \mathbb{R}^d \rightarrow \mathbb{R}^{n_c}\) with the output (score vector) denoted as \(s\), its predicted label is given by \(y(s) = \arg\max_{i\in[n_c]} s_i\).

Our goal is to learn a classifier \(f\) parameterized by \(\theta\) with a small generalization error. Since usually a large proportion of the training data are unlabeled, we intuitively hope the prediction of \(f\) is sufficiently stable under input transformations as most existing consistency regularization-based methods do [10], [11], [13], [14]. According to the basic smoothness and cluster assumptions [43], when data points located within the same neighborhood have similar score distributions, samples lying in a high-density region are more likely to have the same label and thus a low-density separation between classes are easier to find [18]. To this end, we wish the trained model to minimize the expected robust classification risk instead of the original zero-one loss. Specifically, when input \(x\) is an image, we hope a moderate change to \(x\) will not change the prediction of \(f\). Motivated by this, given an uncertainty set around \(x\) as \(B(x)\), we aim at minimizing the following robust version of expected classification error over the entire data distribution \(D_{XY}\).

**Definition 1 (Expected Robust Classification Risk).** Define \(R_{B-\text{robust}}^{0/1}(f)\) as the expected robust classification risk with the zero-one loss function:

\[
R_{B-\text{robust}}^{0/1}(f) = \mathbb{E}_{(x,y)\sim D_{XY}} \left[ \sup_{x'\in B(x)} \ell_{0/1}(y(f(x'))), y \right],
\]

where \(\ell_{0/1}(y', y) = I[y' = y]\) is the zero-one loss function, and \(I[\cdot]\) denotes the indicator function, which has a value of 1 if the input condition holds and 0 otherwise. \(\sup_{x\in B} f(x)\) is the supremum of a function \(f(x)\) over a set \(B\).

Since the data distribution is not available, one cannot even calculate \(R_{B-\text{robust}}^{0/1}(f)\), let alone its minimization. To tackle this issue, we propose an upper bound of \(R_{B-\text{robust}}^{0/1}(f)\) as the function of the empirical loss terms observed on training data \(D_L \cup D_U\). Through optimizing this bound, we could minimize \(R_{B-\text{robust}}^{0/1}(f)\) indirectly. Considering that the zero-one loss cannot be directly optimized in practice due to its non-differentiability at 0, the empirical terms in the bound will be built based on surrogate losses. Here, we choose the cross-entropy loss to do so.

For a multi-class classification model, let its output be \(s \in \mathbb{R}^{n_c}\), the cross-entropy (also known as multinomial logistic loss) for \(s\) and the target label \(y \in [n_c]\) is defined as:

\[
\ell_{CE}(s, y) = \log \left( \sum_{i\in[n_c]} \exp(s_i - s_y) \right).
\]

In some cases, we might use a soft label as the learning target, denoted as \(t \in \mathbb{R}^{n_c}\). Then the cross-entropy loss could be written as:

\[
\ell_{CE}(s, t) = - \sum_{i\in[n_c]} t_i \cdot \log s_i.
\]

Under this setting, we first present the following proposition to bound the expected robust risk using two individual expected risks with the cross-entropy loss.

**Proposition 1.** For any classifier \(f\) with bounded output \(s \in [e, 1-e]^{n_c}\), the following inequality holds:

\[
R_{B-\text{robust}}^{0/1}(f) \leq C_1 \cdot \mathbb{E}_{x\sim P_X} \left[ \sup_{x'\in B(X)} \ell_{CE}(f(x'), f(x)) \right] + C_2 \cdot \mathbb{E}_{(x, y)\sim D_{XY}} \left[ \ell_{CE}(f(x), y) \right].
\]

where \(C_1 = \frac{1}{n_c \cdot \log 2}\), \(C_2 = \frac{1}{\log 2}\), and \(e \in (0, 0.5)\).

Proposition 1 is the basis of our final generalization bound. It shows that the expected robust risk over the whole data distribution is upper bounded by the combination of 1) a robust expected risk over the marginal distribution and 2) a standard expected risk over the joint distribution. This allows us to further bound each of them using corresponding empirical risk. Moreover, from the first term, we can see that when the classifier output is stable towards any input uncertainty, then \(R_{B-\text{robust}}^{0/1}(f)\) will also be small. Due to space limitations, we provide the proof in Appendix B, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2022.3208419.

Following the convention of machine learning, we assume that the learned classifier \(f\) is selected from a restricted class of functions called hypothesis class \(\mathcal{F}\) (say, the class of all deep neural network models). Given this restriction, the generalization error largely depends on the complexity of the hypothesis class. Before entering the main result, we first provide two necessary definitions of the complexity of \(\mathcal{F}\) in terms of the well-known Rademacher complexity [44].

**Definition 2 (Supervised Rademacher Complexity).** Given a hypothesis space \(\mathcal{F}\) and a loss function \(\ell\), we define

\[
(\ell \circ f)(x, y) = \ell(f(x), y)
\]

and extend it to the hypothesis class \(\mathcal{F}\) by \(\ell \circ \mathcal{F} = \{\ell \circ f : f \in \mathcal{F}\}\). Then the empirical Rademacher complexity of \(\ell \circ \mathcal{F}\) over a labeled dataset \(D_L = \{(x_i^l, y_i^l)\}^{n_l}_{i=1}\) is defined as:

\[
Rad_{D_L}(\ell \circ \mathcal{F}) = \mathbb{E}_\sigma \left[ \frac{1}{n_l} \sum_{i=1}^{n_l} \sigma_i \cdot (\ell(f(x_i^l), y_i)) \right],
\]
where $\sigma = [\sigma_1, \ldots, \sigma_n]$ is a sequence of independent Rademacher random variables with $\mathbb{P}[\sigma_i = 1] = \mathbb{P}[\sigma_i = -1] = 0.5$.

**Definition 3 (Unsupervised Rademacher Complexity).**

Define

$$\ell^B \circ f(x) := \sup_{x \in B(x)} \ell(f(x), f(x')).$$

The empirical Rademacher complexity of $\ell^B \circ f$ over an unlabeled dataset $\mathcal{D}_U = \{x^n\}_{i=1}^{n_u}$ is defined as:

$$\text{Rad}_{\mathcal{D}_U}(\ell^B \circ f) = \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \frac{1}{n_u} \sum_{i=1}^{n_u} \sigma_i \sup_{x \in B(x^n)} \ell(f(x^n), f(x')) \right].$$

Now we are ready to present the main result as the following theorem. The proof is provided in Appendix C, available in the online supplemental material.

**Theorem 1 (General Robust Generalization Bound for SSL).** Let $\mathcal{F}$ be the hypothesis class. Under the same condition as Proposition 1, for any function $f \in \mathcal{F}$, the following inequality holds with probability at least $1 - \delta$ over the random draw of $\mathcal{D}_L$ and $\mathcal{D}_U$:

$$R_{\mathcal{D}_L}^{1/2}(f) \leq C_1 \cdot \frac{1}{n_u} \sum_{i=1}^{n_u} \sup_{x^n \in B(x^n)} \ell_{CE}(f(x^n), f(x^n)) + C_2 \cdot \tilde{R}_{\mathcal{D}_L}(f) + 2C_2 \cdot \text{Rad}_{\mathcal{D}_L}(f_{CE} \circ \mathcal{F}) + 2C_1 \cdot \text{Rad}_{\mathcal{D}_U}(\ell_{CE} \circ \mathcal{F}) + 3C_2 \cdot \sqrt{\frac{\log \frac{2}{\delta}}{2n_u}} + 3C_1 \cdot \sqrt{\frac{\log \frac{2}{\delta}}{2n_u}},$$

where $C_1, C_2$ are constants same as Proposition 1, and

$$\tilde{R}_{\mathcal{D}_L}(f) = \frac{1}{n_l} \sum_{i=1}^{n_l} \ell_{CE}(f(x^n_i), y_i).$$

**Remark 1.** Theorem 1 shows that the expected risk could be bounded by the sum of three components:

1) The first term is defined on the unlabeled dataset $\mathcal{D}_U$. Recall that $\mathcal{B}(x^n_i)$ is an uncertainty set. This term captures the inconsistency between predictions of original samples and samples around corresponding uncertain regions.

2) The second term is defined on the labeled dataset $\mathcal{D}_L$, which is the empirical classification risk.

3) The third term is only relevant with the choice of the hypothesis class $\mathcal{F}$ and the magnitude of $n_u, n_l$. In general, this term vanishes when the training data is sufficiently large.

**Relation to Consistency Regularization.** Theorem 1 indicates that the robustness of $f$ toward input uncertainty largely depends on the robustness toward such uncertainty over unlabeled data. This formulation coincides with the consistency regularization adopted in the state-of-the-art methods [3], [10], [11], [12], which forces the prediction to be invariant toward noise/augmentation over input examples. The key difference from existing studies is that the supremum in the generalization bound in our paper requires the uncertainty consistency to be validated for the worst-case element in set $\mathcal{B}$. In fact, when there is only one data point in $\mathcal{B}(x^n_i)$, the supremum is canceled hence term 1 degenerates to the vanilla consistency regularization. As a sequence, applying the consistency regularization over unlabeled data naturally minimizes the expected robust risk.

To realize our goal, we need to minimize the upper bound of $R_{\mathcal{D}_L}^{1/2}(f)$, i.e., all the three components, as much as possible. First, term (1) and (2) are both empirical risks that could be optimized following the standard risk minimization scheme. However, the supremum operation over $\mathcal{B}$ in term (1) might cause difficulties for calculation. Besides, the minimization of term (3) is further related to the choice of the model. In the following, we will analyze the optimization of term (1) and (3) in detail.

First, term (1) is the one we will mainly focus on in this paper:

$$\frac{1}{n_u} \sum_{i=1}^{n_u} \sup_{x^n \in B(x^n)} \ell_{CE}(f(x^n), f(x^n)),$$

which is the performance bottleneck for SSL problems. In practice, $\mathcal{B}$ could be chosen as an $\ell_\infty$-norm ball with radius $\epsilon$: $\mathcal{B}_\epsilon(x) = \{x \in \mathbb{R}^d \; | \; \|x - x\|_\infty \leq \epsilon\}$. However, such sets contain infinitely many elements, making the supremum hard to calculate. Beyond computational issues, to represent the change of an original data $x$, the uncertainty set should also characterize the semantic proximity around $x$. In terms of this property, the norm ball sets merely convey numerical proximity. However, pursuing numerical proximity should not be our goal in the end, since for image data, the proximity is often expressed at the semantic level. As shown in Fig. 2a, the left image depicts a puppy, while the right depicts a bagel. The appearance distance between the two is pretty small, even though they belong to completely different semantic categories. A similar pair is displayed in Fig. 2b. Seeing the above-mentioned issues, we introduce a semantic uncertainty set $\mathcal{B}_{sem}$ with finitely many elements. Specifically, given an original data point with feature $x$, $\mathcal{B}_{sem}(x)$ is constructed by generating $K$ class-invariant augmentations of $x$. Following previous work along the direction of consistency regularization [3], [11], each augmented data $x'$ is often obtained by performing an operation $\tau$ upon $x$, which is a combination of multiple atomic class-invariant data transformations such as solarization, rotation, and translation. Mathematically, $\mathcal{B}_{sem}(x)$ could be defined as:
\[ B_{\text{sen}}(x) = \{ x'_i : x'_i = \tau_i(x), \ i \in [K] \}. \]

Please see Section 5 for more implementation details.

The resulted optimization problem for unlabeled data could then be written as:

\[
\min_\theta \frac{1}{n_u} \sum_{j=1}^{n_u} \max_{i \in [K]} \ell_{\text{CE}}(f(x'_{i,j}), f(x''_{i,j})),
\]

where \( x'_{i,j} \in B_{\text{sen}}(x''_{i,j}) \) is the \( j \)-th augmented data for the \( i \)-th unlabeled sample obtained by class-invariant data augmentation.

On the other hand, term (3) depends on the Rademacher complexity of the hypothesis class and the size of the training data. A number of theoretical analysis on the Rademacher complexity of deep neural networks have already been proposed [45], [46], which suggest that the complexity enjoys a general form

\[
\text{Rad}(\mathcal{F}) = g(\text{Comp}, n),
\]

\[
\text{Rad}(\ell \circ \mathcal{F}) = g(\text{Comp}, n),
\]

where \( \text{Comp} \) is an abstract term only dependent on the size and architecture of the network. Specifically, it holds that \( g(\text{Comp}, n) \to 0 \) when \( n \to \infty \). In this sense, term (3) could not be reduced by simple optimization techniques. Practically, one can instead resort to increasing the size of training data to realize it. Consequently, we will ignore the impact of this term on our optimization problem.

Putting all these together, we have the overall objective as follows:

\[
\min_\theta \frac{1}{m} \sum_{i=1}^{m} \ell_i^1 + \gamma \sum_{i=1}^{n_u} \max_{j \in [K]} \ell_{i,j}^1,
\]

where

\[
\ell_i^1 = \ell_{\text{CE}}(f(x_i^1), y_i),
\]

\[
\ell_{i,j}^1 = \ell_{\text{CE}}(f(x'_{i,j}), f(x''_{i,j})),
\]

and \( \gamma > 0 \) is the trade-off hyperparameter. When \( K = 1 \), this formulation degenerates to the vanilla consistency regularizer framework.

### 3.2 Practical Generalization Bound for Convolutional Neural Networks

Theorem 1 provides a generalization bound for general models. Based on this, now we zoom in on the popular deep convolutional neural network model, which is widely used in real-world applications, and see how its generalization error is bounded. All the proofs are provided in Appendix D, available in the online supplemental material.

First, we need to introduce this specific setting. We consider a deep convolutional network with its input constrained by \( \| \text{vec}(x) \|_2 \leq \chi \) and a bounded \( n_c \)-dimensional output. The network consists of \( L_c \) convolutional layers and \( L_f \) fully-connected layers, i.e., \( L_N = L_c + L_f \) layers in total. In \( i \)-th convolutional layer, the convolution kernel \( f^{(i)} \in \mathbb{R}^{k_i \times k_i \times c_{i-1} \times c_i} \) is followed by a component-wise non-linear activation function and an optional pooling operation. Here we assume both the activation function and pooling operation are 1-Lipschitz and nonexpansive (e.g., ReLU, tanh and sigmoid activation function, and max-pooling operation). We also use \( \text{op}(U) \) to denote the operator matrix for the kernel \( U \), which expresses the convolution as a matrix-vector product, i.e., \( U(x) = \text{op}(U)\text{vec}(x) \). Meanwhile, the weight matrix of \( i \)-th fully-connected layer is denoted by \( V^{(i)} \). We then denote all the network parameters by \( \theta = (U^{(1)}, \ldots, U^{(L_c)}, V^{(1)}, \ldots, V^{(L_f)}) \), and the total number of parameters by \( W \). For two networks parameterized by \( \theta \) and \( \tilde{\theta} \) respectively, we define their distance as

\[
d_N(\theta, \tilde{\theta}) = \sum_{i=1}^{L_c} \| \text{op}(U^{(i)}) - \text{op}(\tilde{U}^{(i)}) \|_2 + \sum_{i=1}^{L_f} \| V^{(i)} - \tilde{V}^{(i)} \|_2.
\]

We let all the initialized parameter matrices have operator norms at most \( 1 + \nu \). Namely, for the initialized parameters \( \theta_0 = (U_0^{(1)}, \ldots, U_0^{(L_c)}, V_0^{(1)}, \ldots, V_0^{(L_f)}) \), it subjects to \( \| \text{op}(U_0^{(i)}) \|_2 \leq 1 + \nu, \forall i \in [L_c] \) and \( \| V_0^{(j)} \|_2 \leq 1 + \nu, \forall j \in [L_f] \). We further assume that the distance between the learned parameters and the initialized ones \( \theta_0 \) is no larger than \( \beta \). So the set of learned parameters is defined as

\[
\mathcal{O}_{\beta, \nu} = \{ \theta : d_N(\theta, \theta_0) \leq \beta \}.
\]

And the corresponding set of CNNs parameterized by such learned parameters could be denoted as \( \mathcal{F}_{\beta, \nu} \). For any function \( f \in \mathcal{F}_{\beta, \nu} \) we could rewrite it in the form of component functions \( f = (f^{(1)}, \ldots, f^{(3)}, \ldots, f^{(n_c)}) \) where \( f^{(i)} \) produces the output for the \( j \)-th class. Denote the class of the component functions as \( \mathcal{F}_{\beta, \nu}^0 \), \( f \) could be written as

\[
f \in \mathcal{F}_{\beta, \nu} = \mathcal{F}_{\beta, \nu}^0 \times \cdots \times \mathcal{F}_{\beta, \nu}^0.
\]

From Theorem 1, we see that to obtain our final result, it is necessary to bound the Rademacher complexity of the network. Unfortunately, there are two main difficulties in this process. On one hand, \( f \) is a vector-valued function, which is more difficult to bound than scalar-valued functions. On the other hand, the compositional structure of neural networks makes it also hard to derive the Rademacher complexity upper bound. To deal with these issues, we adopt the covering number and chaining techniques in our derivation of the Rademacher complexity bound.

The derivation involves the Rademacher complexity for multi-output functions.

**Definition 4 (Rademacher Complexity of Multi-output Functions).** Let \( \mathcal{F} \) be the hypothesis space for \( n_c \)-dimensional multi-output functions. The empirical Rademacher complexity of \( \mathcal{F} \) over a dataset \( D = \{ x_i \}_{i=1}^{n} \) is defined as:

\[
\text{Rad}_{n,n_c}(\Pi \circ \mathcal{F}) = \mathbb{E}_\sigma \left[ \sup_{f = (f^{(1)}, \ldots, f^{(n)}) \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n_c} \sum_{j=1}^{n} \sigma^{(j)}(x_i) f^{(j)}(x_i) \right],
\]

where \( \{ \sigma^{(j)}(x_i) \}_{i,j} \) is a sequence of independent Rademacher random variables with \( \mathbb{P}[\sigma^{(j)}(x_i) = 1] = \mathbb{P}[\sigma^{(j)}(x_i) = -1] = 0.5 \).

With this definition, we could then reach the following complexity bound of networks.
Lemma 1. The Rademacher complexity of multi-output deep convolutional networks could be bounded by

$$
\text{Rad}_{\text{un}}(\Pi \circ F_{\beta,v}) \leq \frac{4}{\sqrt{n} \cdot n_c} + \frac{12}{\sqrt{n} \cdot n_c} \sqrt{W \cdot \log (C_N \sqrt{n \cdot n_c})},
$$

where $C_N = 3 \chi \cdot e^{\frac{\rho}{2} \pi}.$

We can see that this complexity is related to the size of both the dataset and the classes in the order of $O(\sqrt{W \log (n \cdot n_c)} / n_c).$ When there are more available training data or more classes to learn, the Rademacher complexity will become smaller. Moreover, the result also implies that enlarging the number of parameters, the input scale and the distance from initialized parameters will increase the Rademacher complexity, which is consistent with intuition.

Meanwhile, our final result also relies on the Rademacher complexity bound for the component class $F_{\theta,v}^0.$ Considering the semantic uncertainty set $B_{\text{aux}}$, we also need to take the input transformation into account when inducing the Rademacher complexity upper bound. This is based on the following definition.

Definition 5. The empirical Rademacher complexity of single-output functions over a dataset $D = \{x_i\}_{i=1}^n$ with corresponding input transformations $T_D = \{t_i\}_{i=1}^n$ and a hypothesis space $F$ is defined as:

$$
\text{Rad}_D(F \circ T_D) = \mathbb{E}_\sigma \left[ \sup_{f \in F} \frac{1}{n} \sum_{i=1}^n \sigma_i \cdot f(t_i(x_i)) \right].
$$

Similar to Lemma 1, we have the Rademacher complexity bound related to $F_{\theta,v}^0$ as follows.

Lemma 2. Denote by $W_g$ the number of parameters for convolutional networks that replace the last layer of $f \in F_{\beta,v}$ with a single-output layer. Let the output of all the transformation functions $t$ be constrained by $\|\text{vec}(\tau(x))\| \leq \chi_t$, then the Rademacher complexity of $F_{\theta,v}^0$ without or with input transformation $T_D = \{t_i\}_{i=1}^n$ could be bounded by

$$
\text{Rad}_D(F_{\theta,v}^0) \leq \frac{4}{\sqrt{n} + 12 \sqrt{W_g \cdot \log (C_N n)}}
$$

and

$$
\text{Rad}_D(F_{\theta,v}^0 \circ T_D) \leq \frac{4}{\sqrt{n} \cdot \sqrt{W_g \cdot \log (C_N n)}},
$$

respectively, where $C_N = 3 \chi \cdot e^{\frac{\rho}{2} \pi}$ and $C_{N,t} = 3 \chi_t \cdot e^{\frac{\rho}{2} \pi}.$

Based on Lemma 1 and 2, we could then provide the following generalization bound for the convolutional networks.

Theorem 2 (Robust Generalization Bound for SSL on CNNs). Let $F_{\beta,v}$ be the hypothesis class of multi-output deep convolutional networks. Define the empirical risk on labeled and unlabeled set as

$$
\hat{R}_D(f) = \frac{1}{n} \sum_{i=1}^n \ell_{\text{CE}}(f(x_i), y_i), \text{ for labeled data}$$

$$
\hat{R}_{uD}(f) = \frac{1}{n_u} \sum_{i=1}^{n_u} \sup_{x' \in B_{\text{aux}}(x_u)} \ell_{\text{CE}}(f(x'), f(x_u)), \text{ for unlabeled data}
$$

Under the same condition as Proposition 1, for any function $f \in F_{\beta,v}$, the following inequality holds with probability at least $1 - \delta$ over the random draw of $D_L$ and $D_U$:

$$
\hat{R}_D(f) \leq C_1 \cdot \hat{R}_{D_L}(f) + C_2(1 + \frac{C_0}{2}) \cdot \hat{R}_{D_U}(f) + C_3 \max(\chi, \chi_t) \cdot e^{\frac{\rho}{2} \pi}
$$

where $C_0 > 0$ is a universal constant, $C_1, C_2$ are constants same as Proposition 1, $C_N = 3 \chi \cdot e^{\frac{\rho}{2} \pi}$, $C_M = 3 \max(\chi, \chi_t) \cdot e^{\frac{\rho}{2} \pi}$ and

$$
\psi_{\theta,v}(F_{\beta,v}) = \frac{4}{\sqrt{n}+12 \sqrt{W_g \cdot \log (C_N n)}}
$$

and

$$
\psi_{\theta,v}(F_{\beta,v}) \leq 2 \left( \sqrt{\log \frac{3}{n_c}} \cdot \psi_{\theta,v}(F_{\beta,v}) + \frac{1}{\sqrt{n}} \right)
$$

Remark 2. Theorem 2 implies that the third term is of order $O(K \sqrt{W_g \log (n_c) / n_c})$, and the fourth term is of order $O(\log^2 (n_c) / \sqrt{n_c})$, more specifically, in $O(\log^2 (n_c) / \sqrt{n_c})$. Therefore, the order of the generalization gap is

$$
O \left( K \sqrt{\frac{W_g \cdot \log (n_c)}{n_c}} + \log^2 (n_c) \sqrt{W_g} / n_c \right).
$$

Algorithm 1. MaxMatch

Input: Labeled dataset $D_L$, unlabeled dataset $D_U$, labeled batch size $B_l$, unlabeled batch size $B_u$, number of transformation $K$, trade-off coefficient $\lambda$, learning rate $\eta$, max iteration $T$

Output: Model parameter $\theta$

1: Initialize $\theta \leftarrow \theta_0$
2: for $t \leftarrow 1$ to $T$ do
3: Sample a mini-batch of labeled data $X_l$
4: Sample a mini-batch of unlabeled data $X_u$
5: Augment each unlabeled sample for $K$ times
6: Find the largest consistency loss for each unlabeled sample
7: Minimize the selected consistency loss together with the classification loss of labeled data with a gradient solver
8: end for

4 Optimization

Intuitively, we could adopt a natural alternative optimization scheme to solve the minimax problem in (7). The corresponding algorithm, which is called MaxMatch, is shown in
Algorithm 1. In each step, we sample a mini-batch of labeled and unlabeled data, respectively. First, we obtain \( B_{sem} \) for each unlabeled data point by performing the transformation operation for \( K \) times (line 5). We then fix the model parameters \( \theta \), and solve the maximization problem

\[
\max_{j \in [K]} \frac{\ell^u_{i,j}}{v^u_{i,j}}
\]  

(12)

independently for each unlabeled data by finding out the most inconsistent term among \( \ell^u_{i,j} \) (line 6). With the choice of \( K \) fixed, our algorithm then employs a gradient solver to minimize the classification loss and the consistency loss founded in the previous step (1 line 7).

With the proposed algorithm, we need to find if it is able to converge to a local stationary point of (7). However, the indifferentiality of the maximum operation over these sampled data in (7) makes it difficult to analyze the convergence property of this problem. Fortunately, for each unlabeled data point \( x^n_u \), if we introduce a continuous sample weight \( v^n_{i,j} \) for each of the \( K \) augmented data in \( B_{sem} \). This minimax problem could be reformulated as a differentiable minmax problem. This is shown in Fact 1.

**Fact 1.** The optimization problem (7) is equivalent to the following minmax optimization problem:

\[
\min_{\theta} \max_{v^u \in \mathbb{[0,1]}} \frac{1}{n_l} \sum_{i=1}^{n_l} \ell^l_i + \frac{\lambda}{n_u} \sum_{i=1}^{n_u} \sum_{j=1}^{K} v^u_{i,j} \ell^u_{i,j},
\]

\[
\sum_{i,j} v^u_{i,j} = 1,
\]

(13)

where \( v^u_{i,j} \) is the weight for the \( j \)-th augmented variant of \( i \)-th unlabeled sample.

For the sake of simplicity, we denote the set of \( \{v^u_{i,j}\}_{i,j} \) as \( v \) and define:

\[
L(\theta, v) = \frac{1}{n_l} \sum_{i=1}^{n_l} \ell^l_i + \frac{\lambda}{n_u} \sum_{i=1}^{n_u} \sum_{j=1}^{K} v^u_{i,j} \ell^u_{i,j}.
\]

(14)

Moreover, we denote the feasible set as:

\[
\mathcal{V} = \left\{ v^u_{i,j} : v^u_{i,j} \in [0, 1], \sum_{j=1}^{K} v^u_{i,j} = 1 \right\}.
\]

(15)

Since the weight \( v^u_{i,j} \) is real-valued, we now have a differentiable objective for further analysis. To study the convergence behavior of (13), we need to clarify the notion of optimality first. From a game-theoretic perspective, (7) could be regarded as a zero-sum game between two players, where the max player first maximizes the loss via choosing hard augmented examples in the uncertainty set, then the min player minimizes the maximized training loss via learning the model parameters \( \theta \). In this sense, one might adopt the Nash equilibrium, following the recent studies in machine learning [47], [48], [49]. However, the Nash equilibrium assumes that both players act simultaneously without the knowledge of the action taking by their opponent. This is not consistent with our setting, since the max player always acts first and the min player acts subsequently based on the max player’s action. In fact, problem (13) is an extensive-form game [50] in the sense that, the model must first maximize the consistent loss for the given unlabeled sample \( x^n_u \), then minimize the obtained maximum value. Since the classifier \( f \) is non-convex with a deep neural network formulation, \( L(\cdot, v) \) is non-convex. Under this circumstance, the order of the actions does matter, since in general we have:

\[
\max_{v \in \mathcal{V}} \min_{\theta} \mathcal{L}(\theta, v) \neq \min_{\theta} \max_{v \in \mathcal{V}} \mathcal{L}(\theta, v).
\]

(16)

For such an objective, exchanging the minimization and maximization steps will cause totally different solutions. Instead of the Nash equilibrium, we adopt the Stackelberg equilibrium or what is called global minimax point in [51] as our optimality condition. Different from the Nash equilibrium, the notion of global minimax point clearly considers the order of the two players:

**Definition 6 (Global minimax point).** For a minimax problem \( \min_{\theta} \max_{v \in \mathcal{V}} \mathcal{L}(\theta, v) \), \( (\theta', v') \) is a global minimax point, if for any \( (\theta, v) \), we have:

\[
\mathcal{L}(\theta', v) \leq \mathcal{L}(\theta', v') \leq \max_{v \in \mathcal{V}} \mathcal{L}(\theta, v').
\]

(17)

In this definition, the global minimax point requires \( \theta' \) to minimize \( \max_{v \in \mathcal{V}} \mathcal{L}(\cdot, v) \). Since our goal is to minimize the training error, we should focus on the min player in this game. In this sense, we expect that:

\[
\phi(\theta) = \max_{v \in \mathcal{V}} \mathcal{L}(\theta, v)
\]

(18)

to be as small as possible. Since \( \phi(\theta) \) is non-convex, we then wish the algorithm to reach a stationary point where the gradient of \( \phi \) is zero. To achieve this approximately, we resort to the \( \epsilon \)-stationary points of \( \phi \) [52], where the norm of the gradient is no larger than \( \epsilon \).

**Definition 7 (\( \epsilon \)-stationary points of \( \phi \)).** \( \hat{\theta} \) is said to be an \( \epsilon \)-stationary point of \( \phi \) if it satisfies that:

\[
\min_{g \in \partial \phi(\hat{\theta})} \|g\| \leq \epsilon.
\]

(19)

where \( \partial \phi(\hat{\theta}) \) is the sub-differential.

Since the maximization operation inside \( \phi \) makes it non-smooth, we use the sub-differential to characterize a surrogate of the gradient, see [53] for more details. The non-smoothness of \( \phi \) makes it difficult to carry out convergence analysis directly. Nonetheless, following the trick in [51], we can turn to the Moreau envelope as an auxiliary tool.

**Definition 8 (Moreau envelope).** The Moreau envelope \( \phi_{1/2\lambda} \) of a function \( \phi \) is defined as follows:

\[
\phi_{1/2\lambda}(\theta) := \min_{\theta'} \phi(\theta') + \frac{1}{2\lambda} \|\theta' - \theta\|^2.
\]

(20)

where \( \lambda > 0 \) is the hyperparameter.

From [51], we have Lemma 3 to relate the \( \epsilon \)-stationary point of \( \phi_{1/2\lambda} \) to that of \( \phi \). This requires the definitions for Lipschitz continuity.

**Definition 9 (L-Lipschitz).** A function \( f \) is called \( L \)-Lipschitz if there exists a constant \( L \geq 0 \) such that for any \( x \) and \( y \),
\[ \| f(x) - f(y) \| \leq L \| x - y \|. \]

**Definition 10 (\( \kappa \)-gradient Lipschitz).** A function \( h \) is said to be \( \kappa \)-gradient Lipschitz if there exists a constant \( \kappa > 0 \) such that for any \( x, y \in \text{dom}(h) \),
\[ \| \nabla h(x) - \nabla h(y) \|_2 \leq \kappa \| x - y \|. \]

**Lemma 3 (51).** If \( \mathcal{L} \) is \( \kappa \)-gradient Lipschitz, then for all \( \lambda < 1/\kappa \), \( \theta \) is an \( \epsilon \)-stationary point of \( \phi_{1/2\lambda} \), implies that \( \theta \) is an \( \epsilon \)-stationary point of \( \phi \).

Thanks to the lemma above, we only need to prove that the proposed algorithm could control \( \| \nabla \phi_{1/2\lambda} \| \). Accordingly, we have the following theorem.

**Theorem 3.** Suppose \( \ell \) is \( \frac{1}{\lambda} \) -Lipschitz, \( \ell_h \) is \( \frac{1}{\lambda^2} \) -Lipschitz, and then \( \mathcal{L} \) is \( \lambda \)-Lipschitz and \( \kappa \)-gradient Lipschitz, the parameters \( \theta \) are chosen from a compact set \( \Theta^1 \). Define \( \phi(\cdot) := \max_\lambda \mathcal{L}(\cdot, \nu) \) and \( \phi_{1/2\lambda} \) is the Moreau envelope of \( \phi \). Suppose \( \max_{\epsilon \in \Theta} | \phi(\theta) - \min_{\epsilon \in \Theta} \phi(\theta) | \leq B \). Then with probability at least \( 1 - \delta \), the following inequality holds for \( \theta \) is obtained from Algorithm 1:
\[ \frac{1}{T+1} \sum_{t=0}^{T} \| \nabla \phi_{1/2\lambda}(\theta_t) \|^2 \leq 4L \sqrt{\frac{\kappa \left( \phi_{1/2\lambda}(\theta_0) - \min_{\epsilon \in \Theta} \phi(\theta) \right)}{T}} + 8L \sqrt{\frac{2B\kappa}{T+1} \log \frac{1}{\delta}}. \]

Proof Sketch: Since \( \mathcal{L} \) is \( \kappa \)-gradient Lipschitz and \( \nu_t \) is a maximizer for \( \theta_t \), we have that any \( \theta_t \) from Algorithm 1 and \( \hat{\theta} \) satisfy
\[ \langle \nabla \phi(\theta_t), \hat{\theta} - \theta_t \rangle \leq \phi(\hat{\theta}) - \phi(\theta_t) + \frac{\kappa}{2} \| \hat{\theta} - \theta_t \|^2. \]

Let
\[ \hat{\theta}_t := \arg \min_\theta \phi(\theta) + \frac{\kappa}{2} \| \theta - \theta_t \|^2. \]

We have:
\[ \phi_{1/2\lambda}(\theta_{t+1}) \leq \phi_{1/2\lambda}(\theta_t) + 2\eta \kappa \cdot \langle g_t - \nabla \phi(\theta_t), \hat{\theta}_t - \theta_t \rangle + 2\eta \kappa \cdot \left( \phi(\hat{\theta}_t) - \phi(\theta_t) + \frac{\kappa}{2} \| \hat{\theta}_t - \theta_t \|^2 \right) + \eta^2 \kappa L^2, \]
where \( g_t \) denotes the gradient estimated in the \( t \)-th step (obtained by line 7 in Algorithm 1).

Taking a telescopic sum over \( t \) and rearranging this inequality, we obtain
\[ \frac{1}{T+1} \sum_{t=0}^{T} \| \nabla \phi_{1/2\lambda}(\theta_t) \|^2 \leq \frac{\phi_{1/2\lambda}(\theta_0) - \min_{\epsilon \in \Theta} \phi(\theta)}{2\eta \kappa T} + \frac{\eta L^2}{2} + \frac{1}{T+1} \sum_{t=0}^{T} \langle g_t - \nabla \phi(\theta_t), \hat{\theta}_t - \theta_t \rangle. \]

Recall that \( \mathcal{L} \) is \( \kappa \)-gradient Lipschitz. According to Fact 2, \( \phi(\theta) \) is \( \kappa \)-weakly convex and \( \phi(\theta) + \frac{\kappa}{2} \| \theta \|^2 \) is convex. Then, it is easy to see that \( \Phi(\theta) = \phi(\theta) + \kappa \cdot \| \theta - \theta_t \|^2 \) is \( \kappa \)-strongly convex. Thus, we have
\[ \phi(\theta_t) - \phi(\theta_0) - \frac{\kappa}{2} \| \theta_t - \theta_0 \|^2 \geq \frac{1}{\kappa} \| \nabla \phi_{1/2\lambda}(\theta_t) \|^2. \]

Since \( \max_{\epsilon \in \Theta} | \phi(\theta) - \min_{\epsilon \in \Theta} \phi(\theta) | \leq B \), we have
\[ \phi(\theta_t) + \frac{\kappa}{2} \| \theta_t - \theta_0 \|^2 \leq \frac{\phi(\theta) - \min_{\epsilon \in \Theta} \phi(\theta)}{\kappa} \leq \frac{B}{\kappa}. \]

Notice that \( g_t \) is an unbiased estimation of \( \nabla \phi \mathcal{L}(\theta_t, v_t) \), namely we have \( E[g_t] = \nabla \phi \mathcal{L}(\theta_t, v_t) \). Let
\[ G_t := \langle g_t - \nabla \phi \mathcal{L}(\theta_t, v_t), \hat{\theta}_t - \theta_t \rangle, \]
then we have
\[ E \left[ \sum_{t=0}^{T} G_t \right] = 0, \]
\[ E \left[ \sum_{t=0}^{T} G_t \right] = 0. \]

Namely, \( G_t \) is a martingale difference sequence. Then using Cauchy-Schwartz’s inequality, we have
\[ | G_t | \leq \| g_t - \nabla \phi \mathcal{L}(\theta_t, v_t) \| \| \hat{\theta}_t - \theta_t \| \leq 2L \sqrt{\frac{B}{\kappa}}. \]

Via Azuma’s inequality, with probability at least \( 1 - \delta \) we have
\[ \sum_{t=0}^{T} G_t \leq 2L \sqrt{\frac{B}{\kappa}} \cdot 2(T+1) \log \frac{1}{\delta}. \]

Substituting (27) and (31) into (26), we have for any fixed \( \eta > 0 \) the following inequality holds with probability at least \( 1 - \delta \):
\[ \frac{1}{T+1} \sum_{t=0}^{T} \| \nabla \phi_{1/2\lambda}(\theta_t) \|^2 \leq \frac{\phi_{1/2\lambda}(\theta_0) - \min_{\epsilon \in \Theta} \phi(\theta)}{2\eta \kappa T} + \frac{\eta L^2}{2} + 2L \cdot \sqrt{\frac{B}{\kappa}} \cdot \sqrt{\frac{2(T+1) \log \frac{1}{\delta}}{\kappa}}. \]

To reach the tightest bound in this case, we can find \( \eta^* \) such that
\[ \eta^* = \arg \min_{\eta > 0} \frac{\phi_{1/2\lambda}(\theta_0) - \min_{\epsilon \in \Theta} \phi(\theta)}{2\eta \kappa T} + \frac{\eta L^2}{2}. \]

Plugging \( \eta^* \) into (32) proves the results. Due to space limitations, we provide the complete proof in Appendix E, available in the online supplemental material. □

**Remark 3.** From Theorem 3, we see that under mild smoothness assumptions, the average norm of the gradient of the Moreau envelope decreases at a rate of \( 1/\sqrt{T} \). This implies the average norm of the gradient of \( \phi \) will converge to 0.
5 Instantiation of the Proposed Framework

So far, we have introduced a general workflow of our proposed framework. Note that this worst-case consistency regularization framework could be easily applied to most existing consistency regularization-based models to enhance their performance, since what we need is only to extend their consistency loss into the worst-case form and then follow Algorithm 1 for training. Here we choose the state-of-the-art method FixMatch [3] as a base model to instantiate our framework. According to FixMatch, an extra weak data augmentation (e.g., random flipping followed by random cropping) is carried out on both labeled and unlabeled data to mitigate overfitting. Besides, pseudo-labeling technique is adopted. In other words, the predicted labels of weak augmented unlabeled data, instead of the score distribution, are used as training targets. Following the convention, only samples with the largest predicted probability higher than a predefined threshold $\beta$ are considered in training. Then the loss of each labeled and unlabeled data becomes:

$$\ell_i^l = \ell_{CE}(f(A_w(x'_i)), y_i),$$

$$\ell_i^u = \max_{j \in [K]} \max_{k} \ell_{CE}(f(x'_{i,j}), y(s^u_{i,k})).$$

(34)

where $A_w(\cdot)$ denotes the weak augmentation function, $x'_{i,j} \in B_{sem}(A_w(x''_i))$ is the augmented variant for unlabeled data, $s^u_i = f(A_w(x''_i))$ is the predicted score distribution with fixed model parameters.

Time Complexity Analysis. For the sake of simplicity, we ignore the data loading and model initialization steps before training. At each iteration, the training process mainly consists of four steps: (1) data transformation, (2) feed forward, (3) back-propagation, and (4) optimization. First, we denote the time costs of these steps in FixMatch as $t_{trans}$, $t_f$, $t_{bp}$, $t_{opt}$, respectively, and the number of total iterations as $T$. Then for MaxMatch with the same network architecture, due to involving $K$ random strong augmentations for each unlabeled data, the times spent on data transformation and feed forward are roughly increased by a factor of $K$. Nonetheless, the back-propagation and optimization processes of MaxMatch take basically the same as FixMatch, since their numbers of parameters are identical. In summary, the total training time is at most $T(K(t_{trans} + t_f) + t_{bp} + t_{opt})$ for MaxMatch, and $T(t_{trans} + t_f + t_{bp} + t_{opt})$ for FixMatch. On the other hand, during the test phase, the time complexity of MaxMatch is exactly the same as FixMatch.

6 Experiments

6.1 CIFAR-10, CIFAR-100, SVHN and STL-10

Datasets and Evaluation Protocols. Following the standard SSL evaluation protocols [3], [10], [11], we evaluate our method on four popular benchmark image classification datasets: CIFAR-10, CIFAR-100, SVHN and STL-10.

• CIFAR-10 [54] contains 10 classes of real-world objects (such as airplane, automobile and bird) with 6000 images per class. In the original dataset, there are 50,000 training images and 10,000 test ones, where the test set has exactly 1000 samples for each class. All the images are colored with a size of $32 \times 32$.

• CIFAR-100 [54] is with 100 classes with 600 images for each class. It includes 500 training images and 100 test images per class. More categories and fewer images per category make it more challenging than CIFAR-10.

• SVHN [55] consists of more than 600,000 natural digits and number images with a size of $32 \times 32$ collected from Google Street View, including 73,257 digits for training, 26,032 for testing, and 531,131 as extra training data.

• STL-10 [56] is composed of 5000 labeled training images and 8000 test ones from 10 classes, together with 100,000 unlabeled images. Different from other three datasets, the size of images in STL-10 is $96 \times 96$, which is of higher resolution than previous datasets. Moreover, this dataset is more realistic since the unlabeled samples are drawn from a similar but different distribution from the labeled data.

Our evaluation is carried out with 4/25/400 labeled samples per class on CIFAR-10, 4/25/100 labeled samples per class on CIFAR-100 and SVHN, 100 labeled samples per class on STL-10 following the setting of [3]. For simplicity, we use ‘D@N’ to denote the setting using $N$ labels on ‘D’ dataset. Besides the selected labeled images, all the images in original training set are used as unlabeled samples for SSL training. And the original test set is used for performance evaluation. The overall classification error rate is adopted as the evaluation metric. Specifically, the mean and variance of error rates for 5 different “folds” of labeled data are provided as [3] reported.

Competitors. We adopt several common consistency-based SSL models as our competitors.

• Pseudo-Label [18] is a standard self-training method that takes highly confident predicted labels of unlabeled data as their training targets in a mini-batch.

• II-Model [13] is a naive consistency regularization SSL method. It feeds an unlabeled sample twice with Gaussian noise and model dropout, and minimizes the difference between the predictions.

• Mean Teacher [8] has a teacher model which is the exponential moving average of past model parameters, and uses the teacher’s predicted scores to guide the learning of the student.

• MixMatch [10] adopts the average predictions of $K$ augmentations of an unlabeled sample as its soft-label, and introduces the MixUp mechanism to mix both labeled and unlabeled data for training.

• UDA [11] introduces the stronger augmentation strategy and encourages the consistency between strongly augmented and weakly augmented data.

• ReMixMatch [12] further enhances MixMatch by an improved augmentation scheme and a distribution alignment technique.

• FixMatch [3], the state-of-the-art model, integrates the pseudo-labeling with consistency regularization using strong augmentation.

Besides, we also implement models only trained on labeled data but equipped with a strong augmentation strategy (denoted as Supervised) as the baseline to show the improvement from unlabeled data.
Implementation Details. Following [3], all the models are implemented with a Wide-ResNet-28-2 [57] backbone for CIFAR-10 and SVHN, while with Wide-ResNet-28-8 for CIFAR-100 and Wide-ResNet-37-2 for STL-10, since the last two datasets are more challenging. In our model, we set the number of transformations for each unlabeled data as $K = 3$, while other hyperparameters and training strategies are the same as FixMatch’s. Specifically, we set the trade-off coefficient as $\lambda = 1$, labeled batch size as $B_l = 64$, unlabeled batch size as $B_u = 448$, and the training epoch is 1024. The SGD solver is adopted for minimization, with the initial learning rate $\eta = 0.03$, a momentum of 0.9, and Nesterov acceleration enabled. We also use the cosine learning rate scheduling strategy. The weight decay parameter is 0.0005 for CIFAR-10/SVHN/STL-10, and 0.001 for CIFAR-100. Exponential moving average is employed with a ratio of 0.999. The confidence threshold is $\beta = 0.95$. RandAugment [24] is adopted as the transformation strategy in our proposed model. Accordingly, the performance of both FixMatch and supervised model is reported when using RandAugment.

Performance Comparison. The results of each method on CIFAR-10, CIFAR-100, SVHN and STL-10 are reported in Figs. 3, 4, 5 and 6, respectively. Overall, our proposed MaxMatch could outperform all the competitors under most settings except for CIFAR-100@2500, CIFAR-100@400 and STL-10@1000. Based on these results, we further have the following observations:

1) Compared with the supervised baseline, the semi-supervised methods using strong augmentation strategies could improve the performance successfully. However, for those only adopting the weak augmentation (i.e., P-Model, Pseudo-Label and Mean Teacher), without a relatively large amount of labeled data, the performance of the semi-supervised learning scheme is even worse than the supervised baseline. This shows the strength of advanced augmentation strategies.

2) MaxMatch achieves lower average error rates than its base model FixMatch over all the datasets, which implies that the proposed worst-case consistency regularization scheme is helpful to improve generalization performance.

3) With only 4 labels per category, MaxMatch could achieve a very low average error rate (1.92%) on SVHN, and its variance (0.12%) is much smaller than that of FixMatch (2.17%). Under other two settings on this dataset, MaxMatch also has a smaller variance.
than FixMatch. These results indicate that MaxMatch is able to minimize the discrepancy between the hardest augmented data very well. In other words, the supremum over the uncertainty set is well-optimized; thus, MaxMatch successfully lowers the overall semi-supervised classification risk and makes the learning more stable.

4) Among the models involving strong augmentation, ReMixMatch and FixMatch are two most competitive methods. Although MaxMatch consistently outperforms FixMatch over all the settings, we see there are three cases (e.g., CIFAR-10@2500, CIFAR-100@4000 and STL-10@1000) in which MaxMatch’s performance is not better than ReMixMatch’s. Note that FixMatch also performs worse than ReMixMatch under these settings. The reason might be that the three cases are much harder than others due to less labeled data but more diverse categories or out-of-distribution samples, while ReMixMatch equips with more complicated training techniques, such as the self-supervised loss and distribution alignment operation, to help mitigate the overfitting/underfitting issues. In fact, [3] also verifies that when combined with distribution alignment, FixMatch could substantially outperform ReMixMatch in these cases. Nevertheless, the improvement over FixMatch through the worst-case consistency still makes MaxMatch more comparable to ReMixMatch.

In a nutshell, the quantitative results verify the effectiveness of the proposed worst-case consistency regularization scheme.

Change of Losses. To see the convergence behavior of our method, we also plot the change of the losses of our MaxMatch and FixMatch trained on CIFAR-10 dataset with 4000 labels in Fig. 7. In this figure, the losses on labeled and unlabeled data for each method are illustrated in solid and dotted lines, respectively. For example, for MaxMatch, the labeled loss (denoted with the suffix $L$) is the first term in Eq. (7), and the unlabeled one (denoted with the suffix $U$) is the second term. We can see that the two models share almost the same labeled loss which rapidly decreases to 0 when the number of epochs increases. Meanwhile, the unlabeled losses first increase then slowly decrease. The fast increase at the beginning of the learning might be caused by the confidence thresholding technique controlled by $\beta$. Since
the initial model cannot accurately and confidently predict the correct label (i.e., $\hat{c}_{i,k} < \beta$ in Eq. (34)), the unlabeled loss will be eliminated in this case. After several epochs, the model becomes stronger and makes more confident predictions, and thus the unlabeled loss suddenly gets large. As the training goes on, the unlabeled loss is minimized, which then stably decreases during training. Moreover, it could be observed that MaxMatch's unlabeled loss is consistently greater than FixMatch's. This is in accordance with our motivation of minimizing the worst-case consistency, which obviously causes a larger consistency loss in each step. Furthermore, the gap between the two unlabeled losses becomes smaller as the learning goes on, which validates the correctness of our algorithm. Besides, we also plot the best-case unlabeled loss (denoted with the suffix $U$-min) which is the minimal consistency loss among the $K$ augmented variants. We can find that over unlabeled data, the best-case loss of MaxMatch ('MaxMatch-U-min') is much less than the loss of FixMatch ('FixMatch-U'). Theoretically, for a random variable $X$ and a set of $K$ random variables $X_1, \ldots, X_K$ drawn from the same distribution, it apparently holds that $E[\min_i X_i] \leq E[X] \leq E[\max_i X_i]$. As for our case, the consistency losses of different augmented variants could be regarded as random variables. Then the expected value of best-case (i.e., minimal) consistency losses among $K$ augmented variants is no larger than that of consistency losses using a single augmented variant. With aggressive augmentation strategies like RandAugment, the worst-case (resp. best-case) loss among multiple variants will be much larger (resp. smaller) than the single variant’s loss. This is in line with our expectation. Compared with the best-case loss, our worst-case loss can minimize the inconsistency for all augmented variants in the neighborhood set instead of the best one. In this sense, the worst-case is much more robust.

Visualization. The feature embeddings obtained by MaxMatch on CIFAR-10 with 250 labels are visualized in Fig. 8 using t-SNE [58]. Each class is plotted with a specific color. As shown in the figure, features scatter and gather distinctly. Also, the boundaries between a large proportion of classes are clear. With limited labeled data, MaxMatch is able to discriminate the data points as much as possible.

6.2 ImageNet-1K

Dataset and Evaluation Protocol. ImageNet-1K [1] is a large-scale dataset contains over 1.28 million data from 1000 categories. The original dataset consists of 1,281,167 training images and 50,000 validation samples. Following [3], we take 10% of the training images as labeled data, and the rest as unlabeled data for SSL training. Then we report the overall classification error rate on the original validation set for performance evaluation.

Competitors. In addition to FixMatch, we compare MaxMatch with the representative self-supervised method MoCo V2 [59]. Specifically, this baseline is first pretrained by MoCo V2 using all the training data without labels, and then finetuned with only the 10% labeled data. Besides, we also train FixMatch and MaxMatch based on the pretrained MoCo V2 model to show the effectiveness of the worst-case regularization with self-supervised pretraining. The Exponential Moving Average Normalization (EMAN) technique [60] is also incorporated for performance comparison.

Implementation Details. We conduct the ImageNet-1k experiments based on the PyTorch re-implementation in [60], which also includes the pretraining and finetuning codes using MoCo V2. The experiments are run on a server with eight NVIDIA RTX 3090 GPUs. All the models adopt ResNet-50 [61] as the network backbone, and a standard SGD optimizer with a momentum of 0.9 for optimization. The hyperparameter setting of MoCo V2 and FixMatch follows [60]. For the proposed MaxMatch, all the hyperparameters are the same as FixMatch’s, except for the number of transformations and initial learning rate. For this much more complicated dataset, we randomly choose the number of variants $K$ from $\{1, 2, 3\}$ in each iteration to prevent the early-stage learning from being dominated by extreme hard examples and trapped in poor local optima. The model is trained with a linear warmup to the initial learning rate $\alpha = 0.02$ during the first 5 epochs, and then the learning rate is adjusted with a cosine scheduler. We set the trade-off coefficient as $\lambda = 10$, labeled batch size as $B_l = 64$, unlabeled batch size as $B_u = 320$, and the training epoch is 300. The confidence threshold is $\beta = 0.7$ and the decay ratio in the exponential moving average strategy is 0.999. In terms of augmentation strategies, RandAugment is used for strong augmentation, and random horizontal flip is used for weak augmentation.

Performance Comparison. The top-1 and top-5 classification error rates are reported in Table 1. It could be observed that (1) all the semi-supervised models achieve higher performance than the model finetuned from MoCo V2, and (2) our proposed model outperforms FixMatch in terms of top-1 and top-5 error rates, whether they are initialized from self-supervised pretrained models or not. This validates the effectiveness of the proposed worst-case consistency regularization framework on large-scale data. Moreover, we plot the top-1 and top-5 error rates on unlabeled data for models trained from scratch in Fig. 9. During the training, the error rates of MaxMatch are consistently lower than FixMatch. And the performance gap in top-1 error rates is slightly larger than top-5 error rates. Therefore, the worst-case consistency regularization is able to improve the performance over unlabeled data, especially in terms of the top-1 error rate.
Besides, we also provide the comparisons under different initial learning rates in Table 2. As \( \alpha \) increases from 0.01 to 0.03, the performance of FixMatch is continuously improved, while that of MaxMatch first improves and then slightly degenerates. Adopting the worst-case invariants will induce larger loss values on unlabeled data. Consequently, MaxMatch might require a smaller learning rate to achieve the best performance on such a challenging dataset. Nevertheless, with these different \( \alpha \)s, the proposed method still improves the performance of FixMatch in terms of top-1 and top-5 error rates, respectively. Moreover, the largest performance gain is achieved when \( \alpha = 0.02 \). We further illustrate the top-1 test error rates for FixMatch and MaxMatch with these learning rates in Fig. 10. It could be shown that the performance of MaxMatch is better than FixMatch in most cases. Therefore, the effectiveness of the proposed method is again verified.

### 6.3 Ablation Study and Sensitivity Analysis

#### Effectiveness on Different Strong Augmentation Strategies

In existing SSL methods, there are two popular strong augmentation strategies: RandAugment [24] and CTAugment [12]. Given a list of atomic transformations, RandAugment uniformly samples transformations to apply for input images at random, while CTAugment further learns magnitudes for each transformation during the training. Here we also implement MaxMatch with CTAugment (denoted as MaxMatch (CTA)) to see how it performs under different strong augmentation strategies, and then compare it with FixMatch’s CTAugment variant (denoted as FixMatch (CTA)). The evaluation results on 5 folds of SVHN are shown in Table 3. First, we can see that for both FixMatch and MaxMatch, the RandAugment variant obtains lower error rates than CTAugment variant. Moreover, with varying labeled set size, MaxMatch consistently outperforms FixMatch using different strategies. Especially when only 40 labels available, MaxMatch (RA) achieves 2.21% average performance improvement compared with FixMatch (RA), and MaxMatch (CTA) has a 5.73% average performance gain to FixMatch (CTA). In these different settings, MaxMatch variants also show lower performance variance. This again demonstrates the effectiveness of the proposed framework.

#### Effect of \( K \)

An important hyperparameter of the proposed method is \( K \), which controls the uncertainty set size of the unlabeled data. Since every atomic transformation is uniformly sampled to apply in the strong augmentation strategy, a larger uncertainty set is more likely to include augmented variants more different from the original one. Namely, the inconsistency between the unlabeled sample and its augmented counterpart might be larger. To show the impact of \( K \) on MaxMatch’s performance, we evaluate our model with \( K = \{1, 3, 5, 7\} \) on CIFAR-10 with 250/4000 labels and show the corresponding error rates in Fig. 11. Note that when \( K = 1 \), the model is exactly FixMatch. The results show that enlarging \( K \) will lead to a clear performance gain in most cases. Especially when \( K = 3 \) for 250 labels and \( K = 5 \) for 4000 labels, the model gets the largest performance improvement. However, the improvement decreases when \( K \) becomes larger.
relatively large, e.g., $K = 7$ for both label set sizes. Recall that MaxMatch focuses on the worst-case consistency, which might become harder to minimize if more and more augmented variants are involved. Thus, a moderate value such as $K = 3$ would be a good choice in practice.

**Comparison With Augmentation Anchoring [12].** The Augmentation Anchoring technique and our proposed Worst-case Consistency both involve multiple augmented variants for an unlabeled sample. The main difference lies in that the former tries to minimize all the consistency losses between an unlabeled sample and its different augmented counterparts, while the latter only considers the largest inconsistency. At first glance, one might think that using all the augmented samples would be more helpful. In order to verify this, we compare MaxMatch with a variant of FixMatch which is equipped with Augmentation Anchoring (denoted as FixMatch+Anchoring) on SVHN when $K = 3$. In other words, FixMatch+Anchoring is implemented by replacing the maximum operation in MaxMatch with the mean operation. As shown in Fig. 12, both of them achieve much lower error rates than FixMatch given different numbers of labels, since the diversity of augmented variants helps the network learn the semantic consistency. Furthermore, in two settings (SVHN@40 and SVHN@250), MaxMatch outperforms FixMatch+Anchoring. This indicates that in many cases, minimizing the worst-case consistency is sufficient to improve the model's generalization performance. Moreover, a major advantage of MaxMatch is that it enjoys a theoretical generalization performance guarantee while other methods do not. Therefore, the proposed method is of great potential for semi-supervised learning.

**Runtime Analysis.** We also provide the training speed comparisons for FixMatch and MaxMatch ($K=3$) on CIFAR-10 and ImageNet-1k in Table 4. It is indicated that the proposed model is about two times slower than FixMatch on CIFAR-10, and 1.5 times slower on ImageNet-1k. As we discussed before, the increased times are mainly caused by extra $K - 1$ strong augmentations and the subsequent forward passes. Nevertheless, the costs during back-propagation and optimization are not affected.

**Discussion.** As the runtime analysis shows, using multiple augmented variants for each unlabeled data will inevitably lead to extra time costs. Fortunately, according to our experimental results, a small $K$ such as 3 might be sufficient for practical scenarios. This could mitigate this issue to some extent. Meanwhile, the proposed method is designed for the basic semi-supervised classification task. How to deal with more complicated semi-supervised learning (SSL) scenarios such as open-set SSL, noisy label SSL, SSL with distribution shift, and continuous SSL remains to be explored in future research.

### 7 Conclusion

In this work, we present a new consistency regularization-based semi-supervised learning framework called MaxMatch. Given multiple augmented variants of an unlabeled sample, MaxMatch tries to minimize the worst-case consistency between the original sample and these augmented copies to make the model prediction to be robust towards data augmentation. Specifically, we first theoretically prove that the semi-supervised classification risk is bounded by the worst-case consistency regularization, the supervised classification risk, and the generalization gap, which is with magnitude $O(K \sqrt{\frac{W_n}{m}} + \sqrt{\frac{W_n}{m}})$ for convolutional networks. We further derive a minimax optimization problem based...
on theoretical implications. Then we present an alternative optimization scheme to solve the problem, where its convergence property is guaranteed theoretically. Finally, empirical studies on CIFAR-10, CIFAR-100, SVHN, STL-10 and ImageNet-1k consistently show that our proposed method could reach promising performance in most cases.
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