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The detection of various cracks on pavement surfaces has drawn more and more attention from pavement maintenance engineers. In the traditional pavement image segmentation, due to the small area of the pavement cracks, the gray level of crack pixels only accounts for a very small portion in the grayscale histogram, making it difficult to segment. This paper developed an improved Otsu method integrated with edge detection and a decision tree classifier for cracking identification in asphalt pavements. An image preprocessing approach including Gaussian function-based spatial filtering and top-hat transform is firstly proposed to reduce the influence of poor shading and lighting effects significantly. Four edge detection operators including Prewitt, Sobel, Gauss–Laplace (LoG), and Canny are evaluated. The Canny edge detection has demonstrated outstanding performance in crack detection; this algorithm helps to obtain more details of both cracks and noises. The Sobel and LoG operators show similar image segmentation and retain fewer noises. The decision tree classifier based on the ID3 algorithm can effectively classify different types of cracks including transverse, longitudinal, and block ones.

1. Introduction

With the rapid development of the highway transportation infrastructure network and the increase of pavement service life, pavement distress including cracks, potholes, ruts, etc., increase rapidly. The detection and treatment of pavement distress have gradually become an important focus in the field of pavement engineering. As major pavement distress, cracks usually indicate the reduction of pavement performance and risk more serious pavement structural distresses. Therefore, the quick detection and treatment of pavement cracks at an early age is the key to extending the service life of pavements and saving maintenance funds [1]. Traditional crack detection methods rely on manual identification, which is inefficient and subjective. In recent years, a variety of intelligent detection equipment such as multifunctional pavement detection vehicles have been used in pavement distress evaluation, which usually involves an automatic collection of high-quality pavement images without the traffic’s influence.

With the development of computer technology and digital image processing technology, digital pavement crack recognition methods began to appear and develop rapidly. Morphological operations like top-hat and bottom-hat are applied for the contrast enhancement of the image, which helps to achieve better efforts of the segmentation of verminous objects like retinal vessels [2]. Multiscale new top-hat transform was also conducted on infrared image...
enhancement algorithm through contrast enhancement [3]. Experts and scholars have proposed many automatic crack extraction methods based on pavement surface images. The classical edge detection algorithm is used to obtain the crack edge by extracting the pixels with a larger gradient [4, 5]. Tsai et al. used different edge detection operators including Sobel, LoG, Canny, and Prewitt to detect the crack structure on the original concrete [6]. It was found that the LoG operator is ideal and relatively simple. Canny operator has the best capability to extract weak edges, but it is also more vulnerable to noise. The performance of six edge detectors and the deep convolutional neural networks (DCNN) for concrete crack detection was investigated and compared. A hybrid crack detector by combining the DCNN and the edge detector was proposed, which had 24 times less noise than the least noisy edge detector [7]. Wang et al. proposed an asphalt pavement crack detection algorithm based on multiscale ridge edge [8]. The filter was constructed by Gaussian function, and its first-order and second-order derivatives were used to convolute the rows and columns of the image respectively to determine the ridge edge center and width. Then, the ridge edge detected at each scale was fused to obtain the ridge edge image and finally denoised and connected to detect cracks by the expansion and minimum spanning tree algorithm. Mao-De et al. proposed a pavement crack edge detection algorithm based on the morphology [9]. For the pavement image after median filtering, the gradient operator and closing operator are appropriate for edge extraction and gap closure, which can better extract the skeleton of pavement cracks.

The threshold method segments pavement cracks and background by setting static or dynamic thresholds, realizing the automatic extraction of cracks [10, 11]. In 1979, Otsu proposed a classical threshold segmentation method based on a gray histogram [12]. The maximum value of the variance between classes was used as the criterion to obtain the threshold $K$, and then the image was binarized. This method is simple and easy to understand and has the potential to be extended to two or even multithreshold segmentation. Li et al. proposed a pavement crack image segmentation method related to the neighborhood difference histogram based on threshold idea, which has better effects for the early development of narrow cracks [13]. The steerable matched filtering and an active contour model [13] firstly enhances the contrast between cracks and surrounding pavement and captures crack discontinuity and curvature and then uses a region-based active contour model for crack segmentation. Ai et al. proposed an automatic image crack segmentation method based on probability and large-scale domain information on the pixel level using threshold segmentation [14]. Lau et al. proposed U-Net-based network architecture for the automated pavement crack segmentation [15]. The traditional convolutional network has a fully connected layer as the final layer, which the U-Net model only contains convolutional layers [15] and therefore is more efficient. The probability generation model and support vector machine were used to calculate the crack probability based on the pixel gray level and the domain information, employing the probability overlay map for crack segmentation and extraction.

After the segmentation results are obtained, the decision tree method is used to eliminate the noise part by further optimizing the segmentation results. Decision tree technology can establish classification models because of its simplicity and proximity like human thinking [16]. ID3 algorithm is one of the most representative decision tree algorithms. It adopts a branch strategy and constructs a decision tree through a selection window [17]. After that, the C4.5 algorithm [18] and SPRINT algorithm [19] were proposed. Qin et al. found that ID3 algorithm can quickly develop an accurate decision tree and is effective with a large number of attribute values [20]. The ID3 decision tree can effectively remove the noise from the segmentation results and improve the segmentation.

The deep learning-based method has achieved remarkable successes in computer vision, especially in the last five years [21–23]. However, it is still hard to interpret the detector based on the convolutional network. In addition, deep learning needs a large amount of high-quality images for training and requires extensive labeling work. Therefore, the traditional image process still has some advantages on pavement crack detection. The edge detection method and threshold method mentioned above are simple and highly efficient, but they are too sensitive to noise and have poor effects when the background is complex or the gray level of the background is close to that of the crack. In order to solve these problems, this study proposes a method combining the edge detection method with the threshold method. An improved Otsu method based on the edge detection algorithm is also proposed. A decision tree was then used to identify the cracks from background noises. Four edge detection methods including the Prewitt operator, Sobel operator, Laplace of Gauss (LoG) method, and Canny were evaluated with the improved optimal global threshold method in segmenting pavement images. The gray images of asphalt pavement surface collected by pavement evaluation vehicles are used for this study. The influences of different edge detection operators and the proposed algorithm on the final segmentation are discussed to validate the proposed method.

2. Methodology

There are several assumptions for crack detection based on image processing [4]. In the gray image of pavement surface including cracks, the gray values of crack pixels are deeper than those of pavement pixels, and the gray distribution of cracks and pavement backgrounds is independent. A crack is a narrow, continuous target and a group of interconnected segments with different directions. The width of a crack is not constant over the entire length. The pixels in the crack can be considered as the optical and/or geometric points of interest. In 1979, Otsu [12] proposed the optical global threshold image segmentation method, namely, the Otsu method. This method is considered to be the best method in global threshold processing under the condition of maximum interclass variance [4]. However, in the crack region segmentation of pavement images, if the crack area only accounts for a small proportion of the whole image, it is
2.1. Image Preprocessing. The quality of pavement surface images is usually reduced by many reasons including different lighting conditions such as sunny or cloudy, random grainy texture, nonuniform lighting, irregular shadows, pavement markings, watermarks, tire marks, oil stains, etc. These factors have a significant impact on the detection of cracks based on the image processing. The image preprocess mainly includes eliminating or reducing the negative effects of those factors and could significantly improve the image processing effectiveness. In this study, the Gaussian function-based spatial filtering and top-hat transform are utilized to preprocess the collected pavement images.

To filter out the noise to prevent false detection, a Gaussian filter kernel can be convolved with the image to slightly smooth the image to reduce the effects of obvious noise on the edge detector. Spatial domain filtering based on Gaussian function, including using a two-dimensional Gaussian function to construct a filter template in the spatial domain to smooth the image by spatial convolution of the input image, is described as follows:

\[ G(x, y) = e^{-\frac{x^2 + y^2}{2\sigma^2}}, \]  

where \( \sigma \) is the kernel, a distribution parameter, with a default value of 2.5 and \( x, y \) are the input values.

In grayscale morphology, the combination of image subtraction and opening and closing operations produces the top-hat transform and bottom-hat transform. The top-hat transform and bottom-hat transformation have generally similar functions, while the difference is the object. The top-hat transform is used for light objects on a dark background, and the bottom-hat transform is used for dark objects on a light background. The top-hat of \( f \) is defined as \( f \) minus its opening operation:

\[ T_{\text{tophat}}(f) = f - (f \ast b) . \]  

Similarly, the bottom-hat of \( f \) is defined as the closing operation minus \( f \):

\[ T_{\text{bottomhat}}(f) = (f \ast b) - f , \]  

where \( f \) is the original image and \( b \) is a structural element. The size of \( b \) is decided mostly based on the conversion relation between the pixel and the realistic scale and the common size of cracks. The default size of \( b \) is 150 mm.

2.2. Edge Detection. One drawback of using the Otsu method for pavement crack detection is that crack only accounts for a very small area in the image and is not very prominent in the gray-level histogram of the image. This study adopts edge detection to identify the potential crack edge area first and then uses the Otsu method to only deal with the identified crack edge area to significantly improve the detection efficiency. Traditional edge detection algorithms in image processing include the Prewitt gradient operator, Sobel gradient operator, Gauss–Laplace (LoG) operator, and Canny operator. For edge detection, the edge in the image refers to an abrupt gray-level change. Both first-order and second-order differentiation can be used to detect gray-level change. The derivative of a function at a point can be defined by difference. There are several assumptions of the derivative. The approximation of the first derivative should be zero in the area of unique gray level and should not be zero at the start of gray steps or ramps and within the gray ramp. The approximation of the second derivative should be zero in the area of unique gray level, must not be zero at the start of gray steps or slopes, and must be zero within the gray ramp. The derivative is approximated by Taylor expansion to construct the filter template. The approximate of the first and second derivatives of the function are shown as follows:

\[ \frac{\partial f}{\partial x} = f'(x) = f(x + 1) - f(x) , \]  

\[ \frac{\partial^2 f}{\partial x^2} = f''(x) = f(x + 1) + f(x - 1) - 2f(x) . \]

In edge detection, there are three commonly used edge models: step edge, ramp edge, and roof edge. Figure 2 shows the grayscale curves and the first- and second-order differential curves of the ramp and the roof edge models. As shown in Figure 2(b), in the second derivative, the two extreme points are the maximum and minimum points of the second derivative at the bottom and top of the gray ramp. The intersection of the straight line connecting the maximum and minimum points of the second derivative and the zero gray-level axis is called the zero-crossing point of the second derivative.

2.2.1. Prewitt and Sobel Operator. The intensity and direction of the gray-level gradient in images can be detected based on the first-order difference of the image gray-ramp. f_\text{h}e derivative is approximated by Taylor expansion at the start of gray steps or slops, and must be zero within the gray ramp. The derivative is approximated by Taylor expansion to construct the filter template. The approximate of the first and second derivatives of the function are shown as follows:
gradient. Both the Prewitt and Sobel operators are discrete differentiation operators for edge detection by gradient transform. Figure 3 shows the templates of the two gradient operators. The operators use two $3 \times 3$ kernels which are convolved with the image to calculate approximations of the derivatives—one for horizontal changes, and the other for vertical.

The grayscale gradient of the image can be obtained using the gradient operator shown in Figure 3. Usually, we can use the gradient images $g_x$ and $g_y$, which at each point contain the horizontal and vertical derivative approximations, respectively, to calculate the gradient intensity at the gradient’s direction based on equation (6). $M(x, y)$ is the magnitude of the gradient. To save calculation time, the intensity of the gradient can also be approximated by equation (7).

\[
M(x, y) = \text{mag} \left( \frac{\partial f}{\partial x} \right) = \sqrt{g_x^2 + g_y^2}, \quad (6)
\]

\[
M(x, y) = |g_x| + |g_y|. \quad (7)
\]

The difference between the Prewitt operator and Sobel operator is that the Sobel operator has a larger coefficient of the center point. The central part of the pixel occupies a greater weight, which can smooth the noise better than the Prewitt operator [24]. The templates in Figure 3 can be revised to make the edge detection more sensitive to the diagonal direction.

2.2.2. Laplace of Gaussian (LoG) Operator. In the gradient operator based on the second derivative, Marr and Hildreth combined the Laplace operator (equation (9)) and the two-dimensional Gaussian function with $\sigma$ as the standard deviation (equation (1)) to form the LoG operator (equation (9)) [25]. Laplacian is also very sensitive to noise as other first-order methods. To reduce the noise effect, the two-step LoG operation is to first smooth the image with a Gaussian filter and then to detect the zero-crossings using Laplacian. After generating the spatial convolution template from equation (9), we can perform spatial convolution on the input image $f(x, y)$ to obtain the result $g(x, y)$ and find the zero-crossing point in $f(x, y)$ to identify the edge in the input image $f(x, y)$.

\[
\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}, \quad (8)
\]

\[
\nabla^2 G(x, y) = \frac{\partial^2 G(x, y)}{x^2} + \frac{\partial^2 G(x, y)}{y^2} = \left[ (x^2 + y^2) - 2\sigma^2 \right]^{-1} \left( (x^2 + y^2)/(2\sigma^2) \right) e^{-((x^2+y^2)/(2\sigma^2))}. \quad (9)
\]

The LoG operator uses Gaussian low-pass filtering to smooth the image, effectively reducing noise interference. In addition, the LoG operator has an equal response to the gray change of any template direction in the original image, instead of using multiple templates to calculate the gray gradient in different directions of the image when using the operator based on the first derivative, and therefore is also very efficient.

2.2.3. Canny Operator. The Canny operator uses the first-order directional derivative of the two-dimensional Gaussian function in any direction to reduce noise and compare it with the spatial convolution of the input image $f(x, y)$ to suppress noise and then find the maximum gradient to detect the edge of the image. The Canny operator firstly uses a Gaussian filter to smooth the input image and find the intensity gradients of the image. Then, it applies gradient magnitude thresholding or lower-bound cut-off
suppression to get rid of spurious response to edge detection and applies a double threshold to determine potential edges. At last, it finalizes the detection of edges by suppressing all the other edges that are weak and not connected to strong edges. The Canny operator has a low error rate since all edges should be found, and there should be no spurious responses. It can also locate the edge close to the real edge. Therefore, it is one of the most strictly defined methods that provide good and reliable detection.

2.3. Otsu’s Thresholding. The result of edge detection is not the crack area itself, but the edge of the crack area. It still needs image segmentation to identify the crack area. The purpose of the improved Otsu method using edge detection is to find the edge in the image and only use the pixels near the edge area to construct a grayscale histogram and use the grayscale histogram as the object of the Otsu method to obtain the segmentation threshold. This can effectively reduce the influence of a relatively large background area on Otsu’s best global threshold segmentation.

The basic principle of Otsu’s method is to use a threshold to divide the image into two parts, the region, and the background by maximizing the between-class variance. Otsu’s method is based on computations performed on the histogram of an image, which is a one-dimensional array. The corresponding threshold gray value for classification is called the optimal threshold. For an image with a total of \( N \) pixels, the probability \( p_i \) of each gray level in the gray image is calculated by

\[
p_i = \frac{n_i}{N}, \quad i = 0, 1, 2 \ldots, L - 1,
\]

where \( n_i \) is the number of pixels whose gray value is \( i \) and \( L - 1 \) is the largest gray value.

Let \( K \) be the initial value of the threshold; use this threshold to divide all pixels into two parts with gray values from 0 to \( K - 1 \) and from \( K \) to \( L - 1 \). The between-class variance \( \sigma_B^2 \) is calculated by equation (11). Generally, the initial value of the threshold is usually set to 1, and the maximum between-class variance when \( K = 1, 2 \ldots, L - 2 \) is calculated. A gray value \( K \) that maximizes \( \sigma_B^2 \) is calculated as the final segmentation threshold.

\[
\sigma_B^2 = \omega_0 (\mu_0 - \mu)^2 + \omega_1 (\mu_0 - \mu)^2,
\]

where \( \omega_0 = \sum_{i=0}^{K-1} p_i, \omega_1 = \sum_{i=K}^{L-1} p_i = 1 - \omega_0, \mu_0 = \sum_{i=0}^{K-1} i p_i / \omega_0, \mu_1 = \sum_{i=K}^{L-1} i p_i / \omega_1, \mu = \sum_{i=0}^{L-1} i p_i. \)

The improved Otsu method integrating edge detection includes the following steps.

1. Obtain pavement crack image \( f(x, y) \) after preprocessing and edge detection.

2. Specify a threshold value of gray level \( T \) to threshold the image to obtain a binary image \( gT(x, y) \).

3. For the area where \( gT(x, y) \) equals to the logical value 1, find the corresponding area in image \( f(x, y) \) to calculate the gray-level histogram and use equation (10) to calculate the probability value of each gray level.

4. For each gray-level probability value obtained in step (3), use equation (11) to calculate the maximum between-class variance \( \sigma_B^2 \) and obtain the best threshold \( K \) to segment image \( f(x, y) \).

2.4. Decision Tree Classifier. Pavement crack only accounts for a small part in pavement images. After the edge detection and Otsu’s thresholding, the detected regions in the image may still include potholes and noises, other than cracks, and need to be further classified. Decision tree is a robust supervised learning classifier for pattern recognition, which relies on a labeled training set. Decision tree has small computation cost and high classification accuracy. It is also very easy to generate classification rules which are accurate and easy to understand.

Decision tree has a tree structure used for classification and prediction [16]. Generally, it consists of root nodes, decision nodes, branches, and leaves. The root node includes the full set of samples. Decision nodes and branches from the root are connected to each leaf. It represents the classification path of a sample. Each decision node represents a classification on a feature. Each branch represents a classification result, and leaves refer to a class or part of a class. Determination of the optimal subfeature is the key to the training of the decision tree.

The ID3 tree uses a greedy search approach to determine decision node selection. It picks an ideal attribute once and does not reconsider or modify its previous choices. ID3 algorithm uses entropy and information gain to determine which attributes best split the data. This algorithm can ensure that a decision tree is developed with the most simple path being found and the smallest number of branches. The expected information or entropy is a measure of uncertainty associated with a random number. Let the training set be \( X \); the total number of samples is \( N \), which contains \( M \) different classes \( \omega_i \). Let \( N_i \) be the number of samples belonging to class \( \omega_i \) in \( X \). For a given sample classification, the expected information required is

\[
\text{ID3}(X) = -\sum_{i=1}^{M} \frac{N_i}{N} \log_2 \frac{N_i}{N}.
\]
\( I(N_1, N_2, \ldots, N_M) = -\sum_{i=1}^{M} p_i \log_2(p_i), \quad (12) \)

where \( p_i \) is the probability that the sample belongs to class \( \omega_i \), \( p_i = N_i/N \).

In this study, six features are extracted as the predictors to train the decision tree, including the ratio of the major axis and the minor axis of the ellipse with the same second moment as the region; the angle between the horizontal axis and the major axis of the ellipse, the ellipse and the region have the same second moment; area of the region; the standard deviation of the gray level in the region; mean of the gray level in the region; and the third-order moment of regional grayscale. The detailed description of the features is listed in Table 1. A total of 251 pavement crack images including 131 transverse cracks, 92 longitudinal cracks, 45 block cracks, and some noises are labeled as the training set. The images with their original large size of 3.75 m\(^2\) 5 m were used to perform crack classification. Figure 4 shows the sample of each type of crack. The image segments are classified into four groups of transverse cracks, longitudinal cracks, block cracks, and noises. After training the decision tree, the pavement crack image can be reconstructed with only predicted cracks to calculate the location, length, and width of the cracks.

To evaluate the accuracy of pavement classifications, several performance measures including precision, recall, and F-measure as shown in equations (13)–(15) are frequently adopted. Precision is the ratio of the number of positive samples correctly classified as positive over the total number of positive samples. The recall is the ratio of the number of positive samples correctly classified as positive over the total number of positive samples. F-measure combines precision and recall:

\[
\text{precision} = \frac{TP}{(TP + FP)}, \quad (13)
\]

\[
\text{recall} = \frac{TP}{(TP + FN)}, \quad (14)
\]

\[
F - \text{measure} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}, \quad (15)
\]

### 3. Discussion of Results

Pavement crack images were collected and processed with the proposed method including preprocess, edge detection, Otsu's thresholding, and ID3 decision tree classification. Different edge detection operators were evaluated and compared. The code for image preprocess and edge detection is shown in the Appendix section.

#### 3.1. Preprocessing

Figure 5 shows a typical pavement surface image using the top-hat filtering, which is to remove the brightness in the background information from an image.

| No. | Feature Description | Description |
|-----|---------------------|-------------|
| X1  | Ratio of the major axis and the minor axis | The ratio of the length (in pixels) of the major axis to the length (in pixels) of the minor axis of the ellipse that has the same normalized second central moments as the region, returned as a scalar |
| X2  | Angle between the horizontal axis and the major axis of the ellipse | Angle between the horizontal x-axis and the major axis of the ellipse that has the same normalized second central moments as the region, returned as a scalar |
| X3  | Area of the region | Actual number of pixels in the region |
| X4  | Standard deviation of the gray level in the region | Standard deviation value of the gray histogram of pixels in the region |
| X5  | Mean of the gray level in the region | Mean value of the gray histogram of pixels in the region |
| X6  | Third-order moment of regional grayscale | Third-order moment value of the gray histogram of pixels in the region |
through opening operations. The color of the pavement image was reversed, the crack was light, and the background was dark as shown in Figure 5(b). Figure 5(c) shows the brighter area in the image, which could be reduced by the top-hat transform. Figure 5(d) then can be obtained by reducing the brighter area in the original image, and the cracks become clearer.

3.2. Influence of Edge Detections. The original road image and image segmentation with preprocessing, edge detection, and Otsu’s thresholding are shown in Figure 6. Figures 6(b)–6(e) clearly show that the developed Otsu’s method effectively extracted the main crack area from the background area, showing a good segmentation effect. Generally, different edge detection methods have little effect on image segmentation. To further compare the results of image segmentation in more detail, the number of noise regions of different edge detection is calculated. For the pavement image shown in Figure 6, the numbers of noise regions of the Prewitt, Sobel, LoG, and Canny operators are 143, 111, 123, and 159, respectively. The corresponding numbers of crack regions are 21, 21, 21, and 23, respectively. Generally, the four operators obtained the same crack regions. The Canny edge detection has a better effect on crack detection than the other methods, obtaining more details of the edge and crack area, while retaining more noises. The Sobel and LoG operators show similar image segmentations. The Prewitt and Canny operators have more noise in the image background. This is because the Sobel gradient operator and the spatial domain filter template in the LoG operator could reduce noise. In addition, by comparing Figures 6(a) and 6(f), it can be seen that preprocessing significantly improves segmentation effects. A large amount of noise remains without preprocessing. A good segmentation could not be obtained by solely using edge detection and Otsu’s thresholding.
Figure 6: Image segmentation using different operators. (a) Original image. (b) Prewitt operator. (c) Sobel operator. (d) LoG operator. (e) Canny operator. (f) Segmentation without preprocessing.
Figure 7: Structure of the decision tree.

Figure 8: Continued.
3.3. **Decision Tree Classification.** Figure 7 shows the structure of the decision tree model. \(x_1, x_2, \ldots, x_6\) are the six features defined above. Figure 8 shows the pattern recognition effect of the decision tree classifier with a pavement crack image containing transverse cracks. It can be seen from Figure 8(d) that the transverse crack regions in the image segmentation results are effectively classified and be separated from other types of cracks and noise. In Figure 8(d), the noises are significantly reduced, which shows that the secondary denoising effect of the decision tree classifier. Generally, different types of cracks and the corresponding regions in the image are successfully extracted, except that part of the branches of the transverse cracks are identified as block cracks, and a very small amount of noise appears in the longitudinal crack classification image. The proposed method achieved a precision of 88.9%, a recall of 82.8%, and an \(F\)-measure of 85.3%, indicating a comparable performance.

4. **Conclusion**

Because the area of the pavement crack is too small, comparing with the image background, the crack only accounts for a very small portion in the grayscale histogram and the pixels are highly concentrated, making it difficult to split effectively. This paper developed an improved Otsu method integrated with edge detection and decision tree classifier for cracking identification in asphalt pavements through image segmentation. An image preprocessing approach including Gaussian function-based spatial filtering and top-hat transform is also proposed.

The Gaussian function-based spatial filtering and top-hat transform significantly reduce the influence of poor shading and lighting effects and improve the image segmentation effects. The improved Otsu optimal global threshold segmentation method based on edge detection could effectively segment pavement crack images after valid preprocessing. All the four edge detection operators have similar effects on segmentation. The Canny edge detection has a better effect on crack detection, obtaining more details of the edge and crack area, as well as more noises. The Sobel and LoG operators show similar image segmentation and retain fewer noises. The decision tree classifier based on ID3 algorithm can effectively classify different types of cracks including transverse, longitudinal, and block cracks, which also has high calculation efficiency.

The proposed method achieved a fairly high precision, indicating a comparable performance on the crack detection based on 2D pavement surface images. However, it is still sensitive to the quality of images, especially when the pavement surface image contains extensive dirty spots, water, pavement texture, or shadows. Recently, the high-resolution surface profile of pavement can be obtained with 3D cameras and laser line scanner. Those distress detection algorithms can be potentially directly used to process the data with depth information to evaluate pavement distress or texture. They can also be integrated with the deep learning-based methods to firstly identify the critical region to improve the calculation efficiency. In future studies, more types of cracks and other pavement distress including potholes and raveling could be potentially detected using the proposed methods with more pavement distress images for training the decision tree model.

**Appendix**

```
“Code for image preprocess and edge detection”
function [I] = autotophat(I, varargin)
    % Gaussian filter and Top-hat transformation
    if nargin == 1
        A = 1; cj = 150;
        disp(“Default A = 1, cj = 350”);
```
else
    if nargin == 2
        A = varargin{1};
        cj = 350;
        disp("A = input value");
    else
        if nargin == 3
            A = varargin{1};
            cj = varargin{2};
        else
            disp("wrong input");
            return;
        end
    end
end
ave = fspecial("Gaussian",3);
I = imfilter(I, ave);
[ri,~] = size(I);
se = strel("rectangle", [ri, round(cj*A)]);
w = fspecial("average", [10]);
Ibg = imopen(aveimf(I), se);
%I = medfilt2(I, [9]);
%I = imtophat(I, se);
I = I + mean(mean(Ibg))-Ibg;
%figure, imshow(Ibg);
%figure, imshow(I)
end

function F3 = cannyotsu(F2, n, varargin)
%Canny-revised Otsu
sigma = 2.5;
if nargin == 3
    sigma = varargin{1};
end
lap = abs(edge(F2, "canny", [], sigma));
lap = lap/max(lap);
h = imhist(lap);
q = percentile2i(h, n);
markerimage = lap > q;
fp = F2.*uint8(markerimage);
hp = imhist(fp);
hp1 = histcounts(hp(1:12));
hp1 = hp1(binhist(hp(1:12)));
hp2 = histcounts(hp(2:3));
hp2 = hp2(binhist(hp(2:3)));
hp3 = histcounts(hp, 0);
F3 = imbinarize(F2, t);
end"
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