Linked Dynamic Graph CNN: Learning on Point Cloud via Linking Hierarchical Features
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Abstract—Learning on point cloud is eagerly in demand because the point cloud is a common type of geometric data and can aid robots to understand environments robustly. However, the point cloud is sparse, unstructured, and unordered, which cannot be recognized accurately by a traditional convolutional neural network (CNN) nor a recurrent neural network (RNN). Fortunately, a graph convolutional neural network (Graph CNN) can process sparse and unordered data. Hence, we propose a linked dynamic graph CNN (LDGCNN) to classify and segment point cloud directly in this paper. We remove the transformation network, link hierarchical features from dynamic graphs, freeze feature extractor, and retrain the classifier to increase the performance of LDGCNN. We explain our network using theoretical analysis and visualization. Through experiments, we show that the proposed LDGCNN achieves state-of-art performance on two standard datasets: ModelNet40 and ShapeNet.
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I. INTRODUCTION

Three dimensional (3D) perceptions aid robots to perceive and understand environments, thus increase the intelligence of robots. 3D geometric data can be provided by the depth camera, LiDAR scanners, and Radars. These sensors usually measure the distance between the target and sensor by projecting impulse signals to the target, such as laser and infrared light, and measuring the reflected pulses or time of flight. Hence, 3D geometric data can provide 3D spatial information and are less affected by the intensity of illumination, which are more robust than RGB (red, green, and blue) images. For instance, 3D sensors can perceive environments at night. Besides, 3D geometric data from different viewpoints can be fused to provide complete environmental information. Consequently, 3D geometric data are crucial for robots to execute tasks in real environments. Additionally, 3D understanding is eagerly in demand in real applications, including self-driving [1], automatic indoor navigation [2], and robotics [3, 4].

A point cloud generally represents a set of 3D points in 3D space ($\mathbb{R}^3$). Each point in the point cloud has three coordinates: $x$, $y$, and $z$. The point cloud is the most common representation of 3D geometric data. For instance, the raw data of depth camera, LiDAR scanners, and Radars, are usually point clouds.

Moreover, other 3D representations of geometric data, such as the mesh, voxel, and depth image, can be converted to point clouds easily. Therefore, it is significant to recognize point clouds.

For this reason, we consider designing methods to recognize point clouds in this paper. To be specific, we focus on two tasks: point cloud classification and segmentation. As shown in Figure 1, the point cloud classification takes the whole point cloud as input and output the category of the input point cloud. The segmentation is to classify each point to a specific part of the point cloud. For these two tasks, there are two classic public datasets: ModelNet40 [5] and ShapeNet [6]. A brief explanation of these two datasets is shown in section II.

Figure. 1: Applications of LDGCNN: point cloud classification and segmentation.

Traditionally, researchers tend to design handcrafted features, like shape context [7], point feature histograms [8], local surface feature description [9], and patch context [10] to recognize point cloud. However, these handcrafted features are usually designed to solve specific problems and difficult to generalize to new tasks. Recently, deep learning methods achieve success on the classification and segmentation of objects [11, 12]. Researchers are inclined to design data-driven methods to learn features and recognize point cloud automatically.

Deep learning methods have developed significantly in processing 2D images [13], but it is still challenging to classify...
and segment point cloud accurately. Because point cloud is sparse, unstructured, and unordered, typical convolutional neural network (CNN) and recurrent neural network (RNN), which require regular image format or ordered sequence, are not suitable to recognize point cloud directly. To recognize point cloud, previous researchers propose three kinds of deep learning methods: view based method, volumetric method, and geometric method. We discuss these methods in detail below.

A. View based method

Previous researchers attempt to project a point cloud to 2D images along different directions and apply standard 2D CNN to extract features. The features learned from different images are aggregated to a global feature through a view-pooling layer, then this global feature can be utilized to classify objects [5, 14, 15]. Although the view based method can achieve high accuracy in the classification task, it is nontrivial to apply this method to segment point cloud, which classifies each point to a specific category.

B. Volumetric method

Another method to recognize the point cloud is to apply voxelization to convert the unstructured point cloud to a structured 3D grid. Then 3D CNN and volumetric CNN can be utilized to classify and segment the 3D grid [16, 17]. Nevertheless, the point cloud is sparse, and it is wasteful to use a 3D grid to represent a point cloud. Additionally, considering the high memory and computational cost of the volumetric data, the resolution of the 3D grid is usually low, which can cause quantization artifacts. Consequently, it is problematic to utilize the volumetric method to process the large-scale point cloud.

C. Geometric method

Recent years, Qi et al. introduce a PointNet to classify and segment point cloud directly [18], which pioneers the geometric method to process unstructured data [19]. There are several characteristics for point cloud: sparsity, permutation invariance, and transformation invariance. Considering the sparsity of point clouds, researchers of PointNet process points directly rather than projecting the point cloud to images or a volumetric grid. To solve the permutation invariant problem, they design a multi-layer perceptron (MLP) to extract features from each point independently. Because MLPs for different points share the parameters, the same type of features can be extracted from different points. Moreover, they use the max pooling layer to extract a global feature to aggregate the information from all points. Both the shared MLP and max-pooling layer are symmetric, and thus the permutation invariant problem is solved. Additionally, they design a transformation network to estimate the affine transformation matrix of the point cloud. Then they offset the point cloud using the estimated transformation matrix to solve the transformation invariant problem.

PointNet is ingenious and can classify and segment point cloud directly, but it processes each point individually without extracting the local information between a point and its neighbors. Local features among neighboring points can be more robust than the coordinates of each point because the point cloud can rotate and shift. In consequence, researchers of PointNet improve their network to PointNet++ [20]. They apply PointNet recursively on the nested partitions to extract local features and combine learned features from multiple scales. After extracting the local feature, PointNet++ achieves the state-of-art results for point cloud classification and segmentation tasks on several common 3D datasets. However, PointNet++ still processes each point in the local point set individually and does not extract the relationships, such as distance and edge vector, between the point and its neighbors.

Recently, researchers start to design variants of PointNet for learning local features from the relationships of point pairs. The k-dimensional tree (KD-tree) is utilized to split point cloud into subdivisions. Researchers perform the multiplicative transformations on these subdivisions step by step and classify the point cloud. However, these partitions based on the KD-tree can vary if the scale of point cloud changes. Wang et al. design an edge convolutional operator to extract feature from a center point \((p_c)\) and the edge vector from its neighbor to itself \((p_n - p_c)\). Moreover, they apply the k-nearest neighbors (K-NN) algorithm before each edge convolutional layer. Hence, not only do they search neighbors in the input Euclidean space \(\mathbb{R}^3\), but also they cluster similar features in the feature space. Benefiting from extracting dynamic features, their dynamic graph CNN (DGCNN) achieves state-of-art results on several point cloud recognition tasks [21]. Lately, Xu et al. state that MLP does not work well on point cloud and they design a new convolutional layer, SpiderCNN, based on the Taylor polynomial to extract local geodesic information [22]. However, for the same input (1024 points) as DGCNN, the classification accuracy of SpiderCNN is slightly lower than that of DGCNN. Hence, this complex convolutional kernel seems not to outperform the MLP, which is concise and effective. To extract hierarchical features from the point cloud, Li et al. downsample the point cloud randomly and apply PointCNN to learn relationships among new neighbors in sparser point cloud [23]. Moreover, they learn a transformation matrix from the local point set to permute points into potentially canonical order. They decrease the forward time of network because of downsampling and achieves similar accuracy as DGCNN. However, the downsampling may influence the accuracy of the segmenting point cloud because each point should be classified into a category.

Up to now, the DGCNN achieves the highest classification accuracy on the modelNet40 dataset when there are only 1024 points in the input point cloud. Although some other methods, such as self-organizing network [24] and Geometric CNN (Geo-CNN) [25], can increase the classification accuracy further, they require denser point cloud, which consists of 10,000 or 5,000 points and normal vectors. Because datasets of ModelNet40 and ShapeNet are generated from computer-aided design (CAD) models, it is easy to acquire denser point cloud with normal vectors. Nevertheless, it is a different case in real applications. 3D sensors, like LiDAR scanners, can only capture sparse point cloud. Moreover, there is no normal
vector in the raw data of 3D sensors. Consequently, DGCNN seems to be more practical, but there are also some problems. Firstly, the DGCNN relies on the transformation network to offset the point cloud, but this transformation network doubles the size of the network. Besides, the deep features and their neighbors may be too similar to provide valuable edge vectors. Moreover, there are many trainable parameters in the DGCNN, and it is difficult to find the best parameters when we train the whole network.

In this paper, we optimize the network architecture of DGCNN to increase the performance and decrease the model size of the network. Because our network links the hierarchical features from different dynamic graphs, we call it linked dynamic graph CNN (LDGCNN). We apply K-NN and MLP with sharing parameters to extract the local feature from the central point and its neighbors. Then we add shortcuts between different layers to link the hierarchical features to calculate informative edge vectors. Moreover, there are two parts in our LDGCNN: convolutional layers (feature extractor) and fully connected layers (classifier). After training the LDGCNN, we freeze the feature extractor and retrain the classifier to improve the performance of the network. In the experiments, we evaluate our LDGCNN on two public datasets: ModelNet40 and ShapeNet for classification and segmentation. The experimental results show that our LDGCNN achieves state-of-art performance on these two datasets.

The key contributions of this paper include:

- We link hierarchical features from different dynamic graphs to calculate informative edge vectors and avoid vanishing gradient problem.
- We remove the transformation network from the DGCNN and demonstrate that we can use MLP to extract transformation invariant features.
- We increase the performance of LDGCNN by freezing the feature extractor and retraining the classifier.
- We evaluate our LDGCNN and show that it achieves state-of-art performance on two classic 3D datasets.

In the following parts of this paper, we introduce the dataset of ModelNet40 and ShapeNet in section II. Then we describe the research problems, our theoretical methods, and network architecture in section III. The experimental results and corresponding discussions are shown in section IV. Finally, we conclude this paper in section V.

II. MATERIALS

The dataset of classification is ModelNet40 [5], which includes 12,311 CAD models belonging to 40 categories. This dataset is split into training set (9843 models) and validation set (2468 models) [18]. However, there is no testing set for ModelNet40. We discuss this problem in subsection IV-B. In addition, each CAD model is sampled by 1024 points, which are normalized to a unit sphere.

The segmentation task is based on ShapeNet part dataset [6], which consists of 16,881 CAD models from 16 categories. Previous researchers sample each CAD model to 2048 points, and each point is annotated with one of 50 parts. The training, validation, and testing datasets in our paper are the same as in [21].

III. METHODS

Our LDGCNN is inspired by PointNet [18] and DGCNN [21]. We construct a directed graph for the point cloud. Then we extract features from the constructed graph and utilize features to classify and segment point cloud. In the following, we discuss the research problems and corresponding solutions.

A. Problem statement

The input of our method is a point cloud, which is a set of 3D points:

\[ \{p_i = (x_i, y_i, z_i) | i = 1, 2, ..., n \} \]

where \( p_i \) is one point of point cloud and consists of three coordinates \( (x_i, y_i, z_i) \). The index of this point and the number of points in the point cloud are \( i \) and \( n \), respectively.

We focus on two tasks in this paper: point cloud classification and segmentation. For point cloud classification, we need to classify the category of the whole point cloud. Hence, we should find a classification function \( f_c \) to convert the input point cloud to the probability distribution on each category \( Pr \):

\[ Pr = f_c(\{p_1, p_2, ..., p_n\}) \]

As for the point cloud segmentation, each point \( p_i \) can be classified as a specific category. Therefore, we need to find a segmentation function \( f_s \) to calculate the probability distribution on each category \( Pr_i \) for each point \( p_i \):

\[ \{Pr_i | i = 1, 2, ..., n\} = \{fs(p_i) | i = 1, 2, ..., n\} \]

There are several design constraints for the classification function \( f_c \) and segmentation function \( f_s \):

1) Permutation invariance: The point cloud is a point set rather than the sequence signal. Thus the order of points may vary but does not influence the category of the point cloud. The classification function should not be influenced by order of input points:

\[ f_c(\{p_{j_1}, p_{j_2}, ..., p_{j_n}\}) \neq f_c(\{p_{i_1}, p_{i_2}, ..., p_{i_n}\}) \]

where \( (j_1, j_2, ..., j_n) \) and \( (i_1, i_2, ..., i_n) \) represent two different sequences.

2) Transformation invariance: In the real application, the relative position and direction between the sensor and objects might change, thus causing the translation and rotation of generated point cloud. However, the results of classification and segmentation should not be changed by the above affine transformations:

\[ f_c(R[p_{i_1}, p_{i_2}, ..., p_{i_n}] + b) = f_c(\{p_{i_1}, p_{i_2}, ..., p_{i_n}\}) \]

\[ f_s(Rp_i + b) = f_s(p_i) \]

where \( R \) and \( b \) are rotation matrix and translation vector.
3) Extracting local features: Local features are relationships between the point and its neighbors, which are critical to the success of point cloud recognition. Consequently, we need to learn the local features rather than process each point individually:

\[
P = \{p_i = (x_i, y_i, z_i) | i = 1, 2, ..., n\} \subset \mathbb{R}^3
\]

\[
L_i = \{p_{i_k} | k = 1, 2, ..., K\} \subseteq P
\]

\[
P_r = f_c(L_1, L_2, ..., L_n)
\]

\[
P_{r_1} = f_s(L_i)
\]

where \(L_i\) and \(p_{i_k}\) are the local point set and neighbor of a point \(p_i\).

B. Graph generation

Graph neural network is an applicable method to process point cloud because it propagates on each node individually ignoring the input order of nodes and extracts edges to learn the information of dependency between two nodes [26]. To apply graph neural network on the point cloud, we need to convert it to a directed graph first. Graph \(G\) is composed of vertices \(V\) and edges \(E\):

\[
G = (V, E), V \subset \mathbb{R}^C, E \subseteq V \times V
\]

where \(C\) is the dimension of each vertice.

We do not construct fully connected edges for the point cloud because it consumes large memory. A simple method is to utilize K-NN to construct a locally directed graph, which is shown in Figure 2. In this local directed graph, each point \(p_i\) is a central node, and the edges \(e_i\) between the central node and its \(K\)-nearest neighbors are calculated:

\[
G = (V, E)
\]

\[
V = \{p_i | i = 1, 2, ..., n\}
\]

\[
E = \{e_i = (e_{i_1}, e_{i_2}, ..., e_{i_K}) | i = 1, 2, ..., n\}
\]

\[
e_{i_j} = p_{i_j} - p_i
\]

where \(p_{i_j}\) and \(e_{i_j}\) are one neighbor of central point \(p_i\) and the directed edge from the neighbor \(p_{i_j}\) to the central point \(p_i\), respectively. The number of neighbors is denoted by \(K\).

Like DGCNN [21], we apply K-NN before each convolutional layer, then we can construct the local graph in both Euclidean space and feature space. Hence, the point \(p_i\) also represents the central point in the feature space and the point \(p_{i_j}\) is a neighbor of central point \(p_i\) in the feature space.

C. Graph feature extraction

After constructing the local graph, we extract local graph features based on the edge convolutional layer [21]. The feature extraction function \(f_c\) is the same for all points, hence we exemplify this operation using one central point \(p_i\) and its \(K\) neighbors. The input is the local graph of the central point \(p_i\) and the output is the local feature \(l_i\):

\[
l_i = f_c(G(p_i, e_i))
\]

\[
= \max\{h(p_i, e_{i_1}), h(p_i, e_{i_2}), ..., h(p_i, e_{i_K})\}
\]

Figure 2: Graph of point cloud. The \(p_i\) and \(\{p_{i_1}, ..., p_{i_K}\}\) are a central point and its neighbors. The directed edges from the neighbors to the central point are denoted by \(\{e_{i_1}, ..., e_{i_K}\}\).

where \(h(p_i, e_{i_j})\) is the hidden feature vector for the central point \(p_i\) and one edge vector \(e_{i_j}\).

In (9), we use the max-pooling operation because it is not influenced by the order of neighbors and can extract the most predominant feature among all edges. Moreover, we utilize an MLP to extract the hidden feature vector \(h(p_i, e_{i_j})\):

\[
h_c(p_i, e_{i_j}) = \frac{\sum_{c=1}^{C} w_{c\rightarrow c'} p_{ic} + w_{c'\rightarrow c}(p_{ij} - p_{ic}) + b_{c'}}{C}
\]

\[
h(p_i, e_{i_j}) = (h_1(p_i, e_{i_j}), h_2(p_i, e_{i_j}), ..., h_{C'}(p_i, e_{i_j}))
\]

where \(p_{ic}\) and \(p_{ij} - p_{ic}\) are values in the channel \(c\) for the central point \(p_i\) and its neighbor \(p_{i_j}\). The numbers of channels for input point \(p_i\) and output hidden feature vector \(h(p_i, e_{i_j})\) are \(C\) and \(C'\), respectively. The value in the channel \(c'\) for the hidden feature vector is denoted by \(h_{c'}(p_i, e_{i_j})\). The trainable parameters for the MLP are \(w_{c\rightarrow c'}, w_{c'\rightarrow c}\), and \(b_{c'}\).

D. Transformation invariant function

Both PointNet [18] and DGCNN [21] rely on a transformation network to estimate the rotation matrix of the point cloud and offset the point cloud. However, the transformation network doubles the size of the network. Moreover, through experiments, we find that the network still has satisfactory performance after removing the transformation network. Therefore, we discuss the corresponding reasons here.

The output of transformation network is a \(3 \times 3\) matrix \(R\), which can offset the point cloud \(P\):

\[
P_{\text{offset}} = \begin{bmatrix}
x_1 & y_1 & z_1 \\
x_2 & y_2 & z_2 \\
\vdots & \vdots & \vdots \\
x_n & y_n & z_n
\end{bmatrix}
\begin{bmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{bmatrix}

\]

where \(r_{ij}\) is the value of rotation matrix \(R\) on the \(i\)th row and \(j\)th column. Additionally, \(x_i\), \(y_i\), and \(z_i\) are coordinates of one point \(p_i\) in the point cloud \(P\).
If we convert the MLP to matrix form, we can find the hidden feature vector is:

\[
\begin{bmatrix}
    x_1 & y_1 & z_1 \\
    x_2 & y_2 & z_2 \\
    \vdots & \vdots & \vdots \\
    x_n & y_n & z_n
\end{bmatrix}
\begin{bmatrix}
    w_{11} & w_{12} & \cdots & w_{1C'} \\
    w_{21} & w_{22} & \cdots & w_{2C'} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{n1} & w_{n2} & \cdots & w_{nC'}
\end{bmatrix}
\]

\[
+ [b_1 \ b_2 \ \cdots \ b_{C'}]
\]

(12)

where \( w_{ic'} \) and \( b_{c'} \) are trainable parameters for the MLP in the channel \( c' \). The number of output channel is \( C' \).

Compared (12) with (11), we can discover that they are similar. The difference is that the transformation network can estimate a specific matrix for each point cloud, whereas the MLP is static for all point cloud. The parameters of the MLP in different channels can rotate the point cloud with different angles and shift the point cloud with different translations. Considering that we have at least 64 output channels, the MLP can observe the point cloud along at least 64 directions, which can make the network to be rotation invariant approximately.

Furthermore, we augment the training data to increase the generalization capability of the network. Like the PointNet++ [20], we also rotate, shift, and scale the input point cloud randomly and add random noise on each point. After augmenting the training data, the network can learn rotation and translation invariant features.

E. LDGCNN architecture

The architecture of our LDGCNN is shown in Figure 3 and the detailed explanations are stated in the caption of Figure 3. Our network is similar to the DGCNN [21], and there are several differences between our LDGCNN and DGCNN:

- We link hierarchical features from different layers.
- We remove the transformation network.

The reason for removing the transformation network is discussed in subsection III-D. Here we explain why we link hierarchical features from different layers. The first reason is that linking hierarchical features can avoid vanishing gradient problem for the deep neural network, which is demonstrated in [27]. Besides, neighborhood indices based on current features are different from that based on previous features. Hence, we can learn new features by using current indices to extract edges from previous features. Moreover, neighbors of current features are similar to each other, which may cause the edge vector to approach zero. If we use current neighborhood indices to calculate the edges from previous features, we may get informative edge vectors.

F. Freezing feature extractor and retraining classifier

We increase the performance of our network further by freezing feature extractor (network before the global feature) and retraining the classifier (MLP after the global feature). Theoretically, training the whole network can find the global minimum. However, there are too many parameters in the network, and it is almost impossible to find the global minimum through training. Conversely, the network may fall into an inferior local minimum because of the large size of parameters. After freezing the feature extractor, the back propagation only influences the parameters of the classifier, which consists of three fully connected layers. Consequently, I save the global features after training the whole network, then I utilize these global features to train the classifier separately, which help my network to achieve better performance.

IV. RESULTS

A. Implementation details

Our training strategy is the same as [21]. The Adam optimizer with 0.001 learning rate is used to optimize the whole network. The number of input points, batch size, and momentum are 1024, 32 and 0.9, respectively. We set the number of neighbors \( K \) to 20. Moreover, the dropout rate is set as 0.5 for all dropout layers. After training the whole network, I freeze the feature extractor and retrain the classifier. In the retraining process, I only change the optimizer to Momentum. For the segmentation network, we change the number of neighbors \( K \) to 30 because the number of input points changes to 2048. Other settings are the same as that for classification.

Furthermore, we train our classification network on one NVIDIA TITAN V GPU. Then we use two NVIDIA TITAN V GPUs to train our segmentation network.

B. Point cloud classification

We evaluate the performance of our classification network on the ModelNet40 dataset [5], which is introduced in section II. As shown in Table 1, our LDGCNN achieves the highest accuracy on this dataset. For the same input (1024 points), the overall classification accuracy of our network (92.9%) is 0.7% higher than that of DGCNN and PointCNN.

Previous researchers present that they split the ModelNet40 to the training set and testing set [18, 21]. However, they write their best testing accuracy in their papers. The testing accuracy of the last epoch for their training can be about 1%-1.5% lower than their best testing accuracy. Consequently, they regard the testing set as the validation set and use the validation set to optimize their hyper-parameters and determine the time of stop training. Because we need to compare our networks with previous networks, we also use the validation set of ModelNet40 to determine the time to stop training. Since we use the same strategy of splitting dataset and training as previous researchers, the higher classification accuracy of our network still validates that our network achieves the state-of-art performance.

C. Point cloud segmentation

The Intersection-over-Union (IoU) is utilized to evaluate the performance of our network for point cloud segmentation on ShapeNet [6], which is described in section II. The segmentation network predicts the label of each point, and we compare the predictions with ground truth. Then the intersection and union of predicted points and ground truth points are calculated. The IoU is the ratio of the number of points in the intersection to that in the union. As shown in Table 2, our segmentation network also achieves the state-of-art performance. Moreover, we compare our segmented point cloud with that of ground truth and DGCNN in Figure 4.
Figure. 3: LDGCNN architecture. MLP represents the multi-layer perceptron, which shares parameters for all points and is a symmetric function. The layer sizes of MLP are the same as the sizes of output or indicated by the numbers in the bracket. In the edge convolutional layer, the MLP \((C', C')\) for segmentation has two layers with \(C'\) channels. The input of the classification network is a point cloud consisting of \(n\) 3D points, and the output values are the classification scores for \(m\) classes. The edge convolutional layer is applied to extract local features from the aggregated features and their neighbors, which consist of features from input layer (layer index = 1) to current layer (layer index = \(L\)). The numbers of channels in different layers are denoted by \(C_1, ..., C_L\). Then shortcuts and a max-pooling layer are used to aggregate features to a global feature, which is utilized to classify the point cloud by fully connected layers (MLPs). The segmentation network is an extension of classification network. We stack the global feature with the extracted local features and utilize MLPs to calculate segmentation scores for each point. We use the ReLU and Batchnorm in each layer. In the fully connected layers, Dropout layer is applied after each MLP layer.

Table. 1: Classification results on ModelNet40. MA represents mean per-class accuracy, and the per-class accuracy is the ratio of the number of correct classifications to that of the objects in a class. OA denotes the overall accuracy, which is the ratio of the number of overall correct classifications to that of overall objects.

| Method          | Input                | MA (%) | OA (%) |
|-----------------|----------------------|--------|--------|
| PointNet [18]   | 1024 points          | 86.0   | 89.2   |
| PointNet++ [20] | 5000 points+normal   | -      | 90.7   |
| KD-Net [28]     | 1024 points          | -      | 91.8   |
| DGCNN [21]      | 1024 points          | 90.2   | 92.2   |
| SpiderCNN [22]  | 1024 points+normal   | -      | 92.4   |
| PointCNN [23]   | 1024 points          | 88.1   | 92.2   |
| Ours            | 1024 points          | **90.3** | **92.9** |

D. Time and space complexity analysis

We evaluate our model complexity by comparing the number of parameters and forward time of our classification network with that of other classification networks. The forward time is estimated based on the computing capacity of one NVIDIA TITAN V GPU. As shown in Table 3, the model size of our network is smaller than that of PointNet, PointNet++, and DGCNN. The forward time of our network is shorter than that of DGCNN, but is longer than that of PointNet++ and PointNet, because we apply K-NN to search neighbors in each edge convolutional layer. Compared to DGCNN, our network is more concise and achieves higher classification accuracy.

E. Visualization and ablation experiments

T-distributed stochastic neighbor embedding (T-SNE) is utilized to show the performance of our feature extractor [29]. The T-SNE reduces the dimension of high-dimensional features to visualize the separability of the features. As shown in Figure 5, the extracted features are much more discriminative than original point cloud.

Furthermore, we analyze the effects of our two components: removing the transformation network and freezing feature extractor and retraining the classifier. As shown in Table 4, we increase the overall classification accuracy from 91.8% to 92.9% by freezing feature extractor and retraining the classifier. Moreover, the transformation network cannot increase the performance of our network. This result validates our assumption that the MLP can substitute the transformation network for approximating rotation invariance, which is proposed in subsection III-D.
Table 2: Part segmentation results on ShapeNet. The values in the table are mean IoU (%) on points

| # SHAPES | MEAN | AREE | BAG | CAP | CAR | CHAIR | EAR | GUITAR | KNIFE | LAMP | LAPTOP | MOTOR | MUG | PISTOL | ROCKET | SKATE BOARD |
|----------|------|------|-----|-----|-----|-------|-----|--------|-------|------|--------|-------|-----|--------|--------|-------------|
| POINTNET [18] | 83.7 | 83.4 | 78.7 | 82.5 | 74.9 | 89.6 | 73.0 | 91.5 | 85.9 | 80.8 | 95.3 | 65.2 | 93.0 | 81.2 | 57.9 | 72.8 | 80.6 |
| POINTNET++ [20] | 85.1 | 82.4 | 79.0 | 87.7 | 77.3 | 90.8 | 71.8 | 91.0 | 85.9 | 83.7 | 95.3 | 71.6 | 94.1 | 81.3 | 58.7 | 76.4 | 82.6 |
| KD-NET [28] | 82.3 | 80.1 | 74.6 | 74.3 | 70.3 | 88.6 | 73.5 | 90.2 | 87.2 | 81.0 | 94.9 | 57.4 | 86.7 | 78.1 | 51.8 | 69.9 | 80.3 |
| DGCNN [21] | 85.1 | 84.2 | 83.7 | 84.4 | 77.1 | 90.9 | 78.5 | 91.5 | 87.3 | 82.9 | 96.0 | 67.8 | 93.3 | 82.6 | 59.7 | 75.5 | 82.0 |
| Ours | 85.1 | 84.0 | 83.0 | 84.9 | 78.4 | 90.6 | 74.4 | 91.0 | 88.1 | 83.4 | 95.8 | 67.4 | 94.9 | 82.3 | 59.2 | 76.0 | 81.9 |

Figure 4: Qualitative results for point cloud segmentation. Comparison of segmentation results among ground truth (left), LDGCNN (middle), and DGCNN (right).

Table 3: Comparison of the number of parameters, forward time, and overall accuracy (OA) among different classification networks.

| Method | #Parameters (M) | Forward time (ms) | OA (%) |
|--------|----------------|------------------|--------|
| PointNet [18] | 3.48 | **0.8** | 89.2 |
| PointNet++ [20] | 1.48 | 1.4 | 90.7 |
| DGCNN [21] | 1.84 | 3.1 | 92.2 |
| Ours | **1.08** | 2.8 | **92.9** |

Table 4: Effects of combining different components. The definitions of MA and OA are the same as in Table 1.

| Transformation network | x | x |
|------------------------|---|---|
| Freezing & retraining | x | x |
| OA(%) | 91.8 | 91.8 | **92.9** | 92.4 |
| MA(%) | 88.8 | 89.0 | **90.3** | 89.7 |

Figure 5: T-SNE visualization of original point cloud and extracted features. Points with the same color belong to the same category.

V. CONCLUSIONS

In this paper, we proposed a LDGCNN to classify and segment point cloud directly. Compared to DGCNN, we decreased the model size of network by removing the transformation network and optimized the network architecture through linking hierarchical features from different dynamic graphs. After training the whole network, we froze the feature extractor and retrained the classifier, which increased the classification accuracy on ModelNet40 from 91.8% to 92.9%. Our network achieved state-of-art performance on two standard datasets: ModelNet40 and ShapeNet. In addition, we provided theoretical analysis of our network and visualized classification and segmentation results. In the future, we will evaluate our LDGCNN on more semantic segmentation datasets and apply it on the real-time environmental understanding application.
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