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ABSTRACT
With the growth of information on the Web, most users heavily rely on information access systems (e.g., search engines, recommender systems, etc.) in their daily lives. During this procedure, modeling users’ satisfaction status plays an essential part in improving their experiences with the systems. In this paper, we aim to explore the benefits of using Electroencephalography (EEG) signals for satisfaction modeling in interactive information access system design. Different from existing EEG classification tasks, the arisen of satisfaction involves multiple brain functions, such as arousal, prototypicality, and appraisals, which are related to different brain topographical areas. Thus modeling user satisfaction raises great challenges to existing solutions. To address this challenge, we propose BTA, a Brain Topography Adaptive network with a multi-centrality encoding module and a spatial attention mechanism module to capture cognitive connectives in different spatial distances. We explore the effectiveness of BTA for satisfaction modeling in two popular information access scenarios, i.e., search and recommendation. Extensive experiments on two real-world datasets verify the effectiveness of introducing brain topography adaptive strategy in satisfaction modeling. Furthermore, we also conduct search result re-ranking task and video rating prediction task based on the satisfaction inferred from brain signals on search and recommendation scenarios, respectively. Experimental results show that brain signals extracted with BTA help improve the performance of interactive information access systems significantly.
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1 INTRODUCTION
Web-based information access systems (e.g., search engines and recommender systems) heavily rely on implicit feedback (e.g., clicks, dwell time, and eye-tracking) to improve user experience [12, 54]. However, implicit feedback acts as an indirect probe of user feelings and thus is sometimes biased and misleading [3, 32, 52]. Therefore, advancement is still required with novel user signals to model the information access process. In recent years, the developments of electroencephalogram (EEG) devices make it feasible to collect brain signals in almost real-time. EEG directly captures brain activities, which can potentially reveal the true underlying user satisfaction while users are accessing information on the Web. Based on the estimated user satisfaction, the user’s intent or preference can be better understood and successfully used to improve user experience. However, to the best of our knowledge, few studies have thoroughly investigated the methods of utilizing brain signals for satisfaction modeling in the information access procedure. Little is known about to what extent search and recommendation system can be benefited by brain signals. In Figure 1, we provide a possible interactive system that re-ranks the search results upon the
real-time satisfaction modeling. A user examines two search results corresponding to the query “Jaguar”, and our system estimates the user satisfaction with brain signals. Based on the satisfaction modeling, we reestimate the user intent and find that the user intent is related to the “Jaguar animal”. Then unseen search results (i.e., search results on the next screen/page) are re-ranked, and the ones with the subtopic of “Jaguar animal” are placed higher than those of “Jaguar browser” and “Jaguar car”.

Different from existing EEG classification tasks, modeling user satisfaction is challenging since satisfaction involves both cognitive processes (e.g., prototypicality [33] and appraisals [46]) and affective states (e.g., arousal [5]). This combined process starts at the occipital region and engages frontal-parietal attentional circuits, which involve brain functions in dorsolateral frontal region and medial temporal region [6, 37]. To connect and aggregate the signals in various brain regions, we believe capturing the topographical relations of brain signals is necessary in satisfaction modeling.

**Figure 1: An example of EEG-enhanced search engine.** By modeling user satisfaction, we interactively predict user intent and provide potentially more satisfactory results.

Existing studies have achieved many compelling outcomes by introducing the topographical information into EEG classification models. Among these models, convolutional neural network (CNN) [25, 28] or graph convolutional network (GCN) [20, 29, 47, 61] are most widely used. They have achieved high classification performance in motion imagery [28] and emotion recognition tasks [29]. However, most of them fail to capture the adaptive topography connections. For example, EEGNet [28] utilizes convolutions in local brain regions yet ignores the ulterior topographical relations. DGCNN [47] and RGN [61] apply a public adjacency matrix for graph convolutions, and thus the topography connections are fixed among different data samples. Since satisfaction is associated with several cognitive processes and affective states, the topographical relations of brain signals is changing and sophisticated. Thus it is challenging yet valuable to capture the topographical relations in a data-dependent way.

To tackle above challenges, we design a novel architecture for EEG-based satisfaction modeling named Brain Topography Adaptive Network (BTA). The network applies a multi-centrality encoding module to generate encodings with 3D topographical information. Then, motivated by the success of the attention mechanism [50], we adopt a spatial attention module to capture the brain’s cognitive connectivity in a data-dependent manner. The effectiveness of BTA is verified in two typical interactive information access scenarios, i.e., search and recommendation. Experimental results in two public datasets (i.e., one for search and one for recommendation) demonstrate that BTA outperforms various baselines in terms of satisfaction estimation. Furthermore, we explore to what extent we can utilize the satisfaction estimated with brain signals to improve search result re-ranking and video rating prediction performance for search and recommendation scenarios, respectively. We demonstrate that the performance can be significantly improved with the satisfaction inferred from brain signals.

In summary, our contributions are three-fold. 1) We identify and tackle a novel problem of satisfaction modeling for interactive information access systems using brain signals. 2) We propose the Brain Topography Adaptive Network (BTA), which adaptively captures the topographical information to solve the EEG-based satisfaction prediction problem. Empirical experiments show that our method outperforms state-of-the-art EEG classification models. 3) We explore the possible advancements in interactive information systems brought by the estimated user satisfaction inferred from brain signals. As far as we know, this is the first time EEG-based satisfaction modeling is successfully applied to interactive search (i.e., search result re-ranking) and recommendation (i.e., video rating prediction) tasks.

2 RELATED WORK

2.1 User Satisfaction in Information Access

Satisfaction measures users’ subjective feelings about the system, which can be treated as the fulfillment of their information requirement [22]. It has been noticed that modeling user satisfaction is valuable for performance improvement and evaluation in information systems [2, 31].

Researchers have focused on modeling users’ satisfaction with users’ implicit feedback signals (click, dwell time, scroll, etc.) [12, 16]. Recent years have witnessed much research introducing novel additional user signals and corresponding strategies to estimate user satisfaction, e.g., mouse movements [8] and eye-tracking [54]. However, implicit feedback signals are just indirect probes of real user satisfaction and thus are often incorrect [3]. In search scenarios, Liu et al. [32] reveal that a large proportion (45.8%) of eye fixations are irrelevant to relevance estimation. In news recommendation, Wang et al. [52] find that users’ click behaviors can not be simply treated as positive signals due to the “clickbait” effect.

In this study, we explore satisfaction modeling with brain signals with our proposed BTA. Besides, we conduct search and recommendation tasks with the satisfaction inferred from brain signals. We aim to demonstrate the benefits of brain signals as effective user feedback for designing an interactive information access system.

2.2 Neuroscience & Information Access System

Recent research has applied brain imaging tools to study aspects of the information access process from a neuroscience perspective. For example, Moshfeghi et al. [35, 36] conduct a series of studies to unravel the neural basis of information need. Apart from neurological-based analysis, researchers also utilize brain signals to predict user judgments in the information access process. For example, Gwizdka et al. [15], Kim and Kim [23] conduct extensive studies to judge text relevance and topical relevance of visual shots using EEG signals. Davis III et al. [10] conduct an interesting study
to estimate facial preference with brain signals and then utilizes the estimated preference for collaborative filtering. However, few studies have thoroughly investigated the satisfaction modeling in information systems and explored to what extent the system can be improved with it.

What we add on top of prior works is that we design special EEG classification models and conduct interactive information access tasks to demonstrate the benefits of introducing brain signals into user satisfaction modeling.

2.3 EEG-based Classification

EEG has the advantages of high temporal resolution, non-invasiveness, and relatively low financial cost. It is widely used in researches involving motion imaginary [25, 28], emotion recognition [20, 29, 61], and sleep stage scoring [21, 48]. Recently trends of EEG-based classification have been developed substantially from topology-invariant algorithms (e.g., support vector machines (SVM) [53], Gradient Boosting Decision Tree (DT) [14], and Recurrent Neural Network (RNN) [30]) to topology-aware methods such as CNN and GCN. The topology-aware models take the topological structure of EEG features into account when learning the representations. For example, Lawhern et al. [28] and Kostas et al. [25] map the 3D EEG topographical information into 2D representations and adopt CNN-based architecture to aggregate channel information. Additionally, there are some studies [47, 59, 61] applying GCN-based methods, and a public adjacency matrix is adopted to automatically learn the aggregation weight between EEG channels. And Li et al. [29] exploit multi-domain information to build the adjacency matrix for their GCN-based model.

However, as satisfaction is related to various cognitive processes and affective states [5, 33, 46], the brain connectivities might be different due to different stimulus factors [17, 57]. Few studies adaptively learn the brain connectivities in a completely data-dependent way. One exception is the HetEmotionNet [20], which utilizes mutual information [26] to construct the adjacency matrix for each sample and then applies the graph convolution with it. However, the mutual information indicates the similarity of EEG features. Simply aggregating EEG channels with similar features is not always reasonable. For example, previous studies have suggested that the asymmetry in neuronal activities between the left and right hemispheres is informative [45]. Our study differs from previous work in using a completely data-dependent aggregation strategy with the specially designed multi-centrality encoding and spatial attention mechanism.

3 EEG-BASED SATISFACTION MODELING

3.1 Problem statement

In this paper, we define the temporal features of EEG signals as $X^t = \{x^t_1, x^t_2, ..., x^t_E\} \in \mathbb{R}^{N \times E}$, where $N$ is the length of temporal features, $E$ is the number of EEG channels. The spectral features of EEG signals are denoted as $X^s = \{x^s_1, x^s_2, ..., x^s_B\} \in \mathbb{R}^{B \times E}$, where $B$ is the length of spectral features, $E$ is the number of EEG channels. The spectral features are the differential entropy (DE) [11] extracted from $B$ frequency bands (e.g., δ, θ, α, β, and γ). Then the EEG-based satisfaction modeling problem is to learn a mapping function $F_s$ based on the proposed model, which can be formulated as:

$$\hat{y} = F_s(X^t, X^s)$$

where $\hat{y}$ denotes the estimated satisfaction score. With the predicted satisfaction score on historical items, information system can interactively provide more satisfying unseen items. In this paper, we explore two common information access scenarios, i.e., search and recommendation, which are detailed in Section 4.

3.2 Brain Topography Adaptive Network

3.2.1 Model overview. An overview of the proposed satisfaction modeling method is illustrated in Figure 2. We propose a Brain Topography Adaptive Network (BTA), which consists of a temporal data stream and a spectral data stream, and these two data streams have similar structures. The model is composed of five components: (1) Input encoding module. (2) Multi-centrality encoding module. (3) Spatial attention module. (4) Fusion and classification module. (5) Subtask module. Firstly, the spectral features or temporal features are linearly projected into a latent space with the input module. Then, the multi-centrality encoding module generates a spatial encoding for each channel according to its topographical relation to various spatial centralities. After that, the spatial attention module aggregates the channel information with attention mechanisms to capture the brain’s cognitive connectivity. Finally, the fusion and classification module fuses the temporal data stream and spectral data stream to classify user satisfaction in information access tasks. Additionally, to initialize the centrality embedding vectors, we replace the fusion and classification module with a subtask module before the model training.

3.2.2 Input encoding module. The spectral features or temporal features are linearly projected into a latent space, which can be
formulated as:

\[ H^t = W^t \ast X^t + B^t, H^p = W^p \ast X^p + B^p \]

where \( X^t \in \mathbb{R}^{E \times N}, X^p \in \mathbb{R}^{E \times N} \) are temporal and spectral EEG features, respectively, \( W^t \in \mathbb{R}^{H \times N}, W^p \in \mathbb{R}^{H \times E}, B^t \in \mathbb{R}^{H \times E}, B^p \in \mathbb{R}^{H \times E} \) are learnable parameters, \( H^t \in \mathbb{R}^{H \times E}, H^p \in \mathbb{R}^{H \times E} \) are the input vectors. We transform \( X^t \) and \( X^p \) into latent spaces with the same dimension since the multi-centrality encoding module, which adds topographical information to the input vectors (see in Section 3.2.3), is shared between them.

For simplicity, in Section 3.2.3 and Section 3.2.4, we omit the subscripts \( t \) and \( p \) (e.g., \( H \in \{H^t, H^p\} \)) since the temporal and spectral data stream share the same architecture.

### 3.2.3 Multi-centrality encoding module

To map each channel with a meaningful spatial encoding, we adopt multi-centrality encoding as an additional signal to the neural network. Specifically, we select \( M \) spatial points \( C_1, C_2, ..., C_M \) in the brain topography space as the centralities. For each centrality \( C_j \), we build a spherical coordinate system \( \mathcal{S}_j \) with \( C_j \) being regraded as the origin. And the zenith direction and the azimuth direction of \( \mathcal{S}_j \) are defined as straight above and ahead of the human brain, respectively. Then, we develop a centrality encoding \( p_{l,j} \) which assigns each EEG channel \( E_l \) three learnable encoding vectors according to its spherical coordinate in \( \mathcal{S}_j \). The centrality encoding \( p_{l,j} \in \mathbb{R}^{H} \) of a EEG channel \( E_l \) according to a centrality \( C_j \) is formulated as:

\[
p_{l,j} = \rho_{l,j} \ast \epsilon_j \rho + \theta \ast \epsilon_j \beta + \varphi \ast \epsilon_j \gamma
\]

where \( \rho_{l,j}, \theta_{l,j}, \varphi_{l,j} \in \mathbb{R}^3 \) is the spherical coordinate of \( E_l \) in \( \mathcal{S}_j \), \( (\epsilon_j \rho, \epsilon_j \beta, \epsilon_j \gamma) \in \mathbb{R}^{3 \times H} \) are the centrality embedding vectors related to \( C_j \). To enrich the spatial representation of EEG channels and increase their distinction, we obtain \( M \) centrality encodings for an EEG channel \( E_l \), i.e., \( p_{l,j}, j \in \{1, ..., M\} \). The centrality encodings are then combined with the input vector by:

\[
z_l = h_1 \odot \sum_{1 \leq j \leq M} p_{l,j}
\]

where \( h_1 \in \mathbb{R}^H \) is the subvector of \( H^\top = \{h_1, ..., h_M\} \), \( H^\top \) is the transposed matrix of \( H \in \{H^t, H^p\} \), \( \odot \) is an element-wise operator. Then the input vector after adding the multi-centrality encoding can be expressed as \( Z = \{z_1, ..., z_c\}^\top \in \mathbb{R}^{E \times H} \). We adopt a direct addition as \( \odot \) since it is simple to implement and adds minimal overhead to training time and model size. We also tried more complex interaction operators, but the results are similar, so we omit them. By using the multi-centrality encoding in the input, the input encoding vectors obtain additional topographical information. Therefore, the model can capture both the topographical correlation and the spectral or temporal information.

### 3.2.4 Spatial attention module

The brain’s cognitive connectivity between EEG channels should not be neglected in EEG-based classification tasks. Therefore, we adopt attention mechanisms to capture the adaptive channel correlations for each data sample. We first apply a multheatmap attention layer to calculate the interacted sequence:

\[
Z_1 = \text{MultiHead}(Z^t, Z^t, Z^t) = \text{Concat}(head_1, head_2, ..., head_D)W^O
\]

where \( head_i = \text{Attention}(Z^t W^Q, Z^t W^K, Z^t W^V), W^Q, W^K, W^V \in \mathbb{R}^{H \times D} \) are trainable parameters, \( D \) is the number of heads, and \( \text{Attention}(Q, K, V) \) is the scaled-dot-product attention mechanism [50]. \( \text{Concat}(\cdot) \) denotes the concatenation operation in the second dimension and the concatenated vector is fed into a linear matrix \( W^O \in \mathbb{R}^{H \times H} \) to obtain the spatial interacted vectors \( Z_1 \in \mathbb{R}^{H \times E} \).

Next, we apply a batch normalization layer \( BN \) to accelerate the training procedure and obtain the output vector \( Z_2 = BN(Z_1) \in \mathbb{R}^{E \times H} \). In spite of using the layer normalization as Transformer [50] does, we adopt batch normalization since it performs better than layer normalization. We suggest that using batch normalization can mitigate the effect of instability and outline values related to EEG signals [58].

### 3.2.5 Fusion and classification module

With the above modules, the input temporal features \( X_t \) and spectral features \( X_p \) are transformed into output vectors \( Z^t_1 \) and \( Z^p_1 \), respectively. We concatenate the output vectors to obtain \( Z_3 = \text{Concat}(Z^t_1, Z^p_1) \in \mathbb{R}^{EH} \), where \( Z_3 = \{Z^t_1, ..., Z^p_1\} \in \mathbb{R}^{EH} \). To fuse \( Z^t_1 \) and \( Z^p_1 \), we adopt a fully connected layer, an activation function, and a softmax function, which can be formulated as:

\[
y = \text{softmax}(W\sigma(\text{Concat}(Z^t_1, Z^p_1)) + B)
\]

where \( \sigma \) denotes as activation function (Gelu in our experiments), \( W \in \mathbb{R}^{EH \times 1} \) and \( B \in \mathbb{R}^1 \) are trainable parameters, \( y \) is the estimated satisfaction score. Finally, the classification cross entropy is used as the loss function, which is defined as follows:

\[
L = -y \log(y) - (1 - y) \log(1 - y)
\]

where \( y \) is the true label.

### 3.2.6 Subtask module

Besides, to initialize the centrality embedding vectors \( \epsilon_j \rho, \epsilon_j \beta, \) and \( \epsilon_j \gamma \) for each \( j \in \{1, 2, ..., M\} \), we adopt an unsupervised subtask prior to the satisfaction modeling task. The unsupervised subtask is a reconstruction task to predict some mask EEG features, which share the same architecture except for the classification layer. Specially, randomized binary noise masks \( W_{mask} \in \mathbb{R}^{E \times N} \) and \( W_{mask} \in \mathbb{R}^{E \times N} \) are generated for each data sample, and the input \( X_t \) and \( X_p \) are masked by \( \tilde{X} = W_{mask} \odot X, X \in \{X_t, X_p\} \). Then, we replace \( X \) with \( \tilde{X} \) to generate the output vector \( Z_2 \) with BTA. After that, \( X^t \) is reconstructed with \( Z_2 \) using a linear connection layer: \( X^t = \text{linear}(Z_2) \). Finally, we utilize the mean squared error loss to perform the reconstruction loss, which can be formulated as:

\[
L_{MSE} = \sum_{(i,j) \in Q} (X^t(i, j) - X(i, j))^2
\]

where we utilize \( Q = \{i, j | W_{mask}(i, j) = 0\} \) to obtain the loss related to the predictions on the masked values. After the subtask, the centrality vectors of \( \epsilon_j \rho, \epsilon_j \beta, \) and \( \epsilon_j \gamma \) for each \( j \in \{1, 2, ..., M\} \) are set as the initialized parameters for the satisfaction modeling task. The training procedures of our proposed BTA model are summarized in Algorithm 1. Note that the unsupervised subtask aims to initialize a better multi-centrality encoding which reflects the spatial relations of EEG channels. We find that the initialization process is effective when supervised labels are limited while not using a larger dataset, which is elaborated in Section 5.1.
4 EXPERIMENTAL SETUP
This section details the datasets and experimental settings. The Search-Brainwave [56] dataset and the AMIGOS [34] dataset are applied for the satisfaction modeling experiments (detailed in 8.1). Then, we explore the performance of EEG-enhanced interactive search and recommendation systems with a search result re-ranking task on the Search-Brainwave dataset and a rating prediction task on the AMIGOS dataset, respectively. The implementation code of our experiment is based on PyTorch \(^1\) and is publicly available in https://github.com/YeZiyi1998/DL4EEG-Classification.

4.1 Satisfaction prediction
4.1.1 Baselines. We exploit three types of EEG classification models as baselines, topology-invariant models, CNN-based models, and GCN-based models.

Topology-invariant models include SVM [49], DT [44], and multilayer perceptron (MLP) [10]. We implement these models with the scikit-learn library [38].

CNN-based models include EEGNet [28] and the recently proposed BENDR [25]. EEGNet stacks several CNN layers to boost its performance. BENDR applies CNN to extract EEG features and then uses transformers to capture temporal patterns of EEG signals, which achieves state-of-the-art performances in various brain–computer interface (BCI) tasks. It also adopts a cross-dataset pre-training task to initialize the parameters. We implement EEGNet and BENDR with their open-sourced code and use the public pre-trained weights to initialize the BENDR model.

GCN-based models include DGCNN [47], RNNG [61], and Het-EmotionNet [20]. DGCNN applies a public adjacency matrix to aggregate multichannel EEG information dynamically. RNNG uses two regularizers to improve the robustness. Het-EmotionNet uses mutual information to model the topographical information and fuse the temporal and spectral information together. Here we implement RNNG and Het-EmotionNet with open-sourced codes and DGCNN by ourselves since their code is not available.

4.1.2 Parameter Settings. We train BTA with the Adam optimizer [24]. The centralities’ number \(M\) is selected from \{1, 3, 5, 7, 9, 14\}. Results show that 3 is a proper setting and achieves the best performance. Besides, we find that selecting centralities in different spatial positions (e.g., randomly selecting three channels as the centralities) leads to only a marginal difference. Therefore, we choose these centralities (i.e., \(C_1, C_2, C_3\)) for simplicity and representative of the spatial distribution of EEG channels. Among them, \(C_1\) is selected as a center point in the international 10-20 EEG system. \(C_2\) and \(C_3\) are selected as the left and right mastoid points since they are widely used as the reference channels in existing EEG studies [55]. The initialize learning rate, min-batch size, and the hidden dimension \(H\) (as denoted in Section 3.2) are tuned and selected from \{0.01, 0.05\}, \{8, 32\} and \{8, 16, 32\}, respectively. The head number in the multthead attention mechanism is set to eight. Besides, in the unsupervised subtask, we set the random mask ratio as 15%, the same as prior work in time sequence prediction [58].

4.1.3 Protocols. We apply Area Under Curve (AUC) and F1-score as evaluation metrics in our experiments. For Search-Brainwave dataset, we conduct experiments on each subject and evaluate the models with a task-independent ten-fold cross validation: search tasks are partitioned into ten folds, and we leave each fold for evaluation after training with the remaining folds. For AMIGOS dataset, following existing studies [13, 18], we randomly split the data and apply a ten-fold cross validation for each subject.

4.2 Downstream task1: Search result re-ranking
4.2.1 Task definition. In the search result re-ranking task, unseen search results are re-ranked by the estimated satisfaction of historical search results. We present a search task within a query \(Q\) whose search results is a list \(D = \langle d_1, \ldots, d^N \rangle\). We assume that a user historically examines the top several results \(D_{hi} = \langle d_1, \ldots, d^{N_{hi}} \rangle\), hence the interaction on the \(i\)-th search result is formulated as \(d_i = \langle \tilde{y}_i, d_i \rangle\), where \(\tilde{y}_i\) is the estimated satisfaction score to search result \(d_i\). Then we would like to place the relevant search results in the unseen search results list \(D_{un} = \langle d^{N_{hi}+1}, \ldots, d^{N} \rangle\) as high as possible. Therefore, the goal of the search result re-ranking task is:

\[
\max \sum_{\mathcal{D}} \pi(\hat{D}_{un}, \hat{D}_{un}) \hat{D}_{un} = F_{\text{search}}(Q, D_{un}, h_1, \ldots, h_{N_{hi}})
\]

where \(\pi\) denotes the evaluation metric, e.g., Normalized Discounted Cumulative Gain (NDCG) [19] or Mean Average Precision (MAP) [62], \(R_{un}\) is the true relevance label of \(D_{un}\), \(\hat{D}_{un}\) is the returned re-ranked list, \(F_{\text{search}}\) denotes the re-ranking strategy that re-ranks the unseen search results according to historical interactions, which is elaborated in Section 4.2.2.

4.2.2 Methods. To generate a better re-ranked list for unseen results \(D_{un}\), we build a language model (LM) [27] and rewrite the query for a better intent estimation. The language model estimates the relevance of the words in historical search results \(d_i = \langle \tilde{w}_i, 1, \ldots \rangle \in D_{hi}\) to find the most relevant words related to the query \(Q = \langle q_1, \ldots, q_k \rangle\). Then, the query is rewritten with \(l\) most relevant words as \(Q' = \langle q_1, \ldots, q_k, w_1, \ldots, w_l \rangle\). In the language model, the word relevance \(R(w)\) can be formulated as:

\[
R(w) = LM(D_{hi}, Q, F_{D_{hi}})
\]

where \(F_{D_{hi}}\) is a probability distribution of \(D_{hi}\). Generally, a word will have higher relevance if it appears in search results with higher distribution probabilities. Convention language model sets \(F_{D_{hi}}\) as a uniform distribution since we have no prior knowledge, which can be denoted as uniformized language model (SLM). After extending the query \(Q\) to \(Q'\) with the language model, we adopt ranking algorithms (e.g., BM25 [43]) with \(Q'\) to generate the re-ranked search results list \(\hat{D}_{un}\).

In our experiment, we use BM25 [43] as the ranking algorithm and exploit the performance of the original ranking list generated by BM25 and the re-ranked lists with ULM or SLM rewriting the query.

\(^1\)https://pytorch.org/
For parameter settings, we empirically set the length of rewritten words $l$ and the hyperparameter $\lambda$ as 5 and 2, respectively.

4.2.3 Protocols. For each search task in the Search-Brainwave dataset, if the user examines $cu$ search results, we will re-rank the remanent $N - cu$ search results and evaluate the re-ranked list with the true relevance label of search results. Note that $cu$ varies with search tasks since the user can stop her search at any time. Finally, ranking evaluation metrics NDCG and MAP are adopted to evaluate the averaged performance among all search tasks.

4.3 Downstream task2: Rating prediction

4.3.1 Task definition. In the rating prediction task, we predict the ratings of unseen user-item pairs based on historical user-item interactions. Specially, we denote the user and item set as $U$ and $V$, respectively. The historical user-item interactions are denoted as $I_{hi} = \{(u, v, \hat{y}_{u,v})|u \in U, v \in V\}$, where $\hat{y}_{u,v}$ is the satisfaction score of item $u$ for user $v$ estimated with brain signals. Note that in conventional recommendation tasks, $\hat{y}_{u,v}$ is replaced by explicit ratings or implicit feedback (e.g., click, liked). Then the rating prediction task is to better estimate the true label $y_{u,v}$ in the unseen user-item pairs $I_{un} = \{(u, v, y_{u,v})|u \in U, v \in V\}$. Therefore, the task is formulated as:

$$\max \pi(I_{un}, F_{rec}(I_{hi}, (u, v, y_{u,v}) \in I_{un}))$$

where $\pi$ denotes the evaluation metric, i.e., AUC, $F_{rec}$ is the rating prediction strategy elaborated in Section 4.3.2, and we use the explicit annotation as true label $y_{u,v}$.

4.3.2 Methods. The personalized recommendation aims to learn a mapping function $F$ that maps the rating of a given user-item pair with their embeddings:

$$y_{(u,v)} = F(e_u, e_v)$$

where $e_u$, $e_v$ indicate the user embeddings and item embeddings, respectively, $y_{(u,v)}$ is the rating of the user-item pair $(u, v)$. For a recommendation system, the true labels $y_{(u,v)}$ are difficult to obtain [52]. Therefore, in the training process, we hypothesize that we can obtain the true labels $y_{(u,v)}$ for a $a$ ratio of user-item pairs. And we use the estimated satisfaction score $\hat{y}_{(u,v)}$ for other user-item pairs to introduce more training data. Finally, the true label $\hat{y}_{(u,v)}$ is applied to evaluate the model performance.

We denote function $F$ using a ratio of true labels $T$ as $F^{T(a)}$, and $F$ using a ratio of true labels $T$ and the estimated satisfaction $S$ as $F^{T(a),S}$. We exploit prevalent personalized recommendation methods as $F$, including LR [42], FM [41], and Wide&Deep [9]. All recommendation methods are implemented with the open-sourced code of Recbole [60] and are applied with its default settings.

4.3.3 Protocols. We treat each video segment in the AMIGOS dataset as an item and assign it with one-hot encoding as item embedding. For user embedding, the collected users’ demographic information, personality profiles, and the mood (PANAS) files are used and expressed as 71-dimensional embedding vectors. We randomly split the user-item pairs into training, validating, and testing sets with a ratio of 8:1:1. In the training set, we replace the true labels with the satisfactions inferred from brain signals, and we evaluate rating prediction performance with the true labels in the validating and testing set.

5 RESULTS AND DISCUSSIONS

We empirically evaluate BTA in the satisfaction prediction task and utilize the estimated satisfaction to boost interactive information access performance to address the following research questions:

- **RQ1** Can we effectively estimate satisfaction feedback signals (e.g., feedback on search results and preference of items) with BTA from brain signals?
- **RQ2** Can we interactively provide satisfying information (e.g., helpful search results and users’ preferred items) with the satisfaction inferred from the brain signals?

To address RQ1, we compare BTA with prevalent EEG classification baselines and delve into BTA’s components in Section 5.1. Then, we summarize the performance of the search result re-ranking task and the rating predicting tasks to answer RQ2 in Section 5.2 and Section 5.3, respectively.

5.1 Satisfaction Prediction

5.1.1 Overall performance. Table 1 presents the satisfaction estimation performance in terms of F1-score and AUC [39] of different models. From Table 1, we have the following observations: (1) All CNN-based models and GCN-based models outperform topography-invariant models in most of the evaluation metrics. The topography-invariant models directly concatenate all the EEG channels’ features together. Thus the topographical information is omitted, which leads to limited performance. (2) In general, CNN-based models perform worse than GCN-based models. CNN-based architectures compress the 3D topographical information into 2D representation and aggregate the information in adjacent EEG channels. Conversely, GCN-based models utilize learnable adjacency matrices to learn a more flexible aggregation strategy, which better exploits the topographical information than CNN-based models. (3) The proposed BTA performs the best among all models. On
the one hand, BTA introduces multi-centrality encoding to exploit the 3D spatial relations, while previous models don’t take the 3D information into account. On the other hand, the spatial attention mechanism is applied to capture the topographical information adaptively. Thus we can learn different aggregation strategies in different data samples. Conversely, previous CNN-based and GCN-based models utilize common aggregation weights shared by all data samples. One exception is HetEmotionNet, which uses mutual information between EEG channels to learn the aggregation weight. More detailed comparison on the exploitation of topographical information between BTA and HetEmotionNet is conducted in Section 5.1.3.

5.1.2 Ablation study. To explore the effectiveness of different components in BTA, we compare it to a series of baselines without considering a variety of model structures or training strategies. Figure 3 shows the results of BTA and its variants: w/o A, w/o M, and w/o S indicate the BTA model that masks the spatial attention module, the multi-centrality encoding module, and the subtask module, respectively. As shown in Figure 3, there are different degrees of performance degradation in both tasks when masking one of the three components. This implies that all of them facilitate the model performance. Among these components, the spatial attention module plays the most important role, which suggests the effectiveness of adaptively aggregating the channel information. Besides, the subtask module leads to the least performance improvement. Especially in the AMIGOS dataset, the performance improvement of BTA is merely 0.003 in terms of F1 compared to BTA w/o S. We suggest that the AMIGOS dataset contains more training samples and supervised labels, and thus the unsupervised procedure to initialize the parameters is less necessary.

5.1.3 Brain topography analysis. In this subsection, we explore the brain topographical information in our proposed model and the baseline HetEmotionNet by visualizing their aggregation weight. Although BTA and HetEmotionNet have different architectures, both of their aggregation weights indicate how the model aggregate the information from other EEG channels to a certain channel. For BTA, the aggregation weight denotes the averaged attention weight between EEG channels among all data samples. For HetEmotionNet, the aggregation weight indicates the averaged edge weight [20] between EEG channels among all data samples.

Figure 4 presents the visualization of the aggregation weight of various EEG channels to channel F4 in the Search-Brainwave dataset. Here we select channel F4 because previous neurological studies [1, 45] suggest that the frontal alpha asymmetry (i.e., the α band difference between left and right frontal) indicates motivation, desire, and positive/negative feelings. From Figure 4, we can observe that the aggregation weight to channel F4 is higher in brain regions of right frontal and left frontal for HetEmotionNet and BTA, respectively. HetEmotionNet adopts mutual information [26] to obtain the edge weight. Since adjacent channels usually share higher mutual information scores, the aggregation process is just aggregating some of the most adjacent channels. Conversely, BTA adaptively captures the topographical relationships between EEG channels with attention mechanism and multi-centrality encoding. Thus it aggregates information in a flexible manner. Interestingly, the aggregation weights of BTA are higher in left frontal. BTA utilizes a higher weight to capture the relationship between F4 and channels in left frontal, including F3, which implies BTA has good coherence to existing neurological studies [1]. Besides, the satisfied and unsatisfied samples in BTA have different topographical relationships, which also demonstrate the data-dependent modeling strategy can be adaptive to different user statuses.

5.2 Search result re-ranking performance

Table 3 summarizes the performance of the search result re-ranking task. We can observe that the proposed SLM outperforms BM25 and ULM. It demonstrates the effectiveness of SLM, which rewrites the query with additional relevant words inferred from the search
Table 2: A case study to investigate the rewriting performance. The bold words are related to the user intent.

| Query                  | Search result/Satisfaction | ULM rewriting | SLM rewriting |
|------------------------|----------------------------|---------------|---------------|
| permanent              | (1) ... online medical advice: dentist Mr. Song / (2) how old does a child grow its permanent teeth, ... | permanent, teeth, dentist, know, online, child, kid | permanent, teeth, child, old, when, know, kid |

Table 3: The performance of search result re-ranking for each model. * indicates difference compared to SLM is significant with p-value < 0.01.

| Model | NDCG@1  | NDCG@5  | NDCG@10 | MAP@10 |
|-------|---------|---------|---------|--------|
| BM25  | 0.6881* | 0.7397* | 0.8164* | 0.7333* |
| ULM   | 0.7237* | 0.7620* | 0.8309* | 0.7687* |
| SLM   | 0.7351  | 0.7767  | 0.8337  | 0.7741  |

Table 4: The AUC performance of personalized rating prediction for each model. $F^{T(0.1)}_S$ indicates models using 0.1 ratio of true labels $T$ and the estimated satisfaction $S$.

| Model     | LR       | FM       | Wide&Deep |
|-----------|----------|----------|-----------|
| $F^{T(0.1)}$ | 0.6798   | 0.5010   | 0.7027    |
| $F^{T(0.1)}_S$ | 0.7537   | 0.8056   | 0.8207    |

results with higher estimated user satisfaction. The significant improvements of SLM also demonstrate the benefits of introducing the estimated satisfaction into interactive search scenarios.

To investigate the rewriting performance of SLM and ULM, we conduct a case study to analyze their difference. Table 2 shows a search task that requires the user to explore information about when the period of growing permanent teeth is. The ULM rewrites the query with words appeared in both search result 1 (e.g., "online", "dentist") and search result 2 (e.g., "child", "kid"). On the other hand, with the help of the estimated satisfaction, the SLM tends to rewrite the query with words that appeared in satisfying search results, i.e., search result two. Therefore, words such as "child", "old", and "when" are used for rewriting in SLM, and the rewritten query can better present user intent. Then, the re-ranking performance can be improved with the rewritten query.

5.3 Rating prediction performance

Table 4 summarizes the rating prediction performances of different models using a true label ratio of 0.1 (see in Section 4.3.2). As shown in Table 4, all recommendation models improve a large margin with the enhancement of the estimated satisfaction $S$. This suggests the effectiveness of introducing brain signals into recommendation by utilizing the estimated satisfaction to train the model.

Additionally, to better understand to what extent brain signals can improve the interactive recommendation system, we explore the performance of Wide&Deep using different ratios of true labels $T$ and whether using the estimated satisfaction $S$ or not. Figure 5 presents their performance comparison. We observe that Wide&Deep using only the satisfaction estimated with brain signals $S$ (i.e., $F^{T(0.1)}_S$) are as effective as Wide&Deep using about 30%-40% true labels $T$ (i.e., $F^{T(0.1)}$). Besides, $F^{T(0.1)}_S$ outperforms $F^{T(0.1)}$ at the same true label ratio $\alpha$, which indicates introducing the estimated satisfaction $S$ can boost the performance stably. Note that in recommendation scenarios, true user satisfaction is often scarce [51]. Thus, the estimated satisfaction is valuable and here we demonstrate to what extent the satisfaction estimated with brain signals can improve the performance.

6 CONCLUSION

In this paper, we address a problem of utilizing brain signals for satisfaction modeling in interactive information systems. Compared to conventional user signals, brain signals can directly present user status and thus contain less bias. We then propose a Brain Topography Adaptive network (BTA) to estimate user satisfaction with EEG signals. BTA exploits the 3D topographical information of EEG channels by multi-centrality encoding module and adaptively learns data-dependent aggregation strategies with spatial attention mechanisms. Extensive experiments on the Search-Brainwave and the AMIGOS datasets demonstrate the outstanding performance of our model in comparison with various competitive baselines. Moreover, to verify that the estimated satisfaction can help the interactive information access procedures, we conduct two downstream tasks in search and recommendation scenarios. Experimental results show that brain signals can boost the system performance of result re-ranking in search and rating prediction in recommendation.

With wearable devices becoming more portable and cheaper, information systems are possible to collect users’ psychophysiological signals in situations such as Virtual Reality (VR) applications [4] and the disabled service [7]. As BCIs become more prevalent and cheaper, we believe that more application scenarios will soon emerge. Besides directly controlling information systems, we reveal another benefit of BCI for information systems. We suggest utilizing brain signals to automatically predict user satisfaction with well-designed models, and then, the system can better understand the user and interactively provide useful information. Future studies may include interactive systems in broad situations, an overall framework for EEG-enhanced search systems, and online learning algorithms for real-life EEG based satisfaction estimation.
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8  SUPPLEMENTARY  MATERIAL

8.1  Dataset

8.1.1  Search-Brainwave  dataset. The Search-Brainwave  dataset [56]  records  the  brain  signals  generated  by  18  participants  when  performing  search  tasks.  Each  participant  averagely  accomplishes  69.6  search  tasks  and  examines  3.6  corresponding  search  results  in  a  search  task.  During  the  procedures,  their  explicit  feedback  (i.e.,  satisfied  or  dissatisfied)  to  search  results  are  collected.  And  the  dataset  also  provides  the  true  relevance  label  of  each  search  result  for  performance  evaluation.  We  choose  this  dataset  because  it  is  a  public  benchmark  specially  designed  for  interactive  search  tasks.

For  feature  extraction,  we  utilize  the  officially  preprocessed  temporal  and  spectral  features  (i.e.,  raw  signals  and  DE [11] features,  respectively)  and  treat  the  brain  signals  in  response  to  each  search  result  as  a  data  sample.

8.1.2  AMIGOS  dataset. The  AMIGOS  dataset [34]  is  a  public  dataset  that  includes  EEG,  electrocardiogram (ECG),  and  other  psychological  signals  generated  by  40  participants  under  video  stimulations.  Each  participant  watches  16  short  videos  and  4  long  videos  in  two  experiments.  They  rate  each  video  in  “valence”,  “arousal”,  “dominance”, “familiarity”,  and  “liking”  from  1  to  9.  Although  the  AMIGOS  dataset  is  not  specially  designed  for  recommendation  scenarios,  we  choose  this  dataset  for  recommendation  scenario  because  it  contains  rich  participant  profiles  (anonymized  participants  data,  personality  profiles,  and  mood  (PANAS)  profiles).  The  user  profile  can  be  utilized  as  user  embeddings  for  the  personalized  rating  prediction  task  (see  in  Section  4.3.1).  Conducting  a  specially  designed  user  study  on  interactive  recommendation  scenarios  is  left  as  future  work.

In  our  experiments,  we  adopt  the  data  in  short  videos  experiment  since  the  long  videos  experiment  is  conducted  in  different  lengths  is  different  from  the  original  paper [11]  features  as  spectral  features.  

\begin{equation}
\mathbf{e} = \mathbf{\Phi} \mathbf{X} + \mathbf{m}.
\end{equation}


\begin{algorithm}
\caption{The Training Procedures of BTA.}
\begin{algorithmic}[1]
\Require
\State \text{User’s brain signals in response to search results } \langle \mathbf{X}^1, \ldots, \mathbf{X}^N \rangle;  \text{Usefulness of search results } \langle \mathbf{Y}^1, \ldots, \mathbf{Y}^N \rangle;  \text{The Initialize BTA model } \Phi.
\For{\text{iteration} = 1, 2, \ldots}
\For{\text{all } \mathbf{X} \text{ in } \langle \mathbf{X}^1, \ldots, \mathbf{X}^N \rangle}
\State \text{Generate randomized binary noise masks } \mathbf{W}_{t, \text{mask}} \text{ and } \mathbf{W}_{s, \text{mask}}.
\State \tilde{\mathbf{X}} = \mathbf{W}_{s, \text{mask}} \otimes \mathbf{X}, \mathbf{X} \in \{ \mathbf{X}_t, \mathbf{X}_s \}.
\State \text{Compute reconstruction loss } l_{\text{MSE}} = l_{\text{MSE}}(\Phi, \tilde{\mathbf{X}}, \mathbf{X}).
\State \text{Update } \Phi \text{ with } l_{\text{MSE}}.
\EndFor
\EndFor
\State \text{Replace the centrality embedding vectors of } \Phi \text{ with } \Phi'.
\For{\text{iteration} = 1, 2, \ldots}
\For{\text{all } \mathbf{X} \text{ in } \langle \mathbf{X}^1, \ldots, \mathbf{X}^N \rangle \text{ and } \mathbf{Y} \text{ in } \langle \mathbf{Y}^1, \ldots, \mathbf{Y}^N \rangle}
\State \text{Compute classification loss } L = L(\Phi, \mathbf{X}, \mathbf{Y}).
\State \text{Update } \Phi \text{ with } L.
\EndFor
\EndFor
\State \Return \Phi;
\end{algorithmic}
\end{algorithm}