SECOND-ORDER FAST-SLOW STOCHASTIC SYSTEMS
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Abstract. This paper focuses on systems of nonlinear second-order stochastic differential equations with multi-scales. The motivation for our study stems from mathematical physics and statistical mechanics, for examples, Langevin dynamics and stochastic acceleration in a random environment. Our effort is to carry out asymptotic analysis to establish large deviations principles. Our focus is on obtaining the desired results for systems under weaker conditions. When the fast-varying process is a diffusion, neither Lipschitz continuity nor linear growth needs to be assumed. Our approach is based on combinations of the intuition from Smoluchowski-Kramers approximation, and the methods initiated in [34] relying on the concepts of relatively large deviations compactness and the identification of rate functions. When the fast-varying process is under a general setup with no specified structure, the paper establishes the large deviations principle of the underlying system under the assumption on the local large deviations principles of the corresponding first-order system.
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1. Introduction. In recent years, much effort has been devoted to analyzing stochastic systems arising from a wide variety of fields. For example, averaging principle for complex Ginzburg–Landau equations was studied by Gao [17], homogenization in ergodic media was treated in Chen et al. [3], homogenization of stochastic convection-diffusion equation was studied in Bessaih et al. [1], mean field limits of particle-based stochastic systems were obtained in Isaacson et al. [21], Freidlin–Wentzell type large deviation results were obtained for multi-scale stochastic partial differential equations in Hong et al. [19]. One of the salient features in many applications is time scale separation. For example, in Khasminskii and Yin [24], we treated diffusions with fast and slow motions. Although the first-order stochastic differential equations have been analyzed extensively, properties associated with the second-order stochastic differential equations are less well known. In applications, for example, in numerous systems in mathematical physics and statistical mechanics, such equations naturally arise; see for example, the work of Kesten and Papanicolaou in [22, 23].

Because of the need, this paper is devoted to fully nonlinear second-order stochastic systems. We begin with the study of a class of second-order stochastic differential equations

\begin{equation}
\begin{aligned}
\varepsilon^2 \dddot{X}_t^\varepsilon &= F_{t}^{\varepsilon}(X_t^\varepsilon, Y_t^\varepsilon) - \lambda_{t}^{\varepsilon}(X_t^\varepsilon, Y_t^\varepsilon) \dot{X}_t^\varepsilon, & X_0^\varepsilon = x_0^\varepsilon \in \mathbb{R}^d, & \dot{X}_0^\varepsilon = x_1^\varepsilon \in \mathbb{R}^d, \\
\dot{Y}_t^\varepsilon &= \frac{1}{\varepsilon} b_{t}^{\varepsilon}(X_t^\varepsilon, Y_t^\varepsilon) + \frac{1}{\sqrt{\varepsilon}} \sigma_{t}^{\varepsilon}(X_t^\varepsilon, Y_t^\varepsilon) \dot{W}_t, & Y_0^\varepsilon = y_0^\varepsilon \in \mathbb{R}^l,
\end{aligned}
\end{equation}

where $\varepsilon > 0$ is a small parameter. Equation (1.1) is a multi-scale and fully nonlinear system. In the above, for each $\varepsilon > 0$, $F_{t}^{\varepsilon}(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^d$, $\lambda_{t}^{\varepsilon}(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^l$, $b_{t}^{\varepsilon}(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^l$, $\sigma_{t}^{\varepsilon}(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^{l \times m}$ are measurable functions of their arguments $(t, x, y)$, and $W_t$ is an $m$-dimensional
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vector-valued standard Brownian motion with $\tilde{W}_t$ being its formal derivative. For each $\varepsilon > 0$, the weak solution of (1.1) is defined in the usual way, i.e., there exists a suitable probability space and an adapted Brownian motion $W_t$ such that there are adapted processes $(X^\varepsilon, Y^\varepsilon)$ satisfying the system of stochastic integral equations corresponding to (1.1) almost surely.

Equations given in (1.1) may be considered as a singular perturbation problem with multiple-time scales. Intuitively, as $\varepsilon^2 \to 0$ in the first equation of (1.1), it can be approximated by a first-order equation, whereas $Y^\varepsilon$ in the second equation of (1.1) can be viewed as a fast-varying process, which will be so referred to in what follows. Further heuristic reasoning can be found in the beginning of Section 2.1.1.

Our main effort is devoted to obtaining asymptotic properties of the underlying systems. Under mild conditions, we establish the large deviations principle (LDP for short) for the family of coupled processes $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$ with $\mu^\varepsilon$ being the occupation measures of the fast-varying process $Y^\varepsilon$. Neither Lipschitz continuity nor growth condition of $F^\varepsilon, b^\varepsilon, \sigma^\varepsilon$ is assumed. From the LDP of such couples, we can obtain averaging and large deviations principles for $(X^\varepsilon)_{\varepsilon > 0}$. In addition, continuing our investigation, in this paper, we further reveal asymptotic properties without assuming specific structure of the fast process. In lieu of (1.1), we consider

\begin{equation}
\varepsilon^2 \ddot{X}^\varepsilon_t = F^\varepsilon_t(X^\varepsilon_t, \xi^\varepsilon_t) - \lambda^\varepsilon_t(X^\varepsilon_t, \xi^\varepsilon_t) \ddot{X}^\varepsilon_t,
\end{equation}

with $\xi^\varepsilon_t$ being a process without a specified structure. We refer to $\xi^\varepsilon_t$ as a fast-varying process for similar reason as that of $Y^\varepsilon_t$ in the previous paragraph.

Why do we care of the second-order stochastic systems? This is because numerous problems in physics, statistical mechanics, and engineering, etc., involve such systems. In fact, in the study of ordinary differential equations, we encountered many second-order equations, including Airy’s equations, Duffing equations, Liénard equations, Rayleigh’s equations, etc. They have been used in a wide variety of applications.

Adding stochastic perturbations to these equations leads to second-order stochastic differential equations of various kind.

To further illustrate, consider the motions of a net of particles in a net of random force fields, described by the Newton’s law as $\ddot{x}_\varepsilon(t) = \tilde{F}_\varepsilon(t, \omega, x_\varepsilon(t), \dot{x}_\varepsilon(t), \chi_\varepsilon(t))$, where $x_\varepsilon(t)$ denotes the location of the particles at time $t$. The $\tilde{F}_\varepsilon$ denotes the random force fields depending on time $t$, sample point $\omega$, the particle’s locations $x_\varepsilon$, the particle’s velocities $\dot{x}_\varepsilon$, and the random environments $\chi_\varepsilon(t)$ interacting with the system. To begin, turbulent diffusions and stochastic accelerations were considered by Kesten and Papanicolaou in [22, 23] under suitable conditions. Here we focus on the motions of particles, in which the Reynolds number (see e.g., [35] for a definition) is very small so that inertial effects are negligible compared to the damping force by assuming that

\[ \tilde{F}_\varepsilon(t, \omega, x_\varepsilon(t), \dot{x}_\varepsilon(t), \chi_\varepsilon(t)) = F_\varepsilon(t, x_\varepsilon(t), \chi_\varepsilon(t)) - \frac{\lambda_\varepsilon(t, x_\varepsilon(t), \chi_\varepsilon(t))}{\varepsilon} \dot{x}_\varepsilon(t). \]

Now, by scaling $X^\varepsilon_t := x_\varepsilon(t/\varepsilon)$, and $\xi^\varepsilon_t := \chi_\varepsilon(t/\varepsilon)$, the system can be rewritten as (1.2). One of the examples of $\chi_\varepsilon(t)$ is a diffusion process. In this case, $\xi^\varepsilon_t$ is a fast diffusion process that is fully coupled with the system, which leads to the system of equations in (1.1). Another motivation is from the averaging and large deviations principles for systems of stochastic differential equations. System (1.1) can be viewed as the second-order version of the problem considered in [25] and references therein. It should be mentioned that there have been much recent interests in studying stochastic second-order systems in random environment. For example, the work [14] studied stochastic...
Hamiltonian systems living in random environments with the random environment represented by a random switching process.

Because $\varepsilon$ is a small parameter, as $\varepsilon$ is getting smaller and smaller, we expect the system to display certain limit behavior, in which the averaging principle plays an important role in studying heterogeneity that often occurs in physics as well as in biology, economics, queuing theory, game theory, among others; see, e.g., [14]. Typically, analyzing and simulating heterogeneous models are much more challenging than the corresponding homogeneous models, in which the heterogeneous property is replaced by its average value. The averaging principle for a system guarantees the validity of this replacement. On the other hand, the LDPs (see [11, 10]), characterizing quantitatively the rare events, play an important role in many areas with a wide range of applications. To mention just a few, they include equilibrium and nonequilibrium statistical mechanics, multi-fractals, thermodynamics of chaotic systems, among others [36]. By establishing the LDPs for system (1.1) and (1.2), we provide an insight about the motions of (small) particles in random force fields, which is heterogeneous and the heterogeneity is allowed to interact with the system. Not only will it illustrate averaging of the heterogeneity works in this case, but also provide the picture of the dynamics around the averaged system.

From the development of homogenization and large deviations point of view, much effort has been devoted to studying averaging and large deviations principles of the first-order differential equations under random environment (given by diffusion process, switching process, wideband noise, and others) in the setting of fast-slow systems. Such problems have been addressed in [18, 25, 26, 40, 41, 42, 43] under certain settings, in which, the fast process is often not fully coupled with the slow system. Very recently, the question for the fully-coupled system was addressed in [34]. Some other related studies can be found in [2, 20, 28]. Reference [26] considered systems under wideband noise; [33] studied systems under rough path noise; [7, 8, 9] investigated systems in infinite dimensional settings. In contrast to the systems considered in the aforementioned works with emphases on first-order equations, we consider systems of second-order differential equations of the forms (1.1) and (1.2). From a statistical physics point of view, there were some works treating the stochastic accelerations and the Langevin equations such as [4, 15, 39] for the study of Smoluchowski-Kramers approximation, the work [6] for the LDPs, [5] for the MDPs (moderate deviations principles) in the absence of the random environment, and [31, 32] for the LDPs of Langevin systems with random environment under certain specific settings. To the best of our knowledge, this paper is one of the first works addresses the problem of averaging and large deviations principle for second-order equations in random environment that are fully coupled. We establish the LDPs under mild and natural conditions.

To establish the desired LDPs for system (1.1), in light of the work of [25, 34] on the first-order SDEs, we first establish the LDP for the family of coupled processes $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$, where $\mu^\varepsilon$ is defined as a random occupation measure of $Y^\varepsilon$. Then, the LDPs for the families $\{X^\varepsilon\}_{\varepsilon > 0}$ and/or $\{\mu^\varepsilon\}_{\varepsilon > 0}$ can be handled by some standard projection techniques in the large deviations theory. Without assuming any regularity of $F^\varepsilon$, $b^\varepsilon$, and $\sigma^\varepsilon$, we could not establish a “good” connection between the solution of the second-order equations and the corresponding first-order equations. Our approach is based on a combination of the approach of Puhaskii in [32] for the first-order coupled system (namely, obtaining the relatively large deviations compactness and then carefully identifying the rate functions), and the intuition of Smoluchowski-
Kramers approximation. To establish LDPs of SDEs, the weak convergence methods initiated by Dupuis and Ellis [12], have been used by many authors (see e.g., [2, 6, 12, 26] and references therein), which is shown to be effective to prove the LDPs for many systems. However, using weak convergence approach for our problem may require stronger assumptions such as Lipschitz continuity of coefficients in equation of $X^\varepsilon$ (as shown in, e.g., [2, Assumption 2.1.] and [6, Hypothesis 1]). Such conditions are needed in Budhiraja, Dupuis, and Ganguly [2] because of the need to prove the lower bound (2.13), in which some uniqueness properties of auxiliary optimal controls are required. The paper [2] studied the first-order SDEs with a fast-varying jump process, the aforementioned difficulty arises in [2] due to the presence of multiple time scales rather than the presence of the jump process. Here, we are dealing with fully nonlinear second-order stochastic systems with multi-scales, but we do not use the weak convergence method to avoid requiring the Lipschitz continuity and other growth conditions. In [6], Cerrai and Freidlin considered the second-order SDEs without coupling with another fast-varying processes. To establish the desired convergence, Lipschitz continuities of coefficients in the system are necessary. In [13], Feng and Kurtz introduced the HJB equations/viscosity solutions approach. In [13, Section 11.6], first-order SDEs is considered, and conditions for the validity of LDPs are derived. However, these conditions rely on the existence of functions possessing certain properties, which are often difficult to verify in terms of the coefficients. Although Feng and Kurtz were able to provide explicit conditions on the coefficients, a key requirement is that $\sigma^\varepsilon_t(x,y)$ being independent of $x$ (see [13, Lemma 11.60 on p.278]).

As to be seen later, we do not need the Lipschitz continuity for (1.1) neither do we need $\sigma^\varepsilon_t(x,y)$ being independent of $x$ as in [13]. In this paper, we manage to establish LDPs of $X^\varepsilon$ in multiscale and fully coupled system (1.1) under mild conditions, which is another of our goal.

To establish the desired LDP for the system under general fast random process (1.2), we have to use a different approach. We assume that the corresponding first-order equation satisfies the local LDP, which will be shown to be verifiable and satisfied in many problems. To prove the LDP, we show that the family of $\{X^\varepsilon\}_{\varepsilon>0}$ is exponentially tight and satisfies the local LDP.

The rest of the paper is arranged as follows. We divide the presentation of the rest of the paper into two parts. The first part, Section 2 is devoted to the second-order systems with a fast-varying diffusion (1.1). Section 2.1 formulates the problem and states the results. The detailed proof of results is provided in Section 2.2. The second part of the paper, presented in Section 3 substantially extends the results to that of second-order equations with general fast-varying random processes (1.2). The formulation, conditions, results, and detailed proofs are presented. Finally, Section 4 presents two examples to illustrate our formulation and results.

2. Fast-Slow Second-Order Systems with Fast Diffusion.

2.1. Notation, Formulation, and Results. Throughout the paper, $|\cdot|$ denotes an Euclid norm while $\|\cdot\|$ indicates the operator sup-norm, $C(X,Y)$ is the space of continuous functions from $X$ to $Y$ and if $Y$ is an Euclid space, we write $C(X,Y)$ as $C(\mathcal{X})$ for simplicity. Let $\mathcal{M}(\mathbb{R}^l)$ be the set of finite measures on $\mathbb{R}^l$ endowed with the weak topology, and $\mathcal{P}(\mathbb{R}^l)$ be the set of probability densities $m(y)$ on $\mathbb{R}^l$ such that $m \in \mathcal{W}^{1,1}_{\text{loc}}(\mathbb{R}^d)$ and $\sqrt{m} \in \mathcal{W}^{1,2}(\mathbb{R}^l)$, where $\mathcal{W}^{1,2}(\mathbb{R}^l)$ (resp., $\mathcal{W}^{1,1}_{\text{loc}}(\mathbb{R}^d)$) is the Sobolev space (resp., local Sobolev space) with suitable exponents, and $C^1(\mathbb{R}^l)$ be the space of continuously differentiable functions with compact supports in $\mathbb{R}^l$. Let $C^1(\mathbb{R}^+,\mathcal{M}(\mathbb{R}^l))$ represent the subset of $C(\mathbb{R}^+,\mathcal{M}(\mathbb{R}^l))$ of functions $\mu = (\mu_t, t \in \mathbb{R}^+)$
such that $\mu_t - \mu_s$ is an element of $\mathcal{M}(\mathbb{R}^l)$ for $t \geq s$ and $\mu_t(\mathbb{R}^l) = t$. It is endowed with the subspace topology and is a complete separable metric space, being closed in $C(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$. We define the random process $\mu^\varepsilon = (\mu^\varepsilon_t, t \in \mathbb{R}_+)$ of the fast process $Y^\varepsilon$ by

$$\mu^\varepsilon_t(A) := \int_0^t 1_A(Y^\varepsilon_s)ds, \quad \forall A \in \mathcal{B}(\mathbb{R}^l).$$

Then, $\mu^\varepsilon$ is a random element of $\mathcal{C}_1(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$ and we can regard $(X^\varepsilon, \mu^\varepsilon)$ as a random element of $C(\mathbb{R}_+, \mathbb{R}^d) \times \mathcal{C}_1(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$. Note that the elements of $\mathcal{C}_1(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$ can be regarded as a $\sigma$-finite measures on $\mathbb{R}_+ \times \mathbb{R}^l$. As a result, we use the notation $\mu(dt, dy)$ for $\mu \in \mathcal{C}_1(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$. For a symmetric positive definite matrix $A$ and matrix $z$ of suitable dimensions, we define $\|z\|_A := z^T A z$. Following Puhakski’s notation, $\|z\|_A$ can be either matrices or numbers, depending on the dimension $z$. We also use $\nabla_x, \nabla_{xx}, \text{div}_x$ to denote the gradient, the Hessian, and the divergence, respectively, with respect to indicated variables. It should be clear from the context.

We will establish the LDP and describe explicitly the rate function for the family $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$ in $C(\mathbb{R}_+, \mathbb{R}^d) \times \mathcal{C}_1(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^l))$. The LDP and the rate function of $(X^\varepsilon)$ are obtained directly by standard projections in the large deviations theory. To proceed, we recall briefly the basic definitions of the LDP. For further references, see [11, 10, 27].

**Definition 2.1.** We said the family of $\{\mathbb{P}^\varepsilon\}_{\varepsilon > 0}$ in some metric space $S$ enjoys the LDP with a rate function $I$ if the following conditions are satisfied: 1) $\mathbb{I} : S \to [0, \infty]$ is inf-compact, that is, the level sets $\{z \in S : \mathbb{I}(z) \leq L\}$ are compact in $S$ for any $L > 0$; and 2) for any open subset $G$ of $S$,

$$\liminf_{\varepsilon \to 0} \varepsilon \log \mathbb{P}^\varepsilon(G) \geq -\mathbb{I}(G) := -\inf_{z \in G} \mathbb{I}(f);$$

and 3) for any closed subset $F$ of $S$,

$$\limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}^\varepsilon(F) \leq -\mathbb{I}(F) := -\inf_{z \in F} \mathbb{I}(f).$$

We say that a family of random elements of $S$ obeys the LDP if the family of their laws obeys the LDP. Our main effort in this section is to consider system (1.1) and to establish LDP for the family of the processes $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$ with $\mu^\varepsilon$ being the empirical process associated with $Y^\varepsilon$ as in (2.1), where $(X^\varepsilon, Y^\varepsilon)$ is a solution of the second-order differential equation with random environment given in (1.1). Such a solution is defined as follows.

One can rewrite (1.1) as

$$\begin{cases}
X^\varepsilon_t = p^\varepsilon_t, & x^\varepsilon_0 = x^\varepsilon_0 \in \mathbb{R}^d, \\
\varepsilon^2 \dot{p}^\varepsilon_t = F^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) - \lambda^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) p^\varepsilon_t, & p^\varepsilon_0 = x^\varepsilon_0 \in \mathbb{R}^d, \\
\dot{Y}^\varepsilon_t = \frac{1}{\varepsilon} b^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) + \frac{1}{\varepsilon^2} \sigma^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) W_t, & Y^\varepsilon_0 = y^\varepsilon_0 \in \mathbb{R}^l.
\end{cases}$$

Recall that for each $t > 0$, the coefficients $F^\varepsilon_t(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^d, \lambda^\varepsilon_t(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}, b^\varepsilon_t(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^l, \sigma^\varepsilon_t(x, y) : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^l \to \mathbb{R}^{l \times m}$ are functions of $(t, x, y)$, $x^\varepsilon_0, x^\varepsilon_1 \in \mathbb{R}^d, y^\varepsilon_0 \in \mathbb{R}^l$ are initial values that can be random. Throughout the paper, we assume that these functions are measurable and locally bounded in $(t, x, y)$ such that the system of equations (2.2) admits a weak solution $(X^\varepsilon, p^\varepsilon, Y^\varepsilon)$ with trajectories in $C(\mathbb{R}_+, \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^l)$ for every initial condition.
the solution. To ensure the uniqueness, one may need to require further that the coefficients are Lipschitz continuous, which we do not assume here. Next, we need some conditions, which are mild and natural, to establish the LDP for the family of coupled processes \( \{X^\varepsilon, \mu^\varepsilon\}_{\varepsilon > 0} \).

Assumption 2.1. Assume that for all \( L > 0 \) and \( t > 0 \),

\[
\limsup_{\varepsilon \to 0} \sup_{s \in [0,t]} \sup_{x \in \mathbb{R}^d : |x| \leq L} \|F^\varepsilon_s(x, y)\| < \infty,
\]

where \( \Sigma^\varepsilon(x, y) := \sigma^\varepsilon(x)[\sigma^\varepsilon(x) \top] \),

\[
\limsup_{\varepsilon \to 0} \sup_{s \in [0,t]} \sup_{x \in \mathbb{R}^d : |x| \leq L} \frac{x \top F^\varepsilon_s(x, y)}{(1 + |x|^2) \lambda^\varepsilon_s(x, y)} < \infty,
\]

\[
\limsup_{\varepsilon \to 0} \sup_{s \in [0,t]} \sup_{x \in \mathbb{R}^d : |x| \leq L} \frac{b^\varepsilon_s(x, y)}{|y|} < 0,
\]

\[
\limsup_{\varepsilon \to 0} \sup_{s \in [0,\infty), y \in \mathbb{R}^d} \|\nabla \lambda^\varepsilon_s(x, y)\| < \infty,
\]

and

\[
\liminf_{\varepsilon \to 0} \inf_{y \in \mathbb{R}^d} \lambda^\varepsilon_s(x, y) > \kappa_0 > 0.
\]

Remark 2.1. The condition \((2.4)\) is (locally in \((t, x)\)) and globally in \(y\) boundedness conditions of \(F^\varepsilon, b^\varepsilon\) and \(\Sigma^\varepsilon\). Note that \((2.4)\) is a growth-rate condition, which is milder than linear growth of \(E^\varepsilon_s(x, y) = \frac{\varepsilon}{\lambda^\varepsilon_s(x, y)}\), e.g., \(E^\varepsilon_s(x, y) = \frac{1}{\varepsilon}\) satisfies this condition but is not linear growth. Moreover, it does not implies any growth-rate condition for \(F^\varepsilon_s(x, y)\). The condition \((2.5)\) is a stability condition, which in fact is needed for the ergodicity of the fast process. It is noted that we do not require any Lipschitz continuity and growth-rate conditions for these coefficients. Lower boundedness and regularity conditions \((2.6)\) and \((2.7)\) of \(\lambda^\varepsilon_s(x, y)\) are natural and often used in the literature of mathematical physics; see, e.g., [4, 5].
Assume that there are “limit” measurable functions $F_t(x,y)$, $\lambda_t(x,y)$, $b_t(x,y)$, and $\sigma_t(x,y)$ of the families of functions $F^\varepsilon_t(x,y)$, $\lambda^\varepsilon_t(x,y)$, $b^\varepsilon_t(x,y)$, $\sigma^\varepsilon_t(x,y)$ as $\varepsilon \to 0$, respectively, in the sense that for all $t > 0$ and $L > 0$, 

$$
\lim_{\varepsilon \to 0} \sup_{x \in [0,t]} \sup_{y \in \mathbb{R}^d, |y| \leq L} \sup_{|x| \leq L} \left| \left[ F^\varepsilon_s(x,y) - F_s(x,y) \right] + \left| \lambda^\varepsilon_s(x,y) - \lambda_s(x,y) \right| + \|b^\varepsilon_s(x,y) - b_s(x,y)\| + \|\sigma^\varepsilon_s(x,y) - \sigma_s(x,y)\| \right| = 0.
$$

(2.8)

**Assumption 2.2.** Assume that the “limit” function $b_t(x,y)$ is Lipschitz continuous in $y$ locally uniformly in $(t,x)$; $b_t(x,y)$ and $\Sigma_t(x,y) := \sigma_t(x,y)[\sigma_t(x,y)]^\top$ are continuous in $x$ locally uniformly in $t$ and uniformly in $y$; $\Sigma_t(x,y)$ is of class $C^1$ in $y$, with the first partial derivatives being bounded and Lipschitz continuous in $y$ locally uniformly in $(t,x)$, and $\text{div}_y \Sigma_t(x,y)$ is continuous in $(x,y)$. The matrix $\Sigma_t(x,y)$ is positive definite uniformly in $y$ and locally uniformly in $(t,x)$. In addition, the “limit” function $F_t(x,y)$ is locally Lipschitz continuous in $x$ locally uniformly in $t$ and uniformly in $y$. The conditions (2.6) and (2.7) hold for $\lambda_t$. Moreover, for all $t > 0$,

$$
\lim_{|y| \to \infty} \sup_{s \in [0,t]} \frac{\|b_s(x,y)\|}{|y|^2} < 0.
$$

(2.9)

**Rate function.** Denote by $\mathcal{G}$ the collection of $(\varphi,\mu)$ such that the function $\varphi = (\varphi_t, t \in \mathbb{R}_+)$ is $C(\mathbb{R}_+, \mathbb{R}^d)$ is absolutely continuous (with respect to the Lebesgue measure on $\mathbb{R}_+$) and the function $\mu = (\mu_t, t \in \mathbb{R}_+) \in C(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))$, when considered as a measure on $\mathbb{R}_+ \times \mathbb{R}^d$, is absolutely continuous (with respect to Lebesgue measure on $\mathbb{R}_+ \times \mathbb{R}^d$), i.e., $\mu(ds,dy) = m_s(y)dyds$, and for almost all $s$, $m_s(y)$ (as a function of $y$) belongs to $\mathcal{P}(\mathbb{R}^d)$.

For $(\varphi, \mu) \in \mathcal{G}$, $\mu(ds,dy) = m_s(y)dyds$, define

$$
\mathcal{I}_1(\varphi, \mu) = \int_0^\infty \left[ \sup_{\beta \in \mathbb{R}^d} \beta^\top \left( \frac{\partial \varphi_s}{\partial t} - F_s(\varphi_s, y) \lambda_s(\varphi_s, y) \right) m_s(y)dy 
+ \sup_{h \in C^1(\mathbb{R}^d)} \int_{\mathbb{R}^d} \left[ \nabla h(y) \right]^\top \left( \frac{1}{2} \text{div}_y (\Sigma_s(\varphi_s, y)m_s(y)) - b_s(\varphi_s, y)m_s(y) \right) 
- \frac{1}{2} \|\nabla h(y)\|_{\Sigma_s(\varphi_s, y)m_s(y)} \right] ds,
$$

and define $\mathcal{I}_1(\varphi, \mu) = \infty$ if $(\varphi, \mu) \notin \mathcal{G}$.

**Definition 2.2.** The family of random variables with distributions $\{P^\varepsilon\}_{\varepsilon > 0}$ is said to be exponentially tight in the space $\mathcal{S}$ if there exists an increasing sequence of compact sets $(K_L)_{L \geq 1}$ of $\mathcal{S}$ such that $\lim_{L \to \infty} \lim_{\varepsilon \to 0} \varepsilon \log P^\varepsilon(K_L) = -\infty$.

**Theorem 2.1.** Assume that Assumptions 2.1 and 2.2 hold, that the family of initial values $\{x^\varepsilon_0\}_{\varepsilon > 0}$ obeys the LDP in $\mathbb{R}^d$ with a rate function $\mathcal{I}_0$, that

$$
\lim_{\varepsilon \to 0} \mathcal{I}_0(\varepsilon|x^\varepsilon_0|) < \infty \quad \text{a.s.,}
$$

and that the family of initial values $\{y^\varepsilon_0\}_{\varepsilon > 0}$ is exponentially tight in $\mathbb{R}^d$. Then the family $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$ obtained from (1.1) obeys the LDP in $C(\mathbb{R}_+, \mathbb{R}^d) \times C(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))$ with rate function $\mathcal{I}$ defined as $\mathcal{I}(\varphi, \mu) = \mathcal{I}_0(\varphi_0) + \mathcal{I}_1(\varphi, \mu)$, if $(\varphi, \mu) \in \mathcal{G}$, $\mathcal{I}(\varphi, \mu) = \infty$, otherwise.

**Corollary 2.2.** Under the hypotheses of Theorem 2.1, the family $\{X^\varepsilon\}_{\varepsilon > 0}$ satisfies the LDP in $C(\mathbb{R}_+, \mathbb{R}^d)$ with the rate function $\mathcal{I}_X$ defined by

$$
\mathcal{I}_X(\varphi) = \inf_{\mu \in C(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))} \mathcal{I}(\varphi, \mu).
$$
As an alternative representation, if function $\varphi = (\varphi_t, t \in \mathbb{R}_+) \in C(\mathbb{R}_+, \mathbb{R}^d)$ is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}_+$, then

$$I_X(\varphi) = \mathbb{I}_0(\varphi_0) + \sup_{\beta \in \mathbb{R}^d} \left[ \beta^T \varphi_{s+} - \sup_{m \in \mathcal{P}(\mathbb{R}^d)} \left( \beta^T \int_{\mathbb{R}^d} \frac{F_s(\varphi_s, y)}{\lambda_s(\varphi_s, y)} m(y) dy \right) \right] ds,$$

(2.10) otherwise, $I_X(\varphi) = \infty$.

2.1.1. Zero points of $I(\varphi, \mu)$, averaging principle of (1.1), and its large deviations analysis. We start with an intuitive discussion on the behavior of (1.1) as $\varepsilon \to 0$. Intuitively, there are two phases as $\varepsilon \to 0$. First, $\varepsilon^2$ goes to 0. At this phase, $X^\varepsilon_t$ is close to the solution of the following associated first-order equation (or the over-damped equation in the language of statistical physics)

$$
\begin{align*}
0 &= F_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t) - \lambda_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t) X_t^\varepsilon, \quad X_0^\varepsilon = x_0^\varepsilon \in \mathbb{R}^d, \\
Y^\varepsilon_t &= \frac{1}{\varepsilon} b_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t) + \frac{1}{\sqrt{\varepsilon}} \sigma_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t) W_t, \quad Y_0^\varepsilon = y_0^\varepsilon \in \mathbb{R}^l.
\end{align*}
$$

(2.11)

Next, $Y^\varepsilon_t$ converges to its invariant distribution as $\varepsilon \to 0$. More precisely, if we let $
abla X^\varepsilon_t := Y^\varepsilon_t$, then

$$
\begin{align*}
\nabla X^\varepsilon_t &= \frac{F_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t)}{\lambda_t^\varepsilon(X^\varepsilon_t, Y^\varepsilon_t)} \\
\nabla Y^\varepsilon_t &= b^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) + \sqrt{\varepsilon} \sigma^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t) W_t, \quad \nabla Y_0^\varepsilon = y_0^\varepsilon \in \mathbb{R}^l,
\end{align*}
$$

where $W_t$ is another standard Brownian motion. As a consequence, because $Y^\varepsilon_t$ will come to and stay close to its invariant measure as $\varepsilon \to 0$, $X^\varepsilon_t$ will tend to $\nabla X^\varepsilon_t$, the solution of the following differential equation

$$
\nabla X_t = \frac{F_t}{\lambda_t}(\nabla X_t), \quad \nabla X_0 = \nabla x_0,
$$

where $\nabla x_0$ is the limit of $x_0^\varepsilon$, and

$$
\frac{F_t}{\lambda_t}(x) := \int_{\mathbb{R}^l} F_t(x, y) \pi_t^{1-x}(dy),
$$

and for each fixed $(t_1, x)$, $\pi_t^{1-x}(dy)$ is the invariant measure of the following stochastic differential equation

$$
\dot{Y}_t = b_t(x, Y_t) + \sigma_t(x, Y_t) \dot{W}_t.
$$

The convergence of $X^\varepsilon_t$ to $\nabla X_t$ as $\varepsilon \to 0$ forms an averaging principle of (1.1). However, not only are we interested in the convergence of $X^\varepsilon_t$ to $\nabla X_t$, but also the tail probability of this convergence, i.e., the rate of the convergence of the probability of the event
\{\|X^\varepsilon - \overline{X}\| > \eta\} \rightarrow 0, \text{ for any } \eta > 0. \text{ We show that the convergence is exponentially fast. The answer to these questions can be obtained from the LDP for } \{X^\varepsilon_t\}_{t>0} \text{ and explicit representations of the rate function.}

To proceed, we apply our results to make the above intuition rigorous. It is shown later that that } \mathbb{I}_1(\varphi, \mu) = 0 \text{ provided that a.e.}

\[ \dot{\varphi}_s = \int_{\mathbb{R}^d} \frac{F_s(\varphi_s, y)}{\lambda_s(\varphi_s, y)} m_s(y) dy, \]

and } m_s(y) \text{ satisfies the following equation (2.12) }

\[ \int_{\mathbb{R}^d} \left( \frac{1}{2} \text{tr}(\Sigma_s(\varphi_s, y)[\nabla_y h(y)]') + [\nabla_y h(y)]\Sigma_s(\varphi_s, y) \right) m_s(y) dy = 0, \text{ for all } h \in C_0^\infty(\mathbb{R}^d), \]

and } \mathbb{I}_0(\varphi_0) = 0. \text{ Alternatively, } m_s(\cdot) \text{ is the invariant density of the diffusion process with the drift } b_s(\varphi_s, \cdot) \text{ and the diffusion matrix } \Sigma_s(\varphi_s, \cdot). \text{ Therefore, as } \varepsilon \rightarrow 0, \text{ the trajectories of } \{X^\varepsilon\}_{\varepsilon>0} \text{ hover around } \overline{X} \text{ with exponential tail probability, where } \overline{X} \text{ is defined as the solution of the following ODE}

\[ \overline{X}_t = \frac{\dot{F}_s}{\lambda_s(\varphi_s(t), y)} = \frac{\dot{X}_0}{\lambda_s(\varphi_s(t), y)}, \quad \overline{X}_0 = \overline{\varphi}_0, \]

with

\[ \frac{\dot{F}_s}{\lambda_s(x)} := \int_{\mathbb{R}^d} F_s(x, y) \frac{\dot{X}_0}{\lambda_s(\varphi_s(t), y)} m_s(\overline{\varphi}_0) dy, \]

and } m_s(\cdot) \text{ satisfies equation (2.12) and } \overline{\varphi}_0 \text{ satisfying } \mathbb{I}_0(\overline{\varphi}_0) = 0. \text{ Let}

\[ B^c_\eta(\overline{X}) := \left\{ \varphi \in C(\mathbb{R}^+, \mathbb{R}^d) : \|\varphi_t - \overline{X}_t\|_{C(\mathbb{R}^+, \mathbb{R}^d)} = \sum_{n=1}^{\infty} \frac{1}{2^n} (1 \wedge \sup_{t \leq n} |\varphi_t - \overline{X}_t|) \geq \eta \right\}, \]

the LDP established in this paper implies that

\[ \mathbb{P}^\varepsilon(X^\varepsilon \in B^c_\eta(\overline{X})) \sim e^{-\mathbb{I}_X(B^c_\eta(\overline{X}))}, \]

where } \mathbb{I}_X(B^c_\eta(\overline{X})) = \inf_{\varphi \in B^c_\eta(\overline{X})} \mathbb{I}_X(\varphi). \text{ If we assume that } \overline{X} \text{ is the unique solution of (2.13), it is the unique solution of } \mathbb{I}_X(\varphi) = 0. \text{ As a result, } \mathbb{I}_X(B^c_\eta(\overline{X})) > 0. \text{ Indeed, if } \mathbb{I}_X(B^c_\eta(\overline{X})) = 0, \text{ there exists } \{\varphi_k\}_{k=1}^\infty \subset B^c_\eta(\overline{X}) \text{ such that } \lim_{k \rightarrow \infty} \mathbb{I}_X(\varphi_k) = 0. \text{ Because of that } \mathbb{I}_X \text{ is a rate function, there exists a convergent subsequence } \text{ (still denoted by } \varphi_k) \text{ of } \{\varphi_k\} \text{ with limit denoted by } \overline{\varphi} \in B^c_\eta(\overline{X}). \text{ Since } \mathbb{I}_X \text{ is lower semi-continuous, } 0 \leq \mathbb{I}_X(\overline{\varphi}) = \mathbb{I}_X(\lim_{k \rightarrow \infty} \varphi_k) \leq \lim_{k \rightarrow \infty} \mathbb{I}_X(\varphi_k) = 0. \text{ It leads to } \mathbb{I}_X(\overline{\varphi}) = 0, \text{ which is a contradiction. Because } \mathbb{I}_X(B^c_\eta(\overline{X})) > 0, \text{ } \mathbb{P}(|X^\varepsilon - \overline{X}| > \eta) \rightarrow 0 \text{ exponentially fast for any } \eta > 0.

**Remark 2.2.** In Section (2.13) we illustrate that from our LDP result, we can establish the averaging principle of (1.1) with exponentially convergence rate in the sense that } X^\varepsilon \text{ converges to } \overline{X} \text{ (of (2.13)) with exponential tail probability, i.e., for any } \eta > 0, \mathbb{P}(|X^\varepsilon - \overline{X}| > \eta) \rightarrow 0 \text{ exponentially fast. From a different angle, references (20) (21) treated convergence rate for averaging principles of different problems using certain moments. In this process, just as treating } L_2 \text{ or } L_p \text{ convergence rates in numerical approximation of stochastic differential equations, global Lipschitz conditions are needed. For our second-order equations, the Lipschitz continuity need not be assumed. This is an advantage.
2.1.2. Alternative representations of \( I(\varphi, \mu) \). One can write the rate function \( I(\varphi, \mu) \) as

\[
I(\varphi, \mu) = I_0(\varphi_0) + \int_0^\infty \left[ \sup_{\beta \in \mathbb{R}^d} \beta^T \left( \dot{\varphi}_s - \int_{\mathbb{R}^l} F_s(\varphi_s, y) \nu_s(dy) \right) + \mathbb{J}_{s, \varphi_s}(\nu_s) \right] ds,
\]

where \( \nu_s(dy) = m_s(y)dy \) and

\[
\mathbb{J}_{s, \varphi_s}(\nu_s) := \sup_{h \in C^1_0(\mathbb{R}^l)} \int_{\mathbb{R}^l} \left( \nabla h(y) \right)^T \left( \frac{1}{2} \operatorname{div}_x \left( \Sigma_s(\varphi_s, y) m_s(y) \right) - b_s(\varphi_s, y) m_s(y) \right) - \frac{1}{2} \left\| \nabla h(y) \right\|_{L^2_s(y, y)}^2 m_s(y) dy.
\]

In fact, for each \((s, x) \in \mathbb{R}_+ \times \mathbb{R}^d\), \( \mathbb{J}_{s, x}(\nu) \) is the large deviations rate function for the empirical measures

\[
\nu_s^{x,x}(dy) = \frac{1}{t} \int_0^t \mathbf{1}_{dx}(\tilde{Y}_r^{x,x}) dr
\]

for rate \( \varepsilon = 1/t \) as \( t \to \infty \) and

\[
\dot{\tilde{Y}}_t^{x,x} = b_s(x, \tilde{Y}_t^{x,x}) + \sigma_s(x, \tilde{Y}_t^{x,x}) d\tilde{W}_t;
\]

see [34, Section 2, Corollary 2.2 and 2.3].

Moreover, if \( I(\varphi, \mu) \) is finite, it is necessary that

\[
\dot{\varphi}_s = \int_{\mathbb{R}^l} F_s(\varphi_s, y) m_s(y) \lambda_s(\varphi_s, y) dy \quad \text{a.e.,}
\]

and in this case, we have \( I(\varphi, \mu) = I_0(\varphi_0) + \int_0^\infty \mathbb{J}_{s, \varphi_s}(\nu_s) ds \). On the other hand, one can also write the rate function (see [34, Section 2, Proposition 2.1])

\[
(2.14) \quad I(\varphi, \mu) = I_0(\varphi_0) + \frac{1}{2} \int_0^\infty \int_{\mathbb{R}^l} \left\| \nabla y m_s(y) \right\|_{2m_s(y)}^2 - \mathcal{J}_{t, m(\cdot), \varphi_s}(y) \left\| \Sigma_s(\varphi_s, y) m_s(y) dy ds, \right.
\]

with \( \mu(dy, ds) = m_s(y)dy ds \), where for each \( s \in \mathbb{R}_+ \), each function \( m_s(\cdot) \) belongs to \( \mathcal{P}(\mathbb{R}^l) \), and \( \mathcal{J}_{t, m(\cdot), u} \) is a function defined as follows. Denote \( L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(\varphi_s, y), m_s(y) dy) \) the Hilbert space of all \( \mathbb{R}^d \)-valued functions \( f(y) \) in \( \mathbb{R}^l \) with norm

\[
\left\| f \right\|_{L^2_s(y, y), m_s(y) dy}^2 = \int_{\mathbb{R}^l} \left\| f(y) \right\|_{\Sigma_s(\varphi_s, y) m_s(y) dy}^2
\]

and \( L^2_{\text{loc}}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(x, y), m(y) dy) \) the space consisting of functions whose products with arbitrary \( C^\infty_0 \)-functions belong to \( L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(x, y), m(y) dy) \), then \( \mathcal{J}_{t, m(\cdot), u} \) is defined as a function of \( y \) by

\[
\mathcal{J}_{t, m(\cdot), u}(y) = \Pi_{\Sigma_s(x, \cdot), m(\cdot)}(\Sigma_s(x, y)^{-1}(b_s(x, y) - \operatorname{div} \Sigma_s(x, y)/2)),
\]

where \( \Pi_{\Sigma_s(x, \cdot), m(\cdot)} \) maps \( \phi(y) \in L^2_{\text{loc}}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(x, y), m(y) dy) \) to \( \Pi_{\Sigma_s(x, \cdot), m(\cdot)} \phi(y) \), which belongs to \( L^0_{\text{loc}}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(x, y), m(y) dy) \) and satisfies that for all \( h \in C^\infty_0(\mathbb{R}^l) \),

\[
\int_{\mathbb{R}^l} [\nabla h(y)]^T \Sigma_s(x, y) \Pi_{\Sigma_s(x, \cdot), m(\cdot)}(\phi)(y) m(y) dy = \int_{\mathbb{R}^l} [\nabla h(y)]^T \Sigma_s(x, y) \phi(y) m(y) dy.
\]
If \( \phi(y) \in L^2(\mathbb{R}^d, \mathbb{R}^d, \Sigma, (x, y, m(y)dy) \), then \( \Pi_{\Sigma(x, \cdot), m(\cdot)} \phi(y) \) is nothing than the orthogonal projection of \( \phi \) onto \( L^1_{\Sigma}(\mathbb{R}^d, \mathbb{R}^d, \Sigma, (x, y, m(y)dy) \).

In fact, \( I(\varphi, \mu) \) is defined similarly to the rate function of the family of processes \( \{(X^\varepsilon, \mu^\varepsilon(x))\}_{\varepsilon > 0} \), where \( \mu^\varepsilon(x) = \int_0^\varepsilon A(Y^\varepsilon_s, x)ds \), \( A \in B(\mathbb{R}^d) \), and \( (X^\varepsilon_t, Y^\varepsilon_t, \lambda^\varepsilon_t) \) is the solution of the following equation

\[
\begin{cases}
\dot{X}_t^\varepsilon = \frac{F_t(X^\varepsilon_t, Y^\varepsilon_t)}{\lambda_t(X^\varepsilon_t, Y^\varepsilon_t)}, \quad X_0 = x_0 \in \mathbb{R}^d, \\
Y_t^\varepsilon_t = \frac{1}{\varepsilon} f_t(X_t^\varepsilon_t, Y_t^\varepsilon_t) + \frac{1}{\sqrt{\varepsilon}} \sigma_t(X_t^\varepsilon_t, Y_t^\varepsilon_t)W_t, \quad Y_0 = y_0 \in \mathbb{R}^d.
\end{cases}
\]

### 2.2. Proof of Theorem 2.1

This section is devoted to proving Theorem 2.1. In the proof, we use \( C \) to represent a generic positive constant that is independent of \( \varepsilon \). The value \( C \) may change at different appearances; we will specify which parameters it depends on if it is necessary.

#### 2.2.1. A Road Map For the Development of Our Analysis and Proof.

To make the proof be more readable, we first provide a road map and then the details will be illustrated in following sections. The proof of the LDP of \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0} \) is based on the approach of [13], which relies on the properties that if a family of random elements is exponentially tight then it is sequentially large deviation (LD) relatively compact, i.e., any subsequence contains a further subsequence enjoying the LDP with some rate function. The remaining work is done by carefully identifying the rate functions. Specifically, the details are as follows.

**Step 1:** The exponential tightness of \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0} \) is proved in Section 2.2.2 by applying the (extended) Puhalskii’s criteria. Particularly, dealing with \( X^\varepsilon \), we prove 2.10, which shows that \( \{X^\varepsilon\} \) cannot be large with exponentially small probability and 2.17, leading to needed continuity properties. To prove these, a first step is to use Lemma 2.1 to deal with the large factor \( \frac{1}{\varepsilon^2} \). Then, taking advantages of the martingale property of stochastic integrals enables us to establish desired estimates. It is similar for \( \mu^\varepsilon \).

**Step 2:** After proving exponentially tightness of \( \{(X^\varepsilon, \mu^\varepsilon)\} \), thanks to Proposition 2.1 \( \{(X^\varepsilon, \mu^\varepsilon)\} \) is sequentially LP relatively compact (Definition 2.3). Therefore, the second step is devoted to identifying the large deviations (LD) limit points. More precisely, let \( \mathbb{I} \) be a large deviations limit rate functions or LD limit points of \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0} \) (i.e., a rate function of some subsequence of \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0} \) that obeys the LDP) and we prove that \( \mathbb{I} = \mathbb{I} \), \( (\mathbb{I} \) is the rate function defined in Section 2.1). Details for this step is as follows.

**Step 2a:** We introduce another characterization of the rate function in Section 2.2.3. Precisely, for each step function \( \beta(s) \), each \( f(t, x, y) \) real-valued \( C^{1,2,2}(\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d) \)-function with compact support in \( y \) locally uniformly in \( (t, x) \), define \( \Phi_{t, \beta, f}^{\varepsilon} \) as in 2.29. Then, \( \mathbb{I}^* \) is defined as the supremum of \( \Phi_{t, \beta, f}^{\varepsilon} \) over \( \beta, f, \) and stopping times \( \tau \) (see 2.40). Later, as a byproduct of the study of the regularity of \( \mathbb{I}^* \) (in Section 2.2.4), it is shown that \( \mathbb{I}^* = \mathbb{I} \), thanks to their alternative representations (2.14) and 2.6.1.

**Step 2b:** In Section 2.2.4, we prove the lower bound of LD limit, i.e., \( \mathbb{I}^* \leq \mathbb{I} \) for any \( (\varphi, \mu) \) or \( \sup_{(\varphi, \mu) \in C(\mathbb{R}_+, \mathbb{R}^d) \times C_1(\mathbb{R}_+, \mathbb{M}(\mathbb{R}^d))} \left( \Phi_{t, \beta, f}^{\varepsilon} \right)_{t, \beta, f}^{\varepsilon} (\varphi, \mu) - \mathbb{I} (\varphi, \mu) \right) = 0. \) To prove this claim, using Lemma 2.28 (or 14 Theorem 2.1.10)), it suffices to show that
Moreover, the identity (2.15) still holds if $g$ is $\mathbb{R}^d$-valued function and $u$ can be either $\mathbb{R}$-valued or $\mathbb{R}^d$-valued (with the operations corresponding to $u$ and $g$ being understood as the inner product in $\mathbb{R}^d$).

Proof. Using integration by parts for

$$u(s) \int_0^s e^{-\frac{t}{\varepsilon} \int_0^r w(r')\,dr'} g(r)\,dr \quad \text{and} \quad e^{-\frac{t}{\varepsilon} \int_0^s w(r)\,dr} \frac{w(s)}{w(s)^2},$$

(2.16) follows from standard calculations. \qed
THEOREM 2.3. Suppose that Assumption 2.2 holds, that the family \( \{(x_0^\varepsilon, y_0^\varepsilon)\}_{\varepsilon>0} \) is exponentially tight, and that \( \limsup_{\varepsilon \to 0} \varepsilon x_1^\varepsilon < \infty \) a.s. Then \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon>0} \) obtained from \( \{X_t, \mu_t\} \) is exponentially tight and sequentially LD relatively compact in \( C(R^+, R^d) \times C_t(R^+ \times \mathcal{M}(R^d)) \).

Since \( C(R^+, R^d) \times C_t(R^+ \times \mathcal{M}(R^d)) \) is a closed subset of \( C(R^+, R^d) \times C(R^+, \mathcal{M}(R^d)) \) and \( P^\varepsilon((X^\varepsilon, \mu^\varepsilon) \in C(R^+, R^d) \times C_t(R^+, \mathcal{M}(R^d))) = 1 \), it is sufficient to prove that the family \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon>0} \) is exponentially tight in \( C(R^+, R^d) \times C(R^+, \mathcal{M}(R^d)) \). To prove that, it suffices to verify \( \{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon>0} \) satisfying the (extended) Puhalskii’s criteria (see [27] Theorem 3.1) and [13] Remark 4.2, namely, \( \forall \ell, t > 0, \)

\[
\lim_{\varepsilon \to 0} \limsup_{L \to \infty} \varepsilon \log P^\varepsilon \left( \sup_{s \in [0,t]} \left| X^\varepsilon_s \right| > L \right) = -\infty, \tag{2.16}
\]

\[
\lim_{\varepsilon \to 0} \limsup_{\delta \to 0} \sup_{s \in [0,t]} \varepsilon \log P^\varepsilon \left( \sup_{s \leq s_1 \leq s + \delta} \left| X^\varepsilon_{s_1} - X^\varepsilon_s \right| > \ell \right) = -\infty, \tag{2.17}
\]

\[
\lim_{L \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log P^\varepsilon \left( \mu^\varepsilon \left( [0, t], \{ y \in R^d : \left| y \right| > L \} \right) > \ell \right) = -\infty, \tag{2.18}
\]

\[
\lim_{\delta \to 0} \limsup_{\varepsilon \to 0} \varepsilon \log P^\varepsilon \left( \sup_{s \leq \delta} d(\mu^\varepsilon_{s_1}, \mu^\varepsilon_s) > \ell \right) = -\infty. \tag{2.19}
\]

REMARK 2.4. In general, \( (2.16)-(2.19) \) only imply the sequentially exponential tightness (i.e., any subsequence is exponentially tight). However, because \( (X^\varepsilon, \mu^\varepsilon) \) is continuous in \( \varepsilon \) in distribution, it is true that \( (X^\varepsilon, \mu^\varepsilon) \) is exponentially tight although in our proof, only the sequentially exponential tightness is needed.

From equation (2.2), by the variation of parameter formula, we obtain

\[
p^\varepsilon_t = x_1^\varepsilon e^{-A_\varepsilon(t)} + \frac{1}{\varepsilon^2} \int_0^t e^{-A_\varepsilon(t,s)} F^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s) ds,
\]

where for any \( 0 \leq s \leq t, \varepsilon > 0, A_\varepsilon(t, s) := \frac{1}{\varepsilon^2} \int_s^t \lambda^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr, \quad A_\varepsilon(t) = A_\varepsilon(t, 0). \)

Proof. [Proof of (2.19)] It is readily seen that

\[
\ln(1 + |X^\varepsilon|^2) - \ln(1 + |x_0^\varepsilon|^2) = \int_0^t \frac{2(X^\varepsilon_r)^T X^\varepsilon_r e^{-A_\varepsilon(s, r)} ds}{1 + |X^\varepsilon_r|^2} + \frac{1}{\varepsilon^2} \int_0^t \frac{2(X^\varepsilon_s)^T X^\varepsilon_s}{1 + |X^\varepsilon_s|^2} \left( \int_0^s e^{-A_\varepsilon(s, r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \right).
\]

Denote \( v^\varepsilon_t = \frac{2}{1 + |X^\varepsilon_t|^2} (X^\varepsilon_t)^T \left( \int_0^t e^{-A_\varepsilon(s, r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \right). \) We have from (2.21) and Lemma 2.1 that

\[
\ln(1 + |X_t|^2) - \ln(1 + |x_0|^2) = \int_0^t \frac{2(X^\varepsilon_r)^T X^\varepsilon_r e^{-A_\varepsilon(s, r)} ds}{1 + |X^\varepsilon_r|^2} + \int_0^t \frac{2(X^\varepsilon_r)^T F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r)}{1 + |X^\varepsilon_r|^2} ds
\]

\[
+ \int_0^t \frac{2}{1 + |X^\varepsilon_r|^2} \left( \frac{p^\varepsilon_r}{1 + |X^\varepsilon_r|^2} - \frac{2(X^\varepsilon_r)^T p^\varepsilon_r}{1 + |X^\varepsilon_r|^2} \right)^T \left( \int_0^s e^{-A_\varepsilon(s, r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \right) ds
\]

\[- \frac{v^\varepsilon_t}{\lambda^\varepsilon_t(X^\varepsilon_t, Y^\varepsilon_t)} - \int_0^t \frac{v^\varepsilon_s}{|\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s)|} dN(X^\varepsilon_s, Y^\varepsilon_s)
\]

\[+ \int_0^t \frac{v^\varepsilon_s}{|\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s)|} \langle d\lambda_s^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s), d\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s) \rangle_t. \]
Combining (2.22) and the Itô Lemma, one has
\[
\ln(1 + |X_t^\varepsilon|^2) - \ln(1 + |x_0^\varepsilon|^2) \\
= \int_0^t \frac{2(X_s^\varepsilon)^T X_s^\varepsilon}{1 + |X_s^\varepsilon|^2} e^{-A_\varepsilon(s)} ds + \int_0^t \left( 2(X_s^\varepsilon)^T F_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) - 2 \frac{2(X_s^\varepsilon)^T p_s^\varepsilon}{(1 + |X_s^\varepsilon|^2)^2} \right) \left( \int_0^s e^{-A_\varepsilon(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) ds \\
- \frac{\lambda_t^\varepsilon(X_t^\varepsilon, Y_t^\varepsilon)}{\sqrt{C}} - \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \\
- \frac{1}{\varepsilon} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \\
- \frac{1}{2\varepsilon} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \\
- \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \\
=: K_t^\varepsilon + \frac{1}{\varepsilon} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds,
\]
where $K_t^\varepsilon$ is the remaining in the right-hand side. Therefore, we get
\[
(2.23) \quad \frac{1}{\varepsilon} \left[ \ln(1 + |X_t^\varepsilon|^2) - \ln(1 + |x_0^\varepsilon|^2) \right] = \frac{1}{\varepsilon} \tilde{K}_t^\varepsilon + D_t^\varepsilon,
\]
where
\[
\tilde{K}_t^\varepsilon := \left[ K_t^\varepsilon + \frac{1}{\varepsilon} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \right], \quad \text{and}
\]
\[
D_t^\varepsilon = \left[ 1 - \frac{1}{\varepsilon^3} \int_0^t \left[ \lambda_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) \right] ds \right] \sigma_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) dW_s.
\]
Let $\zeta_L^\varepsilon = \inf \{ t \geq 0 : |X_t^\varepsilon| > L \}$. It is obvious that $\zeta_L^\varepsilon$ is an $F^\varepsilon$-stopping time. Since $D_t^\varepsilon$ is a local martingale, we have from (2.23) that
\[
(2.24) \quad \mathbb{E}^\varepsilon \exp \left\{ \frac{1}{\varepsilon} \left[ \ln(1 + |X_{t \wedge \zeta_L^\varepsilon}^\varepsilon|^2) - \ln(1 + |x_0^\varepsilon|^2) - \tilde{K}_{t \wedge \zeta_L^\varepsilon}^\varepsilon \right] \right\} \leq 1.
\]

On the other hand, from (2.20) and Assumption 4.1 and noting $\int_0^t e^{-A_\varepsilon(t,r)} ds \leq \int_0^t e^{-\frac{A_\varepsilon(t,r)}{\varepsilon^2}} ds \leq \frac{1}{\varepsilon^2}$, one obtains that there is a finite constant $C_{t,L}$ depending only on $t, L$ satisfies for all sufficiently small $\varepsilon$,
\[
(2.25) \quad |p_{t \wedge \zeta_L^\varepsilon}^\varepsilon| \leq C_{t,L} + x_0^\varepsilon e^{-A_\varepsilon(t)}.
\]

Similarly, we have for $\varepsilon$ small
\[
(2.26) \quad |v_{t \wedge \zeta_L^\varepsilon}^\varepsilon| \leq C_{t,L} \int_0^t e^{-\frac{A_\varepsilon(t,r)}{\varepsilon^2}} ds \leq \varepsilon^2 C_{t,L}.
\]
Combining (2.24), (2.26), the definition of $\hat{\mathcal{K}}_t$, Assumption 2.4, and $\limsup_{\varepsilon \to 0} \varepsilon x_t^\varepsilon < \infty$ yields that as $\varepsilon$ being small

\begin{equation}
|\hat{\mathcal{K}}_{t,t \wedge \varepsilon L}| \leq C + \varepsilon C_{t,L},
\end{equation}

where $C$ is some finite constant depending neither $\varepsilon$ nor $t, L$. Therefore, from (2.28) and the logarithm equivalence principle \[10, Lemma 1.2.15\], we obtain that for all $\varepsilon$

\begin{equation}
\mathbb{E}^\varepsilon \exp \left\{ \frac{1}{\varepsilon} \left[ \ln(1 + |X_{t,t \wedge \varepsilon L}^\varepsilon|^2) - \ln(1 + |x_0^\varepsilon|^2) - C - \varepsilon C_{t,L} \right] \right\} \leq 1.
\end{equation}

Thus, one has for any $t, L, N > 0$,

\begin{equation}
\mathbb{P}^\varepsilon \left( \sup_{s \in [0,t]} |X_s^\varepsilon| > L \right) = \mathbb{P}^\varepsilon(|X_{t,t \wedge \varepsilon L}^\varepsilon| > L) \\
\leq \mathbb{P}^\varepsilon(|x_0^\varepsilon| > N) + \mathbb{E}^\varepsilon \exp \left\{ \frac{1}{\varepsilon} \left[ \ln(1 + |X_{t,t \wedge \varepsilon L}^\varepsilon|^2) - \ln(1 + L^2) \right] \right\} 1_{\{|x_0^\varepsilon| \leq N\}} \\
\leq \mathbb{P}^\varepsilon(|x_0^\varepsilon| > N) + \exp \left\{ \frac{1}{\varepsilon} \left[ \ln(1 + N^2) + C + \varepsilon C_{t,L} - \ln(1 + L^2) \right] \right\}.
\end{equation}

From (2.28) and the logarithm equivalence principle \[10, Lemma 1.2.15\], we obtain that for all $t, N > 0$,

\begin{equation}
\lim_{L \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P} \left( \sup_{s \in [0,t]} |X_s^\varepsilon| > L \right) \leq \limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}^\varepsilon \left( |x_0^\varepsilon| > N \right).
\end{equation}

Because $\{x_0^\varepsilon\}_{\varepsilon > 0}$ is exponentially tight and (2.29), we obtain (2.10) for any $t > 0$.

**Proof.** [Proof of (2.17)] By applying Lemma 2.11 to (2.20), one has

\begin{equation}
X_t^\varepsilon = x_0^\varepsilon + \int_0^t p_s^\varepsilon ds + x_1^\varepsilon e^{-A_1(s)} ds + \frac{1}{\varepsilon^2} \int_0^t \int_0^s e^{-A_1(s,r)} F^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s) dr ds \\
= x_0^\varepsilon + x_1^\varepsilon \int_0^t e^{-A_1(r)} dr + \int_0^t \frac{F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r)}{\lambda^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r)} dr \\
- \frac{1}{\lambda^\varepsilon_0(X^\varepsilon_0, Y^\varepsilon_0)} \int_0^t e^{-A_1(t,r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \\
- \int_0^t \frac{1}{[\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s)]^2} \left( \int_0^s e^{-A_1(s,r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \right) d\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s) \\
+ \int_0^t \frac{1}{[\lambda^\varepsilon_0(X^\varepsilon_0, Y^\varepsilon_0)]^3} \left( \int_0^s e^{-A_1(s,r)} F^\varepsilon_r(X^\varepsilon_r, Y^\varepsilon_r) dr \right) d\lambda^\varepsilon_s(X^\varepsilon_s, Y^\varepsilon_s),
\end{equation}
We obtain from (2.30) and Itô’s formula that

\[ X_\varepsilon^r = x_0^r + x_1^r \int_0^t e^{-A_s(r)}dr + \int_0^t F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds \]

\[ - \frac{1}{\lambda^r_\varepsilon (X_\varepsilon^r, Y_\varepsilon^r)} \int_0^t e^{-A_s(t,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, dr \]

\[ - \int_0^t \frac{\nabla \lambda^r_\varepsilon (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r)}{[\lambda^r_\varepsilon (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r)]^2} \left( \int_0^s e^{-A_s(s,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds \right) \]

\[ - \int_0^t \frac{\nabla \lambda^r_\varepsilon (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r)}{[\lambda^r_\varepsilon (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r)]^2} \left( \int_0^s e^{-A_s(s,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds \right) \]

\[ =: \overline{K}_t^r - \overline{D}_t^r, \]

where

\[ \overline{D}_t^r := \frac{1}{\sqrt{\varepsilon}} \int_0^t \frac{\int_0^s e^{-A_s(s,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds}{[\lambda^r_\varepsilon (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r)]^2} \left( \int_0^s e^{-A_s(s,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds \right) \int_0^s e^{-A_s(s,r)} F_\varepsilon^r (X_{\varepsilon_s}^r, Y_{\varepsilon_s}^r) \, ds, \]

and \( \overline{K}_t^r \) is the remaining in the right-hand side of (2.31). By the regularity of \( \lambda^r_\varepsilon \), it is not difficult to see that

\[ | \overline{K}_t^r | \leq C_T \delta, \quad \text{for all } T > 0, 0 < \delta < 1, \]

\[ | \overline{D}_t^r | \leq C_T \delta, \quad \text{for all } T > 0, 0 < \delta < 1. \]

We obtain from definition of \( \overline{K}_t^r \), an application of (2.32), and recalling definition of \( \zeta^r_L \) that there is a finite constant \( C_L \) depending only on \( L \) such that for all small \( \varepsilon \)

\[ \sup_{s \in [0,T]} \sup_{t \in [s,s+\delta]} | \overline{K}^r_{t,s} - \overline{K}^r_{s,s} | \leq C_{T,L} \delta, \quad \text{for all } T > 0, 0 < \delta < 1. \]

Now, let \( T > 0, \ell > 0 \) be fixed, and \( L > 0 \) be fixed but otherwise arbitrary. We
have that for any small $\delta$ satisfying $\delta < 1$, $C_{T,L}\delta < \ell/2$ and small $\varepsilon$

$$
\mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |X_t^\varepsilon - X_s^\varepsilon| > \ell \right)
\leq \mathbb{P}^\varepsilon (\zeta^T_L \leq T + 1) + \mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |X_t^\varepsilon - X_s^\varepsilon| > \ell \right)
\leq \mathbb{P}^\varepsilon (\zeta^T_L \leq T + 1) + \mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |\overline{D}_t \wedge \zeta^T_L - \overline{D}_{s \wedge \zeta^T_L}| > \frac{\ell}{2} \right)
\leq \mathbb{P}^\varepsilon \left( \sup_{t \in [0, T + 1]} |X_t^\varepsilon| > L \right) + \sum_{k=1}^d \mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |\overline{D}_{t \wedge \zeta^T_L}^{\varepsilon,k} - \overline{D}_{s \wedge \zeta^T_L}^{\varepsilon,k}| > \frac{\ell}{2} \right),
$$

(2.34)

where $\overline{D}_{t}^{\varepsilon,k}$ is the $k$-th component of $\overline{D}_{t}^{\varepsilon}$, $k = 1, \ldots, d$. It is readily seen that $\{\overline{D}_{t \wedge \zeta^T_L}^{\varepsilon,k} - \overline{D}_{s \wedge \zeta^T_L}^{\varepsilon,k}\}_{t \geq s}$ is a martingale with the quadratic variations bounded by

$$
\frac{C_L}{\varepsilon} \int_s^{t \wedge \zeta^T_L} \int_0^s e^{-\frac{2\alpha(s-r)}{\varepsilon^2}} dr ds \leq \varepsilon C_L \delta.
$$

By the exponential martingale inequality [29, Theorem 7.4, p. 44], we have

$$
\mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |\overline{D}_{t \wedge \zeta^T_L}^{\varepsilon,k} - \overline{D}_{s \wedge \zeta^T_L}^{\varepsilon,k}| > \frac{\ell}{2} \right)
\leq \mathbb{P}^\varepsilon \left( \sup_{t \in [s, s + \delta]} |\overline{D}_{t \wedge \zeta^T_L}^{\varepsilon,k} - \overline{D}_{s \wedge \zeta^T_L}^{\varepsilon,k}| > \frac{\ell}{4} + \frac{\ell}{4\varepsilon C_L \delta} \right)
\leq \exp \left( - \frac{\ell^2}{8\varepsilon C_L \delta} \right).
$$

Combining (2.34) and (2.35), the logarithm equivalence principle [10, Lemma 1.2.15] yields that

$$
\lim_{\delta \to 0} \limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}^\varepsilon \left( \sup_{t \in [0, T]} |X_t^\varepsilon - X_s^\varepsilon| > \ell \right)
\leq \limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}^\varepsilon \left( \sup_{t \in [0, T + 1]} |X_t^\varepsilon| > L \right), \forall L > 0.
$$

(2.36)

Letting $L \to \infty$ and using (2.16), we obtain (2.17). \qed

Proof. [Proof of (2.15) and (2.19)] Once we established the exponential tightness of $\{X^\varepsilon\}_{\varepsilon > 0}$, the proof of (2.15) and (2.19) for $\{\mu^\varepsilon\}_{\varepsilon > 0}$, which is in fact the occupation measure of a diffusion, is similar to that of the first-order coupled systems. As a consequence, such proofs can be found in [34, p. 3134]. \qed

2.2.3. Characterization of Rate Function. Let $\beta(s) \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d)$ be a step function satisfying that there are $0 = t_0 < t_1 < \cdots < t_m < \infty$ and $\beta_i \in \mathbb{R}$, $i = 1, \ldots, m$ such that

$$
\beta(s) = \sum_{i=1}^m \beta_i 1_{[t_{i-1}, t_i)}(s).
$$

(2.37)

For $\varphi_s \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d)$ and $\beta(s)$ of the form (2.37), we define

$$
\int_0^t \beta(s) d\varphi_s := \sum_{i=1}^m \beta_i^T (\varphi_{t \wedge t_i} - \varphi_{t \wedge t_{i-1}}).
$$

(2.38)
Now, for each step function $\beta(s)$, each $f(t,x,y)$ real-valued $C^{1,2,2}(\mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{R}^{l})$-function with compact support in $y$ locally uniformly in $(t,x)$, and each $(\varphi,\mu) \in C(\mathbb{R}_{+},\mathbb{R}^{d}) \times C_{t}(\mathbb{R}_{+},\mathcal{M}(\mathbb{R}^{l}))$, let
\[
\Phi_{t}^{\beta,f}(\varphi,\mu) := \int_{0}^{t} \beta(s)d\varphi_{s} - \int_{0}^{t} \int_{\mathbb{R}^{l}} [\beta(s)]_{T} F_{s}(\varphi_{s},y) \lambda_{s}(\varphi_{s},y) \mu(ds,dy) - \int_{0}^{t} \int_{\mathbb{R}^{l}} \nabla_{y} f(s,\varphi_{s},y)^{\top} b_{s}(\varphi_{s},y) \mu(ds,dy) - \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{l}} \nabla f(s,\varphi_{s},y) \nabla_{y} f(s,\varphi_{s},y) \mu(ds,dy).
\]
(2.39)
Moreover, let $\tau(\varphi,\mu)$ be a continuous function of $(\varphi,\mu) \in C(\mathbb{R}_{+},\mathbb{R}^{d}) \times C_{t}(\mathbb{R}_{+},\mathcal{M}(\mathbb{R}^{l}))$ that is also a stopping time relative to the flow $G = (G_{t},t \in \mathbb{R}_{+})$ on $C(\mathbb{R}_{+},\mathbb{R}^{d}) \times C_{t}(\mathbb{R}_{+},\mathcal{M}(\mathbb{R}^{l}))$ of the $\sigma$-algebra $G_{t}$ generated by the mappings $\varphi \rightarrow \varphi_{s}$, and $\mu \rightarrow \mu_{s}$ for $s \leq t$. Let us also assume that $\varphi_{t \wedge \tau(\varphi,\mu)}$ is a bounded function of $(\varphi,\mu)$. It is seen that under Assumption 2.2, $\Phi_{t}^{\beta,f}(\varphi,\mu)$ is continuous in $(\varphi,\mu)$.

Next, define
\[
\Pi^{*}(\varphi,\mu) = \sup_{\beta,f,t,\tau} \Phi_{t}^{\beta,f}(\varphi_{t \wedge \tau(\varphi,\mu)},\mu),
\]
(2.40)
where the supremum is taken over $\beta(s)$, $f(s,x,y)$, and $\tau(\varphi,\mu)$ satisfying the requirements as the above and over $t \geq 0$. It is seen that $\Pi^{*}$ is lower semi-continuous in $(\varphi,\mu)$.

Now, let $\bar{\Pi}$ be a large deviations limit rate functions or (large deviations) LD limit points of $\{(X^{\varepsilon},\mu^{\varepsilon})\}_{\varepsilon > 0}$ (i.e., a rate function of some subsequence of $\{(X^{\varepsilon},\mu^{\varepsilon})\}_{\varepsilon > 0}$ that obeys the LDP) such that $\bar{\Pi}(\varphi,\mu) = \infty$ unless $\varphi_{0} = \hat{x}$, where $\hat{x}$ is a preselected element of $\mathbb{R}^{d}$. This restriction will be removed in Section 2.2.6. We will identify the rate functions. For any such a large deviation limit point $\Pi$, we aim to prove $\bar{\Pi} = \Pi^{*}$ by showing the upper bound $\bar{\Pi} \geq \Pi^{*}$ and the lower bound $\bar{\Pi} \leq \Pi^{*}$; see detail in Section 2.2.4 and Section 2.2.5. Moreover, it will be seen that $\Pi^{*}(\varphi,\mu) = \Pi(\varphi,\mu)$ provided $\Pi^{*}(\varphi,\mu) < \infty$, $\varphi_{0} = \hat{x}$, and $\lambda_{0}(\hat{x}) = 0$. Throughout this section, the assumptions in Theorem 2.1 are always assumed to be satisfied.

Remark 2.5. Note that $\Pi^{*}$ is defined similarly but not identical as that in the case of first-order coupled systems in [34] although the solution of (2.1) shares the same rate function with the corresponding first-order system. Compared with [34], $\Pi^{*}$ is defined by taking the supremum over smaller space when we did not allow $\beta$ to be a function of $X$. This modification has an important role in the proof of the lower bound of the LD limits, i.e., the inequality $\Pi^{*} \leq \bar{\Pi}$. Otherwise, it would be impossible to control terms containing the derivative $p^{\varepsilon}$ of $X^{\varepsilon}$, specially the integral involving $p^{\varepsilon}$ and the diffusion part of the fast process (see (2.44)). Meanwhile, it would have led to a difficulty in proving the upper bound of the LD limits, i.e., the inequality $\Pi^{*} \geq \bar{\Pi}$. However, it will be shown that we still can get the upper bound, as in the first-order system (in [34]); see the details in Section 2.2.5.

2.2.4. Lower Bound of Large Deviations Limits. This section is devote to proving $\Pi^{*} \leq \bar{\Pi}$. We have the following theorem.
Theorem 2.4. Let $\hat{I}$ be a LD limit point of $\{(X^\varepsilon, \mu^\varepsilon)\}_{\varepsilon > 0}$. For any $t > 0$, $\beta, f, \tau$ are as given above,

$$
\sup_{(\varphi, \mu) \in C(\mathbb{R}^+, \mathbb{R}^d) \times C_1(\mathbb{R}^+, \mathcal{M}(\mathbb{R}))} \left( \Phi^{\beta, f}_{t \wedge \tau(\varphi, \mu)}(\varphi, \mu) - \hat{\Phi}(\varphi, \mu) \right) = 0,
$$

Then $\Phi^*(\varphi, \mu) \leq \hat{\Phi}(\varphi, \mu)$ for all $(\varphi, \mu) \in C(\mathbb{R}^+, \mathbb{R}^d) \times C_1(\mathbb{R}^+, \mathcal{M}(\mathbb{R}^d))$.

Proof. For $\beta(s)$ being of the form (2.37) and $f(s, x, y)$ being a function with compact support in $y$ locally uniformly in $(t, x)$, denote

$$
\Gamma^t_{\varepsilon, \beta}(\varphi, \mu) = -\int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T x_1^\varepsilon e^{-A^{\varepsilon, y}(s)} \mu(ds, dy)
$$

$$
+ \int_0^t \int_{\mathbb{R}^d} \frac{\beta(t)}{\lambda^\varepsilon(\varphi_t, y)} e^{-A^{\varepsilon, y}(t, s)} F^\varepsilon_*(\varphi_s, y) \mu(ds, dy)
$$

$$
+ \int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T \left( \int_0^s e^{-A^{\varepsilon, y}(s, r)} F^\varepsilon_r(\varphi_r, y) dr \right) \frac{\nabla_x \lambda^\varepsilon(\varphi_s, y)}{[\lambda^\varepsilon(\varphi_s, y)]^2} \mu(ds, dy)
$$

$$
+ \int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T \left( \int_0^s e^{-A^{\varepsilon, y}(s, r)} F^\varepsilon_r(\varphi_r, y) dr \right) \frac{\nabla_y \lambda^\varepsilon(\varphi_s, y)}{[\lambda^\varepsilon(\varphi_s, y)]^2} \mu(ds, dy)
$$

$$
- \int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T \left( \int_0^s e^{-A^{\varepsilon, y}(s, r)} F^\varepsilon_r(\varphi_r, y) dr \right) \frac{\nabla_y \lambda^\varepsilon(\varphi_s, y)}{[\lambda^\varepsilon(\varphi_s, y)]^3} \mu(ds, dy)
$$

$$
+ \frac{1}{2\varepsilon} \int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T \left( \int_0^s e^{-A^{\varepsilon, y}(s, r)} F^\varepsilon_r(\varphi_r, y) dr \right) \frac{\|\nabla_y \lambda^\varepsilon(\varphi_s, y)\|^2}{[\lambda^\varepsilon(\varphi_s, y)]^2} \mu(ds, dy)
$$

where $A^{\varepsilon, y}(t, s) := \frac{1}{2\varepsilon} \int_s^t \int_{\mathbb{R}^d} \lambda^\varepsilon(\varphi_r, y) \mu(dr, dy)$, and

$$
\Psi^{\beta, f}_{t}(\varphi, \mu) := f(t, \varphi_t, Y^\varepsilon_t) - f(0, \varphi_0, y_0) - \int_0^t \int_{\mathbb{R}^d} \nabla_s f(s, \varphi_s, y) \mu(ds, dy)
$$

$$
- \int_0^t \int_{\mathbb{R}^d} [\nabla_x f(s, \varphi_s, y)]^T \varphi_s(0) \mu(ds, dy),
$$

and

$$
\Phi^{\beta, f}_{t}(\varphi, \mu) := \int_0^t \beta(s) \varphi_s(0) ds - \int_0^t \int_{\mathbb{R}^d} [\beta(s)]^T F^\varepsilon_*(\varphi_s, y) \lambda^\varepsilon(\varphi_s, y) \mu(ds, dy)
$$

$$
- \int_0^t \int_{\mathbb{R}^d} [\nabla_y f(s, \varphi_s, y)]^T b^\varepsilon(\varphi_s, y) \mu(ds, dy)
$$

$$
- \frac{1}{2} \int_0^t \int_{\mathbb{R}^d} \text{tr} \left( \Sigma^\varepsilon(\varphi_s, y) \nabla_y f(s, \varphi_s, y) \right) \mu(ds, dy)
$$

$$
- \frac{1}{2} \int_0^t \int_{\mathbb{R}^d} \|\nabla_y f(s, \varphi_s, y)\|^2 \Sigma^\varepsilon(\varphi_s, y) \mu(ds, dy).
$$
We have from (2.20) and Lemma 2.21 that

\[\int_0^t [\beta(s)]^T dX_s^\varepsilon = \int_0^t [\beta(s)]^T p_s^\varepsilon ds\]

Moreover, Itô’s formula yields that

\[\int_0^t [\beta(s)]^T x_t^\varepsilon e^{-A_t(s,r)} ds + \frac{1}{\varepsilon^2} \int_0^t [\beta(s)]^T \int_0^s \frac{e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[= \int_0^t [\beta(s)]^T x_t^\varepsilon e^{-A_t(s,r)} ds + \int_0^t \frac{[\beta(s)]^T F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[= \frac{\beta(t)}{\lambda_r^\varepsilon(X^\varepsilon, Y^\varepsilon)} \int_0^t e^{-A_t(s,r)} F_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) ds\]

\[= \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_s \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[\frac{1}{\varepsilon} \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_Y \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[= \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_Y \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[= \frac{1}{\lambda_r^\varepsilon(X^\varepsilon, Y^\varepsilon)} \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_Y \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

Moreover, Itô’s formula yields that

\[f(t, X_t^\varepsilon, Y_t^\varepsilon) - f(0, x_0^\varepsilon, y_0^\varepsilon) = \int_0^t \nabla_s f(s, X_s^\varepsilon, Y_s^\varepsilon) ds + \int_0^t [\nabla_X f(s, X_s^\varepsilon, Y_s^\varepsilon)]^T p_s^\varepsilon ds\]

\[+ \frac{1}{\varepsilon} \int_0^t [\nabla_Y f(s, X_s^\varepsilon, Y_s^\varepsilon)]^T b_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t \nabla_Y f(s, X_s^\varepsilon, Y_s^\varepsilon)]^T \sigma_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) ds\]

Combining (2.46), (2.45), the definition of \(\Phi_t^{\varepsilon, \beta, f}, \Gamma_t^{\varepsilon, \beta}, \Psi_t^{\varepsilon, \beta, f}\) in (2.21), (2.22), and (2.23), we obtain that

\[\frac{1}{\varepsilon} \left[ \Phi_t^{\varepsilon, \beta, f}(X_t^\varepsilon, \mu^\varepsilon) + \Gamma_t^{\varepsilon, \beta}(X_t^\varepsilon, \mu^\varepsilon) \right] + \Psi_t^{\varepsilon, \beta, f}(X_t^\varepsilon, \mu^\varepsilon)\]

\[= \frac{1}{\sqrt{\varepsilon}} \int_0^t [\nabla_Y f(s, X_s^\varepsilon, Y_s^\varepsilon)]^T \sigma_s^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon) dW_s\]

\[- \frac{1}{\varepsilon} \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_Y \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

\[- \frac{1}{\varepsilon} \int_0^t [\beta(s)]^T \left( \int_0^s e^{-A_t(s,r)} F_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon) dr \right) \frac{\nabla_Y \lambda_r^\varepsilon(X_r^\varepsilon, Y_r^\varepsilon)}{\lambda_r^\varepsilon(X_s^\varepsilon, Y_s^\varepsilon)} ds\]

Since the right-hand side of (2.47) is a local martingale and \(\tau(X^\varepsilon, \mu^\varepsilon)\) is a stopping
time with respect to $\mathcal{F}^\varepsilon$ due to the measurability of $X^\varepsilon_t, \mu^\varepsilon_t$ with respect to $\mathcal{F}^\varepsilon_t$, we have that
\begin{equation}
\mathbb{E}^\varepsilon \exp \left\{ \frac{1}{\varepsilon} \left[ \Phi^{\varepsilon,\beta,f}_{t \wedge \tau}(X^\varepsilon_t, \mu^\varepsilon_t)(X^\varepsilon, \mu^\varepsilon_t) + \Gamma^{\varepsilon,\beta}_{t \wedge \tau}(X^\varepsilon_t, \mu^\varepsilon_t)(X^\varepsilon, \mu^\varepsilon_t) + \varepsilon \Psi^{\varepsilon,\beta,f}_{t \wedge \tau}(X^\varepsilon_t, \mu^\varepsilon_t)(X^\varepsilon, \mu^\varepsilon_t) \right] \right\} = 1.
\end{equation}

**Lemma 2.2.** ([34, Theorem 2.1.10]) Assume that the net $\{\nu_\varepsilon\}_{\varepsilon > 0}$ is exponentially tight and let $I$ represent an LD limit point of $\{\nu_\varepsilon\}_{\varepsilon > 0}$. Let $\Phi_\varepsilon$ be a net of uniformly bounded real-valued functions on $\mathbb{S}$ such that $\int_0^\infty \exp \left\{ \frac{1}{\varepsilon} \Phi_\varepsilon(x) \right\} \nu_\varepsilon(dx) = 1$. If $\Phi_\varepsilon$ converges to $\Phi$ uniformly on compact sets (as $\varepsilon \to 0$) with the function $\Phi$ being continuous, then $\sup_{z \in \mathbb{S}} (\Phi(z) - \hat{I}(z)) = 0$.

As in the proof of (2.16) and (2.17) in Section 2.2.2, it is not difficult to obtain from Assumption 2.1 and the fact $\varphi_{t \wedge \tau}(\varphi, \mu)$ is bounded function of $(\varphi, \mu)$ that there is a finite constant $C$, which is independent of $\varepsilon$ such that for all small enough $\varepsilon$ $\Gamma_{t \wedge \tau}(\varphi, \mu) \leq C \varepsilon$ uniformly over $(\varphi, \mu)$. Similarly, there is a constant $C$ such that for $\varepsilon$ sufficiently small, $|\Psi_{t \wedge \tau}(\varphi, \mu)| < C$ uniformly over $(\varphi, \mu)$. As a result, one has
\begin{equation}
\Phi_{t \wedge \tau}(\varphi, \mu) + \varepsilon \Psi_{t \wedge \tau}(\varphi, \mu) \to 0
\end{equation}
as $\varepsilon \to 0$ uniformly in compact sets. Finally, by assumption (2.8), we have
\begin{equation}
\Phi_{t \wedge \tau}(\varphi, \mu) \to \Phi_{t \wedge \tau}(\varphi, \mu)
\end{equation}
as $\varepsilon \to 0$ uniformly in compact sets. Combining (2.48) and (2.49) and then applying Lemma 2.2.3 yields (2.41). Then, it follows immediately that $\hat{I}^*(\varphi, \mu) \leq \hat{I}^*(\varphi, \mu)$ for all $(\varphi, \mu) \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d) \times \mathcal{C}(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))$. The proof is complete. $\blacksquare$

### 2.2.5. Upper Bound of Large Deviations Limits

Let $\hat{I}$ be a large deviations limit point of $\{(X^\varepsilon_t, \mu^\varepsilon_t)\}_{\varepsilon > 0}$ such that $\hat{I}(\varphi, \mu) = \infty$ unless $\varphi_0 = \hat{x}$, a preselected element of $\mathbb{R}^d$. In this section, we aim to prove that $\hat{I}(\varphi, \mu) \leq I^*(\varphi, \mu)$, for any $(\varphi, \mu) \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d) \times \mathcal{C}(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))$ such that $\varphi_0 = \hat{x}$. The completion of the proof will be given later in Section 2.2.6. With the results established in Sections 2.2.2 and 2.2.3, this part can be done similarly to that of [34] Sections 6-8 because the rate function has a similar variational representation. Although our $I^*$ is defined as the supremum in a smaller space than in [34], we can still prove $\hat{I} \leq I^*$ by a similar argument as in [34]. We will only provide a sketch of the main ideas and highlight the differences, whereas detailed arguments will be referred to [34] Sections 6-8.

It is obvious that it suffices to consider the case $I^*(\varphi, \mu) < \infty$. Therefore, we should investigate the regularity of $(\varphi, \mu)$ provided $I^*(\varphi, \mu) < \infty$ first. It is shown in [34] Section 6) that if $(\varphi, \mu) \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d) \times \mathcal{C}(\mathbb{R}_+, \mathcal{M}(\mathbb{R}^d))$, $I^*(\varphi, \mu) < \infty$ then $\mu(ds, dy) = m_*(y)dy$ and $\varphi_*$ is absolutely continuous (w.r.t Lebesgue measure on $\mathbb{R}_+$), $m_*(y)$ is
a probability density function in $\mathbb{R}^l$. In this case, $\Pi^*$ has the following representation \((2.51)\)

\[
\Pi^*(\varphi, \mu) = \int_0^\infty \left( \sup_{\beta \in \mathbb{R}^d} \left( \beta^T \varphi_y - \beta^T \int_{\mathbb{R}^l} \frac{F_s(\varphi_y, y)m_s(y)}{\lambda_s(\varphi_y, y)} dy \right) + \sup_{h \in C_0^0(\mathbb{R}^l)} \int_{\mathbb{R}^l} \left[ \nabla_y h(y) \right]^T \left( \frac{1}{2} \text{div}(\Sigma_s(\varphi_y, y)m_s(y)) - b_s(\varphi_y, y)m_s(y) \right) dy \right) ds
\]

In the above, $L_0^{1,2}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(\varphi_y, y), m_s(y)dy)$ represents the closure of the set of the gradients of functions from $C_0^\infty(\mathbb{R}^l)$ in $L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(\varphi_y, y), m_s(y)dy)$, in which $L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_s(\varphi_y, y), m_s(y)dy)$ is the Hilbert space of $\mathbb{R}^d$-valued functions (of $y$) in $\mathbb{R}^l$ endowed with the norm $\|f\|_{\Sigma, m}^2 = \int_{\mathbb{R}^l} \|f(y)\|_{\Sigma_s(\varphi_y, y)}^2 m_s(y) dy$, and for each $(t, x) \in \mathbb{R}_+ \times \mathbb{R}^d$, each function $m(\cdot)$ being a probability density function in $\mathbb{R}^l$, $J_{t,m(\cdot),u}$ is a function of $y$ defined by

\[
J_{t,m(\cdot),u}(y) = \Pi_{\Sigma_t(x), m(\cdot)}(\Sigma_t(x, y)^{-1}(b_t(x, y) - \text{div}_x \Sigma_t(x, y)/2)),
\]

where $\Pi_{\Sigma_t(x), m(\cdot)}$ maps a function $h(y) \in L_0^{2,\text{loc}}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_t(x, y), m(y)dy)$, which is the space consisting of functions whose products with arbitrary $C_0^\infty$-functions belong to $L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_t(x, y), m(y)dy)$, into

\[
\Pi_{\Sigma_t(x), m(\cdot)} h(y) \in L_0^{1,2}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_t(x, y), m(y)dy)
\]

and satisfies that, for all $h \in C_0^\infty(\mathbb{R}^l),

\[
\int_{\mathbb{R}^l} [\nabla h(y)]^T \Sigma_t(x, y) \Pi_{\Sigma_t(x), m(\cdot)} h(y) m(y) dy = \int_{\mathbb{R}^l} [\nabla h(y)]^T \Sigma_t(x, y) h(y) m(y) dy.
\]

If $h(y) \in L^2(\mathbb{R}^l, \mathbb{R}^l, \Sigma_t(x, y), m(y)dy)$, then $\Pi_{\Sigma_t(x), m(\cdot)} h(y)$ is nothing than the orthogonal projection of $h$ onto $L_0^{1,2}(\mathbb{R}^l, \mathbb{R}^l, \Sigma_t(x, y), m(y)dy)$. Moreover, it is readily seen from \((2.51)\) that

\[
(2.52) \quad \text{if } \Pi^*(\varphi, \mu) < \infty \text{ then } \varphi_y = \frac{1}{\lambda_s(\varphi_y, y)} \int_{\mathbb{R}^l} F_s(\varphi_y, y) \lambda_s(\varphi_y, y) m_s(y) dy.
\]

In addition, the supremum in the last term in \((2.51)\) is attained at

\[
(2.53) \quad \bar{g}(y) = \frac{\nabla_y m_s(y)}{2m_s(y)} - J_{s,m_{\varphi_s}, s, \varphi_s}(y)
\]
Performing integrating by parts in (2.39) yields that
\[
\beta,h
\]
mas. For
Before proving Theorem 2.5, we first need some technical lemmas.

Step (i): Identify the LD limits at sufficiently regular (dense) points.

**Theorem 2.5.** Assume that the assumptions of Theorem 2.1 hold. Let \( \hat{\mathbb{I}} \) be a LD limit point of \( \{X^t, \mu^x\}_{x > 0} \) such that \( \hat{\mathbb{I}}(\varphi, \mu) = \infty \) unless \( \varphi_0 = \hat{\varphi} \). Let \( (\hat{\varphi}, \hat{\mu}) \in \mathcal{G} \) be such that \( \hat{\varphi}_0 = \hat{\varphi} \) and \( \hat{\mu}(ds, dy) = \hat{m}_s(dy) ds \), where \( \hat{m}_s(y) \) has the form
\[
\hat{m}_s(y) = M_s\left( \hat{m}_s(y)^2 \eta^2(\|y\|) + e^{-a|y|} \left( 1 - \hat{\eta}^2(\|y\|) \right) \right),
\]
where \( \hat{m}_s(y) \) is a probability density in \( y \) locally bounded away from zero and belonging to \( C^1(\mathbb{R}^d) \) as a function of \( y \) with \( |\nabla_m(y)| \) being locally bounded in \( (s, y) \), and \( \hat{\eta}(y) \) is a nonincreasing \( [0, 1] \)-valued \( C^1_0(\mathbb{R}^+)_f \)-function, with \( y \in \mathbb{R}^d \), that equals 1 for \( y \in [0, 1] \) and equals 0 for \( y \geq 2 \), \( r > 0 \), and \( a > 0 \), and \( M_s \) is the normalizing constant. For given \( \hat{m}_s(y), \hat{\eta}(y) \), and \( r \), there exists \( a_0 > 0 \) such that for all \( a > a_0 \), \( \hat{\mathbb{I}}(\varphi, \mu) = \mathbb{I}^*(\hat{\varphi}, \hat{\mu}) \).

**Technical lemmas.** Before proving Theorem 2.5, we first need some technical lemmas. For \( \beta, h \) as in Section 2.2.3, we denote
\[
\tau^\beta,h(\varphi, \mu) = \inf \left\{ t \in \mathbb{R}_+ : \int_0^t \left( \int_{\mathbb{R}^d} \|\nabla_y h_s(\varphi, y)\|^2 \mu(ds, dy) + \sup_{s \in [0, t]} |\varphi_s| + t \geq N \right) \right\}.
\]
Performing integrating by parts in (2.39) yields that
\[
\Phi^\beta,h(\varphi, \mu) := \int_0^t \left( \beta(s) \varphi_s - [\beta(s)]^T \int_{\mathbb{R}^d} \frac{F_s(\varphi_s, y) m_s(y)}{\lambda_s(\varphi_s, y)} ds \right) dy
\]
\[
+ \int_{\mathbb{R}^d} \langle \nabla_y h_s(\varphi_s, y) \rangle^T \left( \frac{1}{2} \text{div}(\varphi_s, y) m_s(y) - b_s(\varphi_s, y) m_s(y) \right) dy
\]
\[
- \frac{1}{2} \int_{\mathbb{R}^d} \|\nabla_y h_s(\varphi_s, y)\|^2 \|\lambda_s(\varphi_s, y) m_s(y) dy \right) ds.
\]
Let
\[
\theta^\beta,h(\varphi, \mu) := \Phi^\beta,h(\tau^\beta,h(\varphi, \mu), \mu),
\]
and for each \( \delta > 0 \), \( K_\delta := \{(\varphi, \mu) : \hat{\mathbb{I}}(\varphi, \mu) \leq \delta\} \). The following are some technical lemmas needed for the proof of Theorem 2.5

**Lemma 2.3.** (2.1 Lemma 7.1) Under the following conditions for the boundedness, and the convergence (uniformly in \( K_\delta \)) of \( \{\beta^i\}_{i=1}^{\infty} \), \( \{h^i_+(x, y)\}_{i=1}^{\infty} \) to \( \beta_s, h_s(x, y) \):
\[
\int_0^N |\beta_s|^2 ds + \int_0^N \text{ess sup}_{(\varphi, \mu) \in K_\delta} \int_{\mathbb{R}^d} |\nabla h_s(\varphi, y)| m_s(y) dy ds < \infty,
\]
\[
\lim_{i \to \infty} \int_0^N |\beta_s - \beta^i_s|^2 ds
\]
\[
+ \lim_{i \to \infty} \text{sup}_{(\varphi, \mu) \in K_\delta} \int_0^N \int_{\mathbb{R}^d} |\nabla h_s(\varphi, y) - \nabla h^i_s(\varphi, y)|^2 m_s(y) dy ds = 0,
\]
we have the convergence
\[
\tau_{N}^{\beta, h}(\varphi, \mu) \xrightarrow{\mu} \infty \tau_{N}^{\beta, h}(\varphi, \mu) \text{ and } \theta_{N}^{\beta, h}(\varphi, \mu) \xrightarrow{\mu} \infty \theta_{N}^{\beta, h}(\varphi, \mu) \text{ uniformly in } K_{3}.
\]

**Lemma 2.4.** ([34 Lemma 7.2]) *(Localizing supremum)* If \(h_s(x, y)\) is measurable and belongs to class \(\mathcal{W}^{1, 1}_{loc}\) in \(y\), vanishes when \(y\) is outside of some open ball in \(\mathbb{R}^{l}\) locally uniformly in \((s, x)\), and such that the derivative \(Dh_s(x, y)\) is continuous in \((x, y)\) for almost all \(s \in \mathbb{R}_{+}\), and that \(\int_{0}^{N} \sup_{\varphi \in \mathcal{F}_{N}} \|h_s(x, y)\|^{q} dy ds < \infty\) for all \(q > 1\) and \(L > 0\). Then, \(\sup_{(x, y) \in K_{1}} (\theta_{N}^{\beta, h}(\varphi, \mu) - \varphi(\mu)) = 0\), and the supremum is attained.

**Lemma 2.5.** ([34 Lemma 7.3]) *(Regularities and growth-rate properties of a certain (dense) class)* Assume \(m_{s}(y)\) is an \(\mathbb{R}_{+}\)-valued measurable function and is a probability density in \(y\) for almost every \(s\) and is bounded away from zero on bounded sets of \((s, y)\) and is in \(C^{l}(\mathbb{R}^{l})\), with \(\nabla m_{s}(y)\) being locally bounded in \((s, y)\), and \(m_{s}(y) = M_{s} e^{-a|y|} (a > 0)\) for all \(|y|\) large enough locally uniformly in \(s\). There exists an \(a_{0}\) such that if \(a > a_{0}\), there is a \(w_{s}(x, \cdot)\) such that \(J_{s,m_{s}(\cdot),u}(\cdot) = \nabla w_{s}(x, \cdot)\) and satisfies certain regularity and growth-rate properties [34] (7.13)-(7.15).

**Proof.** [Proof of Theorem 1.3] Let \(a_{0}\) and then \(\tilde{w}_{s}(x, y)\) be as in Lemma 2.5.4 for \(\tilde{m}_{s}(y)\). Let \(\tilde{\beta} = 0\) and \(\tilde{h}_{s}(x, y) = \frac{1}{t} \ln \tilde{m}_{s}(y) - \tilde{w}_{s}(x, y)\). Then \(\nabla \tilde{h}_{s}(x, y) = \frac{\nabla \tilde{m}_{s}(y)}{\tilde{m}_{s}(y)} - \nabla \tilde{w}_{s}(x, y)\). We want to apply Lemma 2.4 for \(\tilde{\beta}, \tilde{h}_{s}(x, y)\). However, \(\tilde{h}_{s}(x, y)\) might not have a compact support in \(y\). Hence, in order to use Lemma 2.4, we need to restrict it to a compact set. Therefore, we shall truncate \(\tilde{h}_{s}(x, y)\). Let \(\eta(t)\) represent an \(\mathbb{R}_{+}\)-valued nonincreasing \(C_{0}^{c}(\mathbb{R}^{l})\)-function such that \(\eta(t) = 1\) for \(0 \leq t \leq 1\) and \(\eta(t) = 0\) for \(t \geq 2\). Let \(\tilde{w}_{s}(x, y) = \tilde{w}_{s}(x, y) \eta(\frac{|y|}{t})\) and \(\tilde{h}_{s}(x, y) = \frac{1}{t} \eta(\frac{|y|}{t}) \ln \tilde{m}_{s}(y) - \tilde{w}_{s}(x, y)\).

As in [34 Lemma 7.4], we can prove that \(\tilde{h}_{s}(x, y)\) satisfies the conditions in Lemma 2.4.

Next, given \(N \in \mathbb{N}\), let \(\tau_{N}^{\beta, h}(\varphi, \mu)\) and \(\theta_{N}^{\beta, h}(\varphi, \mu)\) be defined by the respective equations (2.40) and (2.53) with \(\beta = 0\) and \(h = \tilde{h}_{s}(x, y)\). Since the functions \(\beta = 0\) and \(\tilde{h}_{s}(x, y)\) satisfy the hypothesis in Lemma 2.4, there exists \((\varphi^{N,i}, \mu^{N,i}) \in \mathcal{G}\) such that \(\theta_{N}^{\beta, h}(\varphi^{N,i}, \mu^{N,i}) = \tilde{I}(\varphi^{N,i}, \mu^{N,i})\) and \((\varphi^{N,i}, \mu^{N,i}) \in K_{2N+2}\) for all \(i\). In particular, \(\mu^{N,i}(ds, dy) = m_{s}^{N,i}(y)dyds\), where \(m_{s}^{N,i}(\cdot)\) belongs to \(\mathcal{P}(\mathbb{R}^{d})\), and the set \(\{(\varphi^{N,i}, \mu^{N,i}), i = 1, 2, \ldots\}\) is relatively compact. Since \(\tilde{I}(\varphi^{N,i}, \mu^{N,i}) \geq \Gamma((\varphi^{N,i}, \mu^{N,i}))\) and \(\theta_{N}^{\beta, h}(\varphi^{N,i}, \mu^{N,i}) \leq \Gamma((\varphi^{N,i}, \mu^{N,i}))\), one has

(2.61)
\[
\theta_{N}^{\beta, h}(\varphi^{N,i}, \mu^{N,i}) = \Gamma((\varphi^{N,i}, \mu^{N,i})) = \tilde{I}(\varphi^{N,i}, \mu^{N,i}).
\]

Extract a convergent subsequence (still denoting the index by \(i\)) \(\mu^{N,i} \rightarrow \mu^{N}\) in \(\mathcal{C}_{r}(\mathbb{R}_{+}, \mathcal{M}(\mathbb{R}^{d}))\) and \(\varphi^{N,i} \rightarrow \varphi^{N}\) in \(\mathcal{C}(\mathbb{R}_{+}, \mathcal{M}(\mathbb{R}^{d}))\).

Because of (2.61) and (2.57), \(\Gamma((\varphi^{N,i}, \mu^{N,i}))\) obtains supremum at \(\tilde{h}^{i}_{s}(x, y)\) when \(s \leq \tau_{N}^{0, h}(\varphi^{N,i}, \mu^{N,i})\). Therefore, by using (2.53), we can characterize \(m_{s}^{N,i}(\cdot)\) (noted that \(\mu^{N,i}(ds, dy) = m^{N,i}(y)dyds\)) and then can show that the convergence of (2.53) and (2.60) in the hypothesis of Lemma 2.4 are satisfied (see [34] (7.46)-(7.48)). Thus, by Lemma 2.3 we have that \(\tau_{0}^{\beta, h}(\varphi^{N,i}, \mu^{N,i}) \rightarrow \tau_{0}^{\beta, h}(\varphi^{N}, \mu^{N})\) as \(i \rightarrow \infty\), and that \(m_{s}^{N,i}(y) \rightarrow m_{s}(y)\) in \(L^{1}[0, \tau_{0, h}(\varphi^{N}, \mu^{N})] \times \mathbb{R}^{l}\). Therefore, \(\mu^{N}(ds, dy) = m_{s}(y)dyds\) for almost all \(s \leq \tau_{0, h}(\varphi^{N}, \mu^{N})\).

Using \(\varphi^{N,i}_{s} = \int_{\mathbb{R}^{l}} F_{s}(\varphi^{N,i}, y) m_{s}^{N,i}(y)dy\) due to (2.52) and applying [34] Lemma 6.7, we obtain from the convergence of \(\varphi^{N,i} \rightarrow \varphi^{N}\) in \(\mathcal{C}(\mathbb{R}_{+}, \mathcal{M}(\mathbb{R}^{d}))\) and \(m_{s}^{N,i}(y) \rightarrow m_{s}(y)\)
in \( L^1([0, \tau_N^0(\varphi^N, \mu^N)] \times \mathbb{R}^d) \) as \( i \to \infty \) that \( \hat{\varphi}^N_s = \int_{[0, \tau_N^0(\varphi^N, \mu^N)]} F^\epsilon_s(x,y) dy \) a.e. for \( s \leq \tau_N^0(\varphi^N, \mu^N) \). By the uniqueness, \( \hat{\varphi}^N_s = \hat{\varphi}_s \) for \( s \leq \tau_N^0(\varphi^N, \mu^N) \). As a byproduct, \( \hat{\varphi}^N_s \to \hat{\varphi}_s \) as \( i \to \infty \) a.e. on \([0, \tau_N^0(\varphi^N, \mu^N)]\).

We have proved that \( \tau_N^0(\varphi^N, \mu^N) = \tau_N^0(\hat{\varphi}, \hat{\mu}) \) and \( \varphi^N_s = \hat{\varphi}_s, \mu^N_s = \hat{\mu}_s \) for \( s \leq \tau_N^0(\hat{\varphi}, \hat{\mu}) \) so that \( \theta_N^0(\varphi^N, \mu^N) = \theta_N^0(\hat{\varphi}, \hat{\mu}) \). We can show that \( \theta_N^0(\varphi^N, \mu^N) = \lim_{s \to \infty} \theta_N^0(\varphi^N, \mu^N, i) \). Therefore, taking the limit in (2.61), we have \( \hat{\varphi}^N_s = \hat{\varphi}_s \mu^N_s = \hat{\mu}_s \) for all \( N > 0 \),

\[
(2.62) \quad \hat{\varphi}^N_s = \hat{\varphi}_s, \mu^N_s = \hat{\mu}_s \text{ uniformly in bounded sets of } \varphi^N, \mu^N, \hat{\varphi}, \hat{\mu}.
\]

From (2.62), the fact \( \varphi^N_s = \hat{\varphi}_s, \mu^N_s = \hat{\mu}_s \) until \( \tau_N^0(\hat{\varphi}, \hat{\mu}) \) and the fact \( \hat{\varphi} \) is lower semi-continuous and inf-compact, we obtain \( \hat{\varphi}^N_s = \hat{\varphi}_s \mu^N_s = \hat{\mu}_s \mu^N_s = \hat{\mu}_s \mu^N_s = \hat{\mu}_s \). As a result, we can conclude that \( \hat{\varphi}^N_s = \hat{\varphi}_s \mu^N_s = \hat{\mu}_s \mu^N_s = \hat{\mu}_s \mu^N_s = \hat{\mu}_s \) satisfying the requirements in Theorem 2.8.

**Step (ii): Approximating the LD limits in arbitrary points by regular points**. Let \( \hat{\varphi} \) be a LD limit point of \( \{(X^i, \mu^i)\}_{i \geq 0} \) and be such that \( \hat{\varphi}(\varphi, \mu) = \infty \) unless \( \varphi = \hat{\varphi} \). In this step, it is proven (see [34, Theorem 8.1]) that if \( \hat{\varphi}(\varphi, \mu) < \infty \), then there exists a sequence \( \{(\varphi^i(k), \mu^i(k))\} \), whose elements have the properties as in Theorem 2.5 such that \( \{(\varphi^i(k), \mu^i(k))\} \to (\varphi, \mu) \) and \( \hat{\varphi}(\varphi^i(k), \mu^i(k)) \to \hat{\varphi}(\varphi, \mu) \) as \( k \to \infty \). Therefore, one has \( \hat{\varphi}(\varphi, \mu) < \infty \) if \( \hat{\varphi}(\varphi, \mu) = \lim_{k \to \infty} \hat{\varphi}(\varphi^i(k), \mu^i(k)) = \lim_{k \to \infty} \hat{\varphi}(\varphi^i(k), \mu^i(k)) = \hat{\varphi}(\varphi, \mu) \)

Hence, we have obtained desired properties in this Section.

**2.2.6. Completion of the Proof of Theorem 2.4** We will complete the proof of Theorem 2.4 by removing the restriction that \( \hat{\varphi}(\varphi, \mu) = \infty \) unless \( \varphi = \hat{\varphi} \) in Section 2.2.3 where \( \hat{\varphi} \) is a prespecified element such that \( \hat{\varphi}_0(\hat{\varphi}) = 0 \). This can be done similarly as in [34, Section 9] which will be omitted here.

3. Fast-Slow Second-Order Systems with General Fast Random Processes. In this section, we treat (1.2), in which the fast-varying random process \( \xi^\epsilon \) is under a more general setup without specified structure. We need the following assumptions. By a glance, the conditions may seem to be abstract. Nevertheless, Remark 3.1 illustrates that these assumptions are mild, verifiable, and natural.

**Assumption 3.1.** The functions \( F^\epsilon_t(x,y) \) and \( \lambda^\epsilon_t(x,y) \) are Lipschitz continuous in \( x \) locally uniformly in \( t \) and globally uniformly in \( y \), and \( \lambda^\epsilon_t(x,y) \) is bounded below (uniformly) by a positive constant \( \kappa_0 \). Either \( F^\epsilon_t(x,y) \) and \( \lambda^\epsilon_t(x,y) \) have linear growth in \( (t,x) \) globally in \( y \), i.e., there is a universal constant \( \tilde{C} \) such that

\[
|F^\epsilon_t(x,y)| + |\lambda^\epsilon_t(x,y)| \leq \tilde{C}(1 + |t| + |x|),
\]

or \( F^\epsilon_t(x,y) \) and \( \lambda^\epsilon_t(x,y) \) have linear growth in \( x \) locally in \( y \), i.e., the constant \( \tilde{C} \) in (3.1) is uniformly in bounded sets of \( y \) and \( \xi^\epsilon_t \) is such that for any \( T > 0 \)

\[
(3.2) \quad \lim_{L \to \infty} \limsup_{\epsilon \to 0} e \log P\left( \sup_{0 \leq t \leq T} |\xi^\epsilon_t| > L \right) = -\infty.
\]
Definition 3.1. A family of stochastic processes \( \{X^\varepsilon\}_{\varepsilon > 0} \) is said to satisfy the local LDP in \( C([0,1],\mathbb{R}^d) \) with rate function \( J \), if for any \( \varphi \in C([0,1],\mathbb{R}^d) \),

\[
\lim_{\delta \to 0} \limsup_{\varepsilon \to 0} \varepsilon \log P(\varepsilon X \in B(\varphi, \delta)) = \lim_{\delta \to 0} \liminf_{\varepsilon \to 0} \varepsilon \log P(\varepsilon X \in B(\varphi, \delta)) = -J(\varphi),
\]

where \( B(\varphi, \delta) \) is the ball centered at \( \varphi \) with radius \( \delta \) in \( C([0,1],\mathbb{R}^d) \). \( J \) is called local rate function.

Assumption 3.2. The family of processes \( \{Z^\varepsilon\}_{\varepsilon > 0} \) given by

\[
(3.3) \quad \dot{Z}_t^\varepsilon = \frac{F_t(Z_t^\varepsilon, \xi_t^\varepsilon)}{X_t^\varepsilon(x_t^\varepsilon, \xi_t^\varepsilon)}, \quad Z_0^\varepsilon = x_0^\varepsilon,
\]

satisfies the local LDP with a rate function \( J \).

Remark 3.1. Seemingly abstract, Assumption 3.2 is not restrictive. In fact, it is the LDP for the first-order systems, which is relatively well-understood now. For example, the condition is verified when \( \xi_t^\varepsilon \) is a (fast-varying) diffusion process

\[
d\xi_t^\varepsilon = \frac{1}{\varepsilon} b_t^\varepsilon(X_t^\varepsilon, \xi_t^\varepsilon)dt + \frac{1}{\sqrt{\varepsilon}} \sigma_t^\varepsilon(X_t^\varepsilon, \xi_t^\varepsilon)dW_t,
\]

where \( W_t \) is a standard Brownian motion; see [2]. It is also verified when \( \xi_t^\varepsilon \) is a (fast-varying) Markovian switching process with generator \( Q(t)/\varepsilon \) and \( Q(t) \) being a time-inhomogeneous and irreducible generator of a Markov chain, or \( \xi_t^\varepsilon \) is a (fast-varying) jump process having jumps at rate \( O(\varepsilon^{-1}) \); see [2]. Furthermore, the condition is verified when \( \xi_t^\varepsilon \) has no specific representation but satisfies exponential ergodicity [18]. Note also that condition (3.2) in Assumption 3.1 is essentially an exponential tightness of the fast processes, which is readily verified for \( \xi_t^\varepsilon \) being diffusion processes or Markovian switching processes. When we deal with general fast processes without any specific formulation, the assumption on tightness (3.2) and Assumption 3.2 are very natural. Without the tightness and ergodicity of the fast processes, it is unlikely one can obtain the averaging and large deviations principles for a fast-slow system under the setting of general fast processes.

Remark 3.2. We did not assume any regularity and growth-rate conditions of the coefficients of the slow component when dealing with (1.1). However, for general fast random process, it seems to be impossible to use the same assumptions because we do not require any structure for the fast process. As a result, the assumptions in this section are stronger than that of Section 2. In particular, we need the Lipschitz continuity and growth-rate conditions of \( F_t^\varepsilon(x,y) \). It is worth noting that we used two totally different approaches for the cases of fast diffusions and general fast-varying processes. If the fast process is a diffusion, thanks to the nice structure of martingales, we can identify the rate function after estimating the exponential moment. Therefore, in the first case, after obtaining the exponential tightness and then relatively LD compactness (see Definition 2.3), our remaining work is to identify the rate functions. In the general case, we use a different approach that relies on the property that exponential tightness and the local LDP imply the full LDP. In this situation, we need to connect directly the solutions of the second-order and the first-order equations.

We are now in a position to present the main theorem. The result is stated next and proof is given in the next section.

Theorem 3.1. Assume that Assumptions 3.1 and 3.2 hold, that the family \( \{x_0^\varepsilon\}_{\varepsilon > 0} \) is exponentially tight, and that \( \limsup_{\varepsilon \to 0} \varepsilon |x_1^\varepsilon| < \infty \text{ a.s.} \) Then, the family \( \{X^\varepsilon\}_{\varepsilon > 0} \) of (1.2) obeys the LDP in \( C(\mathbb{R}_+,\mathbb{R}^d) \) with rate function \( J \).
3.1. Proof of Theorem 3.1. The proof of this theorem is based on the fact that the exponential tightness and local LDP implies the full LDP. The following result is well-known in large deviations theory; see, e.g., [11] [10] [27].

Proposition 3.1. The exponential tightness and the local LDP for a family \( \{X^\varepsilon\}_{\varepsilon > 0} \) in \( C([0, 1], \mathbb{R}^d) \) with local rate function \( J \) imply the full LDP in \( C([0, 1], \mathbb{R}^d) \) for this family with rate function \( J \).

In what follows, we prove the LDP of \( \{X^\varepsilon\}_{\varepsilon > 0} \) in \( C([0, 1], \mathbb{R}^d) \). It will be seen that it can be extended to the space \( C([0, T], \mathbb{R}^d) \) endowed with the sup-norm topology for any \( T > 0 \). As a consequence, the LDP still holds in \( C([0, \infty), \mathbb{R}^d) \), the space of continuous function on \([0, \infty)\) endowed with the local supremum topology. (This fact follows from the Dawson-Gärtner theorem; see [10] Theorem 4.6.1, which states that it suffices to check the LDPs in \( C([0, T], \mathbb{R}^d) \) for any \( T \) in the uniform metric.) We will still use \( C \) to represent a generic positive constant that is independent of \( \varepsilon \). The value \( C \) may change at different appearances; we will specify which parameters it depends on if it is necessary.

**Exponential tightness.** We aim to prove (2.16) and (2.17). We have

\[
X^\varepsilon_t = x^\varepsilon_0 + \int_0^t x^\varepsilon_s e^{-A^\varepsilon_s(s)} ds + \frac{1}{\varepsilon^2} \int_0^t \int_0^s e^{-A^\varepsilon_s(s, r)} F^\varepsilon_s(X^\varepsilon_r, \xi^\varepsilon_r) dr,
\]

where for any \( 0 \leq s \leq t \leq 1, \varepsilon > 0 \), \( A^\varepsilon_s(t, s) := \frac{1}{\varepsilon^2} \int_s^t \lambda^\varepsilon_s(X^\varepsilon_r, \xi^\varepsilon_r) dr \), \( A^\varepsilon_0(t) = A^\varepsilon(t, 0) \).

So, we can obtain from some direct calculations and Assumption 3.1 that

\[
|X^\varepsilon_t| \leq |x^\varepsilon_0| + C \varepsilon^2 |x^\varepsilon_1| + C \int_0^t \sup_{r \in [0, s]} |F^\varepsilon_r(X^\varepsilon_r, \xi^\varepsilon_r)| ds,
\]

and by noting further that \( \int_0^t e^{-\lambda^\varepsilon_s(s, r)} dr \leq C \varepsilon^2 (1 - e^{-\lambda^\varepsilon_0(s, r)}) \leq C \varepsilon \sqrt{|t - s|} \), we get

\[
|X^\varepsilon_t - X^\varepsilon_s| \leq C \varepsilon |x^\varepsilon_1| \sqrt{|t - s|} + C |t - s| \sup_{r \in [s, t]} |F^\varepsilon_r(X^\varepsilon_r, \xi^\varepsilon_r)|.
\]

If (3.1) in Assumption 3.1 holds, (2.16) follows immediately from (3.5) and Gronwall’s inequality on noting that \( \lim_{\varepsilon \to 0} \varepsilon^2 |x^\varepsilon_1| = \infty \) a.s., \( \{x^\varepsilon_0\}_{\varepsilon > 0} \) is exponentially tight; and then (2.17) follows from (2.16) and (3.6).

Otherwise, assume that (3.2) holds. Let \( \bar{C}_N \) be constant in (3.1) uniformly in \( |y| < N \). We get from (3.5) that \( \sup_{t \in [0, 1]} |X^\varepsilon_t| \leq \bar{C}_N |X^\varepsilon_1| \leq \bar{C}_N N e^{\bar{C}_N} \) provided \( \sup_{t \in [0, 1]} |\xi^\varepsilon_t| < N, |x^\varepsilon_0| < N \). Therefore, for any \( N > 0 \), for \( L > C(\bar{C}_N + N)e^{\bar{C}_N} \) one has

\[
\mathbb{P}^\varepsilon( \sup_{t \in [0, 1]} |X_t| > L ) \leq \mathbb{P}^\varepsilon( |X^\varepsilon_0| > N ) + \mathbb{P}^\varepsilon( \sup_{t \in [0, 1]} |\xi^\varepsilon_t| > N ).
\]

Letting \( L \to \infty \) and \( N \to \infty \) and using the logarithm equivalence principle [10] Lemma 1.2.15 and (3.2) in Assumption 3.1 we get (2.16). Thus, we also obtain (2.17).

**Local LDP.** It is noted that we do not assume any structure of \( \xi^\varepsilon_t \). As a result, we could not use the integration by parts (Lemma 2.1) to connect the first-order and the second-order systems. Therefore, we will establish a relationship in a local sense.

For each continuous function \( \varphi \), we introduce the auxiliary processes \( X^\varepsilon_t, \varphi \), the solution of the following equation

\[
\varepsilon^2 \dot{X}^\varepsilon_t, \varphi = F^\varepsilon_t(\varphi_t, \xi^\varepsilon_t) - \Lambda^\varepsilon_t(\varphi_t, \xi^\varepsilon_t) X^\varepsilon_t, \varphi,
\]

\[
X^\varepsilon_0 = x^\varepsilon_0, \dot{X}^\varepsilon_0 = x^\varepsilon_1,
\]
and $Z_{t}^{\varepsilon, \varphi}$, the solution of
\begin{equation}
(3.8) \quad \dot{Z}_{t}^{\varepsilon, \varphi} = \frac{F_{r}^{\varepsilon}(\varphi_{t}, \xi_{t}^{\varepsilon})}{\lambda_{t}^{\varepsilon}(\varphi_{t}, \xi_{t}^{\varepsilon})}, \quad Z_{0}^{\varepsilon, \varphi} = x_{0}^{\varepsilon}.
\end{equation}
We have from (3.7) and the variation of parameters formula that
\begin{equation}
(3.9) \quad X_{t}^{\varepsilon, \varphi} = x_{0}^{\varepsilon} + \int_{0}^{t} x_{1}^{\varepsilon} e^{-A_{\varepsilon, \varphi}(s)}ds + \frac{1}{\varepsilon} \int_{0}^{t} \int_{0}^{s} e^{-A_{\varepsilon, \varphi}(s, r)} F_{r}^{\varepsilon}(\varphi_{r}, \xi_{r}^{\varepsilon}) dr,
\end{equation}
where for any $0 \leq s \leq t \leq 1, \varepsilon > 0$, $A_{\varepsilon, \varphi}^{s, t}(s, t) := \frac{1}{\varepsilon^{2}} \int_{s}^{t} \lambda_{r}^{\varepsilon}(\varphi_{r}, \xi_{r}^{\varepsilon}) dr$, and $A_{\varepsilon, \varphi}(t) = A_{\varepsilon, \varphi}(t, 0)$. From the fact that $A_{\varepsilon}^{s, t}(s, r), A_{\varepsilon, \varphi}^{s, t}(s, r) \geq \frac{\kappa_{0}(s \varepsilon)}{\varepsilon^{2}}$, and the property of $\lambda$, we obtain that
\begin{equation}
(3.10) \quad \left| e^{-A_{\varepsilon}^{s, t}(s, r)} - e^{-A_{\varepsilon, \varphi}^{s, t}(s, r)} \right| \leq C e^{-\frac{\kappa_{0}(s \varepsilon)}{\varepsilon^{2}}} \frac{1}{\varepsilon^{2}} \int_{s}^{t} \sup_{r \in [0, s]} \left| X_{r}^{\varepsilon, \varphi} - \varphi_{r} \right| dr
\end{equation}
\begin{equation}
\leq C e^{-\frac{\kappa_{0}(s \varepsilon)}{\varepsilon^{2}}} \frac{s - r}{\varepsilon^{2}} \sup_{r \in [0, s]} \left| X_{r}^{\varepsilon, \varphi} - \varphi_{r} \right|.
\end{equation}
A change of variable leads to
\begin{equation}
(3.11) \quad \int_{0}^{s} \exp \left\{ -\frac{\kappa_{0}(s \varepsilon)}{\varepsilon^{2}} \right\} \cdot \frac{s - r}{\varepsilon^{2}} ds = \frac{1}{\varepsilon^{2}} \int_{0}^{s} e^{-\kappa_{0}(s \varepsilon) r} dr \leq C \varepsilon^{2}.
\end{equation}
Therefore, we obtain from the Lipschitz property of the coefficients and (3.10) that
\begin{equation}
(3.12) \quad \int_{0}^{s} \left| e^{-A_{\varepsilon}^{s, t}(s, r)} F_{r}^{\varepsilon} (X_{r}^{\varepsilon}, \xi_{r}^{\varepsilon}) - e^{-A_{\varepsilon, \varphi}^{s, t}(s, r)} F_{r}^{\varepsilon} (\varphi_{r}, \xi_{r}^{\varepsilon}) \right| dr
\end{equation}
\begin{equation}
\leq \int_{0}^{s} e^{-A_{\varepsilon}^{s, t}(s, r)} F_{r}^{\varepsilon} (X_{r}^{\varepsilon}, \xi_{r}^{\varepsilon}) - e^{-A_{\varepsilon, \varphi}^{s, t}(s, r)} F_{r}^{\varepsilon} (\varphi_{r}, \xi_{r}^{\varepsilon}) \right| dr
\end{equation}
\begin{equation}
\leq C \varepsilon^{2} \sup_{0 \leq r \leq s} \left| X_{r}^{\varepsilon} - \varphi_{r} \right| + C \varepsilon^{2} \sup_{0 \leq r \leq s} \left| F_{r}^{\varepsilon} (\varphi_{r}, \xi_{r}^{\varepsilon}) \right| \sup_{0 \leq r \leq s} \left| X_{r}^{\varepsilon} - \varphi_{r} \right|.
\end{equation}
Combining (3.4), (3.9), and applying (3.12) and noting that $\limsup_{\varepsilon \to 0} \varepsilon \mid x_{1}^{\varepsilon} \mid < \infty$ leads to
\begin{equation}
(3.13) \quad \sup_{s \in [0, t]} \left| X_{s}^{\varepsilon} - X_{s}^{\varepsilon, \varphi} \right| \leq C \varepsilon \sup_{s \in [0, t]} \left| X_{s}^{\varepsilon} - \varphi_{s} \right| + C \sup_{s \in [0, t]} \left| F_{s}^{\varepsilon} (\varphi_{s}, \xi_{s}^{\varepsilon}) \right| \int_{0}^{t} \sup_{r \in [0, s]} \left| X_{r}^{\varepsilon} - \varphi_{r} \right| ds.
\end{equation}
From (3.7) and (3.8), we obtain that
\begin{equation}
(3.14) \quad \left| X_{t}^{\varepsilon, \varphi} - Z_{t}^{\varepsilon, \varphi} \right| = \left| \int_{0}^{t} \varepsilon^{2} \frac{\dot{X}_{r}^{\varepsilon, \varphi}}{\lambda_{r}^{\varepsilon}(\varphi_{r}, \xi_{r}^{\varepsilon})} dr \right| \leq C \varepsilon^{2} \sup_{s \in [0, t]} \left| \dot{X}_{r}^{\varepsilon, \varphi} \right| \leq C \varepsilon^{2} \left( x_{1}^{\varepsilon} \right) + \sup_{r \in [0, t]} \left| F_{r}^{\varepsilon} (\varphi_{r}, \xi_{r}^{\varepsilon}) \right| \right) \int_{0}^{t} \sup_{r \in [0, s]} \left| Z_{r}^{\varepsilon} - \varphi_{r} \right| ds.
\end{equation}
One also gets from (3.3), (3.8), and the Lipschitz continuity of $F^{\varepsilon}, \lambda^{\varepsilon}$ that
\begin{equation}
(3.15) \quad \sup_{s \in [0, t]} \left| Z_{s}^{\varepsilon, \varphi} - Z_{s}^{\varepsilon} \right| \leq C \left( \sup_{s \in [0, t]} \left| F_{s}^{\varepsilon} (\varphi_{s}, \xi_{s}^{\varepsilon}) \right| + \sup_{r \in [0, t]} \left| \lambda_{r}^{\varepsilon}(\varphi_{r}, \xi_{r}^{\varepsilon}) \right| \right) \int_{0}^{t} \sup_{r \in [0, s]} \left| Z_{r}^{\varepsilon} - \varphi_{r} \right| ds.
\end{equation}
Now, if (3.1) in Assumption 3.1 holds, combining (3.13), (3.14), and (3.15), we get
\[
\sup_{s \in [0,t]} |X^\varepsilon_s - \varphi_s| \leq C\varepsilon \sup_{s \in [0,t]} |X^\varepsilon_s - \varphi_s| + C\varepsilon (1 + \sup_{r \in [0,1]} |\varphi_r|)
+ C(1 + \sup_{r \in [0,1]} |\varphi_r|) \sup_{r \in [0,1]} |Z^\varepsilon_r - \varphi_r|
+ C(1 + \sup_{r \in [0,1]} |\varphi_r|) \int_0^t \sup_{r \in [0,s]} |X^\varepsilon_r - \varphi_r| ds,
\]
and
\[
\sup_{s \in [0,t]} |Z^\varepsilon_s - \varphi_s| \leq C\varepsilon (1 + \sup_{r \in [0,1]} |\varphi_r|) + C(1 + \sup_{r \in [0,1]} |\varphi_r|) \sup_{r \in [0,1]} |Z^\varepsilon_r - \varphi_r|
+ C(1 + \sup_{r \in [0,1]} |\varphi_r|) \int_0^t \sup_{r \in [0,s]} |X^\varepsilon_r - \varphi_r| ds.
\]
Thus, for small \( \varepsilon \), one has
\[
(3.16)
\]
for some constants \( C_{1,\varphi}, C_{2,\varphi} \) depending only on \( \sup_{r \in [0,1]} |\varphi_r| \) and independent of \( \varepsilon \). So, for any \( \delta > 0 \) we have from (3.16) that
\[
\mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |X^\varepsilon_t - \varphi_t| < \delta ) \leq \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |Z^\varepsilon_t - \varphi_t| < 2\delta C_{2,\varphi}), \forall \varepsilon < \delta / C_{2,\varphi}, \and
\]
\[
\mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |X^\varepsilon_t - \varphi_t| < \delta ) \geq \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |Z^\varepsilon_t - \varphi_t| < \frac{\delta}{2C_{1,\varphi}}), \forall \varepsilon < \delta / C_{1,\varphi}.
\]
Therefore, the local LDP of \( \{X^\varepsilon\}_{\varepsilon > 0} \) follows directly from the local LDP of \( \{Z^\varepsilon\}_{\varepsilon > 0} \).

If (3.2) in Assumption 3.1 only holds locally and (3.2) holds, then in the event \( \sup_{t \in [0,1]} |\xi^\varepsilon_t| < N \), we still have (3.16) with \( C_{1,\varphi}, C_{2,\varphi} \) replaced by \( C_{1,\varphi,N}, C_{2,\varphi,N} \) depending only on \( \varphi, N \). So, for any \( \delta > 0 \) one also has that \( \forall \varepsilon < \delta / C_{1,\varphi,N} \and \delta / C_{2,\varphi,N} \),
\[
\mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |X^\varepsilon_t - \varphi_t| < \delta ) \leq \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |Z^\varepsilon_t - \varphi_t| < 2\delta C_{2,\varphi,N}) + \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |\xi^\varepsilon_t| > N),
\]
and
\[
\mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |X^\varepsilon_t - \varphi_t| < \delta ) \geq \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |Z^\varepsilon_t - \varphi_t| < \frac{\delta}{2C_{1,\varphi,N}}) - \mathbb{P}^\varepsilon( \sup_{t \in [0,1]} |\xi^\varepsilon_t| > N).
\]
By letting \( \varepsilon \to 0, N \to \infty, \and \delta \to 0 \) and using the logarithm equivalence principle [10, Lemma 1.2.15] and (3.2) in Assumption 3.1 we obtain the local LDP for \( \{X^\varepsilon\}_{\varepsilon > 0} \). Therefore, the proof of Theorem 3.1 is complete.

4. Examples. In this section, we consider some examples drawn from physics to illustrate our formulation and results in these cases.
4.1. Stochastic Acceleration with Small-mass Particles. Stochastic acceleration considers motions of a net of particles in a net of random force fields, which is described by the Newton’s law as \( \dot{x}_e(t) = F_e(t, \omega, x_e(t), \dot{x}_e(t), \chi_e(t)) \), where \( F_e \) denotes the random force fields. Such models were considered by Kesten and Papanicolaou in \[22, 23\] and references therein. Note that small and large are relative terms. Here we focus on small-mass particles, by which we mean that the Reynolds number is small (see e.g., \[23\] for a definition) so that inertial effects are negligible compared to the damping force, or the ratio ‘inertial effects/damping force’ is parameterized by \( \varepsilon \ll 1 \). Therefore, random force field \( F_e \) can be written as \( F_e = F_e^\varepsilon - \frac{\lambda}{\varepsilon} \), and the motion is described by \( \dot{x}_e(t) = F_e(t, x_e(t), \chi_e(t)) \) by scaling \( \dot{x}_e(t) \). Now, by scaling \( X^\varepsilon_t := x_e(t/\varepsilon) \), and \( \Xi^\varepsilon_t := \chi_e(t/\varepsilon) \), the system can be rewritten as \( \Xi^\varepsilon_t \), i.e.,

\[(4.1) \quad \varepsilon^2 \dot{X}^\varepsilon_t = F_\varepsilon^\varepsilon(X^\varepsilon_t, \Xi^\varepsilon_t) - \lambda^\varepsilon(X^\varepsilon_t, \Xi^\varepsilon_t) \dot{X}^\varepsilon_t, \quad X^\varepsilon_0 = x_0 \in \mathbb{R}^d, \quad X^\varepsilon_1 = x_1 \in \mathbb{R}^d.\]

The above illustrates how the fast-varying process (or fast-varying random environment) \( \Xi^\varepsilon_t \) comes in. To further demonstrate, we consider some common models of the fast-varying processes for random environment \( \Xi^\varepsilon_t \) and illustrate our results.

4.1.1. Fast-Varying Diffusion. Consider the case fast-varying process \( \Xi^\varepsilon_t \) is modeled as a (fast) diffusion, which is common in modeling stochastic process in physical phenomena, i.e.,

\[(4.2) \quad \dot{\xi}^\varepsilon_t = \frac{1}{\varepsilon} b^\varepsilon_t(X^\varepsilon_t, \xi^\varepsilon_t) + \frac{1}{\sqrt{\varepsilon}} \sigma^\varepsilon_t(X^\varepsilon_t, \xi^\varepsilon_t) \dot{W}_t, \quad \xi^\varepsilon_0 = \xi_0 \in \mathbb{R}^d.\]

In this situation, stochastic acceleration \( (4.1)-(4.2) \) become coupled second-order SDEs \( (4.1) \). The LDP for stochastic acceleration in this case is established in Theorem \( 2.10 \) with rate function given in variational form \( (2.10) \) or representation \( (2.14) \). It is important to note that we establish LDP for stochastic acceleration assuming neither Lipschitz continuity nor linear growth-rate of \( F^\varepsilon \); see Assumptions \( 2.1, 2.2 \) and Remarks \( 2.1 \).

**Theorem 4.1.** Under Assumptions \( 2.1, 2.2 \), and \( 2.8 \), stochastic acceleration under fast-varying diffusion environment \( (4.1)-(4.2) \) obeys LDP with the rate function given in \( (2.10) \).

4.1.2. Fast-Varying Jumps. Consider the case \( \Xi^\varepsilon_t \) is a jump process taking finite values in \( \mathcal{M} = \{1, \ldots, |\mathcal{M}|\} \), where \( |\mathcal{M}| \) denotes the cardinality of the set \( \mathcal{M} \). Similar to \( 2.1 \), the evolution of the jump fast component is constructed through a jump intensity function \( c(x, y) = c_y(x) : \mathbb{R}^d \times \mathcal{M} \to [0, \infty) \) and a transition probability function \( r(x, y, y') = r_{yy'}(x) : \mathbb{R}^d \times \mathcal{M} \times \mathcal{M} \to [0, 1] \), both of which are coupled with \( X^\varepsilon \). To be self-contained, we describe the construction of jump processes \( \Xi^\varepsilon_t \) as follows.

Assume that for all \( (x, y) \in \mathbb{R}^d \times \mathcal{M} \), \( \sum_{y' \in \mathcal{M}} r_{yy'}(x) = 1, \quad r_{yy}(x) = 0 \). Let \( \zeta = \sup_{(x, y) \in \mathbb{R}^d \times \mathcal{M}} c_y(x) + 1, \quad E_{yy'}(x) = [0, c_y(x)r_{yy'}(x)] \) for all \( (x, y, y') \in \mathbb{R}^d \times \mathcal{M} \times \mathcal{M} \), \( y \neq y' \), and \( \mathbb{T} = \{(y, y') \in \mathcal{M} \times \mathcal{M} : r_{yy'}(x) > 0 \text{ for some } x \in \mathbb{R}^d \} \). For \( (i, j) \in \mathbb{T} \), let \( N_{ij} \) be a Poisson random measure on \( [0, \zeta] \times [0, T] \times \mathbb{R}_+ \) with intensity measure \( \mu_\zeta \otimes \mu_T \otimes \mu_\infty \), where \( \mu_\zeta \) and \( \mu_\infty \) denote the Lebesgue measures on \( [0, T] \) and \( \mathbb{R}_+ \), respectively, such that for \( t \in [0, T] \), \( N_{ij}(A \times [0, t] \times B) = t \mu_\zeta(A) \mu_\infty(B) \) is a \( \mathcal{F}_t \)-martingale for all \( A \in \mathcal{B}[0, \zeta] \) and \( B \in \mathcal{B}(\mathbb{R}_+) \) with \( \mu_\infty(B) < 1 \). Then, we define \( N_{ij}^{-1}(dr \times dt) = \mathbb{N}_{ij}(dr \times dt \times [0, \varepsilon^{-1}]) \), which is a Poisson random measure on \( [0, \zeta] \times [0, T] \) with intensity \( \varepsilon^{-1}\mu_\zeta \otimes \mu_T \). The processes \( (N_{ij}^{-1})_{(i,j) \in \mathbb{T}} \) are taken to be
mutually independent. We will assume that for \(0 \leq s \leq t \leq T\), \(\{N_{ij}^{x,t}(A \times (s; t) \times B) : A \in B[0, \zeta], B \in B(\mathbb{R}_+), (i, j) \in T\}\) is independent of \(\mathcal{F}_s\). Now, we consider the following stochastic acceleration with fast-varying jumps

\[
\begin{align*}
\varepsilon^2 \dot{X}_t^x &= F^x(X_t^x, Y_t^x) - \lambda^x(X_t^x, Y_t^x) \dot{X}_t^x, \\
\dot{Y}_t^x &= \sum_{(i,j) \in T} \int_{[0, \zeta]} (j - i) \mathbf{1}_{\{Y^x(r - t) = i\}} \lambda_{ij}^x(X_t^x)(r) N_{ij}^{x,t}(dr \times dt), \\
X_0^x &= x_0 \in \mathbb{R}^d, \quad X_1^x = x_1 \in \mathbb{R}^d, \quad Y_0^x = y_0 \in \mathcal{M}.
\end{align*}
\]

(4.3)

According to [2], we make following assumption for the jump process.

**ASSUMPTION 4.1.** The function \(c\) is a bounded and there exists a finite constant \(C > 0\) such that for all \(y, y' \in \mathcal{M}\) and \(x_1, x_2 \in \mathbb{R}^d\),

\[
|c_y(x_1) - c_y(x_2)| + | r_{yy'}(x_1) - r_{yy'}(x_2) | \leq C |x_1 - x_2|.
\]

Moreover,

\[
\inf_{x \in \mathbb{R}^d} \min_{y \in \mathcal{M}} \sum_{n=1}^{\mid \mathcal{M} \mid} r_{ny}(x) > 0, \quad \inf_{x \in \mathbb{R}^d} \min_{y \in \mathcal{M}} c_y(x) > 0, \quad \inf_{x \in \mathbb{R}^d} \min_{y \in \mathcal{M}} r_{yy'}(x) > 0.
\]

The rate function for the LDP of (4.3) is constructed as follows. For \(\psi = (\psi(j))_{j \in \mathcal{M}}\), with \(\psi_j : [0, \zeta] \to \mathbb{R}_+\) being a measurable map for every \(j\), define

\[
\Phi^\psi_{ij}(x) = \begin{cases} 
\int_{E_{ij}(x)} \psi_j(z) \mu_\zeta(z) dz, & \text{if } i \neq j, \\
- \sum_{y \neq j} \Phi^\psi_{ji}(x), & \text{if } i = j,
\end{cases}
\]

and \(\mathcal{R} = \{v = (v_{ij})_{(i,j) \in \mathcal{T}}, v_{ij} : [0, 1] \times [0, \zeta] \to \mathbb{R}_+ \text{ is measurable for all } (i,j) \in \mathcal{T}\}\).

For \(\varphi \in C([0, 1], \mathbb{R}^d)\), let \(\mathcal{V}(\varphi)\) be the collection of all

\[
(u = (u_i), v = (v_{ih}), \pi = (\pi_i)) \in \mathcal{M}([0, 1] : \mathbb{R}^d)^{\mid \mathcal{M} \mid} \times \mathcal{R} \times \mathcal{M}([0, 1] : \mathcal{P}(\mathcal{M})),
\]

where \(\mathcal{M}([0, 1] : \mathcal{P}(\mathcal{M}))\), \(\mathcal{M}([0, 1] : \mathbb{R}^d)\) denote the space of measurable maps from \([0, 1]\) to \(\mathcal{P}(\mathcal{M})\) and from \([0, 1]\) to \(\mathbb{R}^d\), respectively, with \(\mathcal{P}(\mathcal{M})\) being the space of probability measures on \(\mathcal{M}\) equipped with the topology of weak convergence], such that

\[
\rho_1 \mid u_i(s) \mid^2 \pi_i(s) ds < \infty \text{ for each } i \in \mathcal{M},
\]

and

\[
\varphi_i = x_0 + \sum_{j \in \mathcal{M}} \int_0^t F(\varphi_s, \lambda(\varphi_s, j)) \pi_j(s) ds; \quad \sum_{j \in \mathcal{M}} \pi_j(s) \Phi^\psi^i_{ij}(\varphi_s) = 0, \text{ a.e. } s \in [0, 1], \forall i \in \mathcal{M}.
\]

Combining Theorem 3.1 and 2 yields the following result.

**THEOREM 4.2.** Assume Assumptions 5.1 and 4.1 hold. Then the family of processes \(\{X^x\}_{x > 0}\) in stochastic acceleration system with fast-varying jump [2] satisfies the LDP with the rate function \(\mathcal{I}\) given by

\[
\mathcal{I}(\varphi) = \inf_{(u,v,\pi) \in \mathcal{V}(\varphi)} \left\{ \sum_{i \in \mathcal{M}} \frac{1}{2} \int_0^1 \| u_i(s) \|^2 \pi_i(s) ds + \sum_{(i,j) \in \mathcal{T}} \int_{[0, \zeta] \times [0, 1]} \ell(v_{ij}(s,z)) \pi_i(s) \mu_\zeta(dz) ds \right\},
\]

where \(\ell(x) = x \ln x - x + 1\).
4.2. Liénard equation with relaxation oscillations. The Liénard equations, named after physicist Alfred-Marie Liénard, have been extensively studied in the literature of ordinary differential equations. During the development of radio and vacuum tubes, the Liénard equations were used to model oscillating circuits. These equations were also used in mechanical systems in physics and engineering. In the exploration of radio and vacuum tube technologies, much attention was devoted to the study of Liénard equations and such equations with relaxation oscillations. A notable important equation is the following

\begin{equation}
\frac{1}{\nu^2} \dddot{x}(t) = g(x(t)) - \kappa \ddot{x}(t),
\end{equation}

where \( \nu \gg 1 \) is a large number, \( \kappa \) is a positive constant, and \( g \) is a function. Equation \[(4.5)\] has been studied in detail in [30] with the motivation from the familiar van der Pol equation [37]. Its variations can also be found in [38] and references therein.

Now, consider the case that the environment is perturbed by random factors so that the function \( g \) and coefficient \( \kappa \) depend on a random process, which varies very fast. Such a fast-slow setting is natural as multiscale systems arise in many problems in various fields. For example, many processes (e.g., signals, cellular processes) are inherently multiscale in nature with reactions occurring at varying speeds. As a result, we consider the following Liénard equation with relaxation oscillations in a fast-varying random environment

\begin{equation}
\frac{1}{\nu^2} \dddot{x}(t) = g(x(t), \xi(t)) - \kappa \ddot{x}(t),
\end{equation}

where \( \xi(t) \) is a (fast-varying) random process, which interacts with \( x(t) \). In particular, the time-scale separation comes from applications; see for example, [30] and references therein. Using our results, we can establish LDP for the family of solutions \( \{x(\cdot)\}_{\nu \gg 1} \) of \[(4.6)\].

1. If \( \xi(t) \) has the form of a (fast) diffusion, LDP of \( \{x(\cdot)\}_{\nu \gg 1} \) is established by Theorem 4.3 without any assumption about Lipschitz continuity of \( g \). 
2. If \( \xi(t) \) is a (fast) jump process, LDP of \( \{x(\cdot)\}_{\nu \gg 1} \) can be obtained as in Section 4.1.2 (Theorem 4.2). For brevity, we only state the results without the verbatim derivations.

**Theorem 4.3.**

1. Assume \( \mathbb{d} \mathbb{E}^\nu(t) = \nu b^\nu(\xi(t), \ddot{x}(t)) + \mathcal{M} \sigma^\nu(\xi(t), \ddot{x}(t))dW(t), \xi_0^\nu = \xi_0 \in \mathbb{R}^l \).

Under Assumptions 2.1, 2.2, and 2.3, \( \{x(\cdot)\}_{\nu \gg 1} \) satisfies LDP with the rate function

\begin{equation}
\bar{I}_\chi(\varphi) = \mathbb{I}_0(\varphi_0) + \int_0^\infty \sup_{\beta \in \mathbb{R}^d} \left[ \beta^T \varphi_s - \sup_{m \in \mathbb{P}(\mathbb{R}^l)} \left( \beta^T \int_{\mathbb{R}^l} \frac{g(\varphi_s, y)}{\kappa(y)} m(y) dy \right) \right] ds,
\end{equation}

\begin{equation}
\int_{\mathbb{R}^l} \int_{\mathbb{R}^l} \left( \left[ \nabla h(y) \right]^T \left( 1 - \frac{1}{2} \mathrm{div}_s(\Sigma_s(\varphi_s, y) m(y)) - b_s(\varphi_s, y) m(y) \right) \right) dy ds,
\end{equation}

if \( \varphi \) is absolutely continuous; otherwise, \( \bar{I}_\chi(\varphi) = \infty \).

2. Assume \( \mathbb{d} \mathbb{E}^\nu(t) = \sum_{(i,j) \in T} \int_{r \in [0, T]} \mathbb{1}_{(\xi(t) \in dr \times dt)} N^\nu_{ij} (dr \times dt), \)

where \( N^\nu_{ij} \) is a Poisson random measure with (fast) intensity rate \( O(\nu) \) constructed precisely as in Section 4.1.2 Under Assumptions 3.1 and 3.4. The
\{x^u_{\nu}\}_{\nu \geq 1} satisfies the LDP with the rate function $I$ given by
\begin{equation}
I(\varphi) = \inf_{(u,v,\pi) \in \mathcal{V}(\varphi)} \left\{ \sum_{i \in \mathcal{M}} \frac{1}{2} \int_0^1 \|u_i(s)\|^2 \pi_i(s) ds + \sum_{(i,j) \in \mathcal{T}} \int_{[0,1] \times [0,1]} \ell(v_{ij}(s,z)) \pi_i(s) \mu_\zeta(dz) ds \right\},
\end{equation}

where $\ell(x) = x \ln x - x + 1$, and $\mathcal{V}(\varphi)$ be the collection of all $(u = (u_i), v = (v_i))$, $\pi = (\pi_i)$ such that $\int_0^1 \|u_i(s)\|^2 \pi_i(s) ds < \infty$ for each $i \in \mathcal{M}$, and $\varphi_t = x_0 + \sum_{j \in \mathcal{M}} \int_0^t \int_{\mathcal{S}} \Phi^{\nu}_{\pi_j} \Phi_{\pi_j}(\varphi_s) = 0$, a.e. $s \in [0,1], \forall i \in \mathcal{M}$.
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