Critical transition to a non-chaotic regime in isotropic turbulence
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We study the properties of homogeneous and isotropic turbulence in higher spatial dimensions through the lens of chaos and predictability using numerical simulations. We employ both direct numerical simulations (DNS) and numerical calculations of the Eddy Damped Quasi Normal Markovian (EDQNM) closure approximation. Our closure results show a remarkable transition to a non-chaotic regime above critical dimension $d_c \approx 5.88$. We relate these results to the properties of the energy cascade as a function of spatial dimension in the context of the idea of a critical dimension for turbulence where Kolmogorov’s 1941 theory becomes exact.

1. Introduction

The study of the fundamental properties of fluid turbulence have come to be dominated by the 1941 theory of Kolmogorov (1941) (K41) and the arguments surrounding its validity. One of the main predictions of this theory is that, for turbulence at asymptotically high Reynolds numbers ($Re$) that is homogeneous and locally isotropic, there should exist a range of length scales over which the statistical properties are determined solely by the mean rate of energy dissipation $\langle \varepsilon \rangle$. This has come to be known as the inertial range in which K41 theory predicts a multi-step cascade of energy from large to small scales as large structures in the flow break down into progressively smaller structures. By coupling the K41 hypotheses with dimensional analysis, it is straightforward to show that in the inertial range the energy spectrum, $E(k)$ takes the form

$$E(k) = C \langle \varepsilon \rangle^{\frac{2}{3}} k^{-\frac{5}{3}},$$

(1.1)

where $C$ is a universal constant. For statistically stationary turbulence the mean rate of energy dissipation at the smallest scales will be equal to the mean rate of energy injection at the largest scales. The energy cascade of the inertial range must then be driven by a mean energy transfer rate $\langle \Pi \rangle$, which numerically must be equal to $\langle \varepsilon \rangle$. As such, it is often argued that this mean energy transfer rate, being an inertial range quantity, should replace the mean dissipation rate in the inertial range energy spectrum $\langle \Pi \rangle$ (Kraichnan 1974b; Bowman 1996; McComb 2009). Note, that the relationship between $\langle \Pi \rangle$ and $\langle \varepsilon \rangle$ is purely kinematic in nature, the underlying mechanisms behind inertial energy transfer and energy dissipation are different, hence on physical grounds this distinction is important, though often overlooked.

The K41 theory of turbulence is appealing in its simplicity, however, its validity remains
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an open, and somewhat controversial, question. In 1962, motivated by a criticism from Landau (Landau & Lifshitz 1959), Kolmogorov updated his theory to account for what has become known as internal intermittency in his K62 theory (Kolmogorov 1962). This new theory introduced an anomalous exponent to the energy spectrum as well as to the real space structure functions. Initial experimental measurements of these structure functions, for example in (Van Atta & Chen 1970), found that at fourth order the exponent $\zeta_4$ did not agree with the K41 prediction and was in better agreement with the K62 value. However, things were further complicated by the more detailed experimental study of Anselmet et al. (1984) showing that at higher orders of the structure functions neither K41 nor K62 values were seen for the exponent. Attempts to reconcile theory with the experimental results led to the development of numerous fractal models (Frisch et al. 1978; Frisch & Parisi 1980). These ideas of multi-scaling in turbulence have been well explored in recent years (Schumacher et al. 2007; Yakhot & Donzis 2017; Sinhuber et al. 2017; Iyer et al. 2020) with good agreement with the theory found.

In the development of K62 and later theories discussed above, there is an explicit assumption that anomalous scaling in turbulence is a result of internal intermittency, and thus as K41 does not account for this, it must be incorrect. However, Kraichnan (1974b, 1991) highlighted that K41 cannot be ruled out solely due to spatial variation in the energy dissipation rate. Hence, another viewpoint that claims deviations from K41 scaling are due to finite Reynolds number effects has emerged. This idea was discussed in detail by Qian (1994, 1997, 1998, 1999) and in recent years, a substantial body of work in this area has formed, both experimental and numerical (McComb et al. 2014; Tang et al. 2017, 2018, 2019; Meldi et al. 2018; Djenidi et al. 2019; Antonia et al. 2017, 2019).

While corrections to K41 due to either intermittency or finite Reynolds numbers have received substantial and sustained interest, we consider now a third possibility that has been explored periodically over the last half century. The K41 inertial range energy spectrum exhibits scale invariance which has drawn many to make comparisons between fluid turbulence and critical phenomena (Nelkin 1974, 1975; De Gennes 1975; Rose & Sulem 1978; Bramwell et al. 1998; Aji & Goldenfeld 2001; Yakhot 2001; Giuliani et al. 2002; Verma 2004; Frisch et al. 2012). These analogies are interesting when considering the concept of a critical spatial dimension found in critical phenomena (Ginzburg 1960; Wilson & Fisher 1972). Above this dimensions the predictions for the critical exponents of the system are given by mean field theory. With its use of the mean energy transfer rate, it has been suggested that K41 is in fact a mean field theory, exact only above a critical dimension (Sigga 1977; Bell & Nelkin 1978).

Understanding the properties of the turbulent energy cascade predicted by K41 is of great importance if the theory is to be validated or rejected. One method of extracting information about the energy cascade is to vary the spatial dimension of the system and observe the effect. Most famously, in two dimensions the direction of the energy cascade is reversed, and energy flows from small to large scales. Such behaviour was predicted independently by Kraichnan, Leith and Batchelor (Kraichnan 1967; Leith 1968; Batchelor 1969). This inverse cascade can be understood as a consequence of an additional positive-definite ideal invariant, the enstrophy, in two dimensions.

Recent studies into turbulence in dimensions higher than three (Gotoh et al. 2007; Yamamoto et al. 2012; Berera et al. 2020; Clark et al. 2021b) have shown far smaller differences when compared with three dimensions. However, some changes related to the energy cascade were observed. Notably, in Berera et al. (2020) a dramatic reduction in fluctuations of the total energy was observed. Indeed this reduction was far larger than could be expected from central limit theorem argument. Additionally in (Clark et al. 2021b) using the eddy damped quasi-normal markovian (EDQNM) approximation
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It was found that with increasing dimension the energy spectrum bottleneck effect [Falkovich 1994] is enhanced. Furthermore, it was found that the velocity derivative skewness increased until around eight dimensions before decreasing towards a potentially dimension independent constant. Moreover, related to the velocity derivative skewness it was found that the enstrophy production reached a maximum value near six dimensions.

In this work, we are motivated by this idea of a critical dimension for turbulence. However, in this work we turn our attention to the chaotic properties of turbulence as the spatial dimension is varied through measurement of the maximal Lyapunov exponent. The chaotic properties of turbulence have been shown to be highly dependent on the spatial dimension for the two- and three-dimensional cases [Berera & Ho 2018; Clark et al. 2020, 2021a]. As such, we may expect to see some influence on the chaotic properties based on the effects seen as the dimension is increased. Additionally, any changes to the chaotic properties may help shed light on the cascading behaviour in higher dimensions.

In this work, we are motivated by this idea of a critical dimension for turbulence. However, in this work we turn our attention to the chaotic properties of turbulence as the spatial dimension is varied through measurement of the maximal Lyapunov exponent. The chaotic properties of turbulence have been shown to be highly dependent on the spatial dimension for the two- and three-dimensional cases [Berera & Ho 2018; Clark et al. 2020, 2021a]. As such, we may expect to see some influence on the chaotic properties based on the effects seen as the dimension is increased. Additionally, any changes to the chaotic properties may help shed light on the cascading behaviour in higher dimensions.

Clearly, experimental flows are restricted to three dimensions, hence we must make use of numerical and analytical methods. To this end, we employ direct numerical simulation, building on our work in [Berera et al. 2020], and the EDQNM approximation, following on from [Clark et al. 2021a]. As in [Clark et al. 2021b], where appropriate we consider comparisons between DNS and EDQNM results.

The remainder of this paper is organised as follows: in section 2 we review and critically appraise the research into turbulence as a function of spatial dimension carried out to date. Next, in section 3 we discuss predictability in turbulent flows and introduce the approach and methodology used in this study. In section 4 we present the behaviour of the error growth between three and eight spatial dimensions, including a comparison with DNS results in $d = 3$ and 4. Here we find a critical dimension for error growth at $d \approx 5.8$. Finally, in section 5 we discuss the implications of our results.

2. Turbulence as a function of spatial dimension

2.1. Crossover dimensions

As we briefly mentioned in the previous section, in a series of works in the early 1970’s by Nelkin [1974, 1975] an analogy between fluctuations in turbulence at high $Re$ and critical-point fluctuations in critical phenomena was made. These gave a prediction of the scaling exponents of turbulence and studied the existence of a crossover dimension, below which the Kolmogorov scaling relations in K41 become exact [Kolmogorov 1941], in analogy with mean field theory becoming exact above the crossover dimension $d = 4$ for the Ising model [Wilson & Fisher 1972]. The existence of such crossover dimension was criticised later in [Frisch et al. 1976]. Based on Nelkin’s ideas, Kraichnan looked at the statistical properties of a passive scalar field advected by an incompressible $d$-dimensional turbulent flow, finding a strong dependence on dimensionality and a suppression of temporal fluctuations in the stretching rates at $d \rightarrow \infty$ [Kraichnan 1974a]. Subsequent numerical work in this direction was done for incompressible flows in [Gat et al. 1998; Mazzino & Muratore-Ginanneschi 2000] and further generalizations to compressible flows in [Gawedzki & Vergassola 2000; Celani et al. 2010]. The idea of crossover dimensions in fully developed turbulence also led to the use of dynamic renormalization group methods [Forster et al. 1976, 1977; DeDominicis & Martin 1979].

The existence of a critical dimension between two and three dimensions was further investigated in [Frisch et al. 1976; Fournier & Frisch 1978] by considering non-integer dimensions such that the conservation laws are weakly broken. In these works, an EDQNM approximation is used to show that for $d \gtrsim 2$ the direction of the cascade
reverses. A different approach is to modify the aspect ratio of the lattice from cubic \(d = 3\) to \(d = 2\) observing the same cascade reverse (Benavides & Alexakis 2017). The second of these is a more realistic representation of atmospheric turbulence, however, it is less suited for analytic investigation. The third approach to non-integer dimensions can be found in (Frisch et al. 2012; Lanotte et al. 2015) where a fractal decimation in Fourier space is used to reduce the effective dimensionality of the system in DNS. The first of these works studied effective non-integer dimensions below \(d = 2\), finding a critical dimension at \(d = 4/3\) where the energy flux vanishes. Whilst in the second, starting from \(d = 3\) and going towards \(d = 2\), it is found that intermittency is greatly reduced as soon as \(d\) is less than three.

2.2. The large \(d\) limit

These dramatic differences in dynamical behaviour between two- and three-dimensional turbulence led to further investigations into higher dimensions. These studies were typically motivated by the anomalous exponents observed in three-dimensional experiment, with the hope that the problem may simplify in the limit of large dimension. To this end, Fournier et al. (1978) considered the infinite dimensional limit. No obvious simplifications were found; however, they were unable to rule out the vanishing of intermittency in infinite dimensions as was found by Kraichnan for a passive scalar advected by a random velocity field. The differences between turbulence in three dimensions and in higher dimensions is far more subtle than between two and three dimensions. This is related to a lack of additional positive-definite ideal invariants for higher dimensions.

Additionally, Fournier et al. (1978) considered the role of pressure and the incompressibility condition in infinite dimensions. It had been suggested that the incompressibility condition should weaken as the dimension increases, leading to the possibility of turbulence tending towards Burgers equation statistics in this limit. However, in Fournier et al. (1978) the pressure is found to continue to play an important role even in infinite dimensions. This result has been questioned by Falkovich et al. (2010), who found that in the infinite dimensional limit incompressible turbulence may have Burgers scaling, with the discrepancy in findings attributed to the role of Gaussian initial conditions in Fournier et al. (1978). Finally, recent work by Rozali studied relativistic turbulence in a large number of spatial dimensions, where it is found that equations of motions are simplified in the limit \(d \to \infty\) (Rozali et al. 2018).

2.3. Numerical studies beyond three dimensions

Given the analytical challenges turbulence poses, the use of numerical methods, in particular DNS, has been invaluable. However, only recent has it become possible to perform DNS of turbulence in greater than three dimensions. These studies began with the work of Suzuki et al. (2005; Gotoh et al. 2007; Yamamoto et al. 2012) looking at DNS of decaying turbulence in four and five spatial dimensions. Due to the extreme computational cost of such simulations, the highest resolution achieved in four dimensions was \(256^4\) collocation points. Before discussing the main results of these works, we wish to mention the need for caution in the interpretation of results from studies of free decay at modest resolution. In Qian (1997) it was suggested that a true inertial range will not be observed until the Taylor Reynolds number, \(Re_\lambda \geq 2000\). This is an important point because even in the highest resolution DNS of three-dimensional turbulence (Iyer et al. 2020) performed to date, with 16,384\(^3\) collocation points, this value has not been achieved. Indeed, in Ishihara et al. (2020) it was observed in DNS at a Taylor Reynolds number of 2250 that the scaling range found was not viscosity independent, and thus
could not be a true inertial range. Furthermore, it can be seen (Bos et al. 2012) that free decay of turbulence requires even higher values for an appreciable inertial range. As such, there will have been no true inertial range in these higher dimensional DNS studies making any definitive conclusion about K41 impossible at this point.

In any case, in Gotoh et al. (2007) the intermittency of the dissipation rate is studied in several ways. Most notably, they looked at the total dissipation and a surrogate dissipation often used in experiment. They found reduced intermittency for the total dissipation alongside increased intermittency of the surrogate. However, the reduction of intermittency in the total dissipation was a larger effect than the increase in the surrogate. However, as discussed in the introduction, it is in fact the fluctuations of the energy transfer rate that are relevant for the validity of K41, and this quantity was not measured in Gotoh et al. (2007). Measurements were also made of the longitudinal structure functions in four dimensions, where it was found that deviations were larger when compared with three dimensions. However, as the authors note, there is no inertial range present in their simulations, hence this finding cannot be considered conclusive. Indeed, it is also conceivable that the finite Reynolds number effect in four dimensions differs in strength from that in three dimensions further complicating the interpretation of the data found in Gotoh et al. (2007).

In a more recent study Berera et al. (2020) performed DNS of stationary four-dimensional turbulence at an increased resolution of up to $512^4$ collocation points. Of course, even at this level of resolution no inertial range can be found, so no attempt to measure anomalous scaling was made in this work. Instead, this work focused on the role of fluctuations by considering the variance of the total energy at stationary state alongside measurements of the velocity derivative skewness and dimensionless dissipation rate. When considering these fluctuations there is a dramatic reduction when going from three to four dimensions of the order of an order of magnitude at $Re_L \approx 1000$, suggesting a possible simplification of the dynamics. The increase from three to four dimensions is not enough for arguments based on the central limit theorem to explain the reduction, although of course this will become a factor at higher dimensions. Once more, at the resolution available caution should be taken in the interpretation of this result, however, how these fluctuations behave with increasing dimension may be of interest considering the analogies between turbulence and critical phenomena.

At present, computing power is such that DNS of turbulence in dimensions greater than four at anything beyond low resolution is out of reach. However, through the use of closure approximations higher dimensional turbulence can be studied numerically. In general, these closure-based methods do not account for intermittency and thus are not suited for studies in anomalous scaling. However, they are well suited for the study of low order statistics in higher dimensions as was carried out in Clark et al. (2021b) using the EDQNM closure (Orszag 1970). Here it was found that the enstrophy production reaches a maximum near six dimensions. Without DNS results it cannot be determined if this is specific to the EDQNM closure or a feature of the Navier-Stokes equations themselves, however, it suggests a possible change in dynamical behaviour that should be investigated further.

3. Chaos and predictability in turbulence

In 1963 Lorenz found that the evolution of a simplified model of the atmosphere was highly sensitive to initial conditions (Lorenz 1963). Systems exhibiting this property are said to be deterministically chaotic. The study of chaotic systems and their predictability has been an area of growing interest ever since. In particular, it is well-known that
turbulent phenomena are chaotic [Ruelle & Takens 1971, Deissler 1986], and given the ubiquity of turbulent flow in nature, chaos and predictability in turbulence have been widely studied. The first series of works on predictability were carried out by Leith and Kraichnan in the early 1970’s. These authors used statistical closures such as the Test Field Model (TFM) and EDQNM to study this problem [Leith 1971, Leith & Kraichnan 1972]. In the past few decades, the rapid increase in computational power has allowed DNS to be used in the study of the sensitivity of turbulence to initial conditions [Berera & Ho 2018, Boffetta & Musacchio 2017, Mukherjee et al. 2016, Mohan et al. 2017, Ho et al. 2019, 2020, Boffetta et al. 1997, Nastac et al. 2017, Li et al. 2020, Yoshimatsu & Ariki 2019, Boffetta & Musacchio 2001, Clark et al. 2020, 2021a].

Given that turbulence is chaotic, an infinitesimal perturbation $|\delta u(0)|$ made in an evolving field $u(x, t)$ will grow exponentially in time such that

$$|\delta u(t)| \sim \exp(\lambda t) ,$$  \hspace{1cm} (3.1)

where the growth rate $\lambda$ is the maximal Lyapunov exponent. Applying an infinitesimal perturbation in this way mimics the effect of lack of predictability due to experimental error. In 1979, using dimensional arguments Ruelle stated that for three dimensional turbulence, the maximal Lyapunov exponent (which has units of inverse time), is associated with the Kolmogorov microscale time $\tau = (\nu/\epsilon)^{1/2}$, where $\epsilon$ is the kinetic energy dissipation. This is the smallest time scale in the system, then $\lambda \sim \tau^{-1}$ [Ruelle 1979]. Using K41 arguments, it can be further shown that the Lyapunov exponent is related to the Reynolds number of the flow, defined as $Re= UL/\nu$, where $L$ is the integral length scale ($L = \int dk E(k)/k$), $E(k)$ is the kinetic energy spectrum, and $U$ is the rms velocity of the flow. This gives the following scaling relation

$$\lambda \sim \frac{1}{T} Re^\alpha ,$$  \hspace{1cm} (3.2)

where $\alpha = 0.5$ and $T$ is the large eddy turnover time, defined as $T = L/U$. This prediction has been tested numerically using DNS [Berera & Ho 2018, Boffetta & Musacchio 2017, Ho et al. 2020].

In this work, we study the error growth for $d$-dimensions (with $d = 2, 3, 4, 5, 6, 7, 8$) using an EDQNM closure. For the case of $d = 3$ and 4, this allows us to explore the parameter space in far greater detail than is possible for current DNS. For $d > 4$, DNS is not achievable in practice, a lattice box of $16384^3$ collocation points, which is the largest one achieved by DNS to this date [Iyer et al. 2019] is approximately equivalent in computational power to having a box with a size of $338^5$ points, which will not allow for the required scale separation for an inertial range to exist. Running DNS simulations at high $Re$ values come with massive computational expense, and the resolution required increases as $Re^{3d/4}$. As such, the problem is further exacerbated by dimension. In EDQNM, the increase in computational cost with dimensions and $Re$ is much slower. In this work, we explore ranges up to $Re = 10^5$ in an eight-dimensional space. It is worth mentioning again that intermittency corrections are not captured in the EDQNM closure model. Thus, any scaling anomalies seen in this work cannot be associated to intermittency corrections. We also note here that results from the EDQNM equation for second and third order statistical quantities are in good agreement with DNS measurements in three and four dimensions, as shown in [Clark et al. 2021b]. As such, our work will focus on such quantities in determining the chaotic properties of higher dimensional flows. Other possible sources for deviations from Ruelle’s scaling can be due to finite Reynolds number effects, systematic errors or the existence of a
physical mechanism in which chaos is led by a characteristic timescale different from the Kolmogorov microscale time.

3.1. Error growth in the EDQNM model

As previously mentioned, the range of \( Re \) and \( d \) that can be studied using DNS is severely limited, hence in this present work we use EDQNM closure to study error growth in \( d \)-dimensions. Another advantage of using this closure model is that the extension to non-integer dimensions is trivial. This can be used to analyse the features of the transition between dimensions, as was done in previous works when studying the transition between two and three dimensions, as mentioned in section \([\text{I}]\).

We use the spectral representation of the velocity field \( u_i(k, t) \), where we use index notation with \( i = 1, 2, \ldots, d \) and summation is implied unless otherwise stated. Our system consists of two velocity fields that are initially close together \( u^{(1)}(k, t) \) and \( u^{(2)}(k, t) \), and that are statistically identical, homogeneous and isotropic. The error field is \( \delta u = u^{(1)} - u^{(2)} \). Then, we define the following quantities

\[
E(t) = \frac{1}{2} \int d^d k \langle u_{\alpha}^{(n)}(k, t) u_{\alpha}^{(n)}(-k, t) \rangle , \\
E_W(t) = \frac{1}{2} \int d^d k \langle u_{\alpha}^{(n)}(k) u_{\alpha}^{(m)}(-k) \rangle , \\
E_\Delta(t) = \frac{1}{2} \int d^d k \frac{1}{2} \langle \delta u_{\alpha}(k) \delta u_{\alpha}(-k) \rangle = E(t) - E_W(t) ,
\]

where \( \langle \cdot \rangle \) denotes the ensemble average, \( i, j = 1, 2, \ldots, d \) and \( m, n = 1, 2 \) but \( m \neq n \). We denote \( E \) the kinetic energy as is usual, and we will refer to \( E_W \) and \( E_\Delta \) as the correlated and decorrelated energy respectively.

We note that due to isotropy, the quantities between angled brackets depend only on \( k \) and \( \int d^d k = \int \frac{d^d k}{2\pi^d} S_d \), where \( S_d = 2\pi^{d/2} k^{d-1} / \Gamma(d/2) \), where \( \Gamma(x) \) is the gamma function. Hence, we can define the following spectra

\[
E(k, t) = k^{d-1} S_d \langle u_{\alpha}^{(n)}(k, t) u_{\alpha}^{(n)}(-k, t) \rangle , \\
E_W(k, t) = k^{d-1} S_d \langle u_{\alpha}^{(n)}(k, t) u_{\alpha}^{(m)}(-k, t) \rangle \quad (m \neq n) , \\
E_\Delta(k, t) = E(k, t) - E_W(k, t) .
\]

The equations for the evolution of these energies can be derived from Navier-Stokes equations, obtaining

\[
\left[ \partial_t + 2\nu k^2 \right] E(k) = T(k) + f(k) , \\
\left[ \partial_t + 2\nu k^2 \right] E_W(k) = T_W(k) - T_X(k) + f(k) , \\
\left[ \partial_t + 2\nu k^2 \right] E_\Delta(k) = T_\Delta(k) + T_X(k) ,
\]

in which \( T_\Delta(k) = T(k) - T_W(k) \), and
\[ T(k) = 8K_d \int d\Omega(k) d\Omega(q) \frac{k}{pq} \left( \frac{\sin \alpha_k}{k} \right)^{d-3} \theta_{kpq} b_{kpq}^{(d)} \left[ E(p)E(q)k^{d-1} - E(q)E(k)p^{d-1} \right], \]  
(3.6a)

\[ T_W(k) = 8K_d \int d\Omega(k) d\Omega(q) \frac{k}{pq} \left( \frac{\sin \alpha_k}{k} \right)^{d-3} \theta_{kpq} b_{kpq}^{(d)} \left[ E_W(p)E(q)k^{d-1} - E(q)E_W(k)p^{d-1} \right], \]  
(3.6b)

\[ T_{\Delta}(k) = 8K_d \int d\Omega(k) d\Omega(q) \frac{k}{pq} \left( \frac{\sin \alpha_k}{k} \right)^{d-3} \theta_{kpq} b_{kpq}^{(d)} \left[ E_{\Delta}(p)E(q)k^{d-1} - E(q)E_{\Delta}(k)p^{d-1} \right], \]  
(3.6c)

\[ T_X(k) = 8K_d \int d\Omega(k) d\Omega(q) \frac{k}{pq} \left( \frac{\sin \alpha_k}{k} \right)^{d-3} \theta_{kpq} b_{kpq}^{(d)} E_W(p)E_{\Delta}(q)k^{d-1}, \]  
(3.6d)

where \( K_d = S_{d-1}/S_d(d-1)^2 \) and \( \alpha_k \) is the opposite to \( k \) in the triad formed by \( k+p+q = 0 \) and hence, \( \sin^2 \alpha_k = 1 - \left(p^2 + q^2 - k^2\right)^2/4p^2q^2 \). The term \( f(k) \) is a forcing function, that must be the same in both (3.5a) and (3.5b), otherwise error growth will be also driven by the forcing difference. The factor \( \theta_{kpq} \) is related to the relaxation time of the triad, which is computed using the eddy-damped Markovian approximation

\[ \theta_{kpq} = \frac{1 - \exp (-\left(\mu_k + \mu_p + \mu_q \right) t)}{\mu_k + \mu_p + \mu_q}, \]  
(3.7)

\[ \mu_r = \nu k^2 + \beta \sqrt{\int_0^k ds s^2 E(s)}, \]  
(3.8)

where \( \beta \) is a free parameter of the model that is adjusted for each dimension to obtain the correct Kolmogorov constant, \( C_d \) in the energy spectrum which is of the form shown in (1.1). After using such an approximation, this form for \( \theta_{kpq} \) has a number of properties that make it suitable for numerical simulations as discussed in (Leith 1971). We note here that as in previous studies we make the arbitrary choice to use the same eddy damping factor for both \( E(k) \) and \( E_W(k) \) equations. The factors \( b_{kpq}^{(d)} \) are related to the triad geometry.

\[ b_{kpq}^{(d)} = \frac{p}{2k} \left[ (d-3)Z + (d-1)XY + 2Z^3 \right], \]  
(3.9)

\[ X = -\frac{p \cdot q}{pq}, \quad Y = -\frac{q \cdot k}{qk}, \quad Z = -\frac{k \cdot p}{kp}, \]  
(3.10)

It is important to note that equations (3.5) are not chaotic themselves. These simply describe the statistical closure of Navier-Stokes equations and the error growth produced by two infinitesimally close initial conditions. Since Navier-Stokes are known to be chaotic, we expect our EDQNM closure equations to reproduce their main statistical aspects and the error growth associated.

One last important detail for the EDQNM approximation is that the values used for the free parameter \( \beta \) for arbitrary dimension \( d \) are obtained from previous numerical works. The values of the Kolmogorov constant \( C_3 \) and \( C_4 \) in three and four dimensions,
respectively, are obtained from DNS simulations in (Berera et al. 2020). For higher dimensions, there is no DNS data available, instead values the Kolmogorov constants $C_d$ are obtained from simulations using the Lagrangian renormalised approximation (LRA) in (Gotoh et al. 2007), that is another closure approximation that does not depend on the choice of any parameter. See the appendix of (Clark et al. 2021b) for information of how the free parameter should be set to obtain a given value for the Kolmogorov constant in each dimension. Additionally, since the choice of free parameter is based on weaker evidence especially for higher dimensions, we performed regular consistency checks, especially to ensure that the main result of this work, i.e. the existence of a critical dimension $d_c$ at which the system transitions from chaotic to non-chaotic behaviour, does not depend on the choice of the free parameter $\beta$. For $d = 6$ the value of the free parameter obtained by the criteria mentioned above is $\beta = 0.23$, and if we vary for instance this value to $\beta \approx 0.16 - 0.3$, the Kolmogorov constant changes less than 10% and the system present non-chaotic behaviour at all times. However, for lower values, for instance $\beta = 0.11$ and below, the system changes its qualitative behaviour and the system presents now non-chaotic behaviour. Nevertheless, we performed the same test in $d = 7$ and we observed that regardless of the choice of free parameter, the system is always non-chaotic for this dimension. This indicates that the choice of free parameter in this paper will only affect the dimension $d_c$ at which the systems transition from chaotic to non-chaotic behaviour, but not the general picture.

The numerical procedure consists in computing the integrals in Eqs. (3.5) following the scheme outlined by Leith (1971) and then using a predictor-correlator time stepping method to evolve $E$ and $E_W$ in time. The wavenumber space is discretised using $N$ real numbers whose logarithm is evenly spaced, then $k_i = 2^i/F$ for $i = 0, \ldots, N - 1$. The time and spatial resolution must be increased for growing $Re$ and $d$ to obtain stable results. More details of the numerical method can be found in (Clark et al. 2021b).

The factor $\sin \alpha_k$ in Eq. (3.6) adds a further complication since its value varies abruptly within $\Omega(k)$ and it is not defined outside this region. To deal with the first issue, the value of $F$ is set high enough to ensure that the numerical results are stable. An additional complication comes from points which lie outside the integration domain, but some part of their associated volume lies within the domain. For such points $\sin \alpha_k$ is not defined, hence these points are removed from the summation. Any issues arising from removing these points can be mitigated by choosing a large value for $F$.

The resolution of the numerical integration scheme is such that the correct Kolmogorov constant at each dimension is achieved, this criteria is also used in (Clark et al. 2021b). Still, this condition is not enough for equations (3.4b) and (3.4c), since larger temporal and spatial resolution are needed for the net transfer $T_X$. The temporal resolution needs to be increased as $Re$ grows due to the rapid temporal variations in $E_W(k, t)$ as the system evolves, which are of the order of the microscale time $\tau$ following Ruelle’s relation. Hence, we increased the resolution by varying $F$ and the timestep $dt$ until stable results were obtained for the growth or decay rate. For moderate values of $Re$, we cross-checked our log spaced grid runs against the same run with linearly spaced grid to ensure the simulation is well-resolved. For larger Reynolds number, the simulations become computationally too expensive to perform this procedure.

The form of the forcing for every run is

$$f(k) = \begin{cases} \frac{\varepsilon}{\Delta_k} & \text{if } k \leq \Delta_k \\ 0 & \text{if } k > \Delta_k \end{cases}, \quad (3.11)$$
where $\Delta_k$ is the forcing band, set to $\Delta_k = 2$ in all runs. This forcing has the advantage of allowing us to set the dissipation rate $\varepsilon$ a priori. Throughout this work we set $\varepsilon = 0.1$.

Each run consists in evolving $E(k,t)$ until it reaches the steady state, then, the energy correlation $E_W(k,t)$ is initialised by introducing a perturbation so that the initial spectrum of the error is a function of the form

$$E_{\Delta}(k,t = 0) = \frac{A}{1 + \exp\left(-\frac{4(k-k_p)}{k_p}\right)} ,$$

(3.12)

which makes the perturbation stronger for the large wavenumbers over the low ones. The constant $A$ is set for each simulations such that $E_{\Delta}(t = 0) = 10^{-7}$. The value of $k_p$ is set at approximately $k_p \approx 0.9 k_{\text{max}}$ in all runs, where $k_{\text{max}}$ is the maximum wavenumber simulated, chosen such that $k_{\text{max}} \eta > 2$, where $\eta$ is the Kolmogorov length scale $\eta = (\nu^3/\varepsilon)^{1/4}$. The choice of $k_p$ makes no significant difference in the evolution of $E_{\Delta}(k,t)$. The maximal Lyapunov exponent is taken from the evolution of $E_{\Delta}(t)$ in our simulations. We note that from its definition (3.3c), we have $|\delta u(t)| = (2E_{\Delta}(t))^{1/2}$ and thus we have

$$E_{\Delta}(t) \sim \exp(2\lambda t) .$$

(3.13)

Even though the Lyapunov exponent is defined for infinitesimal perturbations, in numerical works it is common practice to use small perturbations that tend to the Lyapunov exponent as the perturbation becomes smaller (Boffetta & Musacchio 2017). For instance, the finite time Lyapunov exponent (FTLE) is defined by the measure of error growth in a fixed time interval, whereas the finite size Lyapunov exponent is defined similarly by fixing the growth magnitude (eg. double the magnitude of the initial perturbation) and then measuring the time it takes to reach that from an initial small perturbation. In both cases, the Lyapunov exponent is defined as $(2\Delta t)^{-1} \log (E_{\Delta}(\Delta t)/E_{\Delta}(0))$. In our EDQNM simulations, given the wide range of timescales involved in the system, there is no systematic way to fix either a magnitude or a timescale. Hence, we manually find the latest stage of exponential growth or decay, and then perform a linear fit of $(1/2)\log(E_{\Delta}(t)/E)$ vs. $t$, where $E$ is the total energy defined in the steady state as $E = U^2/2$. Further discussion can be found on section 4.2. Most of the DNS results for three dimensions are taken from previous work (Berera & Ho 2018; Ho et al. 2020), except the ones with $Re < 36$. All the four-dimensional DNS simulations are first shown in the present work. The DNS code consist in evolving the forced NSE, using a fully de-aliased pseudospectral code in a periodic lattice with $N^3$ and $N^4$ collocation points for three and four spatial dimensions respectively. In our work we use values $N = 64, 128$ and $256$. The same second order predictor-correlator time stepping method as in the EDQNM runs is used. In this work, we measure the Lyapunov exponents using the FTLE procedure, described above. For details on the DNS code refer to (Yoffe 2013) and (Ho 2019), and for details on the method to obtain FTLE refer to (Ho et al. 2020).

4. Results

In this section we analyse the error growth in dimensions $d = 3, 4, 5, 6, 7$ and $8$ as well as between five and six dimensions. Given the low computational cost of EDQNM simulations compared to DNS, we can explore the chaotic properties in a much wider range of the parameter space. We run several simulations with values of $Re$ up to $5 \cdot 10^5$. This Reynolds number corresponds to the integral scale and is defined as in (Clark et al. 2020).
2021b) by

\[ Re = \frac{UL}{\nu}, \quad (4.1a) \]

\[ L_d = \frac{\Gamma\left(\frac{d}{2}\right) \sqrt{\pi}}{\Gamma\left(\frac{d+1}{2}\right)} u^2 \int_0^\infty dk E(k) k^{-1}, \quad (4.1b) \]

\[ U^2 = \frac{2}{d} \int_0^\infty dk E(k). \quad (4.1c) \]

This value is above the value of \( Re \) obtained in the largest DNS for isotropic turbulence to date, that reaches a value of \( Re \approx 2 \cdot 10^5 \) in runs with short averaging times [Iyer et al. 2019]. This \( Re \) value is substantially lower than in Clark et al. (2021b), due to the higher temporal resolution requirements of the \( E_W(k,t) \) equation as \( Re \) is increased. It is important to recall that although the EDQNM approximation gives a generally good agreement with DNS results, it is based on a closure hypothesis, thus some features such as intermittency (that is captured in DNS) are not present in the EDQNM model. Also, this model only uses moments up to third order, hence any effect present in higher order moments of the velocity field will not be captured.

Our main result is that the error in the evolution of two fields in NSE using the EDQNM closure, does not grow above a critical dimension \( d_c \approx 5.88 \). The error \( E_\Delta(t) \) of solutions with \( d > d_c \), undergo an initial stage of fast exponential growth, followed by an exponential decay of lower rate, that corresponds to a non-chaotic behaviour. Notably, in the integral dimensions below \( d_c \), we find that the Ruelle scaling holds, however, the value for the exponents themselves drops with dimension. As we will demonstrate in section 4.1, there is some discrepancy between the absolute values of the Lyapunov exponents measured in the EDQNM calculations and those from our DNS. This discrepancy is larger in three dimensions, with the four dimensional EDQNM and DNS results being closer. Importantly, the trend of a smaller value for the Lyapunov exponent at a given Reynolds number as \( d \) is increased is seen in both EDQNM and DNS. This provides additional credibility to the further decreases we see as we approach \( d_c \). However, given the small differences seen, it is likely that the location of \( d_c \), if it exists, for the Navier-Stokes equations will be different than found in EDQNM.

4.1. Reynolds number scaling of Lyapunov exponents

First, we consider the dependence of the maximal Lyapunov exponent, \( \lambda \), on the Reynolds number. Figure 41 shows the data obtained from approximately thirty simulations for each dimension \( d = 3, 4, 5 \) and 5.5 varying the viscosity to explore a wider range of \( Re \). For these we use the EDQNM approximation. A scaling of the form of Eq. (3.2) is found, with \( \alpha_{d=3} = 0.49 \pm 0.02 \), \( \alpha_{d=4} = 0.50 \pm 0.02 \), \( \alpha_{d=5} = \alpha_{d=5.5} = 0.53 \pm 0.02 \). Clearly, for all four cases Ruelle’s prediction seems to hold. For \( d = 3 \) the scaling agrees with the Ruelle dimensional prediction with the value of 0.5 being within the error bounds.

We then look at figure 2 and we compare the results obtained with previous DNS results. We do this comparison using the EDQNM runs that have a similar range of \( Re \) values to those used in DNS. Most of the DNS results for \( d = 3 \) are those obtained previously in Berera & Ho (2018) [Ho et al. 2020], with the additions of a few points at low Reynolds number. All the DNS results for \( d = 4 \) are first reported in this paper. The Ruelle scaling is observed in \( d = 3 \) with a scaling exponent \( \alpha_{d=3_{DNS}} = 0.53 \pm 0.02 \), whereas for \( d = 4 \), there is not enough correlation in the data to perform a fit. It is likely that this is a consequence of the lack of inertial range at very low Reynolds numbers.

For DNS in \( d = 4 \), higher values of \( Re \) would require a large computational power that
is not available at the moment. This view is supported by the fact that the points seem to get closer to a Ruelle-like scaling fit after $Re \approx 100$.

We can make three observations from this comparison. First, the Lyapunov exponents in $d = 4$ obtained using DNS are of the same order of those obtained through EDQNM, whereas for $d = 3$ the DNS values of $\lambda$ are twice as big as the EDQNM ones. This indicates that although the scaling properties are well predicted by EDQNM, the actual values of Lyapunov exponents might not be accurate. The second observation is that the Lyapunov exponents measured in DNS for $d = 4$ show a decrease respect to those for $d = 3$. This not only supports the findings obtained using EDQNM, but also sets the question of whether DNS simulations will possess a critical dimension after which Lyapunov exponents become negative, similarly as in EDQNM as we will show in section 4.2. The importance of the DNS results for $d = 4$ is that it shows that the question about the critical dimension for error growth is not only relevant in the context of the EDQNM model, but also it could be relevant for DNS and thus a property of the Navier-Stokes equations themselves. The third and last observation is that Ruelle’s relation breaks down at low $Re$, and the qualitative behaviour in this regime is the same for all the dimensions displayed in EDQNM and in those using DNS. This is because at low $Re$ there is no longer a scaling range and hence no separation between the viscous and large-eddy timescales which is required for Ruelle scaling to hold.

4.2. Error decay and critical dimension in $d > 5$

In this section we describe the most important observation in this paper, the existence of a critical dimension $d_c$ between 5 and 6, above which the behaviour of the error $E_{\Delta}(t)$ stops growing and instead it decays. Note, we are not suggesting this as a critical dimension where anomalous scaling vanishes in the spirit discussed in section 2, but merely as a critical dimension for error growth. A deeper connection between the two ideas may exist, and we will discuss this possibility, but closure calculations are not suited to give a definitive answer.

For cases above $d_c$ we observe a fast initial growth of the error, however, $E_{\Delta}(t)$ then begins to decay, at odds with what is seen below $d_c$. This initial rapid growth may be the short time super exponential error growth discussed in Li et al. (2020). This transition from error growth to decay is shown in figure 3 for a low and a high Reynolds numbers. It is seen that for lower values of $Re$, the fractional error growth $E_{\Delta}(t)/E$ has an initial growth stage similar for all dimensions. After this short transient, the curve reaches a stable exponential growth for values closer to $d = 5$ reaching saturation at values lower
than 1. When $d$ increases, this growth rate decreases gradually becoming a decay for values of $d \approx 5.71$. For larger $Re$, the picture is slightly different. The initial growth is fast, and it is also present for all dimensions, but it reaches higher values of $E_\Delta/E$. For the values of $d$ closer to 5, the growth saturates at values of $E_\Delta/E \approx 10^{-1} - 10^{-2}$. These are lower than 1 (i.e. not fully decorrelated) for reasons we will analyse in section 4.3. As $d$ increases, the growth reaches lower values of saturation. Above dimensions $d \approx 5.8$ the growth reaches values of $E_\Delta/E \approx 10^{-4}$ followed by an exponential decay with a lower rate than the previous growth.

As we discussed in section 3.1, there are different stages with different time scales involved in the error growth. Figure 3 shows this in more detail. We can see that for low Reynolds number and $d < d_c$, there is a rapid initial transient of growth that lasts approximately one eddy turnover time that is similar for all dimensions between 5 and 6. This stage is followed by an exponential growth that takes more than 10 large eddy turnover times to reach saturation. When the spatial dimension is increased, this last stage of exponential growth turns gradually into a decaying stage. The situation for our large $Re$ simulation is somehow different. The rapid initial transient of error growth is no longer present, since the timescale of the exponential growth is of the order of an eddy turnover time. This exponential growth is present in all simulations, even those with a late decaying stage. Furthermore, in these runs, it is the saturation stage that gradually turns into a decaying stage as we increase dimension. This indicates that the timescale of the error decay is approximately the same regardless of the Reynolds number, and that it becomes dominant after a few eddy turnover times. On the contrary, the exponential growth is dependent on the value of $Re$ following Ruelle’s relation, but overcome by the decaying mechanisms at later times.

From this analysis, we note that the difference in the timescales between exponential growth and decay suggests that there are different mechanisms for both processes, and this explains why Ruelle’s relation is still valid for $d = 5.5$ near the critical dimension.

Given the $Re$ dependence of the transition between error growth and decay which is seen in figure 3, it is possible that we simply require higher and higher Reynolds numbers for error growth as the dimension is increased. To further probe this effect, we consider three different cases each with a different viscosity value. Holding these viscosities constant, we then vary the dimension as shown in figure 4. It is clear from this figure that as $d$ increases the value of the exponent decreases. In the zoomed in portion of the figure we can see the $Re$ dependence observed in figure 3. Interestingly, as the viscosity is lowered and the Reynolds number is raised, the drop in exponent becomes more drastic near six dimensions. This suggests the possibility of a critical value for $d$ above which error growth is not possible at finite $Re$.

This behaviour raises the possibility of critical $Re$ values in each dimension above which error growth is possible. We thus performed a number of calculations at low $Re$ in three dimensions and found that for $Re = Re_c \approx 12$ the error always decays, while above this value it would always grow exponentially. Repeating this process while increasing $d$ leads to figure 5. Here we find that as the spatial dimension increases this critical Reynolds number increases drastically. We find the increase is well fit by the functional form

$$Re_c(d) \sim \frac{1}{(d - d_c)^2},$$

and we find $d_c \approx 5.88$. We do not know a priori what $Re_c$ is for a given dimension, and finding it quickly becomes unfeasible due to the rapid divergence as a function of $d$. We will, further discuss this critical dimension for error growth in section 4.3.

For completeness we show the behaviour of the Lyapunov exponents against $Re$ for
Figure 3. Fractional error growth for dimensions $5 < d < 6$ for runs with low $Re$ ($\nu = 8 \cdot 10^{-4}$) represented by solid lines and high $Re$ ($\nu = 2 \cdot 10^{-6}$) represented by dash-dotted lines. As indicated, the line colour becomes darker moving from 5 to 6 dimensions.

Figure 4. Lyapunov exponents $\lambda$ vs. dimension $d$ for three different viscosities. $\nu = 2 \cdot 10^{-6}$ (high $Re$ - circles), $\nu = 8 \cdot 10^{-5}$ (middle $Re$ - triangles) and $\nu = 8 \cdot 10^{-4}$ (low $Re$ - squares). Non-integer values for $d$ are shown in the transition region from 5 to 6 dimensions. The vertical axis is linear for values of $\lambda T \in [-1, 1]$ and logarithmic outside that region.

Figure 5. Critical Reynolds number vs dimension. The dotted line corresponds to the curve fit $Re_c \sim (d - d_c)^{-2}$.
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Figure 6. Absolute value of the error decay rate and its dependence on $Re$ for dimensions $d = 6$ (circles), 7 (triangles) and 8 (squares).

$d = 6, 7$ and 8 in figure 6. Note, we show here the absolute value of $\lambda$ and use a linear scale for the y-axis. Contrary to the case for $d < d_c$ in which error grows and the growth rate depends on the Reynolds number, the error decay rate does not have a dependence on $Re$ for $d > d_c$, as expected given the divergence of $Re_c$ shown in figure 5. Physically we can understand this by considering the timescales of the flow, for example, the $Re$ dependence in the error growth rate for $d < d_c$ is related to the fact that the maximum rate is associated to the smallest timescales $\tau$, which has $Re$ dependence. In the cases of error decays, it is not clear which timescale is appropriate, however it appears this timescale must in contrast be $Re$ independent.

4.3. Error spectrum

We can further investigate this transition to error decay by analysing the spectrum of $E_{\Delta}$. The properties of the spectrum $E_{\Delta}(k,t)$ have been studied in the past (Leith 1971; Leith & Kraichnan 1972; Boffetta & Musacchio 2017; Berera & Ho 2018). In these works, it was observed that during the exponential growth stage, the error spectrum adopts a particular shape that peaks in the dissipation range and grows in a self-similar way. Importantly the decorrelation between the two solutions first happens at wavenumbers in the dissipation range, before then reaching smaller wavenumbers as time evolves. Finally, a K41 spectrum is obtained when the two fields are fully decorrelated. Another advantage of studying the transition from this perspective is to understand why the ratio $r(t) = E_{\Delta}(t)/E(t)$ saturates at values lower than 1, and why this saturation value decreases with increasing $d$, as seen in the curves of figure 3.

In figure 7 we see the evolution in time of the error spectrum for $d = 3$. We note that there is an initial growth that peaks just in the transition between inertial and dissipative ranges, and at this time the error grows exponentially. The large wavenumbers are decorrelated first, then as time increases lower wavenumbers become decorrelated moving through the inertial range, until finally, the error spectrum becomes approximately equal to the energy spectrum $E_{\Delta}(k,t) \approx E(k,t)$. At this point we must have the correlation energy practically vanishing i.e. $E_W(k,t) \approx 0$. This picture is known from previous works using DNS (Boffetta & Musacchio 2017; Berera & Ho 2018). Also, we observe that the data agrees with a prediction made by Lorenz which states that the time it takes for the decorrelation to reach a certain length scale $\ell$, is associated to the turnover timescale of eddies $\tau_\ell$ at this scale. Taking this argument together with dimensional considerations, we can find the relation between the predictability time of the scale $\ell$ (that corresponds
to the wavenumber $k_E \sim 1/\ell$). This is $k_E \sim \varepsilon^{1/2} t^{-3/2}$. In the inset of figure 7 we can see that this scaling is found in our data.

We note however, that there is a critical wavenumber $k_c$ below which the evolution of the error spectrum halts, preventing the full decorrelation of the two solutions. The same is observed for $d > 3$ for all values of $Re$. This critical wavenumber $k_c$ increases with $d$, as shown in figure 8. For each dimension, the value $k_c$ is found to be approximately constant across all Re. Furthermore, we see that for $d \approx d_c$, there is a strong correlation in the inertial range, whereas only the dissipative scales become decorrelated. For values $d > d_c$, the error decays so there is not a stable final spectrum to do such an analysis.

This is suggestive of a connection with the critical $Re$ value needed for error growth. If $k_c$ is outside of the dissipative region, error growth can occur, however, as $d$ approaches $d_c$ it appears that $k_c \rightarrow \infty$.

An additional caveat to the location of $k_c$ in our work may be in the choice of eddy damping factor used in the $E_W(k)$ equation. As discussed in section 3 this choice is arbitrary but does ensure the correlation spectrum is realisable. This choice may also introduce some correlation into the system; however, it is not clear what a more appropriate eddy damping factor would be. It is possible the ideas used in (Baerenzung et al. 2008) to introduce different damping factors could be employed for the correlation spectrum but we have not pursued this here.

The evolution of the spectrum for $d > d_c$ is analysed separately. As seen in figure 9 there is an initial transient where the spectrum grows and changes its form. At this time, $E_\Delta(k,t)$ peaks at approximately the Kolmogorov wavenumber $k_\eta = (\varepsilon/\nu^3)^{1/4}$. This corresponds to the initial rapid growth observed in figure 3. After this time, the error spectrum starts decaying while keeping its form (peaking at $k_\eta$), similar to the case of exponential growth. A similar behaviour is observed for $d = 7$ and 8 across the entire range of $Re$ explored. Although, as $d$ grows, the initial growth stage is weaker and contrary to $d = 6$, the decorrelation is never achieved over the dissipative wavenumbers.
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4.4. Error Cascades

Following Leith & Kraichnan (1972) we consider now the various cascade rates of (3.5). In the above, the terms $T(k)$, $T_W(k)$ and $T_\Delta(k)$ represent the transfer of energy, correlated energy and decorrelated energy into a wavenumber $k$ respectively. Whilst $T_X(k)$ gives the transfer of correlated energy into uncorrelated energy at a given $k$. Focusing on the error equations we note that both $T_W(k,t)$ and $T_\Delta(k)$ are conservative due the antisymmetry of the integrands in $k \leftrightarrow p$. This means that the total rates $\int_0^\infty dk T_{W,\Delta}(k) = 0$, hence, these transfer terms simply transport correlated and uncorrelated energy, respectively, across the different scales, however no net energy is created or removed in these processes. On the other hand, $T_X(k,t)$ is non-conservative and we define $\varepsilon_X = \int_0^\infty dk T_X(k)$ which is the rate of total transfer between correlated and uncorrelated energy. Finally, the correlated and uncorrelated energy dissipation rates are given by $\varepsilon_{W,\Delta} = 2\nu \int_0^\infty k^2 E_{W,\Delta}$. Thus, the net error growth (or decay) is given by

$$\partial_t E_\Delta(t) = \varepsilon_{\text{net}} \equiv \varepsilon_X - \varepsilon_\Delta . \tag{4.3}$$

We consider the evolution of these cascade rates in time. In figure 10 we show the evolution of the normalised uncorrelated energy $E_\Delta/E$ together with the detailed rates $\varepsilon_{X,\Delta}$ and the net rate $\varepsilon_{\text{net}}$ for different dimensions. For $d = 3, 4$ and $5$, we observe the existence of a linear growth that follows the exponential growth, and it corresponds to the growth of the self-similar spectrum observed in figure 7. The linear stage is noticeable for the largest $Re$ runs, where there is a larger inertial range. For lower $Re$ runs, the exponential growth is followed by the saturation stage. After the linear stage, the rate decays until saturation. We see in the detailed plots, that the $\varepsilon_\Delta/\varepsilon$ grows and saturates at 1 right after the exponential growth stage, much faster than the saturation of $E_\Delta/E$. At the same time, $\varepsilon_X/\varepsilon$ grows and saturates also to a value slightly greater than 1, but then starts to decrease as the uncorrelated energy reaches its saturation value. The net rate shows an initial peak that coincides with the end of the exponential growth that is common to all runs for dimensions $d \leq 5$. For $d = 3$ we see that the value of the net rate agrees with Leith and Kraichnan’s prediction, $\varepsilon_{\text{net}} = 0.23\varepsilon$ [Leith & Kraichnan 1972] which was computed as an approximation to the infinite inertial range case by fixing $E(k)$ in time as a Kolmogorov spectrum.

For $d = 6$, we note that during the initial stage there is a competition between $\varepsilon_X$ and $\varepsilon_\Delta$, that results in a rapid decay of the uncorrelated energy that corresponds to the stage where $E_\Delta(k)$ adopts its typical form as seen in figure 9. This is followed by a short
Figure 10. (Top) Evolution of the growth $E_{\Delta}/E$, (Middle) detailed normalised rates $\varepsilon_X/\varepsilon$ (dashed), (Bottom) $\varepsilon_{\Delta}/\varepsilon$ (solid), and $\varepsilon_X/\varepsilon$ (dashed). (a) $d = 3$ and $\nu = 1.2 \cdot 10^{-6}$, (b) $d = 4$ and $\nu = 1.2 \cdot 10^{-6}$, (c) $d = 5$ and $\nu = 1 \cdot 10^{-6}$ and (d) $d = 6$ and $\nu = 2 \cdot 10^{-3}$. For $d = 3$, the black dotted line shows Leith and Kraichnan’s prediction $\varepsilon_{\text{net}} = 0.23\varepsilon$ for fully developed turbulence in an infinite Kolmogorov energy spectrum using the TFM [Leith & Kraichnan 1972].
period of growth, until the net rate becomes negative again resulting in the final decay of $E_\Delta$. Additionally, we show the behaviour of the net rate during transition to non-chaotic regime in detail in figure 11. For $d > d_c$, we observe the typical evolution of the net rate with a positive value resulting in a growth stage followed by an inversion of the sign that results in the final decay. There are two interesting remarks for the behaviour of the net rate for values of $5 < d < d_c$. First, we note that it takes longer for the dissipation rate of uncorrelated energy $\varepsilon_\Delta$ to reach saturation as $d$ increases. At the same time, we see that the sharp peak that is typically observed for $d \leq 5$ and that corresponds to the initial exponential growth stage, starts to soften gradually as $d$ approaches $d_c$.

From the above analysis it is clear there is a competition between the generation of uncorrelated energy and its sweeping out by the cascade. To show more explicitly the
Figures 12. (Top) Evolution of the of the correlated energy flux $\Pi_W(k)$ corresponding to the correlated energy cascade (solid lines), along with the energy flux $\Pi_u(k)$ corresponding to the energy cascade (dotted), and (Bottom) compensated transfer spectrum $kT_X(k)/\varepsilon$. Time evolution goes from light to dark lines. The viscosity for all runs is $\nu = 2 \cdot 10^{-6}$. (a) $d = 3$ and $t/T = 0.5, 5, 7$ and 10, (b) $d = 4$ and $t/T = 0.5, 2.5, 5, 7, 9$ and 11, (c) $d = 5$ and $t/T = 0.3, 2, 4, 5, 7$ and 9.

interplay between uncorrelated and correlated energy we look at the evolution of the flux of correlated energy

$$\Pi_W(k) = -\int_0^k dp T_W(p) = \int_k^\infty dp T_W(p),$$

(4.4)

that represents the forward cascade of correlated energy compared to the energy flux

$$\Pi_u(k) = -\int_0^k dp T(k) = \int_k^\infty dp T(k),$$

(4.5)

together with the evolution of the transfer from correlated to uncorrelated energy $T_X(k)$. We observe in figure 12 that the cascade of correlated energy towards higher wavenumbers becomes more effective as the dimension grows. In figure 12(a) it is clear that the correlated energy is transferred forward from the forcing range towards a wavenumber where it is then transferred (as observed in the $T_X$ plot) from correlated to uncorrelated energy, which is then swept out by the uncorrelated energy flux $\Pi_{\Delta} = \Pi_u - \Pi_W$, which is not shown in the plot. Initially, the transfer from correlated to uncorrelated energy takes place at the dissipation wavenumber, but as the system evolves, this transfer decreases towards $k_c$. For $d = 3$, the value of $k_c$ is at the very forcing range, whereas for $d = 5$ the forward cascade is more effective and the transfer to uncorrelated energy occurs at the inertial range. Finally, in figure 13 we show the flux transition from $d = 5.3$ to $d = 6$. There we observe that as dimension increases, the transfer from correlated to uncorrelated occurs at the dissipation range, and the cascade of energy and correlated energy are equal for the whole inertial range. As such, by considering the correlated energy flux we find the the value $k_c$ is determined by this flux.

It is clear that below the critical dimension and at $Re > Re_c$ the production of uncorrelated energy wins this competition and the error between the two velocity fields grows. However, at the critical dimension the situation is altered and the removal of uncorrelated energy by the cascade begins to dominate. This is interesting in light of the results we found in Clark et al. (2021b), most notably the finding of a maximum enstrophy production near five dimensions. The roles played by vortex stretching and strain self-amplification, and thus also enstrophy production, in the three-dimensional turbulent energy cascade have been the subject of numerous recent investigations (Carbone & Bragg 2020; Johnson 2020; Buaria et al. 2020; Bos 2021). Indeed, Bos (2021) demonstrated that...
removing both vortex stretching and strain self-amplification from the EDQNM closure in three dimensions results in enstrophy conservation and an inertial range with exponent -3. However, removing this term also acts to suppress strain self-amplification so a distinction between the importance of vortex stretching versus strain self-amplification could not be made. In [Carbone & Bragg (2020)] the two effects were distinguished, and strain self-amplification was identified as having the dominant effect on the energy cascade. Nevertheless, in [Clark et al. (2021b)] the dimension of maximum enstrophy production will correspond to the case where the combined influence of both effects on the production enstrophy are maximised.

The proposed role of vortex stretching and strain self-amplification in error growth and the production of uncorrelated energy was also considered in [Clark et al. (2021a)]. Here the transition between two- and three-dimensional dynamics in a thin-layer was studied via the maximal Lyapunov exponent. A discontinuous transition in the scaling of the exponent was found as the flow moved from two- to three-dimensional dynamics. On the two-dimensional side of the transition there is neither vortex stretching nor strain self-amplification and it is found that the Lyapunov exponent is determined by the injection of enstrophy. On the three-dimensional side, as in this work, the exponents are found to depend on the Reynolds number. The discontinuous nature of the transition suggests that these two processes are intimately related to error growth. Notably, two dimensional turbulence is still chaotic without either process, hence disentangling the individual roles of each process in the growth of error may be challenging.

5. Conclusions
Motivated by the idea of critical dimension for fluid turbulence above which K41 becomes exact we have performed a numerical study of the evolution of the error...
$E_{\Delta}(k,t)$ for homogeneous and isotropic $d$-dimensional turbulence. We consider spatial dimensions ranging from 3 to 8, including non-integer values, using an EDQNM closure approximation. Our work has focused on analysing growth of $\Delta(t)$ through the maximal Lyapunov exponent and the production and removal of uncorrelated energy.

A critical dimension for error growth of $d_c \approx 5.88$ is found, above which the error $\Delta(t)$ decays instead of growing for large times. This value is close to the dimension of maximal enstrophy production found in (Clark et al. 2021b). It is proposed that these dimensions are the related and thus that enstrophy production and error growth in turbulence are linked. As the critical dimension is approached the competition between the generation of uncorrelated energy, and thus error, and the sweeping out of error by the energy cascade begins to move in favour of the cascade. We suggest this is related to a change in the relative strengths of strain self-amplification and vortex stretching. These two processes are directly related to the energy cascade (Carbone & Bragg 2020; Johnson 2020; Buaria et al. 2020; Bos 2021) and to the production term in the enstrophy equation.

Considering the discussion of cascade fluctuations and their role in determining the validity of K41 made by Kraichnan (1974b, 1991) the possibility of a reduction in the importance of vortex stretching beyond $d_c$ is interesting. If a connection between vortex stretching and error growth can be made, our work may suggest a suppression of fluctuations beyond $d_c$. This, of course, can only be entirely speculative due to the use of a closure approximation in both this work and (Clark et al. 2021b). Still, it is a property that appears consistently in the numerical calculations of the EDQNM equations we have used. The EDQNM closure approximation is widely used in many theoretical and numerical works so even if this property is not present in DNS or real flows, it is still an interesting property to look at in the future using other closure approximations, or different numerical realizations of the same equations. The trend observed of decreasing $\lambda$ when going from $d = 3$ to $d = 4$, certainly sets the question for higher dimensions, but that remains for future analysis. Studying the error growth in $d$-dimensions using other closure models could discard or support this finding. Additionally, an interesting direction for further study, is to look at DNS at small box sizes in $d = 6$ to see if the error growth is present or not. Although the range of $Re$ that can be explored in DNS is very small, these simulations might shed some light on the existence of the non-chaotic regime.

Another interesting angle to view these results from is the possibility of Burgers equation dynamics at high spatial dimension. As discussed earlier in this work, this idea has been considered in previous works (Fournier et al. 1978; Gotoh et al. 2007; Falkovich et al. 2010). Due to the incompressibility condition being the sum of $d$ terms as $d$ is increased the effect of the pressure term on each individual velocity component will be diminished. The Burgers equation is given by the Navier-Stokes equation with the pressure gradient term removed, hence the suggestions that the dynamics of high dimensional turbulence may resemble those of the Burgers equation. Our results provide another possible connection in this direction as it is known that the Burgers equation is integrable and thus does not exhibit chaos (Hopf 1950; Cole 1951). It may be that the transition to a non-chaotic regime is related to the role of pressure, however this will require further investigation. This is the opposite picture to what was described in the previous paragraph. If the Navier-Stokes equations in high dimension exhibit Burgers equations statistics this will involve an extreme anomalous scaling.

In summary, using the EDQNM approximation for isotropic turbulence we have found a critical dimension for error growth at $d_c \approx 5.88$. By considering previous results for $d$ dimension EDQNM calculations we propose this dimension is related the dimension of maximal enstrophy production found in (Clark et al. 2021b). By considering the
competition between the energy cascade and error production we relate our findings to fluctuations in the energy cascade and the idea of a critical dimension above which K41 is exact. Additionally, we consider the possibility of a Burgers equation statistics limit for the Navier-Stokes equation in high spatial dimension where an extreme anomalous scaling contrary to K41 could be expected. Determining which of these scenarios is correct will require further study of turbulence in spatial dimensions above three.
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