The problem of determining the underlying dynamics of a system when only given data of its state over time has challenged scientists for decades. In this paper, the approach of using machine learning to model the updates of the phase space variables is introduced; this is done as a function of the phase space variables. (More generally, the modeling is done over functions of the jet space.) This approach (named “FJet”) allows one to accurately replicate the dynamics, and is demonstrated on the examples of the damped harmonic oscillator, the damped pendulum, and the Duffing oscillator; the underlying differential equation is also accurately recovered for each example. In addition, the results in no way depend on how the data is sampled over time (i.e., regularly or irregularly). It is demonstrated that a regression implementation of FJet is similar to the model resulting from a Taylor series expansion of the Runge-Kutta (RK) numerical integration scheme. This identification confers the advantage of explicitly revealing the function space to use in the modeling, as well as the associated uncertainty quantification for the updates. Finally, it is shown in the undamped harmonic oscillator example that the stability of the updates is stable $10^9$ times longer than with 4th-order RK (with time step 0.1).

I. INTRODUCTION

Equations of motion for dynamical systems have traditionally been derived by a variety of techniques of a theoretical, experimental, and/or intuitive nature. However, in the case that differential equations (DEs) are determined directly from a data source, perhaps with machine learning (ML) techniques, it is useful to identify the following subgoals:

1. Extrapolate model beyond training data times.
2. Determine underlying DE.
3. Determine parameter dependencies in DE.
4. Estimate stability/accuracy of model.
5. Determine related domain knowledge.

The present paper focuses on the first four points. The fifth point relates to conserved quantities and is discussed in detail in a companion paper [1].

Background

Related developments in the field appear over the history of the subject, and are organized accordingly. For completeness, earlier works are included.

Classical: Systematically deriving DEs for dynamical systems can be identified as beginning with Newton’s second law of motion [2]. Lagrange recast Newtonian mechanics, building on work of others to take into account constraints. Lagrangian mechanics are built in terms of the generalized coordinates and velocities $(q, \dot{q})$, leading to the Euler-Lagrange equations. Hamilton gave the modern version of the principle of least action, and after introducing a generalized momentum $(p)$, and a Legendre transform (from $(q, \dot{q}) \rightarrow (q, p)$), produced the Hamiltonian mechanics. Non-conservative features may be accounted for by including Rayleigh dissipation, or by a generalization of Hamilton’s variational principle [3].

Nonlinear Dynamics: The beginning of the study of nonlinear dynamics is widely identified with Poincaré’s work [4, 5], owing to his studies on celestial mechanics, three-body problems, qualitative studies of nonlinear DEs [6], and a wealth of contributions for analyzing such systems (e.g., phase space, recurrence theorem, Poincaré-Bendixson theorem). Also, Lyapunov [7] studied the stability of ordinary DEs (ODEs), introducing an exponential characterization of the rate of growth of instabilities.

Chaos: Certain nonlinear systems may exhibit a sensitive dependence on initial conditions [8, 9], so that the long time difference between two nearby states may become arbitrarily large (within the confines of the attractor). Such a phenomena was first studied by Lorenz [10] in the context of equations that modeled atmospheric convection. A general definition of chaos may be found in Sec. 1.8 of [11].

The sensitive dependence on initial conditions can be measured by a Lyapunov exponent [8, 12], with a positive value signifying chaos [13]. In numerical simulations, there are thus two sources of instability: from discretization effects, and also from chaos [14]. The question of whether a solution of a chaotic system is even meaningful was answered in the affirmative with the shadowing lemma [15][19]. The length of time that a solution remains valid despite such instabilities was studied by [20].

Embeddings: In the context of fluid turbulence, there was interest in testing the Ruelle-Takens conjecture [21] concerning the role of a strange attractor. The challenge was to connect experimental time series data at a point to a strange attractor. It was shown by Packard et al. [22] that geometric aspects (i.e., Lyapunov exponent, topo-
logical dimension) of a Rössler model could be captured by using a lower dimensional manifold [23] and time-delay coordinates of a single scalar variable $s(t)$ (e.g., density or velocity component) at multiple times (cf. Sec 8.13 of [12]). Important related works include [23, 26].

**DE Models**: A methodology for modeling the global dynamics was introduced by Crutchfield and McNamara [14]. The data was fit to a model of the form $dy/dt = F$, where the choice of $F$ was guided by minimizing a complexity measure. They considered low-dimensional models, including the Lorenz model and the Duffing oscillator. A number of other significant works would soon follow, including [27, 30]. In particular, [31, 32] would model the dynamics in the phase space, although in a manner different from the present work. The techniques that were used in this time period for modeling $F(y)$ included polynomial expansions, radial basis functions, neural nets (NNs), B-splines, Galerkin bases [33], etc; the reader is referred to the review by [34] for a more complete discussion.

**Recent**: There has been renewed attention to this problem, exploiting techniques from the ML community. A common theme has been to apply the time series data (from conserved dynamics) to an autoencoder, and to require that the latent variables (i.e., the middle layer) obey physical equations of motion, such as Hamilton’s equations [35–37] or the Euler-Lagrange equations [38, 39].

Another approach has been the application of a parametrized symbolic regression approach [40], applied to Graph NNs on a cosmology example.

Software (SINDy) [41] has been used to search a function space while modeling, beginning with a regularized form of $dy/dt = F$; this was demonstrated on a number of ODEs and partial DEs (PDEs).

In addition, Neural ODEs [12, 42] can replicate the dynamics of a system by first training a NN on data, and then using that NN for a new extrapolation. In this approach, each layer of the NN represents an update step in a numerical integration scheme for a DE.

Finally, there are other contributions besides these, but space does not permit a more complete review.

**Other**: Related topics include time-series analysis, numerical integration, and Lie symmetries.

**Time-Series Analysis**: There is a long literature on time-series analysis [43], and there is significant overlap with what is being focused on here. The difference is that with a typical time-series analysis, there is little additional interest in finding the underlying dynamical equations that lead to the data. Instead, the focus is often just on finding a statistical characterization or perhaps on fitting a simple model. For this reason, no further discussion will be made of this.

**Numerical Integration**: At first glance it would seem that the topic of numerical integration [46, 48] wouldn’t belong in this section. However, the approach with respect to the time-step of a scheme such as 4th-order Runge-Kutta (RK4) produces terms that can reasonably be considered in a model. Thus it offers a principled means of determining the function space for the predictors of a model, and will be used throughout this paper. (Of course, the RK scheme is itself based on a Taylor series expansion of a solution (cf. Ch.2 of [46], or App.B of [49]). However, the author finds it convenient to make comparisons to RK directly, since RK is used in other contexts in this paper.)

**Lie Symmetries**: The present work will study the model with respect to small changes in the phase space variables, and sometimes higher derivatives. At the same time though, it is adjacent to the effort of determining conserved quantities, such as energy or momentum. Lie symmetries were introduced to solve ODEs and PDEs by studying their invariances [50], and will be considered in a companion paper for using the models computed herein to determine conserved quantities. Interestingly, this can also be done for non-conserved models.

**Outline**

The layout of the remainder of the paper is structured as follows. Section II introduces the FJet approach, going into detail in the Methodology subsection. In Sections III, IV, and V are the three examples: Harmonic Oscillator, Pendulum, and Duffing Oscillator. The analysis in each of these sections follows a similar pattern: training data, model, underlying DE, extrapolation, etc. Section VI takes a larger view of how Runge-Kutta (RK) informs the choice of the function space to be used for the predictors. The appearance of an implicit regularization is discussed in Sec. VII. Following that are the Final Remarks and several appendices. Appendix A analyzes the RK updates for each model, and shows how the function space of the predictor variables appear after a Taylor series expansion; these results play an important role in this paper. Appendix B collects results from the parameter fitting, and Appendix C displays plots of the residuals. Finally, Appendix D discusses a second optimization procedure which can improve the quality of a model.

**II. FJET APPROACH**

The focus in this paper is on dynamical systems describable as an explicit $n$th-order ODE

$$u^{(n)} = G(t, u, u^{(1)}, \ldots, u^{(n-1)})$$

(1)

where $u^{(i)}$ represents the $i$th derivative of $u$ with respect to time $t$. Of course, neither the order of the equation nor the form of $G$ will be known beforehand. Both autonomous and non-autonomous cases will be considered.

As mentioned, the approach of related works has been to model $u$ and $u^{(1)}$ as a function of $t$. Here the approach will be to model changes in $U^{(n-1)} = \ldots$.
{u, u^{(1)}, \ldots, u^{(n-1)}}, known as the \((n-1)\)st prolongation [50] of \(u(t)\). Specifically, for an \(n\)-dimensional system (cf. Eq. [1]), the response variables used here are \(Y = \Delta \mathcal{U}^{(n-1)} \equiv \{\Delta u, \Delta u^{(1)}, \ldots, \Delta u^{(n-1)}\}\). For autonomous dynamics, the predictor variables are \(X = \mathcal{U}^{(n-1)}\). For non-autonomous dynamics, the predictors are \(X = Q \times \mathcal{U}^{(n-1)}\), otherwise known as the \((n-1)\)st jet space, where \(Q\) is the set of independent variables (in this paper just \(\{t\}\)). Also, in one example of this paper where a function of \(Q\) appears, the role of \(Q\) is supplemented by a prolongation of that function. Specifically, in Sec. V rather than using \(X = \{t\} \times \mathcal{U}^{(n-1)}\) for the predictor variables, the space \(X = \{p, p^{(1)}, \ldots\} \times \mathcal{U}^{(n-1)}\) is used, where \(p = p(t)\). Finally, for both cases (autonomous and non-autonomous), functions of the elements of \(X\) may be explicitly added to the set. Also, it is noted that the modeling of the changes \(\Delta \mathcal{U}^{(n-1)}\) with respect to \(\mathcal{U}^{(n-1)}\) is equivalent to an ML model of the tangent manifold; this is a direct approach, as opposed to that used in other works [51, 52].

Data for the variables in \(X\) and \(Y\) will be used to derive a model of the form \(Y = h(X)\), where \(h\) generically represents the machine learning model. The FJet approach does not restrict the type of ML regression model used; for example, \(h\) may be a neural net (NN), a random forest, a boosting model, etc.

Methodology

There are several steps to the FJet approach, which are now discussed.

Step 1 – Create smooth fits to raw data. The first step is taking the data provided on a system and putting it into a form usable by the FJet approach. Note that the data may appear as a time series (i.e., trajectory data) or it may be obtained by random sampling. Also, in order to obtain derivative information [53, 55] a local fit to this data is first done, and derivatives are computed with respect to that. However, in the examples to be shown, the update and derivative information is derived from synthetic data, obviating this step.

Step 2 – Data for updates. The second step is to use the smooth fits created in step #1 to obtain values for changes in \(u, \dot{u}\) over a fixed time step \(\epsilon\). In the case of a 2nd-order ODE, they are simply defined as

\[
\Delta u = u(t + \epsilon) - u(t) \tag{2a}
\]

\[
\Delta \dot{u} = \dot{u}(t + \epsilon) - \dot{u}(t) . \tag{2b}
\]

At this point the data is in the form \((X, Y)\), which for a 2nd-order autonomous ODE would appear as \((u, \dot{u}, \Delta u, \Delta \dot{u})\) for each time \(t\). Also, note that for an \(n\)th-order ODE, the set of response variables would include up to \(\Delta u^{(n-1)}\).

Step 3 – ML model \(h\). The generic formula for modeling the system as \(Y = h(X)\) must be specified for individual elements of \(Y\). For the 2nd-order example it is written as \(h = (h_1, h_2)^T\), which are defined as

\[
\Delta u = h_1(u, \dot{u}) \tag{3a}
\]

\[
\Delta \dot{u} = h_2(u, \dot{u}) . \tag{3b}
\]

As mentioned previously, any suitable ML model may be used for \(h_1\) or \(h_2\), such as NNs, random forest, boosting methods, etc. However, a particularly transparent and natural choice is something here named feature regression. It is written as

\[
h = \alpha_1 f_1 + \alpha_2 f_2 + \cdots \tag{4}
\]

with scalars \(\alpha_i\) and features \(f_i\) which are functions of the variables of \(X\); this can be thought of as an extension of polynomial regression. In the examples, \(f_i\) are typically monomials or may involve trigonometric functions. The advantage this type of model offers is that it simplifies the interpretation of the model in terms of a DE when the time step \(\epsilon \to 0\). Other authors refer to this as a linear in the parameter model [34].

Step 4 – Extrapolation. Having obtained a model for the updates for a given time step \(\epsilon\), it is straightforward to use it to generate a time-sequenced values. This is done by the generative algorithm given in Alg. [4]

Algorithm 1 : Generative Algorithm: 2nd-order

\[
\text{Input: } t_0, N \quad \text{Init: } t = t_0 \quad \text{Init: } u = u(t) \quad \text{Init: } \dot{u} = \dot{u}(t)
\]

\[
\text{for } i = 0 \text{ to } N \text{ do}
\]

\[
\text{tmp}_1 = h_1(u, \dot{u})
\]

\[
\text{tmp}_2 = h_2(u, \dot{u})
\]

\[
u \leftarrow u + \text{tmp}_1
\]

\[
\dot{u} \leftarrow \dot{u} + \text{tmp}_2
\]

\[
t \leftarrow t + \epsilon
\]

\[
\text{Print}(u, t)
\]

end for

Note that as written, this algorithm applies to the 2nd-order example where \(Y = \{\Delta u, \Delta \dot{u}\}\) and \(X = \{u, \dot{u}\}\).

Step 5 – Refine model. Recall that the determination of the model \(h\) in Step #3 is based on a fit of the response (Y) variables as a function of the predictors (X). It is not based on how well the values for \(u(t)\) it generates match those of the data. Thus, this presents an opportunity for a second optimization, in which the parameters obtained for \(h\) in Step #3 can be fine-tuned to better match the raw data. This is discussed in greater detail in Appendix [4].

An additional step that can be taken to improve the results is to limit the domain of training data to only encompass the region of phase space where extrapolations are done. Doing otherwise will bias the model on unexplored regions, reducing the quality of the results in the domain of interest.

Step 6 – Stability/accuracy. In this paper, the accuracy will be in part assessed through a comparison to the best
solution available. In one instance this will be the exact solution; in the others it will be to an extrapolation using RK4. When available, comparisons will also be made to the energy of the system.

A potential limiting factor to the stability of the FJet solution is the completeness of the feature set. It is shown in Appendix A that the feature set is implied by an expansion of the Runge-Kutta numerical integration scheme, to a given order in the time step. This will be confirmed in the examples, where FJet achieves a level of accuracy comparable to RK2 in one example, and a level of accuracy comparable to RK2 in the other two.

Finally, the deviation of $u$, $\dot{u}$ and parameter values measured with respect to their expected values, will be evaluated with the function

$$E_{\sigma}(p, p_{\text{ref}}) = \log_{10}|p - p_{\text{ref}}|.$$  

Here $p$ is the value at hand (of $u$, $\dot{u}$ or a parameter), $p_{\text{ref}}$ is the reference value, and $\sigma$ indicates the level of noise. This measure will be used throughout the paper.

**Step 7—Underlying DE**. What has been discussed thus far is how to determine an ML model $h$ for one value of $\epsilon$. The next step is repeating the entire process for different values of $\epsilon$. This will allow one to determine a fitted $\epsilon$-dependence of the parameters for the model $h$, and from that extrapolate their dependence to $\epsilon = 0$. It is in this $\epsilon = 0$ limit that comparisons can be made to differential quantities, ultimately replacing $\epsilon$ with $dt$, $\Delta u$ with $du$, and $\Delta \dot{u}$ with $d\dot{u}$. From this, a derivation of the underlying DE immediately follows. Note that this is manifestly more robust than just using a single value of $\epsilon$, which has been the standard approach by other authors (e.g., [14, 34, 41]).

**Step 8—Self-consistency & uncertainty quantification.** Beginning from the DE found in the previous step, a numerical integration scheme for it can be given (e.g., RK), and that in turn can be Taylor series expanded with respect to its time step ($\epsilon$). After grouping the terms by $\epsilon$, the collection of functions for a given order in $\epsilon$ are identified as the feature set $X_n$ that can be used to fit the data with an error estimate of $O(\epsilon^n)$.

Defining $X_{\text{init}}$ as the initial feature set used in the modeling (cf. Step #3), there is now an opportunity for a self-consistency check by comparing $X_{\text{init}}$ to $X_n$. Choosing $n$ such that $X_n$ is similar to $X_{\text{init}}$, and then repeating the previous steps with $X_n$, it should then be possible to recover the same DE as already found; if so, it can be said to be self-consistent. Fig. I is given to illustrate this matching of $X_{\text{init}}$ with one of the $X_n$. Further discussion of $X_n$ can be found in Sec. VI.

Finally, in an actual application, it’s important to know the uncertainty quantification; otherwise the method is really just a proof of concept. The reader should note that the standard way of doing this type of modeling (e.g., [14, 34, 41]) has only involved an ad hoc selection of features $X$, and included no uncertainty quantification.

The training data is synthetic and will be generated by evolving the known, underlying DE forward in time by an amount $\epsilon$; this will be done for randomly chosen values of $u$ and $\dot{u}$. The set of $\epsilon$ values to be used below will range from 0.001 to 0.1. To mitigate unnecessary discretization errors, the DE will be generated by a number of iterations of a time step $\epsilon_{\text{base}} = 0.001$. For example, to obtain data for a single instance of $(\Delta u, \Delta \dot{u})$ at $\epsilon = 0.1$, the RK4 scheme will be iterated 100 times using $\epsilon_{\text{base}}$.

In addition, the bulk of the examples used training data that was made more realistic by including an additive measurement error of $\sigma \nu$ to each entry of $u$ and $\dot{u}$

$$u \to u + \sigma \nu$$

$$\dot{u} \to \dot{u} + \sigma \nu'$$

where $\nu$ and $\nu'$ represent independent draws from a zero-mean, unit-variance normal distribution. Note that this also impacts functions of $u$ and $\dot{u}$, as well as $\Delta u$ and $\Delta \dot{u}$. The time step $\epsilon$ was included as a factor in the strength of $\nu$ to reflect that these measurements were made with respect to a smoothed fit of $u$, as discussed in Sec. III a noise coefficient with constant strength would overwhelm $\Delta u$ and $\Delta \dot{u}$ for small $\epsilon$. Systematic deviations for $u$, $\dot{u}$ that do not vanish as $\epsilon \to 0$ will not be considered. In this paper, the data will typically be modeled with $\sigma = 0$, 0.1 and 0.2.

**III. EXAMPLE: HARMONIC OSCILLATOR**

The equation for a harmonic oscillator is relevant for a myriad of physical systems, such as the small angle limit of a pendulum. Here, $u$ represents the deviation from the minimum, $\omega_0$ its natural frequency, and $\gamma$ its damping coefficient

$$\ddot{u} + 2\gamma \dot{u} + \omega_0^2 u = 0.$$  

FIG. 1. This figure is meant to illustrate how an initial set of features $(X_{\text{init}})$ leads to a DE, which in turn leads to a set of features $(X_n)$ which are each associated with an error estimate of $O(\epsilon^n)$. Having gone through these steps, it is suggested that one may then repeat the process beginning with one of the $X_n$ to see if it leads to the same DE. If it does, then it may be said to be self-consistent.
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This section will only consider the underdamped case, unless stated otherwise.

Training Data

Training data was generated from 2000 random samples, using \( \omega_0 = 1, \gamma = 0.1, T = 2\pi/\omega_0, t \in (0, 2T), u \in (-2, 2), \) and \( \dot{u} \in (-2, 2). \) In order to generate the \( \Delta u \) and \( \Delta \dot{u}, \) the data points were created with a time step \( \epsilon = 0.1 \) (with iterated updates of RK4) and \( \sigma = 0.2, \) as described near the end of Sec. II.

In the left plot of Fig. 2, a typical trajectory is shown using \( \sigma = 0.2, \) to show the impact of the noise. In both the center and right plots, the differences (\( \Delta u, \Delta \dot{u} \)) (computed between times \( t \) and \( t + \epsilon \)) are plotted with respect to the values at time \( t. \) In the plots, the color of the points is determined by the sign of \( \Delta u \) or \( \Delta \dot{u}: \) it is red (blue) if the sign is positive (negative). Also, the size of the dots is proportional to the magnitude of \( \Delta u \) (or \( \Delta \dot{u} \)); the same scaling was used for both plots in the figure. These figures provide useful information as to how to model \( \Delta u \) and \( \Delta \dot{u} \) over this space. They demonstrate how to capture the dynamic information in static plots.

Model

Given these observations, it appears that it would suffice from a modeling perspective to simply have \( h_1 \) and \( h_2 \) be linear combinations of \( u \) and \( \dot{u}. \) However, following the guidance from Eq. (A10), a larger class of candidate features might instead be considered

\[ \{u, \dot{u}, t, t^2, u^2, u\dot{u}, \ldots \}. \]

It will be understood from Appendix A that several of these terms need not be considered (such as \( t, t^2 \)) for dynamics with no explicit time dependence. (No constant term is expected, since it appears the dot size is zero near the origin, in both plots in Fig. 2.) Also, note that if \( \dot{u} \) were included in the predictors, a collinearity would manifest itself, a signal to the modeler that it should be removed.

As already discussed, while many ML models can be used (such as a NN), it is convenient here to use feature regression, since it will later facilitate determining the underlying DE. From this set of candidate features, the usual techniques of regression [56] can be used to remove irrelevant predictors. The resulting response (\( Y \)) and predictor (\( X \)) variables are then chosen to be

\[
Y = (\Delta u, \Delta \dot{u})^T
\]

\[
X = (u, \dot{u})^T
\]

and the feature regression model \( Y = h(X) \) appears as a matrix-vector product

\[
Y = \epsilon \begin{bmatrix} a_1 & a_2 \\ b_1 & b_2 \end{bmatrix} X.
\]

In this approach, one can now determine the coefficients \( a_i \) and \( b_i \) (\( i = 1, 2 \)) by fitting it to the training data using \( \epsilon = 0.1. \) Note that an explicit regularization was not used, in contrast to approaches by other authors [eg., [14] [31]. With regularization, one might have used, for example, elastic net regularization [56] to drive small, less important coefficients down to zero. Instead, it will be shown next that creating a feature regression model for several values of \( \epsilon \), with no explicit regularization, can lead to a robust, controlled derivation of the underlying DE.

Underlying DE

The process of fitting \( Y \) to \( X \) for a single \( \epsilon \) is now repeated for the set of \( \epsilon \)-values \{0.001, ...0.1\}, leading to the plots in Fig. 3; these plots include data for the cases \( \sigma = 0, 0.1, \) and \( 0.2. \) Best line fits were used to model the \( \epsilon \)-dependence, with the results collected in Table V in Appendix B. These fits were extrapolated to \( \epsilon = 0 \) to determine parameter values for the underlying DE. Equation 9 may now be rewritten in this limiting case, and the variables will be written using the standard differential notation (i.e., \( \epsilon \rightarrow dt, \Delta u \rightarrow du, \Delta \dot{u} \rightarrow d\dot{u} \)), producing

\[ du = dt [\dot{u}] \]  

\[ d\dot{u} = dt [-0.2\ddot{u} - u]. \]

(Of course, this is a slight abuse of notation, since derivatives are normally defined in a limiting procedure.) The first of these equations (Eq. 10a) is just a contact condition, and reflects the fact that in the space \((u, \dot{u})\), not all three quantities \( du, dt, \dot{u} \) are independent (i.e., \( \dot{u} = du/dt \)). Finally, when Eq. 10a and Eq. 10b are combined, they are just equivalent to the original equation of motion for the damped harmonic oscillator (Eq. 6), with the chosen parameter values (\( \omega_0 = 1 \) and \( \gamma = 0.1 \)).
FIG. 3. Plots of the $\epsilon$-dependence of the coefficients in the model $h(X)$ (cf. Eq. 9). The intersection of the thin vertical and horizontal gray lines indicate the correct value at $\epsilon = 0$. Note the different scales for the error for each plot.

FIG. 4. The dependence of $b_1$ and $b_2$ as a function of $\omega_0$ and $\gamma$ is plotted using blue dots. As a visual guide, the exact curves for $-\omega_0^2$ and $-2\gamma$ are added as orange curves to the left and right plots, respectively.

A. Parameter Dependence

What was obtained in the previous section is the equation of motion based on the choice $\omega_0 = 1$, $\gamma = 0.1$. In this section, the actual functional dependence on $\omega_0$ and $\gamma$ within the equation of motion is deduced.

The idea here is to consider a given value of $\epsilon$, and several values of $\omega_0$. This produces a plot versus $\omega_0$, which is then fit with a low-order polynomial in $\omega_0$. Thus, the fitting parameters are now determined for that one, given value of $\epsilon$. Next, this procedure is repeated for several other small values of $\epsilon$, and the result is extrapolated to $\epsilon = 0$. In this section the fitting was done for the zero noise case (i.e., $\sigma = 0$), and led to the results:

\[ b_1 = -\omega_0^2 + \ldots, \quad b_2 = -2\gamma + \ldots. \]

Shown in Fig. 4 is the $\omega_0$ and $\gamma$ dependence for these parameters in the specific case of $\epsilon = 0.001$. From this, Eq. 10a and Eq. 10b can be replaced with

\[ du = dt \left[ u \right] \]
\[ d\dot{u} = dt \left[ -2\gamma \dot{u} - \omega_0^2 u \right] \] (12)

from which the original equation of motion (Eq. 6) immediately follows. In summary, it has been shown how to obtain the complete equation of motion (along with parameter dependencies), from data.

Extrapolation & Stability

There are three approaches for this example in which the stability and the extrapolation accuracy of the FJet models can be evaluated.

First Approach: One may do an extrapolation in time using the model parameter values for FJet with $\sigma = 0.2$, and do a visual comparison. Upon using the generative algorithm with $\epsilon = 0.1$, Fig. 5 results. Thus for these shorter times, close agreement is visually confirmed. However, for longer times such a graph is less informative, and so the next approach is considered.

Second Approach: A way to understand the extrapolation accuracy is to compare it to the exact solution mentioned earlier. The error measure defined in Eq. 5 is used in Fig. 6 to compare the magnitudes of the errors for the solutions found using RK and FJet; included in the plot are the results from an optimized solution (using Appendix D). What is most noticeable in the $\sigma = 0$ plot is the small error of FJet compared to RK2 and the optimized solution; note the log scale.

Third Approach: A way to compare the accuracy of extrapolations is to compute the energy in the undamped case:

\[ E = \frac{1}{2} (u^2 + \dot{u}^2), \]

where now $\omega_0 = 1$ and $\gamma = 0$. Following [57], the energy at the $n$th iteration ($E_n$) is parametrized as exponentially changing

\[ E_n/E_0 = \exp(\lambda n). \]

Thus, a $\lambda$ closer to 0 means it is more stable. Iterating for $10^4$ iterations, with the initial condition of $(u, \dot{u}) = (1, 0)$, led to the values in Table III. The most obvious aspect to this table is the much smaller value of $\lambda$ for FJet compared to RK2. The parameter values used for FJet were computed using $\epsilon = 0.1$ and appear in Table III along with comparison values from Euler/RK2/RK4.
FIG. 6. Shown are plots of the errors for the damped harmonic oscillator. For $\sigma = 0$, the energy values for opt overlaps that of FJet, and neither has any discernable deviation from the exact value of 0.5. Also, for this case note the much lower error values for FJet on this log scale; the optimization process (Appendix D) reduces the accuracy from this nearly ideal case. For the case $\sigma = 0.1$, the opt solution fares better than FJet or RK2.

IV. EXAMPLE: PENDULUM

The equation of motion for a damped pendulum is

$$\ddot{u} + 2\gamma \dot{u} + \omega_0^2 \sin u = 0$$ (14)

where $\omega_0$ is the natural frequency in the small-$u$ limit and $\gamma$ is the damping coefficient.

Training Data

The parameter values $\omega_0 = 1.0$ and $\gamma = 0.1$ are used in Fig. 7, which includes multi-start trajectories (left plot), and the update maps $\Delta u$ and $\Delta \dot{u}$ (center and right plots). Note that in the left plot, the rotation is clockwise; in the upper (lower) half of the plane, the motion is to the right (left). The $\Delta$-plots were created by randomly selecting 2000 $(u, \dot{u})$ values and then doing a single time step update with RK4 (with iterated updates), using $\epsilon = 0.1$. The three plots in this figure have $u$ and $\dot{u}$ each range over $(-2\pi, 2\pi)$ to display the periodic structure, but in the actual training data only the range of $(-\pi, \pi)$ was used. This created a data pair, and allowed a creation of data for $\Delta u$ and $\Delta \dot{u}$. It is these plots which will be fitted by an ML procedure. As before, the dot sizes are proportional to the magnitude of what is being plotted; they are colored red (blue) for positive (negative) values.

Model

As a starting assumption, based on experience with the harmonic oscillator, one might begin by considering the feature set $\{u, \dot{u}\}$. However, the domain knowledge in this case is that $u$ must be periodic, so instead the starting feature set under consideration is $\{\dot{u}, \cos u, \sin u\}$. As discussed in Appendix A, numerical integration techniques suggest one should use a larger feature set, such as

$$\{\dot{u}, \cos u, \sin u, \dot{u} \cos u, \dot{u} \sin u, \ldots \}.$$

The elements in this new set may now be taken as input features into an appropriate ML model. As already discussed, while many ML models can be used (such as NNs), it is convenient here to use feature regression, since it will facilitate determining the underlying DE. After following the usual steps in regression [56], the resulting response ($Y$) and predictor ($X$) variables are chosen to

TABLE I. In the case where $\gamma = 0$ (undamped), and $\sigma = 0$ (zero noise), FJet (using feature regression) remains stable about 10$^9$ times longer than RK4.

| scheme | $\lambda$ |
|--------|-----------|
| Euler  | $9.94 \times 10^{-2}$ |
| RK2    | $2.49 \times 10^{-5}$ |
| RK4    | $-1.38 \times 10^{-8}$ |
| FJet$_0$ | $-1.63 \times 10^{-17}$ |

TABLE II. Parameter values for the undamped harmonic oscillator with $\gamma = 0$ and $\epsilon = 0.1$. The third column “FJet$_0$” refers to the zero-noise case, and was found using feature regression.

| $a_1$ | $a_2$ |
|-------|-------|
| Euler | RK2   | RK4   | FJet$_0$ |
| 0.0   | -0.005 | -0.00499583 | -0.00499583 |
| 0.1   | 0.1    | 0.099833  | 0.09983341664682731 |
FIG. 8. Plots of the $\epsilon$-dependence of the coefficients in the model $h(X)$ (cf. Eq. 16). The intersection of the thin vertical and horizontal gray lines indicate the correct value at $\epsilon = 0$.

be

$$Y = (\Delta u, \Delta \dot{u})^T$$  \hspace{1cm} (15a)

$$X = (\dot{u}, \sin u, \dot{u} \cos u)^T$$  \hspace{1cm} (15b)

and the feature regression model $h(X)$ appears as a matrix-vector product,

$$Y = \epsilon \begin{bmatrix} a_1 & a_2 & a_3 \\ b_1 & b_2 & b_3 \end{bmatrix} X.$$  \hspace{1cm} (16)

In this approach, one can now determine the coefficients $a_i$ and $b_i$ ($i = 1, 2, 3$) by fitting it to the training data using $\epsilon = 0.1$. (Note that validation and test data could be used for a refined approach.) In the feature regression modeling, regularization was not used, in contrast to approaches by other authors [e.g., 14, 41].

Underlying DE

The process of fitting $Y$ to $X$ for a single $\epsilon$ is now repeated for the set of $\epsilon$-values $\{0.001, \ldots, 0.1\}$, leading to the plots in Fig. 8; these plots include data for the cases $\sigma = 0$, $\sigma = 0.1$ and $\sigma = 0.2$. Best line fits were used to model the $\epsilon$-dependence, with the results collected in Table V in Appendix B. These fits were extrapolated to $\epsilon = 0$ to determine parameter values for the underlying DE. Equation 16 may now be rewritten in this limiting case, and the variables will be written using the standard differential notation (i.e., $\epsilon \rightarrow dt$, $\Delta u \rightarrow du$, $\Delta \dot{u} \rightarrow d\dot{u}$), producing

$$du = dt[u]$$  \hspace{1cm} (17a)

$$d\dot{u} = dt[-0.2\dot{u} - \sin u].$$  \hspace{1cm} (17b)

The first of these equations (Eq. 17a) is just a contact condition, and reflects the fact that in the space $(u, \dot{u})$, not all three quantities $du$, $dt$, $\dot{u}$ are independent (i.e., $\dot{u} = du/dt$). The combination of these two equations is just equivalent to the original equation of motion for the pendulum (Eq. 14), with the chosen parameter values.

Extrapolation & Stability

Using $\epsilon = 0.1$, $\gamma = 0$, and the initial conditions $(u, \dot{u}) = (1, 0)$, values for $a_i$ and $b_i$ were computed similarly as before, and an extrapolation of $u(t)$ was created using Algo. 1. This undamped case was used so that the energy ($E$), as defined by

$$E = \frac{1}{2} \dot{u}^2 + \omega_0^2(1 - \cos u)$$  \hspace{1cm} (18)

could also be examined to see if it remained conserved. Shown in Fig. 9 are plots of the energy and the error (as defined in Eq. 5). The data are from RK2, FJet, and the optimized FJet; this is for the cases of $\sigma = 0$ and $\sigma = 0.1$. As can be seen, the plots reveal that FJet and RK2 perform comparably, while the optimized version of FJet performs much better.

V. EXAMPLE: DUFFING OSCILLATOR

The Duffing oscillator [8, 58–61] is similar to the damped oscillator seen in Sec. III, except it allows for a nonlinear restoring force and an external force $p(t)$. It
be advantageous to also sample over a range of \( A \) to lead to models that better support extrapolations with (i.e., different \( A \)). Finally, it is noted that to create data that will not include the independent variables \( p \) and \( \dot{p} \) (or time). Because of this, Fig. 10 is a plot that has a collapsed domain from \((u, \dot{u}, p, \dot{p})\) to \((u, \dot{u})\), and thus there is a slight overlap of red and blue dots, even for \( \sigma = 0 \). (Of course, the presence of noise (i.e., \( \sigma \neq 0 \)) also leads to a mixing of the red and blue dots.) Finally, it is noted that to create data that will lead to models that better support extrapolations with different \( p(t) \) (e.g., different values for \( A \) or \( \Omega \)), it could be advantageous to also sample over a range of \( A \) and \( \Omega \).

\[ \ddot{u} + 2\gamma \dot{u} + \alpha u + \beta u^3 = p(t) \quad (19a) \]
\[ p(t) = A \cos \Omega t . \quad (19b) \]

**Training Data**

This example used the parameter values \( \gamma = 0.15 \), \( \alpha = -1 \), \( \beta = 1 \), \( A = 0.28 \), and \( \Omega = 1.2 \), resulting in the plots of Fig. 10. The left plot was created from a single run with initial condition \((u, \dot{u}) = (1, 0)\); the updates lead to a clockwise rotation. Note that the orbit displays a period-2 oscillation (cf. pp453-462 in [61], and [59]), and that it has only positive \( u \)-values (since the \( \alpha \) and \( \beta \) values create a double-well potential). The center and right plots correspond to the changes in \( u \) and \( \dot{u} \), as defined in Eq. 2.

In Appendix A, it is shown how an RK expansion motivates which terms should be included, and the terms \( uu^2 \) and \( \ddot{u} \) were not among them. However, here they were included to demonstrate that the technique is resilient against the addition of unnecessary terms. The feature regression model \( Y = h(X) \) appears as a matrix-vector product,

\[ Y = \epsilon \left[ \begin{array}{c} a_1 \\ a_2 \\ a_3 \\ 0 \\ 0 \\ 0 \\ a_7 \\ 0 \\ b_1 \\ b_2 \\ b_3 \\ b_4 \\ b_5 \\ b_6 \\ b_7 \\ b_8 \end{array} \right] X . \quad (23) \]

In this approach, one can now determine the coefficients \( a_i \) and \( b_i \) \((i = 1, ..., 8)\) by fitting it to the training data; \( a_4, a_5, a_6, a_8 \) were already identified as being essentially 0. Note that the resulting FJet mapping can then make use of any forcing term in an extrapolation algorithm; all that is needed is knowledge of \( p \) and \( \dot{p} \) at a series of times. Because of its reliance on a general \( p \) (and \( \dot{p} \)), it resembles a Green’s function approach.

In the feature regression modeling, regularization was not used, in contrast to approaches by other authors [e.g., [14] [11]]. For example, one might have used regularization to drive small, less important coefficients down to zero, enabling an easier identification of a “minimal model”. Instead, the \( \epsilon \)-dependence of these parameters will be studied in the next sub-section, to determine their behavior as \( \epsilon \to 0 \) and ascertain the underlying DE.

A model for the Duffing equation was also reconstructed from phase space data by [62], where they included two first-order equations for \( p(t) \) to model its oscillatory dynamics. In doing so, they were able to study the Duffing oscillator as an autonomous system with four first-order ODEs.

**Underlying DE**

The process of fitting \( Y \) to \( X \) for a single \( \epsilon \) is now repeated for the set of \( \epsilon \)-values \( \{0.001, ..., 0.1\} \), leading to

\[ \{ u, \dot{u}, uu^2, \dot{u}u^2, u^2u, \ddot{u}u^2, \dot{u}^3, p, \dot{p}, pu, \dot{pu}, \ddot{pu}, ... \} . \quad (20) \]

The elements in this new set may now be taken as input features into an appropriate ML model. As already discussed, while many ML models can be used (such as a NN), it is convenient here to use feature regression, since it will facilitate determining the underlying DE. After following the usual steps in regression [56] the resulting response \( Y \) and predictor \( X \) variables are chosen to be

\[ Y = (\Delta u, \Delta \dot{u})^T \quad (21) \]
\[ X = (u, \dot{u}, uu^2, \ddot{u}u^2, u^2u, \ddot{u}^3, p, \dot{p})^T . \quad (22) \]
the plots in Figs. 11 [12], these plots include data for the cases $\sigma = 0, 0.1, and 0.2$. Best line fits were used to model the $\epsilon$-dependence, with the results collected in Table IV in Appendix B in three of the cases it was appropriate to use polynomial regression up to second-order. These fits were extrapolated to $\epsilon = 0$ to determine parameter values for the underlying DE. Equation 23 may now be rewritten in this limiting case, and the variables will be written using the standard differential notation (i.e., $\epsilon \to dt$, $\Delta u \to du$, $\Delta \dot{u} \to d\dot{u}$), producing
\[
\begin{align*}
  du &= dt \dot{u} \quad (24a) \\
  d\dot{u} &= dt [-0.3u + u - u^3 + p]. \quad (24b)
\end{align*}
\]

The first of these equations (Eq. 24a) is just a contact condition, and reflects the fact that in the space $(u, \dot{u})$, not all three quantities $du, dt, \dot{u}$ are independent (i.e., $\dot{u} = du/dt$). The combination of these two equations is just equivalent to the original equation of motion for the Duffing oscillator (Eq. 19), with the chosen parameter values.

**Extrapolation**

Using $\epsilon = 0.1$ and the values for $a_i$ and $b_i$ found earlier, an extrapolation of $u(t)$ can be created using an extension of the earlier generative algorithm, here shown as Algo. 2.

**Algorithm 2**: Generation step for Duffing oscillator

```plaintext
Input: $t_0, N, \{p\}, \{\dot{p}\}$
Init: $t = t_0$
Init: $u = u(t_0)$
Init: $\dot{u} = \dot{u}(t_0)$
for $i = 0$ to $N$ do
  $\text{tmp}_{h1} = h_1(u, \dot{u}, p(t), \dot{p}(t))$
  $\text{tmp}_{h2} = h_2(u, \dot{u}, p(t), \dot{p}(t))$
  $u \leftarrow u + \text{tmp}_{h1}$
  $\dot{u} \leftarrow \dot{u} + \text{tmp}_{h2}$
  $t \leftarrow t + \epsilon$
  print($u, \dot{u}$)
end for
```

This extension is made because during training the values of $p$ and $\dot{p}$ are recorded (as scalars), and are included in the feature set $X$ for training. Thus, during extrapolation, new values for $p$ and $\dot{p}$ are fed into this algorithm. (The notation $\{p\}, \{\dot{p}\}$ is used to denote that functions for $p, \dot{p}$ are being passed in to this algorithm, and are evaluated at time $t$.) In principle any smooth function can be used for $p(t)$.

Shown in Fig. 13 are plots of the error with respect to RK4 (using Eq. 15) for the cases $\sigma = 0$ and 0.1, with initial condition $(u, \dot{u}) = (1, 0)$. The data are from RK2, FJet, and the optimized FJet. In this case, FJet performs comparably to RK2 when there is no noise, but slightly worse when noise is present. In both cases, the optimized version of FJet performs at least as well as RK2, in general.

**VI. FUNCTION SPACE FOR $h(X)$**

In Step #8 of Sec. II it was explained how the feature set $X_n$ could be derived from a numerical integration scheme by Taylor series expanding it, and then collecting the functions that contribute at $O(\epsilon^n)$. (For simplicity, the same feature set will be used for $\Delta u$ and $\Delta \dot{u}$.) This was done for all the examples in Appendix A for convenience, the results for the pendulum are collected here in Table III. The main point of this is that when using feature regression on these zero-noise examples, it’s possible to determine a set of features which lead to an error estimate $\sim O(\epsilon^n)$. Indeed, these functions ($X_n$) define a function space $[63, 64]$ for a mapping from $(u, v)$ to $Y = (\Delta u, \Delta v)^T$, and yield a convergence criterion of
\[
Y - h(X_n) \sim O(\epsilon^n) \quad (25)
\]
where again, it is assumed the data are noiseless. Thus, in this case the (feature regression) model $h$ converges to $Y$ as $n \to \infty$ and/or $\epsilon \to 0$. (One can also set $\epsilon = 1/n$.) An important point to recognize though is that the codomain $Y$ is actually constrained: it is required to represent the incremental updates corresponding to the dynamics/DE being modeled (i.e., it’s an estimate of the tangent space using time step $\epsilon$). There is no constraint for the domain $(u, v)$. Also, even though only 2nd-order systems are being discussed here, higher order ones may also be used.

More generally, these criteria (the domain, codomain, convergence criterion) may be used as a definition for the function space of a class of functions that model data which originated from dynamics governed by the appropriate DE. To that end, besides using feature regression, other models could be used, such as a NN. Also, it might be worthwhile to use the $X_n$ as input features in the NN.

The reader might also note that the sets $X_n$ are nested, i.e. $X_n \subseteq X_{n+1}$. Also, the disjoint sets $A_2 = X_2, A_3 = X_3 - X_2, A_4 = X_4 - X_3, \ldots$ comprise a graded function space, and the set $X_n = \bigoplus_{i=2}^{n} A_i$ can be used to achieve $O(\epsilon^n)$ accuracy.

In comparison to the function space for a Fourier series, the constraint on $Y$ appears much stronger: with Fourier series it is only required that the function being modeled be periodic, piecewise $C^1$. Also, one might note that in Eq. 25, $h(X_n)$ supplants the role of a partial sum of the Fourier series $[65]$ in a similar convergence criterion.

**TABLE III.** The required feature set $X_n$ for the pendulum example to achieve accuracy $O(\epsilon^n)$ in an RK context. It is shown for $n = 2$ (Euler), $n = 3$ (RK2), and $n = 5$ (RK4).

| $n$ | $X_n$ |
|-----|-------|
| 2   | $\{\dot{u}, \sin u\}$ |
| 3   | $\{\dot{u}, \sin u, \dot{u} \cos u\}$ |
| 5   | $\{\dot{u}, \sin u, \dot{u} \cos u, \sin u \cos u, \dot{u} \sin^2 u, \dot{u}^2 \sin u, \dot{u} \cos u\}$ |
FIG. 11. Plots of the $\epsilon$-dependence of the $a_i$ coefficients ($i = 1, 2, 3, 7$) in the model $h(X)$ (cf. Eq. 23). The intersection of the thin vertical and horizontal gray lines indicate the correct value at $\epsilon = 0$.

FIG. 12. Plots of the $\epsilon$-dependence of the $b_i$ coefficients ($i = 1, ..., 8$) in the model $h(X)$ (cf. Eq. 23). The intersection of the thin vertical and horizontal gray lines indicate the correct value at $\epsilon = 0$.

FIG. 13. Shown are plots of the errors for the Duffing oscillator. Here the opt solution and RK2 are comparable. In this case the FJet solution fares slightly worse.

Finally, the reader should understand that this section contains two new results for this class of regression-type approaches. It is the first time that (1) the uncertainty has been quantified for a dynamical model derived from ML; (2) the set of features ($X_n$) has been derived in a principled way.

VII. REGULARIZATION

In previous work starting with [14], the norm has been to use a single, small value of $\epsilon$ along with a regularization term, and from that derive the underlying DE. In contrast, no explicit regularization term was used in this work, and instead the $\epsilon$-dependence was determined for each parameter of the candidate features. Then, by extrapolating these $\epsilon$-dependencies to $\epsilon = 0$, the underlying DE was determined.

However, any limiting of the complexity of a model is a form of regularization, and thus it was present implicitly in this paper. In particular, it was present due to the set of initial features being finite. It was also present when this set of features was iteratively adjusted (cf. ch. 3 in [56]) during the fitting process. Thus, in this paper, determining the features was more of an iterative process (involving implicit regularization) rather than a direct computation.

VIII. COMPARISONS

Phase Space Approach: At the outset of this paper, the motivation had been to find a way to solve the “extrapolation problem” of modeling dynamical systems...
with ML: that is, the problem of training a model (which interpolates) in one domain and trying to use it in another domain. Thus, if one models the system’s behavior (i.e., \( u(t) \)) over some finite domain of times, one has a model for that set of times; using that model for later times violates common wisdom about how to apply ML models. (This has been the standard approach for over 30 years \[^14\], and has been used recently in \[^11\], for example.) In contrast, the FJet approach uses ML to model the updates in phase space. This means that the training and subsequent prediction/extrapolation are done over the same domain, so interpolation is a non-issue. This difference is illustrated in Fig. 14, which shows the domains related to training and prediction for the “standard” approach (cf. left plot), and the phase space approach (cf. right plot). Thus, the extrapolation problem can be circumvented by recollecting that dynamics can be equally well described \[^8\] in phase space \((u, \dot{u})\) as in a graph \((t, u)\).

Finally, there were several interesting papers \[^31\] \[^32\] where the authors also used ML to study the dynamics in the phase space of similar systems. However, outside of these commonalities, their approach was very different.

**Function Space:** One aspect of the standard approach is that the modeling is done using a set of functions that is poorly motivated. It has been advocated for as a sort of expansion, but it is never stated what exactly is being expanded. Again, this has been done since the standard approach was introduced \[^13\] and it continues to recent times \[^31\] \[^14\].

In contrast, in this paper a principled derivation of the function space was given. It was shown that a specific set of functions should be used in order to achieve a specified level of uncertainty quantification. As this was presented, it may appear to the reader to only be a statement of the existence of such a function space given the DE. However, as discussed in Sec. \[^V\] one can use a trial set of functions, compute the underlying DE that follows from them, and then go on to expand the RK implementation of that DE to determine the associated function space. A self-consistency check requires that the initial set of functions and the functions derived from the DE be the same.

**Uncertainty Quantification:** This paper demonstrated how to achieve uncertainty quantification using FJet and feature regression. Doing so has long been a goal with this kind of modeling, but to the author’s knowledge, has never been achieved elsewhere with such ML models.

**Underlying DE:** To the author’s knowledge, in all other papers where the underlying DE was derived, only a single (small) value for the time step (\( \epsilon \)) would be used. However, as shown by the author (e.g., Fig. 3), values at a single \( \epsilon \) can have a wide variance, and are less useful in determining the underlying DE. In contrast, in this paper, a number of such small \( \epsilon \) values were used (cf. Figs. \[^3\] \[^8\] \[^11\] \[^12\]), in order to provide for a more robust fit than that afforded by a single \( \epsilon \). The fit was done with a low-order polynomial (mostly linear) and extrapolated to \( \epsilon = 0 \). This is appropriate for determining the DE, as it involves infinitesimal changes in time.

**IX. FINAL REMARKS**

What has been achieved in this paper are the following:

- Introduced FJet: new way of employing ML to model dynamical systems
- Derived tangent space for solution manifold using FJet
- Achieved uncertainty quantification of solution in terms of \( O(\epsilon^n) \)
- Introduced principled derivation of a function space for modeling
- Related a graded function space to the order of uncertainty quantification
- Demonstrated FJet on several examples, including one with time-dependent forcing

The FJet method has been introduced as an alternative means to model dynamical data and produce the underlying DE. It does so by performing ML modeling on updates in the phase space of the system. More generally the space is \( U^{(n-1)} \), when the underlying equation is of order \( n \). In the FJet approach, the update data is formed by storing differences in the phase space variables over a small time step. In contrast, competing methods typically perform modeling over the time domain (cf. Sec. \[^I\]).

The FJet approach can be understood from the vantage point of the numerical integration scheme Runge-Kutta. By expanding an RK scheme with respect to the time step (\( \epsilon \)), certain features automatically appear. These features can be identified as the appropriate functions to use in a feature regression for a given example.
this was demonstrated for all three examples. In particular, in the Duffing oscillator example (cf. Eq. \[23\]), the identified features included terms for an external time-dependent force, in analogy to a Green’s function approach. Finally, these considerations led to a general recommendation (Eq. \[110\]) for what features to include in the normal experimental scenario where the equation of motion isn’t known beforehand. Also, understanding the origin of the features in this way is instructive in other ways. For example, if one wished to study the Duffing oscillator with multiplicative coupling of the forcing term \(p(t)\) with \(u\), then the approach here would indicate how to modify the feature set.

While the modeling in this paper was done exclusively using feature regression, one should not make the mistake of thinking that it is a requirement. As pointed out at several points in the paper, any regression technique may be used. The reason for using feature regression is that it facilitates determining the underlying DE. If that is not a goal of the researcher, then other ML methods (such as NNs, XG-Boost, Random Forests) become competitive options.

In the three examples considered, it was demonstrated how the FJet model could lead to extrapolations beyond the domain of the original training data. The accuracy of this extrapolation depends upon the number of variables, as well as the quality of the initial data for the updates (i.e., \(\Delta u, \Delta \dot{u}\)). In general, it was seen that if the feature set \(X\) included all the features from RK2 (after it was Taylor series expanded, as in Appendix \[A\]), then it could be expected to be as accurate as RK2. The same can be said with respect to RK4. However, in the case where \(X\) happens to be the exact feature set, as may happen in linear problems, it becomes possible to obtain an extremely accurate solution, one that is accurate up to the machine precision where the computations are done. Such was the case with the harmonic oscillator example.

The initial features that are considered herein are relatively complex (e.g., \(\dot{u}\sin u\) in the Pendulum example) compared to other models, which commonly use a simple polynomial in \(u\), for example. It is here asserted that there is an interplay between the complexity of the initial features, and the complexity of the remaining ML model. In particular, it is asserted that for models of comparable (predictive) quality, the “sum” of these two complexities is approximately constant. The author advocates for models with relatively complex initial features (as they make it easier to train and understand the model), whether the remaining model be relatively simple (regression) or complex (NNs). Also, the initial features are a good place for the researcher to incorporate any subject matter expertise (e.g., constraints, symmetries, physical laws, or heuristics). Finally, it was seen in the examples that such complex initial features simplify the determination of the underlying DE.

It’s also noted that that for linear DEs, there is at some level a similarity between FJet and the much older method of solving DEs using isoclines \[66\]. Recall that with isoclines, one is given \(du/dt = f(u)\) (for some function \(f\), and then draws the magnitude/direction of an update vector throughout the \((u, t)\) plane. Following that, one draws the updates (forming a curve) that are consistent with these local tangents, and so obtains an approximate solution. The analogy to FJet is that at each point either method uses local information to decide where to update the solution: for isoclines one has local tangents, while for FJet one has the machine-learned models \(h_1, h_2\). Aside from this similarity, there are of course many differences.

Finally, a very high-level comparison can be made between FJet and Zero-Shot Learning (ZSL) \[67\], which is a classification technique in ML used to make predictions on images that are different from the types it was trained on. In a sense, they both extrapolate beyond the domain of their training data (i.e., their in-sample data): FJet extrapolates beyond the domain of in-sample times; ZSL extrapolates beyond the set of in-sample images. In both cases, these methods succeed by exploiting something that connects the in-sample and (unrepresented) out-of-sample data: for FJet, it’s a common dynamical model; for ZSL, it’s a common textual description.
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Appendix A: Runge-Kutta

The Runge-Kutta scheme \[46, 68–70\] is a standard technique for the numerical integration of a solution given its ODE. An \(n\)th-order explicit ODE can be rewritten as a system of first-order DEs, and thus the general form for the ODE can be expressed as

\[
\frac{dy}{dt} = f(t, y) \tag{A1}
\]

where \(t(y)\) represents the independent (dependent) variables. The RK scheme involves an update from \(y_n\) to \(y_{n+1}\), where the difference is

\[
\Delta y_n = y_{n+1} - y_n . \tag{A2}
\]
After defining these quantities

\[
\begin{align*}
  k_1 &= \epsilon f(t_n, y_n) \quad \text{(A3)} \\
  k_2 &= \epsilon f(t_n + \frac{1}{2} \epsilon, y_n + \frac{1}{2} k_1) \quad \text{(A4)} \\
  k_3 &= \epsilon f(t_n + \frac{1}{2} \epsilon, y_n + \frac{1}{2} k_2) \quad \text{(A5)} \\
  k_4 &= \epsilon f(t_n + \epsilon, y_n + k_3) \quad \text{(A6)}
\end{align*}
\]

the schemes for Euler, RK2 and RK4 can be summarized in Table IV. Note how complexity is built up in this scheme. For nonlinear ODEs this can lead to many terms involving powers and derivatives of the original variables.

In the subsections to follow, \( \Delta y \) will be computed in the RK2 scheme and then expanded with respect to \( \epsilon \); importantly, this expansion is done to the same order in \( \epsilon \) as the original RK expression; recall that RK is itself motivated from a Taylor expansion of a solution (cf. Ch.2 of [46], or App.B of [49]). Since FJet are models of \( \Delta y \), this expansion essentially becomes a derivation of the models \( h = (h_1, h_2, \ldots) \) in the feature regression technique. In the examples to follow, \( y = (u, \dot{u}) \), and so

\[
\Delta y = \begin{bmatrix} \Delta u \\ \Delta \dot{u} \end{bmatrix} = \begin{bmatrix} h_1 \\ h_2 \end{bmatrix}
\]

where \( h_1 \) and \( h_2 \) are functions of \( (u, \dot{u}) \). Also, throughout this appendix, the substitution \( v = \dot{u} \) will be used for the RK expansions.

The equation for the damped harmonic oscillator (Eq. 14) can be written as

\[
\begin{bmatrix} \dot{u} \\ \dot{v} \end{bmatrix} = \begin{bmatrix} v \\ -\omega_0^2 u - 2\gamma v \end{bmatrix} = f \left( \begin{bmatrix} u \\ v \end{bmatrix} \right).
\]

Note that there is no explicit time dependence in \( f \). The RK2 scheme produces

\[
\begin{bmatrix} h_1 \\ h_2 \end{bmatrix} = \epsilon \begin{bmatrix} v - \omega_0^2 u - \gamma v \\ -\omega_0^2 (u + \frac{\gamma}{2} v) + 2\gamma (v - \frac{\gamma}{2} \omega_0^2 u - \gamma v) \end{bmatrix} = \epsilon \begin{bmatrix} -\omega_0^2 (1 - e\gamma) - 2\gamma (1 - e\gamma) - \frac{\gamma}{2} \omega_0^2 v \\ 0 \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} + O(\epsilon^3). \quad (A7a)
\]

This shows how the vector \( (u, v)^T \) naturally appears as the features. Since this is a linear differential equation, the same set of features results for RK4.

**TABLE IV. Update values \( \Delta y_n \) for three numerical integration schemes. Note the different levels of accuracy in the time step \( \epsilon \).**

| Scheme     | \( \Delta y_n \) | Accuracy  |
|------------|-------------------|-----------|
| Euler      | \( k_1 \)         | \( O(\epsilon^3) \) |
| RK2        | \( k_2 \)         | \( O(\epsilon^3) \) |
| RK4        | \( \frac{1}{4} (k_1 + 2k_2 + 2k_3 + k_4) \) | \( O(\epsilon^3) \) |

**Pendulum**

Equation 14 can be rewritten as

\[
\begin{bmatrix} \dot{u} \\ \dot{v} \end{bmatrix} = \begin{bmatrix} v \\ -2\gamma \dot{u} - \omega_0^2 \sin u \end{bmatrix} = f \left( \begin{bmatrix} u \\ v \end{bmatrix} \right).
\]

Note that there is no explicit time dependence in \( f \). The RK2 scheme produces Eq. A8a

\[
\begin{bmatrix} h_1 \\ h_2 \end{bmatrix} = \epsilon \begin{bmatrix} (1 - e\gamma) v - \omega_0^2 \sin u \\ -2\gamma (1 - e\gamma) v + \omega_0^2 \sin u - \omega_0^2 \sin(u + \frac{\gamma}{2} v) \end{bmatrix}
\]

\[
= \epsilon \begin{bmatrix} (1 - e\gamma) \omega_0^2 v \\ -2\gamma (1 - e\gamma) \omega_0^2 (1 - e\gamma) - \frac{\gamma}{2} \omega_0^2 v \end{bmatrix} \begin{bmatrix} \sin u \\ \cos u \end{bmatrix} + O(\epsilon^3). \quad (A8a)
\]

Observe that since this is being compared to RK2, a difference of \( O(\epsilon^3) \) in Eq. A8a is irrelevant.

Thus, this expansion in \( \epsilon \) of RK2 produces a model akin to the feature regression technique, with the set of predictor variables being \{\( v, \sin u, \cos u \)\}. If instead, the RK4 scheme were expanded in \( \epsilon \), the features for \( \Delta u \) would be \{\( v, \sin u, \cos u, \sin u \cos u, v \cos u \)\}, while for \( \Delta \dot{u} \) they would additionally include \{\( v \sin^2 u, v \cos^2 u, v^3 \cos u \)\}. The contribution of \( v \cos^2 u \) can be absorbed into \{\( v, v \sin^2 u \)\}; it would otherwise lead to a collinearity during regression. Thus, RK4 produces the additional features \{\( \sin u \cos u, v \sin^2 u, v^2 \sin u, v^3 \cos u \)\}, compared to that for RK2. Also, these nonlinear features remain in the set even if \( \gamma = 0 \).
Duffing Oscillator

Equation \( \dot{u} = f(t, u, \dot{u}) \) can be rewritten as
\[
\begin{bmatrix}
\dot{u} \\
\dot{v}
\end{bmatrix} = f(t, u, \dot{u}) = \begin{bmatrix}
-2\gamma v - \alpha u - \beta u^3 + p(t)
\end{bmatrix}.
\]

where \( \dot{p} \) denotes the time derivative of \( p \). Once again, the \( O(\epsilon^3) \) expansion is an equivalent rewriting, since this is for RK2. Thus, this numerical integration scheme implies the vector of predictor variables \( X = (v, u, u^3, u^2v, p, \dot{p})^T \) if feature regression is used.

General Expansion

This section is meant to provide some guidance for choosing an initial set of features in the FJet approach. It is motivated by a Taylor series expansion of the RK2 scheme for \( \frac{du}{dt} = F(t, y) \):
\[
\Delta y = \epsilon F + \frac{1}{2} \epsilon^2 \partial_t F + \frac{1}{2} \epsilon^2 F \partial_y F + O(\epsilon^3).
\]
Upon setting \( F = (f, g)^T \), this appears as
\[
\begin{bmatrix}
\Delta u \\
\Delta \dot{u}
\end{bmatrix} = \epsilon \begin{bmatrix}
f \\
g
\end{bmatrix} + \frac{\epsilon^2}{2} \begin{bmatrix}
f_f \\
g_f
\end{bmatrix} + \frac{\epsilon^2}{2} \begin{bmatrix}
f_u & f_u \\
g_u & g_u
\end{bmatrix} \begin{bmatrix}
f \\
g
\end{bmatrix} + O(\epsilon^3).
\]

This expansion explicitly produces the monomials of \( f \) and \( g \) that are needed. Thus, if in the beginning of modeling, one only suspected that \( f \) and \( g \) may be features for \( \Delta u \) and \( \Delta \dot{u} \), it would follow that the features \( \{f, f_f, f_u, f_{uu}\} \) should be used for \( \Delta u \), and \( \{g, g_f, g_u, g_{uu}\} \) should be used for \( \Delta \dot{u} \). Continuing on with this logic, one might pursue an expansion of the RK4 scheme for even higher accuracy. However, the complexity becomes significant enough to make it less useful. (Again, the reader is reminded that RK is itself based on a Taylor series expansion, but RK is preferred here since it’s already being used in this paper.)

Instead, the approach will be used of more easily generating a superset of features, which will include those found by expanding RK2 or RK4. From that superset, the unnecessary additional terms can be eliminated during the fitting process of FJet. Indeed, if \( F \) is the original set of features, the superset consists of the terms appearing in
\[
\sum_{n=1}^\infty (F + \partial_J F + \partial_J \partial_J F + \ldots)^n \tag{A10}
\]
where \( J \) denotes any of the jet space variables being used, and \( \partial_J \) includes all possible partial derivatives with respect to \( J \). For example, in the harmonic oscillator and pendulum examples, \( J = \{u, \dot{u}\} \); for the Duffing oscillator \( J = \{t, u, \dot{u}\} \). The time derivative would only be applied to variables with an explicit time dependence, such as \( p(t) \) and not \( u \) or \( \dot{u} \). Also, if there are any special symmetry considerations, that should also be accounted for during feature selection. Finally, the extent to which every possible monomial actually contributes depends on the amount of nonlinearity in the underlying DE. In particular, linear problems like the harmonic oscillator have no such nonlinear or derivative contributions.

Appendix B: Parameter Fitting

As shown in Table \( \Box \) the linear extrapolations between RK2 and FJet (for \( \sigma = 0, 0.1 \)) agree well. The differences between the values at \( \epsilon = 0 \) lead to the errors in Table \( \Box \). The errors when \( \sigma = 0 \) are small, but as expected they increase slightly for increasing \( \sigma \).

Appendix C: Residuals

In this section, plots are made of the residuals for each example using the FJet and RK models. The residuals
are calculated as

\[
\text{res}(u) = h_1 - \Delta u \\
\text{res}(\dot{u}) = h_2 - \Delta \dot{u}
\]  

where as before, \((\Delta u, \Delta \dot{u})\) are the data, and \((h_1, h_2)\) are the predictions. For FJet, \(h_1\) and \(h_2\) are the derived models (cf. Eq. 3): for RK2, they are the Taylor-expanded versions of the usual RK2 (cf. Eqs. A7a,A8a,A9a). Note that here the residual is defined as "prediction - data", since the sampled data is taken as the ground truth. (This is a minor point, but residuals are usually defined as "data - prediction." Also, as before, the red (blue) dots indicate positive (negative) values, with the size of the dot being proportional to its magnitude. Note that such plots are only conceivable for the FJet approach, and not the other approaches mentioned in Sec. I.

Regions of predominantly blue or red dots indicate systematic deviations of the model from the data. It may be due to a poor fit, or an insufficiency of terms in the feature set \(X\) (i.e., a bias due to insufficient complexity in \(X\)). Also, the maximum magnitudes of the residuals for each plot are summarized in Table VII; all values in that table are multiplied by \(10^4\).

In each of the three examples, the figures were derived using the FJet model obtained when \(\sigma = 0\); for the Duffing example, the \(\sigma = 0.1\) case was also included. For the harmonic oscillator example shown in Fig. 15, the most noteworthy feature for the FJet model is the seemingly random placement of red and blue dots, which indicate no systematic residual. As revealed in Table VII, the scale for the dots is extremely small, on the order of \(10^{-15}\) (i.e., machine precision in this case). These two facts are indicative of an excellent fit by FJet using feature regression. In contrast, the RK2 residuals display systematic deviation, with dot sizes on a scale about \(10^{11}\) times larger.

The residuals for the pendulum example in Fig. 16 show systematic deviation for both FJet and RK2, and is likely due to the limited feature set used in modeling. Higher order features are suggested in Appendix A. As shown in Table VII, the residuals are smaller for FJet.

For the Duffing oscillator example, there are also systematic deviations seen in Fig. 17. As with the Pendulum example, these are likely due to a limited feature set. Figure 18 is also displayed, to show that when noise is present (\(\sigma = 0.1\)) it can largely overwhelm the systematic deviations, leaving mostly randomly placed red and blue dots.

**Appendix D: Second Optimization**

Taking a step back, the building of the model \(\hat{h}\) in Step #3 of Sec. II involved an optimization: minimizing the
errors of the data $\Delta u$, $\Delta \dot{u}$ versus the model, taken over a sampling of $u$, $\dot{u}$ values. However, having done that, it is possible to perform a second optimization, one in which the parameters are adjusted in order to minimize the error between a single, generated orbit and a corresponding orbit from data. The cost function for this

$$
\sum_{T} \left\{ [u_d(t) - \hat{u}(t)]^2 + \alpha [\dot{u}_d(t) - \hat{\dot{u}}(t)]^2 \right\}
$$

(D1)

where $(u_d, \dot{u}_d)$ represents the data, $(\hat{u}, \hat{\dot{u}})$ represents the solution generated from the model $h$, and $T$ signifies the
set of times where the data is defined. (Recall that it is not required that the data be over regular time intervals.) The reason this can lead to improvement is that the initial model fitting was premised on finding the best fit for a large set of possible values of $u$, $\dot{u}$. This second optimization is instead focused more specifically on the errors near a particular orbit. Note that the choice of $\alpha = 1$ is appropriate to minimize the error in the energy, while $\alpha = 0$ minimizes the error in $u$. On a more practical note, the above cost function will be used with greedy updates formed from gaussian perturbations of the parameter values. Finally, if this approach were to be generalized to an $n$th order ODE, one should include similar contributions up to the $(n - 1)$st derivative.

| Example          | $\text{mx}(u)$ | $\text{mx}(\dot{u})$ | $\text{mx}(u)$ | $\text{mx}(\dot{u})$ |
|------------------|-----------------|----------------------|-----------------|----------------------|
| Harmonic Osc.    | $3.9 \times 10^{-14}$ | $3.1 \times 10^{-11}$ | 3.9             | 4.4                  |
| Pendulum         | 0.3             | 10.8                 | 5.4             | 16.4                 |
| Duffing          | 5               | 201                  | 146             | 1069                 |
| Duffing (0.1)    | 471             | 855                  | 475             | 1625                 |

TABLE VII. This displays the maximum magnitudes of the residuals for the FJet and RK2 schemes, where $\text{mx}(u) = \max|\text{res}(u)|$ and likewise for $\dot{u}$; the maximum is taken over the data sample. The first three examples use $\sigma = 0$, while the last one uses $\sigma = 0.1$. All values were rounded and multiplied by $10^4$ to improve readability.
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