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Abstract—Digital beamforming and waveform generation techniques in MIMO radar offer enormous advantages in terms of flexibility and performance compared to conventional radar systems based on analog implementations. To allow for such fully digital design with an efficient hardware complexity, we consider the use of low resolution digital-to-analog converters (DACs) while maintaining a separate radio-frequency chain per antenna. A sum of squared residuals (SSR) formulation for the beampattern and spectral shaping problem is solved based on the Generalized Approximate Message Passing (GAMP) algorithm. Numerical results demonstrate good performance in terms of spectral shaping as well as cross-correlation properties of the different probing waveforms even with just 2-bit resolution per antenna.

I. INTRODUCTION

Achieving higher spatial resolution and offering higher degree flexibility for interference mitigation are main objective of future automotive radar with multiple-input multiple-output (MIMO) antenna systems [1]. Due to the next-generation vehicle requirements of Gbps communication data rate, it also desired to reuse the same radar radio-frequency (RF) frontend jointly for wireless connectivity, particularly at millimeter-wave (mmWave) frequencies [2], [3], [4]. State-of-the-art radar systems, though, still rely on analog preprocessing such as the waveform generation and the beam steering, to alleviate the speed requirements on the analog-to-digital (ADC) and digital-to-analog converters (DACs). That approach does not allow for joint communication and sensing, not to mention offers little flexibility in dealing with interference issues and resource management.

Fully digital radars offer the highest levels of flexibility. Unfortunately, with wide bandwidths and high resolution, DAC and ADCs become a power consumption bottleneck. To enable a practical low cost/power implementation with large bandwidth, we proposed in [5] the use of low resolution ADCs, even down to one-bit per in-phase and quadrature components, while heavily relaxing the requirements (preamplifier gains, linearity, etc.) on the entire RF frontend. Our prior work though did not consider the companion problem of how to design the transmit waveform with a low resolution DAC. Thereby, The waveform generation and beampattern matching problems are in fact critical tasks under these hardware constraints. These tasks aims at sending probing waveforms toward certain directions of interest with low autocorrelation sidelobes and minimal cross-correlations values.

Prior work has mainly focused on the MIMO beampattern design problem with constant envelope constraint [6], [7], [8]. There is also some limited work on spectrally shaped binary sequence design, but only for a single dimension [9]. To the best of our knowledge, no prior work has tackled the spectral shaping and beamforming problems jointly with DAC constraints. In the context of MIMO communications, precoding with low resolution DACs has also gained attention as a mean to reduce hardware complexity [10], [11], [12].

In this paper, a spatial and temporal waveform co-design criterion based on the squared deviation to a desired reference unconstrained design is formulated for wideband MIMO with low resolution DACs and constant envelope signals. We provide an efficient method for (suboptimally) solving the resulting non-convex optimization using the min-sum Generalized Approximate Message Passing (GAMP) algorithm. Numerical evaluations show that the resulting spectral shape and beampattern can be close the the ideal unconstrained reference with nearly flat spectrum at the passband and small magnitudes in the stopband. Additionally, the constructed waveforms turn to have low cross-correlations values toward different directions.

Notation: The operators (•)T, (•)H, tr(•) and (•)* stand for transpose, Hermitian (conjugate transpose), trace, and complex conjugate. The notation IN represent the identity matrix of size N. We represent the Hadamard (elementwise) and the Kronecker product of vectors and matrices by the operators ”o” and ”⊗”, respectively. Additionally, the
operator $\text{Diag}(\cdot)$ constructs a diagonal or a block diagonal matrix from a vector or a sequence of matrices. Further, $F_T$ represents the normalized DFT matrix of size $T$ with swapped left and right halves, i.e., the zero-frequency component is at the center of the matrix. We define the projection operator on a certain set $\mathcal{S}$ as

$$\text{prox}_{\mathcal{S}}(v) = \arg\min_{x \in \mathcal{S}} |x - v|^2. \quad (1)$$

Partial derivatives of functions with multiple complex arguments are expressed in terms of Wirtinger derivatives with respect to the first argument as

$$f'(v, \cdots) = \frac{1}{2} \left( \frac{\partial f(v, \cdots)}{\partial \text{Re}(v)} - j \frac{\partial f(v, \cdots)}{\partial \text{Im}(v)} \right). \quad (2)$$

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a radar system with fully digital beamforming. It aims at simultaneously estimating ranges of certain surrounding targets at given directions, $\varphi_1, \cdots, \varphi_K$ as shown in Fig. 1. Adopting the canonical model from the literature, we assume the TX antenna array is a uniform linear array (ULA) at the center frequency $f_c$ of the matrix. We define the projection operator on a certain set $\mathcal{S}$ as

$$\text{prox}_{\mathcal{S}}(v) = \arg\min_{x \in \mathcal{S}} |x - v|^2. \quad (1)$$

Partial derivatives of functions with multiple complex arguments are expressed in terms of Wirtinger derivatives with respect to the first argument as

$$f'(v, \cdots) = \frac{1}{2} \left( \frac{\partial f(v, \cdots)}{\partial \text{Re}(v)} - j \frac{\partial f(v, \cdots)}{\partial \text{Im}(v)} \right). \quad (2)$$

The broadband array frequency response in the $T$-DFT domain assuming all the frequencies propagate with the same speed is

$$a(m, \varphi) = \left[ 1, e^{-j\pi \cos(\varphi)(\frac{m}{T} - 1)}, \cdots, e^{-j\pi \cos(\varphi)(N-1)(\frac{m}{T} - 1)} \right]^T, \quad (5)$$

where $f_c$ is the center frequency, $T_s$ is the sampling interval and $m = -\frac{T}{2}, \cdots, \frac{T}{2} - 1$ is the normalized frequency index.

Consider $K$ probing directions $\varphi_1, \cdots, \varphi_K$ for the desired beampattern as shown in Fig. 1. We evaluate the following array response at the target directions to form the following matrix at each frequency index

$$A[m] = [a(m, \varphi_1) \cdots a(m, \varphi_K)]^T. \quad (6)$$

Hence, the radiated field at the directions of interest can written in the DFT domain as

$$y[m] = [\cdots y[m] \cdots]^T = \text{Diag}(\cdots, A[m], \cdots) (F_T \otimes I_N) x.$$ \quad (7)

Given a certain desired beampattern intensity vector $d[m] \in \mathbb{R}^K$ for the $K$ probing directions at each frequency point $m$, the joint beampattern and waveform matching problem can be formulated as

$$\arg\min_{s, x, \beta} \| \beta Bx - s \|_2^2 + \alpha \beta^2 \text{ s.t. } |s_j|^2 = d_j, \; \forall j, \; x \in \mathcal{X}^{NT}, \quad (8)$$

where $\beta$ is a scaling factor accounting for the normalization of the stacked beampattern vector $d = [\cdots d[m] \cdots]^T$. The regularization term $\alpha \beta^2$ with parameter $\alpha$ aims at keeping $\beta$ minimal. In other words, this regularization controls the radiated power and the energy efficiency. Typically, waveforms with impulse-like autocorrelation are desired, therefore, $d[m]$ shall be flat within the allocated band (e.g. for $-\frac{T}{4} \leq m < \frac{T}{4}$) and zero elsewhere. For fixed $x$, we can solve the optimization (8) with respect to $s$ and $\beta$ in closed form, i.e.,

$$s = \sqrt{d} \odot e^{j \arg(Bx)}, \quad (9)$$

and

$$\beta = \frac{s^H Bx}{\|Bx\|_2^2 + \alpha}. \quad (10)$$

The optimization with respect to $x$ is however NP-hard. In the following section, we provide an efficient algorithm for sub-optimally solving the non-convex problem (8).

III. PROPOSED ALGORITHM

To solve the radar beampattern matching algorithm problem, we propose to use the iterative Generalized Approximate Message Passing (GAMP) algorithm [14]. The min-sum-GAMP algorithm is intended to solve optimization problems
involving a sum of numerous similar terms and a linear mixing of the vector to be optimized, as in (8). Due to its astonishing performance that is reported in the literature, we adopt it for sub-optimally solving this non-convex problem.

The GAMP algorithm was derived in slightly different forms in several previous works [14], [15], [16] and it is provided in the appendix for convenience. For more historical insights, we also encourage interested readers to consider the much earlier original works in statistical physics [17], where the GAMP iteration is referred to as the Thouless-Anderson-Palmer (TAP) equations. The pseudo-code of GAMP is provided in Algorithm 1. The recursive approach breaks apart the entire optimization problem into smaller scalar optimizations described by the function

\[ f_\ell(v, \xi_\ell) = \arg\max_{x \in \mathcal{X}} -\frac{1}{\xi_\ell} \|x - v\|^2 = \prox_{\mathcal{X} \frac{v}{\xi_\ell}} \]

that incorporate the constraint on \( x \), and the function

\[ g_\ell(-u, d, \theta_\ell) = \frac{1}{\theta_\ell} \arg\max_w \left[ \rho(w, d) - \frac{1}{\theta_\ell} \|w - u\|^2 \right] - \frac{u}{\theta_\ell} \]

that is related to the cost function. More precisely, we have

\[ \rho(w, d) = -\min_{s|s^T=0} \|w - s\|^2 = -\|w - \sqrt{\theta_\ell} \text{arg}(w)\|^2, \]

according to the formulation (8). Solving the minimization in (12), we get the closed form expression

\[ g_\ell(-u, d, \theta_\ell) = \frac{\sqrt{\theta_\ell} \text{arg}(u) - u}{1 + \theta_\ell}. \]

The scalar functions \( f_\ell \) and \( g_\ell \) are applied element-wise to vectors in the GAMP algorithm, resulting into the so-called input and output steps, respectively. The messages exchanged between the input and output steps consist, however, not only of the results of the individual scalar optimizations but also the curvature around these optima, which is crucial for faster convergence. The curvature message vectors \( \xi_\ell \) and \( \theta_\ell \) are obtained by means of the derivatives \( f'_\ell \) and \( g'_\ell \) with respect to the first argument. The Wirtinger derivative of the function \( g_\ell \) in (14) with respect to the first argument \(-u\) reads as

\[ g'_\ell(-u, d, \theta_\ell) = \frac{1}{1 + \theta_\ell} - \frac{\sqrt{d}}{2|u|(1 + \theta_\ell)}. \]

The derivative \( f'_\ell \) of (11) vanishes almost everywhere due to the discreteness of the set \( \mathcal{X} \), i.e., \( \theta_\ell = 0 \), which might affect the convergence behavior. To cope with this issue, we use the approximation

\[ f'_\ell(v, \xi_\ell) \approx \frac{1}{2|v|}, \]

which becomes exact for the infinite resolution case with only a constant envelope constraint. The update for the scaling factor \( \beta \) is done at each iteration based on (10) and (9). It should be noted that the GAMP does not provide guarantees for optimality or convergence. A damping strategy is used to enforce the convergence in our case as proposed in [18].

IV. Simulation Results

The performance of the proposed joint beampattern and waveform design algorithm is investigated by means of simulations for the case of 2-bit DACs (i.e., 1-bit for each inphase and quadrature component). We consider an array of \( N = 128 \) antennas, while the temporal sequence has \( T = 1024 \) samples. Additionally, we assume a carrier frequency of \( f_c = 77 \) GHz, a bandwidth of 1 GHz, and a sampling frequency of \( 1/T_s = 2 \) GHz. The desired beampattern points

![Fig. 2. Convergence behavior of the GAMP algorithm with \( N = 128 \) antennas, \( T = 1024 \) samples and damping factor \( \mu = 0.3 \).](image-url)
to $K = 10$ predefined scanning directions chosen between $0$ and $\pi$ with equal intensity. The convergence behavior of the proposed GAMP is depicted in Fig. 2. The algorithm converges typically within 20 to 30 iterations. Fig. 3 shows the power spectral density which is very close to the desired rectangular shape. In fact, the out-of-band (OOB) radiation level is more than 30dB below the signal level. This is quite surprising given the extreme low resolution of the DACs. The resulting autocorrelation property is therefore almost impulse-like as shown in Fig. 4. In addition, Fig. 5 shows that waveforms targeted at different directions $\varphi_k$

$$y_k = \text{Diag}(a(-T/2, \varphi_k), \ldots, a(T/2 - 1, \varphi_k))(F_T \otimes I_N)x,$$

(17)

$1 \leq k \leq K$, exhibit low cross-correlation properties, which is very desired as well. Interestingly, this desired cross-correlation effect is obtained although it is not incorporated in the objective function (8). Finally, Fig. 5 shows the antenna radiation pattern with pointy beams in the directions of interest. It is worth mentioning that the sidelobe radiation could be actually enhanced by extending the objective function (8) to include the desired sidelobe behavior. The improvement will be however at the cost of higher OOB radiation. This trade-off could be investigated in future work.

V. CONCLUSION

An GAMP based algorithm is proposed to synthesize spatio-temporal waveforms for a MIMO radar systems under low resolution DACs and constant modulus constraint. To this end, an objective function is formulated that aims at concentrating the power toward certain desired angles and within a given allocated band. It is also possible to extend the objective function by additional terms to achieve higher suppression at the undesired angles. Simulation results show that the constructed waveforms exhibit high stopband attenuation and flat passband spectrum even with just 2-bit resolution per antenna. Therefore, even a severe spectral interference constraint can be incorporated while still keeping nearly ideal autocorrelation properties. Further, the different probing waveforms reflected back from the target angles have minimal cross-correlation values. A potential extension of the work is considering joint multiuser MIMO communication-radar precoding and signal design with low resolution DACs.

APPENDIX

For the derivation of the presented algorithm, assuming fixed $\beta$, a message passing algorithm on factor graphs based on the min-sum rules is considered while ignoring cycles. This approach is fairly similar to the derivation in [14]. It is made possible due the structure of the cost function (8) which consists of a sum of similar terms that are in turn functions of linearly mixed optimization variables. Therefore, the global optimization can be solved approximately by considering simpler individual optimizations. Each iteration $\ell$ of this algorithm consists namely in exchanging messages (max marginals) $\lambda_{j,i}^{\ell}(x_i)$ and $\pi_{j,i}^{\ell}(x_i)$ from each desired signal node $j \in \{1, \ldots, TK\}$ to each sample node $i \in \{1, \ldots, TN\}$.
(output step), and vice versa (input step). Specifically, the output step messages are given by

\[
\lambda_{j,i}^t(x_i) = \max_{x \setminus x_i} \rho(a_j^T x, d_j) + \sum_{i' \neq i} \pi_{j,i'}^t(x_{i'}),
\]

where \(\rho(w, d)\) is defined in (13) and \(a_j^T\) is the \(j\)-th row of the matrix \(\beta B\) for fixed \(x\). The input step messages are then

\[
\pi_{j,i}^t(x_i) = \log \mathbb{I}(x_i \in \mathcal{X}) + \sum_{j' \neq j} \lambda_{j',i}^t(x_i).
\]

The messages are initialized at \(t = 0\) with \(\lambda_{j,i}^0(x_i) = 0\), and the final estimate can be calculated as the maximizer of

\[
\pi_{i}^t(x_i) = \log \mathbb{I}(x_i \in \mathcal{X}) + \sum_j \lambda_{j,i}^t(x_i).
\]

We now provide an approximation for the min-sum algorithm based on quadratic approximations of the messages around their corresponding maximizers, assuming a large matrix \(A\) and that its entries \(a_{j,i}\) are of the same order. To this end, we introduce the following values

\[
\hat{x}_i^t = \arg\max_{x_i} \pi_{i}^t(x_i),
\]

\[
\hat{x}_{j,i}^t = \arg\max_{x_{j,i}} \pi_{j,i}^t(x_{j,i}),
\]

\[
\frac{1}{\mu_i} = -\frac{\partial^2}{\partial x_i \partial x_i} \pi_{i}^t(x_i^t),
\]

\[
\frac{1}{\mu_{j,i}} = -\frac{\partial^2}{\partial x_{j,i} \partial x_{j,i}} \pi_{j,i}^t(x_{j,i}^t).
\]

Then, we can use the following quadratic approximation for the input step messages around its maximizer (neglecting derivatives w.r.t. \(x^2\))

\[
\pi_{j,i}^t(x_i) \approx \pi_{j,i}^t(\hat{x}_{j,i}) - \frac{1}{2} \mu_i |x_i - \hat{x}_{j,i}|^2,
\]

where we assume \(\mu_{j,i} \approx \mu_i\) in the large dimensional case. Thus, the cost function in (18) becomes

\[
\rho(a_j^T x, d_j) + \sum_{i' \neq i} \pi_{j,i'}^t(\hat{x}_{j,i'}) - \frac{1}{2} \mu_i |x_i - \hat{x}_{j,i}|^2.
\]

The motivation for such approximation is that the impact of \(x_i\) on the function \(\rho(a_j^T x, d_j)\) is asymptotically very small and that the maximizing value of \(x_i\) for the cost function (18) will not deviate much from \(\hat{x}_{j,i}\). We solve the maximization in (18) in two steps

\[
\max_{q_j, x \setminus x_i, \text{s.t. } a_j^T x = q_j} \rho(q_j, d_j) - \sum_{i' \neq i} \frac{1}{\mu_i} |x_{i'} - \hat{x}_{j,i'}|^2.
\]

The solution for the inner maximization leads to

\[
\max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_{j,i} - a_{j,i} x_i|^2,
\]

where, we introduced the variables

\[
q_j = a_{j,i} x_i + \sum_{i' \neq i} a_{j,i'} x_{i'},
\]

\[
\hat{u}_{j,i}^t = \sum_{i' \neq i} a_{j,i'} \hat{x}_{j,i'},
\]

and

\[
\theta_{j,i}^t = \sum_{i' \neq i} |a_{j,i'}|^2 \mu_{i'}^t \Rightarrow \sum_i |a_{j,i}|^2 \mu_{i}^t = \theta_j \forall i,
\]

where the approximation holds for the large system limit. Furthermore, by defining

\[
\hat{u}_{j}^t = \sum_i a_{j,i} \hat{x}_{j,i},
\]

we get

\[
\max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_j^t - a_{j,i} \hat{x}_{j,i} - a_{j,i} x_i|^2.
\]

These obtained output step messages can be then approximated as

\[
\lambda_{j,i}^t(x_i) = \max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_j^t - a_{j,i} \hat{x}_{j,i} - a_{j,i} x_i|^2
\]

\[
= \max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_j^t - a_{j,i} (x_i - \hat{x}_{j,i})|^2
\]

\[
\approx \max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_j^t - a_{j,i} (x_i - \hat{x}_{j,i})|^2,
\]

where the approximation is obtained by neglecting the terms of order \(|a_{j,i}|^2\). Let us now define

\[
\hat{q}_j^t = \arg\max_{q_j} \rho(q_j, d_j) - \frac{1}{\theta_j^t} |q_j - \hat{u}_j^t|^2,
\]

\[
\hat{z}_{j}^t = \frac{1}{\theta_j^t} (\hat{q}_j^t - \hat{u}_j^t)^T g_t (-\hat{u}_j^t, d_j).
\]

As done before for the input step message, we derive now a second order expansion of the output step message around \(\hat{x}_{j,i}^t\). Evaluating the first derivative

\[
\left. \frac{\partial \lambda_{j,i}^t(x_i)}{\partial x_i} \right|_{x_i = \hat{x}_{j,i}^t} = a_{j,i} \hat{z}_{j}^t,
\]

and the second derivative

\[
\left. - \frac{\partial^2 \lambda_{j,i}^t(x_i)}{\partial x_i \partial x_i} \right|_{x_i = \hat{x}_{j,i}^t} = -a_{j,i} \hat{z}_{j}^t + \left| a_{j,i} \right|^2 \hat{g}_t (-\hat{u}_j^t, d_j) \approx |a_{j,i}|^2 \frac{1}{\mu_{j}} \hat{z}_{j}^t
\]

leads to

\[
\lambda_{j,i}^t(x_i) \approx \text{const} - \frac{1}{\mu_{j}} |a_{j,i}|^2 \hat{z}_{j}^t - a_{j,i} (x_i - \hat{x}_{j,i}^t)|^2.
\]
The input step messages can be obtained now as (c.f. (19))
\[
\pi_{j,i}^\ell(x_i) = \log \mathbb{I}(x_i \in \mathcal{X}) - \frac{1}{\xi_{j,i}}|\hat{v}_{j,i}^\ell - \xi_{j,i}^\ell x_i|^2,
\]
where we introduced the definitions
\[
\hat{v}_{j,i}^\ell = \sum_{l \neq j} (a_{l,i}z_{j,i}^\ell + \frac{1}{\mu_l}a_{l,i}^2\hat{v}_{l,i}^\ell)
\]
\[
\xi_{j,i}^\ell = \frac{\xi_{j,i}^\ell}{\hat{v}_{j,i}^\ell} + \xi_{j,i}^\ell \sum_{l \neq j} a_{l,i}z_{j,i}^\ell
\]
\[
= \xi_{j,i}^\ell \hat{x}_{j,i}^\ell + \xi_{j,i}^\ell \sum_{l \neq j} a_{l,i}z_{j,i}^\ell
\]
\[
\approx \xi_{j,i}^\ell \hat{x}_{j,i}^\ell + \sum_{l \neq j} a_{l,i}z_{j,i}^\ell - a_{j,i}z_{j,i}^\ell.
\]
Therefore, we used the substitution
\[
\xi_{j,i}^\ell = \sum_{l \neq j} |a_{l,i}|^2 \frac{1}{\mu_l} \approx \sum_j |a_{j,i}|^2 \frac{1}{\mu_l} \hat{v}_{j,i}^\ell \forall j,
\]
where we can neglect the dependency on \( j \). This corresponds to the calculation of \( \xi^\ell \) in the algorithm. We can proceed to compute \( \hat{x}_{j,i}^\ell \)
\[
\hat{x}_{j,i}^\ell = \arg\max_{x_i} \log \mathbb{I}(x_i \in \mathcal{X}) - \frac{1}{\xi_{j,i}}|\hat{v}_{j,i}^\ell - \xi_{j,i}^\ell x_i|^2
\]
\[
\approx \hat{x}_{j,i}^\ell - \Gamma_{j,i}^\ell a_{j,i}z_{j,i}^\ell,
\]
where we define
\[
\hat{x}_{j,i}^\ell = \arg\max_{x_i} \pi_{j,i}^\ell(x_i)
\]
\[
= \arg\max_{x_i} \log \mathbb{I}(x_i \in \mathcal{X}) - \frac{1}{\xi_i} |\hat{v}_{j,i}^\ell - \xi_i^\ell x_i|^2
\]
\[
\approx \hat{x}_{j,i}^\ell + f_i(\hat{v}_{j,i}^\ell),
\]
and
\[
\Gamma_{j,i}^\ell = \frac{\partial \hat{x}_{j,i}^\ell}{\partial \hat{v}_{j,i}^\ell} = f_i'(\hat{v}_{j,i}^\ell).
\]
Next, it can be shown, assuming that the first derivative \( \pi_{j,i}^\ell(x_{i+1}) = 0 \), that \( \Gamma_{j,i}^\ell = \mu_i^\ell \) (c.f. (21)). Therefore, (28) becomes, while neglecting the dependency on the index \( i \)
\[
\theta_{j}^\ell = \sum_i |a_{j,i}|^2 f_i'(\hat{v}_{j,i}^\ell).
\]
Finally, (29) becomes using (40) and the fact that \( \mu_i^\ell = \Gamma_{j,i}^\ell = f_i'(\hat{v}_{j,i}^\ell) \) as follows
\[
\hat{a}_{j}^\ell = \sum_i a_{j,i} \hat{x}_{j,i}^\ell - \theta_j z_{j}^\ell,
\]
It can be observed that the steps presented in the algorithm corresponds to Eqs (44), (33), (39), (38), (41) and (43).