Effects of forcing mechanisms on the multiscale properties of magnetohydrodynamics
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ABSTRACT

We performed numerical simulations to study the response of magnetohydrodynamics (MHD) to large-scale stochastic forcing mechanisms parametrized by one parameter, \(0 \leq a \leq 1\), going from direct injection on the velocity field \((a = 1)\) to stirring acts on the magnetic field only \((a = 0)\). We study the multi-scale properties of the energy transfer, by splitting the total flux in channels mediated by (i) the kinetic non-linear advection, (ii) the Lorentz force, (iii) the magnetic advection and (iv) magnetic stretching term. We further decompose the fluxes in two sub-channels given by heterochiral and homochiral components in order to distinguish forward, inverse and flux-loop cascades. We show that there exists a quasi-singular role of the magnetic forcing mechanism for \(a \sim 1\): a small injection on the magnetic field \(a < 1\) can strongly deplete the mean flux of kinetic energy transfer throughout the kinetic non-linear advection channel. We also show that this negligible mean flux is the result of a flux-loop balance between heterochiral (direct) and homochiral (inverse) transfers. Conversely, both homochiral and heterochiral channels transfer energy forward for the other three channels. Cross exchange between velocity and the magnetic field is reversed around \(a = 0.4\) and except when \(a \sim 1\) we always observe that heterochiral mixed velocity-magnetic energy triads tend to move energy from magnetic to velocity fields. Our study is an attempt to further characterize the multi-scale nature of MHD dynamics, by disentangling different properties of the total energy transfer mechanisms, which can be useful for improving sub-grid-modelling.

1. INTRODUCTION

The turbulent dynamics of conducting fluids such as liquid metals and plasmas in the one-fluid approximation, are relevant to a variety of observed phenomena in astro- and geophysical fluid dynamics. The most pertinent examples are stellar and planetary dynamos (Moffatt 1978; Parker 1979; Brandenburg & Subramanian 2005; Tobias et al. 2013), the granulation in the solar convection zone (Leighton et al. 1962; Leighton 1963; Bray et al. 1984; Rieutord & Rincon 2010), and turbulence in the solar wind and Earth’s magnetosheath (Barnes 1979; Tu & Marsch 1995; Goldstein et al. 1995; Bruno & Carbone 2005). All these systems can be described to a good approximation by the equations of magnetohydrodynamics (MHD), albeit at different parameter ranges, and potentially coupled to additional evolution equations. The magnetic activity of the Sun, for instance, originates from the solar tachocline (Miesch 2005) and the main features of its dynamics can be well described by an ideal, i.e. dissipationless, MHD shallow-water model (Gilman 2000; Dikpati & Gilman 2001). The latter highlights an important unresolved challenge in astrophysical fluid dynamics - both magnetic and fluid Reynolds numbers are usually very high, leading to turbulent dynamics on scales much too small to be adequately resolved in numerical simulations. The parameter ranges are way beyond the capability even for optimised codes running on state-of-the-art high-performance computing facilities. Observational studies give very important insights (Tu & Marsch 1995; Horbury et al. 2005; Chen 2016; Bruno & Carbone 2013; Matthaeus et al. 2019; Klein et al. 2019), however the data acquisition process is complex and high-order statistics are difficult to measure precisely.

To further disentangle the complexity of MHD turbulence, a better understanding of the intricate multi-scale transfer of inertial conserved quantities as the total energy, the magnetic and the cross helicity is mandatory (Mininni 2011; Biskamp 2003; Galtier 2016; Zhou et al. 2004; Alexakis & Biferale 2018). The overall global
picture might strongly depend on the injection properties, being the three conserved quantities dynamically correlated. As a result, systematic studies at varying one or a few control parameters, connected to the properties of the stirring mechanisms are important for both fundamental and applied interests, e.g. concerning the issue of universality - independence of the forcing - and small-scale modelling (Alexakis 2013; Bian & Aluie 2019; McKay et al. 2017; Zhou & Vahala 1991; Müller & Carati 2002; Chernyshov et al. 2010; Kessar et al. 2016; Miesch et al. 2015).

In recent years, it has become more and more clear that global measurements based on spectra and mean fluxes do not allow for a precise disentanglement of the physics mechanisms underlying the multi-scale transport, e.g. direct or inverse energy cascades can have the same spectral properties. In MHD turbulence the situation is particularly complicated, as the interaction of magnetic and velocity fluctuations can proceed in different parameter regimes. A background magnetic field or different levels of cross- and magnetic helicities, for instance, have measureable effects on the value of the scaling exponent of magnetic and kinetic energy spectra. The complexity of the problem is reflected in the considerable effort that has been put upon measuring and understanding spectral scaling and other second-order statistics for the incompressible case (Iroshnikov 1964; Kraichnan 1965; Matthaeus & Zhou 1989; Goldreich & Sridhar 1995; Müller & Biskamp 2000; Galtier et al. 2000, 2002; Boldyrev 2005a,b; Mason et al. 2006; Boldyrev et al. 2009; Beresnyak & Lazarian 2009; Grappin & Müller 2010). More recently, effects specific to compressible flows have been quantified (Teissier & Müller 2020; Grete et al. 2020).

Similarly, even the sign of the total flux does not fully summarise the entire flow dynamics, we know examples where the mean flux is vanishing because of the result of strong counter-reacting positive and negative transfers, the so-called flux-loop case, which is obviously very far from a quasi-equilibrium state (Alexakis & Biferale 2018). Similarly, in the purely hydrodynamic case of Navier-Stokes equations, it is known that homochiral and heterochiral Fourier interactions transfer energy in opposite directions across scales, even in purely 3d homogeneous and isotropic turbulence (Wallace 1993; Biferale et al. 2012). Such subtle refinements in the description of the energy transfer properties are interesting also from an applied point of view, opening the way for controlling both small and large scale flow behaviours by suitable forcing properties, aimed to switch on/off some energy transfer sub-channel.

In this paper we focus on the multi-scale properties of the energy transfer for 3d MHD under isotropic and homogeneous conditions. In particular, we present the results from a series of direct numerical simulations to study the response of the conducting fluid to a family of large-scale stochastic forcing mechanisms parametrised by one single parameter, $0 \leq a \leq 1$, where $a = 1$ means forcing only on the kinetic channel and $a = 0$ only on the magnetic one. We study the multi-scale properties of the energy transfer, using two different levels of splitting. First, we analyze the properties of the four sub-classes (channels) given by (i) the kinetic non-linear advection, (ii) the Lorentz force, (iii) the magnetic advection and (iv) magnetic stretching term. Second, we further decompose each of the four fluxes in two sub-channels given by heterochiral and homochiral components in order to distinguish forward, inverse and flux-loop cascades. The main results are: (i) the mean energy transferred by the kinetic advection channel is strongly depleted as soon as we switch on a small injection on the magnetic field; (ii) this negligible mean flux is the result of a flux-loop balance between heterochiral (direct transfer) and homochiral (inverse transfer); (iii) heterochiral transfers are strongly affected by the relative amount of magnetic/kinetic forcing; (iv) we observed that the velocity-magnetic energy exchange mediated by mixed triads tends to move energy from magnetic to velocity fields.

The article is organised as follows. In Sec. 2 we present our numerical dataset. In Sec. 3 we describe the results obtained by splitting the total flux in four components and in Sec. 4 how the ones obtained after a further decomposition in heterochiral and homochiral channels. Results concerning the exchange between kinetic and magnetic fields can be found in Sec. 4.1 and the ones for small-scale fluctuations in Sec. 4.2.

2. DESCRIPTION OF THE DATASET

To study the effect of large-scale forcing mechanisms on the multiscale properties of MHD, we conduct direct numerical simulations of the incompressible MHD equations

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla p_M + (\mathbf{b} \cdot \nabla) \mathbf{b} + \nu \Delta \mathbf{v} + \sqrt{a} \mathbf{f}_v, \tag{1}
\]

\[
\frac{\partial \mathbf{b}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{b} = (\mathbf{b} \cdot \nabla) \mathbf{v} + \eta \Delta \mathbf{b} + \sqrt{1-a} \mathbf{f}_b, \tag{2}
\]

\[
\nabla \cdot \mathbf{v} = 0, \quad \nabla \cdot \mathbf{b} = 0. \tag{3}
\]

where $\mathbf{v}$, $\mathbf{b}$, $p_M = p + |\mathbf{b}|^2/2$, $\nu$ and $\eta$ denote the velocity, the magnetic field, the total pressure, the kinematic viscosity and the magnetic resistivity, respectively.
The velocity and magnetic fields are driven respectively by \( \sqrt{a} \mathbf{f}_v \) and \( \sqrt{1-a} \mathbf{f}_b \) at the first two wave numbers, where \( \mathbf{f}_v \) and \( \mathbf{f}_b \) are random, Gaussian-distributed and \( \delta(t) \)-correlated forces and \( \langle | \mathbf{f}_v |^2 \rangle = \langle | \mathbf{f}_b |^2 \rangle \). As a result the total energy input:

\[
 a \langle | \mathbf{f}_v |^2 \rangle + (1-a) \langle | \mathbf{f}_b |^2 \rangle = \epsilon^i_v + \epsilon^i_b = \epsilon^i = \text{const.} \tag{4}
\]

is independent of \( a \). Modifying the parameter \( a \) allows us to construct an injection mechanism from purely mechanical, \( a = 1 \), to purely magnetic, \( a = 0 \). A first visual understanding of our set-up can be seen in Fig. 1, where we show a 3d rendering of kinetic and magnetic energy distribution in the whole volume for three characteristic values, \( a = 0, 0.5, 1 \). The presence of some unbalance between purely kinetic and purely magnetic forcing is detectable even by naked eyes, our goal is to quantify and go deeper into the entangled dynamics at changing the forcing properties \( a \).

From a practical point of view, we numerically solved eqs. (1)-(3) on a cubic domain \( \Omega = [0, 2\pi]^3 \) with periodic boundary conditions in all directions using the standard pseudo-spectral method with dealiasing by the two-thirds rule. The fields were advanced in time by a second-order Adam-Bashforth scheme. All runs discussed here were carried out using 512 collocation points. Further details on simulation parameters and main observables are summarised in Table 1.

In the inset of Fig. 2 we show also the evolution of the kinetic and magnetic Taylor-scale Reynolds numbers,

\[
 \text{Re}^v_\lambda = \frac{U \lambda_v}{\nu}, \tag{5}
\]

\[
 \text{Re}^b_\lambda = \frac{U \lambda_b}{\eta}, \tag{6}
\]

where \( \lambda_v = U/\omega_{\text{rms}} \) and \( \lambda_b = B/j_{\text{rms}} \) are the kinetic and magnetic Taylor microscales respectively, \( B = \sqrt{2E_b/3} \) is the r.m.s. magnetic magnitude, and \( \omega_{\text{rms}} \) and \( j_{\text{rms}} \) are the rms vorticity \( \omega = |\nabla \times \mathbf{v}| \) and current density \( j = |\nabla \times \mathbf{b}| \) respectively. In Fig. 3 one can find the averaged values for all the above quantities, evaluated on the stationary regime as indicated by the vertical dashed lines in Fig. 2. Fig. 4 shows the kinetic and
Table 1. Parameters and key observable for all simulations: grid size \( N^3 \), forcing parameter \( a \), kinetic and magnetic integral-scale Reynolds numbers \( Re_v^V = U L_v/\nu \) and \( Re_b^V = U L_b/\eta \) where \( U = \sqrt{2E_v/3} \) is the rms velocity and \( L_v = \left[ \sum_k k^{-1} E_v(k) \right] / E_v \) and \( L_b = \left[ \sum_k k^{-1} E_b(k) \right] / E_b \) are the kinetic and magnetic integral length scales respectively, kinetic and magnetic Taylor-scale Reynolds numbers \( Re_v^\lambda = U \lambda_v/\nu \) and \( Re_b^\lambda = U \lambda_b/\eta \) where \( \lambda_v \) and \( \lambda_b \) are the kinetic and magnetic Taylor microscales respectively, kinetic energy \( E_v \), magnetic energy \( E_b \), kinetic dissipation rate \( \varepsilon_v \), magnetic dissipation rate \( \varepsilon_b \), large-eddy turnover time \( T = L_v/U \), the largest resolved wavenumber \( k_{\text{max}} = N/3 \), and kinetic Kolmogorov microscale \( \eta_v = (\nu^3/\varepsilon_v)^{1/4} \). All observables are time averaged.
magnetic energy spectra

\[ E_e(k) = \frac{1}{2} \sum_{|k|=k} \langle |\hat{\mathbf{v}}(k, t)|^2 \rangle_t, \quad (7) \]

\[ E_b(k) = \frac{1}{2} \sum_{|k|=k} \langle |\hat{\mathbf{b}}(k, t)|^2 \rangle_t, \quad (8) \]

where \( \langle \cdots \rangle_t \) denotes a time average over 31 snapshots and \( \hat{\cdot} \) the Fourier transform.

As can be seen from the spectra, the variation of \( a \) is mostly visible at the large magnetic scales, while the large-scale dynamics of the velocity field is weakly affected, at least at the level of energy spectra. The kinetic energy spectrum shows some difference in the inertial-range scaling and amplitude. For both magnetic and kinetic energy spectra, we note that \( a = 1.00 \), that is, fully mechanical forcing is quasi-singular in appearance, in the sense that significant differences in the spectra are discernible between \( a = 1.00 \) and \( a = 0.95 \). For smaller values of \( a \) the spectra show little variation. The overall picture emerging from these few quantitative results confirm what already said in the previous text: it is very difficult, if not impossible, to disentangle the intricate multi-scale properties of the conducting flow by looking only at mean global properties based on spectra. In order to overcome this limitation, in the following section we will introduce the multi-channel flux decomposition as anticipated in the introduction.

3. FLUX DECOMPOSITION: KINETIC, LORENTZ, MAGNETIC ADVECTION, MAGNETIC STRETCHING

In order to study the multi-scale energy dynamics all vector fields must be decomposed into large and small-scale components. To do so, we apply a filtering operation to all terms in eqs. (1) and (2) (Zhou & Vahala 1991; Kessar et al. 2016; Yang et al. 2016; Aluie 2017; Offermans et al. 2018). In what follows, we briefly summarise the main procedure, for the derivations and further details see (Kessar et al. 2016; Aluie 2017; Offermans et al. 2018). Given a filter kernel \( G^\ell \), the filtered component of a square-integrable function \( \varphi(x) \) in the domain \( \Omega \), is defined as

\[ \varphi^\ell(x) \equiv \int_{\Omega} d\mathbf{y} G^\ell(x - \mathbf{y}) \varphi(\mathbf{y}) = \sum_{k \in \mathbb{Z}^3} \hat{G}^\ell(k) \hat{\varphi}(k) e^{i k \cdot \mathbf{x}}, \quad (9) \]

where \( \ell \) is the filter width. Several choices of \( G \), such as Gaussian filters, top hat filters or Galerkin projectors may be used to decompose a given function into large-scale and small-scale components. For the present study,
smoothing or Galerkin projection vary little for Navier-Stokes turbulence (Buzzicotti et al. 2018).

The filtered MHD equations read
\[
\partial_t \mathbf{v}_i^f = -\partial_j \left( \mathbf{v}_i^f \mathbf{v}_j^f - \mathbf{b}_i^f \mathbf{b}_j^f + \mathbf{r}_{ij}^{f,M} - \mathbf{r}_{ij}^{f,D} + p^f \delta_{ij} \right) \\
+ \nu \partial_{jj} \mathbf{v}_i^f + \sqrt{\alpha} \mathbf{f}_{ij}^f, \tag{11}
\]
\[
\partial_t \mathbf{b}_i^f = -\partial_j \left( \mathbf{b}_i^f \mathbf{v}_j^f - \mathbf{v}_i^f \mathbf{b}_j^f + \mathbf{r}_{ij}^{f,A} - \mathbf{r}_{ij}^{f,D} \right) \\
+ \eta \partial_{jj} \mathbf{b}_i^f + \sqrt{1 - \alpha} \mathbf{f}_{ij}^f, \tag{12}
\]
where we sum over repeated indices and
\[
\mathbf{r}_{ij}^{f,I} = \mathbf{v}_i^f \mathbf{v}_j^f - \mathbf{v}_i^f \mathbf{v}_j^f, \tag{13}
\]
\[
\mathbf{r}_{ij}^{f,M} = \mathbf{b}_i^f \mathbf{b}_j^f - \mathbf{b}_i^f \mathbf{b}_j^f, \tag{14}
\]
\[
\mathbf{r}_{ij}^{f,A} = \mathbf{b}_i^f \mathbf{v}_j^f - \mathbf{b}_i^f \mathbf{v}_j^f, \tag{15}
\]
\[
\mathbf{r}_{ij}^{f,D} = \mathbf{v}_i^f \mathbf{b}_j^f - \mathbf{v}_i^f \mathbf{b}_j^f, \tag{16}
\]
denote the inertial (I), Maxwell (M), advective (A) and dynamo (D) subfilter-scale stresses, respectively. Despite their common origin through the electric field in the induction equation, we here treat \( \mathbf{r}_{ij}^{f,A} \) and \( \mathbf{r}_{ij}^{f,D} \) separately, in order to disentangle the effects of magnetic-field-line advection, encoded in \( \mathbf{r}_{ij}^{f,A} \), and magnetic-field-line stretching, encoded in \( \mathbf{r}_{ij}^{f,D} \). Usually, the magnetic sub-scale stress refers to the difference \( \mathbf{r}_{ij}^{f,A} - \mathbf{r}_{ij}^{f,D} \) (Aluie 2017; Offermans et al. 2018). Equations (11) and (12) differ from expressions for the filtered MHD equations found elsewhere by an additional projection of the coupling terms. The latter ensures that the dynamics defined by eqs. (11) and (12) are confined to the same finite-dimensional subspace \( \Omega^f \) of the original domain \( \Omega \) (Buzzicotti et al. 2018; Offermans et al. 2018).

At first sight, this formulation suggests that the corresponding evolution equations for kinetic and magnetic energy feature terms that are not Galilean invariant, which ought to be avoided as the measured subfilter-scale energy transfers otherwise include unphysical fluctuations (Aluie & Eyink 2009a,b; Buzzicotti et al. 2018). However, the energy balance equations can be expressed in an alternative way by including terms that vanish under spatial averaging and ensure Galilean invariance of all terms (Buzzicotti et al. 2018; Offermans et al. 2018). For a statistically stationary evolution, the spatio-temporally averaged energy budget can then be written as
\[
\sqrt{\alpha} \left( \langle \mathbf{v}_i^f \mathbf{v}_j^f \rangle^f \right) = \Pi_i^f - \Pi_M - \mathbf{r}_{ij}^{f,M} + \varepsilon_v^f, \tag{17}
\]
\[
\sqrt{1 - \alpha} \left( \langle \mathbf{b}_i^f \mathbf{b}_j^f \rangle^f \right) = \Pi_A - \Pi_D - \mathbf{r}_{ij}^{f,D} + \varepsilon_b^f, \tag{18}
\]
where \( \varepsilon_{\ell}^t = \nu \left< \partial_j \pi_{\ell}^j \partial_i v_{\ell}^i \right> \) and \( \varepsilon_{\ell}^b = \eta \left< \partial_j b_{\ell}^j \partial_i \vec{v}_{\ell}^i \right> \) are the filtered kinetic and magnetic dissipation rates, respectively, and \( \pi_{\ell}^D = -\left< \partial_j b_{\ell}^j \vec{b}_{\ell} \right> = \left< \partial_j \pi_{\ell}^j \vec{b}_{\ell} \right> = -\pi_{\ell}^M \), are terms that convert kinetic to magnetic energy (\( \pi_{\ell}^M \)) and vice versa (\( \pi_{\ell}^D \)), and

\begin{align*}
\Pi_{\ell}^t &= - \left< \partial_j \pi_{\ell}^j \right> \tau_{ij}^t, \quad (19) \\
\Pi_{\ell}^M &= - \left< \partial_j \pi_{\ell}^j \right> \tau_{ij}^M, \quad (20) \\
\Pi_{\ell}^A &= - \left< \partial_j b_{\ell}^j \right> \tau_{ij}^A, \quad (21) \\
\Pi_{\ell}^D &= - \left< \partial_j b_{\ell}^j \right> \tau_{ij}^D. \quad (22)
\end{align*}

de note the four proper energy fluxes, in the sense that they vanish in the limit \( \ell \to 0 \), as can be seen from eqs. (13)-(16). If positive, the inertial and Maxwell fluxes, \( \Pi_{\ell}^t \) and \( -\Pi_{\ell}^M \), transfer kinetic energy from scales larger than or equal to \( \ell \) to scales smaller than \( \ell \) and vice versa if negative, while the advective and dynamo fluxes, \( \Pi_{\ell}^A \) and \( -\Pi_{\ell}^D \), do so with magnetic energy. Note that there is no interscale energy conversion as the conversion terms \( \pi_{\ell}^M \) and \( \pi_{\ell}^D \) only involve filtered fields, as such they are known as resolved-scale conversion terms (Aluie 2017). The total energy flux is then given by the sum

\[ \Pi = -\pi_D - \pi_M + \Pi_t - \Pi_M + \Pi_A - \Pi_D. \quad (23) \]

3.1. Flux decomposition: numerical results

In this section we start by looking at the response of the four energy fluxes (19-22) at changing the forcing input parameter, \( a \), as shown in Fig. 5. As one can see, the first important result is given by the net transition of \( \Pi_t^t \) when \( a < 1 \), where the total energy transfer along this channel becomes almost vanishing at all scales (top left panel). A depletion of the inertial flux to almost zero in MHD turbulence subject to partially magnetic large-scale forcing had already been observed by Alexakis (2013) at \( Re_{\ell} \approx 300 \) for \( a = 0.8 \) and \( a \approx 0.86 \). In both cases the magnetic forcing was helical, with a relative helicity \( \rho = 0.31 \) for \( a = 0.8 \) and \( \rho = 0.5 \) for \( a \approx 0.86 \). An injection of magnetic helicity and the subsequent local-in-scale generation of kinetic helicity (Linkmann et al. 2017) lead to a depletion of nonlinearity close to the injection scale. Here, both forcing functions are non-helical, hence the combination of the calculations by Alexakis (2013) with those reported here suggest that the depletion of the inertial flux is a generic feature of magnetically forced MHD turbulence, irrespective of helicity injection. As a result, the energy injected by the large-scale forcing on the velocity field is transferred to small scales only via the Lorentz contribution, i.e. the \( -\Pi_D^t \) term (top right panel), which is present in the \( a \) value. The sign conventions for \( \Pi_D^t \) and \( \Pi_M^t \) reflect signs which occur in eqs. (17) and (18). For \( a \leq 0.5 \) (magnetically dominated forcing) an inertial range in \( \Pi_A^t \) develops, indicating a direct cascade of magnetic fluctuations, see bottom left panel of Fig. 5, typical of the physics of a passive vector advected by a turbulent flow and a signature that the direct contribution of the forcing on the induction equation introduces an important ‘linear’ component in the magnetic transfer (Kraichnan 1994; Vergassola 1996; Chertkov et al. 1999). At these values of \( a \) the inertial transfer \( \Pi_t^t \) is very depleted despite the large-scale conversion of \( b \to v \), see top left panel of Fig. 5. The marked change for \( a < 1 \) have also a clear counterpart in the spectral scaling as seen by comparison of the energy spectra shown in Fig. 4 between \( a = 0.95 \) and \( a = 1.00 \). The dynamo contribution \( -\Pi_D^D \) (bottom right panel) does not develop any clear systematic plateau across wavenumbers. Its tendency to be more active at smaller and smaller \( k \) by decreasing \( a \) might results from the effect of increasing magnetic energy injection at large scales.

4. HOMOCHIRAL AND HETEROCHIRAL SUB-CHANNELS

Any solenoidal vector field can be decomposed in positively and negatively helical components (Waleffe 1992):

\begin{align*}
\vec{v}(x, t) &= \vec{v}^+(x, t) + \vec{v}^-(x, t) \quad (24) \\
\vec{b}(x, t) &= \vec{b}^+(x, t) + \vec{b}^-(x, t), \quad (25)
\end{align*}

where

\begin{align*}
\vec{v}^\pm(x, t) &\equiv \sum_k \left( \vec{v}_k(t) \cdot \vec{h}_k^\pm \right) \vec{h}_k^\pm e^{ik\cdot x} \quad (26) \\
\vec{b}^\pm(x, t) &\equiv \sum_k \left( \vec{b}_k(t) \cdot \vec{h}_k^\mp \right) \vec{h}_k^\pm e^{ik\cdot x} \quad (27)
\end{align*}

where \( \vec{h}_k^\pm \) are eigenfunctions of the curl operator \( i k \times (\cdot) \) with eigenvalues \( \pm 1 \). As a result, plugging the decomposition (24-25) in (11-12) one gets different expressions for the spatio-temporally averaged energy sub-fluxes which can be reduced to homochiral or heterochiral contributions, depending whether the three fields entering in the expressions (19-22) have all the same chirality or there is one with opposite chirality of the other two (for details see Appendix A). As a result, the energy balance across
Figure 5. Decomposed fluxes for different values of \( a \), normalized with the total energy dissipation rate \( \varepsilon = \varepsilon_v + \varepsilon_b \). Top left: \( \Pi_I \), top right: \( -\Pi_M \), bottom left: \( \Pi_A \), bottom right: \( -\Pi_D \). The decreasing color gradient indicates decreasing values of \( a \). The error bars show the standard error.
the energy conversion term will change sign as a function of $a$. If the forcing is fully mechanical, the magnetic field can only be maintained by dynamo action, that is, conversion of kinetic to magnetic energy encoded by $\pi_D^0 > 0$. For fully electromagnetic forcing, it is the other way round, the flow is maintained turbulent by the Lorentz force and $\pi_D^0 = -\pi_D^0 > 0$. In Fig. 7 (top panel) we show the total undecomposed conversion term $\pi_D^0$ at changing $a$. As one can see, while for mostly kinetic driving the conversion is finished at mid-scale (as also shown by Bian & Aluie (2019)), for magnetic forcing the conversion appears to be maximised at a much larger scale, as can be seen from the fact that $\pi_D^0$ becomes almost constant for lower values of $a$, but in total weaker than the $v \to b$ dynamo ($a = 1$). As seen from the homochiral and heterochiral contributions shown in the bottom panel, on average the homochiral channel converts kinetic into magnetic energy and the heterochiral one does the opposite. Finally, in the inset of the top panel we show the global conversion term, $\pi_D^0$ with $\ell = \pi/k_{max}$ as a function of $a$, showing that the main driving mechanisms upon changing the forcing properties is linked to the heterochiral triads, which change quickly as soon as $a < 1$. The relative magnitudes of the different energy transfer and conversion terms for $a = 0, a = 0.5$ and $a = 1$ are visually summarised in form of Sankey diagrams in figs. 8 and 9. The former corresponds to the decomposition of the total energy flux as in eq. (23) and the latter includes the helically decomposed terms as in eqs. (28) and (29). As can be seen in Fig. 9, the dynamo is always active, even for the case of purely magnetic forcing, as the homochiral interactions convert kinetic to magnetic energy for all values of $a$ through $\pi_D^{he,\ell}$ shown in Fig. 9 in light purple, see also Fig. 7. The heterochiral conversion term $\pi_D^{he,\ell}$ shown in Fig. 9 in dark purple, changes its role. For $a = 1$, the magnetic field is sustained by the velocity field alone through both $\pi_D^{ho,\ell}$ and $\pi_D^{he,\ell}$, with decreasing $a$ the dynamo operates alongside the mean large-scale conversion of magnetic to kinetic energy due to the Lorentz force, which is associated with heterochiral interactions, that is with $\pi_D^{he,\ell}$, for $a \neq 1$. The resulting \textit{resolved-scale transfer loop} formed $\pi_D^{ho,\ell}$ and $\pi_D^{he,\ell}$ is clearly visible in fig. 9 for $a = 0$ and $a = 0.5$. Interestingly, and in contrast to the dynamo for $a = 1$, the mean energy transfer due to the Lorentz force does vanish in both homo- and heterochiral transfer components $\pi_D^{ho,\ell}$ and $\pi_D^{he,\ell}$ separately for $a = 0$.

The relation of homo- and heterochiral triads to energy transfer and conversion in Navier-Stokes and MHD turbulence has been studied through shell models (Lessinnes et al. 2009; De Pietro et al. 2015; Rathmann
Figure 6. Hetero- and homochiral fluxes for different values of $a$. 
analytical means (Waleffe 1992; Linkmann et al. 2016, 2017), specifically designed DNS (Biferale et al. 2012; Linkmann et al. 2017) and post-processing of DNS data (Alexakis 2017). In particular in connection with kinematic dynamo action, analytical results based on stability analyses of equilibria of minimal representations of the MHD equations obtained by Galerkin truncation suggest that homochiral triads do not contribute to the conversion of kinetic to magnetic energy in the kinematic regime (Linkmann et al. 2016, 2017), both at large and small scale. Only heterochiral triads were found to contribute to the kinematic dynamo, which for a large-scale dynamo is commensurate with the helical signature of the α-effect (Steenbeck et al. 1966; Brandenburg 2001). Numerical results, obtained by projecting the velocity field on the positively helical subspace corroborate these findings, as the different helical sectors of the magnetic field mostly grow according to the helical signature of a stretch-twist-fold dynamo (Linkmann et al. 2017). Similar results have recently been reported using specifically designed shell models of homo- or heterochiral triads and theoretical arguments based on the conservation of enstrophy-like invariants (Rathmann & Ditlevsen 2019). Interestingly, Rathmann & Ditlevsen (2019) found that for homochiral triads the magnetic field could not be maintained by dynamo action alone, the magnetic dynamics had to be excited by electromagnetic forcing, which confirms again that homochiral triads cannot amplify a magnetic seed field.

In summary, in the kinematic regime Linkmann et al. (2016, 2017) and Rathmann & Ditlevsen (2019) report the opposite helical signature of that seen here for the fully nonlinear case (\(a = 1\)). In our nonlinear regime, the minimal homochiral Galerkin models do contain instabilities connected with dynamo action, which are not discussed in (Linkmann et al. 2016, 2017). The above discussion suggests that the process of dynamo saturation may be connected with a change in the behaviour of homo- and heterochiral triads.

4.2. Small-scale response

In Fig. 10 we summarise some results concerning the issue of universality of small-scales fluctuations. In the top panel we show the value of the second order moment for one component of the longitudinal gradient for both velocity and magnetic fields, \(\langle S^2_{v_i} \rangle = \langle (\partial v_i) \rangle^2\) and \(\langle S^2_{b_j} \rangle = \langle (\partial b_j) \rangle^2\). As one can see, the main effect is given by an increase of the total magnitude of velocity gradients by decreasing \(a\), indicating that the the depletion of the kinetic channel shown in Fig. 5 does not have a direct effect on the small-scale velocity activity.

\[
F_{v_i} = \frac{\langle (\partial v_i) \rangle^4}{\langle (\partial v_i) \rangle^2} = \frac{\langle S^4_{v_i} \rangle}{\langle S^2_{v_i} \rangle^2}
\]

and similarly for the magnetic field. Both curves have a very small dependency on \(a\), supporting the conclusion that small-scale fluctuations in MHD are strongly universal, at least concerning the kind of forcing variations studied in this paper.

5. CONCLUSIONS

We have performed a systematic analysis of the total energy transfer in MHD at changing the large-scale forcing mechanisms, going from direct injection on the velocity field only to the case where stirring acts on the magnetic field only. We have split the total energy flux in
Figure 8. Maximal energy fluxes and large-scale conversion terms for $a = 0$, $a = 0.5$ and $a = 1$. The line widths correspond to percentages of the total energy input $\varepsilon$. The direction of the transfers is indicated by the color gradient from dark to light. Dark blue: $\max_\ell \Pi_I^f/\varepsilon$, light blue: $\max_\ell -\Pi_M^f/\varepsilon$, dark red: $\max_\ell \Pi_A^f/\varepsilon$, light red: $\max_\ell -\Pi_D^f/\varepsilon$, gradient blue to red: $\max_\ell |\pi_D^f|/\varepsilon$. The sub-scale magnetic and velocity field fluctuations are denoted by $b' = b - \overline{b}$ and $v' = v - \overline{v}$, respectively. The diagrams have been created by adaptation of (Shanley 2019).

Figure 9. Helically decomposed maximal energy fluxes and large-scale conversion terms for $a = 0$, $a = 0.5$ and $a = 1$. The line widths correspond to percentages of the total energy input $\varepsilon$. The direction of the transfers is indicated by the color gradient from dark to light. Dark blue: $\max_\ell \Pi^h_{he,f}/\varepsilon$, dark cyan: $\max_\ell \Pi^h_{ho,f}/\varepsilon$, light blue: $\max_\ell -\Pi^h_{he,D}/\varepsilon$, light cyan: $\max_\ell -\Pi^h_{ho,D}/\varepsilon$, dark red: $\max_\ell \Pi^h_{he,A}/\varepsilon$, dark magenta: $\max_\ell \Pi^h_{ho,A}/\varepsilon$, light red: $\max_\ell -\Pi^h_{he,D}/\varepsilon$, light magenta: $\max_\ell -\Pi^h_{ho,D}/\varepsilon$, gradient blue to red: $\max_\ell |\pi_D^h|/\varepsilon$, gradient light blue to light red: $\max_\ell |\pi_D^{ho}|/\varepsilon$. The sub-scale magnetic and velocity field fluctuations are denoted by $b' = b - \overline{b}$ and $v' = v - \overline{v}$, respectively. The diagrams have been created by adaptation of (Shanley 2019).

4 channels given by (i) the kinetic non-linear advection, (ii) the Lorentz force, (iii) the magnetic advection and (iv) magnetic stretching term and 2 sub-classes given by heterochiral and homochiral components for a total of 8 different sub-fluxes. We have shown that even a tiny injection of magnetic fluctuations at larger scales involves
a quasi-singular response in the kinetic energy transfer mediated by the advection term, leading to an almost vanishing signal for the latter. We also show that this negligible mean flux is the result of a flux-loop balance between heterochiral (direct transfer) and homochiral (inverse transfer) channels. Conversely, both homochiral and heterochiral channels transfer energy forward for the other three channels. Furthermore, by increasing the relative amount of magnetic injection we observe a reduction of the energy transferred via the heterochiral interactions for all channels with the exception of the magnetic stretching channel. Cross exchange between velocity and magnetic field is reversed when the control forcing parameter is around. Small-scale properties are strongly universal, showing a non-trivial rearrangements of different transfer properties. Our decomposition approach is exact and can be extended to study the flux of other relevant quantities, such as magnetic and cross helicities and it can be useful for improving sub-grid-modelling and to understand the energy transfer mechanisms in the presence of different injection mechanisms.
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6. APPENDIX A: HELICALLY DECOMPOSED FLUXES AND CONVERSION TERMS

As can be seen from eqs. (26)-(27), the expansion of velocity and magnetic fields in their respective helical components involves projections onto subspaces spanned by $h^k_{ij}$, and these operations clearly commute with the filtering procedure defined in eq. (9). As such, eq. (24) can be directly substituted into the filtered MHD equations to obtain filtered evolution equations for the helical components. A subsequent projection onto one helical subspace yields

$$-\partial_j \sum_{s_2,s_3 \in \{+, -\}} \left( \frac{v_i^{s_2} n_j^{s_3}}{v_i^{s_2} n_j^{s_3}} - \frac{b_i^{s_2} b_j^{s_3}}{b_i^{s_2} b_j^{s_3}} + \tau_{ij}^{s_2 s_3} - \tau_{ij}^{M s_2 s_3} \right) s_1,$$

$$+\nu \partial_j v_j^{s_1} + \sqrt{a} f_{j}^{s_1} t^{s_1} = \partial_j v_j^{s_1},$$

(33)

$$-\partial_j \sum_{s_2,s_3 \in \{+, -\}} \left( \frac{b_i^{s_2} b_j^{s_3}}{b_i^{s_2} b_j^{s_3}} - \frac{v_i^{s_2} n_j^{s_3}}{v_i^{s_2} n_j^{s_3}} + \tau_{ij}^{A s_2 s_3} - \tau_{ij}^{D s_2 s_3} \right) s_1,$$

$$+\eta \partial_j b_j^{s_1} + \sqrt{1 - a} f_{b_j}^{s_1} t^{s_1} = \partial_j b_j^{s_1},$$

(34)

where $s_1 \in \{+, -\}$ and we note the absence of a pressure term. Since the pressure gradient is orthogonal in the $L_2$-sense to the eigenfunctions $h^k_{ij}$, the projection onto a helical subspace renders the nonlinear term solenoidal and removes the pressure gradient. The helically decom-
posed sub-filter-scale stress tensors read

\[
\tau_{ij}^{f,FS} = \bar{\tau}_{ij}^{f,FS} = \bar{\tau}_{ij}^{FS} - \bar{\tau}_{ij}^{FS},
\]

(35)

\[
\tau_{ij}^{f,M} = \bar{\tau}_{ij}^{f,M} - \bar{\tau}_{ij}^{M},
\]

(36)

\[
\tau_{ij}^{f,A} = \bar{\tau}_{ij}^{f,A} - \bar{\tau}_{ij}^{A},
\]

(37)

\[
\tau_{ij}^{f,D} = \bar{\tau}_{ij}^{f,D} - \bar{\tau}_{ij}^{D},
\]

(38)

and following the same steps and in the derivation of the energy budget for the filtered components of velocity and magnetic field, one obtains four coupled energy budget equations for the filtered helical components

\[
0 = \frac{1}{2} \left\langle \frac{d}{dt} \bar{v}_i^{\prime \prime} \right\rangle = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime})
\]

(39)

\[
0 = \frac{1}{2} \left\langle \frac{d}{dt} \bar{v}_i \right\rangle = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime})
\]

(40)

\[
0 = \frac{1}{2} \left\langle \frac{d}{dt} \bar{b}_i \right\rangle = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime})
\]

(41)

\[
0 = \frac{1}{2} \left\langle \frac{d}{dt} \bar{b}_i \right\rangle = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime})
\]

(42)

where the superscript \( \ell \) has been dropped to simplify the notation of the fluxes and conversion terms. The helically decomposed fluxes and resolved-scale conversion terms are defined as

\[
\Pi_{ij}^{\prime \prime \prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime \prime} \right) \bar{v}_i \right\rangle,
\]

(43)

\[
\Pi_{ij}^{\prime \prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime} \right) \bar{v}_i \right\rangle,
\]

(44)

\[
\Pi_{ij}^{\prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime} \right) \bar{v}_i \right\rangle,
\]

(45)

\[
\Pi_{ij}^{\prime \prime \prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime \prime} \right) \bar{v}_i \right\rangle,
\]

(46)

and

\[
\Pi_{ij}^{\prime \prime \prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime \prime} \right) \bar{v}_i \right\rangle,
\]

(47)

\[
\Pi_{ij}^{\prime \prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime} \right) \bar{v}_i \right\rangle,
\]

(48)

\[
\Pi_{ij}^{\prime} = - \left\langle \left( \partial_{\bar{v}} \bar{v}_j^{\prime} \right) \bar{v}_i \right\rangle,
\]

(49)

A few observations can be made from these expressions and subsequently from eqs. (39) - (42). First, eqs. (47) and (48) imply that \( \pi^{\prime \prime \prime} \), \( \pi^{\prime \prime} \), \( \pi^{\prime} \), and \( \pi^{\prime \prime \prime} \) vanish as these terms can be written as total gradients. Second, the remaining terms \( \pi^{\prime} \) exchange kinetic energy between \( \bar{v}^{\prime} \) and \( \bar{v}^{\prime} \), as can be seen from eqs. (39) and (40), which is the only kinetic energy exchange between positively and negatively helical sectors. The helically decomposed energy fluxes defined in eqs. (43) - (46) conserve kinetic and magnetic energy for each helical component separately, which are categorized into homochiral or heterochiral fluxes, depending whether the three fields entering in the expressions (43) - (46) have all the same chirality or there is one with opposite chirality of the other two. It is trivial to obtain the energy balance equation for the filtered velocity and magnetic field by summing up eqs. (39) - (42),

\[
0 = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime}) + \sqrt{\alpha} \left\langle \bar{b}_{ij} \right\rangle - \epsilon^{\prime \prime \prime} \epsilon^{\prime \prime},
\]

(50)

\[
0 = - (\Pi_{ij}^{\prime \prime \prime} + \Pi_{ij}^{\prime \prime} + \Pi_{ij}^{\prime} + \Pi_{ij}^{\prime \prime \prime}) + \sqrt{\alpha} \left\langle \bar{b}_{ij} \right\rangle - \epsilon^{\prime \prime \prime} \epsilon^{\prime \prime},
\]

(51)
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