Spin-flip induced superfluidity in a ring of spinful hard-core bosons
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The $t-J$ Hamiltonian of the spinful hard-core bosonic ring in the Nagaoka limit is solved. The energy spectrum becomes quantized due to presence of spin, where each energy level corresponds to a cyclic permutation state of the spin chains. The ground state is true ferromagnetic when the ring contains $N = 2, 3$ spinful hard-core bosons; for all other $N$ it is a mixture of the ferromagnetic and non-ferromagnetic states. This behaviour is different from the fermionic ring, where ground state is true ferromagnetic only for $N = 3$. It is shown that the intrinsic spin generated gauge fields are analogous to the synthetic gauge fields generated by rotation of either the condensate or the confining potential. It is argued that the low lying excited levels of the spin flipped states intrinsically support the superfluidity. Possible ways to experimentally verify these results are also discussed.

I. INTRODUCTION

Rapid progress in the experimental techniques of trapping and manipulating cold atoms has opened numerous possibilities for their use in quantum simulation and quantum computing [1–4]. Spinor bosons—atoms with integer spins—in optical lattice are one of the modern work horse to probe the physics of the strongly correlated systems [5–7]. It has several advantages over their condensed matter counterparts e.g., precise knowledge of underlying microscopic model, possibility to control the parameters of lattice Hamiltonian, and absence of impurity in physical realizations. In this work we theoretically investigate the physics of one of the simplest system, yet rich in physics, that can be constructed using spinor bosons: the 1D ring lattice loaded with spinful hard-core bosons (HCB) [8].

The spinless bosonic ring is a well studied problem both theoretically and experimentally [6, 7, 9–11]. In Ref. [11] the Yara states for fermionic and bosonic ring were given. In Ref. [10] several exactly solvable models for one dimensional bosonic systems were reviewed. In Ref. [12] a model for neutral spinless HCB on a ring was solved. Ref. [13] considered spinful HCB on a $N \times N$ plaquette. On this plaquette they solved the usual $t-J$ Hamiltonian by dividing the spinful HCB into two different species of spinless HCB. Ref. [14] also considered spinful HCB on finite two-dimensional plaquette. They investigated the effect of fermionic and bosonic statistics on the emergence of ferromagnetic phase. In Ref. [15] the phase diagram of 1D chain, when even and odd number of spinful bosons are present at a single site, were investigated. In Ref. [16, 17] the ground state properties of the spinful fermions and bosons in thermodynamic limits were studied. Most of the work done till now are related either to the bosons on one and two dimensional periodic lattices, and their behaviour in the thermodynamic limit ($N \gg 1$), or spinless HCB on a ring. Apart from some comments about the energy levels of spinful bosonic ring in Ref. [11], a comprehensive study of the properties of the spinful hard-core bosons on a ring away from the thermodynamic limit is still missing.

One of the interesting effect observed in the ring of bosons is the persistent current, which is related to the superfluidity [18–20]. In Ref. [21] the phase diagram of superfluid and insulating phases was studied for spinless hard-core bosons. Ref. [22] investigated the ground state and superfluidic properties of the spinless hard-core bosons in one dimensional potential. Recently, Ref. [23] estimated the values of persistent current for two hard-core bosons in a ring lattice. From the experimental side the persistent current was observed in spinor (not hard-core) condensates [24], and fermion rings [25, 26]. It is well known that ground state can never support the persistent current [27, 28]. Hence, one accesses the excited superfluidic states by applying a velocity field, either by rotating the confined particles in the ring lattice, or the ring lattice itself [18, 20, 27, 28]. The rotation of the lattice is analogous to the generation of synthetic gauge fields, which in turn is related to the twisted boundary condition [18, 28]. We show that, for the case of hard-core spinful bosons the twisted boundary condition is generated intrinsically without application of any external velocity field.

The main focus of our work is the investigation of the ground state properties and the necessary condition for occurrence of superfluidity in these systems. This article is structured as follows. In Sec. [II] we solve the Hamiltonian of the spinful HCB on a ring in Nagaoka limit. In this limit the spin and charge degrees of freedom can be treated separately, hence, the Hamiltonian is easily solvable. In Sec. [III] we investigate the dependence of the ground state energies on the total spin and the structure of the total spin chains. We discuss the necessary conditions for the emergence of superfluidity in these systems. Here, we also suggest the experimental setups to corroborate our theoretical predictions. Finally, In Sec. [IV] we summarise the results.

II. THE MODEL

We take a ring of $L$ sites and $N$ spinful HCB with spin projections $\sigma = \{\uparrow, \downarrow\}$ [30]. Because of the hard-core nature of the bosons, in the ring every site contains at most single boson ($N \leq L$). The $t-J$ Hamiltonian in the Nagaoka limit with periodic boundary conditions [31, 32] can be written as
The boson hopping part of Eq. \((1)\) is analogous to the XY spin-chain Hamiltonian \([10, 12, 33, 34]\). Hence, one can use the Jordan-Wigner transformation \((2)\) to represent the Hamiltonian in Eq. \((2)\) in terms of spinless fermionic operators [see supplementary materials]:

\[
H = -t \sum_{i=1,\sigma}^{L-1} \hat{b}_{i\sigma}^\dagger \hat{b}_{i+1\sigma} + \text{H.c.} - \lambda \sum_{\sigma} \hat{b}_{L\sigma}^\dagger \hat{b}_{1\sigma} + \text{H.c.}
\]  

Here, \(\hat{b}_{i\sigma}^\dagger \) is a spinless hard-core bosonic creation (annihilation) operator. The spin content of the problem is encoded in the spin permutation operator \(\hat{P} \). It displaces the spin to the next non-empty site:

\[
\hat{P} |s_{1}^{z}, s_{2}^{z}, \ldots, s_{N}^{z}\rangle = |s_{N}^{z}, s_{1}^{z}, \ldots, s_{N-1}^{z}\rangle.
\]

The boson hopping part of Eq. \((2)\) is analogous to the XY spin-chain Hamiltonian \([10, 12, 33, 34]\). Hence, one can use the Jordan-Wigner transformation \((2)\) to represent the Hamiltonian in Eq. \((2)\) in terms of spinless fermionic operators [see supplementary materials]:

\[
H = -t \sum_{i=1,\sigma}^{L-1} \hat{f}_{i\sigma}^\dagger \hat{f}_{i+1\sigma} + \text{H.c.} + \hbar \Phi_{\nu} \sum_{\sigma} \hat{c}_{L\sigma}^\dagger \hat{c}_{1\sigma} + \text{H.c.}
\]  

Here, \(\hat{f}_{i\sigma}^\dagger \) is the spinless fermionic creation (annihilation) operator. Defining the function,

\[
h(N) = \begin{cases} 0, & \text{odd } N \\ 1, & \text{even } N \end{cases},
\]

we can write Eq. \((3)\) as:

\[
H = -t \sum_{i=1}^{L-1} \hat{f}_{i\sigma}^\dagger \hat{f}_{i+1\sigma} - \hbar \Phi_{\nu} \sum_{\sigma} \hat{c}_{L\sigma}^\dagger \hat{c}_{1\sigma} + \text{H.c.}
\]  

The spin permutation and spinless fermionic operators are separately diagonalized, because they are independent of each other. The eigenvalues \((\lambda_{\nu})\) and eigenfunction \((|\psi_{\nu}\rangle)\) of \(\hat{P} \) are \([33]\):

\[
\lambda_{\nu} = e^{i\pi p_{\nu}/N_{\nu}},
\]

\[
|\psi_{\nu}\rangle = \frac{1}{N_{\nu}} \sum_{q=0}^{N_{\nu}-1} e^{i2\pi p_{\nu} q/n_{\nu}} |\tilde{\psi}_{\nu}\rangle.
\]

Here, \(\nu\) enumerates all possible disconnected spin blocks. A spin block contains only connected spin chains. When two spin chains can be transformed into each other by application of \(\hat{P} \) operator they are connected, otherwise they are disconnected. \(N_{\nu}\) represents the total number of connected spin chains in \(\nu\)-th spin block. \(p_{\nu}\) enumerates the connected spin chains in the \(\nu\)-th spin block; it takes the values \(p_{\nu} = 0, 1, \ldots, N_{\nu} - 1\). \(\tilde{\psi}_{\nu}\) is the wave function of one of the spin chain of \(\nu\)-th spin block.

For example, we have a chain of 4 sites and 3 particles. We take the spin-chain \([\uparrow \bullet \downarrow]\) out of 2\(^{3}\) possible spin-chains. It is connected to the \([\uparrow \bullet \uparrow]\) spin-chain, as \(\hat{P}^{2} [\uparrow \bullet \downarrow] = [\uparrow \bullet \uparrow]\). In this case both these configurations belong to the same \(\nu\)-th spin block. This particular \(\nu\)-th block will have 3 possible configurations, hence \(N_{\nu} = 3\), and \(p_{\nu} = 0, 1, 2\) \([33]\). The wave function of three \(p_{\nu}\) states can be found using Eq. \((6)\) [see App. C]. Consequently, every spin-chain in the \(\nu\)-th spin block has its own wave function and spin momentum \(p_{\nu}\). The number of disconnected blocks will depend on the number of particles present in the ring \(N\) and the spin of these particles \((s^{z})\). Due to these disconnected blocks of spin chains, the total spin Hamiltonian corresponding to the \(\hat{P} \) operator is a block Hamiltonian with \(\nu\) blocks. We find the Hamiltonian corresponding to the \(\nu\)-th block by substituting \(\lambda_{\nu}\) from Eq. \((6)\) into Eq. \((5)\):

\[
H_{\nu} = -t \sum_{i=1}^{L-1} \hat{f}_{i\sigma}^\dagger \hat{f}_{i+1\sigma} - \hbar \Phi_{\nu} \sum_{\sigma} \hat{c}_{L\sigma}^\dagger \hat{c}_{1\sigma} + \text{H.c.}
\]

The total Hamiltonian of the whole system is a direct sum of these spin block Hamiltonians: \(H = \sum_{\nu} H_{\nu}\).

Eq. \((7)\) is nothing but the tight binding model with a penetrating magnetic flux \(\Phi_{\nu} \equiv 2\pi (\frac{\chi_{l}}{N_{\nu}} + \frac{h(N)}{2})\) through the ring. Using the gauge \(f_{i} \mapsto e^{i\Phi_{\nu} x_{l}/L} f_{i}\) one maps the Hamiltonian in Eq. \((7)\) onto twisted Hamiltonian:

\[
H_{\nu} = -t \sum_{i=1}^{L-1} e^{i\pi h(N)} \hat{f}_{i\sigma}^\dagger \hat{f}_{i+1\sigma} - \hbar \Phi_{\nu} \sum_{\sigma} \hat{c}_{L\sigma}^\dagger \hat{c}_{1\sigma} + \text{H.c.}
\]

Here, \(x_{l} = 1, 2, \ldots, L\), enumerates the \(L\) sites. The locally induced phase factor \(e^{i\Phi_{\nu} x_{l}/L}\) is known as Peierls phase. The explicit expression for the \(k\)-th mode energy of this tight binding Hamiltonian \(H_{\nu}\) is [see supplementary materials]:

\[
E_{\text{PBC}}(k, \nu, p_{\nu}; N, L) = -2t \cos \frac{2\pi}{L} \left( k + \frac{p_{\nu}}{N_{\nu}} + \frac{h(N)}{2} \right).
\]

The total energy is found by summing over all \(N\) low lying \(k\)-th mode energies.
The Hamiltonian of the antiperiodic boundary condition \((\hat{b}_{L+1, \sigma} = -\hat{b}_{1, \sigma})\) is written by introducing the extra phase \(e^{i\pi}\) in the second term of Eq. (11). Repeating the aforementioned procedure, the \(k\)-th mode energy levels and the ground state energies can be calculated. One can directly find these expressions from Eq. (9) and (10) by replacing \(h(N) \rightarrow h(N+1)\). If a magnetic field \(B\) is applied perpendicular to the ring, then an additional flux \(\Phi_B = 2\pi BA\)—here, \(A\) is the area of the ring—penetrates through the ring. To find the total energy one repeats the above calculation by substituting \(\Phi_A \rightarrow \Phi_A + \Phi_B\), and adds the total spin (\(S_\nu\)) dependent Zeeman energy, \(Z = g\mu_B BS_\nu\) [see supplementary materials]. Here, \(g\) is the Landé factor; \(\mu_B\) is the Bohr magneton; \(S_\nu\) is the total spin of the \(\nu\)-th block.

### III. GROUND STATE PROPERTIES AND SUPERFLUIDITY

![Energy levels](image)

**FIG. 1.** (Color online) Energy levels for the periodic boundary condition when \(N = 4, 5\) bosons reside on a ring of \(L = 8\) sites. The \(x\)-axis represents the spin (\(S\)), and the \(y\)-axis represents the energy \((E/2\ell)\). \(\nu\) represents the spin block. The spin chain configurations corresponding to different \(S\) and \(\nu\) are shown in Tab. [II and III]. For \(\nu = 2\) (square, orange) and \(\nu = 3\) (down triangle, green) the \(p_\nu = 0\) state is not available [see App. [A]]. For both \(S = 0\) and \(S = 1/2\) spin states, correspond two spin blocks: \(\nu = 3\) (down triangle, green) and \(\nu = 4\) (up triangle, red).

In a ring states corresponding to the cyclic permutation \((p_\nu)\) of the initial spin configurations become available, because particles can jump directly from the \(L\)-th site to the \(1\)-st site, One can further group these permutation states into irreducible representations of the cyclic symmetry groups \(C_n\). It should be noted that a single cyclic group can contain more than one spin blocks (\(\nu\)). For example, for \(N = 4\) the \(C_4\) group contains the \(\nu = 2, 3\) spin blocks as shown in Tab. [II]. The more general relation between \(N, p_\nu,\) and \(\nu\) can be found using Burnside’s Lemma [37].

We show the detailed spin configurations for \(N = 4, 5\) in Tab. [II] and [III] respectively. The corresponding energy levels with \(L = 8\) are shown in Fig. [I]. Here, for \(N \geq 4\) the ground state is a mixture of the ferromagnetic phase (\(S = N/2\)) and non-ferromagnetic phases (\(S = N/2 - 2, N/2 - 3, \ldots\)). It should be noted that the single spin flipped phase (\(S = N/2 - 1\)) is absent in the ground state due to the unavailability of the \(p_\nu = 0\) state [see App. [A]]. Interestingly for \(N = 2, 3\), the ground state is pure ferromagnetic, because the spin flipped phases (\(S = N/2 - 2, N/2 - 3, \ldots\)) are not available. This behaviour is different from the fermionic ring, for which the ground state is pure ferromagnetic only for \(N = 3\) [35].

Physically the spinful hard-core bosonic ring can be realised by loading spinor bosons [38, 39] in optical tweezers [40, 42] or paul traps [43, 44]. The two hyperfine states (\(F\)) of the spinor bosons can be considered as two pseudo-spin states. Recently numerous experiments have successfully generated several 2D and 3D crystals with high fidelity [45–50]. Hence generating 1D rings should not be difficult. One of the interesting fact to observe experimentally is the dependence of the energy levels on underlying spin structures. For example one can generate a ring of spinor bosons with the initial spin configuration \(|\uparrow\downarrow\downarrow\downarrow\rangle\) (\(\nu = 3\) in Tab. [I]). Then the system is excited to the higher energy levels \((p_\nu = 1, 2, 3)\) through rotation of the confining potentials [18, 19]. To return to the ground state the system should radiate the energy proportional to the \(E(p_\nu) - E(p_\nu = 0)\), which can be easily measured. In the next step one can prepare the system with the spin arrangement \(|\uparrow\uparrow\uparrow\rangle\) (\(\nu = 4\) in Tab. [I]). Analogously the system will be excited to the higher energy levels, and the radiated energy will be measured. In the former case the radiated energy will be higher than the later case, because only single \(p_\nu = 1\) state is available. It will be the direct experimental evidence of the spin chain configuration dependent quantization of the energy in the spinful hard-core bosonic rings.
As an example of the physics displayed by the spinful hard-core bosonic ring, let us show that a slight change of the underlying spin structure of the HCB on a ring might provide a necessary condition for a superfluidity to emerge. According to the two-fluid picture, the superfluid contains both normal as well as superfluid components. One therefore defines a quantity, so called superfluid fraction \( f_s \), to represent the degree of superfluidity. There are different ways to calculate it \([28, 51]\). We use the definition where \( f_s \) is calculated through the reaction of the system under a change in boundary conditions. Mathematically, the change in boundary conditions is equivalent to imposing a linear phase variation \( \Theta / L \) over length \( L \) of the system \([28]\). Hence, if \( \Psi(x) \) is the wave function of the superfluid, then \( \Psi(x + L) = e^{i\Theta} \Psi(x) \). It should be stressed that, the phase variation should be linear in \( x \) to conserve the symmetry of the system and avoid a phase slip. Physically it means that the particles acquire a similar phase to conserve the symmetry of the system and avoid a phase slip.

Physically, the twisted phase \( \Theta \) is imposed by rotating the system with some angular velocity \( \omega \) \([28, 52, 53]\). For a unit radius 1D ring, \( \Theta \) is related to the superfluid velocity: \( v_s = \hbar \omega / (mL) \) \([28, 29, 53]\). Experimentally, the twisted phase can be imposed through atom-light interactions \([54]\), rotating the confining potential \([18]\), or rotating the confined atoms \([19]\). However, there is another way to impose twisted boundary condition: through the change in the underlying spin configurations. Indeed the phase factor \( \Phi_\nu / L \) in Eq. (3), which is dependent on the spin configuration through \( \nu \), is equivalent to the twisted phase. The persistent current appears when \( \Phi_\nu \ll \pi \), because only for this case that high energy excitation are absent in the system \([52]\). In this limit the superfluid density is \([53]\):

\[
   f_s = \frac{L^2 E_{\Phi_\nu} - E_0}{\Phi_\nu}. \tag{11}
\]

Here, \( E_0 (E_{\Phi_\nu}) \) is the energy of the system in the absence (presence) of the phase twist.

Eq. (11) is directly applicable when the ring contains odd and large number of particles. In this case the low lying excited energy levels \( (p_\nu < N_\nu) \) satisfy the condition \( \Phi^{\text{odd}}_\nu := 2\pi p_\nu / N_\nu \ll \pi \). For even \( N \) the twisted phase takes on the form \( \Phi^{\text{even}}_\nu := 2\pi p_\nu / N_\nu + \pi \). An extra phase factor of \( \pi \) accounts for a passage from odd \( N \) to even \( N \). Therefore to calculate \( f_s \) induced solely by a change in the spin structure at fixed even \( N \), we should replace \( \Phi^{\text{even}}_\nu \rightarrow \Phi^{\text{even}}_\nu - \pi = \Phi^{\text{odd}}_\nu \). In Fig. 2 we plotted the dependence of the superfluid fraction on the number of sites in the ring for \( N \geq 5 \) and \( p_\nu / N_\nu = 1/N \). One can observe that, when \( N \approx L \) (commensurate) superfluidity is absent \((f_s \approx 0)\). However, the superfluid fraction increases as \( L \) increases (incommensurate).

The occurrence of the superfluidity for incommensurate case \((N/L \ll 1)\) is a manifestation of the fact that a 1D dilute gas of hard-core bosons is always superfluid \([28]\).

Interestingly, depending on the underlying spin configuration of the spin chains, the spin blocks with identical total spin \(| \uparrow \downarrow \uparrow \downarrow \rangle \) and \(| \uparrow \uparrow \downarrow \downarrow \rangle \) for appearance of superfluidity, \(| \uparrow \uparrow \downarrow \downarrow \rangle \) is fixed. It should be mentioned that, the condition \( \Phi_\nu \ll \pi \) is necessary but not sufficient for appearance of superfluidity, because it does not say anything about the stability of the persistent currents \([27]\). We propose the following experiment to detect superfluidity generated by a single-spin flip. One can prepare a 1D ring of spinor bosons using optical tweezers, and containing \( N \gg 1 \). All the particles should be in the same spin state, in other words the system is in ferromagnetic phase \((S = N/2)\). Then spin of a single atom is flipped. Due to absence of the \( p_\nu = 0 \) state for spin \( S = N/2 - 1 \), the ground state will then be the first excited state \((p_\nu = 1)\). It is equivalent to generating a small twisted phase \( \Phi = 2\pi / N \). One can then experimentally find the matter-wave interference pattern and structure factor to get information about superfluidity \([52]\).

**IV. CONCLUSIONS**

We have shown that in the spinful hard-core bosonic ring energy spectrum is quantized. Here each excited energy level corresponds to a cyclic permutation state \( (p_\nu) \) of the spin chain. Interestingly, depending on the underlying spin configuration of the spin chains, the spin blocks with identical total spin \( (S) \) can have different size \((N_\nu)\). For example, although the total spin of the spin-chains \(| \uparrow \uparrow \downarrow \downarrow \rangle \) and \(| \uparrow \uparrow \downarrow \downarrow \rangle \) are same \((S = 0)\), however due to different spin configurations the size of the corresponding spin blocks will be four and two respectively \([\text{see Tab. 1}]\). To corroborate this fact, one can perform experiments measuring the radiated energy from the first excited state \((p_\nu = 1)\) to the ground states. For \(| \uparrow \uparrow \downarrow \downarrow \rangle \) the radiated energy will always be lower compared to \(| \uparrow \uparrow \downarrow \rangle \). We showed that the ground state phase is true ferromagnetic only for \( N = 2, 3 \). It is important, as for fermionic ring the ground state is true ferromagnetic only for \( N = 3 \). Usually the superfluid fraction is measured by measuring the energy change due to imposed...
twisted phase $\Phi_c \ll \pi$. We showed that apart from already existing methods for generating twisted phase—rotation of either the condensate or the confining potential, and the light atom interaction—one can use the spin generated intrinsic phases $2\pi p_\nu / N_\nu$ as a twisted phase. This provides a new way to generate twisted phase in hard-core bosonic rings. We argue that the low lying energy levels occurring due to cyclic permutation of the spin chains ($p_\nu \ll N$), can support the persistent current without any external excitation, when: (i) $N \gg 1$, (ii) $N/L \ll 1$. In other words, superfluid emerges spontaneously during transition from fully polarised state ($S = N/2$) to the spin flipped states. In this article we also proposed several experiments to corroborate the above mentioned results.
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**Appendix A: Unavailability of $p_\nu = 0$ state for $S = (N/2) - 1$**

For the case of $p_\nu = 0$ the spin wave function $|\psi\rangle$ in Eq. (6b) is symmetric. It corresponds to the fully polarised case. Hence if we have $x$ number of $p_\nu = 0$ state, then one of the $p_\nu = 0$ state corresponds to fully polarised case, and $x - 1$ number of $p_\nu = 0$ states corresponds to the spin flipped case. For example, we take a ring with five spinful HCB ($N = 5$). The spin configurations for $N = 5$ is shown in Tab. III. Here we observe that for $S = 5/2$ single $p_\nu = 0$ state, for $S = 3/2$ single $p_\nu = 0$ state, and for $S = 1/2$ two $p_\nu = 0$ states are available. For $S = 3/2$ no $p_\nu = 0$ is available, because the single $p_\nu = 0$ corresponds to the fully polarised (ferromagnetic) state. However, for $S = 1/2$ because two $p_\nu = 0$ states are available, one $p_\nu = 0$ state corresponds to the fully polarised (ferromagnetic) state, and the other $p_\nu = 0$ corresponds to the non-ferromagnetic phase.

**Appendix B: Spin configurations for $N = 4$ and $N = 5$ spinful HCB on a ring**

In Tab. III we represent all possible spin configurations of four spinful HCB. It should be noted that number of sites $L$ does not have any effect on the spin configurations. In Tab. III we represent all possible spin configurations of five spinful HCB.

**Appendix C: Matrix representation of spin wave function**

For a spin chain configuration $|\uparrow \downarrow \uparrow \downarrow\rangle$, using Eq. (6b), the wave functions of the spin chain can be represented in a compact formula using matrix notation $|\psi(p_\nu)\rangle = (1/\sqrt{N_\nu})C|\tilde{\psi}_\nu\rangle$. Here $|\psi(p_\nu)\rangle$ is a $N_\nu \times 1$ column matrix. Its components represent the wave function corresponding to $p_\nu$-th value. $C$

### Table I. The spin configurations for $N = 4$ bosons. Column «S» represents the total spin of the chain. Column «ν» represents the enumerated spin blocks. $N_\nu$ represents the total number of connected spin chains contained in the $\nu$-th spin block. $p_\nu$ enumerates the connected spin chains in the $\nu$-th block.

| $S$ | $\nu$ | $N_\nu$ |
|-----|-----|-----|
| 5/2 | 1 | $N_1 = 1$ |
| 3/2 | 2 | $N_2 = 5$ |
| 1/2 | 3 | $N_3 = 4$ |
| 1 | 4 | $N_4 = 2$ |

### Table II. The spin configurations for $N = 5$ bosons. Column «S» represents the total spin of the chain. Column «ν» represents the enumerated spin blocks. $N_\nu$ represents the total number of connected spin chains contained in the $\nu$-th spin block. $p_\nu$ enumerates the connected spin chains in the $\nu$-th block.

| $S$ | $\nu$ | $N_\nu$ |
|-----|-----|-----|
| 5/2 | 1 | $N_1 = 1$ |
| 3/2 | 2 | $N_2 = 5$ |
| 1/2 | 3 | $N_3 = 4$ |
| 1 | 4 | $N_4 = 2$ |
is the $N_y \times N_y$ matrix. Its rows and columns are indexed as $p_y = 0, 1, \ldots, N_y$. Hence $C_{m,n}$-th term is $a^{2m}(n/N_y)$. The wave function $|\psi_y\rangle$ is a $N_y \times 1$ column matrix of all possible connected spin chain of the $y$-th block. If the $y$-th block represents all the connected spin chain of $|\uparrow\bullet|\downarrow\rangle$, the total wave function of the $y$-th block is:

$$
\begin{align}
|\psi_y(p_y = 0)\rangle &= \frac{1}{\sqrt{N_y}} \begin{bmatrix} 1 \\ e^{i2\pi/3} \\ e^{i4\pi/3} \end{bmatrix} |\uparrow\bullet|\downarrow\rangle, \\
|\psi_y(p_y = 1)\rangle &= \frac{1}{\sqrt{N_y}} \begin{bmatrix} 1 \\ e^{i4\pi/3} \\ e^{i2\pi/3} \end{bmatrix} |\uparrow\bullet|\downarrow\rangle, \\
|\psi_y(p_y = 2)\rangle &= \frac{1}{\sqrt{N_y}} \begin{bmatrix} 1 \\ e^{i2\pi/3} \\ e^{i4\pi/3} \end{bmatrix} |\uparrow\bullet|\downarrow\rangle.
\end{align}
$$

Eq. (C1) can be generalized to arbitrary $N$. 
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Supplementary Materials to: Spin-flip induced superfluidity in a ring of spinful hard-core bosons

In Sec. 1 we gave a detailed derivation of the energy levels in the presence and absence of magnetic field, for periodic and anti-periodic boundary condition. In Sec. 3 we pedagogically discuss the transformation of bosonic Hamiltonian into fermionic Hamiltonian using Jordan-Wigner transformation. In Sec. 3 ground state energy for every one of the eight cases has been calculated.

I. A DETAILED DERIVATION OF THE ENERGY LEVELS

A. The Hamiltonian and energy levels without magnetic field

We take a ring of $L$ sites and $N$ spinful HCB. In the ring every site contains at most single boson ($N \leq L$) because of the hard-core nature of the bosons. Although, the bosons don’t have two spin projections $\pm 1/2$ like fermions, but two hyperfine states of some atoms can be considered as two spin projections of the bosons. These spins are known as the pseudo spins, and they are atoms known as the spinor bosons (1,2).

Naturally, one can map the pseudo spins to the spin-up state ($|\uparrow\rangle$) and the spin-down state ($|\downarrow\rangle$). We start with the basic $t$-$J_z$ Hamiltonian (3):

$$H = -\sum_{ij\sigma} t_{ij} \hat{b}_{i\sigma}^\dagger \hat{b}_{j\sigma} + J \sum_{ij} (S_{iz} S_{jz}).$$ (1)

Here, $t_{ij}$ is the boson hopping factor from the $i$-th site to the $j$-th site. $\hat{b}_{i\sigma}^\dagger$ and $\hat{b}_{i\sigma}$ are the constraint HCB creation and annihilation operators with spin projections $\sigma = \{\uparrow, \downarrow\}$. $n_{i\sigma} = \hat{b}_{i\sigma}^\dagger \hat{b}_{i\sigma}$ is the boson number operator. The operators $\hat{b}_{i\sigma}^\dagger$ and $\hat{b}_{i\sigma}$ implicitly contain the single occupancy constraint. $J = (2t^2/U)$ is the indirect exchange integral; $U$ is the on-site repulsive potential.

$$S_{iz} = (1/2) \left( \hat{b}_{i,\uparrow}^\dagger \hat{b}_{i,\downarrow} - \hat{b}_{i,\uparrow}^\dagger \hat{b}_{i,\downarrow} \right)$$ (2)

is the spin operator in terms of the constraint boson HCB operators. For infinite potential ($U/t \approx \infty$), known as the Nagaoka limit, the second term in the Hamiltonian vanishes ($J = 0$) (4). Hence, we are left with the simplifed Hamiltonian:

$$H = -\sum_{ij\sigma} t_{ij} \hat{b}_{i\sigma}^\dagger \hat{b}_{j\sigma}.$$ (3)

We assume that, the boson hopping is isotropic and homogeneous. Additionally, we allow hopping only to the nearest neighbours. Hence, in the $t_{ij}$ matrix only the $t_{ii} = t$ terms are non zero; while all other terms are zero. A 1D chain is equivalent to the ring, if bosons hop directly from the $L$-th site to the $1$-st site. Two types of boundary conditions are possible for a ring: (i) the periodic boundary condition ($\hat{b}_{L+1,\sigma} = \hat{b}_{1,\sigma}$), (ii) the antiperiodic boundary condition ($\hat{b}_{L+1,\sigma} = -\hat{b}_{1,\sigma}$). Although, the Hamiltonian and the energy levels for both these cases differ slightly, but all calculations are analogously identical. Hence, we will show all calculations for the periodic boundary condition, and will mention only the important results for antiperiodic boundary condition. Therefore, using the aforementioned conditions, the Hamiltonian for spinful HCB on a ring in the Nagaoka limit and with the periodic boundary condition is:

$$H = -t \sum_{i=1}^{L-1} \hat{b}_{i\sigma}^\dagger \hat{b}_{i+1\sigma} - t \sum_{i\sigma} \hat{b}_{L\sigma}^\dagger \hat{b}_{1\sigma} + \text{H.c.}$$ (4)

The second term in Eq. (4) represents the jump of the bosons from the $L$-th site to the $1$-st site.

In Eq. (4), we can separate the spin and the spatial part of the $N$-bosonic wave function because of the absence of the spin interactions. If $|\psi\rangle$ is the $N$-bosonic wave function, then $|\psi\rangle = |\psi_s\rangle |\psi_x\rangle$. Here, $|\psi_s\rangle = |\pi_1, \pi_2, \ldots, \pi_N\rangle$ is the spatial part, and $|\psi_x\rangle = |s_{1}^x , s_{2}^x , \ldots, s_{N}^x\rangle$ is the spin part. In the ring the bulk hopping of the bosons results in the cyclic permutation of the spins, because the single occupancy constraint should be satisfied. Therefore, we introduce the spin permutation operator $\hat{P}$. It operates only on the spin of the particles. It displaces the spin to the next non-empty site:

$$\hat{P} |s_{1}^x, s_{2}^x, \ldots, s_{N}^x\rangle = |s_{N}^x, s_{1}^x, \ldots, s_{N-1}^x\rangle.$$ (5)

Using $\hat{P}$, we write Eq. (4) as:

$$H = -t \sum_{i=1}^{L-1} \hat{b}_{i\sigma}^\dagger \hat{b}_{i+1\sigma} - t \hat{b}_{1\sigma}^\dagger \hat{b}_{L\sigma} + \text{H.c.}$$ (6)

Here, $\hat{b}_{1\sigma}^\dagger$ is the spinless HCB creation (annihilation) operator. On the same site they obey following commutation rules:

$$[\hat{b}_{i\sigma}^\dagger, \hat{b}_{i\sigma}] = 1, \quad \hat{b}_{i\sigma}^\dagger \hat{b}_{i\sigma} = 0, \quad \hat{b}_{i\sigma} \hat{b}_{i\sigma} = 0.$$ (7)

The fermionic nature of these rules is clear. Similarly, on different sites they obey following rules:

$$[\hat{b}_{i\sigma}^\dagger, \hat{b}_{j\sigma}] = [\hat{b}_{i\sigma}^\dagger, \hat{b}_{j\sigma}^\dagger] = [\hat{b}_{i\sigma}, \hat{b}_{j\sigma}] = 0, \quad \forall i \neq j.$$ (8)

The bosonic nature of these rules is clear. Hence, spinless HCB behaves like bosons on different sites, and like fermions at the same sites. Because of this behaviour, the Hamiltonian in Eq. (6) can not be diagonalised in the present form. However, using the transformation $\hat{\sigma}_{i\sigma}^x \equiv \hat{b}_{i\sigma}^\dagger \sqrt{1 - n_{i\sigma}}$, and $\hat{\sigma}_{i\sigma}^z \equiv (1 - \hat{b}_{i\sigma}^\dagger) b_{i\sigma}$, Eq. (6) can be mapped to the XY spin-chain Hamiltonian (5). Further, one uses Jordan-Wigner transformation (JWT) to represent the XY spin-chain Hamiltonian in terms of the fermionic operators, which obeys fermionic commutation rules everywhere (6,8). The new Hamiltonian can be diagonalised easily.

The Hamiltonian of Eq. (6) in terms of the fermionic operators is [see App. (11)]:

$$H = -t \sum_{i=1}^{L-1} \hat{f}_{i\sigma}^\dagger \hat{f}_{i+1\sigma} + t e^{\pi N} \hat{f}_{L\sigma}^\dagger \hat{f}_{1\sigma} + \text{H.c.}$$ (9)
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Here, $\tilde{f}_i^\dagger (\tilde{f}_i)$ is the spinless fermionic creation (annihilation) operator. We absorb the $\leftrightarrow$ sign in front of the second term into the phase to give the Hamiltonian more symmetrical form: 

$$+\text{e}^{i\pi N} \tilde{f}_i^\dagger \tilde{f}_i \hat{P} = -\text{e}^{i\pi (N-1)} \tilde{f}_i^\dagger \tilde{f}_i \hat{P}.$$ 

The effect of the phase $\text{e}^{i\pi (N-1)}$ is only to change the sign in front of the second term when $N$ is even; when $N$ is odd the sign does not change. Hence, we introduce a two valued function $h(N)$ to take care of this:

$$h(N) = \begin{cases} 0, & \text{odd } N; \\ 1, & \text{even } N. \end{cases}$$  \hspace{1cm} (10)

Substituting $h(N)$ into Eq. (9), we get:

$$H = -t \sum_{i=1}^{L-1} \tilde{f}_i^\dagger \tilde{f}_{i+1} - t \text{e}^{i\pi h(N)} \tilde{f}_i^\dagger \tilde{f}_i \hat{P} + \text{H.c.}$$  \hspace{1cm} (11)

It should be noted that, for odd $N$ the Hamiltonian in Eq. (11) is exactly equal to the Hamiltonian for the fermionic case [3].

Therefore, a HCB ring with periodic boundary condition behaves as a fermionic ring when the number of particles in the ring is odd. Similarly, one can easily deduce that, a HCB ring with antiperiodic boundary condition behaves as a fermionic ring when the number of particles in the ring is even.

The energy levels of the HCB ring are found by diagonalising the Hamiltonian. In Eq. (11) we diagonalise the spin permutation operator and fermionic operators separately because they are independent of each other. The eigen values and eigen function of $\hat{P}$ are same as the momentum ($\lambda_\nu$) and the eigen function ($\psi_\nu$) of the spin waves [3]:

$$\lambda_\nu = e^{i2\pi \nu / N},$$  \hspace{1cm} (12a)

$$|\psi_\nu\rangle = \frac{1}{\sqrt{N_\nu}} \sum_{q=0}^{N_\nu-1} e^{i2\pi \nu p_\nu q / N_\nu} \tilde{f}_q |\bar\psi_\nu\rangle.$$  \hspace{1cm} (12b)

Here, $\nu$ enumerates all the possible disconnected spin blocks. A spin block contains only connected spin chains. When two spin chains can be transformed to each other by application of $\hat{P}$ operator they are connected, otherwise they are disconnected. $N_\nu$ represents the total number of connected spin chains in $\nu$-th spin block. $p_\nu$ enumerates the connected spin chains in the $\nu$-th spin block; it takes the values $p_\nu = 0, 1, \ldots, N_\nu - 1$. $\bar\psi_\nu$ is the wave function of one of the spin chain of $\nu$-th spin block. It should be noted that, the $p_\nu = 0$ state is not available for all spin blocks.

For example, we have a chain of 4 sites and 3 particles. We take the spin-chain $|\uparrow \uparrow \uparrow \downarrow\rangle$ out of 2 possible spin-chains. It is connected to the $|\uparrow \uparrow \downarrow \downarrow\rangle$ spin-chain, as $\hat{P}^2 |\uparrow \uparrow \downarrow \downarrow\rangle = |\uparrow \uparrow \downarrow \downarrow\rangle$. In this case both these configurations belong to the same $\nu$-th spin block. This particular $\nu$-th block will have 3 possible configurations, hence $N_\nu = 3$, and $p_\nu = 0, 1, 2$ [10]. The wave function of three $p_\nu$ states can be found using Eq. (12b). Consequently, every spin-chain in the $\nu$-th spin block has its own wave function and spin momentum $p_\nu$. The number of disconnected spin blocks will depend on the number of particles present in the ring $(N)$ and the spin of these particles $(s^z)$. Due to these disconnected block of spin chains, the total spin Hamiltonian corresponding to the $\hat{P}$ operator is a block Hamiltonian with $\nu$ blocks. We find the Hamiltonian corresponding to the $\nu$-th block by substituting $\lambda_\nu$ from Eq. (12b) into Eq. (11):

$$H_\nu = -t \sum_{i=1}^{L-1} \tilde{f}_i^\dagger \tilde{f}_{i+1} - t \text{e}^{i2\pi \left(\Phi_\nu, \frac{h(N)}{2}\right)} \tilde{f}_i^\dagger \tilde{f}_i + \text{H.c.}$$  \hspace{1cm} (13)

The total Hamiltonian of the whole system is found as tensor product of these spin block Hamiltonians: $H = \sum_\nu \otimes H_\nu$.

Eq. (13) is nothing but the tight binding model with a penetrating magnetic flux $\Phi_\nu \equiv 2\pi \left(\frac{p_\nu}{N_\nu} + \frac{h(N)}{2}\right)$ through the ring. One makes the gauge transformation $f_i \rightarrow e^{i\Phi_\nu x_i / L} f_i$ to solve this Hamiltonian. Here, $x_i = 1, 2, \ldots, L$, enumerates the $L$ sites. This process is known as the Peierls substitution. Eq. (13) after the gauge transformation becomes:

$$H_\nu = -t \sum_{i=1}^{L-1} \text{e}^{i2\pi \frac{\Phi_\nu}{L}} \tilde{f}_i^\dagger \tilde{f}_{i+1} - t \text{e}^{i\Phi_\nu} \tilde{f}_i^\dagger \tilde{f}_i + \text{H.c.}$$  \hspace{1cm} (14)

The $k$-th mode energy of this tight binding Hamiltonian $H_\nu$ is:

$$E_{\text{PBC}}(k, \nu, p_\nu; N, L) =$$

$$-2t \cos \frac{2\pi}{L} \left( k + \frac{p_\nu}{N_\nu} + \frac{1}{2} \right), \text{ even } N;$$  \hspace{1cm} (15a)

$$E_{\text{PBC}}(k, \nu, p_\nu; N, L) =$$

$$-2t \cos \frac{2\pi}{L} \left( k + \frac{p_\nu}{N_\nu} \right), \text{ odd } N.$$  \hspace{1cm} (15b)

Here, $k$ is the wave vector. It is quantized and takes the values $k = 0, \pm 1, \pm 2, \ldots$. The $k$-th mode energy for antiperiodic boundary condition is analogous to Eq. (15b) and (15a):

$$E_{\text{APBC}}(k, \nu, p_\nu; N, L) =$$

$$-2t \cos \frac{2\pi}{L} \left( k + \frac{p_\nu}{N_\nu} \right), \text{ even } N;$$  \hspace{1cm} (16a)

$$E_{\text{APBC}}(k, \nu, p_\nu; N, L) =$$

$$-2t \cos \frac{2\pi}{L} \left( k + \frac{p_\nu}{N_\nu} + \frac{1}{2} \right), \text{ odd } N.$$  \hspace{1cm} (16b)

Comparing Eq. (16a) and (15b), we note that, the $k$-th mode energy for periodic boundary condition and odd $N$ is equal to the $k$-th mode energy of antiperiodic boundary condition and even $N$. Analogously, the $k$-th mode energy for periodic boundary condition and even $N$ is equal to the $k$-th mode energy for antiperiodic boundary condition and odd $N$.

**B. The Hamiltonian and energy levels with magnetic field**

It is interesting to investigate the behaviour of HCB ring under the magnetic field. As before, the Hamiltonian can
be solved for both periodic and antiperiodic boundary condition. However, we will show the calculations only for the periodic boundary condition. The calculations for the antiperiodic boundary condition can be done analogously. We assume that, an uniform and constant magnetic field is applied perpendicular to the plane of the ring. The Hamiltonian in Eq. (14) will have two additional terms because of the presence of magnetic field: (i) additional phase contribution due to the Aharonov-Bohm effect \( \Phi \) (ii) additional energy contribution due to the Zeeman effect \( \Phi_L \). The Hamiltonian is:

\[
H_v = -t \sum_{i} e^{i \frac{2\pi}{N} (\frac{k}{N} + \frac{\Phi_B}{\Phi_0}) f^\dagger_i f_{i+1} + \frac{\Phi}{N} + \frac{\Phi_B}{\Phi_0}} + \text{H.c.} + g \mu_B B S_{vz}.
\]

Here, \( \Phi_B \) is the total magnetic flux penetrating through the ring, \( \Phi_0 = h/e \) is the magnetic flux quantum, \( g \) is the Landé factor, \( \mu_B \) is the Bohr magneton, \( B \) is the applied magnetic flux density, and \( S_{vz} \) is the total spin projection along \( z \)-axis of the \( v \)-th spin block. It is found by summing the spin projections along \( z \)-axis of 1, 2, \ldots, \( L \)-sites. The last term in Eq. (17) is known as the Zeeman energy. It just adds a constant and equal energy to all the energy levels corresponding to the spin chains \( (p_v) \) of the \( v \)-th spin block. It depends on the applied magnetic flux density \( B \), and the total spin of the \( v \)-th spin block. We can define the Zeeman energy of the \( v \)-th spin block as:

\[
Z_v = g \mu_B B S_{vz}.
\]

\( \Phi_B \) is found by multiplying the area \( (A) \) of the ring with magnetic flux density: \( \Phi_B = B \cdot A \). Eq. (17) is analogous to Eq. (14), apart from the last term. Therefore, the \( k \)-th mode energy of the Hamiltonian under magnetic field will be analogous to Eq. (15a) and (15b). The \( k \)-th mode energy is:

\[
E^{(B)}_{\text{PBC}}(k, v, p_v; N, L) = -2t \cos \frac{2\pi}{L} \left( k + \frac{p_v}{N} + \frac{\Phi_B}{\Phi_0} + \frac{1}{2} \right) + Z_v, \quad \text{even } N;
\]

\[
E^{(B)}_{\text{PBC}}(k, v, p_v; N, L) = -2t \cos \frac{2\pi}{L} \left( k + \frac{p_v}{N} + \frac{\Phi_B}{\Phi_0} \right) + Z_v, \quad \text{odd } N.
\]

Analogously, for the antiperiodic boundary condition the \( k \)-th mode energy is:

\[
E^{(B)}_{\text{APBC}}(k, v, p_v; N, L) = -2t \cos \frac{2\pi}{L} \left( k + \frac{p_v}{N} + \frac{\Phi_B}{\Phi_0} + \frac{1}{2} \right) + Z_v, \quad \text{even } N;
\]

\[
E^{(B)}_{\text{APBC}}(k, v, p_v; N, L) = -2t \cos \frac{2\pi}{L} \left( k + \frac{p_v}{N} + \frac{1}{2} \right) + Z_v, \quad \text{odd } N.
\]

Comparison of above equations shows that, the \( k \)-th mode energy for periodic boundary condition and odd \( N \) is equal to the \( k \)-th mode energy for antiperiodic boundary condition and even \( N \). Similarly, the \( k \)-th mode energy for periodic boundary condition and even \( N \) is equal to the \( k \)-th mode energy for antiperiodic boundary condition and odd \( N \).

II. REPRESENTATION OF HCB HAMILTONIAN IN TERMS OF FERMIONIC OPERATOR

In this section we show the transformation of the spinful HCB Hamiltonian on a ring from bosonic operator into the fermionic operator. The transformation process has already been outlined in Ref. [6]. However, we show here the complete calculation. We start from the Hamiltonian in Eq. (6):

\[
H = -t \sum_{i=1}^{L-1} \hat{b}^\dagger_i \hat{b}_{i+1} - t \hat{b}^\dagger_L \hat{b}_1 + \text{H.c.}
\]

We use the following transformations to represent the above Hamiltonian in terms of spin operators [5]:

\[
\sigma^+_i = \hat{b}^\dagger_i \sqrt{1 - \hat{n}_i}; \quad \sigma^-_i = \sqrt{1 - \hat{n}_i} \hat{b}_i.
\]

Here \( \sigma^+_i \) and \( \sigma^-_i \) are the spin raising and lowering operators. These are defined as:

\[
\sigma^+_i = \sigma^+_i + i \sigma^y_i; \quad \sigma^-_i = \sigma^+_i - i \sigma^y_i
\]

Here \( \sigma^+_i \) and \( \sigma^y_i \) are the spin projection along \( x \) and \( y \) axes. Using Eq. (23) we write the Hamiltonian as:

\[
H = -2t \sum_{i=1}^{L-1} \sigma^+_i \sigma^-_{i+1} - t \sigma^+_L \sigma^-_1 + \text{H.c.}
\]

Substituting Eq. (23) into Eq. (24) we find:

\[
H = -2t \sum_{i=1}^{L-1} \left( \sigma^+_i \sigma^-_{i+1} + \sigma^-_i \sigma^+_i \right) - 2t \left( \sigma^+_L \sigma^-_1 + \sigma^-_L \sigma^+_1 \right) + \text{H.c.}
\]

Eq. (24) is analogous to XY spin-chain Hamiltonian. One can use Jordan-Wigner transformation (JWT) to solve the XY spin-chain model [7]. We use the JWT to represent the Hamiltonian in Eq. (24) in terms of fermionic operators [7]. In JWT the spin raising and lowering operators are represented as [7].

\[
\hat{\sigma}^+_i = f^\dagger_i e^{i \phi_i}; \quad \hat{\sigma}^-_i = e^{i \phi_i} f_i.
\]

Here \( f^\dagger_i \) (\( f_i \)) is the spinless fermionic creation (annihilation) operator. \( \phi_i \) is the string operator defined as:

\[
\phi_i = \pi \sum_{i=1}^{L-1} \hat{n}_i.
\]

Here \( \hat{n}_i = f^\dagger_i f_i \) is the occupation number operator. In Eq. (27) the summation is taken over all the sites present to the left of
As \( \hat{\sigma}_j \) is the fermionic symmetric wave function we can write:
\[
\hat{f}_{L+1} \psi_{F}(x_2, x_3, \ldots, x_L, x_{L+1}) = \hat{f}_1 \psi_{F}(x_2, x_3, \ldots, x_L).
\] (30)

Here, \( \psi_{F} \) is the fermionic symmetric wave function we can write:
\[
\psi_{F}(x_{L+1}, x_2, \ldots, x_L) = (-1)^{L-1} \psi_{F}(x_2, \ldots, x_L, x_{L+1}) = e^{i\pi(L-1)} \psi_{F}(x_2, \ldots, x_L, x_{L+1}).
\] (32)

Substituting the value of \( \psi_{F}(x_{L+1}, x_2, \ldots, x_L) \) from Eq. (32) on the right hand side of Eq. (31) we get:
\[
\hat{f}_1 \psi_{F}(x_1, x_2, \ldots, x_L) = \hat{f}_1 e^{i\pi(L-1)} \psi_{F}(x_2, \ldots, x_L, x_{L+1}).
\] (33)

Substituting Eq. (33) on the right hand side of Eq. (30) we will get:
\[
\hat{f}_{L+1} \psi_{F}(x_2, x_3, \ldots, x_L, x_{L+1}) = \hat{f}_1 e^{i\pi(L-1)} \psi_{F}(x_2, \ldots, x_L, x_{L+1}).
\] (34)

If we compare the right and left hand side of Eq. (34) we will get:
\[
\hat{f}_{L+1} = \hat{f}_1 e^{i\pi(L-1)} = \hat{f}_1 e^{i\pi L}.
\] (35)

It should be noted that for our case in Eq. (35) \( L \) is equivalent to the number of particles \( N \). Substituting value of \( \hat{f}_{L+1} \) into Eq. (29) we will find:
\[
t \hat{\sigma}_1 \hat{\sigma}_{L} \hat{\hat{P}} = t \hat{f}_1 \hat{f}_{L+1} \hat{\hat{P}} = -t \hat{f}_1 \hat{f}_{L+1} \hat{\hat{P}} e^{i\pi N}.
\] (36)
geometric series:
\[
\sum_{k=0}^{n-1} E_k = \sum_{k=0}^{n-1} \cos(a + k \cdot d)
= \sum_{k=0}^{n-1} \Re \left\{ e^{i(a+k \cdot d)} \right\}
= \Re \left\{ e^{ia} \sum_{k=0}^{n-1} (e^{id})^k \right\}
= \Re \left\{ e^{ia} \frac{1 - e^{idn}}{1 - e^{id}} \right\}
= \Re \left\{ e^{ia} \frac{e^{idn/2}}{e^{id/2}} \left( e^{-idn/2} - e^{idn/2} \right) \right\}
= \Re \left\{ e^{i(a+(n-1)d/2)} \frac{\sin(n/2)}{\sin(d/2)} \right\}
= \frac{\sin(n/2)}{\sin(d/2)} \times \cos \left[ \frac{2a + (n-1)d}{2} \right].
\]

Analogously the summation with negative \( k \) is:
\[
\sum_{k=0}^{n-1} \cos(a - k \cdot d)
= \frac{\sin(n/2)}{\sin(d/2)} \times \cos \left[ \frac{2a + (n+1)d}{2} \right].
\]

\[\text{A. Ground state energy for odd } N\]

We first calculate the ground state energy for odd \( N \). For odd \( N \), the quantum number \( k \) takes the values \(-(N-1)/2, -(N-1)/2 + 1, \ldots, (N-1)/2 - 1, (N-1)/2\). Equivalent representation of this summation is:
\[
\sum_{-(N-1)/2}^{(N-1)/2} E_k = \sum_{0}^{(N-1)/2} E_k + \sum_{-(N-1)/2}^{(N-1)/2} E_k
= \sum_{0}^{(N-1)/2} E_k + \sum_{0}^{(N-1)/2} E_k - E_0
= \sum_{0}^{(N-1)/2} E_k + \sum_{0}^{(N-1)/2} E_{-k} - E_0.
\]

The ground state energy for four cases corresponding to odd \( N \) are calculated below.

Case-I: Odd \( N \), Periodic Boundary Condition, Without Magnetic Field. In Eq. (15b) the \( k \)-th mode energy for odd \( N \) with periodic boundary condition and without magnetic field is given. Comparing Eq. (15b) and Eq. (39) we find:
\[a \mapsto \frac{2\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right); d \mapsto \frac{2\pi}{L}.\] (43)

Substituting these values into Eq. (40), and summing over \( n = (N+1)/2 \) states we find:
\[
\sum_{k=0}^{(N-1)/2} E_k = -2t \sin \left[ \frac{(N+1)\pi}{2L} \right] \sin \left( \frac{\pi}{L} \right) \cos \left[ \frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \right].
\]

Similarly, substituting Eq. (43) into Eq. (41), and summing over \( n = (N+1)/2 \) states we find:
\[
\sum_{k=0}^{(N-1)/2} E_{-k} = -2t \sin \left[ \frac{(N+1)\pi}{2L} \right] \sin \left( \frac{\pi}{L} \right) \cos \left[ \frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \right].
\]

The \( k = 0 \)-th mode energy will be:
\[E_0 = -2t \cos \left[ \frac{2\pi}{L} \left( \frac{p \nu}{N \nu} \right) \right].\] (46)

Substituting Eqs. (44), (45) and (46) in (42) we find the ground state energy:
\[E_{PBC, g} =\]
\[\frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \]
\[\frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \]
\[+ 2t \cos \left[ \frac{2\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) \right].\] (47)

Case-II: Odd \( N \), Antiperiodic Boundary Condition, Without Magnetic Field. In Eq. (15b) the \( k \)-th mode energy for odd \( N \) with antiperiodic boundary condition and without magnetic field is given. Comparing Eq. (16b) and Eq. (39) we find:
\[a \mapsto \frac{2\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right); d \mapsto \frac{2\pi}{L}.\] (48)

Repeating the procedure analogous to Eq. (44), (45) and (46) we find:
\[E_{APBC, g} =\]
\[-2t \sin \left[ \frac{(N+1)\pi}{2L} \right] \sin(\pi/L) \cos \left[ \frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \right] + \frac{1}{2} \]
\[-2t \sin \left[ \frac{(N+1)\pi}{2L} \right] \sin(\pi/L) \cos \left[ \frac{4\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) + \frac{N-1}{2} \right] + \frac{1}{2} \]
\[+ 2t \cos \left[ \frac{2\pi}{L} \left( \frac{p \nu}{N \nu} + \frac{1}{2} \right) \right].\] (49)
Case-III: Odd $N$, Periodic Boundary Condition, With Magnetic Field. $k$-th mode energy for periodic boundary condition with magnetic field contains two extra terms: (i) energy contribution due to Zeeman effect ($Z_e$), (ii) phase contribution due to Aharonov-Bohm effect ($2\pi \Phi_B/(\Phi_0 L)$) as shown in Eq. (19b). Hence in Eq. (47) if we just add an extra phase and Zeeman energy we can directly get the ground state energy:

$$E_{PBC,g}^{(B)} = -2t \frac{\sin[(N+1)\pi/2L]}{\sin(\pi/L)} \cos \left[ 4\pi \left( \frac{p_v}{N_v} + \frac{\Phi_B}{\Phi_0} \right) + \frac{(N+1)\pi}{L} \right]$$

Case-IV: Odd $N$, Antiperiodic Boundary Condition, With Magnetic Field. As in Eq. (50), we can find the ground state energy directly from Eq. (49) by adding a phase $2\pi \Phi_B/(\Phi_0 L)$ and Zeeman energy $Z_e$. The ground state energy is:

$$E_{PBC,g}^{(B)} = -2t \frac{\sin[(N+1)\pi/2L]}{\sin(\pi/L)} \cos \left[ 4\pi \left( \frac{p_v}{N_v} + \frac{\Phi_B}{\Phi_0} \right) + \frac{(N+1)\pi}{L} \right]$$

Case-V: Even $N$, Periodic Boundary Condition, Without Magnetic Field. In Eq. (15a) the k-th mode energy for even $N$ with antiperiodic boundary condition and without magnetic field is given. Comparing Eq. (15a) for even $N$ and Eq. (39) we find:

$$a \mapsto \frac{2\pi}{L} \left( \frac{p_v}{N_v} + \frac{1}{2} \right); \quad d \mapsto \frac{2\pi}{L}. \quad (53)$$

It should be noted that now we sum the positive $k$ values from 1 to $(N/2)$, and negative $k$ values from $-1$ to $-(N/2)$. Repeating the procedure analogous to Eqs. (44), (45) and (46) we find:

$$E_{PBC,g} = -2t \frac{\sin[(N+2)\pi/2L]}{\sin(\pi/L)} \cos \left[ 4\pi \left( \frac{p_v}{N_v} + \frac{1}{2} \right) + \frac{(N+1)\pi}{L} \right]$$

Case-VI: Even $N$, Antiperiodic Boundary Condition, Without Magnetic Field. In Eq. (16a) the k-th mode energy for even $N$ with antiperiodic boundary condition and without magnetic field is given. Comparing Eq. (16a) for even $N$ and Eq. (39) we find:

$$a \mapsto \frac{2\pi}{L} \left( \frac{p_v}{N_v} \right); \quad d \mapsto \frac{2\pi}{L}. \quad (55)$$

The ground state energy can be found easily from Eq. (54) by replacing the phase $a$ by new values. The ground state energy is:

$$E_{APBC,g} = -2t \frac{\sin[(N+2)\pi/2L]}{\sin(\pi/L)} \cos \left[ 4\pi \left( \frac{p_v}{N_v} + \frac{1}{2} \right) - \frac{N\pi}{L} \right]$$

Case-VII: Even $N$, Periodic Boundary Condition, With Magnetic Field. Ground state for this case can easily found by adding the Aharonov-Bohm phase, and the Zeeman energy in
Eq. (54). The ground state energy is:

\[ E^{(B)}_{PBC,G} = \]

\[ -2t \frac{\sin \left[ ((N+2)\pi)/2L \right]}{\sin(\pi/L)} \cos \left[ \frac{4\pi}{L} \left( \frac{p_v}{N_v} + \frac{1}{2} + \Phi_B}{\Phi_0} \right) - \frac{(N+2)\pi}{L} \right] \]

\[ + 4t \cos \left[ \frac{2\pi}{L} \left( \frac{p_v}{N_v} + \frac{1}{2} + \Phi_B}{\Phi_0} \right) \right] + Z \].

(57)

Case-VIII: Even \( N \), Antiperiodic Boundary Condition, With Magnetic Field. Ground state for this case can easily found by adding the Aharanov-Bohm phase, and the Zeeman energy in Eq. (58). The ground state energy is:

\[ E^{(B)}_{APBC,G} = \]

\[ -2t \frac{\sin \left[ ((N+2)\pi)/2L \right]}{\sin(\pi/L)} \cos \left[ \frac{4\pi}{L} \left( \frac{p_v}{N_v} + \Phi_B}{\Phi_0} \right) - \frac{(N+2)\pi}{L} \right] \]

\[ + 4t \cos \left[ \frac{2\pi}{L} \left( \frac{p_v}{N_v} + \Phi_B}{\Phi_0} \right) \right] + Z \].

(58)
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