Research on Home Energy Management Method for Demand Response Based on Chance-Constrained Programming
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Abstract: With the development of smart devices and information technology, it is possible for users to optimize their usage of electrical equipment through the home energy management system (HEMS). To solve the problems of daily optimal scheduling and emergency demand response (DR) in an uncertain environment, this paper provides an opportunity constraint programming model for the random variables contained in the constraint conditions. Considering the probability distribution of the random variables, a home energy management method for DR based on chance-constrained programming is proposed. Different confidence levels are set to reflect the influence mechanism of random variables on constraint conditions. An improved particle swarm optimization algorithm is used to solve the problem. Finally, the demand response characteristics in daily and emergency situations are analyzed by simulation examples, and the effectiveness of the method is verified.
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1. Introduction

With the advancement and application of distributed power generation technology, energy storage technology, and intelligent power related technology, the demand side of the power system has gradually developed from the traditional single power consumption to the integration of power generation, power storage, and power consumption. The development and application of smart-grid-related technologies such as sensor measurement, information communication, and automatic control have greatly improved the observability and controllability of user load. Traditional household appliances are gradually transformed into intelligent appliances that can realize automatic and smart control, and uncontrollable household load are turned into productive and flexible demand response (DR) resources. Great potential for supporting and assisting the operation of power systems [1]. Therefore, together with the traditional power generation, households play an increasingly important role to improve the stability and economic operation of the power system.

A typical smart home with distributed generation (DG) and new communicable devices [2] is shown in Figure 1. By integrating the sensing and measurement and communication modules, a household energy management system (HEMS) is formed to realize the operation and control of the energy with friendly human–machine interaction terminal equipment, such as mobile phones, computers, or internet handheld devices (IHDs) [3]. In addition to traditional household appliances, the smart home may also include household Photovoltaic (PV), wind turbines, electric vehicles,
and other new electrical equipment, so that the house from a simple electricity system into a small integrated energy system with electricity generation, storage, and use. A smart home contains large numbers of sensing and measuring devices, such as temperature/humidity/illumination sensors and infrared sensors, which provide data basis for typical applications [4]. Some DGs such as household PV or wind turbines, household energy storage (HES) such as battery walls [5,6], and electric vehicles (EV) may also be included in smart homes. The house is transformed into a small integrated energy system that integrates power generation, storage, and consumption. Among them, household energy storage (such as the battery wall) is power charged when the renewable energy is abundant or the electricity price is low, and discharged when the electricity price is high, which profits from different prices during peak and trough periods. Although vehicle-to-grid (V2G) is achievable, considering the cost and depreciation of the battery, EVs are usually regarded as the load of the movable charging time in HEMS [7]. Power consumption monitoring, electricity rate optimization, comfort improvement, and security defense are used in HEMS. With the support of information communication technologies such as wireless communication, fiber-optic Ethernet communication, and power line carrier communication, the household electrical equipment in the smart home is connected to the sensing and measuring device to form a home local area network (LAN) [8]. The LAN is internally connected with the HEMS to transmit the measurement information and control signals needed for home energy management. It also connected to the external internet to support remote control, energy efficiency management, and other functions [9,10].

Figure 1. A typical smart home with distributed power supply and new communicable devices.

Many studies have been carried out on home energy management, mainly involving two aspects. One is to reduce the total household energy consumption, and the other is to divert energy consumption. The former uses new energy and energy storage equipment to enhance the autonomy of power equipment. The latter reduces the power load pressure during the peak period of power consumption by shifting the working time of power-consuming equipment with high energy consumption to the reduction peak of power consumption. In terms of household energy conservation and consumption reduction, Roine et al. [11] manage and regulate summer energy through intelligent control. The method adopts fuzzy logic rules to optimize the load consumption and ensure the reliability of the power grid by taking electricity price, renewable energy production, and load demand as variables. Mohsenian et al. [12] considered distributed energy and studied the design of an electronic device that can monitor household appliances and monitor the output of distributed
power generation systems. The household load is divided into two categories, one for dishwashers which do not require human intervention, and the other for programmable household appliances such as dryers and interruptible devices such as lighting which require human intervention. Althaher et al. [13] constructed a family energy optimization control model considering real-time electricity price. The article classifies household load into two types: interruptible and non-interruptible. Different appliances adopt corresponding scheduling strategies and save electricity costs. Sabiren et al. [14] considered the influence of distributed PV by using the prediction model established by a neural network. The pre-input of neural network includes the temperature and the radiation intensity. Ciabattoni et al. [15] chose a neural network self-learning method to predict the output of a photovoltaic power generation system. The mathematical method relied on in this method is radial basis function, and the minimum resource network configuration technique and growth criterion considering pruning strategy is considered [16]. Sun et al. [17] established a control mode based on the working state of home appliances. It can be realized by switching the real-time working conditions of home appliances. After the TV is in standby, it can further choose to continue to turn off the speakers, set-top boxes, game consoles, and theater systems. Reducing energy consumption, this mode has a significant effect on saving energy. Hakan Merdanoglu et al. [18] proposed a stochastic optimization method for the uncertainty of supply and demand and electricity price. The operation cycle of household appliances, the charging cycle of battery storage and plug-in electric vehicles, and the schedule of power purchase and sales cycle in the following days are determined. Samad et al. [19] proposed a home energy management system based on task classification, which considers the effects of economic laws and human perception on tasks in the utility function, the less sensitive the resident is to changing his/her desire task parameters, the more profit he/she will get. Alireza et al. [20] proposed a hybrid robust stochastic optimization model for smart home energy management, which considers the uncertainty of energy price and photovoltaic power generation. The total profit of day ahead and real time market can reach about $2.50 USD/day. Tasi et al. [21] focused on the energy consumed by appliances that were not fully shut down. The monitoring of these instantaneous energy values required a sensing device that could help capture and adjust the power-up state in time. The household load further reduces the unloading of the household load.

Considering the electricity price and incentive to optimize the equipment usage time, the demand response model based on the home LAN is proposed in [22], and the related equipment is used to realize the application of demand response in household energy management. The main point of [23] is to propose a pricing method for the optimal energy consumption mechanism of smart grids in the future. A demand response model based on the supply and demand sides of Steinberg’s game theory was proposed in [24]. Yong et al. [25] will satisfy the user’s maximum comfort and minimum energy cost as the objective function, and propose a new residential load management model, using the Traversal-and-Pruning algorithm to help users to rationalize equipment usage and reduce electricity consumption. Yang et al. [26] proposed a residential demand response model that uses an automatic demand response algorithm to target the minimum electricity costs of multiple homes and companies. Tsi et al. [27] developed an effective family energy management system based on demand-side management.

As the intermittent characteristic of renewable energy such as wind and solar energy, and the emergency demand response in the power system market atmosphere, the energy management of households with uncertainties has attracted huge attention. The existing research studied the optimization of the operation plan of household electrical equipment containing uncertainty from different aspects. Zhang et al. [28] established a demand response model considering user self-determination and a household electricity model with optical storage equipment. Then, a multi-time-scale family energy management model based on model predictive control was established, and the user net expenditure was proposed. The daily household electricity optimization strategy with minimum load fluctuation is the target, and the real-time power consumption adjustment strategy. By changing the battery charging and discharging, the fluctuation of the un-shifted load and the
photovoltaic output during the real-time operation can be ensured to ensure that the user meets the demand response requirements. A family distributed energy random planning method based on optimal scene tree is provided in [29], which can generate a robust home electrical equipment operation plan. Kim et al. [30] considered the statistical information of users’ electricity consumption behavior and proposed a method for determining the uninterruptible load and interruptible load decision threshold of residents under real-time electricity price, which can help users save a lot of electricity consumption. In [31], based on historical load demand information, the future load is statistically estimated, and a real-time optimal management algorithm for a residential load is proposed to minimize the user’s electricity consumption. Chen et al. [32] defined an “energy adjustment variable” to model the stochastic energy consumption characteristics of various household appliances and proposed an algorithm to limit the trip rate within a certain range. Zhe He et al. [33] proposed a reliability evaluation model for internal combustion engine with comprehensive consideration of electricity, gas and heat considering the dynamic process of heat load, and conducted a case study on an internal combustion engine with four energy hubs. Kong et al. [34] introduced model predictive control technology in the family energy management system, which combines the predictive decision of the model with real-time adjustment to effectively reduce the impact of electricity price forecasting and environmental parameter uncertainty.

The uncertain parameters brought by dynamic electricity price, predicted environmental variables, and random user behavior make the original household load scheduling decision result in inevitable errors. Although the existing family energy management and optimization methods can deal with the uncertainty in the optimization of home electrical equipment operation plan to a certain extent, the following problems generally exist: (1) The number of random variables in household energy management is large, and between each other. Often not independent, there are complex coupling relationships. (2) There are not enough historical data and statistical information in reality, so it is difficult to accurately model various uncertainties with random variables. (3) The stochastic optimization problem is usually solved by the multi-scene method based on Monte Carlo sampling. The calculation amount and calculation time increase exponentially with the number of scenes and the number of random variables, which is a relatively weak and costly consideration of household energy management. A method of chance constraint programming (CCP) is proposed by Charnes and Cooper [35], mainly for the inclusion of random variables in constraints, considering the uncertain factors, allowing the decisions made to meet the constraints to a certain extent. Some achievements have been made in the optimization decision of the power system. Aiming at the maximum economic benefit of wind-storage combined unit and the minimum cost of the combined thermal-wind-storage system, an economic optimization scheduling model and solution method based on credibility theory opportunity constrained programming is constructed in [36]. The electric water heater is taken as the research object, and the opportunity constrained programming optimization scheduling model with multiple random variables is constructed, and combined with stochastic simulation and particle swarm optimization in [37,38].

For the daily optimal dispatching and emergency demand response in uncertain conditions, this paper proposes a method based on chance-constrained programming for household energy management with distributed energy source. By setting different confidence levels to reflect random variables’ influence and solved by particle swarm optimization algorithm, the scheduling strategy is obtained in different user modes. The main contributions of this paper are as follows:

1. With the probability distribution of multiple random variables in power supply and load optimization scheduling, power-reduceable load, time-shifted load, and time node constrained load are constructed in this paper. Based on the dynamic priority demand response control strategy, the household load is controlled while ensuring the user’s power consumption satisfaction, thereby achieving the purpose of reducing the load.

2. Considering the minimum cost of purchase and the minimum impact of comfort, the model of distributed energy source household energy management scheduling based on chance-constrained
programming is established, including the daily household electricity optimization strategy and emergency demand response. The electrical adjustment strategy, combined with different tolerance schemes, verified that the decision results under the disturbance of random variables can still effectively implement power management and meet user comfort requirements.

3. A solution method based on particle swarm optimization is proposed, and a flow chart is given. The solution scheme has good robustness, which proves the feasibility and effectiveness of chance-constrained programming.

The rest of the paper is structured as follows: Section 2 presents the implementation framework and main equipment model of household energy management with distributed power supply. The home energy management method for DR based on chance-constrained programming is proposed in Section 3, which includes the household energy management objective function and constraints with distributed power supply, the control strategy to participate in emergency response, and the solution method and flow chart. In Section 4, a verification example is given to verify the effectiveness of the method for home energy management simulation and home energy management simulation analysis considering emergency response is provided. Conclusions are made in Section 5.

2. Home Energy Management Architecture and Models

2.1. Implementation Architecture Design of Home Energy Management

Building a home energy management method based on opportunistic constraint planning with distributed power requires a particular implementation platform. This paper adopts a layered home energy management implementation architecture. The overall scheme is shown in Figure 2. Firstly, a prediction is based on historical data. And the next day’s load plan is obtained through the optimization algorithm. Finally, real-time controlling and emergency response adjust the plan.

The implementation architecture is divided into three levels, the prediction layer, the optimized scheduling layer, and the real-time control layer.

(a) Prediction layer. The function of the prediction layer is mainly divided into two parts. One is to predict the distributed power output according to the weather data; the other is to record and learn the user’s usage habits through the historical data of the user’s household electricity and the next day’s users. The baseline load in the family is predicted.

(b) Optimized scheduling layer. The optimized scheduling layer is mainly an intelligent decision given by the smart algorithm. Based on the given next day’s electricity price information, home private equipment information, and user-set parameters, the home energy management optimization scheduling algorithm is used for daily optimization calculation, taking into account the user’s electricity comfort and benefits, and forming the next day’s electricity plan. Since the
processing of distributed power sources and the behaviour of users who are consumers of electricity are inherently uncertain, uncertainty needs to be considered.

(c) Real-time control layer. The real-time control layer is an implementation of the above control strategy. For the grid company’s emergency demand response, as well as the user’s accidental power usage incident, an immediate re-optimization strategy is used to re-plan the rest of the day. At the same time, to avoid the accidental event from causing excessive load on the optimization program, a user behavior learning mechanism is introduced to improve the accuracy of the primary load prediction by learning the user’s electricity usage behavior.

A schematic diagram of household energy management time, including day-ahead and emergency demand response, is shown in Figure 3. The HEMS with a distributed power supply is carried out in stages at two-time scales of emergency response and emergency demand response while meeting the multiple objectives of minimum comfort impact and minimum purchase cost. Among them, the power consumption optimization includes the power consumption plan for each period. The input quantity includes load forecasting, PV forecasting, user electricity arrangement and electricity price, and the output is the equipment running time or power; the emergency demand response is mainly used in the daytime power optimization value. Based on the incentives of the grid company, the power load adjustment and the energy storage and discharge power adjustment are carried out.

![Schematic diagram of household energy management time with demand response.](image)

**Figure 3.** Schematic diagram of household energy management time with demand response.

### 2.2. Household Electricity Load Model

As the user’s electricity behavior and electricity habits and the working principle of various devices are different, there are different control methods and constraints in the operation process [31]. In this paper, the load characteristics of smart home appliances are summarized as follows: power-reduceable load, time-shifted load, and time node constrained load.

#### 2.2.1. Power-Reduceable Load

Typical interruptible load characteristics include mode switching characteristic load and indicator continuous characteristic load.

One of the advantages of smart appliances is that there are multiple intelligent modes for users to choose and intelligent switching of power gears brought by different modes. If the washing machine washes different materials and weights, choose different modes; when the water heater is heated, there are various power modes to choose from, the air purifier also has different operating modes for different air quality. If the device includes k operating modes, define its corresponding energy consumption as $e_n = [e_{n,1}, \ldots, e_{n,k_n}, \ldots, e_{n,K_n}]$, in which $e_{n,k_n}$ indicates the energy consumption of the device operating in mode $k_n$.

Equipment with load continuity refers to other indicators that measure the working effect in addition to working hours, such as the temperature in the air conditioning control room, and room temperature is an indicator to measure the working effect of the air conditioner. The air purifier purifies the indoor air, and the indoor air quality is an indicator to measure the working effect of the air purifier. The characteristic of this type of load is that the various indicators are continuously changed. The working effect of the previous period will have an impact on the work of the next period.
The following is an example of air conditioning. The dynamic state of the air conditioning working condition and the influence on the room temperature is shown in Figure 4.

\[ \theta_{\text{max}} = \theta_{\text{out}}(1 - \varepsilon^{\tau_{\text{off}}}) + \theta_{\min}^{\tau_{\text{off}}} \]
\[ \theta_{\min} = (\theta_{\text{out}} - 1000\eta PR_{\text{r}})(1 - \varepsilon^{\tau_{\text{on}}}) + \theta_{\max}^{\tau_{\text{on}}} \]
\[ \tau_{\text{off}} = R_{\text{r}}C \ln(\frac{\theta_{\min} - \theta_{\text{out}}}{\theta_{\max} - \theta_{\text{out}}} ) \]
\[ \tau_{\text{on}} = R_{\text{r}}C \ln(\frac{1000\eta PR_{\text{r}} + \theta_{\min} - \theta_{\text{out}}}{1000\eta PR_{\text{r}} + \theta_{\max} - \theta_{\text{out}}}) \]
\[ Q_{\text{air}} = \frac{\tau_{\text{on}}}{\tau_{\text{control}}} Q_{\text{air,con}} \]

where \( C \) is the equivalent heat capacity; \( \theta_{\min} \) and \( \theta_{\max} \) are the allowable indoor minimum and maximum temperature respectively; \( \theta_{\text{out}} \) is the outdoor temperature; \( R_{\text{r}} \) is the room equivalent thermal resistance; \( \eta \) is the efficiency between cooling and power consumption; \( \varepsilon \) is the air conditioning refrigeration conversion coefficient; \( Q_{\text{air}} \) is the power consumption during the period; \( \tau_{\text{control}} \) expressed as the duration of the air conditioning load regulation period; \( Q_{\text{air,con}} \) expressed as the total rated power of the user’s air conditioning load; and \( \tau_{\text{on}} \) and \( \tau_{\text{off}} \) are the opening and closing durations of the air conditioning load of the user respectively during the control period.

2.2.2. Time-Shiftable Load

The home energy management program issues orders that are advanced or delayed based on the original work plan for certain powered devices. For example, if the washing machine was originally
planned to work after the user’s dinner, but the electricity price is higher during this period, it can be advanced to the afternoon of the afternoon electricity price to complete the laundry work, and the purpose of reducing the user’s electricity consumption is achieved. For a transferable smart appliance, the user sets the ideal work start time $t_{\text{ideal}}$, maximum transfer time $\Delta t_{\text{m}}$, and there is

$$|t - t_{\text{ideal}}| \leq \Delta t_{\text{m}}$$  \hspace{1cm} (6)

Relative to time-shiftable devices, some devices, especially those that meet the basic needs of users or involve user entertainment (lights, televisions, computers, etc.), users’ satisfaction will be damaged once they have advanced or delayed. For this un-shiftable equipment, we set $\Delta t_{\text{m}} = 0$, therefore $t = t_{\text{ideal}}$.

2.2.3. Time Node Constraint Load

For some device users who want to complete their work within a certain time, the user will pre-set these time parameters in the DR control terminal. For those devices whose work time is constrained, which is

$$\sum_{t \in [t_{\text{start}}, t_{\text{end}}]} q_t \geq Q_{\text{min}}$$  \hspace{1cm} (7)

where $Q_{\text{min}}$ is the minimum power consumption required and $t_{\text{start}}$ and $t_{\text{end}}$ are the time when the earliest work can be started and the time when the task is completed at the latest.

Taking the electric water heater as an example, the water temperature and the amount of hot water at the time of the user’s water use affect comfort. The working model of the traditional electric water heater is that when the water temperature in the water tank of the water heater is less than or equal to the lower limit of the set temperature, the electric water heater is in a heating state, and the temperature of the hot water rises. When the water temperature in the water tank of the water heater is greater than or equal to the upper limit of the set temperature, the electric water heater is in a closed state. At this time, the hot water temperature drops due to heat loss caused by heat exchange with the environmental medium. Another important reason for the drop in warm water temperature is the constant cold-water replenishment of the electric water heater during the use of hot water. Figure 5 shows the thermodynamic temperature profile of an electric water heater without user water. The thermodynamic dynamic process of an electric water heater can be described by the following.

![Thermodynamic temperature characteristic curve of an electric water heater.](image)

**Figure 5.** Thermodynamic temperature characteristic curve of an electric water heater.

If the electric water heater is in a heating state during the period $[t - 1, t]$, the hot water temperature is [10]

$$\theta_{\text{hot},t} = \theta_{\text{en},t-1} + K_{\text{hot}}R - (\theta_{\text{en},t-1} + K_{\text{hot}}R - \theta_{\text{in}}) \exp\left(-\frac{\Delta t}{RC}\right)$$  \hspace{1cm} (8)
Conversely, if the electric water heater is off during the period \([t-1,t]\), there are

\[
\theta_{\text{hot},t} = \theta_{\text{en},t-1} - (\theta_{\text{en},t-1} - \theta_{t-1}) \exp\left[-\frac{\Delta t}{RC}\right]
\]  

(9)

If there is hot water consumption during the period \([t-1,t]\), the water tank of the electric water heater in the period will be supplemented with the corresponding amount of cold water, and the hot water temperature should be corrected accordingly.

\[
\theta_{\text{hot},t} = \left[\theta_{\text{cur},t}(M - d_t) + \theta_{\text{en},t}d_t\right]/M
\]  

(10)

where \(\theta_{\text{en},t}\) is the indoor ambient temperature; the calculated time step \(\Delta t\); \(d_t\) is the user’s hot water usage during the period \([t-1,t]\); \(M\) is the total capacity of the electric water heater tank; \(\theta_{\text{cur},t}\) is the warm water temperature before the water heater is used; \(K_{\text{hot}}\) is the equivalent thermodynamic parameters of the water heater underrated power heating; and \(R\) and \(C\), respectively, indicate the thermal resistance of the electric water heater.

A device with time constraints is constrained with two parameters: \(t_{\text{start}}\) and \(t_{\text{end}}\). For example, in an electric car, the charging process should be completed before the user goes home from work to work the next day smoothly, so for electric cars \(t_{\text{start}} = 18\) (18:00, \(\Delta t = 1\) h), \(t_{\text{end}} = 8\) (the next day 8:00, \(\Delta t = 1\) h); and for the water heater, the user needs to use hot water before going to bed at night, the temperature of the hot water in the water heater can be as long as the user reaches the required temperature before taking a bath, as to when the water heater starts to heat up. Then, the DR program automatically optimizes according to the whole day’s electricity price, distributed power supply and household internal load conditions, and the user does not set it artificially. Therefore, the load time only has the end time parameter.

3. Home Energy Management Method for DR Based on Chance-Constrained Programming

3.1. Objective Function and Constraints with Distributed Power Supply

Relying on the intelligent dispatch management of the family, users can not only reduce the waste of home appliances through optimization control but also save money on electricity purchases. They can also use some methods to save electricity. For example, (1) reasonably transfer the running time of household appliances, minimize the period of use of electricity, that is, the period of high electricity price; (2) combine the power generation of local renewable energy with energy storage equipment and use the power generated by distributed power generation system or energy storage equipment during the peak period of power consumption. The excess energy released in the middle reduces the cost of purchasing electricity from the home user to the power company. In addition, the distributed generation system and the energy storage system can also sell excess electric energy to the power company for profit. The energy storage device can store electric energy during the low peak period of electricity consumption and release the electric energy to the home appliance during the peak period of power consumption.

Figure 6 shows the structure of the scheduling algorithm for minimizing the user’s electricity purchase cost. The scheduling object includes the local renewable energy power generation system, household appliances, and energy storage reserves. The control strategy aims to make full use of renewable energy, comfort, and minimize the cost of electricity purchase. The degree of influence is minimal, and the constraints include the working characteristics of the household electrical appliance, the preference of the user, and the charging and discharging power of the energy storage device.
The paper considers both price-based demand response and incentive-type demand response. Among them, the day-to-day scheduling is in the form of considering the price-type demand response and adopts the form of time-sharing electricity price. The daily emergency demand response adopts the incentive-compensation mechanism and uses the power compensation of peak clipping or power failure (¥/kW·h). The optimization of home energy management is to achieve economic and comfort coordination through the energy planning of the user’s internal equipment. The objective function of the home daily load planning is as follows:

\[ \min f = \sum_{t=1}^{T} (\omega_1 E_t + \omega_2 C_t) \]  

where \( E_t \) and \( C_t \) are the cost of the user’s economical cost and satisfaction, respectively; \( \omega_1 \) and \( \omega_2 \) are the constant-coefficient and the weight coefficient between the economic cost and the comfort cost, which \( \omega_1 + \omega_2 = 1 \). They represent a variety of modes, from the “saving mode” that saves electricity bills to the “equalization mode” that takes into account economy and comfort and the “comfort mode” that focuses on comfort while \( \omega_1 \) increasing. The user can set the mode of the next optimization cycle before the start of each optimization cycle to realize a more flexible and interactive intelligent power consumption mode.

Since the distributed power supply is installed in the user’s home, when calculating the economy, it is necessary to remove this part of the load. The electricity price model considered in this paper is the time-of-use electricity price, and the economic cost is expressed as follows:

\[ E_t = Q_t \times \rho_{\text{cost},t} \]  
\[ Q_t = \sum_{i=1}^{N} e_i x_{i,t} - Q_{\text{DG},t} \]  
\[ \rho_{\text{cost},t} = \rho_{\text{TOU},t} - \bar{\rho}_{\text{incentive},t} \]

where \( Q_t \) is the purchase of electricity for the family at \( t \) period. When the renewable energy generation is greater than the required power (\( Q_t \leq 0 \)); \( e_i \) is the power consumed by device \( i \) and \( x_i \) is the device state at \( t \) period, and \( x_{i,t} = 0 \) when the device is off; \( \rho_{\text{cost},t} \) is the cost of electricity purchase for household electricity at time \( t \); \( \rho_{\text{TOU},t} \) is the time-of-use electricity price that represents \( t \)-time, usually including peak, low-valley, and various types; \( \bar{\rho}_{\text{incentive},t} \) is the average compensation price for incentives for grid companies to implement emergency demand response at time \( t \). In the absence of date demand-side management period, \( \bar{\rho}_{\text{incentive},t} = 0 \).

The user’s satisfaction cost expression is set as

\[ C_t = \mu_1 \cdot c_{\text{tra}}[t] + \mu_2 \cdot c_{\text{mod}}[t] + \mu_3 \cdot c_{\text{ind}}[t] \]

Figure 6. Distributed power supply family energy management algorithm structure diagram.

3.1.1. Objective Function
where $\mu_1 + \mu_2 + \mu_3 = 1$, $\mu_1$, $\mu_2$, and $\mu_3$ are the different weighting coefficients that characterize the changes in equipment operating time, changes in operating mode, and completion of indicators on user comfort, which can be set by user with the habit and preference.

Since the changing of power consumption time, the above various load control methods will cause the deviation between the device working state and the ideal situation to more or less impair the user’s satisfaction. Therefore, the degree of deviation between the actual working state of the device and the ideal working state is used as a measure of the damage to the user satisfaction of the demand response program. This part is actually a kind of cost for users to use electricity, called the cost of satisfaction. For devices with transferable load characteristics. If the ideal usage time of the device is $t_{\text{ideal}}$, the expression of the satisfaction cost is as follows.

$$\begin{align*}
c_{\text{tra}}[t] &= \begin{cases} 
1 - \exp(-\theta_1^1(t-t_{\text{ideal}})^2) & \text{if } t \leq t_{\text{ideal}} \\
1 - \exp(-\theta_2^1(t-t_{\text{ideal}})^2) & \text{if } t > t_{\text{ideal}}
\end{cases}
\end{align*}$$

(16)

where $\theta_1^1$ and $\theta_2^1$ are constant-coefficient to measure the degree of damage to the user’s satisfaction caused by the delay or early use of the device.

For the device with mode switching characteristics, if the ideal working mode of the device is $k_{\text{ideal}}$, the expression of the satisfaction cost is as follows.

$$\begin{align*}
c_{\text{mod}}[t] &= \begin{cases} 
1 - \exp(-\gamma_1^1(k-k_{\text{ideal}})^2) & \text{if } k \leq k_{\text{ideal}} \\
1 - \exp(-\gamma_2^1(k-k_{\text{ideal}})^2) & \text{if } k > k_{\text{ideal}}
\end{cases}
\end{align*}$$

(17)

where $\gamma_1^1$ and $\gamma_2^1$ are constant coefficient, which is used to measure the degree of damage to the user’s satisfaction by changing the operating mode of the device in order to save electricity costs.

For the continuous indicator appliances, we use the deviation between the current indicator and the corresponding indicator to measure the upper and lower limits of the corresponding indicator, the upper limit is $\theta_{\text{max}}$, and the lower limit is $\theta_{\text{min}}$. In the case of emergency response, the percentage of indicator deviation is used as the corresponding satisfaction cost. In the energy optimization calculation, if it is not crossed, it is considered that user satisfaction is not impaired, and the same calculation method as the emergency response is adopted. If the ideal index value of the device is $\theta_{\text{ideal}}$, the corresponding index value of the current task is $\theta$, in the energy optimization problem, the satisfaction cost expression is

$$\begin{align*}
c_{\text{ind}}[t] &= \begin{cases} 
1 - \exp(-\eta_1^1(\theta-\theta_{\text{ideal}})^2) & \text{if } \theta < \theta_{\text{ideal}} - \Delta \theta \\
0 & \text{if } \theta_{\text{ideal}} - \Delta \theta \leq \theta \leq \theta_{\text{ideal}} + \Delta \theta \\
1 - \exp(-\eta_2^1(\theta-\theta_{\text{ideal}})^2) & \text{if } \theta > \theta_{\text{ideal}} + \Delta \theta
\end{cases}
\end{align*}$$

(18)

For the time-constrained load characteristics, on the one hand, it is considered that as long as the task is completed within the user-defined interval, the user satisfaction is not damaged, or the damage caused can be neglected; that is, the required task is completed on time, and the satisfaction cost is zero. On the other hand, if the work is not completed on time, for example, the electric car does not complete charging before the user goes out to work the next morning, the damage to the user’s satisfaction is huge, and at this time, it is considered as a non-opportunity constraint, and the type of satisfaction cost is infinite.

3.1.2. Constraints

The family energy management constraints mainly involve the working characteristics of household electrical appliances, the preferences of users, and the charging and discharging power of energy storage equipment.
Uncontrollable appliance

The power of such equipment shall not exceed the maximum-minimum power limit during the initial running time and the end running time, so the constraint on electric energy consumption is expressed as

\[
q_{i,t} \leq q_{i,\text{max}}, \forall t \in [t_{i,\text{start}}, t_{i,\text{end}}] \\
q_{i,t} = 0, \forall t \notin [t_{i,\text{start}}, t_{i,\text{end}}]
\]

Time-shifted appliance

The power of such appliance shall not exceed the maximum and minimum power limits during the initial running time and the end running time. In addition, during this period of time, the power consumption of the equipment must exceed the minimum threshold, and the work is considered completed. Unify the model of household controllable electrical equipment. Therefore, the constraint on the amount of energy consumed is expressed as

\[
q_{i,t} \leq q_{i,\text{max}}, \forall t \in [t_{i,\text{start}}, t_{i,\text{end}}] \\
q_{i,t} = 0, \forall t \notin [t_{i,\text{start}}, t_{i,\text{end}}] \\
Q_{i,\text{min}} \leq \frac{\sum_{t=[t_{i,\text{start}}, t_{i,\text{end}}]} q_{i,t}}{T}
\]

Energy storage equipment charging and discharging

Since the state of the energy storage equipment is continuously changing, the model of the energy storage equipment must be transformed into a decisional and operational method before the microgrid optimization scheduling is solved [27]. The state of charge (SOC) allowed by the energy storage device is discretized, and the work area is divided into N shares, forming a state set \( S \), which is expressed as

\[
S = \left\{ s_t = s_{\text{min}} + \frac{t(s_{\text{max}} - s_{\text{min}})}{T}, t = 0, 1, 2, \ldots, T \right\}
\]

where the state of charge of the energy storage element at the end of the \( t \) stages is represented by \( s_t \) and is used as the decision variable of the energy management optimization control and has \( s_t \in S, \% \). The maximum and minimum state of charge allowed for the energy storage device, respectively \( s_{\text{min}} \) and \( s_{\text{max}} \). Due to the limitation of the charging and discharging current of the energy storage device, the energy storage state changes in adjacent stages are limited, and the charging and discharging of the energy storage equipment in each stage should satisfy

\[
\begin{align*}
    s_t - s_{t-1} \leq r_C & \quad \text{if } s_t \geq s_{t-1} \quad \text{(charge)} \\
    s_{t-1} - s_t \leq r_D & \quad \text{if } s_t \leq s_{t-1} \quad \text{(discharge)}
\end{align*}
\]

\[
s_{\text{min}} \leq s_t \leq s_{\text{max}}
\]

where \( r_C \) and \( r_D \) represent the maximum charge and discharge rate of the energy storage device, and the value is determined by the charge and discharge characteristics of the energy storage device.

If the charge and the discharge amount of the energy storage in the \( t \) period is described by \( x_t \), the value is related to the initial stage state \( s_{t-1} \) and the stage decision variable \( s_t \). The amount of charge and discharge power required by the energy storage device is determined by its own charge and discharge characteristics and the state of the previous stage. From the state \( s_{t-1} \) to \( s_t \), according to [21]

\[
x_{\text{storage},t} = \begin{cases} 
    s_t - (1 - \sigma_{\text{adr}}) s_{t-1} \cdot Q_{\text{max}} & \text{if } s_t \geq s_{t-1} \quad \text{(charge)} \\
    s_{t-1} - \sigma_{\text{adr}} s_t \cdot \eta_D Q_{\text{max}} & \text{if } s_t < s_{t-1} \quad \text{(discharge)}
\end{cases}
\]

where \( Q_{\text{max}} \) is the capacity of the energy storage device; \( \sigma_{\text{adr}} \) is the self-discharge rate of the energy storage device; and \( \eta_C \) and \( \eta_D \) are the charging and discharging efficiency of the energy storage medium.
3.2. Energy Management Strategy Based on Chance-Constrained Programming

3.2.1. Model Construction Based on Chance-Constrained Programming

The existence of multiple random variables leads to the original mathematical programming problem becoming an uncertain programming problem. Chance constraint planning involves random variables in the constraints, considering the uncertain factors, allowing the decisions made to meet the constraints to a certain extent.

Set \( x_t = \{x_{1,t}, x_{2,t}, \cdots, x_{N,t}\} \) as the decision vector of HESM and \( \xi_t \) is the unpredictable random variable at \( t \) period. To minimize the objective function of (11), the chance-constrained programming model with random variables is given as follows [17]

\[
\begin{align*}
\min & \quad f(x_t, \xi_t) \\
\text{s.t.} & \quad \Pr\{g_t(x_t, \xi_t) \leq 0, \; t = 1, 2, \cdots, T\} \geq \alpha_j 
\end{align*}
\]

(25)

where \( \Pr\{\cdot\} \) is the probability that the event \( \{\cdot\} \), \( \alpha_j \) is the confidence level of the constraint given in advance.

In this paper, the first type of constraint (uncontrollable load) is set, and the third type of constraint (charge and discharge constraint of energy storage) is an inelastic constraint; the second type of constraint (time-shifted device) is the elastic constraint. The random variables in the optimal scheduling model for air conditioners, electric water heaters, etc., are the ambient temperature predicted beforehand, the amount of user hot water, etc., and only appear in the constraint conditions. Uncertain constraints in the objective function include the amount of electricity generated by renewable energy and the cost of purchasing electricity. The main decision variables and random variables of the household energy management system covered in this paper are shown in Table 1.

### Table 1. Main decision and random variables of the energy management system covered in this paper.

| Type of Appliances | Decision Variables \( x_t \) | Random Variables \( \xi_t \) |
|-------------------|-------------------------------|---------------------------|
| Distributed Generation | / | Power of DGs \( Q_{PV,t}, Q_{WT,t} \) |
| Air conditioner | \( x_{air,t} (\tau_{off} \text{ and } \tau_{on}) \) | Outdoor temperature \( \theta_{out} \) |
| Water Heater | \( x_{hot,t} (\tau_{off} \text{ and } \tau_{on}) \) | Hot water needs \( \theta_{hot,t} \) |
| Storage | \( x_{storage,t} \) (charge and discharge) | / |

The chance-constrained programming is used to deal with the home energy management optimization scheduling model with random variables. The form is as follows:

\[
\begin{align*}
\min & \quad f' = \sum_{i=1}^{N} \sum_{t=1}^{T} f(q_{i,t} \cdot x_{i,t} \cdot \xi_t) \\
\text{s.t.} & \quad \Pr\{q_{i,min} \leq q_{i,t} \leq q_{i,max} \forall t \in [t_{i,start}, t_{i,end}]\} \geq \alpha_i \\
& \quad \Pr\{Q_{i,min} \leq \sum_{t \in [t_{i,start}, t_{i,end}]} q_{i,t}\} \geq \alpha_i
\end{align*}
\]

(26)

According to the CCP theory, the confidence level \( \alpha_i \) is used to limit the degree of violation of the opportunity constraint. From the user’s point of view, \( \alpha_i \) reflects the user’s tolerance for abuse of the power habits, which reflects the user’s consideration of the comfort of a device. If \( \alpha_i = 1 \), it means that the user has strict requirements on the use of the device, and no matter how the random variable changes, it cannot violate its constraints. Otherwise \( \alpha_i = 1 \) indicates that the user is completely unconcerned about the scope of the power usage habit, which is approximately equal to the unconstrained condition.
Considering that there are a large number of constraints in the optimal scheduling model, to unify the objective function and constraints, this paper adds a penalty function to the objective function to deal with the constraints. The penalty function designed in this paper is as follows:

$$\phi_1(i) = \begin{cases} 1, & \text{Pr}\{q_{i,\min} \leq q_{i,t} \leq q_{i,\max}, \forall t \in [t_{i,\text{start}}, t_{i,\text{end}}]\} < \alpha_i \\ 0, & \text{Pr}\{q_{i,\min} \leq q_{i,t} \leq q_{i,\max}, \forall t \in [t_{i,\text{start}}, t_{i,\text{end}}]\} \geq \alpha_i \end{cases}$$ (27)

$$\phi_2(i) = \begin{cases} 1, & \text{Pr}\left\{Q_{i,\min} \leq \sum_{t \in [t_{i,\text{start}}, t_{i,\text{end}}]} q_{i,t} \right\} < \alpha_i \\ 0, & \text{Pr}\left\{Q_{i,\min} \leq \sum_{t \in [t_{i,\text{start}}, t_{i,\text{end}}]} q_{i,t} \right\} \geq \alpha_i \end{cases}$$ (28)

when designing the penalty function, we consider that the penalty function value is 1 when the constraint is violated under different confidence levels. Such a design strictly guarantees that the degree of punishment for each constraint is consistent in the objective function. Through the design of the above penalty function, the entire constrained family energy management problem is transformed into an unconstrained optimization problem.

$$\min f(x_t, \xi_t) + \lambda \sum_{i=1}^{N} (\phi_1(i) + \phi_2(i))$$

s. t. (19), (20), (21) (29)

where $\lambda$ is the penalty coefficient. From the mathematical point of view, the problem of optimal scheduling of electric water heaters is finally transformed into an unconstrained nonlinear integer programming problem that is easy to solve.

In the solution of HEMS, the decision at each moment in the entire time period are considered. As shown in Equations (28) and (31), the main idea of the proposed method in this paper is to minimize the cost of electricity purchase and comfort by dynamically and continuously making decision variables $x_t$ for each period. Based on $x_t$ determined in the previous period, making a short-term forecast of the load; and considering the power output of DG and other key parameters given at this stage, such as $\bar{p}_{\text{incentive},i}$ provided by the grid company and $\alpha_i$ set by the user, the decision solution $x_{t+1}$ is obtained, which has the goal to minimize $f(\cdot)$ in the entire period of $T_{\text{Time}} = [t_1, t_2, \ldots, t_T]$. The model is a multi-stage decision-making problem, which can be solved using dynamic programming methods. Figure 1 shows the process of solving the above model, and more details are present in [34].

Based on the HEMS status at the end of the energy management period, the optimal scheduling solution can be acquired from $[x_{t-1}, x_t]$ in each time interval and then the corresponding $f(x_t, \xi_t)$ values are also obtained. The reverse search process for the optimal scheduling is shown in Figures 7 and 8. The proposed method model separates the factors of market environment and the method of modelling the operating cost function at each stage (i.e., each time step). Compared to existing works, the proposed method is able to help the system operators realize an optimal energy management by (1) creatively adapting various market structures with strong robustness; (2) relevant factors such as supplementary price of DR, power consumption constraint of users, and the characters of different types of equipment can be considered; and (3) efficiently solving the HEMS energy management problem, which can be further summarized to develop expert knowledge for real-time operation.
1. Accept the demand response command and enter the time range for the emergency demand response. Therefore, one of the main purposes of the control strategy design is to minimize the impact of the emergency demand response project on the user's life without prior planning.

2. Scan the home internal load $Q_{L,\text{total}}$ and determine whether the total load inside the home exceeds the EDR power limit $Q_{\text{RE,limit}}$. If yes, start the program.

3. Judging the working state of the three types of electrical equipment. If all three loads are in the off state, the procedure ends directly (i.e., the household cannot contribute to the grid’s load reduction); otherwise, it proceeds to step 6).

4. Based on the user’s electricity habits and consideration of comfort, prioritize the power equipment to improve the equipment tolerance $a_i$ with low priority.

5. Re-solve the home energy system and obtain adjustment variables. Determine whether the emergency response period of the home is over; if not, repeat steps 2) to 4); if yes, proceed to the next round of control.

6. Update the home equipment operation plan.

7. Save the emergency demand response to the energy management results of the home device and end.

3.2.2. Control Strategy Adjustment for Participation in Emergency Response

If there is no battery or the battery is inefficient, the electric power or the translation load of the equipment can be adjusted to respond to the renewable energy generation. As a temporary event, the emergency demand response project has a large adverse impact on the user’s life without prior planning. Therefore, one of the main purposes of the control strategy design is to minimize the impact and damage to the user. The control flow of HEMS based on chance-constrained programming as shown in Figure 9.

The specific control steps are as follows:

1. Accept the demand response command and enter the time range for the emergency demand response.
2. Scan the home internal load $Q_{L,\text{total}}$ and determine whether the total load inside the home exceeds the EDR power limit $Q_{\text{RE,limit}}$. If yes, start the program.
3. Judging the working state of the three types of electrical equipment. If all three loads are in the off state, the procedure ends directly (i.e., the household cannot contribute to the grid’s load reduction); otherwise, it proceeds to step 6).
4. Based on the user’s electricity habits and consideration of comfort, prioritize the power equipment to improve the equipment tolerance $a_i$ with low priority.
5. Re-solve the home energy system and obtain adjustment variables. Determine whether the emergency response period of the home is over; if not, repeat steps 2) to 4); if yes, proceed to the next round of control.
6. Update the home equipment operation plan.
7. Save the emergency demand response to the energy management results of the home device and end.
The position and velocity of the particle $i$ in the space are respectively $x_i$ and $v_i$, and the optimal position of the particle $i$ is $p_{best,i}$, the optimal position of all particles is, then each particle updates its speed and position by the following formula:

$$v_i(k + 1) = w v_i(k) + a_1 r_1 (p_{best,i}(k) - v_i(k)) + a_2 r_2 [g_{Best}(k) - v_i(k)]$$  \(30\)

$$x_i(k + 1) = x_i(k) + v_i(k + 1)$$  \(31\)

where $w$ is the inertia weight; $a_1$ and $a_2$ are the positive learning factor; $r_1$ and $r_2$ the random number between 0 and 1. Since the above-optimized scheduling model is a 0–1 programming problem, the binary coded discrete particle swarm optimization algorithm is more suitable for solving [22].

The particle velocity will be limited to the range $[-v_{max}, v_{max}]$, and its position update formula is

$$x_i(k + 1) = \begin{cases} 1, & \text{random} < S(v_i(k + 1)) \\ 0, & \text{else} \end{cases}$$  \(32\)

$$S(v_i(k + 1)) = \frac{1}{1 + \exp(-v_i(k + 1))}$$  \(33\)

The specific process is as follows:

1. Read in the data. Read the range of parameters such as renewable energy generation ($Q_{PV,t}$, $Q_{WT,t}$), indoor and outdoor ambient temperature ($\theta_{out}$), and user hot water consumption ($\theta_{hot,t}$) predicted in an uncertain environment; read the energy management model parameters and particle swarm algorithm parameters; users also need to set the parameter constraint limit range and constraint confidence level according to their own power characteristics and habits.

2. Calculate the probability distribution function of parameters such as renewable energy generation, indoor and outdoor environmental temperature, and user hot water usage based on historical information and read data, and form a set of initial variables $\xi = \{\xi_1, \xi_2, \ldots, \xi_N\}$, $t \in [96]$ as the
initial set of particle swarm optimization algorithm. Population randomly initializes the position and velocity of each particle in the particle population.

3. Using the stochastic simulation method to deal with the opportunity constraints: set \( N' = 0 \), according to the random variable probability distribution function \( \Phi(\xi) \) to generate an independent random variable \( \{\xi_1, \xi_2, \cdots, \xi_N\} \) as a sample, and select any given decision variable \( x \) to bring the sample into the constraint, if the constraint is met \( \Pr[g_j(x, \xi) \leq 0] \) then \( N' = N' + 1 \). Repeat this way, according to the significant number theorem, when \( N \) is large enough, the value \( N'/N \) is regarded as the actual probability of the opportunity constraint. If \( N'/N \geq \alpha \), the example generated by the particle swarm algorithm does not meet the probability level, and the particle needs to be discarded, and return to Step 2).

4. When all the particles satisfy the condition, the \( N \) objective function values generated by the scheduling scheme obtained by each operation are sorted. The ranking of \( f_i = f(x, \xi_i) \) is started, the sequence \( \{f_1, f_2, \cdots, f_N\} \) is obtained, and the penalty function value of the constraint condition is calculated. The sum of the objective function value and the penalty function value is taken as the fitness of each particle, and the individual corresponding to the fitness of all individuals is the optimal value of the objective function.

5. The target value obtained in Step 4 is directly used as the fitness, and the fitness of each particle is compared with the fitness corresponding to the best position it has experienced. If it is better, it is the current best position. Compare the current fitness value \( p_{\text{best},i}(k) \) and corresponding fitness value \( g_{\text{best}}(k) \) of all particles, update the value \( g_{\text{best}}(k) \).

6. Update the particle velocity and position, and iteratively calculate the population to obtain a new generation.

7. Repeat Steps 3) to 6) to search for the optimal solution by changing the value of the confidence level. If the stop condition is satisfied (usually the preset operation precision or the number of iterations), the search stops and the best particle is given as the optimal solution.

The solution process of the family energy management algorithm based on particle swarm is shown in Figure 10.

---

**Figure 10.** Family energy management solution process based on the particle swarm optimization algorithm.
4. Case Study

4.1. Basic Condition

The time-of-use (TOU) price is a common demand-side management method, which have different electricity prices at period of peak, flat, and valley time. Users consciously adjust their power equipment to achieve “peak shaving and valley filling” of the power grid, which is beneficial to alleviate the pressure on the power grid and promote the safe operation of the power grid. The simulation of this example uses the TOU price and the electricity price of each period when the family purchases electricity from the grid company is shown in Table 2.

Table 2. Time-of-use tariffs for households purchasing electricity from grid companies.

| Period    | Time                | Price (¥/kwh) |
|-----------|---------------------|---------------|
| peak time | 8:00~12:00 18:00~22:00 | 0.9           |
| valley time | 0:00~6:00 22:00~24:00 | 0.3           |
| other     | 6:00~8:00 12:00~18:00 | 0.5           |

Uncontrollable equipment (also known as baseload) within a resident’s home cannot be controlled through a home energy management program. The previous models and algorithms in this paper were all directed at controllable loads. The PV on-grid price is also based on the peak and valley electricity price. The peak electricity price is 0.73 ¥/kW-h, and the valley time is 0.13 ¥/kW-h, other time usually is 0.38 ¥/kW-h. The PV output forecast and the baseload are shown in Figure 11. The internal load of the home is shown in Figure 11.

Table 3. Household appliances.

| Appliances       | Power-Reduceable | Time-Shifted | Time-Constrained |
|------------------|------------------|--------------|------------------|
| Rice cooker      | √                |              | ✓                |
| washing machine  |                   | ✓            | ✓                |
| Water heater     | ✓                | ✓            | ✓                |
| Air conditioning |                   |              | ✓                |
| Electric vehicle |                   | ✓            | ✓                |

The outdoor ambient temperature is 30 °C; the initial room temperature is 27 °C, the initial water temperature is 55 °C; the initial SOC of the electric vehicle is 30%, charging to 100% is the completion of the work; the electric vehicle can complete the charging task in 6 h under the rated power. It takes 3 min for each hot water in the water heater to rise once, and 4 h for the hot water to cool naturally.
at 10 degrees Celsius; after the air conditioner reaches the set temperature, the working frequency is 15 min, and the air conditioner works in a cooling state.

The distributed power supply of PV adopts the mode of “spontaneous self-use, surplus surfing the Internet,” in which the electricity generated by distributed power supply is first used by HESM for spontaneous self-use and then sold to the power grid when the remaining electricity is available. This model is one of the most important forms of distributed power supply operation in China. The working conditions of the equipment inside the home do not consider the demand response of TOU and the total load curve of the family in one day are shown in Figure 12.

4.2. Home Energy Management Simulation under Normal Conditions

Set the particle swarm size to 50, that is, 50 individuals per generation; the maximum number of iterations is 300 generations. In this paper, the load power distribution in the home is optimized and simulated, and the total load curve is shown in Figure 13. It can be seen from the figure that the working time of the equipment has shifted, and the maximum peak of the household load has been shifted from the peak period before the optimization to the flat period. According to the calculation, the electricity RMB bill is reduced from the previous ¥39.26 to ¥37.71, saving about 3.948% of the electricity cost. It shows that the optimization algorithm saves the user the cost of electricity consumption is very significant. Figures 14 and 15 show the operational status of water heater and EV loads in the DR case of TOU price.
The above discussion is based on the zero tolerance ($\alpha = 1$) case, which is an extreme case. Since the ambient temperature and water consumption are uniformly distributed random variables, the user can give a certain degree of tolerance to the temperature constraints to achieve the purpose of reducing electricity charges. At this point, the user can achieve a balance between comfort and electricity by setting the confidence level. At this time, the electricity fee values calculated under different confidence levels are shown in Table 4.

### Table 4. Electricity price at different confidence levels.

| Confidence Level $\alpha$ | Electricity Cost/¥ | Confidence Level $\alpha$ | Electricity Cost/¥ |
|---------------------------|--------------------|---------------------------|--------------------|
| 1                         | 40.93              | 0.4                       | 38.17              |
| 0.8                       | 39.78              | 0.2                       | 37.36              |
| 0.6                       | 39.07              | 0                         | 0                  |

From the table, it can be found that the zero-tolerance scheme is the one with the highest cost of electricity. This is because the zero-tolerance scheme has the most stringent constraint requirements, which inevitably leads to an increase in the user’s electricity bill. As the level of confidence decreases, the user’s tolerance for constraints becomes greater, and the user’s electricity bill will continue to decrease. This economic gain is due to the user’s sacrifice of comfort. Users can set different usage modes according to tolerance. For example, low tolerance is a comfortable mode, and high tolerance is the economic mode. The actual water temperature curves at 0.8, 0.6, 0.4, and 0.2, respectively, are shown in Figure 16. It can be seen that the real water temperature curve’s violation of the constraint increases as the confidence level decreases.
Due to different usage habits of the user, the comfort interval set by the user may vary. For example, the user may have a proper partial heat when the bath is required, and the water temperature is suitably cold during the rest of the period. In order to discuss the time-varying temperature constraint interval, the user is set to a low water temperature period from 18:00 to 22:00, at which time the water temperature setting is reduced by 5 °C compared to the constant temperature constraint interval. Table 2 shows the changes in the user’s electricity bill when the confidence level is continuously lowered. Figure 16 shows the actual water temperature curve for the zero-tolerance scheme under the time-varying temperature constraint interval.

To verify the influence of the fluctuation of the output of renewable energy, the deviation of PV is set to be 20% of the predicted value. The PV prediction and actual output curve are shown in Figure 17. The shaded part is the uncertainty set constructed in this chapter. At the same time, GAN is used to generate 20 electric, thermal and cold scenes, and k-medoids algorithm is used to reduce them to three scenes. The scenes and actual values after the reduction are shown in Figure 18.

Figure 16. Actual water temperature curve at different confidence levels.

Figure 17. PV prediction and actual output curve.
Further, to analyze the effect of the proposed method with other algorithms, such as the Simulated Annealing (SA) method and Genetic Algorithm (GA) method, the comparison of the convergence and results of different solving methods with Data 6 are obtained and shown in Figure 19. It can be seen from the curves that the total cost of user is lowest in sunny. Cloudy and rainy. The cost results curves of the proposed method with different cases in generations are shown in Figure 19. It can be seen from the curves that the total cost of user is lowest in sunny.

The weather and the device state of distributed power supply will affect the solution result of HEMS, and different conditions are used for analysis. Data1, Data1, and Data3 are the convergence of the proposed method and the user’s electricity cost results under the weather conditions of sunny, cloudy, and rainy with distributed power supply normal operation, respectively; Data4, Data5, and Data6 are the data under the condition of 20% aging of distributed power installations for sunny, cloudy and rainy. The cost results curves of the proposed method with different cases in generations are shown in Figure 19. It can be seen from the curves that the total cost of user is lowest in sunny. Further, to analyze the effect of the proposed method with other algorithms, such as the Simulated Annealing (SA) method and Genetic Algorithm (GA) method, the comparison of the convergence and results of different solving methods with Data 6 are obtained and shown in Figure 20.
4.3. Home Energy Management Simulation for Emergency Demand Response

The loads involved in emergency response are water heaters, air conditioners and electric vehicles. The equipment information of the three loads involved in the emergency demand response is shown in Table 5. Among them, the water heater and the air conditioner are set by the user to allow the water temperature and the fluctuation range of the room temperature; the electric vehicle is set by the user to complete the charging task at the latest.

Table 5. Load equipment information participating in emergency demand response.

| Equipment Name   | Rated Power (kW) | Parameter Setting       |
|------------------|------------------|-------------------------|
| Water heater     | 1.5              | 45 °C~65 °C             |
| Air conditioner  | 1.5              | 23 °C~27 °C             |
| Electric vehicle | 2.5              | Fully charged before 5:00 AM |

With the reasons of power grid failures and others, the emergency demand response from 22:30 to 23:30 are required to reduce users power consumption. Figures 21–23 show the working status of various loads with the emergency demand response.

Figure 21. Working status of the water heater in response to emergency demand response.
With the dynamic changes in priority of three devices, a schematic diagram of the total load change in the home before and after the emergency DR is shown in Figure 24. The final conclusion is that the method proposed in this paper can meet the demand response of power grid companies and obtain a lower energy cost.

Figure 22. Air conditioner working status in response to emergency demand response.

Figure 23. Working status of EV charging in case of emergency response.

Figure 24. Total load changes in the household during emergency response.
Since the electric vehicle is in a state in which the charging task can be completed within the response time period, the electric vehicle has the lowest priority and first responds to the control. The priority of air conditioners and water heaters alternates. It can be seen from the comparison before and after the proposed dynamic priority emergency response control strategy, which can effectively reduce the load inside the home and ensure the user’s power consumption satisfaction. For the different incentive prices ($\bar{p}_{incentive,t}$) in Equation (14), Table 6 gives the variation between the degree of compensation and the amount of response. As the unit’s power consumption $\bar{p}_{incentive,t}$ increases, a positive correlation between the demand response compensation price and the user’s reduction is verified.

### Table 6. Users’ compensation under different emergency response incentives.

| $\bar{p}_{incentive,t}$ (¥/kWh) | Load Reduction/kWh | Devices | Benefits/¥ |
|---------------------------------|--------------------|---------|-------------|
| 2.63                            | 1.20               | 2       | 3.156       |
| 4.30                            | 2.65               | 3       | 11.395      |
| 9.81                            | 3.02               | 3       | 29.6262     |
| 15.66                           | 4.94               | 6       | 77.3604     |

5. Conclusions

This paper proposes the household energy optimization management for demand response with distributed power supply. Based on load characteristics combination, an opportunity constrained programming model is established, which solves the model by combining stochastic simulation and particle swarm optimization. The zero-tolerance scheme is given, and the simulation results show that the decision-making results can meet the user comfort requirements under the disturbance of random variables. The solution scheme has good robustness, and it also proves that chance-constrained programming is feasible and effective solving home energy scheduling problem under the uncertain environment. When different confidence levels are set to reflect the tolerance of users, the results prove that the user can tolerate a certain degree of comfort in exchange for the appropriate economy.
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