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Abstract
Recent trends in educational technology have led to emergence of methods such as teaching analytics (TA) in understanding and management of the teaching–learning processes. Didactically, teaching analytics is one of the promising and emerging methods within the Education domain that have proved to be useful, towards scholastic ways to make use of substantial pieces of evidence drawn from educational data to improve the teaching–learning processes and quality of performance. For this purpose, this study proposed an educational process and data mining plus machine learning (EPDM + ML) model applied to contextually analyze the teachers’ performances and recommendations based on data derived from students’ evaluation of teaching (SET). The EPDM + ML model was designed and implemented based on amalgamation of the Text mining and Machine learning technologies that builds on the descriptive decision theory, which studies the rationality behind decisions the learners are disposed to make based on the textual data quantification and statistical analysis. To this effect, the study determines pedagogical factors that influences the students’ recommendations for their teachers, what role the sentiment and emotions expressed by the students in the SET play in the way they evaluate the teachers by taking into account the gender of the teachers. This includes how to automatically predict what a student’s recommendation for the teachers may be based on information about the students’ gender, average sentiment, and emotional valence they have shown in the SET. Practically, we applied the Text mining technique to extract the different sentiments and emotions (intensities of the comments) expressed by the students in the SET, and then utilized the quantified data (average sentiment and emotional valence) to conduct an analysis of covariance and Kruskal Wallis Test to determine the influential factors, as well as, how the students’ recommendation for the teachers differ by considering the gender constructs, respectively. While a large proportion of the comments that we analyzed (n = 85,378) was classified to be neutral and predominantly interpreted to be positive in nature considering the sentiments (76.4%), and emotional valence (88.2%) expressed by the students. The results of our analysis shows that for the students’ comments which contain some kind of positive or negative sentiment (23.6%) and emotional valence (11.8%); that females students recommended the teachers taking into account the sentiments...
While the males appear to be slightly borderline in terms of emotions ($p = .056$) and sentiment ($p = .077$). Also, the EPDM+ML model showed to be a good predictor and efficient method in determining what the students’ recommendation scores for the teachers would be, going by the high and acceptable values of the precision (1.00), recall (1.00), specificity (1.00), accuracy (1.00), F1-score (1.00) and zero error-rate (0.00) which we validated using the $k$-fold cross-validation method, with 63.6% of optimal $k$-values observed. In theory, we note that not only does the proposed method (EPDM+ML) proves to be useful towards effective analysis of SET and its implications within the educational domain. But can be utilized to determine prominent factors that influences the students’ evaluation and recommendation of the teachers, as well as helps provide solutions to the ever-increasingly need to advance and support the teaching–learning processes and/or students’ learning experiences in a rapidly changing educational environment or ecosystem.
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## 1 Introduction

The application of teaching analytical (TA) methods for analysis of the different datasets collected about the educational process and performances, e.g., the students learning experiences and outcome, can enhance the level of impact of several educational initiatives and resultant technologies, both in terms of students’ satisfaction and at institutional levels. Studies have shown that many educators depend on the outcomes of the teachers and/or students evaluation of teaching (SET), to explore the effectiveness of the various strategies used to create, manage, or improve the various educational activities that underlie the higher educational institutions’ (HEIs) programs and curricula (Badri et al., 2006; Bianchini et al., 2013; Boring, 2017; Holmes et al., 2019; Tondeur et al., 2020). Also, there have been speculations or discourse on the strengths, weaknesses, opportunities, and threats to using information collected about the teaching–learning activities to support the educational processes (Ferguson, 2012; Gedrimiene et al., 2019; Mangaroska & Giannakos, 2019; Papamitsiou & Economides, 2014; Renz & Hilbig, 2020). This ranges from the proliferation of SET-generated data to support and improve the several learning processes (Larrabee Sønderlund et al., 2019; Prinsloo et al., 2012; Slade & Prinsloo, 2013), to theoretical approaches that aim to combine the teaching practices with design-based research, and innovative methods that support educators with didactic/technological tools to improve the quality of teaching (Herodotou et al., 2019a, b; Ndukwe & Daniel, 2020).

Nowadays, the need to effectively use information (data) derived from the students’ evaluation of teaching or the teacher’s performance in addressing the different challenges with educational technologies and data mining have not been overemphasized (Altrabsheh et al., 2014; Badri et al., 2006; Crues et al., 2018; Perrotta & Williamson, 2018; Romero & Ventura, 2020). This, perhaps, has
particularly become important, when the outcomes of the developed methods can be used to adapt, monitor, predict, and recommend best practices for the teaching and learning process within the higher education domains (Abu Zohair, 2019; Aldowah et al., 2019; De Quincey et al., 2019; Nganji, 2018). To note, while Badri et al. (2006) stated that SET has become a factor in the renewal and promotion of long-term contracts, merits, and award-related decisions for the teachers in several HEIs. Perrotta and Williamson (2018), on the other hand, notes that how the various educational activities/processes are managed essentially depends on the methods which are applied for the (educational) data collection, including its measurement, analyses, and interpretation within the educational context.

For all intents and purposes, this study believes that there is not only the need for teaching analytical methods that aim to efficiently extract contextual-based insights from the several collections of educational datasets and information recorded in SET. But also, there is the necessity to transform the derived information into actionable plans or practices that can help improve the teaching–learning processes across the different HEIs. In this study, the text mining and machine learning technique was used to analyze the students’ evaluation of teaching and recommendation of the teachers based on the opinions or perceptions (e.g., sentiment analysis, and emotional valence) of the students, as well as determines what the students’ recommendation may be based on the identified sentiments and emotional valence scores. Whereas, the Text mining method is held to support the educational processes and/or information management, due to its capability to analyze and derive (new) relevant information from the textual datasets which are recorded in the various databases of the HEIs (Kumakawa, 2017; Lau et al., 2005; Tseng et al., 2018). The Machine learning classification model or technique is applied to make predictions based on the identified students’ features or input datasets (Abu Zohair, 2019; Ghosh et al., 2020; Ofli et al., 2016; Viji et al., 2020; Wong & Yeh, 2019). Moreover, the study also believes that by efficiently using the extracted information or results of the two methods (Text mining and Machine learning) correctly, the higher educational institutions or educationalists can define adequate teaching analytical methods or innovative technologies that can not only be used to support the effectiveness of the teaching–learning processes in general, but can also be utilized to maintain a strong relationship amongst the stakeholders (e.g., HEIs, teachers, students) (Ndukwe & Daniel, 2020; Payne, 2006; Piedade & Santos, 2010; Renz & Hilbig, 2020; Tseng et al., 2018). Therefore, in theory, the resultant model (EPDM + ML) and methodological approach used in this study shows to be important towards the promotion and advancement of the stakeholders’ experiences and/or teaching–learning performances/outcomes at large (Bowdre, 2020; De Fortuny et al., 2013; Dollinger & Lodge, 2018; Er et al., 2019; Gomes & Ma, 2020; Hilliger et al., 2020; Pedró et al., 2019; Sánchez et al., 2019; Tóth & Surman, 2019; Yadav & Berges, 2019).

1.1 The rationale of the study

The use information or insights drawn from analyzing educational datasets such as SET, can help the Educators in the development of innovative teaching practices
to foster the learning processes. Moreover, achievement of strategic or idiosyncratically analysis of the (educational) datasets, otherwise allied to the notion of “data-fied-Education” has shown to be one of the most pertinent challenges that faces the effective delivery of the teaching–learning processes, both in the literature and in practice (Cerratto Pargman & McGrath, 2021; Hilliger et al., 2020; LALA, 2020; Mahmoud et al., 2020; Martens et al., 2020; Ndukwe & Daniel, 2020; Pettersson, 2020; Slade & Prinsloo, 2013). For example, while Cerratto Pargman and McGrath (2021) noted the main gaps with education in the literature and practice to be that the educational data-driven practices are highly context sensitive, not synonymous with evidence-based practices, and are not sustainable per se. The authors (Cerratto Pargman & McGrath, 2021), on the other hand, notes that with the growth in digitalization or datafication of Education, that availability of significant amounts of data, i.e., educational “big” data, have created opportunities for the use of technologies such as AI and/or machine learning techniques to gain valuable insight into how students learn in higher education, as described in this study. To this end, this study strongly believes that useful dissemination of “student-generated data” can be used not only to understand, support, and provide an increased learning process or performance metrics for the stakeholders (teachers and students) particularly in addressing the social-technical or pedagogical challenges related to the teaching–learning process (Dimitriadis et al., 2021; Mahmoud et al., 2020; Raffaghelli et al., 2020; UNESCO, 2014, 2021). But it also demonstrates the importance of the use of data through a predictive analytical approach to inform or shift the current culture of academic advising or teaching paradigms, from one of compliance to one that focuses on students’ learning success and recommendations based on their educational experience (Bowdre, 2020).

Along these lines, this study shows that there is a need for innovative methods or approaches, such as the EPDM + ML model proposed in this paper, for extraction of educational-based information from the unprecedented datasets recorded and stored about the students’ evaluation/recommendation of the teaching–learning performances, to help transliterate them into actionable plans for education in general. In our analysis, we extended the educational process and data mining (EPDM) model proposed in Okoye et al., (2020) to show how the amalgamation of the Text mining and Machine learning techniques which we grounded on the descriptive decision theory (Baucells & Katsikopoulos, 2011; Chandler, 2017), can be used to analyze the (educational) data (SET) towards improvement of the end-to-end teachers-students learning process and interactions within the higher educational setting. To this end, we proposed an educational process and data mining + machine learning (EPDM + ML) model for fostering the teaching analytics and performance evaluation.

The main research questions studied in this paper are as follows:

- How can we analyze the educational datasets (SET) within the higher education context to understand the pedagogical and social-technical factors that influences the students’ recommendation for the teachers?
- How do we exploit the resultant information or pieces of evidence (e.g., sentiment and emotional valence) extracted from the SET data to determine
whether the students evaluate and recommend their teachers by taking into account the gender of the teachers or construct?

- What role does the average sentiment and emotional valence expressed by the students play in the way they evaluate the teachers?
- How can we predict what a student’s recommendation for the teachers may be based on the gender of the students, average sentiment, and emotional valence scores?

To answer the identified research questions, the study designed a number of constructs it used to conduct the analysis and investigations:

- In the text mining approach, we applied the EPDM model to determine the different sentiment and emotions expressed by the students in the comments for the teachers by considering the gender differences. To this effect, we performed a sentiment and emotional valence analysis (i.e., polarity or textual data quantification) to determine the intensities of the comments provided by the students and their impact on the teachers’ evaluation.
- Also, we determined the main factors or differences in the way the students evaluated and/or recommended the teachers based on the quantified data (average sentiment and emotional valence) by holding out the students’ gender as one of the potential heightening factors.
- For the machine learning method, we built a textual data classification model to determine to what extent the approach (EPDM + ML) is capable of predicting what a students’ recommendation or evaluation (scores) for the teachers would be by taking into account the students’ gender, average sentiment, and emotional valence.
- Finally, we provided an empirical discussion of the implications of the study findings based on the significant factors, gender differences or perspectives, and machine learning classifications outcomes.

Consequently, the study makes the following contributions to knowledge, based on the analyzed constructs and effort to provide answers to the research questions:

1. It shows the capability of the Text mining approach and Machine learning technologies towards effective (educational) data analysis, and understanding of its main implications/application within the education domain.
2. It defines a text mining and machine learning model (EPDM + ML) that makes use of the comments (textual data) provided by the students in SET to determine the impact of the different emotions and sentiments expressed by the students in connection to their recommendation of the teachers based on the gender differences.
3. It develops a machine learning classification model that was trained to predict to a significant level (high accuracy), the ratings or scores a student is most likely to give to their teachers by considering the students’ gender, sentiments, and emotional valence constructs.
It demonstrates how data about students’ evaluations of teaching (SET) can be utilized to provide solutions to the ever-increasingly need to social-technically and pedagogically advance/support the teaching–learning processes and/or students’ experiences in a rapidly changing educational market or ecosystem.

It introduces a teaching analytical method that shows to be effective towards the understanding/improvement of the end-to-end teaching–learning processes in education, as well as, how compounding factors such as the gender differences affects the way students rate or evaluate the teachers’ performances and/or learning outcomes.

2 Background information

2.1 Text mining and machine learning techniques for educational process evaluation

The fundamental feature of the Text mining (Altrabsheh et al., 2014; Binali et al., 2009; El-Halees, 2011; Pandey & Pandey, 2019; Wen et al., 2014) and Machine learning (Abu Alfeilat et al., 2019; Abu Zohair, 2019; Dey et al., 2016; Ghosh et al., 2020; Ofli et al., 2016; Viji et al., 2020) techniques, both in what can be defined in theoretical and technological paradigms; is that both methods can be used to understand the several patterns or relationships that exist in the (educational) datasets stored in the information systems or databases of the several organizations’ processes (Jones, 2019; Tur et al., 2017; van der Aalst, 2016). With Text mining, we note that the supported methods can be applied to determine the connections between the real-time processes and the intended users or stakeholders (Wen et al., 2014). Whereas, with Machine learning methods, we note that the technique can be used to predict (e.g., through automatic classification) (De Fortuny et al., 2013; Ofli et al., 2016) the relationships that exist between the process instances in connection to the processes in question. Indeed, the congruence of the aforementioned features of both methods (Text mining and Machine learning) can be harnessed to understand and foster the teaching–learning processes for the said stakeholders (HEIs, teachers, and students) based on the descriptive decision theory or concept (Baucells & Katsikopoulos, 2011; Chandler, 2017) as demonstrated in this paper. Typically, whilst the sentiments/emotions or experiences of the users (e.g., learners) can be determined from data collected about the teachers-students interactions through the text mining technique, the machine learning technique or classification models, on the other hand, can be used to predict what the learners’ recommendation or assessment about the teachers-students interactions could be based on the expressed/extracted sentiments or emotional valence (Abu Zohair, 2019; Bollen et al., 2011; Dey et al., 2016; Ghosh et al., 2020).

As an example, Wen et al (2014) mined collective sentiments in a massive open online courses’ (MOOCs) forum post, to monitor the students’ thoughts towards the several offered courses, and the result shows that sentiment analysis (text mining) can be used to provide an effective method to engage the learners even in social settings (Bollen et al., 2011; Brinton et al., 2014; Crues et al., 2018). The outcome
of the exploratory study comprised of a survival model (Wen et al., 2014) that was built as a predictive/monitoring tool for determining the efficacy of certain human-expressions or language-behaviours (e.g., the impact of students’ opinions in the MOOCs environment) based on the probability of certain events happening. Also, taking into account the connectedness between the text mining technique (e.g., sentiment analysis) and machine learning or classification models (Ofli et al., 2016), the study of Dey et al. (2016) notes that the sentiments which are often found in the comments or feedbacks (e.g., SET) can be categorized by polarity (i.e., positive, neutral, or negative Kalaivani, 2013; Litman & Forbes-Riley, 2004; Okoye et al., 2020), and then utilized to provide valuable pointers or indicators in connection to the various reasons or purposes for which the datasets are analyzed (e.g., the advances in teaching analytical methods and/or students’ evaluation of teaching described in this study). Besides, the authors (Dey et al., 2016) also used a statistical method that supports the K-nearest neighbour (KNN) (Abu Alfeilat et al., 2019; Ghosh et al., 2020; Viji et al., 2020) and Naïve Bayes’ (Zhou et al., 2020) supervised machine learning algorithms to capture the different words/sentence polarities and elements of the subjective styles or patterns.

Along these lines, this study shows that through extraction of the different polarities or intensities of the sentiments and emotional valence expressed by the students in the SET data, that we are able to ascertain and provide new and vital information in relation to the top emotions the undergraduates (students) show when completing the SET instrument and/or rating of the teachers’ performance, and then provide strategies for further improvements through the machine learning and statistical analysis procedures. Consequently, we applied the k-nearest neighbour (KNN) classifier/algorithm (Abu Alfeilat et al., 2019; Ghosh et al., 2020; Viji et al., 2020) to model and make predictions about the students’ recommendation scores for the teachers based on the quantified (polarized) sentiments and emotional valence.

2.2 Teaching analytics towards educational management and process analysis

Teaching analytics (TA) is a term used to describe emerging methods and technologies that are used to support the educational processes to ensure an increased teaching or scholastic practices/pedagogies within the education domain (Ndukwe & Daniel, 2020; Romero & Ventura, 2020; Wise & Jung, 2019). Regardless of the context in which the TA methods or tools are applied, the main goal of the TA-supported methods is to facilitate some form of knowledge extraction (sense-making analytics) from the readily available educational datasets and then foster a response (actionable analytics) based on the derived information (Wise & Jung, 2019). According to Wise and Jung (2019), embedding the use of educational technologies or learning analytical tools into teaching practices to help inform instructional-based decisions may represent to be a cumbersome and/or time taking process. For example, the authors (Wise & Jung, 2019) noted that the gap between finding/discovering some of the interesting patterns or knowledge from the educational data/processes, to taking actionable responses or decisions is one of the most critical considerations to take into account when aiming to bridge the pedagogical support or complexities.
within the higher educational processes. On the other hand, TA is also allied to the concept of “business intelligence” (BI) (Ndukwe & Daniel, 2020; van der Aalst, 2016) in education, as the resultant insights drawn from the methods can be used to not only improve the teaching practices in the various HEIs’ settings, but also utilized to provide meaningful or valuable actions to drive the business operations forward, based the pieces of evidence or insights drawn from analyzing the datasets (e.g., educational data) collected about the processes in question. Moreover, whereas Romero and Ventura (2020) notes the educational data mining (EDM) methods to be closely related to the overlapping terms such as the Teaching Analytics, Big Data in Education, Academic Analytics, Datafied or Data-Driven Education, Institutional Analytics, Educational Data Science, and Data-Driven Decision-Making (Cech et al., 2018; Cerratto Pargman & McGrath, 2021; De Fortuny et al., 2013) in Education within the current works of literature. Ndukwe and Daniel (2020) notes that analysis of educational datasets collected about interactions of the teachers in relation to the students’ learning processes (i.e., teacher-centric learning design) is a promising way of increasing knowledge about the teaching processes, and how it can be effectively sustained. Therefore, improving the effectiveness and efficiency of the HEIs and the teaching practices, including other benefits such as students’ success and active learning engagement, curriculum enhancement and development, etc. (Ndukwe & Daniel, 2020).

2.3 The state-of-the-art in educational data mining and process innovation

Educational data mining (EDM) and the supported methods which are mainly used to enhance the different organizational processes through insights drawn from educational data, have experienced significant growth and attention over the years both in theory and in practice (Abu Zohair, 2019; Alizadeh et al., 2019; Bogarín et al., 2018; Bowdre, 2020; Cerratto Pargman & McGrath, 2021; Dommett et al., 2019; Exter et al., 2018, 2019; Romero & Ventura, 2020; Sánchez-Mena et al., 2019; Wang & Zhu, 2019). A majority of existing studies demonstrates that the educational institutions are gradually becoming “data-hungry”, thus, are increasingly seeking data and the results which are obtained from the applied methods for their own use or educational purposes (Clark, 2015; Romero & Ventura, 2020; Williamson, 2018). For example, Williamson (2018) noted the “Data Future” program as one of the many educational initiatives that will foster new ways of standardizing and quantifying accumulated data and information for education purposes. Also, the several “smart learning tools” and “learning analytical platforms” (Aldowah et al., 2019; Jones, 2019; Larrabee Sønderlund et al., 2019; Perrotta & Williamson, 2018), otherwise allied to the notion of “business intelligence” (Ndukwe & Daniel, 2020; van der Aalst, 2016) are now being used by the different institutions to harness the various educational-process-related decisions and strategies (De Fortuny et al., 2013).

Indeed, in the modern-day educational settings or twenty first Century education; data are now being collected and stored about the teaching and/or learning processes at an unprecedented rate, either for use in understanding the different activities or sub-processes that make up the educational processes, or for use in advancing the
technical capabilities of the educational technologies and impact in the diaspora. Perhaps, such advancements, both in development and use of the educational technologies, have resulted in what the different organizations or educators now call "technology-based education" or yet "educational innovation". As an example, the research by Daniel (2015) notes that digitalization of educational processes have led to a significant amount of innovation, and has inadvertently spanned the conception of datafication or datafied-Education (Cerratto Pargman & McGrath, 2021; Perrotta & Williamson, 2018; Prinsloo, 2017; Prinsloo & Slade, 2017; Slade & Prinsloo, 2013; Williamson, 2018). Nonetheless, the several educational institutions in question have experienced systematic transformations in the various scholastic endeavors, thanks to the new trends in educational data mining and technologies which are purportedly used to foster the way in which educational data are being generated, collected, and analyzed to support the educational processes.

Perhaps, most HEIs have had to amalgamate the digital (educational) technologies in their different activities in order to ensure the quality or reliability of the underlying business models and operations (Kori et al., 2018; Lawrenz et al., 2019; Medne et al., 2020; Mourad, 2017). Moreover, studies within the EDM field have also focused on addressing some of the challenges in using those methods and technologies to provide innovative opportunities for teaching and learning in the different contexts (Abu Zohair, 2019; Alizadeh et al., 2019; Bogarín et al., 2018; Dommett et al., 2019; Exter et al., 2018, 2019; Munro, 2018; Romero & Ventura, 2020; Wang & Zhu, 2019). For instance, Wang and Zhu (2019) observed that the use of digital technologies in teaching is capable of supporting high-quality and transformed educational process by comparing the performances/outcomes of the learners in a MOOC-based, flipped classroom, and traditional class settings, respectively. Whereas, the study by Abu Zohair (2019) that used the machine learning techniques to analyze educational datasets, shows that adequate (accurate) prediction of students’ data or analysis may have not only been crucial in improving the students’ performance/experiences (Benkwitz et al., 2019; Crues et al., 2018; Kori et al., 2018; Weston et al., 2019), but also represents as a useful tool towards the promotion of the various university’s ranking or status (Medne et al., 2020; Mourad, 2017; Tóth & Surman, 2019).

2.4 The future of educational data mining and technologies in HEIs

This study notes the implications of the educational data mining (EDM) in terms of quality of education, innovation, and the future of education (UNESCO, 2014, 2015, 2021). For example, the research by Mayer-Schönberger and Cukier (2014) noted that the acclimatization of digital technologies and education has paved the way for ground-breaking innovative systems used to drive the higher educational institutions forward. Symptomatically, the resultant models which incorporates modern-day modes of teaching and learning such as Challenge-based learning, memorable university experience, inspiring professors, and flexibility as to how, when, and where learning takes place have become the contemporary goals of the HEIs (TEC, 2018, 2020). Moreover, Dommet et al. (2019) opined that digital technologies for Education
would ostensibly stand as the practical bridge between the several activities that underlies the educational processes and the usefulness of the said educational models. To note, Jones (2019) shows that Educators are consumably adopting the modern educational models to track, aggregate, and analyze the students learning behaviors or profiles that are logged in the databases of the several HEIs (Kori et al., 2018; Medne et al., 2020). Apparently, the most adopted technologies include the educational data mining (Bogarin et al., 2018; Romero & Ventura, 2013, 2020), machine learning (Abu Alfeilat et al., 2019; Abu Zohair, 2019; Dey et al., 2016; Ghosh et al., 2020; Herodotou et al., 2019a, b; Litman & Forbes-Riley, 2004; Muldner et al., 2011; Viji et al., 2020), and learning analytics (Ferguson, 2012; Ferguson & Clow, 2016; Larrabee Sønderlund et al., 2019; Mangaroska & Giannakos, 2019; Ndukwe & Daniel, 2020; Noroozi et al., 2019; Papamitsiou & Economides, 2014, 2019). Interestingly, all of the aforenoted methods and studies have one common goal; which are directed towards achieving an effective and quality of Education, models, and learning outcomes (UNESCO, 2015, 2021).

Likewise, the work in this study believes that the developed educational models and technologies can provide innovative methods and practices within the higher education contexts. Ranging from the development and application of intelligent methodologies that are aimed to transform the students’ learning experiences, to empowering the teaching analytical methods and processes, and what could be called the three-dimensional “expressive-communication-relational” pedagogic skills implemented within the higher education settings. To these effects, the study proposed the educational process and data mining plus machine learning model (EPDM+ML) as an extension to the EPDM model proposed in Okoye et al. (2020) that proves to be useful in improving the teaching process and practices in HEIs, as well as, qualities and experiences that the students value in their instructors, e.g., by addressing the gender preconceptions in terms of teachers-students engagement, and the methods’ adequacy in supporting the educational process initiatives in the diaspora.

3 Methodology

3.1 Educational process and data mining technologies

Prior studies have looked into how best to apply Educational technologies and models to effectively facilitate the teachers-students learning processes, practices, and experiences (Altrabsheh, 2016; Barton & Dexter, 2020; Bowdre, 2020; Cerratto Pargman & McGrath, 2021; Crues et al., 2018; Mackness et al., 2010; Ndukwe & Daniel, 2020; Renz & Hilbig, 2020; Tondeur et al., 2020; Wen et al., 2014). Ndukwe and Daniel (2020) notes that TA can help Educators (e.g., teachers) to improve the teaching pedagogies and learning outcomes through the provision of tools or platforms that allows them to use data to reflect on teaching. Indeed, the utmost goal of TA-supported methods should be on how to extract or derive meaningful information from the several educational datasets that are stored at an unprecedented rate within the educational databases or information systems; that normally would
not be observable by the ordinary eyes but with ample application of state-of-the-art models and/or methods to help uncover hidden patterns/relationships or knowledge from the readily available datasets (Ndukwe & Daniel, 2020). For example, whereas Tondeur et al. (2020) proposed a technological pedagogical content knowledge (TPACK) method to reflect on the role of technology in Education. Ndukwe and Daniel (2020) introduced what could be called a theoretic road map that is directed towards guiding the researchers or educationalists in improving the quality of teaching and/or learning processes by engaging with the educational datasets. The outcome of their approach was a teaching outcome model (TOM) that showed to be useful not only for understanding the state-of-the-art methods or educational technologies related to teaching analytics and its implications for the future of education, prospects or mechanism in higher educational settings, but also in understanding the connection between the conceptual frameworks of teaching analytics (TA) (Ndukwe & Daniel, 2020), Learning Analytics (LA) (Ferguson, 2012; Herodotou, et al., 2019a, b; Jones, 2019; Papamitsiou & Economides, 2014; Renz & Hilbig, 2020; Romero & Ventura, 2020), and learning design (LD) (Holmes et al., 2019; Mangaroska & Giannakos, 2019) in general. Accordingly, this study proposes the Educational Process and Data Mining plus Machine Learning model (EPDM + ML) that is built on conceptual frameworks of the TA, LA, and LD that is based on descriptive decision theory (Baucells & Katsikopoulos, 2011; Chandler, 2017) to provide a data-focused or analytical method that shows to be useful not only towards understanding of the teachers-students learning processes/outcomes to help inform and improve the quality of teaching pedagogies, but also the need for creating teaching-data-literacy or contextual-based analysis to uncover and address the different teaching–learning challenges that can be found within the higher education settings. The method (EPDM + ML) is described in detail in the next section of this paper.

### 3.2 Educational process and data mining plus machine learning model (EPDM + ML)

The study presents in Fig. 1, the main architecture or building blocks of the EPDM + ML model which it applied for implementation of the method described in this paper.

As shown in Fig. 1, the EPDM + ML model design and implementation is described in two phases. First, we applied the main functions of the EPDM model defined in Okoye et al. (2020) to analyze the comments (textual data) provided by the student in the SET to help deduce and quantify the average sentiments and emotional valence scores of the individual comments. The process also comprised of the cleaning and filtering of the dataset to allow for the text mining and model deployment to follow. The text analysis or textual data quantification is then performed using appropriate text mining tools, packages, and libraries to extract the values that were utilized to comprehend the level of impact of the students’ comments or intensity of the sentiment/emotions they expressed across the datasets. Technically, we used the R statistics tool (Rstudio, 2020), an integrated development environment that supports the text mining algorithms and methods such as sentimentr, sentiment Analysis, pander, etc. to analyze the data. Thus, we extracted the sentiment scores.
and emotional valence of the different comments, and consequently, utilized the quantified results (i.e., ave_sentiment and emotional_valence) to compare its relatedness to the quantitative measures or data (recommendation_by_students) as contained in the provided SET instrument, by considering the influence and significant differences in the way the students recommended the teachers by gender.

For the second phase of the model (Fig. 1), we developed a machine learning classification model that predicts what a students’ recommendation for the teachers may be based on the students’ gender, ave_sentiment, and emotional valence scores. To do this, we trained and analyzed the extracted information (i.e., recommendation_by_students, student_gender, ave_sentiment, and emotional_valence) using the k-nearest neighbour machine learning algorithm (Abu Alfeilat et al., 2019; Ghosh et al., 2020; Viji et al., 2020; Wong & Yeh, 2019) supported by libraries such as CaTools and Class Library in R (Rstudio, 2020). Also, a cross-validation or
performance evaluation measure using the confusion matrix and performance metrics (van der Aalst, 2016) was used to determine the accuracy, error-rate, specificity, precision, recall, and F1-score of the model being able to classify the predicted scores.

### 3.3 Data sampling and SET instrument

The study makes use of data we collected from the Student Opinion Survey (ECOA, 2013) within the higher education context to conduct the series of experiments and implementation of the EPDM + ML model described in this paper. ECOA is a (SET) system designed for the collection of information about students’ opinions with respect to the outcome of the different offered courses and teaching programs across the various campuses of the host institution, where this research was conducted. We analyzed the SET data collected through the (ECOA) survey from undergraduates about their teachers’ performances for the academic year of 2019. The survey instrument was applied across the 26 campuses of the institution spread across the entire national regions of the host country (Mexico); covering around 14 Divisions/Schools, 78 Departments, and 1082 Courses. Therefore, we assume that a wide range of the students’ opinions and/or recommendations about the courses and teachers’ performance were represented in the collected data. For the purpose of this study, we analyzed both the textual data (comments) provided by the students in response to the question, "Why would you recommend or not recommend the teacher", the gender of the teachers and students, and the quantitative data they provided in response to the question “Please rate your recommendation for the teacher?” which was measured on interval scale of 0 to 10 where 0 means the lowest rating and 10 means the highest rating. It is also important to mention that to get an unbiased and ethical evaluation/analysis of the available data; the names of the students who completed the survey were withheld from the data for anonymity purposes, even though, their gender distribution or demographic information were disclosed. The questionnaires were completed by the students at the end of their respective programs or courses. Also, considering the privacy and ethical point of view; the students who provided the comments were informed about the purpose of the applied questionnaires, and were not directly involved in the analysis performed in this study.

Considering the validity and reliability of the SET data; we note that the ECOA instrument is an institutional survey administered and maintained by the host university, and has been used for several years by the institution for the purpose of evaluation/assessment of the teachers’ performance based on answers or comments provided by the students. The instrument has been used and validated in previous studies (Hernández, 2013; Montemayor-Gallegos, 2002; Salinas & Martínez, 2018). While, the comments given by the students were a free choice open-ended question, the recommendation of the teachers was a close-ended interval scale question between 1 and 10. The estimated minimum sample size for the study was 40 participants which we considered to be the scientifically acceptable sample size \( n > 30 \) or ...
(Roscoe, 1975) for conducting the different experimentations and analysis in this study when compared to the large enough sample size \( n = 85,378 \) we have used.

Describing the data sample and size, the dataset we used for the study includes a total sample of \( n = 85,378 \) responses we analyzed after cleaning and filtering out the incomplete datasets and students who did not comment in the data. We noted a sample size of \( n_1 = 45,294 \) for the male students, and \( n_2 = 40,084 \) for female students which we utilized throughout the series of experiments and analyses in this paper. Also, for the training and testing of the proposed machine learning model, we have randomly selected a total sample of \( n_3 = 1000 \) (\( n = 700 \) used as training set, and \( n = 300 \) for test set) to evaluate the classification process or performance metrics of the model.

### 3.4 Experimental setup

The EPDM + ML model implementation and analysis was carried out to:

- Determine the average sentiment and emotional valence of the individual comments given by the students in the SET.
- Determine the marginal mean differences and/or influence that the average sentiment and emotional valence scores has on the students’ recommendation of the teachers, and how the results differ by considering the gender differences.
- Determine the extent or capability of the machine learning classification model being able to predict what the students’ recommendation for the teachers would be by considering the students’ gender, sentiment, and emotional valence displayed in the data or comments.

### 4 Main methods used for the data analysis

- Text mining or Sentiment analysis: Used to extract the intensities (polarity) of the comments provided by the students in the SET through polarization or textual data quantification.
- Analysis of covariance (ANCOVA) and Kruskal Wallis Test: Used to determine the marginal means of effects that the extracted sentiments and emotional valence has on the students’ recommendation for the teachers, and how the results differ by considering the gender construct.
- \( K \)-nearest neighbor (KNN): Classification algorithm or predictive model used to predict what the students’ recommendation for the teachers may be by considering the students’ gender, sentiment, and emotional valence scores.

### 4.1 Data analysis, implementation, and results

For the data analysis and implementation of the various phases of the EPDM + ML model as defined in Fig. 1; the study used the text mining method (EPDM) to extract the different values or scores representing the polarity (intensities) of the average
sentiment and emotional valence expressed by the students in the comment (textual data) using the relevant packages, functions, automation, and quantification methods in R. It is noteworthy to mention that the text (comments) provided by the students were mainly in Spanish and was analyzed in its original form. However, we report the results and outcomes of the experiments in English to cover the wider spectrum of international audience/readers and educational objectives of this study.

4.2 Text mining method and analysis

The study implemented the first phase of the EPDM + ML model by determining the intensities of the students’ comments towards the teachers as contained in the ECOA SET by using the EPDM method, a Text Mining technique previously proposed in Okoye et al (2020). Typically, as shown in Tables 1, 2 and 3, the outcome of

| Gender                      | Element id | Word count | ave_sentm |
|-----------------------------|------------|------------|-----------|
| Male students \((n = 45,294)\) | 1:         | 32         | 0.000     |
|                             | 2:         | 2          | 0.000     |
|                             | 3:         | 2          | 0.000     |
|                             | 4:         | 12         | 0.216     |
|                             | 5:         | 3          | 0.000     |
|                             | ...        | ...        | ...       |
|                             | 45290:     | 3          | 0.000     |
|                             | 45291:     | 4          | 0.000     |
|                             | 45292:     | 24         | 0.000     |
|                             | 45293:     | 3          | 0.000     |
|                             | 45294:     | 3          | 0.000     |

| Gender                      | Element id | Word count | ave_sentm |
|-----------------------------|------------|------------|-----------|
| Female students \((n = 40,084)\) | 1:         | 12         | 0.000     |
|                             | 2:         | 6          | 0.000     |
|                             | 3:         | 7          | 0.000     |
|                             | 4:         | 19         | 0.000     |
|                             | 5:         | 13         | 0.000     |
|                             | ...        | ...        | ...       |
|                             | 40080:     | 29         | 0.000     |
|                             | 40081:     | 13         | 0.000     |
|                             | 40082:     | 21         | -0.054    |
|                             | 40083:     | 4          | 0.000     |
|                             | 40084:     | 3          | 0.000     |

Note: values represent the first and last five comments in the SET data.
the method (EPDM), is a quantified or polarized values that are used to denote the intensities of the different comments provided by the students by using the positive (+), neutral (0), and negative (-) connotations to represent the scores (Litman & Forbes-Riley, 2004; Okoye et al., 2020); whereby the values with positive (sentiment and/or emotional valence) (+) scores represent an attractive sentiment/emotion, whilst the negative (-) scores signify an aversive sentiment/emotion. The zeros represent sentiment/emotions that are classified as neutral (0), and thus, have no emotions or sentiment attached to them. It is also important to mention that by sentiment scores; we refer to the average or impact of the different individual

| Table 2 Summary of the sentiment scores across the SET data considering the gender of the students, broken down by word count, standard deviation, and the sentiment score |
|---|---|---|---|---|---|
| Male students | Female students |
| Word count | sd | ave_sentm | Word count | sd | Ave_sentm |
| Min | 0 | 0.00 | −0.716 | 0 | 0.00 | −0.707 |
| Median | 10 | 0.00 | 0.00 | 12 | 0.00 | 0.00 |
| Mean | 13.8 | 0.04 | −0.006 | 16.2 | 0.04 | −0.005 |
| Max | 407 | 1.14 | 1.395 | 419 | 0.65 | 1.223 |

element_id denotes the individual comments by the students; word_count represents the number of words in each comment; sd represents standard deviation of the sentiment scores in the comments; ave_sentm is the average sentiment score for the individual comments

| Table 3 Fragment of the emotional valence scores expressed by the students towards the teachers analyzed by gender |
|---|---|---|---|
| Emotional valence scores |
| Comments | (Male students > > > teachers) | (Female students > > > teachers) |
| [1] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 |
| [16] | 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [31] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [46] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [61] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [76] | 4 0 0 0 0 0 0 0 1 0 0 0 2 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [91] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [106] | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| [---] | --- | --- | --- |
| Min | −4 | −4 |
| Median | 0.00 | 0.00 |
| Mean | −0.012 | −0.021 |
| Max | 6 | 13 |
comments provided by the students. Whereas the emotional valence is obtained by summing up the scores of the words which the model has identified as a term that can be used to express an emotion in the texts (comments).

As shown in Table 1; the sentiment analysis we did to extract the scores for the different comments were analyzed based on the students’ gender distribution. The results are as shown in Table 1 and summarized in Table 2 and Fig. 2.

As shown in Tables 1 and 2, and Fig. 3; we made use of the sentiment_by, get_sentiment, and get_nrc_sentiment functions in R (Rstudio, 2020) to establish the different word counts and the average_sentiment scores for each comment in the data including the standard deviations. The sentiment scores were represented as interval values between -1 and 2 (Fig. 2), denoting the levels of intensity or impact of
each individual comments that was analyzed by the model. For example, in Table 1, we made use of the first and last five comments in the analyzed data to explain the results of the method; whereby the comments that came out with a positive (+) interval value signifies a positive (good) sentiment, whereas comments with a negative (−) value represent an aversive (bad) one. In total, we found that the male students expressed the utmost negative sentiments (comment) with a minimum (min) value of −0.716 when compared to the min (−0.707) expressed by the females (Table 2). Nevertheless, the male students also expressed the most positive sentiments with a maximum (max) value of 1.395 in contrast to the female counterparts who expressed a max average of 1.223, vice and versa.

Furthermore, to quantify the levels of emotional valence of the comments provided by the students by gender, we applied the get_nrc_sentiment function which is supported by the pander method or algorithm in R to extract the different scores for each comment provided by the students based on the gender differences. Technically, the get_nrc_sentiment functions by obtaining and quantitatively labeling the intensities of the words which can be used to express an emotion in the texts by using the positive (+ +), neutral (0) and negative (−) values (Litman & Forbes-Riley, 2004; Okoye et al., 2020) to represent each relevant word it finds in each case. The results of the method is as shown in Table 3 and Fig. 3.

In Table 3, we showed the emotional valence scores of the first 120 comments. The Comments column, [1] to [106], represents the id of the first individual comment in each case within each row. The comments with positive (valence) scores represent an attractive emotion, whilst the negative scores signify an aversive valence. The zeros represent comment which are classified as neutral, and thus, with no emotions attached or words which can be used to express emotions were not found. We note, as shown in Table 3 and Fig. 3, that the valence scores for the male students ranged between -4 and 6, whereas those found for the females ranged between -4 to 13. As example, we show the specific comments for the min and max emotional valence that we found for the different genders including an example of the neutral comments, as follows:

**Male student comment [15043]** Positive (Max) Valence Score: 6 > “Excellent professor. He [teacher] not only shows his mastery but also his love for literature in class. Very fun class, challenging due to the time management needed to complete the assignments, but fun and relaxing either way.”

**Female student comment [7758]** Positive (Max) Valence Score: 13 > “I’d recommend her [teacher] because her classes were full of "hands-on" activities, examples and interesting information, and she explain very clearly theoretical information, and didn’t asked us to memorize but to learn. I liked that her quizzes were short but continuous, and just about relevant information. Seriously, I discovered the huge passion I have for art, and she inspire me to get deeper and learn by myself more about the background of art and artists; this changed my perception of art, from just appreciating it to analyzing and feeling it. As well, I felt the confidence to approach
and ask for help when I needed; once I received a word of support from her, that helped me a lot”.

*Male student comment [43944]*  *Negative* (Min) Valence Score: $-4$ > “He is a teacher who has a great knowledge of the subject, however I think that he does not manage to transmit that knowledge to the students at all and that makes one lose interest in the subject and only take the subject simply by passing it even if one does not understand the subject. everything seen in class”.
Female student comment [38731] Negative (Min) Valence Score: $-4 >$ “Excellent teacher, however sadly the course has lost my interest since it is not a dynamic class, or with additional material to that offered by the book”.

Male student comment [1] (Neutral) Valence Score: $0 \rightarrow$ “Because he knows a lot about the subject, they are things that will serve us in the future, in addition, his way of teaching is very specific which makes the class interesting”.

Female student comment [2] (Neutral) Valence Score: $0 \rightarrow$ “She explains very well, has a lot of patience”.

In Figs. 4, 5 and 6 and Table 4, we report the overall emotions of the students about the teachers’ broken down by gender of the teachers and students. We looked at both genders (teachers and students), and the emotions that the students deem as crucial in the SET evaluations. Principally, we applied the sentiment/emotions classifications within the educational domain as noted in Litman and Forbes-Riley, (2004) and Okoye et al. (2020) in the results.

**Table 4** Summary of the Emotional Valence expressed by the students towards the teachers broken down by gender

| EV  | Male teachers | | Female teachers | |
|-----|---------------|-----------------|-----------------|-------|
|     | Min | Median | Mean | Max | Min | Median | Mean | Max |
| Male students | $-4$ | 0.00 | $-0.008$ | 6 | $-3$ | 0.00 | $-0.019$ | 6 |
| Female students | $-3$ | 0.00 | $-0.017$ | 10 | $-4$ | 0.00 | $-0.027$ | 13 |

$EV$ emotional valence, $min$ minimum, $max$ maximum
Having established the polarity (intensities or textual data quantification) of the different comments provided by the students in the SET; the study turned its attention to determine the effect that the students’ gender has on the recommendation of the teachers based on the linearity of the independent pairwise comparisons (i.e., the estimated marginal means) by controlling the *ave_sentiment* and *emotional_valence* expressed by the students using an Analysis of Covariance test (ANCOVA) (Alao et al., 2019; Wang et al., 2019). In other words, we determined the effect that the students’ gender have on the recommendation of the professors whilst also controlling (taking into account) the impact or influence of the covariates (students’ average_sentiment and emotional_valence) on the
resultant outcomes. We believed that the covariates might explain some of the differences in the marginal means in terms of the recommendations given to the teachers by the students considering the students’ gender. For instance, whether the varying negative/positive sentiments and emotional valence as described in the earlier section (text mining) may lead to a higher or lower recommendations by the students taking into account the gender differences of the students. Henceforth, we analyzed the contributing effect that the students’ average sentiment and emotional valence may have on the outcome of the recommendations using the ANCOVA method, and then, conducted a Kruskal Wallis test (Elliott & Hynan, 2011; Frey, 2018) to determine where the significance differences may lie by considering the different genders. To do this, we assume that there is homogeneity between the covariates and the students’ gender. The results of the ANCOVA and Kruskal–Wallis tests are as reported in Tables 5, 6, and 7.

As gathered in Table 5, the marginal mean of effect or result of the ANCOVA test shows that there is a significant difference or effect between the students’ gender and the recommendation of the teachers (\(p=0.048\)). This means that the students’ gender plays a part in the recommendation scores given to the teachers, and also varies by gender. Also, when we took into consideration the influence (covariance) that the ave_sentiment and emotional_valence of the students played in the recommendation of the teachers; we found that whereas the ave_sentiment (\(p=0.000\)) expressed by the students contributed to the test outcome, the students emotional_valence (\(p=0.376\)) do not influence their recommendation of the teachers. Nevertheless, when analyzing the effect of the controlled independent variables (Ave_sentiment*Emotional_valence) while taking into account the influence of the uncontrolled independent variable
(Student_Gender) i.e., Student_Gender*Ave_sentiment*Emotional_valence (see: Table 5), we found that the overall mean effect of all the combined factors were significant ($p = .001$).

6 **Kruskal–Wallis test for differences in the students’ vs teachers’ gender**

Having found that there is a significant difference in the students’ gender and the average sentiment of the students when they recommend the teachers; we deemed it necessary to conduct a Kruskal–Wallis test to help determine where the significant differences may lie between the genders. The result of the method is as reported in Table 6.

As reported in Table 6, we found that the significant differences in terms of the recommendation of the teachers when analyzed by the students’ gender, alongside the impact of the ave_sentiment and emotional_valence of the students when doing so; is observed for the female students ($p = .000$). This means that the female students significantly take into account the sentiment when recommending the teachers, whereas their male counterparts do not ($p = .124$). In any case, both genders (male $p = .164$, female $p = .834$) do not consider their expressed emotions when recommending the teachers.

Finally, we checked to see if the significant results as presented in Table 6 differ by considering the gender of the teachers. The result of the method is presented in Table 7.

In Table 7, we found that the marginal means effect of the average sentiment for female students, as explained in Table 6, was significant for both genders of the teachers (male teachers $p = .009$, female teachers $p = .001$). Moreover, another interesting finding is the fact that the male students appeared to be borderline in terms of the sentiment and emotions when recommending the teachers; with the male students attaching emotional_valence of $p = .056$ for the male teachers, and ave_sentiment of $p = .077$ for the female teachers, respectively.

7 **The EPDM + ML machine learning classification/predictive model**

To implement the second component of the EPDM+ML approach; we developed a machine learning classification model that predicts what a students’ recommendation for the teachers would be based on the students’ gender, average sentiment, and emotional valence parameters. As defined in the provided steps or procedures in Algorithm 1, we trained the model with the students’ gender ($Gd$), recommendation scores given by the students in the SET ($Rec$), and the extracted average sentiments ($ave\_sentm$), and emotional valence scores ($EV$) (see: Tables 1 and 2), using the $k$-nearest neighbour (KNN) algorithm (Abu Alfeilat et al., 2019; Ghosh et al., 2020; Viji et al., 2020; Wong & Yeh, 2019) in R statistics (Rstudio, 2020).
| Algorithm 1: EPDM+ML textual data classification and predictive model |
|---------------------------------------------------------------|
| 1: Input:  
  * **ED**, educational data (SET)  
  * **ML**, machine learning dataset  
  * **Rec**, students’ recommendations  
  * **Gd**, gender of students  
  * **df.TR**, dataframe for training set  
  * **df.TS**, dataframe for test set  
| 2: Output:  
  * **Ave.sentm**, average sentiment of the individual students’ comments  
  * **EV**, emotional valence score of the individual students’ comments  
  * **KNN**, confusionMatrix, precision, recall, specificity, accuracy, error-rate, F1-score  
| 3: Procedure: EPDM+ML classifier: predictive model and textual data classification  
  4: Begin  
  5: For all extracted dataset, **ED**  
  6: Apply EPDM functions using sentiment_by, get_sentiments, get_nrc_sentiment  
  7: Extract average sentiment, **Ave.sentm**, and emotional valence, **EV** ← from **ED**  
  8: while no more constructs or considerations (A) is left do  
  9: Create **ML**, by concatenating c(**Rec**, **Gd**, **Ave.sentm**, **EV**) ← from **ED** and line 7  
  10: Normalize object **ML**, ← function(x) = return((x - min(x)) / (max(x) - min(x)))  
  11: Set seed, **df.TR** and **df.TS**, as dataframes ← from **ML**  
  12: Analyze **df.TR** and **df.TS** to produce the EPDM+ML predicted scores and classifier results  
  13: If **dfTR** and **df.TS** interpretation ← Null then  
  14: obtain the relevant A from **ED** and loop to line 9  
  15: Else If **df.TR** and **df.TS** interpretation ← 1 then  
  16: run the knn() method and analyze the outputs, **KNN**  
  17: Return: outputs, **KNN**  
  18: End If statements  
  19: End while  
  20: End For  
  21: End |

As gathered in the algorithm (Algorithm 1), the EPDM + ML model which can be applied to analyze any given educational data, especially as it concerns the students-generated dataset (SET), functions as follows: First, the captured dataset (ED) is imported into the integrated development environment, and then the EPDM method/
functions (Line 6) (Okoye et al., 2020) are applied to the (textual) data, in this case, the comments provided by the students, to extract the average sentiment (\textit{ave\_sentm}) and emotional valence (EV) scores (Line 7). The next steps defined in Lines 9 to 11, involves the creation of the training (df.TR) and test (df.TS) dataset which we used for the model predictions and classification process by concatenating the considered variables which are, consequently, stored as an object we called ML, i.e., \texttt{c(Ree, Gd, Ave\_sentm, EV)} (see: Line 9). In Lines 12 to 16, the defined dataframe or objects (df.TR and df.TS) containing the values of the training and test sets, respectively, was analyzed by using the k-nearest neighbour method, \texttt{knn()}, and in turn, the outputs (ConfusionMatrix, precision, recall, specificity, accuracy, error-rate, F1-score) are returned in Line 17. It is noteworthy to mention that the (ML) input dataset (n = 1000) was randomly selected from the data sample which perhaps contained the student genders and the recommendation variables; with the training set (df.TR) consisting of n = 700 cases (i.e., 70\% of the input dataset) and the remainder utilized as test set (df.TS) (n = 300). For the experimentation, we set the value of k (k-value) to be $k = \sqrt{n}$ (Cover, 1968) where $n = 1000$. The results of the predictions or classifications by the model/outcomes are as represented in the Confusion matrix (Ariza-López et al., 2019; van der Aalst, 2016) (see: Table 8), and Tables 9 and 10, respectively. In Table 9, we reported the details of the Optimal value of k (i.e., knn31) based on the closest $k = \sqrt{n}$ in order to illustrate how the model predicts each of the recommendation scores by the students in each run test of the model. As shown in the confusion matrix or performance metrics table (Table 8) and Table 9, the recommendation scores by the students was denoted from 0 to 10, with 0 being the lowest and 10 being the highest rating. Furthermore, in Table 10, we conducted a k-fold cross-validation method (Dehghani et al., 2019; Wong & Yeh, 2019; Xiong et al., 2020) to determine the performance of each of the input run test by the knn model. To do this, we determined the closest k-values for the model by establishing the square root of the input dataset (i.e., $k = \sqrt{n}$, where $n = 1000$),

\begin{table}[h]
\centering
\caption{Confusion matrix (performance metrics) for optimal k-value, knn = 31}
\begin{tabular}{llllllllllll}
\hline
Actual scores & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
0 & 10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 2 & 0 & 9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 8 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 9 & 2 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 15 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 9 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 16 & 0 & 0 & 0 \\
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 25 & 0 & 0 \\
9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 28 & 0 \\
10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 165 & 0 \\
\hline
\end{tabular}
\end{table}

Accuracy = 1.00 (100\%), 95\% CI = (0.98, 1), $p < .00$
Table 9  Optimal KNN model (knn.31) classifier and statistics for the different classes of recommendation (scores) by the students

knn.31 model classifier statistics and performance metrics for the optimal $k = \sqrt{n}$, $n = 1000$
p $= .000$ (2.2e-16), Cohen’s Kappa Coefficient: 1.00, CI: 95% (0.98, 1)

| Performance criteria                  | Score0 | Score1 | Score2 | Score3 | Score4 | Score5 | Score6 | Score7 | Score8 | Score9 | Score10 | Ave_met (knn.31) |
|---------------------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|------------------|
| Recall (sensitivity)                  | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00    | 1.00             |
| Specificity                           | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00    | 1.00             |
| Precision (pos. pred. value)          | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00    | 1.00             |
| Negative pred. value                  | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00    | 1.00             |
| Prevalence of score                   | 0.03   | 0.02   | 0.03   | 0.02   | 0.03   | 0.05   | 0.03   | 0.05   | 0.08   | 0.09   | 0.55    | 0.08             |
| Detection rate                        | 0.03   | 0.02   | 0.03   | 0.02   | 0.03   | 0.05   | 0.03   | 0.05   | 0.08   | 0.09   | 0.55    | 0.08             |
| Detection prevalence                  | 0.03   | 0.02   | 0.03   | 0.02   | 0.03   | 0.05   | 0.03   | 0.05   | 0.08   | 0.09   | 0.55    | 0.08             |
| Balanced accuracy                     | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00    | 1.00             |

Values are represented in percentage (%) where 0.00 equals 0% and 1.00 equals 100%
Table 10  K-fold cross-validation of the KNN models used for predicting the recommendation scores by the students

K-fold Cross validation method and results of the KNN models classifications and performance metrics
Where \( k \)-values are represented using the closest \( k = \sqrt{n} \), i.e., \( k_{26} \ldots k_{36} \), \( n = 1000 \)

| Performance criteria               | knn.26 | knn.27 | knn.28 | knn.29 | knn.30 | knn.31 | knn.32 | knn.33 | knn.34 | knn.35 | knn.36 |
|-----------------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Recall (sensitivity)              | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.96   | 0.94   | 0.88   | 0.88   |        |
| Specificity                       | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.99   | 0.99   | 0.99   | 0.99   |        |
| Precision (positive pred. value)  | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.95   | 1.00   | 1.00   | 1.00   |
| Negative pred. value              | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.99   | 0.99   | 0.99   | 0.99   |
| Prevalence of score               | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   |
| Detection rate                    | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   |
| Detection prevalence              | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   | 0.08   |
| Balanced accuracy                 | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.98   | 0.97   | 0.94   | 0.94   |
| \( p \)-value: \( \leq 0.05 \)    | .000   | .000   | .000   | .000   | .000   | .000   | .000   | .000   | .000   | .000   | .000   |
| Cohen’s Kappa (expected at 0.9)   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 0.98   | 0.95   | 0.91   | 0.91   |
| Conf. Int (CI): 95%               | (0.98, 1) | (0.98, 1) | (0.98, 1) | (0.98, 1) | (0.98, 1) | (0.98, 1) | (0.98, 1) | (0.96, 0.99) | (0.94, 0.98) | (0.91, 0.96) | (0.91, 0.96) |

Values are represented in percentage (%) where 0.00 equals 0% and 1.00 equals 100%
and then executed in each run test for the predictions, the values of the closest square root of $n$ for $k$, i.e., $k_{26}$ to $k_{36}$ as shown in Table 10.

Accordingly, we utilized the results of the classification process as shown in the confusion matrix (Table 8), and Tables 9 and 10 to calculate the precision, recall, specificity, accuracy, F1-score, and error-rate by the model, respectively, whereby the cross-validation or performance metrics are defined as follows (van der Aalst, 2016):

- **TP**—number of *true positives*; representing the instances of the scores that were correctly classified as positive
- **TN**—number of *true negatives*; representing instances of the scores that were correctly classified as negative
- **FP**—number of *false positives*; representing instances of the scores that are predicted to be positive but should have been classified as negative
- **FN**—number of *false negatives*; representing instances of the scores that were predicted to be negative but should have been classified as positive.

### 8 Performance metrics: precision, recall, specificity, accuracy, error-rate, and F1-score

The closest $k$-values for the ML input dataset ($n = 1000$) was used for calculating the performance of the outputed (scores) using a $k$-fold cross validation method (Dehghani et al., 2019; Wong & Yeh, 2019; Xiong et al., 2020). This was done in order to assess and to validate the performance of the knn model (see: Table 9). The outcome for each of the run test (knn26 to knn36) for the model is as represented in Table 10. In turn, we found that majority of the $k$-values (i.e., knn26 to knn32) utilized in each run test of the model happened to be high representing a total of 63.6% (7 out of 11 models) (see: Table 10) of the executed parameters. Moreover, the remainder of the run tests (36.4%) also presented a high accuracy and acceptable levels of performance measures (see: Table 10).

As gathered in Tables 8, 9 and 10, the precision of the knn model, otherwise known as the positive predicted values, i.e., $(TP)/(TP + FP)$ determines what proportion of the predicted scores actually tallies with the actual scores as contained in the dataset. As an example, we note in Table 9 for the closest Optimal $k$-value knn31($k = \sqrt{n}$) also reported in Table 10, that the precision value which was 1.00 indicates that all the predicted vs actual scores did match. In other words, given the high precision value (1.00), we can say that there is an empirically evidence of 100% chance that a specific students’ recommendation score that has been predicted by the model were essentially the correct scores.

On the other hand, recall (sensitivity) which describes what proportion of the students’ recommendations (scores) by considering the students’ gender, ave_sentiment, and emotional_valence was correctly identified by the model. For example, as reported in Table 9 for the knn36 optimal value for the model, the recall, which is also known as true positive rate, i.e., $(TP)/(TP + FN)$ equals to 1.00 (100%) which
means that the model did not necessarily miss any of the considered variables or parameters when calculating the recommendation scores.

Accordingly, when considering the specificity which represents the true negative rate, i.e., \(\frac{\text{TN}}{\text{TN} + \text{FP}}\) by calculating, for instance, the proportion of the students’ gender that were actually classified as either male or female. Henceforth, given the specificity score of 1.00 (100%) which is again very high, we assume or accept that those classifications by the model were correct.

Therefore, from the sensitivity (recall) result (1.00), we know that if the model predicts what a students’ recommendation score for the teachers would be based on the students’ gender, average sentiment, and emotional valence, then the predicted score is presumably correct. Whereas, considering the specificity (1.00), the result shows that if the model estimates or outputs what a students’ score is; taking into account the students’ gender, then there is a 100% good chance that the score is truly correct.

Finally, we determined the accuracy of the model, which represents the total number of the correct predictions by the model (which can be found on the diagonal-axis values of the confusion matrix – see: Table 8) divided by the total number of the test dataset that was utilized to predict the scores (\(n = 300\), i.e., \(\frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}} = \frac{165 + 28 + 25 + 16 + 9 + 15 + 9 + 8 + 9 + 6 + 10}{300}\), is equals to 1.00 (100%). While, the error-rate which represents how often is the model classification wrong, i.e., \(\frac{\text{FP} + \text{FN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}} = \frac{0 + 0}{300}\), is equals to 0.00 (0%). We also combined the precision and recall into an F1-score, which means the harmonic mean of the precision and recall, i.e., \(\frac{2 \times \text{Precision x Recall}}{\text{Precision} + \text{Recall}} = \frac{2 \times 1.00 \times 1.00}{1.00 + 1.00}\) is equals to 1.00 (100%). Moreover, the Cohen’s kappa coefficient metric (\(p\) expected is 0.9) (Carpentier et al., 2017), which measures how good the model predictions are compared to random guessing or assignment is equals to 1.00.

Thus, going by the high and acceptable values of the precision, recall, specificity, accuracy, F1-score, and error-rate by the model, which was uttermost observed for the majority of the \(k\)-values (63.6%) in the cross-validation of the method; we concluded that the KNN textual data classification approach by using the EPDM+ML, is a good predictor and efficient method to determine what the students’ recommendation scores for the teachers would be taking into account the students’ gender, average sentiment, and emotional valence parameters.

9 Discussion

This study introduced the EPDM+ML model (Fig. 1), as an extension of the educational process mining and data mining model proposed in Okoye et al. (2020). This was done to show the technical and scholastic ways on how to utilize pieces of evidence idiosyncratically drawn from educational dataset to inform and improve the teaching quality and performances for the stakeholders (teachers and students). The model (EPDM+ML) was developed through the amalgamation of the Text mining and Machine learning technique we grounded on the descriptive decision theory (Baucells & Katsikopoulos, 2011; Chandler, 2017) which studies the
rationale behind the decisions that users (e.g., students) are disposed to make by means of the textual data quantification and statistical analysis. Studies that have looked into the text mining (e.g., sentiment analysis) method and its main application within the different studied contexts, have shown that machine learning techniques can be a good predictor of the students’ feedback and/or recommendation of the teachers’ performances or outcomes (Abu Zohair, 2019; Altrabsheh et al., 2014; De Fortuny et al., 2013; Dey et al., 2016; Litman & Forbes-Riley, 2004; Ofli et al., 2016). For instance, whereas Altrabsheh et al (2014) applied machine learning algorithms such as the Naive Bayes (NB), Complement Naive Bayes (CNB), Maximum Entropy (ME), and Support Vector Machines (SVM) to analyze the real-time students feedback. This study employs the k-nearest neigbour (KNN) machine learning method (Abu Alfeilat et al., 2019; Ghosh et al., 2020; Viji et al., 2020; Wong & Yeh, 2019), which have shown its usefulness for classification problems, to predict the students’ evaluation of teaching and their recommendations for the teachers within the setting of higher education. In practice, the main purpose of the machine learning technique such as the one defined in this paper (EPDM + ML) is to predict what can happen across the dataset by learning the characteristics and/or relationships of some subsets or analyzed variables/parameters. Thus, by determining the number of process instances executed in turns of the k-values (see: Tables 8 and 9) in the available SET data, and by referencing the quantified variables (i.e., ave_sentiment and emotional_valence); we predicted the recommendation of scores for the teachers by the students based on the most occurring labels in the k nearest ones (Abu Alfeilat et al., 2019; Abu Zohair, 2019; Dey et al., 2016). The results show that the KNN text classification model (EPDM + ML) is a good predictor and useful technique that can be used to determine what the students’ recommendation scores for the teachers would be taking into account the students’ gender, average sentiment, and emotional valence, as reported and explained in detail in the earlier section.

It is important to mention from the findings on how the students evaluate their teachers’ performance and recommendation through the ECOA SET survey, as shown in Tables 1 and 3, and Figs. 2 and 3; that a greater proportion of the students’ comments that we analyzed (n=85,378) were considered to be neutral, i.e., equal to zero and largely interpreted to be positive in nature considering the comments which have shown the average sentiments and emotional valence. Thus, we note for the sentiment analysis that 76.4% (i.e., 65,219 out of 85,378) of the provided comments were classified as neutral, whilst for the emotional valence, 88.2% (i.e., 75,280 out of 85,378) were classed as neutral, respectively. On the other hand, for the comments which came out to contain some sort of either positive or negative sentiment, i.e., 20,159 out of 85,378 (23.6%), and emotional valence (11.8%), i.e., 10,098 out of 85,378; we found that the female students recommended the teachers by taking into account the sentiments (p = .000), whilst the male students appeared to be slightly borderline in terms of the emotions and sentiment when doing so with the closest non-significant values being p = .056 for emotional valence, and p = .077 for average sentiment, respectively. Also, when considering the different genders of the students in terms of the average sentiments scores; we note for the neutral comments (i.e., comments with zero values) that there was 35,296 out of 45,294 (77.9%) for males, and 29,923 out of 40,084 (74.7%) for the females. Whereas for
the remainder comments which shows to contain some form of sentiment, there was 9998 out of 45,294 (22.1%) for the males, and 25.3% (10,161 out of 40,084) for the females, respectively. Likewise, considering the students’ gender in terms of the emotional valence scores; the males showed a total of 89.2% (40,394 out of 45,294), and females 87.0% (34,886 out of 40,084) for the neutral comments. Whereas for the positive/negative emotional valence scores, they showed a total of 10.8% (4900 out of 45,294) for males, and 13.0% (5198 out of 40,084) for females, respectively.

9.1 Implications of this study

Concerning the implications of this study, both in practice and the wider spectrum of scientific research and/or educational technologies, in particular, we note that prior studies have looked at the effect that educational technologies, such as the teaching analytical methods, have on the teaching perspectives and experiences for the students (Boring, 2017; Engen, 2019; Gallego-Arrufat et al., 2019; Gomes & Ma, 2020; Gordillo et al., 2019; Ndukwe & Daniel, 2020; Silva et al., 2019). Whereas some of the existing studies argued that the students evaluation of teaching (SET) may not necessarily be the most effective way of determining the teachers’ teaching performances and assessment (Boring, 2017; Gomes & Ma, 2020), other studies have also highlighted the early indicators or success factors that have been achieved over the years, particularly through the use of the educational technologies and data to support the teaching–learning processes and development (Bowdrole, 2020; Clark et al., 2020; Engen, 2019; Hilliger et al., 2020; Kori et al., 2018; Oyedotun, 2020; Raffaghelli et al., 2020; Silva et al., 2019). To note, Engen (2019) mentioned that, there is now more than ever, the necessity for ample understanding of the emerging methods and digital technologies, both in terms of what can be called the cultural-to-social aspects for use by the educators, in fostering an effective teachers-students learning processes and experience (Dimitriadis et al., 2021). Whereas, Ndukwe and Daniel (2020) explored the broad conception of usefulness and importance of the teaching analytics (TA) within the Education domain. Their review study (Ndukwe & Daniel, 2020) premeditated on establishing a framework to help describe and inform the different aspects of TA in education by developing a model that allows educationalists to gain farther insights into how the method (TA) can aid the stakeholders (e.g., teachers) to advance/enhance the several teaching dimensions, pedagogies, and outcomes in practice.

On the other hand, Gomes and Ma (2020) argued that through engagement, for instance, by measuring helpfulness and students’ expectations, that the educators may find an alternative to SET, and its implications for practice within the different contexts or educational domain. In theory, the authors (Gomes & Ma, 2020) notes that alternative methods to students evaluation of teaching must involve observing or studying the students’ emotional state or affective outcomes, thus, engaging the paradigm of the disconfirmations, by arguing helpfulness (e.g., emotional wellbeing of the students or educational support that are provided beyond the traditional classroom settings) to mean overall satisfaction for the said stakeholders (educators, teachers, students, etc.). In the same vein, by studying
the sentiment and emotional valence (intensities) of the comments provided by the students in SET towards the teachers’ recommendations, which forms part of the main contributions of this paper; it is deemed to be a useful method towards achieving, both in theory and in practice, the aforementioned objectives and alternatives to SETs, particularly in lieu and aftermath of the recent Covid-19 outbreak that have impacted the teaching–learning processes (IEEE, 2020b; Viner et al., 2020), and contingency plans by the Educators (Bao, 2020; Kummitha, 2020; Lin & Wang, 2021; Ma et al., 2021; TEC, 2020; Woolliscroft, 2020) in ensuring that the students are learning effectively through the several educational technologies that are used to facilitate the continuous teaching and learning, and students well-being in the diaspora. Moreover, the results of our study shows that an adequate understanding and analysis of the different factors, such as the sentiments and emotions expressed by the students, as well as, how to leverage that information to not only understand how the students evaluates the teachers by considering the gender differences or preconceptions, but also, in predicting what the students’ recommendation of the teachers’ performances or assessments score would be; stands to be a major contribution as it concerns efficient application, monitoring and management of the teachers-students learning processes and experiences, socio-technical and general well-being (Al-Maskari et al., 2021; Çevik & Bakioğlu, 2021; Dimitriadis et al., 2021; Garcez et al., 2021; Petersoni et al., 2018; Rapanta et al., 2020; UNESCO, 2020).

Furthermore, the main driver for this research, and the series of experimentations conducted in this paper are as follows; first, there is now more than ever an increasing need to recuperate or reinstate the teachers’ and students’ learning processes/experiences through emerging and innovative (state-of-the-art) methods such as the TA, following the rapidly changing educational environment, curricula, and ecosystem, or yet, what could be called the post-Covid-19 Education era or backdrops (Bao, 2020; IEEE, 2020a, b; UNESCO, 2020, 2021; Woolliscroft, 2020). Second, data about the students’ evaluations of teaching (SET) are now captured and stored at an unprecedented rate within the several educational information systems and databases, which can be leveraged to provide adequate measures or solution to not only monitor, but to foster and/or ensure that the students are learning effectively. Perhaps, this has now become inevitable, in the post-Covid 19 era, particularly in connection to the many educational technologies that are being put in place by the different HEIs to help foster the teaching–learning processes for the stakeholders. In the same vein, we introduced the EPDM+ML model and its underlying analysis and implementation, to help bridge the identified gaps and challenges both in literature and in practice. Besides, the method (EPDM+ML) can be adopted by the Educationalists, Process innovators, Technologists, and Policy-makers in preparedness and/or advancement of the several educational activities and initiatives that underlie the present-day teaching and learning processes, as well as, provision of valuable and effective support for the said stakeholders at large (e.g., the teachers, students, educational community, etc.).

Data-driven methods, such as the EPDM and Machine learning technique represented in this study cannot be fully described without placing emphasis on the concept of datafication (Cerratto Pargman & McGrath, 2021; Prinsloo, 2017;
Raffaghelli et al., 2020; Renz & Hilbig, 2020; Slade & Prinsloo, 2013; Webb et al., 2018). The “datafication” theory or practices acknowledges different ethical considerations surrounding the outcomes or results of the data mining and/or machine learning techniques. Thus, the study deemed it necessary to discuss some of the related ethical implications of the applied methods particularly as it concerns the sociotechnical perspective on data usage within the educational context, that at the same time underlies the method of this paper. For example, existing studies that looked into the ethical challenges and perceptions in use of data within the higher education context (Slade & Galpin, 2012; Slade & Prinsloo, 2013) emphasized the need to collect and analyze educational datasets under conditions that ensure trust among the different stakeholders (e.g., HEIs, teachers, students, etc.). Having said that, the procedures or various steps and stages of analysis and handling of the educational data utilized for this study, were performed within the social structure and moral purposes/standpoints of the technical expertise (Perrotta & Williamson, 2018; Prinsloo, 2017; Prinsloo & Slade, 2017; Slade & Galpin, 2012; Slade & Prinsloo, 2013). Moreover, the resultant predictions and conclusions of the study have been made bearing in mind the veracity and variability of the captured datasets, and the need for appropriate procedures for carrying out the data-driven segmentation and diversification (Perrotta & Williamson, 2018). These also comprised taking into account the ethical pedagogies requiring the higher educational institutions to provide contextualized technical solutions that hypothetically aim to improve the effectiveness and quality of the teaching–learning processes or practice in the diaspora (Slade & Galpin, 2012; Slade & Prinsloo, 2013). Therefore, whilst the socio-technical standpoint of the different higher education institutions and the underlying (methodological) algorithmic decision-making (De Fortuny et al., 2013) and recommendation systems (Prinsloo, 2017; Prinsloo & Slade, 2017) such as the EPDM+ML model proposed in this paper, tends to offer a huge potential. The study urges that we must also recognize the ethical challenges and risks that are complementary to the Data-driven methods or datafied-Education per se (Cerratto Pargman & McGrath, 2021; Hilliger et al., 2020). Perhaps, there is no harm but instead, an ample opportunity for more intrinsic studies to span, when we acknowledge the threats and implications in applying the new and emerging technology-focused (algorithmic) data-driven decision-making (De Fortuny et al., 2013) methods, and pedagogical practices within the higher education domain or teaching–learning settings. This is especially feasible, and at the same time sustainable, when suitable and sufficient measures like sensing, processing, acting, and learning are subordinately put into place alongside the developed and implemented technologies and innovations (Prinsloo, 2017; Prinsloo et al., 2012; Renz & Hilbig, 2020).

In summary, this study aimed to identify the glitches and opportunities with teaching analytics and technologies that can used to support the learning processes for the users especially as it concerns the students’ evaluation of teaching within the higher education context. It studied the extent to which factors such as sentiments and emotions expressed by the students in SET impact their recommendation of the teachers considering both gender constructs. In the efforts to provide answers to the research questions and objectives; we ruminated the new trends and use of state-of-the-art technologies such as the Text mining and Machine learning.
towards effective teaching analytics and educational process innovation. To this end, the study proposed the educational process and data mining model (EPDM + ML) that proves to be effective with a high level of accuracy and efficacy towards the contextual analysis of data collected from SET in a setting of higher education. The results of the method (EPDM + ML) can be applied by educators or HEIs to understand and achieve an improved educational process/management through the data-driven and/or technology-focused solutions. However, while the authors believe that the proposed method and work therein are suitable for contextual analysis of the educational data and ample understanding of the teachers-students learning processes and/or perspectives based on the SET; this may also come with some limitations or threats to the validity of the study. For example, although the study introduced a conceptual framework and approach for analyzing the different sets of descriptive and quantifiable datasets about the SET through its proposed method, there could potentially exist or emerge other ways to approach this. The threats may also be related to the velocity, volume, variety, vagueness, and variability of the several educational datasets that are collected at an increasing rate within the education domain, or yet, modern-day educational settings. Moreover, there could also be bigger areas and analytical compositions or components that may have not been yet addressed considering the scope of this paper. Perhaps, this is because the congruence of the text mining and machine learning techniques are emerging technologies or practicalities within the educational domain, and there are not too many methods or educational design-frameworks that considers both approaches in the current literature. Henceforth, this research represents as an added incentive, both in terms of theoretical and methodological know-hows, towards a more rigorous and robust researches to come particularly within the wider areas of Educational technologies, Teaching competences, and/or Teaching analytical methods that can be employed for higher education and process management.

10 Conclusion

In this study, the authors shows that (educational) data collected from students’ evaluation of teaching (SET) can be contextually analyzed using technologies such as the Text mining and Machine learning techniques. The methods (Text mining and Machine learning) can be utilized to extract and provide valuable information that can not only be used to understand the teachers-students learning processes, but can also be leveraged to drive the several educational processes forward. For this purpose, the study proposed the Educational Process and Data Mining plus Machine Learning model (EPDM + ML) that was designed based on amalgamation of the text mining and machine learning classifications to analyze the SET data. Technically, the text mining method was applied to understand the extent or intensities (polarization) of the sentiments and emotions expressed by the students when recommending the teachers in the captured SET. While the machine learning classification model was built to predict what the students’ recommendation for the teachers may be based on the extracted or quantified data (average sentiment and emotional valence).
by considering the students’ gender. Theoretically, this study demonstrated that the contemporary idea of applying methods such as the Text mining and Machine learning for educational purposes, is a promising practice or teaching pedagogy. This is due to the fact that the method (text mining and machine learning) can be used to provide a more robust and contextual analysis of the several educational datasets, e.g., the SET, and in consequence, employed by the Educators to not only understand the different patterns or relationships that exist within the datasets, but also utilized to improve the teaching–learning processes at large. The study has applied the EPDM+ML model using the case of SET data collected within a higher education setting to illustrate the application of the different functional elements or components of the proposed method. In practice, the study assumes that the Educationalists must take the additional responsibilities of applying the EPDM+ML model in understating the different activities that underlie the educational processes or teaching practices/performance evaluations in their differ contexts. This would not only guarantee or warrant an efficient approach towards the understanding of the teachers-students experiences, and how well to effectively improve on them. But also, by doing so, the educators would have consequently ensured to put in place a robust and effective teaching analytical method useful for educational process innovation and management. Future works can adopt the proposed model, text mining, and machine learning approach presented in this study, to analyze the various datasets collected about the students’ learning processes in the different contextual domains. The further studies can also focus on reconstructing or modifying the proposed model (EPDM+ML) to include other components or functionalities that may have not already been introduced in this paper.
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