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Abstract Providing public transport in areas of low demand has long proved to be a challenge to policy makers and practitioners. With the developing economic, social and environmental trends, there is pressure for alternative solutions to the policy of subsidising conventional bus services. One potential solution is to adopt more flexible routes and/or timetables to better match the required demand. Therefore such ‘on demand’ or ‘Demand Responsive Transport’ (DRT) services (known as paratransit in the US) have been adopted in a number of locations. This paper seeks to explore the effects of area-wide factors on the demand of DRT by reporting the results of a statistical analysis of DRT service provision in the metropolitan region of Greater Manchester, the public transport authority of which offers one of the largest and most diverse range of DRT schemes in the UK. Specifically, this paper employs a multilevel modelling approach to investigate the impact of both DRT supply-oriented factors at the service area level and socio-economic factors at the lower super output area (LSOA) level on the average number of trips made by DRT per year. This hierarchical or ‘nested’ structure was adopted because typically the LSOAs within the same Service Area may share similar characteristics. It is found that the demand for DRT services was higher in areas with low car ownership, low population density, high proportion of white people, and high levels of social deprivation, measured in terms of income, employment, education, housing and services, health and disability, and living environment.
Introduction

For the purpose of this paper, public transport can be categorised as being Demand Responsive Transport (DRT) if: (1) the service is available to the general public (i.e. it is not restricted to particular groups of user according to age or disability criteria); (2) the service is provided by low capacity road vehicles such as small buses, vans or taxis; (3) the service responds to changes in demand by either altering its route and/or its timetable; and (4) the fare is charged on a per passenger and not a per vehicle basis.

In practice, in more developed economies DRT has emerged as an intermediate mode that can provide public transport access to members of the general public in areas where demand is too low to support conventional forms of bus-based public transport systems. However, despite the apparent increase in the number and scale of such locations, DRT remains a relatively niche tool applied by transport providers, and is often restricted to specialist groups of users like the elderly and/or mobility impaired. One reason for this would seem to be a lack of confidence amongst public transport providers as to the effectiveness of such DRT schemes due largely to the non-mainstream reputation. In particular, there is uncertainty as to the types of areas and user groups or ‘market segments’ that are most appropriate for DRT (Davison et al. 2012a). This is in spite of a growing recognition of the importance of determining the ‘user needs’ when planning a new service as noted, for example, in Finn et al. (2004).

However, from a UK perspective this view of DRT may now be about to change, not least because of the global financial crisis which, since 2008, has increased the pressures on public sector funding (including public transport). Consequently, DRT is now being seriously considered by several local authorities (e.g. Northamptonshire, Leicestershire, and Cambridgeshire) as a means of providing people with the opportunity to access key facilities at a lower overall cost than conventional public transport options, albeit at higher per passenger trip costs.

Accordingly this paper seeks to explore the relationship between a range of socio-economic and service area factors and the demand for DRT by reporting the results of a quantitative analysis of DRT service provision in Greater Manchester, which offers perhaps the largest and most diverse range of DRT schemes in the UK. To achieve this, it has employed a multilevel modelling approach, using data from Great Manchester as a case study. The research presented in this paper will be useful to providers of DRT services in assessing the level of demand in urban areas.

The rest of this paper is organised as follows. First it presents an overview of the existing literature on the factors influencing demand for DRT trips. It then provides contextual information as to the study area, details the multilevel model and the data sources employed. Finally, the results are reported and discussed, before conclusions are drawn and recommendations for future research are offered.

Factors affecting the demand for DRT

In reviewing the literature, it is useful to consider the factors affecting the demand for DRT firstly in terms of supply-side factors, and secondly of demand-side factors at both the
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individual and the area levels (Lerman et al. 1980), though it should be understood that in practice there is a high degree of interaction between the categories, with operational decisions affecting who uses the system (and how often) and vice versa, for example.

From the supply-side perspective there are a range of factors that influence demand. These include:

- operational factors (for example routeing/timetabling methods, booking methods, vehicle types—Li and Quadrifoglio 2010; Brake et al. 2004; Mageean and Nelson 2003);
- technological issues (relating to location plotting, fare collection and on board communication—Lacometti et al. 2004);
- institutional factors (to do with ownership, operation, regulation, tax, insurance and licencing these services, and how these functions are carried out—Enoch et al. 2004); and
- policy factors (particularly regarding availability of finance and subsidy, the objectives/motivations behind the scheme, and decisions over eligibility criteria. For example, some DRT schemes are available to everyone, whilst others are restricted only to registered members, and/or to local, elderly, low income or mobility impaired users—Cervero 1997; Hine 2004; Davison et al. 2012b).

However, such studies typically have not explicitly quantified the effect of DRT system characteristics on DRT demand and/or are narrowly focused on one or two detailed aspects of the DRT service. For instance, Khattak and Yim (2004) interviewed commuters and non-commuters in the San Francisco Bay Area and found that reliability, cost of service, convenient pick-up and drop-off locations, number of other pick-ups and overall travel time were important (in descending order), and that there was preference for a maximum number of eight people in a vehicle. They also found that respondents were willing to pay significantly more for a DRT over a fixed route service. Meanwhile recent (as yet unpublished) work by the authors of this paper, drew on a simple regression analysis of data from a national survey of UK DRT providers to demonstrate that better used schemes provide more seats and vehicles, and are more likely to use booking and reservation software and buses instead of taxis. Specifically, it found that every additional seat provided by a DRT service generates an extra 165 trips per year (i.e. a 1% rise in seats leads to an increase of ridership of 0.79% ceteris paribus), and that annual ridership increases by 2363 trips for every extra vehicle provided (or that a 1% increase in vehicle numbers leads to a 1.01% increase in patronage).

Considering demand-side factors at the individual level, Rosenbloom and Fielding (1998) studied the OmniLink DRT service in Prince William County, Virginia, USA which was set up in 1995 as the major public transport offering for a (rapidly growing) rural community, and reported that 61% of users were female, 79% aged less than 45 and 64% earned less than $25,000 a year. Results from the dial-a-ride transit (DART) scheme in Winnipeg, Manitoba, which was set up to serve people living in suburban areas with connections to fixed route bus services, found that 53% of users were female, 29% were aged under 18 while only 2% were aged 65 or older (Koffman 2004).

On the other hand, Laws (2009) reported that the majority of users of the Wiltshire Wigglybus in the rural district of Pewsey, UK were school children and retired people, with passengers using the service for shopping (33%), education (10%), and commuting (29%) trips, whilst in an even more rural area of Calne in the same County, retired and disadvantaged users predominated, with a few commuters using the buses at peak time to get to work. Similarly in another scheme that was developed to meet social policy
objectives around improving people’s accessibility to services, Nelson and Phonphitakchhai (2012) suggested that in the metropolitan area of Tyne and Wear in the UK over half of the users of the service were female and retired, and that (as a result) there was a preponderance of very local trips that do not involve a transfer. Moreover, a third of respondents required the door-to-door element of the service. Interestingly, the schemes described above were all developed to meet the accessibility needs of the communities served, and were all largely driven by local government agencies.

Mageean and Nelson (2003) also found that females are the dominant users of the DRT services in most of the cases they examined from across Europe, which again tended to be set up by public authorities to improve or sustain citizen mobility. Interestingly though, it found that average ages varied from less than 15 years in Finland up to 77 years in Gothenburg (a statistic which reflects its purpose as a service for the elderly and disabled), and noted that these age distributions were reflected in the composition of the users. Thus, two thirds of users in Belgium were retired, house persons and students; in Florence four fifths of users were unemployed or students (due to eligibility criteria); and in Campi and Porta Romana 84 % of users were students and workers.

There are also efforts in quantifying the effects of socio-economic factors on DRT demand. For example, Nguyen-Hoang and Yeung (2010) developed a DRT demand model at the US national level and found that an increased proportion of disabled and elderly people increased the unlinked passenger trips, and that the proportion of poor households was negatively associated with the demand for unlinked passenger trips. Strangely, this seems not to be fully consistent with the findings by SG Associates Inc. et al. (1995), which developed a workbook for estimating demand for DRT services in rural areas based on case studies and reported that DRT users tended to be poorer, a perhaps more intuitive finding. From the studies above, it can be seen that most DRT services are provided in areas with a low population density (though there are exceptions to this), and are targeted at the mobility impaired, the poorest, the youngest and oldest members of society, and women. This is probably to be expected, given the strong public policy ethos, particularly with the focus on improving accessibility behind the creation of these schemes that emerge. Fitzgerald et al. (2000) employed a Poisson model to examine the effect of various individual level attributes, such as age and whether a person requires a mobility aid, on the frequency of DRT trips. They found that increases in age and some disabling conditions reduced trips but having a sight problem increased trips. Finally, by using a time-series model, Bearse et al. (2004) found that women took about 30 % more trips per month than men and that nursing home residents took fewer trips than community residents.

In terms of area characteristics, early work by Nutley (1988) reported that DRT in urban areas in the US mainly targeted the problems of “low-density suburbs”, for the purpose of “savings in private car running costs, and relief from driving stress”. However, similar effects were not observed in the UK at this time, as presumably conventional public transport was deemed to be adequate. SG Associates Inc. et al. (1995) then differentiated three potential target markets: the elderly, mobility limited, and those on low incomes, categories subsequently reaffirmed in Spielberg and Pratt (2004), which noted that the typical DRT rider in rural areas and communities is likely to be poor, elderly, or disabled. Koffman (2004) drew on a survey of DRT schemes across North America and found that the most common DRT schemes provided the primary public transport service in “limited hard to serve areas”, though others operated primary services in large (e.g. rural) areas, or else offered services at times of low demand.

Taking a UK perspective, Davison et al. (2012b) drew on (mostly UK) interviews and focus groups with key DRT stakeholders, to identify that opportunities for developing the
DRT product included focusing on commuting and business travel trips. Laws et al. (2009) reported the results of a survey of DRT providers across England and Wales and noted that the vast majority of DRT scheme objectives related to delivering ‘social’ goals (129 compared with 40 for environmental, economic and geographical combined), indicating that DRT was being used to serve groups that were disadvantaged in some way. And in a follow up exercise, Davison et al. (2012a) found that DRT was often perceived as offering the most cost effective way of ensuring that rural communities without a conventional bus service were still able to provide access to services, though not if considered on a per passenger trip basis. Enoch et al. (2006) provided a qualitative evaluation of DRT in the rural county of Wiltshire, but offered no quantitative measures as to what (or where) the most suitable market niches may be. It is interesting to note that Balcombe et al. (2004) reported that “as yet, few operational results are available [relating to DRT]” (p. 99), and did not report any numerical results on how demand factors and DRT use were related—this, in a comprehensive meta-analysis of factors affecting public transport use.

In summary, the existing supply-side studies have been narrowly focused on specific attributes of the DRT experience, whilst the demand-side studies have tended to consider the needs of disabled and elderly people. In addition, as shown, the majority of the quantitative studies were based on individual level data, whilst relatively few examined DRT demand using spatial area-wide data. As a result, ‘system wide effects’, including socio-economic variables such as deprivation and population density, have largely been ignored and yet these may well exert a significant effect on the performance of DRT schemes. Hence these are the research gaps that this study aimed to help address.

### Research context

In order to identify and investigate the factors affecting the demand for DRT, this paper used data from Greater Manchester as a case study.

Greater Manchester is a conurbation in the North West of England, comprising Manchester City Council and nine other metropolitan borough councils with an estimated total population of 2.7 million in mid-2011 (ONS 2013). Transport for Greater Manchester (TfGM—previously known as Greater Manchester Passenger Transport Executive, GMPTE) co-ordinates transport provision for the metropolitan area. Local Transport Plans are co-ordinated at the regional level by the Passenger Transport Executive (i.e. TfGM), outlining plans and investment across each of the authorities. Public transport in Greater Manchester comprises a heavy rail network, the Metrolink light rail network, and a bus network as well as the demand responsive and community transport services. DRT, branded “Local Link”, is provided where there is insufficient demand for conventional bus provision to provide links to essential services and the wider transport network. The Local Link service is supplemented by “Shopping Link” services providing more targeted access for shoppers. During the period of the third Local Transport Plan (i.e. from April 2011), a 5-year transport plan that all authorities in England and Wales must develop, there are proposals to integrate these services with social services, passenger transport and Ring and Ride, Greater Manchester’s dial-a-ride provision (GMCA and TfGM 2011). In total there are 37 DRT schemes, corresponding to 37 service areas (SA), operating across Greater Manchester plus a dial-a-ride service, which is available to people who find it difficult to use conventional public transport. DRT trips are typically made within the pre-defined SAs, although there are exceptions where passengers are allowed to be picked up and/or dropped off outside the SAs. Of these, three are ‘Shopping Links’ and the remaining 34 are...
Local Links; the majority of which are targeted at the general public, providing for a wide range of journey purposes. Further details on the operational context of DRT in the UK can be found in Davison et al. (2012a).

The multilevel model

This section describes the statistical method employed in this study, which aimed to explore the relationship between a range of socio-economic and service area factors and the demand for DRT in Greater Manchester (GM). Accordingly, the dependent variable in the statistical model is the average number of DRT trip origins per year per LSOA, whilst the independent variables included a range of area-wide socio-economic and service level factors, more details of which will be provided in the section on data.

A standard linear regression model was tested as a starting point. However, since the DRT services in the study area were operated in several different service areas (SAs), it was soon recognised that a multilevel model would be more appropriate so as to reflect the likelihood that the trips from the LSOAs within the same service area are correlated. In other words, it assumes that clusters of LSOAs are ‘nested’ under a SA as illustrated in Fig. 1.

From this, it is clear that this model is two-level: LSOA-level trip generation is level 1; LSOAs are nested in several SAs which in turn form level 2. As described above in the Research Context section, there are 37 DRT schemes (and service areas) in Greater Manchester, each with distinctive operational characteristics. Hence there is an assumption that LSOAs within the same SAs may share similar characteristics, which can be taken into account by the multilevel modelling approach used in this study.

In representing this, the multilevel model adopted can be expressed as follows (Laird and Ware 1982):

\[
y = \beta_0 + X\beta + u_0 + Zu + \varepsilon
\]

where \( \beta_0 + X\beta \) is the fixed part and \( u_0 + Zu + \varepsilon \) is the random part of the model. \( y \) represents a vector of responses; \( \beta_0 \) is the fixed effects intercept; \( u_0 \) represents the random intercepts which is normally distributed with mean zero; \( X \) is a covariate matrix for the fixed effects coefficient \( \beta \); \( Z \) is a covariate matrix for the random effects \( u \); and \( \varepsilon \) represents a vector of errors, which is assumed to be multivariate normal.

In this model, LSOA-level trips within the same SA can be correlated as a result of a shared random intercept (\( u_0 \)), or through a shared random slope (\( u \)), or both. Specifically, if the smaller area LSOA is denoted as level 1, and the larger area SA as level 2, one can specify random effects at service area (SA) level (\( u_{0i} + Zu_i \), where \( i \) denotes each SA). In this way, service area specific characteristics, such as their hours of operation and other

---

1 A LSOA is a lower level census tract, and in England there are 32,482 LSOAs with an average population of 1,500 in each in LSOA.
2 The DRT service areas used are the same as those defined and operated by TfGM.
3 Another source of correlation is spatial autocorrelation—in other words, “everything is related to everything else, but near things are more related than distant things” (Tobler 1970). However, it is not straightforward to define the neighbouring structure for modelling such autocorrelation as the areas used in this study are scattered, and the size of these areas varies greatly. Therefore neither a contiguity (i.e. shared border) nor a distance based neighbouring structure was applied here. Instead, a model with an additional conditional autoregressive (CAR) term was tested using an inverse-distance spatial-weighting matrix to model the spatial autocorrelation, and from this it was determined that spatial effect is very marginal and does not affect the original multilevel model significantly.
policies and restrictions, can be controlled for in estimating the number of DRT trips by
LSOA.

The fixed portion of Eq. (1) is equivalent to the standard linear regression model
estimated using the ordinary least squares (OLS) method. Since the model contains both
fixed and random effects, this model is also sometimes referred to as a mixed-effects
model. The random effect could happen in intercept \( u_0 \) only, which forms a random
intercept model; and the random effect could also happen in the coefficient \( (u) \), which
forms a random slope model. The intra-class correlation could be used to describe the
portion of variance that exists between high level groups compared to the total variance in
the outcome (Heck and Thomas 2009). In the case of this study, intra-class correlation is
the ratio of service area level variance to the total variance in the outcome. The multilevel
model can be estimated using maximum likelihood method.

Data description and variable selection

Out of the 37 DRT schemes operational in the Greater Manchester area, Trapeze booking
software was used as a management tool for 16 of them, including 15 Local Links and one
Shopping Link. These were the schemes for which data were provided by TfGM and
subsequently modelled. The data included details of DRT trips, such as date and time of the
trip, trip distance, postcodes of the trip origin and destination, the gender of the client who
booked the DRT trip, and trip purpose. Unfortunately however, only one supply-side
factor—hours of operation—was made available, which is a limitation of the data. In total,
some 240,392 DRT trips were made during the period from the beginning of September
2009 until the end of January 2011. Most schemes operated within a given area and
provided access to core educational, health, leisure and transport opportunities outside the
area. Some exceptions only served major trip generators, either within an area (e.g.
Heywood), or outside the area (e.g. to Manchester airport). DRT trips could be booked
online or over the phone and booked at least one hour before the time that the customer
wanted to travel. Booking was available from 8 am to 8 pm with the exception of the
‘Airport Link’ service to the airport where booking was available 24 h per day. A flat fare
system was in place across each of the DRT schemes.4

Individual trips were mapped and overlaid onto LSOA boundaries in a GIS package.
Figure 2 shows the spatial distribution of DRT non-averaged trip generation origins by LSOA
from the beginning of September 2009 to the end of January 2011. Interestingly, it is worth
noting that nearly 99 % of the study areas were classified as “urban” (ONS 2004). The average
area of a LSOA in this study is around 0.64 km² with the standard deviation of 1.1 km².

In terms of trip purpose, the highest proportion of trips was for leisure (33 %), which
was followed by employment-related trips (29 %), and shopping (17 %). A full list of trip
purposes and their percentage of total trips is presented in Table 1. It is worth noting that,

4 Other details of the DRT services including the operation areas are available at http://www.tfgm.com/
buses/local_link/Pages/default.aspx.
as expected, the trip purposes were different across service areas. For instance, in the service area of Heywood, employment purpose DRT trips comprised 67% of all DRT trips probably as a result of the focus on employment areas, whereas in Hindley, 61% of trips were made for leisure. It is clear that, as stated in the methodology section, the characteristics of service areas differed greatly. Therefore it was essential to employ a multilevel modelling technique to take into account the service area level specific characteristics.

Since this paper analysed DRT trip generation at an area-wide level (i.e. LSOA level), individual trips were aggregated to the LSOA level, so that the count of trips per LSOA could be obtained.

In addition to trip data, LSOA level data on socio-economic factors were also collected so that the impact of these factors on trip generation could be explored. These were primarily obtained from the UK Census 2001, and included data on population, employment, gender, ethnicity, age cohort, number of people working from home, the transport mode people used to work, number of people who are permanently sick or disabled, and number of cars per household. It should be noted that the census data is almost 10 years older than the DRT trip data, and given that socio-economic patterns may have changed considerably during this period, this may have biased the modelling results. This is one limitation of this paper.

From the data on the transport mode people used to travel to work, it was straightforward to calculate the proportion of public transport to all transport modes, which may be

Fig. 2 The spatial distribution of DRT trip origins by LSOA in Greater Manchester (September 2009–January 2011)
used as a proxy for the level of public transport accessibility. In addition to this data (which was derived from the Census 2001), other relevant data on public transport accessibility was obtained from TfGM, including number of bus stops (with frequency of at least one bus per week) in a LSOA and percentage of addresses within 400 m of a bus stop.

Deprivation data were obtained from the English Indices of Deprivation (ID) 2007, which was published by the Department for Communities and Local Government (DCLG 2008). The ID 2007 is the UK Government’s official measure of multiple deprivations at LSOA level and it measures deprivation through seven main domains, namely income, employment, health and disability, education, housing and services, crime, and living environment. These scores were then weighted and combined to create the Index of Multiple Deprivation (IMD), giving an overall indication of deprivation in a LSOA. The IMD 2007 was provided along with the ID 2007 from the same source. Simply, the higher a deprivation score, the more deprived the area. The details of each ID score are described as follows (DCLG 2008):

- Income deprivation: This domain captures the proportion of the population experiencing income deprivation in an area. This has been achieved by reference to the percentage of the population reliant on various benefits.
- Employment deprivation: This domain measures employment deprivation conceptualised as involuntary exclusion of the working-age population from the world of work, indicated by data such as recipients of Jobseekers Allowance and Incapacity Benefit.
- Health deprivation and disability: This domain identifies areas with relatively high rates of people who die prematurely or whose quality of life is impaired by poor health or who are disabled across the whole population. This domain measures morbidity, disability and premature mortality but not aspects of behaviour or environment that may be predictive of forthcoming health deprivation.
- Education deprivation: The Education, Skills and Training Deprivation domain measures deprivation in educational attainment, skills and training for children, young people and the working age population in a local area. The domain considers indicators such as the proportion of young people not staying on in school or non-advanced education above the age of 16 and the proportion of working age adults with no or low qualifications.
- Housing and Services deprivation: this domain measures barriers to housing and key local services. The indicators include ‘geographical barriers’ (e.g. road distance to a

| Table 1 | DRT trip purposes |
|---------|-------------------|
| Trip purpose | Frequency | Percentage |
| Daycare | 4,985 | 2.09 |
| Dentist | 240 | 0.10 |
| Doctors | 6,716 | 2.82 |
| Education | 10,319 | 4.33 |
| Employment | 67,093 | 29.08 |
| Hospital visit | 10,401 | 4.36 |
| Leisure | 78,866 | 33.08 |
| Personal | 128 | 0.05 |
| Respite | 132 | 0.06 |
| Religious | 10,021 | 4.20 |
| Shopping | 39,521 | 16.58 |
| Visiting | 7,744 | 3.25 |
surgery, supermarket, primary school) and ‘wider barriers’ which includes issues relating to access to housing such as affordability.

- **Crime**: this domain measures the rate of recorded crime for four major volume crime types—burglary, theft, criminal damage and violence—representing the risk of personal and material victimisation at a small area level.

- **Living environment**: this domain identifies deprivation in the quality of the local environment both within and beyond the home. The domain consists of two subdomains which focus, respectively, on deprivation in the ‘indoors’ (e.g. houses in poor condition and/or without central heating) and the ‘outdoors’ living environment (e.g. air quality and road traffic accidents involving injury to pedestrians and cyclists).

In the data analysis, it was found that some variables were highly correlated with other variables, and as such these variables were not included in the same model to avoid the problem of collinearity. For example, household car ownership was found to be highly correlated with IMD and various ID scores (except housing and living environment scores), therefore a car ownership model was developed separately from the IMD model. Unsurprisingly, various ID scores were correlated to each other (see Table 2), which meant that the ID scores could not be included in the model simultaneously. Another issue in the data was that there were some cases of overlap between LSOAs and DRT service areas—in other words, some LSOAs fell into two different service areas—and since the multilevel modelling technique used in this paper explicitly defined the hierarchical structure of the data, some LSOAs which overlapped with service areas were excluded from the model too. As a result of this, a LSOA could only belong to one SA in the model. In total, 127 out of 453 LSOAs were excluded resulting in 15 groups (service areas, where ‘Clifton and Moorside’ was excluded). However, this appears to have had little impact on the modelling results, as the tests showed that the standard linear model using the OLS method produced very similar results using either full or sub-samples of the data.

Summary statistics of the variables used in the models are presented in Table 3. There were a total number of 326 observations (i.e. data points) for each of the LSOA level variables (these are reported in Table 3). The proportions of male, white and aged 65 or over each referred to the proportion of a given group of people to the whole population in a LSOA. The proportion of people working from home, on the other hand, referred to the proportion of people working from home compared to all people aged 16–74 in employment. These variables were included to examine whether certain types or groups of people were more likely to take DRT trips. Note here that some LSOAs had a very low annual number of trips with the minimum value being 1.41 trips per year, although the high standard deviation figure for this variable (434.85) indicates that the demand for DRT in different areas varied greatly. Another possible reason for the low mean value of annual number of trips might be that there are cases where only a part of a LSOA was covered by the DRT service. However, this could not be tested due firstly to the SA boundary data not being available, and secondly because exceptions are sometimes made in allowing people to be picked up from points outside of the SA, this should be noted as a limitation of the study.

The relationships between demand for DRT (trips per year) and various passengers related socio-economic factors at the LSOA level are presented in Fig. 3. It can be seen that it is difficult to conclude from the figure whether there is a positive or negative relationship between DRT demand and these socio-economic factors. This may be due to the fact that all factors affecting DRT demand need to be taken into account when developing a relationship. Therefore a series of statistical models were required to understand how various factors affect DRT demand.
A series of multilevel models were developed to explore the effects of various socio-economic factors on the demand for DRT in Greater Manchester, where LSOA was considered to be level 1 and service area to be level 2.

A random intercept model was initially used as the base model, and a range of random slope models were estimated to see whether any explanatory variables were randomly distributed over the service areas. The coefficients of various explanatory variables were then tested as random parameters\(^\text{5}\) using a step-wise approach (i.e. one random coefficient at a time), though in the event it was found that many of the random coefficients tested were statistically insignificant. In addition, the results of random-parameters models were found to be similar to random intercept models in terms of the set of statistically significant variables and the values of their coefficients; whilst the differences in log likelihood values of the various models were less than 2.5 (meaning that the statistical fits were also similar). Therefore this paper only presents the results from the random intercept multilevel models.

Next, the dependent variable—annual average number of trips per LSOA—was transformed into a logarithmic scale to avoid the potential problem of a negative number of trips being predicted. Data transformations for other variables were also considered and tested, such as using a logarithmic form of IMD score, so as to improve model fit and inference.

A model with car ownership variable was developed and compared with a model including deprivation variables. Since the various ID scores are generally highly correlated to each other, they were not included in the model simultaneously. Instead, the model using the overall deprivation score—IMD score—was developed as a starting point and then other component ID scores were added to the model replacing IMD score, thus giving an insight into how different forms of deprivation affect DRT demand. The modelling results using car ownership and IMD score are presented in Table 4; models using other ID variables are presented in Table 5.

In a multilevel model, the inter-class correlation coefficient (ICC) reveals the percentage of ‘between group’ (between DRT service areas) variability in observed variance.

\(^{5}\) By assuming a normal distribution.

| Table 2 Correlation coefficients between various deprivation scores |
|-----------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| IMD | Crime | Education | Employment | Health and disability | Housing and services | Income | Living environment |
| IMD | 1 | 0.70 | 0.89 | 0.92 | 0.95 | 0.34 | 0.94 | 0.33 |
| Crime | 0.70 | 1 | 0.54 | 0.80 | 0.65 | 0.28 | 0.58 | 0.45 |
| Education | 0.89 | 0.54 | 1 | 0.80 | 0.6 | 0.25 | 0.79 | 0.19 |
| Employment | 0.92 | 0.54 | 0.80 | 1 | 0.81 | 0.21 | 0.79 | 0.17 |
| Health and disability | 0.95 | 0.65 | 0.81 | 0.92 | 1 | 0.34 | 0.86 | 0.30 |
| Housing and services | 0.34 | 0.28 | 0.25 | 0.21 | 0.34 | 1 | 0.87 | −0.01 |
| Income | 0.94 | 0.58 | 0.79 | 0.86 | 0.87 | 0.28 | 1 | 0.25 |
| Living environment | 0.33 | 0.45 | 0.19 | 0.17 | 0.30 | −0.01 | 0.25 | 1 |
Table 3  Summary statistics of LSOA-level variables used in the model

| Variable                                                                 | Mean    | Standard deviation | Min    | Max    |
|--------------------------------------------------------------------------|---------|--------------------|--------|--------|
| Annual average number of trips<sup>a</sup>                               | 289.74  | 434.85             | 1.41   | 3506.82|
| Population density (km<sup>2</sup>)                                      | 4384.19 | 2330.06            | 77.88  | 15321.81|
| Proportion of male                                                       | 0.49    | 0.03               | 0.43   | 0.67   |
| Proportion of white                                                      | 0.88    | 0.16               | 0.22   | 1.00   |
| Proportion of age 65 or more                                             | 0.15    | 0.05               | 0.01   | 0.41   |
| Proportion of people working from home<sup>b</sup>                       | 0.07    | 0.02               | 0.03   | 0.12   |
| Proportion of people going to work by public transport                   | 0.21    | 0.09               | 0.04   | 0.46   |
| Number of bus stops with frequency of at least one bus per week          | 7.40    | 6.01               | 0      | 70     |
| % of residential addresses within 400 m of a bus stop with at least 1 bus per week | 0.98    | 0.07               | 0.39   | 1      |
| % of residential addresses within 400 m of a bus stop with at least 4 buses per hour | 0.89    | 0.20               | 0      | 1      |
| % of business addresses within 400 m of a bus stop with at least 1 bus per week | 0.97    | 0.12               | 0      | 1      |
| % of business addresses within 400 m of a bus stop with at least 4 buses per hour | 0.90    | 0.23               | 0      | 1      |
| DRT operation hours per week                                             | 79.76   | 32.87              | 19.25  | 122.5  |
| Household car ownership (average number of cars or vans per household)   | 0.78    | 0.31               | 0.26   | 1.81   |
| ID scores                                                                |         |                    |        |        |
| IMD score                                                                | 40.61   | 18.63              | 3.99   | 78.14  |
| Crime score                                                              | 0.87    | 0.61               | −0.66  | 2.29   |
| Education score                                                          | 38.56   | 21.43              | 1.16   | 89.47  |
| Employment score                                                         | 0.18    | 0.08               | 0.04   | 0.42   |
| Health and disability score                                              | 1.20    | 0.69               | −0.70  | 2.82   |
| Housing and services score                                               | 20.69   | 7.71               | 2.16   | 41.65  |
| Income score                                                             | 0.27    | 0.15               | 0.02   | 0.65   |
| Living environment score                                                 | 29.65   | 14.31              | 4.39   | 80.37  |

<sup>a</sup> This refers to LSOA-level DRT trips for all services considered in the model

<sup>b</sup> This refers to the proportion of people working from home to all people aged 16 to 74 in employment
As shown in Table 4 the ICC ranges from 0.202 to 0.222, which means that around 20% of the variation in DRT trips stems from between-group (i.e. differences in SA characteristics) differences. This in turn suggests that the use of the multilevel modelling approach is appropriate and necessary for analysing DRT trips in Greater Manchester. The likelihood ratio index for the IMD model is higher than the car ownership model, suggesting that the IMD model provides a slightly better fit to the data.

Since there is a loglinear relationship between DRT trips and area-wide attributes, the following formula was employed to estimate the percentage change in DRT trips for a \( \delta \) unit change in an area-wide independent variable \( x_k \) (if this independent variable entered in the models as a linear form), holding all other variables constant (Long and Freese 2006):

\[
100 \times \{\exp(\beta_k \delta) - 1\}
\]

In which \( \beta_k \) is the estimated coefficient (as shown in Table 4) associated with the area-wide attribute \( x_k \).

From Table 4 it can also be seen that both the coefficients of the car ownership and IMD variables were statistically significant, indicating that areas with a higher level of car ownership or lower level of overall deprivation generate fewer DRT trips. If the number of cars per household in a LSOA increases by 1 unit, the number of DRT trips would decrease by 81.5% in that area, holding all other variables constant. Similarly a 1% increase in the IMD score would result in a 1% increase in DRT trips. As noted earlier though, IMD score is an overall measurement of deprivation which combines seven domain indices and so to better understand the effects of deprivation on DRT demand, individual domain indices were modelled in turn to see if a better fit could be obtained by replacing IMD score with a
| Variable                                      | Car ownership model | IMD model          |
|----------------------------------------------|---------------------|--------------------|
|                                              | Estimate            | z value            | Estimate            | z value            |
| Household car ownership                      | -1.690**            | -3.39              | 1.050**             | 4.66               |
| Log (IMD score)                              | -1.99               |                    | -0.0001             | -1.60              |
| Population density (km²)                     | -0.80               | -0.663             | 2.02               |
| Proportion of male                           | 1.261               | 1.57               | 0.281              |
| Proportion of white                          | 0.099               | 0.05               | 0.14               |
| Proportion of age 65 or more                 | 1.617**             | 2.02               |
| Proportion of people working from home       | -15.762**           | -2.54              | -14.343**           | -2.36              |
| Proportion of people going to work by public transport | 0.843               | 0.41               | 0.167              |
| Number of bus stops with frequency of at least one bus per week | 0.015               | 0.86               | 0.017              |
| % of residential addresses within 400 m of a bus stop with at least 1 bus per week | -1.535              | -0.93              | -1.488             |
| % of residential addresses within 400 m of a bus stop with at least 4 buses per hour | 0.507               | 0.68               | 0.408              |
| % of business addresses within 400 m of a bus stop with at least 1 bus per week | 0.112               | 0.11               | 0.076              |
| % of business addresses within 400 m of a bus stop with at least 4 buses per hour | -0.209              | -0.30              | -0.088             |
| DRT operation hours per week                 | 0.010               | 1.53               | 0.010              |
| Intercept                                    | 7.847**             | 2.87               | 0.963              |
| Random-effects parameters                    |                     |                    |                    |
| SD (intercept)                               | 0.766**             | 3.62               | 0.799**            | 3.70               |
| SD (σ)                                       | 1.523**             | 24.86              | 1.498**            | 24.85              |
| Statistics                                   |                     |                    |                    |
| N                                            | 326                 | 326                |
| Number of groups                             | 15                  | 15                 |
| Log likelihood                               | -611.472            | -606.627           |
| Likelihood ratio index                       | 0.049               | 0.057              |
| Intraclass correlation                       | 0.202               | 0.222              |

*p < 0.05

**p < 0.01

SD standard deviation
| Variable                                                                 | Model 1          | Model 2         | Model 3          | Model 4          | Model 5          |
|-------------------------------------------------------------------------|------------------|-----------------|------------------|------------------|------------------|
|                                                                        | Estimate | z value | Estimate | z value | Estimate | z value | Estimate | z value | Estimate | z value | Estimate | z value |
| Population density (km²)                                                | -0.0001 | -1.28   | -0.0001** | -2.11   | -0.0001 | -1.59   | -0.0001 | -1.61   | -0.0001 | -1.48   |
| Proportion of male                                                     | -4.204   | -1.08   | -2.767   | -0.70   | -2.014   | -0.52   | -1.440   | -0.37   | 0.257    | 0.06    |
| Proportion of white                                                    | 1.314    | 1.61    | 1.086    | 1.36    | 1.153    | 1.43    | 1.247    | 1.56    | 2.064**  | 2.41    |
| Proportion of age 65 or more                                           | 1.845    | 0.87    | 1.258    | 0.60    | -0.196   | -0.09   | -0.050   | -0.02   | 1.103    | 0.53    |
| Proportion of people working from home                                 | -19.379** | -3.18  | -11.770*  | -1.88  | -18.385** | -3.03  | -15.340** | -2.52  | -18.618** | -3.07  |
| Proportion of people going to work by public transport                 | 3.677**  | 2.08    | 1.939    | 1.11    | 2.343    | 1.28    | 0.963    | 0.51    | 2.895    | 1.63    |
| Number of bus stops with frequency of at least one bus per week        | 0.023    | 1.32    | 0.017    | 0.99    | 0.024    | 1.37    | 0.017    | 0.97    | 0.022    | 1.29    |
| % of residential addresses within 400 m of a bus stop with at least 1 bus per week | -0.594   | -0.36   | -1.282   | -0.79   | -1.131   | -0.69   | -1.176   | -0.73   | -1.146   | -0.70   |
| % of residential addresses within 400 m of a bus stop with at least 4 buses per hour | 0.701    | 0.93    | 0.137    | 0.18    | 0.726    | 0.97    | 0.541    | 0.73    | 0.654    | 0.87    |
| % of business addresses within 400 m of a bus stop with at least 1 bus per week | 0.082    | 0.08    | 0.041    | 0.04    | 0.244    | 0.25    | 0.136    | 0.14    | 0.078    | 0.08    |
| % of business addresses within 400 m of a bus stop with at least 4 buses per hour | -0.025   | -0.04   | -0.081   | -0.12   | -0.169   | -0.24   | -0.102   | -0.15   | -0.083   | -0.12   |
| DRT operation hours per week                                           | 0.009    | 1.35    | 0.010    | 1.44    | 0.010    | 1.40    | 0.010    | 1.47    | 0.010    | 1.39    |
| Crime score                                                            | 0.194    | 1.00    |          |         |          |         |          |         |          |         |
| Log (Housing and services score)                                       | 0.531**  | 2.37    |          |         |          |         |          |         |          |         |
| Log (Education score)                                                  |          |         |          | 0.591** | 3.70    |          |          |         |          |         |
| Log (Living environment score)                                         |          |         |          | 0.485** | 2.25    |          |          |         |          |         |
| Employment score                                                      |          |         |          |          | 4.711**  | 3.33    |          |         |          |         |
| Health and disability score                                            |          |         |          |          |          |         | 0.786**  | 4.26    |          |         |
| Income score                                                          |          |         |          |          |          |         |          |         | 2.576**  | 3.11    |
| Intercept                                                              | 3.399    | 1.22    | 2.327    | 0.86    | 4.331    | 1.63    | 4.192    | 1.60    | 2.426    | 0.87    |
| Variable                  | Model 1 |       | Model 2 |       | Model 3 |       | Model 4 |       | Model 5 |       |
|--------------------------|---------|-------|---------|-------|---------|-------|---------|-------|---------|-------|
|                          | Estimate| z value| Estimate| z value| Estimate| z value| Estimate| z value| Estimate| z value|
| Random-effects parameters|         |       |         |       |         |       |         |       |         |       |
| SD (intercept)           | 0.736** | 3.41  | 0.840** | 3.86  | 0.789** | 3.59  | 0.783** | 3.69  | 0.809** | 3.68  |
| SD (\(\varepsilon\))    | 1.536** | 24.81 | 1.496** | 24.88 | 1.523** | 24.83 | 1.507** | 24.86 | 1.525** | 24.85 |
| Statistics               |         |       |         |       |         |       |         |       |         |       |
| N                        | 326     |       | 326     |       | 326     |       | 326     |       | 326     |       |
| Number of groups         | 15      |       | 15      |       | 15      |       | 15      |       | 15      |       |
| Log likelihood           | -613.731|       | -606.704|       | -611.641|       | -608.271|       | -612.352|       |
| Likelihood ratio index   | 0.046   |       | 0.056   |       | 0.049   |       | 0.054   |       | 0.048   |       |
| Intraclass correlation   | 0.187   |       | 0.240   |       | 0.212   |       | 0.213   |       | 0.220   |       |

*SD* standard deviation  
*\(^*\) p < 0.1,  \(^**\) p < 0.05*
combination of two or more ID scores. In all, once allowances had been made for multicollinearity, five such models were estimated, as discussed below.

The coefficient of population density was negative and statistically significant at 95% confidence level in the car ownership model, suggesting that people in areas with lower population density tend to make more DRT trips. Specifically, for a 100 unit increase in population density in a LSOA (i.e. 100 more people per km²), DRT trips would decrease by 1% in the area, holding all other variables constant. This may be because regular bus services in these areas were limited (e.g. in terms of bus frequency), probably due to the lower population density which generated a higher demand for the DRT service. Also, on the supply side, decisions of DRT provision may have been based on local area characteristics such as population density and deprivation. This model did not observe a significant difference in DRT use between areas with differing gender or age profiles, though interestingly the coefficient of proportion of white was positive and statistically significant in the IMD model, implying that areas with a higher proportion of white people tend to have a greater demand for DRT. Specifically, using the coefficient estimated from the IMD model, for a 0.01 unit increase in proportion of white (i.e. 1 unit increase in percentage of white) in a LSOA, the corresponding percentage increase in DRT trips was 1.6%, holding all other variables constant. This finding indicates that there may be cultural factors that reduce demand for publicly provided DRT services amongst non-white people.

As for the variable of proportion of people working from home, the coefficient was negative and significant, which suggests that compared to people who go out to work, people who work from home were less likely to use DRT. This is perhaps not unexpected, given that 29% of all DRT trips in the sample were for employment purposes. In addition, it is expected that some people who are mobility impaired would choose to work from home, which would eventually result in fewer trips (including DRT trips) in an area. Here, for a 1 unit increase in the percentage of people working from home in a LSOA, the corresponding percentage decrease in DRT trips was 13.4% according to the IMD model, holding all other variables constant.

Finally, DRT operation hours per week and the proxy variables for public transport accessibility such as the proportion of people going to work by public transport were all found to be statistically insignificant in both models.

Table 5 shows five models using different combinations of deprivation domains. These were generally consistent with each other and with the results in Table 4 in terms of the set of statistically significant variables and the signs of their coefficients. There are however a few exceptions. For example, as highlighted in from the models in Table 5 population density is only statistically significant in Model 2; while proportion of white is only significant in Model 5. Proportion of people going to work by public transport becomes significant at 95% confidence level in Model 1 which is also the model with poorest goodness-of-fit. This suggests that the ID scores used in Model 1 (crime and housing and services scores) failed to account for some of the effects that were previously captured by car ownership or IMD as presented in Table 4. Other proxy variables for public transport accessibility are statistically insignificant in all five models.

Looking at the various ID scores individually, Table 5 shows that, except the crime score, all ID scores were positive and statistically significant. For instance, if an area was highly deprived in terms of income, there would be more DRT trips from the area. A household is less likely to own a private car if it has low income. The employment deprivation domain measures employment deprivation conceptualised as involuntary exclusion of the working-age population from the world of work. Higher employment deprivation may lead to lower income and less likelihood of owning a car, and thus results
in more DRT trips. The health deprivation and disability domain identifies areas with relatively high rates of people who die prematurely or whose quality of life is impaired by poor health or who are disabled across the whole population. It is expected that people who experience health deprivation or disability would also suffer from mobility problems, which may reduce their resources or ability to use non-DRT modes of transport. As such this group of people may make more DRT trips.

Similarly for the education domain, low levels of educational achievement are often associated with lower incomes and with reduced chances of being employed. As such, areas with a higher level of education deprivation would make more DRT trips. The housing and services domain comprises two aspects. Firstly, ‘geographical barriers’ (e.g. road distance to a surgery, supermarket or primary school) could mean that people who live in a remote area with a low population density which has already been controlled for in our model. Secondly, ‘wider barriers’ (which includes issues relating to access to housing such as affordability) still indicate that such groups of people have limited or low income. The crime domain, which measures the rate of recorded crime in Manchester was found to be statistically insignificant. Finally for the living environment domain, the ‘indoors’ indicator (e.g. houses in poor condition and/or without central heating) suggests that households with such issues are likely to be from a low-income group of the population. In addition, ‘outdoor living’ environmental issues such as road traffic accidents involving injury to pedestrians and cyclists may lead to an increased number of trips by public transport including DRT, as they are generally perceived to be safer than other modes of road transport (Elvik and Bjørnskau 2005).

The above results confirmed the findings from Table 4 that an area with a higher level of overall deprivation tends to have greater demand for DRT. This result clearly indicates the importance of DRT for highly deprived areas. Overall, Table 5 shows that Model 2, which included the ‘education’ and ‘living environment’ scores, provided the best goodness-of-fit in terms of predicting DRT demand from the alternatives analysed.

Discussion

This paper explored the impact of various factors that influence the use of DRT in Greater Manchester. Looking in more detail at how these findings compare with the literature, in terms of the supply side the results suggest that factors at the service area level account for 20 % of DRT demand, which is an interesting finding in itself and is supported in principle by the structure of Lerman et al. (1980)’s model for predicting DRT demand.

On the demand side (and at the lower LSOA level) meanwhile, a higher amount of DRT trips were generated from areas with a lower population density; a lower proportion of people working from home; a higher proportion of white people; and higher levels of deprivation (as with Nguyen-Hoang and Yeung 2010; Mageean and Nelson 2003). As for population density, the results presented in this paper are also consistent with the literature which suggests that the DRT demand is high in “low-density suburbs” or “limited hard to serve areas” (Nutley 1988; Koffman 2004). As this study was undertaken in mainly urban settings, one may speculate that there would be an even higher demand for DRT in rural areas where population densities are usually lower than in urban areas. If this is the case then it would make sense to invest greater efforts in promoting DRT services in rural areas. However, it should be noted that deprivation levels may be lower in rural areas, so the effects on DRT demand can be complex. Clearly further research needs to be undertaken on DRT services in rural areas.
Car ownership, as expected, is found to be inversely associated with the number of DRT trips. The results also show that there was a consistent, positive and significant association between the level of deprivation and DRT demand. This suggests that people who are more deprived are more likely to use DRT, which may be due to limited access to private cars. Indeed, as the correlation coefficient between IMD and household car ownership is $-0.914$, deprivation is effectively a proxy for car ownership, and vice versa. This result seems to be inconsistent with Nguyen-Hoang and Yeung (2010) as they found a negative association between per cent of poor households and unlinked paratransit trips. However, it should be noted that in their study the variable was only marginally significant (at 90% confidence level). Moreover our finding confirmed other previous studies which suggested that DRT is primarily being used by groups of users who are “poor” or disadvantaged (SG Associates Inc. et al. 1995; Laws et al. 2009).

Table 4 shows that white ethnic groups use more DRT than non-white, even when the level of deprivation has been controlled for by IMD. This may be due to the differences between cultures, and in attitudes towards public and private transport between white and non-white. It is also noticeable from Table 5 that in Models 1-4 the variable for white was statistically insignificant when different ID scores were used instead of an overall IMD score. Thus it is likely that some effects that were previously controlled for by the variable of white were captured by other ID scores, such as those for employment and education. From this, it is likely that the level or type of deprivation among the white population segment is not homogenous, which may result in the “ecological fallacy” problem (Openshaw 1984). Similarly, the effects of other variables such as the ID scores may also suffer from this problem.

An individual level study may therefore be required to investigate whether a person’s individual characteristics (e.g. ethnicity) affect their DRT usage. Area-wide and individual level analyses together would give a thorough view on the effects of factors on DRT trip demand. An individual level analysis however requires highly detailed individual level data, which was unfortunately not available for this study, largely due to disclosure issues. Consequently there was very limited information on passenger level data as evidenced in this study where the only useful data was “client” level gender data (whereby it is known that 77% of “clients” of DRT in Greater Manchester were female for example). This seems to suggest that women are more likely to use DRT (as supported by the literature e.g. Bearse et al. 2004; Mageean and Nelson 2003; Nelson and Phonpitakchai 2012; Rosenbloom and Fielding 1998), although this effect was not observed from the area-wide level model as shown above. Likewise, the proportion of people aged over 65 was insignificant in the area model, yet numerous individual level studies provide a contrary message (e.g. Fitzgerald et al. 2000; Nguyen-Hoang and Yeung 2010; Mageean and Nelson 2003; Nelson and Phonpitakchai 2012; Rosenbloom and Fielding 1998; Laws 2009). Clearly then, more data is required on passengers and as such other effects on DRT demand could be controlled for such as income, age, distance travelled and fare paid.

Conclusions

This paper presented the results of a quantitative analysis of DRT provision in Greater Manchester to investigate the effects of various socio-economic factors on the demand for DRT. It is worth mentioning that a “client” is the person who booked a DRT trip and the client can book trips for any one and for multiple persons, although 93% of trips booked were for a single passenger. Some clients also tend to make many more DRT trips than others.
such services. Data for Greater Manchester was collected and a series of multilevel models were employed to examine these factors on DRT demand. This paper is useful for policy makers and practitioners in identifying areas with potential for DRT services, in terms of both the results (i.e. what area characteristics affect DRT demand) and the development of modelling tools.

The multilevel model has successfully taken into account the hierarchical nature of the data. From the modelling results, it was found that factors at the service area level account for around 20 % of DRT demand. At the LSOA level a higher amount of DRT trips were generated from areas with a lower population density; lower proportion of people working from home; a higher proportion of white people; lower car ownership; and higher levels of deprivation (measured by English Indices of Deprivation). Age and gender however were found to be statistically insignificant. Therefore, it appears that close attention needs to be paid to the DRT offering provided (for example in terms of vehicle fleet sizes per operating area and fare levels), and that DRT seemingly has the most potential in areas with a low population density, a low proportion of people working from home, low car ownership, and high levels of deprivation. It is thus speculated that there would be even higher demand for DRT services in rural areas where population densities are usually lower than in urban areas.

For future research, since the data used in is paper is in an urban context, it is yet to develop a model in rural areas. Moreover, an individual level study is required to gain an insight into how individual level factors (e.g. income, age) affect DRT demand, whilst further information about the relative impact of specific service area factors, and fare levels would be particularly beneficial.
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