Abstract

The behaviour of ion channels within cardiac and neuronal cells is intrinsically stochastic in nature. When the number of channels is small this stochastic noise is large and can have an impact on the dynamics of the system which is potentially an issue when modelling small neurons and drug block in cardiac cells. While exact methods correctly capture the stochastic dynamics of a system they are computationally expensive, restricting their inclusion into tissue level models and so approximations to exact methods are often used instead. The other issue in modelling ion channel dynamics is that the transition rates are voltage dependent, adding a level of complexity as the channel dynamics are coupled to the membrane potential. By assuming that such transition rates are constant over each time step, it is possible to derive a stochastic differential equation (SDE), in the same manner as for biochemical reaction networks, that describes the stochastic dynamics of ion channels. While such a model is more computationally efficient than exact methods we show that there are analytical problems with the resulting SDE as well as issues in using current numerical schemes to solve such an equation. We therefore make two contributions: develop a different model to describe the stochastic ion channel dynamics that analytically behaves in the correct manner and also discuss numerical methods that preserve the analytical properties of the model.
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1. Introduction

The electrical dynamics within neuronal and cardiac cells are important because the change in membrane potential of such cells is the stimulus for neurons to fire and the heart to beat. Understanding the dynamics of such systems is therefore important in elucidating causes of fatal conditions such as cardiac arrhythmias. Modelling the cell membrane as a capacitor in parallel with an ionic current, the change in the membrane potential over time can be described by a simple ordinary differential equation (ODE)

$$\frac{dV}{dt} = -\frac{1}{C_m}(I_{ion} + I_{st})$$

(1)
where $C_m$ is the membrane capacitance, $I_{ion}$ is the total transmembrane ionic current and $I_{st}$ is the stimulus current. Each ionic current is calculated using Ohm’s law. For example the ionic current, $I_i$, for ions of type $i$ is given by

$$I_i = g_i(V - E_i)$$  \hspace{1cm} (2)$$

where $V$ is the voltage, $g_i$ is the conductance and $E_i$ is the equilibrium potential which can be found using the Nernst equation \cite{1}. The conductance is most simply described using a Hodgkin-Huxley formulation. Each ion channel is modelled as a series of hypothetical gates where each gate is assumed to be either open, $P$, or closed, $C$, at time $t$, see Figure 1. The gate transitions from the closed to the open and from the open to the closed position at rates $a$ and $b$ respectively. Both transition rates are voltage dependent, adding a level of complexity as the ion channel dynamics are coupled to the fluctuating membrane potential of the cell.
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Figure 1: Hodgkin-Huxley formulation of the ion channel dynamics of each gating variable. $P$ is the open state, $C$ is the closed state and $a$ and $b$ are the voltage dependent transition rates.

In recent years more complicated formulations of ion channel dynamics called pseudo Markov, \cite{2}, have been used to describe the conductance. The ion channel itself is assumed to be in one of $n$ discrete states at time $t$ and the transition rates between states are again voltage dependent. Such models of ion channel dynamics have been used to gain insight into the mechanisms of drug interaction with the heart, \cite{3}, \cite{4}.

Traditionally, ion channel dynamics have been described using deterministic models. However, as with many biological systems, heterogeneities at both cellular and tissue level introduces noise into the system. At the tissue level the number of ion channels is not the same for all cells, while at the cellular level ion channel behaviour is intrinsically stochastic. Incorporating the intrinsic stochastic nature of such systems into the mathematical models has been found to be important in accurately reproducing irregular firing behaviour of small neuronal cells \cite{5} and potassium channel block in cardiac cells \cite{6}. When there are a very large number of channels this stochastic noise is small and has little effect, however as the number of channels becomes smaller stochastic noise has a greater impact on the dynamics of the system. This is important in modelling small neurons where there are often very few ion channels, while in cardiac modelling the binding of a drug to an ion channel could reduce the number of active channels making stochastic effects more important.

The difficulty incorporating stochasticity into such systems is that the transition rates are not constant but voltage dependent and therefore vary through time. Providing the discretisation time step used in the simulation is small, the voltage can be assumed to remain frozen over each time step. This simplifies the ion channel dynamics to a system, as described by Figure 1 but where the transition rates ($a$ and $b$) are constant, in that time step only. We note that such systems described above are analogous to chemical reaction networks. Each state the channel can be in, for example the open state, can be thought of as a chemical species and the transitions between states the chemical reactions. Therefore the theory of biochemical reactions can be directly applied to this system to derive a stochastic model to describe ion channel dynamics.

Consider an ion channel that can be in one of $n$ states $S_1, \ldots, S_n$ and can transition from one state to another via transitions $T_1, \ldots, T_m$. Let $Z(t)$ = $(Z_1(t), \ldots, Z_m(t))^T$ denote the state vector where $Z_i(t)$ is equal to the number of ion channels in state $S_i$ at time $t$ and let $v_j = (v_{j1}, \ldots, v_{jm})^T$ be the state change vector where $v_{ji}$ is defined to be the change in the number of channels in state $j$ produced by one transition of type $j$. The relative chance of each transition occurring if the system is in state $z$ is given by the transition functions $k_1(z), \ldots, k_m(z)$. Since in a given channel there is a series of transitions from one state to another the $k_j(z)$ are linear and we assume that $k_j(z) = a_jz_j$ for some $j$, where the $a_j$ are constant. If only one transition occurs in a given exponentially distributed time interval, the kinetics are modelled by a discrete-state Markov process with a probability density that is the solution of a discrete partial differential equation called the Master equation, \cite{7}. This is the discrete analogue of the Fokker-Planck equation. Individual trajectories of this process can be generated using the Stochastic Simulation Algorithm (SSA) \cite{8}. This is
a direct simulation method for a discrete-state Markov process in which the waiting time $\tau$ to the next transition is sampled from an exponential distribution and the update takes the form $x(t + \tau) = x(t) + v_j$, where $j$ is the most likely transition to occur in that time interval. As the number of channels, $N$, increases this approach becomes computationally intensive. For example the number of sodium channels in a cardiac cell is estimated to be on the order of 10,000, [9], so this discrete state approach would be computationally expensive limiting the incorporation of cellular dynamics into higher level tissue models. If there exists a time interval such that the ion channel transitions through many different states many different times, but the transition functions do not substantially change then the Master equation can be approximated by a Langevin type stochastic differential equation (SDE), [10]. For ion channel dynamics the transition functions are linear and due to the symmetry of the system the Langevin equation takes a special form.

Let $\mathbf{v}$ be the matrix whose columns are the state change vectors, $\mathbf{v} = (v_1, \ldots, v_m)^T$, and $\mathbf{D}$ be a diagonal matrix with corresponding transition functions along the diagonal. Providing the conditions above hold, the dynamics of the system can be approximately described by the Itô SDE [11]

$$dz = \sum_{j=1}^{m} k_j(z) v_j dt + \frac{1}{\sqrt{N}} \sum_{j=1}^{m} b_j(z) dW_j,$$

(3)

where $N$ is the number of channels and $b_j(z)$ are the columns of the matrix, $B(z)$, such that $BB^T = vD(z)v^T$. In the equation above $dW_j$ are Wiener increments, $N$ is the number of ion channels and $q$ is the number of columns of the matrix $B$. A Wiener process, $W(t)$, is a stochastic process whose increment on the interval $[t, t + h]$, defined by $dW(t) = W(t + h) - W(t)$, satisfying the properties $\mathbb{E}(dW(t)) = 0$, $\mathbb{E}(dW(t) - dW(t))^2 = h$ and where the Wiener increments on non-overlapping intervals are independent. Thus a sample of a Wiener increment is just a normal random variable with mean 0 and variance $h$. The Langevin equation, equation (3), for the Hodgkin-Huxley formulation simplifies to a single SDE

$$dy = (a - (a + b)y) dt + \frac{1}{\sqrt{N}} \sqrt{a + (b - a)y} dW,$$

(4)

where $y(t) = Z(t)/N$ is the proportion of channels that are open at time $t$.

The Langevin equation is constructed in such a way that its mean and variance matches the first two moments of the SSA computed from the corresponding Master equation. Thus the Langevin equation captures the stochastic nature of the system yet is more computationally efficient than the Master equation when the number of channels is large. For this reason the Langevin equation is usually used in favour of a discrete chain Markov approach for capturing the intrinsic stochastic behaviour of ion channels in neuronal cells, [12] and cardiac cells [6]. However, as we shall see in Section 2, the solution to equation (4) is such that $a + (b - a)y \geq 0$ and so the solution lies outside the interval $[0, 1]$. This questions the biological relevance of such a model.

It is not just problems with the model itself, but also with the numerical methods used to simulate the trajectories of SDEs that make biologically realistic solutions to the Langevin equation for ion channel dynamics difficult to compute. The condition $a + (b - a)y \geq 0$ ensures that solutions to equation (4) are real, even if they may not lie inside $[0, 1]$. However, when the solution comes close to this boundary a Wiener increment can cause $a + (b - a)y < 0$ and so solutions to equation (4) become imaginary. There are a number of fixes that can be made in the numerical method to ensure solutions remain real. For example, the absolute value under the square root in the noise term can be taken or if the Wiener increment is too large then it is discarded and a new one is sampled, as in [12] and [6]. The problem is that such fixes can potentially introduce bias into the solution, [13].

In recent years numerical methods have been developed that aim to preserve boundaries of numerical solutions to SDEs, [14], [15], [16]. Most techniques have focused on positivity preserving schemes applied to mean-reverting square root processes in financial models, [17], [18], [19], [20], [21]. The problem is that many such methods are model dependent and so are not widely applicable [17], [19], or they only work under certain parameter regimes [14], [16], [21].

The Langevin formulation outlined above therefore raises two issues. There is a problem with the model in that
analytic solutions are not guaranteed to lie in [0, 1]. There are also complications with current numerical methods, such as the Euler-Maruyama and Milstein methods, as they do not preserve the analytical properties of the underlying model. In this paper we therefore make two contributions. Firstly we develop an alternative model to the Langevin equation, based on the Wright-Fisher model, that ensures solutions remain within [0, 1]. Secondly we discuss two numerical methods that ensure the numerical solution also remains within [0, 1], one based on a method developed by Moro and Schurz [15] and the other a hybrid scheme that switches between a Langevin equation and SSA approach.

In the area of biochemical reaction networks there has been much development of hybrid methods that combine different stochastic model formulations for systems of chemical reactions in order to speed up computation time whilst capturing the stochastic behaviour as accurately as possible, for a review see [22], [23], [24], [25]. However, such methods have not previously been extensively used to simulate the dynamics of stochastic ion channel dynamics.

This paper focuses on the Langevin equation for the Hodgkin-Huxley formulation of the ion channel dynamics. From here on in we refer to Langevin equation and Master equation as the Langevin equation and Master equation for the Hodgkin-Huxley formulation, respectively. This paper is structured as follows. We begin in section 2 by showing analytically that solutions to (4) can leave [0, 1]. In section 3 we discuss an alternative Langevin form for the simplest formulation of ion channel dynamics (Hodgkin-Huxley) that analytically preserves the boundaries of 0 and 1. We also discuss a new method for solving this equation, based on a method proposed by Moro and Schurz [15], that ensures solutions remain within [0, 1] under certain parameter regimes. In section 4 we discuss a hybrid method for this simple reaction. We show that when applied to the Hodgkin-Huxley model of a neuronal cell the hybrid method ensures that solutions remain within the interval [0, 1] and is less computationally costly than using the SSA.

2. Issues with the Langevin equation

Consider the transformation

\[ u = a - (a + b)y. \]  

(5)

By Itô’s Lemma, [26], equation (4) becomes

\[ du = (A + Bu)dt + C \sqrt{udW} \]  

(6)

where \( A = 2ab \), \( B = -(a + b) \) and \( C = \frac{(b-a)}{\sqrt{a}} \). Equation (6), more commonly known as the CIR model, was first proposed by Feller, [27], and later became popular when Cox, Ingersoll and Ross used it to model short-term interest rates, [28]. Feller proved that there exists a nonnegative solution to (6) and that under certain parameter regimes the solution is strictly positive.

Consequently \( y \) satisfies the following boundaries: if \( a < b \) then \( y \geq \frac{a}{b-a} \), while if \( a > b \) then \( y \leq \frac{a}{b-a} \). Therefore \( y \) can leave [0, 1]. There is also an added complication when the \( a \) and \( b \) depend on voltage, as in the Hodgkin-Huxley model, since then the boundaries are changing at each time step. Although solutions to the Langevin equation can leave [0, 1], individual trajectories simulated by using the SSA do not. It is the first two moments, not the individual trajectories of the SSA that are mapped to determine the Langevin equation. This could result in solutions to the Langevin equation violating the boundaries inherent in the Master equation. Therefore an alternative model with similar first two moments to the Langevin equation but whose solution remains within [0, 1] could provide a more biologically realistic model for stochastic ion channel dynamics.

2.1. An Alternative Model

The Wright-Fisher model, described by the following Itô SDE, is used in population dynamics to model the frequency of genes or alleles within a population [29],

\[ dy = (A - (A + B)y)dt + C \sqrt{y(1-y)}dW. \]  

(7)

It has been shown that solutions to equation (7) remain within the closed interval [0, 1] for all time (see for example [30]). This is the characteristic we desire from the Langevin equation, (4), to ensure solutions are biologically realistic.
The Langevin equation must also match the first two moments of the underlying discrete-state Markov process. By choosing \( A, B \) and \( C \) so that the mean and variance of (4) are close to (7), respectively, the new model, (7), provides biologically realistic solutions whilst still providing a good continuous approximation to the discrete-state Markov process. The mean solution of (4) and (7) both contain an exponential decaying term and a constant term. We therefore want to ensure that the constant terms are the same and that the exponential terms decay at the same rate. To meet the first requirement \( A \) and \( B \) must be chosen such that \( A + B = \frac{a}{b} (a + b) \) while to meet the second we require \( a + b - (A + B) = 0 \) which using the previous requirement means that \( (a + b)(1 - A/a) = 0 \). The equations for the variance of (4) and (7) also contain a constant term and two exponentially decaying terms. Matching the constant terms and exponential decay terms for the variance equations, along with the requirements from the means above, then \( A, B \) and \( C \) must be such that \( C^2 = A + B - \frac{2}{N-1} (a + b) \). Therefore taking \( A = a, B = b \) and \( C^2 = \frac{2}{N-1} (a + b) \) guarantees that the mean of equations (4) and (7) are identical and the variances quickly become very close as \( t \to \infty \), as shown in Figure 2. This choice of parameters also ensures that the solutions, solved along the same Brownian path, for the two models are very similar, see Figure 2.
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This model therefore provides an alternative model of Hodgkin-Huxley formulation for ion channel dynamics with intrinsic noise which provides a very good approximation to the first two moments of the Master equation whilst ensuring that solutions make sense biologically. However, although this alternative model analytically ensures solutions remain within \([0, 1]\), many current numerical methods are still inadequate at preserving such boundaries.

3. Improved numerical methods

Although there are methods that preserve the positivity of the CIR model, equation (6), [17], [15], incorporating such methods into cardiac and neuronal cell models no longer guarantees real solutions to (4) due to the added complexity that the transition rates, \( a \) and \( b \) are voltage dependent. The boundaries that are preserved by the numerical method depend on the transition rates, which will now vary over time. Therefore at each time step there is effectively a new boundary and so the schemes may break down. For the Wright-Fisher model, the boundary does not depend on the transition rates. Therefore providing the numerical scheme ensures solutions remain within \([0, 1]\) for fixed \( a \) and \( b \) it should not break down when \( a \) and \( b \) are state dependent. Current widely used numerical schemes, such as the Milstein method, are inadequate at ensuring solutions remain within \([0, 1]\). We therefore use the Moro and Schurz method, [15]. The splitting step scheme they suggest exploits the structure of the SDE to try to ensure that the numerical scheme retains the natural boundaries of the system. The idea is to decompose the SDE into two equations, an SDE and an ODE, where either the exact solution or conditional probability for the first equation (the SDE) is known. This solution is used as the initial condition in the second equation which is integrated using a deterministic.
numerical algorithm. We propose a splitting that ensures solutions to equation (7) remain within [0, 1] for a wide range of parameter values.

Equation (7) is split into an SDE and ODE as follows

\[
d\bar{y} = \frac{C^2(1 - 2\bar{y})}{4} dt + C \sqrt{\bar{y}(1 - \bar{y})} dW, \quad (8)
\]

\[
dy = \left( A - \frac{C^2}{4} - \left( A + B - \frac{C^2}{2} \right) y \right) dt. \quad (9)
\]

Under this splitting scheme equation (8) is equivalent to the Stratonovich SDE

\[
d\bar{y} = C \sqrt{\bar{y}(1 - \bar{y})} \circ dW
\]

and so has solution

\[
\bar{y}(t + h) = \left( \sin\left( \frac{C^2}{2} \Delta W + \sin^{-1}\sqrt{\bar{y}(t)} \right) \right)^2,
\]

\[
(10)
\]

where \( h \) is the step size and \( \Delta W \) is the Wiener increment which is sampled from a normal random variable with variance equal to the step size \( h \), [26]. This solution clearly remains between 0 and 1. Using (10) as the initial condition in equation (9) the analytical solution is

\[
y(t + h) = \frac{A - C^2/4}{C^2/2 - A - B} \left( e^{-(A+B-C^2/2)h} - 1 \right) + e^{-(A+B-C^2/2)h} \left( \sin\left( \frac{C^2}{2} \Delta W + \sin^{-1}\sqrt{\bar{y}(t)} \right) \right)^2.
\]

\[
(11)
\]

The update formula given by (11) remains within the interval [0, 1] providing \( a \) or \( b \) is very small. We leave the development of a numerical scheme for such parameter regimes that preserves the boundaries of 0 and 1 to future work.

The Moro and Schurz scheme, described above, is compared with the Milstein method, [31], along the same Brownian path. Two different fixes are incorporated into the Milstein method to ensure the solution remains within [0, 1]: firstly the absolute value under the square root in the noise term is taken and secondly if the Wiener increment is too large it is discarded and a new one is sampled. To allow for a fairer comparison the Milstein method has been used as it is strong order one as with the Moro and Schurz approach.

The Milstein implementation utilises the fix of taking the absolute value a maximum of 35 times, while the resampling of the Wiener increment is employed a maximum of 24 times to ensure that solutions remain within [0, 1]. The Moro and Schurz method therefore is a better representation of the true solution. When the Wiener increment is resampled
the mean Milstein path is consistently greater than the mean Moro and Schurz solution, Figure 3. This suggests that the effect of resampling the Wiener increment is to overestimate the solution to equation (7). When the absolute value is taken this seems to cause less bias than with resampling, Figure 3.

4. Hybrid Model

In the introduction two conditions were given that allowed the approximation of the SSA by the computationally simpler Langevin equation, namely that there should exist a time step such that the transition functions do not substantially change while each channel transition must occur many times [10]. The Hodgkin-Huxley formulation of ion channel dynamics when \( a \) and \( b \) are constant is analogous to a simple reversible isomerisation reaction. The validity of the Langevin equation for such a system, equation (4), was studied by Gillespie [32]. It was shown that for this simple system the first and second conditions are satisfied providing

\[
\frac{dt}{\Delta t} << (a + b)^{-1}, \quad dt \gg \frac{1}{N} \max \left( \frac{1}{a(1-y)}, \frac{1}{by} \right),
\]

where \( dt \) is the time step. Therefore, for the approximation conditions to hold, the parameter regime must be such that

\[
\max \left( \frac{1}{a(1-y)}, \frac{1}{by} \right) << N(a + b)^{-1}.
\]

In Figure 4 these conditions are shown for the \( m \) gating variable (others similar) in the Hodgkin-Huxley model [33] for the squid giant axon. Also shown are the probabilities that the Langevin equation, equation (4), lies outside of the interval \([0, 1]\) at equilibrium under the parameter regimes for the gating variables over a realistic range of voltages. The Langevin form of the Hodgkin-Huxley model is given by equations (14) to (16).

\[
\frac{dv}{dt} = \frac{1}{C} \left( -G_N m^3 h (v - E_N) - G_K n^4 (v - E_K) - G_L (v - E_L) + I \right),
\]

\[
dm = (am(1 - m) - bm)m dt + \frac{\sqrt{2}}{\sqrt{N}} \sqrt{am} \sqrt{(1 - m)} b_m W_1, \quad dh = (ah(1 - h) - bh) dt + \frac{\sqrt{2}}{\sqrt{N}} \sqrt{ah} \sqrt{(1 - h)} b_h W_2, \quad dn = (an(1 - n) - bn)n dt + \frac{\sqrt{2}}{\sqrt{N}} \sqrt{an} \sqrt{(1 - n)} b_n W_3,
\]

\[
a_m = \frac{0.1(v + 40)}{1 - \exp(-(v + 40)/10)}, \quad b_m = 0.108 \exp(-(v/18)), \quad a_h = 0.0027 \exp(-(v/20)),
\]

\[
b_h = \frac{0.1(v + 55)}{1 + \exp(-(v + 35)/10)}, \quad a_n = \frac{0.01(v + 55)}{1 - \exp(-(v + 55)/10)}, \quad b_n = 0.055 \exp(-(v/80)).
\]

Figure 4: Left: conditions 1 and 2, from (12), calculated for the Hodgkin-Huxley model for each of the \( m \) gating parameter. The conditions are shown with the varying voltage. The deterministic version of the Hodgkin-Huxley model was solved using ODE45 in Matlab over a time interval of length 100. The initial condition is \( V(0) = -75, m(0) = 0.5, h(0) = 0.5, n(0) = 0.5 \). The parameter values used for simulation are \( E_N = 50, E_K = 70, E_L = 54, G_N = 120, G_k = 0.3, G_K = 36, C = 1 \) and \( I = 0 \). Right: the probability that the Langevin equation, equation (4), lies outside of the interval \([0, 1]\), calculated at equilibrium where \( a \) and \( b \) are the parameters from the Hodgkin-Huxley model calculated over a range of voltages. The number of sodium and potassium channels is each 100.
Here $m$ and $h$ are the gating variables for the sodium channel and $n$ is the gating variable for the potassium channel, while $N_1$ and $N_2$ are the numbers of channels of those channel types. It appears, from Figure 4, that parameter regimes for which the probability of the solution to the Langevin equation leaving the interval $[0, 1]$ is high corresponds to situations where the condition (13) is violated. This suggests that the Langevin equation may not preserve the boundaries of 0 and 1 that are inherent in the Master equation as the approximation breaks down under certain parameter regimes. In these regimes the mean lies very close to 0 or 1, so although the total number of channels may be high, one of the channel states can become very small in number. Gillespie [10] states that for the approximation to the Langevin equation to hold both channel state populations must be large. Under such conditions the only method to accurately capture the dynamics of the system is to use a discrete-state Markov process simulated using the SSA. We note that while there is still a positive probability that the solution to the Langevin equation can lie outside of $[0, 1]$ when the conditions are held, this probability is so small that it is negligible.

In neuronal and cardiac cell models, such as the Hodgkin-Huxley model, the cell spends the majority of time in the resting state where the membrane potential is negative and the condition (13) is satisfied, Figure 4. However, as the cell depolarises and reaches the top of the action potential (AP) the membrane potential increases sharply so that nearly all the sodium channels open while nearly all the potassium channels close. The time in which the cell spends at the height of the AP is small compared to that in which the cell is at rest, see Figure 5.
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**Figure 5:** The deterministic Hodgkin-Huxley model, solved using ODE45 in Matlab under the same conditions as Figure 4.

We propose a hybrid scheme for the Hodgkin-Huxley model where stochasticity is incorporated into the gating variables that switches between a Langevin equation and SSA approach depending on whether the conditions given above are met. Conditions 1 and 2, given by (12), are calculated for each gating variable at every time step. If the difference between the conditions is greater than some prescribed threshold value for all gating variables then we assume that the Langevin equation is a valid approximation, otherwise the SSA is used to simulate the dynamics of the underlying discrete-state Markov process.

| Method          | No. of channels | Computing time | No. simulations outside $[0, 1]$ |
|-----------------|-----------------|----------------|----------------------------------|
| Euler-Maruyama   | 100             | 0.0306         | 4022                             |
| Hybrid          | 100             | 0.4979         | 0                                |
| SSA             | 100             | 0.7118         | 0                                |
| Euler-Maruyama   | 1000            | 0.0305         | 0                                |
| Hybrid          | 1000            | 0.5045         | 0                                |
| SSA             | 1000            | 2.7479         | 0                                |
| Euler-Maruyama   | 10000           | 0.0330         | 0                                |
| Hybrid          | 10000           | 0.6750         | 0                                |
| SSA             | 10000           | 22.5255        | 0                                |

The computational time and the number of times the solution went outside the boundaries of 0 and 1 for the Langevin form of the Hodgkin-Huxley model, equations (14) to (16), solved using the hybrid scheme the Euler-Maruyama
method and the SSA are compared. We simulate noise in both the sodium and potassium channels, so each of the three gating variables is described by a Langevin equation. To ensure the Euler-Maruyama method preserves the boundaries of 0 and 1 the absolute value under the square root is taken. The results are summarised in Table 1. The results shown are for 100000 simulations of the Hodgkin-Huxley model over a interval of length 100 and time step 0.01. The mean computing time in sec. is given in column three. The initial condition is \( V(0) = -75, m(0) = 0.5, h(0) = 0.5, n(0) = 0.5 \) and the threshold value in the hybrid method is taken to be 0.15. Simulations were run on a 2.5GHz quad core Intel Core 2 processor.

As expected the hybrid scheme is more computationally intensive than the Euler-Maruyama method but is faster than the SSA approach, Table 1. However, for intermediate values of \( N (N = 100) \) the hybrid scheme is still relatively fast and, unlike the Euler-Maruyama method, ensures solutions remain within \([0, 1]\) without the use of a fix as is needed in the Euler-Maruyama method, Table 1. As the number of channels becomes large \((N = 10000)\) the hybrid scheme increases in computationally intensity so that the benefit of preserving the boundaries is outweighed by the speed of computation, Table 1. At larger channel numbers the Euler-Maruyama method appears to be more effective than the hybrid method. There are two possible reasons for this. First for large values of \( N \) the noise term is small and so trajectories are very close to the deterministic solution. Secondly, the threshold value was chosen in an ad hoc way, i.e. a small value was chosen that preserved the boundaries of 0 and 1 in simulations. In future a method for choosing a threshold parameter that is as small as possible whilst ensuring solutions remain within \([0, 1]\) could help to improve the speed of the hybrid scheme. Another possible reason is that the SSA approach was used for all variables if just one of the gating variables did not satisfy the conditions. The speed of the hybrid scheme could thus be increased by only using an SSA formulation for the gating variable that breaks the conditions, and a Langevin formulation for the other variables. We expect both these elements to increase the speed, particularly for large numbers of channels.

5. Conclusion

In this paper we have discussed the modelling and numerical issues associated with ion channel dynamics within cardiac and neuronal cells. The solution to the Langevin equation for the simple open-closed model can go outside of the biologically realistic boundaries of 0 and 1 and existing numerical methods fail to preserve boundary properties of the solution. Therefore we developed a new model that is a variant of the Wright-Fisher model that preserves the mean and approximates the variance of the original Langevin equation very closely and thus that of the underlying Master equation whilst also ensuring that analytically solutions lie within \([0, 1]\). A new method for solving this improved model was used to ensure solutions remained within \([0, 1]\). By comparison of this method with that of the Milstein method we showed that certain fixes can indeed bias the resulting solution and are therefore less than ideal. A hybrid scheme, combining a Langevin equation and an SSA approach to solve the Langevin Hodgkin-Huxley model was discussed in the final section. While the computational time for the scheme is greater than for a Langevin equation regime, since the time in which the SSA is utilised is short compared to that in which a Langevin equation formulation is used for the Hodgkin-Huxley model, the increase in computational time is relatively small provided the number of channels is not large. If the number of channels is large then the noise term is small and so trajectories of the Langevin equation formulation are close to the deterministic solution. Therefore it may be that in such situations some method for simulating the Langevin equation, such as the Euler Maruyama, is sufficient to capture the dynamics of the system. Alternatively it may be that more work is needed to improve on the efficiency of the hybrid approach when there are a large number of channels.

The analysis and methods described in this paper have been for the simple Hodgkin-Huxley formulation of ion channel dynamics in neuronal and cardiac cells. However, as discussed in the introduction, pseudo Markov formulation is a more complex model to describe ion channel dynamics. Generalisation of the analysis and methods presented here to multidimensional systems is therefore needed to understand the stochastic behaviour of these more complex formulations of ion channel dynamics. In particular, such generalisations would allow the possibility for stochastic effects in drug block models in cardiac cells to be investigated.
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