Single-Nanoparticle Orientation Sensing by Deep Learning
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ABSTRACT: This paper describes a computational imaging platform to determine the orientation of anisotropic optical probes under differential interference contrast (DIC) microscopy. We established a deep-learning model based on data sets of DIC images collected from metal nanoparticle optical probes at different orientations. This model predicted the in-plane angle of gold nanorods with an error below 20°, the inherent limit of the DIC method. Using low-symmetry gold nanostars as optical probes, we demonstrated the detection of in-plane particle orientation in the full 0°–360° range. We also showed that orientation predictions of the same particle were consistent even with variations in the imaging background. Finally, the deep-learning model was extended to enable simultaneous prediction of in-plane and out-of-plane rotation angles for a multibranched nanostar by concurrent analysis of DIC images measured at multiple wavelengths.

Automated single-particle tracking techniques have played key roles in studying biological processes ranging from cellular motion to targeted drug delivery. These methods analyze cellular dynamics by first recording a video of an optical probe (fluorescent molecules or semiconductor quantum dots) and then extracting the translational trajectories by analysis algorithms. Although rotational dynamics has not been studied in such tracking processes, they can provide additional molecular level information on cellular activities such as protein diffusion and cytoskeleton formation. One major drawback for visualizing rotational motion is that common fluorescence probes either have orientation-invariant emission or limited signal intensity. Also, existing algorithms using Gaussian fitting or cross-correlation cannot identify probe orientation. The development of next-generation, particle-tracking platforms for rotational dynamics requires simultaneous advances in both the optical probe and the analysis method.

Optical imaging approaches using anisotropic metal nanoparticle probes can resolve rotational motion because of their polarization-dependent optical responses. For example, gold nanorods show a different scattering intensity under polarized dark-field microscopy based on orientation but cannot be used in cellular environments with strong background scattering. Alternatively, differential interference contrast (DIC) microscopy can generate orientation-dependent patterns (bright and dark pixels) from anisotropic plasmonic nanoparticles. However, because of the symmetry of gold nanorods, their orientation can only be tracked during in-plane rotation because DIC image signals decrease dramatically with out-of-plane rotation. Gold nanostars (AuNS) are three-dimensional (3D) optical probes that have multiple branches oriented in different directions. Compared to nanorods, AuNS show more complicated DIC patterns that can be correlated with their 3D nanostructure and orientation.

Data-driven machine-learning algorithms can assist single-particle tracking in physiological environments when fast and accurate pattern analyses are needed. Statistical-learning approaches determine particle trajectories from optical microscopy images by locating the Haar-like features (developed for object detection) that identify particle position but not orientation. A different set of features must be established between DIC image pattern and particle orientation to solve the inverse problem. Deep convolutional networks are universal machine learning tools that can automatically identify robust features associated with a response or category in an image data set. To reduce data acquisition time, data-augmentation strategies have been developed so that data sets of sufficient sizes (>10⁴ labeled images) can be obtained from only a small set of original images. Therefore, deep-learning models may become an effective tool to predict the orientation of nanoparticle probes from their diffraction-limited microscopy images.
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Here we show a deep-learning platform that can identify the 3D orientation of optical probes used in DIC microscopy. We constructed DIC image data sets of both Au nanorods and AuNS with labeled orientations to establish the deep-learning models. The optimized model predicted the in-plane orientation of nanorods from their DIC images with an accuracy limited only by the inherent angular resolution of the imaging-and-probe system. The angular range of in-plane orientation sensing was expanded from 0\(^\circ\) to 180\(^\circ\) using anisotropic AuNS probes with a lower structural symmetry than the nanorods. We further confirmed the robustness of our deep-learning model by showing that predictions were accurate even with different backgrounds. Finally, we determined the 3D orientation of a multibranched AuNS by the simultaneous detection of in-plane and out-of-plane angles.

Figure 1 depicts a scheme of the prediction process for nanoparticle orientations based on DIC microscopy in the de Sénarmont configuration\(^ {47,48}\) and convolutional neural networks. An unpolarized light source is converted into elliptically polarized light by a linear polarizer and a quarter-wave plate, which is then split into two orthogonally polarized beams that are spatially separated by 120 nm at the first Nomarski prism (Figure 1a). The beams experience different phase changes at the nanoparticle before being combined by a second Nomarski prism to form either bright or dark pixels in the DIC images. At each in-plane orientation of the nanoparticle probe, we collected raw DIC images to produce a data set labeled by the corresponding angle (Figure 1b). Convolutional neural network models are trained on these data sets to predict the orientation of the nanoparticle. The accuracy of the model is assessed by comparing the predicted angles with the labeled angles from the DIC images.

Figure 2. Deep-learning models for orientation prediction of anisotropic gold nanoparticles based on DIC microscopy images. (a) Scheme of data set preparation from raw DIC images with labeled nanoparticle orientations. (b) Definition of cost function based on labeled and predicted angles. (c) Training and testing of the artificial neural networks in the deep learning model by batches of images in the training data set. Data set preparation steps in (a) include (1) extracting DIC patterns from raw images by computer vision methods (Python Scikit-Image Package) and (2) expanding images in each orientation into a data set by tailoring randomly the pattern size, position, and noise level. In each epoch described in (c), the artificial neural network calculated the predicted angle for batches of images in the training data sets, evaluated the corresponding error based on (b), and adjusted the weights in the model in a back-propagation process for the next batch.
networks were then constructed by the PyTorch toolbox based on the library of DIC images (Figure 1c).

Our deep-learning model was optimized iteratively using a training data set to minimize the prediction errors defined by a cost function. Figure 2a summarizes our procedure to prepare DIC data sets for model training and testing. We processed raw DIC images by our multistep thresholding method that produced clean black–white patterns from both calculated and measured DIC data (Figures S1–S2). By a data-augmentation process, the images corresponding to each particle orientation were converted to a data set class (~1500 images) labeled by angle (Figure S3). In this step, the DIC patterns in the original images were randomly resized and spatially shifted to produce image copies in the class. The image-scaling process ensured that the optimized models are insensitive to changes in the DIC pattern size so that different imaging setups can use this deep-learning approach. Random noise was also added to the images to improve the tolerance of the model to pixel-level imaging defects. A fraction of classes with evenly distributed orientations was reserved as the testing data set, while the remaining classes were split into training and validation data sets with a 4:1 ratio. The training data set

Figure 3. Deep learning models can predict in-plane angles of gold nanorods. Mean-square errors of the neural networks during the training process based on (a) simulated and (b) measured DIC images. Prediction of nanorod in-plane orientations by the deep learning model based on (c) calculated images (d) experimental results. The image library consisted of DIC images calculated by finite-difference time-domain (FDTD) simulations or measured experimentally for a nanorod (length l = 90 nm, width w = 40 nm) with in-plane angles $\phi_0$ = 0°, 5°, 175° at wavelength $\lambda = 700$ nm. DIC images at $\phi_0 = 0°$, 20°, ..., 160° were used for testing the model, and the images at remaining angles were used for training and validation. Scanning electron microscopy (SEM) in (d) shows the structure of the nanorod.

Figure 4. Low-symmetry imaging probe enables full 0–360° orientation sensing. (a) SEM image of the gold nanostar (AuNS) probes and the scattering spectrum measured by dark-field microscopy. (b) The predicted angles based on the testing data sets collected at three wavelengths $\lambda = 600, 680, 750$ nm. (c) Prediction errors of the deep-learning models at each angle. The image library consisted of DIC images for the AuNS with in-plane angles $\phi_0 = 0°, 15°, ..., 360°$. DIC images at angles $\phi_0 = 0°, 45°, ..., 315°$ were used for testing the model, and the images at remaining angles were used for training and validation.
was used to optimize the weights in the convolutional network during model training, and the validation data set was used to monitor overfitting. The testing data set evaluated the accuracy of the optimized models.

Figure 2b shows the cost function to be minimized by the deep-learning model. For a general prediction model of in-plane rotations in the range 0°–360°, the prediction error was defined based on polar coordinates as

$$\text{error} = (\cos \phi - \cos \phi_0)^2 + (\sin \phi - \sin \phi_0)^2$$

where $\phi$ and $\phi_0$ are the predicted and labeled angles corresponding to each image in the training set, respectively. Figure 2c depicts the training process of the deep-learning model starting from a convolutional network with randomly initialized weights (Code section S1). In each epoch of the optimization, the model-training function (1) predicts the particle orientations for all images in the training data set with the model; (2) calculates the corresponding errors by eq 1; and (3) adjusts the model weights to reduce the total error (Figures S4–S5). After each training epoch, the model also makes orientation predictions for images in the validation data set, and the average validation error (per image) is compared to the training error. If the validation error was below 10% of the error at the initial epoch, the convergence criterion was satisfied, and the model was evaluated using the testing data set.

We first tested the deep-learning method for tracking the in-plane rotation of a gold nanorod (length $l = 90$ nm, width $w = 40$ nm) with a localized surface plasmon (LSP) resonance at $\lambda = 620$ nm (Figure S6). Because of contrast inversion when the imaging wavelength is tuned across the LSP, DIC images are typically collected at a wavelength shorter or longer than this resonance. We collected the raw images at $\lambda = 700$ nm and constructed a library of DIC patterns of the nanorod with 36 in-plane angles (relative to the x axis) $\phi_0 = 0°, 5°, ..., 175°$ by the data augmentation process. Among the 36 angles, images at $\phi_0 = 0°, 20°, ..., 160°$ were selected as the testing data set, and the remaining angles were split randomly into training (~70% images) and validation (~30% images) data sets. Because of the 2-fold symmetry of the nanorod, the cost function was modified from eq 1 to

$$\text{error} = (\cos 2\phi - \cos 2\phi_0)^2 + (\sin 2\phi - \sin 2\phi_0)^2$$

so that the error was a periodic function of $\phi$ between 0 and 180°.

Figure 3a–b shows the separate training processes of the neural network for calculated and measured DIC images, respectively, which are consistent in bright–dark contrast but can have differences in the patterns. A model using a three-layer convolutional network can reach convergence in 50 epochs for the simulated data sets (Figure S7). In comparison, training using the (noisy) measured data required four convolutional layers to converge within the same time (Figure S8). Figure 3c–d shows the performance of these optimized networks on predicting in-plane particle orientation from images in their corresponding testing data set ($\phi_0 = 0°, 20°, ..., 160°$). Without learning directly from DIC patterns acquired at these angles, the model could determine particle orientations with errors below ±20° for the simulated data set, which is the experimental angular resolution of DIC and plasmonic optical probes (Figures S9–S10). These results indicate that convolutional networks can predict the in-plane orientation of nanoparticles.

To realize in-plane orientation tracking in the full 0°–360° range, we tested our deep-learning approach with a low-symmetry AuNS having two long branches positioned in the imaging plane. Compared to nanorods, the angular separation in the raw data set was increased to 15° to reduce the data collection time. Figure 4a shows our selected AuNS, where DIC images were collected at three wavelengths ($\lambda = 600, 680, 750$ nm) around the LSP resonance at $\lambda = 730$ nm. Imaging was not conducted around the other LSP resonance at $\lambda = 880$ nm.
because the silicon detector has poor sensitivity. To increase the accuracy of the orientation predictions, we developed a model to account for the three wavelengths simultaneously based on three convolutional layers (Figures S11–S12). Figure 4b shows the performance of the optimized neural network on predicting in-plane orientation from images at \( \theta_0 = 0^\circ, 45^\circ, \ldots, 315^\circ \). The predictions were accurate at all angles except for \( \theta_0 = 225^\circ \), where the DIC pattern was similar to \( \theta_0 = 45^\circ \). Figure 4c shows the accuracy of the multiwavelength model averaged over \( \sim 600 \) test images at each angle. At all angles except \( \theta_0 = 45^\circ \) and \( 225^\circ \), the multiwavelength model showed reduced average errors compared to the single-wavelength models that used only the images at \( \lambda = 680 \) nm (Figures S13–S14). At most angles, both models showed an average error below \( 20^\circ \), which indicates that the orientation of appropriately shaped anisotropic probes can be predicted over the \( 0^\circ–360^\circ \) range.

The prediction accuracy of the model can be improved further by accounting for DIC images at multiple wavelengths simultaneously.

We tested the robustness of the orientation prediction platform under different background imaging conditions. Figure 5a shows the raw DIC images of four AuNS, including our selected optical probe (dashed box) with two LSP resonances at \( \lambda = 770 \) and 910 nm (Figure S15) and its extracted patterns under different background conditions. We prepared microscale patterns in 5 nm Cr films on replaceable coverslips that produced background noises in the imaging field of view (Figure S16). We trained the multiwavelength deep-learning model by four data sets prepared from images with clean or randomly textured background. Figure 5b–c shows the test results of the optimized model for orientations of the AuNS based on DIC images collected with and without backgrounds. For both tested data sets, the model exhibited average errors below \( \pm 20^\circ \) for 75% of the selected angles; large discrepancies at some angles were observed because of difficulties in distinguishing between \( \pm 180^\circ \) orientations. These consistent predictions of in-plane angles with tolerance to imaging conditions will be important for imaging in live cells.

Finally, we demonstrated that out-of-plane orientation sensing is possible using an anisotropic, multispectral optical probe based on calculated DIC images. Figure 6a–b shows the structure and optical responses of our AuNS probe. This AuNS showed three LSP resonances (\( \lambda = 725, 785, 815 \) nm), each corresponding to a branch at a different spatial orientation (Figure S17). We prepared data sets of calculated DIC images at all combinations of in-plane angles \( \phi_0 = 0^\circ, 5^\circ, \ldots, 355^\circ \) and out-of-plane angles \( \theta_0 = -90^\circ, -85^\circ, \ldots, 90^\circ \) for four wavelengths (\( \lambda = 710, 750, 800, 825 \) nm) that spanned the range of the LSP resonances. To account for both rotation angles \( (\phi_0 \text{ and } \theta_0) \), the cost function was defined based on a spherical coordinate as

\[
\text{error} = (\cos \phi \cos \theta - \cos \phi_0 \cos \theta_0)^2 \\
+ (\sin \phi \cos \theta - \sin \phi_0 \cos \theta_0)^2 + (\sin \theta - \sin \theta_0)^2
\]

where \( \theta \) and \( \theta_0 \) are the predicted and labeled out-of-plane angles corresponding to each image in the training set, respectively. Images at \( \phi_0 = 0^\circ, 20^\circ, \ldots, 340^\circ \) were selected as the testing data set, and the remaining angles were used for training and validation of the model. Figure 6c shows the performance of the deep-learning model for all combinations of \( \phi_0 \) and \( \theta_0 \). For 80% of the orientations in the testing data set, the average prediction errors were below 20° (Figure S18).

We believe that our multispectral optical probe can be realized experimentally with developments in synthesis and sorting methods that improve control over AuNS shape and homogeneity.

In summary, we demonstrated a deep-learning approach to determine the orientation of optical nanoparticle probes from their microscope images. Innovations in anisotropic probe design enabled the sensing of in-plane orientations in the full \( 0^\circ–360^\circ \) range with an accuracy at the intrinsic limit of the DIC technique with a AuNS probe. We also showed the prediction of the out-of-plane orientation for a multispectral AuNS by imaging simultaneously at multiple wavelengths. The model is robust against noise in imaging background and has the potential to achieve fast, fully automated tracking of particle rotations during live-cell interactions. We expect that this deep-learning platform can resolve cellular interactions involving 3D rotational dynamics that are not accessible by existing imaging techniques but are critical for understanding and optimizing next-generation therapeutic systems.
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