ABSTRACT Research on soft-biometrics showed that privacy-sensitive information can be deduced from biometric data. Utilizing biometric templates only, information about a person’s gender, age, ethnicity, sexual orientation, and health state can be deduced. For many applications, these templates are expected to be used for recognition purposes only. Thus, extracting this information raises major privacy issues. Previous work proposed two kinds of learning-based solutions for this problem. The first ones provide strong privacy-enhancements, but limited to pre-defined attributes. The second ones achieve more comprehensive but weaker privacy-improvements. In this work, we propose a Privacy-Enhancing face recognition approach based on Minimum Information Units (PE-MIU). PE-MIU, as we demonstrate in this work, is a privacy-enhancement approach for face recognition templates that achieves strong privacy-improvements and is not limited to pre-defined attributes. We exploit the structural differences between face recognition and facial attribute estimation by creating templates in a mixed representation of minimal information units. These representations contain pattern of privacy-sensitive attributes in a highly randomized form. Therefore, the estimation of these attributes becomes hard for function creep attacks. During verification, these units of a probe template are assigned to the units of a reference template by solving an optimal best-matching problem. This allows our approach to maintain a high recognition ability. The experiments are conducted on three publicly available datasets and with five state-of-the-art approaches. Moreover, we conduct the experiments simulating an attacker that knows and adapts to the system’s privacy mechanism. The experiments demonstrate that PE-MIU is able to suppress privacy-sensitive information to a significantly higher degree than previous work in all investigated scenarios. At the same time, our solution is able to achieve a verification performance close to that of the unmodified recognition system. Unlike previous works, our approach offers a strong and comprehensive privacy-enhancement without the need of training.
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tation and health status [10], [55]. However, many applications are not permitted by the users to have access to this information. Thus, the stored data should be exclusively used for recognition purposes [28]. Consequently, extracting such information without a person’s consent is considered a violation of their privacy [21].

In order to prevent this kind of function creep, soft-biometric privacy aims at suppressing or hiding privacy-risk information in face representations. This is further challenged by maintaining a high recognition performance at the same time. Previous works proposed privacy-enhancing solutions based on supervised [25], [28], [31] and unsupervised approaches [46], [47]. While unsupervised approaches show a more comprehensive approach to weaker privacy-enhancement, supervised approaches are limited to the suppression of predefined attributes and thus, are vulnerable to unconsidered function creep attacks.

In this work, we propose PE-MIU, a privacy-preserving face recognition approach based on minimum information units. PE-MIU is a novel, training-free, and privacy-preserving face recognition approach that works on the biometric template-level. Exploiting the structural differences between face recognition and the estimation of facial attributes, our approach divides face templates into small blocks of minimal information units and randomly changes their positions in the templates. Since the information of privacy-sensitive attributes is usually distributed across the template, this approach significantly reduces the chance of function creep attacker to successfully estimate privacy-sensitive information from the modified face templates. To compare two modified templates, and thus verify if these belong to the same identity, we introduce an optimal assignment protocol. In this protocol, the minimal information units of both templates are assigned based on their optimal matching. This assignment is used to align and compare the templates.

The experiments in this work were conducted on three publicly available databases in the context of function creep attackers who know and adapt to the used privacy mechanism. To put the results in a broad perspective, we compare our proposed solution against five state-of-the-art approaches that try to suppress the attribute gender on template-level. The experiments show that PE-MIU outperforms all other approaches in terms of suppressing privacy-risk attributes and maintaining recognition performance. It is able to reach significantly higher gender suppression rates than previous works in all investigated cases, and, at the same time, reaches a face recognition performance close to the unmodified face recognition system. The source code for PE-MIU is available at the following link.  

Available-upon-request

II. RELATED WORK

Despite the high performance of face recognition, it is still prone to certain vulnerabilities towards operation scenarios and attacks. Examples of these vulnerabilities are presentation attack detection (spoofing) [6], [37], face morphing attacks [7], [8], and the inherited differential performance (bias between different demographic groups) [12], [50]. As this work focuses on the privacy aspect of face recognition, the discussed related work will go deeper into this issue.

In the context of face biometrics, privacy has been studied from two perspectives. The first kind focuses on preserving facial characteristics such as gender, age, and expression while de-identifying face images [15], [19], [24], [30]. The second kind aims at preventing the estimation of these facial attributes while maintaining its recognition ability [28]. In this work, we will focus on the latter case that is known as soft-biometric privacy [2], [45]. Solutions for this problem are based on image fusion, perturbations, and adversarial learning and are described in the following.

Suo et al. [43] proposed an approach that flips the estimated gender by decomposing the face image and replacing the facial components with similar parts of the opposite gender. This aims at suppressing the gender of the face image. Othman and Ross presented a different approach [31] where they proposed a face morphing methodology that iteratively morphs two images and therefore, suppresses gender information at different levels. However, this resulted in morphed images with significant artefacts.

In [40] and [39], adversarial images created by using a fast flipping attribute technique showed that it was able to fool their network in predicting binary facial attributes. An incremental flipping approach was proposed by Mirjalili et al. [28] with the use of perturbations. In [5], imperceptible noise was used to suppress k attributes at the same time. However, this noise is trained to suppress attributes from only one specific neural network classifier and consequently, does not generalize to other classifiers.

In [25], [27], Mirjalili et al. proposed semi-adversarial networks consisting of a convolutional autoencoder, a gender classifier, and a face matcher. It enhances the soft-biometric privacy on image level. The autoencoder perturbs the input face image such that it minimizes gender classifier performance while trying to preserve the performance of the face matcher. Training this supervised approach requires a large amount of data with the corresponding privacy-sensitive labels. However, this approach is limited at suppressing predefined attributes and thus, it is vulnerable to unseen function creep attacks.

All previously mentioned works were based on image-level. However, most biometric representations are stored in templates rather than images [11], [42] and templates offer a less restricted way of encoding information. Consequently, recent privacy-preserving research was done on template-level [2], [29], [45], [47]. These works investigate the privacy performance in a more critical and challenging context of a function creep attacker that knows the systems privacy-mechanism and adapts to it. Terhörst et al. [45] proposed an incremental variable elimination (IVE) approach to eliminate privacy-risk features from the face templates. Morales et al. [29] suppress attribute information via a modified triplet
loss. In 2020, Bortolato et al. [2] proposed PFRNet, an autoencoder approach that learns privacy-enhancing face representations disentangling identity information from attribute information. Since these approaches require privacy-sensitive attribute labels during training, their privacy-protection is further limited to the suppression of these pre-defined attributes.

A more comprehensive privacy-protection is provided by unsupervised methodologies, because these approaches have a more generalized goal of encoding information that does not apply attention mechanisms to single characteristics. In [46], the problem was tackled with two similarity-sensitive noise transformations, cosine-sensitive noise (CSN) and euclidean-sensitive noise (ESN) transformation. These transformations apply specific noise-injections to the face templates that alter the identity information in a controlled manner. In [47], Terhörst et al. proposed a negative face recognition (NFR) approach. While ordinary (positive) face templates contain information of the persons identity, negative face templates provide random complementary information about this individual. Storing only negative templates in the database, prevents function creep attackers from successfully predicting privacy-sensitive attributes. While these unsupervised approaches provide a more comprehensive privacy-protection, it is harder to reach high suppression rates while maintaining a high recognition rate as well.

The privacy-issue in biometrics can also be seen from the perspective of cancelable biometrics. Similar to soft-biometric privacy, cancelable biometrics approaches apply one-way functions to transform biometric data [1], [23], [32] and store the transformed data [4]. However, the solutions from both areas target different goals. In cancelable biometrics, the privacy-preservation comes from the computational difficulty to recover the original biometric from the transformed one [32]. The transformed representations aim to achieve irreversibility, revocability, and unlinkability [36]. In contrast to this, soft-biometric privacy does not aim at revocability and non-linkability. It aims at suppressing soft-biometric information in biometric representations, while maintaining a high recognition ability [26], [46].

In this work, we proposed a training-free and template-based privacy-preserving face recognition approach that exploits the structural differences between face recognition and the estimation of facial characteristics by function creep attacker. While the later only requires the input of one face template, for face recognition two templates are necessary. The additional information (in form of a second template) is used to to make the estimation of privacy-sensitive attributes a difficult task. In our PE-MIU approach, this is achieved by representing the template of an identity in a randomized fashion of template blocks. Due to this kind of representations, function creep attackers can only use minimum information units for their attacks, while for face recognition we can exploit the second template to align, and thus compare, both representations.

### III. METHODOLOGY

Enhancing soft-biometric privacy aims at preventing function creep attackers from successfully predicting privacy-risk characteristics. This task is further challenged by simultaneously maintaining a high recognition ability. With our PE-MIU approach, we exploit the structural differences between a face recognition scenario and the scenario of a function creep attacker. While the function creep attacker aims at the predicting privacy-sensitive information from one template, in face recognition two templates are compared to decide if they belong to the same identity or not. In this work, we propose a training-free approach for privacy-preserving face recognition, PE-MIU. Our PE-MIU approach divides face templates into small blocks and randomly changes their positions. These blocks are noted as minimum information units (MIU). Consequently, it is hard to reliably predict these characteristics. For the purpose of recognition, two templates are given and their relation to each other can be used to find corresponding MIUs. In the first step, the optimal assignment between the MIU’s per template are calculated, to verify if two MIU-based templates belong to each other. In the second step, this assignment is used to align the templates and further compute their comparison score. This idea is illustrated in Figure 1 and detailed in the rest of this section.

#### A. ENROLMENT PHASE

In the enrolment phase, given a face image \( I \), the corresponding MIU template \( y \) is computed and stored in the database. The computation of the MIU-based template is described in Algorithm 1. Given a face image \( I \), the corresponding face embedding \( x \in \mathbb{R}^L \) is extracted (createEmbedding) from \( I \), where \( L \) is the size of the embedding. This face embedding \( x \) is divided (divideMIU) into \( L/s \) MIU blocks of size \( s \).
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**FIGURE 1:** Illustration of the comparison of two MIU templates. In the first step, an optimal assignment of the MIU blocks per template are computed. In the second step, this assignment is used to align both templates such that they can be compared with a standard similarity function.
Then, the positions of these units are exchanged randomly (shuffle) resulting in a face template $v$ where every entry consists of a feature block. This MIU template is then stored in the database. The process of dividing the embedding into MIU blocks and shuffling the block positions is illustrated in Figure 2.

**Algorithm 1 - ComputeMIUTemplate($I, s$)**

**Input:** Face image $I$, bin size $s = 16$

**Output:** Face template $v$ to be stored in the database

1: $x \leftarrow createEmbedding(I)$
2: $v_{org} \leftarrow divideMIU(x, s)$
3: $v \leftarrow shuffle(v_{org})$
4: return $v$

FIGURE 2: Illustration of the key parts during enrolment: first, the face embedding $x$ is divided into equally-sized blocks, the MIU. Second, the position of these MIU blocks are randomly shuffled.

**B. VERIFICATION PHASE**

In the verification phase, an MIU reference template $v_{ref}$ stored in the database is compared with an MIU probe template $v_{probe}$ from a captured individual. The verification is done in two steps: first, the MIU-blocks of $v_{probe}$ and $v_{ref}$ have to be assigned such that there is an optimal pairwise matching between the blocks of both templates. Second, the probe template $v_{probe}$ is aligned to $v_{ref}$ such that the matched MIUs are at the same positions. This results in an aligned probe face embedding $x$ is divided into MIU of size $s$, resulting in $v_{probe}$. Then, the best matching between the two MIU templates is computed. In graph theory, this problem is known as weighted bipartite matching problem [38] and is equivalent to the following optimization

$$\min_{\chi} \sum_{i,j} C_{i,j} \chi_{i,j}. \tag{1}$$

Applied to our problem, the cost matrix $C_{i,j}$ describes the euclidean distance between then MIU $i$ and $j$ and $\chi_{i,j}$ is the resulting binary assignment matrix with $\chi_{i,j} = 1$ if and only if the $i^{th}$ probe MIU is assigned to the $j^{th}$ reference MIU. This problem can be solved via the Hungarian [22] or the Ford-Fulkerson [14] algorithm.

The best matching task can be formulated and solved as a minimum cost maximum-network-flow problem [3]. Therefore, an acyclic graph is constructed as shown in Figure 3. The edge weights from source $q$ to the nodes (MIU blocks) of $v_{probe}$ are set to 1. The same applies for the weights of the edges from the $v_{ref}$ nodes to the sink $z$. The weights for the edges connecting the blocks between $v_{probe}$ and $v_{ref}$ are determined by its euclidean distances resulting in the cost matrix $C$. The optimal assignment of these MIUs is then defined by the maximum flow from source $q$ to sink $z$.

2) Aligned comparison score

After the optimal block assignment is found, the order of the blocks of the probe template are chosen such that the matched blocks are at the same positions. This results in an aligned probe template $\overline{v}_{probe}$. After the MIU-blocks of the probe and the reference templates $\overline{v}_{probe}$ and $v_{ref}$ are aligned, the comparison score $cs(\overline{v}_{probe}, v_{ref})$ of these templates is computed. In this work, we use cosine similarity for this...
comparison score calculation. However, this metric should be chosen according to the utilized face embeddings.

3) Summary of the verification phase
To summarize the verification phase using MIU-templates, Algorithm 3 describes how a comparison score between a probe face image \( I \) of an identity and a reference template \( v_{ref} \) (stored in the database) of the claimed identity is computed. First, a MIU-based template \( v_{probe} \) is computed from image \( I \) using Algorithm 1 \( (computeMIUTemplate) \). Then, the probe template \( v_{probe} \) is aligned to \( v_{ref} \) \( (align) \) as described in Section III-B1. Finally, the aligned probe template \( v_{probe} \) is compared with \( v_{ref} \) using a pre-defined comparison score metric \( cs(v_{probe}, v_{ref}) \) such as cosine similarity. This comparison score is then used to determine if the person belongs to the claimed identity.

Algorithm 2 - Compare\( (I_{probe}, v_{ref}) \)

**Input:** Face image \( I_{probe} \), claimed-identity template \( v_{ref} \)
**Output:** Comparison score \( score \)

1. \( v_{probe} \leftarrow computeMIUTemplate(I, s = 16) \)
2. \( v_{probe} \leftarrow align(v_{probe}, v_{ref}) \)
3. \( score \leftarrow cs(v_{probe}, v_{ref}) \)
4. return \( score \)

C. PROPERTIES OF BLOCK-WISE REPRESENTATIONS
The soft-biometric privacy-protection of the proposed method lies in the randomized nature of the MIU representation. Due to the fact that the previous order of the MIU-blocks is unknown and can only be reconstructed with an unmodified face embedding of the same identity, function creep attackers can only use the set of the minimal information units for their attacks.

Soft-biometric privacy usually describes a trade-off between suppressing privacy-sensitive attributes and maintaining the recognition ability of its templates. In this work, this trade-off is determined by the size of the MIU blocks \( s \). Higher MIU sizes result in weak privacy-protection, due the fact that higher block sizes contain more attribute information. However, higher MIU sizes also leads to less misassigned MIU-blocks and thus, it leads to a lower recognition errors as well. For this work, we choose an MIU size of \( s = 16 \) to balance these two points. The effect of changing this parameter is investigated in Section IV-C

The key part of verifying a persons identity with the proposed method is the MIU-block assignment. As indicated in Figure 1, the comparison of two not-aligned MIU templates results in a weak recognition performance. The block assignment, needed for the computation of the aligned MIU templates, is done via the Hungarian algorithm \( [22] \), since it provides stable and optimal assignments. This method scales with \( O(n^3) \), where \( n = L/s \) is the number of MIU-blocks per template. Consequently, higher privacy-protection (smaller \( s \)) comes at the cost of higher computation times. However, this can be mapped to a complexity of \( O(n^2 \log n) \) by using the approach presented from Ramshaw and Tarjan \( [38] \).

IV. EXPERIMENTAL SETUP
A. DATABASE
We conduct experiments on the publicly available ColorFeret \( [35] \) and Adience \( [13] \) and Labeled Faces in the Wild (LFW) \( [17] \) databases to evaluate and compare our solution to related works. ColorFeret \( [35] \) consists of 14,126 images from 1,199 different individuals with different poses under controlled conditions. The Adience dataset \( [13] \) consists of 26,580 images from over 2,284 different subjects under uncontrolled imaging conditions. Labeled Faces in the Wild (LFW) \( [17] \) provides 13,233 face images from 5749 identities. The databases cover a wide range of variations in illumination, focus, blurriness, pose, and occlusions. Moreover, the databases include information about the identities and their gender. This allows to deeply investigate the privacy-preservation techniques of the attribute gender, as well as their recognition performances.

B. EVALUATION METRICS
Preserving soft-biometric privacy is challenged by a trade-off between the desired degradation of the attribute estimation performance by function creep attackers and the desired preservation of the recognition ability. In the experiments, we report the verification performances in terms of false non-match rate (FNMR) at fixed false match rates (FMR). We further report the equal error rate (EER), which equals the FMR at the threshold where FMR = 1 – FNMR. Both verification performance measures are defined in the ISO standard \( [18] \). In order to evaluate the attribute suppression performance, we report the results in terms of balanced attribute classification accuracy, since this allows an unbiased performance measure on testing data with unbalanced attribute information. This balanced accuracy is equivalent to the standard accuracy with class-balanced sample weights. A value of 50% is the best possible case for a privacy-preserving methodology and the worst outcome for a function creep attacker. In order to evaluate if the privacy enhancing method is beneficial, we use the privacy gain identity loss (PIC) coefficient defined in \( [46] \) and reported in recent works \( [2] \). The PIC is defined as

\[
PIC = \frac{AE' - AE}{AE} - \frac{RE' - RE}{RE}
\]

The value is defined by attribute prediction errors \( AE' \) and \( AE \) and the verification errors \( RE' \) and \( RE \) with and without the privacy-preserving methodology. Positive values indicate that the privacy gain is higher than the loss in the identity preservation performance. Since it measures how beneficial it is to apply the privacy transformation, a higher PIC coefficients indicates a better privacy-enhancing technique.

C. FACE RECOGNITION MODEL
In this work, our block-assignment-based approach builds on arbitrary face embeddings of certain dimensions. In the
experiments, we utilize the widely used FaceNet module [41] pretrained on MS-Celeb-1M [16]. In order to extract an embedding of a face image, the image is aligned, scaled, and cropped as described in [20]. The preprocessed face image is then passed into the face recognition model to obtain a 128-dimensional face embeddings. The comparison of two such embeddings is performed using cosine similarity.

D. FUNCTION CREEP ATTACKS

In this work, we consider two kinds of function creep attacks, the standard attack (S-ATK) and the advanced attack (A-ATK). We decided to introduce A-ATK due to the limited effectiveness of S-ATK on our proposed approach. Both attacks evaluate the attribute suppression performance and simulate the critical scenario of a function creep attacker that knows the system’s privacy mechanism and adapts to it.

For the S-ATK, the adaptation is done by training (function creep) classifiers on the privacy-enhanced templates to predict the privacy-sensitive attributes. Before the training of these classifiers, the transformed templates are further normalized and scaled to unit-length. The utilized classifiers include random forest (RF), support vector machines (SVM), k-nearest neighbours (kNN), and logistic regression (LR). The hyperparameters of these classifiers are fine-tuned with Bayesian optimization.

During the experiments, we realized that these naive function creep attacks (S-ATKs) show only a very limited effect on our proposed approach, meaning that the classification performance with optimized function creep classifiers show a close to random behaviour. Therefore, we additionally considered more challenging attack classifier approaches for our proposed solution that is directly customised to achieve the highest classification accuracies. The most successful kind of attacks were the ones that learn to predict the gender for each MIU-block separately. During prediction, each of these blocks of a face template is classified separately and the predicted scores per class are fused with a mean-fusion-rule [44, 48]. In this work, we refer to this attack as A-ATK.

For the evaluation, we consider function creep attacks to the privacy-sensitive attribute gender as done in previous works [2, 25–27, 29, 45, 46, 46, 47]. The reason for this choice is that gender information can be estimated from face templates with very high accuracies [48, 49]. Moreover, it requires only a binary decision, which makes it an easy target for function creep attackers and a challenge for privacy-preserving methodologies.

E. BASELINE APPROACHES

To evaluate our proposed training-free and template-based solution in a broad setting, we compare it against 5 recent template-based privacy-preserving face recognition approaches. These include the two supervised solutions PFRNet [2] and IVE [43] and three unsupervised solutions NFR [47], CSN [46], and ESN [46]. PFRNet [2] aims at learning a feature representation that disentangle identity from gender. The original network was optimized for an embedding size of 512. In our evaluation setting an embedding size of 128 is used. Consequently, the network was adapted such that the encoder consists of two layer with size 128 and 100+28 dimensions and the decoder consists of two layer with 128 dimensions as this adaptation showed the best privacy-preserving performance while maintaining high verification rates. IVE [43] incrementally eliminate the most privacy-risk features from a face template to suppress the attribute information. CSN and ESN [46] are based on geometric-inspired noise-injections that alter the inherent identity information in a controlled manner. In contrast to mentioned approaches, NFR [47] stores only complementary information about an individual in a face template and during deployment, it compares the probe template with a reference template in the complementary domain by calculating its dissimilarity.

In order to make the experiments as comparable as possible, we calibrated the hyperparameters of these baselines in such a way that they reach a similar verification EER performance if possible. For all experiment scenarios, the same subject-exclusive 5-fold cross-validation setup is utilized. This includes training the function creep classifiers, as well as training the baseline approach for privacy-enhancing face recognition. The setup is shown in Table 1. For the three utilized databases, it provides details about each fold properties. It should be noted that for LFW, the gender distribution is unbalanced. For this reason, we choose the balanced attribute classification accuracy as described in Section IV-B.

F. INVESTIGATIONS

The investigations of this work are divided in four parts:

A. We analyse the face verification performance of our privacy-enhancing solution in comparison to previous works.

B. We investigate the attribute prediction performance in a qualitative and quantitative manner.

1) The qualitative investigation provides a qualitatively aided analysis of the gender separability of the original and the MIU-based templates. This is done by providing a visual understanding of the proposed approach.

2) The quantitative investigation analyses the attribute prediction performance of the original template, on our solution, and on state-of-the-art. This is done in the critical scenario of a function creep attacker that adapts to the system’s privacy mechanism using the attack scenarios S-ATK and A-ATK.

C. We analyse the parameter space of our solution to provide a deeper understanding of the influence of the MIU-block size on several aspects of our methodology.

D. Lastly, we focus on the strongest attack for each method and summarize the methods recognition ability, as well as the privacy-protection in a joint manner. This includes reporting the privacy-gain identity-loss coefficients (PIC)
TABLE 1: Properties of the used cross-validation setup for the three utilized datasets, ColorFeret, Adience, and LFW. The number of samples, identities, and the percentage of female individuals are reported per training and testing fold.

| Dataset       | Testing fold | Training fold |
|---------------|--------------|---------------|
|               | 0            | 1             | 2             | 3             | 4             | 0            | 1             | 2             | 3             | 4             |
| ColorFeret    | # samples    | 2160          | 2159          | 2159          | 2159          | 8640         | 8640          | 8640          | 8640          | 8640          |
|               | # identities | 189           | 190           | 190           | 190           | 761          | 761           | 761           | 761           | 761           |
|               | Ratio of Female | 63.6%  | 68.2%  | 58.6%  | 60.5%  | 67.9%  | 63.8%  | 62.6%  | 65.0%  | 64.6%  | 62.7%  |
| Adience       | # samples    | 3868          | 3868          | 3868          | 3867          | 15471        | 15471         | 15471         | 15471         | 15472         |
|               | # identities | 456           | 456           | 457           | 456           | 1826         | 1826          | 1825          | 1825          | 1826          |
|               | Ratio of Female | 55.5%  | 47.2%  | 46.2%  | 45.9%  | 47.0%  | 46.6%  | 48.7%  | 48.9%  | 49.0%  | 48.7%  |
| LFW           | # samples    | 2629          | 2629          | 2628          | 2628          | 10513        | 10513         | 10514         | 10514         | 10514         |
|               | # identities | 1137          | 1145          | 1146          | 1146          | 4584         | 4576          | 4575          | 4575          | 4574          |
|               | Ratio of Female | 20.7%  | 23.1%  | 26.0%  | 23.0%  | 19.8%  | 23.0%  | 22.4%  | 21.7%  | 22.4%  | 23.2%  |

V. RESULTS

A. FACE VERIFICATION PERFORMANCE

In Figure 4, the face verification performance is shown on three databases. The performance of the original FaceNet embeddings is shown along the performance of six privacy-enhancing approaches including our proposed approach. It can be seen that all approaches show a degraded face verification performance compared to the original embeddings. This is shown in every privacy-enhancing work [27], [29], [45], [46], since soft-biometric privacy defines a trade-off between maintaining identity information and suppressing privacy-sensitive attributes. For lower FMR, NFR [47] is an exception of this trade-off. Since in the NFR approach the comparison score is computed by the dissimilarity between the positive probe and the negative reference template, it is more robust to embeddings with more intra-class variations. In total, our proposed approach shows the most similar verification performance to the original templates. This can be noticed by both, the ROC curves and the EER values. The recognition performance is mostly maintained, due to nearly error-free MIU assignments.

B. ATTRIBUTE SUPPRESSION PERFORMANCE

1) Qualitative Analysis

In order to provide a visual understanding of the proposed approach towards the suppression of gender characteristics, Figure 5 represents a 2D-visualization of 1000 randomly chosen identity-embeddings. The visualization was done by utilizing t-distributed stochastic neighbour embeddings (t-SNE) [51]. Female samples a characterized by orange dots, while male samples are represented by male points. The visualizations are provided on three databases for the unmodified (original) templates (a, d, g), for the MIU-based templates of our PE-MIU approach (b, e, h), and for individual MIU-blocks individually (c, f, i). A clear separation is observed in the visualizations of the unmodified images (a, d, g) indicating that the attribute gender can be correctly predicted to a high degree. In contrast, the plots visualizing our approach (b, e, h) show highly randomized patterns indicating that it is hard to reliably estimate the correct attribute. In order to show that the same applies for individual MIUs separately, Figure 5 (e, f, i) show the same visualization per MIU. Similarly as for our full approach (e, f, i), no pattern between the different gender classes is easily observable.

2) Quantitative Analysis

To deeply understand the privacy-enhancement of our solution along with previous works, Table 2 shows the balanced accuracies for four optimized function creep classifiers on the three databases. The gender prediction performance is shown for the unmodified (original) templates, for the our PE-MIU approach (Ours), and for five state-of-the-art solutions. Moreover, the results for a highly challenging attack methodology (A-ATK), directly designed to maximize successful attacks on our approach, is shown as Ours*.

The gender decision accuracies of the original FaceNet embeddings show high values, demonstrating the need for privacy-enhancing technologies. The state-of-the-art privacy-preserving face recognition approaches lead to degraded estimation performances. However, the gender decision accuracies, and thus the resulting attribute suppression, varies a lot depending on the utilized database and function creep classifier. Generally, the highest privacy-improvement is observed for our proposed approach. The function creep classifiers achieve correct classification performances close to a random decision behaviour of 50% in most cases. One exception is the scenario where the KNN estimator was used on the Adience database. Here, PFRNet reaches a slightly more randomized behaviour (54.53%) than our proposed approach (45.45%). However, this comes at the cost of a lower verification performance, e.g. in terms of EER where the original templates achieve an EER of 3.27%, our PE-MIU approach reaches an EER of 3.63%, and PFRNet reaches an EER of 6.31%.

In the last row of Table 2, the suppression performance of our PE-MIU approach (Ours*) in the context of an highly advanced and adapted attack methodology (A-ATK) is shown. It demonstrates a strong gender suppression performance can
be achieved even in this more critical and challenging attack scenario.

C. PARAMETER ANALYSIS

The block size $s$ of PE-MIU is the key to determine the privacy trade-off between reaching high attribute suppression rates and maintaining a high recognition performance. Therefore, this parameter is investigated in this Section on the three databases ColorFeret, Adience, and LFW. Figure 6 analyses the influence of the block size on the two aspects of the soft-biometric privacy trade-off. High block sizes lead to lower recognition EER, since the number of possible wrongly-assigned MIU-blocks is lower. At the same time, high block sizes contain more patterns that allow function creep classifiers to successfully predict privacy-risk attributes. Figure 6 shows that a block size $s = 16$ represents a good balance between both aspects of the soft-biometric privacy trade-off.

The block size $s$ also determines the computational complexity of our proposed MIU-based privacy-preserving face recognition approach. Table 3 shows the average computation time needed for the different MIU-steps. All computational efficiency analyses are based on using a personal computer with an Intel(R) Core(TM) i7-7700 processor. During enrolment, the MIU-template must be generated. This can be implemented efficiently and thus, can be performed in the order of a few microseconds per template. During the verification phase, the MIU-blocks are assigned and then, the aligned templates are compared. The biggest part of the computation time is needed for the MIU-block assignment. The average comparison time of previous works [2], [46] is around 0.10 ms using the same CPU. Consequently, the strong privacy-enhancement and recognition performance of our proposed approach comes at the cost of higher comparison times.

In order to analyse the susceptibility to errors, Figure 7 shows the average ratio of misassigned blocks per genuine pair comparison. These statistics are shown for different block sizes $s$ and for the three utilized datasets. For small

In this work, we implemented this part with Numpy [52].

For the block assignment, the Hungarian algorithm implementation from SciPy [53] was used.

The comparison calculation with cosine similarity was computed with Scikit-learn [34].
FIGURE 5: Visualization of different face representations of the three databases, ColorFeret (5a - 5c), Adience (5d-5f), and LFW (5g-5i). For the visualizations, 500 female and 500 male identities were chosen randomly and their templates are reduced to two dimensions using t-distributed stochastic neighbour embedding (t-SNE) [51]. The first row (a, d, g) shows the t-SNE plots for the original facenet embeddings. The second row (b, e, h) shows the same plots for templates modified by our PE-MIU approach. The last row represents the t-SNE plots created from each block of the templates. The lower separability introduced by PE-MIU in comparison to the unmodified templates is demonstrated by the increasingly overlapping samples.

block sizes (e.g. \( s = 4 \)), the MIU-blocks contain few information for a reliable assignment. In this case, around 50% of the blocks are incorrectly assigned, explaining the relatively low recognition performance for \( s = 4 \) in Figure 6. On the other hand, for large block sizes (e.g. \( s = 32, 64 \)), the ratio of misassigned blocks is close to zero (0.5% on ColorFeret, 0% on Adience and LFW, when \( s = 64 \)) and thus, the templates are perfectly aligned in nearly all cases. The perfect alignment leads to low recognition errors. However, it also leads to higher gender decision accuracies of the function creep estimators, as it is demonstrated in Figure 6. In this work, beside analysing different block sizes, we decided to we decided to use a block size of \( s = 16 \), since it provides a suitable trade-off between maintaining the recognition ability and achieving a high privacy-enhancement, as supported by the information presented in Figure 7. For \( s = 16 \), the ratio of misassigned blocks varies between 1-5% on the different databases (5% on ColorFeret containing profile face images). This shows that in most cases, two genuine MIU-templates are close to perfectly aligned. At this block size, genuine MIU-blocks that are very similar can be wrongly assigned. However, since these are very similar to each other, the aligned MIU-templates are similar as well and thus, these misassigned blocks have only a minor impact on genuine
FIGURE 6: Investigation of the block size: the gender decision performance and the recognition EER over the different block sizes are shown for the three databases. The gender decision accuracy comes from the most successful function creep estimator in Table 2, the SVM.

TABLE 3: Average computational time (in ms) of the different MIU steps for different block sizes $s$. The values represent the computational time on an Intel(R) Core(TM) i7-7700 CPU with 3.60 GHz on 128-dimensional templates. The template generation refers to the enrolment phase, while the other steps refer to the verification phase.

| Timings [ms]                          | Block size $s$ |
|---------------------------------------|----------------|
| MIU-template generation               | 0.0039 0.0022 0.0014 0.0010 0.0008 |
| MIU-block assignment                  | 7.10 2.23 0.67 0.33 0.06             |
| Comparison score calculation          | 0.10 0.10 0.10 0.10 0.10              |
| Complete MIU-verification             | 7.20 2.33 0.77 0.43 0.16              |

FIGURE 7: Analysis of misassigned MIU-blocks. The average ratio of misassigned blocks per genuine pair comparison is shown for different block sizes on the used databases. Higher block sizes reduce the possibility of misassignments.

D. SUMMARY AND USABILITY

Soft-biometric privacy is challenged by maintaining a high recognition performance and degrading the prediction performance of privacy-sensitive attributes. In Figure 8, both aspects can be observed simultaneously under the critical scenario of the most successful individual function creep attack. This is shown for each of the three databases. The x-axes represent the recognition error in terms of EER while the y-axes shows the balanced gender prediction error. Consequently, a highly successful privacy-enhancing solution can be found in the top left corner. Moreover, the PIC coefficient is calculated and represented by the radius of the shaded area around a marker. Since PIC measures the advantageous of applying the privacy-preserving methodology (see Section IV-B), a bigger shaded area represents a high usefulness of applying a solution. As demonstrated, our proposed solution achieves the lowest recognition error on all scenarios. Moreover, it also leads to the highest gender prediction errors in most cases and to the highest PIC coefficients in all cases. Consequently, the PIC values (represented as the shaded areas) indicate that our proposed approach is significantly more effective than previous work.

VI. CONCLUSION

Face recognition systems extract and store face templates during enrolment. This enables the recognition of individuals during deployment. However, these templates contain various privacy-sensitive information that can be automatically obtained by function creep estimators. For many applications, these templates are expected to be used for recognition purposes only, raising major privacy issues. Previous work proposed two kinds of solutions. The first kind offers a stronger privacy-enhancement that is however limited to pre-defined attributes. The second kind does not have this limitation but does not achieve the same level of privacy-enhancement. In this work, we propose PE-MIU, a training-free and privacy-preserving face recognition approach based on minimum information units (MIUs). Our solution exploits the structural differences between the different setups of face recognition and facial attribute estimation. This is achieved by dividing a face template into several MIU-blocks and randomly changing their position in the template.
This kind of randomized representations changes the pattern of its attributes for each template. Consequently, it is hard for function creep attackers to predict these privacy-sensitive attributes. The experiments were conducted on three publicly-available databases comparing our solution to five state-of-the-art approaches. In the experiments, we simulated function creep attackers that know about the systems privacy mechanism and adapt their attacks based on it. The results show that our novel face recognition approach is able to consistently reach low attribute prediction rates in all investigated scenarios, outperforming all state-of-the-art approaches in most cases. Simultaneously, our solution maintains its recognition ability to a significantly higher degree than previous work. Consequently, unlike previous work, the proposed methodology is characterized by its ability of maintaining a high recognition performance while reaching high attribute suppression rates which are not limited to the suppression of predefined attribute. However, this highly effective solution comes at the cost of a higher comparison time which grows from 0.10 ms to 0.77 ms per comparison. Future work might focus on solving this issue.
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