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Abstract. We prove the nonlinear stability of the asymptotic behavior of perturbations of subfamilies of Kasner solutions in the contracting time direction within the class of polarised $T^2$-symmetric solutions of the vacuum Einstein equations with arbitrary cosmological constant $\Lambda$. This stability result generalizes the results proven in [3], which focus on the $\Lambda = 0$ case, and as in that article, the proof relies on an areal time foliation and Fuchsian techniques. Even for $\Lambda = 0$, the results established here apply to a wider class of perturbations of Kasner solutions within the family of polarised $T^2$-symmetric vacuum solutions than those considered in [3] and [26]. Our results establish that the areal time coordinate takes all values in $(0, T_0]$ for some $T_0 > 0$, for certain families of polarised $T^2$-symmetric solutions with cosmological constant.

1. Introduction

The Einstein vacuum equations with cosmological constant $\Lambda$ take the form

$$G + \Lambda g = 0 \quad (1.1)$$

where $G = \text{Ric} + \frac{1}{2} R g$ is the Einstein tensor of a Lorentzian metric $g$, and $\text{Ric}$ and $R$ are the Ricci tensor and scalar curvature of $g$, respectively. In this article, we focus on cosmological solutions $(M, g)$ of (1.1), which are characterised by the existence of compact Cauchy hypersurfaces $\Sigma$ in the spacetime manifold $M$. Without loss of generality, this allows us to assume that $M$ equals $I \times \Sigma$ where $I$ is some time interval. In this article, we restrict our attention to cosmological spacetimes with Cauchy hypersurfaces of the form $\Sigma = T^3$, and with a $T^2$ isometry group acting on the spacetime which preserves the Cauchy hypersurfaces.

One of the outstanding problems in mathematical cosmology is to characterise the dynamics of cosmological solutions near big bang singularities. It is known that the family of spatially homogeneous and isotropic Friedmann-Lemaître-Robertson-Walker (FLRW) solutions generically develop curvature singularities after a finite time in the contracting time direction, which are referred to as big bang singularities, both in vacuum and for a wide range of matter models. The conjecture that generic cosmological solutions develop singularities of big bang type is supported by the Penrose and Hawking singularity theorems [29] as well as the BKL conjecture [6, 40]. In contrast to FLRW dynamics, generic classes of cosmological solutions are expected to exhibit complicated dynamics near big bang singularities where congruences of timelike observers experience “chaotic mixmaster” type oscillatory behaviour [5, 59].

A mathematically rigorous analysis of mixmaster dynamics is an open problem and appears to be currently out of reach. Fortunately, there is strong evidence that mixmaster behaviour simplifies to less chaotic blow up dynamics, commonly referred to as asymptotically velocity term dominated behaviour (AVTD) [22, 32], in the following three situations: (i) the Einstein’s equations are coupled to “extreme” matter fields, e.g., minimally coupled scalar fields or stiff fluids [4, 30, 55, 26, 24]; (ii) the number of spatial dimensions $D$ is large, i.e., $D \geq 11$ [21]); or (iii) certain symmetries are present [32, 8, 31, 49, 33, 57, 14, 13, 50, 2, 10]. In this article, we focus our attention on the third situation and consider polarised $T^2$-symmetric classes of cosmological solutions.

AVTD behaviour is characterised by the existence of a congruence of time-like observers who experience spatially pointwise Kasner type behaviour in the contracting time direction. While we do not fully establish the existence of solutions with AVTD behaviour in this article, we do establish the existence of solutions that exhibit spatially pointwise Kasner asymptotics and curvature blow up. The main result of this article — see Theorem 3.1 for a precise statement — is that we construct open neighborhoods of $T^2$-symmetric vacuum solutions that contain a range of exact Kasner solutions [36]. Moreover, we establish that these vacuum solutions have the expected dynamics near the singularity, which is quantified via rigorous estimates, and are $C^2$-inextendible due to curvature blow up; i.e., they terminate at a big bang singularity. It is interesting to note that, in agreement with heuristic arguments, we find that the cosmological constant does not enter the leading-order estimates.

---

1 We believe that it should be straightforward to modify the arguments of [3] to establish that AVTD behaviour occurs in the solutions considered in this paper.
near the singularity. Nevertheless, our results indicate that a non-zero cosmological constant, irrespective of its sign, renders certain otherwise stable Kasner solutions unstable. As a consequence, the standard picture of dynamics near the singularity in the presence of a cosmological constant may need to be revised.

We further emphasize that for the $T^2$-symmetric vacuum solutions – with or without a non-vanishing cosmological constant – the polarization condition that we assume here (see Section 2.2) is crucial for AVTD behaviour to occur. Numerical studies of $T^2$-symmetric solutions of the vacuum Einstein equations without the polarization condition and with non-vanishing twist (defined below in Section 2.1) strongly indicate that such solutions generically exhibit mixmaster-like behaviour in a neighborhood of the singularity [5, 59] rather than AVTD behaviour.

Two distinct approaches have been employed to investigate the dynamics near the big bang singularity in the mathematical cosmology literature. The first, an approach based on a singular initial value problem for evolution equations in Fuchsian form [1, 9, 11, 18, 38, 37, 49], aims to establish the existence of families of singular solutions of the Einstein-matter or Einstein-vacuum equations by prescribing asymptotics near the singularity and then solving the equations in the direction away from the singularity. While this approach yields infinite-dimensional families of solutions parameterized by free “asymptotic data” functions, it does not address whether the family of solutions constructed is open in the set of all solutions under consideration, for example, within a given symmetry class or with certain matter fields. To obtain information regarding the behaviour of open sets of solutions, an alternative approach is needed. This second approach relies on solving the Cauchy problem for initial data sets specified on a Cauchy hypersurface near the singularity, and studying the behaviour of these solutions as they evolve towards the singularity.

The second approach, based on evolving initial data from a Cauchy hypersurface towards the singularity, has been used to show that, under the assumption that the cosmological constant vanishes, AVTD behaviour occurs for vacuum solutions of the Einstein equations in the following situations: generically in the class of vacuum Gowdy solutions [15, 32, 50], near exact Kasner solutions in the polarised $T^2$-symmetric setting [3], and near exact Kasner solutions in the polarised $U(1)$-symmetric setting [26]. The works [26, 54, 55] establish corresponding results for cosmological solutions without symmetries if the Einstein’s equations are either coupled to a scalar field or if the number of spatial dimensions is sufficiently large. On the other hand, using the first approach, infinite dimensional subfamilies of solutions with AVTD behaviour are known in symmetry-defined classes of spacetimes [1, 10, 13, 14, 19, 21, 31, 33, 38, 57], in spacetimes without symmetry and coupled to a stiff fluid [4, 30], and in special classes of vacuum spacetimes without symmetry [16, 25]. Finally, we mention other recent related work [44, 45, 51, 52, 53] that establish geometric conditions under which one obtains detailed information about the geometry of certain spacetimes near their singularities.

In this article, we follow the second approach, and in particular, we employ techniques based on the formulation of the Einstein evolution equations in symmetric hyperbolic Fuchsian form to establish the nonlinear stability of Kasner solutions towards the singularity. It is important to note that the Fuchsian techniques we use are based on solving a Cauchy problem and not a singular initial value problem, which is where Fuchsian methods have been traditionally employed. The use of techniques relying on the Fuchsian formulation of the evolution equations to obtain global existence results for Cauchy problems was initiated in [46], and since then, this method has been further developed and employed in a variety of settings to establish the global existence of solutions to Cauchy problems for various field theories [23, 39, 41, 42, 43, 47, 48].

The main result of this article — Theorem 3.1 below — is the nonlinear stability of a family of Kasner solutions within the polarised $T^2$-symmetric spacetimes with cosmological constant. Similar results are proved in recent works of [3] and [26]. All of these works, the current one included, establish the dynamical stability of Kasner solutions within classes of cosmological solutions — polarised $T^2$-symmetry in this article and [3], and polarised $U(1)$-symmetry in [26]. However, the present result generalizes the results of [3, 26] in the following ways. First, the present result allows for an arbitrary cosmological constant $\Lambda \in \mathbb{R}$ while [3] and [26] are restricted to $\Lambda = 0$. Second, the present result applies to a wider class of perturbed solutions. In the results of both [26] and [3], the perturbed solutions are restricted to those with the hypersurface orthogonal Killing vector field close to parallel to one of the geometrically distinguished eigenvector fields of the given background Kasner solution. By using a more general family of areal gauges, in the present article we remove this restriction and allow for perturbed solutions which are geometrically distinguished from those in [3, 26]. As explained below in Section 2, the hypersurface orthogonal Killing vector field of the present perturbed solutions may be a linear combination of the eigenvector fields of the background Kasner solution.

\footnote{We note that the perturbed solutions discussed in [3] are a subset of those discussed in [26], while the asymptotic results of [3] are sharper than those of [26].}
Overview: In Section 2, we define the polarised $T^2$-symmetric cosmological solutions and the areal coordinate gauge. A key feature of the areal coordinate gauge is that the time coordinate synchronizes the singularity at $t = 0$, and as $t$ increases, the spacetime expands. As a consequence, our analysis of polarised $T^2$-symmetric spacetimes near their singularities amounts to analyzing polarised $T^2$-symmetric vacuum solutions to the Einstein equations in the areal gauge for positive $t$ close to 0. Next, we introduce, in Section 3, the family of Kasner solutions of the vacuum Einstein equations with an arbitrary cosmological constant $\Lambda$ [27] — see also Section A in the appendix — and we provide a rigorous statement of our main stability result in Theorem 3.1. The proof of this theorem is carried out in Section 4.

2. $T^2$-symmetric vacuum spacetimes

2.1. $T^2$-symmetry and areal gauge. A $T^2$-symmetric cosmological spacetime $(M, g)$ is by definition globally hyperbolic and characterised by the existence of an effective smooth action of the isometry group $U(1) \times U(1) \cong T^2$ [17], which preserves the Cauchy hypersurfaces of the spacetime. The corresponding Lie algebra of Killing vector fields is spanned by two commuting spacelike Killing vector fields $X$ and $Y$ with closed orbits. In this article, we restrict to spacetime manifolds of the form $M = (0, \infty) \times T^3$.

We recall that a $T^2$-symmetric metric $g$ in areal coordinates $(t, \theta, x, y)$ [7, 17] on $(0, \infty) \times T^3$ takes the form
\[ g = e^{2(\nu - u)} \left( -\alpha dt^2 + d\theta^2 \right) + e^{2u} \left( dx + Qdy + (G + QH)d\theta \right)^2 + e^{-2u}t^2 \left( dy + Hd\theta \right)^2, \]
(2.1)
where the fields $\nu, u, Q, \alpha, G, H$ are functions of the coordinates $t$ and $\theta$ only. This representation of the metric assumes the following gauge choices: (i) the coordinate vector fields $\partial_x$ and $\partial_y$ are identified with a basis of the Lie algebra of Killing vector fields, that is, $X = \partial_x$ and $Y = \partial_y$, (ii) the time coordinate $t$ is areal, that is,
\[ t^2 = \text{det} \begin{pmatrix} g_{xx} & g_{yx} \\ g_{xy} & g_{yy} \end{pmatrix}, \]
and (iii) the shift vector field vanishes identically, which is characterised by
\[ g_{t\theta} = g_{tx} = g_{ty} = 0. \]

In general, the areal coordinates are only defined locally, and in particular, for $t$ on finite intervals of the form $(t_0, t_1)$ with $0 < t_0 < t_1$. However, if $\Lambda = 0$, it has been shown that solutions of (1.1) in areal coordinates can always be extended to solutions on the whole interval $t \in (0, \infty)$ [7, 34]. In the nonpolarised case (see definition of polarised below), Smulevici has shown [56, Thm. 2] that $T^2$-symmetric spacetimes with positive cosmological constant are covered by an areal foliation with $t \in (0, \infty)$. If $\Lambda \neq 0$ and the spacetime is polarised, there are no general results in the literature for vacuum spacetimes regarding the lower bound $t_0$ of the areal time coordinate. It is interesting then to note that we identify, in this article, a class of polarised $T^2$-symmetric solutions of (1.1) with arbitrary $\Lambda \in \mathbb{R}$ on intervals of the form $t \in (0, T_0)$ for some $T_0 > 0$.

To each of the two Killing vector fields $X$ and $Y$ of $g$, there corresponds a twist one-form defined by
\[ \omega^{(X)} = \epsilon_{abcd}(\nabla^a X^b)X^c \quad \text{and} \quad \omega^{(Y)} = \epsilon_{abcd}(\nabla^a Y^b)Y^c, \]
(2.2)
respectively, where $\epsilon_{abcd}$ is the fully skew-symmetric Levi-Civita symbol. Given these, the scalar fields
\[ J_X = \omega^{(X)} \cdot Y^d = -te^{4u-2\nu}e^{-1/2} \left( \partial_t G + Q \partial_t H \right), \]
\[ J_Y = -\omega^{(Y)} \cdot X^d = -te^{-2\nu}e^{-1/2} \left( t e^\alpha \left( Q \partial_t G + Q \partial_t H \right) = Q J_X - e^{-2\nu}e^{-1/2} t e^\alpha \partial_t H, \right) \]
(2.3)
are defined as the twist constants of $g$. These names are motivated by the fact that $J_X$ and $J_Y$ are constant for $T^2$-symmetric solutions of the vacuum Einstein equations (1.1) with arbitrary cosmological constant. It can also be shown that the twist one-forms are given by
\[ \omega^{(X)} = \frac{\partial_h Q \sqrt{e^{4u}}}{t} dt + J_X H + \frac{\partial_t Q e^{4u}}{t \sqrt{\alpha}} d\theta + J_X (dy + H d\theta) \]
\[ = \frac{\sqrt{\alpha}}{t} e^{2u+2\nu} i_{\grad Q} dt \wedge d\theta + J_X (dy + H d\theta) \]
(2.5)
\[ \omega^{(Y)} = -\frac{\sqrt{\alpha} (\partial_h Q (t^2 - Q^2 e^{4u}) + 4t^2 Q \partial_h u)}{t} dt \]
\[ + \frac{\partial_t Q^2 e^{4u} + 2tQ (1 - 2t \partial_t u) - t (J_Y G \sqrt{\alpha} + t \partial_t Q(t, \theta))}{t \sqrt{\alpha}} d\theta - J_Y dx \]
\[ = -\frac{\sqrt{\alpha}}{t} e^{-2\nu} e^{2u} \left( e^{4u} Q^2 - t^2 \right) i_{\grad Q} dt \wedge d\theta - 4t^2 Q i_{\grad Q} dt \wedge d\theta \]
\[ - J_Y (dx + G d\theta) + \frac{2Q}{\sqrt{\alpha}} d\theta, \]
where $i_{\grad F} dt \wedge d\theta = -\alpha^{-1} e^{2u-2\nu} (\partial_t F dt + \partial_t F d\theta)$ for any chosen function $F(t, \theta)$. 

It is important to note that the form (2.1) of a $T^2$-symmetric metric in areal coordinates is *invariant* under the following family of coordinate transformations

$$\left(\tilde{t}, \tilde{\theta}, \tilde{x}, \tilde{y}\right) = (at, \theta, a_{11}x + a_{12}y, a_{21}x + a_{22}y), \quad a = |\det A|,$$

(2.7)

for any constant matrix

$$A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \in GL(2, \mathbb{R}).$$

(2.8)

By *invariant*, we mean that the metric (2.1), if written in terms of the coordinates (2.7), takes on the same form; that is,

$$g = e^{2(\tilde{r} - \bar{a})} \left( -\partial \tilde{t}^2 + \partial \tilde{\theta}^2 \right) + e^{2\bar{a}} \left( \partial \tilde{x} + \tilde{Q} \partial \tilde{y} + (\tilde{G} + \tilde{\varphi} \partial \tilde{t}) \partial \tilde{\theta} \right)^2 + e^{-2\bar{a}} \left( \partial \tilde{y} + \tilde{H} \partial \tilde{t} \right)^2.$$  

(2.9)

For use below, we note, as can be verified by a straightforward calculation, that the metric function $Q$ transforms as

$$Q(t, \theta) = \frac{(a_{11} + a_{12}Q(\tilde{t}, \tilde{\theta}))(a_{21} + a_{22}Q(\tilde{t}, \tilde{\theta})) + a_{12}a_{22}e^{-4\alpha(t, \theta)\tilde{t}^2}}{(a_{11} + a_{12}Q(\tilde{t}, \tilde{\theta}))^2 + a_{12}^2e^{-4\beta(t, \theta)\tilde{t}^2}},$$

(2.10)

while the Killing bases associated to the two coordinate systems, i.e., \{X = \partial_{x}, \tilde{Y} = \partial_{\tilde{y}}\} and \{X = \partial_{x}, Y = \partial_{y}\}, and their corresponding twist constants are related via

$$\begin{pmatrix} X \\ Y \end{pmatrix} = A \begin{pmatrix} \tilde{X} \\ \tilde{Y} \end{pmatrix}$$

(2.11)

and

$$\begin{pmatrix} J_X \\ J_Y \end{pmatrix} = (\det A)A \begin{pmatrix} J_{\tilde{X}} \\ J_{\tilde{Y}} \end{pmatrix}.$$  

(2.12)

### 2.2. Polarised $T^2$-symmetric vacuum spacetimes

A $T^2$-symmetric metric (2.9) is called *polarised* if there exists a coordinate transformation (2.7)-(2.8) that results in $Q$, given by (2.10), vanishing. For such metrics, the Killing vector field basis \{X, Y\} defined by (2.11) is orthogonal everywhere on $M$. Now, if a polarised $T^2$-symmetric metric $g$ defines a solution of the vacuum Einstein equations (1.1) and is in the form (2.1) with $Q = 0$, which is always possible by definition, then it can be shown that the twist constants (2.3)-(2.4) associated to the Killing basis \{X, Y\} have the property that at least one of them must be zero. By applying another transformation (2.7)-(2.8) with $a_{11} = 0$, $a_{21} = a_{12} = 1$ and $a_{22} = 0$ if necessary, it is always possible to transform the metric into the form (2.1) with $Q = 0$, $J_X = 0$ and $J_Y \in \mathbb{R}$. We call this the $Q_0$-areal gauge for polarised $T^2$-symmetric solutions of vacuum Einstein equations (1.1). We also note that if the twist constants happen to satisfy $J_X = J_Y = 0$, then the metric $g$ is referred to as a *polarised Gowdy metric* [15, 17, 28, 32].

While most investigations of polarised $T^2$-symmetric solutions of the Einstein equations in the literature [31, 19, 1, 3] employ the $Q_0$-areal gauge, we find that this gauge is too restrictive for our purposes, and so we consider here more general gauges. Given a polarised $T^2$-symmetric metric $g$ in $Q_0$-areal gauge, i.e., (2.9) with $Q = 0$, the class of all areal coordinate representations of $g$ is constructed from the class of all coordinate transformations (2.7)-(2.8). The corresponding metric functions $Q$ are then of the form

$$Q(t, \theta) = \frac{a_{11}a_{21} + a_{12}a_{22}e^{-4\alpha(t, \theta)\tilde{t}^2}}{a_{11}^2 + a_{12}^2e^{-4\alpha(t, \theta)\tilde{t}^2}},$$

(2.13)

which follows from setting $\tilde{Q} = 0$ in (2.10).

In the following, we need not consider the whole class of areal coordinate representations, and instead, we find it sufficient to restrict to the special class for which $Q$ is constant in both space and time but *not necessarily* zero; we refer to these coordinate systems as $Q_{\text{const}}$-areal gauges. In fact, we further specialise to $Q_{\text{const}}$-areal gauges that are obtained from a $Q_0$-areal gauge in one of the following two ways:

1. Choose $Q \in \mathbb{R}$, fix arbitrary non-vanishing $a_{12}, a_{21}$ in $\mathbb{R}$, and set

$$A = \begin{pmatrix} 0 & a_{12} \\ a_{21} & Qa_{12} \end{pmatrix}.$$  

Then it follows from (2.12) that

$$J_X \in \mathbb{R} \quad \text{and} \quad J_Y = QJ_X,$$

(2.14)

and moreover, it can be shown, for $J_X \neq 0$, that

$$Y = QX,$$

(2.15)
is the unique, up to rescaling, hypersurface orthogonal Killing vector field of $g$.

(2): Choose $Q \in \mathbb{R}$, fix arbitrary non-vanishing $a_{11}, a_{22} \in \mathbb{R}$, and set

$$ A = \begin{pmatrix} a_{11} & 0 \\ Qa_{11} & a_{22} \end{pmatrix}. $$

In this case, it follows from (2.12) that

$$ J_X = 0 \quad \text{and} \quad J_Y \in \mathbb{R}, $$

and it can be shown, for $J_Y \neq 0$, that

$$ X $$

is the unique, up to rescaling, hypersurface orthogonal Killing vector field of $g$.

These two $Q_{\text{const}}$-areal gauges yield polarised $T^2$-symmetric solutions of the vacuum Einstein equation (1.1) of the form (2.1) where $Q$ is constant and the twist constants (2.3) and (2.4) have the property

$$ J_X = 0 \quad \text{and} \quad P \in \mathbb{R}, \quad \text{or} \quad P = 0 \quad \text{and} \quad J_X \in \mathbb{R}, \quad \text{or} \quad J_X = P = 0 $$

where $P$ is defined by

$$ P := J_Y - QJ_X. $$

In the $Q_0$-areal gauge used in [3], in which $Q = J_X = 0$ and $X$ is the hypersurface orthogonal Killing vector field, the transformation (2) above is simply a rescaling, while transformation (1) flips the coordinate basis Killing vector fields. In this gauge, both transformations result in exactly one of the coordinate basis Killing vector fields being hypersurface orthogonal (provided there is one non-vanishing twist). By generalizing to the $Q_{\text{const}}$-areal gauges we allow spacetimes in which the unique hypersurface orthogonal Killing vector field is not aligned with one of the coordinate basis Killing vector fields, and hence with an eigenvector field of the background geometry. The case $J_X = P = 0$ corresponds to the well-studied polarised Gowdy metrics.

2.3. The Einstein vacuum equations for polarised $T^2$-symmetric spacetimes. For arbitrary $\Lambda \in \mathbb{R}$, $Q \in \mathbb{R}$, $J_X \in \mathbb{R}$ and $P \in \mathbb{R}$, it is straightforward to show that the Einstein vacuum equations (1.1) are equivalent to the following system of equations for a polarised $T^2$-symmetric metrics in a $Q_{\text{const}}$-areal gauge:

$$ \partial_{tt} u + \frac{\partial u}{t} - \alpha \partial_{\theta \theta} u = \frac{1}{2} \partial_{\theta} \alpha \partial_{\theta} u - \frac{J_X^2}{2t^2} \alpha (t \partial_t u - 1) e^{2v - 4u} - \frac{P^2}{2t^3} \partial_x u - \Lambda \alpha (2t \partial_t u - 1) e^{2v - 2u}, $$

(2.20)

$$ \partial_t v = t \alpha (\partial_{\theta} u)^2 + t(\partial_{\theta} u)^2 + \frac{J_X^2}{4} \alpha (t \partial_t u - 1) e^{2v - 4u} + \frac{P^2}{4t^3} \partial_x u + \frac{\Lambda t \alpha}{e^{2v - 2u}}, $$

(2.21)

$$ \partial_t \alpha = - \frac{J_X^2}{t} \alpha e^{2v - 4u} - \frac{P^2}{t^3} \alpha e^{2v} - \frac{\Lambda t \alpha}{e^{2v - 2u}}, $$

(2.22)

$$ \partial_t G = \frac{J_X}{t} \sqrt{\alpha e^{2v - 4u}} + \frac{PQ}{t^3} \sqrt{\alpha e^{2v}}, $$

(2.23)

$$ \partial_t H = \frac{P \sqrt{\alpha e^{2v}}}{t^3}, $$

(2.24)

and

$$ 2t \partial_{\theta} u \partial_t u - \frac{\partial_{\theta} \alpha}{2 \alpha} - \partial_{\theta} \nu = 0, $$

(2.25)

$$ PJ_X = 0. $$

(2.26)

These equations are naturally viewed as evolution and constraint equations determined by (2.20)-(2.24) and (2.25)-(2.26), respectively. We note that the constraint equation (2.26) is equivalent to (2.18).

3. Nonlinear stability of $\Lambda$-Kasner solutions

The main result of our article — see Theorem 3.1 for a precise statement — is the nonlinear stability in the contracting time direction of polarised $T^2$-symmetric perturbations of the family of $\Lambda$-Kasner solutions to the vacuum Einstein equations (1.1) with non-vanishing cosmological constant $\Lambda$. The family of $\Lambda$-Kasner solutions [27] is discussed in detail in Appendix A. Briefly, it is comprised of spatially homogeneous solutions of (1.1), which in Gaussian coordinates $(\bar{t}, \bar{x}_1, \bar{x}_2, \bar{x}_3)$ take the form

$$ g^{(K)} = -dt^2 + A^{2/3}(z(\bar{t})) \sum_{i=1}^3 \bar{r}_i^{2p_i} M^{2p_i} (z(\bar{t})) d\bar{x}_i^2, $$

(3.1)
where the Kasner exponents \( p_1, p_2, p_3 \in \mathbb{R} \) satisfy the Kasner relations
\[
p_1 + p_2 + p_3 = p_1^2 + p_2^2 + p_3^2 = 1.
\]
(3.2)

The complex analytic functions \( A(z) \) and \( M(z) \) are specified in equation (A.1), and it follows from their definitions that \( A(0) = M(0) = 1 \), and that \( A(z) \) and \( M(z) \) are real-valued for all \( z \in \mathbb{R} \) and all \( z \in i\mathbb{R} \), where, for arbitrary \( \Lambda \in \mathbb{R} \), \( z(\bar{t}) \) is defined by
\[
z(\bar{t}) = \frac{\sqrt{3}}{2} \sqrt{\Lambda} \bar{t}
\]
with \( \sqrt{\cdot} \) an arbitrary choice of branch of the complex square root function.

As we show in Appendix A, we can introduce areal coordinates in which the \( \Lambda \)-Kasner metrics (3.1) take the form (2.1) with
\[
u^{(K)}(t) = \frac{1 - K}{2} \ln(t) + O \left( \Lambda t^{(K^2+3)/2} \right),
\]
(3.4)
\[
\nu^{(K)} = \frac{(1 - K)^2}{4} \ln(t) + O \left( \Lambda t^{(K^2+3)/2} \right),
\]
(3.5)
\[
\alpha^{(K)}(t) = 1 + O \left( \Lambda t^{(K^2+3)/2} \right),
\]
(3.6)
\[
Q^{(K)} = G^{(K)} = H^{(K)} = 0,
\]
(3.7)
see especially (A.9) – (A.11), where the areal time \( t \) is related to the Kasner time \( \bar{t} \) by (A.4) and \( K \in \mathbb{R} \) is an arbitrary parameter that determines the Kasner exponents according to
\[
p_1 = (K^2 - 1)/(K^2 + 3), \quad p_2 = 2(1 + K)/(K^2 + 3), \quad p_3 = 2(1 - K)/(K^2 + 3).
\]
(3.8)

Observe that (3.8) implies (3.2) for all choices of \( K \in \mathbb{R} \). It is also straightforward to see from (3.4) – (3.7) that the asymptotics of the \( \Lambda \)-Kasner solutions as \( t \searrow 0 \) are identical to those of the standard vacuum Kasner solutions [36, 3] given by setting \( \Lambda = 0 \). The parameters \( \Lambda \in \mathbb{R} \) and \( K \in \mathbb{R} \), through the relations (3.3) and (3.8), define the 2-parameter family of spatially homogeneous \( \Lambda \)-Kasner solutions.

For a given \( \Lambda \)-Kasner solution \( g^{(K)}(t) \) with \( \Lambda, K \in \mathbb{R} \) expressed in areal coordinates as in (3.4)-(3.7) above, the coordinate vector fields \( \{ \partial_0, \partial_x, \partial_y \} \) carry geometric information because, other than in exceptional cases, they each span one of the three 1-dimensional eigenspaces of the Weingarten map \( K^{(K)} \) induced by \( g^{(K)} \) on the \( t = \text{const} \)-surfaces. The exceptional cases are if \( K = 0, K = \pm 1 \), or \( K = \pm 3 \) in which case some of these eigenspaces have multiplicity two. In particular, the vector fields \( X = \partial_x \) and \( Y = \partial_y \) carry distinct geometric information regarding eigenspaces of the Weingarten map.

The class of polarised \( T^2 \)-symmetric perturbations of the \( \Lambda \)-Kasner solutions \( g^{(K)} \) for which we establish stability in the contracting time direction can be informally defined as the set of solutions \( g \) of the vacuum Einstein equations (1.1) that are sufficiently close to \( g^{(K)} \) in a given \( Q_{\text{const}} \)-areal gauge. Moreover, we allow for arbitrary \( Q, J_X, P \in \mathbb{R} \) with \( J_X P = 0 \), noting that the Killing vector fields \( \partial_x \) and \( \partial_y \) of \( g \) agree with the geometrically distinguished eigenvector fields \( X \) and \( Y \) of the Weingarten map of the \( \Lambda \)-Kasner solution \( g^{(K)} \).

As a consequence of the fact that we work here with a number of spacetime geometries on the manifold \( M \) – those corresponding to the background solutions \( g^{(K)} \) as well as those corresponding to the perturbed solutions \( g \) – for this perturbation analysis, the quantity \( Q \), which in [3] has been described as “nothing but gauge”, now becomes the carrier of geometric information. As we explain below, of particular importance is that the unique hypersurface orthogonal Killing vector field of \( g \) is parametrised by \( Q \) according to (2.15) and (2.17). Choosing the \( Q_{\text{const}} \)-areal gauge as opposed to the \( Q_0 \)-areal gauge for the study of perturbations of \( \Lambda \)-Kasner solutions is therefore not just a matter of convenience; rather it leads to a new class of perturbations, the consequences of which are discussed below.

**Theorem 3.1.** Suppose \( k \in \mathbb{Z}_{\geq 3} \), and the constants \( Q, \Lambda, J_X, P, K \in \mathbb{R} \) satisfy \( PJ_X = 0 \) and one of the following:

**Case 1** \( J_X \neq 0, \ P = 0, \text{ and } 3 < K \), \hspace{1cm} (3.9)
**Case 2** \( J_X = 0, \ \Lambda \neq 0, \text{ and } K \in (-3, -1) \cup (3, \infty) \), \hspace{1cm} (3.10)
**Case 3** \( J_X = \Lambda = 0, \text{ and } K \in (-\infty, -1) \cup (3, \infty) \). \hspace{1cm} (3.11)

---

\(^3\)Recall from the discussion in Appendix A that the two foliations of a \( \Lambda \)-Kasner spacetime induced by the two functions \( t \) and \( \bar{t} \) are identical and so are the respective Weingarten maps. Moreover, the vector fields \( \partial_0, \partial_x, \partial_y \) are parallel to \( \partial_{\bar{t}_1}, \partial_{\bar{t}_3}, \partial_{\bar{t}_2} \), respectively.
Additionally, corresponding to the above cases, fix constants \( \ell \) and \( \kappa_0 \) according to
\[
\begin{align*}
\text{Case 1} & \quad \ell = \frac{1}{2}, \quad \kappa_0 = \min\{1,(K - 3)(K + 1)/4\}, \\
\text{Case 2} & \quad \ell = 2, \quad \kappa_0 = \min\{1,(K - 3)(K + 1)/4, (3 + K)/2\}, \\
\text{Case 3} & \quad \ell = \infty, \quad \kappa_0 = \min\{1,(K - 3)(K + 1)/4\}.
\end{align*}
\] (3.12)

Then for every sufficiently small \( T_0 > 0 \), there exist constants \( R_0 > 0 \) and \( \sigma \in (0,2\kappa_0/3) \), such that, for each choice of Cauchy data \((\hat{u}, \hat{v}, \hat{\nu}, \hat{\alpha}, \hat{G}, \hat{H})\) \( \in H^k \) satisfying the constraints (2.25) and (2.26) at \( t = T_0 \) and
\[
\left\| T_0 e^{-\hat{u}} \hat{v} - (1 - K)/2, T_0 \hat{\partial}\dot{\hat{u}}, \hat{\alpha} - 1, T_0 \hat{\partial} \hat{\alpha}, T_0^{-1} e^\hat{\nu} \right\|_{H^k} < R_0,
\] (3.13)
there exist functions \( u, \nu, \alpha, G, H \in C^0((0, T_0], H^k(\mathbb{T})) \cap C^1((0, T_0], H^{k-1}(\mathbb{T})) \) (3.14) that define a unique classical solution on \((0, T_0] \times \mathbb{T}\) of the polarised \( \mathbb{T}^2\)-symmetric vacuum Einstein equations (2.20)-(2.26) and the initial conditions
\[
(u, \partial_t u, \nu, \alpha, G, H)|_{t = T_0} = (\hat{u}, \hat{v}, \hat{\nu}, \hat{\alpha}, \hat{G}, \hat{H}).
\] (3.15)

Moreover,
(a) \( u \) satisfies the additional regularity condition
\[
\partial_t u, \partial_\nu u \in C^0((0, T_0], H^k(\mathbb{T})) \cap C^1((0, T_0], H^{k-1}(\mathbb{T}))
\] (3.16)
and
\[
\|\alpha - \hat{\alpha}\|_{H^{k-1}} + \|\partial_\nu \hat{u}\|_{H^{k-1}} \lesssim R_0
\] (3.17)
such that
\[
\|\alpha - \hat{\alpha}\|_{H^{k-1}} + \|\partial_\nu u - \frac{1}{2}(1 - K)\partial_\nu \hat{u}\|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma},
\] (3.19)
\[
\|u - \frac{1}{2}(\hat{K} - K)\ln(t) - \hat{u}\|_{H^{k-1}} + \|\nu - \frac{1}{4}(\hat{K} - K)^2\ln(t) - \hat{\nu}\|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma},
\] (3.20)
\[
\left\| G(t) - \hat{G} \right\|_{H^{k-1}} \lesssim |QP| t^{\min_{e \in [0,2]} \{1(\hat{K} - K)^2/2\} - 2 - \sigma + |J_X| t^{\min_{e \in [0,2]} \{(1 + \hat{K})^2/2\} - 2 - \sigma},
\] (3.21)
\[
\left\| H(t) - \hat{H} \right\|_{H^{k-1}} \lesssim |P| t^{\min_{e \in [0,2]} \{(1 + \hat{K})^2/2\} - 2 - \sigma},
\] (3.22)
for all \( t \in (0, T_0] \), and
(c) the Kretschmann scalar \( I \) diverges according to
\[
\lim_{t \searrow 0} \| t^{K^2+3} - \frac{(\hat{K}^2 + 3)(\hat{K}^2 - 1)^2}{4\kappa_0^2} e^{-4(\hat{u} + \hat{\nu})} \|_{H^{k-3}} = 0.
\] (3.23)

The proof of this theorem is given in Section 4. Before proceeding with the proof, we first make a number of observations and remarks.

By assumption, the metric coefficients of the \( \Lambda \)-Kasner solution \( g^{(K)} \) determined by \( \Lambda \) and \( K \) correspond to the areal gauge (2.1), with the asymptotic behaviour of the metric coefficients given by (3.4)-(3.7) (see Section A for details) as \( t \searrow 0 \). The solution \( g \) to the vacuum Einstein equations (2.20)-(2.26) corresponding to the functions \((u, \nu, \alpha, G, H)\) discussed in this theorem can then be interpreted as a polarised \( \mathbb{T}^2\)-symmetric perturbation of \( g^{(K)} \) written in terms of a fixed \( Q_{\text{const}}\)-areal gauge. The precise meaning of “perturbation” here is determined by the initial data smallness condition (3.13). Consistent with (3.4)-(3.6) as well as the restrictions for \( K \) and \( \ell \) given by (3.9)-(3.12), this initial data condition implies that \( t^e^{-u}, t\partial_t u - (1 - K)/2, t\partial_\nu u, \alpha - 1, t\partial_\nu \alpha \) and \( t^{-e^\nu} \) are required to be small at the initial time \( t = T_0 \), where we notice especially that \( t\partial_t u - (1 - K)/2 \) is approximately \( t\partial_t u - t\partial_t u^{(K)} \) and \( \alpha - 1 \) is approximately \( \alpha - \alpha^{(K)} \) at \( t = T_0 \) when \( T_0 \) is small. The reason for the particular form (3.13) of this smallness condition becomes evident in the proof of Theorem 3.1 discussed in Section 4. It is important to note, in any case, that the initial values of \( G \) and \( H \) as well as the values of the parameters \( Q, J_X \) and \( J_Y \) are not required to be small.

Theorem 3.1 states that any such perturbation \( g \) extends with the regularity given by (3.14) and (3.16) down to \( t = 0 \) in areal coordinates (i.e., it does not become singular before the time \( t = 0 \) is reached). Due to (3.23), we know that these perturbation solutions terminate at a big bang curvature singularity at \( t = 0 \),
and as a consequence, they are $C^2$-inextendible past the singularity. Precise dynamical information about the limit at $t = 0$ is provided by the estimates (3.19)-(3.22) for the metric component functions of the perturbation. Moreover, if $Q, J_X, J_Y, \hat{G}$ and $\hat{H}$ are small, which would imply that the perturbation being consider is genuinely a small perturbation of $g^{(K)}$, we can interpret these estimates as the statement that perturbations converge to a new “$\Lambda$-Kasner metric” $g^{(K)}$ at $t = 0$ with a new “Kasner parameter” $\hat{K}$ at $t = 0$. However, since $\hat{K}$ can be spatially dependent, the limit metric $g^{(K)}$ is, in general, not a solution of the vacuum Einstein equations.

It is of particular interest to note that Theorem 3.1 implies the nonlinear stability in the contracting direction of the subfamily of $\Lambda$-Kasner solutions determined by the choice of parameters according to one of the three cases (3.9)-(3.11).

**Case 3.** In this case, $J_X = \Lambda = 0$ and $J_Y \in \mathbb{R}$, and according to (2.16)-(2.17), the unique hypersurface orthogonal Killing vector field of $g$ agrees with the eigenvector field $X$ of the Weingarten map associated with the foliation of $t = \text{const}$-surfaces of $g^{(K)}$. For $Q = 0$, Theorem 3.1 then reduces to Theorem 4.1 in [3] with $m = J_Y^2$. In [3], we provide examples of perturbations of Kasner solutions whose Kasner parameters $K$ violate (3.11) and exhibit unstable dynamics near $t = 0$. Based on this, we conjecture that the restriction (3.11) for $K$ is sharp. The Case 3 of Theorem 3.1 with $Q \neq 0$ yields a small extension of the results in [3] since for such solutions the two Killing vector fields $X$ and $Y$ of $g$ are not orthogonal. Similar to [3], however, we expect the allowed range of $K$ (3.11), which is notably unaffected by the presence of $Q$, to be sharp since it should be possible to generalize the examples from [3] that exhibit unstable dynamics to this new setting.

**Case 2.** This case is similar to Case 3, but now allows $\Lambda$ to be an arbitrary non-zero constant. This yields a new stability result that is not covered by the results of [3], irrespective of the value of $Q$. It is worth noting that the presence of the cosmological constant reduces the range (3.10) of $K$-values for which stability is guaranteed. In the same way as for Case 3, we expect this restriction for $K$ to be sharp and that Kasner solutions outside this range are unstable near $t = 0$.

**Case 1.** This case, where $J_X, Q, \Lambda \in \mathbb{R}$ are unrestricted and $J_Y = Q J_X$ must hold in general as a consequence of (2.26), has led to the most significant new stability results that we can establish in this article. The significance of this case is due to the fact that the unique hypersurface orthogonal Killing vector field of $g$ is $Y = QX$ — see (2.14)-(2.15) — can be an arbitrary linear combination of the two eigenvector fields $X$ and $Y$. As we discuss above this means that the class of perturbations in Case 1 is not included in the otherwise more general classes of perturbations discussed in [26, 24]. It is worth noting that due to (3.9) the range of $K$-values for which our stability result holds in this case is reduced even further in comparison to Cases 2 and 3. As for Cases 2 and 3, we expect this restriction for $K$ to be sharp and that Kasner solutions outside this range are unstable near $t = 0$.

As mentioned above we consider Case 1 (3.9) as the main new contribution of this paper. This is because if $Q$ is sufficiently large this class is not contained in the family of $(U(1)$-symmetric) perturbations of Kasner solutions studied in [26], even if $\Lambda = 0$; this is in contrast with our stability results in [3], which are covered by the work in [26]. The reason that the stability results established in this paper are not covered by those from [26] is because in that article, the perturbations are required to have a hypersurface orthogonal Killing vector field that is close to one of the distinct eigenvector fields, say $X$, of $g^{(K)}$. As discussed above, the hypersurface orthogonal vector field of our perturbations $g$ in Case 1 is in general an arbitrary linear combination of the distinct eigenvector fields $X$ and $Y$ of $g^{(K)}$. The fact that this linear combination depends on the value of $Q$ according to (2.15) is our main motivation to employ the more general $Q_{\text{const}}$-areal gauge as opposed to the $Q_0$-areal gauge which we use in [3].

We also note that, similar to the standard Kasner solutions in [3], the $\Lambda$-Kasner solutions discussed here have six natural isometries that preserve the form of the metric and map between different values of $K$. Each of these six isometries is defined as a map that swaps a pair of spatial coordinates. While each of these isometries can be applied to transform $g^{(K)}$ into an equivalent form with a different $K$-value preserving the areal gauge, none of these isometries simultaneously preserve the $Q_{\text{const}}$-areal gauge of a generic metric perturbation $g$. In particular, the isometry that interchanges the $x$ and $y$ coordinates — i.e., the isometry corresponding to (2.7)-(2.8) with $a_{11} = a_{22} = 0$ and $a_{12} = a_{21} = 1$ — maps according to (2.10) the constant value of $Q$ to a generally non-constant function form for $Q$. Similar to the situation in [3], we conclude from this that none of these isometries can be exploited to enlarge the range of allowed $K$-values for which Theorem 3.1 applies. It follows that the restrictions (3.9)-(3.11) for $K$ are geometric.
Finally, we remark that our theorem also extends the results on the extent of areal time in the strictly non-polarised case with \( \Lambda > 0 \) in [56] to the polarised \( T^2 \)-symmetric setting with arbitrary \( \Lambda \in \mathbb{R} \), at least for cosmological solutions close to our subfamily of \( \Lambda \)-Kasner solutions (c.f. the discussion in Section 2.1).

4. Proof of Theorem 3.1

4.1. The polarised \( T^2 \)-symmetric Einstein equations as a first order symmetric hyperbolic Fuchsian system. The first step of the proof of Theorem 3.1 is to express the evolution system as a first order symmetric hyperbolic Fuchsian system. To this end, we set

\[
(z_0, z_1, z_2) = (u, \partial_t u, \partial_\theta u), \quad \zeta = \partial_\theta \alpha,
\]

and then define new variables

\[
U = (w_0, w_1, w_2, \psi, \eta, \xi)^{tr}
\]

by

\[
z_0 = \ell \ln(t) - \ln(w_0),
\]

\[
z_1 = \frac{1}{t}(a + w_1),
\]

\[
z_2 = \frac{1}{t}w_2,
\]

\[
\alpha = 1 + \psi,
\]

\[
\zeta = \frac{1}{t}\eta,
\]

\[
\nu = \ln(t) + \ln(\xi),
\]

for some, so far, arbitrary real numbers \( a \) and \( \ell \). For our arguments below, we find it useful to define

\[
b_P := P^2(1 + \psi)\xi^2, \quad b_{JX} := J_X^2 t^{1-2\psi}w_0^4(1 + \psi)\xi^2, \quad b_{\Lambda} := 2\Lambda t^{1-2\psi}w_0^2(1 + \psi)\xi^2, \quad b := b_P + b_{JX} + 2b_{\Lambda}.
\]

Using the above definitions, it is not difficult to verify via a straightforward calculation that the polarised \( T^2 \)-symmetric vacuum Einstein equations (2.20)-(2.26) are equivalent to the following evolution equations

\[
B^0 \partial_t U + B^1 \partial_\theta U = \frac{1}{t}B_P U + \frac{1}{t}F,
\]

\[
\partial_t G = \frac{PQ}{t^{2\psi-1}} - J_X \frac{1}{t^{1-2\psi}} \xi^2 w_0^4,
\]

\[
\partial_t H = -\frac{P}{t} \xi^2,
\]

and constraints

\[
t \partial_\theta \xi = 2w_2(a + w_1)\xi - \frac{\eta \xi}{2(1 + \psi)},
\]

\[
\partial_\theta w_0 = -\frac{1}{t}w_2 w_0,
\]

\[
\partial_\theta \psi = \frac{1}{t}\eta,
\]

\[
P.J_X = 0,
\]

where

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

(4.18)
Additionally, suppose
\[ B^0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 + \psi & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 4 \end{pmatrix} \] (4.19)
\[ B^1 = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -(1 + \psi) & 0 & 0 & 0 \\ 0 & 0 & 0 & -(1 + \psi) & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \] (4.20)
\[ B = \begin{pmatrix} \ell - a - w_1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 + \psi & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 4(1 + \psi)(b_J + b_\Lambda - (a + w_1)b) & 0 & 1 - b & 0 \\ 0 & 0 & 0 & 0 & 0 & 4((a + w_1)^2 - 1 + w_2^2(1 + \psi)) + b \end{pmatrix} \] (4.21)
and
\[ F = \begin{pmatrix} \frac{1}{2}(w_2\eta + b_{JX} + b_{\Lambda} - (a + w_1)b) & 0 \\ 0 & 0 \\ -(1 + \psi)b & 0 \\ 0 & 0 \end{pmatrix} \] (4.22)

The significance of this formulation of the polarised $\mathbb{T}^2$-symmetric vacuum Einstein equations is that the main evolutionary part of the system — that defined by (4.11) and (4.18)-(4.22) — is now in first order symmetric hyperbolic Fuchsian form; for details, see [12] and the appendix of [3]. Theorem A.1 in [3] plays a central role in the proof below, in particular, in the proof of Proposition 4.1 below.

4.2. Global existence of solutions of the initial value problem of the main evolution equations. In this section, we establish a global existence result for the initial value problem consisting of system (4.11) with coefficients defined by (4.18)-(4.22) for initial data $\hat{U}$, i.e.,
\[ U(T_0) = \hat{U}, \] (4.23)
where at this point $T_0 > 0$ can be chosen arbitrarily. Proposition 4.1 provides global existence and first estimates of the behaviour of the fields at $t = 0$, which are then exploited in the remainder of the proof of Theorem 3.1. The proposition follows, as we show below, from an application of Theorem A.1 from [3].

**Proposition 4.1.** Suppose $T_0 > 0$, $k \in \mathbb{Z}_{\geq 2}$, $Q, P \in \mathbb{R}$, and the constants $J_X, \Lambda, \ell, a \in \mathbb{R}$ satisfy one of the following:

- **Case 1** $J_X \neq 0$, $a < \ell \leq \frac{1}{2}$ and $a \in (-\infty, -1)$,
- **Case 2** $J_X = 0$, $\Lambda \neq 0$, $a < \ell \leq 2$ and $a \in (-\infty, -1) \cup (1, 2)$,
- **Case 3** $J_X = \Lambda = 0$, $a < \ell$ and $a \in (-\infty, -1) \cup (1, \infty)$.

Additionally, suppose
\[ \hat{U} = (\hat{w}_0, \hat{w}_1, \hat{w}_2, \hat{\psi}, \hat{\eta}, \hat{\xi})^{1r} \in H^k(\mathbb{T}, \mathbb{R}^6) \]
is chosen so that $\hat{\xi} > 0$, and set
\[ \kappa_0 = \min\{1, a^2 - 1, \ell - a\}. \] (4.27)

Then, for every sufficiently small $R > 0$ and $\sigma \in (0, \kappa_0)$, there exists a constant $R_0 > 0$ such that, if $\hat{U}$ satisfies
\[ ||\hat{U}||_{H^k} < R_0, \] (4.28)
there exists a unique solution

\[ U \in C^0((0, T_0], H^k(T, \mathbb{R}^6)) \cap L^\infty((0, T_0], H^k(T, \mathbb{R}^6)) \cap C^1((0, T_0], H^{k-1}(T, \mathbb{R}^6)) \subset C^1((0, T_0] \times T, \mathbb{R}^6) \]

of the GIVP \(^4\) (4.11) and (4.23) such that

\[ \|U\|_{L^\infty((0, T_0] \times T)} < R, \tag{4.29} \]

and the limit \( \lim_{t \searrow 0} \mathbb{P}^\perp U(t) \), denoted

\[ \mathbb{P}^\perp U(0) = (0, \tilde{w}, 0, \tilde{\psi}, 0, 0), \tag{4.30} \]

exists in \( H^{k-1}(T, \mathbb{R}^6) \). Finally, for \( 0 < t < T_0 \), the solution \( U \) satisfies the energy estimate

\[ \|U(t)\|_{H^k}^2 + \int_t^{T_0} \frac{1}{\tau} \|PU(\tau)\|_{H^k}^2 \, d\tau \lesssim \|\dot{U}\|_{H^k}^2, \tag{4.31} \]

the decay estimates

\[ \|\mathbb{P}U(t)\|_{H^{k-1}} \lesssim t^{\kappa_0 - \sigma} \quad \text{and} \quad \|\mathbb{P}^\perp U(t) - \mathbb{P}^\perp U(0)\|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma}, \tag{4.32} \]

and the bound

\[ \|\tilde{w}\|_{H^{k-1}} + \|\tilde{\psi}\|_{H^{k-1}} \lesssim \|\dot{U}\|_{H^k}. \tag{4.33} \]

Observe that, in contrast to Theorem 3, we do not require \( T_0 \) to be small here. The smallness requirement for \( T_0 \) is introduced only in Section 4.5 below for the reason explained there.

**Remark 4.2.** In Section 4.5, we interpret the solutions specified in Proposition 4.1 as perturbations of \( \Lambda \)-Kasner solutions where the constant \( a \) determines the Kasner parameter \( K \) and the constants \( Q, P, J_X \) characterise the class of perturbations. Note also that Proposition 4.1 only establishes the existence of solutions to (4.11); the remaining equations (4.12)-(4.17) are addressed in Propositions 4.3 and 4.3 below. It is also worth pointing out that the requirement that \( \xi > 0 \) — see (4.8) — is fulfilled by the initial data choice \( \tilde{\xi} > 0 \) since this condition is preserved by the last equation of the system (4.11). Finally, we observe that Case 3, where \( \mathbf{b}_J = \mathbf{b}_A = 0 \) and \( \mathbf{b} = \mathbf{b}_F = J_2^2 \left( 1 + \psi \right) \xi^2 \) (cf. (4.9)-(4.10)), is discussed in [3]. Since \( \ell \) can be taken to be an arbitrarily large value greater than \( 1 \) in this case, we find that \( \kappa_0 = \min\{1, a^2 - 1\} \) which agrees with the result from [3].

**Proof of Proposition 4.1.** The proof of this proposition follows from an application of Theorem A.1 from Appendix A.2 of [3]. In order to apply this theorem, we first need to verify that the symmetric hyperbolic Fuchsian system (4.11) satisfies the coefficient assumptions (i)-(vi) from Appendix A.1 of [3].

To start, we observe that properties (i) and (ii) are obviously satisfied; that is, \( U \) is an \( \mathbb{R}^N \)-valued map, and the projection operator \( \mathbb{P} \) — see (4.18) — satisfies \( \mathbb{P}^2 = \mathbb{P}, \mathbb{P}^\perp = \mathbb{P}, \) and \( \partial_t \mathbb{P} = 0. \) Regarding property (iii), it is clear from (4.19) and (4.21) that both \( B^0 \) and \( \mathcal{B} \) depend smoothly on the components of \( U \) and only \( \mathcal{B} \) contains explicit dependence on \( t \) through terms involving \( \mathbf{b}_J, \mathbf{b}_A, \) and hence also \( \mathbf{b} \) (cf. (4.9)-(4.10)). Continuity of \( \mathcal{B} \) at \( t = 0 \) follows in each of the three cases (4.24)-(4.26) from the assumptions on \( \ell. \) Furthermore, since, in each of the three cases (4.24)-(4.26) we have \( \ell > a, a^2 > 1, \) there exist constants \( R, \gamma_1, \gamma_2, \kappa > 0 \) such that

\[ 0 < \kappa < \kappa_0 = \min\{1, a^2 - 1, \ell - a\} \quad \text{and} \quad \gamma_1 > \frac{1}{1 - R} \]

and the inequalities

\[ B^0 \leq \frac{1}{\kappa} B \leq \gamma_2 \mathbb{I} \quad \text{and} \quad \frac{1}{\gamma_1} \mathbb{I} \leq B^0 \]

hold for all \( U \in \mathbb{R}^6 \) with \( |U| < R. \) The remaining structural conditions in property (iii) are easily verified.

Next, we observe that property (iv) is satisfied by the source term \( F \) since it is clear from (4.22) and the assumptions on \( \ell \) in each of the three cases (4.24)-(4.26) that \( \mathbb{P}^\perp F = 0, \)

\[ \mathbb{P}^\perp F = \mathcal{O}\left( \frac{\lambda}{R} \mathbb{P} U \otimes \mathbb{P} U \right), \]

for some \( \lambda = O(R), \) and \( F \) is continuous in \( t \) including at \( t = 0. \) Also, by (4.19) and (4.20), we note that the matrix valued maps \( B^0 \) and \( B^1 \) satisfy the regularity and symmetry assumptions in property (v). Moreover,
regarding property (vi), it is not difficult to verify that there exist positive constants $\theta, \beta$ such that

$$\text{div} B = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\partial_\psi & -\frac{\beta}{R} (1 + \psi) & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$  \hspace{1cm} (4.34)$$
satisfies $\text{div} B = O(\theta + \frac{\beta}{R} PU \otimes PU)$.

With the coefficient conditions (i)-(vi) from Appendix A.1 of [3] verified, the proof, in particular the existence statement and the estimates (4.31)-(4.32), follows from an application of [3, Theorem A.1], where we note that the constants $\kappa, \lambda,$ and $R$ can be chosen to satisfy $\kappa > \gamma \lambda$. Finally, we conclude the proof by noting that the estimate (4.33) is a direct consequence of (4.31) and (4.18).

\[\square\]

4.3. Improved decay estimates for the solutions approaching the singularity. Having established, for sufficiently small initial data $\|U\|_{H^k}$, the existence of solutions to the GIVP consisting of (4.11) and (4.23), the next step is to derive improved asymptotic estimates as $t \searrow 0$. This is carried out in the proof of the following proposition.

Proposition 4.3. Suppose $T_0 > 0$, $k \in \mathbb{Z}_{\geq 3}$, $\sigma \in (0, 2\kappa_0/3)$, $Q, P \in \mathbb{R}$, and suppose the constants $J_X, \Lambda, \ell, a \in \mathbb{R}^3$ satisfy the conditions corresponding to one of the three cases (4.24)-(4.26). Let

$$\hat{U} = (\hat{w}_0, \hat{w}_1, \hat{w}_2, \hat{\psi}, \hat{\xi}, \hat{\eta})^\top \in H^k(T, \mathbb{R}^6),$$  \hspace{1cm} (4.35)$$
with $\hat{w}_0 > 0$ and $\hat{\xi} > 0$, be chosen to satisfy $\|\hat{U}\|_{H_k} < R_0$ for $R_0 > 0$ small enough so that it follows from Proposition 4.1 that there exists a unique solution

$$U = (w_0, w_1, w_2, \psi, \xi, \eta)^\top \in C^0((0, T_0], H^k(T, \mathbb{R}^6)) \cap L^\infty((0, T_0], H^k(T, \mathbb{R}^6)) \cap C^1((0, T_0], H^{k-1}(T, \mathbb{R}^6))$$
to the GIVP (4.11) and (4.23). Let $(0, \hat{w}_1, 0, \hat{\psi}, 0, 0)$ denote the limit $\lim_{t \searrow 0} \mathbb{P}_\Sigma U(t)$ in $H^{k-1}(T, \mathbb{R}^6)$. Then there exist functions $\hat{w}_2, \hat{\eta} \in H^{k-2}(T)$ and $\hat{w}, \hat{\nu} \in H^{k-1}(T)$ such that

$$\|t^{-1} w_2(t) - \ln(t) \partial_\theta \hat{w}_1 - \hat{w}_2\|_{H^{k-2}} \lesssim t + t^{2\kappa_0 - 3\sigma},$$  \hspace{1cm} (4.36)$$
$$
$$\|t^{-1} \eta - \hat{\eta}\|_{H^{k-2}} \lesssim t + t^{2\kappa_0 - 3\sigma},$$  \hspace{1cm} (4.37)$$
and

$$\|\ln(w_0(t)) + (a + \hat{w}_1 - \ell) \ln(t) - \hat{u}\|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma},$$  \hspace{1cm} (4.38)$$
$$
$$\|\ln(\xi) + (1 - (a + \hat{w}_1)^2) \ln(t) - \hat{\nu}\|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma},$$  \hspace{1cm} (4.39)$$
for $0 < t \leq T_0$, where $\kappa_0$ is given by (4.27). Furthermore, if the initial data (4.35) is chosen so that the constraint (4.14) is satisfied at $t = T_0$, then the functions $\hat{w}_1, \hat{w}_2, \hat{\psi}, \hat{\nu}, \hat{\eta}$ satisfy the asymptotic constraint equation

$$\partial_\theta \hat{\nu} - 2(a + \hat{w}_1) \hat{w}_2 + \frac{1}{2}(1 + \hat{\psi})^{-1} \hat{\eta} = 0,$$  \hspace{1cm} (4.40)$$

Proof. The proof of this proposition follows closely the proof of Proposition 6.2 from [3]. We start by writing (4.11) in the form

$$\partial_t U = \frac{1}{t} APU + \frac{1}{t} (B_0^{-1}B - A) PU + \frac{1}{t} (B_0^{-1}F - (B_0)^{-1}B^3 \partial_\theta U),$$  \hspace{1cm} (4.41)$$
where

$$A := ((B_0)^{-1}B)|_{U=0} = \begin{pmatrix} \ell - a & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & a^2 - 1 \end{pmatrix},$$  \hspace{1cm} (4.42)$$

Defining

$$V = (V_1, V_2 V_3, V_4, V_5, V_6)^\top := e^{-\ln(t)APU},$$  \hspace{1cm} (4.43)$$
where
\[ e^{-\ln(t)AP} = \begin{pmatrix} t^{-\frac{1}{2}} & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & t^{-\frac{1}{2}} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & t^{-\frac{1}{2}} \end{pmatrix}, \] (4.44)

a short calculation shows that \( V \) satisfies
\[ \partial_t V = \frac{1}{t} e^{-\ln(t)AP} \left( (B^0)^{-1} B - A \right) P U + \frac{1}{t} e^{-\ln(t)AP} (B^0)^{-1} F - e^{-\ln(t)AP} (B^0)^{-1} B^1 \partial_\theta U. \] (4.45)

We then observe that this equation can be written in the form
\[ \partial_t V = \frac{1}{t} \begin{pmatrix} \frac{1}{t} (w_2 \eta + b_{Jx} + b_\Lambda - (a + w_1) b) + t(1 + \psi) \partial_\theta w_2 \\ \partial_\theta w_1 \\ - (1 + \psi) b \\ - 2 b V_5 + 4 (1 + \psi) (b_{Jx} + b_\Lambda - (a + w_1) b) V_3 \\ (2 a w_1 + w_1^2 + w_1^2 (1 + \psi)) + \frac{b}{t} V_6 \end{pmatrix}, \] (4.46)
or equivalently as
\[ \partial_t V = \frac{1}{t} \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} + \frac{1}{t} \begin{pmatrix} \frac{1}{t} (w_2 \eta + b_{Jx} + b_\Lambda - (a + w_1) b) + t(1 + \psi) \partial_\theta w_2 \\ \partial_\theta w_1 \\ - (1 + \psi) b \\ - 2 b V_5 + 4 (1 + \psi) (b_{Jx} + b_\Lambda - (a + w_1) b) V_3 \\ (2 a w_1 + w_1^2 + w_1^2 (1 + \psi)) + \frac{b}{t} V_6 \end{pmatrix}, \] (4.47)
where
\[ f = 2 a w_1 + w_1^2 - (2 a w_1 + w_1^2) + (1 + \psi) w_2^2, \] (4.48)
and
\[ h = 4 ((a + w_1) b - b_{Jx} - b_\Lambda) (1 + \psi). \] (4.49)

In order to integrate the equation, we introduce a third variable
\[ W := \begin{pmatrix} \frac{t \tilde{w}_1}{V_1} \\ \frac{V_2}{V_1} \\ \frac{V_3 - \ln(t) \partial_\theta \tilde{w}_1}{V_1} \\ \frac{V_4}{V_1} \\ \frac{V_5}{V_1} \\ \frac{t - (2 a w_1 + w_1^2) V_6}{V_1} \end{pmatrix} = \begin{pmatrix} t^{\alpha + \tilde{w}_1 - \beta} w_0 \\ t^{-1} w_2 - \ln(t) \partial_\theta \tilde{w}_1 \\ \frac{w_1}{\psi} \\ t^{-1} \eta \\ t^{-1} \xi \end{pmatrix}, \] (4.50)
in terms of which we can express (4.47) as
\[ \partial_t W = C W + F \] (4.51)
where
\[ C = \frac{1}{t} \begin{pmatrix} \tilde{w}_1 - w_1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & h & -b & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{t} b + f \end{pmatrix}, \] (4.52)
and
\[ F = \frac{1}{t} \begin{pmatrix} \frac{1}{t} (\eta w_2 + b_{Jx} + b_\Lambda - (a + w_1) b) + t(1 + \psi) \partial_\theta w_2 \\ \partial_\theta (w_1 - \tilde{w}_1) \\ - (1 + \psi) b \\ - \ln(t) h \partial_\theta \tilde{w}_1 \\ 0 \end{pmatrix}. \] (4.53)
Integrating (4.51) in time yields

\[ W(t) = W(t_0) + \int_{t_0}^{t} C(\tau, W(\tau)) W(\tau) + F(\tau, W(\tau), \partial_\theta W(\tau)) \, d\tau \]  

(4.54)

for \( 0 < t \leq t_0 \leq T_0 \). By the triangle inequality, and the Sobolev and product estimates — see Proposition 2.4 and 3.7 from Chapter 13 of [58] — we find, since \( k - 2 \geq 1 > 1/2 \), that

\[ \|W(t)\|_{H^{k-2}} \leq \|W(T_0)\|_{H^{k-2}} + \int_{t}^{T_0} \|C(\tau, W(\tau))\|_{H^{k-2}} \|W(\tau)\|_{H^{k-2}} + \|F(\tau, W(\tau), \partial_\theta W(\tau))\|_{H^{k-2}} \, d\tau. \]

From this, we conclude via an application of Grönwall’s inequality that

\[ \|W(t)\|_{H^{k-2}} \leq e^{\int_{t}^{T_0} \|C(\tau, W(\tau))\|_{H^{k-2}} \, d\tau} \left( \|W(T_0)\|_{H^{k-2}} + \int_{t}^{T_0} \|F(\tau, W(\tau), \partial_\theta W(\tau))\|_{H^{k-2}} \, d\tau \right). \]  

(4.55)

As a consequence of (4.48), (4.49), (4.10), (4.52), and (4.53), we observe, with the help of the energy and decay estimates (4.31)-(4.32) and the Sobolev and product estimates — see Proposition 2.4 and 3.7 from Chapter 13 of [58] — that

\[ \int_{t_0}^{t} \|C(\tau, W(\tau))\|_{H^{k-2}} + \|F(\tau, W(\tau), \partial_\theta W(\tau))\|_{H^{k-2}} \, d\tau \lesssim (t + t^{2\kappa_0 - 3\sigma}) - (t_0 + t_0^{2\kappa_0 - 3\sigma}). \]  

(4.56)

Thus, by (4.55), we have

\[ \sup_{0 < t < T_0} \|W(t)\|_{H^{k-2}} \lesssim 1. \]

With the help of this uniform bound, we deduce from (4.54) and another application of the product, Sobolev, and triangle inequalities, that

\[ \|W(t) - W(t_0)\|_{H^{k-2}} \leq \int_{t_0}^{t} \|C(\tau, W(\tau))\|_{H^{k-2}} \|W(\tau)\|_{H^{k-2}} \, d\tau + \int_{t_0}^{t} \|F(\tau, W(\tau), \partial_\theta W(\tau))\|_{H^{k-2}} \, d\tau \]

\[ \lesssim \int_{t_0}^{t} \|C(\tau, W(\tau))\|_{H^{k-2}} + \|F(\tau, W(\tau), \partial_\theta W(\tau))\|_{H^{k-2}} \, d\tau. \]

From this inequality and (4.56), we conclude that the limit \( \lim_{t \to 0} W(t) \) converges to an element of \( H^{k-2}(\mathbb{T}) \), and denoting this element by \( W(0) \), we further conclude that \( W(t) \) can be extended to a uniformly continuous map

\[ W \in C^0([0, T_0], H^{k-2}(\mathbb{T}, \mathbb{R}^6)) \]

that satisfies

\[ \|W(t) - W(0)\|_{H^{k-2}} \lesssim t + t^{2\kappa_0 - 3\sigma} \]  

(4.57)

for \( 0 < t \leq T_0 \). It is then clear that the estimates (4.36)-(4.37) follow directly from (4.50) and (4.57).

With the main estimate for \( W \) complete, we now turn our attention to establishing improved estimates for the first and last components of \( W \). We begin by considering the first component, that is, \( W_1 = t^{\sigma} + \tilde{w}_1 - \ell w_0 \). Since \( w_0 > 0 \), it follows that \( w_0 \) and hence \( W_1 \) are strictly positive everywhere these maps are defined. Consequently, we see by (4.51) that

\[ \partial_\tilde{t} \ln(W_1) = (\tilde{w}_1 - w_1)/t. \]

Integrating this equation in time and invoking once more the Sobolev and product inequalities, we find, with the help of (4.32), that

\[ \| \ln(W_1(t)) - \ln(W_1(t_0)) \|_{H^{k-1}} \lesssim \int_{t_0}^{t} (s + s^{2\kappa_0 - 2\sigma}) s^{-1} \, ds \lesssim (t + t^{2\kappa_0 - 2\sigma}) - (\tilde{t} + \tilde{t}^{2\kappa_0 - 2\sigma}) \]

for any \( t \in [0, T_0] \) and \( t \in [\tilde{t}, T_0] \). So, given any sequence \( (t_n) \in (0, T_0] \) approaching zero, we deduce that the sequence \( (\ln(W_1(t_n))) \) converges in the \( H^{k-1} \)-norm to a limit, which we preliminarily call \( \ln(W_1(0)) \), and that

\[ \| \ln(W_1(t)) - \ln(W_1(0)) \|_{H^{k-1}} \lesssim t + t^{2\kappa_0 - 2\sigma}. \]  

(4.58)

Since it follows from (4.50) together with (4.1) and (4.3) that

\[ \ln(W_1(t)) = \ln(w_0(t)) + (a + \tilde{w}_1 - \ell) \ln(t), \]

we obtain (4.38) from (4.58) if we rename \( \ln(W_1(0)) \) by \( \tilde{u} \).
In the same way we can improve the estimate for \( W_6 = t^{1-(a+\bar{w}_1)^2} \xi \), the last component of \( W \). Since \( \dot{\xi} > 0 \), it follows that \( \xi \) and hence \( W_6 \) are strictly positive everywhere these maps are defined. By (4.51), we see that \( w_6 \) satisfies
\[
\partial_t \ln(W_6) = (\frac{1}{4}b - f)/t. \tag{4.59}
\]
Essentially the same arguments used for the component \( W_1 \) can be applied to establish that given any sequence \((t_n)\) in \((0, T_0)\) approaching zero, the sequence \( (\ln(W_6(t_n))) \) converges in the \( H^{k-1}\)-norm to a limit, which we preliminarily call \( \ln(W_6(0)) \), and that
\[
\| \ln(W_6(t)) - \ln(W_6(0)) \|_{H^{k-1}} \leq t + t^{2\kappa_0 - 2\sigma}. \tag{4.60}
\]
However, it follows from (4.1), (4.8), and (4.50) that we have
\[
\ln(W_6) = \ln(\xi) + (1 - (a + \bar{w}_1)^2) \ln(t) = (a + \bar{w}_1)^2 \ln(t) + \nu.
\]

We then obtain (4.39) from (4.60) if we rename \( \ln(W_6(0)) \) by \( \tilde{\nu} \).

To complete the proof, we note that the asymptotic constraint (4.40) can be established using the same argument as in the proof of Prop. 6.2 in [3] by studying the limit \( t \searrow 0 \) of (4.14) using (4.33) and (4.36)-(4.39) together with the Sobolev and product estimates observing that \( k \geq 3 \).

**4.4. Solutions to the full polarised \( T^2 \)-symmetric Einstein equations.** Propositions 4.1 and 4.3 establish the global existence of solutions and detailed asymptotic estimates for solutions of the main evolution system, consisting of equations (4.11) and (4.18)-(4.22). In addition, the propagation of the constraint (4.14) follows from arguments much like those in [31], and its asymptotic form in our variables is established in Proposition 4.3. To obtain solutions of the full polarised \( T^2 \)-symmetric Einstein equations, for initial data sufficiently close to \( \Lambda \)-Kasner initial data, we now impose (4.12), (4.13), (4.15), and (4.16).

**Proposition 4.4.** Consider the same conditions as specified in the hypothesis for Proposition 4.3, and let \( U \) be the solution to the GIVP (4.11) and (4.23) determined by initial data \( U \) with \( \|U\|_{H^k} < R_0 \) and \( \dot{\xi} > 0 \) and \( \bar{w}_0 > 0 \). Then for given, not necessarily small, \( \tilde{G}, \tilde{H} \in H^k(\mathbb{T}) \), the Cauchy problem consisting of evolution equations (4.12)-(4.13) and the initial condition \((G, H)|_{t=0} = (\tilde{G}, \tilde{H}) \) has a unique solution
\[
(G, H) \in C^1([0, T_0], H^k(\mathbb{T}, \mathbb{R}^2)) \cap L^\infty([0, T_0], H^k(\mathbb{T}, \mathbb{R}^2)),
\]
and there exist functions \( \tilde{G}, \tilde{H} \in H^{k-1}(\mathbb{T}) \) such that
\[
\left\| G(t) - \tilde{G} \right\|_{H^{k-1}} \lesssim \|P\| t^{2(\min_{s \in (0, 2\pi]} \{(a + \bar{w}_1)^2\} - 1) - \sigma} + |J_X| t^{2(\min_{s \in (0, 2\pi]} \{(a + \bar{w}_1)^2 - 2\bar{w}_1\} - 1)} t^{2(\ell - 2\nu) - \sigma}, \tag{4.61}
\]
\[
\left\| H(t) - \tilde{H} \right\|_{H^{k-1}} \lesssim \|P\| t^{2(\min_{s \in (0, 2\pi]} \{(a + \bar{w}_1)^2\} - 1) - \sigma}, \tag{4.62}
\]
for all \( t \in (0, T_0] \). Moreover, if the initial data is chosen to also satisfy constraints (4.15)-(4.16) at \( t = T_0 \), then the functions \( \tilde{u}, \tilde{w}_2, \tilde{\psi} \) and \( \tilde{\eta} \) satisfy the asymptotic constraint equations
\[
\partial_t \tilde{u} + \tilde{w}_2 = 0, \tag{4.63}
\]
\[
\partial_t \tilde{\psi} = \tilde{\eta}. \tag{4.64}
\]

**Remark 4.5.** The constants \( Q, P, J_X \) have been included in the estimates (4.61) and (4.62) in order to clarify which terms are relevant in each of the Cases 1 to 3 (cf. (4.24)-(4.26)). In particular, in Cases 2 and 3, we note that \( J_X = 0 \) and the second term in (4.61) vanishes.

**Proof.** Integrating (4.11)-(4.12), we find
\[
G(t) = \tilde{G} + QP \int_{T_0}^t \sqrt{1 + \psi} e^{2\varphi} \left( 2(\ln(\xi) + (1 - (a + \bar{w}_1)^2) \ln(s) - \tilde{\nu}) \right) s^{2((a + \bar{w}_1)^2 - 1)} s^{-1} ds = \xi^2(s),
\]
\[
- J_X \int_{T_0}^t \left( \sqrt{1 + \psi} e^{2\varphi} \left( 2(\ln(\xi) + (1 - (a + \bar{w}_1)^2) \ln(s) - \tilde{\nu}) \right) s^{2((a + \bar{w}_1)^2 - 1)} \right) \left. \right|_{s = \xi^2(s)} = \xi^2(s),
\]
\[
eq 4\varphi \exp(4(\ln(w_0(t)) + (a + \bar{w}_1 - \ell) \ln(s) - \tilde{\nu})) s^{4((a + \bar{w}_1)^2)} s^{-1} ds = w_0^2(s).
\]
\[
H(t) = \tilde{H} - P \int_{T_0}^t \sqrt{1 + \psi} e^{2\varphi} \left( 2(\ln(\xi) + (1 - (a + \bar{w}_1)^2) \ln(s) - \tilde{\nu}) \right) s^{2((a + \bar{w}_1)^2 - 1)} s^{-1} ds = \xi^2(s),
\]
where \( \bar{G} \) and \( \bar{H} \) are the initial data for \( G \) and \( H \) at \( t = T_0 \). For arbitrary \( t \) and \( t_0 \) with \( 0 < t_0 \leq t \leq T_0 \), we therefore find
\[
\|G(t) - G(t_0)\|_{H^{k-1}} \lesssim |Q| \left( J^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 \} - 1)^{1/2} - t_0^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 \} - 1)^{1/2} \right) + |J_X| \left( t^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 - 2\bar{w}_1 \} - 1 + 2\ell - 2\sigma) - t_0^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 - 2\bar{w}_1 \} - 1 + 2\ell - 2\sigma) \right)
\]
(4.65)
by using the Sobolev and product estimates as well as (4.38) and (4.39) in a similar fashion as in the proof of Proposition 6.3 from [3]. Now, we claim that our hypotheses guarantee that in each of the three cases (4.24)-(4.26) each of the exponents of \( t \) in (4.65) is positive. To see why this is the case, we note that \( a^2 > 1 \) and \( \ell - a > 0 \) in all three cases (4.24)-(4.26) and \( a < -1 \) if \( J_X \neq 0 \) (Case 1, see (4.24)). Because of these inequalities, we can guarantee the positivity of the exponents by choosing \( R_0 \) and therefore \( \bar{w}_1 \) (according to (4.28) and (4.33)) small enough to ensure that \( (a + \bar{w}_1)^2 - 1 > 0 \) and \( (a + \bar{w}_1)^2 - 2\bar{w}_1 - 1 > 0 \). It then follows from the completeness of the Sobolev space \( H^{k-1} \) that \( G(t) \) converges to a limit \( \bar{G} \in H^{k-1} \) at \( t = 0 \) and we obtain (4.61) from (4.65). For \( H \), similar arguments can be used to show that
\[
\|H(t) - H(t_0)\|_{H^{k-1}} \lesssim |P| \left( t^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 \} - 1)^{1/2} - t_0^2(\min \theta \in [0,2\pi] \{ (a + \bar{w}_1)^2 \} - 1)^{1/2} \right),
\]
(4.66)
which then allows us to deduce the existence of a limit \( \bar{H} \in H^{k-1} \) at \( t = 0 \) for which (4.62) holds.

Assuming now that the constraint (4.15) is satisfied at \( t = T_0 \), it follows from the evolution system (4.11) and (4.18)-(4.22) that the constraint remains satisfied for all \( t \in (0, T_0) \). The evolution equation for \( \eta_0 \) obtained from (4.11) implies that \( \eta_0 > 0 \) as long as this quantity is defined if the initial data \( \bar{w}_0 \) is positive. This allows us to divide (4.15) by \( \eta_0 \) to obtain
\[
\partial_\theta \ln(\eta_0) + t^{-1}w_2 = 0.
\]

Since this equation is satisfied at all \( t \in (0, T_0] \), we conclude from the triangle inequality
\[
0 = \left\| \partial_\theta \ln(\eta_0) + t^{-1}w_2 \right\|_{H^{k-2}} = \left\| \partial_\theta \ln(\eta_0) + (a + \bar{w}_1 - \ell) \ln(t) - \bar{w}_2 \right\|_{H^{k-2}} \geq - \left\| \ln(\eta_0) + (a + \bar{w}_1 - \ell) \ln(t) - \bar{w}_2 \right\|_{H^{k-1}} - \left\| t^{-1}w_2 - \partial_\theta \ln(t) - \bar{w}_2 \right\|_{H^{k-2}} + \left\| \partial_\theta \bar{w}_2 \right\|_{H^{k-2}}.
\]
But it follows from (4.36) and (4.38) that the first two terms approach zero as \( t \searrow 0 \), and consequently, letting \( t \searrow 0 \) in the above inequality yields (4.63). The asymptotic constraint (4.64) can be established in a similar manner. \(\square\)

4.5. Completing the proof of the main result. We are now ready to complete the proof of Theorem 3.1 by combining the results of the above subsections. We begin by choosing an integer \( k \geq 3 \) and constants \( Q, \Lambda, J_X \in \mathbb{R} \). We then select constants \( P \) and \( K \) according to (3.9)-(3.11) and set \( a = (1 - K)/2 \). It is important to note that, (i) the constants \( \Lambda \) and \( K \) determine the background stationary Kasner solution \( g(K) \) to be perturbed, (ii) the constant \( \kappa_0 \), as defined by (4.27), agrees in each of the three cases with (3.12), and, (iii) that the constant \( f \) is determined according to (3.12).

Fixing a \( T_0 > 0 \) which is small enough to make sense of the expansions (3.4)-(3.7), it follows from (4.1)-(4.8) that the initial data for the evolution system (4.11)-(4.13) at \( t = T_0 \) determined by the Kasner metric \( g(K) \) of the form
\[
w_0^{(K)}(T_0) = T_0^{\ell - a}(1 + \ldots), \quad w_1^{(K)}(T_0) = 0 + \ldots, \quad w_2^{(K)}(T_0) = 0, \quad \psi^{(K)}(T_0) = 0 + \ldots,
\]
\[
\eta^{(K)}(T_0) = 0, \quad \xi^{(K)}(T_0) = T_0^{\sigma - 1}(1 + \ldots), \quad Q^{(K)} = G^{(K)}(T_0) = H^{(K)}(T_0) = 0.
\]
For a sufficiently small choice of \( R_0 > 0 \), this Kasner data satisfies the condition \( \| \bar{U} \|_{H^k} < R_0 \) (see (4.28)) of Proposition 4.1 provided \( T_0 \) is chosen sufficiently small since \( a, \ell \) satisfy \( a^2 > 1 \) and \( \ell - a > 0 \) by (3.9)-(3.12). It follows from Proposition 4.1 that we can then interpret solutions to (4.11)-(4.13) that are generated from general initial data \( \bar{U} \) at \( t = T_0 \) that satisfies \( \| \bar{U} \|_{H^k} < R_0 \) for sufficiently small \( T_0 \) and sufficiently small \( R_0 > 0 \) (but not necessarily small \( \| G \|_{H^k}, \| H \|_{H^k}, Q, P \) and \( J_X \)) as perturbed \( \Lambda \)-Kasner solutions provided the initial data satisfies the constraints (4.14)-(4.17) and the inequalities \( \bar{w}_0, \xi > 0 \).

Now, an initial data set \( (\mathbf{u}, \mathbf{v}, \nu, \alpha, \mathbf{G}, \mathbf{H}) \) for the original variables \( (u, v, \alpha, G, H) \) that satisfies the constraints (2.25) and (2.26) with \( \partial_t w(T_0) = \bar{v} \), and the smallness condition (3.13), determines, as a consequence of (4.28) and the transformation (4.1)-(4.8), an initial data set \( \bar{U} \) for the system (4.11)-(4.13) satisfying \( \| \bar{U} \|_{H^k} < R_0 \) at \( t = T_0 \), the constraints (4.14)-(4.17) and the inequalities \( \bar{w}_0, \xi > 0 \). Consequently, for \( T_0, R_0 \) chosen sufficiently
small, Proposition 4.1 establishes the existence of a classical solution \((u, \nu, \alpha, G, H)\) to (2.20)-(2.24) on \((0, T_0)\) with regularity determined by (3.14) and (3.16). The limits \(\tilde{w}_1\) and \(\tilde{\psi}\) in \(H^{k-1}(T)\) together with (4.32) imply that (3.19) holds for \(\tilde{K}\) and \(\tilde{\alpha}\) in \(H^{k-1}(T)\) given by \(\tilde{K} = K - 2\tilde{w}_1\) and \(\tilde{\alpha} = 1 + \tilde{\psi}\). We further observe that (3.17) is a direct consequence of (4.33). Proposition 4.3 implies the existence of limits \(\hat{u}, \hat{v} \in H^{k-1}(T)\) for which (3.20) holds as a consequence of (4.38) and (4.39). We additionally note that, due to the asymptotic constraints (4.63)-(4.64) from Proposition 4.4, the estimates implied by (4.36) and (4.37) also follow from (3.19) and are therefore redundant, and that the asymptotic constraint (4.40) takes the form (3.18). Finally, the estimates (3.21) and (3.22) follow from the estimates (4.61) and (4.62) from Proposition 4.4, where we note that \(\ell = 1/2\) in the case \(J_X \neq 0\) (Case 1).

To complete the proof, we have computed the Kretschmann scalar \(I\) for a metric of the form (2.1) using computer algebra [20, 35]. Using the resulting expression for \(I\), it is then not difficult to verify, with the help of Propositions 4.1, 4.3 and 4.4, the definitions (4.1) and (4.3)-(4.8), and the definition of the limit functions \(\hat{u}, \hat{v}, \tilde{\alpha}, \tilde{K}\) given above, that \(I\) satisfies (3.23).

**Appendix A. Λ-Kasner solutions**

Let \(\bar{t}, \bar{x}_1, \bar{x}_2, \bar{x}_3\) be coordinates on \(\mathbb{R}^+ \times \mathbb{T}^3\). It is straightforward to show that (3.1) is a spatially homogeneous family of solutions of (1.1) for arbitrary \(\Lambda \in \mathbb{R}\), which we call \(\Lambda\)-Kasner solutions [27], provided: (i) the relations (3.2) hold for the Kasner exponents \(p_1, p_2, p_3 \in \mathbb{R}\), (ii) the functions \(A(z)\) and \(M(z)\) in (3.1) are the analytic functions on the complex plane given by

\[
A(z) = \frac{1}{4}(e^z + e^{-z})^2 = \cosh^2(z), \quad M(z) = \frac{e^z - e^{-z}}{z(e^z + e^{-z})} = \tanh z, \quad (A.1)
\]

respectively, and, (iii) \(z = z(\bar{t})\) is given by (3.3) where \(\sqrt{\cdot}\) is one of the two branches of the complex square root function. Observe here that we consider \(M(z)\) as the function analytically extended from \(\mathbb{C} \setminus \{0\}\) to \(\mathbb{C}\) and that the values of the functions \(A(z(\bar{t}))\) and \(M(z(\bar{t}))\) are the same for both branches of the complex root function. Note also that

\[
A(0) = M(0) = 1,
\]

and that both \(A(z)\) and \(M(z)\) are real-valued for all \(z \in \mathbb{R}\) and \(z \in i\mathbb{R}\). Due to these relations, it evident that the \(\Lambda\)-Kasner solutions reduce to the standard vacuum Kasner solutions [3, 36] in the case \(\Lambda = 0\), and that for arbitrary \(\Lambda \neq 0\), the \(\Lambda\)-Kasner solutions approach the standard vacuum Kasner solutions asymptotically as \(\bar{t} \searrow 0\) according to

\[
g^{(K)} = -d\bar{t}^2 + \sum_{i=1}^{3} \bar{t}^{2p_i} (1 + O(z(\bar{t})^2))^{2p_i} d\bar{x}_i^2.
\]

The first fundamental form induced on the \(\bar{t} = \text{const}\)-surfaces is

\[
\gamma^{(K)} = A^{2/3}(z(\bar{t})) \sum_{i=1}^{3} \bar{t}^{2p_i} M^{2p_i}(z(\bar{t})) d\bar{x}_i^2, \quad \text{(A.2)}
\]

while the Weingarten map (i.e., the mixed-component second fundamental form) is

\[
\mathbb{K}^{(K)} = -\frac{3}{\bar{t}^2} \sum_{i=1}^{3} \left( \frac{p_i}{A(z(\bar{t})) M(z(\bar{t}))} + \frac{2 M(z(\bar{t})) z(\bar{t})^2}{3} \right) \partial_{\bar{x}_i} \otimes d\bar{x}_i. \quad \text{(A.3)}
\]

The eigenvalues of \(-\bar{t}\mathbb{K}^{(K)}\) therefore agree with the Kasner exponents \(p_1, p_2\) and \(p_3\) in the limit \(\bar{t} \searrow 0\). Except in non-generic cases in which two of these Kasner exponents agree, each coordinate vector field \(\partial_{\bar{x}_1}, \partial_{\bar{x}_2}, \partial_{\bar{x}_3}\) spans one of the distinct 1-dimensional eigenspaces of \(\mathbb{K}^{(K)}\) for all sufficiently small \(\bar{t} > 0\), and is therefore geometrically distinguished.

The \(\Lambda\)-Kasner metric (3.1) is spatially homogeneous and therefore a member of the polarised \(T^2\)-symmetric class; see Section 2. However, (3.1) is clearly not expressed in an areal gauge (2.1) coordinates. In order to bring this metric to this gauge representation, we consider the coordinate transformation

\[
(t, \theta, x, y) = \left( \frac{\bar{t}^{1-p_1}}{1 - p_1} A^{1/3}(\bar{z}(\bar{t})), \frac{\bar{t}^{1-p_2}}{1 - p_2} A^{1/3}(\bar{z}(\bar{t})), \frac{\bar{t}^{1-p_3}}{1 - p_3} A^{1/3}(\bar{z}(\bar{t})), \frac{\bar{t}^{1-p_3}}{1 - p_3} A^{1/3}(\bar{z}(\bar{t})), \right) \quad \text{(A.4)}
\]

The resulting metric is of the form (2.1) given by the following partially implicit relations

\[
e^{2\nu(\bar{t})} = t^{1-K} A^{-2K/3}(z(\bar{t})), \quad \text{(A.5)}
\]

\[
e^{2\nu(\bar{t})} = t^{(1-K)^2/2} A^{-(K-3)(K+1)/3}(z(\bar{t})) \quad \text{(A.6)}
\]
where $K \in \mathbb{R}$ determines the Kasner exponents via (3.8). It turns out that
\[ e^{2\alpha(K)} = t^{1-K} \left( 1 - \frac{8AK_tK^{(K+3)/2}}{(K^2+3)^2} + O \left( \Lambda^2 tK^{2+3} \right) \right), \]
\[ e^{2\nu(K)} = t^{(1-K)/2} \left( 1 - \frac{4\Lambda(K-1)(K+3)tK^{(K+3)/2}}{(K^2+3)^2} + O \left( \Lambda^2 tK^{2+3} \right) \right), \]
\[ \alpha(K) = 1 - \frac{8\Lambda t(K^2+3)^2}{K^2+3} + O \left( \Lambda^2 tK^{2+3} \right), \]

near $t = 0$. It is clear from equation (A.4) that the $t = \text{const}$-surfaces and the $\bar{t} = \text{const}$-surfaces yield the same foliation of Kasner spacetimes. The map $\mathbb{K}(K)$ in (A.3) is therefore the Weingarten map of the $t = \text{const}$-surfaces, and, except for degenerate cases, each coordinate vector field $\partial_\theta$, $\partial_x$, $\partial_{\bar{t}}$ spans one of the distinct 1-dimensional eigenspaces. In the degenerate cases the Kasner parameter $K$ takes the special values $K = 0$, $K = 1$, or $K = 3$.
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