Nonequilibrium Thermodynamics of Quantum Friction
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Thermodynamic principles are often deceptively simple and yet surprisingly powerful. We show how a simple rule, such as the net flow of energy in and out of a moving atom under nonequilibrium steady state condition, can expose the shortcomings of many popular theories of quantum friction. Our thermodynamic approach provides a conceptual framework in guiding atom-optical experiments, thereby highlighting the importance of fluctuation-dissipation relations and long-time correlations between subsystems. Our results introduce consistency conditions for (numerical) models of nonequilibrium dynamics of open quantum systems.

Introduction.– Fluctuations have profound impact on physical reality, ranging from weak yet measurable forces all the way to structure formation in the universe. In the quantum realm, the existence of fluctuation-induced interactions was confirmed by pioneering [1, 2] and ensuing experiments with increasing accuracy and scope [3–13].

Many theoretical approaches have been designed to explain each distinct manifestation of these quantum fluctuations phenomena. However, a broader perspective is captured by the fluctuation-dissipation theorem (FDT): For an open system in equilibrium, this theorem expresses the detailed balance between incoming and outgoing power, ensuring that the system is in a state of maximal entropy [14]. When nonequilibrium conditions prevail, the description of quantum fluctuation-induced phenomena is remarkably more involved and, to the best of our knowledge, there are no general FDTs for nonequilibrium systems. Instead, a convenient assumption known as local thermal equilibrium (LTE) is often invoked [15]. This assumption significantly reduces the mathematical complexity of the problem and was broadly applied to the situation of temperature gradients between macroscopic bodies [16–20], atom-surface forces in thermal [21, 22] as well as mechanical [22, 23] nonequilibrium or under the influence of external driving fields [24], and for computing the radiation of a relativistic electron close to an interface [25]. However, the theoretical basis for LTE and the conditions in which it fails to apply are usually not so well discussed: First, under nonequilibrium conditions, detailed balance (which is implicitly contained in LTE) is broken and, second, LTE is known to often disregard back-action of the environment [26–28]. In quantitative terms, LTE was already proven to be insufficient in the context of atom-surface quantum friction, e.g., underestimating the force by roughly half [29] or misrepresenting other important mechanisms [30].

In the framework of nonequilibrium atom-surface interactions, other often used methods have their own strengths and shortcomings. For instance, the Born-Markov approximation (BM) [31, 32] or a perturbative treatment of the atomic level shift [33, 34] do not rely on equilibrium. However, with regards to back-action and memory effects, these methods can only partially capture the impact of the environment [35]. For quantum friction, they have been shown to lead to an incorrect velocity scaling [36, 37] or erroneously predict exponentially vanishing forces (see the discussion in Refs. [22, 35]).

In this Letter we address the deficiencies of these commonly used assumptions and approximations from a novel perspective, namely, the nonequilibrium thermodynamics of quantum friction. Even when the discrepancy between the approximate and the more carefully derived results might seem to be quantitatively marginal on the level of forces, the errors become manifest and easily identifiable when one applies the thermodynamic principles. In fact, neglecting the memory of the interaction or the long-time correlations between system and environment – as the BM and the LTE assumption do – can lead to non-existing thermodynamic instabilities, such as, in the case of quantum friction, an over-time increase to infinity of the internal energy of the atom. Our cure to this is the thermodynamic principle-enforced, self-consistent (back-action included) treatment of the relevant nonequilibrium quantum processes. This provides us with a benchmark to identify and explain why other approximate theories succeed or fail.

Physical Model.– We consider an atom moving at nonrelativistic velocity \( v \) along an axis of translational symmetry of one or an entire arrangement of several macroscopic objects with arbitrary cross-sectional shape. These objects are comprised of non-magnetic, reciprocal and spatially homogeneous materials. We focus on the fluctuation-induced interaction between the atomic electric dipole moment \( \mathbf{d} \) and the material-modified fluctuating electric field \( \mathbf{E} \) and demand that the atom’s center of mass approximately obeys a classical trajectory. This
implicitly includes the existence of an external “agent” driving the atom in such a way as to maintain uniform motion. We assume that the back-action of our total system, composed of the atom+field+matter, on the agent is sufficiently small compared to the force the agent exerts on the system to keep the atom moving at uniform velocity. Thus we can safely consider the inflow of energy to the moving atom from the agent separately from the outflow of energy from the atom to the field modified by the material. The back-action of the material-modified field on the atom appearing as quantum friction is of course included, it being the main character in the drama [38]. Finally, we assume zero temperature and an initial state factorized in the distant past [39].

In the static case (v = 0), it can be shown that such a dynamical system equilibrates at late times [40]. For atomic velocities v ≠ 0, however, the state of the system can deviate from the global equilibrium condition [41]. Also, for finite coupling strength, system and environment are inseparably intertwined and the assumption that equilibrium ensues locally is not warranted. Yet, dissipation (e.g. in the material) leads to finite correlation times between system and environment establishing irreversibility in the interaction. When the different irreversible processes balance, the dynamics of the system becomes stationary and it reaches a nonequilibrium steady state (NESS) [42]. Such a state is thermodynamically characterized by existence of a non-vanishing current of energy, sourced by the external drive [43] and compensating for all different forms of losses in the system [Eq. (1)]. For the atomic subsystem the NESS requires a balance between incoming \( P_{\text{in}} \) and outgoing power \( P_{\text{out}} \) from and to the material-modified vacuum, respectively. If otherwise, the atomic energy would be changing continuously contradicting stationarity. In the following, in lieu of a rigorous proof of the existence of the NESS [44], we provide an explicit late-time solution for a specific model [see Eq. (1)] and show that the anticipated power balance \( P_{\text{in}} = P_{\text{out}} \) holds, but only under certain conditions. This supplies a physical reasoning for its existence in more general contexts.

Moving at constant velocity, the atom’s internal degrees of freedom are in continuous exchange of energy, translational and angular momentum with the surrounding material-modified quantum field. In the stationary limit for linear systems, these processes can be described in terms of the 3D-Langevin equation [45],

\[
\frac{\ddot{d}(t) + \omega_0^2 \dot{d}(t)}{\alpha_0 \omega_0^2} + 2 \int_0^\infty \text{d} \tau \gamma(\tau, v) \cdot \dot{d}(t - \tau) = \xi(t, v),
\]

where \( \alpha_0 \) is the atomic static polarizability and \( \omega_0 \) the bare resonance frequency of the dominant dipole transition. The quantum Langevin force and the dissipative memory kernel, respectively, can be written as [30]

\[
\begin{align*}
\dot{\xi}(t, v) &= \int \frac{\text{d} \omega}{2\pi} \int \frac{\text{d} q}{2\pi} \tilde{E}_0(q, \mathbf{R}_a, \omega) e^{-i\omega q^2 t}, \\
\gamma(t, v) &= \int \frac{\text{d} \omega}{2\pi} \int \frac{\text{d} q}{2\pi} \frac{G_\alpha(q, \mathbf{R}_a, \omega)}{\omega_q} e^{-i\omega_q t}. 
\end{align*}
\]

Here, \( q \) is the component of the radiation’s wave vector in the direction of motion, while \( \mathbf{R}_a \) is the atom’s position in the plane orthogonal to it. We also defined the Doppler-shifted frequency as \( \omega_q = \omega \pm q v \). The atomic system is driven by the fluctuations of the field in absence of the atom, \( \tilde{E}_0 \). The dispersion as well as dissipation mechanisms are encoded in the Green tensor \( G \) with \( G_\alpha = (G - G_0^0)/(2i) \). \( G \) solves the Maxwell equations with appropriate boundary conditions and hence incorporates the material properties, the translational symmetry of our system, and ensures the causality of the interaction [40]. Consequently, \( G_\alpha \) is a Hermitian positive semidefinite matrix for \( \omega > 0 \), while a stationary and a causal dynamics of the dipole implies that \( \gamma(\omega, v) \) must be positive definite. Since without the moving atom the system is in equilibrium, the field \( \tilde{E}_0 \) must satisfy the FDT

\[
\langle \tilde{E}_0(q, \omega) \tilde{E}_0(q', \omega') \rangle = h(2\pi)^2 \text{sgn}(\omega) G_\alpha(q, \mathbf{R}_a, \omega) \delta(\omega + \omega') \delta(q + q'),
\]

where \( \text{sgn}(\omega) \) is the sign-function and \( \delta(x) \) the Dirac delta. Hereafter we consider the symmetric quantum average, i.e. \( \langle AB \rangle = \langle BA \rangle /2 \). It has the advantage of rendering all quantum averages real [47]. Equation (1) is solved in Fourier domain as \( \hat{d}(\omega, v) = \hat{a}(\omega, v) \cdot \hat{\xi}(\omega, v) \) by means of the dressed and velocity-dependent atomic polarizability \( \hat{a}(\omega, v) \) (see Ref. [48] for details). Physically, the latter contains spontaneous emission [49], dispersion and dissipation due to the presence of the material [50]. The correlation matrix of the Langevin force becomes stationary and real in the steady state, i.e. \( \langle \xi(t, v) \xi(t', v) \rangle \equiv \hbar \nu(t, t', v) + \hbar \nu(\tau, v) (\tau = t - t') \). Moreover, the quantum noise is colored:

\[
\nu(\omega, v) = \int \frac{\text{d} q}{2\pi} \text{sgn}(\omega_q) G_\alpha(q, \mathbf{R}_a, \omega_q^2). 
\]

Our self-consistent treatment of the system [Eq. (1)] describes the connection between field fluctuations and dipole fluctuations via the relation

\[
\langle \hat{d}(\omega) \hat{d}(\omega') \rangle = 2\pi \hbar \sum(\omega, v) \delta(\omega + \omega'),
\]

where \( \sum(\omega, v) = a(\omega, v) \nu(\omega, v) a^\dagger(\omega, v) \) is positive semidefinite for all \( \omega \) because of the properties of all involved matrices [48]. The relations in Eqs. (4) and (5) generalize the FDT to the NESS and lead to previously reported results on quantum friction [29, 30, 51].
Nonequilibrium Thermodynamics.—We now examine the thermodynamic implications of Eqs. [4] and [5]. The “in” and the “out” parts of the moving atom’s energy flow per unit of time are

\[
P_{\text{in}} = \langle \dot{\mathbf{x}}(t,v) \cdot \mathbf{d}(t) \rangle,  \tag{6a}
\]

\[
P_{\text{out}} = 2 \int_{0}^{\infty} d\tau \langle \dot{\mathbf{d}}(t) \cdot \gamma(t,v) \cdot \dot{\mathbf{d}}(t-\tau) \rangle,  \tag{6b}
\]

which yield a change in energy $E$ of the atom given by $\dot{E} = P = P_{\text{in}} - P_{\text{out}}$. Using Eq. (1), we can show that $P = 0$ in the NESS (see Ref. [18]), i.e. there is no net energy flow in or out of the system since

\[
P_{\text{in}} = P_{\text{out}} = 2 \int_{0}^{\infty} d\omega \frac{\hbar \omega}{2\pi} \text{Tr} [\hat{G}_{3}(\omega)G_{3}(\omega,v)],  \tag{7}
\]

where, similarly to $G_{3}$, we defined $\alpha_{3} = (\omega - \alpha^{\dagger})/(2i)$ and “Tr” takes the trace of the resulting matrix.

A few comments are in order. First, $P_{\text{in/out}}$ is positive since $\alpha_{3}(\omega,v)$ is positive definite for $\omega \geq 0$ [48]. Notably, within our initial assumptions, the previous results hold for any (non-relativistic) velocity and arbitrary functional frequency-behavior of the memory kernel. In particular, the damping $\gamma$ needs not be Ohmic and it can contain any physical resonance of the system.

Second, a vanishing power is equivalent to the condition $\dot{\mathbf{d}} \cdot \mathbf{E} = 0$ in the NESS, where $\mathbf{E}$ is the total field acting on the moving dipole. This allows us to formulate a relation between the (mechanical) frictional force $F_{\text{fric}}$ and the total power radiated from the particle into the environment $P_{\text{rad}}$ [48] [52]. We have $P_{\text{rad}} = -vF_{\text{fric}}$ where

\[
P_{\text{rad}} = 2\text{Tr} \int_{0}^{\infty} d\omega \int \frac{d\mathbf{q}}{2\pi} \sum_{\mathbf{R}_{\alpha}} \hat{G}^{T}(-\omega_{\mathbf{q}}^{},v)G_{3}(\mathbf{q},\mathbf{R}_{\alpha},\omega)  \tag{8}
\]

with “$T$” the transpose of a matrix. Here, $\hat{G}$ is the atomic power spectrum tensor defined in previous work and for our system it has a form very similar to $\Sigma$ [36] [48]. The expression for $F_{\text{fric}}$ is instead recovered by replacing $\omega \rightarrow q$ in the previous integrand [48]. The identity $P_{\text{rad}} = P_{\text{ext}}$ (power delivered by the external agent) is the counterpart to $P_{\text{out}} = P_{\text{in}} (P = 0)$, but puts the accent on the balance between the total mechanical power (work per unit time performed by the external agent balancing the frictional force) and the electromagnetic energy dissipated in the environment per unit time. The relation between $P_{\text{rad}}$ and $F_{\text{fric}}$ offers an alternative, more general perspective on the irreversible flow of energy (accompanied by the production of entropy) through the system [53], since it does not require a specific model for the atom’s internal degrees of freedom [36] [48].

Third, $P = 0$ implies that the total energy $E$ corresponding to the atom’s internal dynamics is constant [54]. From Eqs. (1) - (5), $E$ can be written as an integral over positive frequencies of the spectral density [48] [45]

\[
E(\omega, v) = \frac{\hbar}{2\pi} \omega_{0}^{2} + \omega_{v}^{2} \text{Tr} \left[ \frac{\hat{\Sigma}(\omega,v)}{\alpha_{0}} \right] \geq 0.  \tag{9}
\]

In equilibrium ($v = 0$) and in the weakly coupled limit ($\alpha_{0} \rightarrow 0$) $E \rightarrow \hbar \omega_{0}/2$ as expected, while a finite coupling effectively modulates its value [40]. Deviating from equilibrium ($v \neq 0$), the energy becomes an even function of the velocity and at the leading order in $\alpha_{0}$ we have

\[
E(0, v) \propto \alpha_{0} \varepsilon(v) \neq 0,  \tag{10}
\]

where $\varepsilon$ is a function of velocity with $\varepsilon(0) = 0$ [45]. Equation (10) is thermodynamically related to the stationary energy flow through the atom in the NESS and highlights two important aspects of our analysis: On the one hand, low frequencies (long-time correlations) play an important role in correctly capturing the nonequilibrium physics of the system. On the other hand, in equilibrium, $E$ vanishes for $\omega \rightarrow 0$, in agreement with the FDT and with a thermodynamically consistent description of a dissipative atomic system at $T = 0$. In contrast, assuming local equilibrium enforces $E(0, v) = 0$ for all atomic velocities (see also Fig. 1). Similarly, within the BM or a related perturbative treatment, even at $v = 0$, $E$ approaches a nonzero constant for $\omega \rightarrow 0$, whose value depends on the involved dissipative mechanisms and might be related to the initial state preparation [36] [48]. This means then that, although in different ways, both the LTE and the BM descriptions misrepresent the low frequency contributions to the system’s dynamics. Specifically for our system, Eqs. (9), (10) and the expressions for $F_{\text{fric}}$ [45] imply that an adequate description of the nonequilibrium process requires at least $\mathcal{O}(\alpha_{0}^{2})$. Consequently, the thermodynamical consistency and/or the accuracy of results that address the frictional process to first order in the atomic polarizability can be questionable and must be interpreted with care, depending on the specific approach being employed as well as on the dissipative mechanisms at work in the system. For instance, previous work has shown that, despite the LTE assumption for quantum friction can be justifiable to some extend at orders $\mathcal{O}(\alpha_{0})$ for a particle dynamics that allows for strong intrinsic dissipation (e.g. for metallic nanoparticles), it fails when radiation-induced damping prevails and back-action is relevant [29] [51].

Finally, it is important to underline that despite its direct appeal, the result $P = 0$ is technically non-trivial to realize. It could only be achieved with careful “bookkeeping” of the system’s full roto-translational spectrum of correlations taking the back-action from the environment fully into account [Eq. (5)]. Any deviation from this complete self-consistency can lead to thermodynamical instabilities. This is indeed the case for the LTE approach, which amounts to replacing $\gamma(\omega, v) \rightarrow \omega \text{sgn}(\omega) \gamma(\omega, v)$ in Eq. (5). It effectively neglects the Doppler-shift of the radiation in the evaluation of the sign-function in $\gamma(\omega, v)$ and breaks the total power balance, contradicting the sta-
tionarity condition for NESS. In this case we have [48]

\[ P^{\text{LTE}} = 2 \int_0^{\infty} \frac{d\omega}{2\pi} \hbar \omega \text{Tr} \left[ \left\{ \nu(\omega, v) - \omega \gamma(\omega, v) \right\} \alpha_\gamma(\omega, v) \right] \]

\[ \equiv P^{\text{LTE}}_{\text{in}} - P^{\text{LTE}}_{\text{out}} \neq 0. \]  

(11)

This is the thermodynamic evidence that not including nonequilibrium backaction in perturbative approaches or simplifying assumptions can lead to glaring mistakes. In contrast, nonequilibrium dynamics with self-consistent backaction is fully guaranteed from the thermodynamic principles we invoke.

**Fluctuation-Dissipation-Inequality.**—Equation (11) shows that the relation between the matrices \( \nu(\omega, v) \) and \( \gamma(\omega, v) \) gives a measure of the impact of nonequilibrium onto the system. If we define \( \bar{G}_\gamma(q, R_a, \omega) = \text{sgn}(\omega) G_\gamma(q, R_a, \omega) \) and use the identity \( \text{sgn}(x)[\text{sgn}(x) \pm 1] = 2\theta(\pm x) \), we can write

\[ \nu(\omega, v) \pm \omega \gamma(\omega, v) = \int \frac{d\theta}{\pi} \theta(\pm \omega_q) \bar{G}_\gamma(q, R_a, \omega^+) \]  

(12)

which is Hermitian and positive semidefinite for all values of \( q \) and \( \omega \). We can then conclude that for our system \( P^{\text{LTE}} \geq 0 \) for all velocities and colors of the noise. Also, using the Loewner order [55], in accordance with the fluctuation-dissipation inequality put forward in Ref. [56], we can write \( \nu(\omega, v) \geq |\omega \gamma(\omega, v)| \). This indicates that the fluctuations of the field \( \nu \) are always equal or exceed the hypothetical ground state fluctuations assigned to the given dissipation \( \langle \omega \gamma \rangle \) [56]. The matrix \( \nu(\omega, v) - \omega \gamma(\omega, v) \) only goes to zero either for \( v = 0 \) restoring the equilibrium FDT, or asymptotically for frequencies \( \omega \gg v/\lambda \), where \( \lambda \) is a length scale characterizing the geometry and the optical response of the corresponding materials. In agreement with the behavior of the energy spectral density [Eq. (10)], the largest deviations occur at low frequencies \( \omega \ll v/\lambda \), emphasizing once again their connection to the nonequilibrium dynamics of our system. Physically, this shows that simply using the equilibrium FDT neglects the interaction energy that corresponds to correlation times larger than \( \lambda/v \) (of the order of nanoseconds for typical values). These correlations are an inalienable part of the system interacting with its environment and an important feature of nonequilibrium settings. The fluctuation-dissipation inequality quantifies this mismatch and the complete description of the system requires a more careful treatment by means of the generalized FDT [Eq. (4)].

To obtain quantitative insight, it is interesting to consider the case of an atom moving at a distance \( z_a \sim \lambda \) close to a planar interface separating vacuum from an infinite half-space composed of a typical Ohmic dissipative and spatially local material (Fig. 1) [55]. For this geometry, the analytic expression for the Green tensor is known [49]. Since \( v/z_a \) is usually in the material’s Ohmic

![FIG. 1. Spectral energy for an atom moving parallel to a planar interface (solid line) and respective LTE result (dashed). We employ the Drude model, where \( r_{\text{TM}} = \omega_a^2 [\omega_{\text{sp}}^2 - \omega^2 - i\Gamma \omega]^{-1} \) with \( \omega_{\text{sp}} \) the surface plasmon-polariton resonance and \( \Gamma \) the associated damping. We set \( v = 10^{-3}c \), \( z_a = 1 \) nm and use parameters for gold [57]. Inset: Fluctuation-dissipation inequality and the asymptote of Eq. (13) (dashed).](attachment:figure1.png)
for given functional characteristics using numerical optimization procedures [62]. In nonequilibrium setups, this is a particularly complicated problem since one is mostly concerned with vector-valued quantities and a complex resonance structure that can lead to numerical obstacles [63]. Also, due to the lack of analytical solutions, one has to rely on limiting scenarios as well as more general properties based on the system’s symmetries for validating the obtained result. Power balance and the described inequality hence serve as a benchmark for such nonequilibrium calculations. Additionally, due to the extensive efforts in controlling atomic systems (see also Refs. [64]-[66] in addition to the above), the principles and methodology presented here can be used for experimentally understanding and probing nonequilibrium fluctuation theorems [53] and entropy production in nonequilibrium situations [111][68]. In particular, this means that we can provide a general proof of what is often found case by case based on partially justifiable assumptions. Experimentally, when signatures of quantum friction are detected, our criteria can be used to ascertain and discriminate whether it truly originates from nonequilibrium quantum fluctuations.

Acknowledgments.– We thank R. O. Behunin, K. Sinha, B. Beverungen and D.-N. Hyunh for interesting discussions. We acknowledge support from the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – Project-ID 182087777 – SFB 951. D.R. is grateful for support from the German-American Fulbright Commission (Doktorandenprogramm) and thanks the Maryland Center for Fundamental Physics and the Joint Quantum Institute for hospitality. K.B. thanks F. Herrmann and the late G. Falk for introducing him to irreversible thermodynamics.

[1] B. V. Derjaguin, I. I. Abrikosova, and E. M. Lifshitz, Direct measurement of molecular attraction between solids separated by a narrow gap, Q. Rev. Chem. Soc. 10, 295 (1956).
[2] C. I. Sukenik, M. G. Boshier, D. Cho, V. Sandoghdar, and E. A. Hinds, Measurement of the Casimir-Polder force, Phys. Rev. Lett. 70, 560 (1993).
[3] H. Chan, V. Aksyuk, R. Kleiman, D. Bishop, and F. Capasso, Quantum Mechanical Actuation of Micromechanical Systems by the Casimir Force, Science 291, 1941 (2001).
[4] G. Bimonte, D. López, and R. S. Decca, Isoelectronic determination of the thermal Casimir force, Phys. Rev. B 93, 184434 (2016).
[5] L. Tang, M. Wang, C. Y. Ng, M. Nikolic, C. T. Chan, A. W. Rodriguez, and H. B. Chan, Measurement of nonmonotonic Casimir forces between silicon nanostructures, Nature Photonics 11, 97 EP (2017).
[6] E. A. Chan, S. A. Aljunid, G. Adamo, A. Laliotis, M. Ducloy, and D. Willkowsk, Tailoring optical metamaterials to tune the atom-surface Casimir-Polder interaction, Sci. Adv. 4, eaao4223 (2018).
[7] A. Le Cunuder, A. Petrosyan, G. Palasantzas, V. Svetovoy, and S. Ciliberto, Measurement of the Casimir force in a gas and in a liquid, Phys. Rev. B 98, 201408 (2018).
[8] J. L. Garrett, D. A. T. Somers, and J. N. Munday, Measurement of the Casimir Force between Two Spheres, Phys. Rev. Lett. 120, 040401 (2018).
[9] P. Haslinger, M. Jaffe, V. Xu, O. Schwartz, M. Sonnleitner, M. Ritsch-Martenchik, H. Ritsch, and H. Müller, Attractive force on atoms due to blackbody radiation, Nature Physics 14, 257 (2018).
[10] R. A. Nortce, M. Forisch, A. Wallucks, I. Marinovic, and S. Gröblacher, Platform for Measurements of the Casimir Force between Two Superconductors, Phys. Rev. Lett. 121, 030405 (2018).
[11] R. Sednik and P. Brax, Status Report and first Light from Cannex: Casimir Force Measurements between flat parallel Plates, Journal of Physics: Conference Series 1138, 012014 (2018).
[12] D. A. T. Somers, J. L. Garrett, K. J. Palm, and J. N. Munday, Measurement of the Casimir torque, Nature 564, 386 (2018).
[13] T. Peyrot, N. Šibalić, Y. R. P. Sortais, A. Browaeys, A. Sargyvan, D. Sarkisyán, I. G. Hughes, and C. S. Adams, Measurement of the atom-surface van der Waals interaction by transmission spectroscopy in a wedged nanocell, Phys. Rev. A 100, 022503 (2019).
[14] R. Kubo, The fluctuation-dissipation theorem, Reports on Progress in Physics 29, 255 (1966).
[15] D. Polder and M. Van Hove, Theory of Radiative Heat Transfer between Closely Spaced Bodies, Phys. Rev. B 4, 3303 (1971).
[16] M. Antezza, L. P. Pitaevskii, and S. Stringari, New Asymptotic Behavior of the Surface-Atom Force out of Thermal Equilibrium, Phys. Rev. Lett. 95, 113202 (2005).
[17] P. Ben-Abdallah, S.-A. Biels, and K. Joulin, Many-Body Radiative Heat Transfer Theory, Phys. Rev. Lett. 107, 114301 (2011).
[18] M. Krüger, T. Emig, and M. Kardar, Nonequilibrium Electromagnetic Fluctuations: Heat Transfer and Interactions, Phys. Rev. Lett. 106, 210404 (2011).
[19] J. DeSutter, L. Tang, and M. Francoeur, A near-field radiative heat transfer device, Nature Nanotechnology 14, 751 (2019).
[20] M. F. Maghrebi, A. V. Gorshkov, and J. D. Sau, Fluctuation-Induced Torque on a Topological Insulator out of Thermal Equilibrium, Phys. Rev. Lett. 123, 055901 (2019).
[21] R. O. Behunin and B. L. Hu, Nonequilibrium forces between atoms and dielectrics mediated by a quantum field, Phys. Rev. A 84, 012902 (2011).
[22] G. V. Dedkov and A. A. Kyasov, Fluctuation-electromagnetic interaction under dynamic and thermal nonequilibrium conditions, Physics-Uspekhi 60, 559 (2017).
[23] A. Manjavacas, F. J. Rodriguez-Fortuno, F. J. Garcia de Abajo, and A. V. Zayats, Lateral Casimir Force on a Rotating Particle near a Planar Surface, Phys. Rev. Lett. 118, 133605 (2017).
[24] P. Rodriguez-Lopez, W. J. M. Kort-Kamp, D. A. R. Dalvit, and L. M. Woods, Casimir force phase transitions in the graphene family, Nature Communications 8, 14699 (2017).
N. Rivera, L. J. Wong, J. D. Joannopoulos, M. Soljačić, and I. Kaminer, Light emission based on nanophotonic vacuum forces, Nat. Phys. 15, 1284 (2019).

H. Grabert, P. Schramm, and G.-L. Ingold, Quantum Brownian motion: The functional integral approach, Phys. Rep. 168, 115 (1988).

B. L. Hu, J. P. Paz, and Y. Zhang, Quantum Brownian motion in a general environment: Exact master equation with nonlocal dissipation and colored noise, Phys. Rev. D 45, 2843 (1992).

G. Ford, J. Lewis, and R. O’Connell, Master Equation for an Oscillator Coupled to the Electromagnetic Field, Annals of Physics 252, 362 (1996).

F. Intravaia, R. O. Behunin, C. Henkel, K. Busch, and D. A. R. Dalvit, Failure of Local Thermal Equilibrium in Quantum Friction, Phys. Rev. Lett. 117, 100402 (2016).

F. Intravaia, M. Oelschlager, D. Reiche, D. A. R. Dalvit, and K. Busch, Quantum Rolling Friction, Phys. Rev. Lett. 123, 120401 (2019).

S. Scheel and S. Y. Buhmann, Casimir-Polder forces on moving atoms, Phys. Rev. A 80, 042902 (2009).

Notice that the Born-Markov approximation and its thermodynamical implications were recently under scrutiny also concerning the proper treatment of the coupling between system and bath, the so-called “local versus global” approaches to master equations [69, 70].

J. M. Wylie and J. E. Sipe, Quantum electrodynamics of open systems: Influence action, stochastic evolution of their respective contributions, J. Phys. France 43, 1617 (1982).

F. Intravaia, Vacuum Incalescence, arXiv:1604.02990, preprint (2016).

D. Reiche, D. A. R. Dalvit, K. Busch, and F. Intravaia, Spatial dispersion in atom-surface quantum friction, Phys. Rev. B 95, 155448 (2017).

D. Reiche, K. Busch, and F. Intravaia, Nonadditive Enhancement of Nonequilibrium Atom-Surface Interactions, Phys. Rev. Lett. 124, 193603 (2020).

F. Intravaia, V. E. Mkrtchian, S. Y. Buhmann, S. Scheel, D. A. R. Dalvit, and C. Henkel, Friction forces on atoms after acceleration, Journal of Physics: Condensed Matter 27, 214020 (2015).

J. M. Horowitz and T. R. Gingrich, Thermodynamic uncertainty relations constrain non-equilibrium fluctuations, Nat. Phys. 16, 15 (2020).

The result of a constant energy for the atom’s internal degrees of freedom can be related to physics very similar to the Fulling-Davis-Unruh effect [19].

K. Löwner, Über monotone Matrixfunktionen, Mathematische Zeitschrift 38, 177 (1934).

B. L. Hu, and A. Moura, Nonequilibrium fluctuation-dissipation inequality and nonequilibrium uncertainty principle, Phys. Rev. E 88, 012102 (2013).

D. Barchiesi and T. Grosges, Fitting the optical constants of gold, silver, chromium, titanium, and aluminum in the visible bandwidth, Journal of Nanophotonics 8, 1 (2014).

For a more general treatment of the material properties in the context of quantum friction see, e.g., Refs. [50, 82].

K. Joulain, J.-P. Mulet, F. Marquier, R. Carminati, and J.-J. Greffet, Surface electromagnetic waves thermally excited: Radiative heat transfer, coherence properties and Casimir forces revisited in the near field, Surface Science Reports 57, 59 (2005).

J.-T. Hsiang and B. L. Hu, Nonequilibrium steady state in open quantum systems: Influence action, stochastic equation and power balance, Annals of Physics 362, 139 (2015).

G. Barton, Near-Field Heat Flow Between Two Quantum Oscillators, Journal of Statistical Physics 165, 1153 (2016).

S. Molesky, Z. Lin, A. Y. Piggott, W. Jin, J. Vuckovic, and A. W. Rodriguez, Inverse design in nanophotonics, Nature Photonics 12, 659 (2018).
[63] M. T. H. Reid, O. D. Miller, A. G. Polimeridis, A. W. Rodriguez, E. M. Tomlinson, and S. G. Johnson, Photon Torpedoes and Rytov Pinwheels: Integral-Equation Modeling of Non-Equilibrium Fluctuation-Induced Forces and Torques on Nanoparticles, ArXiv e-prints, arXiv:1708.01985 (2017).

[64] G. Sagué, E. Vetsch, W. Alt, D. Meschede, and A. Rauschenbeutel, Cold-Atom Physics Using Ultrathin Optical Fibers: Light-Induced Dipole Forces and Surface Interactions, Phys. Rev. Lett. 99, 163602 (2007).

[65] E. R. Elliott, M. C. Krutzik, J. R. Williams, R. J. Thompson, and D. C. Aveline, NASA’s Cold Atom Lab (CAL): system development and ground test status, npj Microgravity 4, 16 (2018).

[66] D. Becker et al., Space-borne Bose-Einstein condensation for precision interferometry, Nature 562, 391 (2018).

[67] B. Barrett, P. Cheiney, B. Battelier, F. Napolitano, and P. Bouyer, Multidimensional Atom Optics and Interferometry, Phys. Rev. Lett. 122, 043604 (2019).

[68] H. Ness, Nonequilibrium Thermodynamics and Steady State Density Matrix for Quantum Open Systems, Entropy 19, 158 (2017).

[69] A. Levy and R. Kosloff, The local approach to quantum transport may violate the second law of thermodynamics, EPL (Europhysics Letters) 107, 20004 (2014).

[70] M. Cattaneo, G. L. Giorgi, S. Maniscalco, and R. Zambrini, Local versus global master equation with common and separate baths: superiority of the global approach in partial secular approximation, New Journal of Physics 21, 113045 (2019).

[71] N. Bartolo, R. Messina, D. A. R. Dalvit, and F. Intravaia, Nonequilibrium Casimir-Polder plasmonic interactions, Phys. Rev. A 93, 042111 (2016).

[72] S. Fuchs, R. Bennett, R. V. Krems, and S. Y. Buhmann, Nonadditivity of Optical and Casimir-Polder Potentials, Phys. Rev. Lett. 121, 083603 (2018).

[73] F. C. Lombardo, F. D. Mazzitelli, A. E. R. López, and G. J. Turiaci, Nonequilibrium Lifshitz theory as a steady state of a full dynamical quantum system, Phys. Rev. D 94, 025029 (2016).

[74] G. W. Ford and M. Kac, On the quantum Langevin equation, J. Stat. Phys. 46, 803 (1987).

[75] G. W. Ford, J. T. Lewis, and R. F. O’Connell, Quantum Langevin equation, Phys. Rev. A 37, 4419 (1988).

[76] C. Fleming, A. Roura, and B. L. Hu, Exact analytical solutions to the master equation of quantum Brownian motion for a general environment, Annals of Physics 326, 1207 (2011).

[77] J. M. Pitarke, V. M. Silkin, E. V. Chulkov, and P. M. Echenique, Theory of surface plasmons and surface plasmon polaritons, Rep. Prog. Phys. 70, 1 (2007).

[78] M. Lax, Formal Theory of Quantum Fluctuations from a Driven State, Phys. Rev. 129, 2342 (1963).

[79] L. Mandel and E. Wolf, Optical Coherence and Quantum Optics (Cambridge University Press, New York, 1995).

[80] F. Intravaia, R. Behunin, P. W. Milonni, G. W. Ford, and R. F. O’Connell, Consistency of a causal theory of radiative reaction with the optical theorem, Phys. Rev. A 84, 035801 (2011).

[81] J. Jackson, Classical Electrodynamics (John Wiley and Sons Inc., New York, 1975).

[82] D. Reiche, M. Oelschläger, K. Busch, and F. Intravaia, Extended hydrodynamic description for nonequilibrium atom-surface interactions, J. Opt. Soc. Am. B 36, C52 (2019).
SUPPLEMENTAL MATERIAL

The nonequilibrium power flux

The 3D-quantum Langevin equation [Eq. (1) of the main text], describing the atom’s internal dynamics, is solved by \( \dot{\mathbf{d}}(\omega, v) = \alpha(\omega, v) \cdot \dot{\mathbf{\xi}}(\omega, v) \) (stationary solution), where

\[
\alpha(\omega, v) = \alpha_B(\omega) [1 - \alpha_B(\omega) \Delta(\omega, v)]^{-1}
\]

is the dressed velocity-dependent polarizability. The scalar function \( \alpha_B(\omega) = \alpha_0 \omega_0^2 / (\omega_0^2 - \omega^2) \) is the atomic bare polarizability and, using the Kramers-Kronig relations, we have defined

\[
\Delta(\omega, v) = \mathcal{P} \int \frac{d\omega'}{2\pi} \frac{\omega(\omega', v) + i\omega(\omega, v)}{\omega - \omega'} = \int \frac{d\omega'}{2\pi} G(q, R_a, \omega_q^+) \]

with \( \mathcal{P} \) the Cauchy principal value. The integration goes over the whole real axis if not indicated otherwise. The properties of the Green tensor yield some important relations: \( G(-q, R_a, \omega) = G^T(q, R_a, \omega) \) and \( G^*(q, R_a, \omega) = \bar{G}(q, R_a, -\omega) \). They imply that \( \alpha(-\omega, v) = \alpha(\omega, v) \) and \( \alpha(\omega, -\omega) = \alpha(-\omega, -\omega) \) as well as the identity

\[
\alpha_\alpha(\omega, v) = \int \frac{dh}{2\pi} \bar{\alpha}(\omega, v) \bar{G}_\alpha(q, R_a, \omega_q^+) \bar{\alpha}^\dagger(\omega, v) = \omega \bar{\alpha}(\omega, v) \gamma(\omega, v) \bar{\alpha}^\dagger(\omega, v)
\]

where, in analogy to \( G_\alpha \), we defined \( \alpha_\alpha = (\alpha - \alpha^\dagger) / 2(\mathcal{I}) \). Since \( \gamma \) is positive semidefinite so is \( \alpha_\alpha > 0 \). Our self-consistent description also leads to the matrix \( \gamma \) and to the definition of \( \Sigma \) which are also positive semidefinite (see its definition and the discussion around Eq. (5) of the main text).

From the previous expressions, we can write the power flowing into the atomic subsystem due to fluctuations, \( P_{in} = \langle \mathbf{\xi}(t, v) \cdot \dot{\mathbf{d}}(t) \rangle \), as follows

\[
P_{in} = \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} (-i\omega') e^{-(i\omega + \omega')t} \times \text{Tr} \left[ \bar{\alpha}^\dagger(\omega', v) \mathbf{\xi}(\omega', v) \mathbf{\xi}(\omega, v) \right]
= \int \frac{d\omega}{2\pi} i\hbar \omega \text{Tr} \left[ \bar{\alpha}^\dagger(\omega, v) \nu(\omega, v) \right]
= 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \text{Tr} \left[ \nu(\omega, v) \alpha_\alpha(\omega, v) \right]
\]

where we used that \( \text{Tr}[A^\dagger] = \text{Tr}[A] \) for any matrix \( A \) and \( \nu(-\omega, v) = \nu^\dagger(\omega, v) \). Similarly, the power leaving the atomic subsystem due to dissipation reads

\[
P_{out} = 2 \int_0^\infty \frac{d\tau}{\pi} \text{Tr} \left[ \gamma^T(\tau, v) \dot{\mathbf{d}}(t) \mathbf{d}(t - \tau) \right]
= 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \int \frac{d\omega'}{2\pi} \times \text{Tr} \left[ \bar{G}_\alpha(q, R_a, \omega_q^+) \alpha(\omega, v) \nu(\omega, v) \alpha^\dagger(\omega, v) \right]
= 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \int \frac{d\omega'}{2\pi} \times \text{Tr} \left[ \alpha(-\omega, -\omega) \bar{G}_\alpha(q, R_a, \omega_q^+) \alpha^\dagger(-\omega, -\omega) \nu(\omega, v) \right]
= 2 \int_0^\infty \frac{d\omega}{2\pi} (-\hbar) \text{Tr} \left[ \nu(\omega, v) \alpha_\alpha(-\omega, -\omega) \right].
\]

Since \( \alpha_\alpha(-\omega, -v) = -\alpha_\alpha(\omega, v) \) it follows that

\[
P_{in} = P_{in} = P_{in}^{LTE}.
\]

The self-consistency of our treatment is central for obtaining the previous result. A deviation from it can lead to a steady nonzero power transfer to the atomic system. Even if this value is small, it will be accumulating over time and the consequences of making artificial assumptions on the underlying statistics of the interaction can be dramatic. An example is the impact of the local thermal equilibrium (LTE) assumption. This approach does not modify \( \langle \mathbf{\xi}(\omega, v) \mathbf{\xi}(\omega', v) \rangle \) effectively leading to

\[
P_{in} = P_{in}^{LTE}.
\]

Instead, \( P_{out} \) is intimately related to the nonequilibrium relation in Eq. (5). The LTE approach assumes the dipole correlations to fulfill the equilibrium FDT leading to

\[
\langle \dot{\mathbf{d}}(\omega) \dot{\mathbf{d}}(\omega') \rangle_{LTE} = 2\pi \hbar \text{sgn}(\omega) \alpha_\alpha(\omega, v) \delta(\omega + \omega').
\]

In some cases even the dependence of the polarizability on the velocity is ignored [22]. The LTE assumption then modifies the outgoing power as follows

\[
P_{out}^{LTE} = 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \text{Tr} \left[ \text{sgn}(\omega \omega) \omega_\gamma(\omega, v) \alpha_\alpha(\omega, v) \right] \neq P_{out}.
\]

Equation [22], eventually leads to an imbalance of the total power \( P_{LTE} = P_{in} - P_{out} \), i.e.

\[
P_{LTE} = 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \times \text{Tr} \left[ \left\{ \nu(\omega, v) - \text{sgn}(\omega) \omega_\gamma(\omega, v) \right\} \alpha_\alpha(\omega, v) \right]
\]

which is in general positive. Indeed, using the fluctuation-dissipation inequality (see the main text), the previous integrand contains the trace of two positive semidefinite matrices, which is always positive or zero.

At low velocity and at the leading order in \( \alpha_0 \), the previous expression takes the form

\[
P_{LTE} \sim \frac{\hbar}{\pi} \alpha_0^2 \omega^4 \int \frac{dq}{2\pi} \int \frac{dq'}{2\pi} \langle q^2 - 2qq' \rangle \times \text{Tr} \left[ \bar{G}_\alpha(q, R_a, 0) \cdot \bar{G}_\alpha(q', R_a, 0) \right].
\]
where the prime indicates a derivative with respect to frequency.

Consider now the specific case of an atom moving along the \(\mathbf{x}\)-direction in front of planar metallic interface. For atom-surface separations \(z_a\) smaller than the metal’s plasma wavelength (typically \(\sim 100\ \text{nm}\) or larger [57]), the Green tensor is dominated by its scattered part evaluated in the near-field limit. For a plane we have

\[
\mathcal{G}_\mathcal{A}(q, \mathbf{R}_a, \omega) \equiv \mathcal{G}(p_x, z_a, \omega) \\
\sim \int \frac{dp_x}{2\pi} \frac{p}{2\epsilon_0} r^{\text{TM}}(\omega) e^{-2pz_a} \Pi_x \Pi_-
\]

(26)

with \(\epsilon_0\) the vacuum permittivity and \(r^{\text{TM}}\) the transverse magnetic reflection coefficient. The vectors \(\Pi_x = \mathbf{z} \mp ip/p\) describe the near-field polarization, where \(p\) is the component of the wave vector parallel to the surface \((q = p_x\) and \(p = |p| = \sqrt{p_x^2 + p_y^2}\)), and \(\mathbf{z}\) the unit vector orthogonal to the surface. For simplicity, we describe the metal using the spatially local Drude dielectric function

\[
\epsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + i\Gamma\omega},
\]

(27)

where \(\omega_p\) is the plasma frequency and \(\Gamma\) the metal’s dissipation rate. In the near-field limit, the reflection coefficient can then be written as

\[
r^{\text{TM}}(\omega) = \frac{\epsilon(\omega) - 1}{\epsilon(\omega) + 1} = \frac{\omega_p^2}{\omega_{sp}^2 - \omega^2 - i\Gamma\omega},
\]

(28)

where we also defined the surface plasmon-polariton frequency \(\omega_{sp} = \omega_p/\sqrt{2}\) [57]. At low frequencies, we have \(\text{Im}(r^{\text{TM}}(\omega)) \sim 2\epsilon_0\omega\rho\), where \(\rho = \Gamma/\omega_p^2\) is the metal’s resistivity. Upon using the near-field expression of the Green tensor in Eq. (25), the power evaluates to

\[
P^{\text{LTE}} \sim 45\hbar v^4 \frac{\alpha_0^2 \rho^2}{(2\pi)^3 (2z_a)^{10}} > 0,
\]

(29)

i.e. a positive total power flux that tends to constantly increase the internal energy of the atom [23]. The previous value would have been even larger for a velocity-independent polarizability.

### Power and frictional force

The balance between \(P_{\text{in}}\) and \(P_{\text{out}}\) is equivalent to the condition that in the NESS \((\dot{\mathbf{d}} \cdot \mathbf{E}) = 0\). Physically, this is equivalent to saying that the total power transferred to or dissipated within the atom must vanish in the steady-state. Proceeding as in Ref. [30] one can show that the condition \((\dot{\mathbf{d}} \cdot \mathbf{E}) = 0\) implies

\[
\lim_{t_i \to \infty} \lim_{t \to \infty} \text{Re} \left( \frac{2i}{\pi} \int_0^\infty dq \int_0^{t-i} d\tau e^{-i\omega\tau} \int \frac{d\omega}{2\pi} \right. \\
\times \left. \text{Tr} \left[ \partial_t \mathcal{C}(t, t - \tau) \cdot \mathcal{G}_\mathcal{A}(q, \mathbf{R}_a, \omega) \right] \right) = 0
\]

(30)

where \(\tau = t - t'\) and \(x_a(t)\) is the atomic trajectory. In the previous expression, \(\mathcal{C}(t, t') = \langle \dot{\mathbf{d}}(t) \dot{\mathbf{d}}(t') \rangle\) is the dipole correlation matrix defined as in Refs. [29, 30]. Notice that, contrary to what was used in the main text, in this approach the usual (non-symmetric) quantum average is considered, i.e. \((A\mathcal{B}) \equiv \langle A\mathcal{B} \rangle\).

Using that \(\partial_t = \partial_\tau\), we always have that in the NESS,

\[
\partial_\tau \mathcal{C}(t, t - \tau) \xrightarrow{\text{NESS}} \mathcal{C}(t, t - \tau)
\]

(31)

In the limit \(-t_i, t \to \infty\), Eq. (30) leads to the expression

\[
2 \int_0^\infty dq \int \frac{d\omega}{2\pi} \omega q \text{Tr} \left[ \mathcal{S}^{\text{T}}(-\omega q, v) \mathcal{G}_\mathcal{A}(q, \mathbf{R}_a, \omega) \right] = 0
\]

(32)

where we used that the trace of the product of two Hermitian matrices is real. The previous relation can be rewritten as follows: \(P_{\text{rad}} = -v F_{\text{fric}}\), where

\[
F_{\text{fric}} = -2 \int_0^\infty dq \int \frac{d\omega}{2\pi} q \text{Tr} \left[ \mathcal{S}^{\text{T}}(-\omega q, v) \mathcal{G}_\mathcal{A}(q, \mathbf{R}_a, \omega) \right]
\]

(33)

is the frictional force \((-v F_{\text{fric}}\) is the work per unit of time preformed by the external agent) and

\[
P_{\text{rad}} = 2 \int_0^\infty dq \int \frac{d\omega}{2\pi} \omega q \text{Tr} \left[ \mathcal{S}^{\text{T}}(-\omega q, v) \mathcal{G}_\mathcal{A}(q, \mathbf{R}_a, \omega) \right]
\]

(34)

defines the electromagnetic power dissipated (radiated) into the environment [52].

Importantly, in all these results the expression for the power spectrum tensor \(\mathcal{S}\) are left unspecified and therefore they do not rely on any specific model for the atom’s internal dynamics. For the case considered in the main text, \(\mathcal{S}\) has the same expression as \(\mathcal{S}\) where, however, the sign-function appearing in Eq. (4) is replaced by \(2\theta(\omega^+_q)\), with \(\theta(x)\) the Heaviside function [31].

### Atomic Steady-state energy

The equivalence of \(P_{\text{in}}\) and \(P_{\text{out}}\) leaves the energy of the atomic subsystem constant. It can be written as

\[
E = \lim_{t \to \infty} \frac{\langle \dot{\mathbf{d}}(t) \cdot \dot{\mathbf{d}}(t') \rangle + \omega_n^2 \langle \mathbf{d}(t) \cdot \dot{\mathbf{d}}(t') \rangle}{2\alpha_0 \omega_n^2}
\]

(35)
where we highlighted the connection to the correlation function. At late times, we already found that
\[
\hat{d}(t) = \int \frac{d\omega}{2\pi} e^{-i\omega t} \int \frac{dq}{2\pi} \alpha(\omega, v) \mathcal{E}_0(q, R_a, \omega^+_q)
\]
and similarly for its time derivative. Using the expression derived in the main text and the ones above, we have
\[
E = \text{Tr} \int \frac{d\omega}{2\pi} \frac{h}{2} \frac{\omega_a^2 + \omega^2}{2 \omega_a^2} \frac{\alpha(\omega, v) \nu(\omega, v) \alpha^\dagger(\omega, v)}{\alpha_0} \alpha_0

= \int_0^\infty \frac{d\omega}{2\pi} \frac{h}{2} \frac{\omega_a^2 + \omega^2}{\omega_a^2} \text{Tr} \left[ \frac{\Sigma(\omega, v)}{\alpha_0} \right]
\]
(37)
obtaining the definition for \( E(\omega, v) \) given in Eq. (9). In the last expression we used the properties of the involved matrices discussed above, which also allow us to say that \( E \) (and therefore \( E \)) is an even function of \( v \).

In equilibrium \((v = 0)\), we recover the FDT and then
\[
E(\omega, 0) = \hbar \frac{\omega_a^2 + \omega^2}{\omega_a^2} \text{Tr} \left[ \frac{\text{Im}\alpha(\omega)}{\alpha_0} \right],
\]
(38)
where \( \text{Im}\alpha(\omega, 0) = \text{Im}\alpha(\omega) \). \( E \) then takes the form previously obtained in the literature \[32\]. For a generic atomic system, since \( \alpha_I(0) = 0 \), we have that \( E(0, 0) = 0 \) as reported in the main text. Notice that in equilibrium, the BM approximation leads to a dipole correlation function given in terms of a (multi-)exponentially decay function \[36\] \[78\] \[79\]. For a single resonance \( \omega_a \), \( C_{\text{BM}}(\tau) \approx \langle \hat{d}\hat{d}\rangle e^{-i\omega_a \tau - \gamma_a |\tau|} \), where \( \gamma_a \geq 0 \) is related to the dissipative atom’s dynamics. From Eq. \[35\], we have
\[
E_{\text{BM}}(\omega, 0) \rightarrow \langle \hat{d}^2 \rangle \frac{\omega_a^2 + \omega^2}{2\pi\alpha_0} \frac{\gamma_a}{(\omega - \omega_a)^2 + \gamma_a^2}
\]
(39)
(a multi-exponential decay leads to a similar expression).

Therefore \( E_{\text{BM}}(0, 0) \neq 0 \) and, since \( \langle \hat{d}^2 \rangle \propto \alpha_0 \), its value only depends on the dissipative mechanism and the resonance. Usually, however, \( \gamma_a = \mathcal{O}(\alpha_0) \) (e.g. for radiation damping) leading to the same behavior for \( E(0, 0) \).

For \( v \neq 0 \) neither \( \alpha \) nor \( \nu \) in Eq. \[37\] are vanishing for \( \omega = 0 \). Therefore \( \Sigma(0, v) \propto \alpha_0 \) with a prefactor which is even in the velocity, leading to Eq. (10) of the main text. In general, the functional behavior of \( E \) on \( v \) depends on how the velocity relates to the other system’s characteristic scales (e.g. \( \omega_a \) and/or \( \omega_{\text{sp}} \)), featuring a non-resonant and a resonant regime \[36\]. Similar to the quantum frictional force, the energy changes from a power law to an exponential behavior (vanishing for decreasing \( v \)) as a function of the velocity.