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ABSTRACT
Secure Multiparty Computation (MPC) can improve the security and privacy of data owners while allowing analysts to perform high quality analytics. Secure aggregation is a secure distributed mechanism to support federated deep learning without the need for trusted third parties. In this paper we present a highly performant secure aggregation protocol with sub-linear communication complexity for application in large federations.

Our protocol achieves greater communication and computation efficiencies through a group-based approach. It is similar to secret sharing protocols extended to vectors of values- aka gradients- but within groups we add an additional layer of secret sharing of shares themselves- aka sharding. This ensures privacy of secret inputs in the standard real/ideal security paradigm, in both semi-honest and malicious settings where the server may collude with the adversary.

In the malicious setting with 5% corrupt clients and 5% dropouts, our protocol can aggregate over a federation with 100,000,000 members and vectors of length 100 while requiring each client to communicate with only 350 other clients. The concrete computation cost for this aggregation is less than half a second for the server and less than 100ms for the client.
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1 INTRO
Efficient secure aggregation protocols allow distributed data owners (clients) to aggregate secret inputs, revealing only the aggregated output to a (possibly untrusted) server. Secure aggregation protocols can be used to build privacy-preserving distributed systems, including systems for data analytics [25] and federated machine learning [19, 20].

The state-of-the-art large vector aggregation protocol [8] leverages masks— one time pads created with shared random seeds—to encrypt and decrypt the vectors. This reduces communication among parties substantially. Bell et al. [5] further reduce communication cost by circumventing the need for a complete communication graph. Rather than sharing a random seed with every other party, each party shares merely with \( O(\log n) \) neighbors.

However, masking-based protocols incur significant communications overhead for short vectors. For a vector of size 100, the Bonawitz protocol results in an expansion factor equal to the number of neighbors per party. Expansion factor measures the client communication cost relative to the size of their private inputs. Such a large expansion factor implies that masking protocols provide little to no benefit over the naive solution with small vectors. In the case of dropouts, both protocols undergo a costly unmasking procedure that takes several minutes of server computation time.

In this paper, we propose SHARD, a highly scalable secure aggregation protocol with dropout robustness. SHARD is the first sublinear communication complexity protocol to handle dropouts without a recovery communication phase. Table 1 presents the computation and communication complexity of SHARD along with those of the current state-of-the-art for large federation secure aggregation.

We start with a natural approach to reducing communication complexity: \( n \) clients organize into groups of size \( O(\log n) \), aggregate within their groups, and reveal the group's sum to the server. Unfortunately, this approach reveals each group's sum to the server, and the sum of inputs within a small group reveals much more information than the total sum over all \( n \) clients.

Our approach addresses this problem via sharding. Sharding is a technique borrowed from distributed databases [2, 10, 17] and scalable blockchains [23] where a piece of information is fragmented into pieces (called shards) to enhance a desired property (in our case, security). In our SHARD protocol, each client splits their input into \( m \geq 2 \) shards, such that each shard in isolation reveals nothing about the input. For shard number \( i \), the clients organize into groups of size \( O(\log n) \), sum their \( i \)th shards using a simple secure aggregation protocol, and reveal the group's \( i \)th shard sum to the server. The key insight of SHARD is that the sum of a group's \( i \)th shard reveals nothing about the sum of the original inputs, as long as different groups are used for each shard.

For \( m \) shards, SHARD requires each client to participate in \( m \) instances of a simple secure aggregation protocol with only \( O(\log n) \) other clients, matching the communication complexity of the state-of-the-art protocol [5]. In most cases, \( m = 2 \) provides sufficient security. Because it is based on threshold secret sharing, SHARD is robust to dropouts modulo a minimal threshold for construction of the output.

In addition to complexity analysis, our formal results include malicious security of SHARD in a real-ideal model. We have also implemented SHARD and performed an empirical evaluation of its performance, demonstrating concrete efficiency of our approach: the computation time for both client and server are less than 100ms, even for federations of size 100 million. SHARD also provides a significant improvement in concrete communications cost compared to Bell et al. [5], as measured by expansion factor—especially for small private inputs. Moreover, in the presence of dropouts, our approach provides orders-of-magnitude improvement in performance over previous work.

1.1 Contributions
In summary, we make the following contributions:

1) We propose a novel scalable secure aggregation protocol, based on layered secret sharing, with improved concrete computation and communications cost compared to previous work.
Our approach makes extensive use of threshold secret sharing. A \((t, n)\)-secret sharing scheme splits a secret into \(n\) shares such that at least \(t\) shares are required to reconstruct the secret. Our approach requires a threshold secret sharing scheme with the following properties:

- \(\text{share}(t, n, s)\): breaks secret \(s\) into \(n\) secret shares that can reconstruct \(s\) with any subset of at least \(t\) shares.
- \(\text{reconstruct}\): accepts a set of secret shares \([s]\) as input and attempts to reconstruct secret \(s\).
- \(\forall a, b : [a] + [b] = [a + b]\) (additive homomorphism).

We use Shamir’s secret sharing scheme [29], which satisfies the above requirements. Our implementation uses packed Shamir secret sharing [16], also known as batched secret sharing [3], which speeds up sharing more than one value at a time.

As we will prove in Section 3.4, the security of SHARD is based on the security guarantee of our secret sharing scheme. If the secret sharing scheme is secure in the malicious setting, so is SHARD. We use a reconstruction scheme similar to Benaloh’s [7] to ensure security in the malicious model.

### 2.3 Hypergeometric distribution

The hypergeometric distribution models the process of sampling objects from a population without replacement. \(\text{HyperGeom}(t, n, m, k)\) is the probability of drawing \(t\) successes out of \(k\) draws from a population of size \(n\) which contains \(m\) successes. We use the hypergeometric distribution to model the probability that a subset of our federation will or will not be secure and correct.

### 2.4 Applications of Secure Aggregation

The target application for the secure aggregation protocol of Bonawitz et al. [8] was federated learning [20], a distributed approach to machine learning. Secure aggregation is particularly useful as a component in systems for privacy-preserving deep learning, in which clients use their sensitive data to locally compute updates for a centralized model. A single client’s update may reveal that client’s sensitive data, but secure aggregation protocols can be used to aggregate the updates for learning without revealing any single client’s information. In this context, secure aggregation protocols operate on gradients or model updates represented by large vectors (containing hundreds of thousands to hundreds of millions of elements).

To prevent even the information leakage of aggregated updates, secure aggregation has been combined with differential privacy [14] to enable differentially private federated learning [19, 30]. Differential privacy requires the addition of random noise to ensure privacy; when the central server is trusted, then the server can be responsible for adding the noise. In our setting of a potentially untrusted central server to aggregate their secret inputs, revealing only the final aggregated result. Secure aggregation protocols have been developed that are robust against both a corrupt central server and some fraction of corrupt clients, in both the semi-honest and malicious settings.

The first scalable (1000 parties or more) secure aggregation protocol is due to Bonawitz et al. [8]. In the Bonawitz protocol, each party generates a mask to obscure their input, and submits the masked input to the server. The clients then perform pairwise aggregation of their masks, and send the final aggregated masks to the server. Finally, the server uses the aggregated masks to reveal the sum of the inputs. The primary communication cost in this protocol comes from the pairwise aggregation of masks, which is linear in the number of participating clients.

Bell et al. [5] improve the communication cost of the Bonawitz approach by layering an additional protocol on top of it. The Bell protocol prunes the communication graph of the Bonawitz protocol such that each of the \(n\) clients communicates with \(\log n\) other clients, and runs the Bonawitz protocol using this graph—reducing communication cost to be logarithmic in the number of clients. A complete comparison of asymptotic costs appears in Table 1, for both existing protocols and our new approach.

### 2.2 Secret Sharing

Our approach makes extensive use of threshold secret sharing. A \((t, n)\)-secret sharing scheme splits a secret into \(n\) shares such that at least \(t\) shares are required to reconstruct the secret. Our approach requires a threshold secret sharing scheme with the following properties:

- \(\text{share}(t, n, s)\): breaks secret \(s\) into \(n\) secret shares that can reconstruct \(s\) with any subset of at least \(t\) shares.
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- \(\forall a, b : [a] + [b] = [a + b]\) (additive homomorphism).
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The first scalable (1000 parties or more) secure aggregation protocol is due to Bonawitz et al. [8]. In the Bonawitz protocol, each party generates a mask to obscure their input, and submits the masked input to the server. The clients then perform pairwise aggregation of their masks, and send the final aggregated masks to the server. Finally, the server uses the aggregated masks to reveal the sum of the inputs. The primary communication cost in this protocol comes from the pairwise aggregation of masks, which is linear in the number of participating clients.
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server, each of the clients can add enough noise that the aggregated results satisfy differential privacy (as described by Kairouz et al. [19]). The combination of scalable secure aggregation protocols with differential privacy allows for a stronger privacy guarantee than either technique by itself.

Outside of federated learning, the values being aggregated are typically smaller. Differently private analytics systems like Hon-ecrisp [25], Orchard [26], and Crypte [27] use specialized protocols for lower-dimensional data in order to scale to millions of participants, and generally require some trust in the server. Our SHARD protocol has the potential to replace these specialized approaches and provide a stronger threat model, due to its ability to scale to hundreds of millions of clients.

2.5 MPC for Machine Learning
A plethora of MPC protocols have been proposed to accomplish efficient federated learning. Many of these protocols are designed in a different threat model than SHARD. Several take advantage of a semi-honest server [30], or use two non-colluding servers [13, 18, 28]. Secure aggregation protocols [5, 8] also leverage MPC techniques, and can be applied to federated learning. Applications of MPC for federated learning tend to use smaller federations than what is described in this work [9, 21, 31].

2.6 Generic MPC
MPC protocols can implement any function through arithmetic or boolean circuits [4, 6, 12, 24, 33]. These generic MPC protocols work well in the two-party setting, in semi-honest and malicious settings, and tend to be optimized for circuit depth. While some of these protocols can extend to handling hundreds of users, they require a fully connected communication graph and do not scale to the large federations studied in this work.

3 PROTOCOL DEFINITION
This section describes SHARD, our novel secure aggregation protocol to emulate Functionality 1. The ideal functionality sums together the vectors that the trusted third party receives from each client. The output is one vector the same shape as any of the vectors received from any client.

3.1 Overview
We implement SHARD by applying the intuition of sharding to a secret sharing context. Sharding, when used in distributed databases or blockchains, refers to breaking information into pieces (called shards) and distributing them among a federation for the sake of security or performance.

In our protocol, we utilize Shamir sharing to break a parties’ secret input into shards. Those shards are then further fragmented by another round of secret sharing.

A visual overview of SHARD appears in Figure 1. The intuition is to secret share each share, and aggregate the secondary shares in small \(O(\log n)\)-sized groups. By doing so, we allow parties to aggregate their secrets among small subsets of the federation. Their secrets are protected by the redundancy of the multi-level Shamir sharing approach. If a small group happens to be controlled by the adversary, the adversary has the ability to learn a share of the secret of each honest party in that small group. Given the definition security properties of secret sharing, an individual shard is useless on its own, and the adversary needs to control several specific groups in order to find enough shards to reconstruct an honest party’s secret.

By choosing the number of members in each small group as well as the number of shards into which each secret is broken, we are able to effectively bound the probability of an adversary attacking this protocol in the semi-honest and malicious settings.

Protocol Overview. Protocols 1, 2, and 3 describe our aggregation method in detail. The three sub-protocols function together as follows: Protocol 1 describes a simple Shamir sharing based aggregation protocol. Each member of a group sends a share of their secrets to every other member of that group. The parties add their shares and reconstruct the sum of their secrets. This is a well documented extant protocol that we use as a subroutine for sharding.

Protocol 2 refers to the process of secure aggregation with subsets of the federation. Where parties Protocol 1 send secret shares to every other party in their federation, the federation in Protocol 2 is broken up into a number of smaller groups and each group performs and instance of Protocol 1. The returned sums from all instances are then added together to calculate the sum of all secret inputs.

This protocol can aggregate among large federations without revealing private inputs provided that the group size and threshold are selected properly. Our formula for calculating both of those parameters is included in Section 5.

3.2 Threat Model
We adopt the threat model of Bell et al. [5], since it is well-suited to the setting of large federations. Our setting involves two classes of parties: (1) a single server, and (2) \(n\) clients. We assume that the adversary may control both the server and a fraction \((\gamma)\) of the clients. \(\gamma = \frac{1}{2}\) corresponds to assuming an honest majority of clients; for very large federations, it may be reasonable to assume a smaller \(\gamma\). Our use of \(\gamma\) is similar to a \((t, n)\)-Shamir sharing scheme’s security against a \(t/n\)-sized proportion of clients. Our guarantees have several other parameters, described below (and summarized in Section 5, Table 3).

Semihonest security (confidentiality). In the semi-honest setting, we assume that the server and all clients execute the protocol correctly, but that the adversary-controlled parties (including the server) will attempt to learn the inputs of individual honest clients by observing the protocol’s execution. SHARD guarantees that with probability \(1 - 2^{-\sigma} - 2^{-\eta}\), an adversary who controls fewer than \(\gamma n\) clients does not learn the input of any honest client.

Malicious security (confidentiality). In the malicious setting, we assume that adversary-controlled parties (including the server) may deviate arbitrarily from the protocol. In the malicious setting, SHARD guarantees that with probability \(1 - 2^{-\sigma} - 2^{-\eta}\), an adversary who controls fewer than \(\gamma n\) clients does not learn the input of any honest client (i.e. the same confidentiality guarantee as in the semi-honest setting). We prove malicious security in Section 3.4.

Dropouts, correctness, and availability. SHARD separately guarantees availability of the output against \(\delta f\) clients dropping out.
This guarantee is more important among very large federations because the probability of some dropouts increases as the federation size increases. SHARD cannot guarantee correctness or availability of the output when the server is malicious. In the event that a malicious server forces parties to dropout, we cannot guarantee availability or correctness, but can guarantee confidentiality of honest inputs. Like Bonawitz et al. [8], and Bell et al. [5] we make the assumption that clients are authentic and not simulated for the sake of a Sybil attack. We assume the list of clients is public prior to commencing the protocol, and the existence of secure channels among the parties. As described in previous work [5, 8], this problem can be solved using a Public Key Infrastructure (PKI) or by assuming the server behaves honestly in the initialization round.

**Failure probability.** Traditional MPC security guarantees ensure that there is no chance of an adversary breaking the confidentiality or integrity of a protocol, provided that that adversary is not too strong. In the context of secret sharing, these guarantees inherently limit communication efficiency. For a \((t, n)\)-secret sharing scheme, guaranteeing that no adversary smaller than \(t\) can compromise security requires that each party communicates with at least \(t\) other parties.

In order to improve communication efficiency, Bell et al. [5] and SHARD specify our security guarantees with small probabilities of failure, which are parameterized by \(\sigma\) and \(\eta\). \(2^{-\sigma}\) is the probability that the security guarantee is not realized, and \(2^{-\eta}\) is the probability that the availability guarantee is not realized.

We set \(\sigma\) and \(\eta\) identically to Bell et al. [5] and choose \(\sigma = 40\) and \(\eta \geq 20\). This relaxation allows SHARD to significantly reduce communication complexity in exchange for a one-in-a-trillion chance that an adversary can expose private inputs.

**Realism of the threat model.** In real-world deployments (e.g. federated learning or statistical analysis), the server operator generally has a strong incentive to produce correct outputs—obtaining this output is typically the purpose of deploying the system in the first place. Clients, on the other hand, typically care primarily about confidentiality—the final output is being computed for the benefit of the server operator, and its correctness does not benefit the client directly.

Like previous secure aggregation protocols [5, 8], our threat model is designed to align with these incentives. Our primary goal is providing confidentiality for clients; SHARD does not ensure correctness or availability of the final output when the server is malicious, but the server operator has no incentive to corrupt their own final result.

**Comparison of the threat model with related work.** Compared to the closest related work—the protocol of Bell et al. [5]—our threat model is slightly stronger. Our threat model matches that of Bonawitz et al. [8] exactly. Bell et al. [5] uses \(\alpha \in (0, 1]\) to describe the amount of information leaked by a given secure aggregation protocol. For a \(n\) party federation, \(\alpha\) implies that any party’s information will be securely aggregated with at least \(\alpha n\) participants. In the protocol of Bell et al., reducing \(\alpha\) can improve performance.

The ideal functionality has \(\alpha = 1 - \delta - \gamma\). This implies that all honest parties will have their values aggregated together. This is the best we can hope for because parties who drop out might not have input, and malicious parties can subtract their inputs from the ideal functionality’s output to obtain the sum of just the honest party’s inputs.

SHARD always ensures the optimal value of \(\alpha\). The earlier protocol of Bonawitz et al. [8] also ensures the optimal value of \(\alpha\), via communication between all pairs of parties.

---

**Functionality 1: Ideal Functionality**

**Input:** A set of private vector inputs \(s_0, \ldots, s_n\).

**Output:** The sum of all values \(s_0 \ldots s_n\), which we denote as \(s\).

**Round 1:** Each party \(j\):

1. send \(s_j\) to the trusted third party

**Round 2:** Trusted third party

\[
\sum_{i=1}^{n} s_i = s
\]
Protocol 1: group_agg

Input: a group of \( g \) participants, an input for each participant \( s_i \), a threshold \( t \)

Output: The sum of all values \( s_0 \ldots s_g \)

Round 1: Each party \( j \):
- (1) \( sh^0_j \ldots sh^g_j \leftarrow share(t, g, s_j) \)
- (2) sends \( sh^i_j \) to party \( i \) if \( i \in [0, g] \).

Round 2: Each party \( j \):
- (1) receives \( sh^0_j \ldots sh^g_j \)
- (2) \( sum_j \leftarrow \sum_{h=0}^g sh^i_j \)
- (3) broadcasts \( sum_j \).

Round 3: Each party \( j \):
- (1) receives \( sum_0 \ldots sum_g \).
- (2) \( sum \leftarrow reconstruct(sum_0 \ldots sum_g) \).

---

Protocol 2: sub_agg

Input: a partition \( P \) of \( n \) participants, a group size \( g \), a threshold \( t < g \), each participant supplies their secret input \( s_i \)

Output: The sum of all values \( s_0 \ldots s_n \) which we call \( S \)

Round 1: Each party \( j \):
- (1) partitions \( P \) into groups of size \( g \). Groups are partitioned deterministically such that each party creates the same set of groups. Party \( j \) is a member of one group: \( G_j \). See section 4 for more information.
- (2) \( sum_j \leftarrow group_agg(G_j, s_j) \)
- (3) sends \( sum_j \) to the server.

Round 2: The server:
- (1) receives \( sum_0 \ldots sum_m \)
- (2) verifies that \( sum_i = sum_h \) if parties \( i, h \) are in the same group. If this is not true for all groups, ABORT.
- (3) \( S \leftarrow \sum_{i=0}^m sum_i / g \)

---

Protocol 3: SHARD

Input: a set of \( n \) participants \( P \) where each participant \( i \) has a value \( v_i \), a group size \( g \) and a number of shards \( m \) (almost always 2). A threshold \( t < g \).

Output: The sum of all values \( v_0 \ldots v_n \) which we denote \( V \).

Round 1: Each party \( j \):
- (1) shards \( sh^0_j \ldots sh^m_j \leftarrow share(m, m, v_j) \)

Round 2: All parties

for \( i \in \{0 \ldots m\} \) do
- (1) parties agree on \( Perm \), a permutation of the participant list.
- (2) \( sum_i \leftarrow sub_agg(Perm, g, t, sh^0_j \ldots sh^g_j) \)

Round 2: The server:
- (1) \( V \leftarrow reconstruct(sum_0 \ldots sum_m) \).

---

3.3 Example Protocol Trace

The following small example illustrates SHARD in action and highlights its features. Suppose we have parties \( A, B, C, D \) with secrets in \( \mathbb{F}_2 \).

First, each party breaks their secret into shards as shown in the table below. For the sake of this example, parties use additive secret sharing for shard generation.

| Party | Secret | Shards |
|-------|--------|--------|
| A     | 1      | 1, 0   |
| B     | 1      | 0, 1   |
| C     | 0      | 0, 0   |
| D     | 0      | 1, 1   |

The parties will now perform the sub_agg protocol on their two shards. This includes a partitioning of parties into subsets.

| Round | subset 1 | subset 2 |
|-------|----------|----------|
| 1     | [A, B]   | [C, D]   |
| 2     | [D, B]   | [C, A]   |

We note that for groups of size 2, it is trivial for an adversarial party to determine their group mate’s shard in both rounds. That said, the mechanism of sharding, together with partitioning, prevents the adversary from learning the other shard, thus maintaining the privacy of inputs. In this example, if \( B \) is an adversary, it can learn \( A \)’s first shard and \( D \)’s second shard. However, it cannot determine \( A \) or \( D \)’s other shards either directly- due to choice of partitions- or indirectly- because it knows nothing about \( C \)’s shards. This outlines the importance of proper group selection to ensure protocol security.

If we used the same groups for rounds 1 and 2, then \( B \) would learn \( A \)’s secret, etc. Of course, if two parties \( B \) and \( C \) are corrupt, then they may collude to obtain the secrets of \( A \) and \( D \), but we assume an honest majority.

Once the parties are broken into groups, they perform group_agg and aggregate their to find the sums of each sharding round. For the sake of brevity we consider group_agg a black box that returns the sum of shards.

| Protocol | Result |
|----------|--------|
| group_agg([A, B]) | 1 |
| group_agg([C, D]) | 1 |
| sub_agg(Round 1) | 0 |
| group_agg([D, B]) | 0 |
| group_agg([A, C]) | 0 |
| sub_agg(Round 2) | 0 |

In all cases group_agg returns the sum of the shards applied as input. In round 1, we have \( 1 + 0 = 1 \) and \( 0 + 1 = 1 \) for the shards of \( A, B, C, \) and \( D \) respectively. These group-level sums are aggregated per the sub_agg protocol to obtain the sum of 0. An identical process is applied to the round 2 shards to calculate their sum, which is also 0.

The final step of SHARD is to reconstruct the output \( V \) from the sharding round sums. Because we are using additive secret sharing in this example, this process is simply:

\[ V = sub_agg(Round 1) + sub_agg(Round 2) = 0 + 0 = 0 \]

This is correct- the sum of all inputs is \( 1 + 1 + 0 + 0 = 0 \) in \( \mathbb{F}_2 \).
3.4 Protocol Privacy

3.4.1 Threat models. We consider a semi-honest, and a malicious secure threat model parameterized by γ and δ as described in section 3.2. With respect to protocol execution, the semi-honest and malicious models are differentiated by the security of the secret sharing scheme. If SHARD is implemented with semi-honest secure secret sharing, then SHARD is secure in the semi-honest model. If SHARD is implemented with malicious secure secret sharing, then SHARD is secure in the malicious model.

Because the semi-honest threat model is a specific case of the malicious threat model, we prove security in the malicious model. In the malicious model, we expect arbitrary deviations from the protocol from both malicious clients and the server. Furthermore, we expect the server and malicious clients to collaborate.

We do, however, assume that the server is not simulating parties as part of a Sybil attack. Preventing this behavior can be solved with public key infrastructure, and we consider protection against this type of attack out of scope for SHARD. This is the only restriction we apply to server behavior for the sake of input confidentiality. It is also worth noting SHARD ensures correctness and availability against a δ fraction of clients dropping out, but does not guarantee correctness or availability against a dropped out server.

3.4.2 Malicious Security. Suppose the ideal functionality of addition as F, an adversary A. Let x_i and x_j be input and view of client i respectively. Let V be the output of π.

Let U be the set of clients. Let C ⊂ U ∪ {S} be the set of corrupt parties, and D ⊂ U be the set of dropped out parties. The set of honest parties is H = U \ (C ∪ D).

In this proof, we consider the dropped out parties as a part of the adversary without loss of generality.

**Theorem 3.1.** There exists a PPT simulator SIM such that for all U, |C| ≤ γ|U|, and |D| ≤ δ|U|

\[ \mathit{REAL}_{π, A}(n, x_H) \equiv \mathit{IDEAL}_{F, SIM}(n, x_H) \]

The intuition behind this statement is that no such adversary can exist on our protocol that is more powerful than an adversary against the ideal functionality.

**Proof.** Proven through the hybrid argument. We assume that any honest party will ABORT if they receive an ill-formed message, an untimely message, or an abort from any other party. Furthermore, we assume secure channels between each pair of parties.

1. This hybrid is a random variable distributed exactly like \( \mathit{REAL}_{π, A}(n, x_H) \).
2. In this hybrid SIM has access to all \( \{x_i | i \in U\} \). SIM runs the full protocol and outputs a view of the adversary from the previous hybrid.
3. In this hybrid, SIM generates the ideal inputs of the corrupt and dropout parties using a separate simulator SIM_γ. These sets of inputs, x_C and x_D, contain a field element or ⊥ for each corrupt or dropout party respectively. Through this process, SIM_γ may force the output of F to be any field element or ⊥. Thus SIM_γ is able to produce the same protocol outputs that A is able to in REAL, so this hybrid is indistinguishable from the previous hybrid.
4. In this hybrid, SIM replaces V, the output of the protocol, with the known output of the ideal function and the aggregation of all the ideal inputs of the corrupt parties. We exclude the inputs of the dropped out parties. This hybrid is indistinguishable from the previous hybrid with probability \( 2^{-η} \) as defined in Section 5, provided that group assignments satisfy property 2.
5. In this hybrid SIM replaces the shards of each honest parties with a secret sharing of a random field elements such that the field elements sum to the output of IDEAL. This hybrid is indistinguishable from the previous hybrid with probability \( 2^{-η} \) as defined in Section 5. This is because the adversary should not have access to enough shares to reconstruct any individual party’s secret.

\[ \square \]

3.5 Complexity Analysis

Suppose n clients with k values to send.

3.5.1 Client Computation. \( O(k \log^2 n) \). The client needs to break k values into log n values. For a Shamir sharing of m shares takes \( O(m^2) \). The addition and reconstruction take \( O(\log n) \) and \( O(k \log n) \) time respectively.

3.5.2 Client Communication. \( O(k \log n) \). The client needs to send \( O(\log n) \) clients \( O(k) \) values each.

3.5.3 Server Computation. \( O(nk) \). The server needs to add all of the group sums together and reconstruct the shard-level Shamir shares. This includes processing the output of all parties. The shard-level Shamir share is treated as a constant cost because there are always two shard shares.

3.5.4 Server Communication. \( O(nk) \). The server receives output from all parties.

4 GROUP ASSIGNMENTS

Beyond assigning groups such that they are unlikely to be corrupted and that they are unlikely to dropout, we also would like to assign groups over the two rounds such that the outputs of multiple groups cannot be combined to leak additional information. In particular, Protocol 2 exposes the sums of each subgroup. Protocol 3 can also release sums of small sets of parties if groups are not chosen carefully.

**Information Leakage from Overlapping Groups.**

For simplicity we set \( m = 2 \), which is also consistent with our evaluation. However, we conjecture that the results in this section are easily generalized to \( m > 1 \). Let \( R_1 \) and \( R_2 \) be the sets of groups used in the two respective invocations of sub_agg within the for loop of Round 2 for protocol 3. Each party is a member of a group in \( R_1 \) and a member of a group in \( R_2 \). They aggregate their first shard with the group in \( R_1 \) and their second shard with the group in \( R_2 \).

Consider the case where a single group \( G \) is used in both rounds: \( G \in R_1 \land G \in R_2 \). An adversary can reconstruct the sum of inputs of parties in \( G \) by using reconstruct on the outputs of \( G \) in rounds 1 and 2.


Requiring $R_1 \cap R_2 = \{\}$ is not sufficient to prevent such an attack. Suppose there exist some groups $G_1, G_2, G_3, G_4$ such that $G_1, G_2 \in R_1, G_3, G_4 \in R_2$ and $G_1 \cup G_2 = G_3 \cup G_4$. An adversary can reconstruct the sum of parties in groups $G_1 \cup G_2$ by calling reconstruct on the sum of $G_1$ and $G_2$’s round 1 outputs and the sum of $G_3$ and $G_4$’s round 2 outputs.

**Graph background.** A graph $G = (V, E)$ where $V$ is the set of nodes and $E$ is the set of edges such that $(i, j) \in E \iff i \in V \land j \in V$ there is an edge between $i$ and $j$. These are undirected graphs so $(i, j)$ and $(j, i)$ are equivalent. We consider a subgraph $SG = (V', E')$ where $V' \subseteq V$ and $E' \subseteq E \land (i, j) \in E' \Rightarrow (i \in V' \land j \in V')$.

Finally we consider a disconnected subgraph $DG = (V'', E'')$ of $G$ if $CC$ is a subgraph of $G$, and $V(i, j) \in E$, $i \in V'' \Rightarrow (i, j) \in E''$. In other words, all nodes in a disconnected subgraph of $G$ exclusively have edges to other nodes within the disconnected subgraph. The disconnected subgraph is disconnected from the rest of $G$.

**Avoiding Information Leakage.** In order to ensure that no subset sum can be accessed besides the sum of all honest parties, we require that our honest party communication graph is fully connected. We define a party communication graph as

$$
HG = (V, E) \text{ s.t. } \\
V = \text{(honest parties)} \\
E = \{(i, j) \mid \exists G \in R_1 \cup R_2 \mid i \in G \land j \in G\}
$$

The honest party communication graph draws connections between any two parties that are in a group together in either round.

**Property 1.** Suppose a subgraph $SG = (V', E')$ of $HG$. sum($V'$) is recoverable $\Rightarrow$ $SG$ is a disconnected subgraph

**Proof.** The proof is by contradiction. Suppose a subgraph $SG = (V', E')$ where the sum of $V'$ is accessible, but $SG$ is not a disconnected subgraph.

Because $SG$ is not a disconnected subgraph, we know

$$
\exists i, j \in V | i \in V' \land j \notin V' \land (i, j) \in E
$$

Ultimately, there is an edge between a node in $SG$ and a node outside of $SG$. From the existence of this edge we know that $i$ and $j$ were in a group together for one of the sharding rounds. This implies that one of $i$’s shards is aggregated with one of $j$’s shards, and a sum including either of these shards would have to include the other. We reach contradiction here because $j$ is not in $SG$, so the sum of $SG$ is unavailable.

From Property 1, the requirement that $HG$ remain fully connected emerges.

**Property 2.** $HG$.isConnected $\Rightarrow$ no subset sum leakage.

This property follows directly from Property 1. Because there are no connected components of a fully connected graph, no sums smaller than the one released by the ideal functionality are revealed.

**Generating Groups.** There are conceivably many different ways to generate groups for two rounds of sharding to ensure $HG$ remains fully connected, and different instantiations of this protocol might want to use different group generation methods to adapt to network conditions like geo-location. In our implementation we determine group membership based on a single permutation of the network. Suppose $i$ is the index of some party in our permutation, and $g$ is the group size. Party $i$ is a member of group $i/g$ for the first round, and $(i/g + g * i \% g)$ for the second round. The expression for second round moves the $j$th member of each group forward. This spreads parties around for the second round sufficiently enough to ensure that $HG$ is fully connected.

**5 SETTING PARAMETERS**

Our security proofs for SHARD assume that group size, and the reconstruction threshold are selected appropriately to guarantee security. This section reasons about the appropriate parameters given specifications about the aggregating environment. All parameters involved in determining security are listed in Table 3. Above the double line are the parameters comprising our configuration. The protocol administrator will select these parameters to suit their needs. Below the double line are the $g, t$ and $k$, the parameters we feed directly to the protocol.

We would like to set $g$ and $t$ to ensure that two events do not happen.

1. A group is corrupted (more adversaries than $t$).
2. A group cannot reconstruct its sum (more dropouts than $g - t - k$).

We can guarantee with absolute certainty that these two events do not happen if we trivially set $g = f$ and $t > fr$ and $g - t - k > fr$. However that clearly leads to poor protocol performance. Instead, we use the same convention as Bell et al. [5] and select $g, t, and k$ to keep the probability of events (1) and (2) very low. This is reflected in our parameters in the way of $\sigma$ and $\eta$. They are defined as $P(1) < 2^{-\sigma}$ and $P(2) < 2^{-\eta}$.

To determine how likely these events are over the entire federation, we first start by determining their probability at the group level. Suppose we have a group of size $g$, and a federation of size $n$. The probability of an individual belonging to a group with $i$ corrupt clients is hypergeometric.

$$
\text{HyperGeom}(i, n - 1, y_n, g)
$$

We are sampling clients to be corrupt without replacement from a population of size $n - 1$ with $y_n$ clients in it because we assume that one client in each group is honest. In the incredibly unlikely event that a group is entirely comprised of corrupt clients, it is inconsequential to the security of the protocol because no honest client can have their inputs exposed by this event. Furthermore, they could change the final output of the protocol, but an attack of this variety is no more powerful modifying the adversarial client’s inputs to the protocol.

We can use the CDF of the hypergeometric distribution to calculate the probability that one group is not corrupted.

$$
p_{nc} = \text{HyperGeomCDF}(t - 1, n - 1, y_n, g)
$$

Similarly, the probability of a group reconstructing in spite of dropouts is a CDF of a hypergeometric distribution:

$$
p_{nd} = 1 - \text{HyperGeomCDF}(g - t - k, n - 1, \delta n, g)
$$

Packed secret sharing requires $t + k - 1$ shares to reconstruct a secret. To use malicious reconstruction, we require $t + k$ shares, so we require that fewer than $g - t - k$ clients in that group dropout.
Figure 2: Number of neighbors required for Protocol 3 with different federation sizes and assumptions about the adversary. 
Left: Semi-honest protocol with less-dropout tolerable configurations ($\eta = -20, \delta >= .05$). Center: Semi-honest protocol with more conservative parameter settings. In this case $\eta = -30$, and the highest tested $\gamma$ is $5$. Right: Malicious protocol configurations.

| Parties (Bonawitz) | Parties (SHARD) | Dropouts | Server (SHARD) | Client (SHARD) | Server (Bonawitz) | Client (Bonawitz) |
|-------------------|-----------------|----------|----------------|----------------|-------------------|-------------------|
| 500               | 100,000         | 0        | 101 ms         | 5424 ms        | 2018 ms           | 849 ms            |
| 1000              | 1,000,000       | 0        | 898 ms         | 5878 ms        | 4887 ms           | 1699 ms           |
| 500               | 100,000         | 166      | 101 ms         | 5424 ms        | 143,389 ms        | 849 ms            |
| 1000              | 1,000,000       | 333      | 898 ms         | 5878 ms        | 413,767 ms        | 1699 ms           |

Table 2: Comparison to results from Bonawitz et al. [8] for 500 and 1000 parties with 0 and 30% dropout are included for comparison. In order to create these results, we consider our $k = 100$

| Parameter | Description |
|-----------|-------------|
| $\sigma$ | $1 - 2^{-\sigma}$ is the probability of secure protocol execution |
| $\eta$   | $1 - 2^{-\eta}$ is the probability of correct protocol execution. |
| $\gamma$ | corrupt fraction of federation |
| $\delta$ | fraction of federation that will drop out |
| $f$      | Number of clients in the federation. |
| $g$      | the number of clients in each group. |
| $t$      | the reconstruction threshold in each group. |
| $k$      | the number of values to be shared at once. |

Table 3: independent and dependent variables to ensure protocol security

Finally we need to consider the security and reliability of all groups. We do so by calculating the probability that all groups are secure and reconstruct properly, then use the complement of these values.

$$p_{\text{corrupt}} = 1 - p_{\text{nc}}^{2n/g}$$

$$p_{\text{dropout}} = 1 - p_{\text{nd}}^{2n/g}$$

The exponent $2n/g$ is the total number of groups over both sharding rounds. Finally we take the negative log of our probabilities to compare them to the security parameters $\sigma$ and $\eta$.

$$\sigma \leq -\log_2(p_{\text{corrupt}})$$

$$\eta \leq -\log_2(p_{\text{dropout}})$$

These formulas, allow aggregators to specify specific security and correctness parameters ($\sigma, \eta$), and assume the probability of corrupt or dropped out individuals ($\gamma, \delta$), and calculate $g, t, k$. We implement a search algorithm to determine the minimum number of neighbors each client requires for a given set of security parameters.
6 EVALUATION

This section evaluates the concrete performance of SHARD with respect to communication and computation. Through a series of experiments, we will answer the following research questions:

- **RQ1** How does SHARD scale to large federations?
- **RQ2** How does SHARD handle vector length?
- **RQ3** In practice, what are the computational demands of SHARD?

**Implementation.** For our experiments, we implemented a simulation of SHARD in Python, using numpy to perform field arithmetic. We implemented packed Shamir secret sharing based on [11]. The code used in our experiments is available as open source on GitHub.¹

**Comparison to Previous Work.** Our comparisons to the protocols of Bonawitz et al. [8] and Bell et al. [5] are based on concrete results given in their papers, or calculated based on analytical bounds they give (e.g. for expansion factor and number of required neighbors).

6.1 Communication Performance

To answer **RQ1**, we calculate the communication cost per client for various federation configurations and assumptions. These configurations align closely with those tested by [5] in order to provide a clear comparison between our approaches. Federation range from 1000 to 100,000,000 parties in these experiments.

Figures 2, 4, 5, and 6 reference semi-honest and malicious threat models. We note that the threat model of SHARD is dictated by the security of the secret sharing primitive. The primary difference between our semi-honest and malicious secure secret sharing primitives is the malicious secure primitive uses a slower reconstruction technique, and requires one more share per reconstruction.

Each configuration is determined by the parameters described in Table 3: \(\sigma, \eta, \delta, \gamma, k\), and the federation size. We used a modified binary search to determine the group size and threshold that would appropriately satisfy the constraints formed by the fixed parameters applied to the probability formulas defined in Section 5. Because each party participates in two groups, one for each shard, the total number of neighbors is simply twice the group size.

Figure 2 displays these results for Protocol 3. We see the expected \(O(\log n)\) trend with respect to the number of neighbors required. Both protocols require a comparable number of neighbors to Bell et al. [5], and substantially fewer shares than the naïve approach. Notably, using the malicious protocol has very little effect on the communication complexity.

To answer **RQ2**, we evaluate the expansion factor of Protocol 3 using packed secret sharing for group level aggregations. A scalable protocol with respect to vector size will have small expansion factors. Expansion factor measures the amount of communication required for a protocol as a multiple of the required communication for the ideal functionality. In our case Expansion factor is:

\[
EX = \left( \frac{\text{num} \_ \text{neighbors}}{k} \right) \cdot \log(\text{field} \_ \text{size})
\]

Figure 4 contains the results. The results show that expansion factor depends on the level of robustness against dropouts and malicious clients, but is consistent across federation sizes.

**Comparison with Bell et al. [5].** Figure 3 compares the expansion factor of SHARD against the protocol of Bell et al. [5]. The amortized number of shares required to represent each value is relatively small considering that we secret share the entire vector. Packing is especially useful in cases where the expected number of dropouts is low. We calculate the expansion factor for Bell et al.’s protocol based on the formula in [8], but replacing the federation size with number of neighbors to reflect the optimized communication graph. With small vectors, our protocol provides a substantially smaller expansion factor. Our protocol’s expansion factor remains constant or monotonically decreases as vector size increases. For very large vectors (100k+ elements), prior work [5, 8] provides a smaller expansion factor.

6.2 Computation Performance

In this section we hope to answer **RQ3** by simulating SHARD on large federations and reporting client and server computation performance. We implement our protocol in python and run simulations in a single thread on an AWS z1d.2xlarge instance with 64 Gb of memory [1]. Our timing experiments are designed to compare our concrete computation performance with that of prior work. Following the experimental designs of Bonawitz et al. [8], we ignore communication latency and throughput in our experiments.

Figures 5 and 6 respectively plot the server and client computation times for Protocol 3. Even for a federation of 100,000,000 parties, aggregating 100 values per client requires less than a second of server computation and less than a 10th second of computation per client for all corruption and dropout assumptions we examined. Provided that dropouts do not increase beyond the assumption made when configuring parameters, the protocol will achieve the correct result with no additional computational cost.

In order to demonstrate the impact of working with dropouts without additional computation, we partially simulate the use of our protocol in a semi-honest setting. Figure 5 shows the required computation for a federation of 100,000,000 parties. The results show that the server’s computation time is sub-linear in the number of parties.

![Expansion Factor](image)

**Figure 3:** Expansion Factor of protocol defined by [5] and SHARD with different numbers of neighbors. SHARD results for larger number of neighbors are reported because SHARD typically requires about twice the number of neighbors as Bell.
Figure 4: Expansion Factor of Protocol 3 with different federation sizes and assumptions about the adversary. Packed secret sharing is used with $k = 100$. Left: Semi-honest protocol with less-dropout tolerable configurations ($\eta = -20, \delta > .05$). Center: Semi-honest protocol with more conservative parameter settings. In this case $\eta = -30$, and the highest tested $\gamma$ is .5. Right: Malicious protocol configurations.

Figure 5: Server time for Protocol 3 with different federation sizes and assumptions about the adversary. $K = 100$. Left: Semi-honest protocol with less-dropout tolerable configurations ($\eta = -20, \delta > .05$). Center: Semi-honest protocol with more conservative parameter settings. In this case $\eta = -30$, and the highest tested $\gamma$ is .5. Right: Malicious protocol configurations.

Protocol to aggregate large vectors and compare with the concrete results presented in Bonawitz et. al. [8]. To aggregate a vector with 100,000 elements, we simply repeat the protocol with $k = 100$ for 1000 iterations. We simulate a subset of groups and use dummy values for the remainder of the group inputs to server to reduce the total simulation time, and to reduce the effect of memory pressure on client level simulations.

Comparison with Bell et al. [5]. The work of Bell et. al. [5] improves on the number of neighbors required of each client substantially, we run our protocol on substantially larger federations than the ones considered in [8] to create a more fair comparison to Bell et. al. Our results are included in Table 2.
We propose a new highly scalable secure aggregation protocol, SHARD, with much better performance compared to prior work [5] in settings with small vectors or many dropped out parties. SHARD scales gracefully to accommodate hundreds of millions of parties while requiring only hundreds of connections per party in the vast majority of settings. Defense against malicious adversaries requires little modification of the protocol, and does not substantially affect communication or computation costs—we simply require one additional share per group, and perform the reconstruction twice. Our empirical results show that SHARD can aggregate over very large federations with a small computational cost. Small vector secure aggregation protocols have applications in distributed data analytics as well as smaller machine learning models. Histograms, random forests, logistic regression, and small neural networks would all benefit from protocols enabling short vector aggregation [22, 32]. Thus our technology has potentially broad applications. Our experiments suggest that 2 shards per party is optimal for this protocol, however tighter approximations of the probability of a security failure could suggest otherwise. Furthermore, more rounds of sharding open the possibility of packed secret sharing within the sharding round, and a protocol that better supports wider vectors. Investigation of these threads are future work.

7 CONCLUSION

While we see that the sharding approach does not perform as well in the case with no dropouts, adding a few dropouts drastically harms the server computation time of the masking based approach. These amounts of dropouts are substantial in the smaller federations we consider here as they are well less than 1%. For this comparison, our approach tolerates 5% dropouts, so we could potentially further increase the number of dropouts at no cost to the sharding approach.
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