Bayesian chemotaxis is an information-based target search problem inspired by biological chemotaxis. It is defined by a decision strategy coupled to the dynamic estimation of target position from detections of signaling molecules. We extend the case of a point-like agent previously introduced in [Vergassola et al., Nature 2007], which establishes concentration sensing as the dominant contribution to information processing, to the case of a circular agent of small finite size. We identify gradient sensing and a Laplacian correction to concentration sensing as the two leading-order expansion terms in the expected entropy variation. Numerically, we find that the impact of gradient sensing is most relevant because it provides direct directional information to break symmetry in likelihood distributions, which are generally circle-shaped by concentration sensing.

I. PART I: STATEMENT OF THE PROBLEM AND SUMMARY OF RESULTS

a. Introduction. Biological cells and organisms navigate their environments, e.g., in search for nutrient sources, guided by the detection of signaling molecules \[1,2\]. Knowledge of the time and location of such detections, typically receptor-ligand binding events, provides information about the target location if the target is a source of ligands. More precisely, an agent can reduce its uncertainty about target location if the binding events time series is interpreted with respect to a model of the environment. In other words, a chemotactic agent should know something about the relation between binding statistics and target location in order to process the information from binding events.

The estimation of a time-varying hidden state from noisy measurements is the subject of stochastic filtering theory \[3,6\]. The celebrated Kalman filter provides the analytical form of the estimation update scheme for Gaussian systems, and it was recently applied to biological examples such as concentration and direction sensing in the linear regime \[7,10\]. Chemotaxis can be formalized as stochastic filtering coupled to a decision making problem, namely the decision of where to move next.

Just knowing that the binding rate increases towards the target is sufficient for a simple strategy of gradient ascent, where the agent only needs to repeatedly estimate the local gradient from the binding asymmetry across its diameter \[11\], or across short-distance runs like in bacterial run-and-tumble chemotaxis \[12\], referred to as spatial or temporal comparison in the biological literature, respectively.

However, if concentrations are dilute and therefore binding events are sparse, then the estimation of gradients becomes very slow and inefficient. Nevertheless, if an agent is equipped with a model of the binding rate as a function of the relative target location, then it can gain information also by estimating the local binding rate. Indeed, the signal-to-noise ratio in the estimation of a concentration from binding events is typically much larger than that of a gradient.

The chemo-sensory navigation of a point-like agent performing stochastic filtering on a likelihood map was discussed in the pioneering work of Vergassola et al. \[13,14\], where the authors also introduced a decision strategy that consists in maximizing the expected information gain locally in time, there named infotaxis. Analytical expressions for the information gain and decision making were subsequently given in \[15\]. We would like to refer to this and similar search problems as Bayesian chemotaxis.

Intuitively, a point-like agent can estimate the local gradient, but only indirectly by movement and temporal comparison of estimated concentrations. On the contrary, an agent with small finite size can also obtain direct information on the local gradient, as the location of a single binding event on its surface is itself a directional cue \[9,16\]. Therefore, we interpret the case of point-like agent as pure concentration sensing, while the small finite-size agent performs simultaneously concentration and gradient sensing.

In these Research Notes, we introduce gradient sensing from an information gain expansion with respect to agent size. The zeroth order terms are the motility noise, and the concentration sensing discussed in \[13,14\]. The second order of the expansion gives the gradient sensing term, as well as a Laplacian correction to concentration sensing which, to the best of our knowledge, was not yet discussed in the literature. We evaluate the relative importance of these terms in a steady-state chemotactic search model in two space dimensions. We discuss the increase on target search efficiency deriving from a finite agent size. Finally we briefly discuss the decision process comparing infotaxis to the simpler maximum likelihood and minimum distance direction strategies.

b. The model. A disk-shaped agent of radius \(a\) moving in 2D space is immersed in a concentration profile of signaling molecules released by a target. These molecules are detected on the agent’s circumference through bind-
ing events happening at a rate proportional to the local concentration. Let us use a coordinate system centered at the agent, and let \( r(x) \) denote the binding rate at the agent position \( \mathbf{0} \) when the target is at position \( \mathbf{x} \). We denote by \( p(x) \) the smooth likelihood distribution formalizing the agent’s knowledge about target location at time \( t \), which is based on previous measurements and dynamics up to time \( t \). The agent moves with a velocity \( \mathbf{v}_t \) having a constant speed \( v \), and a direction angle \( \theta_t \), which is continuously decided based on the current likelihood. The target further undergoes translational diffusion with constant diffusion coefficient \( D \).

c. Stochastic filtering. The likelihood \( p(x) \) is continuously updated in response to the binding events time series and to account for the target stochastic dynamics in a Bayesian inference scheme called stochastic filtering. Consider a time interval \([0, \tau]\) with \( \tau > 0 \) sufficiently small so that variations of the binding rate due to movement within \([0, \tau]\) are negligible. Let us further assume that the agent velocity in real space follows a protocol decided at \( t = 0 \). The evolution of the likelihood is then decomposed into a prediction step \( p(x_\tau) = \int dx_0 p(x_0)p(x_\tau|x_0) \), which is driven by the transition density of the target position \( p(x_\tau|x_0) \), and of an update step \( p(x_\tau|x_\tau) = p(x_\tau)p(m_\tau|x_\tau)/p(m_\tau) \), which is driven by the measurement \( m_\tau \), that here is a record of the number of agents on the agent’s circumference of the binding events happened within the interval \([0, \tau]\). The measurement model \( p(m_\tau|x_\tau) \) formalizes the relation between binding rate and target location, which is known by the agent in Bayesian chemotaxis. The current measurement probability \( p(m_\tau) = \int dx_r p(x_r)p(m_\tau|x_r) \) formalizes the agent’s uncertainty at time \( 0 \) about the outcome of the measurement \( m_\tau \), which is delivered to it at time \( \tau \). In the limit \( \tau \to 0 \), the Bayesian updating is integrated in the non-anticipating Ito stochastic calculus scheme to obtain a time-continuous inference and decision process, see Section II of these Notes.

d. Expansion in the agent’s size. If we neglect the effect of the agent body and movement on the sensing field, the inference problem is equivalent to that made by a density of point-like agents distributed on the circumference \( a e^{i\theta} \), where \( e^{i\theta} \) is a unit vector in 2D with direction defined by the angle \( \theta \) from a fixed axis in the agent’s reference frame. Accordingly, the event probability density per unit angle in a small time interval \( \tau \) is \( p(m_\tau) = e^{i\theta}(x) = \frac{r}{2\pi} r(x - ae^{i\theta}) + O(\tau^2) \), where the normalization is chosen so that in the limit \( \tau \to 0 \) one recovers the case of a single point-like agent. Note that the measurement \( m_\tau \) is vector-valued, assuming \( \mathbf{0} \) (no events) almost surely for \( \tau \to 0 \), and \( e^{i\theta} \) in the case of a binding event at angle \( \theta \). If the binding rate differences along the agent’s body are small compared to the absolute binding rate, then we can study the effect of the agent size on stochastic filtering through a second order Taylor expansion of the binding rate. For an event at angle \( \theta \), we write

\[
\begin{align*}
\tau(x - ae^{i\theta}) = \tau(x) - a e^{i\theta} \cdot \nabla r(x) \\
+ \frac{1}{2} a^2 e^{i\theta} \cdot (H(x) e^{i\theta}) + O(a^3),
\end{align*}
\]

where \( H(x) \equiv \nabla \otimes \nabla r(x) \) is the Hessian matrix of the binding rate evaluated at \( x \). Using the expansion Eq. (1) in the stochastic filtering problem, we obtain the corresponding expansion of the likelihood stochastic evolution equation, whose expression is given in Section II.

e. Entropy dynamics We quantify the agent’s current uncertainty about target location by the Shannon entropy \( S(p(x)) = -\int dx p(x) \ln p(x) \). The expected entropy variation up to second order in \( a \) reads

\[
\frac{dS}{dt} = -D \langle \nabla^2 \ln p \rangle + \left\langle \left( r + \frac{a^2}{4} \nabla^2 r \right) \ln \left( \frac{r}{r} \right) \right\rangle \\
+ \frac{a^2}{4} \left( \left\| \langle \nabla r \rangle \right\|^2 \left\langle \frac{1}{r} \right\rangle - \left\langle \langle \nabla r \rangle \right\|^2 \right) + O(a^3),
\]

where \( \| \cdot \| \) denotes Euclidean norm, the averaging brackets are meant with respect to the current likelihood \( p \), and we dropped the explicit dependence on \( x \). Equation (2), whose derivation is given in Section II, is the main result of these Research Notes. Let us now discuss its physical meaning.

The first zeroth order term, \(-D \langle \nabla^2 \ln p \rangle \geq 0 \), is the information erasure due to translational diffusion, and it is always nonnegative having the form of a Fisher information \([17]\). The second zeroth order term, \( \langle r \ln(\langle r \rangle) / r \rangle \leq 0 \), is the concentration sensing already discussed in \([13, 15]\), and it is always nonpositive by Jensen’s inequality.

We identify the second order term \( \| \langle \nabla r \rangle \|^2 / \langle r \rangle - \langle \| \nabla r \|^2 / \langle r \rangle \rangle \leq 0 \) as gradient sensing, and it is always nonpositive having the form of the expectation of a negative square. Indeed, once a binding event has happened, the expected information gain from further knowing its location on the circumference can only be positive, being a type of conditional mutual information. Note that for this term, if we consider an agent who periodically erases all of its current directional knowledge so that \( \langle \nabla r \rangle = \mathbf{0} \), then we obtain simply \( \langle \| \nabla r \|^2 / \langle r \rangle \rangle \). Depending on whether additionally distance information becomes erased, this expectation value is either taken with respect to a fixed prior or and adaptive one \([18]\).

The second order term \( \langle (\nabla^2 r) \ln \left( \langle r \rangle / r \right) \rangle \) is interpreted as a Laplacian correction to concentration sensing. This is due to the convexity of the binding rate field, which is the leading order correction in the total binding rate on the agent’s circumference, \( \int_0^{2\pi} (d\theta / 2\pi) r(x + ae^{i\theta}) = r(x) + (a^2/4) \nabla^2 r(x) + O(a^3) \). The impact of the Laplacian correction on the entropy variation can be positive or negative depending on the particular likelihood configuration and binding rate field shape.

From Eq. (2), we can derive as limiting cases two known examples of stochastic filtering in biology, which are mathematically analogous to the Kalman filter \([9, 17]\).
f. Limiting cases. We start with pure direction sensing of [9]. Consider a target constrained at a fixed position at distance \( R \), which generates a conic field \( r(\|x\|) = r_0 - \|\nabla r\|\|x\| \), with \( r_0 > 0 \), \( \|\nabla r\| > 0 \). The agent does not move but undergoes rotational diffusion with coefficient \( D_{\text{rot}} \), defined as Brownian motion in the angular variable \( \theta \). In the small noise limit \( D_{\text{rot}} \to 0 \) the angular likelihood distribution is Gaussian with mean \( \mu_\theta \) and variance \( \sigma_\theta^2 \). Concentration sensing is irrelevant here because we can just substitute \( r = r(R) \to 0 \), so that only gradient sensing and rotational diffusion contribute to the entropy variation. The entropy variation due to rotational diffusion is a type of Fisher information [17], and in the linear regime the corresponding Cramer-Rao bound \( -\left( \frac{\partial^2 \ln p}{\partial \theta^2} \right) \geq 1/\sigma_\theta^2 \) is saturated, as can be immediately seen by taking the \( x \) axis along the direction of the current estimate \( \mu_\theta \). Similarly, the gradient sensing is found by linearizing \( \|\nabla r\|^2 = \|\nabla r\|^2(1 - \sigma_\theta^2) + O(\sigma_\theta^4) \). Then the angular variance which makes the expected entropy variation vanish satisfies

\[
\sigma_\theta^2(\|x\| = 0) = \sqrt{D_{\text{rot}}} \frac{2\sqrt{r(R)}}{a\|\nabla r\|}. \tag{3}
\]

We see that the total rate of events \( r(R) \) acts as Poissonian noise for the signal \( 2a\|\nabla r\| \), which is the rate gradient along the agent body. The angular variance scales as the square-root of the rotational noise \( D_{\text{rot}} \).

Similarly, we derive the pure concentration sensing case of [8] by considering Eq. (2) in 1D, for a point-like agent \( a = 0 \) with translational diffusion whose likelihood at \( t = 0 \) is non-zero only on one side, say for \( x > 0 \). We take again the linear binding rate \( r(x) = r_0 - \|\nabla r\| |x| \) for simplicity, and expand the concentration to obtain \( \sigma_x^2(\|x\| = 0) = \sqrt{D} \frac{2\sqrt{r(R)}}{a\|\nabla r\|} \), which also scales as the square-root of motility noise.

g. Gradient sensing in steady-state Bayesian chemotaxis. To evaluate the relative importance of the expansion terms of Eq. (2) in the full Bayesian chemotaxis model, we plot the histogram of their realized values over the steady-state dynamics obtained with a binding rate field \( r(x) = \lambda|\|x\||^{-1} \), with \( \lambda > 0 \), whose particular form is taken for numerical convenience. Here, we already employ a decision strategy (infotaxis) detailed in the next section. To ensure the existence of an ergodic steady-state dynamics for the chemotaxis process, we impose walls for the relative target distance \( R_{\min} < |\|x\|| < R_{\max} \). The lower bound \( R_{\min} \), which can be interpreted as the target size, is taken for numerical stability and to ensure that the second order expansion holds in the allowed region.

We find that gradient sensing is of larger magnitude compared to the Laplacian correction, see Fig. (1). This is understood looking at the typical likelihood shapes, see Fig. (2). The main drivers of the likelihood dynamics are the velocity-induced translation, the diffusion-induced smoothing, and the concentration sensing. In particular, concentration sensing gives rise to circle-shaped distributions, because we consider a concentration field which is symmetric around the target and the agent knows the relation between binding rate and distance. The likelihood is never an exact circle but rather an annulus whose width is increased by motility noise (effective diffusion of the target). Such annuli are then transformed into semicircles, bimodal, and single peak distributions as a result of the dynamics and measurements with efficient decision strategies.

In particular, bimodal distributions can arise from an annulus when the agent moves to a new position, where a new measurement effectively amounts to an intersection of the original annulus with a second annulus corresponding to the new measurement, especially when the agent moves perpendicular to the direction pointing towards the target. The change of annular distributions into bimodal and then unimodal distributions can be rationalized in terms of simple triangulation [19], see Part II. More complex likelihood shapes are possible in the case of prevailing exploration with large velocity in regions of small binding rate.

In this framework, we find that angular information from gradient sensing helps in discriminating the correct target direction from circle-shaped or bimodal likelihoods. In terms of entropy variations, this effect results to be greater than the Laplacian correction, which here helps only slightly by increasing the effective variation of the binding rate over spatial distances because of the convexity \( \nabla^2 r = \lambda|\|x\||^{-3} \).
FIG. 2. Typical likelihood configuration \( p \), and corresponding decision incentive \( q \), see Eq. (4) and following discussion. Dark blue regions in the decision incentive plot correspond to \( q < 0 \), i.e., are repulsive. The orange arrow corresponds to the maximum likelihood direction, while the green arrow to the infotaxis direction. The particular configuration was selected from a long steady-state realization with parameters \( a = 0.01, \lambda = 2, v = 0.01, D = 2.5 \cdot 10^{-4}, R_{\text{min}} = 0.03, R_{\text{max}} = 0.87 \).

h. Decision making. We use the average distance from the target at steady-state as our metric to evaluate the efficiency of chemotactic search. Then it is natural to introduce an exploitation strategy, which minimizes the expected distance variation locally in time, see Eq. (21) in Part II, that means to move in the direction of \( \langle \mathbf{x}/||\mathbf{x}|| \rangle \). However, for \( a = 0 \), this strategy forces the likelihood shape to be always symmetric around the centre, and diffusion leads effectively away from the target. Having a finite \( a > 0 \) breaks the symmetry and improves search performance, see animation1.

A second exploitative strategy is to go for the maximum likelihood direction, which results to have a slightly larger directional persistence, therefore enabling a more efficient comparison of concentration measurements, see animation2. Also here, having a finite \( a > 0 \) improves the search performance because gradient sensing helps in removing the angular degeneracy of likelihood distributions.

The most efficient local strategy that we consider here, see Fig. (4), is the infotaxis strategy [13][15], which prescribes to choose the movement direction by a maximization of the information gain locally in time. Being based on expected entropy variations only, we regard it as a purely explorative strategy. We see that the expected entropy variation (Eq. (2)) is independent of the velocity, therefore we need to compute and minimize the second entropy variation with respect to the velocity direction. This gives an optimal direction

\[
q = \left( \langle \nabla r \rangle \ln \left( \frac{\langle r \rangle}{r} \right) \right) + a^2 f[p, r] , \tag{4}
\]

whose precise expression of the decision correction functional \( f[p, r] \) is given in Part II. A realization of this dynamics is shown in animation3. The impact of corrections on the infotaxis decision making is locally small, but it may be relevant macroscopically and it will be investigated in future numerical simulations.

Since we are dealing with a binding rate field, which is symmetric around the target, the integrand in the decision integral of Eq. (4) points always in the radial direction. We can therefore interpret the magnitude of such integrand, namely \( q = -p \langle ||\nabla r|| \rangle \ln(\langle r \rangle/r) + O(a^2) \), as a density of decision incentive, and simply plot it as a heatmap, see Fig. (2). In other words, we rewrite the decision integral as \( q = \int dx q e^{i\theta(x)} \), where \( e^{i\theta(x)} \) is the unit vector in the direction of \( x \). Generally, \( q \leq 0 \) for \( r \leq \langle r \rangle \). We see that the infotaxis decision integral drives the agent towards regions of high likelihood, high binding rate relative to the expected \( \langle r \rangle \), and high binding rate gradient.

As benchmark to compare the performance of the three strategies considered, we study the optimal case of complete target position information. The corresponding dynamics is simply \( d\mathbf{x} = -v||\mathbf{x}/||\mathbf{x}||||\nabla||\mathbf{x}/||\mathbf{x}||||dt + \sqrt{2D} d\mathbf{W} \), where \( \mathbf{W} \) is a standard 2D Brownian motion. Having circular symmetry, we write the SDE for the distance \( ||\mathbf{x}|| \) using Ito’s Lemma, namely \( d||\mathbf{x}|| = (D/||\mathbf{x}|| - v)dt + \sqrt{2D} dW \), and from stationarity \( \langle ||\mathbf{x}/||\mathbf{x}|||| \rangle = 0 \) and Jensen’s inequality, we obtain \( \langle ||\mathbf{x}/||\mathbf{x}|||| \rangle \geq D/v \). A more accurate estimate of the benchmark lower bound \( b \) (which also considers the \( R_{\text{min}}, R_{\text{max}} \) boundaries) is found numerically.

For all three decision strategies tested, the mean distance from the target at steady state decreases with agent size, as expected, see Fig. (4). For the infotaxis strategy, which generally performs best, this distance \( \langle ||\mathbf{x}/||\mathbf{x}|||| \rangle \) was about two-fold smaller for the largest agent size tested \( (a = b/3) \) compared to the case of a point-like agent \( (a = 0) \). In fact, \( \langle ||\mathbf{x}/||\mathbf{x}|||| \rangle \approx 2b \) for the parameters used, i.e., comparable to the benchmark \( b \) of complete information.

We did not test larger agent sizes because numerical accuracy decreases with agent size, as the second order expansion will not be as accurate, and the space discretization becomes too coarse.

i. Discussion. In these Research Notes, we derived the information processing properties of an agent performing chemotaxis based on a likelihood map evolving with a Bayesian updating scheme, which we like to call Bayesian chemotaxis. In particular, we extend the point-like agent model of [13] to a finite-size agent, where the knowledge of the angle of a binding event directly provides directional information.

Like in [13], we made the strong assumption that the measurement model is exact, meaning that the agent knows the binding rate dependence on distance. While this may be unrealistic for chemotaxis of bacteria, where information-processing capabilities are limited, it is certainly feasible to implement in olfactory robots [20].
The leading order expansion terms in the expected entropy variation, which derive from having a circle of radius \( a \) instead of a point-like agent, are interpreted as gradient sensing and a Laplacian correction to concentration sensing. With this expansion, we provide a theoretical framework to predict the agent size scale where the contribution from gradient sensing becomes macroscopically relevant.

In the original Ref. [13] it was assumed that concentration sensing is the dominant contribution and effects due to the finite size of the agent can be ignored; this previous assumption is consistent with the findings reported here. Indeed, even a Laplacian correction to concentration sensing is of the same expansion order of gradient sensing, which is instead the main ingredient of biological chemotaxis.

However, we numerically establish that the impact of gradient sensing is larger compared to the Laplacian correction if averages are taken over a steady-state chemotaxis dynamics, during which typical likelihood shapes are circles, semicircles, and bimodal shapes. This is understood as gradient sensing, which is in some way orthogonal to concentration sensing, can remove the degeneracy in the angles likelihood, even without movement.

Finally, we observe that also in our framework infotaxis outperforms other local strategies.
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II. PART II: DERIVATION OF THE EXPECTED ENTROPY VARIATIONS EQUATIONS.

A. Likelihood stochastic evolution equation for a point-like agent.

Let us restate the setting more precisely. The search agent is equipped with a smooth likelihood distribution \( p(x_t) \) for the location of the target at a generic time \( t \). We choose a reference frame that is centered at and co-moving with the searcher, but keeping constant orientation relative to the environment. The agent moves with a velocity \( \mathbf{v}_t \) (the target moves with velocity \( -\mathbf{v}_t \) in our reference frame) having a constant modulus \( ||\mathbf{v}_t|| = v \), and a direction angle \( \theta_t \) which is continuously decided based on the current likelihood.

Consider a noisy measurement performed during the time interval \([0, \tau]\), and expressed in integral form, \( m_\tau = \int_0^\tau dm_t \). Let us denote by \( x_0^t \equiv \{x_t\}_0^t \) the target trajectory in the interval \([0, t]\), with \( t < \tau \). The stochastic increments \( dm_t \), formally defined in the limit of a small homogeneous discretization of the interval \([0, \tau]\), are Markovian and conditionally independent of the current likelihood given the current position, \( p(dm_t|x_0^t, p(x_t)) = p(dm_t|x_0) \).

If we instead condition the measurement probability on the whole trajectory \( x_0^\tau \), in general we have the inequality \( p(dm_t|x_0^t, p(x_t)) \neq p(dm_t|x_0) \), because the current measurement increment \( dm_t \) affects the likelihood evolution, and on the future likelihood \( p(x_{t'}) \) (with \( t' > t \)) is based the decision of the future movement direction \( \theta_{t'} \), and therefore the measurement process \( m_t \) has exerted a feedback [21] to the trajectory \( x_0^\tau \). Similarly, the stochastic increments are not conditionally independent of each other given the trajectory \( x_0^t \equiv \{x_t\}_0^t \), i.e., in general \( p(dm_t, dm_{t'}|x_0^t, p(x_0)) \neq p(dm_t|x_0^t, p(x_0))p(dm_{t'}|x_0^t, p(x_0)) \).

We address these issues by imposing the decision process to happen only at discrete time instants \( \{0, \tau, 2\tau, \ldots\} \), by delivering the outcome of the integral measurement \( m_\tau \) to the searcher only at the end of the subinterval \( t = \tau \). Taking decisions at discrete time instants means that the trajectory \( x_0^\tau \) follows a fixed protocol of directions \( \theta_0^\tau \) decided at \( t = 0 \), and we further assume such protocol to be continuous. We will then take the limit \( \tau \to 0 \) to recover a continuous decision process. In this way there is no feedback for \( t \leq \tau \), so that \( p(dm_t, dm_{t'}|x_0^\tau, p(x_0)) = p(dm_t|x_0)p(dm_{t'}|x_{t'}) \).
and the conditional measurement probability density can be expressed in the path-integral form

\[ p(m_{\tau} | x_0^\tau) = \int d\{dm_t\}_{0}^\tau \delta \left( m_{\tau} - \int_0^\tau dm_t \right) \exp \left[ \int_0^\tau \log p(dm_t | x_t) \right]. \tag{5} \]

Before discussing the particular measurement model, note that as a result of the movement and independently of the current measurement, the likelihood is translated in the interval \([0, \tau]\) as

\[ p(x_{\tau}) = p(x_0) + \nabla p(x_0) \cdot v_0 \tau + O(\tau^2), \tag{6} \]

which is still based on information up to \(t = 0\), and therefore is generally called \textit{predicted} likelihood. Indeed, it has still not been updated on the measurement outcome \(m_{\tau}\). More in general, the prediction step could involve motility noise, corresponding to fluctuations of either the source or the agent itself, and we will introduce this later.

Let us consider, as a measurement model, the example of sparse molecular signals discretely detected at a rate \(r(x)\) by an agent at the origin when the target is at position \(x\). For simplicity and ease of notation we assume the sensing field to be symmetric, \(r(x) = r(-x)\). The probability of observing an event in an infinitesimal interval \([t, t + dt]\) is defined as \(p(dm_t = 1 | x_t) = r(x_t) dt\). The complementary case of not observing the event is \(p(dm_t = 0 | x_t) = 1 - r(x_t) dt\). Now take a small finite interval \(\tau\), during which the searcher moves and correspondingly its distance to the target varies. From Eq. \((5)\), the probability of observing zero events in the interval \([0, \tau]\) is

\[ p(m_{\tau} = 0 | x_0^\tau) = \exp \left[ \int_0^\tau \log [1 - r(x_t) dt] \right] = \exp \left[ - \int_0^\tau r(x_t) dt \right] = 1 - \int_0^\tau r(x_t) dt + O(\tau^2) = 1 - r(x_{\tau}) \tau + O(\tau^2), \tag{7} \]

where we assumed \(r(x)\) to be smooth in the search region (the target can still be a singularity).

From Eq. \((7)\) we derive \(p(m_{\tau} = 0 | x_0^\tau) = p(m_{\tau} = 0 | x_{\tau}) + O(\tau^2)\), meaning that if we just consider \(x_{\tau}\) (or \(x_0\)) and discard the details of the trajectory \(x_0^\tau\) when evaluating the measurement probability we commit an error of order \(\approx v_0 \cdot \nabla r(x_0) \tau^2 = O(\tau^2)\) due to the spatial dependence of the sensing rate.

For a small interval \(\tau\), the probability of one single detection conditional on target position is the complementary of Eq. \((7)\),

\[ p(m_{\tau} = 1 | x_{\tau}) = r(x_{\tau}) \tau + O(\tau^2), \tag{8} \]

and accordingly the case of multiple detections scales as \(p(m_{\tau} \geq 2) = O(\tau^2)\) and is negligible compared to \(p(m_{\tau} = 1 | x_{\tau})\), which argument holds for any target position \(x_{\tau}\) in the limit \(\tau \to 0\).

The measurement drives an update of the likelihood through Bayes rule

\[ p(x_{\tau} | m_{\tau}) = \frac{p(x_{\tau}) p(m_{\tau} | x_0^\tau)}{p(m_{\tau})}, \tag{9} \]

where \(p(m_{\tau}) = \int dx_0^\tau p(x_0^\tau) p(m_{\tau} | x_0^\tau) = \langle p(m_{\tau} | x_0^\tau) \rangle_{p(x_0^\tau)}\) is the measurement probability estimated by the searcher.

For the case \(m_{\tau} = 0\) it is

\[ p(m_{\tau} = 0) = \langle p(m_{\tau} = 0 | x_0^\tau) \rangle_{p(x_0^\tau)} = \langle p(m_{\tau} = 0 | x_{\tau}) \rangle_{p(x_{\tau})} + O(\tau^2) = 1 - r(x_{\tau}) \tau + O(\tau^2), \tag{10} \]

and the corresponding likelihood update is

\[ p(x_{\tau} | m_{\tau} = 0) = p(x_{\tau}) \left[ 1 - r(x_{\tau}) - \langle r(x_{\tau}) \rangle \right] + O(\tau^2). \tag{11} \]

For the case \(m_{\tau} = 1\) it is

\[ p(m_{\tau} = 1) = 1 - p(m_{\tau} = 0) + O(\tau^2) = \langle r(x_{\tau}) \rangle \tau + O(\tau^2), \tag{12} \]

and accordingly the likelihood update reads

\[ p(x_{\tau} | m_{\tau} = 1) = p(x_{\tau}) \frac{r(x_{\tau})}{\langle r(x_{\tau}) \rangle} + O(\tau). \tag{13} \]
whose velocity direction $\theta$ depending on the position of the target. The likelihood dynamics is also driven by the movement of the searcher, be interpreted in the Ito scheme, because of the non-anticipative nature of Bayesian updating.

\[
\text{brakets are intended over the current likelihood } p, \]

about the target position, where uncertainty is quantified by the entropy functional of the likelihood, $S$. This observation, one can indirectly manage the search process by setting as goal to quickly decrease the uncertainty about the target position, where uncertainty is quantified by the entropy functional of the likelihood, $S$. As an example, a typical goal of a search process is to minimize the uncertainty about the target position.

From Eq. (14) in the limit $\tau \rightarrow 0$ and $\tau = 1$, weighted by a Kronecker delta $\delta m_{\tau,1} = 1 - \delta m_{\tau,0}$ specifying the actual outcome. Considering also the prediction step we write

\[
p(x_{\tau}|m_{\tau}) - p(x_0) = \tau \left\{ \nabla p(x_0) \cdot v_0 + p(x_0) \left[ -(1 - \delta m_{\tau,1}) [r(x_{\tau}) - \langle r(x_{\tau}) \rangle] + \frac{\delta m_{\tau,1}}{\tau} \left( \frac{r(x_{\tau})}{\langle r(x_{\tau}) \rangle} - 1 \right) \right\} + O(\tau^2) + \delta m_{\tau,1} O(\tau)
\]

where we used $p(x_{\tau}) = p(x_0) + O(\tau)$. We neglected terms of order $\delta m_{\tau,1} O(\tau)$ with respect to terms of order $O(\tau)$ because their contribution vanishes under the integral sign. More precisely, for any given finite number of events $M \geq 0$ in a fixed finite time interval $T = n\tau$, in the limit $\tau \rightarrow 0 (n \rightarrow \infty)$ we write

\[
\lim_{\tau \rightarrow 0} \tau \left| \sum_{j=1}^{n} p(x_{j\tau}|\{m_{\tau}^{(k)}\}_{k=0}^{j-1}, m_{\tau,1} [r(|x_{j\tau}|) - \langle r(|x_{j\tau}|) \rangle] \right| \leq \lim_{\tau \rightarrow 0} \tau M \max_{j} \left| \sum_{k=0}^{j-1} \sum_{j=1}^{n} p(x_{j\tau}|\{m_{\tau}^{(k)}\}_{k=0}^{j-1}) \max_{x_{j\tau}} [r(|x_{j\tau}|) - \langle r(|x_{j\tau}|) \rangle] \right| = 0, \quad (15)
\]

where, without loss of generality, in writing $p(x_{j\tau}|\{m_{\tau}^{(k)}\}_{k=0}^{j-1})$ we made the simplifying assumption that the decision process is univocally determined by the measurements, and that the likelihood density stays bounded during the interval $[0, T]$. Please note that the number $M$ of events in a realization is independent of the discretization step $\tau$.

From Eq. (14) in the limit $\tau \rightarrow 0$ we obtain the exact stochastic evolution equation for the likelihood

\[
\frac{dp(x,t)}{p(x,t)} = \left\{ \nabla \ln p(x,t) \cdot v + \langle r(x) \rangle - r(x) \right\} dt + \left( \frac{r(x)}{\langle r(x) \rangle} - 1 \right) dm,
\]

where $dm$ is the stochastic increment, which is almost surely $dm = 0$, and assuming $dm = 1$ only at the detection events time instants, which are happening with rate $r(x)$ if $x$ is the actual position of the target. Recall that expectation brackets are intended over the current likelihood $p(x,t)$. Note that the multiplicative jump noise term $\frac{r(x)}{\langle r(x) \rangle} dm$ has to be interpreted in the Ito scheme, because of the non-anticipative nature of Bayesian updating.

To summarize, the likelihood dynamics is driven by sensing events following a Poisson statistics with rate $r(x)$ depending on the position of the target. The likelihood dynamics is also driven by the movement of the searcher, whose velocity direction $\theta$ is set by a continuous decision process.

\[\text{a. Motility noise}\]

If the target or the searcher have a translational diffusive component of intensity $D$, ($\sqrt{2D}$ in the corresponding SDE), then the equation has a further term linear in time

\[
\frac{dp}{p} = \left[ D \frac{\nabla^2 p}{p} + \nabla \ln p \cdot v + \langle r \rangle - r \right] dt + \left( \frac{r}{\langle r \rangle} - 1 \right) dm,
\]

and we simplified notation, $p \equiv p(x,t)$ and $r \equiv r(x)$.

\[\text{B. Introducing the decision strategies.}\]

An efficient search process often involves a progressive reduction of uncertainty about the target position. With this observation, one can indirectly manage the search process by setting as goal to quickly decrease the uncertainty about the target position, where uncertainty is quantified by the entropy functional of the likelihood, $S[p(x,t)] = - \int dx p(x,t) \ln p(x,t)$. This strategy is called infotaxis [13], and it is entirely based on exploration. We numerically compare it with the exploitation strategies of maximum likelihood and minimum distance direction, see Part I. Even though infotaxis is defined as an entropy-based optimization, in the chemotaxis problem this strategy leads towards the target in physical space as long as the sensing rate field $r(x)$ is increasingly steeper around the target, that means when $0$ is a singularity, $dr(|x|)/d|x| \rightarrow \infty$ for $|x| \rightarrow 0$.

The efficiency of a search process is generally characterized by the first passage time (FPT) distribution. Usually one wishes to optimize the FPT distribution with respect to an objective functional, that is chosen in a way to reflect the notion of efficiency in that particular search problem. As an example, a typical goal of a search process
is to minimize the expected time to find the target, i.e., the mean FPT \[22\]. In the presence of motility noise, which erases information from previous measurements so that the searcher may eventually get lost, a reasonable goal could be instead to maximize the probability to find the target at all, or the mean first passage time conditional to time boundaries. In all these cases, the performance quantifier depends on the parameters which specify the initial likelihood distribution. Here instead we wish to work with "natural" likelihood shapes, meaning those who arise from a steady-state search dynamics. However, for that we need to ensure the existence of a steady-state, and we do this by imposing a boundary on the agent-target distance, meaning a maximum distance \( R_{\text{max}} \) which is not known by the agent and therefore not implemented in the Bayesian scheme. \( R_{\text{max}} \) is the parameter of our performance quantifier.

In general, for any choice of these objectives, a global optimization is combinatorically complex because of the stochastic nature of measurements, and their nonlinear effect on the likelihood evolution and on the corresponding decisions that make the trajectory. Therefore, here we will consider only local approximated strategies. In particular, the local infotaxis strategy consists in choosing, at each time instant, that movement direction angle \( \theta \) which minimizes expected entropy variations. Let us start by introducing the exploitation strategies.

a. **Max likelihood** The first strategy that we consider is to go in the direction of maximum likelihood.

b. **Max field variation** A second natural strategy is to maximize the expected variation of the estimated field at the agent position \( 0 \). Let us first write

\[
d(r) = \langle r \rangle_{\text{p+dp}} - \langle r \rangle = \int d\mathbf{x} \frac{\delta \langle r \rangle}{\delta p} |_{dm=0} + (\langle r \rangle_{\text{p+dp}} |_{dm=1} - \langle r \rangle) \, dm = \int d\mathbf{x} \, r \, d|_{dm=0} + \left( \langle r \rangle_{\text{p+dp}} - \langle r \rangle \right) \, dm
\]

\[
= \left( r \left[ \frac{\nabla^2 p}{p} + \nabla \ln p \cdot v + \langle r \rangle - r \right] \right) \, dt + \left( \frac{\langle r^2 \rangle}{\langle r \rangle} - \langle r \rangle \right) \, dm, \quad (18)
\]

and then take the expectation with respect to the measurement outcome \( \langle dm \rangle = \langle r \rangle \, dt \), and integrate by parts to obtain

\[
\langle d(r) \rangle = \left( D \left( r \frac{\nabla^2 p}{p} - \langle \nabla r \rangle \cdot v \right) \right) \, dt. \quad (19)
\]

This strategy consists in choosing the direction angle which maximizes the expected field variation, which is solved explicitly from Eq. \[19\].

\[
v = \arg \max_{v} \langle d(r) \rangle = -v \frac{\langle \nabla r \rangle}{\| \langle \nabla r \rangle \|^2}. \quad (20)
\]

c. **Min distance variation** Similarly, consider now the expected distance variation over likelihood and measurement outcome,

\[
\langle d(\| x \|) \rangle = \left( D \left( \| x \| \frac{\nabla^2 p}{p} - \langle \frac{x}{\| x \|} \rangle \cdot v \right) \right) \, dt. \quad (21)
\]

It has two terms, one for diffusion independent of strategy, and the second one which is minimized by the following minimum distance strategy,

\[
v = \arg \min_{v} \langle d(\| x \|) \rangle = v \frac{\langle x/\| x \| \rangle}{\| \langle x/\| x \| \rangle \|^2}. \quad (22)
\]

Note that Eq. \[21\] is valid in general, so that for the other strategies the second term is just multiplied by the cosine of the angle difference with the minimum distance direction strategy.
C. Infotaxis: entropy variations

a. First entropy variation We start by writing the evolution equation for the entropy, using Eq. (17),
\[
dS[p] = S[p + dp] - S[p]
\]
\[
= \int \delta S[p] dp_{dm=0} + (S[p + dp]_{dm=1} - S[p]) dm
\]
\[
= - \int d\mathbf{x} (\ln p) dp_{dm=0} + \left( S[p\frac{r}{\langle r \rangle}] - S[p] \right) dm
\]
\[
= \left[ -D \left( \langle \ln p \rangle \frac{\nabla^2 p}{p} \right) + \langle (\ln p) (r - \langle r \rangle) \rangle \right] dt + \left[ \ln \langle r \rangle - \langle \frac{r \ln r}{\langle r \rangle} \rangle - \left( \frac{r}{\langle r \rangle} - 1 \right) \ln p \right] dm
\]
\[
\] where in the second line we neglected terms of order \( dm dp_{dm=0} \sim dm dt \) because they vanish under integral sign, then we used probability normalization, integrated by parts \( (\ln p) \nabla \ln p = 0 \). Note that the double integration by parts of the first term, \( \langle (\ln p) \frac{\nabla^2 p}{p} \rangle = \langle \nabla^2 \ln p \rangle \), i.e., writing the entropy variation due to diffusion as the Fisher information \( -\langle \nabla^2 \ln p \rangle \geq 0 \), is known as ”De Bruijn identity” [23]. Let us now take the expectation with respect to the measurement outcome \( \langle dm \rangle = \langle r \rangle dt \), and we identify the first term is the entropy variation as the information erasure due to diffusion, and the second term as the expected entropy variation in the update step, which we interpret as concentration sensing.

\[\langle dS \rangle = \left[ -D \langle \nabla^2 \ln p \rangle + \left( r \ln \left( \frac{\langle r \rangle}{r} \right) \right) \right] dt, \tag{24}\]

b. Second entropy variation The expected entropy variation \( \langle dS \rangle \) is a functional of the current likelihood, and is independent of the current velocity. The advantage of choosing a particular direction angle is found in the second expected variation, which embodies the local prediction of the change in the measurement statistics as a result of the movement,
\[
d\langle dS \rangle = \langle dS \rangle [p + dp] - \langle dS \rangle [p]
\]
\[
= \int d\mathbf{x} \frac{\delta \langle dS \rangle [p]}{\delta p} dp_{dm=0} + (\langle dS \rangle [p + dp]_{dm=1} - \langle dS \rangle [p]) dm
\]
\[
= \left[ \int d\mathbf{x} \left( -D(\nabla^2 \ln p + \frac{\nabla^2 p}{p}) - r (\ln r - \ln \langle r \rangle - 1) \right) dp_{dm=0} \right] dt + \left( \langle dS \rangle [p\frac{r}{\langle r \rangle}] - \langle dS \rangle [p] \right) dm
\]
\[
= \left[ \langle (\ln r - \ln \langle r \rangle) \nabla r \rangle \cdot \nabla + \left( -D(\nabla^2 \ln p + \frac{\nabla^2 p}{p}) - r (\ln r - \ln \langle r \rangle - 1) \right) \left( \frac{D\nabla^2 p}{p} + \langle r \rangle - \langle r \rangle \right) \right] (dt)^2
\]
\[
- \frac{1}{\langle r \rangle} \left[ D \left( \langle r \nabla^2 \ln r \rangle + \langle (r - r) \nabla^2 \ln p \rangle \right) + \langle r^2 \ln r \rangle - \langle r^2 \rangle \ln \langle r \rangle + \langle r^2 \rangle \ln \langle r \rangle - \langle r \rangle (\langle r \rangle \ln r) + \langle r \rangle (\langle r \rangle \ln r) \right] dt dm, \tag{25}\]

where we integrated by parts \( (-r (\ln r - \ln \langle r \rangle - 1)) \nabla \ln p = \langle (\ln r - \ln \langle r \rangle) \nabla r \rangle \), and performed vector calculus to cancel
\[
- \left( \langle \nabla^2 \ln p + \frac{\nabla^2 p}{p} \rangle \nabla \ln p \right) = \nabla \left( \langle \nabla^2 \ln p + \frac{\nabla^2 p}{p} \rangle \right) = \nabla \left( \nabla^2 \ln p + \frac{\nabla \cdot (p \nabla \ln p)}{p} \right)
\]
\[
= \nabla \left( 2\nabla^2 \ln p + \frac{\langle \nabla p \cdot (\nabla \ln p) \rangle}{p} \right) = \nabla \left( 2\nabla^2 \ln p + |\nabla \ln p|^2 \right)
\]
\[
= 2 \langle \nabla \nabla^2 \ln p \rangle + 2 \langle (\nabla \ln p \cdot \nabla) \nabla \ln p \rangle + 2 \langle \nabla \ln p \times (\nabla \times \nabla \ln p) \rangle = 2 \langle \nabla \nabla^2 \ln p \rangle + 2 \langle (\nabla \ln p \cdot \nabla) \nabla \ln p \rangle
\]
\[
= 2 \langle \nabla \nabla^2 \ln p \rangle - 2 \langle \nabla^2 \nabla \ln p \rangle = 0. \tag{26}\]
Let us now take the expectation with respect to the measurement outcome
\[ \langle d \langle dS \rangle \rangle = \left[ \left( \langle ln r - ln \langle r \rangle \rangle \right) \nabla r \right] \cdot \mathbf{v} + \left( -D(\nabla^2 \ln p + \frac{\nabla^2 p}{p}) - r \langle \ln r - \ln \langle r \rangle \rangle - 1 \right) \left( D \left( \frac{\nabla^2 p}{p} + \langle r \rangle - r \right) \right) - D \left( \langle r \nabla^2 \ln r \rangle + \langle (r - \langle r \rangle) \nabla^2 \ln p \rangle \right) - \langle r^2 \ln r \rangle + \langle r^2 \rangle \ln \langle r \rangle + \langle r \rangle \langle \ln r \rangle - \langle r \rangle^2 \ln \langle r \rangle \right] (dt)^2. \] (27)

The infotaxis strategy consists in choosing the direction angle which minimizes the expected second entropy variation, which is solved explicitly from Eq. (27)
\[ \mathbf{v} = \arg \min_{\mathbf{v}} \langle d \langle dS \rangle \rangle = \mathbf{v} \frac{\langle (\ln r - \ln \langle r \rangle) \nabla r \rangle}{\langle (\ln r - \ln \langle r \rangle) \nabla r \rangle}. \] (28)

Intuitively, that means to choose the infinitesimal displacement which maximizes the expected information gain in the next measurements, and is generally different from minimizing the expected distance variation rate.

An equivalent expression to Eq. (28) was already derived in Ref. [15] by looking directly at the expected position-dependent information rate. Indeed the solution of Eq. (28) tells us that the infotaxis direction is the one that maximizes the expected information rate among the neighbouring positions, which is the original idea in [13].

D. Finite-size agent: gradient sensing and Laplacian correction

If the agent has a finite size, it can exploit receptors in different locations on its body to measure gradients [9]. In this way, given that the field shape \( r(x) \) is known, in a sufficiently long measurement time the agent is able to exactly locate the target (if the local field shape univocally determines the target position), even without moving.

Let us assume that detection events happen only on the surface of the agent, which in 2D is a circle of radius \( a \). If we neglect the effect of the agent body and movement on the sensing field, the inference problem is equivalent to the inference made by a density of agents distributed on the circle \( a e^{i\theta} \), where \( e^{i\theta} \) is the unit vector corresponding to the angle \( \theta \). Accordingly, the event probability density for unit angle in a small time interval \( \tau \) is \( p(m_r = e^{i\theta}|x) = \frac{1}{2\pi} r(x - ae^{i\theta}) + \mathcal{O}(\tau^2) \). Note that, with this normalization, in the limit \( a \to 0 \) we recover the case of point-like agent discussed in previous sections. Also note that the measurement \( m_r \) is now vector-valued, assuming \( 0 \) almost surely (for \( \tau \to 0 \)), and \( e^{i\theta} \) in the case of a binding event at angle \( \theta \).

Here we consider gradient sensing in the second order expansion of the sensing field in the agent dimension \( a \),
\[ r(x - ae^{i\theta}) = r(x) - a e^{i\theta} \cdot \nabla r(x) + \frac{1}{2} a^2 e^{i\theta} \cdot (H(x) e^{i\theta}) + \mathcal{O}(a^3), \] (29)

where \( H(x) \equiv \nabla \otimes \nabla r(x) \) is the Hessian matrix of the sensing field at \( x \). Note that this expansion is not well-defined at the singularities of \( r(x) \), therefore we assume that the likelihood vanishes enough fast around singularities, or that \( r(x) \) simply does not have singularities.

The likelihood update in the case of one event at angle \( \theta \) reads
\[ p(x_r | m_r = e^{i\theta}) = p(x_r) \frac{p(m_r = e^{i\theta} | x_r)}{p(m_r = e^{i\theta})} + \mathcal{O}(\tau) = p(x_r) \frac{r(x_r - ae^{i\theta})}{r(x_r - ae^{i\theta})} + \mathcal{O}(\tau) \]
\[ = p(x_r) \frac{r(x_r)}{r(x_r)} \left[ 1 + ae^{i\theta} \cdot \left( \frac{\nabla r(x_r)}{r(x_r)} - \frac{\nabla r(x_r)}{r(x_r)} \right) + \frac{1}{2} a^2 e^{i\theta} \cdot \left( \frac{H(x_r)}{r(x_r)} - \frac{H(x_r)}{r(x_r)} \right) e^{i\theta} \right] + \mathcal{O}(a^3) + \mathcal{O}(\tau), \] (30)
where we used the expansion of Eq. (29). The likelihood update in the case of no events reads

\[
p(x_r|m_r = 0) =
\]

\[
p(x_r)p(m_r = 0|x_r) + O(\tau^2) = p(x_r) \frac{1 - \int_0^{2\pi} d\theta p(m_r = e^{i\theta}|x_r)}{1 - \int_0^{2\pi} d\theta p(m_r = e^{i\theta})} + O(\tau^2)
\]

\[
= p(x_r) \left[ 1 + \frac{\tau}{2\pi} \int_0^{2\pi} d\theta \left[ \langle r(x_r - ae^{i\theta}) \rangle - r(x_r - ae^{i\theta}) \right] \right] + O(\tau^2)
\]

\[
= p(x_r) \left[ 1 + \tau \left( \langle r(x_r) \rangle - r(x_r) + \frac{a^2}{4\pi} \int_0^{2\pi} d\theta e^{i\theta} \cdot (\langle \mathbf{H}(x_r) \rangle - \mathbf{H}(x_r) e^{i\theta}) \right) \right] + O(\tau a^3) + O(\tau^2)
\]

\[
= p(x_r) \left[ 1 + \tau \left( \langle r(x_r) \rangle - r(x_r) + \frac{a^2}{4} \left[ \langle \nabla^2 r(x_r) \rangle - \nabla^2 r(x_r) \right] \right) \right] + O(\tau a^3) + O(\tau^2),
\]

where the linear order in \(a\) vanishes because \(\int_0^{2\pi} d\theta e^{i\theta} = 0\), and we used \(\int_0^{2\pi} d\theta \cos^2(\theta) = \pi\) and \(\int_0^{2\pi} d\theta \cos(\theta) \sin(\theta) = 0\). Also note that \((\mathbf{H})_{11} + (\mathbf{H})_{22} = \nabla^2 r\).

As usual, taking the limit \(\tau \to 0\) we obtain the likelihood evolution equation in the Ito scheme,

\[
\frac{dp}{p} = \left[ D \nabla^2 p + \nabla \ln p \cdot \mathbf{v} + \langle r \rangle - r + \frac{a^2}{4} \left( \langle \nabla^2 r \rangle - \nabla^2 r \right) \right] dt
\]

\[
+ \left( \frac{r}{\langle r \rangle} - 1 \right) \|d\mathbf{m}\|^2 + a \frac{r}{\langle r \rangle} \left( \frac{\nabla r}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot d\mathbf{m}
\]

\[
+ \frac{1}{2} a^2 \frac{r}{\langle r \rangle} \left[ d\mathbf{m} \cdot \left( \frac{\mathbf{H}}{r} - \frac{\langle \mathbf{H} \rangle}{\langle r \rangle} \right) dm + 2 \left( d\mathbf{m} \cdot \frac{\nabla r}{\langle r \rangle} \right) \left( d\mathbf{m} \cdot \left( \frac{\nabla r}{\langle r \rangle} - \frac{\nabla r}{r} \right) \right) \right],
\]

where \(\|d\mathbf{m}\|^2 = d\mathbf{m} \cdot d\mathbf{m}\) denotes the squared modulus. In the limit of \(a \to 0\) this agrees with the dimensionless agent case (Eq. (17)) with \(d\mathbf{m}\) replaced by \(\|d\mathbf{m}\|^2\).

The term \(a^2 \left( \langle \nabla^2 r \rangle - \nabla^2 r \right)\) is an effect of the sensing field’s convexity, which is taken into account by the search agent. Indeed, in the absence of events, those target locations corresponding to high convexity of the sensing field have a negative correction in the likelihood evolution, because the convexity increases the rate of events proportionally to the squared radius \(a^2\).

E. Infotaxis: entropy variations for a finite-size agent

The decision step is unaffected for the "Max likelihood", "Max field variation", and "Min distance variation" strategies, unless the objectives are redefined as properties on the surface of the agent, but we are not exploring this. Here we are interested in how the decision changes when the effect of gradient sensing measurements, i.e. to consider where on the agent’s body the binding events happen, is taken into account. Intuitively, the agent would move towards regions of expected high sensing field gradient and convexity to exploit its gradient sensing capabilities.
a. First entropy variation  To study the effect of gradient sensing on the infotaxis strategy, let us first write the entropy variation, using Eq. (32),
\[
\frac{dS}{dt} = S[p + dp] - S[p] = \int dx \frac{\delta S[p]}{\delta p} dp \bigg|_{\delta m=0} + (S[p + dp|\delta m] - S[p]) \|d\mathbf{m}\|^2
\]
\[
= - \int dx (\ln p) dp \bigg|_{\delta m=0} + \left( S[p] \right) \|d\mathbf{m}\|^2
\]
\[
+ S \left[ \frac{r}{\langle r \rangle} \left( 1 + a \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot d\mathbf{m} + \frac{1}{2} a^2 \left[ d\mathbf{m} \cdot \left( \frac{\mathbf{H}}{r} - \frac{\langle \mathbf{H} \rangle}{\langle r \rangle} \right) d\mathbf{m} + 2 \left( d\mathbf{m} \cdot \frac{\langle \nabla r \rangle}{\langle r \rangle} \right) \left( d\mathbf{m} \cdot \left[ \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right] \right) \right] \right] - S[p] \|d\mathbf{m}\|^2
\]
\[
= \left[ -D \langle \nabla^2 \ln p \rangle + \langle (\ln p) (r - \langle r \rangle) \rangle + a^2 \frac{\alpha^2}{4} \langle (\ln p) \langle \nabla^2 r - \langle \nabla^2 r \rangle \rangle \rangle \right] dt
\]
\[
+ \left[ \ln (r) - \frac{\langle r \ln r \rangle}{\langle r \rangle} - \left( \frac{r}{\langle r \rangle} - 1 \right) \ln p \right] \|d\mathbf{m}\|^2 + a \left( \frac{r}{\langle r \rangle} \left( 1 + \ln \left( \frac{p r}{\langle r \rangle} \right) \right) \langle \nabla r \rangle - \langle \nabla r \rangle \right) \cdot d\mathbf{m}
\]
\[
- \frac{1}{2} a^2 \left( \frac{r}{\langle r \rangle} \left( 1 + \ln \left( \frac{p r}{\langle r \rangle} \right) \right) \right) \left[ d\mathbf{m} \cdot \left( \frac{\mathbf{H}}{r} - \frac{\langle \mathbf{H} \rangle}{\langle r \rangle} \right) d\mathbf{m} + 2 \left( d\mathbf{m} \cdot \frac{\langle \nabla r \rangle}{\langle r \rangle} \right) \left( d\mathbf{m} \cdot \left[ \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right] \right) \right]
\]
\[
- \frac{1}{2} a^2 \left( \frac{r}{\langle r \rangle} \right) \left[ \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot d\mathbf{m} \right] \|^2 \right). \tag{33}
\]

Let us evaluate the expectations of the terms dependent on the stochastic measurement increment \(d\mathbf{m}\) entering Eq. (33), with respect to the measurement probability \(p(\mathbf{d}m) = \langle p(\mathbf{d}m|x) \rangle\). The expected measurement increment is
\[
\langle d\mathbf{m} \rangle = \int dx p(x) \int_0^{2\pi} d\theta \int_0^{2\pi} d\theta \langle p(\mathbf{d}m = \mathbf{e}^{i\theta}|x) \rangle \mathbf{e}^{i\theta} = \int_0^{2\pi} d\theta \left\langle \langle p(\mathbf{d}m = \mathbf{e}^{i\theta}|x) \rangle \mathbf{e}^{i\theta} \right\rangle = -a \frac{dt}{2\pi} \left\langle \langle \nabla r \rangle \right\rangle \int_0^{2\pi} d\theta 2 \cos^2(\theta) + \mathcal{O}(dt a^2)
\]
\[
= -a \frac{dt}{2} \langle \nabla r \rangle + \mathcal{O}(dt a^2). \tag{34}
\]

The expected squared norm of the measurement increment is
\[
\langle \|d\mathbf{m}\|^2 \rangle = \int dx p(x) \int_0^{2\pi} d\theta \int_0^{2\pi} d\theta \langle p(\mathbf{d}m = \mathbf{e}^{i\theta}|x) \rangle = \int_0^{2\pi} d\theta \left\langle \langle p(\mathbf{d}m = \mathbf{e}^{i\theta}|x) \rangle \mathbf{e}^{i\theta} \right\rangle = \left\langle \langle \langle \nabla r \rangle \right\rangle \right\rangle dt + \mathcal{O}(dt a^3). \tag{35}
\]

Let us evaluate the squared dot product
\[
\left\langle \left\langle \frac{r}{\langle r \rangle} \left[ \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot d\mathbf{m} \right] \right\rangle \right\rangle = \left\langle \left\langle \frac{r}{\langle r \rangle} \left[ \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot d\mathbf{m} \right] \right\rangle \right\rangle_{p(x)} = \left\langle \left\langle \frac{r}{\langle r \rangle} \left[ \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot \mathbf{e}^{i\theta} \right] \right\rangle \right\rangle_{p(x)}
\]
\[
= \left\langle \left\langle \frac{r}{\langle r \rangle} \int_0^{2\pi} d\theta \left[ \left( \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right) \cdot \mathbf{e}^{i\theta} \right] \right\rangle \right\rangle dt + \mathcal{O}(a dt) = \frac{1}{2} \left\langle r \left\langle \left\langle \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right\rangle \right\rangle \right\rangle dt + \mathcal{O}(a dt), \tag{36}
\]
and similarly
\[
2 \left\langle \left\langle \frac{r}{\langle r \rangle} \left( 1 + \ln \left( \frac{p r}{\langle r \rangle} \right) \right) \right\rangle \left\langle d\mathbf{m} \cdot \frac{\langle \nabla r \rangle}{\langle r \rangle} \right\rangle \left\langle d\mathbf{m} \cdot \left[ \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right] \right\rangle \right\rangle = \left\langle r \left( \ln \left( \frac{p r}{\langle r \rangle} \right) \right) \left\langle \frac{\langle \nabla r \rangle}{\langle r \rangle} \cdot \left[ \frac{\langle \nabla r \rangle}{\langle r \rangle} - \frac{\nabla r}{r} \right] \right\rangle \right\rangle dt + \mathcal{O}(a dt). \tag{37}
\]
The last term to evaluate is
\[
\left\langle \frac{r}{r} \left( 1 + \ln \left( \frac{p}{r} \right) \right) \right\rangle \mathbf{m} \cdot \left( \mathbf{H} - \frac{\langle \mathbf{H} \rangle}{\langle r \rangle} \right) \mathbf{m} \right\rangle = \frac{1}{2} \left( \ln \left( \frac{p}{r} \right) \right) \left( \nabla^2 r - r \frac{\nabla^2 r}{\langle r \rangle} \right) dt + O(a dt). \tag{38}
\]

The expected entropy variation, up to second order in \(a\), is then
\[
\frac{dS}{dt} = -D \langle \nabla^2 \ln p \rangle + \left\langle \left( r + \frac{a^2}{4} \nabla^2 r \right) \ln \left( \frac{r}{r} \right) \right\rangle + \frac{a^2}{4} \left( \frac{\langle |\nabla r| \rangle^2}{r} - \frac{\langle |\nabla r| \rangle^2}{r} \right) + O(a^3), \tag{39}
\]
which is Eq. (2) of Part I. As already stated in Part I, the terms in equation (2) are interpreted as follows:

- **Order 0:**
  - Information erasure (diffusion): \(-D \langle \nabla^2 \ln p \rangle \geq 0\).
  - Concentration sensing: \(\left\langle r \ln \left( \frac{\langle r \rangle}{r} \right) \right\rangle \leq 0\).

- **Order \(a^2\):**
  - Gradient sensing: \(\frac{\langle |\nabla r| \rangle^2}{r} - \frac{\langle |\nabla r| \rangle^2}{r} \leq 0\).
  - Laplacian correction to concentration sensing: \(\langle \nabla^2 r \ln \left( \frac{\langle r \rangle}{r} \right) \rangle\).

We observe that the information gain from gradient sensing and the Laplacian correction are of same order in Bayesian chemotaxis. This derives from the fact that the agent knows exactly the binding rate field, so that concentration sensing dominates the Bayesian updating.

b. **Second entropy variation** Let us now evaluate the second entropy variation,
\[
d \langle dS \rangle = \langle dS \rangle [p + dp] - \langle dS \rangle [p]
\]
\[
= \left\langle \frac{\delta \langle dS \rangle [p]}{\delta p} \nabla \ln p \right\rangle \cdot \mathbf{v} (dt)^2 + \ldots \ldots \ldots
\]
\[
= \left\langle \left( -D \nabla^2 \ln p + \frac{\nabla^2 p}{p} - r \left( \ln r - \ln (r - 1) \right) \right) \nabla \ln p \right\rangle \cdot \mathbf{v} (dt)^2
\]
\[
+ \frac{a^2}{4} \left\langle \left( \nabla^2 r \ln \langle r \rangle - \ln r \right) + \frac{\langle \nabla^2 r \rangle}{r} - \frac{\langle |\nabla r| \rangle^2}{r} - \frac{\langle |\nabla r| \rangle^2}{r} r + 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla \ln p \right\rangle \cdot \mathbf{v} (dt)^2 + \ldots \ldots \ldots
\]
\[
= \left\langle \left( \ln r - \ln (r) \right) \nabla r \right\rangle \cdot \mathbf{v} (dt)^2
\]
\[
- \frac{a^2}{4} \left[ - \left\langle \langle \nabla \nabla^2 r \rangle \ln r \right\rangle + \langle \nabla \nabla^2 r \rangle \ln \langle r \rangle - \left\langle \frac{\langle \nabla^2 r \rangle}{r} \right\rangle \nabla \langle r \rangle + 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla \nabla r - 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla r \right\rangle
\]
\[
- \frac{\langle \langle |\nabla r| \rangle^2 \rangle}{\langle r \rangle^2} + \langle \langle |\nabla r| \rangle^2 \rangle \right\rangle \cdot \mathbf{v} (dt)^2 + \ldots \ldots \ldots, \tag{40}
\]
where other terms \ldots\ldots independent of \(v\) were not considered.

The infoaxis strategy consists in choosing the direction angle which minimizes the expected second entropy variation, which is solved explicitly from Eq. [40],
\[
\mathbf{v} = \arg \min_{\mathbf{v} \mid \mathbf{v}} \langle d \langle dS \rangle \rangle = v \frac{\mathbf{q}}{||\mathbf{q}||}, \tag{41}
\]
with
\[
\mathbf{q} = \langle \langle \nabla r \rangle \langle \ln (r) - \ln r \rangle \rangle + \frac{a^2}{4} \left[ - \langle \langle \nabla \nabla^2 r \rangle \ln r \rangle + \langle \nabla \nabla^2 r \rangle \ln \langle r \rangle - \left\langle \frac{\langle \nabla^2 r \rangle}{r} \right\rangle \nabla \langle r \rangle + 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla \nabla r - 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla r \right\rangle
\]
\[
+ 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla \nabla r - 2 \frac{\langle \nabla r \rangle}{r} \cdot \nabla \nabla r \right\rangle - \left\langle \langle |\nabla r| \rangle^2 \right\rangle \frac{\langle \nabla r \rangle}{r} \right\rangle + \left\langle \langle |\nabla r| \rangle^2 \right\rangle \frac{\langle \nabla r \rangle}{r} \right\rangle \right\rangle. \tag{42}
\]
FIG. 4. Infotaxis outperforms other strategies in a steady-state dynamics with parameters $a = 0.01$, $\lambda = 2$, $v = 0.01$, $D = 2.5 \cdot 10^{-8}$, $R_{\text{min}} = 0.03$, $R_{\text{max}} = 0.87$.

F. Triangulation

We can get some intuition about the likelihood shapes arising in the dynamics by considering a toy example of triangulation, see Fig. 5, where circle and bimodal likelihood shapes appear. The chemotaxis dynamics for $a = 0$ can be thought of as a generalization of this toy example, where the finite velocity and finite measurement precision give rise to more complex likelihood shapes. Having $a > 0$ further polarizes measurements by gradient sensing.
The particular configurations were selected from a long steady-state realization with parameters $a = 0.01$, $\lambda = 2$, $v = 0.01$, $D = 2.5 \cdot 10^{-4}$, $R_{\min} = 0.03$, $R_{\max} = 0.87$.

[1] William Bialek. *Biophysics: searching for principles*. Princeton University Press, 2012.
[2] Uri Alon, Michael G Surette, Naama Barkai, and Stanislav Leibler. Robustness in bacterial chemotaxis. *Nature*, 397(6715):168–171, 1999.
[3] Benjamin M Friedrich and Frank Jülicher. Chemotaxis of sperm cells. *Proceedings of the National Academy of Sciences*, 104(33):13256–13261, 2007.
[4] Masatoshi Fujisaki, Gopinath Kallianpur, and Hiroshi Kunita. Stochastic differential equations for the non linear filtering problem. *Osaka Journal of Mathematics*, 9(1):19–40, 1972.
[5] L Chris G Rogers and David Williams. *Diffusions, Markov processes and martingales: Volume 2, Itô calculus*, volume 2. Cambridge university press, 2000.
[6] Giovanni Petris, Sonia Petrone, and Patrizia Campagnoli. Dynamic linear models. In *Dynamic Linear Models with R*, pages 31–84. Springer, 2009.
[7] Kabir Husain, Weerapat Pittayakanchit, Gopal Pattanayak, Michael J Rust, and Arvind Murugan. Kalman-like self-tuned sensitivity in biophysical sensing. *Cell systems*, 9(5):459–465, 2019.
[8] Thierry Mora and Ilya Nemenman. Physical limit to concentration sensing in a changing environment. *Physical review letters*, 123(19):198101, 2019.
[9] Maja Novak and Benjamin M Friedrich. Bayesian gradient sensing in the presence of rotational diffusion. *New Journal of Physics*, 23(4):043026, 2021.
[10] Giulia Malaguti and Pieter Rein Ten Wolde. Theory for the optimal detection of time-varying signals in cellular sensing systems. *Elife*, 10:e62574, 2021.
[11] Peter N Devreotes and Sally H Zigmond. Chemotaxis in eukaryotic cells: a focus on leukocytes and dictyostelium. *Annual review of cell biology*, 4(1):649–686, 1988.
[12] Jeffrey E Segall, Steven M Block, and Howard C Berg. Temporal comparisons in bacterial chemotaxis. *Proceedings of the National Academy of Sciences*, 83(23):8987–8991, 1986.
[13] Massimo Vergassola, Emmanuel Villermaux, and Boris I Shraiman. ‘infotaxis’ as a strategy for searching without gradients. *Nature*, 445(7126):406–409, 2007.
[14] JB Masson, M Bailly Bechet, and Massimo Vergassola. Chasing information to search in random environments. *Journal of Physics A: Mathematical and Theoretical*, 42(43):434009, 2009.
[15] Carlo Barbieri, Simona Cocco, and Rémi Monasson. On the trajectories and performance of infotaxis, an information-based greedy search algorithm. *EPL (Europhysics Letters)*, 94(2):20005, 2011.
[16] Bo Hu, Wen Chen, Wouter-Jan Rappel, and Herbert Levine. Physical limits on cellular sensing of spatial gradients. *Physical review letters*, 105(4):048104, 2010.
[17] S. I. Amari. *Information geometry and its applications*, volume 194. Springer, 2016.
[18] Sosuke Ito and Takahiro Sagawa. Maxwell’s demon in biochemical signal transduction with feedback loop. *Nature communications*, 6(1):1–6, 2015.
[19] Ulrich Dobramysl and David Holcman. Triangulation sensing to determine the gradient source from diffusing particles to small cell receptors. *Physical Review Letters*, 125(14):148102, 2020.
[20] Xin-xing Chen and Jian Huang. Odor source localization.
algorithms on mobile robots: A review and future outlook. *Robotics and Autonomous Systems*, 112:123–136, 2019.

[21] Takahiro Sagawa and Masahito Ueda. Nonequilibrium thermodynamics of feedback control. *Physical Review E*, 85(2):021104, 2012.

[22] S Condamin, O Bénichou, V Tejedor, R Voituriez, and Joseph Klafter. First-passage times in complex scale-invariant media. *Nature*, 450(7166):77–80, 2007.

[23] Amir Dembo, Thomas M Cover, and Joy A Thomas. Information theoretic inequalities. *IEEE Transactions on Information theory*, 37(6):1501–1518, 1991.