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Abstract—We address the problem of sequentially selecting and observing processes from a given set to find the anomalies among them. The decision maker observes one process at a time and obtains a noisy binary indicator of whether or not the corresponding process is anomalous. In this setting, we develop an anomaly detection algorithm that chooses the process to be observed at a given time instant, decides when to stop taking observations, and makes a decision regarding the anomalous processes. The objective of the detection algorithm is to arrive at a decision with an accuracy exceeding a desired value while minimizing the delay in decision making. Our algorithm relies on a Markov decision process defined using the marginal probability of each process being normal or anomalous, conditioned on the observations. We implement the detection algorithm using the deep actor-critic reinforcement learning framework. Unlike prior work on this topic that has exponential complexity in the number of processes, our algorithm has computational and memory requirements that are both polynomial in the number of processes. We demonstrate the efficacy of our algorithm using numerical experiments by comparing it with the state-of-the-art methods.
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I. INTRODUCTION

We consider the problem of observing a given set of processes to detect the anomalies among them via controlled sensing. Here, the decision maker does not observe all the processes at each time instant, but sequentially selects and observes one process at a time. The sequential control of the observation process is referred to as controlled sensing. The challenge here is to devise a selection policy to sequentially choose the processes to be observed so that the decision is accurate and fast. This problem arises, for instance, in sensor networks used for remote health monitoring, structural health monitoring, etc [1], [2]. Such systems are equipped with different types of sensors to monitor different functionalities (or processes) of the system. The sensors send their measurements to a common decision maker that identifies any potential system malfunction. These sensor measurements can be noisy due to faulty hardware or unreliable communication links. Therefore, to ensure the accuracy of the decision, we employ a sequential process selection strategy that observes the set of processes one at a time over multiple time instants before the final decision is made. Further, the different processes can be dependent on each other, and therefore, observing one process also gives information about other dependent processes. Our goal is to derive a selection policy that accurately identifies the anomalous processes with minimum delay by exploiting the underlying statistical dependence among the processes.

A popular approach for solving the anomaly detection problem is to use the active hypothesis testing framework [3], [4]. Here, the decision maker defines a hypothesis corresponding to each of the possible states of the processes and computes the posterior probabilities over the hypothesis set using the observations. The decision maker continues to collect observations until the probability corresponding to one of the hypotheses exceeds the desired confidence level. This framework of active hypothesis testing was introduced by Chernoff in [5], and it was followed by several other studies in the literature [6]–[9]. Recently, some researchers have combined the active hypothesis testing framework with deep learning algorithms to design data-driven anomaly detection algorithms [3], [4], [10], [11]. These algorithms learn from a training dataset and come with an added advantage of adaptability to the underlying statistical dependence among the processes. The state-of-the-art algorithms in this direction employ reinforcement learning (RL) algorithms such as Q-learning [10] and actor-critic [3], [4], and the active inference framework [11]. However, the major drawback of this solution strategy is the heavy computational burden that arises due to the large number of hypotheses. Since each process can either be normal or anomalous, the number of hypotheses increases exponentially with the number of processes. Therefore, in this paper, we attempt to devise a learning-based controlled sensing framework for anomaly detection with polynomial complexity in the number of processes.

The specific contributions of the paper are as follows: we first reformulate the problem of anomaly detection in terms of the marginal (not joint) probability of each process being normal or anomalous, conditioned on the observations. Consequently, the number of posterior probabilities computed by the algorithm at every time instant is linear in the number of processes. Based on these marginal posterior probabilities, we define the notion of a confidence level that is proportional to the decision accuracy, and a reward function that monotonically increases with the decision accuracy and decreases with the duration of the observation acquisition phase. These
definitions allow us to reformulate the anomaly detection problem as a long-term average reward maximization of a Markov decision process (MDP). This problem is solved using a policy gradient RL algorithm called the actor-critic method, and the algorithm is implemented using deep neural networks. Using numerical results, we show that our algorithm is able to learn and adapt to the statistical dependence among the processes. Further, the polynomial complexity of the algorithms makes it scalable, and hence, practically more useful.

II. ANOMALY DETECTION PROBLEM

We consider a set of $N$ processes where the state of each process is a binary random variable. The process state vector is denoted by $s \in \{0, 1\}^N$ whose $i^{th}$ entry being 0 and 1 indicates that the $i^{th}$ process is in the normal state and the anomalous state, respectively. We aim to detect the anomalous processes, which is equivalent to estimating the random binary vector $s$.

We estimate the process state vector $s$ by selecting and observing one process at every time instant, and obtaining a state estimate of the corresponding process which has a finite accuracy. The stopping time refers to the time instant at which the observation acquisition phase ends. We next present our estimation algorithm and policy design.

III. ESTIMATION ALGORITHM

In this section, we derive an algorithm to estimate the process state vector from the observations. We note that the observations depend on the selection policy, and the policy design, in turn, depends on the estimation algorithm. Therefore, we first present the estimation algorithm and then derive a selection policy based on the estimation objectives in the next section.

To estimate the process state vector, we first compute the belief vector $\mathbf{\sigma}(k) \in [0, 1]^N$ at time $k$ whose $i^{th}$ entry $\sigma_i(k)$ is the posterior probability that the $i^{th}$ process is normal ($s_i = 0$). Therefore, the probability that the $i^{th}$ process is anomalous ($s_i = 1$) is $1 - \sigma_i(k)$. As each observation arrives, we recursively update the belief vector as follows.

$$\sigma_i(k) = \mathbb{P} \left[ s_i = 0 \mid \left\{ y_{a(l)}(l) \right\}_{l=1}^k \right] = \frac{\mathbb{P} \left[ \left\{ y_{a(l)}(l) \right\}_{l=1}^k, s_i = 0 \right]}{\mathbb{P} \left[ \left\{ y_{a(l)}(l) \right\}_{l=1}^k \right]} \mathbb{P} \left[ s_i = 0 \right].$$

(3)

Here, we approximate the joint probability distribution by assuming that the observation $y_{a(k)}(k)$ is independent of all other observations, conditioned on the value of $s_{a(k)}$. Therefore, the approximation is exact when $s_{a(k)}$ is a deterministic function of $s_i$. Some examples of such cases are $\mathbb{P} \left[ s_{a(k)} = s_i \right] = 1$, and $\mathbb{P} \left[ s_{a(k)} = 1 - s_i \right] = 1$.

Substituting (4) into (3), we obtain

$$\sigma_i(k) = \frac{\sigma_i(k-1)\mathbb{P} \left[ y_{a(k)}(k) \mid s_i = 0 \right]}{\Sigma_i(k)},$$

(5)

Here, following the approximation in (4), the normalization constant is

$$\Sigma_i(k) = \sigma_i(k-1)\mathbb{P} \left[ y_{a(k)}(k) \mid s_i = 0 \right] + (1 - \sigma_i(k-1))\mathbb{P} \left[ y_{a(k)}(k) \mid s_i = 1 \right].$$

(6)

Further, the conditional probability $\mathbb{P} \left[ y_{a(k)}(k) \mid s_i = s \right]$, for $s = 0$ is given by

$$\mathbb{P} \left[ y_{a(k)}(k) \mid s_i = s \right] = \sum_{s' = 0,1} \mathbb{P} \left[ y_{a(k)}(k) \mid s_{a(k)} = s' \right] \mathbb{P} \left[ s_{a(k)} = s' \mid s_i = s \right]$$

$$= \sum_{s' = 0,1} \left[ p \left| s' - y_{a(k)}(k) \right| (1 - p)^{1-s' - y_{a(k)}(k)} \right] \times \mathbb{P} \left[ s_{a(k)} = s' \mid s_i = s \right].$$

(7)
which follows from (1). Here, the term \( P[s_j = s'|s_i = s] \) can be easily estimated from the training data\(^1\) for every pair \((i, j)\). Hence, (5), (6), and (7) give the recursive update of \( \sigma(k) \).

We note that when \( s_{a(k)} \) and \( s_i \) are independent processes,

\[
P \left[ y_{a(k)}(k) \mid s_i = s \right] = P \left[ y_{a(k)}(k) \right] \quad s = 0, 1.
\]

Consequently, (5) reduces to

\[
\sigma_i(k) = \sigma_i(k-1).
\]

This update is intuitive since an observation from process \( s_i \) does not change the probabilities associated with an independent process \( s_j \). In other words, the recursive relation is exact when \( s_i \) and \( s_{a(k)} \) are either independent or \( s_{a(k)} \) can be exactly determined from \( s_i \). We discuss this point in detail in Sec. VI.

Once \( \sigma(k) \) is obtained, the computation of the process state vector estimate denoted by \( \hat{s}(k) \) is straightforward:

\[
\hat{s}_i = \begin{cases} 
0 & \text{if } \sigma_i(k) \geq 1 - \sigma_i(k) \\
1 & \text{if } \sigma_i(k) < 1 - \sigma_i(k).
\end{cases}
\]

Hence, the derivation of the estimation algorithm is complete. We next discuss the design of the selection policy.

### IV. Selection Policy

The design of the selection policy is a sequential decision making problem, and therefore, this problem can be formulated using the mathematical framework of an MDP. This formulation allows us to obtain the selection policy via reward maximization of the MDP using RL algorithms. In the following subsections, we define the MDP framework and describe the RL algorithm using the deep actor-critic method.

#### A. Markov Decision Process

An MDP has four components: state space, action space, state transition probabilities, reward function. In our case, these components are defined as follows:

- **MDP state**: Our estimation algorithm is based on the belief vector \( \sigma(k) \) that changes with time after each observation arrives. Therefore, we define \( \sigma(k) \in [0, 1]^N \) as the state of the MDP at time \( k \). We note that the MDP state vector \( \sigma(k) \) is different from the process state vector \( s \).

- **Action**: The state of MDP depends on the observation which in turn depends on the process selected by the policy. Thus, the action taken by the decision maker at time instant \( k \) is the selected process \( a(k) \in \{1, 2, \ldots, N\} \).

- **MDP State Transition**: For our problem, the MDP state \( \sigma(k) \) at time \( k \) is a deterministic function of the previous MDP state \( \sigma(k-1) \), the action \( a(k) \), and the observation \( y_{a(k)}(k) \).

- **Reward Function**: We seek a policy that maximizes the decision accuracy and minimizes the stopping time \( K \). Here, we capture the decision accuracy using the uncertainty associated with each process conditioned on the observations. The uncertainty associated with the \( i \)th process can be quantified using the entropy of its posterior distribution

\[
[\sigma_i(k) \quad 1 - \sigma_i(k)].
\]

Therefore, the instantaneous reward of the MDP is

\[
r(k) = \sum_{i=1}^{N} H(\sigma_i(k-1)) - H(\sigma_i(k)),
\]

where \( H(x) = -x \log x - (1-x) \log(1-x) \) is the entropy. Then, the long term reward can be defined as the expected discounted reward of the MDP:

\[
R(k) = \sum_{l=k}^{N} \gamma^{l-k} r(l),
\]

where \( \gamma \in (0, 1) \) is the discount factor. The discounted reward formulation implies that a reward received \( l \) time steps in the future is worth only \( \gamma^l \) times what it would be worth if it were received immediately. Thus, this formulation minimizes the stopping time.

Having defined the MDP, we next describe the actor-critic RL algorithm that solves the long-term average reward maximization problem.

#### B. Deep Actor-Critic Algorithm

The deep actor-critic algorithm is a deep learning-based RL technique that provides a sequential decision making policy that maximizes the long-term expected discounted reward \( R(k) \) of a given MDP.

The actor-critic framework maximizes the discounted reward using two neural networks: actor and critic networks. The actor learns a stochastic policy that maps the state of the MDP to a probability vector on the set of actions. The critic learns a function that evaluates the policy followed by the actor and gives feedback to the actor. Therefore, the two neural networks interact and adapt to each other.

The components of the actor-critic algorithm are as follows:

- **Actor Network**: The actor takes the state of the MDP \( \sigma(k-1) \in [0, 1]^N \) as its input. Its output is the probability vector \( \mu(\sigma(k-1) ; \alpha) \in [0, 1]^N \) over the set of processes where \( \alpha \) denotes the set of parameters of the actor neural network. The decision maker selects a process \( a(k) \sim \mu(\sigma(k-1) ; \alpha) \), i.e., the \( i \)th process is selected at time \( k \) with probability equal to the \( i \)th entry \( \mu_i(\sigma(k-1) ; \alpha) \) of the actor output.

- **Reward Computation**: Once the process \( a(k) \) is selected, the decision maker receives the corresponding observation \( y_{a(k)}(k) \), and the MDP state \( \sigma(k-1) \) is updated to \( \sigma(k) \) as given by (5). The decision maker also calculates the instantaneous reward \( r(k) \) using (10), and the reward value is fed to the critic along with the current and previous states of the MDP.

- **Critic Network**: The input to the critic at time \( k \) is given by

\[
\theta(k) = (\sigma(k), \sigma(k-1), r(k)) \in [0, 1]^N \times [0, 1]^N \times \mathbb{R}.
\]

The output of the critic is a scalar critique \( \delta(\theta(k) ; \beta) \) where \( \beta \) denotes the set of parameters of the critic neural network. This critique is computed based on the value function \( V(\sigma(k)) \) of the current MDP state as defined below:

\[
V^\mu(\sigma(k)) = \mathbb{E}_{\sigma(k) \sim \mu} \left[ R(k) \right] \quad (\sigma(k) = \sigma).
\]

We note that \( V^\mu(\sigma(k)) \) is the expected average future reward when the MDP starts at state \( \sigma(k) \) and follows the policy \( \mu(\cdot ; \theta) \)
thereafter. In other words, $V^\mu(\sigma)$ indicates the long term desirability of the MDP being in state $\sigma$. The scalar critique takes the form of a temporal difference (TD) error $\delta(\theta(k); \beta)$

$$
\delta(\theta(k); \beta) = r(k) + \gamma \hat{V}(\sigma(k)) - \hat{V}(\sigma(k-1)),
$$

where $\hat{V}$ is the value function estimate learned by the critic. A positive TD error indicates that the probability of choosing the current action should be increased for the future, and a negative TD error suggests that the probability of choosing $a(k)$ should be decreased.

**Learning Actor Parameters:** The goal of the actor is to choose a policy such that the value function is maximized which in turn maximizes the expected average future reward. Therefore, the actor updates its parameter set $\alpha$ using the gradient descent step by moving in the direction in which the value function is maximized. The update equation for the actor parameters is given by

$$
\alpha = \alpha^- + \delta(\theta(k); \beta) \nabla_\alpha [\log \mu_a(k)(\sigma(k-1); \alpha)],
$$

where $\alpha^-$ is the estimate of the network obtained in the previous time instant [12, Chapter 13].

**Learning Critic Parameters:** The critic chooses its parameters such that it learns the estimate $\hat{V}(\cdot)$ of the state value function $V(\cdot)$ accurately. Therefore, the critic updates its parameter set $\beta$ by minimizing the square of the TD error $\delta^2(\theta(k); \beta)$.

**Termination criterion:** The actor-critic algorithm continues to collect observations until the confidence level on the decision exceeds the desired level $\pi_{\text{upper}}$. We define the confidence level on $\hat{s}_i$ as $\max\{\sigma_i(k), 1 - \sigma_i(k)\}$. Therefore, the stopping criterion is as follows:

$$
\min_{i=1,2,\ldots,N} \max_{\sigma_i(k)} \{\sigma_i(k), 1 - \sigma_i(k)\} > \pi_{\text{upper}}. \tag{13}
$$

The above components completely describe the actor-critic algorithm, and we next summarize the overall algorithm and discuss its complexity.

**V. OVERALL ALGORITHM**

Combing the estimation algorithm in Sec. III and the deep actor-critic method in Sec. IV, we obtain our anomaly detection algorithm. The decision maker collects observations using the selection policy obtained using the actor-critic algorithm until the stopping criterion given in (13) is satisfied. After the actor-critic algorithm terminates, the decision maker computes $\hat{s}$ using (9). We present the pseudo-code of the overall procedure in Algorithm 1.

The computational complexity of our algorithm is determined by the size of the neural networks, the update of the posterior belief vector given by (5)- (7), and the reward computation given by (10). Since all of them have linear complexity in the number of processes $N$, the overall computational complexity of our algorithm is polynomial in $N$. Also, the sizes of all the variables involved in the algorithm are linear in $N$ except for the pairwise conditional probability $\mathbb{P}[s_i|s_j]$

**Algorithm 1** Actor-critic RL for anomaly detection

**Parameters:** Discount rate $\gamma \in (0, 1)$, Upper threshold on confidence $\pi_{\text{upper}} \in (0.5, 1)$

**Initialization:** $\alpha, \beta$ with random weights, $\sigma(0)$ with the prior on each process (can be learned from the training data)

1: for Episode index $i = 1, 2, \ldots$ do
2: Time index $k = 1$
3: repeat
4: Choose a process $a(k) \sim \mu(\sigma(k-1), \alpha)$
5: Receive observation $y_{a(k)}(k)$
6: Compute $\sigma(k)$ using (5) - (7)
7: Compute instantaneous reward $r(k)$ using (10)
8: Update the actor neural network using (12)
9: Update the critic neural network by minimizing the temporal error $\delta$ in (11) with respect to $\beta$
10: Increase time index $k = k + 1$
11: until (13) is satisfied
12: Declare the estimate $\hat{s}$ using (9)
13: end for

for $i, j = 1, 2, \ldots, N$. Therefore, the memory requirement of the algorithm is $O(N^2)$. Hence, our algorithm possesses polynomial complexity, unlike the anomaly detection algorithms in [4], [11] that have exponential complexity in $N$. Consequently, our algorithm is more applicable in practical settings.

It is straightforward to extend our algorithm to the case in which the decision maker chooses $n$ processes at a time. In that case, the output layer of the actor has $\binom{N}{n}$ neurons, and we need to update $\sigma(k) \in [0, 1]^N$ using the conditional probabilities of the form $\mathbb{P}[s_{i_1}, s_{i_2}, \ldots, s_{i_n}|s_j]$, for $1 < i_1 < i_2 < i_3 < \ldots < N$ and $j = 1, 2, \ldots, N$. Therefore, the overall computational complexity of the resulting algorithm is polynomial in $N$ and the memory requirement is $O(N^{n+1})$.

VI. SIMULATION RESULTS

In this section, we empirically study the detection performance of our algorithm. We use two metrics for the performance evaluation: accuracy (the fraction of times the algorithm correctly identifies all the anomalous processes) and stopping time.

**A. Simulation Setup**

Our simulation setup is as described below:

**Processes and Their Statistical Dependence:** We consider five processes $N = 5$ and assume that the probability of each process being normal is $q = 0.8$. Here, the first and second processes ($s_1$ and $s_2$) are statistically dependent, and the third and fourth processes ($s_3$ and $s_4$) are also statistically dependent. These pairs of processes are independent of each other and independent of the fifth process ($s_5$). The dependence is captured using the correlation coefficient $\rho \in [0, 1]$ that is common to both process pairs:

$$
\mathbb{P}[s_1 = s_2 = 0] = \mathbb{P}[s_3 = s_4 = 0] = q^2 + \rho q(1 - q)
$$

$$
\mathbb{P}[s_1 \neq s_2] = \mathbb{P}[s_3 \neq s_4] = (1 - \rho)q(1 - q)
$$

$$
\mathbb{P}[s_1 = s_3] = \mathbb{P}[s_2 = s_4] = \rho q
$$

$$
\mathbb{P}[s_1 = s_4] = \mathbb{P}[s_2 = s_3] = \rho q(1 - q)
$$

$$
\mathbb{P}[s_1 = s_5] = \mathbb{P}[s_2 = s_5] = \mathbb{P}[s_3 = s_5] = \mathbb{P}[s_4 = s_5] = 0
$$

$$
\mathbb{P}[s_1 \neq s_5] = \mathbb{P}[s_2 \neq s_5] = \mathbb{P}[s_3 \neq s_5] = \mathbb{P}[s_4 \neq s_5] = \rho q(1 - q)
$$

$$
\mathbb{P}[s_1 = s_2, s_3 = s_4] = \rho^2 q^2
$$

$$
\mathbb{P}[s_1 = s_2, s_3 \neq s_4] = \mathbb{P}[s_1 \neq s_2, s_3 = s_4] = \rho q(1 - \rho)q(1 - q)
$$

$$
\mathbb{P}[s_1 = s_2, s_3 \neq s_4, s_5] = \rho q(1 - \rho)q(1 - q)
$$

$$
\mathbb{P}[s_1 \neq s_2, s_3 = s_4, s_5] = \rho q(1 - \rho)q(1 - q)
$$

$$
\mathbb{P}[s_1 \neq s_2, s_3 \neq s_4, s_5] = \rho^2 q^2
$$

The above dependencies are consistent with the correlation matrix.

**V. Simulation Results**

In this section, we empirically study the detection performance of our algorithm. We use two metrics for the performance evaluation: accuracy (the fraction of times the algorithm correctly identifies all the anomalous processes) and stopping time.
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We also compare the performance of our algorithm with two other deep actor-critic-based algorithms: We compare the performance of our algorithm with the state-of-the-art method for anomaly detection problem presented in [4]. The algorithm is based on the joint posterior probabilities of all the entries of $s \in [0, 1]^N$. Since $s$ can take $2^N$ possible values, the complexity of this algorithm is $2^N$. However, the joint probabilities help the algorithm to learn all possible statistical dependencies among the process.

Also, we assume that the flipping probability $p = 0.2$.

Implementation of Our Algorithm: We implement the actor and critic neural networks with three layers and the ReLU activation function between consecutive layers. The output layer of the actor layer is normalized to ensure that $\mu$ is a probability vector over the set of processes. The parameters of the neural networks are updated using the Adam Optimizer, and we set the learning rates of the actor and the critic as $10^{-4}$ and $5 \times 10^{-3}$, respectively. Also, we set the discount factor $\gamma = 0.9$.

Competing Algorithms: We compare the performance of our algorithm with two other deep actor-critic-based algorithms:

1) Joint probability mass function (pmf)-based algorithm: This algorithm refers to the state-of-the-art method for anomaly detection problem presented in [4]. The algorithm is based on the joint posterior probabilities of all the entries of $s \in [0, 1]^N$. Since $s$ can take $2^N$ possible values, the complexity of this algorithm is $2^N$. However, the joint probabilities help the algorithm to learn all possible statistical dependencies among the process.

2) Naive marginal pmf-based algorithm: We also compare our algorithm with a naive method that also relies on the marginal probabilities $\sigma \in [0, 1]^N$. This algorithm is identical to our algorithm except that at every time instant, this method only updates the entry of $\sigma_a(k)$ of $\sigma(k)$ corresponding to the selected process $a(k)$. In other words, this method ignores the possible statistical dependence of the observation $y_{a(k)}(k)$ on the processes other than $a(k)$. Hence, the computational complexity of this algorithm is also $O(N)$. We note that unlike our algorithm, this algorithm does not use any approximation, and therefore, its updates are always exact.

Our algorithm is a compromise between the above two algorithms and relies on marginal probabilities $\sigma$ while accounting for the possible statistical dependence among the processes.

B. Discussion of Results

Our results are summarized in Figs. 1 and 2 and the key inferences from them are as follows:

- The accuracy and the stopping time of all the algorithms increase with $\pi_{upper}$. This trend is expected due to the fact that as $\pi_{upper}$ increases, the decision maker requires more observations to satisfy the higher desired confidence level.
- The accuracy of our algorithm is comparable to the other two algorithms when $\rho = 0$ and $\rho = 1$. The accuracy degrades as $\rho$ is close to 0.5. This behavior is because our algorithm uses approximate marginal probabilities to compute the confidence level whereas the other two algorithms use exact
• The stopping times of the three algorithms are similar when $\rho = 0$ and $\rho = 1$. As $\rho$ approaches 0.5, the approximation error increases, and the accuracy decreases.

• The stopping times of the three algorithms are similar when $\rho = 0$. This is because when $\rho = 0$, all the processes are independent. Therefore, the updates of our algorithm are exact. The naive marginal pmf-based algorithm also offers good performance as there is no underlying statistical structure among the processes.

• The stopping times of our algorithm and the joint pmf-based algorithm improve with $\rho$. As $\rho$ increases, the processes become more correlated, and therefore, an observation corresponding to one process has more information about the other correlated processes. However, the naive marginal pmf-based algorithm ignores this correlation and handles the observations corresponding to the different processes independently. Therefore, the stopping time is insensitive to $\rho$. Consequently, the difference between the stopping times of the naive marginal pmf-based algorithm and the other two algorithms increases as $\rho$ increases.

Further, from our experiments, we notice that the average runtime per process selection decision for the joint pmf-based algorithm, our algorithm, and the naive marginal pmf-based algorithm are 3.2 ms, 2.88 ms, 2.89 ms, respectively. This observation is in agreement with our complexity analysis in Sec. V which implies that the joint pmf-based algorithm is computationally heavier compared to the other two algorithms. We also recall that the difference between the runtimes of the joint pmf-based algorithm and our algorithm grows with $N$.

Thus, we conclude that our algorithm combines the best of two worlds by benefiting from the statistical dependence among the processes (similar to the joint pmf-based algorithm) and offering low-complexity (similar to the naive marginal pmf-based algorithm).

VII. Conclusion

We presented a low-complexity algorithm to detect the anomalous processes among a set of binary processes by observing a single process at a time. The sequential process selection problem was formulated using a Markov decision process whose reward is defined using the entropy of the marginal probabilities of the processes. The optimal process selection policy was obtained via the deep actor-critic algorithm that maximizes the long-term average reward of the MDP. Using numerical results, we established that our algorithm learns and adapts to the underlying statistical dependence among the processes while operating with low complexity. This algorithm relies on approximate marginal probabilities which can lead to performance deterioration when the approximation error is large. A theoretical analysis that quantifies the approximation error is an interesting direction for future work.
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