Numerical solution of degenerate stochastic Kawarada equations via a semi-discretized approach
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Abstract
The numerical solution of a highly nonlinear two-dimensional degenerate stochastic Kawarada equation is investigated. A semi-discretized approximation in space is comprised on arbitrary nonuniform grids. Exponential splitting strategies are then applied to advance solutions of the semi-discretized scheme over adaptive grids in time. It is shown that key quenching solution features including the positivity and monotonicity are well preserved under modest restrictions. The numerical stability of the underlying splitting method is also maintained without any additional restriction. Computational experiments are provided to not only illustrate our results, but also provide further insights into the global nonlinear convergence of the numerical solution.
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1. Introduction
Kawarada partial differential equations arise in the modeling of highly sophisticated, yet important, natural phenomena where singularities may develop as the solution evolves in time. Such singularities often result from the energy of a system concentrating and approaching its activation criterion [1, 2].

Consider a typical solid-fuel ignition process. If the combustion chamber with fuel and air are appropriately mixed, the temperature in the chamber may increase monotonically until a certain critical value is reached. However, rates of such temperature changes can occur in a nonlinear manner throughout the media. This nonuniform distribution of heat may result in high temperatures being extremely localized within the combustion chamber and lead to an ignition once the peak temperature reaches a certain threshold [1]. This phenomenon is carefully characterized by a Kawarada model in which temporal derivatives of the solution may grow at an
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explosive rate, while the solution itself remains bounded [3, 4, 5, 6]. This strong nonlinear singularity, which is referred to as a quenching singularity, has been the backbone of the modeling equations. Applications of Kawarada equations can be found in fuel combustion simulations, enhanced thermionic emission optimization processes, electric current transients in polarized ionic chambers, and enzyme kinematics.

Let $\mathcal{D} = (-a, a) \times (-b, b) \subset \mathbb{R}^2$ be an idealized combustion chamber, $\partial \mathcal{D} = \bar{\mathcal{D}} \setminus \mathcal{D}$ be its boundary, and $\Omega = \mathcal{D} \times (t_0, T_q)$, $S = \partial \mathcal{D} \times (t_0, T_q)$, where $a, b > 0$, $0 \leq t_0 < T_q < \infty$ with $T_q$ being the terminal time. Further, let $c > 0$ be the ignition temperature. If $u(x, y, t)$ denotes the temperature distribution within the chamber, we have the following 2D model generalized from the original Kawarada configuration [4]:

\[ \mathcal{L} u = f(\varepsilon, u), \quad (x, y, t) \in \Omega, \quad (1.1) \]
\[ u(x, y, t) = 0, \quad (x, y, t) \in S, \quad (1.2) \]
\[ u(x, y, t_0) = u_0(x, y) \ll c, \quad (x, y) \in \mathcal{D}, \quad (1.3) \]

where \( \mathcal{L} := \sigma(x, y) \partial_t - \Delta \), and $\sigma$ is the standard 2D Laplacian. The degeneracy function $\sigma(x, y) \geq 0$ for $x \in \mathcal{D}$ with equality occurring only for $(x, y) \in \partial \mathcal{D}_0 \subseteq \partial \mathcal{D}$. The nonlinear reaction term, $f(\varepsilon, u)$ with a bounded stochastic influence $\varepsilon(x, y)$, satisfies the following properties

\[ f(\varepsilon, 0) = f_0(\varepsilon) > 0, \quad f_0(\varepsilon, u) > 0, \quad \lim_{u \to \infty} f(\varepsilon, u) = \infty, \quad \int_0^\infty f(\varepsilon, u) du = \infty \]

for $u \in [0, c)$. The stochastic influence is characterized by

\[ 0 < \underbar{f}_\varepsilon \leq \min_\varepsilon [f(\varepsilon, u)] \quad \text{and} \quad \max_\varepsilon [f(\varepsilon, u)] \leq \overbar{f}_\varepsilon \ll \infty \]

for each $u \in [0, c)$. The solution $u$ of (1.1)-(1.3) is said to quench if there exists $T_q < \infty$ such that

\[ \sup_{t \to T_q^-} \{u(x, y, t) \} : (x, y) \in \mathcal{D} \} \to \infty \quad \text{as} \quad t \to T_q^- \quad (1.4) \]

$T_q$ is then referred to as the quenching time [3, 7, 8]. It has been shown that a necessary condition for quenching to occur with the above conditions placed on the reaction term is

\[ \max_\varepsilon \{u(x, y, t) \} : (x, y) \in \mathcal{D} \} \to c^- \quad \text{as} \quad t \to T_q^- \quad (1.5) \]

We may note that quenching is a mathematical interpretation of the fuel ignition/combustion process in physics. Since $T_q < \infty$ only when certain spatial references, such as the size and shape of $\mathcal{D}$, reach their critical limits, a domain $\Omega$ is called a critical domain of (1.1)-(1.3) if the solution of (1.1)-(1.3) exists globally as $\Omega \subseteq \Omega$, and (1.5) occurs as $\Omega \subseteq \Omega$. We note that such critical domains are not unique in multi-dimensional circumstances, since both the size and shape of $\Omega$ affect combustion [9, 10, 11, 12].

Highly effective and efficient algorithms for solving Kawarada equations such as (1.1)-(1.3) have been difficult to obtain due to the highly nonlinear mechanism. There has been much effort to develop algorithms that may accurately predict the ignition location and time, solution profiles, and critical domain characteristics, while reasonably conserving the solution positivity and monotonicity [12, 13, 14, 15, 16, 17]. While explorations have been carried out on both uniform
and nonuniform grids, as well as via adaptations, rigorous analysis of different schemes involving nonuniform grids has been incomplete. To improve computational efficiency, splitting strategies are introduced and incorporated with adaptive mesh structures [13, 18, 11]. The success of such combinations has also become a key motivation for the study to be presented in this paper.

Rigorous mathematical analysis is implemented for a highly vibrant semi-discretization oriented method for solving (1.1)-(1.3) in our study. In the next section, we verify carefully the order of accuracy of the scheme proposed. In Sections 3 and 4, we prove that the solution of the semi-discretized system, as well as the corresponding scheme, preserve the expected solution positivity and monotonicity under reasonable restrictions. Section 5 is devoted to standard and reinforced stability analysis of the numerical method. Experimental results to validate our analysis and explore global nonlinear convergence of the stochastic singular Kawarada solutions are presented in Section 6. Finally, Section 7 is tailored for concluding our remarks, concerns, and forthcoming endeavors.

2. Derivation of Scheme

Without loss of generality, we set \( c = 1 \). Utilizing transformations \( \tilde{x} = x/a, \tilde{y} = y/b \), and reusing the original variables for notation simplicity, we may reformulate (1.1)-(1.3) as

\[
u_t = \frac{1}{a^2} u_{xx} + \frac{1}{b^2} u_{yy} + g(\varepsilon, u), \quad (x, y, t) \in \Omega, \tag{2.1}
\]

\[
u(x, y, t) = 0, \quad (x, y, t) \in S, \tag{2.2}
\]

\[
u(x, y, t_0) = u_0(x, y) \ll 1, \quad (x, y) \in \mathcal{D}, \tag{2.3}
\]

where \( \mathcal{D} = (-1, 1) \times (-1, 1) \subset \mathbb{R}^2 \) and \( g(\varepsilon, u) = f(\varepsilon, u)/\sigma(x, y) \). For fixed \( N_x, N_y \gg 1 \) we define

\[
\mathcal{D}_h = \{(x_i, y_j) : 0 \leq i \leq N_x + 1; 0 \leq j \leq N_y + 1\},
\]

\[
\mathcal{D}_h^\circ = \{(x_i, y_j) : 0 < i < N_x + 1; 0 < j < N_y + 1\},
\]

where \( x_0 = y_0 = -1, x_{i+1} - x_i = h_x > 0, y_{j+1} - y_j = h_y > 0 \) for \( 0 \leq i \leq N_x, 0 \leq j \leq N_y \), and \( x_{N_x+1} = y_{N_y+1} = 1 \). Let \( u_{i,j}(t) \) denote an approximation of the solution of (2.1)-(2.3) at \( (x_i, y_j, t) \in \mathcal{D}_h \times [0, T_\varsigma] \). We consider the following nonuniform finite difference formulas [13],

\[
\frac{\partial^2 u}{\partial x^2}(x_i, y_j, t) \approx \frac{2u_{i-1,j}(t) - 2u_{i,j-1}(t) + u_{i,j+1}(t)}{h_x^2}, \tag{2.4}
\]

\[
\frac{\partial^2 u}{\partial y^2}(x_i, y_j, t) \approx \frac{2u_{i+1,j}(t) - 2u_{i,j-1}(t) + u_{i,j+1}(t)}{h_y^2}, \tag{2.5}
\]

for \( (x_i, y_j) \in \mathcal{D}_h^\circ \). Further, for a standard lexicographical ordering, we denote \( v(t) = (u_{1,1}, u_{2,1}, \ldots, u_{N_x,1}, u_{1,2}, \ldots, u_{N_x,N_y})^T \in \mathbb{R}^{N_xN_y} \), and let \( g(\varepsilon, v) \) be a suitable discretization of the nonlinear stochastic reaction term. We derive from from (2.1)-(2.3) our semi-discretized system

\[
v'(t) = Mv(t) + g(\varepsilon, v(t)), \quad t_0 < t < T_\varsigma, \tag{2.6}
\]

\[
v(t_0) = v_0. \tag{2.7}
\]

Denote \( h_{\min} = \min_{1 \leq i \leq N_x; 1 \leq j \leq N_y} \{h_{x,i-1}, h_{x,i}, h_{y,j-1}, h_{y,j}\} \) and

\[
M_x = \frac{1}{a^2} B(I_N \otimes T_\varsigma), \quad M_y = \frac{1}{b^2} B(T_\varsigma \otimes I_N), \quad M = M_x + M_y,
\]
where \( \otimes \) stands for the Kronecker product, \( I_{N_x} \in \mathbb{R}^{N_x \times N_x} \), \( \alpha = x, y \), are identity matrices. Further, let
\[
B = \text{diag}(\sigma^{-1}_{1,1}, \sigma^{-1}_{2,1}, \ldots, \sigma^{-1}_{N_x,1}, \sigma^{-1}_{1,2}, \ldots, \sigma^{-1}_{N_x,2}, \ldots, \sigma^{-1}_{1,N_y}, \ldots, \sigma^{-1}_{N_x,N_y}) \in \mathbb{R}^{N_x \times N_x \times N_y},
\]
\[
T_\alpha = \text{tridiag}(h^{-1}_{\alpha,1}I_{N_x}, h^{-1}_{\alpha,1}m_{\alpha,j}, h^{-1}_{\alpha,1}n_{\alpha,j}) \in \mathbb{R}^{N_x \times N_x}, \quad \alpha = x, y,
\]
and for the above,
\[
l_{\alpha,j} = \frac{2h_{\min}}{h_{\alpha,j}(h_{\alpha,j} + h_{\alpha,j+1})}, \quad n_{\alpha,j} = \frac{2h_{\min}}{h_{\alpha,j}(h_{\alpha,j} + h_{\alpha,j})}, \quad j = 1, \ldots, N_\alpha - 1,
\]
\[
m_{\alpha,j} = -\frac{2h_{\min}}{h_{\alpha,j-1}h_{\alpha,j}}, \quad j = 1, \ldots, N_\alpha; \quad \alpha = x, y.
\]

The formal solution of (2.6), (2.7) is
\[
v(t) = E(tM)v_0 + \int_{t_0}^{t} E((t - s)M)g(\varepsilon, v(s)) \, ds, \quad t_0 < t < T_q, \quad (2.8)
\]
where \( E(\cdot) \) is the corresponding matrix exponential [13, 19, 20]. An aim of this paper is to investigate a highly efficient numerical procedure for the problem (2.6)-(2.8).

To this end, we consider the following realization of (2.8) on variable temporal grids:
\[
v_{k+1} = E(\theta_1 M)v_k + \int_{t_k}^{t_{k+1}} E((t - s)M)g(\varepsilon, v(s)) \, ds, \quad k = 0, 1, \ldots \quad (2.9)
\]
where \( v_k \) and \( v_{k+1} \) are approximations to \( v(t_k) \) and \( v(t_{k+1}) \), respectively, \( v_0 \) is the initial vector, \( t_k = t_0 + \sum_{j=0}^{k-1} \tau_j, 0 < \tau_k \ll 1, k = 0, 1, 2, \ldots \), and \( \{\tau_k\}_{k \geq 0} \) is a set of adaptive temporal steps. In fact, a rapid temporal step refinement mechanism must be triggered robotically as \( t_k \rightarrow T_q \), since \( u_t \) may grow exponentially and affect computational accuracy near quenching points [1, 3, 21]. On the other hand, an overly refined mesh should also be avoided [22, 23]. In light of these concerns, a standard arc-length monitoring function may be implemented to handle the strong nonlinearity at quenching [13, 14, 18, 22, 12, 24].

Further, to avoid the need for nonlinear iterations, in computations we replace \( g(\varepsilon, v_{k+1}) \) by \( g(\varepsilon, w_k) \), where \( w_k \) is a suitable approximation to \( v_{k+1} \) with a proper order of accuracy [10, 5, 6]. However, no such approximation is utilized in the following analysis.

We have the following weighted approximation.

**Lemma 2.1.** Assume that \( f(\varepsilon, u) \in C^2_F[0, 1] \) and \( \tau_k \rightarrow 0^+ \). Then for \( \theta \in [0, 1] \) we have
\[
\int_{t_k}^{t_{k+1}} E((t_k + s)M)g(\varepsilon, v(s)) \, ds = M^{-1} [E(\tau_k M) - I] [\theta g(\varepsilon, v_k) + (1 - \theta) g(\varepsilon, v_{k+1})] = O(\tau_k^p),
\]
where \( p = 2 \) when \( \theta = 1/2 \), and \( p = 1 \) otherwise.

**Proof.** We begin with the following difference
\[
\eta_k = \int_{t_k}^{t_{k+1}} E((t_k + s)M)g(\varepsilon, v(s)) \, ds - \int_{t_k}^{t_{k+1}} E((t_{k+1} + s)M)g(\varepsilon, v_k) + (1 - \theta) g(\varepsilon, v_{k+1})] \, ds.
\]
Replace the first integral by a trapezoidal rule and integrate the second directly to obtain
\[
\eta_k = \frac{\tau_k}{2} \left[ g(\epsilon, v_{k+1}) + E(\tau_k M)g(\epsilon, v_k) \right] - M^{-1}[E(\tau_k M) - I][\theta g(\epsilon, v_k) + (1 - \theta)g(\epsilon, v_{k+1})] + O\left(\tau_k^3\right),
\]
as \(\tau_k \to 0^+\). Consider local expansions of each term. A direct comparison then leads to
\[
\eta_k = \frac{\tau_k^2}{2} \Phi_{n_k}(\epsilon, v_k) - (1 - \theta)\tau_k^2 \Phi_{n_k}(\epsilon, v_k) + O\left(\tau_k^3\right), \quad \tau_k \to 0^+,
\]
and apparently, the approximation is first-order unless \(\theta = 1/2\), in which case the approximation is second-order. ■

Let \(\Phi_{1,k} \equiv E(\tau_k M_{1/2})\) and \(\Phi_{2,k} \equiv E(\tau_k M)\). We further denote \(\Phi_k \equiv \Phi_{1,k}\Phi_{2,k}\Phi_{3,k}\Phi_{4,k}\) and \(F(\epsilon, v_k, v_{k+1}, \theta) \equiv \theta g(\epsilon, v_k) + (1 - \theta)g(\epsilon, v_{k+1})\). Thus, from (2.9) and Lemma 2.1 we acquire that
\[
v_{k+1} = E(\tau_k M)v_k + \int_{0}^{\tau_k} E((\tau_k - s)M)F(\epsilon, v_k, v_{k+1}, \theta) \, ds + O\left(\tau_k^{p+1}\right) = \Phi_k v_k + M^{-1}\left[\Phi_k - I\right] F(\epsilon, v_k, v_{k+1}, \theta) + O\left(\tau_k^{p+1}\right), \quad \tau_k \to 0^+,
\]
where \(\theta \in [0, 1]\) is a fixed parameter, and \(p \in [1, 2]\) depending upon the choice of \(\theta\). We note that the stochastic influences are completely contained in the vector-valued function \(F(\epsilon, v_k, v_{k+1}, \theta)\).

Before proceeding, we would like to note that, in general, (2.4), (2.5) are first order approximations [13, 20]. The following lemma demonstrates that in certain cases the accuracy can be increased to second-order.

**Lemma 2.2.** If the nonuniform mesh \(D_h\) is the image of a uniform mesh on \(D\) via a smooth mapping, then (2.4) and (2.5) are in fact second-order.

**Proof.** We consider the case for (2.4) and note that the result for (2.5) follows in a similar manner. Assume that \(u \in C^4(D)\) and \(D_h\) is generated via a smooth mapping \(g^{(3)}\) defined as
\[
x_i = g^{(3)}(\omega^{(3)}), \quad i = 0, \ldots, N + 1
\]
where \(\omega^{(3)} = -1 + ik, \quad i = 0, \ldots, N + 1, \quad k = 2/(N + 1)\). Thus, \(u(x, y, t) = u(g^{(3)}(\omega^{(3)}), y, t)\).

We now consider the local truncation error, \(\psi_{k,j}^{(3)}(t)\), of (2.4) at a point \((x_i, y_j, t) \in D_h \times [t_0, T] \) :
Note that for $\xi_i = \epsilon \omega_i + (1 - \epsilon) \omega_{i+1}, \epsilon \in [0, 1]$, we have

$$h_{i,j} = x_i - x_{i+1} = g^{(\alpha)}(\omega_i) - g^{(\alpha)}(\omega_{i+1}) = \frac{\partial g^{(\alpha)}}{\partial \omega} \mid_{\omega = \epsilon_0} k_1$$

which gives that $k_1 = (g^{(\alpha)}(\epsilon_0) - 1) h_{i,j} = O(h_{i,j})$. A similar process also gives $k_1 = O(h_{i,j})$.

These facts combined with (2.12) and (2.13) gives the desired result. 

3. Positivity

It has been shown that solutions to (1.1)-(1.3) remain positive within their domains of existence; i.e., for $t \in [t_0, T_q]$ [3, 7, 8, 21]. This is also a key characteristics of a healthy physical solution no matter whether an ignition, or quenching, occurs [1, 24]. The property must be properly preserved by (2.10), and likewise, by our semidiscretized problem (2.6), (2.7).

All vector inequalities are to be interpreted componentwise in following investigations.

**Lemma 3.1.** Let $K > 1$ and $A \in \mathbb{R}^{K \times K}$ be nonsingular and nonnegative. Further, let $\beta \in \mathbb{R}^K$ be positive. Then $A \beta > 0$.

**Proof.** The proof follows directly from the definitions.

**Lemma 3.2.** The matrix $E(\tau_k P)$ is positive for all $\tau_k \geq 0$.

**Proof.** Note that $M = M_1 + M_2$ is such that $M_{ij} \geq 0$ for $i \neq j$. Let $N = M + \beta I$, where $\beta = 4/h_{\min} \min[a, \beta_x]$. Then $N$ is a positive matrix and

$$E(\tau_k P) = E(\tau_k (N - \beta I)) = E(-\tau_k \beta I) E(\tau_k N).$$

Since $\beta I$ is a diagonal matrix, it follows that $E(-\tau_k \beta I)$ is a diagonal matrix, with $(E(-\tau_k \beta I)_{ij} = e^{-\tau_k \beta} > 0$ for $i = j$ and 0 elsewhere. Further, $E(\tau_k N)$ is positive by the definition of the matrix exponential and the fact that $N$ is positive. Thus, we have the result.

**Lemma 3.3.** The solution to (2.6), (2.7) is positive for all $t_0 < t < T_q$ and $0 \leq u < 1$.

**Proof.** Note that the solution to (2.6), (2.7) is given by (2.8), and that $E(tM)v_0$ is positive for all positive $v_0$ due to Lemmas 3.1 and 3.2. Similarly, $E((t - \tau)M)v(\tau)$ is positive since $g$ is a positive vector and by Lemma 3.1. Since the integral of positive vectors is positive, it follows naturally that $v(t)$ is positive.

**Lemma 3.4.** The matrices $\Phi_{1,k}$ and $\Phi_{2,\beta}$ are positive for all $\tau_k \geq 0$. Likewise, $\Phi_k$ is positive for all $\tau_k \geq 0$.

**Proof.** The proof is similar to that of Lemma 3.2.
Remark 3.1. [19] When the spectral norm is considered, we have \( \mu_2(A) = \lambda_{\max}(A + A^\top)/2 \).

Remark 3.2. [25] When the maximal norm is considered, we have \( \mu_\infty(A) = \sup \text{Re}(a_{ij}) + \sum_{j=1}^N |a_{ij}| \).

Lemma 3.5. For \( t \geq 0 \) we have \( \|E(tA)\| \leq E(t\mu(A)) \) for any logarithmic norm, \( \mu \), and any induced matrix norm, \( \| \cdot \| \).

Proof. Consider the linear initial value problem,

\[ x'(t) = Ax(t), \quad t > t_0, \quad x(t_0) = x_0 > 0, \]

which has the solution \( x(t) = E(tA)x_0 \). Recall that the upper right Dini derivative for any function \( x(t) \) with respect to \( t \) is defined as

\[ (D^+_t x)(t) = \lim \sup_{h \to 0^+} \frac{x(t+h) - x(t)}{h}. \]

Using this fact and taking the norm, we obtain the differential inequality

\[ D^+_t \|x(t)\| = \lim \sup_{h \to 0^+} \frac{\|E(tA)x(t)\| - \|x(t)\|}{h} \leq \mu(A)\|x(t)\|, \]  

(3.1)

where \( \| \cdot \| \) is any induced matrix norm. Note that

\[ \|x(t)\| \leq e^{\mu(t)}\|x_0\| \]  

(3.2)

is the solution to (3.1) [26]. Dividing both sides of (3.2) by \( \|x_0\| \neq 0 \) and taking the supremum over all \( x_0 \) such that \( \|x_0\| \neq 0 \) gives the desired result. \( \square \)

Lemma 3.6. For any \( \tau_k \geq 0 \), we have \( \|\Phi_{x,k}\|_\infty \leq 1 \) and \( \|\Phi_{y,k}\|_\infty \leq 1 \).

Proof. The proof follows immediately by applying Lemma 3.5 and then utilizing Remark 3.2 to compute the logarithmic norm of each matrix involved. \( \square \)

Now, we wish to determine a bound for \( \|M^{-1}\|_\infty \) under suitable conditions on our nonuniform spatial grids. To that end, we denote

\[ c_y(h) = \min_{i=1,\ldots,N_y} \left\{ \frac{h_{y,i}(2 + h_{y,i})}{h_{y,i-1}(h_{y,i-1} + h_{y,i}) + \frac{h_{y,i+1}(h_{y,i+1} - 2)}{h_{y,i}(h_{y,i+1} + h_{y,i})} + 2(h_{y,i+1} - h_{y,i})} \right\}, \]

\[ k(h) = \left[ a^{-2}c_y(h) + b^{-2}c_y(h) \right]/4, \]

(3.3)

where \( a = x, y \). Let \( \sigma_{\max} = \max_{i \leq N_x; 1 \leq j \leq N_y} \sigma_{t,i,j} \).

Lemma 3.7. Assume that \( k(h) \geq 1 \). Then \( \|M^{-1}\|_\infty \leq \sigma_{\max}/2 \).

Proof. Let \( \tilde{M} = B^{-1}M = a^{-2}(I_{N_x} \otimes T_x) + b^{-2}(T_y \otimes I_{N_y}) \). We have

\[ \|M^{-1}\|_\infty \leq \|\tilde{M}^{-1}\|_\infty \|B^{-1}\|_\infty \leq \sigma_{\max}\|\tilde{M}^{-1}\|_\infty. \]
Combining these results gives that \( \tilde{\varphi}(\cdot) \). To this end, we let \( f_{i,j} \) be any mesh function defined on \( D_h \). Define \( u_{i,j} = -\tilde{M}^{-1} f_{i,j} \), where \( u_{i,j} \) solves the equation \(-\tilde{M} u_{i,j} = f_{i,j} \) on \( D_h \) and satisfies the homogeneous Dirichlet boundary conditions \( u_{i,j} = 0 \), \((x_i, y_j) \in \partial D_h \). For \( w(x, y) = [x^2 + y^2]/4 \), we define \( w_{i,j} \) on \( D_h \) by

\[
 w_{i,j} = \frac{1}{4} \left[ -1 + \sum_{k=1}^{i} h_{x,k} \right]^2 + \left[ -1 + \sum_{k=1}^{j} h_{y,k} \right]^2.
\]

Clearly, \( \Delta w = w_{xx} + w_{yy} = 1 \). We now consider \( \tilde{M} w_{i,j} \) by considering \( \tilde{\alpha}_{x,h}w_{i,j} = 4(I_{h} \otimes T_x)w_{i,j} \) and \( \tilde{\alpha}_{y,h}w_{i,j} = 4(T_y \otimes I_{h})w_{i,j} \) separately. Thus, we have

\[
 \tilde{\alpha}_{x,h} w_{i,j} = l_{x,j-1} \left[ -1 + \sum_{k=1}^{j-1} h_{x,k} \right]^2 + m_{x,j} \left[ -1 + \sum_{k=1}^{j} h_{x,k} \right]^2 \\
+ n_{x,j} \left[ -1 + \sum_{k=1}^{i} h_{x,k} \right]^2 + n_{x,j} \left[ -1 + h_{x,j+1} + \sum_{k=1}^{i} h_{x,k} \right]^2 \\
= \frac{h_{x,i}(2 + h_{x,i})}{h_{x,i-1}(h_{x,i-1} + h_{x,i})} + h_{x,i+1}(h_{x,i+1} - 2) h_{x,i} + 2(h_{x,i+1} - h_{x,i}) \sum_{j=1}^{i} h_{x,i} \geq c_x(h).
\]

A similar argument indicates that

\[
 \tilde{\alpha}_{y,h} w_{i,j} \geq c_y(h).
\]

Combining these results gives that \( \tilde{M} w_{i,j} \geq k(h) x \), where \( x = (1, 1, \ldots, 1)^T \in \mathbb{R}^{N_x} \).

Note that \( w_{i,j} \) is nonnegative on \( D_h \) and \( ||w_{i,j}||_{\infty} = 1/2 \). It follows therefore

\[
 \tilde{M}(||f_{i,j}||_{\infty} w_{i,j} + u_{i,j}) \geq ||f_{i,j}||_{\infty} k(h) x - f_{i,j} \geq 0,
\]

based on our earlier assumptions. Hence, by the Discrete Maximum Principle, \( ||f_{i,j}||_{\infty} w_{i,j} + u_{i,j} \) achieves its maximum on \( \partial D_h \). Since \( u_{i,j} = 0 \) on \( \partial D_h \), we have

\[
 u_{i,j} \leq ||f_{i,j}||_{\infty} w_{i,j} + u_{i,j} \leq ||f_{i,j}||_{\infty} ||w_{i,j}||_{\infty} \leq \frac{||f_{i,j}||_{\infty}}{2}
\]

for \((x_i, y_j) \in D_h \). Similarly, we have

\[
 \tilde{M}(||f_{i,j}||_{\infty} w_{i,j} - u_{i,j}) \geq ||f_{i,j}||_{\infty} k(h) x + f_{i,j} \geq 0,
\]

which gives

\[
 -u_{i,j} \leq ||f_{i,j}||_{\infty} w_{i,j} - u_{i,j} \leq ||f_{i,j}||_{\infty} ||w_{i,j}||_{\infty} \leq \frac{||f_{i,j}||_{\infty}}{2}.
\]

A combination of the above results gives

\[
 \frac{||u_{i,j}||_{\infty}}{||f_{i,j}||_{\infty}} = \frac{|| - \tilde{M}^{-1} f_{i,j}||_{\infty}}{||f_{i,j}||_{\infty}} \leq \frac{1}{2}.
\]

It follows naturally that \( ||\tilde{M}^{-1}||_{\infty} \leq 1/2 \) since \( f_{i,j} \) are arbitrary. This completes our proof.
We note that our restriction on $k(h)$ is reasonable and has no negative impact on desired computations. In fact, $k(h) \geq 1$ can be observed if uniform or symmetric nonuniform grids are utilized. Moreover, for certain nonuniform meshes we have the following corollary.

**Corollary 3.1.** If the nonuniform mesh $D_h$ is the image of a uniform mesh on $D$ via a smooth mapping, then we have $\|M^{-1}\|_\infty \leq \sigma_{\max}/2 + O(\max_{i,j}(h_{x,i}^2, h_{y,j}^2))$. $\max_{i,j}(h_{x,i}^2, h_{y,j}^2) \to 0^*$.

**Proof.** Assume that $u \in C^4(D)$ and $D_h$ is generated via smooth mappings $g^{(i)}$ and $g^{(j)}$ with

$$x_i = g^{(i)}(\omega^{(i)}_i) \quad \text{and} \quad y_i = g^{(j)}(\omega^{(j)}_i),$$

where $\omega^{(i)}_i = -1 + ik_1$, $i = 0, \ldots, N_x + 1$ and $\omega^{(j)}_i = -1 + ik_2$, $j = 0, \ldots, N_y + 1$. Using the Taylor expansions of the functions $g^{(i)}$ and $g^{(j)}$ in (3.3) yields $k(h) = 1 + O(\max(h_{x,i}, h_{y,j}))$. Just as in Lemma 2.2, we may deduce that $k_1 = O(h_{x,i})$ and $k_2 = O(h_{y,j})$, which gives $k(h) = 1 + O(\max(h_{x,i}, h_{y,j}))$. Using this fact in the proof of Lemma 3.7 gives the desired result. 

**Lemma 3.8.** If $k(h) \geq 1$ then $M^{-1}[\Phi_h - I]$ is positive for sufficiently small $\tau_h \geq 0$.

**Proof.** Note that

$$M^{-1}[\Phi_h - I] = \int_{\theta_h}^{\theta_{h+1}} w_k(s) \, ds,$$

where

$$w_k(s) = M^{-1} \left[ \frac{1}{2} M_\xi E_1(s) E_2(s) E_1(s) + E_1(s) M_\xi E_2(s) E_1(s) + \frac{1}{2} E_1(s) E_2(s) M_\xi E_1(s) \right],$$

with

$$E_1(s) = E(\frac{t_{h+1} - s}{2} M_\xi) \quad \text{and} \quad E_2(s) = E((t_{h+1} - s) M_\xi).$$

In a manner similar to that in [27], it follows

$$w_k(s) = E_1(s) E_2(s) E_1(s) + M^{-1} \mathcal{E}(s),$$

(3.4)

where

$$\mathcal{E}(s) = [E_1(s), M_\xi] E_2(s) E_1(s) + \frac{1}{2} E_1(s) [E_2(s), M_\xi] E_1(s)$$

$$= \left\{ \frac{1}{2} \int_{\theta_{h+1}}^{\theta_{h+1} - s} E_1(s - \xi)[M_\xi, M_\xi] E_1(\xi) \, d\xi \right\} E_2(s) E_1(s)$$

$$+ \frac{1}{2} E_1(s) \left( \int_{\theta_{h+1} - s}^{\theta_{h+1}} E_2(s - \xi)[M_\xi, M_\xi] E_2(\xi) \, d\xi \right) E_1(s).$$

Note that $\int_{\theta_h}^{\theta_{h+1}} E_1(s) E_2(s) E_1(s) \, ds$ is positive according to Lemmas 3.1 and 3.4, so it is sufficient to show that the norm of the second term in (3.4) can be made sufficiently small. To this end,

$$\left\| M^{-1} \int_{\theta_h}^{\theta_{h+1}} \mathcal{E}(s) \, ds \right\|_\infty \leq \|M^{-1}\|_\infty \int_{\theta_h}^{\theta_{h+1}} \|E_1(s)\|_{\infty} \|E_2(s)\|_{\infty} \|M_\xi, M_\xi\|_{\infty} \, ds$$

$$\leq \frac{\tau_h^2}{2} \|M^{-1}\|_\infty \|M_\xi, M_\xi\|_{\infty} \leq \frac{\sigma_{\max} \tau_h^2}{4} \left\| M_\xi, M_\xi \right\|_{\infty}.$$

Thus, our claim is true for sufficiently small $\tau_h > 0$. 


Remark 3.3. Lemma 3.8 holds for all $\tau_k \geq 0$ in many realistic situations where $\|[M_x, M_x]\|_\infty = 0$. The equality is apparently true for cases with a symmetric degeneracy term on symmetric nonuniform grids. Numerical experiments show that $\|[M_x, M_x]\|_\infty$ remains well-bounded.

4. Monotonicity

As has been discussed in [3, 7, 8, 14, 21], another fundamental property of solutions of (1.1)-(1.3) is their monotonicity. Solutions to Kawarada problems are monotonically increasing with respect to time on their domain of existence. Thus, it is important that this is rigorously observed in (2.10) as well as (2.6), (2.7).

In the following results, there are additional restrictions place on the stochastic nonlinear reaction term in order to guarantee monotonicity. Further, our results are similar to those in the non-stochastic case. We first consider (2.6), (2.7).

**Lemma 4.1.** If $Mv_0 + g(\varepsilon, v_0) > 0$, then the solution of (2.6), (2.7) is monotonically increasing with respect to $t \in (t_0, T_q)$ while maintaining $0 \leq u < 1$.

**Proof.** Recall (2.6), (2.7). Let $w(t) = w'(t)$ and consider

$$w'(t) = [M + g_\varepsilon(\varepsilon, v(t))]w(t), \quad t_0 < t < T_q,$$

$$w(t_0) = Mv_0 + g(\varepsilon, v_0) \equiv w_0.$$  

The solution to the above is

$$w(t) = E\left(\int_{t_0}^{t_0} [M + g_\varepsilon(\varepsilon, v(s))]ds\right)w_0,$$

where $g_\varepsilon(\varepsilon, v(t))$ is the Jacobian matrix. It is also clear that $(g_\varepsilon(\varepsilon, v(t)))$ is a diagonal matrix. It follows that $g_\varepsilon$ is a nonnegative matrix since $f_u \geq 0$. Denote

$$A(t) = \int_{t_0}^{t_0} [M + g_\varepsilon(\varepsilon, v(s))]ds.$$  

Hence $A_{ij} \geq 0$ for $i \neq j$. Consequently, by Lemma 3.2, we conclude that $E(A(t))$ is positive for $t_0 \leq t < T_q$. By Lemma 3.1, we know that $w(t) > 0$ for $t_0 < t < T_q$ since $w_0 > 0$. Thus, $v'(t) > 0$ for $t_0 < t < T_q$ and our solution is monotonically increasing with respect to time $t$.  

We now consider (2.10).

**Lemma 4.2.** If $Mv_0 + g(\varepsilon, v_0) > 0$, then $Mv_k + g(\varepsilon, v_k) > 0$ for all $k \geq 0$.

**Proof.** Let $Mv_0 + g(\varepsilon, v_0) > 0$. We note for (2.10) that

$$Mv_{k+1} = M\left[\Phi_k v_k + M^{-1}[\Phi_k - I]\left[\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})\right]\right]\right)$$

$$= \Phi_k \left[Mv_k + [\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})] - [\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})]\right],$$

which implies that

$$Mv_{k+1} + g(\varepsilon, v_{k+1}) = \Phi_k \left[Mv_k + [\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})]\right]$$

$$-[\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})] + g(\varepsilon, v_{k+1})$$

$$> \Phi_k \left[Mv_k + [\theta g(\varepsilon, v_k) + (1 - \theta)g(\varepsilon, v_{k+1})]\right]$$

$$-[\theta g(\varepsilon, v_{k+1}) + (1 - \theta)g(\varepsilon, v_{k+1})] + g(\varepsilon, v_{k+1})$$

$$= \Phi_k [Mv_k + g(\varepsilon, v_k)] > 0.$$
by inductive assumptions, Lemmas 3.1 and 3.4, and the fact that \( f(e,u) \) is monotone. □

**Lemma 4.3.** Let \( Mv_0 + g(e,v_0) > 0 \) and \( \tau_k \geq 0 \) be sufficiently small. Then the solution sequence of (2.10), that is, \( \{v_k\}_{k \geq 0} \), is monotonically increasing while maintaining \( 0 \leq v_k < 1, \ k \geq 0 \).

**Proof.** From (2.10) we have

\[
v_{k+1} - v_k = \Phi_k v_k + M^{-1}[\Phi_k - I][g(e,v_k)[\theta g(e,v_k) + (1 - \theta)g(e,v_{k+1})] - v_k
\]

\[
> M^{-1}[\Phi_k - I][Mv_k + [\theta g(e,v_k) + (1 - \theta)g(e,v_k)]
\]

\[
= M^{-1}[\Phi_k - I][Mv_k + g(e,v_k)] > 0
\]

according to Lemmas 3.8 and 4.2. □

The above results can be generalized readily to obtain the following.

**Theorem 4.1.** Let \( Mv_{k_0} + g(e,v_{k_0}) > 0 \) for any \( k_0 \geq 0 \) and \( \tau_k \geq 0 \) be sufficiently small for \( k \geq k_0 \). Then the sequence \( \{v_k\}_{k \geq k_0} \) generated by the semi-discretized nonuniform scheme (2.10) increases monotonically until unity is reached or exceeded by one or more components of the solution vector, i.e., until quenching occurs.

5. Stability

Stability of different schemes for solving singular and stochastic Kawarada equations such as (1.1)- (1.3) has been a highly nontrivial and challenging concern [5, 6, 7, 10, 13, 14]. This difficulty is mostly attributed to the fact that near quenching the temporal derivative of the solution may blow up faster than an exponential rate [12, 24]. Most existing investigations simply consider a linear stability analysis, and later the results are reconfirmed through rigorous computational experiments [10, 11, 13, 14]. Since such considerations have been proven to be highly effective in localized computations [28, 12], in this paper, we will first carry out a standard linear stability analysis for (2.10). The study will then be extend to a nonlinear case by including contributions from the singular nonlinear stochastic reaction term. This extension of the analysis ensures that the singular and stochastic nature of the differential equation is incorporated near the quenching point as quenching is approached.

**Lemma 5.1.** \( T_{\alpha} \), \( \alpha = x, y \), utilized in \( M \) are congruent to symmetric matrices.

**Proof.** The proof is similar to that in [24]. □

**Lemma 5.2.** \( \rho(T_{\alpha}) \in (-\infty, 0] \), where \( \rho(\cdot) \) is the spectral radius and \( \alpha = x, y \).

**Proof.** We may consider \( T_x \) since the other case is similar. By Lemma 5.1 we have that \( T_x \) is congruent to a symmetric matrix, hence all eigenvalues of \( T_x \) are real. Further, since \( T_x \) is diagonally dominant with all negative diagonal elements, the result follows immediately. □

**Lemma 5.3.** All eigenvalues of \( M_x \) and \( M_y \) are real and negative. Further \( \mu(B^{1/2}T_xB^{1/2}) < 0 \) and \( \mu(B^{1/2}T_yB^{1/2}) < 0 \).

**Proof.** The proof is similar to that in [29]. □

**Lemma 5.4.** We have \( \|\prod_{j=0}^{\infty} \Phi_j\|_2 \leq \sqrt{\kappa(B)} = \sqrt{\max \sigma_{i,j}/\min \sigma_{i,j}} \) for \( \tau_j > 0 \).
Proof. We begin with \( \Phi_{x,j} = B^{1/2} E(\tau_j B^{1/2} T_y B^{1/2}) B^{-1/2} \), \( \tau_j > 0 \). For it, we have
\[
B^{-1/2} \Phi_{x,j} B^{1/2} = \sum_{n=0}^{\infty} \frac{(\tau_j B^{1/2} T_y B^{1/2})^n}{n!} = E(\tau_j B^{1/2} T_y B^{1/2}) \equiv \tilde{\Phi}_{x,j}. \tag{5.1}
\]
By the same token,
\[
B^{-1/2} \Phi_{x,j} B^{1/2} = \sum_{n=0}^{\infty} \frac{((\tau_j / 2) B^{1/2} T_y B^{1/2})^n}{n!} = E((\tau_j / 2) B^{1/2} T_y B^{1/2}) \equiv \tilde{\Phi}_{x,j}. \tag{5.2}
\]
It then follows from (5.1), (5.2), and Lemmas 3.5 and 5.3 immediately that
\[
\left\| \prod_{j=0}^{k} \Phi \right\|_2 = \left\| \prod_{j=0}^{k} \Phi_{x,j} \right\|_2 = \left\| B^{1/2} \left( \prod_{j=0}^{k} \tilde{\Phi}_{x,j} \right) B^{-1/2} \right\|_2 \leq \left\| B^{1/2} \right\|_2 \left\| B^{-1/2} \right\|_2 \left( \prod_{j=0}^{k} E(\tau_j (\mu B^{1/2} T_y B^{1/2}) + \mu (B^{1/2} T_y B^{1/2})) \right) \leq \sqrt{\kappa(B)},
\]
where \( \kappa(B) \) is the condition number of the matrix \( B \). ■

By combining the above results, we arrive at the following theorem.

**Theorem 5.1.** For \( \tau_k \geq 0 \) sufficiently small, the semi-adaptive nonuniform method (2.10) with the stochastic nonlinear reaction term frozen is unconditionally stable in the von Neumann sense under the spectral norm.

Proof. Recall (2.10). When the stochastic nonlinear reaction term is frozen, the error \( z_{k+1} \) takes the form of
\[
z_{k+1} = \Phi_k z_k, \quad k \geq 0. \tag{5.3}
\]
Iterating (5.3) repeatedly to yield
\[
z_{k+1} = \prod_{j=0}^{k} \Phi_j z_0.
\]
The above leads to
\[
\|z_{k+1}\|_2 \leq \left\| \prod_{j=0}^{k} \Phi_j \right\|_2 \|z_0\|_2 \leq \sqrt{\kappa(B)} \|z_0\|_2.
\]
Our proof is thus accomplished by letting \( C \equiv \sqrt{\kappa(B)} \) in the above. ■

In the circumstance when the stochastic nonlinear reaction term in (2.10) is not frozen, we denote \( t_Q \) as the time at which numerical quenching occurs, that is, for the first time for which \( \|v_Q\|_\infty \geq 1 \).

**Theorem 5.2.** For \( \tau_k \geq 0 \) sufficiently small, the semi-adaptive nonuniform method (2.10) is unconditionally stable in the von Neumann sense, that is, for every \( t_m < t_Q \) there exists a constant \( C(t_m) > 0 \) such that
\[
\|z_{k+1}\|_2 \leq C(t_m) \|z_0\|_2, \quad 0 \leq k \leq m,
\]
where \( z_0 = v_0 - \tilde{v}_0 \) is an initial error, \( z_{k+1} = v_{k+1} - \tilde{v}_{k+1} \) is the \((k+1)th\) perturbed error vector, and \( C(t_m) > 0 \) is a constant independent of \( k \) and \( \tau_j \) for each \( 0 \leq j \leq k \).
Proof. Recalling (2.10), we have
\[ v_{k+1} = \Phi_k v_k + M^{-1}[\Phi_k - I][\theta g(\epsilon, v_k) + (1 - \theta)g(\epsilon, v_{k+1})], \quad k \geq 0, \ \theta \in [0, 1]. \]
It follows that
\[
\begin{align*}
    z_{k+1} &= \Phi_k z_k + M^{-1}[\Phi_k - I][\theta g(\epsilon, v_k) - g(\epsilon, \tilde{v}_k) + (1 - \theta)(g(\epsilon, v_{k+1}) - g(\epsilon, \tilde{v}_{k+1}))] \\
    &= \Phi_k z_k + M^{-1}[\Phi_k - I][\theta g(\epsilon, \xi_k)z_k + (1 - \theta)g_1(\epsilon, \xi_{k+1})z_{k+1}] \\
    &= \Phi_k z_k + \left(\int_{t_j}^{t_{j+1}} w_k(s) \, ds\right)[\theta g(\epsilon, \xi_k)z_k + (1 - \theta)g_1(\epsilon, \xi_{k+1})z_{k+1}], \\
    \end{align*}
\]
(5.4)
where \( \xi_j = \epsilon v_j + (1 - \epsilon)\tilde{v}_j, \ \epsilon \in [0, 1], \ j = k, k+1, \) and \( k \geq 0, \ \theta \in [0, 1]. \) Recall (3.4). By utilizing a left-endpoint quadrature to approximate the integral in (5.4), we observe that
\[
\begin{align*}
    z_{k+1} &= \Phi_k z_k + \left(\tau_k \Phi_k + O\left(\tau_k^2\right)\right)[\theta g(\epsilon, \xi_k)z_k + (1 - \theta)g_1(\epsilon, \xi_{k+1})z_{k+1}], \\
    \Gamma_{1,k+1} z_{k+1} &= \Phi_k \Gamma_{2,k} z_k, \\
    z_{k+1} &= \Gamma_{1,k+1} \Phi_k \Gamma_{2,k} z_k, \\
\end{align*}
\]
(5.5)
where \( \Gamma_{1,k+1} = I - \tau_k(1 - \theta)(I + O(\tau_k))g_1(\epsilon, \xi_{k+1}) \) and \( \Gamma_{2,k} = I + \tau_k \theta(I + O(\tau_k))g_1(\epsilon, \xi_k). \) It follows therefore that, by employing the standard [1/0] and [0/1] Padé approximations, respectively,
\[
\begin{align*}
    \Gamma_{1,k+1} &= E(\tau_k(1 - \theta)(I + O(\tau_k))g_1(\epsilon, \xi_{k+1})) + O(\tau_k^2), \quad \tau_k \to 0^+, \\
    \Gamma_{2,k} &= E(\tau_k \theta(I + O(\tau_k))g_1(\epsilon, \xi_k)) + O(\tau_k^2), \quad \tau_k \to 0^+. \\
\end{align*}
\]
Apply the above to (5.5). We obtain
\[
\begin{align*}
    z_{k+1} &= \left\{E(\tau_k(1 - \theta)(I + O(\tau_k))g_1(\epsilon, \xi_{k+1}))\right\} \Phi_k \left\{E(\tau_k \theta(I + O(\tau_k))g_1(\epsilon, \xi_k)) + O(\tau_k^2)\right\} z_k \\
    &= \left\{\prod_{j=0}^{k} E(\tau_j(1 - \theta)(I + O(\tau_j))g_1(\epsilon, \xi_{j+1}))\Phi_j E(\tau_j \theta(I + O(\tau_j))g_1(\epsilon, \xi_j)) + \sum_{j=0}^{k} O(\tau_j^2)\right\} z_0. \\
\end{align*}
\]
Now, let \( G(t_m) = \max_{0 \leq j \leq m} \|g_1(\epsilon, \xi_j)\|_2. \) Taking the norm of both sides of the above expression yields
\[
\|z_{k+1}\|_2 \leq \left\{\left|\prod_{j=0}^{k} e^{\tau_j(1 - \theta)(I + O(\tau_j))g_1(t_m)}\Phi_j e^{\tau_j \theta(I + O(\tau_j))g_1(t_m)}\right|_2 + c_1 \sum_{j=0}^{k} \tau_j^2\right\} \|z_0\|_2, \\
\]
where \( c_1, c_2, \) and \( c_3 \) are constants independent of \( \tau_j \) and \( j. \) Thus, for \( \tau_j > 0 \) sufficiently small,
\[
\|z_{k+1}\|_2 \leq \left\{\left|\prod_{j=0}^{k} e^{2\tau_j(1 - \theta)G_0}\Phi_j e^{2\tau_j \theta G_0}\right|_2 + \sum_{j=0}^{k} \tau_j^2\right\} \|z_0\|_2 \leq e^{2T_G G_0} \|z_0\|_2 \leq C(t_m)\|z_0\|_2, \\
\]
where we have used the fact that \( \sum_{j=0}^{k} \tau_j \leq T_q. \) It follows that \( G(t_m) < \infty \) for all \( t_m < t_0. \) This completes our proof. \( \blacksquare \)
6. Numerical Experiments

We consider the following degenerate stochastic Kawarada model problem

\[ \sigma(x,y)u_t = \frac{1}{a^2} u_{xx} + \frac{1}{b^2} u_{yy} + \frac{\varphi(e)}{1-u}, \quad -1 < x, y < 1, \tag{6.1} \]

\[ u(-1,y,t) = u(1,y,t) = 0, \quad -1 \leq y \leq 1, \tag{6.2} \]

\[ u(x,-1,t) = u(x,1,t) = 0, \quad -1 \leq x \leq 1, \tag{6.3} \]

\[ u(x,y,t_0) = u_0(x,y), \quad -1 < x, y < 1, \tag{6.4} \]

where \( 0 \leq t_0 < t \leq T_q < \infty, u_0 \in C^1([-1,1] \times [-1,1]), \) and \( 0 \leq u_0 \ll 1. \)

Without loss of generality, we set \( t_0 = 0, \ a = b = 2, \) and choose \( u_0(x,y) = 0.001(1 - \cos(2\pi x))(1 - \cos(2\pi y)), \ -1 \leq x, y \leq 1. \)

Temporal adaptations are initiated once

\[ \max_{1 \leq i \leq N_x; 1 \leq j \leq N_y} u_{i,j}(t) \geq \epsilon_0 = 0.90, \]

since quenching is expected to occur in the situation \([29, 16, 3, 10, 12]\). We fix the parameter \( \theta = 1/2 \) in (2.10). We primarily focus on the capability of the scheme (2.10) to recover anticipated numerical solutions and, at the same time, explore the nonlinear numerical convergence of the semi-adaptive semi-discretized scheme. Our first experiment will serve as a baseline approach, where nonlinear convergence results at different time levels in the absence of degenerate or stochastic influences will be presented. Influences of the degeneracy term on the convergence will be closely observed in the second experiment. Standard \([1/1]\) Padé approximants will be utilized for matrix exponential evaluations \([20]\). Appropriate restrictions are realized for guaranteeing the required positivity and monotonicity with the particular matrices involved throughout experiments \([5, 6, 29]\).

6.1. Example 1

To prepare our baseline results, we set \( \varphi(e) = \sigma(x,y) \equiv 1 \) in (6.1)-(6.4). Without the concerns of stochastic and degenerate impacts, we adopt a symmetric nonuniform spatial grid generated in a similar manner to that in \([29]\). A typical symmetric nonuniform grid can be seen in Figure 2.

Adaption in the temporal direction is implemented via \( u_t \) based arc-length monitoring functions \([11, 12, 29]\). Quenching is observed precisely at the origin for \( T_q \approx 0.519715480937553 \) which agrees well with existing results \([5, 6, 9, 12, 16, 10, 11]\). While the peak value of \( u \) reaches unity peacefully, the temporal derivative function \( u_t \) grows at an explosive rate to reach \( u_t^* \approx \)
4635.870128316449 as $t \to T_q$. Profiles of the numerical solution and its temporal derivative function are depicted in Figure 1.

Figure 2. [LEFT] A typical symmetric nonuniform mesh used in computations for the non-degenerate case. [RIGHT] A symmetric nonuniform mesh which can be used in degenerate computations for a possible degeneracy that is concentrated at $(-1,-1)$. In both plots, the red point represents the quenching point.

To examine the convergence of the numerical solution numerically, we arbitrarily choose two temporal points close to the quenching time $T_q$:

$$T_1 = 0.515441434291247$$
$$T_2 = 0.518922378490846$$

Let $u^\tau_h$ denote the numerical solution obtained by using the set of nonuniform spatial steps represented by size $h$ and the particular adaptive temporal step $\tau$. Suppose that $h/2$ represents the new set of nonuniform spatial steps obtained from dividing each nonuniform mesh step in set $h$ by two. Likewise, $h/4$ is for the new set of nonuniform spatial steps obtained from dividing each nonuniform mesh step in set $h/2$ by two. By the same token, we may define sets of temporal steps $\tau/2$, $\tau/4$ based on set $\tau$. Now, we define the following generalized Milne device for rates of point-wise convergence in space and time, respectively:

$$p_{pw}^h \approx \frac{1}{\ln 2} \ln \frac{|u^\tau_h - u^{\tau/2}_h|}{|u^{\tau/2}_h - u^{	au/4}_h|}, \quad q_{pw}^\tau \approx \frac{1}{\ln 2} \ln \frac{|u^\tau_h - u^{\tau/2}_h|}{|u^{\tau/2}_h - u^{\tau/4}_h|}, \quad t \in \{T_1, T_2\},$$

where these differences are defined on mesh points corresponding to $\tau, h$. The estimates can also be reformulated via any vector norm. As an example of such reformulations, we include estimates for convergence rates with respect the spectral norm, denoted by $p^2_2$ and $q^2_2$.

|       | $p_{pw}^h$ | $T_1$ | $T_2$ | $q_{pw}^\tau$ | $T_1$ | $T_2$ |
|-------|-----------|-------|-------|---------------|-------|-------|
| Maximum Rate | 2.0019227 | 2.0019154 | Minimum Rate | 1.8354599 | 1.8354793 |
| Minimum Rate | 1.9989409 | 1.9989027 | Median Rate | 1.9983457 | 1.9980140 |
| Mean Rate | 1.9976312 | 1.9955392 | $p^2_2$ | 0.9994286 | 0.9993982 |
|          | 0.9622788 | 0.8646401 |
|          | 0.9973630 | 0.9971718 |
|          | 0.9944337 | 0.9913917 |
|          | 0.9831086 | 0.9536874 |

Table 1. Detailed spatial and temporal convergence rates. The convergence rates in space match the expectations of Lemma 2.2. Temporal convergence rates agree well with the Courant-Friedrichs-Lewy condition.
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Table 1 presents the convergence data for space and time at sampling times $T_1$ and $T_2$. From Table 1 we may also notice that the mean, median, and maximal point-wise convergence rates and the spectral convergence rates agree well in both space and time with a slight reduction when considering spectral convergence. We note that the method used to generate the nonuniform mesh for this experiment meets the criteria of Lemma 2.2, hence, we observe second-order spatial convergence. Further, these results support the Courant-Friedrichs-Lewy condition remarkably.
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**Figure 3.** Spatial convergence rate $p_{hPW}$ and $p_{h2}$ [LEFT] and temporal convergence rate $q_{PW}$ and $q_{h2}$ [RIGHT] for the solution at times $T_1$, $T_2$ are given. The mean (blue), median (green), maximal (red), and spectral (magenta) convergence rates are included. Spatial and temporal rates are approximately two and one, respectively.
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**Figure 4.** 3D profiles at $T_2$. The first row of surfaces are for the solution [LEFT] and its temporal derivative function [RIGHT], whereas the second row of surfaces represent the spatial convergence rate $p_{hPW}$ [LEFT] and temporal convergence rate $q_{PW}$ [RIGHT].

Figure 3 depicts the dynamic profile of convergence rates between $T_1$ and $T_2$. The lines indicate movements of the maximal, median, and mean point-wise convergence rates as well as the spectral convergence rates in both space and time. When considering the spatial convergence, we
observe that the curves are very close to two, and when considering the temporal convergence, we notice that the curves are grouped very close to one. Minimal spatial and temporal convergence rates are recorded in Table 1. The minimum spatial convergence rates most likely due to the smoothness of the solution about corners of the spatial domain [30]. The minimal temporal convergence rates are most likely due to the development of quenching singularity, which indicated by rate drops from $T_1$ to $T_2$. The quenching singularity also affects the spatial convergence, but less violently as the gradient of the solution is bounded. These expectations follow from a generalization of the results in [31].

Further, Figure 4 depicts the solution, its temporal derivative, and convergence rates at $T_2$. We note that the peaks of the solution and the derivative are concentrated at the origin, which is the quenching location in this particular problem [29, 12, 3, 4, 31]. In the bottom row of the figure, rates of point-wise spatial and temporal convergences are plotted as surfaces. It is easy to observe that both rates decrease near the origin. This, once again, is due to the reaction term becoming unbounded near quenching, or combustion. The singularity has an explosive impact to the overall convergence rates. It is also observed that that there are decreased spatial convergence rates near corners of the domain, which has been predicted by several authors [30, 15, 17].

Despite drops in convergence rates near the quenching point, the mean convergence rate of the scheme is well-maintained near quenching at time $T_2$. At this time, the mean spatial and temporal convergence rates are approximately 1.998013984025239 and 0.991391747823586, respectively. The spectral convergence rates in space and time are 1.995539227366137 and 0.953687356004341, respectively. We note that the spatial convergence matches the expectations of Lemma 2.2 but the temporal convergence rate is lower than the expected rate from Lemma 2.1. However, the temporal convergence rate is appropriately proportional to the spatial rate, hence, the reduced temporal convergence is a result of the Courant-Friedrichs-Lewy condition.

We would like to also note that implementing uniform grids or considerations of less exotic initial data will not drastically change the convergence rates nor the overall shape of the convergence surface plots. Furthermore, similar conclusions are confirmed in our experiments when nonsymmetric grids are utilized, though these results are admitted for brevity. The effects of nonuniform grids, that are not generated in a smooth manner, on convergence rates have yet to be explored in relation to quenching-combustion problems. On the other hand, to further raise the accuracy of schemes, say, to obtain a second-order temporal accuracy, we would need to implement spatial discretizations to the fourth order. This could be fulfilled via a nine-point scheme or a compact algorithm [20]. We also observe that, while the emergence of the quenching singularity reduces the spatial convergence rate significantly near the origin, the reduction is less
severe than the reduction in temporal convergence. This is probably due to the fact that $u$ and its spatial derivatives are well-behaved in our quenching computations [31, 23].

The temporal derivative of the solution of (6.1)-(6.4) becomes unbounded as $t \to T_q^-$ [23]. As a reference, in Figure 5 we explore the temporal convergence rate of $u_t$ at times $T_1$ and $T_2$, respectively, in order to examine whether the explosive rate of change can significantly affect the convergence rate. The shapes of the surfaces in Figure 5 are no doubt similar to that in Figure 4. We find that the convergence rates drop significantly near the origin. However, the mean temporal convergence rate is still approximately first-order. We observe the average point-wise convergence rate is approximately 0.991674641553278 at $T_1$ and 0.98679265393675 at $T_2$. Further, the spectral convergence rates of $u_t$ are 0.948154262871667 and 0.81981770033525 at times $T_1$ and $T_2$, respectively. This novel exploration of convergence issues provides profound insights into the full nature of singular nonlinear problems such as (1.1)-(1.3).

6.2. Example 2

In this experiment we explore impacts of a degeneracy and a mild stochastic influence on both the solution and rates of convergence. In the following, we set $\varphi(\varepsilon) = \varepsilon$ for $\varepsilon \in [0.98, 1.02]$, and $\sigma(x, y) = \sqrt{(x + 1)^2 + (y + 1)^2}$, $-1 \leq x, y \leq 1$. We note that this choice for $\sigma(x, y)$ forces the degeneracy to occur at the spatial point $(x_d, y_d) = (-1, -1)$ [13, 24]. By choosing such a degeneracy function, we will be better able to observe its fast spreading effects on the solution. Our nonuniform grids are generated in the consideration that the quenching location will be shifted, but not too far away, from the origin [12]. See Figure 2 for a possible example of how to shift the mesh appropriately. The convergence rates are computed in a similar fashion as before.

An elevated quenching time, $T_q \approx 0.836473787737391$, probably primarily due to the degeneracy [17], is observed. However, the vibrant stochastic feature of the reaction term may also increase quenching time [29]. Figure 6 depicts the solution and its derivative immediately prior to quenching. Just as we have anticipated, the quenching location is slightly shifted from the origin to $(x_q, y_q) \approx (-0.15153166458073, -0.15153166458073)$. The peak value of $u_t$, which is concentrated around the quenching location, reaches $279.5375137783287$ prior to quenching.

Due to our slightly delayed ignition-quenching time $T_q$, we consider the following two arbitrary convergence testing times

$$T_1 = 0.827203763602093$$

and

$$T_2 = 0.834206506292535.$$
A major change in spatial convergence is expected since the degeneracy $\sigma(x, y)$ is a spatial function creating strong singularities on the boundary of the spatial domain. In particular, a modification of the proof of Lemma 2.2 will show that the degeneracy limits the effects of generating a nonuniform mesh via a smooth mapping. It seems that the stronger the singularity is, the more the order of spatial accuracy and convergence is reduced.

Table 2. Detailed spatial and temporal convergence rates. The experimental results suggest clearly a slightly above one spatial convergence rate, and slightly below one temporal rate.

|        | $p_{PW}^h$ | $T_1$  | $T_2$  | $q_{PW}$ | $T_1$  | $T_2$  |
|--------|------------|--------|--------|----------|--------|--------|
| Maximum Rate | 3.8371304  | 3.7599219 |
| Minimum Rate   | -1.2521872 | -1.2048243 |
| Median Rate    | 1.1193987  | 1.1231935 |
| Mean Rate      | 1.1156642  | 1.1258041 |
| $p_2^h$       | 1.2147392  | 1.3080651 |
| $q_2^h$       | 0.9995514  | 0.9985600 |

Table 2 is devoted to convergence information in space and time at sampling times $T_1$ and $T_2$. From Table 2 we may also notice that while the mean and median convergence rates strongly suggest a slightly higher than one rate of convergence in space and slightly lower than one rate of convergence in time, minimal and maximal rate estimates differ significantly. Again, the pointwise rates of convergence and temporal spectral rate of convergence decrease as $t \to T_q$, though reductions are less significant probably also due to a stronger restriction on temporal step sizes to maintain the solution positivity when $\sigma$ is nontrivial [29, 6, 5, 12, 10, 11, 24]. The spatial spectral convergence rate actually increases in time, but this is due to the solution becoming more smooth near the corners of the domain as the solution is iterated. The phenomena are well documented by Figure 7 where spatial and temporal convergence rates of the numerical solution under the influences of a non-constant $\sigma(x, y)$ and a nonlinear stochastic reaction term are exhibited.

Figure 7. Spatial convergence rates $p_{PW}^h$ and $p_2^h$ [LEFT] and temporal convergence rates $q_{PW}^h$ and $q_2^h$ [RIGHT] for the solution at times $T_1$ and $T_2$. The mean (blue), median (green), maximal (red), minimal (cyan), and spectral (magenta) rates are included. The mean and median curves almost overlap in the first picture. The negative minimal rate of convergence in space is due to spurious artifacts of the degeneracy.
Figure 8. Surface profiles at time $T_2$. The first row is for the solution [LEFT] and its temporal derivative [RIGHT], whereas the second row is for the rates of convergences in space [LEFT] and in time [RIGHT].

Figure 8 illustrates the solution of our stochastic degenerate problem, as well as its derivative, at time $T_2$. Surface plots of the spatial and temporal convergence are also presented. We note that there is a visible shift of the quenching location, as well as the position of the peaks of $u$, $u_t$, to $(x_q, y_q)$. This shift agrees well with existing predictions [12]. Slight dips at the quenching point can also be observed in Figure 8. Needless to say, the point-wise convergence rate surfaces provide us with further insights into the maximal and minimal rates noted in Table 2 and Figure 7. From the surface plot, we observe that spurious issues occur at the corner opposite of the degeneracy in the spatial domain. This phenomenon can be explained by the fact that the degeneracy simplifies the problem at $(-1, -1)$ by reducing the parabolic problem computationally to an elliptic problem. However, the degeneracy still creates disturbances, which are observed in the extreme convergence rates near $(1, 1)$.

Figure 9. Surface plots of the point-wise rates of convergence rates in time for the temporal derivative function of the solution, $u_t$, at $T_1$ [LEFT] and $T_2$ [RIGHT] within the spatial domain. The mean convergence rates are approximately 0.991674641553278 and 0.986792663593675, respectively.
As we have seen, surface illustrations will reflect the fact that the convergence issues can be restricted to a small number of mesh points near a corner of the domain due to the impacts from degeneracy. This is further recorded in Figure 9 which shows that the degeneracy has a noticeable effect on the temporal convergence of $u_t$. There is an obvious ring of distinctive oscillatory waves near $(1, 1)$ in the figure. However, these oscillations have little impact on the mean or median convergence rates which evolve from 0.991674641553278 to 0.986792663593675 in Figure 9. Further, the spectral convergence rates of $u_t$ evolve from 0.996338976463597 to 0.985326655425598. These rates of convergence for the temporal derivative function are ideal, as they remain approximately the same magnitudes as those from the previous example.

7. Conclusions

A semi-discretized method for solving degenerate stochastic Kawarada equations is derived and studied. The numerical method utilizes arbitrary grids in space and time. Various types of adaptations can thus be introduced and incorporated to more precisely capture the underlying quenching, stochastic, and degeneracy singularities. Exponential splitting strategies are employed for achieving a higher effectiveness and efficiency in computations. The semi-discretized scheme is proven to preserve key physical and mathematical properties such as the positivity and monotonicity of the solution under modest restrictions. The scheme acquired is stable in the classical von Neumann sense without additional constraints. An enriched stability analysis which incorporates the nonlinear stochastic quenching singularity is implemented. This extends the stability investigations in several recent publications [5, 6, 29], and has proven to be more effective as compared with traditional analysis (see [10, 11, 24, 12] and references therein).

Since the Lax-Richtmeyer Equivalence theorem is not applicable to Kawarada equations which are highly nonlinear, explorations of the nonlinear convergence of the aforementioned semi-discretized scheme are conducted through multiple numerical experiments. Our experiments indicate that, despite the strong quenching singularity, stochastic influence, and degeneracy, desirable rates of convergence can be expected. Although the degeneracy and quenching singularities do affect the convergence, especially within certain regions, mean and median rates of convergence remain relatively unaffected. Our experiments also depict novel presentations of global convergence rates via convergence surfaces at various times. These surfaces provide important insights into the nature of nonlinear convergence. They also help to better understand how singular components in the differential equation may affect convergence as quenching is approached.

Our continuing endeavors include a study of the nonlinear stability and convergence of degenerate stochastic Kawarada equations. While the classical stability concept has been extended in our discussions, more rigorous nonlinear stability analysis and statistical tools will be implemented in future work. We intend to extend our study to Sobolev-like spaces and norms in the near future, with the hopes that the current convergence approaches may have provided us with more valuable structural information. On the other hand, we also intend to incorporate balanced nonlocal derivatives into the model [32]. The inclusion of fractional partial differential equations may help to capture and utilize global features of the numerical combustion with solid applications to the energy industry.

References

[1] T. Poinset, D. Veynante, Theoretical and Numerical Combustion, 2nd Edition, Edwards Publisher, 2005.
[2] J. Bebernes, D. Eberly, Mathematical Problems from Combustion Theory, Springer, 1989.
[3] C. Y. Chan, L. Ke, Parabolic quenching for nonsmooth convex domains, Journal of mathematical analysis and applications 186 (1) (1994) 52–65.
[4] H. Kawarada, On solutions of initial-boundary value problems for $u_t = u_{xx} + 1/(1 - u)$, Publ. Res. Inst. Math. Sci. 10 (1975) 729–736.
[5] J. L. Padgett, Q. Sheng, On the positivity, monotonicity, and stability of a semi-adaptive lod method for solving three-dimensional degenerate kawarada equations, J. Math. Anal. Appl. 439 (2016) 465–480.
[6] J. L. Padgett, Q. Sheng. Modern Mathematical Methods and High Performance Computing in Science and Technology, Springer, 2016, Ch. On the Stability of a Variable Step Exponential Splitting Method for Solving Multi-dimensional Quenching-Combustion Equations, pp. 155–167.
[7] A. Acker, B. Kawohl, Remarks on quenching, Nonlinear Anal. (13) (1989) 53–61.
[8] A. Acker, W. Walter, The quenching problem for nonlinear parabolic differential equations, Ordinary and Partial Differential Equations (Lecture Notes in Math., 564) (1976) 1–12.
[9] C. Y. Chan, P. C. Kong, Channel flow of a viscous fluid in the boundary layer, Quart. Appl. Math. 55 (1997) 51–56.
[10] M. Beauregard, Q. Sheng, An adaptive splitting approach for the quenching solution of reaction-diffusion equations over nonuniform grids, Journal of Comp. and Applied Math. 241 (2013) 30–44.
[11] M. A. Beauregard, Q. Sheng, Explorations and expectations of equidistribution adaptations for nonlinear quenching problems, Advances in Applied Mathematics and Mechanics 5 (4) (2013) 407–422.
[12] H. Cheng, P. Lin, Q. Sheng, R. Tan, Solving degenerate reaction-diffusion equations via variable step peaceman-rachford splitting, SIAM J. Sci. Comput. 25 (4) (2003) 1273–1292.
[13] Q. Sheng, A. Khalil, A revisit of the semi-adaptive method for singular degenerate reaction-diffusion equations, East Asia J. Appl. Math. 2 (2012) 185–203.
[14] Q. Sheng, A. Khalil, Linearly implicit adaptive schemes for singular reaction-diffusion equations, Adaptive Method of Lines (2001) Chapter 9.
[15] Q. Sheng, Integral Methods in Science and Engineering (Research Notes in Math), Chapman and Hall/CRC, 2000, Ch. A monotonically convergent adaptive method for nonlinear combustion problems, pp. 310–315.
[16] C. Y. Chan, Computation of the critical domain for quenching in an elliptic plate, Neural Parallel Scientific Comput. 1 (1993) 153–162.
[17] C. Y. Chan, A quenching criterion for a multi-dimensional parabolic problem due to a concentrated nonlinear source term, J. Comput. Appl. Math.
[18] J. Lang, A. Walter, An adaptive rothe method for nonlinear reaction-diffusion systems, Appl. Numer. Math. 13 (1993) 135–146.
[19] G. H. Golub, C. F. V. Loan, Matrix Computations, 3rd Edition, Johns Hopkins University Press, 1996.
[20] A. Islerles, A First Course in the Numerical Analysis of Differential Equations, 2nd Edition, Cambridge University Press, 2008.
[21] H. A. Levine, Quenching, nonquenching, and beyond quenching for solution of some parabolic equations, Annali di Matematica pura ed applicata 155 (1989) 243–260.
[22] R. M. Furzeland, J. G. Verwer, P. A. Zegeling, A numerical study of three moving-grid methods for one-dimensional partial differential equations which are based on the method of lines, J. Comput. Phys. 89 (1990) 349–388.
[23] Q. Sheng, A. Q. M. Khaliq, A compound adaptive approach to degenerate nonlinear quenching problems, Numerical Methods for Partial Differential Equations 15 (1) (1999) 29–47.
[24] M. A. Beauregard, Q. Sheng, A semi-adaptive compact splitting method for the numerical solution of 2-dimensional quenching problems, Appl. Math. Comput. 218 (2012) 1240–1254.
[25] C. A. Desoer, M. Vidyasagar, Feedback Systems: Input-Output Properties, Elsevier, 1975.
[26] J. Szarski, Differential Inequalities, Instytut Matematyczny Polskiej Akademii Nauk, 1965.
[27] Q. Sheng, Global error estimates for exponential splitting, IMA Journal of Numerical Analysis 14 (1993) 27–56.
[28] Y. W. E. H. Twizell, W. G. Price, Chaos-free numerical solutions of reaction-diffusion equations, Proc. Roy. Soc. London Sect. A 430 (1991) 541–576.
[29] J. L. Padgett, Q. Sheng, Nonuniform crank-nicolson scheme for solving the stochastic kawarada equation via arbitrary grids, Numerical Methods for Partial Differential Equationsdoi:10.1002/num.22144.
[30] D. Kincaid, W. Cheney, Numerical Analysis: Mathematics of Scientific Computing, 3rd Edition, Brooks/Cole, 2002.
[31] H. A. Levine, J. T. Montgomery, The quenching of solutions of some nonlinear parabolic equations, SIAM J. Math. Anal. 11 (5) (1980) 842–847.
[32] G. Pagnini, Nonlinear time-fractional differential equations in combustion science, Frac Calc Appl Anal 14 (2011) 80–93.