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Abstract

We consider quasi-periodically systems in the presence of dissipation and study the existence of response solutions, i.e. quasi-periodic solutions with the same frequency vector as the forcing term. When the dissipation is large enough and a suitable function involving the forcing has a simple zero, response solutions are known to exist without assuming any non-resonance condition on the frequency vector. We analyse the case of non-simple zeroes and, in order to deal with the small divisors problem, we confine ourselves to two-dimensional frequency vectors, so as to use the properties of continued fractions. We show that, if the order of the zero is odd (if it is even, in general no response solution exists), a response solution still exists provided the inverse of the parameter measuring the dissipation belongs to a set given by the union of infinite intervals depending on the convergents of the ratio of the two components of the frequency vector. The intervals may be disjoint and as a consequence we obtain the existence of response solutions in a set with “holes”. If we want the set to be connected we have to require some non-resonance condition on the frequency: in fact, we need a condition weaker than the Bryuno condition usually considered in small divisors problems.

1 Introduction

Consider a conservative mechanical system which has a stable equilibrium point corresponding to a strict minimum of the potential energy. If a dissipative term proportional to the velocity is introduced, the equilibrium point becomes asymptotically stable. If a further quasi-periodic forcing term is added to the equations of motion, in general the equilibrium point disappears and – by analogy to the the case of the periodically forced systems – one expects that a response solution, that is a solution with the same frequencies of the forcing term, arises by bifurcation.

However, contrary to the periodic case, when discussing the existence of a response solution in quasi-periodically forced systems one has to deal with small divisor problems, at least if one attempts a perturbation theory approach. By requiring suitable non-resonance conditions on the frequencies, such as the Diophantine or the Bryuno condition \[13\], the small divisors can be controlled. Still, the question remains what happens if no condition is assumed. Because of
the presence of dissipation, especially if the dissipation is large enough, one may expect that a response solution exists for all frequencies.

As a simple paradigmatic model for a one-dimensional strongly dissipative forced system, we consider the singular non-autonomous ordinary differential equation on $\mathbb{R}$

$$\varepsilon \ddot{x} + \dot{x} + \varepsilon g(x) = \varepsilon f(\omega t), \quad (1.1)$$

where $x \in \mathcal{A} \subset \mathbb{R}$, with $\mathcal{A}$ an open set, the dots denote derivatives with respect to time $t$, $\omega \in \mathbb{R}^d$ is the frequency vector of the forcing term and $\varepsilon \in \mathbb{R}_+$ is the perturbation parameter: $\varepsilon$ small means large dissipation. The functions $g: \mathcal{A} \to \mathbb{R}$ and $f: \mathbb{T}^d \to \mathbb{R}$, with $\mathbb{T} = \mathbb{R}/2\pi\mathbb{Z}$, are real analytic, and $f$ is quasi-periodic in $t$, so that it admits the Fourier series expansion

$$f(\psi) = \sum_{\nu \in \mathbb{Z}^d} e^{i\nu \cdot \psi} f_\nu, \quad (1.2)$$

where $\psi \in \mathbb{T}^d$; here and henceforth $\cdot$ denotes the standard scalar product in $\mathbb{R}^d$, i.e. $\nu \cdot \psi = \nu_1 \psi_1 + \ldots + \nu_d \psi_d$.

We are interested in response solutions to (1.1) which reduce to constants when $\varepsilon = 0$, that is which arise by bifurcation from solutions of the unperturbed system; a major hindrance in the problem is that for $\varepsilon = 0$ the constant solutions form an open set, while for $\varepsilon \neq 0$ the solution is likely to be isolated.

Since we do not want to impose any condition on the frequency vector $\omega$, we require only that its components are non-resonant: in fact, one can always reduce to such a case by possibly redefining the frequency vector and taking a smaller value of $d$.

If there exists no $x \in \mathcal{A}$ such that $g(x) = f_0$, one checks immediately that no response solution exists which goes to a constant when $\varepsilon$ tends to zero. Thus, we assume that the function $g(x) - f_0$ has a zero $c$. We say that $c$ is a zero of order $n$ if

$$g(c) = f_0, \quad \frac{d^n g}{dx^n}(c) \neq 0, \quad \frac{d^j g}{dx^j}(c) = 0, \quad j = 1, \ldots, n - 1.$$ 

If $n$ is even, in general no response solution exists, so we confine ourselves to odd values of $n$. If the zero is simple ($n = 1$), then we know that a response solution exists for all non-resonant frequencies; moreover, if $g'(c) > 0$, the response solution is a local attractor. So we assume the following condition involving the functions $f$ and $g$.

**Hypothesis 1 (Non-degeneracy condition).** There exists $c \in \mathbb{R}$ such that $x = c$ is a zero of odd order $n > 1$ of the function $g(x) - f_0$.

We want to study the existence of response solutions to (1.1) for $\varepsilon$ small enough, by assuming only Hypothesis 1 on the nonlinearity. If $f$ is a trigonometric polynomial of degree $N_f$, for any non-resonant $\omega \in \mathbb{R}^d$, a response solution exists for all $\varepsilon$ less than a value $\varepsilon_0$ which depends on $N_f$ as well on $\alpha$; of course $\varepsilon_0$ goes to 0 when $N_f$ goes to infinity. Therefore we are interested in extending the result to arbitrary analytic functions $f$ or, equivalently, to find bounds which are uniform in $N_f$. To deal with the small divisors we shall need to rely on the theory of continued fraction. Thus we will restrict the analysis to the two-dimensional case and make the following assumption.
Hypothesis 2 (Non-resonance condition). The frequency vector $\omega$ is in $\mathbb{R}^2$ and has rationally independent components, that is $\omega \cdot \nu \neq 0 \ \forall \nu \in \mathbb{Z}_2^2 := \mathbb{Z}^2 \setminus \{0\}$.

Without loss of the generality we may and do assume that the frequency vector is of the form $\omega = (1, \alpha)$, with $\alpha \in \mathbb{R} \setminus \mathbb{Q}$.

We shall see that in general, if we do not make any further assumption on $\omega$, we do not obtain the existence of response solutions for all values of $\varepsilon$ small enough, as we might have to exclude a set of possibly infinitely many intervals accumulating to the origin. In other words, we find that the response solution exists – or, at least, can be proved to exist – only for $\varepsilon$ in a set with holes, whose number and sizes depend on the frequency vector. Nevertheless, if we assume a suitable non-resonance condition, weaker than Bryuno’s condition, we are able to make the holes to disappear and recover the existence result for all $\varepsilon$ small enough. More formal statements will be provided in the next section.

2 Main result

If $\Sigma_\xi := \{ \psi \in C^d : \text{Re}(\psi_i) \in \mathbb{T}, |\text{Im}(\psi_i)| \leq \xi, i = \ldots, d \}$ denotes the strip where $f$ is analytic, the Fourier coefficients $f_\nu$ in (1.2) satisfy the bound
\[ |f_\nu| \leq \Phi e^{-\xi|\nu|} \ \forall \nu \in \mathbb{Z}^d, \] (2.1)

for a suitable positive constant $\Phi$.

Let us denote by $\Delta(z, \rho)$ the disk of center $z$ and radius $\rho$ in the complex plane. Because of the assumption of analyticity on $g$, for any $c \in \mathcal{A}$ there exists $\rho_0 > 0$ such that $g$ is analytic in $\Delta(c, \rho_0)$. Then for all $\rho < \rho_0$, if one defines $\Gamma := \max\{|g(x)| : x \in \Delta(c, \rho)\}$, one has, under Hypothesis 1,
\[ g(x) = g(c) + \sum_{p=n}^{\infty} g_p(x-c)^p, \quad g_p := \frac{1}{p!} \frac{d^p g}{dx^p}(c), \quad |g_p| \leq \Gamma \rho^{-p}, \] (2.2)

where we have used Cauchy’s estimates to bound the derivatives.

Fixed $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, let $p_n/q_n$ be the convergents of $\alpha$ (see Section 4 for details). Given two positive constants $C$ and $C'$, for all $n \in \mathbb{N}$ such that $e^{-C'q_n} \leq (Cq_n)^{-n-1}$ for all $n' \geq n$ define
\[ I_n(C, C') := \left[ e^{-C'q_n}, (Cq_n)^{-n-1} \right], \quad J_n(C, C') := \text{Cl} \left( \bigcup_{n' \geq n} I_n(C, C') \right), \] (2.3)

where Cl denotes set closure. Note that for any values of $C$ and $C'$, the intervals $I_n(C, C')$ in (2.3) are well defined for $n$ large enough, and that $0 \in J_n(C, C')$. In the following we fix $C' = C_0$, with
\[ C_0 = \frac{n + 1}{4(n^2 + 2n - 1)} \xi. \] (2.4)

We can rephrase the problem we have addressed in Section 1 as follows: under Hypotheses 1 and 2 we look for solutions to (1.1) of the form
\[ x(t, \varepsilon) = c + X(\omega t, \varepsilon), \] (2.5)
where \( X(\omega t, \varepsilon) \) is a quasi-periodic function which goes to 0 as \( \varepsilon \) tends to 0. We shall prove the following result.

**Theorem 1.** Consider the ordinary differential equation (1.1), with \( f \) analytic in the strip \( \Sigma_{\xi} \) and \( \omega = (1, \alpha) \), and assume Hypotheses 7 and 3. Denote by \( p_n/q_n \) the convergents of \( \alpha \) and let \( C_0 \) be fixed as in (2.4). Then for any constant \( C_1 \) there exists \( N \in \mathbb{N} \) such that for all \( \varepsilon \in J_N(C_1, C_0) \) there is at least one quasi-periodic solution \( x(t, \varepsilon) = c + X(\omega t, \varepsilon) \) to (1.1), such that the function \( X(\psi, \varepsilon) \) is analytic in \( \psi \) in the strip \( \Sigma_{\xi'} \), with \( \xi' < \xi/4 \), is continuous in \( \varepsilon \) in the sense of Whitney and goes to zero as \( \varepsilon \to 0 \).

We refer to refs. [23, 58] for the definition of continuity – and differentiability – in the sense of Whitney; here we just recall that a function which is defined and continuous in a closed subset of \( \mathbb{R} \) can be extended to a function continuous everywhere in \( \mathbb{R} \). (See also refs. [3, 26] for a similar use of the notion of continuity in the sense of Whitney in different contexts.

As we shall see along the proof of the theorem, for fixed \( C_1 \), we write the response solution as a series depending on \( \varepsilon \) and prove that there exists \( \varepsilon_0 > 0 \) small enough such that the series converges provided \( |\varepsilon| < \varepsilon_0 \) and \( \varepsilon \in I_n(C_1, C_0) \) for some \( n \in \mathbb{N} \). The constant \( \varepsilon_0 \) depends on \( C_1 \), more precisely it is of the form \( \varepsilon_0 = C_0(n+1)\eta_0 \), with \( \eta_0 \) depending on all the other parameters but \( C_1 \) – i.e. \( \xi, \rho, \Phi \) and \( \Gamma \). Once \( \varepsilon_0 \) has been determined, the constant \( N \) must be taken so that

\[
\frac{1}{(C_1 q_n)^{n+1}} \leq \varepsilon_0, \tag{2.6a}
\]

\[
\frac{1}{(C_1 q_n)^{n+1}} \geq e^{-C_0 q_n} \quad \forall n \geq N, \tag{2.6b}
\]

which ensure the convergence of the series for all \( \varepsilon \) in the set \( J_N(C_1, C_0) \). Note that (2.6b) is satisfied for all \( n \) if \( C_1 \) is taken small enough and for all positive \( C_1 \) if \( n \) is large enough.

If one looks for optimal bounds, one has to choose \( C_1 \) in order to make \( \varepsilon_0 \) as large as possible and, at the same time, reduce the sizes of the holes (see Section 10). Indeed, the intervals \( I_n(C_1, C_0) \) may be disjoint: since there is in general no a priori relation between \( e^{-C_0 q_n} \) and \( (C_1 q_{n+1})^{-n-1} \), it may happen that for some \( n \geq N \) the intervals \( I_n(C_1, C_0) \) and \( I_{n+1}(C_1, C_0) \) are as represented in Figure 1.

![Figure 1: Interval I_n = I_n(C_1, C_0) and I_{n+1} = I_{n+1}(C_1, C_0) in the case they are disjoint.](image)

The overall measure of the allowed intervals depends on the irrational number \( \alpha \), in particular on its convergents \( p_n/q_n \), so we cannot say in general whether it is either large or small. Once \( N > 0 \) has been fixed as in Theorem 1, a natural problem to address is whether it is possible to obtain the result of existence for all \( |\varepsilon| < \varepsilon_0 \) by imposing some further condition on \( \omega \). This is equivalent to requiring

\[
e^{-C_0 q_n} \leq (C_1 q_{n+1})^{-n-1}, \quad n \geq N, \tag{2.7}
\]
so as to have the situation represented in Figure 2 for all \( n \geq N \).

\[
I_{n+2} \quad I_{n+1} \quad I_n \quad \varepsilon_0
\]

\[
e^{-C_0 q_{n+1}} \quad \frac{1}{(C_1 q_{n+2})^{n+1}} \quad e^{-C_0 q_n} \quad \frac{1}{(C_1 q_{n+1})^{n+1}} \quad e^{-C_0 q_{n+1}} \quad \frac{1}{(C_1 q_n)^{n+1}}
\]

Figure 2: Intervals \( I_n = I_n(C_1, C_0), n \geq N \), in the case in which there are no holes.

From the results available in the literature [33, 34, 31], we know that, taken \( \varepsilon_0 > 0 \), if \( \omega \) is Diophantine or Bryuno, response solutions exist for all \( \varepsilon \) in a set without holes [30, 22]. Hence it is not surprising that (2.7) is satisfied when \( \omega \) is Diophantine or Bryuno.

Indeed, if \( \omega \) is Diophantine, i.e. if there exist two constants \( \gamma > 0 \) and \( \tau \geq 1 \) such that

\[
|\omega \cdot \nu| > \gamma |\nu|^{-\tau}
\]

for all \( \nu \in \mathbb{Z}^2 \), condition (2.7) easily follows by using that

\[
1 \frac{1}{(C_1 q_{n+1})^{n+1}} \geq \frac{1}{(K_0 C_1 q_n)^{n+1}} > e^{-C_0 q_n}, \quad n \geq N,
\]

with \( K_0 := \gamma^{-1}(1 + 4 \alpha^2)^{\tau/2} \), \( C_0 \) as in (2.1) and \( C_1 \) and \( N \) suitably chosen.

If \( \omega \) is a Bryuno vector, i.e. if the sequence

\[
\varepsilon_n(\alpha) := \frac{1}{q_n} \log q_{n+1}
\]

is summable [13, 48, 49], then (2.7) is satisfied once more, because

\[
\log(C_1 q_{n+1})^{n+1} = (n + 1) \log C_1 + (n + 1) \log q_{n+1} = (n + 1) \log C_1 + (n + 1) q_n \varepsilon_n(\alpha) < C_0 q_n
\]

with \( C_0 \) as in (2.3) and \( C_1 \) chosen according to the Theorem. A better characterisation of the vectors for which there are no holes is provided in Section 10.

In general, the opposite is not true: there are vectors which satisfy (2.7), but are not Bryuno vectors. In fact, it is sufficient that \( \varepsilon_n(\alpha) \) be small enough so as to satisfy the bound (2.10), for some constant \( C_1 \) possibly depending on \( n \). Again we refer to Section 10 for further details.

To summarise, for \( n \geq 3 \) (odd) and \( d = 2 \), if we do not impose (2.7) on the convergents of \( \alpha \), we find that the response solutions exist in a set with holes; instead if we require (2.7) we have the existence of response solutions for all \( |\varepsilon| < \varepsilon_0 \) and for a class of frequency vectors which satisfy a condition weaker than the Bryuno condition and also weaker than the condition that \( \varepsilon_n(\alpha) \to 0 \) as \( n \to \infty \). The latter result improves, for \( d = 2 \), the condition on \( \omega \) assumed in previous results available in the literature, where stronger non-resonance conditions were considered for the frequency vector [14, 30, 31].

It would be interesting to investigate whether the Theorem above can be extended to higher dimensional frequency vectors and if existence of a response solution can be proved for values of \( \varepsilon \) inside the holes left out by the Theorem, as it happens in the case \( n = 1 \), where the
response solutions are known to exist for any \( d \) and for \( \varepsilon \) in set with no holes \([36, 56]\). Another generalisation to look for, in the case \( n > 1 \), is to higher dimensions for the space variable \( x \), as already studied in the case of simple zeroes \([35, 56]\).

3 Some related results in the literature

Existence of quasi-periodic and almost-periodic solutions to ordinary differential equations in problems where no hypothesis is made on the frequencies has not been studied in the literature as extensively as in the case in which one requires some non-resonance condition such as the Diophantine or the Bryuno condition. In the framework of KAM theory, both rigorous results \([28, 47]\) and strong numerical evidence \([16, 46, 50, 53]\) suggest that, in general, the invariant tori of the unperturbed system which are close to resonance break up when the perturbation is switched on; therefore, if one is looking for results holding for all frequencies one has to consider either conservative systems away from the KAM regime \([4, 5, 6]\) or non-conservative systems.

Typically response solutions in forced systems arise by bifurcation. Bifurcation phenomena have been widely investigated in the literature – see for instance the works by Broer, Hanßmann and coauthors \([10, 11, 12, 19, 38, 39, 40, 41]\). If no condition is assumed on the forcing frequencies, in order to bypass the small divisor problem, a non-degeneracy condition is generally assumed on the bifurcating solution, usually a condition of hyperbolicity or exponential dichotomy \([8, 20, 25, 44, 60]\); for example in ref. \([8]\) an invariant torus bifurcates from the equilibrium point under a suitable assumption of hyperbolicity.

On the contrary, in the problem addressed in the present paper, the unperturbed bifurcating solution is not given a priori and a fortiori no stability or hyperbolicity condition is assumed: any constant \( c \) is a solution to (1.1) when \( \varepsilon = 0 \) and the existence of response solution is proved for a special value of the constant. In fact, equation (1.1) is a particular case of the equation

\[
\dot{x} = f(t, x, y, \varepsilon), \quad \varepsilon \dot{y} = g(t, x, y, \varepsilon),
\]

(3.1)

with \( \varepsilon > 0 \), \((x, y) \in \mathbb{R}^n \times \mathbb{R}^m\) and \( f, g \) almost periodic in time, which is studied in refs. \([17, 37]\). However, the point of view considered in refs. \([17, 37]\) is different since the assumptions on the almost periodic solution of the unperturbed system

\[
\dot{x} = f(t, x, y, 0), \quad 0 = g(t, x, y, 0),
\]

(3.2)

in particular the hypothesis that a non-degenerate almost periodic solution exists, make the problem is of hyperbolic type and no small divisors appear. Analogous results for equations of the form (3.1) are also provided in similar models in both the periodic \([1, 23, 27, 55, 59]\) and almost periodic context \([52]\).

As we said in the previous sections, we will use the theory of continued fractions to bound the small divisors in the case of analytic \( f \): the continued fractions are used to deal with Liouvillean frequencies in refs. \([17, 57]\). In ref. \([47]\) the following equation is studied:

\[
\ddot{x} + \lambda^2 x = \varepsilon F(\omega t, x, \dot{x}), \quad x \in \mathbb{R}, \quad \omega = (1, \alpha), \quad \alpha \in \mathbb{R} \setminus \mathbb{Q},
\]

(3.3)
where $\varepsilon$, $\lambda$ are positive parameters and $F : \mathbb{T}^2 \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a real analytic function satisfying the reversibility condition

$$F(\psi, x, y) = F(-\psi, x, -y).$$

(3.4)

Without assuming $\omega$ to satisfy any Diophantine or Bryuno conditions, for any closed interval $O \subset \mathbb{R} \setminus \{0\}$ and any sufficiently small $\gamma > 0$, a response solution to (3.4) is proved to exist for $\varepsilon$ small enough and for $\lambda$ in a Cantor set $O_\gamma \subset O$ with large relative Lebesgue measure.

The equation considered in [57] is different with respect to (3.3) since the function $F$ does not depend on $\dot{x}$. Both [47, 57] use the properties of the continued fractions theory and exploit the so-called CD-bridge between the denominators of the best rational approximations of continued fractions [2]. Once more our problem is of a different kind, since (1.1) is a singular differential equation and does not verify the reversibility condition in (3.4).

4 Strategy of the proof

Let us write in (2.5)

$$X(\omega t, \varepsilon) = \zeta + u(\omega t; \varepsilon, \zeta, c), \quad u(\psi; \varepsilon, \zeta, c) = \sum_{\nu \in \mathbb{Z}^d} e^{i\nu \cdot \psi} u_\nu,$$

(4.1)

where $\mathbb{Z}^d := \mathbb{Z}^d \setminus \{0\}$, $\zeta$ is a real parameter to be fixed and $\psi \mapsto u(\psi; \varepsilon, \zeta, c)$ is a zero-average quasi-periodic function, with Fourier coefficients depending on $\varepsilon$, $\zeta$ and $c$ – even though we shall not make explicit such a dependence in order not to overwhelm the notations.

We can write (1.1) in Fourier space as

$$(i \omega \cdot \nu)(1 + i \varepsilon \omega \cdot \nu)u_\nu + \varepsilon [g(c + \zeta + u)]_\nu = \varepsilon f_\nu, \quad \nu \neq 0,$$

(4.2)

provided for $\nu = 0$ one has

$$[g(c + \zeta + u)]_0 = f_0.$$  (4.3)

The notation $[F(c + \zeta + u)]_\nu$, for any function $F(x)$ analytic in its argument, means that we first consider the Taylor expansion of $F(c + \zeta + u)$ about the point $c$, then write $u$ as a Fourier series according to (4.1), and finally keep the Fourier coefficient with index $\nu$:

$$[F(c + \zeta + u)]_\nu = \sum_{p=0}^{\infty} \frac{1}{p!} \frac{d^p F}{dx^p}(c) \sum_{q=0}^{\infty} \binom{p}{q} \zeta^{p-q} \sum_{\nu_1, \ldots, \nu_q \in \mathbb{Z}^d_{\ast}} u_{\nu_1} \cdots u_{\nu_q}.$$  (4.4)

We call (4.2) the range equation and (4.3) the bifurcation equation, see also [18]. We first study the range equation looking for a solution to (4.2), depending on the parameter $\zeta$ that is supposed to be close enough to zero. Then we analyse (4.3) and fix $\zeta$ in order to make such an equation to be satisfied as well.

We find that the parameter $\zeta$, in general, is no more than continuous in $\varepsilon$. In our case, this suffices, since all we need is to prove that the parameter goes to 0 as $\varepsilon$ tends to to zero. Of course, in principle more regularity is possible, and the parameter could have different branches,
as found in similar contexts when bifurcation phenomena occur. One could even think that a fractional power series may be constructed: for instance, this happens for both the Melnikov problem \[23\] and lower dimensional tori of codimension 1 \[29\], when the case of higher order zeroes is considered. For the problem under study the situation is more delicate, since already in the case of simple zeroes in general no more than continuity is found \[36\]. In any case, we do not exclude that stronger regularity results may be obtained, possibly with different methods; see also ref. \[14, 21, 15\] for some results about the form of the analyticity domains in dissipative perturbations of Hamiltonian systems.

5 A brief review on the continued fractions

In this section we review some basic properties of the continued fraction that we shall use later on; we refer to refs. \[43, 45, 51\] for details and proofs. A finite continued fraction is an expression of the form

\[
[a_0, \ldots, a_n] = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots + \frac{1}{a_n}}}}
\]

with \(a_0 \in \mathbb{R}\) and \(a_1, \ldots, a_n \in \mathbb{R}_+\); the corresponding coefficients \(a_0, \ldots, a_n\) are called the partial quotients of the finite continued fraction. An infinite continued fraction is defined as the limit for \(n \to \infty\) of \(x_n := [a_0, \ldots, a_n]\), i.e.

\[
x = [a_0, a_1, a_2, \ldots] = \lim_{n \to \infty} [a_0, \ldots, a_n] = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots + \frac{1}{\ddots}}}}
\]

when the limit exists; in such a case we say that the continued fraction converges. A continued fraction is called simple if \(a_0 \in \mathbb{Z}\) and \(a_i \in \mathbb{N}\) for all \(i \geq 1\). Any irrational number \(x \in \mathbb{R} \setminus \mathbb{Q}\) is represented as a unique simple infinite continued fraction.

**Proposition 5.1.** Given a simple continued fraction \([a_0, a_1, a_2, \ldots]\), define

\[
p_0 = a_0, \quad p_1 = a_1 a_0 + 1, \quad p_k = a_k p_{k-1} + p_{k-2}, \quad k \geq 2,
\]

\[
q_0 = 1, \quad q_1 = a_1, \quad q_k = a_k q_{k-1} + q_{k-2}, \quad k \geq 2.
\]

Then one has

\[
x_k := \frac{p_k}{q_k} = [a_0, \ldots, a_k], \quad k \geq 0.
\]

We call \(x_k\) the \(k\)-th convergent of the continued fraction.

**Proposition 5.2 (Properties of the convergents).** Given \(x \in \mathbb{R} \setminus \mathbb{Q}\), let \(p_k, q_k, x_k\) be defined as in Proposition 5.1. One has:
(1) \( q_{k+1} > q_k > 0 \ \forall k > 0; \)
(2) \( p_k > 0 [p_k < 0] \ \forall k > 0 \text{ if } x > 0 [x < 0]; \)
(3) \( p_k q_{k-1} - p_{k-1} q_k = (-1)^{k-1} \) for \( k \geq 1 \) and \( p_k q_{k-2} - p_{k-2} q_k = (-1)^k a_k \) for \( k \geq 2; \)
(4) \( x_{2k} \) is strictly increasing;
(5) \( x_{2k+1} \) is strictly decreasing;
(6) \( x_{2k} < x < x_{2k+1} \) for all \( k \in \mathbb{N}. \)

**Proposition 5.3.** Let \( x \) be an irrational number and let \( \{p_k/q_k\} \) be the convergents of the continued simple fraction representing \( x. \) Then for all \( k \geq 0 \) one has

\[
\frac{1}{g_k(q_k + q_{k+1})} < |x - \frac{p_k}{q_k}| < \frac{1}{q_k q_{k+1}}.
\]

A rational number \( p/q, \) with \( q > 0 \) and \( GCD(p, q) = 1, \) is called a best rational approximation of \( x \in \mathbb{R} \setminus \mathbb{Q} \) if

\[
|nx - m| > |qx - p|, \quad \forall m, n \in \mathbb{Z} : 0 < |n| \leq q \quad \text{and} \quad \frac{m}{n} \neq \frac{p}{q}.
\]

**Proposition 5.4.** Any rational number \( p/q \) is one of the best rational approximation if and only if \( p/q \) is a convergent of \( x. \)

**Proposition 5.5.** The convergents \( \{p_n/q_n\} \) of \( x \) satisfy the inequalities

\[
|q_0 x - p_0| > |q_1 x - p_1| > \cdots > |q_k x - p_k| > \cdots
\]

We want to use the theory of continued fractions in order to deal with the small divisors problem. To this end, we shall restrict ourselves to two-dimensional frequency vectors \( \omega; \) besides, without any loss of generality, we assume \( \omega \) to be the form \( \omega := (1, \alpha) \in \mathbb{R}^2, \) with \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) (to comply with Hypothesis 2).

**Proposition 5.6.** Let \( \{p_n/q_n\} \) be the convergents of the simple continued fraction representing \( \alpha. \) For all \( \nu := (\nu_1, \nu_2) \in \mathbb{Z}^2 \setminus \{0\} \) such that \( 0 < |\nu_2| < q_n \) and \( |\nu_2| \neq q_{n-1}, \) one has

\[
|\omega \cdot \nu| = |\nu_1 + \nu_2 \alpha| > |\alpha q_{n-1} - p_{n-1}| > \frac{1}{2q_n} \quad \forall n \geq 1.
\]

**Proof.** The first inequality follows from proposition 5.4 while the second one follows from proposition 5.3 and property 1 in proposition 5.2.

### 6 Tree formalism

A rooted tree \( \vartheta \) is an acyclic planar graph such that all the lines are oriented toward a unique point, that we call the root, which has only one incident line, the root line. All the points in \( \vartheta, \) except the root, are called nodes. The orientation of the lines in \( \vartheta \) induces a partial ordering relation \( (\preceq) \) between the nodes. Given two nodes \( v \) and \( w, \) we shall write \( w < v \) every time \( v \)
is along the path (of lines) which connects $w$ to the root; we shall write $w \prec \ell$ if $w \preceq v$, where $v$ is the unique node that the line $\ell$ enters – see Figure 3. For any node $v$, denote by $p_v$ the number of lines entering $v$. Given a rooted tree $\vartheta$, we call first node the node the root line exits and denote by $N(\vartheta)$ the set of nodes, by $E(\vartheta)$ the set of end nodes, i.e. nodes $v$ with $p_v = 0$, by $V(\vartheta) = N(\vartheta) \setminus E(\vartheta)$ the set of internal nodes and by $L(\vartheta)$ the set of lines. We impose the constraint $p_v \geq n, \forall v \in V(\vartheta)$. We define the order of $\vartheta$ as $k \equiv k(\vartheta) := |N(\vartheta)|$, where $|A|$ denotes the cardinality of the set $A$. We refer to refs. [9, 42] for an introduction to graph theory and to ref. [32] for an overview on the tree formalism.

For any node $w \in N(\vartheta)$ the line $\ell$ exiting $w$ can be considered as the root line of a tree $\vartheta_w$ formed by the nodes $v \in N(\vartheta)$ such that $v \preceq w$, by the lines which connect such nodes and by $\ell$ itself; such a tree is called the subtree of $\vartheta$ with first node $w$.

We associate with each end node $v \in E(\vartheta)$ a mode label $\nu_v \in \mathbb{Z}^d$ and we split $E(\vartheta)$ in two complementary sets: $E_0(\vartheta) = \{v \in E(\vartheta) : \nu_v = 0\}$ and $E_1(\vartheta) = \{v \in E(\vartheta) : \nu_v \neq 0\}$, in such a way that $E(\vartheta) = E_0(\vartheta) \sqcup E_1(\vartheta)$. With each line $\ell \in L(\vartheta)$ we associate a momentum $\nu_\ell \in \mathbb{Z}^d$ with the constraint (conservation law)

$$\nu_\ell = \sum_{w \in E_1(\vartheta) \atop w \prec \ell} \nu_w,$$

(6.1)

i.e. the momentum of the line $\ell$ is the sum of the mode labels associated with the end nodes preceding $\ell$. Equivalently, the momentum of the line $\ell$ which exits a node $v$ is the mode label of $v$ if $v$ is an end node, and is the sum of the momenta of the lines entering $v$ if $v$ is an internal node. We split the set $L(\vartheta)$ in two disjoint sets, $L_0(\vartheta) := \{\ell \in L(\vartheta) : \nu_\ell = 0\}$ and $L_1(\vartheta) := \{\ell \in L(\vartheta) : \nu_\ell \neq 0\} = L(\vartheta) \setminus L_0(\vartheta)$.

With each line $\ell \in L(\vartheta)$ we also assign a scale label $\tilde{n}_\ell \in \{0, 1\}$. More generally one can consider the scale label as a number in $\mathbb{Z}$ (we refer to ref. [32] for a general overview on multiscale analysis), but, for the problem we are studying, we just need the scale label to be either zero or one.

**Definition 6.1 (Labelled trees).** A labelled rooted tree is a rooted tree with the labels associated with $N(\vartheta)$ and $L(\vartheta)$.
Definition 6.2 (Equivalent trees). We call equivalent two labelled rooted trees which can be transformed into each other by continuously deforming the lines in such a way that they do not cross each other.

In fact, we shall consider only nonequivalent labelled rooted trees. We denote by $\mathcal{T}_{k,\nu}$ the set of nonequivalent trees of order $k$ and momentum $\nu$ associated with the root line.

Definition 6.3 (Cluster). A cluster $T$ on scale $\tilde{n}$ is a maximal set of nodes and lines connecting them such that all the lines have scales $\tilde{n}' \leq \tilde{n}$ and there is at least one line with scale $\tilde{n}$. The lines entering the cluster $T$ and the possible unique line coming out from it (if existing at all) are called the external lines of the cluster $T$.

We denote by $V(T)$, $E(T)$ and $L(T)$ the set of internal nodes, of end nodes and of lines of the cluster $T$ respectively, with the convention that the external lines of $T$ do not belong to $L(T)$.

In fact, since there are only two possible scales, we will only deal with clusters on scale 0, because the only possible cluster on scale 1 is the whole tree $\mathcal{T}_{k,\nu}$ where there is at least one line on scale 1.

Definition 6.4 (Self-energy cluster). A self-energy cluster is a cluster $T$ (on scale 0) such that $T$ has only one entering line which has the same momentum of exiting line. We denote by $\mathcal{R}_0$ the set of self-energy clusters.

According to the definition 6.4, the node labels associated with the end nodes in a self-energy cluster $T$ are such that

$$\sum_{v \in E(T)} \nu_v = 0.$$ (6.2)

Definition 6.5 (Renormalised tree). A renormalised tree is a tree which does not contain any self-energy clusters. We denote by $\mathcal{T}_{k,\nu}$ the set of renormalised trees.

Let us introduce a sharp partition of unity: given a positive constant $C_1$ (to be chosen later), let $\chi$ and $\Psi$ be functions defined on $\mathbb{R}_+$, such that

$$\chi(x) := \begin{cases} 1 & \text{for } x < \frac{C_1}{4} \varepsilon^{\frac{1}{\pi+1}}, \\ 0 & \text{for } x \geq \frac{C_1}{4} \varepsilon^{\frac{1}{\pi+1}}, \end{cases} \quad \Psi(x) := \begin{cases} 1 & \text{for } x \geq \frac{C_1}{4} \varepsilon^{\frac{1}{\pi+1}}, \\ 0 & \text{for } x < \frac{C_1}{4} \varepsilon^{\frac{1}{\pi+1}}. \end{cases}$$ (6.2)

We associate with each node $v \in N(\vartheta)$ a node factor

$$F_v := \begin{cases} -\varepsilon g_{pv}, & v \in V(\vartheta), \\ \varepsilon f_{pv}, & v \in E_1(\vartheta), \\ \zeta, & v \in E_0(\vartheta). \end{cases}$$ (6.3)
and with each line \( \ell \in L(\vartheta) \) a propagator \( G_\ell \equiv G_{[\tilde{n}_\ell]}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) \), where the functions \( G_{[\tilde{n}]}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) \) are defined as follows. For \( \nu_\ell \neq 0 \), set

\[
G^{[0]}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) := \frac{\Psi(|\omega \cdot \nu_\ell|)}{i\omega \cdot \nu_\ell (1 + i\varepsilon \cdot \nu_\ell)}, \tag{6.4a}
\]

\[
G^{[1]}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) := \frac{\chi(|\omega \cdot \nu_\ell|)}{i\omega \cdot \nu_\ell (1 + i\varepsilon \cdot \nu_\ell) - \mathcal{M}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c)}, \tag{6.4b}
\]

with

\[
\mathcal{M}(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) := \chi(|\omega \cdot \nu_\ell|)M(\omega \cdot \nu_\ell; \varepsilon, \zeta, c), \tag{6.5a}
\]

\[
M(\omega \cdot \nu_\ell; \varepsilon, \zeta, c) := \sum_{T \in \mathcal{N}_0} \mathcal{Y}(T, \omega \cdot \nu_\ell; \varepsilon, \zeta, c), \tag{6.5b}
\]

\[
\mathcal{Y}(T, \omega \cdot \nu_\ell; \varepsilon, \zeta, c) := \left( \prod_{\ell \in L(T)} G_\ell \right) \left( \prod_{\nu \in V(T)} F_\nu \right), \tag{6.5c}
\]

where \( \mathcal{Y}(T, \omega \cdot \nu_\ell; \varepsilon, \zeta, c) \) is called the value of the self-energy cluster \( T \). For \( \nu_\ell = 0 \), we assign to \( \ell \) the scale 0 only, and set \( G_\ell = G^{[0]}(0; \varepsilon, \zeta, c) = 1 \). Note that, with the sharp partition considered above, for any line \( \ell \in L(\vartheta) \) the momentum \( \nu_\ell \) identifies uniquely the scale \( \tilde{n}_\ell \).

In order to simplify the notation we omit the dependence of the parameters \( \varepsilon, \zeta, c \); hence, from now on, we will write \( G^{[0]}(\omega \cdot \nu_\ell), G^{[1]}(\omega \cdot \nu_\ell), \mathcal{M}(\omega \cdot \nu_\ell), M(\omega \cdot \nu_\ell), \mathcal{Y}(T, \omega \cdot \nu_\ell) \).

**Remark 6.6.** Since only cluster on scale 0 are considered, the product over the lines in (6.7c) involves only propagators on scale 0, so that the expressions of \( \mathcal{M}(\omega \cdot \nu_\ell) \) in (6.5a) and of \( \mathcal{Y}(T, \omega \cdot \nu_\ell) \) in (6.5c) are well-defined.

If \( I_n(C_1, C_0) \) is defined as in (2.3), the condition \( \varepsilon \in I_n(C_1, C_0) \) can be rewritten as

\[
\frac{1}{C_0} \log \frac{1}{\varepsilon} < q_n < \frac{1}{C_1 \varepsilon^{1+1}}. \tag{6.6}
\]

Let \( \varepsilon \) satisfy (6.6). Consider a line \( \ell \in L_1(\vartheta) \): if \( |\nu_\ell| < q_n \), then also \( |\nu_{\ell,2}| < q_n \), so that, by Proposition 5.6 and by (6.2) and (6.6), the line \( \ell \) has to be on scale 0. *Vice versa* if \( \ell \) is on scale 1, then \( |\nu_\ell| \geq q_n \). Therefore, for \( \varepsilon \) satisfying (6.6), we have three different possibilities for a line \( \ell \in L_1(\vartheta) \):

1. \( |\nu_\ell| < q_n \) (this automatically implies scale 0),
2. \( |\nu_\ell| \geq q_n \) and scale \( \tilde{n}_\ell = 0 \),
3. \( |\nu_\ell| \geq q_n \) and scale \( \tilde{n}_\ell = 1 \).

In the first two cases, one has \( G_\ell = G^{[0]}(\omega \cdot \nu_\ell) \), while in the last case one has \( G_\ell = G^{[1]}(\omega \cdot \nu_\ell) \).

We define \( L_{<,0}(\vartheta), L_{>0}(\vartheta), L_{\geq,1}(\vartheta) \) as follows:

\[
L_{<,0}(\vartheta) := \{ \ell \in L_1(\vartheta) : |\nu_\ell| < q_n \}, \tag{6.7a}
\]

\[
L_{>0}(\vartheta) := \{ \ell \in L_1(\vartheta) : |\nu_\ell| \geq q_n \text{ and } \tilde{n}_\ell = 0 \}, \tag{6.7b}
\]

\[
L_{\geq,1}(\vartheta) := \{ \ell \in L_1(\vartheta) : |\nu_\ell| \geq q_n \text{ and } \tilde{n}_\ell = 1 \}. \tag{6.7c}
\]
By construction, one has $L_1(\vartheta) = L_{<,0}(\vartheta) \sqcup L_{\geq,0}(\vartheta) \sqcup L_{\geq,1}(\vartheta)$.

The value of the renormalised tree $\vartheta$ is defined as

$$\mathcal{V}(\vartheta) \equiv \mathcal{V}(\vartheta; \varepsilon, \zeta, c) := \left( \prod_{\ell \in L(\vartheta)} G_{\ell} \right) \left( \prod_{v \in V(\vartheta)} F_v \right).$$

(6.8)

Finally set

$$u_{[k]}^{[\nu]} := \sum_{\vartheta \in \mathcal{T}_{k,\nu}} \mathcal{V}(\vartheta), \quad \nu \in \mathbb{Z}^d,$$

(6.9)

where $\mathcal{T}_{k,\nu}$ denotes the set of all renormalised trees of order $k$ and momentum $\nu$ associated with the root line, and define the renormalised series as

$$\bar{u}(\psi) \equiv \bar{u}(\psi; \varepsilon, \zeta, c) := \sum_{\nu \in \mathbb{Z}^2} e^{i \nu \cdot \psi} \bar{u}_{[k]}, \quad \bar{u}_{[k]} := \sum_{k=1}^{\infty} u_{[k]}^{[\nu]},$$

(6.10)

where, once more, the dependence on $\varepsilon, c$ and $\zeta$ of the coefficients $u_{[k]}^{[\nu]}$ is omitted.

7 Bounds on the values of the self-energy clusters

Define

$$\eta := \max\{\varepsilon, |\zeta|\}.\quad (7.1)$$

**Lemma 7.1.** For any self-energy cluster $T$ one has

$$|\mathcal{V}(T, \omega \cdot \nu)| \leq \Gamma \rho \bar{C}\frac{n}{n+1}k_T^{-1},$$

where

$$\bar{C} := \rho^{-1} \max\left\{ \frac{4\Phi}{C_1}, \frac{4\Gamma}{C_1}, 1 \right\};\quad (7.2)$$

with $\rho, \Gamma$ as in (2.2) and $\Phi$ as in (2.1).

**Proof.** We recall the definition of the value of a self-energy cluster (see remark 6.6), that is

$$\mathcal{V}(T, \omega \cdot \nu) = \left( \prod_{v \in V(T)} F_v \right) \left( \prod_{\ell \in L(T)} G^{[0]}(\omega \cdot \nu_{\ell}) \right).$$

Since every line in $T$ is on scale 0, we bound the propagators as

$$|G^{[0]}(\omega \cdot \nu_{\ell})| \leq \frac{1}{|\omega \cdot \nu_{\ell}|} \leq \frac{4}{C_1} e^{-\frac{1}{n+1}},$$

if $\nu_{\ell} \neq 0$, while one has $G^{[0]}(\omega \cdot \nu_{\ell}) = 1$ if $\nu_{\ell} = 0$. Then, by using (2.1) and (2.2) to bound the node factors, we have

$$|\mathcal{V}(T, \omega \cdot \nu)| \leq \Gamma \rho \frac{n}{n+1}k_T^{-1} \left( \frac{4\Phi}{C_1} \right)^{|E_1(T)|} \left( \frac{4\Gamma}{C_1} \right)^{|V(T)|-1} e^{-\frac{1}{n+1}(|V(T)|-1+|E_1(T)|+1)} |\zeta|^{|E_0(T)|} \leq \Gamma \rho \bar{C}k_T \frac{n}{n+1}k_T^{-1},$$

where we have used that $|V(T)| \geq 1$ by construction and defined $\bar{C}$ as in (7.2). \qed
Lemma 7.2. Define $M(\omega \cdot \nu)$ as in (6.5a). Then, for $\eta$ small enough, one has

$$|M(\omega \cdot \nu)| \geq A_0 \eta^{n-1},$$

with $A$ a positive constant depending on $\Gamma$, $\rho$ and $\Phi$, with $\Gamma, \rho$ as in (2.2) and $\Phi$ as in (2.1).

Proof. A cluster $T$ must contain at least $n$ nodes, i.e. $k_T \geq n$. Indeed let us consider a tree with order $k \geq n + 1$, in which the root line, $l_0$, exits a node $v_0 \in V(\vartheta)$. By construction $p_{v_0} \geq n$, therefore a cluster $T$, if exists, must contain at least $n - 1$ lines on scale 0 entering $v_0$ and hence $n - 1$ nodes besides $v_0$.

Moreover, if a self-energy cluster has only $n$ nodes, then $n - 1$ of such nodes are in $E(\vartheta)$ and the external lines of the cluster exit/enter the same node – see Figure 4.

![Figure 4: A self-energy with 3 nodes, for n = 3.](image)

Denote by $M_n(\omega \cdot \nu)$ the terms of $M(\omega \cdot \nu)$ corresponding to self-energy clusters with $n$ nodes and by $\Delta M(\omega \cdot \nu)$ the sum of all the other terms contributing to $M(\omega \cdot \nu)$. Notice that $M_n(\omega \cdot \nu) = M_n(0)$, i.e. $M_n(\omega \cdot \nu)$ does not depend on $\nu$ and is real. Hence we have

$$|M_n(\omega \cdot \nu)| \geq A_0 \varepsilon [\langle \bar{u}^{[1]} \rangle + \zeta]^{n-1}, \quad \bar{u}^{[1]}(\psi) := \varepsilon \sum_{\nu \in \mathbb{Z}_2^d} e^{\nu \cdot \psi} f_{\nu} G^{[0]}(\omega \cdot \nu), \quad (7.3)$$

for a suitable positive constant $A_0$ depending on $\Phi, \Gamma, \rho, \xi$.

If $\zeta = o(\varepsilon)$, then one has $\langle (u^{[1]} + \zeta)^{n-1} \rangle_0 \geq A_1 \varepsilon \eta^{n-1}$, for a suitable positive constant $A_1$ depending on $\Phi, \xi$; analogously, if $\varepsilon = o(\zeta)$, then $\langle (u^{[1]} + \zeta)^{n-1} \rangle_0 \geq A_2 \varepsilon \eta^{n-1}$, for a suitable positive constant $A_2$, finally, if $\zeta = a \varepsilon + o(\varepsilon)$, with $a \neq 0$, then, if one sets $\bar{u}^{[1]} = \varepsilon X^{[1]}$, one has

$$\langle (u^{[1]} + \zeta)^{n-1} \rangle_0 = \langle (u^{[1]} + a \varepsilon + o(\varepsilon))^{n-1} \rangle_0 \geq \langle (X^{[1]} + a)^{n-1} \rangle_0 \varepsilon^{n-1} + o(\varepsilon^{n-1}) \geq A_3 \varepsilon \eta^{n-1},$$

with $A_3$ a positive constant. In conclusion, one obtains

$$|M_n(\omega \cdot \nu)| \geq \tilde{A}_0 \varepsilon \eta^{n-1}, \quad (7.4)$$

for a suitable positive constant $\tilde{A}_0$ depending on $A_0, A_1, A_2, A_3$.

Using (7.4) and Lemma 7.1 to bound $\Delta M(\omega \cdot \nu)$, one finds, for $\eta$ small enough,

$$|M(\omega \cdot \nu)| \geq |M_n(\omega \cdot \nu)| - |\Delta M(\omega \cdot \nu)| \geq \tilde{a}_0 \varepsilon \eta^{n-1} - \tilde{a}_1 \varepsilon \eta^{n-1} \geq A \varepsilon \eta^{n-1},$$

for suitable positive constants $\tilde{a}_0$ and $\tilde{a}_1$ depending on $\tilde{A}_0, \rho$ and $\tilde{C}$ and $A = \tilde{a}_0 / 2$, provided $\eta$ is small enough.
8 The range equation

The goal of the present section is to prove that the series \( \bar{u}(\psi; \varepsilon, \zeta, c) \) in (6.10) converges and solves (4.2), i.e.

\[
\omega \cdot \nu(1 + \omega \cdot \nu)\bar{u}_\nu = \varepsilon [f - g(c + \zeta + \bar{u})]_\nu,
\]

for all \( \nu \neq 0 \) and for all \( \zeta \) small enough, independently of \( \varepsilon \).

To prove the convergence of the series, we have to provide a bound for the coefficients \( u[k]_\nu \) in (6.9) and hence we need an estimate on the value (6.8) of each renormalised tree \( \vartheta \). The latter will be the main object of Subsection 8.1. At the end, we will prove that the renormalised series solves the equation (8.1): this will be discussed in Subsection 8.2. Finally, in Section 9 we will fix \( \zeta = \zeta(\varepsilon) \) as a function of \( \varepsilon \) which goes to zero as \( \varepsilon \) goes to zero, in order to make the bifurcation equation to be satisfied.

8.1 Bounds on the values of the renormalised trees

Let \( C, \tilde{C} \) and \( \tilde{C}_1 \) be defined as follows:

\[
\begin{align*}
C := \rho^{-1} \max \left\{ \frac{4\Phi}{C_1}, \frac{A}{1}, \frac{4\Gamma}{A}, \frac{4\Gamma}{C_1} \right\}, \\
\tilde{C} := \max \left\{ \frac{\Phi}{\Gamma}, \frac{C_1}{\Gamma}, \frac{C_1}{\Gamma}, \frac{C_1}{A}, \frac{1}{1} \right\}, \\
\tilde{C}_1 := \max \left\{ \frac{\Phi}{\Gamma}, \frac{\Phi}{\Gamma}, \frac{A}{\Gamma}, \frac{A}{1}, \frac{A}{C_1}, \frac{1}{1} \right\},
\end{align*}
\]

with the positive constants \( \rho, \Gamma, \Phi \) defined as in (2.2) and (2.1) and \( A \) defined as in Lemma 7.2. Note that \( \rho C, \tilde{C}, \tilde{C}_1 \geq 1 \).

Lemma 8.1. Let \( \vartheta \) be a renormalised tree of order \( k = 1 \) and let \( \ell_0 \) denote the root line of \( \vartheta \). Then one has

\[
|\mathcal{V}(\vartheta)| \leq \rho C \times \begin{cases} 
\varepsilon \frac{e^{\frac{\pi}{2\tau}} e^{-\xi|\nu|}}{\eta^{-n_1+1} e^{-\xi|\nu|}}, & \text{if } \ell_0 \in L_{<,0}(\vartheta) \sqcup L_{\geq,0}(\vartheta), \\
|\zeta|, & \text{if } \ell_0 \in L_{0}(\vartheta),
\end{cases}
\]

with \( \rho, \eta \) and \( C \) as in (2.2), (7.1) and (8.2a), respectively.

Proof. If \( \ell_0 \in L_{<,0}(\vartheta) \sqcup L_{\geq,0}(\vartheta) \), then the value of the tree is \( \mathcal{V}(\vartheta) = \varepsilon f_\nu G[0](\omega \cdot \nu) \). If we bound \( |f_\nu| \) according to (2.1) and \( |G[0](\omega \cdot \nu)| \) by using the sharp partition (6.2), i.e. \( |G[0](\omega \cdot \nu)| \leq 4C_1^{-1}e^{-\frac{\pi}{2\tau}} \), we obtain the first bound in (8.3).

If \( \ell_0 \in L_{\geq,1}(\vartheta) \), we have \( \mathcal{V}(\vartheta) = \varepsilon f_\nu G[1](\omega \cdot \nu) \) and, by using Lemma 7.2 in order to bound \( |G[1](\omega \cdot \nu)| \leq 4(A\varepsilon)^{-1} \eta^{-n_1+1} \), we obtain the second bound in (8.3).

Finally, if \( \ell_0 \in L_0(\vartheta) \), then \( \mathcal{V}(\vartheta) = \zeta \). \( \square \)
Lemma 8.2. Let \( \emptyset \in \Sigma_{k,\nu} \) be a renormalised tree of order \( k \geq n + 1 \) and momentum \( \nu \neq 0 \) associated with the root line \( \ell_0 \). Let \( C_0 \) be as in (2.3) and, for any fixed \( C_1 \) take \( \varepsilon \in I_n(C_1, C_0) \) for some \( n \geq N \), where \( N \) satisfies (2.6b). Then one has

\[
\mathcal{V}(\emptyset) = \mathcal{V}(\emptyset) \prod_{v \in E_1(\emptyset)} e^{-\frac{\xi}{2}|\nu_v|},
\]

where

\[
|\mathcal{V}(\emptyset)| \leq \rho C^k \eta \pi^{k(2+\varepsilon)} \epsilon^{2^{k+1}} \times \begin{cases} e^{-\frac{\xi}{2}|\nu|}, & \text{if } \ell_0 \in L_{<0}(\emptyset), \\ e^{-\frac{\xi}{2}q_n}, & \text{if } \ell_0 \in L_{>0}(\emptyset), \\ \eta^{-n+1} e^{-\frac{\xi}{2}q_n}, & \text{if } \ell_0 \in L_{>1}(\emptyset), \end{cases}
\]

with \( \rho, \eta \) and \( C \) as in (2.2), (7.1) and (8.2a), respectively.

Proof. Denote by \( v_0 \) the first node of \( \emptyset \), that is the node the root line \( \ell_0 \) exits. The renormalised tree \( \emptyset \) has the following structure:

- \( \emptyset_1 \in \Sigma_{k_1,\nu_1}, \cdots, \emptyset_m \in \Sigma_{k_n,\nu_m} \) enter \( v_0 \) and the root lines \( \ell_1, \ldots, \ell_m \) are such that \( |\nu_{\ell_j}| < q_n \) for all \( j = 1, \ldots, m \), so that \( \ell_1, \ldots, \ell_m \in L_{<0}(\emptyset) \);
- \( \emptyset'_1 \in \Sigma_{k'_1,\nu'_1}, \ldots, \emptyset'_p \in \Sigma_{k'_p,\nu'_p} \) enter \( v_0 \) and the root lines \( \ell'_1, \ldots, \ell'_p \) are such that \( |\nu_{\ell'_j}| \geq q_n \) and \( \tilde{\nu}_{\ell'_j} = 0 \) for all \( j = 1, \ldots, p \), so that \( \ell'_1, \ldots, \ell'_p \in L_{>0}(\emptyset) \);
- \( \emptyset''_1 \in \Sigma_{k''_1,\nu''_1}, \ldots, \emptyset''_l \in \Sigma_{k''_l,\nu''_l} \) enter \( v_0 \) and the root lines \( \ell''_1, \ldots, \ell''_l \) are such that \( |\nu_{\ell''_j}| \geq q_n \) and \( \tilde{\nu}_{\ell''_j} = 1 \) for all \( j = 1, \ldots, l \), so that \( \ell''_1, \ldots, \ell''_l \in L_{>1}(\emptyset) \);
- the lines \( \tilde{\ell}_1, \ldots, \tilde{\ell}_r \), entering \( v_0 \), exit the end nodes \( \tilde{v}_1, \ldots, \tilde{v}_r \in E_1(\emptyset) \) respectively and are such that \( \tilde{\nu}_{\tilde{\ell}_j} = 0 \) for all \( j = 1, \ldots, r \), so that \( \tilde{\ell}_j \in L_{<0}(\emptyset) \cup L_{>0}(\emptyset) \) for all \( j = 1, \ldots, r \);
- the lines \( \tilde{\ell}'_1, \ldots, \tilde{\ell}'_s \), entering \( v_0 \), exit the end nodes \( \tilde{v}'_1, \ldots, \tilde{v}'_s \in E_1(\emptyset) \) respectively and \( \tilde{\ell}'_j \in L_{>1} \) for all \( j = 1, \ldots, s \);
- the lines \( \tilde{\ell}_1, \ldots, \tilde{\ell}_u \), entering \( v_0 \), exit the end nodes \( \tilde{v}_1, \ldots, \tilde{v}_u \in E_0(\emptyset) \);
- \( m, p, l, r, s, u \geq 0 \).

According to this construction, we have the following constraints:

- \( k = k(\emptyset) = \sum_{j=1}^m k(\emptyset_j) + \sum_{j=1}^p k(\emptyset'_j) + \sum_{j=1}^l k(\emptyset''_j) + r + s + u + 1 \);
- \( m + p + l + r + s + u \geq n \);
- \( \nu = \sum_{j=1}^m \nu_{\ell_j} + \sum_{j=1}^p \nu_{\ell'_j} + \sum_{j=1}^l \nu_{\ell''_j} + \sum_{j=1}^r \nu_{\ell_j} + \sum_{j=1}^s \nu_{\ell'_j} \);
- \( \nu \neq 0 \).

In the expression of \( \mathcal{V}(\emptyset) \), after extracting a factor \( \prod_{v \in E_1(\emptyset)} e^{-\xi|\nu_v|/2} \), we verify by induction on the order of the tree the inequalities in (8.5). In particular we will use (8.5) to bound the values of the subtrees of order \( k' \), with \( 1 < k' < k \) and (8.3) with \( \xi \) replaced with \( \frac{\xi}{2} \) to bound the values of the subtrees of order 1 formed by an end node in \( E_1(\emptyset) \) and the corresponding exiting line. Finally we use the last inequality in (8.3) to estimate the values of the subtrees of order 1 formed by end nodes in \( E_0(\emptyset) \) and the corresponding exiting lines.
Case 1: $\ell_0 \in L_{<0}(\vartheta)$

We start by analysing the case in which the root line has momentum $\nu$ such that $|\nu| < q_n$. In this case we have:

$$|\overline{\mathcal{F}}(\vartheta)| \leq \frac{4\Gamma}{C_1} \rho^{-(m+p+l+r+s)} \rho^{m+p+l+r+s} C^{k-1/\eta} \sum_{j=1}^{n-1} \left( \frac{n}{\eta} \right)^{n-1} \times$$

$$\times \eta^{-(n+1)(l+s)} \xi |\sum_{j=1}^{m} \nu r_j | e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} e^{-\frac{\xi}{4} q_0 (p+l) \xi} e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |}$$

$$\leq \rho C^{k-1} \eta^{\frac{k}{n(n+1)} + \frac{2}{n} \eta \Delta_0 (m,p,l,r,s,u)} e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |}$$

where the constants $C$ and $\tilde{C}$ are as in (8.2a) and in (8.2b), respectively, and we have defined

$$\Delta_0 (m,p,l,r,s,u) := \frac{m+p+l+r+s+(l+r)(n^2-1)+u(n^2+n-1) - s(n^3-n+1)+n-1}{n(n+1)}$$

To obtain the first bound in (8.5), we have to prove that

$$\tilde{C}^{-1} \eta \Delta_0 (m,p,l,r,s,u) e^{-\frac{\xi}{4} q_0 (p+l)} e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} \leq e^{-\frac{\xi}{4} |\nu|} \quad (8.6)$$

We distinguish among three different cases: $p + l = 1$, $p + l \geq 2$ and $p + l = 0$.

Case 1.1: $p + l = 1$

Since $e^{-\frac{\xi}{4} q_0 (p+l)} = e^{-\frac{\xi}{4} q_0} < e^{-\frac{\xi}{4} |\nu|}$, we have to prove

$$\tilde{C}^{-1} \eta \Delta_0 (m,p,l,r,s,u) e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} \times e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} \leq 1. \quad (8.7)$$

Case 1.1.1: $p = 1$, $l = 0$

When $s = 0$, the bound (8.7) is obviously satisfied because

$$\Delta_0 (m,1,0,r,0,u) \geq \frac{(n^2-1)(m+r+u) + n^2-1}{n(n+1)} \geq \frac{n(n^2-1)}{n(n+1)} = n-1,$$

The bound (8.7) is satisfied for $s \geq 1$ as well: first, we observe that

$$\Delta_0 (m,1,0,r,s,u) \geq \frac{n^3-n+1}{n(n+1)} s,$$

so that we have

$$\tilde{C}^{-1} \eta \Delta_0 (m,1,0,r,s,u) e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |} \leq \eta e^{-\frac{\xi}{4} \sum_{j=1}^{m} |\nu r_j |}.$$
then, using that \(|v_{p_j}| \geq q_n \geq C_0^{-1} \log \epsilon^{-1}\) for all \(j = 1, \ldots, s\), we deduce

\[
\eta^{-\frac{a_n+1}{n(n+1)}} e^{-\frac{\xi}{2} \sum_{j=1}^s |v_{p_j}|} \leq \left(\eta^{-\frac{a_n+1}{n(n+1)}} e^{\frac{\xi}{2C_0}}\right)^s \leq \left(\eta^{-\frac{a_n+1}{n(n+1)}} \eta^{\frac{\xi}{2C_0}}\right)^s \leq 1,
\]

where the last inequality follows by taking

\[
C_0 \leq \frac{n(n+1)}{2(n^3 - n + 1)} \xi.
\]  

(8.8)

**Case 1.1.2: \(p = 0, l = 1\)**

If \(s = 0\), one has \(m + r + u \geq n - 1\) and hence

\[
\Delta_0(m, 0, 1, r, 0, u) \geq \frac{(n^2 - 1)(m + r + u) - n^3 + n^2 + n - 1}{n(n+1)} \geq 0.
\]

If \(s \geq 1\), \(\Delta_0(m, 0, 1, r, s, u)\) may be negative, but, as in the case 1.1.1, we can use the exponential decay associated with the lines \(\ell_1, \ldots, \ell_s\). Since we have

\[
\Delta_0(m, 0, 1, r, s, u) \geq -\frac{n^3 + n^2 - n}{n(n+1)} s = -\frac{n^2 + n - 1}{n + 1} s,
\]

if we require

\[
C_0 \leq \frac{n + 1}{2(n^2 + n - 1)} \xi,
\]  

(8.9)

the bound (8.7) follows, noting that

\[
\tilde{C}^{-1} \eta \Delta_0(m, 0, 1, r, s, u) e^{-\frac{\xi}{2} \sum_{j=1}^m |v_{q_j}| - \frac{\xi}{2} \left(\sum_{j=1}^r |v_{p_j}| + \sum_{j=1}^s |v_{q_j}|\right)} \leq \left(\eta^{-\frac{n^2 - n + 1}{n+1}} e^{\frac{\xi}{2C_0}}\right)^s \leq 1.
\]

**Case 1.2: \(p + l \geq 2\)**

One has

\[
\Delta_0(m, p, l, r, s, u) \geq -\frac{n^3 - n + 1}{n(n+1)} s - \frac{(n - 2)(n - 1)}{n}.
\]

By splitting \(e^{-\frac{\xi}{2} q_n(p+l)} = e^{-\frac{\xi}{2} q_n(p+l-1)} e^{-\frac{\xi}{2} q_n}\), we use the factor \(e^{-\frac{\xi}{2} q_n}\) to cancel the factor \(e^{-\frac{\xi}{2} |v|}\) in right hand side of (8.6), so that we have to prove that

\[
\tilde{C}^{-1} \eta \Delta_0(m, p, l, r, s, u) e^{-\frac{\xi}{2} \sum_{j=1}^m |v_{q_j}| - \frac{\xi}{2} \left(\sum_{j=1}^r |v_{p_j}| + \sum_{j=1}^s |v_{q_j}|\right)} e^{-\frac{\xi}{2} q_n(p+l-1)} \leq 1.
\]  

(8.10)

By using that \(q_n \geq C_0^{-1} \log \epsilon^{-1}\), if we require

\[
\begin{cases}
C_0 \leq \frac{n(n+1)}{2(n^3 - n + 1)} \xi, & \text{if } n = 3,
C_0 \leq \frac{n}{4(n - 2)(n - 1)} \xi, & \text{if } n \geq 5 \text{ and } n \text{ odd},
\end{cases}
\]  

(8.11)

we obtain that the left hand side of (8.10) is less than

\[
\eta^{-\frac{(n-2)(n-1)}{n}} \frac{\xi}{2C_0} \left(\eta^{-\frac{a_n+1}{n(n+1)}} \eta^{\frac{\xi}{2C_0}}\right)^s \leq 1.
\]
Interlude

We compare the conditions obtained so far on $C_0$ (see (8.8), (8.9) and (8.11)):

- if $n = 3$, one has $\frac{n+1}{2(n^2+n-1)} < \frac{n(n+1)}{2(n^3-n+1)}$;
- if $n = 5$, one has $\frac{n+1}{2(n^2+n-1)} < \frac{n}{4(n-2)(n-1)}$;
- if $n \geq 7$, one has $\frac{n}{4(n-2)(n-1)} < \frac{n+1}{2(n^2+n-1)}$.

Then, to summarize, the condition on $C_0$ becomes

$$
\begin{cases}
C_0 \leq \frac{n+1}{2(n^2+n-1)} \xi, & \text{if } n = 3, 5, \\
C_0 \leq \frac{n}{4(n-2)(n-1)} \xi, & \text{if } n \geq 7 \text{ and } n \text{ odd.}
\end{cases}
$$

(8.12)

**Case 1.3: $p + l = 0$**

The conservation law (6.1) gives $e^{-\frac{q}{4} \left( \sum_{j=1}^{m} |\nu_j| + \sum_{j=1}^{r} |\nu_j| + \sum_{j=1}^{s} |\nu_j| \right)} \leq e^{-\frac{q}{4} |\nu|}$, so we have to prove that

$$
\tilde{C}^{-1} \eta \Delta_0(m,0,r,s,u) e^{-\frac{q}{4} \left( \sum_{j=1}^{m} |\nu_j| + \sum_{j=1}^{s} |\nu_j| \right)} \leq 1.
$$

(8.13)

If $s = 0$, that is $m + r + u \geq n$, the thesis follows trivially since $\Delta_0(m,0,0,r,0,u) \geq 0$. If $s \geq 1$, since one has

$$
\Delta_0(m,0,0,r,s,u) \geq -\frac{n^2 + n - 1}{n+1} s
$$

one has to require $\eta = \frac{n^2 + n - 1}{n+1} e^{-\xi_0} \leq 1$, that is

$$
C_0 \leq \frac{n+1}{4(n^2+n-1)} \xi.
$$

(8.14)

**Case 2: $\ell_0 \in L_{>0}(\vartheta)$**

We consider now the case in which the root line has momentum $\nu$ such that $|\nu| \geq q_n$ and is on scale 0. We can estimate

$$
|\mathcal{V}(\vartheta)| \leq C^{k-1} 4\Gamma \rho_{\frac{k}{\eta} \left( m+p+l+r+s+u \right)} \rho_{\frac{n^2-1}{n(n+1)}} e^{-\frac{q}{4} q_n (p+l)} e^{-\frac{q}{4} \eta \sum_{j=1}^{m} |\nu_j| + \frac{q}{4} \sum_{j=1}^{s} |\nu_j| + \frac{q}{4} \sum_{j=1}^{r} |\nu_j|} \xi^x \times
$$

$$
\times \cdot \eta^{-n+1(l+s)} e^{-\frac{q}{4} \sum_{j=1}^{m} |\nu_j|} e^{-\frac{q}{4} q_n (p+l)} e^{-\frac{q}{4} \sum_{j=1}^{s} |\nu_j|} e^{-\frac{q}{4} \sum_{j=1}^{r} |\nu_j|} \cdot \xi^x \cdot \eta^{-\frac{n^2-1}{n(n+1)}} e^{-\frac{q}{4} q_n (p+l)} e^{-\frac{q}{4} \eta \sum_{j=1}^{m} |\nu_j| + \frac{q}{4} \sum_{j=1}^{s} |\nu_j| + \frac{q}{4} \sum_{j=1}^{r} |\nu_j|} \cdot \xi^x \cdot \eta^{-\frac{n^2-1}{n(n+1)}}
$$

with $C$ and $\tilde{C}$ as in (8.2a) and (8.2b), respectively, and $\Delta_0(m,p,l,r,s,u)$ defined as in Case 1. The only difference is that now we have to build up a factor $e^{-\frac{q}{4} q_n}$ in the bound of $|\mathcal{V}(\vartheta)|$. 
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Case 2.1: $p + l \geq 1$

We proceed as in Case 1.1, up to the fact that $e^{-\frac{4}{5}q_n(p+l)}$ is used to produce the factor $e^{-\frac{4}{5}q_n}$.

Case 2.2: $p + l = 0$

We use the conservation law to write $\nu = \sum_{j=1}^{m} \nu_{j} + \sum_{j=1}^{r} \nu_{j}^{\prime} + \sum_{j=1}^{s} \nu_{j}^{\prime\prime}$, so we factorise

$$e^{\frac{4}{5} \sum_{j=1}^{m} |\nu_{j}| + \sum_{j=1}^{r} |\nu_{j}^{\prime}| + \sum_{j=1}^{s} |\nu_{j}^{\prime\prime}|} = e^{\frac{4}{5} \sum_{j=1}^{m} |\nu_{j}| + \sum_{j=1}^{r} |\nu_{j}^{\prime}|} e^{\frac{4}{5} \sum_{j=1}^{s} |\nu_{j}^{\prime\prime}|}$$

and use the fact that $|\nu| \geq q_n$ in order to obtain

$$e^{-\frac{4}{5} \sum_{j=1}^{m} |\nu_{j}| + \sum_{j=1}^{r} |\nu_{j}^{\prime}| + \sum_{j=1}^{s} |\nu_{j}^{\prime\prime}|} \leq e^{-\frac{4}{5} q_n} \leq e^{-\frac{4}{5} q_n}.$$

Apart for that, the discussion proceeds as in the previous case 1.2.

Case 3: $l_0 \in L_{\geq,1}(\vartheta)$

Finally, we analyse the case in which the root line is on scale 1 and has momentum $\nu$ such that $|\nu| \geq q_n$. We bound

$$|\mathcal{F}(\vartheta)| \leq C^{k-1} \frac{4r}{A} \rho^{-(m+p+l+r+s+u)} \eta^{\nu - \frac{3}{5}q_n(p+l)} \eta^{\nu - \frac{3}{5}q_n(p+l)} e^{\frac{4}{5} \sum_{j=1}^{m} |\nu_{j}| - \frac{4}{5} \sum_{j=1}^{r} |\nu_{j}^{\prime}| - \frac{4}{5} \sum_{j=1}^{s} |\nu_{j}^{\prime\prime}|}$$

where $C$ and $\tilde{C}_1$ are as in (8.2a) and (8.2c), respectively, and

$$\Delta_1(m, p, l, r, s, u) := \frac{(n^2 + n - 1)(m + p) + (n^2 - 1)(l + r) + u(n^2 + n - 1) - s(n^2 - n - 1) + n^3 + n^2 - n}{n(n + 1)}.$$

Again we distinguish among three different cases: $p + l = 1$, $p + l \geq 2$ and $p + l = 0$.

Case 3.1: $p + l = 1$

Noting that $e^{-\frac{4}{5} q_n(p+l)} = e^{-\frac{4}{5} q_n}$, we have to prove

$$\tilde{C}_1^{-1} \eta^{\nu - \frac{3}{5}q_n(p+l)} e^{\frac{4}{5} \sum_{j=1}^{m} |\nu_{j}| - \frac{4}{5} \sum_{j=1}^{r} |\nu_{j}^{\prime}| - \frac{4}{5} \sum_{j=1}^{s} |\nu_{j}^{\prime\prime}|} \leq 1.$$ (8.15)
Case 3.1.1: $p = 1, l = 0$

If $s = 0$, that is $m + r + u \geq n - 1$, one has
\[
\Delta_1(m, 1, 0, r, 0, u) \geq \frac{n^2 - n - 1}{n + 1} > 0,
\]
hence the bound (8.15) follows. If $s \geq 1$, one has
\[
\Delta_1(m, 1, 0, r, s, u) \geq \frac{(m + r + u)(n^2 - 1) - s(n^3 - n + 1) - 1}{n(n + 1)} \geq -\frac{n^2 + n - 1}{n + 1} s
\]
and the thesis follows once again as
\[
\tilde{C}_1^{-1} \eta^{\Delta_1(m,p,l,r,s,u)} \exp^{-\frac{\xi}{n+1} \sum_{j=1}^m |\nu_{\ell_j}| - \frac{\xi}{2} \left( \sum_{j=1}^r |\nu_{\ell_j}| + \sum_{j=1}^s |\nu_{\ell_j}| \right)} \leq \left( \eta^{-\frac{n^2+n-1}{n+1} + \frac{\xi}{2\tilde{C}_0}} \right)^s \leq 1,
\]
where the last inequality holds if $C_0$ satisfies (8.14).

Case 3.1.2: $p = 0, l = 1$

This case is possible only if $|\sum_{j=1}^m \nu_{\ell_j} + \sum_{j=1}^r \nu_{\ell_j}| \geq q_n$. Indeed, if this were not the case, by using the properties of continued fractions (see Proposition 5.6), one would have
\[
|\omega \cdot \left( \sum_{j=1}^m \nu_{\ell_j} + \sum_{j=1}^r \nu_{\ell_j} \right)| \geq \frac{C_1}{2} \varepsilon^{\frac{n}{n+1}}.
\]
and, since the lines $\ell_0$ and $\ell_1'$ are both on scale 1, one would obtain the contradiction
\[
\frac{C_1}{2} \varepsilon^{\frac{n}{n+1}} \leq |\omega \cdot \left( \sum_{j=1}^m \nu_{\ell_j} + \sum_{j=1}^r \nu_{\ell_j} \right)| = \omega \cdot (\nu - \nu_{\ell_1'}) \leq |\omega \cdot \nu| + |\omega \cdot \nu_{\ell_1'}| < \frac{C_1}{2} \varepsilon^{\frac{n}{n+1}}.
\]
If $s = 0$, one has
\[
\Delta_1(m, 0, 1, r, 0, u) \geq -\frac{n}{n + 1},
\]
so, by choosing $C_0$ according to (8.14), one obtains
\[
\tilde{C}_1^{-1} \eta^{\Delta_1(m,0,1,r,0,u)} e^{-\frac{\xi}{n+1} \sum_{j=1}^m |\nu_{\ell_j}| - \frac{\xi}{2} \left( \sum_{j=1}^r |\nu_{\ell_j}| + \sum_{j=1}^s |\nu_{\ell_j}| \right)} \leq \eta^{-\frac{n}{n+1} e^{-\frac{\xi}{2} q_n}} \leq \eta^{n-1} \leq 1
\]
which yields the bound (8.15). If $s \geq 1$, one has
\[
\Delta_1(m, 0, 1, r, s, u) \geq -\frac{s(n^3 + n^2 - n) + n^2}{n(n + 1)} \geq -\frac{n^3 + 2n^2 - n}{n(n + 1)} s = -\frac{n^2 + 2n - 1}{n + 1} s,
\]
so that
\[
\tilde{C}_1^{-1} \eta^{\Delta_1(m,0,1,r,s,u)} e^{-\frac{\xi}{n+1} \sum_{j=1}^m |\nu_{\ell_j}| - \frac{\xi}{2} \left( \sum_{j=1}^r |\nu_{\ell_j}| + \sum_{j=1}^s |\nu_{\ell_j}| \right)} \leq \left( \eta^{-\frac{n^2+2n-1}{n+1} + \frac{\xi}{2\tilde{C}_0}} \right)^s \leq \eta^{s(n-1)} \leq 1.
\]
Case 3.2: $p + l \geq 2$

We want to prove that

$$\widetilde{C}^{-1}_1 \eta^\Delta_1(m, p, l, r, s, u) e^{-\frac{\xi}{4} q_\pi(p+l)} e^{-\frac{\xi}{4} \sum_{j=1}^m |\nu_{\ell j}| - \frac{\xi}{4} \left( \sum_{j=1}^r |\nu_{r j}| + \sum_{j=1}^s |\nu_{s j}| \right)} \leq e^{-\frac{\xi}{4} q_n}. \quad (8.16)$$

First of all note that

$$e^{-\frac{\xi}{4} q_\pi(p+l)} = e^{-\frac{\xi}{4} q_n} e^{-\frac{\xi}{4} q_n(p+l-1)},$$

so we can use the first factor to cancel the same factor on the right hand side. By using the fact that $p + l \geq 2$, we bound

$$\Delta_1(m, p, l, r, s, u) \geq - \frac{n^3 - n + 1}{n(n+1)} s - \frac{n^3 - n^2 - n + 2}{n(n+1)}$$

and we obtain

$$\widetilde{C}^{-1}_1 \eta^\Delta_1(m, p, l, r, s, u) e^{-\frac{\xi}{4} \sum_{j=1}^m |\nu_{\ell j}| - \frac{\xi}{4} \left( \sum_{j=1}^r |\nu_{r j}| + \sum_{j=1}^s |\nu_{s j}| \right)} e^{-\frac{\xi}{4} q_n(p+l-1)}$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} e^{-\frac{\xi}{4} q_n} \left( \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} e^{-\frac{\xi}{4} q_n} \right)^s$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

$$\leq \eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2$$

So the bound (8.16) follows if we require $\eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2 < 1$, which implies $\eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2 < 1$ as well. In fact, we do not have to add any other condition on $C_0$, because if $C_0$ satisfies (8.14), then $\eta \cdot \frac{n^3 - n^2 - n + 2}{n(n+1)} \cdot \eta \cdot n^3 - n^2 - n + 2 < 1$.

Case 3.3: $p + l = 0$

First of all we observe that $e^{-\frac{\xi}{4} \left( \sum_{j=1}^m |\nu_{\ell j}| + \sum_{j=1}^r |\nu_{r j}| + \sum_{j=1}^s |\nu_{s j}| \right)} \leq e^{-\frac{\xi}{4} |\nu|} \leq e^{-\frac{\xi}{4} q_n}$, as $|\nu| \geq q_n$. So we have to prove that

$$\widetilde{C}^{-1}_1 \eta^\Delta_1(m, 0, 0, r, s, u) e^{-\frac{\xi}{4} \left( \sum_{j=1}^m |\nu_{\ell j}| + \sum_{j=1}^r |\nu_{r j}| + \sum_{j=1}^s |\nu_{s j}| \right)} \leq 1. \quad (8.17)$$

If $s = 0$, one has $u + m + r \geq n$, that implies

$$\Delta_1(m, 0, 0, 0, 0, u) \geq \frac{m(n^3 - n) + nu - n^2}{n(n+1)}.$$

If $m \geq 1$, $\Delta_1(m, 0, 0, 0, 0, u)$ is strictly positive. If $m = 0$, one has

$$\Delta_1(0, 0, 0, 0, 0, u) \geq - \frac{n}{n + 1};$$

moreover, in such a case, $\nu = \sum_{j=1}^r |\nu_{r j}|$ and $|\nu| \geq q_n \geq C_0^{-1} \log \epsilon^{-1}$, so that

$$\widetilde{C}^{-1}_1 \eta^\Delta_1(0, 0, 0, 0, 0, u) e^{-\frac{\xi}{4} \sum_{j=1}^m |\nu_{\ell j}|} \leq \eta \cdot \frac{n}{n + 1} e^{-\frac{\xi}{4} |\nu|} \leq \eta \cdot \frac{n}{n + 1} e^{-\frac{\xi}{4} q_n} \leq \eta \cdot \frac{n}{n + 1} \cdot \frac{\epsilon}{C_0} \leq \eta^{n-1} \leq 1.$$
and the bound (8.17) holds once again, provided $C_0$ is taken so as to satisfy (8.14). If $s \geq 1$, one has
\[ \Delta_1(m, 0, 0, r, s, u) \geq -\frac{n^2 + 2n - 1}{n + 1} s \]
and the desired bound follows by requiring
\[ \eta - \frac{n^2 + 2n - 1}{n + 1} \xi \leq \eta - \frac{n^2 + 2n - 1}{n + 1} \xi \leq 1; \]
indeed, one has
\[ \Delta_1(m, 0, 0, r, s, u) \geq -\frac{n^2 + 2n - 1}{n + 1} s \leq 1. \]

Therefore, to sum up, the third inequality of (8.5) holds by requiring
\[ C_0 = \frac{n + 1}{4(n^2 + 2n - 1)} \xi, \quad (8.18) \]

Conclusion of the proof

By comparing the condition on $C_0$ in (8.14) with (8.18), we find
\[ \left\{ \begin{array}{l} C_0 \leq \frac{(n + 1)\xi}{4(n^2 + n - 1)} \\ C_0 \leq \frac{(n + 1)\xi}{4(n^2 + 2n - 1)} \end{array} \right. \quad \Rightarrow \quad C_0 \leq \frac{(n + 1)\xi}{4(n^2 + 2n - 1)}, \]

In conclusion, if we take $C_0$ as in (8.18), all the bounds in (8.5) are satisfied and the proof of Lemma 8.2 is completed.

The bound in (8.5) can be simplified as follows:
\[ |V(\vartheta)| \leq \rho C^k \eta^{\frac{k}{n + 1}} \xi^{\frac{2 - 1}{n}}, \quad (8.19) \]
in such a way that (8.4) becomes
\[ |\varphi(\vartheta)| \leq \rho C^k \eta^{\frac{k}{n + 1}} \xi^{\frac{2 - 1}{n}} \prod_{v \in E_1(\vartheta)} e^{-\xi |\nu_v|}, \quad (8.20) \]
provided $C_0$ is as in (8.18) and $\varepsilon \in J_N(C_1, C_0)$, with $N$ satisfying (2.6b). The bound (8.5) is used in the induction argument, but what we need in the following is the simpler bound (8.20). Note that, by (8.2a), one has $C = a_1 C_1$, where the constant $a$ does not depend on $C_1$ if $C_1$ is small enough (more precisely if $C_1 \leq A$).

8.2 Properties of the renormalised series

We want to prove that the renormalised series (6.10) for all $\varepsilon \in J_N(C_1, C_0)$ converges, solves the range equation (4.2) and is analytic in $\psi$, and it can be extended to a function which is continuous in $\varepsilon$ and goes to 0 as $\varepsilon$ tends to 0.
Lemma 8.3. For any \( k \geq 1 \) and \( \nu \in \mathbb{Z}_+^2 \) one has

\[
|u^{[k]}| \leq \rho B^k \eta^{\frac{k}{n(n+1)}} + \frac{\varepsilon^k}{\pi n} e^{-\frac{\varepsilon}{4}|c|},
\]

where \( B \) is a positive constant proportional to \( C \), with \( C \) defined as in [8.2a], provided \( C_0 \) is as in (2.4) and \( \varepsilon \in J_N(C_1,C_0) \), where \( N \) satisfies [2.6b].

Proof. To bound the coefficients \( u^{[k]}_\nu \) defined in (6.9), we use the estimate (8.20) and sum over all trees in \( \Sigma_{k,\nu} \). The sum over the mode labels \( \nu \in \mathbb{Z}^2 \) can be performed by using the factor \( e^{-\frac{\varepsilon^k}{4}|\nu|} \) associated with end nodes in \( E_1(\vartheta) \) and this gives a bound \( B_1^{[E_1(\vartheta)]} |e^{-\frac{\varepsilon^k}{4}|\nu|}| \) for some positive constant \( B_1 \). The sum over the other labels produces a factor \( B_2^{[k(\vartheta)]} \), with \( B_2 \) a suitable positive constant. By taking \( B = B_1 B_2 C \) the assertion follows.

Corollary 8.4. Let \( C_0 \) be as in (2.4) and let \( \varepsilon \) belong to \( J_N(C_1,C_0) \), with \( N \) satisfying (2.6). There exists \( \zeta_0 > 0 \) such that, if \( |\zeta| \leq \zeta_0 \), then the renormalised series (6.10) which defines \( \tilde{u}(\psi;\varepsilon,\zeta,c) \) converges to a function analytic in \( \psi \) in a strip \( \Sigma_{\xi'} \), with \( \xi' < \xi/4 \).

Proof. The bound on the Fourier coefficients provided by Lemma 8.3 yields that the renormalised series (6.10) converges for \( \eta \) small enough, i.e. such that \( |\eta| \leq \eta_0 \), with \( \eta_0 = a_0 C_1^{\alpha(n+1)} \), for some constant \( a_0 \) depending on \( \xi, \rho, \Phi, \Gamma \) but not on \( C_1 \) (see comments after (8.20)). Then, taking \( \zeta_0 = \eta_0 \), the result follows.

Lemma 8.5. For all \( \varepsilon \in J_N(C_1,C_0) \), with \( C_0 \) given by (2.4) and \( N \) satisfying (2.6), there exists \( \zeta_0 > 0 \) such that, if \( |\zeta| \leq \zeta_0 \), the renormalised series \( \tilde{u}(\psi;\varepsilon,\zeta,c) \) solves the range equation (8.1).

Proof. Write

\[
\tilde{u}_\nu = \sum_{\bar{n}=0}^1 \tilde{u}_{\nu,\bar{n}}, \quad \tilde{u}_{\nu,\bar{n}} = \sum_{k=1}^\infty \varepsilon^k \sum_{\vartheta \in \Sigma_{k,\nu,\bar{n}}} \psi'(\vartheta),
\]

where \( \Sigma_{k,\nu,\bar{n}} \) is the subset of \( \Sigma_{k,\nu} \) of the renormalised trees with root line on scale \( \bar{n} \).

Define, for \( \bar{n} = 0, 1 \),

\[
D_{\bar{n}}(x;\varepsilon,\zeta,c) := i x (1 + i x) - M^{[\bar{n}-1]}(x;\varepsilon,\zeta,c), \quad G(x;\varepsilon,\zeta,c) := \frac{1}{ix(1 + ix)},
\]

where \( M^{[\bar{n}-1]}(x;\varepsilon,\zeta,c) = 0 \) and \( M^{[0]}(x;\varepsilon,\zeta,c) = M(x;\varepsilon,\zeta,c) \), with \( M(x;\varepsilon,\zeta,c) \) defined in (6.5a). Again, in order to simplify the notation we do not make explicit the dependence on \( \varepsilon, \zeta \) and \( c \); in particular, we write \( G^{[0]}(x) = \Psi(|x|)/D_0(x) \) and \( G^{[1]}(x) = \chi(|x|)/D_1(x) \), where \( G^{[0]}(x) \) and \( G^{[1]}(x) \) are defined in (6.4).

If we define

\[
\Omega(\nu;\varepsilon,\zeta,c) := G(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \tilde{u}(\cdot;\varepsilon,\zeta,c))]_\nu,
\]

(8.21)
then we have to prove that \( \Omega(\nu; \varepsilon, \zeta, c) = \bar{u}_\nu \) for \( \nu \neq 0 \). The right hand side of (8.21) can be written as

\[
G(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} = \\
= G(\omega \cdot \nu)(\Psi(|\omega \cdot \nu|) + \chi(|\omega \cdot \nu|)) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} \\
= G(\omega \cdot \nu) D_0(\omega \cdot \nu) G^{[0]}(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} + \\
+ G(\omega \cdot \nu) D_1(\omega \cdot \nu) G^{[1]}(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu},
\]

where

\[
G^{[0]}(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} = \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,0}} \mathcal{V}(\vartheta),
\]

\[
G^{[1]}(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} = \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta),
\]

where \( \mathcal{T}_{k,\nu,1} \) differs from \( \mathcal{T}_{k,\nu,0} \) as it contains also trees which can have one renormalised self-energy cluster on scale 0 with exiting line \( \ell_0 \), if \( \ell_0 \) denotes the root line of \( \vartheta \). Indeed, if we analyse the contribution \( G^{[1]}(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} \), we see that it differs from \( \bar{u}_{\nu,1} \) in as much as it contains an additional contribution:

\[
\sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta) = \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta) + G^{[1]}(\omega \cdot \nu) M(\omega \cdot \nu) \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta).
\]

By inserting (8.23) and (8.24) into (8.22), we obtain

\[
\Omega(\nu; \varepsilon, \zeta, c) = G(\omega \cdot \nu) \varepsilon [f - g(c + \zeta + \bar{u}(\cdot, \varepsilon, \zeta, c))]_{\nu} \\
= G(\omega \cdot \nu) \left( D_0(\omega \cdot \nu) \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,0}} \mathcal{V}(\vartheta) + D_1(\omega \cdot \nu) \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta) + \\
+ D_1(\omega \cdot \nu) G^{[1]}(\omega \cdot \nu) M(\omega \cdot \nu) \sum_{k=1}^{\infty} \varepsilon^k \sum_{\vartheta \in \mathcal{T}_{k,\nu,1}} \mathcal{V}(\vartheta) \right)
\]

\[
= G(\omega \cdot \nu) \left( D_0(\omega \cdot \nu) \bar{u}_{\nu,0} + D_1(\omega \cdot \nu) \bar{u}_{\nu,1} + D_1(\omega \cdot \nu) G^{[1]}(\omega \cdot \nu) M(\omega \cdot \nu) \bar{u}_{\nu,1} \right)
\]

\[
= D_0^{-1}(\omega \cdot \nu) \left( D_0(\omega \cdot \nu) \bar{u}_{\nu,0} + (D_1(\omega \cdot \nu) + \chi(|\omega \cdot \nu|) M(\omega \cdot \nu)) \bar{u}_{\nu,1} \right)
\]

\[
= \bar{u}_{\nu,0} + \bar{u}_{\nu,1} = \bar{u}_\nu,
\]

which completes the proof. \( \square \)

The following result implies that the renormalised series \( \bar{u}(\psi; \varepsilon, \zeta, c) \) is continuous in \( \varepsilon \) in the sense of Whitney for \( \varepsilon \) close to 0 (see Section 2 for the notion of continuity in the sense of Whitney).

**Lemma 8.6.** There exist two positive constants \( \varepsilon_0 \) and \( \zeta_0 \) such that, if \( |\zeta| \leq \zeta_0 \), the function \( \bar{u}(\psi; \varepsilon, \zeta, c) \) can be extended to a function \( \bar{u}(\psi; \varepsilon, \zeta, c), \) defined for all \( \varepsilon \in [0, \varepsilon_0], \) such that

\[
\text{25}
\]
1. \( \bar{u}(\psi; \varepsilon, \zeta, c) = \bar{u}(\psi; \varepsilon, \zeta, c) \) for \( \varepsilon \in J_N(C_1, C_0) \),
2. \( \bar{u}(\psi; \varepsilon, \zeta, c) \) is continuous in \( \varepsilon \),
3. \( \bar{u}(\psi; \varepsilon, \zeta, c) \to 0 \) as \( \varepsilon \to 0^+ \).

**Proof.** Continuity of the function \( \varepsilon \mapsto \bar{u}(\psi; \varepsilon, \zeta, c) \) holds trivially for \( \varepsilon > 0 \) which belongs to the interior of the set \( J_N(C_1, C_0) \) as defined in (2.3). As such a set may contain infinitely many holes accumulating to 0, the limit as \( \varepsilon \to 0^+ \) requires some discussions. Define

\[
F(\varepsilon, \zeta) := ||\bar{u}(\cdot; \varepsilon, \zeta, c)||_{\infty} = \sup\{ \bar{u}(\psi; \varepsilon, \zeta, c) : \psi \in \Sigma_v \},
\]

with \( \zeta' \) as in Corollary 8.4. Since \( F(0, \zeta) = 0 \) by construction – see (4.2) and take \( \varepsilon = 0 - \) we need prove that \( F(\varepsilon, \zeta) \to 0 \) as \( \varepsilon \to 0 \) along any sequence \( \{\varepsilon_k\} \) contained in \( J_N(C_1, C_0) \) such that \( \varepsilon_k \to 0^+ \), i.e. that for all \( \iota > 0 \) there exists \( \delta > 0 \) such that \( \varepsilon \in \{\varepsilon_k\} \) and \( 0 < \varepsilon < \delta \) imply \( |F(\varepsilon, \zeta)| < \iota \). We have

\[
F(\varepsilon, \zeta) \leq \sum_{k=1}^{\infty} \sum_{v \in \mathbb{Z}^d} |u^{[k]}| e^{\zeta' \nu},
\]

where \( u^{[k]} \) is given by the sum of the values of the renormalised trees (6.9). We can bound the value of a tree with \( k \) nodes by using (8.20) and noting that \( E_1(\vartheta) \neq 0 \) (otherwise \( \nu \) would vanish). For the nodes \( v \in E_1(\vartheta) \) we use the bound in (8.3) without estimating \( \varepsilon \) with \( \eta \). Since there is at least one such node, we obtain

\[
\sum_{v \in \mathbb{Z}^d} |u^{[k]}| e^{\zeta' \nu} \leq \sum_{v \in \mathbb{Z}^d} \sum_{\vartheta \in \Sigma_{v,k}} |F'(\vartheta)| e^{\zeta' \nu} \leq \rho C^k \eta^{n(n+1)} + \frac{2^{-1} \zeta' \nu}{\eta} \sum_{\vartheta \in \Sigma_{v,k}} \prod_{v \in E_1(\vartheta)} \sum_{\nu \in \mathbb{Z}^d} e^{-\zeta' \nu_i}/4 \\
\leq \rho B^k \eta^{n(n+1)} + \frac{n^3 - n - 1}{\eta} \sum_{\nu \in \mathbb{Z}^d} e^{-\zeta' \nu}/4.
\]

where the propagator of the line exiting any end node \( w \in E_1(\vartheta) \) has been bounded either with \( \varepsilon^{n+1} e^{-\varepsilon|\nu_w|} \) or with \( \eta^{-n+1} e^{-\zeta' \nu_w} \), by (8.3), so that we can extract a factor \( e^{-\frac{1}{2} |\nu_w|} \), so as to obtain

\[
e^{-\frac{1}{2} |\nu_w|} e^{\zeta' |\nu|} \prod_{v \in E_1(\vartheta) \setminus \{w\}} e^{-\frac{1}{2} |\nu_v|} \leq \prod_{v \in E_1(\vartheta)} e^{-\frac{1}{2} |\nu_v|},
\]

and use that \( \eta \geq \varepsilon \) and \( C_0 \) is defined as in (8.18) to bound

\[
\eta^{-n+1} e^{-\frac{1}{2} |\nu_w|} \leq \eta^{-n+1} e^{-\frac{1}{2} q_0} \leq \eta^{-n+1} e^{-\frac{2(n^2 + 2n - 1)}{n+1}} \leq e^{-\frac{n^2 + 4n - 1}{n+1}} \leq e^{\frac{n}{n+1}}.
\]

Hence we obtain the following bound for \( F(\varepsilon, \zeta) \):

\[
F(\varepsilon, \zeta) \leq \rho \left( 1 - B \eta^{\frac{1}{n(n+1)}} \right)^{-1} \varepsilon^{\frac{n}{n+1}} \eta^{\frac{n^3 - n - 1}{n^2 + 2n + 1}} \sum_{\nu \in \mathbb{Z}^d} e^{-\zeta' \nu}/4.
\]
and, for fixed \( t > 0 \), by choosing \( \delta > 0 \) suitably small and taking \( \varepsilon = \varepsilon_k \) with \( 0 < \varepsilon_k < \delta \) we have \( F(\varepsilon, \zeta) \leq \iota \).

By reasoning in a similar way, one proves that, for all \( \varepsilon, \varepsilon' \in J_N(C_1, C_0) \), the function \( F \) satisfies the bound \( |F(\varepsilon, \zeta) - F(\varepsilon', \zeta)| \leq \omega(\varepsilon, \varepsilon') \) for a suitable modulus of continuity \( \omega \); the bounds above ensures that \( \varepsilon \mapsto F(\varepsilon, \zeta) \) is at least Hölder-continuous with exponent \( n/(n + 1) \).

Therefore, in the light of the bounds satisfied by \( F(\varepsilon, \zeta) \) for \( \varepsilon \in J_N(C_1, C_0) \), the function \( \tilde{u}(\psi; \varepsilon, \zeta, c) \) can be extended in the sense of Whitney to a function \( \tilde{u}(\psi; \varepsilon, \zeta, c) \), defined for all \( \varepsilon \in [0, \varepsilon_0) \), with \( \varepsilon_0 \) equal to right endpoint of \( J_N(C_1, C_0) \), and such that \( \tilde{u}(\psi; \varepsilon, \zeta, c) = u(\psi; \varepsilon, \zeta, c) \) for \( \varepsilon \in J_N(C_1, C_0) \). Therefore \( \tilde{u}(\psi; \varepsilon, \zeta, c) \) represents the Whitney extension of \( \tilde{u}(\psi; \varepsilon, \zeta, c) \) to the interval \([0, \varepsilon_0]\) and is continuous in \( \varepsilon \) by construction, in particular \( \tilde{u}(\psi; \varepsilon, \zeta, c) \to 0 \) as \( \varepsilon \to 0 \). \( \square \)

9 The bifurcation equation

Define

\[
\mathcal{H}(\varepsilon, \zeta) := [g(c + \zeta + \tilde{u}(\varepsilon; \zeta, c))]_0 - f_0, \tag{9.1}
\]
so that the bifurcation equation in \( \mathcal{L}_3 \) becomes \( \mathcal{H}(\varepsilon, \zeta) = 0 \). By Hypothesis \( \Pi \) one has

\[
\mathcal{H}(\varepsilon, \zeta) = \sum_{p=n}^{\infty} g_p(c)(\zeta + \tilde{u}(\varepsilon; \zeta, c))^p|_0 = \sum_{k=n+1} g_{p_k} \sum_{\vartheta \in \mathcal{L}_{k,0}} \mathcal{V}^*(\vartheta), \tag{9.2}
\]
where \( \mathcal{V}^*(\vartheta) \) is defined as \( \mathcal{V}(\vartheta) \) with the only difference that the node factor of the first node \( v_0 \) is \( F_{v_0} = g_{p_0} \) (without the factor \(-\varepsilon \) appearing in \( \mathcal{L}_3 \)).

**Lemma 9.1.** For any tree \( \vartheta \in \mathcal{L}_{k,0} \) such that at least one line entering the first node either has scale 1 or does not exit an end node, one has

\[
|\mathcal{V}(\vartheta)| \leq \rho \Gamma C^k \eta^{n^k + n}, \quad \alpha := \frac{1}{n(n + 1)},
\]
with \( C \) as in \( \ref{8.2a} \) and \( \rho, \Gamma \) as in \( \ref{2.2} \).

**Proof.** The subtrees which enter the first node \( v_0 \) of \( \vartheta \) are arranged as described at the beginning of the proof of Lemma \( \ref{8.2} \). Their values are bounded according to Lemma \( \ref{8.1} \) and Lemma \( \ref{8.2} \), so that, using that the root line has momentum \( \nu = 0 \) and the corresponding propagator is \( G_\ell = 1 \), one can bound

\[
|\mathcal{V}^*(\vartheta)| \leq \Gamma \rho^{-m+p+l+r+s} \rho^{m+p+l+r+s} C^{k-1} \eta^{m+p+l+r+s} \sum_{j=1}^{\infty} \frac{1}{n+1} \sum_{\vartheta_{j+1}} \mathcal{V}^*(\vartheta_{j+1}) \times
\]

\[
= \frac{1}{n+1} \sum_{\vartheta_{j+1}} \mathcal{V}^*(\vartheta_{j+1}) \leq \rho \Gamma C^k \eta^{m+p+l+r+s} \sum_{j=1}^{\infty} \mathcal{V}^*(\vartheta_{j+1}) \leq \rho \Gamma C^k \eta^{m+p+l+r+s} \sum_{j=1}^{\infty} \mathcal{V}^*(\vartheta_{j+1}),
\]
with \( C \) as in \( \ref{8.2a} \), \( \bar{C} := \rho C \geq 1 \) and

\[
\Delta_2(m, p, l, r, s, u) := \frac{(m+p+l+r+u)(n^2-1)+(m+p)(n^2-n)+nu-s(n^3-n+1)-n^3-n^2-1}{n(n+1)}.
\]
Since \( m + p + l + r + u + s \geq n \), one has
\[
\Delta_2(m, p, l, r, s, u) \geq -\frac{(n^2 + n + 1) + m(n^3 - n) + u\: n - s(n^2 + n - 1)}{n(n + 1)},
\]
and, taking \( C_0 \) as in (8.18) and \( \eta \) small enough, one bounds
\[
\eta^{-\frac{n^2 + n - 1}{n+1}} e^{-\frac{\xi}{n+1}} \leq \eta^{-\frac{n^2 + n - 1}{n+1}} + \xi \leq 1,
\]
which implies the assertion as long as \( p + l + s \geq 1 \). If \( p + l + s = 0 \) and \( m = 1, \) one estimates \( m(n^3 - n) - (n^2 + n + 1) \geq n^3 - n^2 - 2n - 1 \geq 0 \) for \( n \geq 3 \), so that the result follows once more. Finally, if \( m + p + l + s = 0, \) one has \( p_{v_0} = u + r, \) so that all the lines entering \( v_0 \) have scale 0 and exit an end node.

Lemma 9.2. The function \( \mathcal{H}(\varepsilon, \zeta) \) is \( C^n \) with respect to \( \zeta \).

Proof. By (9.2), it is sufficient to prove that \( \mathcal{V}^*(\vartheta) \) is \( C^n \) in \( \zeta \) for all \( \vartheta \). Note that \( \mathcal{V}^*(\vartheta) \) depends on \( \zeta \) through the node factors and through the propagators associated with the lines on scale 1 – see (6.3) and (6.4b). For \( j = 1, \ldots, n \), one has
\[
\partial^j \mathcal{V}^*(\vartheta) = \sum_{j_1 + j_2 = j} \left[ \left( \partial^j_\zeta \left( \prod_{v \in N(\vartheta)} F_v \right) \right) \partial^{j_1}_\zeta \left( \prod_{\ell \in E(\vartheta)} G_\ell \right) \right].
\]
(9.3)

The derivatives acting on the node factors are easily controlled:
\[
\left| \partial_{\zeta}^j \left( \prod_{v \in N(\vartheta)} F_v \right) \right| \leq |E_0(\vartheta)||(|E_0(\vartheta)| - 1) \cdots (|E_0(\vartheta)| - j + 1)|\zeta|^{E_0(\vartheta) - j_1} \prod_{v \in N(\vartheta) \setminus E_0(\vartheta)} |F_v|.
\]

Dealing with the derivatives acting on the propagators is more delicate. Consider first the trees such that at least one line entering the first node either has scale 1 or does not exit an end node. Each propagator \( G^{[1]}(\omega, \nu) \) can be differentiated at most \( j_2 \) times. For \( p \leq j_2 \leq n, \) if one sets \( x = \omega \cdot \nu \) and
\[
\mathcal{A}_{p,k} := \{i_1, \ldots, i_k \in \mathbb{N} : i_1 \geq i_2 \geq \cdots \geq i_k \geq 1 \text{ and } i_1 + \cdots + i_k = p\},
\]
one has
\[
\partial_{\zeta}^p G^{[1]}(x) = \chi(|x|) \sum_{k=1}^{p} \sum_{i_1, \ldots, i_k \in \mathcal{A}_{p,k}} a_{i_1, \ldots, i_k} \frac{(\partial_{\zeta}^{i_1} M(x)) (\partial_{\zeta}^{i_2} M(x)) \cdots (\partial_{\zeta}^{i_k} M(x))}{(D_1(x))^{k+1}},
\]
(9.4)
for suitable combinatorial coefficients \( a_{i_1, \ldots, i_k} \). Note that in (9.4), one has \( \chi(|x|)/D_1(x) = G^{[1]}(x) \). Since the lines of the self-energies contributing to \( M(x) \) are on scale 0 (see (6.5a)), in each factor \( \partial_{\zeta}^s M(x) \), with \( s = 1, \ldots, p - k \), appearing in (9.4) the derivatives with respect to \( \zeta \) act only on the node factors. By using the bounds of Lemma 7.1 and Lemma 7.2, one finds
\[
|\partial_{\zeta}^j M(x)| \leq b_j \varepsilon \left( |\zeta|^{n-j-1} + \frac{2^{2-j}(n+1)-n}{\eta^{n+1}} \right), \quad j = 1, \ldots, n - 1, \quad |\partial_{\zeta}^p M(x)| \leq b_n \varepsilon \left( 1 + \frac{2^{2-2n}}{\eta^{n+1}} \right),
\]
for suitable positive constants $b_1, \ldots, b_n$; in each bound, the first contribution arises from resonances that contain only one internal node, while the second one takes into account the resonances with at least two internal nodes. Hence, to sum up, one has

$$\left| \partial^j_\zeta \mathcal{M}(x) \right| \leq 2b_0 \varepsilon \eta^{n-j-1}, \quad j = 1, \ldots, n, \quad b_0 := \max\{b_1, \ldots, b_n\},$$

which can be used to bound the derivatives in (9.4) so as to give

$$\left| (\partial^i_\zeta \mathcal{M}(x))(\partial^j_\zeta \mathcal{M}(x)) \ldots (\partial^k_\zeta \mathcal{M}(x)) \right| \leq \frac{(2b_0 \varepsilon)^k \eta^{(n-1)k-i_1-\ldots-i_r}}{(A\varepsilon \eta^{n-1})^k} \leq \left( \frac{2b_0}{A} \right)^k \eta^{-p},$$

for all values of $k$ and $p$. Coming back to (9.3), one can write

$$\partial^j_\zeta \left( \prod_{\ell \in \mathcal{L}(\partial)} G_\ell \right) = \sum_{r=1}^{j_2} \sum_{r_1+\ldots+r_r = j_2} \partial^{p_1} \mathcal{G}^{(1)}(\omega \cdot \nu_{\ell_1}) \ldots \partial^{p_r} \mathcal{G}^{(1)}(\omega \cdot \nu_{\ell_r}) \left( \prod_{\ell \in \mathcal{L}(\partial) \setminus \{\ell_1, \ldots, \ell_r\}} G_\ell \right),$$

where each $\partial^{p_i} \mathcal{G}^{(1)}(\omega \cdot \nu_{\ell_i})$, $i = 1, \ldots, r$, can be dealt with according to (9.4): it is given by a sum of terms, each of which contains a factor which can be bounded proportionally to $\eta^{-p_r}$. The number of summands arising from the sums over the choice of the lines which are differentiated (sum over $r$ and $p_1, \ldots, p_r$) and from the sums in (9.4) is bounded by $K_2^k$, for a suitable constant $K_2$. In conclusion, one has

$$\left| \partial^j_\zeta \left( \prod_{\ell \in \mathcal{L}(\partial)} G_\ell \right) \right| \leq K_2^k \eta^{-j_2} \left| \prod_{\ell \in \mathcal{L}(\partial)} G_\ell \right|,$$

which, together with the bound (9.3) and Lemma 9.1, implies, for another suitable constant $K_1$,

$$(\partial^i_\zeta \left( \prod_{v \in \mathcal{N}(\partial)} F_v \right)) \partial^j_\zeta \left( \prod_{\ell \in \mathcal{L}(\partial)} G_\ell \right) \leq \eta^{-j} K_1^i K_2^j \max\{ |\mathcal{Y}^*(\vartheta)| : \vartheta \in \mathcal{T}_{k,0} \} \leq \rho \Gamma (CK_1 K_2)^k \eta^{\alpha k + \beta},$$

which shows that the first $n$ derivatives are bounded, provided $\eta$ is small enough.

We are left with the trees $\theta \in \mathcal{T}_{k,0}$ for which, by using the notation introduced at the beginning of the proof of Lemma 8.2, one has $m + p + l + s = 0$, so that $u + r \geq n$: all the subtrees entering the first node $v_0$ of $\vartheta$ have order 1 and root line on scale 0. The only dependence on $\zeta$ is through the factors $\zeta$ associated to the end nodes in $E_0(\vartheta)$. This means that the derivative $\partial^j_\zeta \mathcal{Y}^*(\vartheta)$ is not zero if and only if $u \geq j$ and in such a case one finds

$$\left| \partial^j_\zeta \mathcal{Y}^*(\vartheta) \right| \leq \rho K_1^i \Gamma C^{u+r} |\zeta|^{u-j} \varepsilon^{\frac{m}{u+r}},$$

where the bounds of Lemma 8.1 have been used. Thus the first $n$ derivatives are bounded in such a case as well.

**Lemma 9.3.** Let $J_N(C_1, C_0)$ as in Section 8. There exists a neighbourhood $\mathcal{U} \times \mathcal{V}$ of $(\varepsilon, \zeta) = (0, 0)$ such that for all $\varepsilon \in \mathcal{U} \cap J_N(C_1, C_0)$ there is at least one value $\zeta = \zeta(\varepsilon) \in \mathcal{V}$, depending continuously on $\varepsilon$, which solves the bifurcation equation (4.3).
Proof. We consider explicitly the case \( g_n > 0 \) only, since the case \( g_n < 0 \) is discussed in the same way. By Hypothesis 1, the function \( \mathcal{H}(0, \zeta) \) has in \( \zeta = 0 \) a rising point of inflection. In particular, since \( \mathcal{H}(0, 0) = 0 \), there exists an interval \( \mathcal{V} = [V_-, V_+] \) such that \( \mathcal{H}(0, V_+) > 0 \) and \( \mathcal{H}(0, V_-) < 0 \).

Now we look at \( \mathcal{H}(\varepsilon, V_-) \) and \( \mathcal{H}(\varepsilon, V_+) \) as functions of \( \varepsilon \): they are both continuous (in the sense of Whitney) in a neighbourhood of \( \varepsilon = 0 \), so that there exists an interval \( \mathcal{U} \) such that \( \mathcal{H}(\varepsilon, V_-) < 0 \) and \( \mathcal{H}(\varepsilon, V_+) > 0 \) for all \( \varepsilon \in \mathcal{U} \) for which the functions are defined.

Since for all \( \varepsilon \in \mathcal{U} \) the function \( \mathcal{H}(\varepsilon, \zeta) \) is defined for \( \zeta \in \mathcal{V} \) and one has \( \mathcal{H}(\varepsilon, V_-) < 0 \) and \( \mathcal{H}(\varepsilon, V_+) > 0 \), then, by continuity, there exists a curve \( \varepsilon \in J_N(C_1, C_0) \mapsto \zeta(\varepsilon) \in \mathcal{V} \) such that \( \mathcal{H}(\varepsilon, \zeta(\varepsilon)) = 0 \).

10 Conclusions

Theorem 1 is a bit unsatisfactory, since an arbitrary constant \( C_1 \) is involved, in terms of which the maximal value allowed for \( \varepsilon \) is expressed. Moreover the sets \( I_n(C_1, C_0) \) are all fixed once and for all when the value of \( C_1 \) is given, whereas one can imagine that one can reduce the sizes of the holes by taking a different value of \( C_1 \) for each interval \( I_n(C_1, C_0) \).

In fact, one can improve the construction envisaged in Section 2 as follows. First of all note that \( C_0 \) is defined uniquely according to (2.4). Then one fix the constant \( C_1 \) and the first interval \( I_N(C_1, C_0) \) as follows. Define \( I_N(C, C) \) as in (2.3): for \( \varepsilon \in I_N(C_1, C_0) \) the renormalised series converges provided the condition \( |\varepsilon| < \varepsilon_0 := \eta_0 C_1^{n(n-1)} \) is satisfied, which requires

\[
\frac{1}{(C_1 q_N)^{n+1}} \leq \eta_0 C_1^{n(n-1)}.
\]

This suggests taking \( C_1 \) as the value for which the equal sign holds, so that one finds

\[
C_1 = C_1^* := \left( \frac{1}{a^*_0 q_N} \right)^{\frac{1}{n+1}}, \quad a_0 := \eta_0^{\frac{1}{n+1}},
\]

and the first interval becomes

\[
I_0 := I_N(C_1^*, C_0) = \left[ e^{-C_0 q_N}, \frac{a_0}{q_N^{n+1}} \right].
\]

The value of \( N \) is still undetermined: we choose \( N \) by requiring that

\[
e^{-C_0 x} \leq \frac{a_0}{x^n} \quad \forall x \geq q_N.
\]

This means that \( q_N \) is chosen as the lowest denominator of the convergents for which (10.2) is satisfied.

Next, we consider the interval \( I_{N+1}(C_2, C_0) \): for \( \varepsilon \in I_{N+1}(C_2, C_0) \) the renormalised series converges provided one has \( |\varepsilon| < \varepsilon_1 := \eta_0 C_2^{n(n-1)} \). Again, in order to maximise the size of the interval, we fix \( C_2 \) by requiring

\[
\frac{1}{(C_2 q_{N+1})^{n+1}} \leq \eta_0 C_2^{n(n-1)} \quad \Rightarrow \quad C_2 = C_2^* := \left( \frac{1}{a^*_0 q_{N+1}} \right)^{\frac{1}{n+1}},
\]
and set
\[ I_1 := I_{N+1}(C_2', C_0) = \left[ e^{-C_0 qN+1}, \frac{a_0}{q_{N+1}} \right]. \]

Note that \( C_2' > C_1' \), so that \( I_1 \supset I_{N+1}(C_1, C_0) \).

We iterate the construction above by defining
\[ I_n := \left[ e^{-C_0 q_{N+n}}, \frac{a_0}{q_{N+n}} \right], \quad J = \overset{+\infty}{\bigcup}_{n=0} I_n. \tag{10.3} \]

For all \( \epsilon \in J \) the renormalised series converges and, by reasoning as in the previous sections, one proves that one can fix \( \zeta \) as a function of \( \epsilon \) in such a way that both the bifurcation and the range equations are satisfied.

We summarise the discussion above in the following statement.

**Theorem 2.** Consider the ordinary differential equation \([1.1]\), with \( f \) analytic in the strip \( \Sigma_{\xi} \) and \( \omega = (1, \alpha) \), and assume Hypotheses 1 and 2. Denote by \( p_n/q_n \) the convergents of \( \alpha \), and let \( C_0 \) be as in \((2.4)\) and \( q_N \) such that \((10.2)\) is satisfied, with \( a_0 \) as in \((10.1)\). Then for all \( \epsilon \in J \) there is at least one quasi-periodic solution \( x(t, \epsilon) = c + X(\omega t, \epsilon) \) to \((1.1)\), such that \( X(\psi, \epsilon) \) is analytic in \( \psi \) in the strip \( \Sigma_{\epsilon'} \), with \( \epsilon' < \epsilon/4 \), is continuous in \( \epsilon \) in the sense of Whitney, and goes to zero as \( \epsilon \to 0 \).

The intervals \((10.3)\) overlap without leaving holes if and only if one has
\[ q_{n+1} \leq b_0 e^{(C_0/n)q_n} \quad \forall n \geq N, \quad b_0 := \eta_0^{(n+1)/n}. \tag{10.4} \]

This leads to the following result.

**Theorem 3.** Consider the ordinary differential equation \([1.1]\), with \( f \) analytic in the strip \( \Sigma_{\xi} \) and \( \omega = (1, \alpha) \), and assume Hypothesis 1. Denote by \( p_n/q_n \) the convergents of \( \alpha \), and let \( C_0 \) be as in \((2.4)\). If the convergents of \( \alpha \) satisfy \((10.4)\), then for all \( \epsilon < a_0 q_{N+n}^{-n} \), with \( a_0 \) as in \((10.1)\), there is at least one quasi-periodic solution \( x(t, \epsilon) = c + X(\omega t, \epsilon) \) to \((1.1)\), such that \( X(\psi, \epsilon) \) is analytic in \( \psi \) in the strip \( \Sigma_{\epsilon'} \), with \( \epsilon' < \epsilon/4 \), is continuous in \( \epsilon \), and goes to zero as \( \epsilon \to 0 \).

In terms of the quantity \( \epsilon_n(\alpha) \) defined in \((2.9)\), the condition \((10.4)\) reads
\[ \epsilon_n(\alpha) = \frac{1}{q_n} \log q_{n+1} \leq \frac{1}{q_n} \log b_0 + \frac{C_0}{n}. \tag{10.5} \]

In other words, for Theorem 3 to apply one needs \( \epsilon_n(\alpha) < C_0/n \). Such a condition is automatically satisfied not only if \( \omega = (1, \alpha) \) is a Bryuno vector but also if \( \epsilon_k(\alpha) \) goes 0 (the condition usually assumed in KAM theory to ensure that the homological equation be solvable).
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