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Abstract
In this paper, we provide an extension of confidence sequences for settings where the variance of the data-generating distribution does not exist or is infinite. Confidence sequences furnish confidence intervals that are valid at arbitrary data-dependent stopping times, naturally having a wide range of applications. We first establish a lower bound for the width of the Catoni-style confidence sequences for the finite variance case to highlight the looseness of the existing results. Next, we derive tight Catoni-style confidence sequences for data distributions having a relaxed bounded \( p \)-th moment, where \( p \in (1, 2] \), and strengthen the results for the finite variance case of \( p = 2 \). The derived results are shown to better than confidence sequences obtained using Dubins-Savage inequality.

1 Introduction
Sequential design of experiments is a classical framework in statistical sampling theory, in which the size and the composition of samples are not fixed in advance and are allowed to be functions of the observations themselves \cite{13}. Confidence sequence is one particular tool in sequential design that facilitates anytime-valid inference \cite{3, 6, 5}. In particular, confidence sequence is a sequence of confidence intervals that is valid at data-dependent stopping times.

Formally, let \( X_1, X_2, \ldots \) be an i.i.d stream drawn from distribution \( P \). The basic object of interest is the unknown mean of this distribution, namely, \( \mu = E_P[X_1] \). A crude way to quantify the uncertainty associated with the mean estimation problem is via confidence intervals. Here one constructs a \( \Sigma(X_1, \ldots, X_t) \)-measurable interval \( CI_t \) for each \( t \in \mathbb{N}^+ \) such that \( \forall t \in \mathbb{N}^+ \), the following holds: \( P(\mu \in CI_t) \geq 1 - \alpha \), for some coverage probability \( 1 - \alpha \in (0,1) \). However, as argued in \cite{14}, confidence intervals may undercover at stopping times. Also, it is well known that the data-dependent peeking at confidence intervals inflates the Type-1 error \cite{8, 5}. This motivates confidence sequences, which provide an universal quantification over \( t \). For a confidence parameter \( \alpha \in (0,1) \) and \( t \in \mathbb{N}^+ \), the sequence of random intervals \( \{CI_t\} \) that satisfy \( P(\forall t \in \mathbb{N}^+, \mu \in CI_t) \geq 1 - \alpha \) are called a \((1 - \alpha)\)-confidence sequence.

Literature. Confidence sequences (CS) are instrumental in modern application tools like multi-armed bandits \cite{17}, A/B testing \cite{5}, causal inference \cite{12}, etc. Given the importance, it is not surprising that a significant research effort has been allocated to construct confidence sequences under various distributional assumptions on the data. \cite{3, 7} consider \( P \) as normal distributed and construct confidence sequences, while \cite{9, 8} consider \( P \) belonging to an exponential family. \cite{15} consider arbitrary but bounded \( P \), while \cite{5} consider \( P \) having a bounded moment generating function.

Recently, \cite{14} make a substantial contribution to the literature on confidence sequences by relaxing the distributional assumptions to requiring only the existence of a bounded second moment. This is made possible by using robust mean estimator developed in \cite{1}, which uses influence functions to stabilize the effect of the outliers. While the previous works \cite{5, 15} required a Chernoff-type assumption on the distribution resulting in \( O(\sqrt{\log t/t}) \) shrinkage rates for the confidence sequences, \cite{14}
We have the following result for the confidence sequence. We borrow the width optimization ideas from [15, 14] and make use of the well known Dubins-Savage inequality for the finite variance case. This shows that [14] almost - but not quite - matches the lower bound, leaving room for improvement.

The key improvements over the existing results are as follows:

- We extend the analysis to the case of \( p \in (1, 2) \), thereby relaxing the distributional assumptions on the data. This allows sequential design for a larger class of distributions, while achieving good control over the width of the CS.
- We then derive lower bounds for the width of Catoni-style confidence sequences (CS) for the finite variance case. This shows that [14] almost - but not quite - matches the lower bound, leaving room for improvement.
- We improve on the naïve CS derived using generalized Dubins-Savage inequality in terms of the growth of the width of the confidence interval (CI) w.r.t the confidence parameter \( \alpha \). We improve on the Catoni-style CS in [14] by obtaining a smaller CI width.

Note that we consider i.i.d data as it has much wider applicability and has simpler notation, however, the results carryover for stochastic processes with constant conditional expectation using the influence function and the supermartingale arguments as in [14].

Organization. The paper is organized as follows. Sec. 2 formulates the problem and the key objectives that we seek to address. Sec. 3 presents a first attempt at deriving confidence sequences using the well known Dubins-Savage inequality for \( p \in (1, 2) \). Sec. 4 derives the lower bound for the width of the confidence sequences when the data has finite variance. Sec. 5 presents the improvement for the finite variance case and the generalization to the infinite variance case.

2 Problem Formulation

In this section, we first introduce the notation and describe the main problem considered in this paper. Recall that \( X_1, X_2, \ldots \) are a sequence of random variables with mean \( \mathbb{E}[X_1] = \mu \) and the \( p^{th} \)—moment \( \mathbb{E}|X_1 - \mu|^p \leq \nu_p \) for \( p \in (1, 2) \). A level \( 1 - \alpha \in (0, 1) \) confidence sequence for \( \mu \) is a sequence of real numbers \( L_n(X_1, \ldots, X_n) \) and \( U_n(X_1, \ldots, X_n) \), where \( L_n, U_n : \mathbb{R}^n \to \mathbb{R} \) with \( n = 1, 2, \ldots \) such that \( L_n \leq U_n \) point-wise and

\[
\mathbb{P} \left( L_n(X_1, \ldots, X_n) \leq \mu \leq U_n(X_1, \ldots, X_n), \forall n \geq 1 \right) \geq 1 - \alpha.
\]

Let the width of the \( n^{th} \) confidence interval

\[
W_n(X_1, \ldots, X_n) := U_n(X_1, \ldots, X_n) - L_n(X_1, \ldots, X_n).
\]

Objective. We are interested in how fast this width \( W_n \) can shrink as \( n \) increases, when the \( p^{th} \)—moment of the data distribution \( P \) is bounded with \( p \in (1, 2) \).

3 Confidence Sequence for Infinite Variance via Dubins-Savage

In this section, we take the first steps to derive confidence sequences for the infinite variance case. We borrow the width optimization ideas from [15, 14] and make use of the \( L_p \) version of the classical Dubins-Savage. A generalization of the classical Dubins-Savage inequality [4] first appeared in [10], and most recently in [11]. Lemma 1 is a restatement and can be derived using an approach of Doob [11].

**Lemma 1** Let \( \{X_t\} \) be a real-valued stochastic process adapted to the filtration \( \{F_t\} \), where \( F_0 \) is the trivial sigma-algebra. Let \( \{S_t\} \) be a martingale with \( V_t = \mathbb{E}[|S_t - S_{t-1}|^p |F_{t-1}] \). Then for all \( a \geq 0, b > 0 \), we have

\[
\mathbb{P} \left( S_t \geq a + b \sum_{i=1}^t V_i \right) \leq \frac{1}{(1 + m_p ab^{p-1})^{p-1}}, \quad \text{where} \quad m_p = \left( \frac{p-1}{p} \right)^{\frac{1}{p-1}}.
\]

We have the following result for the confidence sequence.
Theorem 1 (Dubins-Savage) Let \( a = \frac{1}{m_a b^2} \left( \frac{2}{\alpha} \right)^{1/4} - 1 \). The width of the confidence interval using Dubins-Savage inequality is given as

$$W_n(X_1, \ldots, X_n) = 2b_n p \sum_{i=1}^{n} \lambda_i^p,$$

where the coefficients \( \lambda_i \) are chosen as \( \lambda_i = \left( \frac{2b_n (p-1)}{p} \right)^{1/4} \) for \( t \leq n \).

From Theorem 1, the width of the confidence interval shrinks at the rate \( O(\log t) \). When \( p = 2 \), we obtain \( \tilde{O}(t^{-1/2}) \) which is known to be unimprovable [5]. The dependence on \( \alpha \) is \( O(\alpha^{-1/p}) \).

4 Lower Bound for Finite Variance (\( p = 2 \))

In this section, we establish the lower bounds for the width of Catoni-style confidence sequences by making similar assumptions as in [14]. We make use of the general law of iterated logarithm by [16] to support key arguments.

[14] discuss one possible way to construct a Catoni-style confidence sequence and is as follows. Suppose the observations \( X_i \) have a finite second moment and \( \text{Var}(X_1) \leq \sigma^2 \) for a known \( \sigma^2 \). Consider an increasing function \( \psi \) such that for \( x \in \mathbb{R} \) as in [11],

$$\psi(x) = \begin{cases} -\log(1 - x + x^2/2), & x < 0 \\ \log(1 + x + x^2/2), & x \geq 0 \end{cases}.$$

Let \( (\lambda_i) \) denote a sequence of positive numbers. Choose positive sequences \( (a_n) \) and \( (b_n) \) with \( a_n \leq b_n \) for each \( n \) and define

$$L_n(X_1, \ldots, X_n) := \text{solution of the equation } \sum_{i=1}^{n} \psi(\lambda_i (X_i - x)) = b_n,$$

$$U_n(X_1, \ldots, X_n) := \text{solution of the equation } \sum_{i=1}^{n} \psi(\lambda_i (X_i - x)) = a_n.$$  \hspace{1cm} (1)

[14] Theorem 9 & 10] shows that, for a specific choice of the sequences \( (a_n) \) and \( (b_n) \), [14] defines a confidence sequence for \( \mu \). Furthermore, under certain conditions on the sequence \( (\lambda_i) \), for all \( n \) large enough,

$$W_n(X_1, \ldots, X_n) \leq 4 \frac{\sigma^2 \sum_{i=1}^{n} \lambda_i^2 + G(\alpha, \delta)}{\sum_{i=1}^{n} \lambda_i}$$  \hspace{1cm} (2)

for some \( n \)-independent constant \( G(\alpha, \delta) \) and \( \delta \in (0, 1) \). We are interested in establishing a lower bound nearly matching (2). We will allow any choice of the sequences \( (a_n) \) and \( (b_n) \) and a larger flexibility in the choice of the function \( \psi \).

Theorem 2 Let \( \text{Var}(X_1) = \sigma^2 \) and \( \mathbb{E}[|X_1|^{2+\vartheta}] < \infty \) for some \( 0 < \vartheta \leq 1 \). Let the sequence \( (\lambda_i) \) be such that \( \lambda_i \downarrow 0 \) and \( \sum_{i=1}^{\infty} \lambda_i^2 = \infty \). Let the influence function \( \psi \) be 1–Lipschitz. Then, the width of the confidence sequence \( W_n(X_1, \ldots, X_n) \) is such that

$$W_n(X_1, \ldots, X_n) \geq \frac{a \left( \sum_{i=1}^{n} \lambda_i^2 \log \log \sum_{i=1}^{n} \lambda_i^2 \right)^{1/2}}{\sum_{i=1}^{n} \lambda_i},$$

for any \( a < 2\sigma \sqrt{2} \) and at least for large \( n \).

The result provides the minimum width of the confidence sequence in the finite variance case. Below, we sketch the broad ideas employed in establishing the result. Notice that since the influence function \( \psi \) is 1–Lipschitz, we have

$$\left| \frac{d}{dx} \sum_{i=1}^{n} \psi(\lambda_i (X_i - x)) \right| \leq \sum_{i=1}^{n} \lambda_i.$$ Therefore, the confidence intervals defined in (1) satisfy

$$W_n(X_1, \ldots, X_n) \geq \frac{b_n - a_n}{\sum_{i=1}^{n} \lambda_i}.$$
Next, if (1) defines the confidence sequence for \( \mu \) we need to show that \( b_n - a_n \) cannot be too small. Indeed, from (1) we have

\[
P \left( a_n \leq \sum_{i=1}^{n} \psi(\lambda_i(X_i - m)) \leq b_n \text{ for all } n \geq 1 \right) \geq 1 - \alpha. \tag{3}
\]

Consider the transformation \( Y_i = \psi(\lambda_i(X_i - m)) \), whence \( Y_1, Y_2, \ldots \) is a sequence of independent random variables with all finite moments. For \( n \geq 1 \), let \( a_n = a_n - \sum_{i=1}^{n} EY_i, \quad b_n = b_n - \sum_{i=1}^{n} EY_i \). Then (3) implies that

\[
P \left( a_n \leq \sum_{i=1}^{n} (Y_i - EY_i) \leq b_n \text{ for all } n \geq 1 \right) \geq 1 - \alpha. \tag{4}
\]

Clearly, \( b_n - a_n = b_n - a_n \), and we will show that these differences cannot be too small using (3) and the general law of iterated logarithm in [10].

5 Catoni-style Confidence Sequence for \( p \in (1, 2] \)

From Theorem 2 it is clear that the lower bounds are sharper than the width obtained (see (2)) in [14]. In this section, we extend the analysis and establish the width of the confidence interval for \( p = (1, 2] \), and strengthen the result in [14] for \( p = 2 \). Note that the constant \( G(\alpha, \delta) \) in (2) depends on an additional parameter \( \delta \in (0, 1) \), with the width holding with probability \( 1 - \delta \). We both extend the approach in [14] to the case of infinite variance and strengthen their result, even in the case of finite variance, where the constant is only a function of \( \alpha \).

For an appropriate \( C_p > 0 \) let \( \psi \) be a non-decreasing function \( \mathbb{R} \to \mathbb{R} \) such that

\[
- \log(1 - x + C_p|x|^p) \leq \phi(x) \leq \log(1 + x + C_p|x|^p) \tag{5}
\]

for all \( x \in \mathbb{R} \). One way to chose \( C_p = \left( \frac{p-1}{p} \right)^{p/2} \left( \frac{2-p}{2-p} \right)^{(2-p)/2} \), whence \( C_2 = 1/2 \) as in [1]. Let \( (\lambda_n) \) be a sequence of positive numbers such that

\[
\lim_{n \to \infty} \lambda_n = 0, \quad \sum_{n=1}^{\infty} \lambda_n^p = \infty. \tag{6}
\]

It follows immediately that the processes \( M_{n+} = \prod_{i=1}^{n} \exp \{ \phi(\lambda_i(X_i - \mu)) - C_p\lambda_i \} \) and \( M_{n-} = \prod_{i=1}^{n} \exp \{-\phi(\lambda_i(X_i - \mu)) - C_p\lambda_i \} \) are non-negative supermartingales with respect to the natural filtration of the sequence \( X_1, X_2, \ldots \). Let \( 0 < \alpha < 1 \) be a confidence level. By the maximal inequality for non-negative supermartingales, the following sequence of sets forms a \((1 - \alpha)\)-confidence sequence for \( \mu \):

\[
I_n(\alpha) = \left\{ x \in \mathbb{R} : - \log \frac{2}{\alpha} - C_p\lambda_n \leq \sum_{i=1}^{n} \phi(\lambda_i(X_i - x)) \leq \log \frac{2}{\alpha} + C_p\lambda_n \right\},
\]

\[
n = 1, 2, \ldots . \tag{7}
\]

Note that by (6), the sum \( \sum_{i=1}^{n} \lambda_i^p \) grows slower than linearly fast with \( n \). Therefore, at least for large \( n \) the equations

\[
\sum_{i=1}^{n} \phi(\lambda_i(X_i - x)) = \pm \left( \log \frac{2}{\alpha} + C_p\lambda_n \right) \tag{8}
\]

has unique real roots, which we will denote by \( x_{+n} \) and \( x_{-n} \) respectively, in which case the set \( I_n(\alpha) \) is an interval of the finite length \( |I_n(\alpha)| = x_{-n} - x_{+n} \). The next result characterizes how fast these lengths grow as \( n \) increases.

**Theorem 3** Suppose the sequence \( (\lambda_n) \) is non-random, \( 0 < t_n < 1 \) and \( \tau_n > 0 \). Suppose \( \varepsilon_n = \alpha \exp \left\{-C_p\lambda_n \left( 1 + t_i \right)^{(p-1)} \right\} \) for \( n = 1, 2, \ldots \). Consider the condition

\[
C_p\varepsilon_n \sum_{i=1}^{n} \lambda_i^p \left( 1 + t_i^{(p-1)} \right) + \log 2/\alpha + \log 2/\varepsilon_n \leq \frac{\tau_n^{1/(p-1)}}{(1 + \tau_n)^{(p-1)}} \frac{\left( \sum_{i=1}^{n} \lambda_i \right)^{p/(p-1)}}{\left( C_p\sum_{i=1}^{n} \lambda_i^p \left( 1 - t_i \right)^{(p-1)} \right)^{1/(p-1)}}, \tag{9}
\]

4
The following holds for the width of the confidence sequence

\[ P\left( |\varepsilon_n| \leq 4(1+\tau_n) \frac{C_p \varepsilon_p \sum_{i=1}^{n} \lambda_i^p \left( 1 + Y_i^{-(p-1)} \right) + \log 2/\alpha}{\sum_{i=1}^{n} \lambda_i} \right) \geq 1 - \alpha \sum_{i=1}^{\infty} \varepsilon_i. \]

Note that with \( \varepsilon_n \) chosen as in the statement, the condition \( (9) \) holds for all large \( n \), at least if \( (t_n) \) are bounded away from 0, and \( (\tau_n) \) are not too small (we could, in fact, keep \( \tau_n \) a small positive constant). The right hand side can be made small if \( \alpha \) is small.

Note that \( W_n(X_1, \ldots, X_n) := |\varepsilon_n| \), so comparing with \( (2) \) for \( p = 2 \), we note the following differences: (i) The width in \( (2) \) depends on both \( \alpha \) and another confidence parameter \( \delta \) implying a compromise in the width, while the width in Theorem \( (9) \) depends only on the confidence parameter \( \alpha \). (ii) Abusing the notation, let \( W_{n,\lambda} = W_n(X_1, \ldots, X_n) \sum_{i=1}^{n} \lambda_i \). For \( p = 2 \), using Theorem \( (9) \), \( W_{n,\lambda} \leq 2(1 + \tau_n)\sigma^2 \sum_{i=1}^{n} \lambda_i^2 (1 + 1/t_i) + \log(2/\delta) \), while that from \( (2) \) is \( W_{n,\lambda} \leq 4\sigma^2 \sum_{i=1}^{n} \lambda_i^2 + \log(2/\delta) \); implying sharper bounds from Theorem \( (9) \).

Also, \( \lambda_i = O(1/t_i^{1/p}) \) from \( (1) \) implying that the Catoni-style confidence sequence enjoys \( O(\log(1/\alpha)) \) shrinkage rate. The dependence on \( \alpha \) is \( O(\log(1/\alpha)) \) improving over Theorem \( (1) \) as the width increases slowly in case of Catoni-style sequence as \( \alpha \downarrow 0 \).

6 Proofs of Main Results

In this section, we provide proofs of the main results to illustrate the challenges involved.

**Proof of Theorem \( (1) \)** Let \( S_i^2 = \sum_{i=1}^{n} \lambda_i (X_i - \mu) \) and \( S_n^2 = \sum_{i=1}^{n} \lambda_i (X_i - \mu) \) denote two martingales. The confidence intervals and hence the sequence is obtained by applying Lemma \( (1) \) to each of these martingales. Let \( a = \frac{1}{m_p \lambda^{p-1} + \frac{1}{\lambda X}} \). We have from Lemma \( (1) \)

\[ P\left( \forall n, \sum_{i=1}^{n} \lambda_i (X_i - \mu) \leq a + b \sum_{i=1}^{n} \lambda_i^2 \mathbb{E}[|X_i - \mu|^p | \mathcal{F}_{n-1}] \right) \geq 1 - \alpha/2, \]

\[ P\left( \forall n, -\sum_{i=1}^{n} \lambda_i (X_i - \mu) \leq a + b \sum_{i=1}^{n} \lambda_i^2 \mathbb{E}[|X_i - \mu|^p | \mathcal{F}_{n-1}] \right) \geq 1 - \alpha/2. \]

By using the fact that \( \mathbb{E}[|X_i - \mu|^p | \mathcal{F}_{n-1}] \leq v_p \) and taking an union bound the result follows. The sequence that optimizes the width is calculated using \( (15) \) Eq. (24-28) and \( (14) \) Appendix A as the minimizer of \( b \lambda^{p-1} + \frac{1}{\lambda X} \), solving which we obtain the desired sequence.

**Proof of Theorem \( (2) \)** Let \( s_i^2 = \sum_{i=1}^{n} \text{Var}(Y_i) \) for \( n = 1, 2, \ldots \). We will first show that \( \text{Var}(Y_i) \sim \lambda_i^2 \sigma^2 \) as \( i \to \infty \). Indeed, \( \mathbb{E}Y_i = \mathbb{E} \psi(\lambda_i (X - \mu)) \leq \mathbb{E}[\log(1 + \lambda_i (X - \mu)) + \lambda_i^2 (X - \mu)^2/2] \leq \mathbb{E}[\lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2/2] = \lambda_i^2 \sigma^2/2. \) Also, \( \mathbb{E}Y_i \geq \mathbb{E}[-\log(1 - \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2/2] \geq \mathbb{E}[-(\lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2/2)] = -\lambda_i^2 \sigma^2/2. \) Therefore, \( |\mathbb{E}Y_i| \leq \lambda_i^2 \sigma^2/2 \) for \( i = 1, 2, \ldots \).

Next,

\[ \mathbb{E}Y_i^2 = \mathbb{E} \psi^2(\lambda_i (X - \mu)) \leq \mathbb{E}\left\{ \log(1 + \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2)/2 \right\} + \mathbb{E}\left\{ \log(1 - \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2)/2 \right\}. \]

There is \( x_0 > 0 \) such that \( \log(1 + x) \leq x^{1/2} \) for \( x \geq x_0 \). We have

\[
\begin{align*}
\mathbb{E}\left\{ \log(1 + \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2)/2 \right\} & \\
\leq \mathbb{E}\left\{ \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2/2 \right\} & (\mu \leq X \leq \mu + x_0/\lambda_i) \\
& + \mathbb{E}\left\{ \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2/2 \right\} (X > \mu + x_0/\lambda_i) \\
= \lambda_i^2 \mathbb{E}[(X - \mu)^2 \mathbb{1}(\mu \leq X \leq \mu + x_0/\lambda_i)] + o(\lambda_i^2) \\
= \lambda_i^2 \mathbb{E}[(X - \mu)^2 \mathbb{1}(X \geq \mu)] + o(\lambda_i^2).}
\end{align*}
\]


Similarly,
\[ \mathbb{E}\left\{ \left[ \log(1 - \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2) / 2 \right]^2 \mathbb{1}(X < \mu) \right\} = \lambda_i^2 \mathbb{E}[(X - \mu)^2 \mathbb{1}(X < \mu)] + o(\lambda_i^2). \]

From (10) and (11), we have that \( \mathbb{E}Y_i^2 \leq \lambda_i^2 \sigma^2 + o(\lambda_i^2) \). On the other hand,
\[
\mathbb{E}Y_i^2 \geq \mathbb{E}\left\{ \left[ \log(1 - \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2) / 2 \right]^2 \mathbb{1}(\mu \leq X \leq \mu + x_0 / \lambda_i) \right\} \\
+ \mathbb{E}\left\{ \left[ \log(1 + \lambda_i (X - \mu) + \lambda_i^2 (X - \mu)^2) / 2 \right]^2 \mathbb{1}(\mu - x_0 / \lambda_i \leq X < \mu) \right\}.
\]

Similarly, \( \mathbb{E}Y_i^2 \geq \lambda_i^2 \sigma^2 + o(\lambda_i^2) \). Therefore,
\[ \mathbb{E}Y_i^2 = \lambda_i^2 \sigma^2 + o(\lambda_i^2). \]

It follows from the above arguments that
\[ s_n^2 \sim \sigma^2 \sum_{i=1}^{n} \lambda_i^2, \text{ and } \theta_n := s_n(2 \log \log s_n)^{1/2} \sim \sigma \left( 2 \sum_{i=1}^{n} \lambda_i^2 \log \log s_n \right)^{1/2}. \]

We verify that the condition (2, \( \alpha \)) in (16) holds for sequence \( \theta_n \) and \( \vartheta \). Denoting by \( c \) a generic positive constant that may change from time to time, we have for large \( n_0 \),
\[
\sum_{n=n_0}^{\infty} \theta_n^{-(2+\vartheta)} \mathbb{E}|Y_i - \mathbb{E}Y_i|^{2+\vartheta} \leq c \sum_{n=n_0}^{\infty} \left( \sum_{i=1}^{n} \lambda_i^2 \log \log \sum_{i=1}^{n} \lambda_i^2 \right)^{-1-\vartheta/2} \mathbb{E}|Y_i|^{2+\vartheta}.
\]

We have using \( \log(1 + x + x^2 / 2) \leq 2 \log(1 + x / \sqrt{2}) \) and \( \log(1 - x + x^2 / 2) \geq 2 \log(1 - x / \sqrt{2}) \),
\[
\mathbb{E}|Y_i|^{2+\vartheta} \leq \mathbb{E}[2 \log(1 + \lambda_i (X - \mu) / \sqrt{2})]^{2+\vartheta} \mathbb{1}(X > \mu) \\
+ \mathbb{E}[2 \log(1 - \lambda_i (X - \mu) / \sqrt{2})]^{2+\vartheta} \mathbb{1}(X < \mu) \leq c \lambda_i^{2+\vartheta}.
\]

Therefore, as \( (\lambda_n) \) is non-increasing,
\[
\sum_{n=n_0}^{\infty} \theta_n^{-(2+\vartheta)} \mathbb{E}|Y_i - \mathbb{E}Y_i|^{2+\vartheta} \leq c \sum_{n=n_0}^{\infty} \left( \sum_{i=1}^{n} \lambda_i^2 \right)^{-1-\vartheta/2} \lambda_i^{2+\vartheta} \leq c \sum_{n=n_0}^{\infty} \frac{1}{n^{1+\vartheta/2}} < \infty.
\]

Hence the condition (2, \( \alpha \)) in (16) holds. It follows that
\[
\limsup_{n \to \infty} \frac{s_{n+1}}{s_n} = \limsup_{n \to \infty} \left( \frac{1}{\sum_{i=1}^{n+1} \lambda_i^2} \right)^{1/2} \leq \limsup_{n \to \infty} \left( \frac{n+1}{n} \right)^{1/2} = 1.
\]

Therefore, by (16) Theorem 2.1
\[
\limsup_{n \to \infty} \frac{\theta_n^{-1} \sum_{i=1}^{n} (Y_i - \mathbb{E}Y_i)}{\sigma \left( 2 \sum_{i=1}^{n} \lambda_i^2 \log \log \sum_{i=1}^{n} \lambda_i^2 \right)^{1/2}} = 1, \text{ a.s.}
\]

That is,
\[
\limsup_{n \to \infty} \frac{\sum_{i=1}^{n} (Y_i - \mathbb{E}Y_i)}{\sigma \left( 2 \sum_{i=1}^{n} \lambda_i^2 \log \log \sum_{i=1}^{n} \lambda_i^2 \right)^{1/2}} = 1, \text{ a.s.}
\]

This means that the sequence \((\bar{a}_n)\) and \((\bar{b}_n)\) must satisfy
\[
\bar{b}_n - \bar{a}_n > a \left( 2 \sum_{i=1}^{n} \lambda_i^2 \log \log \sum_{i=1}^{n} \lambda_i^2 \right)^{1/2}
\]

for any \( a < 2 \sigma \sqrt{\vartheta} \) and large \( n \), which implies the same for \( \bar{b}_n - \bar{a}_n \) and the result holds.

**Proof of Theorem 3** For a fixed \( x \in \mathbb{R} \) the following processes are also non-negative supermartingales:
\[
M_n^+(x) = \prod_{i=1}^{n} \exp \{ \phi(\lambda_i (X_i - x)) \} \tag{12}
\]
\[
\exp \left\{ - (\mu - x) \sum_{i=1}^{n} \lambda_i - C_p \sum_{i=1}^{n} \lambda_i^{p-1} (\mu - x)^p - C_p |\mu - x|^p \sum_{i=1}^{n} \lambda_i^{p-1} \right\}
\]
We now establish conditions for the equation (17) to have real roots. The function

\[ M_n(x) = \prod_{i=1}^{n} \exp \left\{ -\phi(\lambda_i(x_i - x)) \right\} \]

(13)

\[ \exp \left\{ (\mu - x) \sum_{i=1}^{n} \lambda_i - C_p v_p \sum_{i=1}^{n} \lambda^p t_i^{-(p-1)} - C_p |\mu - x|^{p} \sum_{i=1}^{n} \lambda^p (1 - t_i)^{-(p-1)} \right\}. \]

Note that for \( x = \mu \) and \( t_i \equiv 1 \), these processes become \( M_n^+ \) and \( M_n^- \), correspondingly. Denote \( f_n(x) = \sum_{i=1}^{n} \phi(\lambda_i(x_i - x)) \). The maximal inequality for non-negative supermartingales, for every \( x \in \mathbb{R} \) and \( h > 0 \),

\[ P \left( \exp \left\{ f_n(x) - (\mu - x) \sum_{i=1}^{n} \lambda_i - C_p v_p \sum_{i=1}^{n} \lambda^p t_i^{-(p-1)} - C_p |\mu - x|^{p} \sum_{i=1}^{n} \lambda^p (1 - t_i)^{-(p-1)} \right\} \geq h \right) \leq 1/h, \]

which is the same as

\[ P \left( f_n(x) \geq (\mu - x) \sum_{i=1}^{n} \lambda_i + C_p v_p \sum_{i=1}^{n} \lambda^p t_i^{-(p-1)} + C_p |\mu - x|^{p} \sum_{i=1}^{n} \lambda^p (1 - t_i)^{-(p-1)} + \log h \right) \leq 1/h. \]

(14)

Choose \( h = 2/\varepsilon_n \) for \( 0 < \varepsilon_n < 1 \) and denote

\[ B_n^+(x) = (\mu - x) \sum_{i=1}^{n} \lambda_i + C_p v_p \sum_{i=1}^{n} \lambda^p t_i^{-(p-1)} + C_p |\mu - x|^{p} \sum_{i=1}^{n} \lambda^p (1 - t_i)^{-(p-1)} + \log 2/\varepsilon_n. \]

(15)

Then (14) translates into

\[ P \left( f_n(x) \geq B_n^+(x) \right) \leq \varepsilon_n/2. \]

(16)

Consider now the equation

\[ B_n^+(x) = -C_p v_p \sum_{i=1}^{n} \lambda_i - \log 2/\alpha. \]

(17)

We will establish conditions under which this equation has real roots. Assuming, for a moment, that such roots exist, let \( y_n \) denote the smallest such root. Using (17) with \( x = y_n \), we have \( f_n(y_n) < -C_p v_p \sum_{i=1}^{n} \lambda_i^p - \log 2/\alpha \). We conclude by the definition of \( x_{-n} \) in (7), that

\[ P \left( x_{-n} < y_n \text{ for all } n \text{ for which } (17) \text{ has real roots} \right) \geq 1 - \sum_{n=1}^{\infty} \varepsilon_n/2. \]

(18)

We now establish conditions for the equation (17) to have real roots. The function \( B_n^+ \) is a strictly convex function of \( x \), diverging to infinity at \( \pm \infty \), so it has a unique minimum, achieved at the point

\[ z_+ = \mu + \left( \frac{\sum_{i=1}^{n} \lambda_i}{p C_p \sum_{i=1}^{n} \lambda_i^p (1 - t_i)^{-(p-1)}} \right)^{1/(p-1)}, \]

and we have

\[ B_n^+(z_n) = -\frac{p}{p - 1} \left( \frac{\sum_{i=1}^{n} \lambda_i}{p C_p \sum_{i=1}^{n} \lambda_i^p (1 - t_i)^{-(p-1)}} \right)^{p/(p-1)} + C_p v_p \sum_{i=1}^{n} \lambda_i^p t_i^{-(p-1)} + \log 2/\varepsilon_n. \]

(19)

If this minimal value satisfies

\[ -\frac{p}{p - 1} \left( \frac{\sum_{i=1}^{n} \lambda_i}{p C_p \sum_{i=1}^{n} \lambda_i^p (1 - t_i)^{-(p-1)}} \right)^{p/(p-1)} + C_p v_p \sum_{i=1}^{n} \lambda_i^p t_i^{-(p-1)} + \log 2/\varepsilon_n \]

\[ \leq -C_p v_p \sum_{i=1}^{n} \lambda_i^p - \log 2/\alpha, \]

we establish conditions for the equation (17) to have real roots.
then the equation (17) has real roots. Note that we can rewrite the condition (20) in the form
\[ C_p v_p \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-(p-1)}) + \log 2/\alpha + \log 2/\varepsilon_n \leq \frac{p}{p - 1} \left( p C_p \sum_{i=1}^{n} \lambda_i^p (1 - t_i^{-(p-1)}) \right)^{1/(p-1)}. \] (21)

We claim that this condition holds for all large \( n \), at least if \( (t_n) \) are bounded away from 0, and if \( \varepsilon_n \) is not too small. Indeed, in this case for some constant \( C \),
\[ \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-(p-1)}) \leq C \sum_{i=1}^{n} \lambda_i^p, \] (22)
while
\[ \frac{\left( \sum_{i=1}^{n} \lambda_i^p \right)^{p/(p-1)}}{\left( \sum_{i=1}^{n} \lambda_i^p (1 - t_i^{-(p-1)}) \right)^{1/(p-1)}} \geq \frac{\left( \sum_{i=1}^{n} \lambda_i^p \right)^{p/(p-1)}}{\left( \sum_{i=1}^{n} \lambda_i^p \right)^{1/(p-1)}}. \] (23)

Since the ratio of the expressions in the right-hand sides of (23) and (22) is
\[ \frac{1}{C} \left( \frac{\sum_{i=1}^{n} \lambda_i^p}{\sum_{i=1}^{n} \lambda_i^p} \right)^{1/(p-1)} \to \infty \]
by (6), we conclude that (21) holds and, hence, the equation (17) has real roots, at least for all large \( n \), as long \( \varepsilon_n \) does not go to zero too fast.

Notice that, if \( \varepsilon_n \leq 2 \), then
\[ B_n^+(\mu) = C_p v_p \sum_{i=1}^{n} \lambda_i^p t_i^{-(p-1)} + \log 2/\varepsilon_n > 0 > -C_p v_p \sum_{i=1}^{n} \lambda_i^p - \log 2/\alpha. \]

Furthermore, the minimum of \( B_n^+ \) is achieved to the right of \( \mu \). Therefore, under the condition (21), the equation (17) has one or two real roots to the right of \( \mu \), and \( y_n \) is the smallest of these roots.

For \( x > \mu \) the equation (17) becomes
\[ C_p (x - \mu)^p \sum_{i=1}^{n} \lambda_i^p (1 - t_i^{-(p-1)}) - (x - \mu) \sum_{i=1}^{n} \lambda_i \]
\[ + C_p v_p \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-(p-1)}) + \log 2/\varepsilon_n + \log 2/\alpha = 0. \] (24)

We can rewrite (24) in the form
\[ K z^p - z + M = 0 \] (25)
for \( z = x - \mu > 0 \) and
\[ K = \frac{C_p \sum_{i=1}^{n} \lambda_i^p (1 - t_i^{-(p-1)})}{\sum_{i=1}^{n} \lambda_i} \]
and
\[ M = \frac{C_p v_p \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-(p-1)}) + \log 2/\varepsilon_n + \log 2/\alpha}{\sum_{i=1}^{n} \lambda_i}. \]

Setting \( y = K^{1/(p-1)} z > 0 \) and \( D = K^{1/(p-1)} M \) transforms (25) into the equation
\[ y^p - y + D = 0. \] (26)

Let \( \tau_n > 0 \) and suppose that
\[ D \leq \frac{\tau_n^{1/(p-1)}}{(1 + \tau_n)^{p/(p-1)}}. \] (27)

Then the equation (26) has a positive solution \( y(D) \) satisfying
\[ y(D) \leq (1 + \tau_n) D, \]
which implies that
\[ y_n \leq \mu + (1 + \tau_n)M = \mu + (1 + \tau_n)\frac{C_p\nu_p}{\lambda_p} \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log \frac{2}{\varepsilon_n} + \log \frac{2}{\alpha}. \tag{28} \]

Note that the condition (27) can be rewritten in the form
\[ C_p\nu_p \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log 2/\alpha + \log 2/\varepsilon_n \leq \frac{\tau_n^{\frac{1}{p}-1}}{(1 + \tau_n)^{\frac{1}{p}-1}} (\frac{\sum_{i=1}^{n} \lambda_i^{\frac{1}{p}-1}}{C_p\nu_p} (1 - t_i^{-\frac{1}{p}-1})^{\frac{1}{p}-1}). \tag{29} \]

Similarly to the condition (21), this condition holds for all large \( n \) as long as \( \varepsilon_n \) and \( \tau_n \) do not go to zero too fast. We conclude by (18) and (28)
\[ P\left( x_{-n} < \mu + (1 + \tau_n)\frac{C_p\nu_p}{\lambda_p} \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log \frac{2}{\varepsilon_n} + \log \frac{2}{\alpha} \right) \geq 1 - \sum_{i=1}^{\infty} \varepsilon_i/2. \tag{30} \]

The same argument shows that
\[ P\left( x_{+n} > \mu - (1 + \tau_n)\frac{C_p\nu_p}{\lambda_p} \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log \frac{2}{\varepsilon_n} + \log \frac{2}{\alpha} \right) \geq 1 - \sum_{i=1}^{\infty} \varepsilon_i/2. \tag{31} \]

We conclude by (30) and (31) that
\[ P\left( |I_n(\alpha)| \leq 2(1 + \tau_n)\frac{C_p\nu_p}{\lambda_p} \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log \frac{2}{\varepsilon_n} + \log \frac{2}{\alpha} \right) \geq 1 - \sum_{n=1}^{\infty} \varepsilon_n. \tag{32} \]

With \( \varepsilon_n \) as in the statement, (32) is transformed into
\[ P\left( |I_n(\alpha)| \leq 4(1 + \tau_n)\frac{C_p\nu_p}{\lambda_p} \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) + \log 2/\alpha \right) \geq 1 - \alpha \sum_{n=1}^{\infty} \exp \left\{ -C_p\nu_p \sum_{i=1}^{n} \lambda_i^p (1 + t_i^{-\frac{1}{p}-1}) \right\}. \tag{33} \]

It follows from (33) that the sum in the right hand side is finite, and can be made small if \( \alpha \) is small.

7 Conclusion

We provided an extension of confidence sequences for settings where the variance of the data-generating distribution does not exist. Dealing with such heavy-tail settings required using robust estimation methods to obtain acceptable deviation bounds. We made use of the influence functions inspired by [1] to obtain Catoni-style confidence sequences. We first established lower bounds on the widths of the Catoni-style confidence sequences for the finite variance case using a general law of iterated logarithm. We then provided a simple confidence sequence using a \( L_p \)-version of the Dubins-Savage inequality for comparison. Finally, we derived Catoni-style confidence sequences in case of infinite variance and strengthened the existing result on finite variance in [14].
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