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Abstract: Recently, Bennett et al. (Eur. J. Phys. 37:014001, 2016) presented a physically-motivated and explicitly gauge-independent scheme for the quantisation of the electromagnetic field in flat Minkowski space. In this paper we generalise this field quantisation scheme to curved spacetimes. Working within the standard assumptions of quantum field theory and only postulating the physicality of the photon, we derive the Hamiltonian, $\hat{H}$, and the electric and magnetic field observables, $\hat{E}$ and $\hat{B}$, respectively, without having to invoke a specific gauge. As an example, we quantise the electromagnetic field in the spacetime of an accelerated Minkowski observer, Rindler space, and demonstrate consistency with other field quantisation schemes by reproducing the Unruh effect.
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1. Introduction

For many theorists the question “what is a photon?” remains highly nontrivial [1]. It is in principle possible to uniquely define single photons in free space [2]; however, the various roles that photons play in light–matter interactions [3], the presence of boundary conditions in experimental scenarios [4,5] and our ability to arbitrarily shape single photons [6] all lead to a multitude of possible additional definitions. Yet this does not stop us from utilising single photons for tasks in quantum information processing, especially for quantum cryptography, quantum computing, and quantum metrology [7]. In recent decades, it has become possible to produce single photons on demand [8], to transmit them over 100 kilometres through Earth’s atmosphere [9] and to detect them with very high efficiencies [10]. Moreover, single photons have been an essential ingredient in experiments probing the foundations of quantum physics, such as entanglement and locality [11,12].

Recently, relativistic quantum information has received a lot of attention in the literature. Pioneering experiments verify the possibility of quantum communication channels between Earth’s surface and space [13] and have transmitted photons between the Earth and low-orbit satellites [14], while quantum information protocols are beginning to extend their scope towards the relativistic arena [15–21]. The effects of gravity on satellite-based quantum communication schemes, entanglement experiments and quantum teleportation have already been shown to produce potentially observable effects [22–25]. Noninertial motion strongly affects quantum information protocols and quantum optics set-ups [26–30], with the mere propagation and detection of photons in such frames being highly nontrivial [31–34].

Motivated by these recent developments, this paper generalises a physically-motivated quantisation scheme of the electromagnetic field in flat Minkowski space [35] to curved space times. Our approach aims to obtain the basic tools for analysing and designing relativistic quantum
information experiments in a more direct way than alternative derivations, and without having to invoke a specific gauge. Working within the standard assumptions of quantum field theory and only postulating the physicality of the photon, we derive the Hamiltonian, $\hat{H}$, and the observables, $\hat{E}$ and $\hat{B}$, of the electromagnetic field. Retaining gauge-independence is important when modelling the interaction of the electromagnetic field with another quantum system, like an atom. In this case, different choices of gauge correspond to different subsystem decompositions, thereby affecting our notion of what is ‘atom’ and what is ‘field’ [36,37]. Composite quantum systems can be decomposed into subsystems in many different ways. Choosing an unphysical decomposition can result in the prediction of spurious effects when analysing the dynamics of one subsystem while tracing out the degrees of freedom of the other [38]. Hence it is important to first formulate quantum electrodynamics in an entirely arbitrary gauge, as this allows us to subsequently fix the gauge when needed. This work does not seek to quantise the gravitational field. Instead, we follow the standard approach of quantum field theory in curved spacetime. This is a first approximation to understanding gravitational effects on quantum fields [39,40], which neglects the back-reaction of those fields on the spacetime geometry, treating the spacetime as a fixed background.

The direct canonical quantisation of the electromagnetic field in terms of the (real) gauge independent electric and magnetic fields, $\hat{E}$ and $\hat{B}$, is not possible, since these do not offer a complete set of canonical variables [41–45]. As an alternative, Bennett et al. [35] suggested to use the physicality of the photon as the starting point when quantising the electromagnetic field. Assuming that the electromagnetic field is made up of photons and identifying their relevant degrees of freedom, like frequencies and polarisations, results in a harmonic oscillator Hamiltonian $\hat{H}$ for the electromagnetic field. Using this Hamiltonian and demanding consistency of the dynamics of expectation values with classical electrodynamics, especially with Maxwell’s equations, is sufficient to then obtain expressions for $\hat{E}$ and $\hat{B}$ without having to invoke vector potentials and without having to choose a specific gauge. Generalising the work by the authors of [35] from flat Minkowski space to curved space times, we obtain field observables which could be used, for example, to model photonics experiments in curved spacetimes in a similar fashion to how quantum optics typically models experiments in Minkowski space [5,36,46].

Additional problems with our understanding of photons (indeed all particles) arise when we consider quantum fields in gravitationally bound systems [7]. General relativity can be viewed as describing gravitation as the consequence of interactions between matter and the curvature of a Lorentzian (mixed signature) spacetime with metric $g_{\mu\nu}$ [47,48]. Locally, however, any spacetime appears flat, by which we mean

$$g_{\mu\nu}(p) \cong \eta_{\mu\nu} \equiv \text{diag}(+1, -1, -1, -1), \quad (1)$$

the familiar special relativistic invariant line-element of Minkowski space. For the Earth’s surface, where gravity is (nearly) uniform, this limit can be taken everywhere, and spacetime curvature can be neglected. Spacetimes in relativity have no preferred coordinate frame, so physical laws must satisfy the principle of covariance and be coordinate independent and invariant under coordinate transformations [49]. Indeed, it has been demonstrated that, while the form of the Hamiltonian may change under general coordinate transformations, physically measurable predictions do not [50].

Quantum field theory in curved spacetime is the standard approach used to study the behaviour of quantum fields in this setting. As aforementioned, this is a first approximation to quantum gravity, in which the gravitational field is treated classically and back-reactions on the spacetime geometry are neglected [39,40]. Intuitively this is what is meant by a static spacetime, where the time derivative of the metric is zero. This approximation holds on typical astrophysical length and energy scales and is thus well-suited for dealing with most physical situations [51]. How to generalise field quantisation to curved spaces is very well established, and the theory has produced several major discoveries, like the prediction that the particle states seen by a given observer depend on the geometry of their spacetime [52–54]. For example, the vacuum state of one observer does not necessarily coincide with
the vacuum state of an observer in an alternative reference frame. This surprising result even arises in
flat Minkowski space, where the Fulling–Davies–Unruh effect predicts that an observer with constant
acceleration sees the Minkowski vacuum as a thermal state with temperature proportional to their
acceleration [55–59].

To make quantum field theory in curved spacetimes more accessible to quantum opticians, and to
obtain more insight into the aforementioned effects and their experimental ramifications, this paper
considers static, 4-dimensional Lorentzian spacetimes. Our starting point for the derivation of the field
observables \( \hat{H}, \hat{E} \) and \( \hat{B} \) is the assumption that the detectors belonging to a moving observer see photons. These are the energy quanta of the electromagnetic field in curved space times. To demonstrate the
consistency of our approach with other field quantisation schemes, we consider the explicit case of an
accelerated Minkowski observer, who is said to reside in a Rindler spacetime [60–64], and reproduce
Unruh’s predictions [55–59].

This paper is divided into five sections. In Section 2, we provide a summary of the
gauge-independent quantisation scheme by Bennett et al. [35] which applies in the case of flat spacetime.
In Section 3, we discuss what modifications must be made to classical electrodynamics when moving
to the more general setting of a stationary curved spacetime. We then show that similar modifications
allow for the gauge-independent quantisation scheme of Section 2 to be applied in this more general
setting. In Section 4, we apply our results to the specific case of a uniformly accelerating reference
frame and have a closer look at the Unruh effect. Finally, we draw our conclusions in Section 5.
For simplicity, we work in natural units \( \hbar = c = 1 \) throughout.

2. Gauge-Independent Quantisation of the Electromagnetic Field

In this section, we review the gauge dependence inherent in the electromagnetic field and contrast
standard, more mathematically-motivated quantisation procedures with the gauge-independent
method of Bennett et al. [35].

2.1. Classical Electrodynamics

Under coordinate transformations, the electric and magnetic fields transform as the components
of an antisymmetric 2-form, the field strength tensor

\[
F_{\mu\nu} = \begin{pmatrix}
0 & E^1 & E^2 & E^3 \\
-E^1 & 0 & -B^3 & B^2 \\
-E^2 & B^3 & 0 & -B^1 \\
-E^3 & -B^2 & B^1 & 0
\end{pmatrix}.
\]  

The field strength is defined in terms of the 4-vector potential by

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu.
\]

We can obtain the equations of motion by applying the Euler–Lagrange equations to the
Lagrangian density

\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} = \frac{1}{2} (E^2 - B^2),
\]

which gives the Maxwell equation

\[
\partial_\mu F^{\mu\nu} = 0.
\]

The field strength tensor also satisfies the Bianchi identity,

\[
\partial_\nu F_{\mu\nu} = \frac{1}{3} (\partial_\sigma F_{\mu\nu} + \partial_\nu F_{\sigma\nu} + \partial_\nu F_{\sigma\nu}) = 0,
\]
and together, Equations (5) and (6) can be used to obtain the standard Maxwell equations expressed in terms of the magnetic and electric field strengths, $E$ and $B$, respectively,

$$\begin{align*}
\text{div} (E) &= 0, \quad \text{curl} (B) = \dot{E}, \\
\text{div} (B) &= 0, \quad \text{curl} (E) = -\dot{B}.
\end{align*}$$

(7)

The solutions to these equations are transverse plane waves with orthogonal electric and magnetic field components with two distinct, physical polarisations propagating through Minkowski space, $\mathbb{M}$, at a speed $c = 1$.

2.2. Gauge Dependence in Electromagnetic Field Quantisation

The most commonly used methods for quantising fields are the traditional canonical and modern path-integral approaches. When applied to electromagnetism, these have to be modified due to the gauge freedom of the theory. For example, in the canonical approach, standard commutation relations cannot be satisfied. One can get around this by either breaking Lorentz invariance in intermediate steps of calculations, or by considering excess degrees of freedom with negative norms that do not contribute physically [37]. Standard path integral quantisation fails for electromagnetism because the resultant propagator is divergent. The Fadeev–Popov procedure rectifies this by implementing a gauge-fixing condition [65]. This method also gives additional terms from nonphysical contributions in the form of Fadeev–Popov ghosts. Such terms can be ignored for free fields in Minkowski space as they only appear in loop diagrams, but in curved spacetimes this is not the case [51]. While physical quantities remain gauge-invariant under both approaches to quantisation, nondirectly observable quantities can become gauge-dependent.

This can result in conceptual problems when modelling composite quantum systems, like the ones that are of interest to those working in relativistic quantum information, quantum optics and condensed matter. Suppose $H$ denotes the total Hamiltonian of a composite quantum system. Then one can show that any Hamiltonian $H'$ of the form

$$H' = U^\dagger H U,$$  

(8)

where $U$ denotes a unitary operator, has the same energy eigenvalues as $H$. Both Hamiltonians $H$ and $H'$ are unitarily equivalent and can be used interchangeably. However, the dynamics of subsystem observables $O$ can depend on the concrete choice of $U$, since $O' = U^\dagger O U$ and $O$ are in general not the same. For example, atom–field interactions depend on the gauge-dependent vector potential $A$ for most subsystem decompositions [36,37]. Hence it is important here to formulate quantum electrodynamics in an entirely arbitrary gauge and to maintain ambiguity as long as possible, thereby retaining the ability to later choose a gauge which does not result in the prediction of spurious effects [38].

2.3. Physically-Motivated Gauge-Independent Method

In contrast to this, the electromagnetic field quantisation scheme presented in the work by the authors of [35] relies upon two primary experimentally derived assumptions. Firstly, the electric and the magnetic field expectation values follow Maxwell’s equations, and, secondly, the field is composed of photons of energy $\hbar \omega_k$, or $\omega_k$ in natural units. Whereas, in standard canonical quantisation, the electromagnetic field’s photon construction is a derived result, for the method of [35] it is an initial premise. This is physically acceptable, since photons are experimentally detectable entities [7,10]. The motivation for the scheme [35] comes from the observation that one observes discrete clicks when measuring a very weak electromagnetic field. An experimental definition of photons is that these are electromagnetic field excitations with the property that their integer numbers can be individually detected, given a perfect detector [10].
Hence the Fock space for this gauge-independent approach is spanned by states of the form

\[
|n_{k\lambda}\rangle, \quad \lambda = 1, 2, \quad k^2 = -\infty, \quad k^3 = -\infty
\]

where \(n_{k\lambda}\) is the number of excitations of a mode with wave-vector \(k\) and physical, transverse polarisation state \(\lambda\). Since it is an experimental observation that photons of frequency \(\omega_k = |k|\) have energy \(\omega_k\) in natural units, the Hamiltonian \(\hat{H}\) for such a Fock space must satisfy

\[
\hat{H} |n_{k\lambda}\rangle = (\omega_k n_{k\lambda} + H_0) |n_{k\lambda}\rangle,
\]

where \(H_0\) is the vacuum or zero-point energy and \(n_{k\lambda}\) is an integer [35]. An infinite set of evenly spaced energy levels, as is present here, has been proven to be unique to the simple harmonic oscillator [66]. Hence this Hamiltonian must take the form [5]

\[
\hat{H} = \sum_{\lambda=1,2} \int d^3k \left( \omega_k \hat{a}_{k\lambda}^\dagger \hat{a}_{k\lambda} + H_0 \right),
\]

where the \(\hat{a}_{k\lambda}, \hat{a}_{k\lambda}^\dagger\) are a set of independent ladder operators for each \((k, \lambda)\) mode, obeying the canonical commutation relations

\[
[\hat{a}_{k\lambda}, \hat{a}_{k'\lambda'}^\dagger] = 0, \quad [\hat{a}_{k\lambda}^\dagger, \hat{a}_{k'\lambda'}] = 0, \quad [\hat{a}_{k\lambda}, \hat{a}_{k'\lambda'}^\dagger] = \delta_{\lambda\lambda'} \delta^3(\mathbf{k} - \mathbf{k}').
\]

Since the classical energy density is quadratic in the electric and magnetic fields, while the above Hamiltonian is quadratic in the ladder operators, the field operators must be linear superpositions of creation and annihilation operators [35]. By further demanding that the fields’ expectation values satisfy Maxwell’s equations, consistency with the Heisenberg equation of motion,

\[
\frac{\partial}{\partial t} \hat{\phi} = -i[\hat{\phi}, \hat{H}],
\]

allows the coefficients of these superpositions to be deduced, and the (Heisenberg) field operators can be shown to be of the form [35]

\[
\hat{E}(x, t) = \sum_{\lambda=1,2} \int d^3k \frac{\omega_k}{16\pi^3} \left[ e^{i(kx - \omega_k t)} \hat{a}_{k\lambda} + \text{H.c.} \right] \hat{e}_\lambda, \\
\hat{B}(x, t) = -\sum_{\lambda=1,2} \int d^3k \frac{\omega_k}{16\pi^3} \left[ e^{i(kx - \omega_k t)} \hat{a}_{k\lambda}^\dagger + \text{H.c.} \right] \left( \hat{k} \times \hat{e}_\lambda \right),
\]

where \(\hat{e}_\lambda\) is a unit polarisation vector orthogonal to the direction of propagation, with \(\hat{e}_1 \cdot \hat{e}_2 = \hat{e}_1 \cdot \mathbf{k} = \hat{e}_2 \cdot \mathbf{k} = 0\). This is also consistent with the Hamiltonian being a direct operator-valued promotion of its classical form

\[
\hat{H}(t) = \frac{1}{2} \int d^3x \left[ \hat{E}^2(x, t) + \hat{B}^2(x, t) \right].
\]

Comparing Equations (11) and (15) allows us to determine the zero point energy \(H_0\) in Minkowski space, which coincides with the energy expectation value of the vacuum state \(|0\rangle\) of the electromagnetic field. In quantum optics, Equations (11) and (14) often serve as the starting point for further investigations [5,36,46].

Note that a quantisation scheme in a similar spirit to the work by the authors of [35] can be found in the work by the authors of [67], which also uses the Maxwell and Heisenberg equations to directly quantise the physical field operators. The attraction of such a scheme is in the lack of reliance on the gauge-dependent electromagnetic potentials, instead directly quantising the gauge-invariant electric and magnetic fields, the benefits of which for quantum optics were discussed in the preceding section.
3. Gauge-Independent Quantisation of the Electromagnetic Field in Curved Spacetimes

Many aspects of the quantisation method of Bennett et al. [35] are explicitly noncovariant, and hence unsuitable for general curved spacetimes. Here we lift the scheme onto static spacetimes, maintaining the original global structure and approach.

3.1. Classical Electrodynamics in Curved Space

To begin, consider electromagnetism on stationary spacetimes in general relativity, which are differentiable manifolds with a metric structure $g_{\mu\nu}$. By stationary we mean $\partial_0 g_{\mu\nu} = 0$. For any theory, the standard approach is to follow the minimal-coupling procedure [48,51],

$$
\eta_{\mu\nu} \rightarrow g_{\mu\nu},
\partial_\mu \rightarrow \nabla_\mu,
\int d^4x \rightarrow \int d^4x \sqrt{|g|},
$$

(16)

where $g = \text{det}(g_{\mu\nu})$ and $\nabla_\mu$ is the covariant derivative associated with the metric (Levi-Civita) connection. Since electric and magnetic fields can be expressed in a covariant form through the field strength tensor, it is simple to generalise to curved space by just applying this procedure. Firstly, the derivatives of the four-vector potential generalise to

$$
\nabla_\nu A_\mu = \partial_\nu A_\mu - \Gamma_\rho^{\mu\nu} A_\rho,
\nabla_\nu A_\mu = \partial_\nu A_\mu + \Gamma_\mu^{\rho\nu} A_\rho,
$$

(17)

where $\Gamma_\mu^{\rho\nu}$ are the standard symmetric Christoffel symbols. The field strength tensor and the Bianchi identity remain unchanged by these derivatives, as their explicit antisymmetry cancels all the Christoffel symbols. Thus Equations (3) and (6) still hold in curved spacetimes. The only modification we need to make is to the (free-space) inhomogeneous Maxwell equation. Applying the minimal-coupling procedure to Equation (5) gives

$$
\nabla_\mu F^{\mu\nu} = 0,
$$

(18)

which on stationary spacetimes can be written as [61]

$$
\nabla_\mu F^{\mu\nu} = \frac{1}{\sqrt{|g|}} \partial_\mu \left( \sqrt{|g|} F^{\mu\nu} \right) = 0,
$$

(19)

as may be obtained from a Lagrangian density $\mathcal{L} = -\frac{1}{4} \sqrt{|g|} F_{\mu\nu} F^{\mu\nu}$. To obtain the modified Maxwell equations for the electric and magnetic field strengths, one may now simply extract the relevant terms from the covariant form given above, working in a particular coordinate system [60]. For the resulting wave equations, as with any wave equation on a curved spacetime, obtaining a general solution is a highly nontrivial task [49]. However, on simple spacetimes such as we will consider later, it is possible to obtain analytic solutions.

3.2. Particles in Curved Spacetimes

To quantise the electromagnetic field in the manner of [35] our starting point must be to write down an appropriate Fock space for experimentally observable photon states. On curved spacetimes this is complicated by the lack of a consistent frame-independent basis for such a space. To see why, consider that to introduce particle states in quantum field theory, we must first write the solutions to a momentum–space wave equation as a superposition of orthonormal field modes, which are split into
positive and negative frequency modes \((f_i, f^*_i)\). In order for us to do this, the spacetime must have a timelike symmetry. Symmetries of spacetimes are generated by Killing vectors, \(V\), which satisfy
\[
\nabla_\mu V_\nu + \nabla_\nu V_\mu = 0. \tag{20}
\]

If \(V_\mu\) is, in addition, timelike at asymptotic infinity then it defines a timelike Killing vector \(K_\mu\).

The presence of such a vector defines a stationary spacetime, in which there always exists a coordinate frame such that \(\partial_\mu g_{\mu\nu} = 0\), where \(x^0 = t\) in this coordinate set is the Killing time. If, in addition, \(K_\mu\) is always orthogonal to a family of spacelike hypersurfaces then the spacetime is said to be static, and in addition we have \(g_{tt} = 0\). Conceptually, the spacetime background is fixed but fields can propagate and interact. Particle states can only be canonically introduced with frequency splitting.

Hence, to define particles in a curved spacetime there must be a timelike Killing vector [53].

Canonical field quantisation morphs the field into an operator acting on a Fock space of particle states, promoting the coefficients of the positive frequency modes to annihilation operators and those of negative frequency modes to creation operators [33,40]. General field states are therefore critically dependent on the frequency splitting of the modes, which itself depends on the background geometry of the spacetime [52]. In general, we define positive and negative frequency modes \(f_{\omega k}\) of frequency \(\omega_k\) with respect to the timelike Killing vector \(K^\mu\), by using the definition
\[
\mathcal{L}_K f_{\omega k} = \begin{cases} 
-i\omega_k f_{\omega k} & \text{positive frequency} \\
 i\omega_k f_{\omega k} & \text{negative frequency}
\end{cases}, \tag{21}
\]

where \(\mathcal{L}_K\) is the coordinate-invariant Lie derivative along \(K^\mu\), which, in this case, is given by \(K^\mu \partial_\mu\).

However, a particle detector reacts to states of positive frequency with respect to its own proper time \(\tau\), not the killing time [55]. For a timelike observer with worldline \(x^\mu\) on a (not necessarily stationary) spacetime, the proper time is defined by the metric \(g_{\mu\nu}\) infinitesimally as
\[
d\tau = \sqrt{g_{\mu\nu} dx^\mu dx^\nu}. \tag{22}
\]

A given detector with proper time \(\tau\) has positive frequency modes \(g_{\omega k}\) satisfying
\[
\frac{dx^\mu}{d\tau} \nabla_\mu g_{\omega k} = -i\omega_k g_{\omega k}, \tag{23}
\]

and they will, generally, only cover part of the spacetime. To consistently approach quantisation we need these detector modes to relate to the set \(f_{\omega k}\) defined with respect to the timelike Killing vector. Fortunately, the set of modes \(f_{\omega k}\) forms a natural basis for the detector’s Fock space if the proper time \(\tau\) is proportional to the Killing time \(t\). This occurs if the future-directed timelike Killing vector is tangent to the detector’s trajectory [48,55].

Even with a timelike Killing vector and its associated symmetry, solving a given wave equation and hence obtaining mode solutions can still be highly nontrivial [49]. Considering a static spacetime greatly simplifies this as the d’Alembertian operator, \(\Box = \nabla_\mu \nabla^\mu\), that appears in the general wave equation can be separated into pure spatial and temporal derivatives, allowing us to easily write separable mode solutions [48,52]
\[
f_{\omega k}(x) = e^{-i\omega_k t} \Sigma_{\omega k}(x). \tag{24}
\]

These modes are then positive frequency in the above sense, and conjugate modes \(f^*_{\omega k}\) are negative frequency. The set \((f_{\omega k}, f^*_{\omega k})\) then forms a complete basis of solutions for the wave equation and provides a suitable basis for particle detectors.

However, when two distinct inertial particle detectors follow different geodesic paths in the spacetime, each will have its own unique proper time, determined by its motion and the local geometry. But this proper time is what we have used in Equation (23) to define the basis modes associated with a
given particle Fock space associated with a particle detector. Thus, the detectors will define the particle states they observe in different manners, and will not agree on a natural set of basis modes [52,53,68]. This has no counterpart in inertial Minkowski space, where there is a global Poincaré symmetry, but will be unavoidable in our scheme.

3.3. Covariant and Gauge-Independent Electromagnetic Field Quantisation Scheme

Accommodating for the above considerations allows the physically motivated scheme [35] to be covariantly generalised to static curved spacetimes.

3.3.1. Hilbert Space

Since for static spacetimes there exists a global timelike Killing vector we can define positive and negative frequency modes and thus introduce a well-defined particle Fock space. Again we assume the existence of photons on the considered spacetime. As travelling waves on the spacetime, these photons are again characterised by their physical, transverse polarisation $\lambda$ and wave-vector $k$ [69]. Taking these as labels for general states yields again the states in Equation (9) as the basis states of the quantised field. Physical energy eigenstates have integer values of $n_{k\lambda}$ and are associated with energy $\omega_k$. Thus the field Hamiltonian must again satisfy Equation (10), allowing it to be written in terms of independent ladder operators [66]. In the following, we denote these by $b_{k\lambda}$ and assume that they satisfy the equal time canonical commutation relations

$$[b_{k\lambda}, b^+_{k'\lambda'}] = 0, \quad [b_{k\lambda}, b^+_{k'\lambda'}] = 0, \quad [b_{k\lambda}, b^+_{k'\lambda'}] = \delta_{\lambda\lambda'} \delta^3(k-k'). \quad (25)$$

Importantly, the $b_{k\lambda}$ generate a distinct Fock space from that of the ladder operators utilised in the Minkowskian case.

3.3.2. Hamiltonian

To write down the full field or classical Hamiltonian requires some care, as a Hamiltonian is a component of the energy–momentum tensor

$$T_{\mu\nu} = -\frac{2}{\sqrt{|g|}} \frac{\delta S_{\text{matter}}}{\delta g^{\mu\nu}}, \quad (26)$$

where $S_{\text{matter}}$ is the action determining the matter content on the spacetime. As a component of a tensor, the Hamiltonian itself is not invariant under general coordinate transformations. On stationary spacetimes a conserved energy equal to the Hamiltonian can be introduced through the timelike Killing current

$$J^\mu = K_\nu T^{\mu\nu}, \quad (27)$$

which satisfies the continuity equation $\nabla_\mu J^\mu = 0$. Stokes’s theorem can then be used to integrate over a spacelike hypersurface $\Sigma$ in three dimensions, giving

$$H = \int_\Sigma d^3x \sqrt{\gamma} n_\mu J^\mu, \quad (28)$$

where $\gamma = \det(\gamma_{ij})$ with $\gamma_{ij}$ being the induced metric on $\Sigma$ and $n^\mu$ being the timelike unit normal vector to $\Sigma$. On stationary spacetimes the result of this integral is the same for all hypersurfaces $\Sigma$ [48,70]. For the electromagnetic field, the variation in Equation (26) yields

$$T_{\mu\nu} = F_{\mu\rho} F^\rho_{\nu} + \frac{1}{4} g_{\mu\nu} F^{\rho\sigma} F_{\rho\sigma}, \quad (29)$$

from which we can obtain a covariant form of the classical electromagnetic Hamiltonian.
Note that, since in Equation (28) \( \Sigma \) is a spacelike hypersurface, \( n^\mu \) must be timelike. Thus, there exists a frame in which \( n_\mu J^\mu = n_0 J^0 \), and as this is a scalar this is valid in any frame. We also have that \( J^\mu = T^\mu_0 \), so we seek \( T^0_0 \). On a static spacetime \( T^\mu_0 = g^{00}T_{00} \), so

\[
T^0_0 = \frac{1}{2} \left( E^2 + B^2 \right), \tag{30}
\]

where in the intermediate step we have used the Minkowski field strength tensor, as the quantities are scalars. Hence we obtain the electromagnetic field Hamiltonian

\[
H = \int_\Sigma d^3x \frac{1}{2} \left( E^2 + B^2 \right) \sqrt{|g|} n_0 K^0. \tag{31}
\]

This result is consistent with the literature [47], and reduces to the familiar expression in Equation (15) in Minkowski space.

For the covariant analogue of the quantum field Hamiltonian, we note that the field Hamiltonian used in the Minkowskian gauge-independent scheme, given in Equation (11), has a similar functional form to the Hamiltonian for a quantised scalar field; they are identical up to labelling and choice of integration measure. It has been established by Friis et al. [16] that the propagation form to the Hamiltonian for a quantised scalar field; they are identical up to labelling and choice of integration measure. It has been established by Friis et al. [16] that the propagation

\[
\int \Psi^*_f \hat{H} \Psi_0 \sqrt{|g|} n_0 K^0 \mu \delta(0) \frac{1}{2}. \tag{34}
\]

Thus using the approximation of Friis et al. [16], we obtain the same functional form for the free electromagnetic quantised Hamiltonian on any static spacetime. To incorporate the direction of
propagation, we can instead label modes in the above expressions by their wave-vector satisfying $|\mathbf{k}| = \omega_k$. Then the integration measure $\mu(\omega_k)$ can be taken as $d\mu(\omega_k) = d^3k$. This applies since

$$ F(x) = \int d^3k \left( f(\mathbf{k})\psi_k(x) \right) $$

and the inner product of two such functions is

$$ \langle f_k, f_{k'} \rangle = \int d^3k \int d^3k' \int [g]^{1/2} \sqrt{|\mathbf{g}|} f_k^* f_{k'} \psi_k^* \psi_{k'} $$

$$ = \int d^3k \int d^3k' f_k^* f_{k'} \langle \psi_k^*, \psi_{k'} \rangle $$

$$ = \int d^3k f_k^* f_{k'} \langle \psi_k^*, \psi_{k'} \rangle (36) $$

To obtain the third line we have used that $\psi_k$ and $\psi_{k'}$ are eigenstates of a self-adjoint operator [52]. Physical photon modes will also be indexed by their transverse polarisation, so we also introduce an additional mode label for the polarisation $\lambda$. Thus, in all, for a minimally-coupled electromagnetic field on a static Lorentzian manifold the quantised field Hamiltonian for the Fock space defined in Equation (9) can be taken as

$$ \hat{H} = \sum_{\lambda = 1,2} \int d^3k \left( \sum_i \omega_k^{(i)} \hat{b}_{k\lambda}^\dagger \hat{b}_{k\lambda} + H.c. \right). $$

Other than the sum over distinct sectors, this result is no different from its Minkowskian counterpart; this has only been possible with careful considerations of the static curved background.

3.3.3. Electromagnetic Field Observables

The classical Hamiltonian remains quadratic in the electric and magnetic fields, and the quantised field Hamiltonian is still quadratic in the ladder operators. As is demonstrated above, this will continue to be the case for any static spacetime, as it was in the Minkowskian case of Section 2.3. In nonstatic spacetimes, the lack of a conserved local energy introduces ambiguity into our definition of the Hamiltonian and the scheme may no longer apply. Since the Hamiltonian is quadratic in both the field observables and the ladder operators, we can again make the ansatz that the electromagnetic field operators are linear superpositions of creation and annihilation operators. Assuming that the Hamiltonian and field operators retain the same relationships with one another as their classical counterparts guarantees the validity of this linear superposition, since there must exist a linear transformation between any two sets of variables if a quantity (the Hamiltonian) can be independently written as a quadratic function of each set. Our linear superposition of creation and annihilation operators takes as coefficients the negative and positive frequency modes respectively with respect to the future-directed timelike killing vector $K^\mu$. The only modification we propose is the addition of a sum over spacetime sectors as introduced in the previous section. Including such flexibility will be essential in Section 4 when we quantise the electromagnetic field in an accelerated frame.

Thus the ansatz for the field operators becomes

$$ \hat{\mathbf{E}} = \sum_{\lambda = 1,2} \int d^3k \left( \sum_i p_{k\lambda}^{(i)} \hat{b}_{k\lambda}^\dagger + H.c. \right) \hat{\mathbf{e}}_\lambda, $$

$$ \hat{\mathbf{B}} = \sum_{\lambda = 1,2} \int d^3k \left( \sum_i q_{k\lambda}^{(i)} \hat{b}_{k\lambda}^\dagger + H.c. \right) \left( \hat{k} \times \hat{\mathbf{e}}_\lambda \right), $$

(38)

where $p_{k\lambda}$ and $q_{k\lambda}$ are unknown positive frequency mode functions of all the spacetime coordinates, and $\hat{\mathbf{e}}_\lambda$ is a unit polarisation vector orthogonal to the direction of the wave’s propagation at a point $x$. 
in the spacetime. To determine the unknown mode functions, we demand that the expectation values of the operators satisfy the form of Maxwell’s equations explicit in $E$ and $B$ that derives from

$$\frac{1}{\sqrt{|g|}} \partial_{\mu} \left( \sqrt{|g|} F_{\mu\nu} \right) = 0 \quad \text{and} \quad \partial_{\nu} F_{\mu\nu} = 0. \quad (39)$$

In general, this could be highly nontrivial and is indeed the greatest obstacle to a simple implementation of the scheme. Solving wave equations on curved spacetimes is a difficult task [49], so we would like to again follow the Minkowskian scheme and simplify the task by using a Heisenberg equation of motion.

To get around the manifest noncovariance of Equation (13), we note that since $\hat{H}$ generates a unitary group that implements time translation symmetry on the Fock space, the equation is a geometric expression of the fact that time evolution of operators is generated by the system’s Hamiltonian [52].

Considering the effect of an infinitesimal Poincaré transformation on an observable, $\hat{O}$ thus gives

$$\partial_{\mu} \hat{O} = -i [\hat{O}, \hat{P}_\mu], \quad (40)$$

from which Equation (13) can be obtained as the 0th component [39,71,72]. Generalising this expression to curved spacetimes is then a simple matter of applying the minimal-coupling principle, giving

$$\nabla_{\mu} \hat{O} = -i [\hat{O}, \hat{P}_\mu]. \quad (41)$$

However, it is common to only consider evolution due to the Hamiltonian, in which case the Heisenberg equation is made covariant by using a proper time derivative to give [73–75]

$$\frac{d\hat{O}}{d\tau} = -i [\hat{O}, \hat{H}]. \quad (42)$$

Both approaches are used in the literature as covariant generalisations of the Heisenberg equation, yet they do not immediately appear to give the same results. To connect the two, we multiply Equation (41) by a tangent vector,

$$U^\mu \nabla_{\mu} \hat{O} = -i \left[ \hat{O} U^\mu \hat{P}_\mu - U^\mu \hat{P}_\mu \hat{O} \right], \quad (43)$$

where we have assumed that it commutes with all the operators. Along a curve $x^\lambda$ the directional derivative of any given tensor $T$ is $\frac{dT}{d\lambda} = \frac{dx}{d\lambda} \nabla_{\lambda} T = U^\alpha \nabla_{\alpha} T$, where $\lambda$ is any affine parameter. The case $\lambda = \tau$ promotes $U^\mu$ to the four velocity. For a particle on a stationary spacetime, in its rest frame $U_{\mu} P^\mu = H$, and as this is a scalar this holds in any frame. Thus one obtains Equation (42), which is the proper time covariant Heisenberg equation of motion.

Our generalised quantisation scheme will apply this covariant Heisenberg equation to the expectation value $\langle \hat{O} \rangle$ of a general state in the photon Fock space $|\psi\rangle$,

$$\nabla_0 \langle \hat{O} \rangle = -i \langle [\hat{O}, \hat{H}] \rangle. \quad (44)$$

This gives the temporal evolution in the wave equations resulting from Equation (39), where $\hat{H}$ is taken as the field Hamiltonian of Equation (37). If the form of Maxwell’s equations on the spacetime can be obtained and solved for the expectation values of the field operators using this procedure, the constant terms are determined by demanding that

$$\hat{H} \equiv \frac{1}{2} \int_{\Sigma} d^3x \left( \mathbf{E}^2 + \mathbf{B}^2 \right) \sqrt{\gamma} n_0 K^0 \quad (45)$$
on the spacelike hypersurface $\Sigma$. As the integration over this hypersurface is independent of the choice of surface and is constant, this holds for all time. In this manner, the unknown modes in Equation (38)
can be determined and the electromagnetic field on a static, 4-dimensional Lorentzian manifold can be quantised.

3.3.4. Summary of Scheme

Let us reflect on our construction. We have taken the Minkowskian gauge-independent electromagnetic field quantisation scheme in Section 2.3 and lifted it onto a static Lorentzian manifold with metric $g_{\mu\nu}$. Assuming the existence of detectable photons, the presence of a global timelike Killing vector allowed the definition of positive and negative frequency modes and thus the introduction of a well-defined particle Fock space, with general photon states labelled by their physical polarisation $\lambda$ and wave-vector $k$. We introduced a ladder-operator structure for the Fock space, and using the approximation of Friis et al. [16] argued that this Fock space is associated with the field Hamiltonian of Equation (37) for minimal coupling to the background geometry.

The fact that both the field Hamiltonian $\hat{H}$ and the classical Hamiltonian $H$ of Equation (31) were quadratic in the ladder operators or field strengths respectively allowed the proposal of a linear ansatz for the electric and magnetic field operators in terms of unknown wave modes. The scheme is then restricted to the specific manifold in question by demanding that the expectation values of these operators satisfy the modified Maxwell equations deriving from Equation (39), which introduces an explicit metric dependence to the scheme. To facilitate solving the potentially nontrivial Maxwell equations we use a form of the covariant Heisenberg equation, which we expect from work in Minkowski space to then uniquely determine the functional form of the modes in the operator ansatz. To determine all constants in these modes we demand that if we promote the classical Hamiltonian to an operator, upon substitution of the field operators the field Hamiltonian is regained.

By building off an already explicitly gauge-independent scheme, our method has the advantage of offering a gauge-independent and covariant route to the derivation of the Hamiltonian $\hat{H}$ and the electric and magnetic field observables, $\hat{E}$ and $\hat{B}$, respectively, on curved spacetimes. However, so far the only justification we have that this field quantisation scheme will give a physical result is based on its progenitor in Minkowski space. To test the consistency of our approach with other field quantisation schemes, we now consider a specific non-Minkowskian spacetime as an example and show that standard physical results are reproduced.

4. Electromagnetic Field Quantisation in an Accelerated Frame

In this section we apply the general formalism developed above to a specific example: 1-dimensional acceleration in Minkowski space. This situation is interesting as the noninertial nature of this motion leads to observers having different notions of particle states, and is thus often considered first in developments of quantum field theory in curved spacetime. It is also the situation most easily accessible to experimental tests. We must note that Soldati and Specchia [34] have emphasised photon propagation in accelerated frames remains conceptually nontrivial due to the separation of physical and nonphysical polarisation modes arising from standard quantisation techniques. Here we avoid these issues by only considering motion in the direction of acceleration (1D propagation) [33,34], and also by avoiding the use of canonical quantisation and immediately considering the physical degrees of freedom.

4.1. Rindler Space

An observer in Minkowski space $\mathbb{M}$ accelerating along a one-dimensional line with proper acceleration $a$ appears to an inertial observer to travel along a hyperbolic worldline

$$x^\mu = \left( \frac{1}{a} \sinh(a\tau), \frac{1}{a} \cosh(a\tau), 0, 0 \right), \quad x^\mu x_\mu = -\frac{1}{a^2}, \quad (46)$$
where $\tau$ is the accelerating observer’s proper time. As the proper acceleration $a \to \infty$, the hyperbolic worldline of Equation (46) becomes asymptotic to the null lines of $\mathcal{M}$, $x = t$ for $t > 0$ and $x = -t$ for $t < 0$. The interior region in which the hyperbola resides is defined by $|t| < x$ and is called the Right Rindler wedge (RR); if $|t| > -x$ we have the Left Rindler wedge (LR). The union of both wedges yields the Rindler space $\mathcal{R}$, which is a static globally hyperbolic spacetime [58].

More concretely, we can obtain Rindler space by the coordinate transformation

$$t = \pm \rho \sinh(\alpha \zeta), \quad x = \pm \rho \cosh(\alpha \zeta), \quad y = y, \quad z = z,$$

where we call the coordinates $(\zeta, \rho, y, z)$ polar Rindler coordinates, with positive signs labelling points in RR and negative signs labelling those in LR [76]. In this coordinate system, the metric associated with the frame of accelerating observer $O'$ is [34,56,62]

$$ds^2 = \alpha^2 \rho^2 d\zeta^2 - d\rho^2 - dy^2 - dz^2.$$ (48)

The right Rindler wedge is covered by the set of all uniformly accelerated motions such that $a^{-1} \in \mathbb{R}^+$, and the boundaries of Rindler space are Cauchy horizons for the motion of $O'$ [61,63].

Many studies of this spacetime choose to introduce conformal Rindler coordinates $(\xi, \eta, y, z)$ [58,76], defined by the coordinate transformation

$$t = \pm a^{-1} e^{a\xi} \sinh(a\eta), \quad x = \pm a^{-1} e^{a\xi} \cosh(a\eta), \quad y = y, \quad z = z,$$

where $a \in \mathbb{R}$ is a positive constant such that $ae^{-a\xi} = a$, so the proper time $\tau$ of $O'$ relates to $\eta$ as $\tau = e^{a\xi} \eta$. The two coordinate systems for $\mathcal{R}$ hence relate as

$$\rho = a^{-1} e^{a\xi} \quad \text{and} \quad \alpha \zeta = a \eta.$$ (50)

Lines of constant Rindler coordinates are shown in Figure 1. Rindler space can thus also be associated with the metric line element

$$ds^2 = e^{2a\xi}(d\eta^2 - d\xi^2) - dy^2 - dz^2.$$ (51)

![Figure 1. Depiction of a 2-dimensional Minkowski space $\mathcal{M}$. Regions I and III are the future and past light cones of the observer O at the origin, while regions II and IV are the right Rindler wedge (RR) and left Rindler wedge (LR) respectively. The worldline of a uniformly accelerated observer with acceleration $a$ is the displayed line of constant conformal Rindler coordinate $\xi$.](image-url)
These coordinates are useful because worldlines with $\xi = 0$ have constant acceleration $a = a$ \cite{58}. From the discussion of Killing vectors in Section 3.3, it is immediate that since the metric components are independent of $\zeta$ or $\eta$ in the respective coordinate systems, $\partial_\eta \equiv \frac{a}{\tau} \partial_\xi$ is a Killing field for $\mathcal{R}$, and moreover the field is timelike. However in LR the field is orientated in the past time direction, so the future-directed timelike killing vector in this wedge is $\partial_{(-\eta)} = -\partial_\eta \equiv \frac{a}{\tau} \partial_\xi$.

To deal with this when considering wave propagation, one must introduce two disjoint sets of positive frequency modes $f^{(i)}_k$, $i = L, R$. These satisfy

$$\partial_\eta f^{(R)}_k = -i\omega_k f^{(R)}_k \quad \text{and} \quad -\partial_\eta f^{(L)}_k = -i\omega_k f^{(L)}_k,$$

so each set is positive frequency with respect to its appropriate future-directed timelike Killing vector. These sets and their conjugates form a complete basis for solutions of the wave equation on $\mathcal{R}$ \cite{48,51}.

As a region of Minkowski space Rindler space is a flat spacetime with no matter content \cite{64}. Despite this, because of the spacetime’s noninertial nature covariant considerations must be applied when working in $\mathcal{R}$. For example the naive divergence $\partial_\mu A^\mu \neq \partial^\mu A_\mu$ as required by Lorentz invariance, and we have non-zero Christoffel symbols

$$\Gamma^\xi_{\eta\xi} = \Gamma^\eta_{\xi\eta} = \Gamma^\eta_{\eta\xi} = \Gamma^\eta_{\xi\eta} = a.$$  

With the Christoffel symbols covariant derivatives $\nabla_\mu$ can be taken, and the timelike Killing vector fields $\partial_\eta$ and $\partial_{(-\eta)}$ can be shown to formally satisfy Equation (20).

### 4.2. Electromagnetism in Rindler Space

To apply our covariant gauge-independent quantisation scheme to accelerating frames, we need to consider classical electromagnetism in Rindler space. Our starting point, the field strength tensor, takes the standard form

$$F^\mu_\nu = \begin{pmatrix} 0 & E^1_R & E^2_R & E^3_R \\ -E^1_R & 0 & -B^2_R & B^3_R \\ -E^2_R & B^2_R & 0 & -B^1_R \\ -E^3_R & -B^3_R & B^1_R & 0 \end{pmatrix}.$$ 

The explicit relations between the Rindler fields and those in Minkowski space are given in Appendix A. These relations are taken to define the fields in the accelerated frame. For the Maxwell equation we need the contravariant field strength tensor $F^{\mu\nu} = g^{\mu\sigma}g^{\nu\rho}F_{\sigma\rho}$. Because of the metric contractions this is explicitly coordinate dependent. In conformal coordinates we have

$$F^\mu_\nu = \begin{pmatrix} 0 & -E^1_R e^{-4a\xi} & -E^2_R e^{-2a\xi} & -E^3_R e^{-a\xi} \\ E^1_R e^{-4a\xi} & 0 & -B^2_R e^{-2a\xi} & B^3_R e^{-a\xi} \\ E^2_R e^{-2a\xi} & B^2_R e^{-2a\xi} & 0 & -B^1_R \\ E^3_R e^{-a\xi} & -B^3_R e^{-2a\xi} & B^1_R & 0 \end{pmatrix}. $$

The polar coordinate form of this equation can be found in Appendix A.

The Maxwell equations that incorporate the spacetime’s nontrivial geometry now follow from Equation (39). In Rindler space and conformal coordinates, $g = -e^{4a\xi}$. Thus we obtain

$$e^{-2a\xi}\partial_\xi E^1_R - 2aE^1_R e^{-2a\xi} + \partial_\eta E^2_R + \partial_\zeta E^3_R = 0,$$

$$e^{-2a\xi}\partial_\xi E^2_R = \partial_\eta B^2_R - \partial_\zeta B^3_R,$$

$$\partial_\eta E^3_R = \partial_\zeta B^1_R - \partial_\xi B^2_R.$$
The set of equations deriving from the Bianchi identity are exactly the same as in flat space; these are listed in Appendix A, along with the full Maxwell equations in polar coordinates.

4.3. Field Quantisation in Rindler Space

Knowing how classical electric and magnetic amplitudes evolve in Rindler space, we are now in a position to derive the Hamiltonian \( \hat{H} \) and the electric and magnetic field observables, \( \hat{E} \) and \( \hat{B} \), respectively, of the quantised electromagnetic field in Rindler space \( \mathcal{R} \). For simplicity, we are only interested in photons which propagate along one spatial dimension. Suppose they travel along the \( \xi \) axis in conformal or along the \( \rho \) axis in polar coordinates, which from Equation (50) are proportional and thus equivalent. Thus photon modes will have a wave-number \( k \) and a polarisation \( \lambda = 1, 2 \) as their labels. Working in only one dimension, we have avoided the necessity to introduce more complicated polarisations [34].

Unfortunately, the general states in Equation (9) are complicated in \( \mathcal{R} \) by the existence of different future-directed timelike killing vectors in the two Rindler wedges, with \( \partial_\eta \) in RR and \( -\partial_\eta \) in LR. Hence there need to be two sets of positive frequency modes for solutions of the wave equation on the spacetime. There will thus be two distinct Fock spaces representing the particle content in LR and RR. A general particle number state for light propagating in one dimension in \( \mathcal{R} \) will hence be

\[
\bigotimes_{\lambda=1,2} \bigotimes_{k=-\infty}^{\infty} |n_{k\lambda}^L, n_{k\lambda}^R\rangle ,
\]

with \( n_{k\lambda}^L \) being the number of photons in LR and \( n_{k\lambda}^R \) being the number of photons in RR. Thus the physical energy eigenstates are in general degenerate and the Hamiltonian must satisfy

\[
\hat{H} |n_{k\lambda}^L, n_{k\lambda}^R\rangle = \left[ \omega_k (n_{k\lambda}^L + n_{k\lambda}^R) + H_0 \right] |n_{k\lambda}^L, n_{k\lambda}^R\rangle ,
\]

with integer values for both \( n_{k\lambda}^L \) and \( n_{k\lambda}^R \). This suggests that the field Hamiltonian \( \hat{H} \) of Equation (37) has to be expressed in terms of independent ladder operators for both wedges. Hence, it can be written as

\[
\hat{H} = \sum_{\lambda=1,2} \int_{-\infty}^{\infty} dk \left[ \omega_k (\hat{b}_{k\lambda}^L \hat{b}_{k\lambda}^R - \hat{b}_{k\lambda}^L \hat{b}_{k\lambda}^R) + H_0 \right] ,
\]

where the \( E_{\omega_k} \) factor of Equations (34) and (52) give the relative sign between the left and right sectors. As we are considering photons propagating along \( \xi \) or \( \rho \), and photons are electromagnetic waves, the electric and magnetic fields must be in the transverse spatial dimensions \( y, z \) that are unaffected by the acceleration and thus identical to their Minkowski counterparts. As described in Section 2.3, the polarisation basis states correspond to choices of these fields. Here we choose

\[
E, B = \begin{cases} (0, E, 0), & (0, 0, B) \quad \lambda = 1 \\ (0, 0, E), & (0, -B, 0) \quad \lambda = 2 , \end{cases}
\]

where \( E \) and \( B \) are scalar functions of \( (\zeta, \rho) \) or \( (\eta, \xi) \). With this choice of fields, the Rindler–Maxwell equations of Equation (56) reduce to

\[
\partial_\eta E = -\partial_\xi B , \quad \partial_\xi E = -\partial_\eta B ,
\]

for conformal Rindler coordinates, and from Equation (A7) to

\[
\frac{1}{\rho^2 a^2} \partial_\xi E = - \left( \partial_\rho B + \frac{1}{\rho} B \right) , \quad \partial_\rho E = -\partial_\xi B ,
\]

for conformal Rindler coordinates.
for polar coordinates. Both sets of equations hold in both LR and RR. The conformal expressions are now identical to the 1D Minkowski propagation considered in [35]. It should be emphasised that the apparent simplicity is a result of demanding 1-dimensional propagation along the accelerated spatial axis and choosing convenient polarisations.

The noninertial nature of Rindler space still requires care; recall from Equation (31) that to determine the classical electromagnetic Hamiltonian, we require a timelike Killing vector field. We must also choose a spacelike hypersurface \( \Sigma \) with normal vector \( n^\mu \) and induced metric \( \gamma_{ij} \) to integrate over. In conformal Rindler coordinates, we know that the timelike Killing vector field is \( K = \partial_\eta \), so \( K^\mu = \delta_\eta^\mu \). Choosing \( \Sigma \) as being the hypersurface defined by \( \eta = 0 \) allows us to continue using the spatial coordinates \( x^i = (\xi, \eta, z) \). Hence, the full conformal Rindler metric of Equation (51) implies \( \gamma = \det(\gamma_{ij}) = e^{-2a\xi} \). Finally, since \( \Sigma \) is spacelike, \( n^\mu \) is normalised to +1, so

\[
1 = g_{\mu\nu} n^\mu n^\nu = e^{2a\xi} (n^0)^2, \tag{63}
\]
giving \( n^0 = e^{-a\xi} \) [48]. Hence the Hamiltonian in Rindler space is

\[
H = \frac{1}{2} \int d\xi \left( E^2 + B^2 \right) e^{a\xi} e^{-a\xi} \delta_\eta^\mu = \frac{1}{2} \int d\xi \left( E^2 + B^2 \right), \tag{64}
\]
so the initial apparent simplicity holds.

Following our general prescription, we again make the ansatz that the field operators are linear superpositions of the relevant ladder operators. As we are considering 1-dimensional propagation with the electric and magnetic field vectors \( E \) and \( B \), respectively, as specified in Equation (60), we need only apply the ansatz to the scalar components \( E \) and \( B \) for quantisation, giving

\[
E = \sum_{\lambda = 1,2} \int_{-\infty}^{\infty} \,dk \left( p_{\lambda \lambda}^L b_{\lambda \lambda}^L + p_{\lambda \lambda}^R b_{\lambda \lambda}^R + H.c. \right),
\]

\[
B = \sum_{\lambda = 1,2} \int_{-\infty}^{\infty} \,dk \left( q_{\lambda \lambda}^L b_{\lambda \lambda}^L + q_{\lambda \lambda}^R b_{\lambda \lambda}^R + H.c. \right), \tag{65}
\]
where \( p_{\lambda \lambda}^L \) and \( q_{\lambda \lambda}^L \) are unknown functions of \( (\eta, \xi) \), and \( i = L, R \) for LR and RR respectively. Since the left and the right wedges of \( \mathcal{R} \) are causally disjoint, we can demand that modes in different wedges are orthogonal with respect to the inner product in Equation (36) [48]. Explicitly this yields

\[
\langle p_{\lambda \lambda}^L, p_{\lambda' \lambda'}^R \rangle = \int_{-\infty}^{\infty} \,dk \, p_{\lambda \lambda}^L p_{\lambda' \lambda'}^R = 0, \tag{66}
\]

\[
\langle q_{\lambda \lambda}^L, q_{\lambda' \lambda'}^R \rangle = \int_{-\infty}^{\infty} \,dk \, q_{\lambda \lambda}^L q_{\lambda' \lambda'}^R = 0
\]
with similar expressions for \( q_{\lambda \lambda}^L \). To determine all the modes, we follow the recipe of Section 3.3 and demand that the expectation values of these field operators satisfy Equations (61) and (62).

From now on we will work in the conformal Rindler coordinates \( (\eta, \xi) \) due to the wonderful simplicity of their Maxwell equations. One could of course also use polar coordinates, and indeed one can show that this yields the same results in this set for the case \( a = \alpha \). To determine temporal evolution we use the Heisenberg equation, which, as the time coordinate is \( \eta \) in this system and our observables \( \hat{O} \) are scalars, is

\[
\partial_\eta \hat{O} = -i [\hat{O}, \hat{H}]. \tag{67}
\]
Following our prescription, we compare expectation values of the ladder operators for spatial derivatives and time evolution from Heisenberg’s equation by using our form of Maxwell’s equations. In this case, using Equations (61) this procedure gives the relations

\[ \partial_t q^\lambda_{kl} = i\omega_k p^\lambda_{kl}, \]
\[ \partial_t p^\lambda_{kl} = i\omega_k q^\lambda_{kl}. \]  

(68)

(69)

Solving for \( p^\lambda_{kl} \) we of course just obtain the wave equation, \( (\partial^2_t + k^2) p^\lambda_{kl} = 0 \), when we consider free, on-shell photons with \( k^2 = \omega_k^2 \). This equation admits separable solutions \( p^\lambda_{kl} = \chi^\lambda_{kl}(\eta) p^\lambda_{kl}(\xi) \), so as there are no temporal derivatives we lose all temporal information. Writing the spatial solution is trivial:

\[ p^\lambda_{kl} = f^\lambda_A e^{ik\xi} + K^\lambda_A e^{-ik\xi}, \]

(70)

where \( f^\lambda_A, K^\lambda_A \in \mathbb{C} \). To determine the temporal dependence of \( \chi^\lambda_{kl}(\eta) \) we use that positive frequency Rindler modes must satisfy Equation (52). The two modes \( p^L_{kl} \) and \( p^R_{kl} \) must both be positive frequency with respect to the future-direction of \( \partial_\eta \) as they are coefficients of annihilation operators [40]. Thus the difference between them will be in their time dependence. This gives that we must have

\[ \chi^\lambda_{kl} = e^{i\omega_k \eta}, \]
\[ \chi^\lambda_{kl} = e^{-i\omega_k \eta}. \]

(71)

This difference is a direct result of the two Rindler wedges having different future-directed timelike Killing vectors. Thus, in all, we have

\[ p^R_{kl}(\eta, \xi) = U^R_A e^{i(k^2 - \omega_k \eta)} + V^R_A e^{-i(k^2 + \omega_k \xi)}, \]
\[ p^L_{kl}(\eta, \xi) = U^L_A e^{i(k^2 + \omega_k \eta)} + V^L_A e^{-i(k^2 - \omega_k \eta)}. \]

(72)

We can then easily obtain the \( q^\lambda_{kl} \) solutions from Equation (68) as

\[ q^R_{kl}(\eta, \xi) = \frac{k}{\omega_k} \left[ U^R_A e^{i(k^2 - \omega_k \eta)} - V^R_A e^{-i(k^2 + \omega_k \xi)} \right], \]
\[ q^L_{kl}(\eta, \xi) = \frac{k}{\omega_k} \left[ U^L_A e^{i(k^2 + \omega_k \eta)} - V^L_A e^{-i(k^2 - \omega_k \eta)} \right]. \]

(73)

We now seek to determine the unknown coefficients in these expressions. Similarly to Section 2.3, first note that wave modes propagating in the positive \( \xi \) direction in \( R \) should be functions of \( (k^2 - \omega_k \eta) \) in RR where \( \partial_\eta \) is the future-directed timelike Killing vector, and functions of \( (k^2 + \omega_k \eta) \) in LR where it is \( -\partial_\eta \). Similarly, modes propagating in the negative \( \xi \) direction should be functions of \( (k^2 + \omega_k \eta) \) in RR and functions of \( (k^2 - \omega_k \eta) \) in LR. These conditions imply \( V^R = V^L = 0 \).

We then determine the remaining constants by demanding that the classical and the quantised field Hamiltonians are equivalent, as in Equation (45). Since \( \hat{H} \) is quadratic in the electric and magnetic field operators, we obtain cross terms between LR and RR modes during the calculation. Integrating over such terms gives the inner products in Equation (66), but as modes in the different wedges are orthogonal these terms are identically 0, so there are no physical cross terms. Then after some algebra and relying on the integral definition of the delta function, we arrive at

\[ \hat{H} = 2\pi \sum_{\lambda=1,2} \int_{-\infty}^{\infty} dk \left[ |U^R_{A\lambda}|^2 \left( 2\delta_{A\lambda} \delta_{\eta}^R \right) + |U^L_{A\lambda}|^2 \left( 2\delta_{A\lambda} \delta_{\eta}^L \right) \right]. \]

(74)
where we have used the commutation relations in Equation (25). As in Section 2.3, to finally determine the constant terms and zero-point energy we compare with Equation (59) which yields

\[ | \mathbf{U}_\lambda^R |^2 = \frac{\omega_k}{4\pi}, \quad | \mathbf{U}_\lambda^I |^2 = \frac{\omega_k}{4\pi}, \quad H_0 = \int_{-\infty}^{\infty} dk \omega_k \delta(0). \]  

(75)

To obtain our final expressions for the electric and magnetic field operators we arbitrarily choose the phases of both \( \mathbf{U}_\lambda^R \) and \( \mathbf{U}_\lambda^I \) to give consistency with standard Minkowskian results, and multiply the electric field operator by polarisation unit vector \( \hat{\mathbf{e}}_\lambda \) and the magnetic field operator by \( \hat{\mathbf{k}} \times \hat{\mathbf{e}}_\lambda \). Thus, in all, we obtain the final results

\[
\hat{\mathbf{E}} = \sum_{\lambda=1,2} \int_{-\infty}^{\infty} dk \sqrt{\frac{\omega_k}{4\pi}} \left[ e^{i(k\xi - \omega_k\eta)} \hat{b}^R_{k\lambda} + e^{i(k\xi + \omega_k\eta)} \hat{b}^I_{k\lambda} + \text{H.c.} \right] \hat{\mathbf{e}}_\lambda,
\]

\[
\hat{\mathbf{B}} = -\sum_{\lambda=1,2} \int_{-\infty}^{\infty} dk \sqrt{\frac{\omega_k}{4\pi}} \left[ e^{i(k\xi - \omega_k\eta)} \hat{b}^R_{k\lambda} + e^{i(k\xi + \omega_k\eta)} \hat{b}^I_{k\lambda} + \text{H.c.} \right] (\hat{\mathbf{k}} \times \hat{\mathbf{e}}_\lambda),
\]

\[
\hat{\mathcal{H}} = \sum_{\lambda=1,2} \int_{-\infty}^{\infty} dk \omega_k \left[ \hat{b}^I_{k\lambda} \hat{b}^R_{k\lambda} + \hat{b}^R_{k\lambda} \hat{b}^I_{k\lambda} + \delta(0) \right].
\]

(76)

These three operators are very similar to the electric and magnetic field operators \( \hat{\mathbf{E}} \) and \( \hat{\mathbf{B}} \), respectively, and \( \hat{\mathcal{H}} \) in Equations (11) and (14) in Minkowski space. When moving in only one dimension, the orientation of the electric and magnetic field amplitudes is still pairwise orthogonal and orthogonal to the direction of propagation. However, the electromagnetic field has become degenerate and additional degrees of freedom which correspond to different Rindler wedges have to be taken into account in addition to the wave numbers \( k \) and the polarisations \( \lambda \) of the photons. Finally, instead of depending on \( k x \), the electric and magnetic field observables now depend on \( k \xi \pm \omega_k \eta \), i.e., they depend not only on the position but also on the amount of time the observer has been accelerating in space and on their acceleration. Most importantly, Equation (76) can now be used as the starting point for further investigations into the quantum optics of an accelerating observer [5,36,46], and is expected to find immediate applications in relativistic quantum information [13–21,69].

4.4. The Unruh Effect

As an example and to obtain a consistency check, we now verify that our results give the well-established Unruh effect [55,56,58,59]. This effect predicts that an observer with uniform acceleration \( a \) in Minkowski space measures the Minkowski vacuum as being a pure thermal state with temperature

\[ T_{\text{Unruh}} = \frac{a}{2\pi}. \]

(77)

Deriving this result relies on being able to switch between modes in Minkowski and modes in Rindler space, which requires a Bogolubov transformation. This transformation allows us to switch between the modes of different coordinate frames and generally transforms a vacuum state to a thermal state [57,77]. For a field expansion in two complete sets of basis modes, \( \phi = \sum_i \hat{a}_i f_i + \hat{a}^*_i f^*_i = \sum_j \hat{b}_j g_j + \hat{b}^*_j g^*_j \), this relates the modes as

\[ g_j = \sum_i a_{ij} f_i + b_{ij} f^*_i, \]

\[ f_i = \sum_j a^*_{ji} g_j - b_{ji} g^*_j, \]

(78)
where $\alpha_{ij}$ and $\beta_{ij}$ are the Bogolubov coefficients [58]. Knowing these coefficients also allows the associated particle Fock spaces to be related,

\[
\hat{a}_i = \sum_j \alpha_{ji} \hat{b}_j + \beta_{ji}^* \hat{b}_j^\dagger,
\]

\[
\hat{b}_i = \sum_j \alpha_{ji}^* \hat{a}_j - \beta_{ji} \hat{a}_j^\dagger.
\] (79)

For transforming between the Rindler and Minkowski Fock spaces, the coefficients can be calculated using coordinate relations in a method first introduced by Unruh [55].

Here our field modes are the expansions of the electric field operators in $R$ and $M$ with the Minkowski results taking the same functional form. Following the standard approach [48,51], our expressions for the field operators yield

\[
\alpha_{LL} = \alpha_{RR} = \frac{1}{\omega_k} \sqrt{\frac{1}{2 \sinh(\frac{\pi \omega}{a})}} \exp\left(\frac{\pi \omega k a}{2}\right),
\]

\[
\beta_{LR} = \beta_{RL} = \frac{1}{\omega_k} \sqrt{\frac{1}{2 \sinh(\frac{\pi \omega}{a})}} \exp\left(-\frac{\pi \omega k a}{2}\right).
\] (80)

These immediately give the following relationship between the ladder operators.

\[
\hat{b}_k^R = \frac{1}{\omega_k} \sqrt{\frac{1}{2 \sinh(\frac{\pi \omega k}{a})}} \left(\exp\left(\frac{\pi \omega k a}{2}\right) \hat{c}_k^R + \exp\left(-\frac{\pi \omega k a}{2}\right) \hat{c}_k^L\right),
\]

\[
\hat{b}_k^L = \frac{1}{\omega_k} \sqrt{\frac{1}{2 \sinh(\frac{\pi \omega k}{a})}} \left(\exp\left(-\frac{\pi \omega k a}{2}\right) \hat{c}_k^L + \exp\left(\frac{\pi \omega k a}{2}\right) \hat{c}_k^R\right).
\] (81)

The $\hat{c}_k^\dagger$ operators are associated with modes that can be purely expressed in terms of positive frequency Minkowski modes (from the form of the field operators in Cartesian coordinates). They must thus share the Minkowski vacuum, so $\hat{c}_k^\dagger |0_M\rangle = \hat{c}_k^\dagger |0_M\rangle = 0$. Because we possess the Bogolubov transformation between Minkowski and Rindler space, we can now evaluate particle states seen by an observer in $R$, given by $\hat{b}_k^i$, in terms of a Minkowski Fock space given by $\hat{c}_k^i$. In particular, evaluating the RR number operator on the Minkowski vacuum gives

\[
\langle 0_M | \hat{b}_k^R \hat{b}_k^R | 0_M \rangle = \frac{1}{\omega_k^2} \frac{\delta(0)}{\exp(\frac{2\pi \omega k a}{\omega_k}) - 1}. \] (82)

This energy expectation value is the same as the energy expectation value of a thermal Planckian state with temperature $\frac{\omega_k}{2\pi}$. For the case $a = a$ this is the prediction that exactly constitutes the Unruh effect, and thus verifies that the results of our quantisation scheme match known theoretical predictions. Having $a \neq a$ just corresponds to a redshift [48]. The external factor $1/\omega_k^2$ is different to that for a standard scalar field; this is just a remnant of the different normalisation of our electric field operator and does not affect the physical prediction, with such factors indeed sometimes appearing in the literature [49].

5. Conclusions

This paper generalises the physically-motivated quantisation scheme of the electromagnetic field in Minkowski space [35] to static spacetimes of otherwise arbitrary geometry. As shown in Section 3, such a generalisation requires only minimal modification of the original quantisation scheme in flat space. In order to assess the validity of the presented generalised approach, we apply our findings in Section 4 to the well understood case of Rindler space: the relevant geometry for a
uniformly accelerating observer. Since this reproduces the anticipated Unruh effect, it supports the hypothesis that our approach is a consistent approach to the quantisation of the electromagnetic field on curved spacetimes.

The main strength of our quantisation scheme is its gauge-independence, i.e., its nonreliance on the gauge-dependent potentials of more traditional approaches. Instead it relies only on the experimentally verified existence of electromagnetic field quanta. As such, our scheme provides a more intuitive approach to field quantisation, while still relying on well established concepts and constructions in quantum field theory in curved space. Given this and the applicability of our results to accelerating frames in an otherwise flat spacetime, it seems likely that our approach can also be used to model more complex, but experimentally accessible, situations with applications, for example, in relativistic quantum information.

The specific case of Rindler space, as considered in this paper, led to equations with straightforward analytic solutions. This will likely not be true in more general settings, where the necessary wave equations will be nontrivial and will possibly require approximation or numerical solution. This fact is partially mitigated by our use of the Heisenberg equation, thereby reducing the necessary calculation to an ordinary differential equation and commutation relation, rather than a partial differential equation. Furthermore, recall that the scheme laid out in this paper is a generalisation of that in flat space to the case of static curved spacetimes. This simplified the definition and construction of the quantisation scheme, due to our reliance on spacelike hypersurfaces. When applied to the more general case of stationary spacetimes, the correct prescription of the scheme becomes less clear and will require further theoretical development.
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Appendix A. Further Results of Electromagnetism in Rindler Space

To define the electric and magnetic fields in Rindler space we apply coordinate transformations to the Minkowski field strength tensor, 

\[ F_{\mu\nu}^R = \frac{\partial x_M^\mu}{\partial x_R^\alpha} \frac{\partial x_M^\nu}{\partial x_R^\beta} F_{\alpha\beta}, \]  

(A1)

where \( x_M^\mu \) are the coordinates in Rindler space and \( x_R^\mu \) are the coordinates used by an intertial observer. The Rindler electric and magnetic fields are defined as the elements of \( F_{\mu\nu}^R \). In polar and conformal coordinates this transformation is given by Equations (47) and (49), respectively, which readily give the Jacobian of the transformation as

\[ J_{\mu}^a = \frac{\partial x_M^a}{\partial x_R^\mu} = \begin{pmatrix} \pm a \rho \cosh(a \zeta) & \pm \sinh(a \zeta) & 0 & 0 \\ \pm a \rho \sinh(a \zeta) & \pm \cosh(a \zeta) & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \]  

(A2)
in polar Rindler coordinates and

\[ f^\alpha_\mu = \frac{\partial x^\alpha_R}{\partial x^\mu_M} = \begin{pmatrix}
\pm e^{a_\xi} \cosh(a_\eta) & \pm e^{a_\xi} \sinh(a_\eta) & 0 & 0 \\
\pm e^{a_\xi} \sinh(a_\eta) & \pm e^{a_\xi} \cosh(a_\eta) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \]  \quad (A3)

in conformal Rindler coordinates, where upper signs refer to RR and lower signs to LR. Transforming the Minkowski field strength tensor in Equation (A1), we obtain \( F^\mu_\nu_R \) in Equation (54), where the Rindler space elements are defined in either wedge by the transformations

\[ E^1_R = E^1_M e^{2a_\xi}, \]
\[ E^2_R = \left( E^2_M \cosh(a_\zeta) - B^3_M \sinh(a_\zeta) \right) e^{a_\xi}, \]
\[ E^3_R = \left( E^3_M \cosh(a_\zeta) + B^2_M \sinh(a_\zeta) \right) e^{a_\xi}, \]
\[ B^1_R = B^1_M, \]
\[ B^2_R = \left( B^2_M \cosh(a_\zeta) + E^3_M \sinh(a_\zeta) \right) e^{a_\xi}, \]
\[ B^3_R = \left( B^3_M \cosh(a_\zeta) - E^2_M \sinh(a_\zeta) \right) e^{a_\xi}, \]  \quad (A4)

in polar Rindler coordinates and

\[ E^1_R = E^1_M e^{2a_\xi}, \]
\[ E^2_R = \left( E^2_M \cosh(a_\eta) - B^3_M \sinh(a_\eta) \right) e^{a_\xi}, \]
\[ E^3_R = \left( E^3_M \cosh(a_\eta) + B^2_M \sinh(a_\eta) \right) e^{a_\xi}, \]
\[ B^1_R = B^1_M, \]
\[ B^2_R = \left( B^2_M \cosh(a_\eta) + E^3_M \sinh(a_\eta) \right) e^{a_\xi}, \]
\[ B^3_R = \left( B^3_M \cosh(a_\eta) - E^2_M \sinh(a_\eta) \right) e^{a_\xi}, \]  \quad (A5)

in conformal Rindler coordinates. While the conformal coordinate form of the field strength tensor is listed in Equation (55), that for polar coordinates, which equals

\[ F^\mu_\nu_R = \begin{pmatrix}
0 & -\frac{E^1_R}{p^2 a^2} & -\frac{E^2_R}{p^2 a^2} & -\frac{E^3_R}{p^2 a^2} \\
\frac{E^1_R}{p^2 a^2} & 0 & -B^3_R & B^2_R \\
\frac{E^2_R}{p^2 a^2} & -B^3_R & 0 & -B^1_R \\
\frac{E^3_R}{p^2 a^2} & B^2_R & B^1_R & 0
\end{pmatrix}, \]  \quad (A6)
was omitted. Then, since in polar coordinates, 
\[ g = -\rho^2 \dot{\alpha}^2, \]
Equation (5) gives that the modified Maxwell equations in these coordinates are

\[
\partial_\rho E_1^R - \frac{1}{\rho} E_1^R + \partial_\rho E_2^R + \partial_\rho E_3^R = 0, \\
\frac{1}{\rho^2 \dot{\alpha}^2} \partial_\rho E_1^R = \frac{1}{\rho} B_3^R - \frac{1}{\rho} B_2^R, \\
\frac{1}{\rho^2 \dot{\alpha}^2} \partial_\rho E_2^R = \frac{1}{\rho} B_1^R - \frac{1}{\rho} B_3^R - \frac{1}{\rho} B_2^R, \\
\frac{1}{\rho^2 \dot{\alpha}^2} \partial_\rho E_3^R = \frac{1}{\rho} B_2^R + \frac{1}{\rho} B_1^R - \frac{1}{\rho} B_3^R,
\]

(A7)

while the Bianchi identity leads to

\[
\partial_\xi B_1^R = 0, \\
\partial_\xi B_2^R = \partial_\rho E_3^R - \partial_\rho B_2^R, \\
\partial_\xi B_3^R = \partial_\rho E_1^R - \partial_\rho B_3^R, \\
\partial_\xi B_4^R = \partial_\rho E_2^R - \partial_\rho B_1^R,
\]

(A8)

as in flat space. These equations also hold for conformal coordinates; one just replaces \( \zeta \) with \( \eta \) and \( \rho \) with \( \xi \).

References

1. Roychoudhuri, C.; Kracklauer, A.F.; Creath, K. The Nature of Light: What Is a Photon? CRC Press: Boca Raton, FL, USA, 2008.
2. Stokes, A. On Gauge Freedom and Subsystems in Quantum Electrodynamics. Ph.D. Thesis, School of Physics and Astronomy, University of Leeds, Leeds, UK, January 2014.
3. Andrews, D.L. Physicality of the photon. J. Phys. Chem. Lett. 2013, 4, 3878–3884. [CrossRef]
4. Barlow, T.M.; Bennett, R.; Beige, A. A master equation for a two-sided optical cavity. J. Mod. Opt. 2015, 62, S11–S20. [CrossRef] [PubMed]
5. Furtak-Wells, N.; Clark, L.A.; Purdy, R.; Beige, A. Quantising the electromagnetic field near two-sided semitransparent mirrors. Phys. Rev. 2018, 97, 043827. [CrossRef] [PubMed]
6. Nisbet-Jones, P.B.R.; Dilley, J.; Ljunggren, D.; Kuhn, A. Highly efficient source for indistinguishable single photons of controlled shape. New J. Phys. 2011, 13, 103036. [CrossRef]
7. Milburn, G.J.; Basini-Esfahani, S. Quantum optics with one or two photons. Proc. R. Soc. A 2015, 471, 20150208. [CrossRef] [PubMed]
8. Kuhn, A.; Henrich, M.; Rempe, G. Deterministic Single-Photon Source for Distributed Quantum Networking. Phys. Rev. Lett. 2002, 89, 067901. [CrossRef] [PubMed]
9. Pan, J.W.; Bouwmeester, D.; Daniell, M.; Weinfurter, H.; Zeilinger, A. Experimental test of quantum nonlocality in three-photon Greenberger-Horne-Zeilinger entanglement. Nature 2000, 403, 515–519. [CrossRef]
10. Eisaman, M.D.; Fan, J.; Migdall, A.; Polyakov, S.V. Invited review article: Single-photon sources and detectors. Rev. Sci. Instrum. 2011, 82, 071101. [CrossRef]
11. Giustina, M.; Versteegh, M.A.M.; Wengerowsky, S.; Handsteiner, J.; Hochrainer, A.; Phelan, K.; Steinlechner, F.; Kofler, J.; Larsson, J.A.; Abellan, C.; et al. Significant-Loophole-Free Test of Bell’s Theorem with Entangled Photons. Phys. Rev. Lett. 2015, 115, 250401. [CrossRef]
12. Hensen, B.; Bernien, H.; Dréau, A.E.; Reiserer, A.; Kalb, N.; Blok, M.S.; Ruitenberg, J.; Vermeulen, R.F.L.; Schouten, R.N.; Abellan, C.; et al. Loophole-free Bell inequality violation using electron spins separated by 1.3 kilometres. Nature 2015, 526, 682–686. [CrossRef]
13. Villoresi, P.; Jennewein, T.; Tamburini, F.; Aspelmeyer, M.; Bonato, C.; Ursin, R.; Pernechele, C.; Luceri, V.; Bianco, G.; Zeilinger, A.; et al. Experimental verification of the feasibility of a quantum channel between space and earth. New J. Phys. 2008, 10, 033038. [CrossRef]
14. Vallone, G.; Bacco, D.; Dequal, D.; Gaiarin, S.; Luceri, V.; Bianco, G.; Villoresi, P. Experimental Satellite Quantum Communications. *Phys. Rev. Lett.* 2015, 115, 040502. [CrossRef] [PubMed]
15. Rideout, D.; Jennewein, T.; Amelino-Camelia, G.; Demarie, T.F.; Higgins, B.L.; Kempf, A.; Kent, A.; Laflamme, R.; Ma, X.; Mann, R.B.; et al. Fundamental quantum optics experiments conceivable with satellites reaching relativistic distances and velocities. *Class. Quantum Gravity* 2012, 29, 224011. [CrossRef]
16. Friis, N.; Lee, A.R.; Louko, J. Scalar, spinor, and photon fields under relativistic cavity motion. *Phys. Rev. D* 2013, 88, 046028. [CrossRef]
17. Friis, N.; Lee, A.R.; Truong, K.; Sabin, C.; Solano, E.; Johansson, G.; Fuentes, I. Relativistic quantum teleportation with superconducting circuits. *Phys. Rev. Lett.* 2013, 110, 113602. [CrossRef] [PubMed]
18. Ahmadi, M.; Bruschi, D.E.; Fuentes, I. Quantum metrology for relativistic quantum fields. *Phys. Rev. D* 2014, 89, 065028. [CrossRef]
19. Bruschi, D.E.; Sabin, C.; Kok, P.; Johansson, G.; Delsing, P.; Fuentes, I. Towards universal quantum computation through relativistic motion. *Sci. Rep.* 2016, 6, 18349. [CrossRef] [PubMed]
20. Kravtsov, K.S.; Radchenko, I.V.; Kulik, S.P.; Molotkov, S.N. Relativistic quantum key distribution system with one-way quantum communication. *Sci. Rep.* 2018, 8, 6102. [CrossRef]
21. Lopp, R.; Martín-Martínez, E. Light, matter, and quantum randomness generation: A relativistic quantum perspective. *Opt. Commun.* 2018, 423, 29–47. [CrossRef]
22. Bruschi, D.E.; Fuentes, I.; Louko, J. Voyage to alpha centauri: Entanglement degradation of cavity modes due to motion. *Phys. Rev. D* 2012, 85, 061701. [CrossRef]
23. Bruschi, D.E.; Ralph, T.C.; Fuentes, I.; Jennewein, T.; Razavi, M. Spacetime effects on satellite-based quantum communications. *Phys. Rev. D* 2014, 90, 045041. [CrossRef]
24. Bruschi, D.E.; Sabin, C.; White, A.; Baccetti, V.; Oi, D.K.L.; Fuentes, I. Testing the effects of gravity and motion on quantum entanglement in space-based experiments. *New J. Phys.* 2014, 16, 053041. [CrossRef]
25. Calmet, X.; Dunningham, J. Transformation properties and entanglement of relativistic qubits under space-time and gauge transformations. *Phys. Rev. A* 2017, 95, 042309. [CrossRef]
26. Bruschi, D.E.; Datta, A.; Ursin, R.; Ralph, T.C.; Fuentes, I. Quantum estimation of the Schwarzschild spacetime parameters of the earth. *Phys. Rev. D* 2014, 90, 124001. [CrossRef]
27. Alsing, P.M.; Milburn, G.J. Teleportation with a uniformly accelerated partner. *Phys. Rev. Lett.* 2003, 91, 180404. [CrossRef] [PubMed]
28. Bruschi, D.E.; Louko, J.; Martín-Martínez, E.; Dragan, A.; Fuentes, I. Unruh effect in quantum information beyond the single-mode approximation. *Phys. Rev. A* 2010, 82, 042332. [CrossRef]
29. Bruschi, D.E.; Dragan, A.; Lee, A.R.; Fuentes, I.; Louko, J. Relativistic motion generates quantum gates and entanglement resonances. *Phys. Rev. Lett.* 2013, 111, 090504. [CrossRef] [PubMed]
30. Huang, C.Y.; Ma, W.; Wang, D.; Ye, L. How the relativistic motion affect quantum Fisher information and Bell non-locality for multipartite state. *Sci. Rep.* 2017, 7, 38456. [CrossRef]
31. Schützhold, R.; Schaller, G.; Habs, D. Signatures of the Unruh Effect from Electrons Accelerated by Ultrastrong Laser Fields. *Phys. Rev. Lett.* 2006, 97, 121302. [CrossRef]
32. Schützhold, R.; Schaller, G.; Habs, D. Tabletop Creation of Entangled Multi-keV Photon Pairs and the Unruh Effect. *Phys. Rev. Lett.* 2008, 100, 091301.
33. Hawton, M. Photon counting by inertial and accelerated detectors. *Phys. Rev. A* 2013, 87, 042116. [CrossRef]
34. Soldati, R.; Specchia, C. On the Massless Vector Fields in a Rindler Space. *J. Mod. Phys.* 2015, 6, 1743–1755. [CrossRef]
35. Bennett, R.; Barlow, T.M.; Beige, A. A physically motivated quantization of the electromagnetic field. *Eur. J. Phys.* 2016, 37, 014001. [CrossRef]
36. Stokes, A.; Kurcz, A.; Spiller, T.P.; Beige, A. Extending the validity range of quantum optical master equations. *Phys. Rev. A* 2010, 85, 053805. [CrossRef]
37. Stokes, A. Noncovariant gauge fixing in the quantum Dirac field theory of atoms and molecules. *Phys. Rev. A* 2012, 86, 012511. [CrossRef]
38. Stokes, A.; Deb, P.; Beige, A. Using thermodynamics to identify quantum subsystems. *J. Mod. Opt.* 2017, 64, S7–S19. [CrossRef]
39. Parker, L.E.; Toms, D.J. *Quantum Field Theory in Curved Spacetime: Quantized Fields and Gravity*; Cambridge University Press: Cambridge, UK, 2009.
40. Casals, M.; Dolan, S.R.; Nolan, B.C.; Ottewill, A.C.; Winstanley, E. Quantization of fermions on Kerr space-time. *Phys. Rev. D* **2013**, *87*, 064027. [CrossRef]

41. Dirac, P.A.M. Gauge-invariant formulation of quantum electrodynamics. *Can. J. Phys.* **1955**, *33*, 650–660. [CrossRef]

42. DeWitt, B.S. Quantum Theory without Electromagnetic Potentials. *Phys. Rev.* **1962**, *125*, 2189–2191. [CrossRef]

43. Gray, R.D.; Kobe, D.H. Gauge-invariant canonical quantisation of the electromagnetic field and duality transformations. *J. Phys. A Math. Gen.* **1982**, *15*, 3145–3155. [CrossRef]

44. Menikoff, R.; Sharp, D.H. A gauge invariant formulation of quantum electrodynamics using local currents. *J. Math. Phys.* **1977**, *18*, 471–482. [CrossRef]

45. Dirac, P.A.M. *Lectures on Quantum Mechanics*; Dover Publications Inc.: Mineola, NY, USA, 2001.

46. Loudon, R. *The Quantum Theory of Light*; Oxford University Press: Oxford, UK, 2000.

47. Carroll, S.M. *Spacetime and Geometry: An Introduction to General Relativity*; Addison Wesley: Boston, MA, USA, 2004.

48. Lawrie, I.D. *A Unified Grand Tour of Theoretical Physics*, 2nd ed.; Institute of Physics Publishing: Bristol, UK, 2002.

49. Misner, C.W.; Thorne, K.S.; Wheeler, J.A. *Gravitation*; Macmillan: London, UK, 1973.

50. Carroll, S.M. *Spacetime and Geometry: An Introduction to General Relativity*; Addison Wesley: Boston, MA, USA, 2004.

51. Birrell, N.D.; Davies, P.C.W. *Quantum Fields in Curved Space*; Cambridge University Press: Cambridge, UK, 1984.

52. Fulling, S.A. Nonuniqueness of canonical field quantization in Riemannian space-time. *Phys. Rev. D* **1973**, *7*, 2850–2862. [CrossRef]

53. Alsing, P.M.; Fuentes, I. Observer-dependent entanglement. *Class. Quantum Gravity* **2012**, *29*, 224001. [CrossRef]

54. Hollands, S.; Wald, R.M. Quantum fields in curved spacetime. *Phys. Rep.* **2015**, *574*, 1–35. [CrossRef]

55. Unruh, W.G. Notes on black-hole evaporation. *Phys. Rev. D* **1976**, *14*, 870–892. [CrossRef]

56. Unruh, W.G.; Weiss, N. Acceleration radiation in interacting field theories. *Phys. Rev. D* **1984**, *29*, 1656–1662. [CrossRef]

57. Takagi, S. Vacuum Noise and Stress Induced by Uniform Acceleration: Hawking-Unruh Effect in Rindler Manifold of Arbitrary Dimension. *Prog. Theor. Phys. Suppl.* **1986**, *88*, 1–142. [CrossRef]

58. Crispino, L.C.B.; Higuchi, A.; Matsas, G.E.A. The Unruh effect and its applications. *Rev. Mod. Phys.* **2008**, *80*, 787–838. [CrossRef]

59. Buchholz, D.; Verch, R. Unruh versus Tolman: On the heat of acceleration. *Gen. Relativ. Gravit.* **2016**, *48*, 1–9. [CrossRef]

60. Acedo, L.; Tung, M.M. Electromagnetic waves in a uniform gravitational field and Planck’s postulate. *Eur. J. Phys.* **2012**, *33*, 1073. [CrossRef]

61. de Almeida, C.; Saa, A. The radiation of a uniformly accelerated charge is beyond the horizon: A simple derivation. *Am. J. Phys.* **2006**, *74*, 154–158. [CrossRef]

62. Desloge, E.A. Nonequivalence of a uniformly accelerating reference frame and a frame at rest in a uniform gravitational field. *Am. J. Phys.* **1989**, *57*, 1121–1125. [CrossRef]

63. Rindler, W. Kruskal space and the uniformly accelerated frame. *Am. J. Phys.* **1966**, *34*, 1174–1178. [CrossRef]

64. Semay, C. Observer with a constant proper acceleration. *Eur. J. Phys.* **2006**, *27*, 1157–1167. [CrossRef]

65. Ornigotti, M.; Aiello, A. The Faddeev-Popov Method Demystified. *arXiv* **2014**, arXiv:1407.7256.

66. Andrews, D.L.; Romero, L.C.D. A back-to-front derivation: the equal spacing of quantum levels is a proof of simple harmonic oscillator physics. *Eur. J. Phys.* **2009**, *30*, 1371–1380. [CrossRef]

67. Ballentine, L.E. *Quantum Mechanics: A Modern Development*; World Scientific Publishing Company: Singapore, 1998.

68. Nikolčí, H. Horava-Lifshitz gravity, absolute time, and objective particles in curved space. *Mod. Phys. Lett. A* **2010**, *25*, 1595–1601. [CrossRef]

69. Peres, A.; Terno, D.R. Quantum information and relativity theory. *Rev. Mod. Phys.* **2004**, *76*, 93–123. [CrossRef]
70. Brown, J.D.; York, J.W., Jr. Quasilocal energy and conserved charges derived from the gravitational action. *Phys. Rev. D* **1993**, *47*, 1407–1419. [CrossRef]

71. Bogolubov, N.N.; Shirkov, D.V. *Introduction to the Theory of Quantized Fields*; Wiley-Interscience: New York, NY, USA, 1980.

72. Schwinger, J. Quantum Electrodynamics. I. A Covariant Formulation. *Phys. Rev.* **1948**, *74*, 1439–1461. [CrossRef]

73. Schwartz, M.D. *Quantum Field Theory and the Standard Model*; Cambridge University Press: Cambridge, UK, 2014.

74. Kasper, U.; Kreisel, E.; Treder, H.J. On the Covariant Formulation of Quantum Mechanics. *Found. Phys.* **1977**, *7*, 375–389. [CrossRef]

75. Crawford, J.P. Spinor Matter in a gravitational field: Covariant equations àla Heisenberg. *Found. Phys.* **1998**, *28*, 457–470. [CrossRef]

76. Susskind, L. Black Holes and Holography. Available online: https://www.perimeterinstitute.ca/video-library/collection/black-holes-and-holography-mini-course-2007 (accessed on 29 August 2019).

77. Iorio, A.; Lambiase, G.; Vitiello, G. Quantization of Scalar Fields in Curved Background and Quantum Algebras. *Ann. Phys.* **2001**, *294*, 234–250. [CrossRef]