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Abstract: This paper presents a study on revenue active electrical energy meters. The huge installation along the distribution network of these devices made them a key element for energy billing, but also for monitoring the grid status. Hence, it is evident that the relevance of guaranteeing a trusty metering performance, and consequently a proper standardization, is needed. The operation of the meters is regulated by standards harmonized with the European Directive 2014/32/EU (known as MID). Still, and not infrequently, compliance to some legacy standards is declared on the device specifications. Thus, a brief comparison between the latest standards is presented. In particular, the focus was set on evaluating the potential impact of the harmonic disturbances on the energy meter accuracy, since they are omnipresent in the modern power networks. The evaluation has been carried out on three off-the-shelf class B meters by means of a new test procedure that considers realistic and quasi-realistic harmonic disturbances. Such tests showed that realistic harmonic disturbances affect significantly only some energy meters. Therefore, the standards should not neglect this kind of scenario.
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1. Introduction

The observability of the distribution network (low and medium voltage, LV and MV) is becoming a key-factor after the huge revolution of the grid towards the smart grid concept [1–5]. Effective control stability of the network and fair energy billing [6–8] are possible when accurate measurements of the energy consumed/generated by users/producers are collected by energy meters (EM). In addition, the knowledge of such critical quantities can be used to run several algorithms used to manage and control the network [9–12]. However, the measurement process performed by EMs is affected by the spread among the network of renewable energy resources and non-linear loads, which worsen the electric power quality (PQ), and hence the quantities to be measured by EMs.

Nowadays, electronic EMs are replacing the old electromechanical induction meters, even if their behavior is acceptable with medium–low levels of PQ [13]. The reason is that EMs are preferred because they enable utilities and consumers to perform “smart” operations, such as remote readings, computation of many power quality parameters, managing real-time pricing, and smart load control [14]. Consequently, with the increase of complex operations demanded of EMs, due to the variety of algorithms and technology that can be implemented, their behavior in all possible operating conditions...
should be assessed even with regards to the applicable standards [15–17]. To this purpose, the literature offers a variety of works on the topic. In [18], EMs’ response to harmonic active power components up to 3 kHz was tested. In [13], a calibration procedure for EMs based on the generation of random non-sinusoidal signals, while in [19], a portable instrument for on field EM calibration was developed. In [20,21], a metrological characterization of EMs for non-sinusoidal reactive energy was presented. Finally, [22,23] dealt with the testing of one EM (under non-sinusoidal conditions) and proposed a new set of tests, respectively.

The aim of this work is to contribute, in a different way, to the definition of test signals to be applied to the energy meters. The idea came from the current literature and the standards in which the described signals are stressing specific situations that may happen during the network operation. However, to the authors’ knowledge, none of them tackled the issue from a more realistic point of view. Therefore, the goal of the presented research is to propose a possible procedure based on test waveforms that try to emulate, as far as possible and with a simple methodology, the daily behavior of the network, since it is authors’ firm belief to pursue this testing paradigm.

Support to the authors’ choice is given by the current literature which is facing the same issue of providing actual or more realistic waveforms to the devices under test. For example, [24–26] was done on current transformers, while in [27,28] for the voltage ones.

Starting from the standards [29,30], realistic test waveforms have been designed and applied to three different Measuring Instruments Directive-compliant class B single-phase EMs. In particular, EMs rated as Measuring Instruments Directive (MID) class B have been chosen because it is the same as the new revenue meters deployed by the main Italian distribution system operators [31]. Then, the meters accuracy was evaluated through the error index defined in the standards.

The regulatory context, including the harmonic disturbance tests, is described in Section 2. In Section 3, the measurement setup employed in [32] is recalled and its adaptation to the new set of tests is illustrated. These tests are then detailed in Section 4 and the corresponding results are shown and discussed in Section 5. Finally, a brief conclusion and some key points for future discussion are drawn in Section 6.

2. Regulatory Context

The reference documents for EMs, detailed in [32], are (i) the European Directive 2014/32/EU [33], also known as Measuring Instruments Directive, which concern all the measuring instruments; (ii) the EN 50,470 series [34–36] that is the harmonized standard in force for electricity metering equipment; (iii) the IEC 62052 [37] and IEC 62053 [38,39] with modifications in order to be compliant with the MID. This work concerns the three accuracy classes C, B, and A, which are described in the EN 50470-3 [36]. Nevertheless, some electronic energy meters are marked also with the IEC accuracy class: in particular, the IEC 62053-22 and 62053-21 define four accuracy classes: 0.2S, 0.5S, 1, 2 [38,39]. Thus, it is interesting to compare the accuracy requirement of the two standard families, as it has been already carried out in [32]. For the sake of brevity, only some of the main aspects are reported here, focusing mainly on the harmonic disturbance-related aspects.

The accuracy classes defined by both the standards families are based on the percentage error $e\%$:

$$e\% = \frac{E_m - E_t}{E_t} \times 100$$  (1)

where $E_t$ is the reference energy with traceable uncertainty and $E_m$ is the energy registered by the meter. In Table 1, the percentage error limits for the accuracy classes prescribed by EN 50470-3 are listed as function of the load, current, and power factor (PF). The current ranges are in per-unit with base quantity $I_{ref}$, as the rated current. Adopting the same notation, Table 2 presents the percentage error limits prescribed in IEC 62053-21 and IEC 62053-22. Note that, (i) classes 0.5S, 1, 2 are comparable, respectively, to classes C, B, and A; (ii) there is no accuracy prescriptions for class 2 meters if a capacitive load is present; therefore, not exceeding the class B and A limits ensure that class 1 and 2 limits are not
exceeded. (iii) concerning the classes C and 0.5S, one class does not cover the other: class 0.5S applies accuracy constraints on a current range below the lower limit identified by the class C. Nevertheless, class C demands a smaller percentage error for currents $\geq 0.1 \cdot I_{\text{ref}}$ and $PF \neq 1$. The reference conditions at which the accuracy class percentage error limits are defined are the same for the comparable classes (1 and B, 2 and A, 0.5S and C).

### Table 1. Percentage error limits defined by EN 50470.

| EN 50470 | Class A | Class B | Class C |
|----------|---------|---------|---------|
| **Power Factor** | | | |
| $i = I/I_{\text{ref}}$ (p.u.) | 1 | 0.8 cap, 0.5 ind | 1 | 0.8 cap, 0.5 ind | 1 | 0.8 cap, 0.5 ind |
| $0.03 \leq i \leq 0.05$ | | | | $\pm 1.0$ | | |
| $0.05 \leq i \leq 0.1$ | $\pm 2.5$ | $\pm 1.5$ | $\pm 1.0$ | | |
| $0.1 \leq i \leq 0.2$ | $\pm 2.0$ | $\pm 2.0$ | $\pm 1.0$ | $\pm 0.5$ | $\pm 0.5$ |
| $0.2 \leq i \leq 5$ | $\pm 2.0$ | $\pm 2.0$ | $\pm 1.0$ | $\pm 0.5$ | $\pm 0.5$ |

### Table 2. Percentage error limits defined by IEC 62053-21, -22.

| IEC 62053 | Class 2 | Class 1 | Class 0.5S | Class 0.2S |
|-----------|---------|---------|-----------|-----------|
| **Power Factor** | | | | |
| $i = I/I_{\text{ref}}$ (p.u.) | 1 | 0.5 ind | 1 | 0.8 cap, 0.5 ind | 1 | 0.8 cap, 0.5 ind | 1 | 0.8 cap, 0.5 ind |
| $0.01 \leq i \leq 0.02$ | | | | $\pm 1.0$ | | $\pm 0.4$ | |
| $0.02 \leq i \leq 0.03$ | | | | $\pm 1.0$ | $\pm 1.0$ | $\pm 0.4$ | $\pm 0.5$ |
| $0.03 \leq i \leq 0.05$ | | | | $\pm 1.0$ | $\pm 1.0$ | $\pm 0.4$ | $\pm 0.5$ |
| $0.05 \leq i \leq 0.1$ | $\pm 2.5$ | $\pm 1.5$ | $\pm 0.5$ | $\pm 1.0$ | $\pm 0.2$ | $\pm 0.5$ |
| $0.1 \leq i \leq 0.2$ | $\pm 2.0$ | $\pm 2.5$ | $\pm 1.0$ | $\pm 0.5$ | $\pm 0.6$ | $\pm 0.2$ | $\pm 0.3$ |
| $0.2 \leq i \leq 5$ | $\pm 2.0$ | $\pm 2.0$ | $\pm 1.0$ | $\pm 0.5$ | $\pm 0.6$ | $\pm 0.2$ | $\pm 0.3$ |

Considering the standards’ part concerning the evaluation of how the influence quantities impact the accuracy, it can be found that the IEC 62053-22 does not prescribe the “DC and even harmonics” and “odd harmonics” tests. However, the most noticeable difference introduced by the MID is the definition of the composite error $e_c$:

$$ e_c = \sqrt{e^2(I, \cos \varphi) + \delta^2(T, I, \cos \varphi) + \delta^2(U, I, \cos \varphi) + \delta^2(f, I, \cos \varphi)} $$

(2)

where:

- $I$ and $\cos \varphi$ are, respectively, the current magnitude and the power factor that fully describe a certain load;
- $e(I, \cos \varphi)$ is the percentage error at reference conditions, in presence of the load described by $I$ and $\cos \varphi$;
- $\delta(T, I, \cos \varphi)$ is the additional error due to the temperature variation, in presence of the load described by $I$ and $\cos \varphi$;
- $\delta(U, I, \cos \varphi)$ is the additional error due to the voltage variation at the same load, in presence of the load described by $I$ and $\cos \varphi$;
- $\delta(f, I, \cos \varphi)$ is the additional error due to the variation of frequency, in presence of the load described by $I$ and $\cos \varphi$. 
The composite error $e_c$ contemporarily considers multiple effects on the accuracy class and it shall not exceed the maximum permissible errors (MPE) detailed in Table 7 of the EN 50470-3 standard [36].

Focusing on the tests for the EM calibration in presence of harmonic disturbances, three different categories of disturbances can be found in the standards EN 50470-3 and IEC 62053-21: (i) harmonic components in the current and voltage circuits; (ii) DC and even harmonics in the current circuit; (iii) odd harmonics in the current circuit. In the IEC 62053-22 only test, (i) is defined. Moreover, a test for current sub-harmonics is prescribed, but it will not be discussed since it deals with a case that is not under the scope of the present paper. The additional percentage error limits admitted for the above tests are listed in Table 3.

Table 3. Additional percentage error limits for the harmonic disturbance tests regarding the accuracy classes A, B, C (EN 50470-3) and 2, 1, 0.5S, 0.2S (IEC 62053-21, -22).

| Disturbance                                      | Value of Current | $PF_{a}$ | Limits of Additional Percentage Error for Meters of Class Index $\pm$ (%) |
|--------------------------------------------------|------------------|----------|--------------------------------------------------------------------------|
| Harmonic components in the current and voltage circuits | $0.5 I_{\text{max}}$ | 1 $^a$   | A    | B  | C  | 2  | 1  | 0.5S | 0.2S |
| DC and even harmonics in the a.c. current circuit | $I_{\text{max}}/\sqrt{2}$ | 1        | 6.0  | 3.0 | 1.5 | 6.0 | 3.0 | -    | -    |
| Odd harmonics in the a.c. current circuit        | $0.5 I_{\text{ref}}$ | 1        | 6.0  | 3.0 | 1.5 | 6.0 | 3.0 | -    | -    |

$^a$ The $PF$ here is the harmonic $PF$ for the considered harmonic order.

The peculiarity of all the harmonic disturbance tests for the active EMs calibration is the fact that a standard test waveform has been chosen, distinguished by a very specific harmonic content. For instance, in the disturbance category (i) the voltage and current waveforms are both formed by a fundamental and a 5th harmonic component, but with different Total Harmonic Distortion factor (THD): 10% for the voltage and 40% for the current. The fundamental and the 5th component of voltage are in phase at the positive zero crossing and the current components are in phase with the same-order voltage components. As for the disturbance category (ii), the standards establish a half-wave rectified current waveform, composed just by even harmonics with a THD $\approx 87\%$, while for the disturbance category (iii), a phase-fired alternate current waveform, made by odd harmonics and characterized by a THD $\approx 113\%$ is defined. In Figures 1 and 2 the time-domain signal and the magnitude spectrum of the mentioned test waveforms are depicted, respectively.

Figure 1. Odd and even harmonic disturbance tests waveforms defined in EN 50470-3 and IEC 62053-21.
A Fluke 6105A calibrator provided the reference voltage and current inputs. The voltage is directly
per unit of energy (imp/kWh). The three test outputs have been connected to a pulse reader,
made of three signal conditioning circuits based on a photodetector (for EMUT A) and two pull-up
resistors (one for EMUT B and one for the EMUT C), cascaded with logical ports acting as voltage regulators to

Odd and even harmonic disturbance tests waveforms magnitude spectra defined in EN
50470-3 and IEC 62053-21.

3. Measurement System Description

The experimental tests were carried out by means of the test setup illustrated in Figure 3, analogous
to the one presented in [32], except for an additional energy meter under test (EMUT) connected in
series to the current circuit and in parallel to the voltage one.

Since full information concerning the test setup can be found in [32], in the following just a brief
summary of the employed equipment is reported and the specifications of the new EMUT are listed.
A Fluke 6105A calibrator provided the reference voltage and current inputs. The voltage is directly
applied across the EMUTs terminals, while the current is stepped-up by means of a 5 VA 5:20 current
transformer (CT), feeding the EMUTs. A high-accuracy power analyzer Yokogawa WT3000E, of which
accuracy is ± (0.01% of reading + 0.03% of range + 0.02% of time reading), served as reference for the
active energy measurement. The three EMUTs, identified as EMUT A, B, and C, are single-phase MID
class B compliant, according to the standard EN 50470-3. In spite of the same rated voltage
$U_{\text{ref}} = 230\text{ V}$ and the same rated current $I_{\text{ref}} = 5\text{ A}$, the EMUT C maximum current $I_{\text{max}}$ is 100 A ($I_{\text{max}} = 45\text{ A}$ for
EMUT A, $I_{\text{max}} = 40\text{ A}$ for EMUT B) and it is equipped with a static pulsed test output at 1000 impulses
per unit of energy (imp/kWh). The three test outputs have been connected to a pulse reader, made of
three signal conditioning circuits based on a photodetector (for EMUT A) and two pull-up resistors
(one for EMUT B and one for the EMUT C), cascaded with logical ports acting as voltage regulators to
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Figure 3. Adopted measurement setup for testing the 3 off-the-shelf energy meters (Ems).
obtain 0–5 V at the output. These three signals at the output have been acquired through a NI9239 24-bit Data Acquisition board (DAQ) connected to a host PC running the test automation.

4. Experimental Tests

The tests proposed in this paper are aimed at evaluating the EMs behavior when the voltage and the current are not sinusoidal. It should be highlighted that they are not only distorted waveforms, but they are also distinguished by a realistic harmonic content for an LV distribution network, considering the limits defined in the standards [29,30]. Three different tests were carried out, all of them are based on the setup sketched in Figure 3:

- sinusoidal waveform test (calibration measurement);
- fixed random harmonics test;
- random time-varying harmonics test.

In these three tests, detailed in the following, the calibrator generated a sinusoidal current and voltage at $f_r = 50$ Hz. Only in the last two tests, an additional harmonic content up to the 25th harmonic was superimposed to the 50 Hz components. The relative phase displacement between voltage and current was set equal to zero for all the frequency components (pure resistive load), to focus only on the effect of the harmonic content on the active energy measurements performed by the EMs. This scenario is meaningful since the loads’ power factor is very close to 1 in typical LV power networks. The current from the calibrator $I_p$ has been stepped-up to $I_s$ by a factor of 4 through the CT and then fed to the EMUTs. The potential of the secondary winding of the CT has been raised to $U$ in order to obtain a phantom power supply for the EMUTs. The active energies $E_mA$, $E_mB$, and $E_mC$ measured by EMUT A, EMUT B, and EMUT C, respectively, are compared against $E_t$, the energy measured by the reference power analyzer. The synchronization of the readings from the EMUTs and the power analyzer was implemented by starting the pulse counter acquisition in parallel with the energy computation performed by the power analyzer. The active energy readings were triggered when the electrical quantities provided by the calibrator were already in steady state. A detailed analysis on the “pulse reader + DAQ” system properties is conducted in the Appendix A section.

4.1. Sinusoidal Current And Voltage-Calibration Measurement

The first test consisted of providing a sinusoidal current ($I_p = 5$ A, rms) and a sinusoidal voltage ($U = 230$ V, rms) by means of the Fluke 6105A to carry out the calibration of the EMUT C at nominal conditions and to check its measurement repeatability. Note that this operation had been already performed for EMUTs A and B in [32]. The time duration of this calibration test is about 8 h in order to replicate the same conditions under which EMUT A and B were subjected to. Note also that such a long-duration test makes negligible the contribution to uncertainty due to the test output reading compared to the overall energy measured by the EMUT. The chosen value for $I_s$ is 20 A since it lays between $I_{ref}$ and $I_{max}$ for all the three EMUTs and also because it is representative of a typical current intensity at the node where the EMs are installed in residential applications. This calibration procedure was repeated 8 times. For each repetition, the calibration coefficient $K_{EM\,C}$ was computed as:

$$K_{EM\,C} = \frac{E_{mC}}{E_t}$$

where $E_{mC}$ is the active energy reading from EMUT C and $E_t$ is the corresponding reading of the reference instrument. Afterwards, the computations of the mean value $\bar{K}_{EM\,C}$ and of the standard deviation of the mean $\sigma_{K_{EM\,C}}$ were carried out by evaluating the 8 values obtained by each test repetition.

The coefficient $\bar{K}_{EM\,C}$ and the ones computed in [32], $\bar{K}_{EM\,A}$ and $\bar{K}_{EM\,B}$, for EMUT A and B, respectively, have been then used to correct the $E_m$ in all the following tests (see Sections 4.2 and 4.3). The correction is performed through:
where: $i = A, B$ and $C$; $E_{m,i}$ is the EMUT $i$’s corrected active energy reading. This procedure allows assessing the effect of the considered harmonic disturbances by means of the additional percentage error $e_i^\%$:

$$e_i^\% = \frac{E_{m,i} - E_t}{E_t} \cdot 100$$ (5)

### 4.2. Fixed Random Harmonics

In the second test, two sets of current and voltage harmonics were randomly generated, complying with the limits prescribed by [30] for the voltage harmonics up to the 25th order in LV systems. Each voltage harmonic component was drafted from a uniform distribution that ranges from 0 to the corresponding limit presented in the EN 50,160 standard. Since a pure resistive load was assumed, as mentioned above, the current harmonic relative amplitudes were analogous to the voltage ones and the overall rms value was set to $I_p = 5$ A. The THD of the waveforms obtained according to the described procedure were 4.2% and 6.4%, which are realistic values for current and voltage distortion according to those highlighted in the standard [29]. The experiment based on the test waveform with THD = 4.2% will be addressed as $\%1$, while the one based on the test waveform with THD = 6.4% as $\%2$. The magnitude spectra of the waveforms are represented in Figure 4 and are normalized to the 50 Hz component magnitude. The time duration of this test is about 8 h. Finally, the effects of the fixed random harmonic are evaluated by applying Equations (4) and (5).

![Figure 4](image_url)

**Figure 4.** Normalized harmonic components randomly generated for the “Fixed random harmonics” tests $\%1$ (THD = 4.2%) and test $\%2$ (THD = 6.4%). THD, Total Harmonic Distortion.

### 4.3. Random Time-Varying Harmonic Distorsion

The third test’s objective is to simulate a realistic scenario in which the energy meters are subjected to a harmonic distortion that changes unpredictably over time. To achieve this, a distorted voltage and current waveforms both generated with the same technique, illustrated in Section 4.2, were applied for a short time interval (about 10 min). After that, another random waveform was applied, and so on for about 8.5 h. This operation was repeated 7 times. Finally, the effects of the random time-varying harmonic distortions are evaluated by applying Equations (4) and (5).

### 5. Experimental Results

#### 5.1. Sinusoidal Current And Voltage-Calibration Measurement

In Table 4, the data from the EMUT C calibration is reported, whereas the summary of the EMUTs’ A and B results obtained in [32] are listed in Table 5. The percentage error $e_{C\%}$ has been
computed according to Equation (1) and $K_{EM C}$ according to Equation (3). Note that, even for EMUT C, the standard deviation $\sigma_{K_{EM C}}$ associated to the computed average calibration coefficient, is very limited compared to the related average value $\bar{K}_{EM C}$ and consistent with the ones obtained for EMUT A and EMUT B in [32] and reported in Table 5 for the sake of readability. This result means that the EMUT A, EMUT B, and EMUT C calibration measurements are distinguished by a good repeatability (all obtained standard deviations are at least 5000 times lower than the measured quantity). Finally, a check of the accuracy class has been conducted, and since the percentage error is about 0.70%, the EMUT C has been proved to be widely compliant with the declared class (as for the EMUTs A and B).

### Table 4. EMUT C calibration at nominal sinusoidal conditions.

| $E_t$ (Wh) | $E_{mC}$ (Wh) | $K_{EM C}$ | $\epsilon_C$ % (%) |
|------------|---------------|-------------|-------------------|
| 36,416.0   | 36,648        | 1.00637     | 0.64              |
| 36,419.5   | 36,658        | 1.00655     | 0.65              |
| 36,420.8   | 36,660        | 1.00657     | 0.66              |
| 36,423.7   | 36,663        | 1.00657     | 0.66              |
| 36,407.3   | 36,657        | 1.00686     | 0.69              |
| 36,404.6   | 36,658        | 1.00696     | 0.70              |
| 36,406.7   | 36,662        | 1.00701     | 0.70              |
| 36,406.9   | 36,662        | 1.00701     | 0.70              |

$\bar{K}_{EM}$: 1.00674

$\sigma_{K_{EM}}$: $9 \times 10^{-5}$

### Table 5. EMUTs A and B calibration at nominal sinusoidal conditions.

|                     | EMUT A | EMUT B |
|---------------------|--------|--------|
| $\sigma_{K_{EM}}$ a | 2 $\times 10^{-5}$ | 4 $\times 10^{-5}$ |

* The corresponding samples are shown in [32].

#### 5.2. Fixed Random Harmonics

In Table 6, the readings and the additional percentage errors $\epsilon_i$ % ($i = A$, B, and C) regarding the active energy measurements for the two fixed random harmonics tests are collected. The standard uncertainty $u_{\epsilon_i}$ % of each additional percentage error computed for this test is shown in the top row of Table 7.

### Table 6. EMUTs additional percentage error at random distorted current and voltage condition.

| THD (%) | $E_t$ (Wh) | $E_{mA}$ (Wh) | $E_{mB}$ (Wh) | $E_{mC}$ (Wh) | $\epsilon_A$ % (%) | $\epsilon_B$ % (%) | $\epsilon_C$ % (%) |
|---------|------------|---------------|---------------|---------------|-------------------|-------------------|-------------------|
| $\xi_1$ | 4.2        | 36,529.1      | 36,528.3      | 36,474.8      | 0.00              | -0.15             | -0.04             |
| $\xi_2$ | 6.4        | 36,532.2      | 36,539.2      | 36,474.8      | 0.02              | -0.16             | -0.06             |

Examining also the $\epsilon_i$ % values in Table 6, it can be noticed that: first, the magnitude of EMUT B’s percentage error is greater than $u_{\epsilon B}$% by around 2 times; second, the values of $\epsilon_A$ % and $\epsilon_C$ % are of the same order of magnitude of (and even smaller than) $u_{\epsilon A}$% and $u_{\epsilon C}$%. Given that, the analysis of the presented values is carried out according to the following considerations. Thanks to the average calibration coefficient $\bar{K}_{EM C}$ definition, it is possible to express the additional percentage error $\epsilon_i$ % ($i = A$, B, C) by Equation (5). $\epsilon_i$ % is equal to zero (within the limits of the variation associated with $\bar{K}_{EM C}$) if $E_{m i}$ ($i = A$, B, C) is measured in conditions analogous to the ones of the calibration procedure. When the current and voltage distortion is introduced, the root mean square (RMS) values are the same
as the ones related to the sinusoidal quantities used for the calibration. The reference energy meter is assumed to not present a significantly different behavior in the distorted conditions, given its wide bandwidth. Therefore, any value of the \( e_i^\% \) different from zero observed in distorted conditions may be attributed to a performance downgrade of the EMs in these conditions. But first, the uncertainty associated to \( e_i^\% \) must be considered: if its confidence interval does not include zero, then it is reasonable to state that the EMs’ behavior have been affected by the introduced distortion; otherwise, if the interval includes zero, the impact of the distortion is not observable and nothing can be stated. Finally, the confidence interval has been computed as a double-sided interval centered in \( e_i^\% \) by means of the standard uncertainty.

**Table 7.** Evaluation of Standard Uncertainty for the EMUTs additional percentage errors.

|                      | \( u_{eA^\%} \) (%) | \( u_{eB^\%} \) (%) | \( u_{eC^\%} \) (%) |
|----------------------|----------------------|----------------------|----------------------|
| Fixed random harmonics | \( \ddagger 1 \)   | 0.09                 | 0.09                 | 0.09                 |
|                      | \( \ddagger 2 \)   |                      |                      |                      |
| #1                   |                      |                      |                      |
| #2                   |                      |                      |                      |
| #3                   |                      |                      |                      |
| Random time-varying harmonics | #4 | 0.2 | 0.2 | 0.2 |
| #5                   |                      |                      |                      |
| #6                   |                      |                      |                      |
| #7                   |                      |                      |                      |

According to the analysis above, only EMUT B shows a slight influence due to the fixed random harmonic presence, given that the relative confidence intervals are \([-0.24\%, -0.06\%]\) and \([-0.25\%, -0.07\%]\).

5.3. **Random Time-Varying Harmonic Distortion**

In Table 8, there are listed the observed maximum and minimum THD values of the generated current and voltage waveforms for each test sequence.

**Table 8.** THD range maximum and minimum values with random time-varying harmonic distorted current and voltage distortion.

| Sequence | THD Min (%) | THD Max (%) |
|----------|-------------|-------------|
| #1       | 3.5         | 6.9         |
| #2       | 3.5         | 6.9         |
| #3       | 3.8         | 7.0         |
| #4       | 3.8         | 7.0         |
| #5       | 3.2         | 6.9         |
| #6       | 4.2         | 7.0         |
| #7       | 3.7         | 7.5         |

For each sequence, the \( E_{m_i} \) values, the reference energy readings \( E_i \) and the \( e_i^\% \) are shown in Table 9, while the standard uncertainties \( u_{e_i^\%} \) of the additional percentage errors \( e_i^\% \) are reported in the bottom row of Table 7.
Table 9. EMUTs additional percentage error with random time-varying harmonic distorted current and voltage distortion.

| Sequence | $E_t$ (Wh) | $E_{mA}^*$ (Wh) | $E_{mB}^*$ (Wh) | $E_{mC}^*$ (Wh) | $e_A^*$ (%) | $e_B^*$ (%) | $e_C^*$ (%) |
|----------|------------|----------------|----------------|----------------|-------------|-------------|-------------|
| #1       | 38,075.1   | 38,201.9       | 38,060.6       | 38,075.5       | 0.3         | 0.0         | 0.0         |
| #2       | 38,067.3   | 38,194.0       | 38,060.6       | 38,078.5       | 0.3         | 0.0         | 0.0         |
| #3       | 38,059.4   | 38,192.0       | 38,060.6       | 38,067.5       | 0.3         | 0.0         | 0.0         |
| #4       | 38,061.8   | 38,177.2       | 38,060.6       | 38,082.4       | 0.3         | 0.0         | 0.1         |
| #5       | 38,053.8   | 38,167.3       | 38,060.6       | 38,068.5       | 0.3         | 0.0         | 0.0         |
| #6       | 38,050.9   | 38,160.4       | 38,060.6       | 38,072.5       | 0.3         | 0.0         | 0.0         |
| #7       | 38,051.4   | 38,107.9       | 38,060.6       | 38,079.5       | 0.1         | 0.0         | 0.0         |

The random current and voltage distortion variations lead to percentage error variations that are not significant for EMUT B and C: as a matter of fact, the $u_{el}\%$ values define confidence intervals including zero (see observations in Section 4.2). On the contrary, EMUT A exhibits a $[0.1\%, 0.5\%]$ confidence interval of $e_i^\%$ for the sequences #1 to #6. Then, it can be concluded that the effect of the test scenario where the harmonic distortion of the current and the voltage waveforms randomly evolves over the time is not negligible for the EMUT A. Finally, observing Table 7, one could question the fact that the uncertainties relative to the percentage errors in the random time-varying harmonic test are higher than the ones in the fixed random harmonic test. This results from the test setup. In order to change the harmonic content of the voltage and current waveforms, the calibrator outputs must be set on standby and the active energy cannot be measured during the transients between the standby and operational states because they would pollute the measurement. Therefore, considering that each harmonic configuration shall be applied for about 10 min, the present test results in performing about 50 different measurements and then to sum the readings of each measurement. Hence, the uncertainty of the $e_i^\%$ relative to the cumulative readings is higher than the uncertainty obtained in the fixed random harmonic cases. However, even if this uncertainty is twice the one in the fixed random harmonics case, it is still possible to observe whether the EMUTs’ behavior is affected. Of course, the variation of the measured quantity must be evaluated against its confidence interval in order to judge the experimental result.

6. Conclusions

The energy meter performances are affected by the spread of new actors among the grid, which degrade the overall power quality and the quantities to be measured. This challenging scenario and the need of more and more network observability demand new testing procedures to be developed.

To this purpose, three off-the-shelf energy meters have been tested by applying distorted current and voltage waveforms. Their behavior has been assessed computing the index prescribed by the standards to verify whether distorted conditions affect the energy meters accuracy. From the results it is possible to conclude that (i) the adopted waveforms and the measurement setup implemented allow appreciating small variations in the energy meters accuracy; (ii) not all the energy meters are affected by distorted conditions. Therefore, considering the test waveforms prescribed by the standards and the results herein presented, it can be concluded that the standards should improve in terms of incorporating more realistic test waveforms to better assess the energy meters’ behavior in realistic conditions.
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Appendix A

It is important to assess the uncertainty affecting the process of acquiring the EMs’ test output. The acquisition process can be considered error-free, according to the following considerations.

- The test output signals’ features are described in standards EN 62052-11 [37] (for optical test output) and EN 62053-31 [40] (for static test output). The EN 62053-31 prescribe the pulse signal time duration \( t_{ON} \) to be \( \geq 30 \) ms and the time between two pulses \( t_{OFF} \geq 30 \) ms; while the EN 62052-11 prescribe the pulse signal time duration \( t_{ON} \) to be \( \geq 0.2 \) ms and the time between two pulses \( t_{OFF} \geq 0.2 \) ms. In EMUT A datasheet, the minimum flashing light period is declared to be 90 ms, therefore a \( t_{ON} \approx 40 \) ms could be expected. However, let us assume the worst case where \( t_{ON} = 0.2 \) ms.

- This pulse is expected to be observed about every 0.78 s, since the power flowing through the meter is 4.6 kW and the test outputs provide with 1 pulse per watthour.

Given these time scales, the pulse reader circuits bandwidth is not a problem. Moreover, the adopted DAQ sampling rate is 50 kSa/s, which allows a finely pulse recording (at least 10 points for each pulse signal time duration \( t_{ON} \) are collected in the worst scenario, and the threshold is set at 2.5 V, as some digital filtering is implemented to avoid bad counting). Moreover, the NOT logical ports employed as voltage regulators, featuring the Schmitt trigger circuit to prevent bad counting due to noise.

In such conditions, the system “pulse reader circuit + DAQ” is analogous to the performance of a properly implemented digital counter, whose accuracy is known to be \( \pm 1 \) (the Least Significant Bit is the one affected by uncertainty).

The DAQ acquiring the EMs’ test output and the reference energy meter query are performed as consecutive operations by LabVIEW. Thus, given the expected pulse periodicity of 0.78 s, the expected error of the implemented virtual digital counter described above is \( \pm 1 \). Reminding that each pulse corresponds to 1 Wh, it means that if the EM measures 36,800 Wh, then the error is due because we consider the pulsed signal as \( \pm (1/36,800) = 3 \times 10^{-5} \). Such an error is lower than the accuracy of the reference energy meter.
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