Effective low energy theory for surface Andreev bound states of superconducting phases in generalized Bernevig-Hughes-Zhang models
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A method for constructing the low energy effective models for pairings in the generalized Bernevig-Hughes-Zhang model for materials like Bi$_2$Se$_3$ is proposed. Pairings in this two-orbital model are identified with those familiar in one-orbital models, enabling a unified understanding. The theory provides an easy way to understand the topological nature of the superconducting state that is not directly related to the topological order in the normal state but due to subtle coupling among the degrees of freedom. Furthermore, this approach shows a simple way to characterize the anisotropic nature of surface Andreev bound states (SABSs). In particular, we have identified the conditions to have a surprising new result of having two pairs of SABSs. It also leads to a conclusion that SABSs always connect with the topological surface states if the latter are well defined at the chemical potential.
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I. INTRODUCTION

Time reversal invariant (TRI) topological superconductor (TSC), which was proposed as a generalization of the TRI topological insulator (TI), has become a research focus of condensed matter physics. One promising candidate of TRI TSC is Cu$_2$Bi$_2$Se$_3$, which is also the first superconductor (SC) realized from a three dimensional (3D) TI. Intensive subsequent searches have added to the candidate list of TRI TSC the Bi$_2$X$_3$ (X is Se or Te) under high pressure, and the In-doped SnTe. A common feature of these SCs is that, their normal phases are described by the same kind of low energy effective model, which we call here as the generalized Bernevig-Hughes-Zhang (BHZ) model.

One of the most remarkable features of TRI TSC is that they support surface Andreev bound states (SABSs) known as Majorana fermions, which are promising candidates for realizing the fault-tolerant topological quantum computations. The SABSs are also essential for a certain pairing to be topological. Several candidate pairings for Cu$_2$Bi$_2$Se$_3$ and similar materials are known to support SABSs. An interesting feature of the SABSs for some topological nontrivial pairings of superconducting TIs (STIs) is that, they connect continuously to the topological surface states (TSSs) inherited from the normal phase (henceforth called SABS-TSS connection). While this feature was explained as an accidental crossing between the SABSs and the TSSs, and also in terms of mirror symmetry breaking by the pairing, whether or not it occurs for all pairings that support SABSs is still unclear. Besides, it is not clear from the existing works whether new kinds of SABSs can be expected for pairings realized in the generalized BHZ model. Since the generalized BHZ model is a two-orbital model, it is not easy to extract physics by working with the full model directly. A simple picture for the pairings in these materials that can give a fast and reliable answer for the existence and property of the SABSs is thus highly desired.

In this work, we propose a simple and unified way to understand the low energy properties of these exotic SCs, the STIs in particular. Exploiting the close analogy between TIs and single orbital TRI TSCs, we show that if a pairing in the two-orbital generalized BHZ model is topological nontrivial, the full model can be reduced to low energy effective models corresponding to conventional $p$ wave triplet SCs, all well-known in the study of $^3$He. The normal state $Z_2$ topological order is found not essential for a certain pairing to be topological. However, for $Z_2$ nontrivial normal state, the topological pairing can own one or two Kramers’ pairs of SABSs, depending on the relative position of the chemical potential with respect to the bands. In addition, we show that the SABS-TSS connection is a universal character of STIs. Thus, this new approach not only provides a unified picture for pairings in two-orbital BHZ type models and in one-orbital models but also provides a very useful and intuitive way to understand the low energy properties (e.g., SABSs) of STIs and related SCs in terms of well-known prototypes.

In the rest of the paper, we first present the model, the main results and related discussions in Sec.II. Then we give a short summary in Sec.III. The technical details are provided in the Appendices.

II. RESULTS AND DISCUSSIONS

Bi$_2$Se$_3$ and other relevant materials are well described by a minimal two-orbital $k \cdot p$ model which can be regarded as a 3D generalization of the two dimensional (2D) BHZ model. This model can be mapped to a 3D hexagonal lattice. Define the basis vector for a wave vector $k$ in the hexagonal
BZ as \( \phi^\dagger_{k} = [a^\dagger_{k_x}, a^\dagger_{k_y}, b^\dagger_{k_x}, b^\dagger_{k_y}] \), in which \( a \) and \( b \) operators correspond to the two orbitals, the Hamiltonian matrix is written as

\[
h(k) = \epsilon(k)\sigma_0 \otimes s_0 + m(k)\sigma_3 \otimes s_0 + \sigma_1 \otimes [c_y(k)s_1 - c_x(k)s_2] + c_z(k)\sigma_2 \otimes s_0,
\]

where \( s_\alpha \) and \( \sigma_\alpha \ (\alpha=1,2,3) \) are Pauli matrices in the spin and orbital subspaces, respectively. \( s_0 \) and \( \sigma_0 \) are 2 by 2 unit matrices. The inversion operator is \( P = \sigma_3 \otimes s_0 \).\(^{[14]} \) In this orbital convention, \( a \) and \( b \) have even and odd parities, respectively.\(^{[32, 43]} \) A slightly different model, with the \( c_y(k)\sigma_3 \otimes s_0 \) term in Eq.(1) replaced by \( c_x(k)\sigma_1 \otimes s_3 \), is also widely used in the literature.\(^{[14, 32, 40]} \) This modified model (henceforth called modified Eq.(1)), though does not respect the mirror symmetry of actual materials,\(^{[16]} \) describes a TI.\(^{[14, 32, 43]} \) We would consider mostly Eq.(1) and sometimes also use the modified model in our analysis.

Take lattice parameters as length units, we have \( m(k) = m_0 + 2m_2 (3 - 2 \cos \frac{2\pi}{2}k_x \cos \frac{1}{2}k_y - \cos k_y) + 2m_3 (1 - \cos k_z) \), where \( m_1m_2 > 0 \). \( \epsilon(k) \) is obtained from \( m(k) \) by substituting \( c_x \) for \( m_0 \) and describes a topologically trivial band shift. \( c_x(k) = \frac{2}{\sqrt{A}} A \sin \frac{\sqrt{A}}{2}k_y \), \( c_y(k) = \frac{2}{\sqrt{A}} A \cos \frac{\sqrt{A}}{2}k_y \), and \( c_z(k) = B \sin k_z \). Two ingredients are known to be essential to make the (generalized) BHZ model a description of TIs.\(^{[5, 40]} \) The first is the existence of couplings between the two orbitals, which must be odd functions of \( k \) since \( a \) and \( b \) are of opposite parity and the materials have inversion symmetry. This is embodied in the \( c_\alpha(k) \ (\alpha = x, y, z) \) terms originating from spin-orbit interaction.\(^{[32, 43]} \) The other is the existence of band inversion (BI), in which the ordering of the two orbitals are inverted somewhere in the BZ, satisfied when \( m_0m_1 < 0 \) and \( |m_0/m_\alpha| \ (\alpha=1,2) \) are not too large.\(^{[14, 34, 32, 40]} \)

We now review and emphasize the similarity between TIs, focusing on the generalized BHZ model, and one-orbital TRI TSCs.\(^{[1, 23, 24, 28] }\) Historically, TRI TSCs were found decades ago (e.g., the BW phase of \(^{3}\)He\(^{/2}\)) and were reformulated recently in close analogy to TIs.\(^{[1–3]} \) The analogy is rooted in the similarity between the Bogoliubov-de Gennes (BG) Hamiltonian for a SC and the Hamiltonian for a band insulator. To establish a formal equivalence in terms of Eq.(1) for the generalized BHZ model, let us set the topologically irrelevant \( \epsilon(k) \) term here to zero in this work (See Appendix D for an analysis of this approximation). Then make a rotation of \( \frac{\pi}{2} \) round the \( x \) axis in the spin subspace by \( U = \sigma_0 \otimes e^{\frac{i\pi}{2} s_3} \) and a further substitution of \(-c_y(k) \) for \( c_y(k) \) and \( c_z(k) \) for \( c_y(k) \) which amounts to a rotation of \( \frac{\pi}{2} \) round \( k_x \) axis in the \( k \) space, Eq.(1) becomes

\[
m(k)\sigma_3 \otimes s_0 - c_y(k)\sigma_1 \otimes s_3 - c_x(k)\sigma_2 \otimes s_0 + c_z(k)\sigma_3 \otimes s_1.
\]

Now, reinterpret the \( a \) and \( b \) orbitals as the particle and hole bands in a single band SC, and noting that \( c_\alpha(k) \sim k_\alpha \ (\alpha = x, y, z) \) for \( k \approx 0 \), the above model is exactly the BDG Hamiltonian of the BW state, up to an anisotropy between the \( k_x, k_y \) plane and the \( k_z \) direction.\(^{[23, 32, 37]} \)

\[
H(k) = \left( \begin{array}{cc}
h(k) - \mu & \sigma_0 \otimes s_0 \\
-\Delta^\ast(-k) & \mu \sigma_0 \otimes s_0 - h^\ast(-k)
\end{array} \right)
\]

where \( \mu \) is the chemical potential.

We first study an interorbital triplet pairing which is topological nontrivial and have attracted the most atten-

---

**FIG. 1:** Schematic drawing of three kinds of band structures that can occur in the generalized BHZ model, with the \( \epsilon(k) \) term discarded. In each pair of figures in (a), (b) and (c), the left one shows the relative position of \( m(k) \) (the upward parabola) and \(-m(k) \) (the downward parabola), the right one shows the relative position of the bulk conduction band (the upward parabola) and bulk valence band (the downward parabola), in the normal phase. The horizontal dotted lines show positions of the chemical potential taken in this work. The two crossing points on each figure between the vertical dashed line and the two curves label the extremal points of \( \pm m(k) \) or the bulk conduction and valence bands. In this work, the extremal points for the right figure of (c) correspond to \( k_x = k_y = 0 \) and \( k_z \neq 0 \), whereas they correspond to \( k_x = k_y = k_z = 0 \) for all other figures (See Appendix E).
tion to date, written as $\Delta_m(k) = \Delta_0\sigma_2 \otimes s_1$. As in all previous works, we first set $\mu$ far away from the TI gap center where the BI occurs. Without loss of generality, we first set the parameters as $m_1 = m_2 = 0.5$, $A = 1.5$, $B = 1$, $m_0 = -0.7$ and $\mu = 0.9$. As shown in Fig.1(a) for a schematic drawing of this parameter set, only the $a$ orbital crosses $\mu$, and makes a PHI. Though the pairing operator contains the two orbitals on an equal footing, the $b$ orbital only sees a strong pairing field (in the naming convention of Read and Green[44]) and thus cannot hold a topological pairing. To be more specific, in terms of the Nambu description, the pairing introduces a hole orbital for both the $a$ and the $b$ particle orbitals. While the particle and hole orbitals meet and invert at $\mu$, the particle and hole orbitals are both far away from $\mu$, as shown in Fig. 1(a). Thus, the low energy quasiparticle excitations close to $\mu$ should be associated mostly with the $a$ orbital. Since we are interested only in low energy properties, in particular the SABSs, we could integrate out the high energy degrees of freedom corresponding to the $b$ orbital, and work with a low energy effective model associated mainly with the $a$ orbital.

To simplify the deductions, we redefine the Nambu basis as $\psi_k = [\phi^\dagger_k, \phi^\dagger_k]$, with $\phi^\dagger_k = [a^\dagger_k, a_{-k}^\dagger, a_k, a_{-k}]$ and $\phi^\dagger_k$ similarly. Labeled by the $a$ and $b$ orbitals, the BdG Hamiltonian $H(k)$ is written into block form.

The upper-left diagonal block for the $a$ orbital is $h_a = [m(k) - \mu]s_0 \otimes \tau_3$, the lower-right diagonal block for the $b$ orbital is $h_b = -[m(k) + \mu]s_0 \otimes \tau_3$, the off-diagonal blocks are $h_{ab} = h_{ba} = -ic(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_z(k)s_2 \otimes \tau_3 - i\Delta_0 s_1 \otimes \tau_1$. To get the low energy effective model within the $a$ orbital, we suppose $[u_a, v_b]^T$ is an eigenfunction of $H(k)$ with energy $E$. Thus we have $h_a u_a + h_{ab} v_b = E u_a$ and $h_b v_b + h_{ba} u_a = E v_b$. Eliminate $v_b$, we get the eigen-equation for a orbital as $[h_a + h_{ab}(E - h_b)^{-1}h_{ba}]u_a = h_a u_a = E u_a$. $\tilde{h}_a$ is the low energy effective model that we want. Since we focus on states with $|E| \leq \Delta_0$, for small pairing amplitudes we could set $E = 0$ in $\tilde{h}_a$ which amounts to neglecting small quantities proportional to $E/(m(k) + \mu)$ and their higher order terms (See Appendix C). Thus we get the low energy effective model within the $a$ orbital subspace as

$$\tilde{h}_a \simeq h_a + h_{ab}(-h_b)^{-1}h_{ba} = [m - \mu + \frac{c_z^2 + c_y^2 + c_x^2 - \Delta_0^2}{m + \mu}]s_0 \otimes \tau_3$$

$$- \frac{2\Delta_0}{m + \mu}[c_x s_3 \otimes \tau_1 + c_y s_0 \otimes \tau_2 - c_z s_1 \otimes \tau_1],$$

where we have made the $k$ dependencies of the various terms implicit. A moment’s reflection by taking into account the fact that $c_a(k) \sim k_a$ for $k \sim 0$ can convince one that, up to an anisotropy between the $k_x, k_y$ plane and the $k_z$ direction, the effective triplet pairing in Eq.(3) describes the well-known BW phase.

According to the two criteria for identifying TSCs in a one-orbital model, we have to see whether a PHI still occurs in the effective model, that is whether or not $m^2 + c_z^2 + c_y^2 + c_x^2 - \mu^2 - \Delta_0^2$ changes sign somewhere in the BZ, if $m - \mu$ changes sign in the BZ. We have found that, once $\Delta_0$ is small compared to $\sqrt{c_z^2 + c_y^2 + c_x^2}$ evaluated at wave vectors satisfying $m(k) = \mu$, PHI always occurs in the effective model (See Appendix D). This is consistent with our assumption of small $\Delta_0$ and relevant experiments. Recalling the identification to the BW phase, we know from previous works that, this pairing is fully gapped and is topologically nontrivial supporting SABSs on an arbitrary surface.

Furthermore, it is easy to see that PHI in the effective model occurs regardless of the value of $m_0$ and thus occurs even for $m_0 m_1 > 0$ (no BI in the normal phase, see Fig.1(b) for a schematic illustration) which corresponds to a topologically trivial normal phase, such as $Sb_2Se_3$. So, $\Delta_1$ is TSC even if the normal phase is topologically trivial. To verify this result, we show in Figs.2(a) and 2(b) numerical results of the surface spectral functions for $m_0 m_1 < 0$ and $m_0 m_1 > 0$, respectively. In the small wave vector region, linearly dispersing SABSs appear in both two cases. The only qualitative difference appears close to the Fermi momentum, where the SABSs for a TI normal phase ($m_0 m_1 < 0$) connects continuously to the TSSs. On account of this finding, ordinary semiconductors like $Sb_2Se_3$ with strong SOI are also promising candidates to find topological pairings.

Since the low energy effective models for the TSC phase within the $a$ orbital are essentially the same for $m_0 m_1 < 0$ and $m_0 m_1 > 0$, we are led to conclude that the parts of the two kinds of SABSs which have their origin in the TSC states are equivalent, and the additional feature for $m_0 m_1 < 0$ in Fig.2(a) close to the Fermi momentum is a result of hybridization between the SABSs and the TSSs. The merge of SABS with TSSs is because on one hand the pairing $\Delta_k(k)$ cannot open a gap within the TSSs and on the other hand the TSSs are well separated from the bulk states and thus well defined at $k \neq 0$. Later in this work we would show that the SABS-TSSS connection is likely a universal feature of STI.

Apart from the merge of SABS with TSSSs, there is another important difference between $m_0 m_1 < 0$ and $m_0 m_1 > 0$. For $m_0 m_1 > 0$ without of BI, PHI can only occur for a single orbital. But for $m_0 m_1 < 0$ with BI, PHI can occur for both of the two orbitals if $A^2 < 3|m_0 m_1|$ or $B^2 < 2|m_0 m_2|$, and if we place $\mu$ properly ($\mu$ should cross one bulk band to ensure bulk pairing) within the region of $0 < |\mu/m_0| < 1$ (see Appendix E for more detailed explanations). See Fig.1(c) for a schematic illustration of the situation in the normal phase. In this case, the $a$ and $b$ orbitals both contribute nontrivially to the superconducting phase low energy excitations. For $|\mu| > 0$, $m(k) - \mu$ and $-m(k) - \mu$ never change sign at the same wave vector (see the left figure of Fig.1(c) for an illustration of $\mu > 0$). So, PHI for orbitals $a$ and $b$ occur at different portions of the BZ, which we denote...
as BZ$_a$ and BZ$_b$. For $\Delta_0 \ll |\mu|$, BZ$_a$ and BZ$_b$ share no common wave vectors. We are thus justified to get two low energy effective models $\hat{h}_a$ and $\hat{h}_b$ in BZ$_a$ and BZ$_b$, respectively. Still consider $\Delta_1$, $\hat{h}_a$ is as shown in Eq.(3). $\hat{h}_b$ is obtained from Eq.(3) by making the substitution of $\hat{h}_b = \hat{h}_a[m \rightarrow -m, \Delta_0 \rightarrow -\Delta_0, \epsilon_z \rightarrow -\epsilon_z]$. As a result, there would be two pairs of SABSs on each surface, originating separately from $\hat{h}_a$ and $\hat{h}_b$. The coupling between BZ$_a$ and BZ$_b$, upon the introduction of the surface, would induce hybridization between the two pairs of SABSs, so that the energies of the SABSs at the time reversal invariant momentum of the surface BZ (i.e., $k_x = k_y = 0$) would be nonzero. As shown in Figs.2(c) and 2(d) are results for two typical parameter sets. The presence of two pairs of SABSs, and the nonzero excitation energies for $k_x = k_y = 0$ are both obvious, which are easily understood with our low energy effective model approach. More discussions for the SABSs can be found in Appendix F. The finding of two pairs of SABSs is new in the present system and never shown before. Since in actual TIs, like Bi$_2$Se$_3$ and Bi$_2$Te$_3$, $A$ and $B$ are small enough and satisfy the conditions $A^2 < 3|m_0m_1|$ or $B^2 < 2|m_0m_1|$, it is quite possible to observe two pairs of SABSs in experiments if the chemical potential is chosen properly.

So far we have shown with $\Delta_1(k)$ as an example that the TSCs emerging from the generalized BHZ model can be understood clearly through the low energy effective models. This analysis is easily extended to other pairings. We would concentrate in the following on the cases in which BI occurs in the normal phase ($m_0m_1 < 0$) and only the $a$ orbital has a PHI ($\mu > -m_0 > 0$).

Two other triplet pairings are known to support nontrivial SABSs, which are $\Delta_0(k) = \Delta_0\sigma_2 \otimes s_3$ and $\Delta_1(k) = i\Delta_0\sigma_2 \otimes s_0$. Following the same analysis as above, we can get their low energy effective models. The effective pairings within the $a$ orbital subspace for $\Delta_0(k)$ and $\Delta_1(k)$ turn out to be equivalent to the planar phase of $^3$He in the $k_xk_z$ and $k_yk_z$ plane, respectively (see Appendix A).

An odd parity singlet pairing, $\Delta_1(k) = i\Delta_0\sigma_2 \otimes s_2$ is also of interest to us. Direct calculation (see Appendix A) shows that the low energy effective pairing within the $a$ orbital is also similar to the planar phase of $^3$He, but within the $k_xk_y$ plane. Since this effective pairing does not change sign across the $xy$ surface, it would not give SABSs lying in the $xy$ plane. But if a clean surface parallel to the $z$ axis can be prepared, this pairing should also give SABSs similar to the above two triplet pairings.

Recently, we have proposed a novel spin singlet pairing which gives flat-band SABSs, for Cu$_x$Bi$_2$Se$_3$ and Bi$_2$Te$_3$. In the present convention, it is defined as $\Delta_0(k) = i\Delta_0\varphi_k \sigma_2 \otimes s_2$, where $\varphi_k = \frac{3}{2} \sin \frac{k_y}{\sqrt{3}}[\cos \frac{\sqrt{3}}{2}k_x + \cos \frac{\sqrt{3}}{2}k_y] \sim k_y$ (or $\varphi_k = \frac{3}{2} \sin \frac{\sqrt{3}}{2}k_x \cos \frac{\sqrt{3}}{2}k_y \sim k_x$). The low energy effective model for this pairing turns out to be $d_xz$ (or $d_xz$) wave singlet pairing (see Appendix A).

In terms of this correspondence, the SABSs in this pairing is similar to the SABSs in cuprates.

It is now clear that pairing in the low energy effective model can be quite different from its original form. This originates from the inherent intricate couplings among the degrees of freedom in the model. Hence, a subtle change of these couplings would manifest itself in the change of the low-energy effective models, even if the topological (e.g., $Z_2$) nature of the normal phase remains unchanged. We illustrate this point by studying typical pairings formed in the modified Eq.(1).

First consider $\Delta_1(k)$. The low energy effective model is easily obtained. Instead of a BW type pairing, the effective pairing in the low energy model is equivalent to the planar phase of $^3$He, within the $k_xk_y$ plane (see Appendix B). Since the order parameter does not change sign across the $xy$ plane, no SABSs are expected in this model. Now, consider the odd-parity singlet pairing $\Delta_1(k)$. The low energy effective pairing within the $a$ orbital turns out to be equivalent to the BW phase by a proper redefinition of axes (see Appendix B) and in comparison to the planar phase in the original model of Eq.(1). Thus we have seen a slight difference in the original model of Eq.(1) and the modified Eq.(1) will give very different SABSs. Thus specific coupling among the degrees of freedom determines the topological nature of a pairing.

We now come back to Eq.(1) and answer whether or
not SABSs will always merge with TSSs in STIs that support SABSs, and TSSs are well separated from the bulk band states at $\mu$. [14] [10] This question can be answered by thinking reversely: If all pairings that can open a gap in the TSSs do not support SABSs on the $xy$ surface, then all pairings supporting SABSs on the $xy$ surface cannot open gap in the TSSs, hence the two different surface states will merge.

To test the above statement, we first construct the TRI pairing that can form in the TSSs. [14] The TSSs on the $xy$ surface of a sample occupying the $z < 0$ half space are obtained by solving the surface modes in terms of the continuum limit of Eq.(1). [14] [13] Denoting the surface states in terms of the basis $\phi_k$ by making the $z$ dependency implicit, the two zero energy modes for $k_x = k_y = 0$ are found to be $\eta_1 = \frac{1}{\sqrt{2}}[1, 0, 0]$ and $\eta_2 = \frac{1}{\sqrt{2}}[0, 1, 0, 1]$. The effective model for the TSSs is [14]

$$H_{eff}(k) = c_y(k)s_1 - c_x(k)s_2, \quad (4)$$

where $k$ is now defined in the surface BZ. Its two eigenvalues can be taken as $\eta_\alpha(k) = \frac{1}{\sqrt{2}}[\alpha c_y(k) + ic_x(k)]$, with $\alpha = \pm$ and the corresponding eigenenergies $E_\alpha(k) = \alpha \sqrt{c_y^2(k) + c_x^2(k)}$. The annihilation operators for the eigenstates are thus $f_{k,\alpha} = \frac{1}{2}(\alpha c_y(k) - ic_x(k)) \sqrt{c_y^2(k) + c_x^2(k)} (a_k^\dagger + b_k^\dagger) + (a_k + b_k)$.

Without loss of generality, consider pairing in the TSSs for $\mu > 0$. The TRI pairing then must come in the form of $\frac{c_y(k)}{\sqrt{c_y^2(k) + c_x^2(k)}} f_1^\dagger k + f_2^\dagger k$. [14] In terms of the $a$ and $b$ operators, this pairing can be decomposed into two singlet and two triplet pairings. One singlet pairing is $\Delta_0(k) = i\Delta_0 \sigma_0 \otimes s_2$. For this pairing, the low energy effective pairing for the a orbital is an s wave singlet pairing with slight anisotropy and thus do not support SABSs (see Appendix A). Another singlet pairing is $\Delta_0(k)$ studied earlier. This phase, though not completely topologically trivial, does not support SABSs on the $xy$ surface.

The two triplet pairings are both similar to the planar phase of $^3$He, including one intraorbital and one interorbital component. The interorbital component is $\Delta_0(k) = \frac{3\Delta_0}{\sqrt{2}} \sigma_1 \otimes [c_y(k)s_1 - c_x(k)s_2]/i s_2$. The effective pairing within the a orbital subspace is proportional to $\frac{1}{\sqrt{c_y^2(k) + c_x^2(k)}} i s_2$, an anisotropic s wave pairing of approximately $s_2 + y^2$ symmetry (see Appendix A). This pairing is thus trivial and does not support SABSs on any surface. The intraorbital component is $\Delta_0(k) = \frac{3\Delta_0}{\sqrt{2}} \sigma_0 \otimes c_y(k)s_1 - c_x(k)s_2/i s_2$. The low energy effective model for $\Delta_0(k)$ describes a planar state in the $k_x k_y$ plane, and thus does not support SABSs on the $xy$ surface (see Appendix A).

Because the above four pairings exhaust the pairings that can open gap within the TSSs ($xy$ surface) yet none of them support SABSs on the $xy$ surface, any pairing that supports SABSs on the $xy$ surface cannot open gap within the TSSs. Thus, in the assumed situation of well defined TSSs separated from the bulk band states, the SABSs if exist will merge with the TSSs. We would like to point out that, though all pairings supporting SABSs do not open gap within the TSSs, the TSSs are modified by the pairing through coupling with the bulk states. The detailed analysis will be presented in a later work.

### III. SUMMARY

To summarize, we propose and illustrate how the superconducting phases of the generalized BHZ model, a description of pairings in STIs and SCs realized from semiconductors with large spin orbit interaction, can be understood easily in terms of low energy effective models, constructed following the guide of analogy between TI and one orbital TSCs. Several predictions are made following this new approach. The normal state topological order is not essential for a pairing to be topologically nontrivial. Whereas the delicate couplings of degrees of freedom in the model are of crucial importance. For TI normal phase, TSCs may host one copy or two copies of SABSs, depending on the chemical potential. The previously found SABS-TSS connection structure is shown to be a universal feature of STIs.
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Note added.– In terms of basis transformation [20] or quasiclassical treatments [27], some results similar to the present work were also obtained.

### Appendix A: Low energy effective models for pairings in the generalized BHZ model of Eq.(1) of the main text

In the main text, we have shown explicitly the deduction and full expression of the low energy effective model for $\Delta_0(k)$. Here, we provide the construction of the low energy effective models for other numbered pairings that appear in the main text and two additional pairings, and identify them with known pairings in one-orbital model.

$$\Delta_0(k) = \Delta_0 \sigma_2 \otimes s_3.$$ For this pairing, we have $h_a = \left[m(k) - \mu\right] s_0 \otimes \tau_3$, $h_b = -[m(k) + \mu] s_0 \otimes \tau_3$, and $h_{ab} = h_{ba}^\dagger = -isc_y(k)s_0 \otimes \tau_3 + ic_x(k)s_1 \otimes \tau_0 - c_y(k)s_2 \otimes \tau_1 - i\Delta_0 s_3 \otimes \tau_1$. Hereafter in deriving the low energy effective models, we set the quasiparticle energy $E = 0$, the rationality of which is to be confirmed in Sec. III of this supplemental material. So the low energy effective model within the
The effective pairing is still triplet but becomes \( k \)-dependent. As is well-known, triplet pairings in a single orbital model can be written in terms of a vector \( \mathbf{d} \) as \( (\mathbf{d} \cdot \mathbf{s}) i s 2 = -d_1 s_3 + i d_2 s_1 + d_3 s_2. \) In this notation, the above effective pairing corresponds to \( d_1 (k) = -\frac{2\Delta_0}{m(\mathbf{k})+\mu}c_x(k), \quad d_2 (k) = 0, \quad \text{and} \quad d_3 (k) = \frac{\Delta_0}{m(\mathbf{k})+\mu}c_y(k). \) Close to \( k = 0 \), we have \( c_x(k) \simeq Ak_x \) and \( c_z(k) \simeq Bk_z. \) So, apart from the prefactor \( [m(\mathbf{k}) + \mu]^{-1} \) which is an even function of \( \mathbf{k} \) and the anisotropy coming from \( A \neq B \), the effective pairing describes the planar phase in the \( k_x k_z \) plane, well-known in the study of superfluid \(^3\)He. \(^{37}\)

Since the effective pairing is odd in \( k_z \), SABSs on the \( xy \) surface is expected to exist, which is confirmed in previous studies. \(^{14} \) \(^{13} \) \(^{17} \) In addition, at least a pair of gap nodes exist along the \( k_x \) axis in the surface Brillouin zone (BZ), since the effective pairing is \( k_y \) independent. Thus the SABSs for this pairing is highly anisotropic in contrast to the SABSs for \( \Delta_{\perp} (k) \). \(^{14} \) \(^{13} \) \(^{17} \)

\[ \Delta_{\parallel} (k) = i\Delta_0 \sigma_2 \otimes s_0. \] This is an also an interorbital triplet pairing. It has the same \( h_a \) and \( h_b \) as \( \Delta_{\perp} (k) \), while the interorbital couplings are

\[ h_{ab} = h_{ba}^\dagger = -ic_z(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3 + i\Delta_0 s_0 \otimes \tau_2. \]

The low energy effective model within the subspace of orbital \( a \) is

\[ \hat{h}_a \simeq h_a - h_{ab} h_a^{-1} h_{ba} = (m - \mu + \frac{c_x^2 + c_y^2 + c_z^2 - \Delta_0^2}{m + \mu}) s_0 \otimes \tau_3 - \frac{2\Delta_0}{m + \mu} (c_x s_0 \otimes \tau_2 - c_y s_3 \otimes \tau_1). \quad (A2) \]

In terms of the vector \( \mathbf{d} \), this effective model has a pairing corresponding to \( d_1 = 0 \), \( d_2 (k) = \frac{2\Delta_0}{m(\mathbf{k})+\mu}c_y(k) \), and \( d_3 (k) = 0. \) Comparing with the effective pairings for \( \Delta_{\parallel} (k) \) and \( \Delta_{\perp} (k) \), it is clear that this effective pairing also corresponds to a planar state, this time in the \( k_x k_y \) plane. Since the effective pairing do not change sign under a sign reversal of \( k_z \), this pairing does not support SABSs on the \( xy \) surface, in contrast to the former two pairings. \(^{14} \)

\[ \Delta_{\parallel} (k) = i\Delta_0 \sigma_2 \otimes s_2. \] This is a singlet pairing proposed recently by us as a possible candidate for the pairing of Cu, Bi2Se3, Bi2Te3 and Bi2Se4. \(^{22} \) For this pairing, \( h_a \) and \( h_b \) are the same as those for \( \Delta_{\perp} (k) \), and

\[ h_{ab} = h_{ba}^\dagger = -ic_z(k)s_0 \otimes \tau_3 - c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3 + i\Delta_0 s_0 \otimes \tau_2. \]

The low energy effective model within the subspace of orbital \( a \) is

\[ \hat{h}_a \simeq h_a - h_{ab} h_a^{-1} h_{ba} = (m - \mu + \frac{c_x^2 + c_y^2 + c_z^2 - \Delta_0^2}{m + \mu}) s_0 \otimes \tau_3 - \frac{2\Delta_0}{m + \mu} c_z(k) \varphi_k \otimes s_2 \otimes \tau_2. \quad (A4) \]

So, the effective pairing in the low energy one-orbital model for this novel singlet pairing is simply an anisotropic singlet pairing. Since for \( k \sim 0, \varphi_k \sim k_x \) or \( \sim k_y \), the small wave vector behavior of this pairing is identical to the \( d_{xz} \) or \( d_{yz} \) pairing. It is thus simple to understand why this pairing supports SABSs along \( x \) or \( y \) directions.

\[ \Delta_{\parallel} (k) = i\Delta_0 \sigma_0 \otimes s_2. \] For this intraorbital singlet pairing, we have

\[ h_a = [m(\mathbf{k}) - \mu] s_0 \otimes \tau_3 - \Delta_0 s_0 \otimes \tau_2, \]

\[ h_b = -[m(\mathbf{k}) + \mu] s_0 \otimes \tau_3 - \Delta_0 s_0 \otimes \tau_2, \] and

\[ h_{ab} = h_{ba}^\dagger = -ic_z(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3. \] The low energy effective model within the subspace of orbital \( a \) is

\[ \hat{h}_a \simeq h_a - h_{ab} h_a^{-1} h_{ba} = (m - \mu + \frac{c_x^2 + c_y^2 + c_z^2}{m + \mu} + \Delta_0^2 s_0 \otimes \tau_3 - [1 + \frac{c_x^2 + c_y^2 + c_z^2}{m + \mu} + \Delta_0^2] \Delta_0 s_0 \otimes \tau_2. \quad (A5) \]

The effective pairing is of the same symmetry and just introduces a \( k \)-dependent renormalization and in the meantime a slight anisotropy between the dependencies on \( k_x k_y \) and the dependency on \( k_z \) to the original intraorbital pairing amplitude. So this pairing is topological trivial.

\[ \Delta_{\parallel} (k) = \Delta_{\parallel} \sigma_1 \otimes [(c_y(k)s_1 - c_x(k)s_2) i s_2]. \] This pairing is interorbital triplet, with the spin part explicitly in the form of a planar state defined in the \( k_x k_y \) plane. For this pairing, \( h_a \) and \( h_b \) are the same as those for \( \Delta_{\parallel} (k) \), and

\[ h_{ab} = h_{ba}^\dagger = -ic_z(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3 + \Delta_0 c_z(k)s_0 \otimes \tau_2 - c_y(k)s_3 \otimes \tau_1. \] The low energy effective
model within the subspace of orbital $a$ is

$$\tilde{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba}$$

$$= [m - \mu + \frac{(1 - \frac{\Delta^2}{A^2})(c^2_x + c^2_y) + c^2_z}{m + \mu}] s_0 \otimes \tau_3$$

$$- \frac{1}{m + \mu} \frac{2\Delta_0}{A} (c^2_x + c^2_y) s_2 \otimes \tau_2. \quad (A6)$$

The effective pairing is an anisotropic singlet pairing with the same symmetry as a $s_{\pm 1/2}$ pairing for $k \sim 0$. This anisotropic $s$ wave pairing do not give SABSs on any surface.

$$\Delta_0(k) = \frac{\Delta_0}{\sigma} \otimes [(c_y(k)s_1 - c_x(k)s_2)i s_2].$$

This is the intraorbital version of $\Delta_0(k)$ since they have the same $k$ dependency and spin subspace structure. For this pairing, $h_a = [m(k) - \mu] s_0 \otimes \tau_3 + \frac{2\Delta_0}{A}[c_x(k)s_0 \otimes \tau_2 - c_y(k)s_3 \otimes \tau_1], h_b = -[m(k) + \mu] s_0 \otimes \tau_3 + \frac{2\Delta_0}{A}[c_x(k)s_0 \otimes \tau_2 - c_y(k)s_3 \otimes \tau_1],$ and $h_{ab} = h_{ba} = -i c_z(k) s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3$. The low energy effective model within the subspace of orbital $a$ is

$$\tilde{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba}$$

$$= [m - \mu + \frac{(m + \mu)(c^2_x + c^2_y + c^2_z)}{(m + \mu)^2 + \frac{\Delta^2}{A^2}(c^2_x + c^2_y)}] s_0 \otimes \tau_3$$

$$+ \frac{2\Delta_0}{A} [1 + \frac{c^2_x + c^2_y + c^2_z}{(m + \mu)^2 + \frac{\Delta^2}{A^2}(c^2_x + c^2_y)}]$$

$$\times (c_x s_0 \otimes \tau_2 - c_y s_3 \otimes \tau_1). \quad (A7)$$

The correction from the mixing with the $b$ orbital just brings in a momentum dependent enhancement to the pairing within a single orbital. It is interesting to note that the effective pairing of this pairing is essentially identical with that of $\Delta_0(k)$. This pairing thus do not support SABSs on the $xy$ surface.

The only pairing studied in the main text that is both fully gapped and supports SABSs is $\Delta_1(k)$. The effective pairing in its low energy effective model is equivalent to the BW phase of $^3$He$^{37}$. It is then interesting to ask what would be the effective pairing in the low energy effective model if a BW pairing is realized in the original two-orbital model. In analogy with $\Delta_1(k)$ and $\Delta_2(k)$, we study one intraorbital and one interorbital BW pairing in the generalized BHZ model.

The isotropic intraorbital BW pairing could be taken as $\Delta_0(k) = \Delta_0 s_0 \otimes [d(k) \cdot s] i s_2,$ in which $d_1(k) = c_x(k)/A,$ $d_2(k) = c_y(k)/A,$ and $d_3(k) = c_z(k)/B.$ For this pairing, $h_a = [m(k) - \mu] s_0 \otimes \tau_3 - \Delta_0 [d_3(k)s_3 \otimes \tau_1 + d_2(k)s_0 \otimes \tau_2 - d_1(k)s_1 \otimes \tau_1], h_b = -[m(k) + \mu] s_0 \otimes \tau_3 - \Delta_0 [d_3(k)s_3 \otimes \tau_1 + d_2(k)s_0 \otimes \tau_2 - d_1(k)s_1 \otimes \tau_1],$ and $h_{ab} = h_{ba} = -i c_z(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3$. The low energy effective model within the subspace of orbital $a$ is

$$\tilde{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba}$$

$$= [m - \mu + \frac{(m + \mu)(c^2_x + c^2_y + c^2_z)}{(m + \mu)^2 + \frac{\Delta^2}{A^2}(d_1^2 + d_2^2 + d_3^2)}] s_0 \otimes \tau_3$$

$$- \frac{2\Delta_0}{A} s_0 \otimes \tau_3.$$

It is clear that, besides the BW pairing inherited directly from $h_a,$ the mixing with $b$ orbital only introduces some anisotropy between the $k_x k_y$ plane and the $k_z$ direction into the otherwise isotropic pairing.

The isotropic interorbital BW pairing is taken as $\Delta_0(k) = \Delta_0 s_0 \otimes [d(k) \cdot s] i s_2.$ The $d$ vector is taken as identical to that of $\Delta_0(k).$ For this pairing, $h_a = [m(k) - \mu] s_0 \otimes \tau_3,$ $h_b = -[m(k) + \mu] s_0 \otimes \tau_3,$ and $h_{ab} = h_{ba} = -i c_z(k)s_0 \otimes \tau_3 + c_y(k)s_1 \otimes \tau_0 - c_x(k)s_2 \otimes \tau_3 - \Delta_0 [d_3(k) s_3 \otimes \tau_1 + d_2(k) s_0 \otimes \tau_2 - d_1(k) s_1 \otimes \tau_1].$ The low energy effective model within the subspace of orbital $a$ is

$$\tilde{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba}$$

$$= [m - \mu + \frac{c^2_x + c^2_y + c^2_z - \Delta_0^2 (d_1^2 + d_2^2 + d_3^2)}{(m + \mu)^2 + \frac{\Delta^2}{A^2}(c^2_x + c^2_y)}] s_0 \otimes \tau_3$$

$$+ \frac{2\Delta_0}{m + \mu} (c_y d_y - c_x d_x) s_2 \otimes \tau_2. \quad (A9)$$

For a generally chosen set of $d_3(k) \sim k_\alpha (\alpha = x, y, z),$ the effective pairing is singlet with $d_{xy}$ symmetry. However, for our above ansatz for $d_3(k),$ the effective pairing in fact vanishes. Thus, the low energy effective model is a one-orbital model without of pairing. The original pairing only makes slight modifications to the effective band structure.

Appendix B: Low energy effective models for pairings in the modified Eq.(1)

We have used the low energy effective pairings for two typical pairings realized in the modified Eq.(1) to illustrate the importance of intricate coupling among the degrees of freedom in the model in determining the low energy effective model. The modification is introduced by replacing the term $c_z(k) s_2 \otimes s_0$ in Eq.(1) of the main text by $c_z(k) s_1 \otimes s_3.$

The first pairing is $\Delta_1(k) = \Delta_0 s_0 \otimes s_1.$ For the model defined as modified Eq.(1), we have $h_a = [m(k) - \mu] s_0 \otimes \tau_3,$ $h_b = -[m(k) + \mu] s_0 \otimes \tau_3,$ and $h_{ab} = h_{ba} = c_2(k) s_3 \otimes \tau_0 + c_y(k) s_1 \otimes \tau_0 - c_x(k) s_2 \otimes \tau_3 - i \Delta_0 s_1 \otimes \tau_1.$
energy effective model within the subspace of orbital \(a\) is

\[
\hat{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba} = [m - \mu + \frac{c_x^2 + c_y^2 + c_z^2 - \Delta_0^2}{m + \mu}] s_0 \otimes \tau_3 - \frac{2\Delta_0}{m + \mu} [c_x s_0 \otimes \tau_1 + c_y s_0 \otimes \tau_2].
\] (B1)

In terms of the \(d\) vector, the effective pairing is characterized by \(d_1(k) = \frac{2\Delta_0}{m(k)+\mu} c_x(k), d_2(k) = \frac{2\Delta_0}{m(k)+\mu} c_y(k),\) and \(d_3 = 0\). This pairing is equivalent to the planar phase of \(^3\text{He} \) within the subspace of orbital \(a\) is

\[
\hat{h}_a \simeq h_a - h_{ab} h_b^{-1} h_{ba} = [m - \mu + \frac{c_x^2 + c_y^2 + c_z^2 - \Delta_0^2}{m + \mu}] s_0 \otimes \tau_3 + \frac{2\Delta_0}{m + \mu} [c_x s_0 \otimes \tau_2 - c_y s_0 \otimes \tau_1 + c_z s_1 \otimes \tau_1].
\] (B2)

In terms of the \(d\) vector, the effective triplet pairing is characterized by \(d_1(k) = \frac{2\Delta_0}{m(k)+\mu} c_y(k), d_2(k) = -\frac{2\Delta_0}{m(k)+\mu} c_x(k),\) and \(d_3(k) = \frac{2\Delta_0}{m(k)+\mu} c_z(k).\) Compare with Eq.(3) of the main text and the related discussion, it is clear that this effective pairing is equivalent to the BW phase of \(^3\text{He}\).

Summing up the above results and compare them with those for the original model of Eq.(1), it is clear that a slight change of the model respecting the topological nature of the normal phase can bring drastic changes to the effective pairing symmetry and the SABSs of a certain pairing expressed in the full two-orbital basis.

**Appendix C: Corrections to the low energy effective model from the quasiparticle energy \(E\)**

In obtaining the low energy effective models within the \(a\) orbital subspace, we have neglected the quasiparticle energy \(E\) in \((E - h_b)^{-1}\) of the full formula \(\hat{h}_a = h_a + h_{ab}(E - h_b)^{-1} h_{ba}\). We now show that, since we are concerned only with low energy excitations, the neglected terms are indeed small quantities for small pairing amplitudes.

Take \(\Delta_0(k)\) as an example, we have \(h_a = [m(k) - \mu] s_0 \otimes \tau_3, h_b = -[m(k) + \mu] s_0 \otimes \tau_3,\) and \(h_{ab} = h_{ba} = -ic_x(k) s_0 \otimes \tau_3 + c_y(k) s_1 \otimes \tau_0 - c_z(k) s_2 \otimes \tau_3 - i\Delta_0 s_1 \otimes \tau_1\).

The term relevant to \(E\) is

\[
(E - h_b)^{-1} = \frac{1}{m + \mu} \left( \begin{array}{cccc} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{array} \right).
\] (C1)

The cases that we focus in this work are characterized by \(\mu \gg \Delta_0 > 0\) and \(m \approx \mu\) for the wave vectors relevant to pairing. So we have \(m + \mu \gg \Delta_0\). Since we focus on low energy excitations, in particular within the gap, the quasiparticle energy \(E\) is at most the same order as \(\Delta_0\). So the condition \(|E| \approx (m + \mu)|E|\) holds. Thus it is reasonable to set \(E = 0\) directly in Eq.(1) of the main text when analyzing low energy properties.

We can expand the diagonal elements of \((E - h_b)^{-1}\) into Taylor series of \(\frac{E}{m + \mu}\) to see more clearly the correction by \(E\). It turns out that the even and odd polynomials of \(\frac{E}{m + \mu}\) form two qualitatively different contributions. They are rearranged into two infinite series which after resummation yield

\[
(E - h_b)^{-1} = -\frac{E}{(m + \mu)^2} \left( \begin{array}{cccc} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{array} \right) s_0 \otimes \tau_3,
\] (C2)

After substituting into \(\hat{h}_a\), the odd order corrections, which are dominated by the first order term, gives a band shift of the order of \(E\) to all the four Nambu orbitals within the \(a\) subspace. Except for very critical parameters which we disregard in the present work, this tiny band shift does not influence the PHI of the effective model, and is thus topologically trivial. On the other hand, the correction of \(\frac{E}{m + \mu}\) to the topologically relevant \(s_0 \otimes \tau_3\) term comes in the second order and thus is even more safely negligible for \(|E| \approx (m + \mu)|E|\) holds.

**Appendix D: Influence of the band shift term**

The \(\epsilon(k)s_0 \otimes s_0\) term in Eq.(1) of the main text represents a band shift irrelevant to the topological nature of the normal phase. To make the analogy between TIs and one-orbital TSCs more exact, we have neglected this term in the deductions and discussions. Here, taking \(\Delta_1(k) = \Delta_0 s_2 \otimes s_1\) as an example, we see if this term can bring any significant changes to our former conclusion in the main text and in this supplemental material.

Since \(\epsilon(k)\) is even in \(k\), the presence of the band shift term amounts to replacing the chemical potential \(\mu\) in the BdG Hamiltonian by \(\mu - \epsilon(k)\). Thus, the corresponding low energy effective model is easily obtained by replacing \(\mu\) in the original effective model in Eq.(3) of the main
text by $\mu - \epsilon(k)$, which is

$$\tilde{h}_n \simeq [m - \mu + \epsilon + \frac{c_1^2 + c_2^2 + c_3^2 - \Delta_0^2}{m + \mu - \epsilon}]s_0 \otimes \tau_3$$

$$- \frac{2\Delta_0}{m + \mu - \epsilon}[c_4 s_3 \otimes \tau_1 + c_y s_0 \otimes \tau_2 - c_z s_1 \otimes \tau_1][D1]$$

Following the main text, we have made the wave vector dependencies of the various terms in the model implicit. The form of the effective pairing is obviously unchanged.

So, if $\epsilon(k)$ is of any significance, the impact should manifest through the band energy term and appear as an influence on the PHI of the effective model.

Before analyzing the effect of $\epsilon(k)$ on PHI, it is beneficial to mention why for $\epsilon(k) = 0$ and small $\Delta_0$ the PHI always occurs for the low energy effective model, once $m - \mu$ could change sign (i.e., PHI occurs for orbital $a$).

From the definition of $m(k)$ in the main text, we know $m \geq m_0$ and $m(k = 0) = m_0$. We have taken $\mu > |m_0|$ in most of time to make sure the PHI occurs only in the $a$ orbital. Then, for $k = 0$ we have $\tilde{m}(k = 0) = m - \mu + \frac{c_1^2 + c_2^2 + c_3^2 - \Delta_0^2}{m + \mu} = m_0 - \mu - \frac{\Delta_0^2}{m + \mu} < m_0 - \mu < 0$. For $m - \mu = 0$ we have $\tilde{m}(k) = \frac{c_1^2 + c_2^2 + c_3^2 - \Delta_0^2}{2m}|m(k) = m_0|$, which is already larger than zero once $\Delta_0$ is small enough.

Now turn on $\epsilon(k)$, the question becomes: If $m(k) + \epsilon(k) - m$ changes sign somewhere in the BZ around $\Gamma$, whether or not $\tilde{m}'(k) = \tilde{m}(k)|_{\mu - \epsilon - \epsilon(k)} = m + \epsilon - \mu + \frac{c_1^2 + c_2^2 + c_3^2 - \Delta_0^2}{m + \epsilon - \mu}$ still changes sign somewhere in the BZ around the $\Gamma$ point. We set $\epsilon_0 < 0, \epsilon_1 > 0$ and $\epsilon_2 > 0$, in agreement with the parameters obtained by fitting first principle band structures.[22][13] If $\epsilon_0$ are all much smaller than $m_0$, $\epsilon(k)$ can not change the above conclusion obtained for $\epsilon(k) = 0$, except for critical parameters that we disregard for which $m - \mu$ is on the verge of no sign change. However, in the opposite case, when the magnitudes of $\epsilon_0$ are all much larger than $m_0$, the sign change in $m + \epsilon - \mu$ would mostly because of the sign change of $\epsilon - \mu$. For $k = 0$, we still have $\tilde{m}'(k = 0) = m_0 + \epsilon_0 - \mu - \frac{\Delta_0^2}{m_0 + \epsilon_0 + \mu} < 0$, since we have assumed $\mu > m_0 + \epsilon_0, \mu > 0$ and $\epsilon_0 < m_0 < 0$. Now consider the portion of the BZ where sign change of $m + \epsilon - \mu$ occurs. In the present case of $\epsilon(k)$ dominating over $m(k)$, we have $m(k) \approx m_0$ for $m + \epsilon - \mu \approx 0$, which gives $\mu - \epsilon \approx m_0$. Thus for $m + \epsilon - \mu \approx 0$, we now have $\tilde{m}'(k) \approx \frac{c_1^2 + c_2^2 + c_3^2 - \Delta_0^2}{2m_0}|m_{\mu - \epsilon \approx m_0}$. For very small $\Delta_0$ the above formula is smaller than zero. So, in comparison to the case of $\epsilon = 0$, the PHI in the low energy effective model becomes harder to occur in the presence of $\epsilon(k)$ term. Thus, the band shift represented by $\epsilon(k)$ turn to destroy the TSC through forbidding the occurrence of PHI in the low energy effective model. But since in actual materials, the $\epsilon(k)$ term is at most of the same order of magnitude as the $m(k)$ term, there is still a sufficient wide range of $\mu$ which can make the superconducting state topologically nontrivial if $\Delta_0(k)$ is realized in the full model.[22][13]

Appendix E: Conditions for the occurrence of PHI in both of two orbitals

Though we discuss in this work mostly in terms of the $a$ and $b$ orbitals with separately even and odd parities, we also require the chemical potential $\mu$ to cross the bulk energy bands since we are interested in bulk pairing. If we neglect the band shift term in Eq.(1) of the main text, $\epsilon(k)\sigma_0 \otimes 

E(k) = \sqrt{m_0^2 + c_1^2(k) + c_2^2(k) + c_3^2(k)}$. (E1)

Close to the BZ center $k \approx 0$, we can approximate the terms in $E(k)$ as $m(k) \approx m_0 + \frac{1}{2}m_1(k_x^2 + k_y^2) + m_2k_z^2$, $c_x(k) \approx ak_x, c_y(k) \approx ak_y$, and $c_z(k) \approx bk_z$. For a TI, we have $m_0m_1 < 0$ and $m_1m_2 > 0$.

Since the overlap of $m(k)$ (a orbital) and $-m(k)$ (b orbital) is specified by $|m(k)| < |m_0|$, the chemical potential $\mu$ must be tuned to this region to ensure that PHI occurs for both of the two orbitals. In order to make this realistic, we demand that $E(k) < |m_0|$ must be true in some part of the BZ. Expanding $E^2(k)$ in the neighborhood of $k = 0$ into polynomials of $k_0$ ($\alpha$ is x, y or z), it is easy to see that the above condition is met if and only if at least one of the following two conditions are satisfied: $A^2 + 3m_0m_1 < 0$ and $B^2 + 2m_0m_2 < 0$. The two conditions are equivalently written as $A^2 < 3|m_0m_1|$ and $B^2 < 2|m_0m_2|$. If $A^2 < 3|m_0m_1|$ and $B^2 > 2|m_0m_2|$, minimum of the bulk conduction band occurs at $\sqrt{k_x^2 + k_y^2} > 0$ and $k_z = 0$. If $A^2 > 3|m_0m_1|$ and $B^2 < 2|m_0m_2|$, minimum of the bulk conduction band occurs at $k_x = k_y = 0$ and $k_z \neq 0$. Whereas for $A^2 > 3|m_0m_1|$ and $B^2 > 2|m_0m_2|$, minimum of the bulk conduction band occurs at the BZ center $k_x = k_y = k_z = 0$ and is equal to $\lambda_{m0}$, so the PHI can occur only for one orbital. In Figs.2(c) and 2(d) of the main text, we have shown surface spectral functions for two parameter sets satisfying $A^2 > 3|m_0m_1|$ and $B^2 < 2|m_0m_2|$. Fig.1(c) of the main text is a schematic illustration of the relative positions of $\pm m(k)$ and the bulk conduction and valence bands, for parameter sets similar to Figs.2(c) and 2(d).

Appendix F: More discussions on cases with two pairs of SABSs

For parameters similar to Figs.2(a) and 2(b) of the main text (band structures of which are as illustrated in Figs.1(a) and 1(b) of the main text), PHI occurs only for one orbital and a low energy effective model related mainly to that orbital is obtained, as is shown in Eq.(3) of the main text and the first and second sections of this supplemental material. From the low energy effective model, we can tell whether the pairing is topologically nontrivial and supports SABSs. The SABSs, if they ex-
ist, can then be constructed in the same way as the topological surface states are constructed for a topological insulator \[^{14, 13}\].

For parameters similar to Figs.2(c) and 2(d) of the main text (the schematic illustration for which are shown in Fig.1(c) of the main text), PHI occurs for both of the two orbitals. We thus have two low energy effective models, \(\tilde{h}_a\) related mainly to orbital \(a\) and \(\tilde{h}_b\) related mainly to orbital \(b\), which are defined separately in BZ\(_a\) and BZ\(_b\). Suppose both of the two effective models (i.e., \(\tilde{h}_a\) and \(\tilde{h}_b\)) can give rise to SABSs on the \(xy\) plane, such as \(\Delta_a(k)\) and \(\Delta_b(k)\) realized in Eq.(1) of the main text.

Upon the introduction of a surface perpendicular to the \(z\) direction, while on one hand we expect that \(\tilde{h}_a\) and \(\tilde{h}_b\) will each yield a pair of SABSs, on the other hand states in BZ\(_a\) and states in BZ\(_b\) (and thus the two pairs of SABSs emerging separately from \(\tilde{h}_a\) and \(\tilde{h}_b\)) will be coupled together through the mixing of \(k_z\), since the translational invariance along \(z\) is broken. This is the general picture to understand the final dispersion of the SABSs shown in Figs.2(c) and 2(d). Correspondingly, we take two steps to get the SABSs in Figs.2(c) and 2(d) by hand: Firstly, calculate the SABSs for \(\tilde{h}_a\) and \(\tilde{h}_b\) separately by ignoring their coupling. Secondly, estimate the coupling between the two pairs of SABSs and thus get the final dispersion for the true SABSs.

In what follows, we first make a general analysis of the physical ingredients relevant to the formation of SABSs in Figs.2(c) and 2(d). Based on this analysis, we then make a rough estimation of the coupling strength between \(\tilde{h}_a\) and \(\tilde{h}_b\) as a result of broken translational invariance induced by the surface, which is compared to the numerical surface spectrum. Finally, we show explicitly how the SABSs can be obtained analytically. In these analyses, we always assume that the pairing amplitude is much smaller than other parameters, such as the chemical potential.

- **A general analysis.** We have shown in the above section that, when \(A^2 < 3|m_0|m_1|\) or \(B^2 < 2|m_0|m_2|\), PHI can occur for both orbital \(a\) and orbital \(b\) when \(|\mu/m_0| < 1\). For realistic \(\mu\) crossing the bulk band and small pairing amplitude \(\Delta_0\) (i.e., \(|\Delta_0/\mu| \ll 1\)), we can get two low energy effective models \(\tilde{h}_a\) and \(\tilde{h}_b\), defined within BZ\(_a\) and BZ\(_b\). The expression for \(\tilde{h}_a\) can be found from Eq.(3) of the main text, or from Sec.I and Sec.II of this supplemental material, for different pairings, \(\tilde{h}_b\) can be obtained by making proper substitutions to \(\tilde{h}_a\). For example, for the first pairing formed in Eq.(1) of the main text, we have \(\tilde{h}_b = \tilde{h}_a|m\to-m, \Delta_0 \to -\Delta_0, c_z \to -c_z|\), whereas we have \(\tilde{h}_b = \tilde{h}_a|m\to-m, \Delta_0 \to -\Delta_0|\) for the first pairing formed in the modified Eq.(1) of the main text. BZ\(_a\) consists of states of orbital \(a\) ensuring \(|m(k) - \mu|\) to be within the order of \(\Delta_0\), while BZ\(_b\) consists of states of orbital \(b\) ensuring \(|-m(k) - \mu|\) to be within the order of \(\Delta_0\).

To facilitate the following analysis, we reexpress the wave vectors in the BZ as \(k = (k_{xy}, k_z)\), where \(k_{xy} = (k_x, k_y)\). For each fixed \(k_{xy}\), \(m(k_{xy}, k_z)\) is an even function of \(k_z\). So, we can further separate BZ\(_a\) (and also BZ\(_b\)) into two portions with positive and negative \(k_z\), respectively. They are denoted as BZ\(_a^+\) (BZ\(_b^+\)) and BZ\(_a^-\) (BZ\(_b^-\)). Considering BZ\(_a\), for a certain \(k_{xy}\), define \(k_{z0} \geq 0\) as the solution of \(m(k_{xy}, k_{z0}) - \mu = 0\). Then BZ\(_a^+\) contains a slice of states with the same \(k_{xy}\), centering around \((k_{xy}, k_{z0})\) and having approximately a number of

\[
\frac{\nu_a\Delta_0}{2\pi/N_z} = \frac{\nu_a N_z \Delta_0}{2\pi |\nu_a (k_{xy}, k_{z0})|} = N_z^{a+}(k_{xy}) \tag{F1}
\]

states, where \(N_z\) is the number of quintuple layers along the \(z\) direction and \(v_z(k_{xy}, k_{z0}) = \frac{\partial}{\partial k_z}m(k)|_{k_z=k_{xy}, k_{z0}}\), \(\nu_a\) is a number of order 1, indicating the effective acting range of the pairing correlation in BZ\(_a^+\). BZ\(_a^-\) contains a corresponding slice of states centered at \((k_{xy}, -k_{z0})\) and having the same number of states. Similarly, BZ\(_b^+\) contains for the same \(k_{xy}\) a slice of states, centering around \((k_{xy}, k_{z0}')\) and having approximately a number of

\[
\frac{\nu_b\Delta_0}{2\pi/N_z} = \frac{\nu_b N_z \Delta_0}{2\pi |\nu_b (k_{xy}, k_{z0}')|} = N_z^{b+}(k_{xy}) \tag{F2}
\]

states, where \(k_{z0}' \geq 0\) is solution of \(m(k_{xy}, k_{z0}') + \mu = 0\) and \(v_z(k_{xy}, k_{z0}') = \frac{\partial}{\partial k_z}m(k)|_{k_z=k_{xy}, k_{z0}'}\), \(\nu_b\) is a number of order 1, indicating the effective acting range of the pairing correlation in BZ\(_b^+\). BZ\(_b^-\) contains a corresponding slice of states centered at \((k_{xy}, -k_{z0}')\) and having the same number of states as BZ\(_a^-\). If for a certain \(k_{xy}\), we have \(k_{z0} \approx 0\) (\(k_{z0}' \approx 0\)), then for this \(k_{xy}\) BZ\(_a^+\) and BZ\(_a^-\) (BZ\(_b^+\) and BZ\(_b^-\)) each has half the number of states as specified above.

For an ideal bulk material with periodic boundary conditions in all three directions, states within BZ\(_a\) and BZ\(_b\) are independent of each other. The introduction of two \(xy\) surfaces break the translational invariance along \(z\) direction, so that \(k_z\) is not still a good quantum number and states in BZ\(_a\) and BZ\(_b\) will be connected through the mixing of \(k_z\). Since we are here only concerned with the coupling between orbital \(a\) within BZ\(_a\) and orbital \(b\) within BZ\(_b\), we illustrate the effect of \(k_z\) mixing by focusing on the terms in the BdG Hamiltonian that couple orbitals \(a\) and \(b\) along the \(z\) direction, which are

\[
h_{ab}^z = -i \sum_k \phi_{k0}^\dagger c_z(k) \phi_{k0} \otimes f_\tau \phi_{k0} + h.c., \tag{F3}
\]

for the bulk material. Turning the \(z\) direction of \(h_{ab}^z\) to the real space by making the Fourier transformation (the lattice parameters have been set as length units)

\[
\phi_{k0}(b) = \frac{1}{\sqrt{N_z}} \sum_{n_z=1}^{N_z} \phi_{k_{xy}, n_z, a(b)} e^{-ik_z n_z}, \tag{F4}
\]
we get

$$h_{ab}^z = \frac{B}{2} \sum_{k_{xy}} \sum_{n_z=1}^{N_z} \sum_{\alpha=\pm1} \phi_{k_{xy}n_z\alpha} a s_{0} \otimes \tau_3 \phi_{k_{xy}n_z-\alpha,b} + h.c.$$  

(F5)

Until now, we are considering a fully three dimensional bulk material. The periodic boundary condition along $z$ direction is enforced by requiring that $n_z = 0$ is equivalent to $n_z = N_z$ and $n_z = N_z + 1$ is equivalent to $n_z = 1$. A sample with two $xy$ surfaces are obtained by cutting off the coupling between the $n_z = 1$ and the $n_z = N_z$ quintuple layers. $h_{ab}^z$ then becomes

$$h_{ab}^z = \frac{B}{2} \sum_{k_{xy}} \sum_{n_z=1}^{N_z-1} \phi_{k_{xy}n_z,a} a s_{0} \otimes \tau_3 \phi_{k_{xy}n_z+1,b} + h.c.$$  

(F6)

The mixing of $k_z$ quantum states defined in the original bulk model is explicitly constructed by making the inverse Fourier transformation of Eq.(F4) to $h_{ab}^z$, which yields after completing the summation over $n_z$

$$\tilde{h}_{ab}^z = \sum_{k_{xy}} \sum_{n_z=1}^{N_z-1} \frac{i B}{N_z} \phi_{k_{xy}n_z,a} f_{k_{xy}n_z,a} a s_{0} \otimes \tau_3 \phi_{k_{xy}n_z+1,b} + h.c.$$  

(Eq.(F7))

where

$$f_{k_{xy}n_z,a} = \frac{1}{2i} e^{ik_{xy}n_z} e^{-ik_z} = \sin k_z + k_z' e^{-ik_z} + \frac{1}{2} e^{-ik_z}.$$  

(F8)

Note that, if we are considering a sample running from $n_z = -N_z$ to $n_z = -1$, the same procedure as done above shows that Eq.(F7) keeps invariant, whereas Eq.(F8) is replaced by

$$f_{k_{xy}n_z,a} = \frac{1}{2i} e^{ik_{xy}n_z} e^{-ik_z} = \sin k_z + k_z' e^{-ik_z} + \frac{1}{2} e^{-ik_z}.$$  

(F9)

The coupling strength between states in $BZ_a$ and $BZ_b$ by the introduction of two $xy$ surfaces can thus be estimated from Eqs.(F7) to (F9).

**Rough estimation of average coupling strength between states in $BZ_a$ and $BZ_b$.** We now estimate the average coupling strength between states of orbital $a$ in $BZ_a$ ($\alpha = \pm$) and states of orbital $b$ in $BZ_b$ ($\beta = \pm$), induced by the creation of a pair of $xy$ surfaces. Since $k_z$ and $k_y$ are still good quantum numbers after a pair of $xy$ surfaces are introduced, states pertaining to different $k_{xy}$ are independent, so we estimate the effective coupling for a certain $k_{xy}$ shared by $BZ_a$ and $BZ_b$. Suppose the states in $BZ_a$ centering around $(k_{xy}, k_z)$ and the states in $BZ_b$ centering around $(k_{xy}, k_z')$ are far away from each other, and the states in $BZ_a$ centering around $(k_{xy}, k_z')$ and the states in $BZ_b$ centering around $(k_{xy}, k_z)$ are also far away from each other. This assumption is reasonable for most $k_{xy}$ (including center of the surface $BZ$ $k_z = k_y = 0$), since we assume the pairing amplitude is very small. Then the coupling between states in $BZ_a$ and states in $BZ_b$ for $k_{xy}$ are

$$\tilde{h}_{ab}^z(k_{xy}) = \frac{i B}{N_z} \sum_{k_z} \phi_{k_{xy}k_z,a} f_{k_{xy}k_z,a} a s_{0} \otimes \tau_3 \phi_{k_{xy}k_z,b} + h.c.$$  

(F10)

In the above summations, $k_z$ is within $BZ_a$ and $k_z'$ is within $BZ_b$, different from Eq.(F7). For the $k_{xy}$ assumed above and small $\Delta_0$, $k_z$ of the states within $BZ_a$ ($\alpha = \pm$) and $BZ_b$ ($\beta = \pm$) are concentrated on very narrow regions centering around $\alpha k_z$ and $\beta k_z'$. So, $f_{k_z,k_z'}$ are concentrated on four values $f_{\alpha k_z,\beta k_z}$ for $(\alpha, \beta) = (\pm, \pm)$. Accordingly, we can define effective state operators as

$$\tilde{\phi}_{k_{xy},a} = \frac{1}{\sqrt{N_z^{x}+|k_{xy}|}} \sum_{k_z \in BZ_a} \phi_{k_{xy}k_z,a} \text{ and } \tilde{\phi}_{k_{xy},b} = \frac{1}{\sqrt{N_z^{y}+|k_{xy}|}} \sum_{k_z' \in BZ_b} \phi_{k_{xy}k_z',b}.$$  

(Eq.(F11))

The factor

$$\frac{i B \Delta_0}{2\pi} \sqrt{\nu_a \nu_b}$$

thus stands as an estimation of average coupling strength between states of orbital $a$ in $BZ_a$ and states of orbital $b$ in $BZ_b$. Hereafter, we denote this factor as $C_{\alpha \beta}(k_{xy})$.

As an example, we estimate the effective coupling strength for $k_z = k_y = 0$, focusing on the two sets of parameters as shown in Figs.2(c) and 2(d). According to former definitions, we have

$$\nu_a(k_z = k_y = 0, \alpha k_z) = 2m_2 \sin k_z \quad \text{and} \quad \nu_b(k_z = k_y = 0, \beta k_z') = 2m_2 \sin k_z'.$$

$k_z > 0$ satisfies $m_0 - 3m_2(1 - \cos k_z) - \mu = 0$, while $k_z' > 0$ satisfies $m_0 - 3m_2(1 - \cos k_z') - \mu = 0$. From these relations, we have

$$|C_{\alpha \beta}(k_{xy} = 0)| = \frac{B \Delta_0 \sqrt{\nu_a \nu_b}}{\pi \sqrt{(m_0 + \mu)(\mu - m_0 - 4m_2)}}.$$  

(F12)

For parameters of Fig.2(c) of the main text, $m_0 = -0.7, m_2 = 0.5, B = 0.1, \mu = 0.2$, and $\Delta_0 = 0.01$, we have

$$|C_{\alpha \beta}(k_{xy} = 0)| \simeq 10^{-4}(1.29 \alpha + 2.74 \beta) \sqrt{\nu_a \nu_b}.$$  

(F13)

For parameters of Fig.2(d) of the main text, $m_0 = -0.7, m_2 = 0.5, B = 0.3, \mu = 0.5$, and $\Delta_0 = 0.03$, we have

$$|C_{\alpha \beta}(k_{xy} = 0)| \simeq 10^{-3}(1.95 \alpha + 7.16 \beta) \sqrt{\nu_a \nu_b}.$$  

(F14)
The data in Eqs.(F13) and (F14) can be compared to the numerical results on Figs.2(c) and 2(d). For \( \Delta \) both \( \hat{h}_a \) defined within \( B_\alpha \) and \( \hat{h}_b \) defined within \( B_\beta \) support SABSs. If we ignore the coupling discussed above, then \( \hat{h}_a \) and \( \hat{h}_b \) each produces a pair of zero energy SABSs for \( k_x = k_y = 0 \), which is protected by time reversal symmetry and particle hole symmetry, since \( k_x = k_y = 0 \) is a time reversal invariant momentum of the surface \( BZ \). The two pairs of zero modes originate separately from coupling among states of orbital \( a \) in \( BZ_a \) and states of orbital \( b \) in \( BZ_b \). Introducing the coupling of \( \hat{h}_a(k_{xy}) \) between states of orbital \( a \) in \( BZ_a \) and states of orbital \( b \) in \( BZ_b \) mixes the two pairs of SABSs. For \( k_x = k_y = 0 \), the coupling strengths are roughly estimated by Eqs.(F13) and (F14), which would turn the two pairs of zero energy SABSs to two pairs (degeneracy protected by time reversal symmetry) of nonzero energy SABSs at two symmetric energies (ensured by particle hole symmetry). From Fig.2(c) of the main text, the numerical results for the excitation energy of the SABSs at \( k_x = k_y = 0 \) are \( \pm 0.0021 \). A comparison with Eq.(F14) shows that if we take \( \nu_a \) and \( \nu_b \) to be between 3 to 4, then Eq.(F13) gives a fairly good estimation of the excitation energy of Fig.2(c) at \( k_x = k_y = 0 \). From Fig.2(d) of the main text, the numerical results for the excitation energy of the SABSs at \( k_x = k_y = 0 \) are \( \pm 0.0068 \). A comparison with Eq.(F14) shows that if we take \( \nu_a \) and \( \nu_b \) to be about 1, then Eq.(F14) gives a fairly good estimation of the coupling strength and the excitation energy of Fig.2(d) at \( k_x = k_y = 0 \). Since the required \( \nu_a \) and \( \nu_b \) are all in the order of 1, in agreement with their physical meaning, the present comparison has confirmed the correctness and effectiveness of the picture proposed in the above general analysis.

**Analytical calculation of the SABSs.** We now make a realistic analytical calculation of the SABSs for \( \Delta = 1 \) for parameters similar to Figs.2(c) and 2(d). As was stated in the introductory remarks of this section, we first get two pairs of SABSs by ignoring the coupling between \( \hat{h}_a \) and \( \hat{h}_b \), then we put back this coupling and get the actual effective model and dispersion of the SABSs.

First consider \( \hat{h}_a \), the form of which is as shown in Eq.(3) of the main text. To make possible an analytical analysis, we have restricted to the case of weak pairing field. In addition, we assume that \( \sqrt{c_{xy}^2(k) + c_x^2(k) + c_y^2(k)} \) is small as compared to \( \mid m(k) \mid \). In this limit, the pairing only influences states for which \( m(k) \approx 0 \). Then, we are justified to replace the \( m(k) + \mu \) denominators in Eq.(3) of the main text by 2\( \mu \). \( \hat{h}_a \) thus becomes

\[
\hat{h}_a \approx [m - \mu \frac{c_x^2 + c_y^2 + c_z^2 - \Delta_0^2}{2\mu}]s_0 \otimes \tau_3 - \frac{\Delta_0}{\mu} c_z s_3 \otimes \tau_1 + c_y s_0 \otimes \tau_2 - c_z s_1 \otimes \tau_1].
\] (F15)

Since \( \hat{h}_a \) has particle hole symmetry, we can follow the common practice in deriving the topological surface states of topological insulators.

We first get the pair of zero energy surface modes pertaining to \( k_x = k_y = 0 \). Since all the relevant parameters for pairing in the BHZ model are close to the BZ center (i.e., \( k_x = k_y = k_z = 0 \)), we can expand \( \hat{h}_a(k_x = k_y = 0, k_z) \) into a polynomial in \( k_z \). By creating a pair of surfaces, \( k_z \) is not still a good quantum number and should be replaced by \(-i\partial_z\). Then the pair of zero energy surface modes are obtained by solving

\[
\hat{h}_a(k_x = k_y = 0, -i\partial_z)\psi_{aa}(z) = 0,
\] (F16)

where \( \alpha = 1, 2 \) labels the two zero modes. To focus on surface localized modes satisfying the boundary condition of \( \psi_{aa}(z = 0) = \psi_{aa}(z = \pm\infty) = 0 \) (\( '+' \) sign applies for the lower surface, while \( '-' \) sign applies for the upper surface), we set the ansatz for \( \psi_{aa}(z) \) as

\[
\psi_{aa}(z) = e^{\lambda z}[u_1, v_1, u_2, v_2]^T,
\] (F17)

where \( \lambda \) is a constant to be solved and the superscript \( 'T' \) means taking the transpose. The four solutions for \( \lambda \) are

\[
\lambda_{\pm} = \frac{\zeta \Delta_0 B + \eta \mu \sqrt{4m_2(m_0 - \mu - \frac{\Delta_0^2}{\mu}) + 2B^2(m_0 \mu - 1)}}{2m_2\mu + B^2},
\] (F18)

where \( \zeta = \pm \) and \( \eta = \pm \). For parameters similar to Figs.2(c) and 2(d) of the main text, \( C_1 < 0 \) and \( \sqrt{C_1} \) in the numerator is purely imaginary.

Now focus on the surface modes living on the upper surface \( (z = 0 \text{ surface of a sample occupying} z < 0) \) of a sample. The relevant solutions for \( \lambda \) are \( \lambda_{+}, \eta \). Substituting Eqs.(F17) and (F18) back into Eq.(F16), we get a pair of zero energy surface modes for \( \hat{h}_a(k_x = k_y = 0) \) as

\[
\psi_{aa}(z) = C\rho_1(e^{\lambda_{+}z} - e^{\lambda_{-}z}),
\] (F19)

where \( \rho_1 = \frac{1}{\sqrt{2}}[1, 0, 0, i]^T \) and \( \rho_2 = \frac{1}{\sqrt{2}}[0, 1, -i, 0]^T \) are the two orthonormal state vectors. The normalization constant \( C \) is taken as a positive number

\[
C = \frac{1}{\mu \sqrt{\Delta_0 B(\mu^2 C_1 - \Delta_0^2 B^2)/(2m_2\mu + B^2)C_1}},
\] (F20)

where the constant \( C_1 \) is defined in Eq.(F18).

Now consider the SABSs supported by \( \hat{h}_b \). Since \( \hat{h}_b \) can be obtained from \( \hat{h}_a \) by making the substitutions of \( m_a \rightarrow -m_a \) \( (\alpha = 0, 1, 2) \), \( \Delta_0 \rightarrow -\Delta_0 \) and \( B \rightarrow -B \), the solution of the surface modes can be obtained similar to those for \( \hat{h}_a \). Thus we obtain the two zero energy surface modes of \( \hat{h}_b \) on the upper surface (\( z = 0 \) surface of a sample occupying \( z < 0 \)) for \( k_x = k_y = 0 \) as

\[
\psi_{ba}(z) = D\rho_1'(e^{\lambda_{+}z} - e^{\lambda_{-}z}),
\] (F21)
where the two orthonormal state vectors are \( \rho'_1 = \frac{1}{\sqrt{2}} [1, 0, 0, -i]^T \) and \( \rho'_2 = \frac{1}{\sqrt{2}} [0, 1, i, 0]^T \), which are complex conjugates of those for \( \hat{h}_a \). The four solutions for \( \lambda \) are
\[
\lambda'_\eta = \lambda_\eta (m_0 - m_0, m_2 - m_2) = \frac{\zeta \Delta_0 B + \eta \mu \sqrt{C_2}}{2m_2 \mu + B^2}, \tag{F22}
\]
where \( \zeta = \pm \) and \( \eta = \pm \). \( C_2 = C_1 (m_0 - m_0, m_2 - m_2) \) is negative for parameters similar to those of Figs.2(c) and 2(d). The two roots of \( \lambda \) with \( \zeta = - \) in Eq.(F22) are taken to define the surface modes localized on the upper surface of a sample, because \( 2m_2 \mu > B^2 \) for parameters in Figs.2(c) and 2(d). The normalization constant \( D \) is taken as
\[
D = \frac{1}{\mu} \sqrt{\frac{\Delta_0 B (\mu^2 C_2 - \Delta_0^2 B^2)}{(2m_2 \mu - B_2^2) C_2}}. \tag{F23}
\]
Taking \( \psi_{a\alpha}(z) \) and \( \psi_{a\alpha}(z) \) (\( \alpha = 1, 2 \)) as four basis states, we can now construct the effective models for the SABSs on the upper \( xy \) surface of a sample in the \( \Delta_1 \) superconducting phase. First, we calculate the effective model within the subspace of SABSs related to \( \hat{h}_a \) and \( \hat{h}_b \), still ignoring the coupling between \( \hat{h}_a \) and \( \hat{h}_b \). By focusing on states close to center of the surface \( BZ \), we can take the terms dependent on \( k_x \) and \( k_y \) as perturbations.

For \( \hat{h}_a \), the perturbation term is
\[
\hat{h}_{axy} = \{ 2m_1 (3 - 2 \cos \sqrt{3} \) \( k_x \cos \frac{1}{2} k_y - \cos k_y) \\ + \frac{c^2}{2 \mu} [8 \otimes \tau_3 - \frac{\Delta_0}{\mu} [c_x s_3 \otimes \tau_1 + c_y s_0 \otimes \tau_2]. \tag{F24}
\]
Taking \( \{ \psi_{a1}(z), \psi_{a2}(z) \} \) as the basis, the effective model for the SABSs emerging from \( \hat{h}_a \) is
\[
\hat{h}_{a\text{surf}}(k_{xy}) = -\frac{\Delta_0}{\mu} [c_x (k_{xy}) s_1 + c_y (k_{xy}) s_2], \tag{F25}
\]
where \( s_1 \) and \( s_2 \) are Pauli matrices acting in the present subspace.

For \( \hat{h}_b \), the perturbation term is
\[
\hat{h}_{bxy} = \{ -2m_1 (3 - 2 \cos \sqrt{3} k_x \cos \frac{1}{2} k_y - \cos k_y) \\ + \frac{c^2}{2 \mu} [8 \otimes \tau_3 + \frac{\Delta_0}{\mu} [c_x s_3 \otimes \tau_1 + c_y s_0 \otimes \tau_2]. \tag{F26}
\]
Taking \( \{ \psi_{b1}(z), \psi_{b2}(z) \} \) as the basis, the effective model for the SABSs emerging from \( \hat{h}_b \) is
\[
\hat{h}_{b\text{surf}}(k_{xy}) = -\frac{\Delta_0}{\mu} [c_x (k_{xy}) s_1 + c_y (k_{xy}) s_2], \tag{F27}
\]
where \( s_1 \) and \( s_2 \) are Pauli matrices acting in the present subspace.

As was explained in the introductory part of this section, the creation of a pair of \( xy \) surfaces couples the two pairs of SABSs originating from the decoupled \( \hat{h}_a \) and \( \hat{h}_b \) together. The dispersion of the actual SABSs close to \( k_x = k_y = 0 \) are thus obtained after we make a reasonable estimation for the coupling between the two pairs of SABSs solved from \( \hat{h}_{a\text{surf}}(k_{xy}) \) and \( \hat{h}_{b\text{surf}}(k_{xy}) \). There are two equivalent yet slightly different methods to make this estimation, which we explain in turn.

The first method is to calculate the matrix elements of the original bulk Hamiltonian (with a pair of \( xy \) surfaces introduced and thus \( k_z \) is to be replaced by \( -i \partial_z \)) between the basis \( \{ \psi_{a1}(z), \psi_{a2}(z) \} \) for \( \hat{h}_{a\text{surf}}(k_{xy}) \) and the basis \( \{ \psi_{b1}(z), \psi_{b2}(z) \} \) for \( \hat{h}_{b\text{surf}}(k_{xy}) \). We define the matrix element to be calculated between \( \psi_{a\alpha}(z) \) (\( \alpha = 1, 2 \)) and \( \psi_{b\beta}(z) \) (\( \beta = 1, 2 \)) as \( C_{ab}^{\alpha \beta} \). There are four terms in the bulk Hamiltonian of \( \Delta_1 \) that are relevant to the coupling between the \( a \) and \( b \) orbitals, which are
\[
H_{ab}(k_{xy}, k_z) = c_z (k_z) \sigma_2 \otimes s_0 \otimes \tau_3 + \Delta_0 \sigma_2 \otimes s_1 \otimes \tau_1 + c_y (k_{xy}) \sigma_1 \otimes s_1 \otimes \tau_0 - c_x (k_{xy}) \sigma_1 \otimes s_2 \otimes \tau_3. \tag{F28}
\]
In the four terms of \( H_{ab}(k_{xy}, k_z) \), we have made their dependencies on the wave vectors explicit. Note that the effect of coupling between orbital \( a \) and orbital \( b \) is already incorporated in obtaining the bulk low energy effective models \( \hat{h}_a \) within \( BZ_a \) and \( \hat{h}_b \) within \( BZ_b \). What we are now trying to estimate is the effect of the coupling between states in \( BZ_a \) and states in \( BZ_b \) induced by the broken translational invariance along the \( z \) direction, so the \( k_z \) dependent term is the only term relevant to our objective. This term is no other than \( \hat{h}_{ab}^0 \) defined in Eq.(18). For \( k_z \) very small, we can make the approximation \( c_z(k_z) \approx B k_z \). The breaking of translational invariance along \( z \) direction is accompanied by the substitution of \( k_z \rightarrow -i \partial_z \) in \( \hat{h}_{ab}^0 \). Direct calculation shows that \( C_{12}^{12} = C_{21}^{21} = 0 \), and
\[
C_{11}^{11} = -C_{22}^{11} = -BCD(\lambda_{++} + \lambda_{→} - \lambda_{→}) \frac{(λ_{++} + λ_{→}) (λ_{→} - λ_{→})}{[(λ_{++} + λ_{→}) (λ_{++} + λ_{→})]^2}. \tag{F29}
\]
Thus, in the basis of \( \{ \psi_{a1}(z), \psi_{a2}(z), \psi_{b1}(z), \psi_{b2}(z) \} \) the complete form of the effective model for the SABSs is
\[
\hat{h}_{SABS}(k_{xy}) = (\hat{h}_{a\text{surf}}(k_{xy}) \hat{C}_{ab}^{11} s_3 \hat{h}_{b\text{surf}}(k_{xy})). \tag{F30}
\]
Dispersion of the SABSs close to the \( k_x = k_y = 0 \) point is obtained by diagonalizing the above \( 4 \times 4 \) matrix, which give four branches of excitations
\[
E_{αβ}(k_{xy}) = α |C_{aβ}|^2 + β \frac{\Delta_0}{\mu} \sqrt{c_x^2 (k_{xy}) + c_y^2 (k_{xy})}. \tag{F31}
\]
where \( α = ± \) and \( β = ± \). This result gives a pair of two fold degenerate states of energy \( |C_{aβ}| \) and \( -|C_{aβ}| \) at \( k_x = k_y = 0 \), which split separately into a pair of linearly dispersive modes for small \( k_{xy} \). This is in qualitative agreement with the dispersions of the SABSs
in Figs.2(c) and 2(d). Substituting the parameters for Figs.2(c) and 2(d) to Eq.(F29), we get $|C_{11}^{ab}| = 0.0017$ and $|C_{13}^{ab}| = 0.0023$, respectively. In comparison to the numerical values of 0.0021 and 0.0068, we see that the estimations are in the correct order of magnitude. In particular, the estimation from the analytical calculation for Fig.2(c) is very close to the numerical results, while the estimation for Fig.2(d) is a little inferior. This is because the parameters for Fig.2(c) matches the two conditions of the analytical derivations, small $\Delta_0$ and small $\sqrt{c_1^2(k) + c_2^2(k) + c_2^2(k)}$, better than the parameters of Fig.2(d).

The approximately constant slope of the analytical dispersion around $[k_{xy}]$ is $\beta A_0/\mu$, which is about 80% of the numerical value for both Fig.2(c) and Fig.2(d).

The second method of estimating the coupling between the two pairs of SABSs emerging from $\tilde{h}_a$ and $\tilde{h}_b\alpha$ is to apply Eqs.(F7) and (F9). To begin, we express the basis \{φα(z), ψα(z)\} for $\tilde{h}_a$ and \{ψα(z), ψα(z)\} for $\tilde{h}_b\alpha$ in lattice representation. Similar to the first part of this section, we denote the numbering of the layers in terms of $n_z$. To study the surface states on the upper surface of a sample with $N_z$ layers (assuming $N_z \gg 1$), we set $n_z = -1$ as the upmost layer and $n_z = -N_z$ as the bottom layer. In the case of periodic boundary conditions, $n_z = 0$ is identified with $n_z = -N_z$. In the case of open boundary conditions, $n_z = 0$ is considered as a fictitious layer outside of the sample and just above of the $n_z = -1$ layer. Then the surface modes in Eqs.(F19) and (F21) become

$$\psi_{aa}(n_z) = C \rho_a(e^{\lambda_1+n_z} - e^{\lambda_1-n_z}), \quad (F32)$$

and

$$\psi_{ba}(n_z) = D \rho_a(e^{\lambda_2-n_z} - e^{\lambda_2+n_z}), \quad (F33)$$

where $\alpha = \pm$. The boundary condition of $\psi_{aa}(z = 0) = \psi_{ba}(z = 0) = 0$ is ensured in the form of $\psi_{aa}(n_z = 0) = \psi_{ba}(n_z = 0) = 0$. Note that $\psi_{aa}(n_z)$ and $\psi_{ba}(n_z)$ are expressed in the basis of $\phi_{ka,0}(z,n_z,a)$ (denoted as $\phi_{k,a}$ hereafter) and $\phi_{ka,0}(z,n_z,b)$ (denoted as $\phi_{ka,0}(z,n_z,b)$ hereafter) ($\alpha = \pm$), the four wave functions in Eqs.(F32) and (F33) are written in operator form as

$$\hat{\psi}_{aa} = C \sum_{n_z} \phi_{ka,a}(n_z) \rho_a(e^{\lambda_1+n_z} - e^{\lambda_1-n_z}), \quad (F34)$$

and

$$\hat{\psi}_{ba} = D \sum_{n_z} \phi_{ka,b}(n_z) \rho_a(e^{\lambda_2-n_z} - e^{\lambda_2+n_z}). \quad (F35)$$

To apply Eqs.(F7) and (F9), we turn the lattice representation of Eqs.(F34) and (F35) to wave vector representation. Since $\tilde{h}_a$ and $\tilde{h}_b\alpha$ are well defined only within BZa and BZb, $\hat{\psi}_{a\alpha}$ and $\hat{\psi}_{b\alpha}$ ($\alpha = \pm$) should also contain states restricted within BZa and BZb. Recalling the former analysis, there are approximately $2N_z^{a+b}(k_{xy} = 0)$ (denoted as $2N_z^{a+b}$ in what follows) states in BZa and $2N_z^{b+b}(k_{xy} = 0)$ (denoted as $2N_z^{b+b}$ in what follows) states in BZb. Similar to the Fourier transformation for states defined in the whole BZ, we can make the following transformations

$$\phi_{n_z,a(b)}^\dagger = \frac{1}{\sqrt{2N_z^{a(b)}+1}} \sum_{k_z \in BZ_{a(b)}} \phi_{k_z,a(b)}^\dagger e^{-ik_z n_z}. \quad (F36)$$

Substituting the above transformation to Eqs.(F34) and (F35), we get after finishing the summation over $n_z$ from $n_z = -N_z$ to $n_z = -1$

$$\hat{\psi}_{a\alpha} = \frac{C}{\sqrt{2N_z^{a+a}}} \sum_{k_z \in BZ_a} \phi_{k_z,a}(e^{\lambda_1+n_z} - e^{\lambda_1-n_z}), \quad (F37)$$

and

$$\hat{\psi}_{b\alpha} = \frac{D}{\sqrt{2N_z^{b+b}}} \sum_{k_z \in BZ_b} \rho_a e^{ik_z}(e^{\lambda_2-n_z} - e^{\lambda_2+n_z}). \quad (F38)$$

In deriving the above results, we have exploited the condition of $N_z \gg 1$, so that $e^{-\lambda_1+n_z}$ and $e^{-\lambda_2+n_z}$ ($\alpha = \pm$) are all essentially zero.

With Eqs.(F37) and (F38) at hand, it is now straightforward to estimate the coupling between $\hat{\psi}_{aa}$ and $\hat{\psi}_{ba}$ in terms of Eqs.(F7) and (F9). Here, we define the matrix element between $\hat{\psi}_{aa}$ ($\alpha = 1, 2$) and $\hat{\psi}_{ba}$ ($\beta = 1, 2$) as $D_{ab}^a$. It is shown through direct calculation that $D_{11}^a = D_{22}^a$ and $D_{12}^a = D_{21}^a = 0$. So, we get an effective model for the SABSs similar to Eq.(F30), with $C_{11}^{ab}$ replaced by $D_{11}^{ab}$. The final form for $D_{11}^{ab}$ is however more complicated than $C_{11}^{ab}$ and is

$$D_{11}^{ab} = \frac{BCD}{4N_z \sqrt{N_z^{a+b}}} \sum_{k_z \in BZ_a, k_z' \in BZ_b} \sum_{k_z \in BZ_a, k_z' \in BZ_b} (e^{ik_z} - e^{ik_z'}). \quad (F39)$$

Since the above formula depends on the two parameters $\nu_a$ and $\nu_b$ defined in Eqs.(F1) and (F2), whose values lack a reliable criterion to determine, we cannot make an easy estimation of its value. But the above derivation has confirmed the equivalence of the two methods, since they give qualitatively the same prediction for the dispersion of the SABSs.
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