Elemental gas-phase abundances of intermediate redshift type Ia supernova star-forming host galaxies
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ABSTRACT

The maximum luminosity of type Ia supernovae (SNe Ia) depends on the oxygen abundance of the regions of the host galaxies where they explode. This metallicity dependence reduces the dispersion in the Hubble diagram (HD) when included with the traditional two-parameter calibration of SN Ia light-curve (LC) parameters and absolute magnitude. In this work, we use empirical calibrations to carefully estimate the oxygen abundance of galaxies hosting SNe Ia from the SDSS-II/SNe Survey at intermediate redshift, by measuring their emission line intensities. We also derive electronic temperature with the direct method for a small fraction of objects for consistency. We find a trend of decreasing oxygen abundance with increasing redshift for the most massive galaxies. Moreover, we study the dependence of the HD residuals (HR) with galaxy oxygen abundance obtaining a correlation in line with those found in other works. In particular, the HR vs oxygen abundance shows a slope of $-0.186 \pm 0.123$ mag dex $^{-1}$ (1.52σ), in good agreement with theoretical expectations. This implies smaller distance moduli after corrections for SNe Ia in metal-rich galaxies. Based on our previous results on local SNe Ia, we propose this dependence to be due to the lower luminosity of the SNe Ia produced in more metal-rich environments.
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1 INTRODUCTION

Type Ia supernovae (SNe Ia) are thermonuclear explosions of carbon-oxygen white dwarfs (WD) in binary systems. In the traditional picture, the WD progenitor increases its mass due to accretion from the companion star until reaching the Chandrasekhar mass limit ($\sim 1.44 \text{ M}_\odot$) when the degenerate electron pressure no longer supports its weight. However, there is evidence that question this picture from several aspects: the exact nature of the companion star (another WD or a main sequence star), the actual mass of the progenitor before explosion (sub- or super- Chandrasekhar), or the exact explosion mechanism (deflagration or detonation) is still under debate (see e.g. Maoz, Mannucci & Nelemans 2014; Nomoto, Kobayashi & Tominaga 2013). Anyway, since all explosions in principle occur from WD with similar (although not exact) conditions, it is expected that SNe Ia show similar luminosities.

SNe Ia light-curves can be standardized by empirical correlations between SNe Ia peak brightness and their light-curve (LC) width (Phillips 1993) and colour (Riess, Press & Kirshner 1996). Several empirical techniques (Barris & Tonry 2004; Guy et al. 2005; Prieto, Rest & Suntzeff 2006; Oya, Riess & Kirshner 2007; Guy et al. 2007; Burns et al. 2011) have exploited these correlations and found standard absolute peak magnitudes with a dis-
The quantity and quality of supernova observations have increased, and limitations on the homogeneity of SNe Ia have become apparent (Riess, Press & Kirshner 1996; Sullivan et al. 2006). If these inhomogeneities are not accounted for by LC width and color corrections, these variations may introduce systematic errors in the determination of cosmological parameters, preventing further reducing the uncertainties.

One plausible source of inhomogeneity is the dependence of supernova properties on host galaxy characteristics after other LC corrections. The average properties of host galaxies evolve with redshift, thus any such dependence not included in the standardization techniques will have an effect on the cosmological parameter determination. During the last decade, there have been many studies illustrating the dependence of SNe Ia light-curve parameters on global characteristics of their hosts (Sullivan et al. 2006; Gallagher et al. 2008; Howell et al. 2009; Hicken et al. 2009; Kelly et al. 2010; Sullivan et al. 2010; Lampeitl et al. 2010; D’Andrea et al. 2011; Gupta et al. 2011; Norlin et al. 2011; Sullivan et al. 2011; Galbany et al. 2012; Johansson et al. 2013). Some of these latter studies found additionally that SNe Ia are systematically brighter in massive host galaxies after LC shape and color corrections. Through the mass-metallicity relation (Tremonti et al. 2004), this would lead to a correlation between SN Ia brightness and the metallicity of their host galaxies: metal-richer galaxies host brighter SNe Ia after corrections with a difference of \( \sim 0.10 \) mag, the same order of magnitude of the uncertainties in the standard absolute magnitude. However, the cause of these correlations is not well understood.

In fact, a dependence of the SN Ia peak luminosity with metallicity of the binary system was theoretically predicted: assuming that the mass of the progenitor WD at explosion is fixed, the SN Ia peak magnitude depends mainly on the total quantity of \(^{56}\text{Ni}\), synthesized during the explosion. Timmes, Brown & Truran (2003) showed that the magnitude in the LC maximum depends on the WD progenitor chemical abundance of elements C, N, O and \(^{56}\text{Fe}\): a difference of a factor of 3 in the metallicity may vary the mass of \(^{56}\text{Ni}\) ejected during the explosion in a 25\%. More recently, Kasen, Röpke & Woosley (2009) analyzed explosion models where asymmetries were taken into account and they found a weak dependence of the SN Ia luminosity on abundances as C and O, claiming that without correcting for this effect, the cosmological distances of these objects may be overestimated by a 2\%. Bravo et al. (2010) also modeled a series of explosions of SNe Ia finding a non-linear relation between the synthesized mass \(M^{^{56}\text{Ni}}\) and the metallicity Z of the progenitor binary system (see their Fig.1), stronger than the previous results. Summarizing, the luminosity of SNe Ia may depend crucially on the abundance of elements within the progenitor system, being brighter when Z is lower than for solar abundances.

Taking all these into account, we have carried out an observational project to further investigate the existence and extent of this relationship. Our final aim is to perform a systematic and careful study of the possible metallicity dependence of the luminosity of SNe Ia, and to analyze if the dispersion in the distance modulus is reduced when this parameter is taken into account. In order to reach our objective, we planned to determine the metallicity of the SN Ia progenitor systems using the oxygen abundance of the host galaxies. To do that, we have divided our study in three parts, corresponding to three redshift ranges:

(i) The local Universe, \( z < 0.03 \), whose results have been presented in Moreno-Raya et al. (2016a,b) hereafter Paper I and Paper II, respectively.

(ii) The intermediate redshift range, \( 0.03 < z < 0.5 \), for which we analyze a sample of \( \sim 400 \) SN Ia host galaxies estimating their metallicities and investigating their dependence on SN Ia LC parameters. The present work is devoted to this part of the project.

(iii) Finally, the high redshift range, \( z > 0.5 \), where cosmological models diverge. This will be presented in a future work.

In Paper I and Paper II, we have presented long-slit spectroscopy of 28 SN Ia host galaxies in the local Universe (\( z < 0.03 \)) for which distances had been previously derived using methods independent of SNe Ia. We estimated the gas-phase oxygen abundance in the region where each SN Ia exploded from the emission lines observed in their optical spectra. We have demonstrated that there is a correlation between SN Ia absolute magnitudes and oxygen abundances at the explosion sites, in the sense that SNe Ia tend to be brighter at metal-poorer locations. This relation may explain why after standardizing SN Ia luminosities, brighter SNe Ia are usually found in metal-richer or more massive galaxies, implying that the standard calibration tends to overestimate the luminosities of these objects. In this way, if the metallicity dependence is neglected, the standardized luminosity of a SN Ia in a metal-rich environment would be higher than the actual value, thus showing a residual to the best cosmological of the same order than actually observed. Furthermore, we estimated from our local sample that when this oxygen abundance dependence is included, the dispersion in \(M_B\) is reduced by \( \sim 5\% \).

In this work we will concentrate on point (ii) estimate oxygen abundances for a sample of intermediate redshift SN Ia host galaxies. Campbell, Fraser & Gilmore (2016) presented a systematic study of the relationships between the SNe Ia properties and the host galaxies characteristics for a sample of 581 SNe Ia from the SDSS-II SN survey, which covers a redshift range of \( 0.05 < z < 0.55 \). They find a slight correlation between HR and host galaxy metallicity, and also a stronger correlation with the host galaxy stellar mass. Moreover, they studied possible effects of these dependences on cosmological parameters, allowing a new free parameter in the fit of data to the models in the HD, resulting in a shift over the parameter \( w \) of the equation of state towards a more negative value, \( w \sim -1.15^{+0.125}_{-0.121} \). Compared with the value of \( w \sim -0.970 \) obtained without any dependence on mass or metallicity (a 18\% of difference). An important caveat of this work is that they also use data from passive galaxies, for which there are no emission lines with sufficient S/N, obtaining however some upper limits from the continuum flux in the regions where the lines are expected. In this way they obtain two different zones in the HR as a function of oxygen, where these upper limit abundances showing values larger that \( 12 + \log(O/H) > 8.8 - 8.9 \) dex, may not be considered valid. Even so, they find a correlation...
with a slope $-0.155 \text{ mag dex}^{-1}$, that implies a difference of $\sim 0.150 \text{ mag}$ between objects with $12 + \log(O/H) = 8.0 \text{ dex}$ and 9.0 dex, the most metal rich, after LC shape and color correction, being brighter. In addition, the emission lines used in that work are not directly measured but taken from tables in [Thomas et al. (2013)]. Due to the high number of spectra, these line intensities were obtained by automatic methods which are not always precise enough as already shown in [Wolf et al. (2016)], who instead measured their own intensities, optimizing the method to subtract the continuum component, for which they needed to reduce the redshift range to $z < 0.3$. They measured $H_\alpha$ and [NI] simultaneously, fixing the velocity, too. Thus, they improve the measurements of the emission lines despite the reduction of redshift range, and, in consequence, the number of objects to 144.

In this work we estimate the oxygen abundances for a sample of intermediate redshift SN Ia host galaxies. Our final aim is to check if the SNe luminosities maintain the dependence on oxygen abundances as we found previously in the local Universe, and if the HR dependence on metallicity vanishes when a new parameter $\gamma$ is considered. We carefully measured all the emission lines determining the stellar continuum and the Balmer absorption when possible. The selection of the host galaxy sample is presented in Section 2. The analysis of the galaxy spectra and the determination of oxygen abundances is detailed in Section 3, where the estimation of oxygen abundances from intensity ratios by the different empirical calibration methods is discussed. In Section 4 we discuss our results, and our conclusions are given in Section 5.

2 SAMPLE SELECTION

2.1 The SDSS-II Supernova Survey

The Sloan Digital Sky Survey-II Supernova Survey (SDSS-II/SNe) (Frieman et al. 2008) has identified and measured LCs for intermediate redshift ($0.01 < z < 0.45$) SNe Ia during the three fall seasons of operation from 2005 to 2007, using the dedicated SDSS 2.5m telescope at Apache Point Observatory (Gunn et al. 1998, 2006). These SNe are all located in Stripe 82, a 2.5 degree wide region along the Celestial Equator from roughly $-50 < RA < 59$ in the Southern Galactic hemisphere (Stoughton et al. 2002). This effort resulted in 536 SNe Ia confirmed spectroscopically (sp-Ia), and 914 transients photometrically classified as SNe Ia (ph-Ia) from their LCs (Sako et al. 2014) and using the spectroscopic redshift of the host galaxy either measured previously by the SDSS Legacy Survey (York et al. 2000) or by the BOSS Survey (Dawson et al. 2013). In addition, we add to this sample 16 SNe Ia from the pilot SDSS-II/SNe survey performed in 2004, doing a total of 1466 host SNe Ia galaxies. We finally select those galaxies with optical spectra publicly available in the SDSS Data Release 12 (DR12, Alam et al. 2015). From the initial set of 1466 galaxies, 1128 (344 sp-Ia and 784 ph-Ia) pass the above criterion.

2.2 The Union2.1 compilation

We repeat the procedure with the SNe in the Union 2.1 compilation (Suzuki et al. 2012), which contains SNe Ia from several previous works with good quality light-curves and available data to use them for cosmological purposes. From the initial set of 580 SNe Ia, we find 60 with their host galaxy spectra publicly available in SDSS DR12. These 60 SNe are at the lowest redshift range of the Union2.1 (hereafter U2.1) compilation, between 0.015 and 0.17, with 20 of them (a 30%) with $z < 0.05$. The original publication sources are described in Suzuki et al. (2012).

2.3 Host galaxy spectroscopic sample

The spectral SN Ia host galaxy sample we use in this work consists, therefore, of 1188 objects: 1128 from the SDSS-II/ SNe survey and 60 from the Union 2.1 compilation. The corresponding spectra present different qualities, depending on the presence of sky lines, the SNR ratio or faintness of the lines. In the next section, we detail the analysis performed with these spectra. The wavelength range in the observer frame covers from 3700 to 9000Å so this permits to measure the needed emission lines up to redshift 0.45, where $H_\alpha$ and [Ni] 6583 are located at 9545 Å. This may imply a difference between the real metallicity in the zone where SNe Ia exploded and the one estimated which will correspond to different fractions of the galaxy.

Spectra were obtained with a 2" or 3" diameter fiber pointed to the center of each galaxy, so the light captured by the fiber corresponds to different fractions of the galaxy depending on the galaxy projected size in the sky and the redshift. This may imply a difference between the real metallicity in the zone where SNe Ia exploded and the one estimated which will correspond to different fractions of the zone.

While SDSS-I and SDSS-II spectra were observed with a fiber with 3" diameter, BOSS spectra were observed with a 2" diameter fiber.
Figure 2. Diagnostic diagrams. Left) Observational flux ratios, $[\text{O}
\text{iii]}/H\beta$ vs $[\text{N}
\text{ii]}/H\alpha$, obtained analyzing our galaxy sample. The theoretical line derived by Kewley et al. (2001) that divides the emission between ionization from massive stars and AGNs is shown in pink. In a purple dashed line we show the empirical line from Kauffmann et al. (2003) that divides further the space between pure star-forming and composite regions. Blue circles indicate pure star-forming galaxies, yellow points are the galaxies with composite nature, while galaxies classified as AGN are represented in red. Right) $[\text{O}
\text{iii]}/H\beta$ vs SII/Hα, with a similar Kewley et al. (2001) line dividing AGNs from composite and star forming objects.

3 ANALYSIS OF THE HOST GALAXY SPECTRA

3.1 Line measurement and nature of the emission

First, we correct all spectra for Milky Way dust extinction using the dust maps of Schlafly & Finkbeiner (2011) retrieved from the NASA/IPAC Infrared Science Archive (IRSA), applying the standard Galactic reddening law with $R_V = 3.1$ (Cardelli, Clayton & Mathis 1989; O'Donnell 1994). We also shift the spectra to the rest frame wavelengths.

In these 1188 spectra we try to measure seven emission lines: three hydrogen Balmer lines (Hα, Hβ, Hγ) and the brightest collisional excited lines of heavy elements: $[\text{O}
\text{ii]}\lambda3726,29$ (blended), $[\text{O}
\text{iii]}\lambda5007$, $[\text{N}
\text{ii]}\lambda6583$, and $[\text{S}
\text{ii]}\lambda\lambda6716,31$. All measurements are performed manually using the splot routine of IRAF. Line intensities and equivalent widths are measured integrating all the emission between the limits of the line and over a local adjacent continuum. However, because of the faintness of many of the detected emission lines, a detailed inspection of the spectra is always necessary to get a proper estimation of the adjacent continuum and the line flux in these cases. For each emission line (in particular, for the hydrogen Balmer lines, as they are affected by absorptions of the stellar component of the galaxy) we consider several measurements at slightly different continuum levels. For each spectrum, we choose the emission line fluxes which provide the best match and minimize the uncertainties of the derived properties (reddening coefficient and oxygen abundance). Uncertainties in the line fluxes were estimated for each line considering both the rms of the continuum and the width of each emission line. We require galaxies to have lines of Hα, Hβ, and [Nii] λ6583 detected at greater than 5σ. We constrain as well the other nebular lines that we make use of to be detected at greater than 5σ. With these cuts our sample reduces to 424 galaxies from SDSS and 23 from Union2.1 for a total of 447 galaxies to analyze (see Table 1 and redshift distribution on Figure 1).

We start by checking the nature of the ionization of the gas within our sample galaxy using the so-called diagnostic diagrams, as firstly proposed by Baldwin, Phillips & Terlevich (1981) and Veilleux & Osterbrock (1987). These diagrams are useful tools to distinguish between pure star-forming regions, Low-Ionization
Narrow-Emission Region (LINER) activity, and Active Galactic Nucleus (AGN). By using the observed emission line intensities, we show in Figure 2 the typical ratios [O III] \( \lambda 5007/\text{H} \beta \) versus [N II] \( \lambda 6583/\text{H} \alpha \) and [O III] \( \lambda 5007/\text{H} \beta \) versus ([S II] \( \lambda 6716+\lambda 6731 \))/\text{H} \alpha \) diagrams for all the galaxies for which we have a good measurement of these lines. In these diagnostic diagrams, H II regions and starburst galaxies lie within a narrow band. We plot in the same diagrams the analytical relations given by Kewley et al. (2001), which were derived for starburst galaxies and which represent an upper envelope of positions of star-forming galaxies. In the left panel of Fig. 2, we also draw the empirical relation between [O III] \( \lambda 5007/\text{H} \beta \) and [N II] \( \lambda 6583/\text{H} \alpha \) from Kauffmann et al. (2003) derived after analyzing a large data sample of star-forming galaxies from SDSS data. Galaxies below this curve are considered pure star-forming objects. When the gas is excited by shocks, accretion disks, or cooling flows (as in the case of AGNs or LINERs) its position in these diagnostic diagrams is away from the locus of H II regions, and usually well above those curves. It is usually considered that the nature of the ionization of the gas in galaxies located in this region is not due to massive stars, i.e., that these objects are not star-forming galaxies. We plot galaxies above the Kewley et al. (2001) curve using a red color and we will not further consider them in our analysis.

Kewley et al. (2006) suggested that those objects between the theoretical line computed by Kewley et al. (2001) and the empirical line found by Kauffmann et al. (2003) may be ionized by both massive stars and shocks, i.e., to have a composite nature, although Pérez-Montero & Contini (2009) claimed that objects located in this area may also be pure star-forming galaxies but with a high [N II] content. In any case, we use a yellow color to distinguish these galaxies, which will be also analyzed in this work.

In the right-panel of Fig. 2, we show a similar diagnostic diagram using the ratio [S II]/\text{H} \alpha \) where all objects previously classified as AGNs also lie above the theoretical curve. Although we are not able to measure [S II] \( \lambda 6717.31 \) lines in 38% of the objects classified as star-forming or composite in the BPT diagram (panel a), and therefore they are not included in the sulfur diagnostic diagram (panel b), we keep these objects in our analysis given their reliable classification in the BPT. From the 447 galaxies analyzed, 340 have been labeled as SF, while 76 have composite nature and 31 have been classified as AGNs, so, we have finally obtained/analyzed a total of 416 galaxy spectra.

### 3.2 Reddening correction

Emission lines fluxes must be corrected for the host galaxy reddening. This correction is usually made using the Balmer decrement between the \( \text{H} \alpha \) and \( \text{H} \beta \) line fluxes according to:

\[
\frac{I(\lambda)}{I(\text{H} \beta)} = \frac{F(\lambda)}{F(\text{H} \beta)} 10^{c(\text{H} \beta)\left[f(\lambda)-f(\text{H} \beta)\right]},
\]

where \( I(\lambda)/I(\text{H} \beta) \) is the line intensity flux unaffected by reddening or absorption, \( F(\lambda)/F(\text{H} \beta) \) is the observed line measured flux, \( c(\text{H} \beta) \) is the reddening coefficient and \( f(\lambda) \) is the reddening curve normalized to \( \text{H} \beta \) using the Cardelli, Clayton & Mathis (1989) law with \( R_V = 3.1 \).

To calculate the reddening coefficient, \( c(\text{H} \beta) \), both \( \text{H} \alpha \) and \( \text{H} \beta \) are usually used in Eq. [1]. Sometimes other pairs

| Object | Nature | \( I(\lambda) \) | \( I(\text{H} \beta) \) | \( F(\lambda) \) | \( F(\text{H} \beta) \) | \( c(\text{H} \beta) \) | \( f(\lambda) \) |
|--------|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SF     | 10     | 141.0 \pm 0.0   | 141.0 \pm 0.0   | 100.0 \pm 0.0   | 100.0 \pm 0.0   | 1.0 \pm 0.0     | 1.0 \pm 0.0     |
| SF     | 22     | 22.0 \pm 0.0    | 22.0 \pm 0.0    | 22.0 \pm 0.0    | 22.0 \pm 0.0    | 2.0 \pm 0.0     | 2.0 \pm 0.0     |
| SF     | 33     | 33.0 \pm 0.0    | 33.0 \pm 0.0    | 33.0 \pm 0.0    | 33.0 \pm 0.0    | 3.0 \pm 0.0     | 3.0 \pm 0.0     |
| SF     | 44     | 44.0 \pm 0.0    | 44.0 \pm 0.0    | 44.0 \pm 0.0    | 44.0 \pm 0.0    | 4.0 \pm 0.0     | 4.0 \pm 0.0     |
| SF     | 55     | 55.0 \pm 0.0    | 55.0 \pm 0.0    | 55.0 \pm 0.0    | 55.0 \pm 0.0    | 5.0 \pm 0.0     | 5.0 \pm 0.0     |

---

| Table 1. | Dereddened line intensity ratios with respect to \( f(\text{H} \beta) = 100 \) or \( f(\text{H} \alpha) = 100 \). Colons indicate measurements with an uncertainty larger than 40%. Three dots indicate that the emission line has not been detected. Only some galaxies are included here, the whole table will be given in electronic format.

---

To calculate the reddening coefficient, \( c(\text{H} \beta) \), both \( \text{H} \alpha \) and \( \text{H} \beta \) are usually used in Eq. [1]. Sometimes other pairs
Table 2. Derived properties from the oxygen abundances estimation for galaxies classified as Star Forming or Composite.

| Object Class | $W_{50}$ | $c(H\beta)$ | $12 + \log(O/H)$ | $\log(N/H)$ | $\log(N/O)$ |
|--------------|---------|-------------|------------------|-------------|------------|
| Star Forming |         |             |                  |             |            |
| Composite    |         |             |                  |             |            |

Note. — P00: Pilyugin & Thuan (2000) using $R(W_{50})$; P04a: Pettini & Pagel (2004) using the $O3N2$ parameter; P04b: Pettini & Pagel (2004) using a linear fit to the $N2$ parameter; M13a: Marino et al. (2013) using the $O3N2$ parameter; KDN2O2: Kewley & Dopita (2002) using the $O3N2$ parameter (calibration only valid for objects in the high metallicity).

Figure 3. Reddening coefficient $c(H\beta)$. Galaxies with composite AGN/star-forming nature are plotted in yellow, and pure star-forming galaxies in blue. The coefficient $c(H\beta)$ obtained from the ratio $I(H\alpha)/I(H\beta)$ as a function of the oxygen abundance $12+\log(O/H)$. The (red) short-dashed line represents the no-reddening line $c(H\beta) = 0$.

of HII Balmer lines –e.g., $H\gamma/H\beta$ or $H\delta/H\beta$– can be measured too and the reddening coefficient can be determined with higher accuracy (e.g., see López-Sánchez & Esteban 2009). However, in extragalactic objects, the fluxes of nebular Balmer lines are affected by the absorption produced by the underlying stellar population (mainly B and A stars). We here consider that the Balmer lines are indeed affected by underlying stellar absorptions, and have taken into account the absorption in the hydrogen lines, $W_{abs}$ –which we assume is the same for all the Balmer lines– following:

$$c(H\beta) = \frac{1}{f(\lambda)} \log \left[ \frac{I(\lambda)_{\rm P00}}{I(\lambda)_{\rm P04}} \times \frac{1 + W_{abs} \lambda}{1 + W_{abs} \delta} \right] ,$$  \hspace{1cm} (2)$$

as introduced by Mazzarella & Boroson (1993), where $W_{abs}$, $\lambda$, and $\delta$ are the equivalent widths of the underlying stellar absorption, the considered Balmer line, and $H\beta$, respectively.

For some galaxies we are able to observe three HII Balmer lines ($H\alpha$, $H\beta$, and $H\gamma$). Hence, we derive the best $c(H\beta)$ and $W_{abs}$ that match the observed fluxes and equivalent widths. In the cases where only two Balmer lines (i.e., $H\alpha$ and $H\beta$) are detected, we assume $W_{abs} = 1.0$ Å and derive the reddening coefficient using only the $H\alpha/H\beta$ ratio.

Typical analyses of star-forming galaxies usually consider that the theoretical $I(H\alpha)/I(H\beta)$ intensity ratio is 2.86, following the case B recombination for an electron density of $n_e = 100$ cm$^{-2}$ and electron temperature of $T_e = 10000$ K. However, the theoretical HII Balmer ratios have a dependence on the electron temperature –see Storey & Hummer (1995) and also Appendix A in López-Sánchez et al. (2015)–. Actually, this value of 2.86 changes to $I(H\alpha)/I(H\beta)$ = 3.01 for $T_e$ ~ 5000 K (and reduces for higher $T_e$ values). The values of these ratios are, in turn, related to the metallicity of the ionized gas, in the sense that objects with low (high) electron temperature have high (low)
oxygen abundance. We use the prescriptions given by López-Sánchez et al. (2015)—see their Appendix A—to consider the dependence of the theoretical H1 Balmer line ratios on the electronic temperature, assuming the best value to the oxygen abundance provided by the empirical calibrations (see next subsection).

Once we determine the reddening coefficient, we correct all the emission lines we measure by using Eq. [1]. The resulting line intensities are given in Table [1] (given in electronic format, we give here a portion as example), which lists for each galaxy (named with the supernova Ia hosted by the galaxy) in column 1, the nature of the emission as a symbol C, SF or A for composite, star-forming or AGN, respectively, in column 2, the corrected emission line intensities as \([\text{O II}]_{6583}, \text{H}^\beta_5, \text{H}^\gamma_3\), and \(\text{H}^\alpha_3\), in units of \(I(\text{H}^\beta) = 100\), with their errors, in columns 3 to 10. For each line the observed, \(I(\lambda)\), and theoretical, corrected for reddening, intensities, \(I(\lambda)\), are given. Moreover, the emission line intensities \(I(\text{H}^\alpha), I(\text{H}^\beta), I(\text{H}^\gamma)\), and \(I(\text{H}^\alpha)\) in units of \(I(\text{H}^\beta) = 100\), with their errors, are given in columns 11 to 13. The equivalent widths in Å for Hα, Hβ, and Hγ emission lines are in columns 14 to 16, respectively. Colons indicate measurements with an uncertainty larger than 40%, including their uncertainties.

Figure [2] shows the reddening coefficient \(c(H\beta)\) that we obtain from the ratio \(I(H\alpha)/I(H\beta)\) as a function of the final estimated oxygen abundance (see next section). The red dashed line indicates the case where no reddening appears. In most of the star-forming galaxies the reddening is smaller than 1.0 dex, with an average value of \(~0.4\) dex, while the composite objects show higher values reaching 1.5 dex in some cases. As seen in López-Sánchez & Esteban (2010), Figure 3 seems to show the trend that the reddening coefficient increases with the oxygen abundance. Table 2 compiles the \(c(H\beta)\) and \(W_{6363}\) values—and their associated errors—derived for each galaxy. (see next section for details about the table).

3.3 Chemical Abundances

3.3.1 Empirical Methods to estimate abundances

When the faint auroral lines, such as \([\text{O II}]_{\lambda 4363}\) or \([\text{N II}]_{\lambda 5755}\), are not detectable, the so-called strong emission line (SEL) methods should be used to estimate the chemical abundances of the ionized gas within the observed galaxy. The majority of the empirical calibrations rely on ratios between bright emission lines, which are defined by the following parameters:

\[
R_3 = \frac{I([\text{O II}]_{\lambda 4363}) + I([\text{O III}]_{\lambda 5007})}{I(\text{H}^\beta)} \tag{3}
\]

\[
R_2 = \frac{I([\text{O II}]_{\lambda 4363}) + I(\text{H}^\beta)_{\lambda 3727, 9}}{I(\text{H}^\beta)} \tag{4}
\]

\[
R_{23} = R_3 + R_2 \tag{5}
\]

\[
p = \frac{R_3}{R_{23}} \tag{6}
\]

\[
y = \log \frac{R_3}{R_2} = \log \left( \frac{1}{p - 1} \right) \tag{7}
\]

\[
N^2 = \log \frac{I([\text{N II}]_{\lambda 6584})}{I(\text{H}^\alpha)} \tag{8}
\]

\[
O3N^2 = \log \frac{I([\text{O III}]_{\lambda 5007})}{I([\text{N II}]_{\lambda 6584})} \tag{9}
\]

\[
N^{2O} = \log \frac{I([\text{N II}]_{\lambda 6584})}{I([\text{O II}]_{\lambda 3727, 9})} \tag{10}
\]

Reviews of the most-common empirical calibrations and their limitations can be found in Kewley & Ellison (2008), López-Sánchez & Esteban (2010) and López-Sánchez et al. (2012).

Two important issues must be considered when using the SEL technique: 1) To accurately compute some of these parameters (e.g., \(R_{23}, N^{2O}\)), the emission line fluxes must be corrected for reddening. Hence, this is providing an extra uncertainty of the results; 2) As the intensity of oxygen (or any other heavy element) lines do not monotonically increase with metallicity, some parameters, e.g., \(R_{23}\), are actually bi-evaluated. Thus, for the \(R_{23}\) index the calibrations must be given for \(12 + \log(O/H) < 8.0\) (low metallicity) and \(12 + \log(O/H) \geq 8.4\) (high metallicity). For these two reasons, it is very convenient—and lately it has been extensively used in the literature—to resort to parameters that monotonically vary with the oxygen abundance—i.e., parameters that are not bivaluated, such as \(N^2\) or \(O3N^2\), which do not suffer the problems of the reddening correction nor of the bi-evaluation. Nevertheless, some caution has still to be taken using these parameters, as some biases still exist (more details in López-Sánchez et al. (2012) and references within). For example, \(N^2\) saturates at high metallicities \((12 + \log(O/H) \gtrsim 8.65)\), while \(O3N^2\) is not valid in the low-metallicity regime \((12 + \log(O/H) \lesssim 8.1)\).

3.3.2 Adopted oxygen abundances

SEL methods based on the TE method consider oxygen abundance data for which the direct measurement of the electron temperature—derived from line ratios such as \([\text{O III}]_{\lambda 4363/\lambda 5007}\), see Osterbrock & Ferland (2006)—are available. On the other hand, calibrations based on photoionization models use photoionization modeling to derive the oxygen abundance directly from emission line ratios.

We here use a combined approach to derive the oxygen abundance of our galaxy sample using several SEL methods. First, we use the empirical calibrations of Pettini & Pagel (2004) hereinafter PP04), which consider both the \(N^2\) and \(O3N^2\) parameters, to get a first estimation of the metallicity. This value is later used to constrain the theoretical H1 Balmer lines according to the method explained in the previous section. Once the reddening correction is known, we derived the oxygen abundance using both the Pilyugin...
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Figure 4. Comparing abundances. Blue circles are pure star-forming galaxies, while yellow circles represent galaxies with composite AGN/star-forming nature. Colored background represent the region where the measurement from each calibration is valid.
Table 3. Additional measured lines for the galaxies which we have determined the abundances by the direct method.

| Object | Nature | $T_e$ [OIII] | $T_e$ [OII] | $[\text{OIII}] \lambda 4363$ | $[\text{OIII}] \lambda 4959$ | $[\text{NII}] \lambda 6548$ |
|--------|--------|-------------|-------------|-----------------|-----------------|-----------------|
|        |        |             |             | $I$              | $I_0$            | $I$              | $I_0$            | $I$              | $I_0$            |
| 1119   | C      | 9860 ± 980  | 9900 ± 680  | 3.72 ± 1.13     | 4.03 ± 1.23     | 217 ± 13        | 213 ± 14        | 824 ± 9.2       | 697 ± 7.8       |
| 3901   | SF     | 9670 ± 1410 | 9770 ± 980  | 0.98 ± 0.42     | 1.11 ± 0.47     | 65 ± 3          | 64 ± 3          | 155 ± 2.6       | 11.9 ± 2.0      |
| 8719   | SF     | 11050 ± 670 | 10730 ± 600 | 2.14 ± 0.47     | 2.39 ± 0.53     | 98 ± 3          | 95 ± 3          | 6.50 ± 0.7      | 5.1 ± 0.6       |
| 11172  | SF     | 7940 ± 1350 | 8560 ± 800  | 0.24 ± 0.12     | 0.26 ± 0.13     | 31 ± 1          | 31 ± 2          | 50.6 ± 5.6      | 43.8 ± 4.9      |
| 13072  | SF     | 8970 ± 710  | 9280 ± 490  | 0.98 ± 0.27     | 1.15 ± 0.32     | 92 ± 1          | 90 ± 2          | 30.5 ± 1.8      | 21.8 ± 1.3      |
| 15132  | SF     | 11350 ± 1320| 10940 ± 920 | 2.26 ± 0.70     | 2.56 ± 0.79     | 91 ± 12         | 89 ± 12         | 1.8 ± 0.3       | 1.4 ± 0.2       |

Table 4. Direct abundances

| Object | Nature | $12 + \log(O^+ / H^+)$ | $12 + \log(O'^+ / H^+)$ | $12 + \log(O / H)$ | $\log(O'^+ / O^+)$ | $\text{icf} (N^+)$ | $12 + \log(N^+ / H^+)$ | $12 + \log(N / H)$ | $\log(N / O)$ |
|--------|--------|------------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|----------------|
| 1119   | C      | 8.01 ± 0.14            | 8.38 ± 0.06            | 8.53 ± 0.06       | 0.36 ± 0.15       | 3.31 ± 0.80       | 7.46 ± 0.08           | 7.98 ± 0.13       | -0.55 ± 0.02    |
| 3901   | SF     | 8.24 ± 0.21            | 7.88 ± 0.09            | 8.40 ± 0.15       | -0.36 ± 0.23      | 1.44 ± 0.23       | 6.95 ± 0.13           | 7.11 ± 0.15       | -1.20 ± 0.03    |
| 8719   | SF     | 7.97 ± 0.08            | 7.89 ± 0.03            | 8.23 ± 0.04       | -0.08 ± 0.08      | 1.83 ± 0.15       | 6.41 ± 0.07           | 6.67 ± 0.08       | -1.56 ± 0.01    |
| 11172  | SF     | 8.42 ± 0.22            | 7.90 ± 0.11            | 8.54 ± 0.17       | -0.52 ± 0.25      | 1.30 ± 0.17       | 7.34 ± 0.13           | 7.45 ± 0.14       | -1.09 ± 0.03    |
| 13072  | SF     | 8.14 ± 0.11            | 8.14 ± 0.05            | 8.44 ± 0.06       | -0.00 ± 0.12      | 1.99 ± 0.28       | 7.18 ± 0.07           | 7.48 ± 0.09       | -0.96 ± 0.01    |
| 15132  | SF     | 8.11 ± 0.16            | 7.79 ± 0.06            | 8.28 ± 0.11       | -0.31 ± 0.17      | 1.48 ± 0.19       | 6.61 ± 0.11           | 6.78 ± 0.12       | -1.50 ± 0.02    |
Figure 5. The comparison between the oxygen abundance obtained with the direct method for our six objects where it is possible to measure \([\text{O} \text{ iii}] \lambda 4363\) emission line and 12+log(O/H)$_{\text{Te}}$, with the one obtained with the different described SEL empirical calibrations, 12+log(O/H)$_{\text{SEL}}$, as labeled in each panel.

NEBULAR task\(^{3}\) (Shaw & Dufour 1995) to search for the Te values that best reproduce the observations, also considering the relationship Te[O ii] = 0.7 Te[O iii] + 3000 (Garnett 1992). This exercise also provides an estimation of the ionization parameter, log(O$^{++}$/O$^+$)), in each object. We also derive the nitrogen abundance, N/H, using the [N ii]/H$\beta$ ratio and assuming the standard Peimbert & Costero (1969) ionization corrector factor (icf), N$^+$/O$^+$ = N/O.

Column 14 in Table 2 provides the high-ionization electronic temperature, T[O iii]. Column 15 gives the log(O$^{++}$/O$^+$) ratio. Finally columns 16 and 17 provides the nitrogen abundances and the log(N/O) ratio. The N/O ratio does not depend strongly on the electron temperature and hence we tabulate uncertainties for these values.

The errors of the adopted oxygen abundances consider the dispersion of the values derived following the valid methods, but it will never be inferior to the quadratic sum of the individual errors e.g., if only 2 independent values are available, the error in the adopted oxygen abundance will not be inferior to $1/\sqrt{1/0.10^2 + 1/0.10^2} = 0.07$ dex.

Figure 6 resumes the six calibrations we finally use, comparing for the whole sample each calibrated abundance with the adopted one. In the x-axis we have the adopted values while the y-axis represents the differences between each calibration and the adopted values. In each panel the limiting abundances for which the calibration is not longer valid is represented as a dotted line, while the identity or zero value is the dashed line with dotted lines given the 1-sigma values. It is quite evident that using these limits, all the used calibrations are good.

Our final adopted oxygen abundances are shown in the left panel of Fig. 7 as a histogram. The solar value is marked with a long-dashed line. We have a small number of metal-poor galaxies, most of them have around solar metallicity. This bias comes from the SDSS data: small, metal-poor galaxies are not very common to find in their dataset, which is highly dominated by large galaxies, particularly at intermediate- and high-redshifts.

3.3.3 Comparison to the direct method (Te)

We could detect the faint [O iii] $\lambda 4363$ emission line in six galaxies. In those cases, therefore, we derive the oxygen abundance and the N/O ratio using the direct method, i.e., considering the electron temperature of the ionized gas. For this we use again the Shaw & Dufour (1995) five-level program included in IRAF NEBULAR task, first to derive Te[O iii] and then to compute the ionic abundances, O$^+$/H$^+$, O$^{++}$/H$^+$ and N$^+$/H$^+$ and the total O/H and N/O abundances. The N/O abundances were derived considering the icf(N$^+$) assumption given by Peimbert & Costero (1969).

Table 3 compiles the additional lines used in these spectra to measure the direct abundances. Column 1 shows the name of the SNe Ia, column 2 defines the nature of the galaxy (only SF and C are listed in this table).
3 and 4 give electronic temperatures for high and low ionization zones, respectively. The additional emission line intensities as $[\text{O}III] \lambda 4363$, $[\text{N}II] \lambda 6584$, $\text{H}$β, and $\text{H}$α, in units of $I(\text{H}\beta) = 100$, with their errors, in columns 5 to 10. For each line, the observed, $I(\lambda)$, and theoretical, corrected for reddening, intensities, $I_0(\lambda)$, are shown. Table 5 shows the direct abundances determined for these six galaxies.

Figure 5 shows the comparison of the direct method results with those obtained with each one of the calibrations described before. We see that, for these six galaxies, the results provided by the SEL techniques proposed by PP04 (both equations considering the N2 and the O3N2 parameters, respectively), KK04T (using the $R_{23}$ and $y$ parameters), KDN2O2 (using N2O2 parameter), and M13 (considering the O3N2 and N2 parameters, too), are valid to reproduce the direct method abundances, while the ones from P01 and PT05 are not good enough.

As the two top panels in Fig. 5 show, both P01 and PT05 are providing results that are typically 0.1 – 0.2 dex larger than the average value of the other SEL methods. This was a somewhat surprising result, as previous studies (e.g. [López-Sánchez & Esteban 2010]) reported that P01 and PT05 were actually providing better results than the other SEL methods when compared to their Te-based oxygen abundances. We suspect that the reason of this behavior is consequence of our SDSS galaxy sample being very different to the galaxy sample whose H II regions were used to obtain the P01 and PT05 calibrations, introducing an additional important bias when deriving their oxygen abundances (see Stanishev et al. 2012 for an extended discussion).

Therefore, we adopt for the oxygen abundance of each galaxy the averaged value of all the valid results, taking also into account that some SEL calibrations can not be used in all the metallicity range, since, as we said before, N2 is only valid for $12 + \log(O/H) \leq 8.65$, O3N2 can be only applied for $12 + \log(O/H) > 8.10$ and N2O2 is only valid for $12 + \log(O/H) > 8.40$.

Figure 6 shows the differences between the final adopted abundances and those from the direct method. It is clear that our method is good enough to obtain abundances as the ones estimated with the electronic temperature from the [O III] $\lambda 4363$ emission line. Therefore, we adopt this same criterion to estimate the oxygen abundances for the whole sample.

### 3.4 Stellar masses

We have estimated the stellar masses of our galaxies from their spectral energy distribution. For that we used STARLIGHT (Cid Fernandes et al. 2005, Mateus et al. 2006, Asari et al. 2007, Cid Fernandes et al. 2009), a program that fits a rest-frame galaxy spectrum ($O_{\lambda}$) in terms of a model ($M_{\lambda}$) built by a nonparametric linear combination of single stellar-population (SSP) spectra from a base spanning different ages and metallicities. The contribution of the different SSPs that best describe the original spectrum can be used to study the properties of the galaxy stellar populations and to estimate stellar velocity fields. In our case we have used the selection of the SSP model bases described in Stanishev et al. (2012) and already used in other works (e.g. Galbany et al. 2014, 2016a), which consists of 66 components with 17 different ages (from 1 Myr to 18 Gyr) and four metallicities ($Z = 0.2, 0.4, 1.0$ and $2.5 Z_\odot$, where $Z_\odot = 0.02$) coming from a slightly modified version of the models of Bruzual & Charlot (2003), replacing STELIB by the MILES spectral library (Sánchez-Blázquez et al. 2006).
Figure 8. Properties of the SNe Ia SDSS sample and our host galaxy sample (golden shaded histograms). Left: Distribution of SNe Ia color, c. Center: SNe Ia stretch, s, distribution. Right: Distribution of apparent magnitudes, $m_B$. Red dashed lines define limits for color and stretch.

Table 6. SNe Ia LC parameters

| Object | $z$  | $s$  | $c$  | $m_B$  | $\log[M_* / M_\odot]$ | SNR |
|--------|------|------|------|--------|------------------------|-----|
| 5      | 0.14195 | 1.03 ± 0.02 | -0.08 ± 0.02 | 20.11 ± 0.03 | 10.714 | 5.7 |
| 10     | 0.05878 | 1.12 ± 0.04 | 0.76 ± 0.02 | 20.16 ± 0.03 | 8.408 | 3.9 |
| 30     | 0.14276 | 1.09 ± 0.02 | -0.12 ± 0.01 | 19.51 ± 0.02 | 10.976 | 6.2 |
| 83     | 0.05025 | 0.98 ± 0.02 | -0.1 ± 0.01 | 17.47 ± 0.02 | 10.132 | 5.5 |
| 128    | 0.15179 | 1.00 ± 0.02 | -0.09 ± 0.02 | 20.04 ± 0.02 | 8.389 | 2.8 |
| ...    | ...   | ...   | ...   | ...    | ...       | ... |

Figure 9. Distribution of our final sample of host galaxies. Left: distribution in redshift divided in two bins following the low and high stellar mass (top), or following the low and high oxygen abundances (bottom). Right: distribution in oxygen abundances with two stellar mass bins (top) and in stellar mass with two bins in metallicity (bottom), as labeled.

TP-AGB evolutionary phase for stars of different mass and metallicity by Marigo & Girardi (2007) and Marigo et al. (2008). Dust effects are modeled as a foreground screen with a Cardelli, Clayton & Mathis (1989) reddening law with $R_V = 3.1$.

The output from STARLIGHT is the best contribution of SSPs of different ages and metallicities that reproduces the input spectrum. The total stellar mass is recovered by combining the mass-to-light ratio of the different SSPs contributing to the best fit. This stellar mass refers to the integrated star formation history and, therefore, includes stellar masses of different ages. A detailed analysis of the star formation histories of these galaxies will be presented elsewhere (Galbany et al. in prep.). The right panel of Figure 7 shows the distribution of these stellar masses for our sample of galaxies.

4 SN LC PARAMETERS

We fitted all SN Ia LCs with SiFTO (Conley et al. 2008) in order to obtain the apparent magnitude at peak (already corrected for Milky Way extinction), the width of the LC or stretch, s, and the SNe Ia color at maximum, c. SiFTO has been successfully used in several studies (Sullivan et al. 2010; Conley et al. 2011). We discarded SNe Ia that did not pass the following criteria in their LCs: 1) at least 4 points between -10 and 35 days from peak; 2) at least 2 points between -10 and 5 days from peak; 3) at least 1 point between +5 and +20 days from peak; and 4) at least 1 point between...
Figure 10. Left. The oxygen abundance as a function of the redshift. Right. The mass-metallicity relation. Red and blue points represent galaxies with stellar mass higher and lower than log $M_\star = 10.4$. Stars (red and blue) represent the abundances binned in four groups of similar sizes for each stellar mass set. The solid and dotted lines in the right panel are the fits found by Tremonti et al. (2004) and Sánchez et al. (2013), respectively.

Figure 11. Corner plot of the posterior distributions for the three free parameters in our EMCEE fit ($\alpha$, $\beta$, $M_0$).

Figure 11. Corner plot of the posterior distributions for the three free parameters in our EMCEE fit ($\alpha$, $\beta$, $M_0$).

-8 and +8 days from the peak in two different filters. From our 416 SNe Ia hosted in SF or C galaxies, 83% pass these quality cuts, the sample being now reduced to 346 objects. To the previous described quality cuts we have also applied cuts on color (-0.2 < $c$ < 0.2) and stretch (0.8 < $s$ < 1.2) parameters to keep a sample of SNe Ia as much similar as possible to a normal SN Ia. After this consideration, the number of remaining SNe Ia is 263.

Similarly to Fig. 7, Fig. 8 present the distributions of the SNe Ia LC parameters, color $c$, stretch $s$ and apparent magnitude $m_B$ and shows again no selection biases in our sample. We verify with this figure that our sample is not biased compared with the total SDSS sample.

Table 5 summarizes the number of SNe/galaxies useful for our analysis after each cut, and Table 6 lists redshift, light-curve parameters and host galaxy stellar mass for the remaining SN Ia in our final sample.

5 RESULTS AND DISCUSSION

5.1 Galaxy mass and metallicity distributions

We divided the sample into two groups according their mass and metallicity: galaxies are divided in two bins of low and high mass at log $M_\star / M_\odot = 10.4$. This limiting value is the median mass of our galaxy sample, in order to have the same size in both groups. Similarly the metallicity division is done at 12 + log(O/H) = 8.64 which is the median value of the oxygen abundance distributions (and almost the Solar value).

In Fig 9 we show the distributions in redshift, mass and metallicity of our subsamples as described above. Left panels show the redshift distributions divided by mass (top panel) and metallicity (bottom panel), which demonstrate that there is no bias on metallicity in our sample with redshift.

Right panels show the mass and metallicity distributions divided into two bins according to the corresponding parameter of metallicity and mass, respectively. Both of them show the effect of the mass-metallicity relation with more massive galaxies in the high metallicity extreme and no metal-rich galaxies below log ($M_\star$) = 9.2.

Now that we have all quantities well determined for
SNe Ia and for their host galaxies, we are going to analyze the dependences among them, mainly to see if a correlation with the oxygen abundances appears.

5.2 Dependence of metallicity with redshift

In Fig. [10] left panel, we show the oxygen abundances we obtain with the method described in section 3.3.2 as a function of redshift. We perform least-squares straight lines for both bins, finding the following equations:

\[ 12 + \log(O/H)_{\text{hi-mass}} = -0.29(\pm0.26) \times z + 8.77(\pm0.07), \quad (11) \]

\[ 12 + \log(O/H)_{\text{lo-mass}} = 0.002(\pm0.253) \times z + 8.49(\pm0.06). \quad (12) \]

Low mass galaxies seem to show no variation of metallicity with redshift, but it is necessary to take into account that the dispersion is larger than in the massive galaxy group. Besides that, there is a possible selection effect that would increase the number of massive/bright galaxies observed at higher redshift (Malmqvist bias effect). However, it is also true that these low stellar mass galaxies have usually stronger star formation rate (at least in this redshift range) and, therefore, the emission lines will be more intense, thus reducing, at least partially, the possible bias. On the other hand, we should emphasize that this figure does not have to be interpreted as an evolutionary scheme. Each galaxy has its own elemental abundance, but the evolutionary track of each galaxy may be completely different than the global trend shown by the whole sample. This finding would suggest that SNe in low-mass galaxies are possibly better standard candles, in line with findings by [Rigault et al. 2013].

In the right panel we show the classical mass-metallicity relation found for our sample, and compare it to the relation found by [Tremonti et al. 2004] using the full SDSS sample (scaled to the Taruya abundance scale) and by [Sánchez et al. 2013], for the local Universe (0.005 < z < 0.03). Our results are in agreement with both correlations, which is expected in the first case because we use spectra from the same SDSS sample, but also in the second case even though the redshift range of our galaxies is higher.

5.3 Hubble residual dependence on O/H

We construct a Hubble diagram from our SN light-curve measurements assuming a fixed standard flat ΛCDM cosmology with \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \) and \( \Omega_M = 0.295 \) ([Boulle et al. 2014]). To this end, as a first step we minimized the likelihood function,

\[ \ln(L) = -\frac{1}{2} \sum_{SN} \left\{ \frac{|m_{\text{obs}}^{i} - m_{\text{model}}^{i}|^2}{\sigma_{\text{tot}}^2} + \ln(\sigma_{\text{tot}}^2) \right\}, \quad (13) \]

where \( m_{\text{obs}}^{i} \) is the apparent peak magnitude from SiFTO, and \( m_{\text{model}}^{i} \) is,

\[ m_{\text{model}} = \mu_{\Lambda CDM}(z) + M_B - \alpha(s-1) + \beta c, \quad (14) \]

and the error budget contains the uncertainties of each term,

\[ \sigma_{\text{tot}}^2 = \sigma_{m_i}^2 + (\alpha \sigma_\alpha)^2 + (\beta \sigma_\beta)^2 + (\sigma_{\text{sys}})^2. \quad (15) \]

Due to our imperfect knowledge of SN Ia physics, commonly a \( \sigma_{\text{sys}} \) free parameter is included in the error budget to allow for further unaccounted magnitude variations. Given the nature of our minimization (we are fixing the cosmological parameters), \( \sigma_{\text{sys}} \) does not only account for intrinsic variations but for the fact that the assumed cosmological parameters have no errors.

Following [de Jaeger et al. 2017], the best fit parameters from the minimization of the likelihood function are then used as a first guess to initialize a Bayesian Monte Carlo Markov Chain (MCMC) simulation using the Python-based package EMCEE ([Foreman-Mackey et al. 2013]). EMCEE uses an ensemble of walkers which can be moved in parallel to explore probability space, instead of a single iterative random walk (Goodman-Weare algorithm versus Metropolis-Hastings algorithm). Each walker attempts a specified number of steps, first proposing a new position, and then calculating the likelihood of the new position based on the data. The walker has a chance to move to the new position based on the ratio of the likelihood of its current position to that.
of the new position. After a specified number of steps, the algorithm is completed and the position and likelihood of each walker as a function of step number is written out. These positions and likelihoods are used to generate the posterior probability distribution function for each model parameter. In our fit, we used 500 walkers and 1000 steps, although discarding the initial 100 steps to flatten the list parameter. In our fit, we used 500 walkers and 1000 steps, and standard deviations from the posterior distributions, all distributions are consistent with Gaussians, we consider the significance of our relations statistically robust.

We find that the SNe Ia stretch $s$ and color $c$ show clear correlations with metallicity, independently of the method to fit the data, and in agreement with results from Childress et al. (2013) and Pan et al. (2014): metal-poor galaxies host higher stretch (narrower LCs) and with more negative colors (bluer) SNe Ia. On the other hand, the most interesting result is the correlation between the residuals of the HD and the oxygen abundance, with a significance of $1.52\sigma$ and a slope of $-0.186 \pm 0.038$ mag dex$^{-1}$. In this sense, most metal-rich galaxies host slightly brighter SNe Ia after standardization, as other authors already reported (Johansson et al. 2013; Childress et al. 2013; Pan et al. 2014). This trend is in line with the difference in the Hubble residuals (step) between the two halves of the sample divided at the median value of the metallicity at 8.64 dex. We find that the metal-poor half of the sample has a positive HR of $0.080$, while the metal-rich half has a negative HR of $-0.026$ (step of $0.106$ mag). We compare our results with recent works from the literature in Fig. 14.

The slope obtained for HR vs $12 + \log(O/H)$, $-0.186$ mag dex$^{-1}$, implies that SNe Ia located in metal-rich environments have smaller distance moduli than what it is expected for their redshift. In Paper I and II, we determined SN Ia absolute magnitudes by calculating distances to their

![Figure 13. LINMIX posteriors for the slopes of the three fits shown in Figure 12. The percents correspond to the samples consistent with slopes different from zero and in the same direction of the average slope. All distributions are consistent with a Gaussian distribution, which is confirmed by the practically null difference between the mean and the median of each distribution.](image-url)

Table 7. Least squares straight line fitting parameters: $y = ax + b$ for results of Fig. 12

| Host parameter | SN parameter | intercept | slope | Significance | % slopes |
|----------------|--------------|-----------|-------|--------------|----------|
| POLYFIT       | s            | 1.605 ± 0.080 | -0.068 ± 0.009 | 7.35σ | -         |
|               | c            | -0.765 ± 0.084 | 0.088 ± 0.010 | 8.96σ | -         |
|               | HR           | 0.751 ± 0.347 | -0.090 ± 0.040 | 2.23σ | -         |
| LINMIX        | s            | 1.461 ± 0.326 | -0.052 ± 0.038 | 1.38σ | 91.6     |
|               | c            | -0.357 ± 0.340 | 0.039 ± 0.039 | 0.99σ | 84.3     |
|               | HR           | 1.600 ± 1.055 | -0.186 ± 0.123 | 1.52σ | 93.6     |
host galaxies using independent estimators (e.g. Cepheids & Tully-Fisher). We found a difference in this independent $M_B$ measurement of $0.14 \pm 0.10$ mag between the metal-rich and metal-poor SNe Ia bins, which is in total agreement with the results found here. Moreover, this difference is also of the order of theoretical explosion models ($\sim 0.10$-0.20 mag) from Bravo et al. (2010). However, all cosmological analyses, including this presented here, are still assuming a fixed $M_B$ for all SNe Ia.

The way to solve this problem and obtain flat HR resides in adding a term in the standardization that includes $M_B$ dependence on metallicity. To this end, we repeated the EMCEE minimization but now adding a third parameter in our standardization model,

$$m_{model} = \mu^{\Lambda CDM}(z) + M_B - \alpha(s - 1) + \beta c - \gamma(OH - 8.64),$$

(17)

where 8.64 dex corresponds to the median oxygen abundance in our sample, and including the corresponding term in the total uncertainty budget,

$$\sigma_{tot}^2 = \sigma_{mi}^2 + (\alpha \sigma_{s})^2 + (\beta \sigma_{c})^2 + (\gamma \sigma_{OH})^2 + (\sigma_{sys})^2.$$  

(18)

The new best fit parameters determined from the posterior distributions are now,

$$(M_B, \alpha, \beta, \gamma) = (19.088 \pm 0.017, 0.932 \pm 0.214,$$

$$3.140 \pm 0.170, 0.160 \pm 0.113).$$  

(19)

The change in $M_B$, $\alpha$, and $\beta$ is minimal, and we obtained a $\gamma$ value compatible with being non-zero. We also confirmed that using this new model the dependence with metallicity vanishes (slope posterior centered at zero).

### 6 CONCLUSIONS AND FUTURE WORK

Our project is divided in three parts: low, intermediate, and high redshift SNe Ia. After the analysis of a sample of SNe Ia in the local Universe (Paper I and II), here we presented the analysis performed to the intermediate redshift sample. Our conclusions are listed as follows:

(i) We have estimated the oxygen abundances by carefully measuring the emission lines of a large sample of SN Ia host galaxies, for which the LC parameters and apparent magnitudes are available.

(ii) We constructed a HD and fit the usual parameters $M_B$, $\alpha$ and $\beta$ necessary to calculate the distance modulus for each SN Ia of our sample as: $\mu - (M_B + \alpha(s - 1) - \beta c)$. Our values are: $M_B = -19.085(\pm0.017)$, $\alpha = 0.905(\pm0.213)$ and $\beta = 3.131(\pm0.169)$, in good agreement with results from other authors.

(iii) The Hubble residual to a fixed $\Lambda CDM$ cosmology shows a $1.52 \sigma$ correlation with the global host galaxy oxygen abundance. The slope and significance of this correlation is similar to others given in the literature.

(iv) The negative slope in the HR correlation with oxygen abundance is explained as fainter SNe Ia explode in metal-
richer environments, in the same way as we found in Paper I and II for the local Universe.

(v) We proposed the addition of a third parameter in the SN Ia standardization ($\gamma=0.160\pm0.113$), that accounts for the metallicity and corrects for the observed trend.

The main caveat of the addition of a third parameter in the standardization that accounts for the metallicity is that it will have a dependence on $z$, as we demonstrated in section 5.2 due to the chemical enrichment evolution of the Universe. In addition, and in contrast with our work at low-$z$ in Paper I and II, we are here using metallicities measured from a fiber spectrograph that covers different fractions of the galaxy depending on its size and redshift. On average, galaxies have negative metallicity gradients, which translates in central regions having higher metallicities than outer regions (Sánchez et al. 2014). For this reason, fiber spectroscopy is known to suffer from aperture effects that have to be corrected for in order to obtain the characteristic metallicity of the galaxy (Iglesias-Páramo et al. 2013, 2016; Duarte Puertas et al. 2017).

More work is needed in this direction. On one hand, high-redshift SN Ia host galaxy spectroscopy in the near-infrared is needed to extend the Hubble diagram above 0.5. We have shown that higher-redshift galaxies are metal-poorer than nearby galaxies, so including those objects in an analysis similar to what we presented in this work would expand the dynamic range of abundances and therefore allow for steeper relations with Hubble residuals. In the third part of our project (see section 1) we will perform a similar analysis to that presented here but extending the redshift range beyond $z>0.5$, where differences among different cosmological models start to become evident, and also where the effect of the chemical enrichment evolution of the Universe may have a strong role.

On the other hand, performing local instead of global measurements of the oxygen abundance would be more reliable given that small- and large-scale galactic processes modify the abundance at different locations of galaxies. This effect would be more significant for those SNe Ia that explode further from the galaxy core. Fortunately, recent and future works would be able to provide such measurements through Integral Field Spectroscopy of galaxies at different redshifts (Galbany et al. 2016a).
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