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Abstract— Nowadays, huge amount of data is generating all around the world due to enhancements in the digital technology. Artificial Intelligent systems analyze the data, extract some useful hidden structures and create models for classification or regression of future data. Machine Learning is a subset of Artificial Intelligence, which is capable to design of intelligent models based on historical relationships or trends inside data. Data Mining and Machine Learning techniques playing very crucial role in analysis and management of huge profusion of data. Principal Component Analysis (PCA) reduces the complexity of data analysis by transforming the components as linear uncorrelated components, decreasing dimensions of data without effecting the accuracy of the model. This paper presents an experimental comparative analysis on the effect of PCA in 24 different machine learning models. Considered 24 Machine Learning techniques are implemented and trained with standard and multivariate Fisher’s Iris data set. This dataset has 150 samples of three species of Iris (setosa, virginica and versicolor) and each sample has four features (lengths and the widths of the sepals and petals). A comparative analysis is made in terms of clustering accuracies and learning times at different levels of PCA.

Keywords— Clustering, Machine Learning, Principal Component Analysis

I. INTRODUCTION

The enhancements in technology leads the society towards big data. Specifically, the digital technology provides enormous real time sensors and processors at lower sizes and costs. Nowadays sensors are very common in all the digital devices and these sensors generating a profusion amount of data all around the world. Manual analysis of huge amount of data is practically impossible with rapid increment in data generation. To handle this problem, Machine Learning (ML) algorithms are adopted. Machine Learning algorithms gradually consumes infinite amount of data and generates models by analyzing the hidden structures in the data. A lot of research has been going in this area and many algorithms are developed. Learning from very huge databases is always a challenging issue in ML and Data Mining algorithms [1][2][3]. Machine Learning algorithms are broadly classified into the categories based on availability of input data and labels like Supervised Machine Learning, Unsupervised Machine Learning and Reinforcement Machine Learning. Supervised Machine Learning needs huge labelled data and used for regression and classification. Unsupervised Machine learning extracts the hidden structures and relationships present inside given unlabeled data and form clusters[4][5]. Reinforcement learning is only option if environment data is not available prior to application of algorithm. It directly interacts with the real time environment and searches for the solution with maximum reward. ML algorithms have their applications in diverge fields. ML algorithms drawn a huge amount of research in many fields like communication, controls, financial businesses, bioinformatics, medicine, marketing. These fields have extensive sets of raw data, which are stored. The advancements on cloud computing technologies also yielding enormous amounts of data [6]. Even though many ML algorithms developed for data mining, big data challenges may require the redesign of the existing algorithms. Simultaneously, the machine learning algorithms facing major challenges with dimensionality of the problem. In order to resolve this issue, Feature Selection and dimensionality reduction techniques can be employed for big data analysis, prior to the application of any data mining methods like clustering, regression, classification [2]. Principal Component Analysis (PCA) methods can be applied to reduce the complexity of the input data, which converts the data into Linear space [7][8].

PCA is reduction method which considers the input dataset as set of rows representing characteristics in a high dimensional space and all rows are put up to a direction which represents the best set of features. After this the PCA generates an axis that contains principle eigenvector where all the points of all observations of each feature are spread out. At this point PCA finds the maximized variance of data on this axis. After that for second eigenvector, PCA observes axis along which the variance of distance from first axis is greatest and so on. set of eigenvectors are represented by matrix of points, then to minimize the root mean square (RMS) error, it approximates the data for the given number of columns in the matrix.
consider. Finally, the original features of input data are approximated by PCA with fewer dimensions [1].

II. METHODOLOGY

In this work, 24 different ML algorithms are implemented for data clustering [see in Table-1]. This work includes different versions of trees, KNN and SVM models [9][10][11]. Fisher’s Iris data set is considered as problem data set[12]. This Iris data set is standard, multivariate and introduced by British statistician Ronald Fisher. This Dataset has 3 types of iris species like Setosa, Virginica and Versicolor and each iris type has 50 samples. In total 150 samples, each sample has 4 features as sepal length, sepal width, petal length and petal width. All the 24 machine learning algorithms are applied on considered data set and their performance is compared in terms of clustering accuracy and learning time. Principal Component Analysis is applied on data before applying actual algorithm by incorporating into all the algorithms. The PCA is applied at different levels. As the data has 4-dimensional feature set and required at least two features out of four, PCA is applied with maximum feature selection count 2 and 3. Finally a comprehensive analysis is made to identify the best and worst performers and to analyze the effect of PCA on the performance of each ML algorithm.

III. RESULTS & DISCUSSIONS

All the 24 algorithms are developed in MATLAB r2019b software. Simulation setup uses a workstation laptop with Hexa-Core Intel Core-i7 [ 9th generation- 9750] processor with Nvidia GTX 1660-Ti GPU and 32GB RAM. All the timing calculations are with respect to MATLAB parallel Processing calculations with six Processors).

First all the algorithms are applied on Iris dataset without PCA with dimensionality 4 (Dim4) and accuracy and learning times are analyzed. After that PCA is applied on dataset to minimize the dimensionality to 3 and then all algorithms are applied and performances are analyzed. Again, PCA is applied on dataset to further reduce the dimensionality to 2 and performance of all algorithms are analyzed. Finally, a comparative analysis is made to analyze the effect of PCA on different algorithms at different dimensionality levels. Fig.1 and Fig.2 shows the actual Iris data set in sepal width vs sepal length plot and petal length vs sepal width plot respectively. In all figures in this work, Setosa spices are represented with Blue color, Virginica spices are represented with Red color and Versicolor spices are represented with Yellow color. In considered 24 algorithms, both Linear Discriminant algorithm and Quadratic SVM algorithm clustered the Iris data in better way with an accuracy of 98% without any PCA applied to Fisher Iris Data. The clustered Iris Data after the application of Linear Discriminant algorithm is shown in Fig.3. In this figure the Cross-marks on the circular dots represents the invalid or incorrect clustered data and the
circular dots represents accurately clustered data in their original category. The category representation is given by color of each dot. The error in the clustering procedure can be clearly visualized by the parallel plot as shown in Fig.4. In this parallel plot, four vertical plots represent the four features of the given Iris data set and connected lines between these feature lines represents each entry in the data set with specific color classification dedicated to their category. In this figure, the dotted lines represent the invalid classification of data using the Linear Discriminant algorithm. The confusion matrix shows the accuracy of any machine learning algorithm, here Fig.5 represents the confusion matrix of the Linear Discriminant algorithm which has the statistical analysis of the algorithm. Form the confusion matrix we can observe that, all 50 Setosa samples are classified as Setosa but out of 50 Versicolor samples only 48 samples are truly classified and remaining 2 samples classified as Virginica samples and out of 50 Virginica samples 49 samples classified truly and one sample classified as Versicolor.

Out of considered 24 algorithms, Boosted Trees and RUS-Boosted Trees algorithms shows lesser accuracy in terms of classification statistics. In terms of resource utilization and computation time metrics, Coarse Tree gave best performance out of 24 algorithms with 12.06 seconds and Subspace KNN is the most time-consuming algorithm with 30.79 seconds of computation time.

After applying the PCA to reduce the feature dimensionality size from 4 to 3 (Dim3p), both Linear Discriminant Algorithm (LDA) and Quadratic SVM algorithm gave the best clustering accuracy out of 24 algorithms with 98.7% accuracy. The clustered data from this algorithm is shown in Fig.6 and parallel analysis plot is shown in Fig.7, which shows the invalid clustered data samples with dotted lines on vertical feature axes. The confusion matrix for this algorithm after applying PCA is shown in the Fig.8, which shows the classification metrics. Here all 50 samples of setosa are classified as Setosa samples and all 50 samples of Virginica samples are classified as Virginica Samples but out of 50 samples of Versicolor only 48 are classified truly and remaining 2 are classified as Virginia. In terms of resource utilization and computation time metrics, Gaussian Navie Bayes algorithm gave best performance out of 24 algorithms.
with 15.69 seconds and subspace discriminant algorithm is the most time-consuming algorithm with 38.74 seconds of computation time.

The dimensionality of the feature size is further reduced from 4 to 2 (Dim2p) by applying the PCA to the Fisher Iris data set. All the considered 24 algorithms are again applied on Fisher Iris Data by considering only 2 major influencing features out of 4 available features. Here Linear Discriminant and Quadratic Discriminant algorithms gave the best
classification accuracy with 96.7% accuracy. Fig.9 shows the clustered data from Linear Discriminant algorithm with color-based labels. The parallel analysis plot is shown in the Fig.10 where dotted lines indicate the incorrectly clustered samples. The confusion matrix of this algorithm is shown in Fig.11 which shows the classification statistics. All the Setosa samples are classified correctly but Three Versicolor samples are classified incorrectly as Virginica samples and one Virginica sample classified incorrectly as Versicolor.

![Clustered Fisher Iris Data from LDA with PCA and dimensionality 2 on parallel analysis plot](image1)

**Fig.11.** Confusion matrix of LDA with PCA and dimensionality 2.

![Confusion matrix of LDA with PCA and dimensionality 2](image2)

Here, the dimensionality reduction leads incorrect classifications and reduces the accuracy from 98% to 96.7%. In terms of resource utilization and computation time metrics, fine tree algorithm gave best performance out of 24 algorithms with 3.54 seconds and subspace KNN is the most time-consuming algorithm with 33.31 seconds of computation time.

Table-1 shows the overall performance statistics both in terms of classification accuracy and learning time for all considered 24 algorithms. This table includes the statistics of all three cases mentioned above (without applying PCA with feature dimensionality size 4, with application of PCA and feature size 3, with application of PCA and feature size 2). To ease understand the performance of each algorithm in all cases, the complete data is visualized in a Glyph plot as shown in Fig.12. In this glyph plot top side corners represent performance in terms of accuracy and bottom side corners of each shape represents performance in terms of learning time. So, the shape with higher upper area and low lower area are better suits for the considered application and dataset. In plot shape 1 to shape 6 have best upper to lower are ration means these algorithms are highly accurate with lower learning time. Shape 20 and shape 24 has worst upper to lower area ratio means these algorithms have low accuracy with higher learning times. Shapes 21 and 22 have the upper to lower area ration near unity means these algorithms provides better accuracy but requires larger learning times. A triangle like structure in upper half of all the shapes clearly showing that the classification accuracy increases with the application of

![Glyph plot of all 24 algorithms with Accuracy and time statistics](image3)

**Fig.12.** Glyph plot of all 24 algorithms with Accuracy and time statistics.
the PCA on the dataset up to some point but further reduction in dimensionality leads lesser accurate clusters due to losing of useful learning features. On the side, the learning time also following same manner for most of the algorithms. In all the cases the Linear Discriminant algorithm exhibits the best accuracy of clustering with average learning times.

### IV. CONCLUSION

An experimental analysis on different machine learning algorithms is performed by implementing 24 different machine learning algorithms and by applying on Fisher Iris data with 150 samples with 4 features each. The dataset is applied to Principal Component Analysis to reduce the dimensionality to different levels and at each level all 24 implemented algorithms are applied on dataset and accuracy & learning time statistics are analyzed. Out of 24 algorithms, Linear Discriminant Algorithm gave the best accuracy in clustering of Fisher Iris data. Before applying the PCA the LDA algorithm gave 98% accuracy with a learning time of 17.42 seconds. After application of PCA, with reduced dimensionality 3, the accuracy of the LDA increased to 98.7% but the learning time also slightly increased to 17.87 seconds. Further reduction in dimensionality with PCA effects the accuracy of LDA algorithm but improves the learning time. The learning time of some algorithms like Fine Tree algorithm rapidly decreasing with reduction in the dimensionality. For Fine Tree algorithm the learning time reduced nearly 75% with the reduction of dimensionality from 4 to 2 where the Accuracy is decreased by only 1.4%. This kind of integration of machine learning techniques with PCA is very useful in high speed low precision systems. With this analysis, it is evident that proper application of PCA improves the performance of the machine learning algorithms.

| AlgNo | Algorithm \ Performance | Dim4  | Dim3  | Dim2  | Dim4  | Dim3  | Dim2  |
|-------|------------------------|-------|-------|-------|-------|-------|-------|
| 1     | Fine Tree              | 94.0  | 93.3  | 92.7  | 14.41 | 16.00 | 3.541 |
| 2     | Medium Tree            | 94.0  | 93.3  | 92.7  | 13.07 | 18.49 | 17.10 |
| 3     | Coarse Tree            | 94.0  | 93.3  | 92.0  | 12.06 | 18.19 | 16.71 |
| 4     | Linear Discriminant    | 98.0  | 98.7  | 96.7  | 17.42 | 17.87 | 16.23 |
| 5     | Quadratic Discriminant | 97.3  | 97.3  | 96.7  | 15.87 | 18.74 | 18.21 |
| 6     | Gaussian Navie Bayes   | 96.0  | 91.3  | 90.0  | 14.20 | 15.69 | 4.486 |
| 7     | Kernal Navie Bayes     | 96.0  | 90.0  | 88.7  | 16.26 | 19.77 | 21.56 |
| 8     | Linear SVM             | 95.3  | 98.7  | 96.0  | 17.48 | 22.19 | 9.519 |
| 9     | Quadratic SVM          | 98.0  | 98.0  | 96.0  | 16.59 | 21.30 | 12.91 |
| 10    | Cubic SVM              | 94.0  | 94.7  | 96.0  | 16.99 | 22.08 | 22.38 |
| 11    | Fine gaussian SVM      | 92.0  | 90.0  | 92.0  | 17.25 | 22.53 | 21.82 |
| 12    | Medium gaussian SVM    | 96.0  | 96.7  | 96.0  | 18.02 | 23.34 | 21.12 |
| 13    | Coarse gaussian SVM    | 95.3  | 94.7  | 95.3  | 20.68 | 26.35 | 15.38 |
| 14    | Fine KNN               | 94.7  | 90.0  | 95.3  | 17.38 | 24.03 | 16.93 |
| 15    | Medium KNN             | 94.7  | 87.3  | 93.3  | 18.17 | 25.00 | 19.29 |
| 16    | Coarse KNN             | 66.7  | 68.7  | 63.3  | 17.68 | 24.28 | 18.71 |
| 17    | Cosine KNN             | 83.3  | 81.3  | 80.7  | 18.37 | 26.47 | 20.71 |
| 18    | Cubic KNN              | 94.0  | 87.3  | 92.7  | 18.55 | 25.81 | 20.20 |
| 19    | weighted KNN           | 96.0  | 92.0  | 96.0  | 16.95 | 25.18 | 20.38 |
| 20    | Boosted Trees          | 33.3  | 33.3  | 33.3  | 21.50 | 28.73 | 23.24 |
| 21    | Bagged Trees           | 93.3  | 94.7  | 92.0  | 29.82 | 37.74 | 32.25 |
| 22    | Subspace Discriminant  | 96.0  | 96.0  | 91.3  | 30.62 | 38.74 | 32.77 |
| 23    | subspace KNN           | 93.3  | 90.7  | 70.0  | 30.79 | 38.15 | 33.31 |
| 24    | RUS-Boosted Trees      | 33.3  | 33.3  | 33.3  | 22.78 | 29.17 | 26.57 |
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