Abstract

Computing the marginal likelihood or evidence is one of the core challenges in Bayesian analysis. While there are many established methods for estimating this quantity, they predominantly rely on using a large number of posterior samples obtained from a Markov Chain Monte Carlo (MCMC) algorithm. As the dimension of the parameter space increases, however, many of these methods become prohibitively slow and potentially inaccurate. In this paper, we propose a novel method in which we use the MCMC samples to learn a high probability partition of the parameter space and then form a deterministic approximation over each of these partition sets. This two-step procedure, which constitutes both a probabilistic and a deterministic component, is termed a Hybrid approximation to the marginal likelihood. We demonstrate its versatility in a plethora of examples with varying dimension and sample size, and we also highlight the Hybrid approximation’s effectiveness in situations where there is either a limited number or only approximate MCMC samples available.

1 INTRODUCTION

Model selection and model averaging are among the most important inferential goals in Bayesian statistics. These goals inherently rely on evaluating model uncertainty, which in turn comes down to calculating the marginal likelihood of competing models. This makes accurate and efficient computation of the marginal likelihood an important problem.

Suppose we observe data $y$ with a likelihood function $p(y \mid u)$ indexed by $u$ coming from some parameter space $\mathcal{U}$. Provided that the prior distribution over the unknowns is specified, the marginal likelihood or evidence can be written as

$$p(y) = \int_{\mathcal{U}} p(y \mid u) p(u) \, du. \quad (1)$$

Barring specific conjugate settings, the marginal likelihood is analytically intractable in practice and poses a computationally challenging problem. Since numerical integration becomes infeasible beyond moderate dimension, Monte Carlo approximations present an alternative solution. In much of the literature devoted to estimating this quantity, the recurring idea is to form an asymptotically unbiased approximation of (1) using MCMC samples. However, running an MCMC algorithm in addition to forming a Monte Carlo approximation can quickly accrue error as the dimension of the parameter space increases. Consequently, these algorithms may require an exceedingly large number of samples in order to form accurate estimates. In many problems, however, obtaining MCMC samples is time-consuming and potentially unreliable. As such, the need for an approximation that does not too heavily rely on both the quantity and quality of the MCMC samples is evident.

Some commonly used algorithms include Laplace’s method (Tierney and Kadane [1986]), which assumes that the posterior distribution can be approximated with a normal distribution, and the Harmonic Mean estimator (Newton and Raftery [1994]), which is easy to implement, but has been shown to be unstable and can have infinite variance (Newton and Raftery [1994], Raftery et al. [2007]). On a similar vein, the Adjusted Harmonic Mean estimator (Lenk [2009]) and the Corrected Arithmetic Mean estimator (Pajor [2017]) leverage the harmonic mean and arithmetic mean identities, respectively, with the idea of sampling from high posterior probability regions of the parameter space to improve upon the original estimators. Annealed Importance Sampling (Neal [2001]) uses a dynamic importance sampling function that sequentially transitions through intermediate distributions to the target distribution.
A Hybrid Approximation to the Marginal Likelihood

2 METHODOLOGY

We introduce some preliminary notation. Let $\gamma$ be a probability density with respect to the Lebesgue measure on $\mathbb{R}^d$ given by

$$\gamma(u) = \frac{e^{-\Phi(u)} \pi(u)}{Z}, \quad u \in \mathcal{U} \subseteq \mathbb{R}^d.$$  

When $\Phi(\cdot)$ corresponds to a negative log-likelihood function and $\pi(\cdot)$ a prior distribution, $\gamma(\cdot)$ is the corresponding posterior distribution, although such an interpretation is not necessary for our approach. Then, the marginal likelihood has the following form,

$$Z = \int_{\mathcal{U}} e^{-\Psi(u)} \, du,$$

where $\Psi(u) = \Phi(u) + (-\log \pi(u))$ is the negative log-posterior. As stated before, while we can evaluate $\Psi$, we are unable to compute the integral in (2). We can address this problem using the two sub-routines mentioned in the previous section. First, we find a partition of the parameter space that gives more attention to (i.e., more finely partitions) regions of the posterior that have high posterior mass. Next, we propose a suitable approximation for $\Psi$ that allows for easier evaluation of the integral over each of the partition sets learned from the previous step. These steps used in conjunction with each other give us a way to approximate $Z$ by computing a simplified version of the integral over partition sets of the parameter space that have ideally taken into account the assumed non-uniform nature of the posterior distribution.

2.1 Deterministic Approximation

We first elaborate on our strategy to replace $\Psi$ with an approximation $\tilde{\Psi}$. Our starting point is the following observation: fix $q \in (0, 1)$ small and let $\mathcal{A} \subseteq \mathcal{U}$ be a compact subset with $\gamma(\mathcal{A}) \geq (1 - q)$. Rearranging this equation, one obtains $(1 - q) \leq \gamma(\mathcal{A}) = Z^{-1} \int_{\mathcal{A}} e^{-\Psi(u)} \, du \leq Z \leq 1 - q \int_{\mathcal{A}} e^{-\Psi(u)} \, du. \quad (3)$

We then make the following approximation

$$\log Z \approx F_A := \log \left[ \int_{\mathcal{A}} e^{-\Psi(u)} \, du \right]. \quad (4)$$

From Eq. (4), it is immediate that $|\log Z - F_A| \leq \log(1/(1-q)) \approx q$ for $q$ small. Henceforth, we aim to estimate the quantity $F_A$. This initial approximation step can be thought of as compactifying the parameter space to reduce its entropy. Even if $\mathcal{U}$ itself is compact, $\gamma$ can be highly concentrated in a
region $A$ with $\text{vol}(A) \ll \text{vol}(U)$, particularly when the posterior exhibits concentration (Ghosal and Van Der Vaart [2007]), and it is judicious to eliminate such low posterior-probability regions.

Having compactified the integral domain, our general plan is to replace $\Psi$ with a suitable approximation $\hat{\Psi}$ on the compact set $A$. In this article, we specifically focus on a piecewise constant approximation of the form

$$\hat{\Psi}(u) = \sum_{k=1}^{K} c_k^* \cdot \mathbb{1}_{A_k}(u), \quad (5)$$

where $A = \{A_1, \ldots, A_K\}$ is a partition of $A$, i.e., $A = \bigcup_{k=1}^{K} A_k$ and $A_k \cap A_{k'} = \emptyset$ for all $k \neq k'$, and $c_k^*$ is a representative value of $\Psi$ within the partition set $A_k$. To simplify the ensuing calculations, we further restrict ourselves to dyadic partitions in this article so that each of the partition sets is rectangular, $A_k = \prod_{l=1}^{d} [a_k^l, b_k^l]$. This leads to the approximation

$$\int_{A} e^{-\Psi(u)} \, du \approx \int_{A} e^{-\hat{\Psi}(u)} \, du = \sum_{k=1}^{K} e^{-c_k^*} \cdot \mu(A_k), \quad (6)$$

where $\mu(B) = \int_{B} 1 \, du$ denotes the $d$-dimensional volume of a set $B$. We eventually define

$$\hat{F}_A := \log \left( \int_{A} e^{-\hat{\Psi}(u)} \, du \right) = \log \left( \sum_{k=1}^{K} e^{-c_k^*} \cdot \mu(A_k) \right) \quad (7)$$

Computing $F'$, we get

$$F'(t) = -\int_{A} \left( \Psi(u) - \hat{\Psi}(u) \right) e^{-\left(t \Psi(u) + (1-t) \hat{\Psi}(u)\right)} \, du \int_{A} e^{-\left(t \Psi(u) + (1-t) \hat{\Psi}(u)\right)} \, du$$

$$= -E_{U \sim \pi_t} \left( \Psi(U) - \hat{\Psi}(U) \right),$$

where $\pi_t$ is the probability density on $A$ given by

$$\pi_t(u) \propto e^{-\left(t \Psi(u) + (1-t) \hat{\Psi}(u)\right)}, \quad u \in A.$$

Using the integral representation, we can now bound the approximation error,

$$|F_A - \hat{F}_A| \leq \sup_{t \in [0,1]} |E_{U \sim \pi_t}(\Psi(U) - \hat{\Psi}(U))|.$$  

Interestingly, note that $\pi_t \propto \gamma \mathbb{1}_{A}$ is our target density restricted to $A$, and $\pi_t(0) \propto e^{-\hat{\Psi}(u)} \mathbb{1}_{A}(u)$ has normalizing constant $\hat{F}_A$. The collection of densities $\{\pi_t\}$ can therefore be thought of as continuously interpolating between $\pi_0$ and $\pi_1$. Piecing together the various approximations, we arrive at the following result.

**Proposition 1.** For any compact subset $A \subseteq U$, we have

$$|\hat{F}_A - \log Z| \leq \sup_{t \in [0,1]} |E_{U \sim \pi_t}(\Psi(U) - \hat{\Psi}(U))| + \log \left( \frac{1}{\nu(A)} \right).$$

Here, $\nu$ denotes the Lebesgue measure on $\mathbb{R}^D$. The first term in the right hand side above can be further bounded by $|\Psi - \hat{\Psi}|_{\infty} := \sup_{u \in A} |\Psi(u) - \hat{\Psi}(u)|$. This conclusion is not restricted to the piecewise constant approximation and can be used for other approximations, such as the piecewise linear one.

### 2.2 High Probability Partitioning of the Parameter Space

Next, we address the task of obtaining a suitable partition of the parameter space. Clearly, traditional quadrature methods would render this method ineffective, requiring the number of function evaluations to grow exponentially with $d$. Furthermore, with a posterior distribution that exhibits any degree of concentration, there will indubitably be regions of $U$ where the posterior probability is close to 0. From a computationally mindful standpoint, it makes sense to then focus on more finely partitioned regions of $U$ that have high posterior probability. 

With this in mind, we turn to using samples from $\gamma$ to obtain such a partition. Specifically, let $u_1, \ldots, u_J$ be approximate samples from $\gamma$, e.g., the output of an MCMC procedure. We treat $\{\{u_j, \Psi(u_j)\}_{j=1}^{J} \}$ as covariate-response pairs and feed them to a tree-based model such as CART (Breiman [1984], implemented in the R package rpart...
To obtain a dyadic partition. While the MCMC samples are typically used to construct Monte Carlo averages, we use them to construct a high probability partition of the parameter space. We assume the capability to evaluate $\Psi$, which is a very mild assumption since obtaining samples from $\gamma$ using even a basic sampler like Metropolis–Hastings requires evaluating $\Psi$. Finally, the above procedure implicitly suggests the compactification of $A$ to be a bounding box using the range of posterior samples, $A = \bigotimes_{j=1}^{d} \left[ \min\{u_{j}^{(l)}\}, \max\{u_{j}^{(l)}\} \right]$, $1 \leq j \leq J$, $1 \leq l \leq d$, where $u_{j}^{(l)}$ is the $l$th component of $u_{j}$.

### 2.3 Partitioning in Two Dimensions

Before moving into higher dimensions, we provide an illustration of the process described in the previous section in 2 dimensions, where the partitioning can be easily visualized. Suppose $\gamma$ is a density on $\mathbb{R}^2$ supported on $U \subseteq \mathbb{R}^2$, and $u_j \sim \gamma$ for $j = 1, \ldots, J$. Forming the pairs, $\{(u_j, \Psi(u_j))\}_{j=1}^{J}$, we then fit a CART model to these points and extract the decision rules, which form a dyadic partition of the aforementioned bounding box $A \subseteq U$. Denote the partition as $A = \{A_1, \ldots, A_K\}$. Plotting the sampled points and overlaying the partitions learned from the regression tree, we observe in Figure that areas of $U$ with a high concentration of points coincide with regions that are more finely partitioned by the regression tree. Taking $\gamma$ to be a posterior distribution, we see that this behavior of partitioning areas of greater posterior mass is desirable in producing a better approximation.

Equipped with the partition $A$, we need only to determine the representative point of each partition set in order to form the approximation to $\Psi$.

Recall that CART fits a constant for each point within a given partition set. At any given stage, the CART model will search for the optimal predictor value, $u = (u_1, u_2)$, on which to partition the remaining points such that the sum of squares error (SSE) between the response, $\Psi(u)$, and the predicted constant is minimized. In particular, to partition data into two regions $A_1$ and $A_2$, the objective function is given as

$$\text{SSE} = \sum_{u_i \in A_1} (\Psi(u_i) - c_1)^2 + \sum_{u_i \in A_2} (\Psi(u_i) - c_2)^2 . \quad (8)$$

Upon minimization of the SSE, the resulting partition sets $A_1$ and $A_2$ have fitted values $c_1$ and $c_2$, respectively. For each partition set $A_k \in A$, a natural choice for the representative point $c^*_k$ is the fitted value for $A_k$ produced by the tree-fitting algorithm. Following this two-step process of using CART to obtain both the partition and the fitted values for each of the partition sets and then plugging these into Eq. (6), we obtain the Hybrid approximation to the marginal likelihood.

#### 2.3.1 Conjugate Normal Model

We consider the following conjugate normal model:

$$y_{1:n} \mid \mu, \sigma^2 \sim \mathcal{N}(\mu, \sigma^2), \mu \mid \sigma^2 \sim \mathcal{N}(\mu_0, \sigma^2/\nu_0), \sigma^2 \sim \mathcal{IG}(r_0/2, s_0/2),$$

where $\mathcal{IG}(\cdot, \cdot)$ denotes the inverse-gamma distribution. In order to compute the Hybrid estimator, we require samples from the posterior distribution and a way to evaluate $\Psi$. In this example, the posterior distribution of $u = (\mu, \sigma^2)$ is known, and since the likelihood and prior are specified, the evaluation of $\Psi$ is straightforward. With this architecture in place, we feed the pairs, $\{(u_j, \Psi(u_j))\}_{j=1}^{J}$, through CART to obtain a partition over the parameter space and each partition set’s representative point. Then, we use Eq. (6) to compute the final approximation.

Table I shows results for the Hybrid estimator and a number of other competing methods. Here, the
Table 1: Normal Inverse-Gamma Example. We report the mean, standard deviation, average error (AE, truth - estimated), and the root mean squared error (RMSE), taken over 100 repetitions. Each replication has 50 observations and 1000 posterior samples. The true log marginal likelihood is -113.143. Estimators include the Harmonic Mean estimator (HME), Corrected Arithmetic Mean estimator (CAME), Bridge Sampling estimator (BSE), and the Hybrid estimator (HybE).

| Method   | Mean  | SD    | AE    | RMSE |
|----------|-------|-------|-------|------|
| log HME  | -104.762 | 0.733 | -8.381 | 8.431 |
| log CAME | -112.704 | 0.048 | -0.439 | 0.441 |
| log BSE  | -113.143 | 0.006 | 0      | 0.006 |
| log HybE | -113.029 | 0.025 | -0.114 | 0.117 |

true log marginal likelihood can be computed in closed form, so we have direct comparisons to the ground truth. All estimators except for the Harmonic Mean estimator give accurate approximations to the log marginal likelihood.

2.4 Algorithm Description

Until this point, the representative point within each partition has simply been the fitted value for each partition returned from the CART model. When \( \{(u_j, \Psi(u_j))\}_{j=1}^J \) is fed into the tree, it attempts to optimize the sum of squared errors as in Eq. (8). Note, however, that our eventual objective is to best approximate the functional log \( \sum_j e^{-\Psi} \), and it is not unreasonable to suspect that the optimal value for \( A_k \) chosen by the regression tree model may not be a suitable choice for our end goal, especially for higher dimensions. Simulations in higher dimensions indeed confirm this. Before suggesting a remedy, we offer some additional understanding into the approximation mechanism that guides us toward an improved choice. To that end, write \( \hat{F}_A \) from Eq. (7) as

\[
\hat{F}_A = \log \left[ \sum_{k=1}^{K} e^{-c_k} p_k \right] + \log \mu(A) = \hat{G} + \log \mu(A),
\]

where recall \( \mu(B) = \text{vol}(B) \) is the Lebesgue measure of a Borel set \( B \) and \( p_k = \mu(A_k)/\mu(A) \). We can also write \( F_A = G + \log \mu(A), \) with

\[
G := \log \left[ \frac{1}{\mu(A)} \int_A e^{-\Psi(u)} du \right] = \log \left[ \sum_{k=1}^{K} p_k \frac{1}{\mu(A_k)} \int_{A_k} e^{-\Psi(u)} du \right] = \log \left[ \sum_{k=1}^{K} p_k e^{-c_k} \right],
\]

where

\[
e^{-c_k} = \frac{1}{\mu(A_k)} \int_{A_k} e^{-\Psi(u)} du = \mathbb{E}_{U_k \sim \text{Unif}(A_k)}[e^{-\Psi(U_k)}].
\]

Thus, for \( \hat{G} \) to approximate \( G \), we would ideally like to have each \( c_k \) chosen so that \( e^{-c_k} \) targets \( e^{-c_k} \). Importantly, the above exercise suggests the appropriate scale to perform the approximation – rather than working in the linear scale as in Eq. (8), it is potentially advantageous to work in the exponential scale.

2.4.1 Choosing the Representative Point

Based on the above discussion, we define a family of objective functions

\[
Q_k(c) = \sum_{u \in A_k} \frac{|e^{-\Psi(u)} - e^{-c}|}{e^{-\Psi(u)}}, \quad c \in A_k,
\]

one for each partition set \( A_k \) returned by the tree, and set \( c_k^* = \text{argmin}_{c \in A_k} Q_k(c) \). We experimented with a number of different metrics before zeroing in on the above relative error criterion in the exponential scale. Minimizing (9) is a weighted \( \ell_1 \) problem and admits a closed-form solution.

Thus, our overall algorithm can be summarized as follows. We obtain samples \( u_1, \ldots, u_J \) from \( \gamma \), and feed \( \{(u_j, \Psi(u_j))\}_{j=1}^J \) through a tree to partition the bounding box \( A \) of the samples. Then, rather than using the default fitted values returned by the tree, we take the representative value \( c_k^* \) within each \( A_k \) as the minimizer of \( Q_k \). These \( c_k^* \)'s are then used to compute \( \hat{F}_A \) as in (7) – note that \( \hat{F}_A \) can be stably computed using the log-sum-exp trick. Finally, we declare \( \hat{F}_A \) as log \( \hat{Z} \), our estimator of log \( Z \).

Algorithm 1 Hybrid Approximation

**Input:** Sampler for \( \gamma \), method for evaluating \( \Psi \\
**Output:** Estimate of the log marginal likelihood

1: Sample \( \{u_j\}_{j=1}^J \) from \( \gamma \\
2: Fit \( \{u_j, \Psi(u_j)\}_{j=1}^J \) using a regression tree \\
3: From the fitted tree, extract the dyadic partition \( A = \{A_1, A_2, \ldots, A_K\} \) of the bounding box \( A = \times_i \{\min(u_i^{(l)}), \max(u_i^{(l)})\} \) determined by the samples, with \( A_k = \prod_{i=1}^d [c_k^{(l)}, b_k^{(l)}] \)
4: for \( k \in \{1, \ldots, K\} \) do \\
5: \( c_k^* \leftarrow \text{argmin}_{c \in A_k} \log Q_k(c) \)
6: \( \hat{Z}_k \leftarrow e^{-c_k^*} \prod_{i=1}^d (b_k^{(l)} - a_k^{(l)}) \)
7: end for
8: Use the log-sum-exp trick to compute the final estimator, log \( \hat{Z} = \text{log-sum-exp} \left( \log \hat{Z}_1, \ldots, \log \hat{Z}_K \right) \)
3 RESULTS

In the following experiments, we present a variety of problem settings. First, we consider the linear regression model under different prior specifications where the true marginal likelihood is known, so we can easily verify the accuracy of any subsequent approximations. We then extend the application of the Hybrid estimator to examples for which the parameter is a high-dimensional parameter space. Results are reported over 100 simulations, with 100 observations. Estimates are based on 45 MCMC samples. The results correspond to the natural logarithm of each of the estimators.

3.1 Bayesian Linear Regression

Consider the following setup of the linear regression model, $y = X\beta + \varepsilon$, where $y \in \mathbb{R}^n$, $X \in \mathbb{R}^{n \times d}$, $\beta \in \mathbb{R}^d$, and $\varepsilon \sim \mathcal{N}(0, \sigma^2 I_n)$. In the next two examples, we consider different prior distributions on $\beta$ and $\sigma^2$.

3.1.1 Multivariate Normal Inverse-Gamma Model

We assume a multivariate normal inverse-gamma (MVN-IG) prior on $(\beta, \sigma^2)$, where $\beta \mid \sigma^2 \sim \mathcal{N}_d(\mu_\beta, \sigma^2 V_\beta)$, $\sigma^2 \sim \mathcal{IG}(a_0, b_0)$. Given this choice of the prior, the posterior distribution is known to be $\beta \mid \sigma^2, y \sim \mathcal{N}(\mu_n, \sigma^2 V_n)$, $\sigma^2 \mid y \sim \mathcal{IG}(a_n, b_n)$. In our simulation, we take $d = 19$, so that $u = (\beta, \sigma^2) \in \mathbb{R}^{20}$. Since the log marginal likelihood in this example is well known, we evaluate each of the estimates against the true value. In Figure 2, we plot the errors for each of the estimators when only 45 MCMC samples are used for each approximation. The accuracy and standard error of the Hybrid estimator are clearly superior compared to the well-established estimators.

3.1.2 Truncated Multivariate Normal Model

Next, we place a multivariate normal prior on $\beta$ truncated to the first orthant. In particular, $\beta \sim \mathcal{N}_d(0, \sigma^2 \lambda^{-1} I_d) \cdot 1_{[0, \infty)^d}$, where $\sigma^2, \lambda$ are known. This produces a posterior distribution of the form,

$$
\beta \mid y \sim \mathcal{N}_d(\beta \mid \mathcal{Q}^{-1} b, \mathcal{Q}^{-1}) \cdot 1_{[0, \infty)^d},
$$

where $Q, b$ are defined in the Supplement. Then, the marginal likelihood can be written as

$$
p(y) = \int_R \mathcal{N}(y \mid X\beta, \sigma^2 I_n) 2^{-d} \mathcal{N}(\beta \mid 0, \sigma^2 \lambda^{-1} I_d) \, d\beta
= C \cdot \int_R \det(Q)^{\frac{1}{2}} e^{-\frac{1}{2}((\beta - Q^{-1} b)')Q(\beta - Q^{-1} b)} d\beta.
$$

Here, $R = [0, \infty)^d$ and $C$ is a known constant term. Note that in this case, however, the integral is not analytically available and prevents the marginal likelihood
under this transformation, we can define \( \Psi \) where \( t \) is a lower triangular matrix with positive diagonal entries, \( \hat{\Lambda} \) is a lower triangular matrix with positive diagonal entries, \( \hat{\Sigma} \) is the Cholesky factorization of \( \Sigma \), so that \( \Sigma = \hat{\Lambda} \hat{\Lambda}^T \). As such, we circumvent this issue by taking \( \hat{\Lambda} \) and \( \hat{\Sigma} \) as the Cholesky factorization of the covariance matrix. As such, we circumvent this issue by taking \( \hat{\Lambda} \) and \( \hat{\Sigma} \) as the Cholesky factorization of the covariance matrix.

In this section, we present the simulation results for the case when \( d = 20 \). Each approximation uses 45 MCMC samples, and we compare the results against the true log marginal likelihood. Once again, the HybE outperforms the other estimators and reinforces its ability to deal with a scarce number of samples. Provided with a sufficiently large number of samples, however, the BSE and CAME are both eventually able to produce more accurate results than the HybE.

### 3.2 Unrestricted Covariance Matrices

The examples have thus far dealt with parameters in Euclidean space. In the next set of examples, we move beyond the usual Euclidean space and consider parameters in \( \mathbb{R}^{d \times d} \). In particular, let \( x_1, \ldots, x_n \sim \mathcal{N}_d(0, \Sigma) \), where \( \Sigma \in \mathbb{R}^{d \times d} \). Then the likelihood can be written as

\[
L(\Sigma) = (2\pi)^{-nd/2} \det(\Sigma)^{-n/2} e^{-\text{tr}(\Sigma^{-1} S)/2},
\]

where \( S = \sum_{i=1}^n x_i x_i^T \). For simplicity, we consider a conjugate inverse-Wishart (IW) prior, \( \mathcal{W}^{-1}(\Lambda, \nu) \), for \( \Sigma \), where \( \Lambda \) is positive definite and \( d \times d \) matrix and \( \nu > d - 1 \) is the degrees of freedom. Consequently, the posterior distribution of \( \Sigma \) is \( \mathcal{W}^{-1}(\Lambda + S, \nu + n) \), and we can compute the marginal likelihood in closed form.

Note that despite being able to sample from the posterior distribution, we cannot yet carry out the Hybrid approximation algorithm. Since posterior samples are drawn from a sub-manifold of \( \mathbb{R}^{d \times d} \), if we were to proceed as usual to obtain a partition over \( \mathbb{R}^{d \times d} \), there would be no guarantee that a given point within the partition could be used to reconstruct a valid covariance matrix. As such, we circumvent this issue by taking the Cholesky factorization of \( \Sigma \), so that \( \Sigma = \hat{T} \hat{T}^T \), where \( \hat{T} \) is a lower triangular matrix with positive diagonal entries, \( t_{jj} \) for \( j = 1, \ldots, d \).

Under this transformation, we can define \( \Psi(T) = -\log L(T) - \log \pi(T) \), where Eq. (10) gives us

\[
L(T) = (2\pi)^{-nd/2} \det(T)^{-n/2} e^{-\text{tr}(\hat{T}^T \hat{T})/2}.
\]

Conveniently, the determinant of the Jacobian matrix \( J \) of this transformation is well-known: \( |J| = 2^d \prod_{j=1}^d t_{jj}^{d+1-j} \). By the change of variable formula, the induced prior on \( T \) is

\[
\pi(T) = C_{\Lambda, \nu} \det(T)^{-(\nu+d+1)/2} e^{-\text{tr}(\hat{T}^T \hat{T})/2} \times 2^d \prod_{j=1}^d t_{jj}^{d+1-j},
\]

where \( C_{\Lambda, \nu} = \det(\Lambda)^{\nu/2} / (2^{nd/2} \Gamma_d(\nu/2)) \), and \( \Gamma_d(\cdot) \) is the multivariate gamma function. Obtaining posterior samples of \( T \) is trivial, as we can simply draw \( \hat{T} \) from \( \mathcal{W}^{-1}(\Lambda + S, \nu + n) \), and then take the lower Cholesky factor. With this general setup in place, it is worth noting that even with another prior on \( \Sigma \), we can carry out the entire algorithm, provided that we have a way to sample from the posterior of \( \Sigma \) and a way to compute the Jacobian of the transformation.

In this section, we present the simulation results for which each approximation uses 25 MCMC samples. The boxplot of each approximation’s errors solidify the robustness of the Hybrid estimator, which produces accurate and low-variance estimates. Although the BSE and WBSE both cover the true log marginal likelihood value, it is apparent that these estimators suffer from stability and convergence issues that are not present in the Hybrid estimator.

### 3.3 Graphical Models

In the following examples, we extend the previous analysis of covariance matrices in the graphical modeling context. Gaussian graphical models are a popular tool to learn the dependence structure among variables of interest. Consider independent and identically distributed vectors \( x_1, x_2, \ldots, x_n \) drawn from a \( d \)-variate normal distribution with mean vector \( 0 \) and a sparse inverse covariance matrix \( \bar{\Omega} \). If the variables \( i \) and \( j \) do not share an edge in a graph \( G \), then \( \Omega_{ij} = 0 \). Hence, an undirected (or concentration) graphical model corresponding to \( G \) restricts the inverse covariance matrix \( \bar{\Omega} \) to a linear subspace of the cone of positive definite matrices. A probabilistic framework for learning the dependence structure and the graph \( G \) requires specification of a prior distribution for \( (\bar{\Omega}, G) \). Conditional on \( G \), a hyper-inverse Wishart (HIW) distribution \( \mathcal{D}(\bar{\Omega}) \) on \( \bar{\Omega} = \Omega^{-1} \) and the corresponding induced class of distributions on \( \Omega \) are attractive choices of priors.

#### 3.3.1 HIW Induced Cholesky Factor Density

Denoted by \( \mathcal{D}(\delta, B) \), the hyper-inverse Wishart distribution is a distribution on the cone of \( d \times d \) positive definite matrices with parameters \( \delta > 0 \) and a fixed \( d \times d \) positive definite matrix \( B \). Refer to equations (4) and (5) of [Roverato (2000)] for the form of
the Hybrid approximations, neither covers the true marginal likelihood. For the HIW example, we consider $5 \times 5$ covariance matrices with 10 free parameters. For the IW example, we consider $4 \times 4$ covariance matrices with 10 free parameters. Note that we do not include BSE results in the HIW example because the Bridge Sampling algorithm fails to converge with only 25 MCMC samples.

3.4 Approximate Posterior Samples

Up until now, we have assumed that asymptotically exact samples from the posterior distribution are available to be used as input for the proposed approximation. In fact, for all previous numerical experiments, we have used samples drawn from the exact posterior distribution, ridding us of the need for burn-in or thinning. We now investigate how these algorithms perform when we only have approximate posterior samples. As a demonstration, we revisit the MVN-IG example in Section 3.1.1 and consider the case where $\beta \in \mathbb{R}^9$. We construct the following mean field approximation to the posterior distribution, $q(\beta, \sigma^2) = q(\beta)q(\sigma^2)$, where

$$q(\beta) \equiv \prod_{i=1}^{3} \mathcal{N}_3 \left( \mu_n^{(i)}, \sigma_\beta^2 V_n^{(i)} \right), \quad q(\sigma^2) \equiv \mathcal{IG} (a_n, b_n).$$

Here, we have split the original 9-dimensional normal distribution into a product of 3-dimensional normal distributions, with the mean and covariance components extracted from the true posterior parameters. In particular, $\mu_n^{(1)} = (\mu_{n,1}, \mu_{n,2}, \mu_{n,3})'$, $\mu_n^{(2)} = (\mu_{n,4}, \mu_{n,5}, \mu_{n,6})'$, $\mu_n^{(3)} = (\mu_{n,7}, \mu_{n,8}, \mu_{n,9})'$. Each $V_n^{(i)}$ is defined as the corresponding $3 \times 3$ block matrix in $V_n$, and $\sigma_\beta^2$ is the posterior mean of $\sigma^2$.

In Figure 4, we observe that even with non-exact posterior samples, the Hybrid approximation produces accurate estimates, with an average error of 0.449 over 100 replications, compared to average errors of 0.698 and 1.035 for the CAME and BSE, respectively. While the latter two estimators have lower variance than the Hybrid approximations, neither covers the true marginal likelihood.
4 CONCLUSION

In this paper, we developed a novel algorithm that combines a variety of ideas to efficiently estimate the marginal likelihood. By first using a regression tree to identify high probability regions of the parameter space and then leveraging numerical integration ideas to obviate the need to trust the quality of the MCMC samples, we are able to construct an approximation that scales well with both the dimension and the complexity of the parameter space. From the simulation studies, we see that the Hybrid estimator is both accurate and reliable, providing robust approximations in situations when MCMC samples are either scarce or non-exact. Therefore, our contribution is multifaceted and bears practical value such that even in higher dimensions and in instances where generating MCMC samples is expensive and/or non-exact, the Hybrid estimator still delivers promising results.

Furthermore, the Hybrid approximation scheme outlined in this paper lays the groundwork for future work in a number of possible directions. One area of potential refinement is the construction of the partition of the parameter space. While we used CART for its convenience and interpretability, we found that the default objective function for CART was unsuitable for determining the representative point of each partition set, and we had to solve an additional optimization problem to obtain these points. Instead of this two-step roundabout approach, where we used CART to learn the partition and the objective function in Eq. (5) to identify representative points, we could modify the CART objective function to directly target the desired objective.

Another aspect of the current algorithm that can be further developed is the current formulation of the local approximation to $Ψ$ in each of the partition sets. The piecewise constant approximation in Eq. (5), though providing encouraging results, is a rather simplistic way to approximate $Ψ$, particularly when moving to higher dimensions. A natural extension to the constant approximation is to use a local Taylor expansion to introduce higher order terms, giving piecewise linear and quadratic approximations.
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5 EXPERIMENTS

5.1 Implementation

As a part of the proposed Hybrid approximation algorithm, we used the CART model implemented in the `rpart` package (Therneau and Atkinson [2019]) in R for the tree-fitting process. Under the default settings, we obtained the partition of the parameter space from the fitted model. The rest of the Hybrid approximation algorithm, as elicited in Algorithm 1, is implemented in R and C++.

5.1.1 Construction of Competing Methods

We obtain estimates from a number of competing methods, such as the Harmonic mean estimator (HME), Corrected Arithmetic Mean estimator (CAME), Bridge Sampling estimator (BSE), and Warp Bridge Sampling estimator (WBSE). For the CAME, we use the importance sampling estimator shown in Eq. (19) in Pajor [2017]. Moreover, since the conjugate normal model and multivariate normal inverse-gamma model in Sections 2.3.1 and 3.1.1, respectively, are very similar to those given in Pajor [2017], we select the same importance distributions given in the aforementioned paper. For the truncated multivariate normal distribution example in Section 3.1.2, we take the importance distribution to be a truncated multivariate normal distribution with the mean and variance components estimated from the posterior samples. For the BSE and WBSE, we rely on the implementation provided by the `bridgesampling` package in R; see Gronau et al. [2020] for more details.

5.2 Details of Examples

Below, we present the calculations and formulae associated with each of the examples that we included in Section 3. If available in closed form, we include the expressions for the posterior distributions and the marginal likelihoods. In instances where the marginal likelihood cannot be written analytically, we turn to existing packages that provide specialized approximations that have been shown in literature to be accurate. In addition, we provide the true parameter values used to generate the data, as well as the prior hyperparameter settings used to obtain the true log marginal likelihood values.

5.2.1 Conjugate Normal Model

In the conjugate normal model in Section 2.3.1, the posterior distribution of $(\mu, \sigma^2)$ is well-known. In particular, $\mu | \sigma^2, y_{1:n} \sim \mathcal{N}(m_n, \sigma^2/w_n)$ and $\sigma^2 | y_{1:n} \sim IG(r_n/2, s_n/2)$, with posterior parameters defined as follows,

\[
m_n = \frac{n\bar{y} + w_0 m_0}{n + w_0}, \quad w_n = w_0 + n, \quad r_n = r_0 + n, \quad s_n = s_0 + \sum_{i=1}^{n} (y_i - \bar{y})^2 + \left( \frac{n w_0}{n + w_0} \right) (\bar{y} - m_0)^2.
\]

With this in place, the marginal likelihood can be computed in closed form,

\[
p(y) = \pi^{-n/2} \left( \frac{w_0}{w_n} \right)^{1/2} \frac{\Gamma \left( \frac{r_n}{2} \right)}{\Gamma \left( \frac{r_0}{2} \right)} \frac{s_0^{w_0/2}}{s_n^{w_n/2}}.
\]  

(11)

Each of the $n = 100$ observations was drawn from a normal distribution with mean 30 and variance 4. The prior hyperparameters were $m_0 = 0, w_0 = 0.05, r_0 = 3, s_0 = 3$. Plugging these into Eq. (11), we computed the true log marginal likelihood to be -113.143.
5.2.2 Multivariate Normal Inverse-Gamma

Recall the linear regression setup given in Section 3.1 and 3.1.1. Here, the posterior distribution can be shown to be of the following form:

$$\beta | \sigma^2, y \sim N(\mu_n, \sigma^2 V_n),$$

$$\sigma^2 | y \sim IG(a_n, b_n),$$

with posterior parameters

$$\mu_n = V_n (X'y + V^{-1}_\beta \mu_\beta), V_n = (X'X + V^{-1}_\beta)^{-1}, a_n = a_0 + n/2, \text{ and } b_n = b_0 + (y'y + \mu'_\beta V^{-1}_\beta \mu_\beta - \mu'_n V^{-1}_n \mu_n).$$

Then the marginal likelihood can be computed directly to be

$$p(y) = \frac{1}{(2\pi)^{n/2} b_0^{a_n} \Gamma(a_0) \det(V_\beta)^{1/2}} \Gamma(a_n) \det(V_n)^{1/2}.$$ (12)

Each of the 100 observations was drawn from a $d$-dimensional normal distribution according to the linear regression model presented in Section 3.1. In the experiments, we took $d = 19$, and the prior hyperparameters were $\mu_\beta = 0_d, V_\beta = I_d, a_0 = 1, b_0 = 1$. The true value of $\beta$ is shown as a heatmap in Figure 5 and $\sigma^2 = 4$. Plugging these into Eq. (12), we computed the true log marginal likelihood to be -303.8482.

![Figure 5: True value of $\beta$; each component is represented as a tile and takes on value between -10 and 10. Values closer to 10 are red and values closer to -10 are white.](image)

5.2.3 Truncated Multivariate Normal

With the truncated multivariate normal prior given in Section 3.1.2 we obtain the following form of the posterior distribution of $\beta$,

$$\beta | y \sim N_d(\beta | Q^{-1} b, Q^{-1}) \cdot I_{[0,\infty)^d},$$

with posterior parameters $Q = \frac{1}{\sigma^2} (X'X + \lambda I_d)$ and $b = \frac{1}{\sigma^2} X'y$. Each of the $n = 100$ observations was drawn from a $d$-dimensional normal distribution according to the linear regression model presented in Section 3.1. In the experiments, we took $d = 20$, and the prior hyperparameters were $\sigma^2 = 4, \lambda = 0.25$. The true value of $\beta$ is shown as a heat map in Figure 6. Due to the intractable marginal likelihood, we used the TruncatedNormal package to compute the true marginal likelihood to be -250.2755.

![Figure 6: True value of $\beta$; each component is represented as a tile and takes on value between 0 and 1. Values closer to 1 are red and values closer to 0 are white.](image)

5.2.4 Unrestricted Covariance Matrices

We consider the inverse-Wishart prior on $\Sigma$, $W^{-1}(\Lambda, \nu)$, where $\Lambda$ is a positive definite $d \times d$ matrix, and $\nu > d - 1$. The prior density has the following form,
\[
\pi(\Sigma) = C_{\Lambda,\nu} \det(\Sigma)^{-(\nu+d+1)/2} e^{-\text{tr}(\Sigma^{-1} \Lambda)/2},
\]
where \( C_{\Lambda,\nu} = \det(\Lambda)^{\nu/2}/(2^\nu \Gamma_d(\nu/2)) \). Here, \( \Gamma_d(\cdot) \) is the multivariate gamma function, given by

\[
\Gamma_d(a) = \pi^d(a-1/2) \int_1^\infty \Gamma(a+1/j) \, d j,
\]
where \( \Gamma(\cdot) \) is the ordinary gamma function. Our choice of the prior admits the following closed form marginal likelihood:

\[
\int L(\Sigma) \pi(\Sigma) d\Sigma = \frac{\Gamma_d((n+\nu)/2)}{\pi^d(\nu/2)\Gamma_d(\nu/2)} \frac{\det(\Lambda)^{\nu/2}}{\det(\Lambda+S)^{(n+\nu)/2}}.
\]

In each of the 100 replications, we took \( d = 4 \) and drew \( n = 100 \) observations from a 4-dimensional normal distribution with mean vector 0 and covariance matrix \( \Sigma \), where

\[
\Sigma = \begin{bmatrix}
  1.662 & 1.640 & -1.985 & -0.007 \\
  1.640 & 7.163 & -4.146 & 5.654 \\
 -1.985 & -4.146 & 4.906 & -1.237 \\
 -0.007 & 5.654 & -1.237 & 6.779
\end{bmatrix}
\]

The prior hyperparameters were \( \Lambda = I_4 \) and \( \nu = 5 \). Plugging these into Eq. (13), we computed the true log marginal likelihood to be -673.7057.

### 5.2.5 Hyper-Inverse Wishart Induced Cholesky Factor Density

We first introduce some notation to help us obtain a closed form for the marginal likelihood of a decomposable graph \( G \). For an \( n \times d \) matrix \( X \), \( X_C \) is defined as the submatrix of \( X \) consisting of columns with indices in the clique \( C \). Let \( (x_1, x_2, \ldots, x_d) = (x_{i_1}, x_{i_2}, \ldots, x_{i_C}) \), where \( x_i \) is the \( i \)th column of \( X_{n \times d} \). If \( C = \{i_1, i_2, \ldots, i_{|C|}\} \), where \( 1 \leq i_1 < i_2 < \ldots < i_{|C|} \leq d \), then \( X_C = (x_{i_1}, x_{i_2}, \ldots, x_{i_{|C|}}) \). For any square matrix \( A = (a_{ij})_{d \times d} \), define \( A_C = (a_{ij})_{|C| \times |C|} \) where \( i, j \in C \), and the order of entries carries into the new submatrix \( A_C \). Therefore, \( X_C X_C = (X^T X)_C \).

Decomposable graphs correspond to a special kind of sparsity pattern in \( \Sigma \), henceforth denoted \( \Sigma_G \). Suppose we have a HIW \((b, D)\) distribution on the cone of \( d \times d \) positive definite matrices with \( b > 2 \) degrees of freedom and a fixed \( d \times d \) positive definite matrix \( D \) such that the joint density factorizes on the junction tree of the given decomposable graph \( G \) as

\[
p(\Sigma_G \mid b, D) = \prod_{C \in \mathcal{C}} p(\Sigma_C \mid b, D_C) \prod_{S \in \mathcal{S}} p(\Sigma_S \mid b, D_S),
\]

where for each \( C \in \mathcal{C} \), \( \Sigma_C \sim \text{IW}_{|C|}(b, D_C) \) with density

\[
p(\Sigma_C \mid b, D_C) = |\Sigma_C|^{-(b+2|C|)/2} \exp\left\{ -\frac{1}{2} \Sigma_C^{-1} D_C \right\},
\]

where \( |C| \) is the cardinality of the clique \( C \) and \( \exp(\cdot) = \exp\{\text{tr}(\cdot)\} \). \( \text{IW}_{2d}(b, D) \) is the inverse-Wishart distribution with degrees of freedom \( b \) and a fixed \( d \times d \) positive definite matrix \( D \) with normalizing constant

\[
\left| \frac{1}{2} D \right|^{(b+d-1)/2} \Gamma_d^{-1}\left( \frac{b+d-1}{2} \right).
\]

Note that we can establish equivalence to the parametrization used in Section 3.3.1 by taking \( \delta = b + d - 1 \). Since the joint density in Eq. (10) factorizes over cliques and separators in the same way as in (14)-(15),

\[
f(X \mid \Sigma_G) = (2\pi)^{-d^2/2} \prod_{C \in \mathcal{C}} |\Sigma_C|^{-\frac{\delta}{2}} \exp\left\{ -\frac{1}{2} \Sigma_C^{-1} X_C^T X_C \right\} \prod_{S \in \mathcal{S}} |\Sigma_S|^{-\frac{\delta}{2}} \exp\left\{ -\frac{1}{2} \Sigma_S^{-1} X_S^T X_S \right\}.
\]
The HIW(b, D) density can be written as
\[
f(\Sigma_G \mid G) = \frac{\prod_{C \in C} p(\Sigma_C \mid b, D_C)}{\prod_{S \in S} p(\Sigma_S \mid b, D_S)}
= \frac{\prod_{C \in C} \frac{1}{2} D_C^{\frac{b_{|C|} - 1}{2}} |\Sigma_C|^{-\frac{b_{|C|} - 1}{2}} \text{etr} \left( -\frac{1}{2} \Sigma_C^{-1} D_C \right)}{\prod_{S \in S} \frac{1}{2} D_S^{\frac{b_{|S|} - 1}{2}} |\Sigma_S|^{-\frac{b_{|S|} - 1}{2}} \text{etr} \left( -\frac{1}{2} \Sigma_S^{-1} D_S \right)}.
\]

Then, it is straightforward to obtain the marginal likelihood of the decomposable graph G,
\[
f(X \mid G) = (2\pi)^{-\frac{n}{2}} \frac{h(G, b, D)}{h(G, b + n, D + S)} = (2\pi)^{-\frac{n}{2}} \frac{\prod_{C \in C} w(C)}{\prod_{S \in S} w(S)},
\]
where
\[
h(G, b, D) = \frac{\prod_{C \in C} \frac{1}{2} D_C^{\frac{b_{|C|} - 1}{2}} |\Sigma_C|^{-\frac{b_{|C|} - 1}{2}}}{\prod_{S \in S} \frac{1}{2} D_S^{\frac{b_{|S|} - 1}{2}} |\Sigma_S|^{-\frac{b_{|S|} - 1}{2}}}.
\]

Conditional on the graph G, represented in Figure 7, we considered a hyper-inverse Wishart prior on \(\Sigma = \Omega^{-1}\), HIW(\(\delta, B\)), where the prior hyperparameters were \(B = I_5\) and \(\delta = 3\). We then drew \(n = 100\) observations from a 5-dimensional normal distribution with mean vector 0 and a sparse inverse covariance matrix \(\Omega\), where the dependence structure in \(\Omega\) was specified by the graph G.

![Figure 7: In the undirected graph G, with vertex set V = \{1, 2, 3, 4, 5\}, the (i, j)-th box is black if the corresponding edge is present in G and white otherwise.](image)

Using the formula for the marginal likelihood derived in Eq. (17), we computed the true log marginal likelihood to be -506.3061.

### 5.2.6 Approximate Posterior Samples

For the multivariate normal inverse-gamma example in Section 3.4, where we drew approximate posterior samples from the mean field approximation of the posterior distribution, each of the \(n = 100\) observations was first drawn from a \(d\)-dimensional normal distribution according to the linear regression model presented in Section 3.4. In the experiments, we took \(d = 9\), and the prior hyperparameters were \(\mu_\beta = 0_d, V_\beta = I_d, a_0 = 1, b_0 = 1\). The posterior distribution of \(\beta\) was approximated by a product of 3-dimensional normal distributions, each with mean
and covariance components, \((\mu_n^{(i)}, V_n^{(i)})\) for \(i = 1, 2, 3\). These were extracted from the true posterior parameters \((\mu_n, V_n)\) (defined in Section 5.2.2) in the following way:

\[
\mu_n = \begin{bmatrix}
\mu_{n1} \\
\mu_{n2} \\
\vdots \\
\mu_{n9}
\end{bmatrix} = \begin{bmatrix}
(1) \\
(2) \\
(3)
\end{bmatrix}, \quad V_n = \begin{bmatrix}
V_n^{(1)} \\
V_n^{(2)} \\
V_n^{(3)}
\end{bmatrix}
\]

The true value of \(\beta\) is shown as a heat map in Figure 8 and \(\sigma^2 = 4\). Using the formula for the marginal likelihood derived in Eq. (12), we computed the true log marginal likelihood to be -147.3245.

Figure 8: True value of \(\beta\); each component is represented as a tile and takes on value between -10 and 10. Values closer to 10 are red and values closer to -10 are white.