Social network dynamics of face-to-face interactions
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The recent availability of data describing social networks is changing our understanding of the "microscopic structure" of a social tie. A social tie indeed is an aggregated outcome of many social interactions such as face-to-face conversations or phone calls. Analysis of data on face-to-face interactions shows that such events, as many other human activities, are bursty, with very heterogeneous durations. In this paper we present a model for social interactions at short time scales, aimed at describing contexts such as conference venues in which individuals interact in small groups. We present a detailed analytical and numerical study of the model's dynamical properties, and show that it reproduces important features of empirical data. The model allows for many generalizations toward an increasingly realistic description of social interactions. In particular in this paper we investigate the case where the agents have intrinsic heterogeneities in their social behavior, or where dynamic variations of the local number of individuals are included. Finally we propose this model as a very flexible framework to investigate how dynamical processes unfold in social networks.
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I. INTRODUCTION

In the last decade complexity theory has greatly advanced thanks to the availability of extensive data on a wide variety of networked systems. Empirical studies have uncovered the presence of ubiquitous features in complex networks, such as the small-world property, or strong heterogeneities in the topological structure, revealed for instance by broad degree distributions [1, 2]. These findings have deeply affected our understanding of self-organized networks and have been used for the investigation, characterization and modeling of many different systems such as infrastructure or biological and social networks.

Many works have studied the influence of complex network topologies observed in real networks on the dynamical phenomena that unfold on them [3, 4]. While these studies have mostly focused on networks considered as static objects with a fixed topology, networks' structures may in principle evolve, links may appear and disappear. A first approach consists of assuming that links are created and annihilated at a constant rate, independently of the dynamical process that takes place on them [5, 6]. Networks can however display more interesting properties such as an adaptative behavior, in which the dynamics on the network and of the network are related by feedback effects [7, 8]. Moreover, empirical investigations have shown that link durations can significantly deviate from a Poisson process [9, 10].

Social networks [24, 25] are prominent examples of evolving networks. Social relationships are indeed continuously changing, possibly in a way correlated with the dynamical processes taking place during social interactions (such as epidemic spreading or opinion dynamics). Consequently, a number of works have been devoted to modeling the dynamics of social interactions. Issues investigated in this context are in particular community formation [26, 27] and the evolution of adaptive dynamics of opinions and social ties through schematic models in which links can disappear or be rewired at random [11, 12]. Moreover, social networks evolve on many different timescales. The static representation of social ties hide indeed dynamical sequences of events such as face-to-face interactions, phone calls or email exchanges, and can be measured by aggregating fast social interactions over a certain period of time.

Recently, technological advances have made possible the access to data sets that give new insights into such link internal dynamics, characterized by sequences of events of different durations. Traces of human behavior are often unwittingly recorded in a variety of contexts (financial transactions, phone calls, mobility patterns, purchases using credit cards, etc.). Data have been gathered and analyzed about the mobility patterns inside a city [28], between cities [29], as well as at the country and at worldwide levels [30, 31, 32]. At a more detailed level, mobile devices such as cell phones make it possible to investigate individual mobility patterns and their predictability [24, 33]. Mobile devices and wearable sensors using Bluetooth and Wifi technologies give access to proximity patterns of pairs of individuals [18, 30–32], and even face-to-face presence can be resolved with high spatial and temporal resolution [21, 22, 30]. Finally, on-line interactions occurring between individuals can be monitored by logging instant messaging or email exchange [41, 42].

The combination of these technological advances and of heterogeneous data sources allows researchers to gather longitudinal data that have been traditionally scarce in social network analysis [18, 43]. Analysis of such data sets
has clearly shown the bursty nature of many human and social activities, revealing the inadequacy of many traditional frameworks that posit Poisson distributed processes. In particular, the durations of “contacts” between individuals, as defined by the proximity of these individuals, display broad distributions, as well as the time intervals between successive contacts [18,19,21-23]. Burstiness of interactions has strong consequences on dynamical processes [22,53,54], and should therefore be correctly taken into account when modeling the interaction networks. New frameworks are therefore needed, which integrate the bursty character of human interactions and behaviors into dynamic network models.

While a lot of modeling efforts have been devoted to static networks, the development of models of dynamic networks has indeed until recently attracted less attention [17,18,21-55]. In a recent paper [56], we have presented an agent-based modeling framework to describe how individuals interact at short timescales in venues such as social gatherings (e.g., scientific conferences). The model is based on a reinforcement dynamics (in the spirit of the preferential attachment in complex networks [57] and of Hebbian learning) which might be responsible for the bursty dynamics of social face-to-face interactions. The proposed mechanism implies that the longer an agent is interacting in a group, the smaller is the probability that he/she will leave the group; the longer an agent is isolated the smaller is the probability that he/she will form a new group.

In the present paper, we present an extensive characterization of the model’s properties, and show that it reproduces important features of empirical data on social interactions at short timescales. We characterize the rich phase diagram of the model, which includes stationary and non-stationary regions. The analysis of the dynamical properties of the model shows that it yields stationary broad distribution of group lifetimes even if the underlying dynamics is non-stationary, as also found in empirical data. In order to illustrate the model’s versatility, we give two examples of how it can be extended to more realistic cases: in the first example, agents can have heterogeneous propensities to form group with others; in the second example, we introduce the possibility of a varying population, where the number of individuals can be an arbitrary function, or extracted from empirical data. In the two cases we show how properties very close to the ones of real-world data sets can be obtained. The proposed model is easily implementable, uses simple but realistic mechanisms, reproduces a certain number of empirical facts, and is amenable to further refinements. It can therefore be used to produce artificial data sets of bursty interaction networks on which dynamical phenomena can be simulated and studied.

The paper is organized as follows. In Sec. II, we review the main properties of a representative empirical data set describing the face-to-face proximity of individuals in social gatherings. Section. III is devoted to the definition of the modeling framework and to the analytical and numerical study of the simplest versions of the model. Section. IV is devoted to two extensions of the model. We outline some conclusions and perspectives in Sec. V.

II. EMPIRICAL DATA

The infrastructure developed by the SocioPatterns project, described in [21,23], has yielded measurements about the face-to-face proximity of individuals in different types of social contexts (hospital, primary school, scientific conferences, museum), with a fine grained time resolution. The infrastructure is currently based on radio frequency identification devices (RFID). Individuals participating to the data collection are asked to wear small RFID tags on their chests (as a conference badge), that emit radio packets at very low power. The parameters of the infrastructure are tuned so that the tags can exchange radio packets only when the individuals wearing them face each other at close range (about 1 to 1.5 m), and that face-to-face proximity events (“contacts”) can be assessed with very high accuracy with a time resolution of 20s. We present here for the sake of completeness some characteristics of the data collected during the 6th European Semantic Web Conference (ESWC, Heraklion, Greece) in 2009. Analysis of other data sets can be found in Refs. [21,22], with very similar features.

Face-to-face proximity patterns have been collected for 175 voluntary participants (among the 305 conference attendees) over 3 days. 14520 contact events have been registered, corresponding to 27.3 contacts per individual per day. The contact durations display a very broad distribution, close to a power law, (shown in Fig. 1): the average duration is of 46 s, but long-lasting contacts are as well observed, and no characteristic contact timescale can be extracted from the data. Figure 1 also displays a quantity of interest, namely the distribution of time intervals between the start of two consecutive contacts of a given individual A with two distinct persons B and C. In other words, if A starts a contact with B at time $t_{AB}$, and then starts a different contact with C at $t_{AC}$, the inter-contact interval is defined as $\tau = t_{AC} - t_{AB}$. These time intervals constrain causal processes such as information diffusion or epidemic spreading, as they determine the timescale after which an individual receiving some information or disease is able to propagate it to another individual. As shown in Fig. 1, broad distributions are also found in this case. We also show in Fig. 2 the distributions of lifetimes of groups of size $n + 1$ ($n = 0$ corresponds to an isolated person, $n = 1$ to a pair, etc). All these distributions are broad, compatible with power-law shapes, and become narrower for increasing $n$ (larger groups are less stable than smaller ones).

The burstiness of the contact pattern revealed by the broad distribution of contact durations has consequences also on aggregated views of the dynamical contact network. Aggregated contact networks over a given time
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FIG. 1: Distribution of contact durations (a) and of time intervals between two contacts involving a common individual (b).

window are defined as follows: each node corresponds to an individual, and an edge is drawn between two nodes if at least one contact event has been registered during the time window between the two corresponding individuals. Each edge is weighted by the sum of the contact durations between these individuals during this time window. As shown in Fig. 3 (top right), the distributions of such weights are broad, independent of the time window considered (see also [22, 23]).

Figure 3 also displays other characteristics of aggregated networks constructed with time windows of different lengths. As also found in [22, 23] for other deployments of the same infrastructure, the distribution of degrees (the degree gives the number of distinct individuals with whom a given individual has been in contact) are not broadly distributed. This behavior is in contrast with the degree distribution of many empirically studied social networks [6, 58, 59]. It should however be emphasized that we are here dealing with face-to-face interactions occurring in a restricted environment among a relatively small population and on short timescales, while studies such as [58, 59] are concerned with social ties created and defined over much longer timescales. Moreover, we note that a narrow degree distribution (a power law with a large exponent) has also been found in the degree distribution of networks defined by phone-calls data sets [52].

The strength $s_i$ of a node $i$ is defined as the sum of the weights $w_{ij}$ between $i$ and its neighbors $j$, that is,

$$ s_i = \sum_j w_{ij}. \tag{1} $$

It gives the cumulated durations of the interactions of the corresponding individual. The average strength of nodes of degree $k$ $\langle s(k) \rangle$ indicates how the weights are dis-
tributed. If the weights are uniformly distributed among the links of the networks, the average strength $\langle s(k) \rangle$ grows linearly with $k$, that is, $\langle s(k) \rangle \propto k \langle w \rangle$. On the contrary, if stronger ties are more frequently linked to highly connected agents, a superlinear behavior of $\langle s(k) \rangle$ versus $k$ is observed [33]. The RFID data on face-to-face interaction are consistent with a linear or slightly faster behavior of $\langle s(k) \rangle$ versus $k$ [22,23], hinting at a weak correlation between weights and degrees. Correlations between network topology and distribution of the weights have been found in various complex networks with broad degree distribution [31], and several models based on reinforcement dynamics have been proposed in this context [60,62].

Another measure of the weights’ distribution is given by the Herfindahl-Hirschman index $Y_2$ [63,64], also known in the physics literature under the name of “participation ratio”. This index, defined as

$$Y_2(i) = \sum_{j \in N(i)} \left( \frac{w_{ij}}{s_i} \right)^2,$$

where $N(i)$ refers to the set of neighbors of $i$, gives a measure of the heterogeneity of the weights among the neighbors of a node. When all weights $w_{ij}$ of the links connected to node $i$ are equal, that is, $w_{ij} = s_i/k_i$, this index is inversely proportional to the degree $k_i$ of node $i$, that is,

$$Y_2(i) = \frac{1}{k_i}.$$

On the contrary, when one of the links has a much larger weight than the others, $Y_2(i)$ is close to 1. The departure of $k_i Y_2(i)$ from 1 thus indicates the local heterogeneity of weights around each node. Figure 3 shows that the average of this quantity over nodes of degree $k$ [$k Y_2(k)$], is larger than 1 and increases with $k$: each individual divides his/her time unevenly among her/his contacts, and this behavior becomes more pronounced as the number of distinct contacted persons increases.

### III. A MODEL FOR SOCIAL DYNAMICS AT SHORT TIMESCALES

In this section, we present a model describing the social dynamics of $N$ agents forming small groups of different size. In this model, each agent can interact with any other agent. This model describes therefore social interactions within a closed environment of relatively small size where agents are free to meet, such as a conference venue. We assign to each agent $i = 1, 2, \ldots, N$ a coordination number $n_i = 0, 1, 2, \ldots, N$ indicating the number of agents interacting with him/her. If an agent $i$ has coordination number $n_i = 0$ he/she is isolated, and if $n_i = n > 0$ he/she is part of a group of $n+1$ agents, who all interact with each other (thus forming a clique). We also assign to each agent $i$ the temporal variable $t_i$ indicating the last time at which his/her coordination number $n_i$ has changed.

The dynamics of the model is as follows. Starting from random initial conditions, at each time step $t$ the following steps are performed:

1. An agent $i$ is chosen randomly.

2. The agent $i$ updates his/her coordination number $n_i = n$ with a certain probability $p_n(t,t_i)$ that may depend on the agent’s state, on the present time $t$, and on the last time $t_i$ at which $i$’s state evolved. With probability $1 - p_n(t,t_i)$, the agent does not change state.

If the coordination number $n_i$ is updated, the action of the agent is chosen with the following rules.

(i) If the agent $i$ is isolated, that is, $n_i = 0$, he/she starts an interaction with another isolated agent $j$ chosen with probability proportional to $p_0(t,t_j)$. The coordination number of the agent $i$ and of the agent $j$ are then updated according to the rule $n_i \rightarrow 1$ and $n_j \rightarrow 1$.

(ii) If the agent $i$ is interacting in a group, that is, $n_i = n > 0$, with probability $\lambda$ the agent leaves the group and with probability $(1 - \lambda)$ he/she introduces an isolated agent in the group. If the agent $i$ leaves the group, his/her coordination number is updated ($n_i \rightarrow 0$), as well as the coordination numbers of all the agents in the original group, that is, $n_k \rightarrow n - 1$ (for all agents $k$ in the original group). On the contrary, if the agent $i$ introduces another isolated agent $j$ to the group, $j$ is chosen with probability proportional to $p_0(t,t_j)$ and the coordination numbers of all the interacting agents are changed according to the rules $n_j \rightarrow n + 1$ and $n_k \rightarrow n + 1$ (for all $k$ in the group).

The structure and properties of the interactions between agents depend on the choice of the probabilities $p_n$, which control the tendency of the agents to change their state, and on the parameter $\lambda$, which determines the tendency either to leave groups or on the contrary to make them grow. The simplest choice consists of considering constant probabilities $p_n(t,t') = p_n$: at each time, every agent has a fixed probability to form a group or split from a group. In this case the formation of the groups is a Poisson process, and the distributions of the durations of contacts between agents, or the lifetime of a group, are exponentially distributed.

As recalled in the introduction however, the distributions of the times describing human activities are typically broad [18,22,23,51,42,40,51], and are clearly closer to power-laws that lack a characteristic time scale than to exponentials. A possible explanation of such results is given by mechanisms in which the decisions of
the agents to form or leave a group are driven by memory effects dictated by reinforcement dynamics, that can be summarized in the following statement: the longer an agent is interacting in a group, the smaller is the probability that he/she will leave the group; the longer an agent is isolated, the smaller is the probability that he/she will form a new group. In particular, such reinforcement principle implies that the probabilities \( p_n(t, t') \) that an agent with coordination number \( n \) changes his/her state depend on the time elapsed since his/her last change of state. A simple way to introduce this hypothesis is to consider functions \( p_n(t, t') = p_n(t - t') \). Reinforcement mechanisms are then described by decreasing functions \( p_n \). We will see in the next subsections how the evolution equations of the number of agents in each state can be written at the mean-field level for arbitrary functions \( p_n \). Finding solutions of this set of equations is however not always possible, and we will focus on functions \( p_n \) scaling as \( 1/(t - t') \), for two reasons: on the one hand, it represents one of the cases that is fully amenable to analytical computations and, on the other hand, such a scaling behavior is needed to obtain power-law distributions for the contact durations and thus dynamical characteristics compatible with empirical data. We consider in particular functions given by

\[
p_n(t, t') = \frac{b_n}{1 + (t - t')/N},
\]

and, in order to reduce the number of parameters, we moreover take \( b_n = b_1 \) for every \( n \geq 1 \), indicating the fact that interacting agents change their state independently on the number of other agents with whom they are interacting, provided that \( n \geq 1 \). The model’s parameter are thus \( b_0, b_1, \) and \( \lambda \).

A. Pairwise interactions

Let us first consider a restricted version of the model, in which the agents can only interact in pairs. This set-up is obtained by setting \( \lambda = 1 \) and by considering initial conditions in which the agents interact at most in groups of size 2. In this case, each agent is thus assigned a variable \( n_i = 0, 1 \) indicating if the agent \( i \) is isolated \((n_i = 0)\) or interacting with another agent \((n_i = 1)\).

As in the analysis of empirical data, the most immediate quantities of interest concern the time spent by agents in each state, the duration of contacts between two agents, and the time intervals between successive contacts of an agent. To gain insight into these temporal properties of the system, we can write rate equations for the evolution of the numbers \( N_n(t, t') \) of agents in state \( n = 0 \) at time \( t \) who have not changed state since time \( t' \). In the mean-field approximation, and treating time and numbers as continuous variables, these equations are given by

\[
\frac{\partial N_0(t, t')}{\partial t} = -2N_0(t, t') \frac{p_0(t, t')}{N} + \pi_{10}(t) \delta_{tt'},
\]

\[
\frac{\partial N_1(t, t')}{\partial t} = -2N_1(t, t') \frac{p_1(t, t')}{N} + \pi_{01}(t) \delta_{tt'},
\]

where the transition rates \( \pi_{n,m}(t) \) denote the average number of agents switching their states from \( n \) to \( m \) \((n \rightarrow m)\) at time \( t \). If the agents make their decisions according to the reinforcement dynamics described by the probabilities \( p_n(t, t') \) given by Eq. (4), the dynamic equations (5) have a solution of the form

\[
N_0(t, t') = \pi_{10}(t') \left(1 + \frac{t - t'}{N} \right)^{-2b_0},
\]

\[
N_1(t, t') = \pi_{01}(t') \left(1 + \frac{t - t'}{N} \right)^{-2b_1}.
\]

Since the total number of isolated agents who change their state at time \( t \) is equal to \( \pi_{01}(t) \) and the total number of interacting agents who change their state is equal to \( \pi_{10}(t) \), it follows that \( \pi_{10}(t) \) and \( \pi_{10}(t) \) are given in terms of \( N_0(t, t') \) and \( N_1(t, t') \) by the relations

\[
\pi_{10}(t) = \frac{2}{N} \sum_{t' = 1}^{t} p_1(t, t') N_1(t, t'),
\]

\[
\pi_{01}(t) = \frac{2}{N} \sum_{t' = 1}^{t} p_0(t, t') N_0(t, t').
\]

To solve the coupled set of equations (8) and (9), we assume self-consistently that \( \pi_{10}(t) \) and \( \pi_{10}(t) \) are either constant or decaying in time as power laws. Therefore, we assume

\[
\pi_{10}(t) = \tilde{\pi}_{10} \left(\frac{t}{N}\right)^{-\alpha_0},
\]

\[
\pi_{01}(t) = \tilde{\pi}_{01} \left(\frac{t}{N}\right)^{-\alpha_1}.
\]

To check the self-consistent assumption Eq. (8), we insert it in Eqs. (8) and (9) and compute the values of the parameters \( \alpha_0, \alpha_1, \tilde{\pi}_{10} \) and \( \tilde{\pi}_{01} \) that determine the solution in the asymptotic limit \( t \rightarrow \infty \). If \( \alpha_0 = \alpha_1 = 0 \), we obtain a stationary solution in which \( \pi_{10}(t) = \tilde{\pi}_{10} \) and \( \pi_{01}(t) = \tilde{\pi}_{01} \), are independent of time. If the contrary if \( \alpha_0 > 0 \) or \( \alpha_1 > 0 \), the system is non-stationary, with transition rates \( \pi_{10}(t) \) and \( \pi_{01}(t) \) decaying in time. The system dynamics slows down. In Appendix A we give the details of this self-consistent calculation in the large \( N \) limit, which yields \( \alpha_0 = \alpha_1 = \alpha \) and \( \tilde{\pi}_{10} = \tilde{\pi}_{01} = \tilde{\pi} \), with

\[
\alpha = \max(0, 1 - 2b_1, 1 - 2b_0),
\]

\[
\tilde{\pi} = \frac{\sin[2\pi \min(b_0, b_1)]}{\pi} \left[1 - \delta(\alpha, 0)\right] + \frac{(2b_0 - 1)(2b_1 - 1)}{2(b_0 + b_1 - 1)} \delta(\alpha, 0).
\]
The analytically predicted dynamical behavior or the model can be summarized by the phase diagram depicted in Fig. 4 (that we discuss now in more detail), together with the numerical simulations of the stochastic model displayed in Fig. 5.

- **Stationary region** ($b_0 > 0.5$ and $b_1 > 0.5$) - In this region of the phase diagram, the self-consistent equation predicts $\alpha = 0$, so that a stationary state solution is expected, where $\pi_{10}(t) = \bar{\pi}$ is given by Eq. 9. In this stationary state the number of isolated agents and the number of interacting agents are constant on average, but the dynamics is not frozen, since $\bar{\pi} > 0$: agents continuously form and leave pairs. The simulations shown in Fig. 5 for $b_0 = b_1 = 0.7$ confirm this analytical prediction.

- **Non stationary region** ($b_0 < 0.5$ or $b_1 < 0.5$) - In this region of the phase diagram, the self-consistent equation predicts a non-stationary solution with $\pi_{10}(t)$ and $\pi_{01}(t)$ decaying with $t$ as a power-law of exponent $\alpha = \max(1 - 2b_0, 1 - 2b_1)$. Figure 6 shows such a decay for $b_0 = 0.3$, $b_1 = 0.7$ and for $b_0 = b_1 = 0.1$, which is however truncated by finite-size effects for $t$ larger than $t_c(N) \propto N$. Therefore the system eventually becomes stationary with a very slow dynamics (very small transition rates $\pi_{10}(t)$ and $\pi_{01}(t)$).

Empirical studies often focus on the statistics of contact durations between individuals, and of the time intervals between two contacts of a given individual. These quantities of interest can be computed in our model, respectively, as the probabilities $P_I(\tau)$ that an agent remains in a pair during a time $\tau = (t - t')/N$, and $P_0(\tau)$ that an agent remains isolated for a time interval $\tau = (t - t')/N$. These probabilities are determined by the numbers of agents in each state and the rates at which the agents change their state. The probability distributions of the time spent in each state, integrated between
FIG. 7: (Color online) Probability distribution of the durations of contacts $P_1(\tau)$ and of the inter-contact durations $P_0(\tau)$ in the non-stationary region of the pairwise model, with $b_0 < 0.5$ and $b_1 < 0.5$. In this region we observe some deviations of the probabilities $P_1(\tau)$ and $P_0(\tau)$ from the power-law behavior for large durations. The data are reported for a simulation with $N = 1000$ agents run for $T_{\text{max}} = N \times 10^5$ elementary time steps, with parameter values $b_0 = b_1 = 0.1$. The data are averaged over 10 realizations.

the initial time and an arbitrary time $t$, are given by

$$P_n(\tau) \propto \int_{t'=0}^{t-N\tau} p_n(t' + N\tau, t')N_n(t' + N\tau, t')dt' \quad (10)$$

for $n = 0, 1$. Inserting the expression given by Eq. (6) for $N_n(t, t')$ and the definition of $p_n(t, t')$ given by Eq. (4) in Eq. (10), we obtain the power-law distributions

$$P_n(\tau) \propto (1 + \tau)^{-2bn-1} \quad (11)$$

for $n = 0, 1$. These analytical predictions are compared with numerical simulations in Fig. 3 for $b_0 = 0.6$, $b_1 = 0.8$ (stationary system) and in Fig. 4 for $b_0 = b_1 = 0.1$ (non-stationary $\pi_{10}$ and $\pi_{01}$). Interestingly, even when the system is non-stationary, the distributions $P_n(\tau)$ remain stationary.

B. Formation of groups of any size

In this subsection we extend the solution obtained for the pairwise model to the general model with arbitrary value of the parameter $\lambda$, where groups of any size can be formed. Therefore the coordination number $n_i$ of each agent $i$ can take any value up to $N - 1$. Extending the formalism used in the previous subsection, we denote by $N_n(t, t')$ the number of agents with coordination number $n = 0, 1, \ldots, N - 1$ at time $t$, who have not changed state since time $t'$. In the mean field approximation, the evolution equations for $N_n(t, t')$ are given by

$$\frac{\partial N_0(t, t')}{\partial t} = -2N_0(t, t')\frac{p_0(t, t')}{N} - (1 - \lambda)\epsilon(t) \times N_0(t, t')p_0(t, t') + \sum_{i \geq 1} \pi_{i,0}(t)\delta_{t'},$$

$$\frac{\partial N_1(t, t')}{\partial t} = -2N_1(t, t')\frac{p_1(t, t')}{N} + [\pi_{0,1}(t) + \pi_{2,1}(t)]\delta_{t'},$$

$$\frac{\partial N_n(t, t')}{\partial t} = -(n + 1)N_n(t, t')p_1(t, t') + [\pi_{n-1,1}(t) + \pi_{n+1,1}(t) + \pi_{0,n}(t)]\delta_{t'}, \quad n \geq 2. \quad (12)$$

In these equations, the parameter $\epsilon(t)$ indicates the rate at which isolated nodes are introduced by another agent in already existing groups of interacting agents. Moreover, $\pi_{mn}(t)$ indicates the transition rate at which agents change coordination number from $m$ to $n$ (i.e. $m \rightarrow n$) at time $t$. In the mean-field approximation the value of $\epsilon(t)$ can be expressed in terms of $N_n(t, t')$ as

$$\epsilon(t) = \frac{\sum_{n \geq 1} \sum_{t'=1}^{t} N_n(t', t')p_1(t, t')}{{\sum_{t'=1}^{t} N_0(t', t')p_0(t, t')}}. \quad (13)$$

In the case of reinforcement dynamics described by the probabilities $p_n(t, t')$ given by Eq. (4), and assuming that asymptotically in time $\epsilon(t)$ converges to a time-independent variable, that is, $\lim_{t \rightarrow \infty} \epsilon(t) = \hat{\epsilon}$, the solution to the rate equations (12) in the large time limit is given by

$$N_0(t, t') = N_0(t', t') \left(1 + \frac{t - t'}{N}\right)^{-b_0[2+(1-\lambda)]},$$

$$N_1(t, t') = N_1(t', t') \left(1 + \frac{t - t'}{N}\right)^{-2b_1}, \quad (14)$$

$$N_n(t, t') = N_n(t', t') \left(1 + \frac{t - t'}{N}\right)^{-(n+1)b_1} \quad \text{for } n \geq 2,$$

with

$$N_0(t', t') = \sum_{n \geq 1} \pi_{n,0}(t'),$$

$$N_1(t', t') = \pi_{0,1}(t') + \pi_{2,1}(t'),$$

$$N_n(t', t') = \pi_{n-1,1}(t') + \pi_{n+1,1}(t') + \pi_{0,n}(t') \quad \text{for } n \geq 2. \quad (15)$$

The transition rates $\pi_{mn}(t)$ can be determined in terms of $N_n(t, t')$ as shown in the Appendix B. In order to solve the equations we make the further assumption that the transition rates $\pi_{mn}(t)$ are either constant or decaying with time according to a power law, that is

$$\pi_{mn}(t) = \tilde{\pi}_{mn}(t) = \tilde{\pi}_{mn} \left(\frac{t}{N}\right)^{-\alpha_{mn}}. \quad (16)$$

Self-consistent calculations (see Appendix B) determine the value of the quantities $\hat{\epsilon}$, $\alpha_{mn}$, and $\tilde{\pi}_{mn}$. For $\lambda > 0.5$
the self-consistent assumption Eq. (14) is valid and we find, as in the case of pairwise interactions, that \( \alpha_{m,n} = \alpha \forall (m,n) \), with

\[
\alpha = \max \left( 0, 1 - b_0 \frac{3\lambda - 1}{2\lambda - 1}, 1 - 2b_1 \right). \tag{17}
\]

This solution generalizes the case of the pairwise model, which is recovered by setting \( \lambda = 1 \). For \( \lambda \leq 0.5 \) the self-consistent assumption breaks down and we will resort to numerical simulations.

The probability distributions of the time spent in each state, integrated between the initial time and an arbitrary time \( t \), are given by

\[
P_n(t) \propto \int_{t'=0}^{t-N\tau} p_n(t' + N\tau, t')N_n(t' + N\tau, t')dt'. \tag{18}
\]

Inserting the expression given by Eq. (14) for \( N_n(t, t') \) and the definition of \( p_n(t, t') \) given by Eq. (14) in Eq. (18), we obtain the power-law distributions

\[
P_0(\tau) \propto (1 + \tau)^{-b_0[2+(1-\lambda)]-1}
\]

\[
P_n(\tau) \propto (1 + \tau)^{-(n+1)b_1-1} \text{ for } n \geq 1. \tag{19}
\]

The phase diagram of the model is summarized in Fig. 8. We can distinguish between three phases:

- **Region (I)** - The stationary region: \( b_1 > 0.5, b_0 > (2\lambda - 1)/(3\lambda - 1) \) and \( \lambda > 0.5 \). In this region, the self-consistent solution yields \( \alpha = 0 \): the transition rates

\[
\pi_{mn}(t)
\]

converge rapidly to a constant value (see Fig. 9 for a comparison between numerics and analytics for \( \pi_{10}(t) \)) and the system reaches a stationary state. In Fig. 10, we compare the analytical solution given by Eqs. (19) with the numerical simulations in the stability region, finding perfect agreement. As predicted by Eqs. (19), \( P_n(\tau) \) decays faster as \( n \) increases: larger groups are less stable than smaller ones, as found in the empirical
 FIG. 11: (Color online) Distribution of time intervals between successive contacts of an individual, for $\lambda = 0.8$, $b_0 = 0.7$ and $b_1 = 0.3$ and $0.9$. The simulation is performed with $N = 10^4$ for a number of time steps $T_{max} = N \times 10^5$. The data are averaged over 10 realizations.

 FIG. 12: (Color online) Average coordination number $\langle n \rangle$ vs $\lambda$ for $b_0 = b_1 = 0.7$. The simulation is performed with $N = 2000$ agents for a number of time steps $T_{max} = N \times 10^5$. $\langle n \rangle$ is computed in the final state over 30 realizations. The solid line indicates the theoretical prediction given by Eq. (20).

 FIG. 13: (Color online) Distribution $P_n(\tau)$ of durations of groups of size $n + 1$ in the non stationary region [region (II)]. The simulation is performed with $N = 1000$ agents for a number of time steps $T_{max} = N \times 10^5$. The parameter used are $b_0 = 0.3$ and $b_1 = 0.7$, $\lambda = 0.8$. The data are averaged over 10 realizations. The dashed lines correspond to the analytical predictions Eqs. (19).

 FIG. 14: (Color online) Average coordination number $\langle n \rangle$ as a function of time in the Region II of the phase diagram for different values of the parameters $\lambda$, $b_0$ and $b_1$. The data is in very good agreement with the theoretical expectations given by Eqs. (21)−(22). The simulations are performed with $N = 1000$ agents for a number of time steps $T_{max} = N \times 10^5$. The data are averaged over 10 realizations.

The data sets. Figure 11 displays the distribution $P_{AB-AC}(\tau)$ of time intervals between the start of two consecutive contacts of a given individual, which is as well stationary and displays a power-law behavior.

The average coordination number $\langle n \rangle$ is given by

$$\langle n \rangle = \frac{\pi_{10}}{2\lambda} \sum_{n \geq 1} \frac{n(n + 1)}{(n + 1)b_1 - 1} \left( \frac{1 - \lambda}{\lambda} \right)^{n-1},$$

where the detailed calculation and the value of $\pi_{10}(t)$ are given in Appendix 14. This expression diverges as $\lambda \to 0.5$. In Fig. 12 we show the perfect agreement between the result of numerical simulations of $\langle n \rangle$ and the theoretical prediction.

- Region (II) - Non-stationary region: $b_1 < 0.5$ or $b_0 < (2\lambda - 1)/(3\lambda - 1)$, and $\lambda > 0.5$ - The dynamics in this region is non-stationary and the transition rate is decaying with time as a power-law, as shown in Fig. 13 where we report $\pi_{10}(t)$ as a function of $t$. Nevertheless, the distributions of lifetimes of groups of various sizes $P_n(\tau)$, and of inter-contact times $P_{AB-AC}(\tau)$, re-
main stationary. These distributions are shown in Figs. 13 and 14. In this region, the average coordination number in the limit $t/N \gg 1$ remains small, even as $\lambda \to 0.5$. In particular from the mean-field solution of the dynamics (see appendix B) the theoretical solution of the model predicts that, for $\lambda > 0.5$ and $t \to \infty$

$$\langle n \rangle = 1 \quad \text{for} \quad \alpha = 1 - 2b_1,$$

and

$$\langle n \rangle = 0 \quad \text{for} \quad \alpha = 1 - b_0 \frac{3\lambda - 1}{2\lambda - 1}. \quad (22)$$

Figure 14 shows the agreement of this predicted behavior with simulation results for several values of $b_0$ and $b_1$ and $\lambda = 0.7$. In this region, as $\lambda \to 0.5$ with fixed $b_0$ and $b_1$, we have $\alpha = 1 - 2b_1$ and $\langle n \rangle \to 1$. Therefore no diverging behavior is observed.

- **Region (III)** Strong dependence on the number of agents $N$ and non-stationary dynamics: $\lambda < 0.5$ - In this region the self-consistent assumption given by Eq. (10) breaks down, and we find numerically that the average coordination number $\langle n \rangle$ strongly depends on the number of agents $N$ and on time. In order to give a typical example of the corresponding dynamical behavior, Fig. 15 displays $\langle n \rangle$ as a function of time for two single realizations of the model corresponding to two different values of $N$. Interestingly, the distributions of lifetimes of groups of various sizes $F_n(\tau)$ remain stationary even in this parameter region (not shown).

### C. Aggregated networks

In the previous paragraphs, we have shown how our modeling framework produces dynamical properties of the interactions between agents that yield broad distributions of contact and inter-contact times. In order to understand the structure of the resulting interaction networks at coarser temporal resolutions, it is as well interesting to investigate the properties of the aggregated networks, constructed as in Sec. III. Given a starting time $t_0$ and a temporal window $\Delta T$, the nodes of these networks are the agents, and a link is drawn between two agents whenever they have been in contact between $t_0$ and $t_0 + \Delta T$, with a link weight given by the total time during which they have interacted in $[t_0, t_0 + \Delta T]$. As in Sec. III the degree $k_i$ of an agent $i$ is given by the number of distinct agents with whom $i$ has been in contact in $[t_0, t_0 + \Delta T]$, while its strength $s_i$ is the sum of the interaction times with other agents, and the participation ratio $Y_2(i)$ quantifies the heterogeneity of the times spent by $i$ with these other agents.

As an exhaustive exploration of the aggregated networks and of how their properties depend on the model’s parameter would be tedious, we simply report in Fig. 16 the properties of aggregated networks for increasing window lengths $\Delta T$ and for two sets of parameters. Some properties are qualitatively similar to the empirically observed networks. In particular, the degree distributions are peaked around an average value that increases with $\Delta T$. As time passes, each agent encounters more and more distinct other agents, and the distribution $P(k)$ globally shifts towards larger degrees. The links weights distributions are broad, and extend to larger values as $\Delta T$ increases. Some other properties seem to depend strongly on the model’s parameters. In particular, the average strength of nodes of degree $k$, and the average participation ratio of nodes of degree $k$, can have shapes rather different from the empirical ones. Moreover, the time window lengths $\Delta T$ on which the aggregated network remains sparse are rather restricted.

## IV. Extensions of the Model

### A. Heterogeneous model

In the previous section, we have assumed that all the agents have the same tendency to form a group or to leave a group, that is, the probabilities $p_n$ do not depend on the agent who performs a status update. Real social systems display however additional complexity since the social behavior of individuals may vary significantly across the population. A natural extension of the model presented above consists therefore of making the probabilities $p_n$ dependent on the agent who is updating his/her state. To this aim, we assign to each agent $i$ a parameter $n_i$ that characterizes his/her propensity to form social interactions. In real networks this propensity will depend on the features of the agents [65]. In the model we assume that this propensity, that we call "sociability", is a quenched random variable, which is assigned to each agent at the start of the dynamical evolution and re-
the probability $p \eta$ agents with parameter $\eta$ changed their state since time $t$. The mean-field equations for the model are then given by

$$\frac{\partial N_0(t, t', \eta)}{\partial t} = -2 \frac{N_0(t, t', \eta)}{N} p_0(t, t', \eta)$$

$$\frac{\partial N_1(t, t', \eta, \eta')}{\partial t} = - \frac{N_1(t, t', \eta, \eta')}{N} \left[ p_1(t, t', \eta) + p_1(t, t', \eta') \right]$$

\begin{align}
\pi^\eta_0(t) & = \sum_{t':t''} \frac{N_1(t, t', \eta, \eta') [p_1(t, t', \eta) + p_1(t, t', \eta')]}{N} \\
\pi^\eta_0'(t) & = 2 \sum_{t', t''} \frac{N_0(t, t', \eta) N_0(t, t'', \eta')}{C(t) N} p_0(t, t', \eta) p_0(t, t'', \eta')
\end{align}

where $C(t)$ is a normalization factor given by

$$C(t) = \sum_{t'=1}^t N_0(t, t', \eta) p_0(t, t', \eta).$$

To solve this problem with the same strategy used for the model without heterogeneity we make the self-consistent assumption that the transition rates are either constant or decaying as a power law with time:

$$\pi^\eta_0(t) = \Delta \eta \bar{\pi}^\eta_0 \left( \frac{t}{N} \right)^{-\alpha(\eta)}$$

$$\pi^\eta_0'(t) = \Delta \eta \bar{\pi}^\eta_0' \left( \frac{t}{N} \right)^{-\alpha(\eta, \eta')}$$

In appendix C we give the details of the self-consistent calculation, which leads to the analytical prediction

$$\alpha(\eta) = \max \left( 1 - 2 \eta, \eta - \frac{1}{2} \right)$$

$$\alpha(\eta, \eta') = \alpha(\eta) + \alpha(\eta')$$

and the value of $\bar{\pi}^\eta_0$ is given by

$$\bar{\pi}^\eta_0 = \begin{cases}
\frac{\rho(t)}{C(t)} & \eta \leq \frac{1}{2} \\
\frac{\rho(t)}{B(\eta - \frac{1}{2}, \frac{1}{2})} & \eta \geq \frac{1}{2}
\end{cases}$$

In order to check the validity of our mean-field calculation, we study the probability distribution $P_0(\tau)$ of the
The model can be extended by allowing the formation of large groups, by setting $\lambda < 1$. The results of numerical simulations performed for a particular value of $\lambda$ are shown in Fig. 14. Power law distributions of the lifetime of groups are again found and, as in the basic model without heterogeneity of the agents, larger groups are more unstable than smaller groups, as $P_n(\tau)$ decays faster if the coordination number $n$ is larger. As the parameter $\lambda \to 0.5$ there is a phase transition and the average coordination number diverges. In Fig. 20 we show that $\langle n \rangle \propto (\lambda - 0.5)^{-\delta}$ with $\delta = 1$ within the statistical fitting error, similarly to what happens in the homogeneous case. Overall, the main features of the model are therefore robust with respect to the introduction of heterogeneity in the agents’ individual behavior.
B. Model with variable number of agents

When measurements on the proximity or face-to-face contacts of individuals are performed, the number of agents present on the premises typically fluctuates. Moreover, the activity of the agents fluctuates as well, because for instance of day/night patterns or periods of coffee/lunch breaks in a conference. This is in particular the case in the data sets described in Sec. III.

In this subsection, we use these simple remarks to put forward an extension of our model of interacting agents that mimics in a more realistic way the data gathering process, and that can be used to produce more realistic artificial data sets. The main point is to consider, instead of a population with a fixed number of agents $N$, an open system leaving the possibility for agents to leave or enter it. To this aim, we simply introduce for each agent the possibility to be in a state called “absent”. In this “absent” state, agents may be isolated or not, but the measurement infrastructure is not able to know it. Statistics on the time spent by an agent in a given state, or of the duration of contact and inter-contact times, are thus obtained by considering only “present” agents. Overall, the model’s dynamics is as described in Sec. III, with parameters $b_0, b_1, \lambda$, with the addition that at each time step, “absent” agents can enter the system, or agents can leave the system and become “absent”. Various rules could be thought of, but for the sake of simplicity we consider that an agent $i$ entering the system become isolated ($n_i \rightarrow 0$), and that agents of any state $n$ can leave the system (one could also allow “absent” agents to directly enter a group, restrict the possibility to leave to isolated agents, etc...).

In this framework, two important points have to be considered:

- the agents who leave the system can re-enter it: the global number of agents (absent and present) is constant. We will see that a set-up in which an agent who has left the premises cannot re-enter the system leads to an interesting modification of the system’s properties.
- The decision for an agent to leave or enter the system can simply be given by constant probabilities. In the resulting dynamics, the number of agents who are present is simply fluctuating around a constant value that depends on these probabilities. Another possibility consists of fixing at each time step the number of present agents $N(t)$. The imposed $N(t)$ can be a given function of time such as for instance a periodic signal (possibly with superimposed stochastic noise) to mimic circadian rhythms. To mimic a realistic process, $N(t)$ can also be given by an empirical time series from a real data set, as we now consider (note that the total number $N$ of agents has to be at least equal to $\max_i N(t)$).

In order to impose the number of agents present in the system at each time, we first construct the empirical time series. To this aim, various time steps can be used. We consider the natural temporal resolution obtained in SocioPatterns deployments, that is, 20s, but other resolutions could be chosen as well. Considering that agents act independently, and make choices in a simultaneous way, we then identify the empirical time step with one attempted status update per present agent. After each series of $N(t)$ attempted status updates (according to the rules described in Sec. III), we check if the number of present agents is smaller or larger than the desired $N(t+1)$. If it is larger, we remove at random agents (i.e., put them in the “absent” state) in order to match the desired $N(t+1)$. If it is smaller, absent agents are introduced into the system, and put into the isolated state. The system evolves in this way for a number of steps equal to the number of time steps of the empirical data set, and we monitor the time evolution of the number of contacts between agents, and of agents in each state, as a function of time. We also note that this model can in fact be simulated for arbitrarily long times by simply repeating the imposed time series $N(t)$.

Figure 21 compares the resulting activity patterns with the empirically monitored activity, for two values of the parameter set $(b_0, b_1, \lambda)$, when $N(t)$ is taken from the data gathered at the scientific conference ESWC described in Sec. III. We note that, although only $N(t)$ is imposed to be exactly the same in the model and in the data, it is possible to tune the parameters so that the other measures (number of isolated nodes, of links, of triangles) are simultaneously similar to real data. Figure 21 illustrates that the system’s dynamics is highly non-stationary. As shown in [22], empirically observed...
work of the interactions between individuals is then not as a museum. As shown in [23], the daily aggregated net-

distributions of contact durations are however stationary. We check that this is also the case in our model by mea-
suring the distributions of contact durations and of time spent by agents in each state in various time windows of different lengths, during which \( N(t) \) strongly varies. As shown in Figs. 22 and 23 for a given parameter set \((b_0, b_1, \lambda)\), these distributions are broad, as in the original model with constant number of agents, and do not depend strongly on the imposed \( N(t) \), and can be super-

As for the study of empirical data (see Sec II), we also construct and study the aggregated networks of contacts between agents, on different time windows. Figure 24 to be compared with Fig. 10 of Sec. III illustrates the basic properties of these networks, which are very similar to the empirical ones shown in Fig. 8 of Sec. III. With respect to the case of constant \( N \) of Fig. 16 the degree distributions shift more slowly toward large degrees, and remain broader, so that the average strength of nodes of degree \( k \), \( s(k) \) and the average participation ratio of the nodes of degree \( k \), \( \langle ky_2(k) \rangle \), keep more realistic shapes.

We finally illustrate the versatility of the modeling framework by considering the case in which an agent who leaves the network cannot re-enter it at future times. Such additional assumption can be considered to model environments in which there is a flux of individuals, such as a museum. As shown in 25, the daily aggregated net-

a small-world, as visitors entering the museum at very different times do not encounter each other. Figure 26 exemplifies how this kind of configurations can also be re-

FIG. 21: (Color online) Timelines of the number of (from top to bottom): nodes and links in the instantaneous network (top), isolated nodes, groups of two nodes, groups of three nodes. The left column corresponds to the model with \( N(t) \) imposed from the ESWC dataset and two sets of param-

FIG. 22: (Color online) Distributions of contact durations, for \( N(t) \) given by the ESWC data set, and for the model with constant \( N \), for various time windows. Parameter values are \((b_0, b_1, \lambda) = (0.55, 0.8, 0.9)\).
V. CONCLUSION

In this paper, we have studied with analytical and numerical means an agent-based model aimed at describing the dynamics of human interactions in social gatherings, as can be measured by recent technological wearable sensors that measure proximity patterns of individuals. This model is based on simple mechanisms in order to be easily implementable and extended through the introduction of more realistic and involved ingredients. The resulting distributions of contact durations and of inter-contact times can be either narrowly or broadly distributed. A detailed study of the latter case, obtained by a mechanism reminiscent of preferential attachment, reveals moreover interesting non-equilibrium transitions between stationary and non-stationary phases.

We have illustrated the versatility of the model by introducing two variations. In the first one, agents have a priori different propensities to interact, in order to mimic the heterogeneity in the social behaviors of individuals. We have shown that the phenomenology of the model is then conserved, with broad distributions of contact times, inter-contact times, and lifetimes of groups. In the second extension of the model, the population size can fluctuate. In this case, the population size can be taken as input of the model, as given by an empirical time series coming from a real-world data set. We have then shown that the model produces non-stationary dynamical networks whose features are close to the empirically observed ones.

The present modeling framework, and in particular its extension to a varying population, opens various perspectives. For instance, we have considered indistinguishable agents, who enter and leave the system at random times. It would however be possible to impose for each agent the time intervals in which he/she is present, which could be taken from real data. Such a procedure would produce artificial data sets that closely mimic the empirical timelines. Although this would happen at the cost of a rather large input of empirical information, it would produce data sets that retain the details of the presence properties of individual agents of the empirical data sets, but with tunable contact and inter-contact time distributions. Another interesting outcome of the model with varying population size is that it makes it possible, starting from an empirical data set that is by definition limited in time, to create a dynamical network on arbitrarily long timescales, with the same properties as the real one, by simply repeating the time-series \( N(t) \) as many times as required. This corresponds to an interesting way of creating a non-stationary dynamical network, without having to repeat the real sequence of contacts. On each new repetition of \( N(t) \), the model will generate a new sequence of contacts.

The modeling framework we have presented, and the above-mentioned perspectives, are particularly interesting in the perspective of the study of dynamical processes on dynamical networks. The ability to tune the networks’ properties is indeed crucial to understanding how each of these properties affect the dynamical processes. Generating artificial data sets that are based on empirical ones, preserve a certain number of their properties, modify oth-
ers in a tunable way, and can be extended to large sizes or long times, represents therefore a very important step in such studies.
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Appendix A: Self-consistent solution of the pairwise model

In this section we give the details of the self-consistent calculation that is able to solve for the mean-field dynamics of the pairwise interaction model. As explained in the main text, the rate equations Eqs. (5) for this model are solved together with the definition of the transition rates \( \pi_{10}(t) \) and \( \pi_{01}(t) \) given by Eqs. (7) by making the self-consistent assumption Eq. (8).

Inserting in the definition of \( \pi_{01}(t) \) and \( \pi_{10}(t) \) given by Eqs. (7) the structure of the solution of the mean-field dynamical Eq. (6) and the self-consistent assumption Eqs. (8), we get

\[
\pi_{10}(t) = 2\tilde{\pi}_{01} b_1 N \sum_{t' = 1}^{t-1} \frac{(t' - N)}{N}^{-\alpha_1} \left( 1 + \frac{t - t'}{N} \right)^{-2b_1 - 1} \tag{A1}
\]

For large \( N \) we can evaluate (A1) by going to the continuous limit. Therefore in Eq. (A1) we substitute the sum over time steps \( t' \) with an integral over the variable \( y' = t'/N \). The transition rate \( \pi_{10}(y) = N\pi_{10}(t) \), that is, the average number of agents that shift from state \( 1 \rightarrow 0 \) in the unit time \( y = t/N \), can be evaluated by the following integral:

\[
\pi_{10}(y) = 2N\tilde{\pi}_{01} b_1 y^{-\alpha_1 - 2b_1} \int_0^{1} x^{-\alpha}(1 + y^{-1} - x)^{-2b_1 - 1} dx
\]

\[= 2N\tilde{\pi}_{01} b_1 y^{-\alpha_1} f(a_1, 2b_1 + 1, y), \tag{A2}\]

where \( f(a, b, y) \) is given by

\[
f(a, b, y) = y^{-(b-1)} \int_0^{1} x^{-a}(1 + y^{-1} - x)^{-b} dx. \tag{A3}\]

The asymptotic expansion of \( f(a, b, y) \) for \( y \gg 1 \) is given by

\[
f(a, b, y) = \frac{1}{b-1} + B(1-b, 1-a)y^{1-b} + O\left(\frac{1}{y} + y^{-b}\right), \tag{A4}\]

where \( B \) is the \( \beta \) function. Inserting (A4) into (A2) we get

\[
\pi_{10}(y) = N\tilde{\pi}_{01} y^{-\alpha_1}. \tag{A5}\]

This expression proves that the self consistent assumption given by Eq. (8) is valid. In particular since we have assumed

\[
\pi_{10}(y) = N\tilde{\pi}_{10} y^{-\alpha_0} \pi_{01}(y) = N\tilde{\pi}_{01} y^{-\alpha_1}
\]

these relations are consistent with the result of Eq. (A5) obtained in the limit \( N \rightarrow \infty, y \gg 1 \) if

\[
\alpha_0 = \alpha_1 = \alpha \]

\[
\tilde{\pi}_{10} = \tilde{\pi}_{01} = \tilde{\pi}. \tag{A6}\]

In order to find the expression for \( \alpha \) and \( \tilde{\pi} \) we use the conservation of the total number of agents. Indeed we have

\[
\sum_{t'} \left[ N_0(t, t') + N_1(t, t') \right] = N \tag{A7}
\]

Using the Eqs. (6), (A5) and (A6) and substituting in Eq. (A7) the sum over \( t' \) with an integral over the variable \( x = y'/y \), we get, in the limit \( N \gg 1 \)

\[
N\tilde{\pi} y^{-\alpha} \left[ y^{-(2b_0-1)} \int_0^{1} x^{-\alpha}(1 + y^{-1} - x)^{-2b_0} dx \right] + y^{-(2b_1-1)} \int_0^{1} x^{-\alpha}(1 + y - x)^{-2b_1} dx = N, \tag{A8}
\]

which yields

\[
\tilde{\pi} y^{-\alpha}(f(a, 2b_0, y) + f(a, 2b_1, y)) = 1 \tag{A9}
\]

Finally using the asymptotic expansion Eq. (A4) we get the solution given by the Eqs. (9) that we rewrite here for convenience

\[\alpha = \max(0, 1 - 2b_1, 1 - 2b_0),\]

\[\tilde{\pi} = \frac{\sin[2\pi \min(b_0, b_1)]}{\pi} \left[ 1 - \delta(\alpha, 0) \right] + \frac{(2b_0 - 1)(2b_1 - 1)}{2(b_0 + b_1 - 1)} \delta(\alpha, 0). \tag{A10}\]

Appendix B: Self-consistent solution of the general model

In this appendix we solve the general model in which groups of different size are allowed and the parameter \( \lambda \) is arbitrary. The strategy that leads to the solution of the mean-field equation of this dynamics is essentially the same as in the pairwise model but a new phase transition occurs when \( \lambda < 0.5 \). The dynamical Eqs. (12) can be solved as a function of the variables \( \pi_{mn}(t) \) by Eqs. (14) and Eqs. (19) assuming self-consistently that
that \( \epsilon(t) = \dot{\epsilon} \) in the large time limit. In order to find the analytic solution of the mean-field dynamics it therefore important to determine the relations between the transition rates \( \pi_{mn}(t) \) and the variables \( N_n(t, t') \). These relations are given by

\[
\pi_{1,0}(t) = 2\lambda \sum_{t'} \frac{N_1(t, t')}{N} p_1(t, t')
\]

\[
\pi_{n,0}(t) = \lambda \sum_{t'} \frac{N_n(t, t')}{N} p_1(t, t'), \ n \geq 2
\]

\[
\pi_{n+1,n}(t) = (n+1)\lambda \sum_{t'} \frac{N_{n+1}(t, t')}{N} p_1(t, t'), \ i \geq 1
\]

\[
\pi_{0,1}(t) = 2 \sum_{t'} \frac{N_0(t, t')}{N} p_0(t, t')
\]

\[
\pi_{0,n}(t) = (1-\lambda) \sum_{t'} \frac{N_{n-1}(t, t')}{N} p_1(t, t'), \ n \geq 2
\]

\[
\pi_{n,n+1}(t) = (n+1)(1-\lambda) \sum_{t'} \frac{N_n(t, t')}{N} p_1(t, t'), \ n \geq 1.
\]

(B1)

The coupled Eqs. (14), (16) and (31) can be solved by making the additional self-consistent assumptions on the transition rates \( \pi_{mn}(t) \) given by

\[
\pi_{mn}(y) = N \tilde{\pi}_{mn} y^{-\alpha_{mn}} \quad \text{(B2)}
\]

where \( y = t/N \) and \( \pi_{mn}(y) = N \tilde{\pi}_{mn}(t) \).

Applying the same technique as in Appendix A we can prove that all the exponents \( \alpha_{mn} \) are equal and given by \( \alpha_{mn} = \alpha \). Performing straightforward calculations we get the following relations

\[
\tilde{\pi}_{n,0}(n+1) = \lambda[\tilde{\pi}_{n-1,n} + \tilde{\pi}_{n+1,n} + \tilde{\pi}_{0,n}] \quad \text{for } n \geq 2
\]

\[
\tilde{\pi}_{1,0} = \lambda[\tilde{\pi}_{1,0} + \tilde{\pi}_{2,1}]
\]

\[
\tilde{\pi}_{n,0} = (1-\lambda)\tilde{\pi}_{n-1,0} + \lambda \tilde{\pi}_{n+1,0} \quad \text{for } n \geq 3
\]

\[
\tilde{\pi}_{2,0} = 1 - \lambda^{\tilde{\pi}_{1,0} + \lambda \tilde{\pi}_{3,0}}
\]

\[
\tilde{\pi}_{1,0} = \lambda \tilde{\pi}_{1,0} + 2\lambda \tilde{\pi}_{2,0}. \quad \text{(B3)}
\]

Therefore if the self-consistent assumption is valid, the number of agents \( N_n(t, t') \) in state \( n \) since time \( t' \), is given at time \( t \) by

\[
N_0(t, t') = \frac{\pi_{1,0}(t')}{K} \left(1 + \frac{t - t'}{N}\right)^{-b_0[2+(1-\lambda)\epsilon]}
\]

\[
N_1(t, t') = \frac{\pi_{1,0}(t')}{\lambda} \left(1 + \frac{t - t'}{N}\right)^{-2b_1}
\]

\[
N_n(t, t') = \frac{(n+1)\pi_{n,0}(t')}{\lambda} \left(1 + \frac{t - t_0}{N}\right)^{-(n+1)b_1} \quad \text{(B4)}
\]

where the variable \( K \) is defined by

\[
K = \frac{\tilde{\pi}_{1,0}}{\sum_{n \geq 1} \tilde{\pi}_{n,0}}. \quad \text{(B5)}
\]

Using the relations given by Eqs. (13) we find

\[
\tilde{\pi}_{n,0} = \frac{1}{2} \tilde{\pi}_{1,0} \left(1 - \frac{\lambda}{\lambda}\right)^{n-1} \quad \text{for } n \geq 2. \quad \text{(B6)}
\]

Substituting Eq. (16) in the definition of \( K \), Eq. (15), we find that \( K \) is only defined for \( \lambda > 0.5 \). For \( \lambda < 0.5 \) the summation in Eq. (13) is in fact divergent and there is a breakdown of the self-consistent assumption Eq. (12). For \( \lambda > 0.5 \) we can perform the summation and we get

\[
K = \frac{2(2\lambda - 1)}{3\lambda - 1},
\]

\[
\dot{\epsilon} = \frac{1}{2\lambda - 1}. \quad \text{(B7)}
\]

Finally the value of \( \alpha \) and \( \tilde{\pi}_{1,0} \) are found by enforcing the conservation law of the number of agent \( N \)

\[
\sum_{t'=1}^{t} \sum_{n} N_n(t, t') = N. \quad \text{(B8)}
\]

Therefore, in the large \( y \) limit \( y \gg 1 \) we get the solution

\[
\alpha = \max \left(0, 1 - b_0 \frac{3\lambda - 1}{2\lambda - 1}, 1 - 2b_1\right). \quad \text{(B9)}
\]

The value of \( \tilde{\pi}_{1,0} \) depends on the value assumed by \( \alpha \).

(1) For \( \alpha = 0 \), the value of \( \tilde{\pi}_{1,0} \) is given by

\[
\tilde{\pi}_{1,0} = \left[\frac{1}{2(b_0 - \frac{3\lambda - 1}{2\lambda - 1})} + \frac{1}{2\lambda} \sum_{n \geq 1} \frac{n + 1}{(n + 1)b_1 - 1} \left(1 - \frac{\lambda}{\lambda}\right)^{n-1}\right]^{-1} \quad \text{(B10)}
\]

(2) For \( \alpha = 1 - b_0 \frac{3\lambda - 1}{2\lambda - 1} \), the value of \( \tilde{\pi}_{1,0} \) is given by

\[
\tilde{\pi}_{1,0} = \frac{2(2\lambda - 1)}{3\lambda - 1} \frac{1}{B(1 - b_0 \frac{3\lambda - 1}{2\lambda - 1}, b_0 \frac{3\lambda - 1}{2\lambda - 1})}, \quad \text{(B11)}
\]

where \( B(a, b) \) indicates the Beta function.

(3) For \( \alpha = 1 - 2b_1 \), the value of \( \tilde{\pi}_{1,0} \) is given by

\[
\tilde{\pi}_{1,0} = \frac{\lambda}{B(1 - 2b_1, 2b_1)} \quad \text{(B12)}
\]

where \( B(a, b) \) indicates the Beta function.

The average coordination number is defined by

\[
\langle n \rangle = \sum_{t'} \sum_{n} nN_n(t, t'). \quad \text{(B13)}
\]

Substituting Eqs. (14) to the definition of \( \langle n \rangle \), Eq. (11) and applying the same transformation in Eq. (A2) to evaluate the integral over \( t \), we get

\[
\langle n \rangle = \sum_{n=1}^{N} \frac{\tilde{\pi}_{n,0}}{\lambda} (n + 1 - \delta_{n,1})y^{-\alpha} f(\alpha, (n + 1)b_1, y) \quad \text{(B14)}
\]
where \( y = t/N \) and \( f(a, b, y) \) is defined in Eq. (A3). Substituting the asymptotic expansion Eq. (A4) into (B14), we get

\[
\langle n \rangle = \sum_{n=1}^{N} \frac{\tilde{\pi}_{n0}}{\lambda} (n + 1 - \delta_{n,1}) y^{-\alpha} \left[ \frac{1}{(n + 1)b_1 - 1} + B(1 - (n + 1)b_1, 1 - \alpha) y^{1-(n+1)b_1} \right]. \tag{B15}
\]

where \( B(a, b) \) indicates the Beta function. In the asymptotic limit \( y \to \infty \), using Eqs. (B16), (B10), (B11) and counting only the leading terms in Eq. (B15) to compute \( \langle n \rangle \) for different value of \( \alpha \), we can recover Eqs. (20)-(22).

**Appendix C: Self-consistent solution of the heterogeneous model for \( \lambda = 1 \)**

In this appendix we show the self-consistent calculations that solve analytically the heterogeneous model with pairwise interactions.

We assume self-consistently that the transition rate \( \pi_{10}^\eta(t) \) and \( \pi_{01}^{\eta, \eta'} \) decay in time as a power-law, i.e. we assume

\[
\pi_{10}^\eta(t) = \Delta \eta \tilde{\pi}_{10}^\eta \left( \frac{t}{N} \right)^{-\alpha(\eta)} \\
\pi_{01}^{\eta, \eta'}(t) = \Delta \eta \Delta \eta' \tilde{\pi}_{01}^{\eta, \eta'} \left( \frac{t}{N} \right)^{-\alpha(\eta, \eta')} \tag{C1}
\]

Inserting this self-consistent assumption and the structure of the transition rates into Eq. (C3) in Eqs. (25) we can evaluate \( \tilde{\pi}_{01}^{\eta, \eta'} \) in the limit \( N \to \infty \). Therefore we get,

\[
\tilde{\pi}_{01}^{\eta, \eta'}(t) = \frac{2N}{C(y)} \eta \tilde{\pi}_{10}^\eta y^{-\alpha(\eta)} f(\alpha(\eta), 2\eta + 1, y) \eta' \tilde{\pi}_{10}^{\eta'} y^{-\alpha(\eta')} f(\alpha(\eta'), 2\eta' + 1, y) \tag{C2}
\]

where \( f(a, b, y) \) is given by

\[
f(a, b, y) = y^{-(b-1)} \int_{0}^{1} x^{-a} (1 + y^{-1} - x)^{-b} dx. \tag{C3}
\]

The asymptotic expansion to \( f(a, b, y) \) for \( y \gg 1 \) is given by

\[
f(a, b, y) = \frac{1}{b-1} + B(1 - b, 1 - a) y^{1-b} + \mathcal{O} \left( \frac{1}{y} + y^{-b} \right)
\]

where \( B \) is the Beta function. Inserting (C4) into (C1), we get in the limit \( y \gg 1 \)

\[
\tilde{\pi}_{01}^{\eta, \eta'} y^{-\alpha(\eta, \eta')} = \frac{N}{2C(y)} \tilde{\pi}_{10}^\eta y^{-\alpha(\eta)} \tilde{\pi}_{10}^{\eta'} y^{-\alpha(\eta')}. \tag{C5}
\]

Similarly, inserting (C1) into the definition of \( C(y) \) given by Eq. (27) we get, in the limit \( y \gg 1 \)

\[
C(y) = \frac{N}{2} \int_{0}^{1} y^{-\alpha(\eta)} \tilde{\pi}_{10}^\eta d\eta \tag{C6}
\]

where we make use of the asymptotic expansion (C4). In the limit \( y \gg 1 \), the integral above can be calculated approximately by the saddle point method if \( \tilde{\pi}_{10}^\eta \) changes with \( \eta \) much slower than \( y^{-\alpha(\eta)} \). Therefore we have

\[
2C(y) \frac{1}{N} = \tilde{\pi}_{10}^\eta y^{-\gamma} \tag{C7}
\]

where \( \gamma \) and \( \eta^* \) are given by

\[
\gamma = \min_{\eta} \alpha(\eta) \\
\eta^* = \arg \min_{\eta} \alpha(\eta). \tag{C8}
\]

By comparing both sides of Eq. (C3) and using Eq. (C7) we get

\[
\tilde{\pi}_{01}^{\eta, \eta'} = \frac{1}{\tilde{\pi}_{10}^\eta \tilde{\pi}_{10}^{\eta'}} \alpha(\eta, \eta') = \alpha(\eta) + \alpha(\eta') + \gamma. \tag{C9}
\]

Finally, in order to fully solve the problem we impose the conservation laws of this heterogeneous model. In particular the total number of agent with value \( \eta_i \in (\eta, \eta + \Delta \eta) \) is given by the following relation,

\[
\sum_{\eta'} [N_0(t, t', \eta) + \sum_{\eta'} N_1(t, t', \eta, \eta')] = N \Delta \eta. \tag{C10}
\]

Inserting the self-consistent ansatz Eq. (C1) for \( \pi_{01}(t) \) and Eq. (C3) into Eq. (C10) we get, in the continuous limit approximation valid for \( N \gg 1 \),

\[
\tilde{\pi}_{10}^\eta y^{-\alpha(\eta)} = \left[ \frac{\theta(2\eta - 1)}{2\eta - 1} + \theta(1 - 2\eta) \right] xB(1 - 2\eta, 1 - \alpha(\eta)) y^{1-2\eta} + I(\eta) \right]^{-1} \tag{C11}
\]

where

\[
I(\eta) = \frac{N}{2C(y)} \int_{0}^{1} \left[ \frac{\theta(1 - \eta - \eta')}{{\eta'} - 1} + \theta(\eta + \eta' - 1) \right] xB(\eta + \eta' - 1, 1 - \alpha(\eta')) y^{1+\eta'-1} \times \tilde{\pi}_{10}^\eta y^{-\alpha(\eta')} d\eta'. \tag{C12}
\]

We compute \( I(\eta) \) defined in Eq. (C12) by counting the leading term only. Therefore we find

\[
\alpha(\eta) = \max(0, 1 - 2\eta, \eta - 1 + \gamma + D) \tag{C13}
\]

with \( D \) given by

\[
D = \max_{\eta} [\eta - \alpha(\eta)]. \tag{C14}
\]

Solving the Eqs. (C13) and (C14) we get \( \gamma = 0 \) and \( D = \frac{1}{2} \), and \( \eta^* = 1/2 \). Therefore we can determine the exponent \( \alpha(\eta, \eta') \) that are given by

\[
\alpha(\eta) = \max \left( 1 - 2\eta, \eta - \frac{1}{2} \right) \tag{C15}
\]

\[
\alpha(\eta, \eta') = \alpha(\eta) + \alpha(\eta').
\]
Moreover the constants $\tilde{\pi}^\eta_{10}$ are given, in the limit $N \gg 1$ and $y \gg 1$, by

$$\tilde{\pi}^\eta_{10} = \begin{cases} \frac{\rho(\eta)}{B(1-2y,2y)} & \eta \leq \frac{1}{2} \\ \frac{\rho(\eta)}{B(1-\eta,1)} & \eta \geq \frac{1}{2}. \end{cases} \quad (C16)$$

Solving equation (C18), let $\gamma + D \leq \frac{3}{2}$, then

$$\alpha(\eta) = \begin{cases} 1 - 2\eta & \eta \leq \frac{3}{2} \\ 0 & \frac{3}{2} \leq \eta \leq 1 - \gamma - D \\ \eta - 1 + \gamma + D & \eta \geq 1 - \gamma - D \end{cases} \quad (C17)$$

and

$$\eta - \alpha(\eta) = \begin{cases} 3\eta - 1 & \eta \leq \frac{3}{2} \\ \eta - \gamma - D & \frac{3}{2} \leq \eta \leq 1 - \gamma - D \\ \eta \geq 1 - \gamma - D \end{cases} \quad (C18)$$

obviously, $\gamma = 0$ and $D$ is reached either at $\eta = \frac{1}{2}$ or $\eta = 1 - \gamma - D$, so

$$D = \max(\frac{1}{2}, 1 - D) \quad (C19)$$

The only solution to the above expression is $D = \frac{1}{2}$. Similarly, for $\gamma + D \geq \frac{1}{2}$,

$$\alpha(\eta) = \begin{cases} 1 - 2\eta & \eta \leq \frac{2 - \gamma - D}{3} \\ \eta - 1 + \gamma + D & \eta \geq \frac{2 - \gamma - D}{3} \end{cases} \quad (C20)$$

$$\eta - \alpha(\eta) = \begin{cases} 3\eta - 1 & \eta \leq \frac{2 - \gamma - D}{3} \\ \eta - \gamma - D & \frac{2 - \gamma - D}{3} \leq \eta \leq \frac{2 - \gamma - D}{3} \end{cases} \quad (C21)$$

Both $\gamma$ and $D$ are reached at $\eta = \frac{2 - \gamma - D}{3}$, so

$$\gamma = 1 - \frac{2 - \gamma - D}{3} \quad (C22)$$
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