Recent advances in hyperspectral image processing
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Hyperspectral images (HSI) provide a new way to exploit the internal physical composition of the land scene. The basic platform for acquiring HSI data-sets are airborne or spaceborne spectral imaging. Retrieving useful information from hyperspectral images can be grouped into four categories. (1) Classification: Hyperspectral images provide so much spectral and spatial information that remotely sensed image classification has become a complex task. (2) Endmember extraction and spectral unmixing: Among images, only HSI have a complete model to represent the internal structure of each pixel where the endmembers are the elements. Identification of endmembers from HSI thus becomes the foremost step in interpretation of each pixel. With proper endmembers, the corresponding abundances can also be exactly calculated. (3) Target detection: Another practical problem is how to determine the existence of certain resolved or full pixel objects from a complex background. Constructing a reliable rule for separating target signals from all the other background signals, even in the case of low target occurrence and high spectral variation, comprises the key to this problem. (4) Change detection: Although change detection is not a new problem, detecting changes from hyperspectral images has brought new challenges, since the spectral bands are so many, accurate band-to-band correspondences and minor changes in subclass land objects can be depicted in HSI. In this paper, the basic theory and the most canonical works are discussed, along with the most recent advances in each aspect of hyperspectral image processing.
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1. Introduction

Environmental protection and ecological pressures have dramatically accelerated the development of remote sensing techniques. Remote observation from space/airborne platforms is more powerful than traditional ways of collecting data for large-scale land coverages requiring short revisiting periods. One basis of remotely sensed observation is that spectral analysis is proven effective in distinguishing different objects, especially those land cover types with visually indiscriminate appearances. Even very similar objects will have obviously different spectral stamps at a very fine spectral resolution. Spectral imaging provides a high spectral resolution from hyperspectral images by decomposing the reflected sonar radiance into large number of bands with minor spectral resolutions, so that the spectra of the different land objects present a nearly continuous shape. The spectral shape reveals the internal physical features of each material and is more reliable than visual feature classification. Moreover, spatial information, including shape and texture, can also be taken into consideration. By combining both the spectral and spatial information, hyperspectral images promise the ability to classify different land objects types and even subclass types. No other technology besides hyperspectral images provides such a capacity (1).

Hyperspectral images contain overwhelming information about different kinds of land objects. Several obstacles, however, have to be conquered in hyperspectral image processing. Hyperspectral images that have three important differences from conventional multispectral and pan images, such as high spectral resolution; continuous spectra; and mapping and spectra, are provided. In other words, a high-dimensional signal is the first challenge in hyperspectral image analysis. Actually, the spectral dimension can be over 1000. Thus, the number of samples may not always be larger than the number of the image dimension. Other problems originate from the limited spatial resolution, the spatial resolution is less than the size of most land object types, and so mixed pixels are unavoidable. In this case, conventional pure pixel-based methods are no longer suitable. For example, a matched filter would not expose incorrect results due to the complex spectral signature from mixed land covers. Figure 1 formulates the complex spectral variation phenomenon (2).

Exploiting the underlying information in hyperspectral images has drawn great interest in the remote sensing...
fields, due to its superiority in portraying so many physically different land types. Depending on different applications in different domains, several domains have been developed.

(1) First, like the multiple spectral remote sensing images, classifying different types of land cover is critical and very informative since the subclassification becomes possible from the plentiful spectral information contained in hyperspectral images. Classification methods for hyperspectral images benefit from both spectral and spatial features, which makes the spatial/spectral information fusion-based methods very competitive.

(2) Second, one notable difference in hyperspectral image processing is that the typical elemental spectral signatures can compose the pixels’ spectra. This is due to the fact that the spectral resolution is high enough to find these most representative spectral signatures, or called “endmembers” (3); the elements in the mixed spectrum model. Endmember extraction, in this case, is another subject in hyperspectral image processing. With proper endmembers, the quantitative analysis from the inspection of mixed pixels is made possible. Typical methods include least squares and its constrained variants (4). This unmixing processing following endmember extraction decomposes the image into a series of abundance maps, each map suggesting the spatial distribution of each kind of land cover.

(3) The third aspect addresses the extraction of certain land objects of interest or detecting targets. Target detection from hyperspectral images is of great significance, since targets are assumed to be of low presence probability so that they are not easy to separate by conventional classification methods. They might be detectable with a generalized likelihood ratio test (GLRT). Subspace and physical models have also shown promising performance for target detection.

(4) The last issue is change detection from multi-time HSI data. It means that the different HSI data from different times on the same scene can be compared to calculate any possible land cover change information. The fine spectral representation capability seems to be superior for describing possible minor changes in land cover. However, change detection may be the least mature among the four aspects mentioned. The numerous bands make the strict band-to-band matching difficult, while spectral correction between two images may be also an obstacle.

Section 2 details the four parts of hyperspectral image processing.

2. Hyperspectral classification

An interesting and important research problem is discerning precisely and automatically different land-cover types in hyperspectral images. Generally, each pixel in a hyperspectral image consists of hundreds or even thousands of bands. This makes the discrimination among pixels of different land-cover types a high-dimensional data classification problem. As pointed out in Ref. (5), a corresponding large number of training samples are required for achieving satisfactory accuracy in this kind of problem. However, in hyperspectral image classification, the number of available training samples might be very limited. A great deal of research has aimed to find more efficient ways to overcome this problem. Recent research methodologies to solve the problems can be considered from three aspects: the first one is utilizing dimension reduction to reduce the number of features; the second one is utilizing more robust classifiers to overcome the small sample problem; and the third one is optimizing the way of sampling.

2.1. Dimension reduction

Dimension reduction algorithms have been proposed as a most direct way to achieve this problem, which can be classified into two kinds: feature extraction and band selection. Linear discriminant analysis (LDA) (6) is the most popular and practical feature extraction methods in classification application, since Fisher’s criterion can effectively model the separability. However, generally, it is not a proper feature extraction method for the classification of hyperspectral data, due to several shortcomings of the Fisher’s criterion. Many adjustments have been proposed to solve the problems of LDA by designing new scatter matrices to measure the class separability. Among these methods, nonparametric weighted feature extraction (7) and double nearest proportion feature extraction (8) are creative extensions designed to overcome the various shortcomings attaining better performance. As another direction in feature extraction methods, the manifold learning algorithms (9, 10) effectively generate a discriminant subspace, constructing a model to maximize the distance between different-class samples and minimize the distance between same-class samples.

Band selection processing is the most prevailing method to reduce feature number. The simplest suboptimal search strategy employs sequential forward selection and sequential backward selection techniques (11), which achieve the best feature subset with a prefixed number of features by adding to or removing from the current feature subset one feature at a time. Besides these two methods, many new search algorithms have been devised for dimensionality reduction, keeping pace with the rapid development in soft computing. Representative among
these new search algorithms, a genetic algorithm approach has been applied to feature selection (12). Recently, Zhong et al. treat dimensionality reduction as an optimization problem and utilize a clonal selection algorithm which searches for an optimum solution of dimensionality reduction with fewer features in a feature space (13). Experimental results demonstrate that these proposed algorithms outperform other algorithms and hence provide effective new options for dimensionality reduction in hyperspectral remote sensing imagery.

2.2. Robust classifiers

One possible approach to handle the high-dimensional nature of hyperspectral data-sets is to consider the geometrical properties rather than the statistical properties of the classes. Good classification performance is demonstrated by support vector machines (SVMs) using spectral signatures as input features (14). Variations of the SVM-based algorithms have also been proposed to improve the classification accuracy. These variations include semisupervised learning which exploits both labeled and unlabeled samples (15), postprocessing of the individually labeled samples based on certain decision rules (16), and incorporating spatial information directly in the SVM kernels (17, 18). Recently, multinomial logistic regression (MLR) (19) has been proposed to be an alternative approach to deal with ill-posed problems. MLR has the advantage of learning the class probability distributions themselves. Semisupervised variations can also be found in Ref. (20).

In recent years, artificial intelligence theory has been widely used in the remote sensing field. Zhong et al. first applied artificial immune systems to unsupervised and supervised classification of multi/hyperspectral remote sensing images (21–23). Experimental results suggest that these artificial immune classifiers for remote sensing imagery can yield better results than traditional classification algorithms, such as the maximum likelihood classifier. Furthermore, they proposed adaptive artificial immune network to overcome the inherent complexity of current AIN models. As a novel branch of computational intelligence, DNA computing has also been used in the hyperspectral land cover classification, which has the strong computing and matching capability to discriminate the tiny differences in DNA strands by DNA encoding and matching in the molecule layer (24). Experimental results demonstrate that this algorithm presents excellent processing efficiency superior to a SVM. Recently, sparse data representation has been extended to hyperspectral land cover classification, based on the observation that a hyperspectral pixel can be sparsely represented by a linear combination of a few training samples from a structured dictionary. Experimental results show that sparse representation method outperforms the classical supervised classifier SVMs in most cases.

2.3. Optimizing the way of sampling

From the aspect of sampling for the land cover classification, two popular machine learning approaches for dealing with this problem are semisupervised learning and active learning. Semisupervised algorithms incorporate the unlabeled data into the classifier training phase to obtain better decision boundaries. Essentially, three different classes of semi-supervised learning algorithms are encountered in the literature: (1) techniques based on expectation–maximization algorithms (25); (2) low density separation algorithms (26); and (3) graph-based methods (27).

In contrast, active learning assumes the existence of a rudimentary learner trained with a small amount of labeled data. The learner has access to both the unlabeled data and a “teacher.” The learner then selects an unlabeled data point and obtains its label from the teacher. The goal of the active learner is to select the most “informative” data points so as to accurately learn from the fewest such additionally labeled data points.

Several active learning methods have been proposed so far. They may be grouped into three different classes: (1) active learning methods relies on SVM specificities, which samples the candidates lying within the margin of the current SVM by computing their distance to the dividing hyperplane (28); (2) active learning methods relies on the estimation of the posterior probability distribution function of the classes and label the samples with high uncertainty (29); and (3) active methods based on the query by committee paradigm. The algorithm selects the samples where the disagreement between the classifiers is maximal (30).

Another active research direction is how to incorporate the spatial information in the land cover classification. This type of processing has been approached in the past from various points of view. For instance, several possibilities are discussed in (1) for the refinement of results obtained by spectral-based techniques in multi-spectral imaging through a second step based on spatial context. This simple operation separates spatial from spectral information, and thus the two types of information are not treated simultaneously. Thus, many methods have proposed to effectively combine the spectral and the spatial features to generate better classification result and can be grouped into three classes: (1) the first class of techniques is to extract spatial features by specific operation, such as Wavelet transform, gray level co-occurrence matrix (31), structural and shape features (32), and so on. And then construct corresponding model to integrate the different sources of features. For example, Zhang et al. use patch alignment framework to linearly combine multiple features in the optimal way and obtain a unified low-dimensional representation of these multiple features for subsequent classification (33); (2) the second class of techniques is based on the tensor, Zhang L et represent the image object as a multifeature tensor that encodes spectral–textural information (34); and (3) the third class of the techniques is based on the
basic assumption that, in a hyperspectral image, it is very likely that two neighboring pixels will have the class same label (35).

3. Hyper spectral unmixing

Spectral unmixing refers to decompose a single mixed spectrum into several elementary spectra and their corresponding abundances simultaneously. In this way, the image interpretation can be deepened into a subpixel level, which is very useful for accurate land object mapping and the physically spectra inversion. Hyperspectral image has a large number of spectral bands and its spectral resolution is also very fine, so that it is able to reveal the diagnostic feature of different materials, which makes hyperspectral spectral unmixing much more meaningful than multispectral images’ spectral unmixing. Hyperspectral spectral unmixing has become one of the hottest topics in the information extraction field by remote sensed images.

The pixels exist brobably in the hyperspectral images, and spectral unmixing is the effective approach to solve this problem to realize the subpixel classification. Spectral unmixing is an important task for remotely sensed hyperspectral data exploitation (36). It expresses each (possibly mixed) pixel of the hyperspectral image as a combination of spectrally pure substances (called endmembers) weighted by their corresponding abundances (37). To investigate the spectral unmixing, we firstly study the spectral mixture model.

3.1. Linear and nonlinear spectral mixture model

The linear mixture model (LMM) has been widely used due to its simple physical interpretation and tractable estimation process. Consequently, many linear unmixing algorithms achieve excellent performance and are well-understood.

The linear spectral mixture Model (LSMM) assumes that the spectral response in each pixel is a linear combination of endmember spectra, with the weights being proportions. Let \( y \) denotes the \( l \) vector for one pixel in the image, \( l \) is the number of the bands, the mathematical formulation of LSMM is:

\[
y = \sum_{i=1}^{l} M_i a_i + e = M a + n
\]

where \( p \) is the number of the endmembers, \( M \) is the endmember matrix or source matrix, \( a \) is the abundance vector for the pixel, and \( n \) represents the error term. There are two constraints for the abundance vector: abundance non-negativity constraint (ANC) and abundance sum-to-one constraint (ASC).

There are many situations in which it may not be appropriate and could be advantageously replaced by a nonlinear one. Nonlinear mixing models provide an interesting alternative for overcoming the inherent limitations of the LMM. Nonlinear unmixing has generated considerable interest among researchers and different methods have been proposed to account for nonlinear effects. Let \( y \) denotes the \( l \) vector for one pixel in the image, \( l \) is the number of the bands, the mathematical formulation of the nonlinear spectral mixture model (NSMM) is:

\[
y = g \left( \sum_{i=1}^{l} a_i m_i \right) + n = g(Ma) + n \quad (2)
\]

where \( l \) is the number of the endmembers, \( M \) is the endmember matrix or source matrix, \( a \) is the abundance vector for the pixel, \( n \) represents the error term, and \( g \) is an appropriate nonlinear function.

(1) Direct nonlinear model. This kind of model has certain physical interpretation and suit for a certain scene, Somers et al. (38) and Nascimento and Bioucas-Dias (39) have extended the collection of endmembers by adding artificial cross-terms of pure spectral signatures to model light scattering effects on different materials.

(2) Neural network. A novel approach based on neural networks for the extraction of pixel abundances from hyperspectral data is developed (40). This work expands over previous efforts in the literature focused on using neural networks for nonlinear unmixing purposes (41, 42).

(3) Postnonlinear mixing models (PNMMs). PNMMs are flexible generalizations of the standard LMMs that have been introduced (43, 44) for source separation problems. The main advantage of PNMMs is that they can accurately model much different nonlinearity. A generalized bilinear model algorithm for nonlinear unmixing of hyperspectral images are proposed (45).

(4) Kernel-based model. Another kind of nonlinear mixed model is based on kernel methods (4), which turns LSMM into NSMM through kernel function.

Generally, based on the spectral models, the spectral unmixing procedure includes three main steps: (1) estimation of the number of endmembers in a scene; (2) automatic identification of the spectral signatures of these endmembers; and (3) estimation of the endmember abundances in each pixel of the scene. Over the last years, several algorithms have been developed for each part of the chain. Figure 1 shows the spectral unmixing procedure. In Figure 2, given the hyperspectral data-set: (1) dimensionality reduction improves algorithm performance and data storage, (2) extract the endmember signatures from the data-set, and (3) given the identified endmembers, the inversion step gets the abundance maps while solving a constrained optimization problem.

Spectral unmixing can be grouped in two categories, the one is endmember extraction, then based on endmember estimate abundance and the other is blind unmixing, which can extracts endmember and estimates abundance at the same time.
3.2. Endmember extraction algorithms

During the past few decades, a great number of endmember extraction algorithms (EEAa) have been proposed. EEA are grouped into automatic methods and interactive methods. The interactive methods of selecting endmembers find it hard to acquire the whole endmember spectra; they also consume more processing time compared to the automatic methods. Over recent decades, several algorithms have been developed for automatic or semiautomatic extraction of spectral endmembers. Based on different criterion, the EEAs can be categorized into different classes. Among the endmember extraction methods, according to the assumption as to whether pure pixels exist in the image, endmember extraction methods can be classified into two groups: endmember identification methods and endmember generation methods.

3.2.1. Endmember identification methods

Endmember identification is based on the assumption that the input data-set contains at least one pure pixel for each distinct material present in the scene; therefore, a search procedure that aims at finding the most spectrally pure signatures in the input scene is feasible. Some of the classic approaches, such as the pixel purity index (46–48), N-finder algorithm (49), vertex component analysis (50), simplex growing algorithm (47, 51), convex cone analysis (52), sequential maximum angle convex cone (53), Iterative error analysis (IEA) (54), orthogonal subspace projection (OSP) (55, 56), and automatic morphological endmember extraction (18, 36, 57), are endmember identification approaches. However, the assumption behind these algorithms may not be true in practical applications.

3.2.2. Endmember generation methods

Therefore, endmember generation algorithms have been proposed, under the assumption that pure signatures are not present in the input data. This group is combining some transform or matrix factorization with some constraints. Such algorithms include minimum volume transform (58), minimum volume simplex analysis (59, 60), constrained nonnegative matrix factorization (61), minimum volume constrained non-negative matrix factorization (MVC-NMF) (62), and simplex identification via split augmented Lagrangian (63). A new hybrid automatic endmember extraction algorithm (64) inspired by IEA and the OSP method, which integrates the spatial and spectral information, considers the correlation and similarity between endmembers based on a local window. Spatial preprocess endmember extraction (65) considers the spatially homogeneous areas to enhance endmember extraction accuracy.

3.3. Hyperspectral blind unmixing algorithms

Based on LMM, traditional methods for unmixing always implemented the endmember extraction step first then the inversion step, therefore, the accuracy of the endmember extraction results will affect the accuracy of the estimation for the abundances. To avoid this, there are many hyperspectral unmixing approaches which implement endmember extraction and inversion simultaneously, which can be called as blind unmixing.

Blind unmixing approaches are generally based on two theories: (1) independent component analysis (ICA) and (2) NMF.

3.3.1. Hyperspectral blind unmixing based on ICA

ICA extracts independent sources from mixed observations with the assumption that the sources are statistically independent. The basic model is as follows:

$$ X = AS + N $$

where $X$ is the mixed observations, $A$ is the mixed coefficient, $S$ is the original independent sources, and $N$ is the noise.
ICA can be used for hyperspectral unmixing, with the assumption that the abundances are statistically independent vectors; however, the ASC, which is the basis of LMM, obviously contradicts this assumption. A solution to this problem was recently proposed through the combination of ICA and Bayesian positive source separation (66), which provides a promising way of separating physically meaningful spectral signals. Chang et al. (67) also proposed a ICA-based abundance quantification algorithm (ICA-AQA), which is a high-order statistics-based technique. ICA-AQA avoids the disadvantage of ICA for unmixing since ICA cannot be implemented as a constrained method due to its independency assumption. Nascimento and Bioucas-Dias (68) proposed a dependent component analysis, which assumes the abundances are Dirichlet distribution to avoid the fact that ICA does not satisfy the ASC and ANC.

3.3.2. Hyperspectral blind unmixing based on NMF

NMF (69, 70) decomposes a high-dimensional data-set into two nonnegative matrices: one consisting of “basis vectors” and the other of “coefficient vectors”:

\[
\min_{A \geq 0, S \geq 0} f(A, S) = \|X - AS\|_F
\]

where \(X\) is the high-dimensional data-set, \(A\) is the basis vectors, and \(S\) is the coefficient vectors.

When applied to hyperspectral unmixing, NMF does not require the pure-pixel occurrence assumption. Because of this advantage, NMF has drawn much attention in the field of hyperspectral imagery. Unfortunately, due to the nonconvexity of the objective function in NMF, the algorithm may fall into many local minima. To avoid this, an improved model was proposed to introduce auxiliary constraints into the NMF algorithm, according to different applications:

\[
\min_{A \geq 0, S \geq 0} G(A, S) = f(A, S) + \lambda_1 g_1(A) + \lambda_2 g_2(S)
\]

where \(f(A, S)\) is defined by (2), \(g_1(A)\) is a function constraining the spectral matrix \(A\), which is constructed by the spectral properties, and \(g_2(S)\) is a function constraining the abundance matrix \(S\), which represents the ground objects’ distribution properties.

In the hyperspectral unmixing field, according to the properties of the signatures and the ground distribution, different constrained algorithms have been developed for the spectral unmixing applications. One approach for spectral unmixing is minimum dispersion constrained NMF (71), in which the variance of the spectral matrix is employed to constrain the recovered spectra as flat as possible, but preserving the possible spectral singularities (peaks and sharp variations). Miao and Qi (62) proposed an approach for the endmember extraction from hyperspectral data, named MVC-NMF. The traditional NMF drives the estimation of endmembers by moving outwards through the data cloud, considered as the “external force,” while the MVC-NMF algorithm introduces a minimum volume constraint as the “internal force” which tries to force the endmembers to circumscribe the data cloud. The true endmembers are obtained by balancing the tradeoff between the two forces. Another approach for hyperspectral unmixing, named piecewise smoothness NMF with a sparseness constraint (72), was proposed by Jia and Qian, which imposes both piecewise smoothness and sparseness constraints on NMF. Liu proposed an approach named abundance separation and smoothness constrained NMF (73), which introduces two constraints, namely, the abundance separation constraint and abundance smoothness constraint, into the basic NMF. Wang et al. (74) introduced an endmember dissimilarity property into the NMF algorithm that aims at searching a set of vectors with the least similarity so as to find the global optimal solution to basic NMF and to improve the physical meaning of the resulting endmembers.

4. Target detection

A great deal of research has aimed to find more efficient ways to perform the target detection application. Recent research methods can be classified into two kinds: full-pixel targets methods and subpixel targets methods.

4.1. Full-pixel targets-based detection methods

These methods are based on the hypothesis that all the pixels in the images do not contain mixed spectra. Full-pixel targets-based detection performance is mainly determined by the variability of target and background spectra. These methods can be separated into two subgroups: target and background with known statistics and anomaly detection.

4.1.1. Target and background with known statistics

Statistical methods are very important in target detection and statistical methods based on normal probability models, especially, are widely used in target detection. In these methods, target and background spectra are regarded as random vectors with multivariate normal distributions:

\[
H_0 : x \sim N(\mu_0, \Sigma_0), \text{ target absent} \\
H_1 : x \sim N(\mu_1, \Sigma_1), \text{ target absent}
\]

Different distributions under the binary hypotheses make different methods. The fisher’s linear discrimination (75), constrained energy minimization (CEM) (76), spectral angle mapper (SAM) (77), etc. are typical examples of target and background with known statistics-based methods.

The fisher’s linear discrimination is based on the hypothesis that the target and background classes follow
multivariate normal distributions with different mean vectors and the same covariance matrices. And the likelihood-ratio detector takes the form of a linear processor:

\[
y = D(x) = k \Gamma^{-1}(\mu_1 - \mu_0)x
\]

where \( k \) is a normalization constant.

The CEM algorithm is to design a linear filter which can minimize the total energy of the output of the linear filter and confine the target spectra of the output of the linear filter to 1.

\[
y(n) = c^T x(n)
\]

\[
E = \frac{1}{N} \sum_{n=1}^{N} y^T(n) = c^T \left[ \frac{1}{N} \sum_{n=1}^{N} x(n)x^T(n) \right] c = c^T Rc
\]

The matrix \( R \) is the estimated correlation (not covariance) matrix of the cube. The CEM filter is given by:

\[
c_{\text{CEM}} = \frac{R^{-1}\mu_1}{\mu_1^T R^{-1} \mu_1}
\]

The SAM is the cosine of the angle between the test and target spectra and is always between zero and one.

### 4.1.2. Anomaly detection

In many situations of practical interest, there is no sufficient a priori information to specify the statistics of the target class. The method used under these circumstances is known as the anomaly detector. The hyperspectral data are considered to have a certain distribution and the anomalies are the pixels that do not fit the distribution. RX and its extended algorithms (78–81) are efficient methods for anomaly detection.

RX algorithm is the Mahalanobis distance of the test pixel spectrum from the mean of the background class. We consider only the case \( \Gamma_0 = \Gamma_1 \Gamma \), which leads to a mathematically tractable problem.

\[
y = D(x) = (x - \mu_0)^T \Gamma^{-1}(x - \mu_0)
\]

For simplicity, we usually estimate the parameter \( \mu_0 \) using the whole image data.

The main improvement of RX is using the local calculation instead of global calculation. Local anomaly detectors are characterized by the use of processing windows that are passed over every pixel in an image to find anomalies. Reed and Yu (82) fostered the local window scheme in the RX detector

\[
y = D(x) = (x - \mu)^T \times \left( \frac{N}{N+1} C + \frac{1}{N+1}(x - \mu)(x - \mu)^T \right)^{-1}(x - \mu)
\]

where \( N \) is the number of pixel vectors in the processing window, \( c \) is the window covariance matrix, and \( \mu \) is the window mean vector.

Recently, several new algorithms were introduced into full target detection, such as kernel-based methods and random-selection-based anomaly detector. Kwon and Nasrabadi use kernel methods to implicitly transform the data into a higher dimensional feature space. The RX detector is then applied in this higher dimension. On this basis, kernel methods are introduced into other detectors. Jiao and Chang (83) investigates a kernel-based CEM which employs various kernels to expand the original data space to a higher dimensional feature space that CEM can be operated on. Wang et al. (84) proposes a local subspace based nonlinear OSP method for target detection in order to optimize the background subspace and suppress false alarms better.

In addition, Du and Zhang (81) proposes an anomaly detection method based on the random selection of background pixels. Pixels are randomly selected from the image scene to represent the background statistics; the random selections are performed a sufficient number of times; blocked adaptive computationally efficient outlier nominators are used to detect anomalies each time after a proper subset of background pixels is selected; finally, a fusion procedure is employed to avoid contamination of the background statistics by anomaly pixels. In addition, the real-time implementation of the random selection based anomaly detection is also developed by random selection from updating data and QR decomposition.

### 4.2. Subpixel targets-based detection methods

Due to the complex conditions in the field and the limitation of spatial resolution of the hyperspectral data, mixed pixels occur widely in hyperspectral data (85). Subpixel targets occupy only part of the pixel area. The remaining part is filled with one or more materials, which will be collectively referred to as background. Subpixel targets-based detection performance is affected by background interference as well as by the variability of target and background spectra. The choice of the mathematical model used to describe the variability of target and background spectra leads to different families of subpixel target detection methods. The variability of the target spectral signature is always described using a subspace model. Therefore, the choice of the background model leads to two different classes of subpixel target detection methods. The most widely used spectral mixing model is the linear mixing model.

#### 4.2.1. Unstructured background models

Unstructured background models assume that the additive noise has been included in the background, which in turn is modeled by a multivariate normal distribution with mean zero and covariance matrix, such as those shown in Figure 3. Since HSI data have a nonzero mean,
we usually remove the estimated mean from the data cube and the target subspace vectors to comply with this model. The competing hypotheses are:

\[ H_0 : x = v, \text{ target absent} \]
\[ H_1 : x = Sa + v, \text{ target present} \]

The Kelly detector (86, 87), the adaptive matched filter (AMF) detector (88, 89), and the adaptive coherence/cosine estimator (ACE) detector (90, 91) are typical methods for unstructured background models-based detection methods.

The Kelly detector is obtained by using the generalized likelihood ratio (GLR) approach. A key assumption in the derivation for the Kelly detector is that the covariance matrix of the background is the same under the two hypotheses. While the ACE detector uses a more appropriate hypotheses that the background has the same covariance structure under both hypotheses, but with different variances as the amount of background covered area is different under the two hypotheses for subpixel targets.

For targets with amplitude variability, we have \( p = 1 \) and the target subspace \( S \) is specified by the direction of a single vector \( s \). Then the formulas for the previous GLR detectors are simplified to:

\[ y = D(x) = \frac{(s^T \Gamma^{-1} s)^2}{(s^T \Gamma^{-1} s)(\phi_1 + \phi_2 x^T \Gamma^{-1} x)} \]  

where \( \phi_1 = N, \phi_2 \) presents the Kelly detector, \( \phi_1 = 0, \phi_2 \) presents the ACE, and \( \phi_1 = N, \phi_2 \) presents the AMF.

### 4.2.2. Structured background models

Structured background models assume that the background variability is modeled using a subspace model.

\[ H_0 : x = Ba_{b0} + w, \text{ target absent} \]
\[ H_1 : x = Sa + Ba_{b1} + w, \text{ target present} \]

The target endmembers matrix has to be specified by the user, the background endmembers matrix is determined from the data cube and \( w \sim N(0, \sigma_w^2) \). Figure 4 provides a geometrical illustration of the structured background model.

The adaptive subspace detector (ASD) (92, 93) and the OSP (94) are examples of this kind of method.

The only source of randomness for the ASD is the additive noise with unknown variance. The unknown model parameters, such as the abundance coefficient matrices and the noise variance, are computed by using the maximum likelihood estimation method.

\[ y = D(x) = \frac{x^T(P_p - P_{Ze})x}{x^T P_{Ze}x} \]  

OSP can remove the influence of the background and can maximize the remaining signal considering various

---

Figure 3. Illustration of signal model for subspace targets in a homogeneous normal background.

Figure 4. Illustration of structured background model.
kinds of noise, such as white Gaussian noise, non-Gaussian white noise and non-white noise, etc.

$$y = D_{OSP}(x) = s^TP_1x$$

(16)

Recently, several new algorithms were introduced into subpixel target detection, such as noise model based methods. For subpixel targets-based detection methods (95) consider the problem of detecting a subspace signal in white Gaussian noise when the noise power may be different under the null hypothesis – where it is assumed to be known – and the alternative hypothesis. Then they derive the GLRT for the problem.

Besides all above, different thinking was introduced into target detection. Du et al. managed to improve target detection performance in terms of the data. They used spectral transformation methods followed by noise adaptive principal component analysis (NAPCA) for the data. Then $k$-nearest neighbor clustering is applied to the NAPCA-transformed feature subspace to achieve detection (96, 97) used random projection for dimensionality reduction of hyperspectral imagery with a goal of target detection.

5. Hyperspectral change detection

Change detection is one of the earliest applications for remote sensing. With the development of hyperspectral technology, many researchers attempt to apply multitemporal hyperspectral images for change detection. Recently, the method can be grouped into four classes: anomaly change detection, model-based change detection, image transformation, and others.

5.1. Anomaly change detection

The difference image is obtained by subtracting one image to another image, pixel by pixel, and band by band. Since the illumination and environmental parameters generally change between the observations, the general changes exist everywhere in the whole difference image. Comparatively, the small target change is anomalous. Thus, anomaly detection algorithm can be applied to detect small target change.

Figure 5 shows the basic diagram of anomaly change detection. First the “predictor” is applied to suppress the general changes. And then subtraction is performed to obtain residual. Finally, the “detector” is used to detect anomaly change. Eismann et al. (98) discussed research on the performance of several anomaly change detection methods with respect to the presence of diurnal and seasonal variances. Theiler et al. (99) derived a class of algorithms by modeling the data with elliptically contoured distribution. Theiler et al. (100) applied local coregistration adjustment to improve the robustness to misregistration. The “detector” can be updated to improve the performance in anomaly changes (101).

5.2. Model-based change detection

Hyperspectral imagery contains abundant spectral information. Generally, changes in the imagery typically correspond to changes in material reflectance. Meola et al. (102) used a physical model describing the sensor-reaching radiance and formulated change detection as a statistical hypothesis.

Figure 6 shows the diagram of physical sensor-reaching radiance model with shadow terms (102). This physical model can be formulated as follows:

$$L[m] = \rho[m] \odot (\bar{s}[m] \tau \odot L_s + \beta[m] \tau \odot L_d) + L_p + n[m]$$

(17)

The model is applied to simulate the radiance value of each image. With multitemporal images of little change, the material spectra are reconstructed and the spectral changes are detected. In this model, shadow coefficients are included in the physical model to reduce false alarms caused by the shadow. Recently, Meola et al.
(103) also applied model-based approach to airborne VNIR/SWIR hyperspectral imagery to detect real material spectral changes.

5.3. Image transformation

A hyperspectral image can be regarded as a high-dimensional data-set. Generally, dimension reduction can be first performed to get low-dimensional dataset. Then, change detection methods for multispectral image can be applied. Marpu et al. proposed a hyperspectral change detection approach with feature reduction and iteratively reweighted multivariate alteration detection (IRMAD) (104). It is feasible because MAD transformation is invariant to affine transformation. But, these kinds of methods do not make use of the high-dimensional information. Plentiful change information is included in the change vectors of hyperspectral difference images. Wu et al. (105) proposed a straightforward method which is based on the ICA on hyperspectral difference image. In this method the linear spectral mixture is considered. The hyperspectral difference image can also be considered as a mixture of the endmembers from the multitemporal images and the difference abundance. Therefore, ICA is performed to separate the independent endmembers from the observations. In the abundance image, the abundance values of each endmember indicate the changes in each land-cover. The ICA change detection method is shown in Figure 7.

Du et al. used kurtosis and distinct change vector to extract change information from hyperspectral difference image directly (106). Nielsen (107) wanted to add regularization in IRMAD to be applied in hyperspectral images.

5.4. Others

Besides the difference image, the compound image, obtained by stacking the multitemporal hyperspectral images into a higher dimensional data-set, can also be applied to detect changes. Wu et al. (108) applied a tar-

Figure 7. The diagram of ICA change detection.

Figure 8. The diagram of targeted change detection.
get detection algorithm on the stacked hyperspectral image to detect targeted change. In the stacked data-set, every change type has its special stacked spectral signature combined by the spectral signatures of materials before and after change. In the targeted change problem, the objective is to detect one type of change and does not consider other changes. So the target detection algorithm can be performed on the stacked image to solve the targeted change problem. Experiments indicate that it is effective, straightforward and easy to apply. A diagram is shown in Figure 8.

Advanced theories and algorithms are used in hyperspectral change detection. Nielsen et al. (109) tried to apply sparse principle component analysis in hyperspectral change detection. Du (110) applied tensor factorization on stacked multitemporal hyperspectral images to keep the spatial, spectral, and temporal structures in the original images. Liu et al. (111) used hierarchical spectral analysis and built different levels of a data-set with different spectral resolutions. Also, other advanced methods can be applied in this study area and a developing direction for hyperspectral change detection research.

6. Conclusions
Combining spectral and spatial information has been an issue addressed since the development of multiple spectral remotely sensed images. Although the spectral features revealed by multiple spectral images are actually coarse. Spectral imaging in a real sense achieves this aim by the spectral splitting technology. Furthermore, with dramatically increasing spatial and spectral resolution, HSI covers so large a quantity of information that it depicts the land-cover much more powerfully than any other remote sensing technology. From the four main aspects of hyperspectral images processing, both the most classic and advanced work were introduced. From this work, directions in current research trends are revealed: (1) Finding the means to extract optimal samples for hyperspectral classification will further enhance classification accuracy. More robust classifiers with fused spectra-spatial features will be the research focus. (2) Solving the nonlinear spectral model-based spectral unmixing problem when the linear spectral model no longer performs in a complex scene. Developing new nonlinear models with a more confidential physical meaning would conquer the current obstacles in the linear spectral model. Further research on flexible endmembers processing into the geometric model to express the hyperspectral data-set may be of essence. (3) As to the target detection from hyperspectral images, means to properly express both the backgrounds and the mixed target pixels comprise the key to construct promising new detectors. (4) Hyperspectral change detection may be influenced by radiance correction and geometric distortion. Furthermore, full exploitation of spectral information in minor changes mapping is another important issue that needs further research.
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