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Abstract—Exploring digital devices in order to generate digital evidence related to an incident being investigated is essential in modern digital investigation. The emergence of text clustering methods plays an important role in developing effective digital forensics techniques. However, the issue of increasing the number of text sources and the volume of digital devices seized for analysis has been raised significantly over the years. Many studies indicated that this issue should be resolved urgently. In this paper, a comprehensive review of digital forensic analysis using text-clustering methods is presented, investigating the challenges of large volume data on digital forensic techniques. Moreover, a meaningful classification and comparison of the text clustering methods that have been frequently used for forensic analysis are provided. The major challenges with solutions and future research directions are also highlighted to open the door for researchers in the area of digital forensics in the age of large volume data.
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I. INTRODUCTION

Digital Forensic Investigation (DFI) is the process of exploring digital devices in order to generate digital evidence related to an incident being investigated [1]. The six steps of the Digital Forensic Investigation (DFI) process as stated by DFRWS (Digital Forensic Research Workshop) illustrated in Fig. 1. First, the identification phase where all the components, devices, and data related to the incident are determined. After that, the preservation phase is conducted by avoiding any activities that can damage the collected digital information.

The next step is collecting the digital information that could be related to the incident under investigation, named the collection phase. Then, the examination phase is used for in-depth systematic search of evidence related to the incident being investigated. In the analysis phase, the investigator derives a conclusion for the evidence collected in the examination phase. Finally, the findings are summarized and presented to the court of law in the presentation phase.

However, over several years, the issue of digital investigation in large volume data has been raised increasingly. Many studies indicated that this issue should be addressed to find efficient solutions. For example, in [2] authors state that the coming digital forensic crisis is the growing size of storage devices since the tasks of collecting and analyzing and presenting a terabyte of data in a short report is more challenging. In addition, the ever growing in storage number and capacity with lack of adequate automated analyzing techniques are considered as one of the main current challenges in digital forensics filed [3-6]. In [7] the challenges posed to the digital forensics by the problem of big data are discussed.

The problem of big data can lead to wrong decision-making, failing to find evidence or loss of life in dangerous cases [7]. Specifically, the task of examination and analysis become more challenges in the age of big data since the current forensics tools cannot cope with large volumes of data. The limitation of these tools is designed for a relatively small volume of data (up to 1 Terabyte).

However, it is common in the age of big data that the volume of data that need to be analyzed can extend from a number of terabytes up to a couple of petabytes. To cope with the large volumes of data researches have used clustering algorithms as an alternative approach to speed up the examination and analysis phases. Since a great deal of the stored data is linguistics in nature (textual) [8], specifically the text clustering techniques have been utilized.

Text clustering is thematically assigning the text documents to separate groups where documents in the same group are more similar than other groups. Clustering methods are usually used for data analysis in which there is no prior or little knowledge about the data [9]. This is specifically the case in numerous applications of computer digital forensics addressed in this work.

In this paper, we conduct a comprehensive review for the state of the art research works that utilizing text clustering in the digital forensics investigation process. The main objective of the paper is to provide the reader with the recent text clustering techniques used in the context of digital forensics and benchmarking these techniques. In addition, the ideas of where the research might go next for the researchers who are interesting in this filed are provided.

The rest of the paper is structured as follow: Section II states the literature review of text clustering algorithms. Problem statement and motivation are presented in Section III, as well as, the summary of related works is shown in Section IV. Section V gives the applicability of clustering techniques in the literature that are utilized for large textual data. Conclusion is drawn in Section VI. Finally, future trends are presented in Section VII.
II. LITERATURE REVIEW

Clustering algorithms have been studied since 1990; the literature on this subject is enormous. However, only few researchers have utilized the text clustering algorithms in the digital forensics context. The main algorithms used are SSOM (scalable self-organizing map), k-means, kernel k-means, hierarchical clustering, and Latent Dirichlet Allocation (LDA). Essentially, we can classify the related works to fifth classes based on the clustering techniques used, as follow:

A. Scalable Self-Organizing Map (SSOM)

A Kohonen self-organizing map (SOM) [18] is a type of unsupervised learning based on neural network approaches. This network consists of two layers: an input layer and an output layer (normally two-dimensional map). The input layer considered as a distributed layer, where the number of nodes in this layer as many as the input object features. After that, the network is trained to transform high-dimensional objects (input layer) to two-dimensional objects (output layer). However, in [19], scalable self-organizing map (SSOM) takes advantage of sparsity in the text document feature vector to improve the computational complexity of the SOM.

In the context of digital forensics analysis, the conceptual documents clustering using SSOM have utilized. For example, in [10], the SSOM clustering algorithm was used to cluster the search hits retrieved by the computer forensics tools. The software named Grouper was developed to evaluate the proposed method. Despite the required computer processing time, the proposed method reduced the examiner analytical time by around 80%. The limitation of this research is that testing the proposed method on a relatively small dataset (40 bytes) is not the case in the age of big data.

B. Subject-based Clustering

The study offered in [11] proposed a novel subject-based semantic document clustering approach. This approach clustering the documents stored on seized devices according to the subjects provided by the investigator. The main intuition behind this algorithm is to extend semantically the subjects provided by the investigator using WordNet [20] and a list of forensic specific synonyms. To model the proposed algorithm, a new subject vector space model (SVSM) was formulated. This model based on the vector space model (VSM) [21] and topic-based vector space model (TVSM) for information retrieval [22]. SVSM is an n-dimensional space model. Each dimension in the space characterizes one subject, where each dimension is orthogonal from each other (independent from each other). Terms and documents representation in SVSM is similar to their representation in TVSM.

However, the limitation of this research work is that the produced clusters based on the investigator experience to provide the appropriate subjects. In addition, it seems unlikely that the expert investigator can know all the criminals’ events occurred in seized devices. To overcome this limitation, the work in [12] applies the same subject-based clustering algorithms in [11], with the help of subject suggestion that provided to the investigator. The provided subject suggestion improves the task of an investigator in terms of accuracy and speed. However, the subject-based semantic document clustering method in [11] assigns each document to the appropriate cluster, and all documents that do not belong to any subject are grouped in a separate cluster (named “general”). The problem is that the documents in the “general” cluster are belonging to different subjects. Therefore, the research work in [13] solves this problem by clustering the documents in the “general” cluster using bisection k-means algorithm.

C. Kernel K-mean

The “k-means” term was used first time by James Macqueen in 1967 [23]. It has been using intensively in the field of data mining as an unsupervised learning technique. K-mean grouping the set of observation $D = \{D_i; i = 1, \ldots, N\}$ into a set of $K$ clusters, where $K \leq N$. The $N$ observations are grouped in $K$ disjoint clusters where the intra-cluster similarity between observation more than inter-cluster. The limitation of conventional k-means, it cannot detect the non-linear separable clusters accurately. Therefore, the kernel version of k-means was proposed in [24], to detect the non-linear separable clusters. The intuition of kernel k-means is to map all observation, $D_i$ to another space using one of the will know kernel function such as the sigmoid kernel. By mapping to the new space, the observation clusters will be linearly separable.
However, the research work in [17] utilized the kernel-based version of k-means to clustering the documents stored on suspect devices. It adopts the method in [25] to measure the similarity between documents, where the Euclidian distance and term base on stylistic information used. Enron dataset used to measure experimentally the performance of the proposed work. The weakness of this research is that evaluating the proposal using the email dataset only which not reflect the real world cases where the textual data from different resources.

D. LDA (Latent Dirichlet Allocation)

LDA is a generative probabilistic model of a discrete data collection such as text corpus [26]. Essentially, it represents the documents as random mixtures over latent topics, and each topic is considered as a distribution over words. LDA has been considering as one of the best text modeling approaches, which automatically discover hidden topics from document corpus.

However, Authors in [14] showed how the topic modeling approaches could be applied to the forensic data. Specifically, the LDA clustering algorithm used to facilitate the examination and analyses phases in DFI process. In addition, the challenges posed by digital forensic data to the topic modeling algorithms mentioned. They conclude that topic modeling is beneficial for realizing the semantic of text documents in forensic data as well as summarizing the content of the documents.

In addition, a profound comparison between keyword-based search techniques and LDA is accomplished in [7]. The comparison was conducted on Real Data Corpus (RDC), which was collected from 2400 disks belonging to a real user. They conclude that LDA topic analysis should not be considered as a replacement of keyword-based search techniques, but it offers some benefits. The first benefits are relaxing the condition to match the keyword with the exact word appeared in the document. In addition, facilities the documents browsing by grouping documents based on the topic.

E. Benchmarking different Clustering Algorithms

The research works under this section was proposed to benchmark diverse clustering algorithms for forensic analysis. For instance, in [15] authors have proposed an approach that utilizes document clustering algorithms for the forensic analysis of seized digital devices. They realized that the majority of the related works in digital forensics assumes that the number of clusters is prior known, but in reality, the number of clusters varies from one case to the other. Thus, the relative validity index such as Silhouette [27] has used to estimate the number of clusters from the data automatically. The proposed approach is demonstrated by carrying out an extensive comparative study of the six well-known clustering algorithms (k-means, k-medoids, hierarchical clustering (Single/Average/complete link) and cluster ensembles (CSPA)), with a different mixture of parameters. In order to make the comparison more realistic, these algorithms applied to five real-world investigation cases seized by the Brazilian Federal Police Department. They conclude that the hierarchal algorithms (Average Link, complete Link) produce the best result in term of accuracy and stability. In addition, it had been shown how the hierarchal algorithms could be used to facilitate the digital examination task. However, we believe that hierarchal clustering techniques are not some good choices when the datasets are very large since they have a high computation cost. Another interesting research to benchmark some of the clustering algorithms in the context of digital forensic analysis proposed in [16]. In order to analyze the text string search output, k-means, SOM, LDA followed by k-means, and LDA followed by SOM clustering algorithms were used and evaluated. It realized that LDA follows by k-means accomplished the best performance; also, k-means and SOM achieve a better performance when they combined with LDA. Unfortunately, the poor evaluation was achieved since only small size synthetic data is used (up to 10 gigabytes), which is not the case in real-world data. To improve the performance of document clustering algorithms for criminal news, the authors in [28] proposed to use a Memetic Algorithm Feature Selection (MAFS) method with k-means and Spherical k-means (Spk) clustering algorithms. They achieved in somehow good clustering labels. In [29], the authors used a hierarchical clustering algorithm to distribute the chunks of a certain file type from memory into their corresponding files. This method does not need any information about the number of clusters. However, the dataset size used in this work is very small. Moreover, the hierarchical clustering algorithm is more sensitive to noise and outliers, as well as it is difficult to handle different sized clusters and clusters with convex shapes.

III. Summary of the Literatures

In order to provide the reader with the main characteristics of the related work, a summary is provided in this section. The main features used to designate the related work are the size of the datasets used, including the semantic between words and identifying the cluster label. The size of datasets is considered as an important feature since it reflects the scalability in term of time complexity, and considering semantic between words provide a more accurate result. In addition, good cluster labeling helps the investigator to identify the semantic content of the clusters. Based on text clustering techniques that are used for digital forensics, the related works are classified into five classes as shown in Table I.
TABLE I. RELATED WORKS SUMMARY

| Clustering Algorithms                                      | Paper (Publication Year) | Is semantic between words is included | Good Cluster Labeling | Achieved Accuracy (%) | Dataset Size                          |
|------------------------------------------------------------|---------------------------|--------------------------------------|-----------------------|-----------------------|---------------------------------------|
| SSOM (Scalable Self-Organizing Map)                        | [10] (2011)               | No                                   | No                    | 70.9                  | Small (up to 40 gigabytes)            |
| Subject-based Clustering                                   | [11] (2013)               | Yes                                  | Yes *                 | 72                    | Small (up to 3893 documents)          |
| (Actually this in not unsupervised clustering techniques since the clustering here based on the subjects provided by investigator) | [12] (2014)               | Yes                                  | Yes *                 | 80                    | Very Small (up to 100 documents)      |
| Kernel k-means                                             | [13] (2014)               | Yes                                  | Yes *                 | 65                    | Small (up to 3893 documents)          |
| LDA (Latent Dirichlet Allocation) (topic modeling)         | [7] (2014)                | Yes                                  | -                     | -                     | Relatively Large (up to 98529 documents) |
| [14] (2008)                                                | Yes                       | Yes                                  | -                     | -                     | Very Small (up to 837 documents)      |
| Benchmarking Different Clustering Algorithms                |                           |                                       |                       |                       |                                       |
| k-means, k-medoids, hierarchical clustering (Single/Average/complete link) and cluster ensembles (CSPA) | [15] (2013)               | No                                   | No                    | 91                    | Very Small (up to 131 documents)      |
| K-mean, SOM, LDA + K-mean and LDA + SOM                   | [16] (2014)               | Yes                                  | Yes                   | 67                    | Small (up to 40 gigabytes)            |
| Memetic Algorithm Feature Selection with k-means and Spherical k-means (Spk) | [28] (2018)               | No                                   | No                    | -                     | Small (up to 4195 documents)          |
| Hierarchical clustering algorithm                          | [29] (2018)               | No                                   | No                    | 84.9                  | Very Small (20 files)                 |

*Yes*: means that the cluster labeling based on the subjects provided by investigator.

IV. PROBLEM STATEMENT AND MOTIVATION

In recent years, a major challenge to digital forensic examination and analysis phases is the ever growing in the number and volume of digital devices seized by the digital forensic agencies for investigation. This is a consequence of the ongoing development of storage capacity and computing technologies, as well as the number of devices seized per case has increased. In addition, the number of backlogs of seized devices waiting for analysis (regularly many months to years) has increased rapidly.

However, in order to reduce the overall examination time, many digital forensic tools such as FTK1, Encase2, etc. have been developed. The main techniques utilized in these tools are keyword search, regular expression search, and approximate matching search. These tools are designed to accomplish 100% query recall to retrieve all relevant documents, regardless of the extremely high proportion of non-relevant documents retrieved (very low precision). The limitations of these techniques are applied against the entire stored data (e.g., email document, internet history, instant message, word documents PDF files, etc.) without prior knowledge about the similarity amongst the documents. In addition, they are limited to the background knowledge about the case as well as the used search terms from the investigator's personal experience. Thus, the search hit of these techniques suffers from a large number of false negative and false positive. Therefore, the examiners still have to analyze the data manually in order to find potential evidence. However, this process is time-consuming, exceed the expert examiner ability and prone to human error.

Indeed, these challenges have led many researchers [10,11,12,13,14,7,15,16,17] to intentionally use different approaches such as machine learning and data mining in digital forensics for semi-automatic data analysis, in particular algorithms for document clustering. The clustering algorithms normally utilized for exploratory data analysis, when there is no prior knowledge about the data. This is exactly the case in the majority of digital investigation cases. However, the main idea behind document clustering algorithms is to group the objects from different clusters where the similarity between these objects within a cluster is more than the similarity between the objects in different clusters. Therefore, the examiner can perform preliminary analysis by investigating the representative documents of each produced cluster; making the task of examining the entire documents is avoided. Moreover, the investigator has the ability to prioritize the analysis of each cluster based on the relationship strength with the case under investigation.

The encouraging results of text clustering techniques in many fields are motivated the researchers to discover the usability of these techniques as a substitute approach to finding evidence in digital forensics filed. This encourages us to conduct a comprehensive review of the research works that addressing the problem of analyzing digital textual data in digital forensics using document-clustering techniques. However, this work is considered as a starting point for the researchers who interested in improving the accuracy and speed up the analyzing of large-scale textual data in digital forensics.

---

1. http://accessdata.com/products/computer-forensics/ftk
2. https://www.guidancesoftware.com/
V. APPLICABILITY OF CLUSTERING TECHNIQUES UTILIZED IN THE LITERATURE FOR LARGE TEXTUAL DATA

Analyzing large volumes of text data in the digital forensics fields, we develop a set of criteria to evaluate these techniques as shown in Table II. These criteria are time complexity, tackling high dimensionality, number of input parameters, and the main strength and weakness of each technique are presented in Table II.

| Text Mining Method | Technique | Time Complexity | Tackling High Dimensionality | Number of Input Parameters | Strength | Weakness |
|--------------------|-----------|-----------------|----------------------------|----------------------------|----------|----------|
| Traditional Clustering Methods | k-means | $O(NKd)$ | No | 1 (number of clusters) | Scalable | only discovering cluster with spherical shape |
| | Kernel k-means | $\begin{cases} O(NmK + Nmd) \\ O(N^2K + N^2d) \end{cases}$ | Yes | 1 (number of clusters) | Detect the non-linear separable clusters | Not Scalable |
| | Hierarchical Clustering | $O(N^2)$ | No | 0 | Can provide clusters at different levels of granularity | Not Scalable |
| | SOM | $O(N^2)$ | Yes | 5 | It makes similarities between data easier to be observed and interpreted. | |
| Topic Modeling | LDA | $O(NWKd)$ [24] | Yes | 1 (number of topics) | Topics in corpus is identified clearly | It is hard to know interpretable topics when LDA is working and difficult when the design is not balanced. |
| Clustering Based on Information Retrieval Model | Subject-based Clustering | $O(N)$ | Yes | Many set of words each set represents one subject | Assume that user has prior knowledge about data | Based on subjects provided by user |

N: Number of document in the corpus  K: Number of clusters  D: Number of iteration  W: Number of words in the document

VI. CONCLUSION

The literature survey identified the potential future works remain in relation to forensic analysis using text clustering in the age of large volume data; for instance, validating text clustering on real world and large scale data, investigating the automatic approach for cluster labeling and bilingual clustering, etc. The related works are classified to fifth categories base on clustering techniques. The categories are SSOM, Kernel k-means and subject-based clustering, LDA, and benchmarking different clustering algorithms. In the last categories, more than one clustering techniques are compared in the context of digital forensics. However, the applicability of the clustering techniques utilized in the literature to analyze a large volume of text data is investigated.

VI. CONCLUSION

The literature survey identified the potential future works remain in relation to forensic analysis using text clustering in the age of large volume data; for instance, validating text clustering on real world and large scale data, investigating the automatic approach for cluster labeling and bilingual clustering, etc. The related works are classified to fifth categories base on clustering techniques. The categories are SSOM, Kernel k-means and subject-based clustering, LDA, and benchmarking different clustering algorithms. In the last categories, more than one clustering techniques are compared in the context of digital forensics. However, the applicability of the clustering techniques utilized in the literature to analyze a large volume of text data is investigated.

VII. FUTURE TRENDS

In this section, we stated several promising venues for future works. It is important to note that some of these future works are addressed partially in the literature and others not addressed at all. However, we can summarize the promising spots for the future works as follows:

1) Since the majority of the related works are validated on a relatively small dataset (up to 1 terabyte) or synthetic data, it is important to investigate the applicability of these methods on real-world as well as large datasets (from a number of terabytes up to a couple of petabytes).

2) Investigating the applicability of other clustering techniques, such as density-based clustering and bisection k-means.

3) Exploring the automatic approaches for cluster labeling to facilitate the analyzer task by identifying the semantic content of clusters.

4) In some country, it is common that seized devices have a document from two different languages such as English and Arabic. Therefore, the task of bilingual clustering needs to be investigated in the context of digital forensics analysis.

5) The majority of the related works represent document features as a bag of words that do not represent semantic relations between words. Therefore, it is beneficial to integrating the WorldNet [20] ontology with clustering.
algorithms to enhance document-clustering quality. The WorldNet uses to find the semantic relation between words. In addition, it is useful to use the state-of-the-art deep learning technique called words embedding. Word embedding is considered as one of the most robust representations of document vocabulary. It is capable of capturing context of the words, semantic and syntactic similarity with other words in a document [30-32].

6) Parallel and distributed processing methods might be used to speed up the analysis of digital forensic data.
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