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Abstract

Background: There has been no previous study to classify malignant breast tumor in details based on Markov Chain Monte Carlo (MCMC) convergence in Western, Nigeria. This study therefore aims to profile patients living with benign and malignant breast tumor in two different hospitals among women of Western Nigeria, with a focus on prognostic factors and MCMC convergence. Materials and Methods: A hospital-based record was used to identify prognostic factors for malignant breast cancer among women of Western Nigeria. This paper describes Bayesian inference and demonstrates its usage to estimation of parameters of the logistic regression via Markov Chain Monte Carlo (MCMC) algorithm. The result of the Bayesian approach is compared with the classical statistics. Results: The mean age of the respondents was 42.2 ±16.6 years with 52% of the women aged between 35-49 years. The results of both techniques suggest that age and women with at least high school education have a significantly higher risk of being diagnosed with malignant breast tumors than benign breast tumors. The results also indicate a reduction of standard errors is associated with the coefficients obtained from the Bayesian approach. In addition, simulation result reveal that women with at least high school are 1.3 times more at risk of having malignant breast lesion in western Nigeria compared to benign breast lesion. Conclusion: We concluded that more efforts are required towards creating awareness and advocacy campaigns on how the prevalence of malignant breast lesions can be reduced, especially among women. The application of Bayesian produces precise estimates for modeling malignant breast cancer.
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Introduction

Breast cancer is the commonest cause of mortality and morbidity among women worldwide, and currently the most common cancer among Nigerian women (Adebamowo and Ajayi, 1999; Ebughe et al., 2013; Ojewusi and Arulogun, 2015; Banjo, 2004). The human breast is a pair of mammary glands composed of specialized epithelium and stroma in which both benign and malignant lesions can occur (Dauda et al., 2011). Benign breast constitutes the larger of the breast lesions but much concern is given to malignant lesions of the breast since breast cancer is the most frequent malignancy in the majority of the women (Uwaezuoke and Udoye, 2014). Globally, breast cancer accounts for 18.4% of cancers associated with women. In 2012, (Jedy-Agba et al., 2012) reported that the incidence of breast cancer in Nigeria has risen significantly with the incidence in 2009-2010 reported to be at 54.3 per 100 000, thereby representing a 100% increase within the last decade. The report about patients diagnosed with breast cancer in eastern Nigeria suggested that every 1 out of 5, representing 23%, are malignant in nature (Yusufu et al., 2003). From literature, we found that previous studies only focused on benign breast cancer (Abudu et al., 2007; Adesunkanmi and Agbakwuru, 2000; Forae et al., 2014; Guray and Sahin, 2006; Kumar et al., 2014; Anyikam et al., 2008; Godwins et al., 2011; Ochicha et al., 2002).

The application of the Bayesian technique and its usage to analyze cancer data has proliferated in recent years. Several researchers such as (Acquah, 2013) studied the comparison of Bayesian and classical and found that Bayesian gave a better result than the classical statistics. Other studies have also shown similar result (Yu and Wang, 2011; Mila and Michailides, 2006; Albert, 1996; Congdon, 2014; Marrelec et al., 2003; Daíz and Batanero, 2016; Lozano-Fernández, 2008; Gordóvil-Merino et al., 2010). In general, studies comparing both methods find that Bayesian technique proffers a better solution compared to classical statistics. The Bayesian technique assumes model parameters as random variables and not as constants, while the probability of the unascertained parameters can be obtained via Bayes theorem (Congdon, 2005; O'Neill, 2002; O'Neill et al., 2000; Wong and Ismail, 2016). This provides information regarding parameter uncertainty that might be very difficult to obtain using the classical technique. Classical technique fits the logistic regression by means of an iterative approach.
and in some cases, as a result of this iterative approach, convergence may be difficult to achieve. The robustness and accuracy of the results produced by Bayesian approach makes its gain popularity in data analysis. As such, this paper investigates the significant predictors as well as characterizing patients diagnosed of benign and malignant breast cancer lesion using both classical approach and Bayesian approach.

Materials and Methods

Data Collection

Ethical approval was obtained from the ethics committee of the Federal Medical Teaching Hospital, Ekiti State, Nigeria. This data was extracted from cancer registry of the Federal Medical Teaching Hospital. We accessed 237 records and 20 variables of breast cancer data. Some of these variables describe socio-demographic and cancer-specific information of an incidence of breast cancer. Extensive variable selection procedures were performed on the 20 variables. The records of patients aged 20 years and above were sorted out for this analysis. Information collected includes age, marital status, educational level, religion, race, type of breast cancer, occupation, Lab number, case number, site of the female breast cancer, type of diagnosis and histological type. Other information recorded was the modality of treatment received: surgery, chemotherapy, hormonal therapy, radiotherapy. The software R was used for the classical statistical analysis and the software WinBUGS14 for the Bayesian analysis. As a requirement of the Bayesian approach, several diagnostics tests were performed to answer convergence of the Markov chain Monte Carlo (MCMC) algorithm and the true reflection of the posterior distribution.

Bayesian Binary Logistic Regression

Bayesian logistic regression, which applies Bayesian inference, has the formulation of a logistic equation and includes both continuous and categorical explanatory variables. Binary regression model is used to describe the probability of a binary response variable as function of some covariates. The logistic regression model belongs to the class of Generalized Linear Models. Generalized linear models generalize the standard linear model:

$$ \Phi(\eta) = \eta^T \lambda $$  \hspace{1cm} (1)

Binary logistic regression model is represented as:

$$ \pi_i = \eta_i \sim Bin(\eta_i) $$ \hspace{1cm} (2)

If the response under consideration is observed, we have $\pi_i = 1$ for the ith individual and zero otherwise. And $\pi_i$ is the probability that the ith individual presents the response under consideration, $\lambda$ is the j vector of unknown parameters, $\tau^T_i = (\tau_{i1}, \ldots, \tau_{ik})$ represent vector of known covariates associated to the ith individual. Therefore, $G$ is now define as any transformation assuming values between 1 and 0. Since function $G$ can be any arbitrary cumulative distribution, this study consider only the logistic part as earlier mentioned. Hence,

$$ G(\tau_i^T \lambda) = \frac{\exp(\tau_i^T \lambda)}{1 + \exp(\tau_i^T \lambda)} $$

The link function defines the linear predictor as expressed below

$$ \phi_i = G^{-1}(\eta_i) = \lambda_0 + \lambda_1 \tau_{ij} + \ldots + \lambda_k \tau_{ik} $$ \hspace{1cm} (3)

Suppose $\eta_i$ denotes the probability of having malignant or benign breast lesion, the logit transformation is expressed as

$$ \logit(\eta_i) = \log \frac{\eta_i}{1 - \eta_i} $$ \hspace{1cm} (4)

The likelihood function for data $\pi = (\pi_1, \ldots, \pi_k)^T$ is expressed as

$$ P(\pi | \lambda) = \prod_{i=1}^{n} \left[ G(\tau_i^T \lambda) \right]^{\pi_i} \left[ 1 - G(\tau_i^T \lambda) \right]^{1-\pi_i} $$ \hspace{1cm} (5)

For the Bayesian analysis, it is important to provide a joint prior distribution over the parameter space. The preferred prior for logistic regression parameters is a multivariate normal distribution and is given by (Ojo et al., 2017; Ntzoufras, 2011):

$$ \lambda_k \sim N(b_0, \Sigma) $$ \hspace{1cm} (6)

where $\Sigma = \Sigma_0^{-1} + \Sigma_{ML}^{-1}$ and $b_0 \sim N(\Sigma_{ML}^{-1} \Sigma_0^{-1} b_0)$ Note ML is the maximum likelihood estimate. Hence we have

$$ p(\lambda_k) \propto \prod_{i=1}^{k} \exp \left[ -\frac{1}{2} (\lambda_k - b_0)^T \Sigma_k^{-1} (\lambda_k - b_0) \right] $$ \hspace{1cm} (7)

Therefore, the posterior distribution is represented as follows

$$ P(\lambda | \pi) \propto P(\lambda_k) \prod_{i=1}^{n} \left[ G(\tau_i^T \lambda) \right]^{\pi_i} \left[ 1 - G(\tau_i^T \lambda) \right]^{1-\pi_i} $$ \hspace{1cm} (8)

The latter part of expression (8) can be regarded as normal distribution for parameters $\lambda$ and its has no closed form. Posterior distribution is usually of high dimension and analytically intractable which sometimes required knowledge of powerful integration. In order to overcome these difficulties, Markov chain Monte Carlo (MCMC) algorithm is needed (Ngesa et al., 2014). MCMC technique is among of the technique employed to generates the estimates of unknown parameters $\theta$ and corrects the values generated in order to have a better estimate of the desired posterior distribution. $p(\theta | \eta)$ (Ojo et al., 2017; Ntzoufras, 2011). When MCMC is employed to generate a sample of $P(\theta | \eta)$ there is need to check that the MCMC
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Convergence is monitored when $\lambda_{max} \to 1$. $\hat{R}$ is called the estimated potential scale reduction factor (PSRF). Brooks and Gelman (Gelman et al., 2014a) proposed an alternative approach that generalizes the initial method to consider more than one parameter concurrently. The estimate of the posterior variance covariance is now computed as:

$$
\hat{\theta} = \frac{1}{n-1} W + \left( 1 + \frac{1}{n} \right) B / n
$$

where

$$
W = \frac{1}{M} \sum_{m=1}^{M} S_m^2
$$

$$
B = \frac{n}{M-1} \sum_{m=1}^{M} (\hat{\theta}_m - \bar{\theta})^2
$$

$$
\hat{\theta} = \frac{n-1}{n} W + \frac{1}{n} B
$$

and

$$
\hat{R} = \frac{\hat{\theta}}{\hat{\theta}^2}
$$

denote the $q$-dimensional within and between covariance matrix estimates of the $q$-variate. It then imply, if $\lambda_m$ is the highest eigen value of, hence

$$
\hat{R} = \frac{n-1}{n} + \left( 1 + \frac{n+1}{n} \right) \lambda_m
$$

(9)

Where $\hat{R}^2$ is the multivariate potential scale reduction factor (MPSRF). Convergence is attained when multivariate shrink factor converges to 1.

Heidelberger and Welch’s: In order to test the hypothesis of stationarity, we first propose that we have a sequence $\{X_t : t = 1, 2, ..., k \}$ from a covariance stationary process with unknown spectral density, $S(\omega)$. Therefore, for, $k \geq 1$

$$
R_0 = 0, \quad R_k = \sum_{t=1}^{n} \theta^t
$$

and

$$
\hat{\theta} = \frac{1}{k} R_k
$$

$$
\hat{B}_k(r) = \frac{S_k(r) - [k r^2]}{[k S(0)]^{1/2}}, \quad 0 \leq r \leq 1
$$

(10)

Assessing Bayesian Markov Chain Monte Carlo and Convergence

In this study, non-informative prior were assumed in order not to influence the posterior distribution and it was assumed that $\lambda_k \sim \mathcal{N}(1, 0.0001)$. All the Bayesian analysis was carried out using WinBUGS 14 (Ntzoufras, 2011). We ran 1,500,000 Markov chain Monte Carlo (MCMC) iterations, with the initial 200,000 discarded to cater for the burn-in period. The 5,000 iterations left were used for assessing convergence of the MCMC. We assessed MCMC convergence of our model parameters by checking Heidelberger-Welch diagnostic, autocorrelation plot, Gelman-Rubin plots (Gelman et al., 2014a), and running quantiles of the MCMC output.

Gelman-Rubin

The diagnostic of Gelman and Rubin requires two or more chains from over-dispersed starting points by computing the within and between chains variability respectively. Large deviation between two variances implies non-convergence of the chain. If all the chains have converged as expected, the posterior marginal variance estimate is expected to be very close within the chain variance. The test statistics for the Gelman-Rubin diagnostic test can be estimated as follows (Lesaffre and Lawson, 2012):

$$
\beta = \frac{n-1}{n} W + \frac{1}{n} B
$$

where $\hat{R}$ is the number of iterations of the chains. Convergence is monitored when $\hat{R} \to 1$. $\hat{R}$ is called the estimated potential scale reduction factor (PSRF). Brooks and Gelman (Gelman et al., 2014a) proposed an alternative approach that generalizes the initial method to consider more than one parameter concurrently. The estimate of the posterior variance covariance is now computed as:

$$
\hat{\theta} = \frac{n-1}{n} W + \left( 1 + \frac{1}{n} \right) B / n
$$

where

$$
W = \frac{1}{M} \sum_{m=1}^{M} S_m^2
$$

$$
B = \frac{n}{M-1} \sum_{m=1}^{M} (\hat{\theta}_m - \bar{\theta})^2
$$

$$
\hat{\theta} = \frac{n-1}{n} W + \frac{1}{n} B
$$

and

$$
\hat{R} = \frac{\hat{\theta}}{\hat{\theta}^2}
$$

(9)

Where $\hat{R}^2$ is the multivariate potential scale reduction factor (MPSRF). Convergence is attained when multivariate shrink factor converges to 1.

Heidelberger and Welch’s: In order to test the hypothesis of stationarity, we first propose that we have a sequence $\{X_t : t = 1, 2, ..., k \}$ from a covariance stationary process with unknown spectral density, $S(\omega)$. Therefore, for, $k \geq 1$

$$
R_0 = 0, \quad R_k = \sum_{t=1}^{n} \theta^t
$$

and

$$
\hat{\theta} = \frac{1}{k} R_k
$$

$$
\hat{B}_k(r) = \frac{S_k(r) - [k r^2]}{[k S(0)]^{1/2}}, \quad 0 \leq r \leq 1
$$

(10)
\( \tilde{B}_k(r) \) is approximately distributed as a Brownian bridge for large \( k \), where

\[
\tilde{B}_k(r) = \{ \tilde{B}_k(r) : 0 \leq r \leq 1 \}
\]

Hence, the null hypothesis for stationarity is now tested using Cramer-von Mises statistic.

Results

**Socio-demographic profile of participants**

The main goal of this paper is to investigate the significant predictors as well as characterizing patients diagnosed of benign and malignant breast cancer lesion and presents diagnosis of MCMC convergence in western Nigeria, comparing the classical approach and Bayesian approach. Various prognostic factors are considered which include: intercept \((\lambda_0)\), marital status: separated \((\lambda_1)\), level of education: at least high school \((\lambda_2)\), religion: Christian \((\lambda_3)\), tribe: yoruba \((\lambda_4)\), age: 35-49 \((\lambda_5)\), 50-69 \((\lambda_6)\), 70+ \((\lambda_7)\), occupation: retired \((\lambda_8)\), self employed \((\lambda_9)\). A total of 237 breast cancer patients’ data was extracted for analysis in the current study. Of these, 192 cases accounting for \(81.01\%\) were malignant breast lesions, while 45 cases \(18.99\%\) were benign giving a ratio of 4.3:1 for malignant to benign breast lesion. The mean age of the respondents was 42.2 ±16.6 years with 52% of the women aged between 35-49 years. Table 1 shows the Heidelberger and Welch stationarity tests for the Bayesian Markov chain Monte Carlo. It shows the stationarity and convergence during the burn-in period.

Table 2 present the result of MCMC diagnostics for the patients diagnosed with benign and malignant breast cancer. The posterior means were obtained after a burn-in period of 5,000 with Monte Carlo error less than 2%. The posterior means and medians of the coefficient \( \lambda \) indicate significance. The results of the posterior provide some evidence about the important variable to be selected while profiling patients diagnosed with malignant breast cancer. For \( \lambda \), Table 2 shows that those with at least high school education are 1.3 times more likely than others to have benign breast cancer. The results indicate that women with age \( \geq 35 \) years were at a higher risk of been diagnosed with malignant breast cancer than those with age \(< 35 \) years.

Table 3 shows the result of a classical logistic analysis of the malignant breast cancer. The results indicate that malignant was observed to be strongly associated with age and educational status. This indicates that women with age \( \geq 35 \) years were at a higher risk of been diagnosed with malignant breast cancer than those with age \(< 35 \) years.

| Table 2. WinBUGS Posterior Summaries for Breast Cancer Patients |
|----------------------|-----------------|------------------|------------------|------------------|------------------|------------------|
| \( \lambda_0 \)      | 0.126           | 1.973            | 0.01568          | -3.514           | 0.049            | 4.251            | 5,000            | 49,749           |
| \( \lambda_1 \)      | -1.147          | 0.669            | 0.003012         | -2.453           | -1.146           | 0.176            | 5,000            | 49,749           |
| \( \lambda_2 \)      | 1.347           | 0.637            | 0.002987         | 0.18             | 1.316            | 2.695            | 5,000            | 49,749           |
| \( \lambda_3 \)      | 0.838           | 0.815            | 0.003789         | -0.637           | 0.796            | 2.561            | 5,000            | 49,749           |
| \( \lambda_4 \)      | 1.219           | 0.92             | 0.004805         | -0.633           | 1.224            | 3.012            | 5,000            | 49,749           |
| \( \lambda_5 \)      | -0.223          | 1.672            | 0.001283         | 3.91             | -0.102           | 4.685            | 5,000            | 49,749           |
| \( \lambda_6 \)      | -0.979          | 1.523            | 0.01116          | -4.418           | -0.836           | 1.603            | 5,000            | 49,749           |
| \( \lambda_7 \)      | -1.545          | 1.686            | 0.01269          | -5.25            | -1.415           | 1.371            | 5,000            | 49,749           |
| \( \lambda_8 \)      | 0.614           | 1.133            | 0.005761         | -1.454           | 0.554            | 3.002            | 5,000            | 49,749           |
| \( \lambda_9 \)      | 1.055           | 0.59             | 0.00283          | -0.093           | 1.047            | 2.241            | 5,000            | 49,749           |

Figure 1. Running Quantiles for the Posterior Parameters in the Case of Female Benign and Malignant Breast Cancer Patients
at least high school education have a significantly higher risk of being diagnosed with malignant breast tumors. Assessing the performance of Markov Chain Monte Carlo (MCMC) chains in WinBUGS

When the results of the model are computed, it is necessary to check for the stationarity of Markov chain Monte Carlo algorithm. Both Figure 1 and Figure 2 were presented to demonstrate that there is no problem of autocorrelation among the MCMC chain. The blue and red lines in Figure 4 denote the variance within and between chains. To support that the chain is converged, the ratio must converge to one and the blue and red lines must converge to a stable value. It also displays the red lines representing the potential scale reduction factor.
types, a recent study conducted by (Akinyemiju et al., 2015) evaluated the association between SES and breast cancer subtypes using a valid measure of SES and the Surveillance, Epidemiology and End Results (SEER) database. Socioeconomic status based on measures of income, occupational class, education and house value, were categorized into quintiles and explored. Their findings showed that a positive association between SES and breast cancer incidence is primarily driven by hormone receptor positive lesion. Malignant breast lesions which can be subdivided into non-invasive and invasive tumors are documented to be more commonly diagnosed in postmenopausal women (Lehmann-Che et al., 2013). A molecular classification of breast cancer, with more than five reproducible subtypes (basal-like, ERBB2, normal-like, luminal A, and luminal B) has been defined through gene expression profiling and microarray analysis (Lonnning et al., 2007). In addition, performing the gene set enrichment analysis (GSEA), a gene set linked to the growth factor (GF) signaling was observed to be significantly enriched in the luminal B tumors (Loi et al., 2009). Another study states that multiple pathways were identified by mapping gene sets defined in Gene Ontology Biological Process (GOBP) for estrogen receptor positive (ER+) or estrogen receptor negative (ER-); and among them, in a separate set, pathways related to apoptosis and cell division or G-protein coupled receptor signal transduction were associated with the metastatic capability of ER+ or ER- tumours, respectively (Jack et al., 2007).

The plot of Gelman Rubin convergence in Fig 4 suggesting that the MCMC sequence has converged on the posterior density as red line fall towards one for all parameters. Our findings are similar to the result obtained by Salameh et al. (Salameh et al., 2014), Jackman et al. (Jackman, 2000). Figure 3 shows a plot of the Brooks-Gelman PSRF (denoted ) along with the maximum PSRF (denoted ) for successively larger segments of the chains. This plot suggests that although the chains differs significantly for the first few thousand iterations, they mix together after that and three chains of 1,500,000 iterations each is probably sufficient to ensure convergence of the chains. It also suggests using a burn-in of about 200,000 each. The result in Table 2 shows that each parameter passes the stationarity and half-width test respectively. This suggests that for the current study, the stationarity of the Markov chain and the sample size obtained is adequate for the estimation of mean values of the three iterations.

Findings from Bayesian and classical inference are not significantly different which could be due to the non-informative prior utilized in the Bayesian model. When both techniques produced similar results, findings from Bayesian are given more attention because it is more robust compared to the classical. The model used in this paper updates quickly and adding complexity will also improve the required time for updating. This diagnostic is necessary to ensure that we are actually sampling from a chain that has converged after a desirable burn-in. Using the posterior mean as a point estimate, Table 3 compares the classical statistics estimates with the simulation (MCMC) result. The estimated means and standard errors appear quite close with minimum results denoted by . Hence, Figure 4 indicates that all the which suggests that the algorithm converges. Both Figure 3 and Figure 4 explain the same thing but one is obtained through CODA/BOA and the other through WinBUGS.

**Discussion**

The present confirm findings from studies conducted in Nigeria over the past years, on Breast cancer among women in the western Nigeria (Olugbenga et al., 2012; Abudu et al., 2007). All these studies showed that age could be a risk factor for malignant breast lesion. Similar studies have been documented in other parts of Africa and the rest of the world (Arora and Simmons, 2009). From the results of analysis, patient’s age 35-49 years constituted the majority of patients (52%) in our study, indicating that women age 35-49 have a higher risk of developing malignant breast cancer than their other counterpart in the group. Therefore, more attention on breast cancer treatment are necessary for this age group. This agrees with breast cancer facts and figures released between 2011-2012. However, this corresponds to the working class population and it is also the child bearing age for many women. This may be as a result of the use of contraceptive and hormonal imbalance which common among the women (Onyenamusi, 2015; Olugbenga et al., 2012). From the study, malignant breast lesions appeared to have higher distribution among those who had at least high school education, an observation which supports previous studies (Yuksel et al., 2017; Ibrahim et al., 2015, Yusufu et al., 2003; Ntekim et al., 2009). This result was supported by the descriptive statistics which shows that 52.3% of those diagnosed had at least high school education meaning that those who were educated were more interested in presenting their health problems to rather than consulting fake medical doctors. The high proportion of malignant breast lesion might also be attributed with lifestyle changes among those educated. In addition, this may also be as a result of their exposure to advancement in life like the nature of occupation, diet, without observing caution to health management. We found that the mean age of breast cancer patients in western is 42 years; this is similar to several Nigerian institution based studies, Adebamowo reported 43 years (Adebamowo and Adekunle, 1999), Ikpatt et al. 42.7 years (Ikpatt et al., 2002) and 44.9 years by Ebughe et al. (Ebughe et al., 2013). Although our variables’ interactions did not categorize age and educational status as components of socioeconomic status (SES), our findings are similar to those of some studies which showed that higher socioeconomic status (SES) is associated with higher breast cancer incidence (Pudrovskas and Anikputa, 2012; Krieger et al., 2010; Vainshtein, 2008). Additional studies have provided a possible explanation for these findings that women with high SES are more likely to obtain routine breast cancer screening due to better access to preventive healthcare based on their level of education and increasing age, hence, increasing the detection of breast cancer (Akinyemiju et al., 2015).

Although our study did not investigate the risk factors for breast cancer in association with its sub molecular
show a reduction of standard errors associated with the coefficients obtained from the Bayesian approach, hence resulting in higher stability to the coefficients. Other studies have also shown similar result (Gordóvil-Merino et al., 2010; Acquah, 2013).

Findings of this study shows that age of the patients and those with at least high school education are at higher risk of being diagnosed with malignant breast lesions than benign breast lesion in Western Nigeria. The higher proportion of those affected by malignant breast lesion is found among the educated and younger women. Therefore, this shows that non-educated women do not patronize these services based on our findings. More efforts are required towards creating awareness and advocacy campaigns on how the prevalence of malignant breast lesions can be reduced, especially among women.

We recommend that governments, non-governmental organizations and other sectors involved in policy making to put in place policies, strategies and sensitization that target non-educated women to enhance their patronization of breast cancer screening in the health facilities, so as to access the appropriate management health assessment as well as providing financially supported treatments for breast cancer patients.
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