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ABSTRACT

Using quasiconformal surgery, we prove that any primitive, postcritically-finite hyperbolic polynomial can be tuned with an arbitrary generalized polynomial with non-escaping critical points, generalizing a result of Douady–Hubbard for quadratic polynomials to the case of higher degree polynomials. This solves affirmatively a conjecture by Inou and Kiwi on surjectivity of the renormalization operator on higher degree polynomials in one complex variable.

1. Introduction

Quasiconformal surgery is a powerful technique in the theory of holomorphic dynamics of one variable. The process often consists of two steps. First, we construct a quasi-regular map with certain dynamical properties, by modifying part of a holomorphic dynamical system, or extending the definition of a partially defined holomorphic dynamical system. Then we prove existence of a rational map which is (essentially) conjugate to the quasi-regular mapping. Successful applications of this technique include Douady–Hubbard’s theory of polynomial-like mappings ([4]) and Shishikura’s sharp bounds on the number of Fatou cycles ([20]), among others.

Tuning is an operator introduced by Douady–Hubbard [4] to prove existence of small copies in the Mandelbrot set. Recall that the Mandelbrot set consists of all complex numbers \( c \) for which \( P_c(z) = z^2 + c \) has a connected Julia set.
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Let $P_a(z) = z^2 + a$ be a quadratic polynomial for which the critical point 0 has period $p$. Douady–Hubbard proved that there is a homeomorphism $\tau = \tau_a$, from $\mathcal{M}$ into itself with $\tau_a(0) = a$ and with the property that the $p$-th iterate of $P_{\tau(c)}$ has a quadratic-like restriction which is hybrid equivalent to $P_c$. Intuitively, the filled Julia set of $P_{\tau(c)}$ is obtained from that of $P_a$ by replacing each bounded Fatou component of $P_a$ with a copy of the filled Julia set of $P_c$. Douady–Hubbard’s argument involved detailed knowledge of the combinatorics of the Mandelbrot set and also continuity of the straightening map in the quadratic case, and thus breaks down for higher degree polynomials.

In [9], Inou–Kiwi defined a natural analogy of the map $\chi = \tau^{-1}$ for higher degree polynomials, which we will call the **IK straightening map**. Given a postcritically finite hyperbolic polynomial $f_0$ of degree $d \geq 2$, together with an internal angle system, they defined a map $\chi$ from a certain space $\mathcal{R}(f_0)$ into a space $\mathcal{C}(T)$ which consists of generalized polynomials over the reduced mapping scheme $T = T(f_0)$ of $f_0$ with fiberwise connected Julia set. The map $\chi$ is injective and in general not continuous [8]. The map $f \in \mathcal{R}(f_0)$ is the tuning of $f_0$ with $\chi(f)$ in the sense of Douady and Hubbard when the Julia set $\chi(f)$ is fiberwise locally connected. In the case that $f_0$ is primitive, i.e., the bounded Fatou components have pairwise disjoint closures, the set $\mathcal{R}(f_0)$ coincides with a combinatorially defined set $\mathcal{C}(f_0)$ which is known to be compact. Inou–Kiwi’s argument is mostly combinatorial and they posed a conjecture that in the case that $f_0$ is primitive, $\chi$ is surjective and with connected domain. The fact that $\chi$ is surjective means that $f_0$ can be tuned by every $g \in \mathcal{C}(T)$.

In this paper, we shall prove the conjecture of Inou and Kiwi, using a quasiconformal surgery technique. In particular, this shows that a primitive postcritically finite hyperbolic map $f_0$ can be tuned by each $g \in \mathcal{C}(T(f_0))$.

**Main Theorem:** Let $f_0$ be a postcritically finite hyperbolic polynomial that is primitive and fix an internal angle system for $f_0$. Then the IK straightening map $\chi : \mathcal{C}(f_0) \to \mathcal{C}(T)$ is bijective and $\mathcal{C}(f_0)$ is connected.

We shall recall the definition of Inou–Kiwi’s straightening map later. Let us just mention now that if $f_0(z) = z^d + a$ for some $a \in \mathbb{C}$, then $\mathcal{C}(T)$ is the set of all monic centered polynomials of degree $d$ which have connected Julia sets.

The main part of the proof is to show the surjectivity of the map $\chi$. It is fairly easy to construct a quasi-regular map $\tilde{f}$ which has a generalized polynomial-like restriction hybrid equivalent to a given generalized polynomial in $\mathcal{C}(T)$,
via qc surgery in a union of annuli domains around the critical Fatou domains of $f_0$. In order to show that there is a polynomial map with essentially the same dynamics as $\tilde{f}$, we run Thurston’s algorithm to $\tilde{f}$. We modify an argument of Rivera-Letelier [18] to show the convergence. In order to control distortion, we use a result of Kahn [10] on removability of certain Julia sets. After surjectivity is proved, we deduce connectivity of $C(f_0)$ from that of $C(T)$ which is a theorem of Branner–Hubbard [1] and Lanvaurs [12].

In [6], qc surgery was successfully applied to construct intertwining tuning. Our case is more complicated since the surgery involves the non wandering set of the dynamics.

The paper is organized as follows. In §2, we recall definitions of generalized polynomial-like maps and the IK straightening map. In §3, we construct a specific Yoccoz puzzle for postcritically finite hyperbolic primitive polynomials which is used to construct renormalizations. In §4, we prove a technical distortion lemma. In §5, we prove a convergence theorem for Thurston’s algorithm. The proof of the main theorem is given in §6 using qc surgery.
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2. The IK straightening map

We recall some basic notations and the definition of IK straightening maps. The multi-critical nature of the problem makes the definition a bit complicated.

Let $\text{Poly}_d$ denote the set of all monic centered polynomials of degree $d$, i.e., polynomials of the form $z \mapsto z^d + a_{d-2}z^{d-2} + \cdots + a_0$, with $a_0, a_1, \ldots, a_{d-2} \in \mathbb{C}$. For each $f \in \text{Poly}_d$, let $K(f)$ and $J(f)$ denote the filled Julia set and the Julia set respectively. Let $P(f)$ denote the postcritical set of $f$:

$$P(f) = \bigcup_{f' \circ \cdots \circ f^0 = c, c \in \mathbb{C}} \bigcup_{n=1}^{\infty} \{f^n(c)\}.$$ 

Let

$$C_d = \{f \in \text{Poly}_d : K(f) \text{ is connected}\}.$$
2.1. External rays and equipotential curves. For \( f \in \text{Poly}_d \), the **Green function** is defined as

\[
G_f(z) = \lim_{n \to \infty} \frac{1}{d^n} \log^+ |f^n(z)|,
\]

where \( \log^+ = \max(\log, 0) \). The Green function is continuous and subharmonic in \( \mathbb{C} \), satisfying \( G_f(f(z)) = dG_f(z) \). It is nonnegative, harmonic and takes positive values exactly in the attracting basin of \( \infty \)

\[
B_f(\infty) := \{ z \in \mathbb{C} \mid f^n(z) \to \infty \text{ as } n \to \infty \} = \mathbb{C} \setminus K(f).
\]

Assume \( f \in C_d \). Then there exists a unique conformal map

\[
\phi_f : B_f(\infty) \to \{ z \mid |z| > 1 \}
\]
such that \( \phi(z)/z \to 1 \) as \( z \to \infty \) and such that \( \phi_f \circ f(z) = (\phi_f(z))^d \) on \( B_f(\infty) \). The external ray of angle \( t \in \mathbb{R}/\mathbb{Z} \) is defined as

\[
\mathcal{R}_f(t) = \{ \phi_f^{-1}(re^{i2\pi t}) \mid 1 < r < \infty \},
\]

and the equipotential curve of potential \( l \in (0, \infty) \) as

\[
E_f(l) = \{ \phi_f^{-1}(e^{l+i2\pi \theta}) \mid 0 \leq \theta < 1 \}.
\]

We say the external ray \( \mathcal{R}_f(t) \) lands at some point \( z_0 \) if

\[
\lim_{r \to 1} \phi_f^{-1}(re^{i2\pi t}) = z_0.
\]

It is known that for each \( t \in \mathbb{Q}/\mathbb{Z} \), \( \mathcal{R}_f(t) \) lands at some point. On the other hand, if \( z_0 \) is a repelling or parabolic periodic point, then there exists at least one but at most finitely many external rays landing at \( z_0 \). See for example [15].

The **rational lamination** of \( f \), denoted by \( \lambda(f) \), is the equivalence relation on \( \mathbb{Q}/\mathbb{Z} \) so that \( \theta_1 \sim \theta_2 \) if and only if \( \mathcal{R}_f(\theta_1) \) and \( \mathcal{R}_f(\theta_2) \) land at the same point.

2.2. Generalized polynomials over a scheme. Now let us consider a post-critically finite hyperbolic polynomial \( f_0 \). Following Milnor [17], we define the reduced mapping scheme

\[
T(= T(f_0)) = (|T|, \sigma, \delta)
\]

of \( f_0 \) as follows. Let \( |T| \) denote the collection of critical bounded Fatou components of \( f_0 \). For each \( v \in |T| \), let \( r(v) \) be the minimal positive integer
such that $f_0^r(v)(v)$ is again a critical Fatou component. Define $\sigma : |T| \to |T|$ and $\delta : |T| \to \{2, 3, \ldots\}$ by

$$\sigma(v) = f_0^r(v)(v) \quad \text{and} \quad \delta(v) = \deg(f_0^r(v)|v) = \deg(f_0|v)$$

**Definition 2.1 (Generalized Polynomials):** A **generalized polynomial** $g$ over $T$ is a map

$$g : |T| \times \mathbb{C} \to |T| \times \mathbb{C}$$

such that $g(v, z) = (\sigma(v), g_v(z))$ where $g_v(z)$ is a monic centered polynomial of degree $\delta(v)$.

Denote by $P(T)$ the set of all generalized polynomials over the scheme $T$. Given $g \in P(T)$, the **filled Julia set** $K(g)$ of $g$ is the set of points in $|T| \times \mathbb{C}$ whose forward orbits are precompact. The boundary $\partial K(g)$ of the filled Julia set is called the **Julia set** $J(g)$ of $g$. The filled Julia set $K(g)$ is called **fiberwise connected** if

$$K(g, v) := K(g) \cap \{v \times \mathbb{C}\}$$

is connected for each $v \in |T|$. Let $\mathcal{C}(T)$ be the set of all the generalized polynomials with fiberwise connected filled Julia set over $T$.

We shall need external rays and the Green function for $g \in \mathcal{C}(T)$ which can be defined similarly as in the case of a single polynomial. Indeed, for each $v \in |T|$ there exists a unique conformal $\varphi_{v,g} : \mathbb{C} \setminus K(g, v) \to \mathbb{C} \setminus \overline{D}$ such that $\varphi_{v,g}(z)/z \to 1$ as $z \to \infty$ and these maps satisfy $\varphi_{\sigma(v),g}(g_v(z)) = \varphi_{v,g}(z)^{\delta(v)}$. For $t \in \mathbb{R}/\mathbb{Z}$, the **external ray** $\mathcal{R}_g(v, t)$ is defined as

$$\varphi_{v,g}^{-1} (\{re^{2\pi it} : r > 1\}).$$

The **Green function** of $g$ is defined as

$$G_g(v, z) = \begin{cases} \log |\varphi_v(z)|, & \text{if } z \not\in K(g, v); \\ 0, & \text{otherwise.} \end{cases}$$

2.3. **Generalized Polynomial-like Maps.** We shall now recall the definition of a generalized polynomial-like map over the mapping scheme $T$. We say $U$ is a **topological multi-disk** in $|T| \times \mathbb{C}$ if there exist topological disks $\{U_v\}_{v \in |T|}$ in $\mathbb{C}$ such that $U \cap (\{v\} \times \mathbb{C}) = \{v\} \times U_v$. 
Definition 2.2: An AGPL (almost generalized polynomial-like) map $g$ over the scheme $T$ is a map

$$g : U \to U', (v, z) \mapsto (\sigma(v), g_{v}(z)),$$

with the following properties:

- $U, U'$ are two topological multi-disks in $|T| \times \mathbb{C}$ and $U_{v} \subset U_{\sigma(v)}$ for each $v \in |T|$;
- $g_{v} : U_{v} \to U'_{\sigma(v)}$ is a proper map of degree $\delta(v)$ for each $v$;
- the set $K(g) := \bigcap_{n=0}^{\infty} g^{-n}(U)$, called the filled Julia set of $g$, is compactly contained in $U$.

If in addition $U \subset U'$, then we say that $g$ is a GPL (generalized polynomial-like) map.

It should be noted that every AGPL map has a GPL restriction with the same filled Julia set. See [13, Lemma 2.4].

Let $g_{1}, g_{2}$ be two AGPL maps over $T$. We say that they are qc conjugate if there is a fiberwise qc map $\varphi$ from a neighborhood of $K(g_{1})$ onto a neighborhood of $K(g_{2})$, sending the $v$ fiber of $g_{1}$ to the $v$ fiber of $g_{2}$, such that $\varphi \circ g_{1} = g_{2} \circ \varphi$ near $K(g_{1})$. We say that they are hybrid equivalent if they are qc conjugate and we can choose $\varphi$ such that $\tilde{\partial} \varphi = 0$ a.e. on $K(g_{1})$.

The Douady–Hubbard straightening theorem [4] extends in a straightforward way: every AGPL map $g$ is hybrid equivalent to a generalized polynomial $G$.

In the case that the filled Julia set of $g$ is fiberwise connected, $G$ is determined up to affine conjugacy. For monic centered quadratic polynomials, each affine conjugacy class consists of a single polynomial. For more general maps, it is convenient to introduce an (external) marking to uniquely determine $G$ for a given $g$.

Definition 2.3 (Access and external marking): Let $f : U \to U'$ be an AGPL map over the mapping scheme $T$ with fiberwise connected filled Julia set. A path to $K(f)$ is a continuous map $\gamma : [0, 1] \to U'$ such that $\gamma([0, 1]) \subset U' \setminus K(f)$ and $\gamma(0) \in J(f)$. We say two paths $\gamma_{0}$ and $\gamma_{1}$ to $K(f)$ are homotopic if there exists a continuous map $\tilde{\gamma} : [0, 1] \times [0, 1] \to U$ such that

1. $t \mapsto \tilde{\gamma}(s, t)$ is a path to $K(f)$ for all $s \in [0, 1]$;
2. $\tilde{\gamma}(0, t) = \gamma_{0}(t)$ and $\tilde{\gamma}(1, t) = \gamma_{1}(t)$ for all $t \in [0, 1]$;
3. $\tilde{\gamma}(s, 0) = \gamma_{0}(0)$ for all $s \in [0, 1]$.

An access to $K(f)$ is a homotopy class of paths to $K(f)$. 


An external marking of $f$ is a collection $\Gamma = (\Gamma_v)_{v \in |T|}$ where each $\Gamma_v$ is an access to $K(f)$, contained in $\{v\} \times \mathbb{C}$, such that $\Gamma$ is forward invariant in the following sense. For every $v \in |T|$ and every representative $\gamma_v \subset (\{v\} \times \mathbb{C}) \cap U$ of $\Gamma_v$, the connected component of $f(\gamma_v) \cap U$ which intersects $J(f)$ is a representative of $\Gamma_{\sigma(v)}$.

For a generalized polynomial $g \in \mathcal{C}(T)$, there is a standard external marking of $g$, given by the external rays $(\mathcal{R}(v, 0))_{v \in |T|}$ with angle 0.

**Theorem 1** (Straightening): Let $g$ be an AGPL map over $T$ with fiberwise connected filled Julia set and let $\Gamma$ be an external marking of $g$. There is a unique $f \in \mathcal{C}(T)$ such that there is a hybrid conjugacy between $g$ and $f$ which sends the external marking $\Gamma$ to the standard marking of $f$.

See [9, Theorem A] for a proof.

### 2.4. The Inou–Kiwi map.

Let $f_0, T$ and $r : |T| \to \mathbb{N}$ be as in §2.2 and assume $f_0$ is primitive. It is well-known that $\partial v$ is a Jordan curve for each $v \in |T|$. Let

$$\mathcal{C}(f_0) = \{ f \in \text{Poly}_d : \lambda(f) \supset \lambda(f_0) \},$$

where $\lambda(f)$ and $\lambda(f_0)$ are the rational laminations of $f$ and $f_0$ respectively.

For each $f \in \mathcal{C}(f_0)$, Inou–Kiwi constructed an AGPL (in fact, GPL) map

$$F : \bigcup_{v \in |T|} \{v\} \times U_v \to \bigcup_{v \in |T|} \{v\} \times U'_v$$

over $T$ such that

$$F(v, z) = (\sigma(v), f^{r(v)}(z))$$

for each $z \in U_v$ and such that the filled Julia set of $F$ is the union of $\{v\} \times K(v, f)$:

$$K(v, f) = \bigcap_{\theta \sim \lambda(f_0)} S(\theta, \theta'; v) \cap K(f),$$

where $S(\theta, \theta'; v)$ is the component of $\mathbb{C} \setminus (\mathcal{R}_f(\theta) \cup \mathcal{R}_f(\theta'))$ which contains external rays $\mathcal{R}_f(t)$ for which $\mathcal{R}_f_0(t)$ land on $\partial v$. We shall call such an AGPL map $F$ as in (2.1) a $\lambda(f_0)$-renormalization of $f$. While there are many choices of $U_v$ and $U'_v$, the hybrid class of $\lambda(f_0)$-renormalizations of $f$ is uniquely determined.
In order to choose an external marking for \( F \), Inou–Kiwi first fixed an internal angle system which is, by definition, a collection of homeomorphisms \( \alpha = (\alpha_v : \partial v \to \mathbb{R}/\mathbb{Z})_{v \in |T|} \) such that

\[
\delta(v)\alpha_v = \alpha_{\sigma(v)} \circ f_0^{r(v)} \mod 1.
\]

An internal angle system is uniquely determined by the points \( z_v = \alpha_{-1}(0), v \in |T| \), which are (pre-)periodic points of \( f_0 \). Choose for each \( v \in |T| \) an external angle \( \theta_v \) so that \( R_{f_0}(\theta_v) \) lands at \( z_v \). They observed that the external rays \( R_{f_0}(\theta_v) \) define an external marking of \( F \) and this external marking is independent of the choices of \( \theta_v \). Indeed, we can choose \( (\theta_v)_{v \in |T|} \) such that \( \delta_v \theta_v = \theta_{\sigma(v)} \mod 1 \) for each \( v \in |T| \); see Lemma 2.1.

The IK straightening map \( \chi : C(f_0) \to C(T) \) is defined as follows. For each \( f \in C(f_0), \chi(f) \) is the generalized polynomial in \( C(T) \) for which there is a hybrid conjugacy from a \( \lambda(f_0) \)-renormalization of \( f \) to \( \chi(f) \) sending the external marking determined by the internal angle system to the standard marking for \( \chi(f) \).

**Lemma 2.1:** Let \( f_0 \) be as above and let \( \alpha \) be an internal angle system. Then there exists \( \theta_v \in \mathbb{Q}/\mathbb{Z}, v \in |T| \), such that \( R_{f_0}(\theta_v) \) lands at \( \alpha_{-1}(0) \) and such that

\[
f_0^{r(v)}(R_{f_0}(\theta_v)) = R_{f_0}(\theta_{\sigma(v)}).
\]

**Proof.**

**Claim:** Let \( W \) be a fixed Fatou component of \( f \in C_d \) and let \( p \) be a repelling fixed point of \( f \) in \( \partial U \). If the external ray \( R_f(t) \) lands at \( p \), then \( dt = t \mod 1 \).

Let \( \Theta \subset \mathbb{R}/\mathbb{Z} \) denote the set of external angles \( \theta \) for which \( R_f(\theta) \) lands at \( p \).

It is well known that \( m_d : t \mapsto dt \mod 1 \) maps \( \Theta \) onto itself and preserves the cyclic order. So all the angles \( \theta \in \Theta \) have the same period under \( m_d \). We may certainly assume that \( \Theta \) contains at least two points. Let \( \Gamma \) denote the union of these external rays and \( \{p\} \). Let \( V \) denote the component of \( C \setminus \Gamma \) which contains \( W \) and let \( V_1 \) denote the component of \( C \setminus f^{-1}(\Gamma) \) which contains \( W \). Then \( \partial V \subset \partial V_1 \) and \( f : V_1 \to V \) is a proper map. It follows that \( f \) must fix both of the external rays in \( \partial V \). This proves the claim.

Now for each \( v \in |T| \), we have \( f_0^{r(v)}(\alpha_{-1}(0)) = \alpha_{\sigma(v)}^{-1}(0) \). So each \( \alpha_{-1}(0) \) eventually lands at a repelling periodic orbit. The claim enables us to choose \( \theta(v) \in \mathbb{R}/\mathbb{Z} \) such that \( \delta_v \theta_v = \theta_{\sigma(v)} \mod 1 \) for each \( v \in |T| \).
3. A Yoccoz puzzle

Let $f_0$ be a monic centered postcritically finite hyperbolic and primitive polynomial of degree $d \geq 2$. In this section, we shall construct a specific Yoccoz puzzle for $f_0$ (Theorem 2). Recall that $\text{Poly}_d$ denotes the collection of monic centered polynomials of degree $d$.

We say that a finite set $Z$ is $f_0$-admissible if the following hold:

- $f_0(Z) \subset Z$;
- each periodic point in $Z$ is repelling;
- for each $z \in Z$, there exist at least two external rays landing at $z$.

Let $\Gamma_0 = \Gamma_0^Z$ denote the union of all the external rays landing on $Z$, the set $Z$ itself and the equipotential $\{G_{f_0}(z) = 1\}$. For each $n \geq 1$, define

$$\Gamma_n^Z = f_0^{-n}(\Gamma_0^Z).$$

A bounded component of $\mathbb{C} \setminus \Gamma_n^Z$ is called a $Z$-puzzle piece of depth $n$.

The aim of this section is to prove the following:

**Theorem 2:** Let $f_0$ be a monic centered polynomial of degree $d \geq 2$ which is postcritically finite, hyperbolic and primitive. Assume that $f_0(z) \neq z^d$. Then there exists an $f_0$-admissible finite set $Z$ such that for each (finite) critical point $c$ of $f_0$, if $Y_n(c)$ denotes the $Z$-puzzle piece of depth $n$ which contains $c$ and $U(c)$ denotes the Fatou component containing $c$, then

$$\bigcap_{n=0}^{\infty} Y_n(c) = U(c).$$

We say a point $a \in J(f_0)$ is bi-accessible if it is the common landing points of two distinct external rays. A point in $J(f_0)$ is called buried if it is not in the boundary of any bounded Fatou component. We shall need the following lemmas to find buried bi-accessible periodic points.

**Lemma 3.1:** Let $f_0 \in \text{Poly}_d$ be a postcritically finite hyperbolic polynomial with $f_0(z) \neq z^d$, where $d \geq 2$. Then any bi-accessible point in the boundary of a bounded Fatou component is eventually periodic.

**Proof.** Arguing by contradiction, assume that there exists a bi-accessible point $a_0$ which is in the boundary of a bounded Fatou component $U$ and such that $a_0$ is not eventually periodic. By Sullivan’s no wandering theorem, $U$ is eventually periodic. So it suffices to consider the case that $U$ is fixed by $f_0$. 


Let $t, t' \in \mathbb{R}/\mathbb{Z}$, $t \neq t'$, be such that $\mathcal{R}_{f_0}(t)$ and $\mathcal{R}_{f_0}(t')$ land at $a_0$. For each $n \geq 1$, let $a_n := f_0^n(a_0)$ and let $t_n = d^n t$, $t'_n = d^n t'$. Then $a_n$ are pairwise distinct, $t_n, t'_n \not\in \mathbb{Q}/\mathbb{Z}$ and $t_n \neq t'_n$ for all $n \geq 0$. Let

$$\Gamma_n = \mathcal{R}_{f_0}(t_n) \cup \mathcal{R}_{f_0}(t'_n) \cup \{a_n\}$$

and let $W_n$ and $W'_n$ be the components of $\mathbb{C} \setminus \Gamma_n$ so that $W'_n \supset U$ and $W_n \cap U = \emptyset$. Note that $\overline{W_n} \cap \overline{U} = \{a_n\}$ for each $n \geq 0$. Since $\partial W_n$, $n \geq 0$, are pairwise disjoint, $W_n$, $n \geq 0$, are pairwise disjoint. So there exists $n_0$ such that for all $n \geq n_0$, $W_n$ contains no critical point.

**Claim:** If $W_n$ contains no critical point, then $f_0(W_n) = W_{n+1}$.

To see this, let $\hat{\Gamma}_n = f_0^{-1}(\Gamma_{n+1})$ which is a finite union of simple curves stretching to infinity on both sides. Let $V_n$ (resp. $V'_n$) denote the component of $\mathbb{C} \setminus \hat{\Gamma}_n$ which contains $a_n$ in its boundary and such that $V_n \subset W_n$ and $\partial W_n \subset \partial V_n$ (resp. $V'_n \subset W'_n$ and $\partial W'_n \subset \partial V'_n$). Then $f_0(V_n)$ and $f_0(V'_n)$ are distinct components of $\mathbb{C} \setminus \Gamma_{n+1}$. Since $V'_n \supset U$, we have $f_0(V'_n) = W'_{n+1}$ and hence $f_0(V_n) = W_{n+1}$. Since $W_n$ contains no critical point, $f_0 : V_n \to W_{n+1}$ is a conformal map, which implies that $\partial V_n$ consists of one component of $\hat{\Gamma}_n$. Thus $\partial V_n = \partial W_n$, hence $W_n = V_n$, $f_0(W_n) = W_{n+1}$.

Thus, for all $n \geq n_0$, $f_0(W_n) = W_{n+1}$. It follows that $f_0^n(W_{n_0}) = W_{n+n_0}$ for all $n \geq 0$. So $W_{n_0}$ is a wandering domain, which contradicts Sullivan’s no wandering theorem. A more elementary argument is as follows: We can choose $\theta \in \mathbb{Q}/\mathbb{Z}$ such that $\mathcal{R}_{f_0}(\theta) \subset W_{n_0}$. As $\mathcal{R}_{f_0}(\theta)$ is eventually periodic, $W_{n_0}$ cannot be a wandering domain.

**Lemma 3.2:** Let $f_0 \in \text{Poly}_d$ be a postcritically finite hyperbolic polynomial with $f_0(z) \neq z^d$, where $d \geq 2$. Then $f_0$ has a bi-accessible repelling periodic point.

**Proof.** Without loss of generality, we assume that $f_0$ has a fixed bounded Fatou component $U$, and let

$$\Lambda = \{t \in \mathbb{R}/\mathbb{Z} : \mathcal{R}_{f_0}(t) \text{ lands on } \partial U\}.$$ 

Since the Julia set of $f_0$ is locally connected, by the Carathéodory Theorem, there is a continuous surjective map $\pi : \mathbb{R}/\mathbb{Z} \to J(f)$ such that the external ray $\mathcal{R}_{f_0}(t)$ lands at $\pi(t)$ and hence $\pi \circ m_d = f_0 \circ \pi$, where

$$m_d : \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}, \quad t \mapsto dt \mod 1.$$
In particular, $\Lambda = \pi^{-1}(\partial U)$ is a non-empty compact subset of $\mathbb{R}/\mathbb{Z}$ which is forward invariant under the map $m_d$. Since $f_0(z) \neq z^d$, $J(f)$ is not a Jordan curve, so $\Lambda$ is a proper subset of $\mathbb{R}/\mathbb{Z}$. Thus $\pi : \Lambda \to \partial U$ is not a homeomorphism. Since $\pi : \Lambda \to \partial U$ is continuous and surjective, this map is not injective. In other words, there exists a bi-accessible point $w \in \partial U$. By Lemma 3.1, $w$ is eventually periodic. Any periodic point in the orbit of $w$ is a bi-accessible repelling periodic point.

**Lemma 3.3:** If $f_0 \in \text{Poly}_d$ is postcritically finite, hyperbolic and primitive and $f_0(z) \neq z^d$, then $f_0$ has a buried bi-accessible repelling periodic point.

**Proof.** In order to show that $f_0$ has a buried bi-accessible point, it is enough to show that for some $s \geq 1$, $f_0^s$ has a repelling fixed point which is the landing point of an external ray not fixed by $f_0^s$. Indeed, if a repelling fixed point $p$ of $f_0^s$ is in the boundary of a bounded Fatou component $V$, then by the assumption that $f_0$ is primitive, we have $f_0^s(U) = U$, hence by the Claim in Lemma 2.1, any external ray landing at $p$ is fixed by $f_0^s$. Therefore, it is enough to prove the following Statement $N$ for each $N \geq 0$.

**Statement $N$.** Suppose that $f_0 \in \text{Poly}_d$ is a postcritically finite, hyperbolic and primitive map and $f_0(z) \neq z^d$, where $d \geq 2$. If $f_0$ has at most $N$ attracting periodic points, then there exists $s \geq 1$ such that $f_0^s$ has a repelling fixed point $p$ which is the landing point of an external ray which is not fixed by $f_0^s$.

We proceed by induction on $N$. Statement 0 is a null statement. Let $N \geq 1$ and assume that the statement $N'$ holds for all $0 \leq N' < N$. Let $f_0 \in \text{Poly}_d$ be as in Statement $N$. By Lemma 3.2, $f_0$ has a bi-accessible repelling periodic point $p_0$. Let $\mathcal{R}_{f_0}(t_i), 1 \leq i \leq q$, be the external rays landing at $p_0$, where $q \geq 2$. Replacing $f_0$ by an iterate of $f_0$, we assume that

- all the external rays $\mathcal{R}_{f_0}(t_i)$ are fixed by $f_0$;
- all attracting periodic points of $f_0$ are fixed by $f_0$.

In particular, $f_0(p_0) = p_0$. (Note that $f_0^k$, $k \geq 1$, satisfies the assumption of Statement $N$.) Let us construct a Yoccoz puzzle using $Z = \{p_0\}$. Let $Y^j_0, 1 \leq j \leq q$ denote the puzzle pieces of depth zero and for each $n \geq 1$, let $Y^j_n$ denote the puzzle piece of depth $n$ which satisfies $Y^j_n \subset Y^j_0$ and $p_0 \in Y^j_n$. Since all the external rays $\mathcal{R}_{f_0}(t_j)$ are fixed, $f_0 : Y^j_n \to Y^j_{n-1}$ is a proper map. Let $d_{n,j}$ denote the degree of $f_0 : Y^j_n \to Y^j_{n-1}$, let $D_{n,j} = d_{1,j}d_{2,j} \cdots d_{n,j}$ and
let \( d_j = \lim_{n \to \infty} d_{n,j} \). Let
\[
\Delta_{n,j} = \{ t \in \mathbb{R}/\mathbb{Z} : R_{f_0}(t) \cap D_{n,j} \neq \emptyset \}.
\]
Note that \( \Delta_{0,j} \) is a closed interval and \( \Delta_{n,j} \) is a disjoint union of \( D_{n,j} \) closed intervals each of which is mapped onto \( \Delta_{0,j} \) under \( m_d^n \) diffeomorphically.

Let us show that \( d_{1,j} \geq 2 \) for each \( j \). Indeed otherwise, \( f_0 : Y^j_1 \to Y^j_0 \) is a polynomial-like map, which implies that \( m_d : \Delta_{1,j} \to \Delta_{0,j} \) is a homeomorphism, which is absurd since \( \Delta_{1,j} \) intersects both endpoints of \( \Delta_{0,j} \).

CASE 1. Suppose that \( d_j = 1 \) holds for some \( j \). Let \( s_0 \) be such that \( d_{s,j} = 1 \) for all \( s > s_0 \). Then \( f_0^{s-s_0} | Y^j_s \) is univalent for all \( s > s_0 \). Since \( f_0 \) has only finitely many attracting periodic points and every attracting cycle of \( f_0 \) contains a critical point, there exists \( s_1 > s_0 \) such that \( Y^j_{s_1} \) does not contain any attracting periodic point of \( f_0 \). Consider the map \( f_0^{s_1} : Y^j_{s_1} \to Y^j_0 \) which has degree \( D := D_{s_1,j} \geq d_{1,j} \geq 2 \). By the thickening technique ([16]), it extends to a polynomial-like map \( f_0^{s_1} : U_j \to U_j' \) of degree \( D \) in the sense of Douady and Hubbard, so it has \( D \) fixed points which are contained in \( Y^j_{s_1} \). By our choice of \( s_1 \), none of these fixed point is attracting. Since \( f_0 \) is hyperbolic, it follows that all the \( D \) fixed points of \( f_0^{s_1} : U_j \to U_j' \) are repelling. The number of external rays of \( f_0 \) which intersect \( Y^j_{s_1} \) and are fixed by \( f_0^{s_1} \) is exactly \( D \), with two of them landing at the same point \( p_0 \). It follows that one of the repelling fixed point \( p \) of \( f_0^{s_1} | Y^j_{s_1} \) is not the landing point of \( f_0^{s_1} \)-fixed external rays.

CASE 2. Assume that \( d_j > 1 \) holds for all \( j \). Take \( n_j \) sufficently large so that \( d_{n,j} = d_j \) for all \( n \geq n_j \). Then all critical points of \( f_0 | Y^j_{n_j} \) do not escape from \( Y^j_{n_j} \) under iteration, hence \( f_0 : Y^j_{n_j} \to Y^j_{n_j-1} \) is a proper map of degree \( d_j \) with non-escaping critical points. Again by the thickening technique ([16]), it extends to a polynomial-like map \( f_0 : U_j \to U_j' \) of degree \( d_j \) in the sense of Douady and Hubbard. Thus it is topologically conjugate to a polynomial \( g_j \in \text{Poly}_{d_j} \) with connected Julia set. The polynomial \( g_j \) is hyperbolic, postcritically finite and primitive. Since for any \( j' \neq j \), \( f_0 \) has an attracting fixed point in \( Y^j_{n_{j'}} \), the number of attracting periodic points of \( f_0 : U_j \to U_j' \) is less \( N \). Thus the number of attracting periodic points of \( g_j \) is less than \( N \).

SUBCASE 2.1 Assume \( g_j(z) \neq z^{d_j} \) for some \( j \). Then by the induction hypothesis, \( g_j \) has a periodic point \( \tilde{p} \) of period \( s \) which is not the landing point of \( g_j^s \)-fixed external rays. Taking the corresponding periodic point \( p \) of \( f_0 : U_j \to U_j' \), we are done.
Subcase 2.2 Assume $g_j(z) = z^{d_j}$ for all $j$. This implies that the filled Julia set of $f_0 : U_j \to U_j'$ is the closure of a Jordan disk $V_j$ which contains $p_0$. Each $V_j$ is a bounded Fatou component of $f_0$. These bounded Fatou components $V_j$, $1 \leq j \leq q$, have $p_0$ as a common point in their closures, contradicting the assumption that $f_0$ is primitive.

Proof of Theorem 2. Let $\text{Crit}_{\text{per}}$ denote the set of all periodic critical points of $f_0$ and for each $c \in \text{Crit}_{\text{per}}$, let $q(c)$ denote its period. For each admissible set $\mathcal{Z}$ and $c \in \text{Crit}_{\text{per}}$, let $s_{\mathcal{Z}}(c)$ denote the minimal positive integer such that $f_0^{s_{\mathcal{Z}}(c)}(c) \in \bigcap_{n=0}^{\infty} Y_n^\mathcal{Z}(c)$ and let $d_{\mathcal{Z}}(c) = \lim_{n \to \infty} \text{deg}(f_0^{s_{\mathcal{Z}}(c)}|Y_n^\mathcal{Z}(c))$. Of course $q(c) \geq s_{\mathcal{Z}}(c)$. Note that if $\mathcal{Z} \subset \mathcal{Z}'$ then $s_{\mathcal{Z}}(c) \leq s_{\mathcal{Z}'}(c)$ for all $c \in \text{Crit}_{\text{per}}$, and if $s_{\mathcal{Z}}(c) = s_{\mathcal{Z}'}(c)$ then $d_{\mathcal{Z}}(c) \geq d_{\mathcal{Z}'}(c)$. Given admissible sets $\mathcal{Z} \subset \mathcal{Z}'$ we say that $\mathcal{Z}'$ is a (proper) refinement of $\mathcal{Z}$ if one of the following holds:

- there exists $c_0 \in \text{Crit}_{\text{per}}$ such that $s_{\mathcal{Z}'}(c_0) > s_{\mathcal{Z}}(c_0)$;
- $s_{\mathcal{Z}'}(c) = s_{\mathcal{Z}}(c)$ for all $c \in \text{Crit}_{\text{per}}$ and there exists $c_0 \in \text{Crit}_{\text{per}}$ such that $d_{\mathcal{Z}'}(c_0) < d_{\mathcal{Z}}(c_0)$.

Clearly, there does not exist an infinite sequence of admissible sets $\{\mathcal{Z}_n\}_{n=1}^{\infty}$ such that for all $n$, $\mathcal{Z}_{n+1}$ is a refinement of $\mathcal{Z}_n$.

Let us say an $f_0$-admissible set $\mathcal{Z}$ is buried if $\mathcal{Z}$ is disjoint from the boundary of any bounded Fatou component. A buried $f_0$-admissible set exists by Lemma 3.3.

It suffices to prove that if $\mathcal{Z}$ is a buried $f_0$-admissible set for which the property required by the theorem does not hold, then there exists a buried $f_0$-admissible set $\mathcal{Z}'$ which is a refinement of $\mathcal{Z}$.

To this end, assume that there exists $c_0 \in \text{Crit}_{\text{per}}$ such that

$$\bigcap_{n=0}^{\infty} Y_n^\mathcal{Z}(c_0) \supseteq U(c_0).$$

Write $s = s_{\mathcal{Z}}(c_0)$. When $N$ is large enough, the critical point of the proper map $g = f_0^s|Y_{N+s}(c_0)$ never escapes from its domain. Using the thickening technique ([16]), $g$ extends to a Douady–Hubbard polynomial-like map with connected Julia set. Thus it is hybrid equivalent to a monic centered polynomial $P$ which is necessarily hyperbolic and postcritically finite. Let $D \geq 2$ denote the degree of $P$ and
let $h$ denote a hybrid conjugacy. As the filled Julia set of $P$ is not a topological disk, $P(z) \neq z^D$. So by Lemma 3.3, $P$ has a repelling periodic point $\hat{z}_1$ which is bi-accessible and buried. By [7, Lemma 3.6] (see also [14, Theorem 7.11]), $z_1 = h^{-1}(\hat{z}_1)$ is a buried bi-accessible repelling periodic point of $f_0$. Let $Z'$ denote the union of $Z$ and the $f_0$-orbit of $z_1$. As $\bigcap_{n=0}^{\infty} Y_n^{Z'}(c_0)$ is a proper subset of $\bigcap_{n=0}^{\infty} Y_n^{Z}(c_0)$, either $s_{Z'}(c_0) \neq s_Z(c_0)$ or $d_{Z'}(c_0) < d_Z(c_0)$. This completes the proof. ■

We shall need the following result later.

**Proposition 3.1:** Let $f_0$ and $Z$ be as in Theorem 2. Then 
\[
\sup \{ \text{diam}(Y) : Y \text{ is a puzzle piece of depth } n, Y \cap Z \neq \emptyset \} \to 0 \quad \text{as } n \to \infty.
\]

**Proof.** For each $n \geq 0$ and $z \in Z$, let $Y^*_n(z)$ denote the union of the closures of the puzzle pieces of depth $n$ which contain $z$ in their boundaries. Since $Z$ is finite, there exists $N$ such that $Y^*_N(z) \cap P(f_0) = \emptyset$ for all $z \in Z$. For each $n \geq 0$, and $z \in Z$, $f_0^n : Y^*_n(z) \to Y^*_n(f_0^n(z))$ is a conformal map which extends to a definite neighborhood of $f_0^n(z)$. It follows that $f_0^n|Y^*_n+z_N(z)$ has uniformly bounded distortion. Since $z \in J(f)$, this implies that $\text{diam}(Y^*_n(z)) \to 0$ as $n \to \infty$. ■

We shall construct $\lambda(f_0)$-renormalizations using the puzzle given by Theorem 2. The following is a criterion which will be used in the proof of the surjectivity part of the main theorem.

**Proposition 3.2:** Let $N_0$ be a positive integer such that for each $v \in |T|$, the puzzle pieces $f_0^j(Y_{N_0}(v))$, $v \in |T|$, $1 \leq j \leq r(v)$, are pairwise disjoint, and $f_0^{r(v)} : Y_{N_0}(v) \to Y_{N_0-r(v)}(\sigma(v))$ has degree $\delta(v)$. Assume that $f \in \text{Poly}_d$ satisfies the following:

1. There is a homeomorphism $\psi : \mathbb{C} \to \mathbb{C}$ with the following properties:
   - $\phi_f \circ \psi = \phi_{f_0}$ holds near $\infty$, where $\phi_f$ and $\phi_{f_0}$ are the Böttcher map for $f$ and $f_0$ respectively;
   - $\psi \circ f_0(z) = f \circ \psi(z)$ for all $z \in \mathbb{C} \setminus \bigcup_v Y_{N_0}(v)$.
2. The map
   \[
   F : \bigcup_v \{v\} \times \psi(Y_{N_0}(v)) \to \bigcup_v \{v\} \times \psi(Y_{N_0-r(v)}(\sigma(v))),
   \]
   defined as $F(v, z) = (\sigma(v), f^{r(v)}(z))$, is an AGPL map with fiberwise connected filled Julia set.

Then $f \in \mathcal{C}(f_0)$ and $F$ is a $\lambda(f_0)$-renormalization of $f$. 
Proof. First of all, note that the assumption implies that the filled Julia set $K(f)$ of $f$ is connected and $\hat{Z} = \psi(Z)$ is an admissible set for $f$. It suffices to show that $f \in C(f_0)$. Once this is proved, the other statement follows from [9, Proposition 3.13]. Let $L(v, f)$ denote the filled Julia set of $F$ in the fiber $\{v\} \times \mathbb{C}$.

**Step 1.** We show by induction that for each $k \geq N_0$, there is a homeomorphism $\psi_k : \mathbb{C} \to \mathbb{C}$ which coincides with $\phi^{-1} \circ \phi_{f_0}$ on $\Gamma_k \setminus J(f)$.

For $k = N_0$, we choose $\psi_{N_0} = \psi$. Assume now that $\psi_k$ has been defined for some $k \geq N_0$ and let us construct $\psi_{k+1}$. For each $y \in \mathbb{C}$, denote $Y' = \psi_k(Y)$. It suffices to construct, for each $Y \in Y_k$, a homeomorphism $\psi_{k+1} : Y \to Y'$ so that $f \circ \psi_{k+1}(y) = \psi_k \circ f_0(y)$ for $y \in Y' \cap \Gamma_{k+1}$. Indeed, if $Y$ does not contain a critical point of $f_0$, then $f_0 : Y \to f_0(Y')$ is a conformal map, and so is $f : Y' \to f(Y')$. In this case, we define

$$\psi_{k+1}(Y) = (f|Y')^{-1} \circ (\psi_k|f_0(Y)) \circ (f_0|Y).$$

Assume that $Y$ contains a critical point of $f_0$, so that $Y = Y_k(v)$ for some $v \in \{|T|\}$ and hence $Y' \supset L(v, f)$. Let $B = Y_{k-r(v)}(\sigma(v))$, $A = Y_{k+1}(v)$ and $X = Y_{k-r(v)}(\sigma(v))$. Then $B' \supset L(\sigma(v), f)$, $A' \supset L(v, f)$ and $X' \supset L(\sigma(v), f)$. Since $f^{-r(v)}_0 : Y \setminus A \to X \setminus B$ and $f^{-r(v)} : Y' \setminus A' \to X' \setminus B'$ are both $\delta(v)$ to 1 covering, there is a homeomorphism $\psi_{k+1} : Y \setminus A \to Y' \setminus A'$ such that

$$\psi_{k+1} \circ f^{-r(v)}_0 = f^{-r(v)} \circ \psi_k \quad \text{on} \quad Y \setminus A$$

and

$$\psi_{k+1} = \psi_k \quad \text{on} \quad \partial Y.$$

Extending the map $\psi_{k+1}$ in an arbitrary way to a homeomorphism from $Y$ to $Y'$, we obtain the desired map $\psi_{k+1} : Y \to Y'$.

**Step 2.** For each $k \geq N_0$, there is a qc map $\Psi_k$ such that $\Psi_k = \phi^{-1} \circ \phi_{f_0}$ near infinity and such that $f \circ \Psi_k(z) = \Psi_k \circ f_0(z)$ for all $z \not\in \bigcup_v Y_k(v)$. This is well-known. See for example [11, Section 5]. This implies that if $\mathcal{R}_{f_0}(\theta_1)$ and $\mathcal{R}_{f_0}(\theta_2)$ land at a common point which is not in $\bigcup_{n=0}^{\infty} f_0^{-n}(\bigcup_{v \in \{|T|\}} \partial v)$ ($\theta_1, \theta_2 \in \mathbb{Q}/\mathbb{Z}$), then $\mathcal{R}_f(\theta_1) \cap \mathcal{R}_f(\theta_2)$ have a common landing point as well. Indeed, there exists $k$ such that the whole $f_0$-orbit of the rays $\mathcal{R}_{f_0}(\theta_1)$ and $\mathcal{R}_{f_0}(\theta_2)$ lie outside $\bigcup_v Y_k(v)$, so $\mathcal{R}_f(\theta_i) = \Psi_k(\mathcal{R}_{f_0}(\theta_i))$, $i = 1, 2$.

**Step 3.** It remains to show that if $\mathcal{R}_{f_0}(\theta_1)$ and $\mathcal{R}_{f_0}(\theta_2)$, $\theta_1, \theta_2 \in \mathbb{Q}/\mathbb{Z}$ land at a common point in $\bigcup_{n=0}^{\infty} f_0^{-n}(\bigcup_{v \in \{|T|\}} \partial v)$, then $\mathcal{R}_f(\theta_1)$ and $\mathcal{R}_f(\theta_2)$ have a common landing point.
Let us first assume that the common landing point is in $\partial v_0$ for some $v_0 \in |T|$. Let $\Psi = \Psi_{N_0}$ be given by Step 2. We define a new qc map $H$ from

$$\mathbb{C} \setminus \bigcup_{v} \nu \to \mathbb{C} \setminus \bigcup_{v} L(v, f)$$

such that $H = \Psi$ outside $\bigcup_{v} Y_{N_0}(v)$ and such that $H \circ f_0^{r(v)} = f^{r(v)} \circ H$ inside $\bigcup_{v} Y_{N_0}(v)$. Note that $H$ maps $\mathcal{R}_{f_0}(\theta_i)$ onto $\mathcal{R}_f(\theta_i)$, $i = 1, 2$. For each $v \neq v_0$, choose a quasidisk $\Omega_v$ so that these quasidisks are pairwise disjoint and disjoint from $v_0 \cup \mathcal{R}_{f_0}(\theta_1) \cup \mathcal{R}_{f_0}(\theta_2)$. Let $H_0 = H$ on $\mathbb{C} \setminus (\overline{v_0} \cup \bigcup_{v \neq v_0} \Omega_v)$, and then extend $H_0$ quasiconformally to $\mathbb{C} \setminus v_0$ by Beurling–Ahlfors extension. So we obtain a qc map $H_0 : \mathbb{C} \setminus \overline{v_0} \to \mathbb{C} \setminus L(v_0, f)$ which again maps $\mathcal{R}_{f_0}(\theta_i)$ onto $\mathcal{R}_f(\theta_i)$, $i = 1, 2$. Let $\psi : \mathbb{C} \setminus \overline{v_0} \to \mathbb{C} \setminus L(v_0, f)$ denote a Riemann mapping. Since $\partial v_0$ is a Jordan curve, $\psi^{-1} \circ H_0$ extends continuously to $\mathbb{C} \setminus v_0$. Since $\mathcal{R}_f(\theta_i)$ both land and $\psi^{-1}(\mathcal{R}_f(\theta_1))$ and $\psi^{-1}(\mathcal{R}_f(\theta_2))$ have a common landing point, by Lindelof’s theorem, we conclude that $\mathcal{R}_f(\theta_i)$, $i = 1, 2$, land at the same point.

For the general case, let $n \geq 1$ be minimal such that the common landing point of $\mathcal{R}_{f_0}(d^n\theta_i)$ ($i = 1, 2$) lies in $\bigcup_{v} \partial v$. As proved above, the external rays $\mathcal{R}_f(d^n\theta_i)$, $i = 1, 2$, have a common landing point $z$. Let $k$ be large integer such that the external rays $\mathcal{R}_{f_0}(d^j\theta_i)$, $0 \leq j < n$, lie outside $\bigcup_{v} Y_k(v)$, let $Y$ denote the $f_0$-puzzle piece of depth $k + n$ which contains the common landing point of $\mathcal{R}_{f_0}(\theta_1)$ and $\mathcal{R}_{f_0}(\theta_2)$ and let $Y' = \psi_{k+n}(Y)$. Then $f^n : Y' \to Y_k(v)$ is a conformal map for some $v \in |T|$ and the rays $\mathcal{R}_f(\theta_1)$ and $\mathcal{R}_f(\theta_2)$ enter $Y'$. Thus both of them have to land at the unique point in $\overline{Y'}$ which is mapped to $z$ by $f^n$. \hfill \blacksquare

4. Kahn’s quasiconformal distortion bounds

In this section, we will modify the argument in [10]\footnote{According to Kahn, Yoccoz may have a similar result.} to obtain a $K$-qc extension principle. The main result is Theorem 3 which will be used later to show the convergence of the Thurston Algorithm in the proof of the Main Theorem.

Throughout we fix a monic centered, hyperbolic, postcritically finite and primitive polynomial $f_0$ of degree $d$ such that $f_0(z) \neq z^d$. Let $Z$ be an admissible set given by Theorem 2 and let $Y_n(z) = Y_n^Z(z)$. Let

$$\text{Crit}(f_0) = \{c \in \mathbb{C} : f_0'(c) = 0\}$$
and let $L_n$ denote the domain of the first landing map to $\bigcup_{c \in \text{Crit}(f_0)} Y_n(c)$:

$$L_n = \left\{ z \in \mathbb{C} : \exists k \geq 0 \text{ such that } f_0^k(z) \in \bigcup_{c \in \text{Crit}(f_0)} Y_n(c) \right\}. \tag{4.1}$$

**Theorem 3:** There exists $N > 0$ and for any puzzle piece $Y$ of depth $m \geq 0$, there is a constant $C = C(Y) > 1$ satisfying the following property: if $Q : Y \to Q(Y)$ is a qc map which is conformal a.e. in $Y \setminus L_{m+N}$, then there exists a $C$-qc map $\tilde{Q} : Y \to Q(Y)$ such that $\tilde{Q} = Q$ on $\partial Y$.

### 4.1. Quasiconformal distortion bounds and a toy model

The difficulty in proving the theorem is that the landing domains $L_{m+N}$ may come arbitrarily close to the boundary of $Y$. To deal with the situation, we shall need a toy model developed by Kahn ([10]).

Let us first recall some terminology from [10]. Let $U \subset \mathbb{C}$ be a Jordan domain and $A$ be a measurable subset of $U$. We say that $(A, U)$ has **bounded qc distortion** if there exists a constant $K \geq 1$ with the following property: if $Q : U \to Q(U)$ is a quasiconformal map and $\partial Q = 0$ a.e. outside $A$, then there is a $K$-q.c map $\tilde{Q} : U \to Q(U)$ such that $\tilde{Q} = Q$ on $\partial U$. Let $QD(A, U)$ denote the smallest $K$ satisfying the property. Using this terminology, we can restate Theorem 3 as follows:

**Theorem 3’:** There exists $N > 0$ such that if $Y$ is a puzzle piece $Y$ of depth $m \geq 0$,

$$QD(L_{m+N} \cap Y, Y) < \infty.$$  

We shall need the following easy facts.

**Lemma 4.1** ([10, Fact 1.3.6]): If $A \subset U$ is compact, then $QD(A, U) < \infty$.

**Lemma 4.2** ([10, Fact 1.3.4]): Let $U$ and $V$ be Jordan domains in $\mathbb{C}$ and $A$ be a measurable subset of $U$. If there exists a $L$-qc map $g : U \to V$ and $QD(A, U) < \infty$, then

$$QD(g(A), V) \leq L^2 QD(A, U).$$

**Lemma 4.3:** The following statements are equivalent:

(i) $QD(A, U) = C < \infty$;

(ii) for any qc map $Q : U \to Q(U)$, if $\text{Dil}(Q) \leq K$ for some $K \geq 1$ a.e. outside $A$, then there is a $KC$-qc map $\tilde{Q} : U \to Q(U)$ such that $\tilde{Q} = Q$ on $\partial U$. 

Proof. It is obvious that (ii) implies (i). Let us show that (i) implies (ii). Let \( \mu \) be the Beltrami differential such that \( \mu = \bar{\partial}Q^{-1}/\partial Q^{-1} \) on \( Q(U \setminus A) \) and \( \mu = 0 \) otherwise. By the Measurable Riemann Mapping Theorem, there exists a \( g : \mathbb{C} \rightarrow \mathbb{C} \) quasiconformal map with Beltrami differential \( \mu \). Then \( g \circ Q : U \rightarrow g \circ Q(U) \) is a quasiconformal map and \( \bar{\partial}g \circ Q = 0 \) a.e. outside \( A \). Thus there exists a \( C\)-qc map \( G : U \rightarrow g \circ Q(U) \) such that \( G = g \circ h \) on \( \partial U \), where \( C = QD(A,U) < \infty \). Finally, let \( \tilde{Q} = g^{-1} \circ G \) and we are done.

We shall now recall the recursively notched square model developed in [10]. Let \( S = (0,1) \times (-1/2,1/2) \). Let \( \mathcal{I} \) denote the collection of the components of \( (0,1) \setminus \mathcal{C} \), where \( \mathcal{C} \) is the ternary Cantor set. Let

\[
\mathcal{N} = \bigcup_{I \in \mathcal{I}} I \times [-|I|/2,|I|/2],
\]

which is a countable disjoint union of closed squares. The following is [10, Lemma 2.1.1]:

**Theorem 4:** \( QD(\mathcal{N},S) < \infty \).

4.2. Reduce to the toy model. We will work on the polynomial map \( f_0 \) fixed at the beginning of this section. In the following we write \( \mathcal{R}(\theta) \) for \( \mathcal{R}_{f_0}(\theta) \). A geometric ray-pair is, by definition, a simple curve consisting of two distinct external rays together with their common landing point. A slice is an open set \( U \) bounded by two disjoint ray-pairs \( \mathcal{R}(\theta_i) \cup \mathcal{R}(\theta_i') \cup \{a_i\}, i = 1,2 \) such that no external ray lying inside \( U \) lands at either \( a_1 \) or \( a_2 \).

For every \( z_0 \in Z \), the external rays landing at \( z_0 \) cut the complex plane \( \mathbb{C} \) into finitely many sectors \( S_1(z_0), \ldots, S_n(z_0) \). Let

\[
S = \{ S_j(z) \mid z \in Z, \ 1 \leq j \leq n(z) \}.
\]

We list the elements in \( S \) as \( S_1, S_2, \ldots, S_\nu \) where \( \nu = \#S \). For each \( j \), the boundary of \( S_j \) is a geometric ray-pair: there exists \( \alpha_j \in \mathbb{Z} \) and \( \theta_j^- , \theta_j^+ \in \mathbb{R}/\mathbb{Z} \) such that

\[
\partial S_j = \mathcal{R}(\theta_j^-) \cup \{\alpha_j\} \cup \mathcal{R}(\theta_j^+).
\]

We order \( \theta_j^- , \theta_j^+ \) in such a way that

\[
\{ t \in \mathbb{R}/\mathbb{Z} : \mathcal{R}(t) \subset S_j \} = (\theta_j^- , \theta_j^+).
\]
Proposition 4.1: For each $j \in \{1, 2, \ldots, \nu\}$ and each $n$ sufficiently large, there exists a geometric ray-pair $\gamma_n^j = \mathcal{R}(t_n^-(j)) \cup \mathcal{R}(t_n^+(j)) \cup \{\alpha_n^j\}$ contained in $S_j$ with the following properties:

- $\alpha_n^j \in f_0^{-n}(\partial S)$;
- $\theta_j^-, t_n^-(j), t_n^+(j), \theta_j^+$ lie in $\mathbb{R}/\mathbb{Z}$ in the anticlockwise order;
- $\partial S_j$ and $\gamma_n^j$ bound a slice;
- $t_n^-(j) \to \theta_j^-, t_n^+(j) \to \theta_j^+$ as $n \to \infty$.

We postpone the proof of this proposition to the end of this section and show now how it implies Theorem 3.

Proof of Theorem 3'. For each $n$ large, let $\hat{S}_n^j$ be the slice bounded by $\gamma_n^j$ and $\partial S_j$ given by Proposition 4.1, and let

$$S_n^j = \{z \in \hat{S}_n^j : G(z) < 1/d^n\},$$

where $G$ is the Green function of $f_0$. So $\overline{S}_n^j$ is a finite union of closures of puzzle pieces of depth $n$. Choose $N_*$ sufficiently large so that the closure of $S_j := S_{N_*}^j$ is disjoint from the postcritical set of $f_0$. Let $q \gg N_*$ be a positive integer so that for any $j, j'$, the diameter of each component of $f_0^{-q}(S_j)$ is much smaller than that of $S_j$. For each $j \in \{1, 2, \ldots, \nu\}$, $f_0^q$ maps a neighborhood $Q_j$ of $\alpha_j$ conformally onto the component of the interior of $\bigcup_{j'=1}^\nu S_{j'}$ which contains $f_0^q(\alpha_j)$. Let $A_j = Q_j \cap S_j$. Then $A_j$ is a quasi-disk which contains $\alpha_j$ in its boundary and there is $\sigma(j) \in \{1, 2, \ldots, \nu\}$ such that $f_0^q(A_j) = S_{\sigma(j)}$. Similarly, there is a quasi-disk $B_j$ which is contained in $S_j$ and contains $\alpha_j$ in its boundary and $\tau(j) \in \{1, 2, \ldots, \nu\}$ such that $f_0^q(B_j) = S_{\tau(j)}$. Choosing $q$ large enough, we can ensure that $\overline{A_j} \cap \overline{B_j} = \emptyset$. Note that $m_d(\theta_j^+) = \theta_{\sigma(j)}^+$, $m_d(\theta_j^-) = \theta_{\sigma(j)}^-$, $m_d(t_{N_*}^-(j)) = \theta_{\tau(j)}^+$ and $m_d(t_{N_*}^+(j)) = \theta_{\tau(j)}^-$, where $m_d : \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ denotes the map $t \mapsto dt \mod 1$. Let

$$F : \bigcup_{j=1}^\nu \overline{A_j} \cup \overline{B_j} \to \bigcup_{j=1}^\nu \overline{S_j}$$

be the restriction of $f_0^q$. Let $A = (0, 1/3) \times (-1/6, 1/6)$, $B = (2/3, 1) \times (-1/6, 1/6)$ and $S = (0, 1) \times (-1/2, 1/2)$ and define a map

$$G : \bigcup_{j=1}^\nu \{j\} \times (A \cup B) \to \bigcup_{j=1}^\nu \{j\} \times S$$
as follows:

\[ G(j, z) = \begin{cases} 
  (\sigma(j), 3z), & \text{if } z \in A; \\
  (\tau(j), 3(1 - z)), & \text{if } z \in B.
\end{cases} \]

Let

\[ C_j = \{ z \in S_j \setminus (A_j \cup B_j) : G(z) \leq d^{-q-N_j} \} \]

and \( C = [1/3, 2/3] \times [-1/6, 1/6] \).

**Claim:** There is a qc homeomorphism \( H : \bigcup_{j=1}^{\nu} S^j \to \bigcup_{j=1}^{\nu} \{j\} \times S \) such that

1. \( H(A_j) = \{j\} \times A, H(B_j) = \{j\} \times B, H(C_j) = \{j\} \times C \),
2. \( H \circ F = G \circ H \) holds on \( \bigcup_{j=1}^{\nu} \overline{A_j \cup B_j} \).

Indeed, it suffices to prove there is a qc map \( H_0 : \bigcup_{j=1}^{\nu} S^j \to \bigcup_{j=1}^{\nu} \{j\} \times S \) such that (i) holds and (ii) holds on \( \bigcup_j (\partial A_j \cup \partial B_j) \) (with \( H \) replaced by \( H_0 \)). Indeed, once such a \( H_0 \) is constructed, we can construct inductively a sequence \( \{H_n\}_{n=0}^{\infty} \) of qc maps by pull-back which has the following properties:

- \( H_{n+1} = H_n \) on \( \bigcup_{j=1}^{\nu} S^j \setminus (A_j \cup B_j) \);
- \( H_n \circ F = G \circ H_{n+1} \) holds on \( \bigcup_{j=1}^{\nu} \overline{A_j \cup B_j} \).

These maps \( H_n \) have the same maximal dilatation as \( H_0 \), and they eventually stabilize for any point in the set

\[ X = \left\{ z \in \bigcup_{j=1}^{\nu} S^j : F^n(z) \notin \bigcup_{j=1}^{\nu} A_j \cup B_j \text{ for some } n \right\}. \]

Since \( F \) is uniformly expanding, the set \( X \) is dense in \( \bigcup_j S^j \); it follows that \( H_n \) converges to a qc map \( H \) which satisfies the requirements. For the existence of \( H_0 \), a concrete construction of a homeomorphism with the desired properties can be easily done using Böttcher coordinates with an extra property that it is qc in \( S^j \setminus \overline{A_j \cup B_j \cup C_j} \). It can be made global qc since \( S^j, A_j, B_j, C_j \) are all quasi-disks.

Now, let

\[ \mathcal{N}_j = \left\{ z \in S^j : \exists n \geq 1 \text{ such that } F^n(z) \text{ is well-defined and belongs to } \bigcup_{j'} C_{j'} \right\}. \]

Note that for each \( j \), \( H(\mathcal{N}_j) = \{j\} \times \mathcal{N} \), where \( \mathcal{N} \) is as in (4.2). Therefore,

\[ Q := \max_{j=1}^{\nu} QD(\mathcal{N}_j, S^j) < \infty. \]
Let $N = q + N_*$. Then any landing domain of

$$Y_N := \bigcup_{c \in \text{Crit}(f_0)} Y_N(c)$$

does not intersect $\bigcup_{k=0}^{q-1} \bigcup_{j=1}^{\nu} f_k^j(\partial A_j \cup \partial B_j)$. Therefore, $L_N \cap S^j \subset N_j$, so that

$$QD(L_N \cap S^j, S^j) \leq QD(N_j, S^j) \leq Q.$$

Now let $Y$ be an arbitrary Yoccoz puzzle piece of depth $m \geq 0$. Similarly as in the construction for $A_j$ and $B_j$ above, for each $x \in \partial Y \cap J(f)$, there is a quasi-disk $V_x$ which is contained in $Y$ and contains $x$ in its closure such that $f_0^m$ maps $V_x$ onto $S^j(x)$ for some $j(x) \in \{1, 2, \ldots, \nu\}$. Since $S^j(x)$ is a finite union of the closure of puzzle pieces of depth $N_*$ and disjoint from the postcritical set of $f_0$, for each $k = 0, 1, \ldots, m - 1$, $f^k(V_x)$ is a finite union of the closure of puzzle pieces of depth $N_* + m - k$ ($< m + N$) and does not contain a critical point of $f_0$, so $f^k(V_x) \cap Y_{m+N} = \emptyset$. It follows that $f_0^m$ maps $V_x \cap L_{m+N}$ onto $S^j(x) \cap L_{m+N}$. Therefore

$$QD(L_{m+N} \cap V_x, V_x) = QD(L_{m+N} \cap S^j(x), S^j(x)) \leq QD(L_N \cap S^j(x), S^j(x)) \leq Q.$$

These $V_x$’s are pairwise disjoint since each of them is mapped onto a component of $\bigcup_j S^j$ univalently under $f_0^m$. Noting that $(Y \cap L_{m+N}) \setminus \bigcup_{x \in \partial Y \cap J(f)} V_x$ is compactly contained in $Y$, we conclude that

$$QD(L_{m+N} \cap Y, Y) < \infty.$$  

**Proof of Proposition 4.1.** We denote by $Y^j_n$ the unique puzzle piece of depth $n$ which attaches $\alpha^j$ and is contained in the sector $S_j$. By Proposition 3.1, when $n$ is sufficiently large, $Y^j_n$ is disjoint from the postcritical set of $f_0$. Fix $n_0$ large so that for each $j$, there exists $\alpha_{n_0}^j \in Y^j_{n_0} \cap J(f_0)$ with $\alpha_{n_0}^j \notin Z$. Let $R(s^-_j)$ and $R(s^+_j)$ be the external rays landing at $\alpha_{n_0}^j$ which are the boundary curves of $Y^j_{n_0}$. We assume that $\theta^-_j, s^-_j, s^+_j, \theta^+_j$ lie in $\mathbb{R}/\mathbb{Z}$ in the anticlockwise cyclic order.

For $n \geq n_0$, we define two angles $t^-_n(j)$ and $t^+_n(j)$ as follows:

$$t^-_n(j) := \sup\{\theta \in (\theta^-_j, s^-_j) \mid R(\theta) \cap Y^j_n \neq \emptyset\}$$

and

$$t^+_n(j) := \inf\{\theta \in (s^+_j, \theta^+_j) \mid R(\theta) \cap Y^j_n \neq \emptyset\}.$$
CLAIM 1: For every $1 \leq j \leq \nu$ and any $n \geq n_0$, the two external rays $R(t_n^-(j))$ and $R(t_n^+(j))$ land at the same point, denoted by $\alpha_j^n$.

Let $R^n(t) = R(t) \cap \{z \mid G_{f_0}(z) < d^{-n}\}$. Clearly, $R^n(t_n^-(j))$ and $R^n(t_n^+(j))$ are on the boundary of $Y^n_j$ and are the closest rays (on the boundary of $Y^n_j$) to $R(s_j^-)$ and $R(s_j^+)$ respectively. First, we show that $R(t_{n_0+1}^-(j))$ and $R(t_{n_0+1}^+(j))$ land at the same point.

CASE 1. $\alpha_{n_0}^j \in Y^j_{n_0+1}$. Then $t_{n_0+1}^\pm(j) = s_j^\pm$, and so the claim holds.

CASE 2. $\alpha_{n_0}^j \notin Y^j_{n_0+1}$. Then there exists $t^-$ and $t^+$ such that

- $R(t^\pm)$ intersects the boundary of $Y^j_{n_0+1}$ with a common landing point $\alpha \notin \{\alpha_{n_0}^j, \alpha_j^j\}$;
- $R(t^+ \cup R(t^-) \cup \{\alpha\}$ separates $\alpha_{n_0+1}^j$ from $\alpha_j^j$.

Without loss of generality, assume $t^- \in (\theta_j^-, s_j^-)$. Then $t^+ \in (s_j^+, \theta_j^+)$. So for any $t \in (t_-, s_j^-)$, $R(t)$ is disjoint from $Y^j_{n_0+1}$, hence $t^- = t_{n_0+1}^-$. Similarly, $t^+ = t_{n_0+1}^+$. Thus $t_{n_0+1}^- \sim_{\lambda_{f_0}} t_{n_0+1}^+$.

The general case can be proved similarly by induction.

It is clear that $\partial S_j$ and $\gamma_{n}^j = R(t_n^-(j)) \cup R(t_n^+(j)) \cup \{\alpha_{n}^j\}$ bound a slice for each $n \geq n_0$. So it remains to show

CLAIM 2: The sequence $\{t_n^-(j)\}_{n>n_0}$ decreases monotonically to $\theta_j^-$ and $\{t_n^+(j)\}_{n>n_0}$ increases monotonically to $\theta_j^+$ for all $j$.

Since diam($Y^j_n$) converges to 0, $\alpha_{n}^j \to \alpha_j^j$. Obviously, $\{t_n^-(j)\}$ is monotonically decreasing, thus it converges to some $\theta \in [\theta_j^-, s_j^-]$. If $\theta \neq \theta_j^-$, then $\alpha_{n}^j$ converges to the landing point of $R(\theta)$ which is not equal to $\alpha_j^j$. This leads to a contradiction.

5. Thurston’s algorithm

5.1. Thurston’s algorithm. The Thurston algorithm was introduced by Thurston to construct a rational map that is combinatorially equivalent to a given branched covering of the 2-sphere. See [5]. The algorithm goes as follows. Let $\hat{f} : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ be a quasi-regular map of degree $d > 1$. Given a qc map $h_0 : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$, let $\sigma_0$ be the standard complex structure on $\hat{\mathbb{C}}$ and $\sigma = (h_0 \circ \hat{f})^* \sigma_0$. By the Measurable Riemann Mapping Theorem, there exists a qc map $h_1 : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ with $h_1^* \sigma_0 = \sigma$ so that $Q_0 := h_0 \circ \hat{f} \circ h_1^{-1}$ is a rational map of degree $d$. The qc
map $h_1$ is unique up to composition with a Möbius transformation. Applying the same argument to $h_1$ instead of $h_0$, we obtain a qc map $h_2$ and a rational map $Q_1$ of degree $d$ such that $Q_1 \circ h_2 = h_1 \circ \tilde{f}$. Repeating the argument, we obtain a sequence of normalized qc maps $\{h_n\}_{n=0}^{\infty}$ and a sequence of rational maps $\{Q_n\}_{n=1}^{\infty}$ of degree $d$ such that $Q_n \circ h_{n+1} = h_n \circ \tilde{f}$. The question is to study the convergence of $\{h_n\}_{n=1}^{\infty}$ and $\{Q_n\}_{n=1}^{\infty}$ after suitable normalization.

In [18], Rivera-Letelier applied the algorithm to a certain class of quasi-regular maps which may have non-recurrent branched points with infinite orbits. In this section, we shall modify his argument and prove a convergence theorem for a quasi-regular map $\tilde{f} : \mathbb{C} \to \mathbb{C}$ where the irregular part has a nice Markov structure.

For simplicity, we shall assume that $\tilde{f}$ satisfies the following: $\tilde{f}^{-1}(\infty) = \infty$ and $\tilde{f}$ is holomorphic in a neighborhood of $\infty$. Below, we shall use the terminology quasi-regular polynomial for such a map.

An open set $B$ is called nice if each component of $B$ is a Jordan disk and $\tilde{f}^k(\partial B) \cap B = \emptyset$ for each $k \geq 1$. Let

$$D(B) = \{ z \in \mathbb{C} : \exists n \geq 1 \text{ such that } \tilde{f}^n(z) \in B \}$$

denote the domain of the first entry map to $B$. We say that a nice open set $B$ is free if

$$P(\tilde{f}) \cap \overline{B} = \emptyset,$$

where

$$P(\tilde{f}) = \bigcup_{c \in \text{Crit}(\tilde{f})} \bigcup_{n \geq 1} \{ \tilde{f}^n(c) \},$$

and Crit($\tilde{f}$) denotes that set of the ramification points of $\tilde{f}$. We say that an open set $B$ is $M$-nice if it is nice and for each component $B$ of $B$, the following three conditions hold:

(5.1) $\text{diam}(B)^2 \leq M \text{area}(B)$;

(5.2) $\frac{\text{area}(B \setminus D(B))}{\text{area}(B)} > M^{-1}$;

(5.3) $QD(D(B) \cap B, B) \leq M$,

where $QD$ is as defined in §4.
**Theorem 5:** Let \( \tilde{f} : \hat{C} \to \hat{C} \) be a quasi-regular polynomial of degree \( d \geq 2 \) and let \( A \subset \hat{C} \) be a Borel set such that \( \partial \tilde{f} = 0 \) a.e. outside \( A \). Assume that there is a free open set \( B \) which is \( M \)-nice for some \( M < \infty \) and a positive integer \( T \) such that

\[
\text{for every } z \text{ and } n \geq 1, \quad \text{if } \tilde{f}^j(z) \notin B \text{ for each } 0 \leq j < n,
\]

\[
(*) \quad \text{then } \# \{0 \leq k < n : \tilde{f}^k(z) \in A \} \leq T.
\]

Then there is a continuous surjection \( h : \hat{C} \to \hat{C} \) and a rational map \( f : \hat{C} \to \hat{C} \) of degree \( d \) such that \( f \circ h = h \circ \tilde{f} \). Moreover, there is a qc map \( \lambda_0 \) such that \( \lambda_0(z) = h(z) \) whenever \( z \notin \bigcup_{n=0}^{\infty} \tilde{f}^{-n}(B) \) and such that \( \partial \lambda_0 = 0 \) holds a.e. on the set \( \{ z \in \hat{C} : \tilde{f}^n(z) \notin A, \forall n \geq 0 \} \).

The rest of this section is devoted to a proof of the theorem. Without loss of generality, we may assume that \( B \subset A \). Note that \( D(B) \cup B \) is compactly contained in \( C \). Starting with \( h_0 = id \), we construct a sequence of qc maps \( h_n \) as above, normalized so that \( h_n(z) = z + o(1) \) near infinity. Note that there is a neighborhood \( V \) of \( \infty \) such that \( \tilde{f}^{-1}(V) \subset V \), so that all the maps \( h_n \) are conformal in \( V \).

For a map \( \varphi : C \to \hat{C} \) and \( z \in C \), let

\[
H(\varphi; z) = \limsup_{r \downarrow 0} \frac{\sup_{|w-z|=r} |\varphi(w) - \varphi(z)|}{\inf_{|w-z|=r} |\varphi(w) - \varphi(z)|}.
\]

So if \( \varphi \) is differentiable at \( z \) with a positive Jacobian, then

\[
H(\varphi; z) = \frac{|\partial \varphi(z)| + |\overline{\partial} \varphi(z)|}{|\partial \varphi(z)| - |\overline{\partial} \varphi(z)|}.
\]

Fix \( K > 1 \) such that \( \tilde{f} \) is \( K \)-quasi-regular. Let us call a point \( z \in C \) regular if the following hold:

1. \( \tilde{f}^n(z) \) is not a ramification point of \( \tilde{f} \) for any \( n \geq 0 \);
2. for any non-negative \( n \) and \( m \), the maps \( h_n \) and \( \tilde{f} \) are differentiable at \( \tilde{f}^m(z) \) with a positive Jakobian. Moreover,

\[
H(f; \tilde{f}^m(z)) \leq K.
\]

Note that Lebesgue almost every point in \( C \) is regular.
Lemma 5.1: If $z$ is a regular point, then for any integers $k > n \geq 0$, the following hold:

$$H(h_k \circ h_n^{-1}, h_n(z)) = H(f^{k-n}; f^n(z))$$

(5.4)

$$\leq \prod_{j=n}^{k-1} H(f; f^j(z)) \leq K\#\{n \leq j < k : f^j(z) \in A\}.$$ 

Proof. The equality follows from the identity

$$\tilde{f}^{k-n} \circ (Q_0 \circ Q_1 \circ \cdots \circ Q_{n-1}) \circ h_n = Q_0 \circ \cdots \circ Q_{k-1} \circ h_k = \tilde{f}^k.$$ 

The first inequality follows from the definition of $H$ and the second inequality follows from the assumption that $z$ is regular. \[\square\]

Define

$$\tilde{K}(n) := \{z \mid \tilde{f}^k(z) \notin A, \text{ for all } k \geq n\}$$

and

$$\tilde{L}(n) = \{z \mid \tilde{f}^k(z) \notin B, \text{ for all } k \geq n\} \supset \tilde{K}(n).$$

As $B$ is open, $\tilde{L}(n)$ is closed for each $n \geq 0$.

Lemma 5.2: For every $k > n$, $\partial(h_k \circ h_n^{-1}) = 0$ a.e. on $h_n(\tilde{K}(n))$. Moreover, there exists a $K'$-qc map $h_{k,n}$ such that $h_{k,n} = h_k \circ h_n^{-1}$ on $h_n(\tilde{L}(n))$.

Proof. For each regular $z \in \tilde{K}(n)$, $\#\{n \leq j < k : \tilde{f}^j(z) \in A\} = 0$. So by Lemma 5.1, $H(h_k \circ h_n^{-1}; h_n(z)) = 1$. Since a qc map is absolutely continuous, the first statement follows.

Now let us turn to the second statement. Note that for each regular $z \in \tilde{L}(n)$,

$$H(h_k \circ h_n^{-1}; h_n(z)) \leq K^T,$$ 

since by assumption (*), $\#\{n \leq j < k : \tilde{f}^j(z) \in A\} \leq T$. Put $K' = K^{4T+1}M$.

Claim: For each component $W$ of $\mathbb{C} \setminus \tilde{L}(n)$, there is a $K'$-qc map $h_{k,n}^W$ from $h_n(W)$ onto its image such that

$$h_{k,n}^W|\partial h_n(W) = h_k \circ h_n^{-1}|h_n(\partial W).$$

Once this claim is proved, we can obtain a homeomorphism $h_{k,n} : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ which coincides with $h_k \circ h_n^{-1}$ outside $\tilde{L}(n)$ and coincides with $h_{k,n}^W$ on $h_n(W)$ for each component $W$ of $\mathbb{C} \setminus \tilde{L}(n)$. By [4, Lemma 2 in Chapter 1], the map $h_{k,n}$ is $K'$-qc.
To prove the claim, let \( w \) be the smallest integers such that \( w \geq n \) and \( \tilde{f}^w(W) \cap B \neq \emptyset \). Since \( B \) is nice and disjoint from the postcritical set of \( \tilde{f} \), \( \tilde{f}^w \) maps \( W \) homeomorphically onto a component \( B \) of \( \mathcal{B} \), and \( \tilde{f}^k(W) \cap B = \emptyset \) for each \( n \leq k < w \). By the assumption \((*)\), for any \( z \in W \),

\[
\#\{n \leq j < w : \tilde{f}^j(z) \in A\} \leq T.
\]

By Lemma 5.1, if \( z \) is regular, then for any \( n < k \leq w \),

\[
H(h_k \circ h_n^{-1}; h_n(z)) = H(\tilde{f}^{k-n}; \tilde{f}^n(z)) \leq K^T.
\]

In particular, if \( n < k \leq w \), then \( h_k \circ h_n^{-1} \) is \( K^T \)-qc on \( h_n(W) \). Assume now that \( k > w \) and let \( W' = (\tilde{f}^w(W))^{-1}(D(B) \cap B) \). Since \( \tilde{f}^n \circ h_n^{-1} \) is conformal on \( h_n(W) \) and \( \tilde{f}^{w-n} \) is a \( K^T \)-qc map in \( \tilde{f}^n(W) \), by Lemma 4.2, we have

\[
\text{QD}(h_n(W'), h_n(W)) \leq K^{2T} \text{QD}(D(B) \cap B, B) \leq K^{2T} M.
\]

For each \( z \in W \setminus W' \), \( \tilde{f}^w(z) \notin D(B) \), so \( \tilde{f}^j(z) \notin B \) for all \( j > w \). By assumption \((*)\), it follows that

\[
\#\{n \leq j < k : \tilde{f}^j(z) \in A\} \leq 2T + 1.
\]

Thus for a regular \( z \in W \setminus W' \), \( H(h_k \circ h_n^{-1}; h_n(z)) \leq K^{2T+1} \). It follows by Lemma 4.3 that there is a \( K' \)-qc map defined on \( h_n(W) \) which has the same boundary value as \( h_k \circ h_n^{-1} \).

By compactness of normalized \( K \)-qc maps and the diagonal argument, there exists a sequence \( \{k_j\}_{j=1}^{\infty} \) of positive integers such that for each \( n \), \( h_{k_j,n} \) converges locally uniformly in \( \mathbb{C} \) to a \( K' \)-qc map \( \lambda_n : \mathbb{C} \to \mathbb{C} \). Since \( \overline{\partial} h_{k_j,n} \) and \( \overline{\partial} \lambda_n \) have bounded norm in \( L^2(\mathbb{C}) \) and \( \overline{\partial} h_{k_j,n} \) converges to \( \overline{\partial} \lambda_n \) in the sense of distribution, it follows that

\[
(5.6) \quad \overline{\partial} \lambda_n = 0 \quad \text{a.e. on } h_n(\overline{\mathcal{K}}(n)).
\]

**Lemma 5.3:** For each \( k > n \geq 0 \),

\[
\lambda_n \circ h_n = \lambda_k \circ h_k \quad \text{on } \overline{\mathcal{L}}(n).
\]

**Proof.** For each \( j \) large enough so that \( k_j > k > n \), since \( \overline{\mathcal{L}}(n) \subset \overline{\mathcal{L}}(k) \),

\[
h_{k_j,n} \circ h_n = h_{k_j} = h_{k_j} \circ h_k = h_{k_j,k} \circ h_k
\]

is valid on \( \overline{\mathcal{L}}(n) \). Letting \( j \) go to infinity, we obtain \( \lambda_n \circ h_n = \lambda_k \circ h_k \) on \( \overline{\mathcal{L}}(n) \). \( \blacksquare \)
5.2. LIMIT GEOMETRY. Let $\mathcal{L}(n) = \lambda_n \circ h_n(\tilde{\mathcal{L}}(n))$ and $\mathcal{K}(n) = \lambda_n \circ h_n(\tilde{\mathcal{K}}(n))$. Since we assume $A \supset B$, $\mathcal{K}(n) \subset \mathcal{L}(n)$. By Lemma 5.3, for $k \geq n$, we have

$$\mathcal{L}(n) = \lambda_k \circ h_k(\tilde{\mathcal{L}}(n)) \subset \lambda_k \circ h_k(\tilde{\mathcal{L}}(k)) = \mathcal{L}(k)$$

and

$$\mathcal{K}(n) = \lambda_k \circ h_k(\tilde{\mathcal{K}}(n)) \subset \lambda_k \circ h_k(\tilde{\mathcal{K}}(k)) = \mathcal{K}(k).$$

By (5.6), $\lambda_n^{-1}$ is conformal a.e. on $\mathcal{K}(n)$.
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**Lemma 5.4:** There exists $M' > 0$ such that for any $n \geq 0$ and any component $W$ of $\mathbb{C} \setminus \mathcal{L}(n)$,

$$\text{diam}(W)^2 \leq M' \text{area}(W).$$

**Proof.** Let $\tilde{W} = (\lambda_n \circ h_n)^{-1}(W)$. Let $w$ be the minimal integer such that $w \geq n$ and $\tilde{f}^w(\tilde{W}) \cap B \neq \emptyset$. Then $\tilde{W}$ is a component of $\mathbb{C} \setminus \tilde{\mathcal{L}}(w)$ and $\tilde{f}^w$ maps $\tilde{W}$ homeomorphically onto a component $B$ of $B$. So $\varphi := Q_0 \circ Q_1 \circ \cdots \circ Q_{w-1}$ maps $h_w(\tilde{W})$ conformally onto $B$. Moreover, since $B$ has a definite neighborhood disjoint from $P(\tilde{f})$, the conformal map $\varphi$ has bounded distortion. Thus $\text{diam}(h_w(\tilde{W}))^2/\text{area}(h_w(\tilde{W}))$ is bounded from above. Since $\lambda_w$ are normalized $K'$-qc maps and $\lambda_w(h_w(\tilde{W})) = W$, the statement follows.

**Lemma 5.5:**

1. The Lebesgue measure of the set $\mathbb{C} \setminus \mathcal{L}(n)$ tends to zero as $n \to \infty$.

2. $\lim_{n \to \infty} \sup \{\text{diam}(W) : W \text{ is a component of } \mathbb{C} \setminus \mathcal{L}(n)\} = 0$.

**Proof.** The second statement follows from the first since all components of $\mathbb{C} \setminus \mathcal{L}(n)$ have uniformly bounded shape by Lemma 5.4.

To prove the first statement, we shall use a martingale type argument. Let $\mathcal{W}$ denote the collection of components of $\mathbb{C} \setminus \mathcal{L}(n)$, where $n$ runs over all non-negative integers. Let $\mathcal{W}^0$ denote the maximal elements in $\mathcal{W}$, i.e., those that are not contained in any other. For each $k \geq 1$, define inductively $\mathcal{W}^k$ to be
the maximal elements in \( \mathcal{W} \setminus \bigcup_{0 \leq j < k} \mathcal{W}^j \). So \( \mathcal{W} \) is the disjoint union of \( \mathcal{W}^k \), \( k = 0, 1, \ldots \). Note that

\[
\mathcal{C} \setminus \bigcup_{n} \mathcal{L}(n) \subset \bigcap_{k=0}^{\infty} \bigcup_{W \in \mathcal{W}^k} W.
\]

It suffices to show that there is a constant \( \lambda \in (0, 1) \) such that for \( k \geq 0 \) and each \( W \in \mathcal{W}^k \),

\[
\frac{\text{area}(W \cap (\bigcup_{W' \in \mathcal{W}^{k+1}} W'))}{\text{area}(W)} \leq \lambda.
\]

(5.7)

To this end, fix such a \( W \). Note that there is \( n \) such that \( \tilde{W} := (\lambda_n \circ h_n)^{-1}(W) \) satisfies the following: \( \tilde{f}^n \) maps \( \tilde{W} \) homeomorphically onto a component \( B \) of \( \mathcal{B} \). So \( \varphi := Q_0 \circ Q_1 \circ \cdots \circ Q_{n-1} \) maps \( \lambda_n^{-1}(W) \) conformally onto \( B \) and maps \( \lambda_n^{-1}(W \setminus (\bigcup_{W' \in \mathcal{W}^{k+1}} W')) \) onto \( B \setminus D(B) \). Since \( B \) has a definite neighborhood disjoint from \( P(\tilde{f}), \varphi|\lambda_n^{-1}(W) \) has bounded distortion. Thus

\[
\frac{\text{area}(\lambda_n^{-1}(W \setminus (\bigcup_{W' \in \mathcal{W}^{k+1}} W')))}{\text{area}(\lambda_n^{-1}(W))} \geq C \frac{\text{area}(B \setminus D(B))}{\text{area}(B)} > \frac{C}{M},
\]

where \( C > 0 \) is independent of \( W \). Since \( \lambda_n \) are normalized \( K' \)-qc maps, (5.7) follows.

\[\text{Lemma 5.6: } \bigcup_{n=0}^{\infty} \mathcal{K}(n) = \bigcup_{n=0}^{\infty} \mathcal{L}(n).\]

\[\text{Proof.} \text{ By the assumption } (*), \]

\[\bigcup_{n} \tilde{\mathcal{K}}(n) = \bigcup_{n} \tilde{\mathcal{L}}(n). \]

Arguing by contradiction, assume that there exists \( z \in (\bigcup_{n} \mathcal{L}(n)) \setminus (\bigcup_{n} \mathcal{K}(n)) \). Then there exists \( n_0 \) such that for all \( n \geq n_0 \), \( z \in \mathcal{L}(n) \setminus \mathcal{K}(n) \). By definition, there exists \( \tilde{z}_n \in \tilde{\mathcal{L}}(n) \setminus \tilde{\mathcal{K}}(n) \) such that \( \lambda_n \circ h_n(\tilde{z}_n) = z \). Then

\[
\lambda_{n+1} \circ h_{n+1}(\tilde{z}_n) = \lambda_n \circ h_n(\tilde{z}_n) = z = \lambda_{n+1} \circ h_{n+1}(\tilde{z}_{n+1}),
\]

so \( \tilde{z}_{n+1} = \tilde{z}_n \). Therefore \( \tilde{z} = \tilde{z}_{n_0} \) satisfies \( \tilde{z} \in (\bigcup_{n=n_0}^{\infty} \tilde{\mathcal{L}}(n)) \setminus (\bigcup_{n=0}^{\infty} \tilde{\mathcal{K}}(n)) \). This is absurd.

\[\text{Proof of Theorem 5.} \text{ By Lemma 5.3, } \lambda_n \circ h_n = \lambda_k \circ h_k \text{ on } \tilde{\mathcal{L}}(n) \text{ for all } k > n; \text{ we obtain } \lambda_n \circ h_n(\tilde{W}) = \lambda_k \circ h_k(\tilde{W}) \text{ for all component } \tilde{W} \text{ of } \mathcal{C} \setminus \tilde{\mathcal{L}}(n). \text{ By Lemma 5.5,}
\]

\[
\sup_{z \in \mathcal{C}} |\lambda_k \circ h_k(z) - \lambda_n \circ h_n(z)| \leq 2 \sup_{\tilde{W}} \text{diam } \lambda_n \circ h_n(\tilde{W}) \to 0
\]
as $n$ tends to $\infty$, so $\lambda_n \circ h_n$ converges uniformly to a continuous function $h : \mathbb{C} \to \mathbb{C}$. Similarly,

$$\sup_{z \in \mathbb{C}} |\lambda_k \circ Q_k \circ \lambda_{k+1}^{-1}(z) - \lambda_n \circ Q_n \circ \lambda_{n+1}^{-1}(z)|$$

$$= \sup_{z \in \mathbb{C}} |\lambda_k \circ h_k \circ \tilde{f} \circ h_{k+1}^{-1} \circ \lambda_{k+1}^{-1}(z) - \lambda_n \circ h_n \circ \tilde{f} \circ h_{n+1}^{-1} \circ \lambda_{n+1}^{-1}(z)|$$

$$= 2 \sup_W \text{diam} W \to 0$$

as $n$ tends to $0$, so $\lambda_n \circ Q_n \circ \lambda_{n+1}^{-1}$ converges uniformly to a proper map $f : \mathbb{C} \to \mathbb{C}$.

Recall that $\lambda_n^{-1}$ is a normalized $\tilde{K}$-qc map and conformal Lebesgue a.e. on $K(n)$. By Lemma 5.5 (1) and Lemma 5.6, $\bigcup_n K(n) = \bigcup_n L(n)$ has full Lebesgue measure. By [18, Lemma B.1], $\lambda_n^{-1}$ converges uniformly to identity, hence so does $\lambda_n$.

We conclude that $h_n$ converges uniformly to a continuous map $h$ and $Q_n$ converges uniformly to a rational map $f$ of degree $d$. Thus $h \circ \tilde{f} = f \circ h$. On $\tilde{L}(0)$,

$$h(z) = \lim_{n \to \infty} \lambda_n \circ h_n(z) = \lambda_0 \circ h_0(z) = \lambda_0(z).$$

6. Qc surgery and proof of the Main Theorem

As before, we fix $f_0 \in \text{Poly}(d)$ which is postcritically finite, hyperbolic and primitive, let $T = (|T|, \sigma, \delta)$ denote the reduced mapping scheme of $f_0$ and let $r : |T| \to \mathbb{N}$ denote the return time function. We also fix a collection $\{\theta_\mathbf{v}\}_{\mathbf{v} \in |T|}$ of external angles such that $d^r(\mathbf{v}) \theta_\mathbf{v} = \theta_{\sigma(\mathbf{v})} \mod 1$ and such that $\mathcal{R}_{f_0}(\theta_\mathbf{v})$ lands on the boundary of $\mathbf{v}$, for each $\mathbf{v} \in |T|$, according to Lemma 2.1.

Choosing two large positive integers $N_0 < N_1$ such that the following hold for each $\mathbf{v} \in |T|$:

- $f_0^j(\mathbf{Y}_N(\mathbf{v}))$, $\mathbf{v} \in |T|$, $0 \leq j < r(\mathbf{v})$, are pairwise disjoint;
- $f_0^{r(\mathbf{v})} : \mathbf{Y}_{N_0}(\mathbf{v}) \to \mathbf{Y}_{N_0-r(\mathbf{v})}(\sigma(\mathbf{v}))$ has degree $\delta(\mathbf{v})$;
- putting $N'_0 = N_0 + N + \max_\mathbf{v} r(\mathbf{v})$, $\mathbf{Y}_{N_1}(\mathbf{v}) \subset \mathbf{Y}_{N'_0}(\mathbf{v})$,

where $N$ is as in Theorem 3.
Applying the ‘thickening’ procedure ([16] and [9, Lemma 5.13]), we obtain quasi-disks $U'_v \subseteq U''_v$, with $U'_v \supset Y_{N_1 + r(v)}(v)$ and $Y_{N_0 + N}(v) \supset Y_{N_1}(v)$ and such that $f_0^{r(v)} : U'_v \to U''_v$ again has degree $\delta(v)$. Then the map

$$F_0 : \bigcup_{v \in |T|} \{v\} \times U'_v \to \bigcup_{v} \{v\} \times U''_v$$

defined by

$$F_0|U'_v = f_0^{r(v)}|U'_v,$$

is a GPL map over $T$, with filled Julia set equal to $\bigcup_{v} \{v\} \times \n$. We may choose these domains $U'_v$ and $U''_v$ so that $R_{f_0}(\theta_v)$ intersects $\partial U'_v$ (resp. $\partial U''_v$) at a single point. Let

$$U_v = \{z \in U'_v : F_0(v, z) \in \{\sigma(v)\} \times U'_v \}.$$

**Theorem 6:** Given $g \in \mathcal{C}(T)$ there exists a quasi-regular map $\tilde{f}$ of degree $d$ with the following properties:

1. $f_0(z) = \tilde{f}(z)$ for each $z \in \mathbb{C} \setminus (\bigcup_v U'_v)$.
2. There exist quasi-disks $U_{v,g} \subseteq U'_v$ such that $\tilde{f}$ is holomorphic in $U_{v,g}$ and the map

$$\tilde{F} : \bigcup_{v} \{v\} \times U_{v,g} \to \bigcup_{v} \{v\} \times U'_v, \quad (v, z) \mapsto (\sigma(v), \tilde{f}^{r(v)}(z)),$$

is a GPL map over $T$ which is conformally conjugate to $g$ near their filled Julia set. More precisely, there are quasi-disks $V_{v,g} \subseteq U_{v,g}$ such that $g : \bigcup_{v} \{v\} \times V_{v,g} \to \bigcup_{v} \{v\} \times V_{v,g}^{'}$ is a GPL map over $T$, and for each $v \in |T|$ there is a conformal map $\varphi_v : U'_v \to V_{v,g}$ such that $\varphi_v(U_{v,g}) = V_{v,g}$ and

$$\varphi_{\sigma(v)} \circ \tilde{f}^{r(v)} = g \circ \varphi_v \quad \text{holds on } U_{v,g}.$$

3. Furthermore, if $\ell_v$ denotes the union of

$$R_{f_0}(\theta_v) \setminus U'_v \quad \text{and} \quad \varphi^{-1}_v(R_g(v,0) \cap V_{v,g}^{'},$$

then $\ell_v$ is a ray, that is a simple curve starting from infinity, and

$$\tilde{f}^{r(v)}(\ell_v) = \ell_{\sigma(v)}.$$
Proof. Let \( a'_v \) (resp. \( a_v \)) denote the unique intersection point of \( \mathcal{R}_{f_0}(\theta_v) \) with \( \partial U'_v \) (resp. \( U_v \)). Let
\[
V'_{v,g} = \{ z \in \mathbb{C} : |G_g(v,z)| < 1 \} \quad \text{and} \quad V_{v,g} = \{ z \in \mathbb{C} : |G_g(v,z)| < 1/\delta(v) \},
\]
where \( G_g \) is the Green function of \( g \). Let \( a'_{v,g} \) (resp. \( a_{v,g} \)) denote the unique intersection point of the external ray \( \mathcal{R}_g(v,0) \) with \( \partial V'_{v,g} \) (resp. \( \partial V_{v,g} \)).

Let \( \varphi_v \) denote the unique Riemann mapping from \( U'_v \) onto \( V'_{v,g} \) such that
\[
\varphi_v(a'_v) = a'_{v,g} \quad \text{and} \quad \varphi_v(a(v)) = a_{v,g}.
\]
Define \( U_{v,g} = \varphi_v^{-1}(V_{v,g}) \) and define
\[
\tilde{f}|U_{v,g} = (f^{r(v)}|f(U'_v))^{-1} \circ (\varphi_v^{-1} \circ g \circ \varphi_v)
\]
which is a holomorphic proper map of degree \( \delta(v) \). Finally, define \( \tilde{f} \) on each annulus \( U'_v \setminus U_{v,g} \) so that \( \tilde{f} \) is a quasi-regular covering map from this annulus to \( f_0(U'_v \setminus U_v) \) of degree \( \delta(v) \) and \( \tilde{f} \) maps the arc \( \varphi_v^{-1}(\mathcal{R}_g(v,0) \cap (V'_v \setminus V_v)) \) onto the arc \( f_0(\mathcal{R}_{f_0}(\theta_v) \cap (U'_v \setminus U_v)) \). All the desired properties are easily checked.

Proof of the Main Theorem (Surjectivity). Let \( \tilde{f} \) be the quasi-regular map constructed in Theorem 6, and let \( C \geq 1 \) be the maximal dilatation of \( \tilde{f} \). Let us check that it satisfies the conditions of Theorem 5. Firstly, it is a quasi-regular polynomial and \( \partial f = 0 \) a.e. on \( \mathbb{C} \setminus A \), where
\[
A := \bigcup_{v \in |T|} U'_v \setminus U_{v,g} \subset \bigcup_{v} Y_{N_0+N}(v).
\]
To construct the set \( B \), let
\[
R(A) = \{ x \in A : \exists n \geq 1 \text{ such that } \tilde{f}^n(z) \in A \}
\]
be the return domain to \( A \) under \( \tilde{f} \). For every \( x \in R(A) \), there is a smallest integer \( k = k(x) \) such that \( \tilde{f}^k(x) \in \bigcup_v Y_{N_0}(v) \setminus \overline{Y_{N_0+r(v)}(v)} =: \Omega \). It is easy to see that \( Q := \sup_{x \in R(A)} k(x) < \infty \). Let
\[
E = \{ z \in \Omega : \exists n \geq 1, \text{ such that } \tilde{f}^n(z) \in \bigcup_v Y_{N_0}(v) \},
\]
and let \( B \) be the union of components of \( D(E) \) which intersect \( R(A) \). So \( B \supset R(A) \). Consequently, if \( \tilde{f}^j(z) \notin B \) for \( 0 \leq j < n \), then
\[
\# \{ 0 \leq j < n : \tilde{f}^j(z) \in A \} \leq 1.
\]
So the condition (*) in Theorem 5 holds with \( T = 1 \).
Let us show that $\mathcal{B}$ is a free $M$-nice set for some $M > 0$. To this end, we first observe that $E$ and hence $\mathcal{B}$ is a nice set of $\tilde{f}$. Since $\overline{\Omega}$ is disjoint from the postcritical set of $\tilde{f}$ and $\mathcal{B} \subset \bigcup_{k=0}^{Q} \tilde{f}^{-k}(\Omega)$, $\mathcal{B}$ is free. Fix a component $B$ of $\mathcal{B}$, let $s$ be the entry time of $B$ into $E$, and let $t$ denote the return time of $\tilde{f}^{s}(B)$ into $\bigcup_{\mathcal{V}} Y_{N_{0}}(v)$. Then $\tilde{f}^{s+t}$ maps $B$ homeomorphically onto a component of $\bigcup_{\mathcal{V}} Y_{N_{0}}(v)$ and the map $\tilde{f}^{s+t}|B$ is $C$-qc. In fact, for each $x \in B$,

$$\#\{0 \leq j < s : \tilde{f}^{j}(x) \in A\} \leq 1$$

and $\tilde{f}^{t}|\tilde{f}^{s}(B) = f_{0}^{t}|\tilde{f}^{s}(B)$ is conformal. Our assumption on $N_{1}$ and $N_{0}$ ensures that $B \subset \mathcal{B} \subset \bigcup_{\mathcal{V}} Y_{N_{0}+N}(v)$, so that $\tilde{f}^{s+t}(D(B) \cap B) \subset L_{N_{0}+N}$. It follows from Lemma 4.2 and Theorem 3' that

$$QD(D(B) \cap B, B) \leq C^{2} \max_{v \in [T]} (L_{N_{0}+N} \cap Y_{N_{0}}(v), Y_{N_{0}}(v)) =: M < \infty.$$ 

Since $\tilde{f}^{s+t}|B$ extends to a $C$-qc map onto a neighborhood of $\tilde{f}^{s+t}(B)$, enlarging $M$ if necessary, we have that

$$M \text{area}(B) \geq \text{diam}(B)^{2} \quad \text{and} \quad M \text{area}(B \setminus D(B)) > \text{area}(B).$$

This proves that $\mathcal{B}$ is $M$-nice.

So by Theorem 5, there is a continuous surjective map $h$ and a map $f \in \text{Poly}_{d}$ such that $f \circ h = h \circ \tilde{f}$. The map $h$ is holomorphic and $h(z) = z + o(1)$ near infinity. Near $\infty$, $\tilde{f} = f_{0}$. Thus $h = \phi_{f} \circ \phi_{f_{0}}^{-1}$ near $\infty$, where $\phi_{f}$ and $\phi_{f_{0}}$ are the Böttcher map for $f$ and $f_{0}$ respectively. It follows that $h(\ell_{\mathcal{V}})$ is the external ray $\mathcal{R}_{f}(\theta_{\mathcal{V}})$. By Proposition 3.2, $f \in \mathcal{C}(f_{0})$ and

$$F : \bigcup_{\mathcal{V}} \{v\} \times h(Y_{N_{0}+r(v)}(v)) \to \bigcup_{\mathcal{V}} \{v\} \times h(Y_{N_{0}}(v)),$$

$$F|h(Y_{N_{0}+r(v)}(v)) = f^{r(v)},$$

is a $\lambda(f_{0})$-renormalization of $f$.

In order to show that $\chi(f) = g$, we need to show that $F$ and $\widetilde{F}$ are hybrid equivalent. Let us consider the associated maps

$$\widetilde{F} : \bigcup_{\mathcal{V}} Y_{N_{0}+r(v)}(v) \to \bigcup_{\mathcal{V}} Y_{N_{0}}(v) \quad \text{and} \quad F : \bigcup_{\mathcal{V}} h(Y_{N_{0}+r(v)}(v)) \to \bigcup_{\mathcal{V}} h(Y_{N_{0}}(v)),$$

where

$$\widetilde{F}|Y_{N_{0}+r(v)}(v) = \tilde{f}^{r(v)}|Y_{N_{0}+r(v)}(v) \quad \text{and} \quad F|h(Y_{N_{0}+r(v)}) = f^{r(v)}|h(Y_{N_{0}+r(v)}(v)).$$
It suffices to show that there is a qc map $H : \bigcup_v U'_v \to \bigcup_v h(U'_v)$ such that

$$H \circ \tilde{F} = F \circ H$$

and such that $\bar{H} = 0$ a.e. on the filled Julia set $K(\tilde{F})$ of $\tilde{F}$. Note that $h \circ \tilde{F} = F \circ h$ and $K(\tilde{F})$ contains the postcritical set of $\tilde{F}$. By Theorem 5, there is a qc map $\lambda_0$ such that $\lambda_0 = h$ outside $B' := \bigcup_{k=0}^{\infty} \tilde{f}^{-k}(\mathcal{B})$ and such that $\bar{\partial} \lambda_0 = 0$ a.e. on \{ $z : \tilde{f}^n(z) \notin A, \forall n \geq 0$ \}. In particular, $\bar{\partial} \lambda_0 = 0$ a.e. on $K(\tilde{F})$. Since $B'$ is a countable union of Jordan disks with pairwise disjoint closure and it is disjoint from $K(\tilde{F})$, $\lambda_0$ is homotopic to $h$ rel $K(\tilde{F})$. Therefore, there is a sequence of qc maps $\lambda_k : \bigcup_v Y_{N_0}(v) \to \bigcup_v h(Y_{N_0}(v)), k = 1, 2, \ldots$, all homotopic to $h$ rel $K(\tilde{F})$, such that

$$F \circ \lambda_{k+1} = \lambda_k \circ \tilde{F} \quad \text{and} \quad \lambda_k = \lambda_0$$

on

$$W := \bigcup_v (Y_{N_0}(v) \setminus Y_{N_0+r(v)}(v))$$

holds for $k = 0, 1, \ldots$. Since $F$ is holomorphic, $\tilde{F}$ is holomorphic outside $A$, and each orbit of $\tilde{F}$ passes through $A$ at most once, the maximal dilatation of $\lambda_k$ is uniformly bounded. Since $\lambda_k(z)$ eventually stabilizes for each $z$ in the domain of $\tilde{F}$, $\lambda_k$ converges to a qc map $H$. Moreover, $\bar{\partial} H = 0$ holds a.e. on $K(\tilde{F})$ since so does $\lambda_k$ for each $k$.

In order to show that $C(f_0)$ is connected, we shall make use of the following result.

**Theorem 7** (Branner–Hubbard–Lavaurs): The set $C(T)$ is a connected compact set.

**Proof.** The proofs in the literature were stated for the case $C(d)$. For $d = 2$ this is due to Douady–Hubbard ([3]), the case $d = 3$ was proved by Branner–Hubbard ([1]) and for all $d \geq 3$ this was proved by Lavaurs ([12]). The proof of Lavaurs generalizes to the case of $C(T)$ in a straightforward way. See also [2] for a stronger result with a different proof.

**Proof of the Main Theorem** (connectivity). We shall show that if $E$ is a non-empty open and closed subset of $C(f_0)$, then $\chi(E)$ is a closed subset of $C(T)$. Together with connectivity of $C(T)$ and bijectivity of the map $\chi$, this implies that $C(f_0)$ is connected.
Suppose that \( g_n \) is a sequence in \( \chi(E) \) and \( g_n \to g \) in \( C(T) \). We need to show that \( g \in \chi(E) \). Let \( f_n = \chi^{-1}(g_n) \in E \). Since \( E \) is compact, passing to a subsequence we may assume that \( f_n \to f \in E \). As in [4, Section 7], we may choose hybrid conjugacies \( h_n \) between \( \lambda(f_0) \)-renormalization of \( f_n \) and \( g_n \) so that the maximal dilatation of \( h_n \) is uniformly bounded. Passing to a further subsequence, we see that the \( \lambda(f_0) \)-renormalization of \( f \) is qc conjugate to \( g \) respecting the external markings. Thus \( f \) is conjugate to \( \chi^{-1}(g) \) via a qc map \( h : \mathbb{C} \to \mathbb{C} \) which is conformal outside the filled Julia set of \( f \) and satisfies \( h(z) = z + o(1) \) near infinity. The Beltrami path connecting \( f \) and \( \chi^{-1}(g) \) is contained in \( E \) and thus \( g = \chi(\chi^{-1}(g)) \in \chi(E) \). ■
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