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Abstract

Given a locally compact quantum group $G$, we study the structure of completely bounded homomorphisms $\pi : L^1(G) \to B(H)$, and the question of when they are similar to $*$-homomorphisms. By analogy with the cocommutative case (representations of the Fourier algebra $A(G)$), we are led to consider the associated map $\pi^* : L^\infty_+ G \to B(H)$ given by $\pi^*(\omega) = \pi(\omega^*)^*$. We show that the corepresentation $V_\pi$ of $L^\infty_+ G$ associated to $\pi$ is invertible if and only if both $\pi$ and $\pi^*$ are completely bounded. Moreover, we show that the co-efficient operators of such representations give rise to completely bounded multipliers of the dual convolution algebra $L^1(\hat{G})$. An application of these results is that any (co)isometric corepresentation is automatically unitary. An averaging argument then shows that when $G$ is amenable, $\pi$ is similar to a $*$-homomorphism if and only if $\pi^*$ is completely bounded. For compact Kac algebras, and for certain cases of $A(G)$, we show that any completely bounded homomorphism $\pi$ is similar to a $*$-homomorphism, without further assumption on $\pi^*$. Using free product techniques, we construct new examples of compact quantum groups $G$ such that $L^1(G)$ admits bounded, but not completely bounded, representations.

Keywords: Locally compact quantum group, Fourier algebra, completely bounded homomorphism, multipliers, corepresentation, amenability, free product.

MSC classification (2010): 20G42, 22D12, 22D15, 43A30, 46L07, 46L51, 46L89, 81R50.

1 Introduction

Given a locally compact group $G$, a uniformly bounded representation of $G$ on a Hilbert space $H$ is a weakly continuous homomorphism $\pi_0$ from $G$ into the invertible group of the algebra $B(H)$ of bounded operators on $H$, with $\|\pi_0\| := \sup_{s \in G} \|\pi_0(s)\| < \infty$. The study of uniformly bounded representations of locally compact groups has been central to the development of harmonic analysis and to understanding the structure of operator algebras associated to locally compact groups (see [11] [15] [32] for example).

A uniformly bounded representation $\pi_0 : G \to B(H)$ is called unitarisable if there exists an invertible $T \in B(H)$ such that $T\pi_0(\cdot)T^{-1}$ is a unitary representation. $G$ is called unitarisable if every uniformly bounded representation of $G$ is unitarisable. In [12] [16], Day and Dixmier independently showed that if $G$ is amenable, then $G$ unitarisable. Perhaps one of the most celebrated open problems concerning uniformly bounded representations is Dixmier’s similarity problem, which asks the converse: Is every unitarisable locally compact group amenable? For recent progress on this problem, see for example [29] [31].
In this paper we initiate the study of “uniformly bounded representations” of locally compact quantum groups, and generalise Dixmier’s similarity problem to this context. To motivate the objects of study in this paper, recall that for a locally compact group $G$, there is a bijective correspondence between non-degenerate bounded representations $\pi : L^1(G) \to B(H)$, of the Banach $*$-algebra $L^1(G)$, and uniformly bounded representations $\pi_0 : G \to B(H)$. The correspondence between $\pi$ and $\pi_0$ is given in the usual way by integration:

$$
(\pi(\omega)\alpha|\beta) = \int_G \omega(s)(\pi_0(s)\alpha|\beta)\,ds \quad (\omega \in L^1(G), \alpha, \beta \in H).
$$

Note that $\|\pi\| = \|\pi_0\|$. Further, as $L^1(G) = L^\infty(G)_*$ is a maximal operator space, $\pi$ is automatically completely bounded with $\|\pi\|_{CB(L^1(G), B(H))} = \|\pi\|$. Moreover, from the above correspondence, it is easy to see that a non-degenerate representation $\pi : L^1(G) \to B(H)$ is (similar to) a $*$-representation of $L^1(G)$ if and only if $\pi_0$ is (similar to) a unitary representation.

Thus, if $G$ is a locally compact quantum group with von Neumann algebra $L^\infty(G)$ and convolution algebra $L^1(G)$, we are led to consider (completely) bounded representations $\pi : L^1(G) \to B(H)$. A representation $\pi : L^1(G) \to B(H)$ is called a $*$-representation if the restriction of $\pi$ to the canonical dense $*$-subalgebra $L^1_0(G) \subseteq L^1(G)$ (with involution $\omega \mapsto \omega^*$), is a $*$-representation. This is equivalent to the fact that $\pi|_{L^1_0(G)} = \pi^*$, where $\pi^* : L^1(G) \to B(H)$ is the representation obtained from $\pi$ via the formula $\pi^*(\omega) = \pi(\omega^*)^\ast$. As usual, we say $\pi$ is similar to a $*$-representation if $T\pi(\cdot)T^{-1}$ is a $*$-representation in the above sense, for some invertible $T \in B(H)$.

A necessary condition for a representation $\pi : L^1(G) \to B(H)$ to be similar to a $*$-representation is that both $\pi$ and $\pi^*$ extend to completely bounded maps from $L^1(G)$ to $B(H)$ (see Proposition 3.4). We therefore begin our investigation by focusing on properties of representations $\pi : L^1(G) \to B(H)$ where both $\pi$ and $\pi^*$ are completely bounded.

Completely bounded representations $\pi : L^1(G) \to B(H)$ correspond to corepresentations $V_\pi \in L^\infty(G)^{\ast}\otimes B(H)$, that is, operators with $(\Delta \otimes \iota)(V_\pi) = V_{\pi,13}V_{\pi,23}$. We show in Theorem 3.3 that when $V_\pi$ is invertible in $L^\infty(G)^{\ast}\otimes B(H)$, then $\pi^*$ is automatically completely bounded. By using the duality theory for locally compact quantum groups, and the theory of completely bounded multipliers ([13, 14, 22]) we show in Theorem 4.5 that the converse is true: if $\pi$ and $\pi^*$ are completely bounded, then $V_\pi$ is invertible (with an appropriate modification when $\pi$ is a degenerate homomorphism). Furthermore, invertible corepresentations share many of the nice properties of unitary corepresentations—they interact well with the unbounded antipode, and are “strongly continuous”, that is, $V_\pi \in M(C_0(G) \otimes B_0(H))$, see Theorem 4.9. We also show that the coefficient operators of such a representation $\pi$ naturally induce completely bounded multipliers on the dual convolution algebra $L^1(\hat{G})$ (Corollary 4.8). This generalises a classical result of de Cannière and Haagerup [15, Theorem 2.2], showing that coefficient functions of uniformly bounded representations of a group $G$ are always completely bounded multipliers of the Fourier algebra $A(G)$. We believe that invertible corepresentations, equivalently, $\pi$ such that $\pi^*$ is also completely bounded, should be thought of as the correct quantum generalisation of a uniformly bounded group representation.

An interesting corollary of these results is that a corepresentation $U$ which is not necessarily unitary, but is at least a partial isometry, and is either injective or surjective, must automatically be unitary. This follows since if $\pi$ is the associated homomorphism, then the condition on $U$ is enough to show that $\pi^*$ is completely bounded, and then $U$ must be invertible. An application of this is an improvement upon a construction of Kustermans: the “induced corepresentations” constructed in [25] are always unitary, without any “integrability” condition; see Section 4.4.
Another application of our results is to the similarity problem for amenable locally compact quantum groups. When $G$ is amenable, Theorem 4.5 combined with some averaging techniques with invariant means shows that a representation $\pi : L^1(G) \to B(H)$ is similar to a $*$-representation if and only if both $\pi$ and $\pi^*$ are completely bounded maps (Theorem 5.1). This generalises the results of Day and Dixmier on the unitarisability of amenable groups, as well as some known results for compact quantum groups. When $G$ is a compact Kac algebra (and for certain cases of $A(G)$) we are able to improve these results and show that every completely bounded representation $\pi : L^1(G) \to B(H)$ is similar to a $*$-representation, without assumption on $\pi^*$ (see Theorems 6.2, 8.1, and 8.2).

In [8], the first examples of bounded, but not completely bounded, representations of Fourier algebras were constructed. Using non-commutative Khintchine inequalities from free probability theory, we show that similar constructions hold for certain free products of compact quantum groups; such representations cannot, of course, be similar to $*$-representations. Moreover, for the representations constructed here, we show that there are co-efficient operators which fail to induce bounded multipliers of $L^1(\hat{G})$ (Corollary 7.2). This provides further evidence that completely bounded maps are indeed the “correct” maps to study.

The paper is organised as follows. In Section 2 we review some basic facts about locally compact quantum groups which will be needed in this paper, fixing some notation along the way. We also make some remarks on the extended Haagerup tensor product. In Section 3 we show the correspondence between completely bounded representations $\pi$ on $L^1(G)$ and corepresentations $V_\pi$, and show that if $\pi$ is similar to a $*$-representation, or $V_\pi$ is invertible, then $\pi^*$ is also completely bounded. In Section 4 we prove the converse to this result. We first study the duality theory of locally compact quantum groups, trying to find a quantum analogue of the function space $L^1(G) \cap A(G)$. We then show that coefficients of representations $\pi$, such that both $\pi$ and $\pi^*$ are completely bounded, induce completely bounded multipliers. This result is then applied to prove that $V_\pi$ is invertible. In Section 5 we consider the similarity problem for locally compact quantum groups, focusing on the amenable case, and refining our results for compact Kac algebras in Section 6. In Section 7, we construct bounded representations of $L^1(G)$ which are not completely bounded, where $G$ is a certain free product of compact quantum groups. Section 8 deals only with representations of Fourier algebras, and extends some of the results obtained in [7]. Finally Appendix A looks at weak-*closed operators, and proves a technical result about analytic generators of $\sigma$-weakly continuous, one-parameter groups.

Finally, a quick word on notation. We use $\langle \cdot, \cdot \rangle$ to denote the bilinear pairing between a Banach space and its dual, and $(\cdot | \cdot)$ to denote the inner product of a Hilbert space. We use the symbol $\otimes$ for the von Neumann algebraic tensor product; for tensor products of Hilbert spaces, or the minimal tensor products of $C^*$-algebras, we write simply $\otimes$. We shall use standard results from the theory of operator spaces, following [17] for example.
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2 Locally compact quantum groups

For the convenience of the reader, we give a brief overview of the theory of locally compact quantum groups. Our main references are [28] and [27]. The first reference is a self-contained account of the C*-algebraic approach to locally compact quantum groups, and the second reference discusses the von Neumann algebraic approach. For other readable introductions, see [26] and [13].

A Hopf-von Neumann algebra is a pair \((M, \Delta)\) where \(M\) is a von Neumann algebra and \(\Delta : M \to M \otimes M\) is a unital normal \(*\)-homomorphism which is coassociative: \((\iota \otimes \Delta) \circ \Delta = (\Delta \otimes \iota) \circ \Delta\). Then \(\Delta\) induces a completely contractive Banach algebra product on the predual \(M_*\). We shall write the product in \(M_*\) by juxtaposition, so

\[ \langle x, \omega \rangle = \langle \Delta(x), \omega \otimes \omega' \rangle \quad (x \in M, \omega, \omega' \in M_*). \]

Recall the notion of a normal semi-finite faithful weight \(\varphi : M^+ \to [0, \infty]\) (see [38] Chapter VII) for example. We let

\[ n_{\varphi} = \{ x \in M : \varphi(x^*x) < \infty \}, \quad m_{\varphi} = \text{span}\{ x^*y : x, y \in n_{\varphi} \}, \quad m_{\varphi}^+ = \{ x \in M^+ : \varphi(x) < \infty \}. \]

Then \(m_{\varphi}\) is a hereditary \(*\)-subalgebra of \(M\), \(n_{\varphi}\) is a left ideal, and \(m_{\varphi}^+\) is equal to \(M^+ \cap m_{\varphi}\). We can perform the GNS construction for \(\varphi\), which leads to a Hilbert space \(H\), a linear map \(\Lambda : n_{\varphi} \to H\) with dense range, and a unital normal \(*\)-homomorphism \(\pi : M \to B(H)\) with \(\pi(x)\Lambda(y) = \Lambda(xy)\). In future, we shall tend to suppress \(\pi\) in our notation. Tomita-Takesaki theory gives us the modular conjugation \(J\) and the modular automorphism group \((\sigma_t)_{t \in \mathbb{R}}\). Recall that there is a (unbounded) positive non-singular operator \(\nabla\) (denoted \(\Delta\) in [38]) which induces \((\sigma_t)\) via \(\sigma_t(x) = \nabla^{it}x \nabla^{-it}\) for \(x \in M\) and \(t \in \mathbb{R}\). Finally, \(M\) is in standard position on \(H\), so in particular, for each \(\omega \in M_*\), there are \(\xi, \eta \in H\) with \(\omega = \omega_{\xi, \eta}\), where \(\langle x, \omega_{\xi, \eta} \rangle = (x \xi | \eta)\) for \(\xi, \eta \in H\).

A von Neumann algebra locally compact quantum group is a Hopf-von Neumann algebra \((M, \Delta)\), together with faithful normal semifinite weights \(\varphi, \psi\) which are left and right invariant, respectively. This means that

\[ \varphi((\omega \otimes \iota)\Delta(x)) = \varphi(x)(1, \omega), \quad \psi((\iota \otimes \omega)\Delta(y)) = \psi(y)(1, \omega) \quad (\omega \in M^+_*, x \in m_{\varphi}^+, y \in m_{\psi}^+). \]

Using these weights, we can construct an antipode \(S\), which will in general be unbounded. Then \(S\) has a decomposition \(S = R\tau_{-1/2}\), where \(R\) is the unitary antipode, and \((\tau_t)_{t \in \mathbb{R}}\) is the scaling group. The unitary antipode \(R\) is a normal \(*\)-antiautomorphism of \(M\), and \(\Delta R = \sigma(R \otimes R)\Delta\), where \(\sigma : M \otimes M \to M \otimes M\) is the tensor swap map. As \(R\) is normal, it drops to an isometric linear map \(R_* : M_* \to M_*\), which is anti-multiplicative. As usual, we make the canonical choice that \(\varphi = \psi \circ R\).

Associated to \((M, \Delta)\) is a reduced C*-algebraic quantum group \((A, \Delta)\). Here \(A\) is a C*-subalgebra of \(M\), and \(\Delta : A \to M(A \otimes A)\), the multiplier algebra of \(A \otimes A\). Here we identify \(M(A \otimes A)\) with a C*-subalgebra of \(M \otimes M\); indeed, given a C*-algebra \(B \subseteq B(H)\), we can always identify the multiplier algebra \(M(B)\) with \(\{ x \in B'' : xb, bx \in B \ (b \in B) \}\).

There is a unitary \(W\), the fundamental unitary, acting on \(H \otimes H\) (the Hilbert space tensor product) such that \(\Delta(x) = W^*(1 \otimes x)W\) for \(x \in M\). Then \(W\) is multiplicative, in the sense that \(W_{12}W_{13}W_{23} = W_{23}W_{12}\). Here, and later, we use the standard leg number notation: \(W_{12} = W \otimes I, W_{13} = \Sigma_{23}W_{12}\Sigma_{23}\) and so forth, where here \(\Sigma : H \otimes H \to H \otimes H\) is the swap map. The left-regular representation of \(M_*\) is the map \(\lambda : \omega \mapsto (\omega \otimes \iota)W\). This is an injective homomorphism, the norm closure of \(\lambda(M_*)\) is a C*-algebra denoted by \(\hat{A}\), and the \(\sigma\)-weak closure of \(\lambda(M_*)\) is a von Neumann algebra, which we denote by \(\hat{M}\). We define a coproduct \(\hat{\Delta} : \hat{M} \to \hat{M} \otimes \hat{M}\) by
\[ \Delta(x) = \hat{W}^* (1 \otimes x) \hat{W}, \] where \( \hat{W} = \Sigma W \Sigma \). Then we can find invariant weights to turn \( \hat{M}, \hat{\Delta} \) into a locally compact quantum group – the dual quantum group to \( M \). We then have the Pontryagin duality theorem which states that \( \hat{M} = M \) canonically. There is a nice link between the scaling group of \( M \), and the modular theory of the (left) Haar weight of \( \hat{M} \), in that \( \tau_t(x) = \hat{\nabla}^t x \hat{\nabla}^{-t} \) for \( x \in M, t \in \mathbb{R} \).

In this paper we will use the symbol \( G \) to indicate the abstract “object” to be thought of as a locally compact quantum group. Inspired by the classical examples of locally compact groups, we write \( L^\infty(G) \) for \( M, C_0(G) \) for \( A, C^b(G) \) for \( M(A) \) (the multiplier algebra of \( A \)), \( L^1(G) \) for \( M_* \), and \( L^2(G) \) for \( H \). We denote the locally compact quantum group dual to \( G \) by \( \hat{G} \), and use the notations \( L^\infty(\hat{G}) = \hat{M}, L^1(\hat{G}) = \hat{M}_*, \) and so on. In order to distinguish between objects attached to \( \hat{G} \) from those attached to \( G \), we decorate elements in \( L^\infty(\hat{G}), L^1(\hat{G}) \) etc. with “hats”. For example, we write \( \hat{x} \in L^\infty(\hat{G}) \), and \( \hat{\omega} \in L^1(\hat{G}) \).

Since the antipode \( S \) of \( G \) is unbounded in general, there is not a natural way to turn \( L^1(G) \) into a \(*\)-algebra. However, \( L^1(G) \) always contains a dense subalgebra which has a conjugate-linear involution. We follow [24], see also [27, Section 2]. Define \( L^1_2(G) \) to be the collection of those \( \omega \in L^1(G) \) such that there exists \( \omega^2 \in L^1(G) \) with \( \langle x, \omega^2 \rangle = \langle S(x)^*, \omega \rangle \) for each \( x \in D(S) \). Then \( L^1_2(G) \) is a dense subalgebra of \( L^1(G) \), and \( \omega \mapsto \omega^2 \) defines an involution on \( L^1_2(G) \). As [24 Proposition 3.1] shows, given \( \omega \in L^1_2(G) \), we have that \( \omega \in L^1_2(G) \) if and only if \( \lambda(\omega)^* = \lambda(\omega') \) for some \( \omega' \in L^1(G) \). Furthermore, the left regular representation \( \lambda \) becomes a \(*\)-homomorphism, when restricted to \( L^1_2(G) \).

When \( G \) is a locally compact group, we write \( VN(G) \) for \( L^\infty(\hat{G}) \) (the von Neumann algebra generated by the left regular representation of \( \lambda_G : G \to U(L^2(G)) \)), and write \( A(G) \) for \( L^1(\hat{G}) \), and call this the Fourier algebra of \( G \). The Fourier algebra was first studied as a Banach algebra by Eymard [19]. The left regular representation \( \hat{\lambda} : A(G) \to C_0(G) \), is a completely contractive \(*\)-homomorphism, which allows us to identify \( A(G) \) with a dense \(*\)-subalgebra of \( C_0(G) \), the identification being given by

\[ \hat{\lambda}(\hat{\omega})(t) = \langle \lambda_G(t^{-1}), \omega \rangle \quad (\hat{\omega} \in A(G), t \in G). \]

See [39] for details (note that the above identification differs from the one considered by Eymard, where \( t \) is replaced by \( t^{-1} \) in [19]). So as to not overburden notation, in many places (especially in Section 8) we will drop the notation \( \hat{\lambda} \) from above, and just view \( A(G) \) as a concrete \(*\)-subalgebra of \( C_0(G) \).

### 2.1 The extended Haagerup tensor product

Let \( M \) and \( N \) be von Neumann algebras. The extended (or weak\(^*\)) Haagerup tensor product of \( M \) with \( N \) is the collection of \( x \in M \otimes \hat{N} \) such that

\[ x = \sum_i x_i \otimes y_i \]

with \( \sigma\)-weak convergence, and such that \( \sum_i x_i x_i^* \) and \( \sum_i y_i^* y_i \) converge \( \sigma\)-weakly in \( M \) and \( N \) respectively. The natural norm is then

\[ \|x\|_{eh} = \inf \left\{ \left\| \sum_i x_i x_i^* \right\|^{1/2} \|\sum_i y_i^* y_i\|^{1/2} : x = \sum_i x_i \otimes y_i \right\}, \]

and we write \( M \otimes_{eh} N \) for the resulting normed space. See [6] or [18] for further details.
Suppose we are given \((x_i)_{i \in I} \subseteq M\) and \((y_i)_{i \in I} \subseteq N\) with \(\sum_i x_i x_i^*\) and \(\sum_i y_i y_i^*\) converging \(\sigma\)-weakly. Let \(M \subseteq \mathcal{B}(H)\) and \(N \subseteq \mathcal{B}(K)\). Then there are bounded maps \(X : H \to H \otimes \ell^2(I)\) and \(Y : K \to K \otimes \ell^2(I)\) given by

\[
X(\xi) = \sum_i x_i^*(\xi) \otimes \delta_i, \quad Y(\xi) = \sum_i y_i(\xi) \otimes \delta_i \quad (\xi \in L^2(\mathbb{G})),
\]

where \((\delta_i)_{i \in I}\) is the canonical orthonormal basis for \(\ell^2(I)\). Indeed, \(X^* X = \sum_i x_i x_i^*\) and \(Y^* Y = \sum_i y_i y_i^*\). Letting \(\Sigma : K \otimes \ell^2(I) \to \ell^2(I) \otimes K\) be the swap map, a simple calculation shows that

\[
(X^* \otimes 1)(1 \otimes \Sigma)(1 \otimes Y) = \sum_i x_i \otimes y_i \in M \overline{\otimes} N \subseteq \mathcal{B}(H \otimes K).
\]

This argument hence shows that \(\sum_i x_i \otimes y_i\) always converges \(\sigma\)-weakly in \(M \overline{\otimes} N\), as long as \(\sum_i x_i x_i^*\) and \(\sum_i y_i y_i^*\) converge \(\sigma\)-weakly. Finally, note that if \(H = K\) then

\[
\sum_i x_i y_i = X^* Y \in \mathcal{B}(H),
\]

and in particular, if \(M = N\), then \(\sum_i x_i y_i\) converges \(\sigma\)-weakly in \(M\) to \(X^* Y\).

### 3 Completely bounded homomorphisms and corepresentations

In this section, we investigate the correspondence between completely bounded representations \(\pi\) of \(L^1(\mathbb{G})\), and corepresentations of \(U \in L^\infty(\mathbb{G}) \overline{\otimes} \mathcal{B}(H)\) (which are not assumed unitary). We show how various naturally defined variants of \(\pi\) are associated to variants of \(U\). In particular, we show that \(\pi\) is similar to a \(*\)-representation if and only if \(U\) is similar (in the sense of corepresentations) to a unitary. One of our variants of \(\pi\) is defined using the unbounded \(*\)-map on \(L^1(\mathbb{G})\). We show that if \(U\) is invertible, then all of the variants of \(\pi\) are completely bounded. A principle result, Theorem 1.7 below, is that the converse to this result is also true; and hence we have a bijection between invertible (not necessarily unitary) corepresentations and a certain class of completely bounded representations.

We are interested in completely bounded homomorphisms \(\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)\). We have the standard identifications (see [17, Chapter 7]):

\[
CB(L^1(\mathbb{G}), \mathcal{B}(H)) \cong (L^1(\mathbb{G}) \widehat{\otimes} \mathcal{T}(H))^* \cong L^\infty(\mathbb{G}) \overline{\otimes} \mathcal{B}(H).
\]

Here \(\widehat{\otimes}\) denotes the operator space projective tensor product, and \(\overline{\otimes}\) the von Neumann algebraic tensor product. We use the notation that \(\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)\) is associated with \(V_\pi \in L^\infty(\mathbb{G}) \overline{\otimes} \mathcal{B}(H)\), the relationship is that

\[
\pi(\omega) = (\omega \otimes \iota)V_\pi \quad (\omega \in L^1(\mathbb{G})).
\]

We use the standard leg numbering notation, see for example [2, 41].

**Lemma 3.1.** Let \(\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)\) be a completely bounded map, associated to \(V_\pi \in L^\infty(\mathbb{G}) \overline{\otimes} \mathcal{B}(H)\). Then \(\pi\) is a homomorphism if and only if \((\Delta \otimes \iota)V_\pi = V_{\pi,13} V_{\pi,23}\). Similarly, \(\pi\) is an anti-homomorphism if and only if \((\Delta \otimes \iota)V_\pi = V_{\pi,23} V_{\pi,13}\).
Proof. For $\omega_1, \omega_2 \in L^1(\mathbb{G})$, 

$$\pi(\omega_1 \omega_2) = (\Delta_*(\omega_1 \otimes \omega_2) \otimes \iota)V_\pi = (\omega_1 \otimes \omega_2 \otimes \iota)((\Delta \otimes \iota)V_\pi),$$

while 

$$\tilde{\pi}(\omega_1 \tilde{\pi}(\omega_2) = (\omega_1 \otimes \iota)V_\pi(\omega_2 \otimes \iota)V_\pi = (\omega_1 \otimes \omega_2 \otimes \iota)(V_{\pi,13}V_{\pi,23}),$$

and so $\pi$ is a homomorphism if and only if $(\Delta \otimes \iota)V_\pi = V_{\pi,13}V_{\pi,23}$. The result for anti-homomorphisms is analogous. \hfill \square

The condition that $(\Delta \otimes \iota)V_\pi = V_{\pi,13}V_{\pi,23}$ says that $V_\pi$ is a co-representation of $L^\infty(\mathbb{G})$. Similarly, we say that $V_\pi$ is a co-anti-representation when $(\Delta \otimes \iota)V_\pi = V_{\pi,23}V_{\pi,13}$.

Following [7], given a locally compact group $G$ and a representation $\pi : A(G) \to \mathcal{B}(H)$, we define $\tilde{\pi}, \pi^*$ and $\bar{\pi}$ by 

$$\tilde{\pi}(\omega) = \pi(\tilde{\omega}), \quad \pi^*(\omega) = \pi(\bar{\omega})^*, \quad \bar{\pi}(\omega) = \tilde{\pi}(\bar{\omega})^* = \pi(\bar{\omega})^* \quad (\omega \in A(G)),$$

where $\tilde{\omega}(g) = \omega(g^{-1})$ (viewing $A(G)$ as a subalgebra of $C_0(G)$).

For $\omega \in L^1(\mathbb{G})$, define $\omega^*$ by $\langle x, \omega^* \rangle = \langle x^*, \omega \rangle$ for $x \in L^\infty(\mathbb{G})$. As $\Delta$ is a $*$-homomorphism, it is easy to see that $L^1(\mathbb{G}) \to L^1(\mathbb{G}); \omega \mapsto \omega^*$ is a conjugate linear homomorphism. Recalling the definition of $L^1(G)$ from Section 2, given $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$, we define 

$$\tilde{\pi} : L^1(\mathbb{G})^* \to \mathcal{B}(H); \quad \omega \mapsto \pi((\omega^*)^2);$$

$$\pi^* : L^1(\mathbb{G}) \to \mathcal{B}(H); \quad \omega \mapsto \pi(\omega^*),$$

$$\bar{\pi} : L^1(G) \to \mathcal{B}(H); \quad \omega \mapsto \pi(\omega^*).$$

These are defined by analogy with the $A(G)$ case, and the following results show that they are natural choices.

**Proposition 3.2.** Let $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ be a bounded map. Then $\pi$ is completely bounded if and only if $\tilde{\pi}$ is completely bounded, and in this case, $V^*_\pi = V_{\tilde{\pi}}$. Furthermore, $\tilde{\pi}$ extends to a completely bounded map defined on $L^1(\mathbb{G})$ if and only if $\pi^*$ extends to a completely bounded map defined on $L^1(\mathbb{G})$, and in this case, $V_{\tilde{\pi}}^* = V_{\pi^*}$.

*Proof.* Let $U \in L^\infty(\mathbb{G}) \otimes \mathcal{B}(H)$ and define $\phi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ by $\phi(\omega) = (\omega \otimes \iota)(U)$. Then 

$$\phi(\omega^*) = ((\omega^* \otimes \iota)(U))^* = ((\omega \otimes \iota)(U^*))^* = (\omega \otimes \iota)(U^*).$$

It follows immediately that $\pi$ is completely bounded if and only if $\tilde{\pi}$ is, and that $V^*_\pi = V_{\tilde{\pi}}$. As $\pi^*(\omega^*) = \tilde{\pi}(\omega)^*$, similarly $\bar{\pi}$ extends to completely bounded map if and only if $\pi^*$ does, and 

$$V^*_\pi = V_{\pi^*}.\hfill \square$$

We wish to show that $*$-representations of $L^1(G)$ do give rise to completely bounded $\pi$ such that also $\pi^*$ is completely bounded. To do this, we need to investigate how unitary, or more generally, invertible corepresentations interact with the antipode.

Let us recall a characterisation of the antipode using ideas very close to the extended Haagerup tensor product. This is shown in [23] Corollary 5.3.4] in the C*-algebra setting, but the same proofs work in the von Neumann case. Let $x, y \in L^\infty(\mathbb{G})$ be such that there are families $(\xi_i), (\eta_i) \subseteq L^\infty(\mathbb{G})$ with $\sum_i \xi_i \xi_i^* < \infty$ and $\sum y_i \eta_i < \infty$, and such that 

$$x \otimes 1 = \sum_i \Delta(\xi_i)(1 \otimes \eta_i), \quad y \otimes 1 = \sum_i (1 \otimes \xi_i)\Delta(\eta_i).$$

Then $x \in D(S)$ and $S(x) = y$. Note that these sums converge $\sigma$-weakly, compare Section 2.1. For further details on characterising the antipode in this way, see [44] Proposition 5.6.
Theorem 3.3. Let $V_\pi \in L^\infty(G)\otimes B(H)$ be an invertible corepresentation, associated to a completely bounded homomorphism $\pi : L^1(G) \to B(H)$. Then $\tilde{\pi}$ is a completely bounded anti-homomorphism, and $V_\pi^{-1} = V_{\tilde{\pi}}$.

Proof. Let $\alpha, \beta \in H$, let $(f_i)$ be an orthonormal basis of $H$, and set

$$x_i = (t \otimes \omega_{f_i,\beta})(V_\pi), \quad y_i = (t \otimes \omega_{f_i,\beta})(V_\pi^{-1}).$$

As in Section 2.1, it is easy to see that $\sum_i x_i x_i^* = (t \otimes \omega_\alpha)(V_\pi V_\pi^*)$ and $\sum_i y_i y_i^* = (t \otimes \omega_\beta)((V_\pi^{-1})^* V_\pi^{-1})$, with the sums converging $\sigma$-weakly. Now, using that $(\Delta \otimes \iota)(V_\pi) = V_{\pi,13} V_{\pi,23}$,

$$\sum_i \Delta(x_i)(1 \otimes y_i) = \sum_i (t \otimes t \otimes \omega_{f_i,\beta})(((\Delta \otimes \iota)(V_\pi))(1 \otimes y_i)$$

$$= \sum_i (t \otimes t \otimes \omega_{f_i,\beta})(V_{\pi,13} V_{\pi,23})(1 \otimes (t \otimes \omega_{f_i,\beta})(V_\pi^{-1})).$$

Now, for any Hilbert space $K$, and $S, T \in B(K \otimes H)$,

$$\sum_i (t \otimes \omega_{f_i,\beta})(S)(t \otimes \omega_{f_i,\beta})(T) = (t \otimes \omega_{\alpha,\beta})(ST).$$

Thus

$$\sum_i \Delta(x_i)(1 \otimes y_i) = (t \otimes t \otimes \omega_{\alpha,\beta})(V_{\pi,13} V_{\pi,23} V_\pi^{-1}) = (t \otimes \omega_{\alpha,\beta})(V_\pi) \otimes 1.$$

Similarly, as $\Delta$ is a homomorphism, $(\Delta \otimes \iota)(V_\pi^{-1}) = V_{\pi,13}^{-1} V_{\pi,23}^{-1}$, and so

$$\sum_i (1 \otimes x_i) \Delta(y_i) = \sum_i (1 \otimes (t \otimes \omega_{f_i,\beta})(V_\pi))(t \otimes t \otimes \omega_{f_i,\beta})(V_{\pi,23}^{-1} V_{\pi,13}^{-1})$$

$$= (t \otimes t \otimes \omega_{\alpha,\beta})(V_{\pi,23} V_{\pi,13}^{-1} V_{\pi,23}^{-1}) = (t \otimes \omega_{\alpha,\beta})(V_\pi^{-1}) \otimes 1.$$

Thus $(t \otimes \omega_{\alpha,\beta})(V_\pi) \in D(S)$ and $S((t \otimes \omega_{\alpha,\beta})(V_\pi)) = (t \otimes \omega_{\alpha,\beta})(V_\pi^{-1})$.

Let $\omega^* \in L^1_b(G)$, so we have that

$$\langle x, (\omega^*)^2 \rangle = \langle S(x)^*, \omega^* \rangle = \langle S(x), \omega \rangle \quad (x \in D(S)).$$

It follows that

$$\langle \tilde{\pi}(\omega)\alpha | \beta \rangle = \langle (t \otimes \omega_{\alpha,\beta}(V_\pi), (\omega^*)^2 \rangle = \langle S((t \otimes \omega_{\alpha,\beta}(V_\pi)), \omega \rangle$$

$$= \langle (t \otimes \omega_{\alpha,\beta})(V_\pi^{-1}), \omega \rangle = V_\pi^{-1} \omega \otimes \omega_{\alpha,\beta}.$$ 

As such $\omega$ are dense in $L^1(G)$, it follows that $\tilde{\pi}$ is completely bounded, with $V_{\tilde{\pi}} = V_\pi^{-1}$, as claimed. \qed

We now show that any $*$-homomorphism on $L^1_b(G)$ gives rise to a completely bounded homomorphism $\pi$ such that also $\pi^*$ is completely bounded. We use a result of Kustermans that any $*$-representation has a “generator” – that is, $V_\pi$ exists and is unitary. The interaction between a unitary corepresentation and the antipode (which, in some sense, we generalised in the previous proposition) is of course well-known, see [50] Theorem 1.6 for example.
Proposition 3.4. Let $\pi : L^1_2(G) \to B(H)$ be a homomorphism which is similar to a $\ast$-homomorphism. Then $\pi$ and $\pi^*$ extend by continuity to completely bounded homomorphisms $L^1(G) \to B(H)$, and $\tilde{\pi}$ and $\tilde{\pi}$ extend by continuity to completely bounded anti-homomorphisms $L^1(G) \to B(H)$.

Proof. We first show this in the case when $\pi$ is a $\ast$-homomorphism. Then $\pi(\omega^\#) = \pi(\omega)^*$ for each $\omega \in L^1_2(G)$, and so $\pi^* = \pi$. As $\pi$ is a $\ast$-homomorphism, it is necessarily contractive (see [37, Chapter I, Proposition 5.2] for example) and so extends by continuity to a homomorphism defined on all of $L^1(G)$.

To show that $\pi$ extends to a completely bounded homomorphism, we use a non-trivial result of Kustermans. Suppose for the moment that $\pi$ is a degenerate homomorphism. Then $\pi(\omega) = (\omega \otimes 1)U$ for each $\omega \in L^1_2(G)$. It follows immediately that $\pi$ extends to a completely bounded homomorphism from $L^1(G)$, and that thus actually $U = V_\pi$. As $U$ is unitary, so invertible, the previous propositions shows that $\pi^*$ is also completely bounded.

If $\pi$ is degenerate, then as $\pi$ is a $\ast$-homomorphism, we can orthogonally decompose $H$ as $H_1 \oplus H_2$, where $\pi$ restricts to $H_1$, and $\pi(\omega)\xi = 0$ for each $\xi \in H_2, \omega \in L^1_2(G)$. Let $\pi_1$ be the restriction of $\pi$ to $H_1$; so $\pi_1 : L^1_1(G) \to B(H_1)$ is a completely bounded homomorphism. It follows immediately that the same must be true of $\pi$ and of $\pi^*$.

If $\pi$ is only similar to a $\ast$-representation, then there exists an invertible $T \in B(H)$ such that $\theta : L^1_2(G) \to B(H), \omega \mapsto T^{-1}\pi(\omega)T$ is a $\ast$-homomorphism. Then $\theta$ extends to a completely bounded homomorphism, and hence so also does $\pi = T\theta(\cdot)T^{-1}$. The same result holds for $\pi^*$, as

$$\pi^*(\omega) = \pi(\omega^\#)^* = (T^{-1})^*\theta^*(\omega)T^* \quad (\omega \in L^1_2(G)).$$

Having established that $\pi$ and $\pi^*$ extend to completely bounded maps $L^1(G) \to B(H)$, it follows from Proposition 3.2 that also $\tilde{\pi}$ and $\tilde{\pi}$ extend to completely bounded maps $L^1(G) \to B(H)$ which are easily seen to be anti-homomorphisms.

4 Invertible corepresentations

In the previous section, we showed that a necessary condition for $\pi : L^1(G) \to B(H)$ to be similar to a $\ast$-representation is that both $\pi$ and $\pi^*$ are completely bounded. Furthermore, if $\pi$ is associated to a corepresentation $V_\pi$, and $V_\pi$ is invertible, then $\pi^*$ is completely bounded. In this section, we use the duality theory of locally compact quantum groups to show the converse: if $\pi$ and $\pi^*$ are completely bounded, then $V_\pi$ is invertible (together with an appropriate interpretation of this when $\pi$ is a degenerate homomorphism).

4.1 Identification of “function” spaces

In [7], an important component of the argument was to use the space $L^1(G) \cap A(G)$, identified as a function space on $G$. For a quantum group, we would like to be able to talk about the space $L^1(G) \cap L^1(\hat{G})$; to make sense of this, we shall embed dense subspaces of $L^1(G)$ and $L^1(\hat{G})$ into $L^2(G)$, making use of the fact that we always identify $L^2(G)$ with $L^2(\hat{G})$. This section is slightly technical— the key result is Proposition 4.3 below, which is used in the following section.

We first introduce the non-standard, but instructive notation

$$L^1(G) \cap L^2(G) = \{\omega \in L^1(G) : \exists \xi \in L^2(G), \langle x^*, \omega \rangle = (\xi|\Lambda(x)) (x \in n_\varphi)\}.$$
This space is denoted by $\mathcal{I}$ in [27, Section 1.1] and [28, Notation 8.4]. Then $\hat{\phi}$ is the weight with GNS construction $(L^2(G), \iota, \hat{\Lambda})$ where $\lambda(L^1(G) \cap L^2(G))$ forms a $\sigma$-strong$^*$ core for $\hat{\Lambda}$, and we have that

$$\langle x^*, \omega \rangle = (\hat{\Lambda}(\omega))|\Lambda(x)\rangle \quad (x \in \mathfrak{n}_\phi, \omega \in L^1(G) \cap L^2(G)).$$

Then [28, Result 8.6] shows that $L^1(G) \cap L^2(G)$ is a left ideal in $L^1(G)$ and

$$\hat{\Lambda}(\omega \omega_1) = \lambda(\omega)\hat{\Lambda}(\omega_1) \quad (\omega \in L^1(G), \omega_1 \in L^1(G) \cap L^2(G)).$$

This formula is of course immediate from the fact that $\hat{\Lambda}$ is a GNS map, but this reasoning is circular(!) if one is following [28, Section 8]. Further, [28, Result 8.6] can easily be adapted (or just perform the obvious calculation) to show that $L^1(G) \cap L^2(G)$ is a left $L^\infty(G)$ module, and

$$\hat{\Lambda}(\omega \omega_1) = x\hat{\Lambda}(\omega_1) \quad (x \in L^\infty(G), \omega, \omega_1 \in L^1(G) \cap L^2(G)).$$

Continuing to follow [28, Section 8], we find that there is a norm continuous, one-parameter group $(\rho_t)_{t \in \mathbb{R}}$ of isometries on $L^1(G)$, such that $\rho_t$ is an algebra homomorphism for each $t$, and with $\hat{\sigma}_t(\omega) = \lambda(\rho_t(\omega))$ for $\omega \in L^1(G)$ (where $\hat{\sigma}_t$ is the modular automorphism group associated to the dual left Haar weight $\hat{\phi}$). As observed before [27, Proposition 2.8], each $\rho_t$ maps $L^1(G)$ into itself, and $\rho_t(\omega^t) = \rho_t(\omega)^t$ for $\omega \in L^1(G)$. Finally, for $\omega \in L^1(G) \cap L^2(G)$, also $\rho_t(\omega) \in L^1(G) \cap L^2(G)$ and $\hat{\Lambda}(\rho_t(\omega))) = \hat{\Lambda}(\rho_t(\omega)).$

**Lemma 4.1.** The collection of $\omega \in L^1(G) \cap L^2(G)$ with $\omega \in D(\rho_t), \rho_t(\omega) \in L^1(G)$, and $\rho_t(\omega)^t \in L^1(G) \cap L^2(G)$ is dense in $L^1(G)$. Furthermore, the resulting collection of vectors $\hat{\Lambda}(\omega)$ is dense in $L^2(G)$.

**Proof.** We use a “smearing argument”, compare (for example) [26, Proposition 5.21]. Let $\omega \in L^1(G) \cap (L^1(G) \cap L^2(G))$. Such $\omega$ are dense in $L^1(G)$ by [27, Lemma 2.5]. For $n \in \mathbb{N}$ and $z \in \mathbb{C}$ define

$$\omega(n, z) = \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) \rho_t(\omega) \ dt.$$

Then $\omega(n, 0)$ is analytic for $\rho$ and $\rho_z(\omega(n, 0)) = \omega(n, z)$. As $\rho$ is norm continuous, it follows that $\omega(n, 0) \to \omega$ in norm as $n \to \infty$.

For $x \in D(S)$, using that $\rho_t(\omega^t) = \rho_t(\omega)^t$,

$$\langle S(x)^*, \omega(n, z) \rangle = \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) \langle S(x)^*, \rho_t(\omega) \rangle \ dt$$

$$= \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) \langle x, \rho_t(\omega)^t \rangle \ dt = \langle x, (\omega^t)(n, \overline{z}) \rangle.$$

Hence $\omega(n, z) \in L^1_\Phi(G)$ and $\omega(n, z)^t = (\omega^t)(n, \overline{z})$.

For $x \in \mathfrak{n}_\phi$,

$$\langle x^*, (\omega^t)(n, z) \rangle = \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) \langle x^*, \rho_t(\omega^t) \rangle \ dt$$

$$= \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) (\hat{\Lambda}(\rho_t(\omega^t))|\Lambda(x)) \ dt = (\xi|\Lambda(x)),$$

where

$$\xi = \frac{n}{\sqrt{\pi}} \int_{\mathbb{R}} \exp(-n^2(t+z)^2) \hat{\Lambda}(\omega^t)) \ dt.$$
In particular, \((\omega^z)(n, z) \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\).

It follows that \(\{\omega(n, 0) : n \in \mathbb{N}, \omega \in L^1_2(\mathbb{G}) \cap L^2(\mathbb{G})\}\) is dense in \(L^1(\mathbb{G})\), analytic for \(\rho\), satisfies that \(\rho_z(\omega(n, 0)) \in L^2_2(\mathbb{G})\) for all \(z\), and satisfies that \(\rho_z(\omega(n, 0))^2 \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\). Furthermore, a similar calculation to that above yields that

\[
\hat{\Lambda}(\lambda(\omega(n, 0))) = \frac{n}{\sqrt{n}} \int_{\mathbb{R}} \exp(-n^2 t^2)\hat{\nabla}^2 t \hat{\Lambda}(\lambda(\omega)) \, dt.
\]

This converges to \(\hat{\Lambda}(\lambda(\omega))\) in norm, as \(n \to \infty\). In particular, as \(\omega\) varies, the collection of vectors \(\hat{\Lambda}(\lambda(\omega(n, 0)))\) is dense in \(L^2(\mathbb{G})\).

For the following, let \(\hat{T}\) be the Tomita map, which is the closure of \(\hat{\Lambda}(n^* \cap n^*) \to L^2(\mathbb{G}), \hat{\Lambda}(x) \to \hat{\Lambda}(x^*)\). For further details, see [38, Chapter 1] (where this map is denoted by \(S\), a notation which we avoid, as it clashes with the antipode).

**Proposition 4.2.** Let \(X = \{\omega \in L^1(\mathbb{G}) \cap L^2(\mathbb{G}) : \hat{\Lambda}(\lambda(\omega)) \in D(\hat{T}^*)\}\). Then \(X\) is dense in \(L^1(\mathbb{G})\), and \(\hat{\Lambda}(\lambda(X))\) is dense in \(L^2(\mathbb{G})\). For \(x \in D(S)^*\) and \(\omega \in X\), we have that \(x\omega \in X\), and \(\hat{T}^*\hat{\Lambda}(\lambda(x\omega)) = S(x^*)\hat{T}^*\hat{\Lambda}(\lambda(\omega)),\)

**Proof.** Let \(\omega \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\) be given by Lemma 4.1. As \(\lambda(\rho_i(\omega)) = \hat{\sigma}(\lambda(\omega))\), an analytic continuation argument shows that \(\lambda(\omega) \in D(\hat{\sigma})\) with \(\hat{\sigma}(\lambda(\omega)) = \hat{\Lambda}(\lambda(\omega))\). As also \(\rho_i(\omega) \in L^1_2(\mathbb{G})\) and \(\rho_i(\omega)^2 \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\), we have that

\[
\hat{\Lambda}(\lambda(\rho_i(\omega)^2)) = \hat{\Lambda}(\lambda(\rho_i(\omega)))^* = \hat{T}^*\hat{\Lambda}(\lambda(\rho_i(\omega))) = \hat{T}^*\hat{\Lambda}(\lambda(\omega)) = \hat{T}^*\hat{\Lambda}(\lambda(x\omega)) = S(x^*)\hat{T}^*\hat{\Lambda}(\lambda(\omega)),
\]

as required. Here we used that \(\hat{T}^* = (\hat{T}^*)^{-1}\), see [38, Lemma 1.5, Chapter 1].

Let us make one final definition:

\[
L^1_3(\mathbb{G}) \cap L^2_3(\mathbb{G}) = \{\omega \in L^1(\mathbb{G}) \cap L^2(\mathbb{G}) : \omega \in L^1_2(\mathbb{G})\} \cup \{\omega^2 \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\}.
\]

Then [27, Proposition 2.6] shows that \(L^1_3(\mathbb{G}) \cap L^2_3(\mathbb{G})\) is dense in \(L^1(\mathbb{G})\), and \(\hat{\Lambda}(\lambda(L^1_2(\mathbb{G}) \cap L^2_2(\mathbb{G})))\) is dense in \(L^2(\mathbb{G})\).

**Proposition 4.3.** Let \(\omega_1 \in L^1_2(\mathbb{G}) \cap L^2_2(\mathbb{G})\), and let \(\omega_2 \in X\) be as in the previous proposition. Let \(x \in L^\infty(\mathbb{G})\), set \(\xi = \hat{\Lambda}(\lambda(\omega_1))\) and \(\eta = \hat{T}^*\hat{\Lambda}(\lambda(\omega_2))\), and set \(\hat{\omega} = \hat{\omega}_{x\xi\eta}\). Then \(\hat{\omega} \in L^1(\mathbb{G}) \cap L^2(\mathbb{G})\) and \(\Lambda(\hat{\Lambda}(\hat{\omega})) = \hat{\Lambda}(\lambda((x_1\omega_1)\omega_2)))\). When we take \(x = 1\), as \(\omega_1, \omega_2\) vary, such \(\hat{\omega}\) are dense in \(L^1(\mathbb{G})\).
Proof. Let \( \hat{x} \in \mathfrak{n}_{\hat{\pi}} \). As \( \lambda(x\omega_1) \in \mathfrak{n}_{\hat{\pi}} \) and \( \mathfrak{n}_{\hat{\pi}} \) is a left ideal, both \( \lambda(x\omega_1)^* \hat{x} \in \mathfrak{n}_{\hat{\pi}} \) and \( \hat{x}^* \lambda(x\omega_1) \in \mathfrak{n}_{\hat{\pi}} \), so that \( \hat{x}^* \lambda(x\omega_1) \in \mathfrak{n}_{\hat{\pi}} \cap \mathfrak{n}_{\hat{\pi}}^* \). Thus \( \hat{\Lambda}(\hat{x}^* \lambda(x\omega_1)) \in D(\hat{T}) \) and \( \hat{T} \hat{\Lambda}(\hat{x}^* \lambda(x\omega_1)) = \hat{\Lambda}(\lambda(x\omega_1)^* \hat{x}) \). Thus

\[
\langle \hat{x}^*, \omega \rangle = (\hat{x}^* x \xi |\eta) = (\hat{x}^* x \hat{\Lambda}(\lambda(\omega_1))) = (\hat{x}^* \hat{\Lambda}(\lambda(\omega_1))) = (\hat{\Lambda}(\lambda(\omega_1)^* \hat{x}))
\]

As \( \hat{x} \in \mathfrak{n}_{\hat{\pi}} \) was arbitrary, this shows that \( \hat{\omega} \in L^1(\hat{G}) \cap L^2(\hat{G}) \) with \( \Lambda(\hat{\omega}) = \hat{\Lambda}(\lambda((x\omega_1)\omega_2)) \) as claimed. As above, the collection of allowed \( \xi \) is dense in \( L^2(\hat{G}) \), and by Proposition 4.7, the collection of allowed \( \eta \) is also dense in \( L^2(\hat{G}) \). Hence certainly the collection of thus constructed \( \hat{\omega} \) will be dense in \( L^1(\hat{G}) \).

\[\square\]

4.2 Coefficients of representations

Let \( \pi : L^1(\hat{G}) \to \mathcal{B}(H) \) be a completely bounded (anti-)homomorphism with associated co(-anti-)representation \( V_\pi \). Given \( \alpha, \beta \in H \), a co-efficient of \( \pi \) is the operator

\[ T_{\alpha,\beta}^\pi = (\iota \otimes \omega_{\alpha,\beta}) V_\pi \in L^\infty(\hat{G}). \]

Equivalently, \( T_{\alpha,\beta}^\pi \) is determined by the dual pairing

\[ \langle T_{\alpha,\beta}^\pi, \omega \rangle = (\pi(\omega)\alpha |\beta) \quad (\omega \in L^1(\hat{G})). \]

Note that the latter definition of \( T_{\alpha,\beta}^\pi \) makes sense even if \( \pi \) is bounded, but not necessarily completely bounded – a situation we will address in Section 7.

In this subsection and the next one, we study the analytic structure of co-efficients of completely bounded representations \( \pi : L^1(\hat{G}) \to \mathcal{B}(H) \). We show that if \( \pi^* \) is also completely bounded, then co-efficients of \( \pi \) give rise to completely bounded multipliers of \( L^1(\hat{G}) \), a tool which will allow us to prove the main theorems of this section (Theorems 4.7 and 4.9) below.

Proposition 4.4. Suppose that both \( \pi \) and \( \pi^* \) extend to completely bounded maps \( L^1(\hat{G}) \to \mathcal{B}(H) \). For every \( \alpha, \beta \in H \), we have that \( T_{\alpha,\beta}^\pi \in D(S) \) with \( S(T_{\alpha,\beta}^\pi)^* = T_{\beta,\alpha}^\pi \).

Proof. Let \( \omega \in L^2_\omega(\hat{G}) \), so that

\[ \langle T_{\beta,\alpha}^\pi, \omega^o \rangle = (\pi(\omega^o)\beta |\alpha) = (\pi(\omega^o)^*\alpha |\beta) = (\pi^*(\omega)\alpha |\beta) = \langle T_{\alpha,\beta}^\pi, \omega \rangle. \]

Comparing this with the definition of \( \hat{\pi} \), we might hope that \( T_{\beta,\alpha}^\pi \in D(S) \) with \( S(T_{\beta,\alpha}^\pi)^* = T_{\alpha,\beta}^\pi \). This is indeed true, but a little care is needed, see Proposition 1.1 in the appendix. As \( S \circ \pi \circ S = *, \) we also see that \( T_{\alpha,\beta}^\pi \in D(S) \) with \( S(T_{\alpha,\beta}^\pi)^* = T_{\beta,\alpha}^\pi \), as claimed.

\[\square\]

Given a co-efficient \( T_{\alpha,\beta}^\pi \), arguing as in Section 2.1, and as in the proof of Theorem 3.3, we see that

\[ \Delta(T_{\alpha,\beta}^\pi) = (\iota \otimes \iota \otimes \omega_{\alpha,\beta})(V_{\pi,13} V_{\pi,23}) = \sum_i (\iota \otimes \omega_{f_i,\beta})(V_{\pi}) \otimes (\iota \otimes \omega_{\alpha,f_i})(V_{\pi}) = \sum_i T_{f_i,\beta}^\pi \otimes T_{\alpha,f_i}^\pi, \]

the sum converging \( \sigma \)-weakly. This observation, combined with the previous proposition, shows that the hypotheses of the next theorem are not so outlandish; compare with the proof of Theorem 4.7 below.
Theorem 4.5. Let $\mathbb{G}$ be a locally compact quantum group, let $x \in L^\infty(\mathbb{G})$, and suppose that $\sigma \Delta(x) = \sum_i b_i \otimes a_i \in L^\infty(\mathbb{G}) \otimes_{eh} L^\infty(\mathbb{G})$. Suppose furthermore that each $b_i \in D(S)^*$, and $\sum_i S(b_i^*) S(b_i^*) < \infty$. Then, for $\xi, \eta \in L^2(\mathbb{G})$,
\[
x \hat{\lambda}(\hat{\omega}_{\xi, \eta}) = \hat{\lambda} \left( \sum_i \hat{\omega}_{a_i \xi, S(b_i^*) \eta} \right),
\]
the sum converging absolutely in $L^1(\hat{\mathbb{G}})$.

Proof. Let $\omega_1, \omega_2 \in L^1(\mathbb{G})$ be given by Proposition 4.3. Let $\xi = \hat{\Lambda}(\lambda(\omega_1)), \eta = \hat{T}^* \hat{\Lambda}(\lambda(\omega_2))$; recall that such choices are both dense in $L^2(\mathbb{G})$. Then $\hat{\omega}_{\xi, \eta} \in L^1(\hat{\mathbb{G}}) \cap L^2(\mathbb{G})$ and $\hat{\Lambda}(\hat{\omega}_{\xi, \eta}) = \hat{\Lambda}(\lambda(\omega_1 \omega_2))$.

For each $i$, let $\xi_i = a_i(\xi)$ and $\eta_i = S(b_i^*)(\eta)$. Then
\[
\sum_i \|\xi_i\|^2 = \sum_i \langle a_i^* a_i, \omega_\xi \omega_\xi \rangle \leq \left\| \sum_i a_i^* a_i \right\| \|\xi\|^2.
\]

Similarly,
\[
\sum_i \|\eta_i\|^2 \leq \left\| \sum_i S(b_i^*) S(b_i^*) \right\| \|\eta\|^2.
\]

It follows that $\sum_i \hat{\omega}_{\xi_i, \eta_i}$ converges absolutely in $L^1(\hat{\mathbb{G}})$.

By Proposition 1.2 $\eta_i = \hat{T}^* \hat{\Lambda}(\lambda(b_i \omega_2))$, and also $\xi_i = a_i \hat{\Lambda}(\lambda(\omega_1))$. By Proposition 4.3
\[
\Lambda(\hat{\lambda}(\hat{\omega}_{\xi_i, \eta_i})) = \hat{\lambda}(\hat{\Delta}(b_i \omega_2)).
\]

Thus, for $y \in n_\varphi$,
\[
\sum_i \Lambda(\hat{\lambda}(\hat{\omega}_{\xi_i, \eta_i})) \Lambda(y) = \sum_i \langle \hat{\Delta}(\hat{\lambda}(a_i \omega_1)) (b_i \omega_2) \rangle \Lambda(y) = \sum_i \langle \hat{\Delta}(\hat{\lambda}(a_i \omega_1)) (b_i \omega_2) \rangle \Lambda(y) = \sum_i \langle \hat{\Delta}(\hat{\lambda}(a_i \omega_1)) (b_i \omega_2) \rangle \Lambda(y).
\]

Thus,
\[
\Lambda(x \hat{\lambda}(\hat{\omega}_{\xi, \eta})) = x \hat{\lambda}(\lambda(\omega_1 \omega_2)) = \hat{\lambda}(\hat{\lambda}(x(\omega_1 \omega_2))) = \sum_i \Lambda(\hat{\lambda}(\hat{\omega}_{\xi_i, \eta_i})),
\]
which completes the proof, as $\Lambda$ injects, and such $\xi, \eta$ are dense.

We remark that we could weaken the hypothesis that $\sigma \Delta(x) \in L^\infty(\mathbb{G}) \otimes_{eh} L^\infty(\mathbb{G})$ to just requiring that $\Delta(x) = \sum_i a_i \otimes b_i$, the sum converging $\sigma$-weakly in $L^\infty(\mathbb{G}) \overline{\otimes} L^\infty(\mathbb{G})$, and with $\sum_i a_i^* a_i < \infty$ and $\sum_i S(b_i^*) S(b_i^*) < \infty$.

We can interpret this result in terms of left multipliers or centralisers on $L^1(\hat{\mathbb{G}})$. We shall follow [14] (see also [22]), but be aware of differing language. A left multiplier of $L^1(\mathbb{G})$ is a linear map $L : L^1(\hat{\mathbb{G}}) \to L^1(\hat{\mathbb{G}})$ with $L(\hat{\omega}_1 \hat{\omega}_2) = L(\hat{\omega}_1) \hat{\omega}_2$ for each $\hat{\omega}_1, \hat{\omega}_2 \in L^1(\hat{\mathbb{G}})$. If additionally $L$ is completely bounded, then an equivalent condition is that the adjoint $L^* : L^\infty(\mathbb{G}) \to L^\infty(\mathbb{G})$ satisfies $\hat{\Delta} L^* = (L^* \otimes \iota) \hat{\Delta}$.
Theorem 4.7. Let \( (suitably \ interpreted \ in \ the \ degenerate \ case) \), and thus we have a converse to Theorem 3.3. \( L^\ast \) extends to a completely bounded representation. Letting \( H \), then clearly the preadjoint \( L \) is \( \pi \). Furthermore, both \( x \) that \( \pi \) is a (not necessarily orthogonal) projection of \( \mathcal{V} \), still denoted by \( L \). Hence we can regard \( L^\ast \) as a map on \( L^\infty (\hat{G}) \). We record the following for use later.

**Proposition 4.6.** With notation as above, \( L^\ast \in CB(L^\infty (\hat{G})) \),

\[
\|L^\ast\|_{cb} \leq \left\| \sum_i S(b_i^\ast) S(b_i^\ast) \right\|^{1/2} \left\| \sum_i a_i^\ast a_i \right\|^{1/2},
\]

and \( (L^\ast \otimes I)(\hat{W}) = (1 \otimes x)\hat{W} \).

**Proof.** The norm estimate is a standard calculation from the definition of \( L^\ast \) given by [2]. The last assertion follows from [14, Proposition 2.4]; indeed, this is just a calculation using the definition of \( \hat{\lambda} \) and that \( x\hat{\lambda}(\hat{\omega}_{\xi,\eta}) = \hat{\lambda}(\hat{\omega}_{\xi,\eta}) \).

We remark that it follows from [14] that \( x \in C^b(\hat{G}) \) (compare with Theorem 4.9 below) and that \( x \in D(S) \).

### 4.3 When we get an invertible corepresentation

We will work in a little generality, and deal with possibly degenerate homomorphisms. Given a homomorphism \( \pi : A \rightarrow \mathcal{B}(H) \) of a Banach algebra \( A \) on a Hilbert space \( H \), the essential space of \( \pi \) is \( H_e \), the closed linear span of \( \{ \pi(a)\xi : a \in A, \xi \in H \} \).

The following shows that if \( \pi \) and \( \pi^\ast \) are completely bounded, then \( V_{\pi^\ast} \) is an invertible operator (suitably interpreted in the degenerate case), and thus we have a converse to Theorem 3.3.

**Theorem 4.7.** Let \( \pi : L^1(\hat{G}) \rightarrow \mathcal{B}(H) \) be a completely bounded representation such that \( \pi^\ast \) extends to a completely bounded representation. Letting \( H_e \) be the essential space of \( \pi \), we have that \( V_{\pi^\ast} V_{\pi} = V_{\pi^\ast} V_{\pi} \) is a (not necessarily orthogonal) projection of \( L^2(\hat{G}) \otimes H \) onto \( L^2(\hat{G}) \otimes H_e \). Furthermore, both \( V_{\pi} \) and \( V_{\pi^\ast} \) have ranges equal to \( L^2(\hat{G}) \otimes H_e \). Hence \( V_{\pi} \) and \( V_{\pi^\ast} \) restrict to operators on \( L^2(\hat{G}) \otimes H_e \) and are mutual inverses in \( \mathcal{B}(L^2(\hat{G}) \otimes H_e) \).

**Proof.** Fix \( \alpha, \beta \in H \). By Proposition 3.2, we know that \( V_{\pi^\ast} = V_{\pi^\ast} \), and thus \( T_{\alpha,\beta} = (T_{\beta,\alpha})^\ast \). As in the discussion before Theorem 3.3

\[
\sigma \Delta(T_{\alpha,\beta}^\pi) = \sigma \Delta(T_{\beta,\alpha}^\pi)^\ast = \sum_i (T_{\beta,\alpha}^\pi f_i^\ast)^\ast \otimes (T_{\beta,\alpha}^\pi f_i^\ast) = \sum_i T_{\alpha,\beta}^\pi f_i^\ast \otimes T_{\alpha,\beta}^\pi f_i^\ast.
\]

As \( \pi^\ast \) is completely bounded, by Proposition 4.4

\[
(T_{\alpha,\beta}^\pi)^\ast = T_{\beta,\alpha}^\pi f_i \in D(S) \quad \text{with} \quad S((T_{\alpha,\beta}^\pi)^\ast) = S(T_{\beta,\alpha}^\pi f_i) = (T_{\beta,\alpha}^\pi)^\ast f_i = T_{\beta,\alpha}^\pi f_i;
\]
where the last equality uses Proposition 3.2. Moreover,

$$\sum_i S((T_{f_i,\beta})^*)^* S((T_{f_i,\beta})^*) = \sum_i T_{f_i,\beta}^* (T_{f_i,\beta})^* = \sum_i (\tau \otimes \omega_{f_i,\beta})(V_{\pi^*})(\tau \otimes \omega_{\beta,f_i})(V_{\pi^*})^*$$

$$= \sum_i (\tau \otimes \omega_{f_i,\beta})(V_{\pi^*})(\tau \otimes \omega_{f_i,\beta})(V_{\pi^*}^*) = (\tau \otimes \omega_{\beta})(V_{\pi^*} V_{\pi^*}^*),$$

and similarly $\sum_i (T_{\alpha,f_i}^*)^* T_{\alpha,f_i} = (\tau \otimes \omega_{\alpha})(V_{\pi} V_{\pi}^*)$. We can hence apply Theorem 4.3 and Proposition 4.6 to conclude that if we define

$$L^*: L^\infty(\mathcal{G}) \to B(L^2(\mathcal{G})); \quad \hat{x} \mapsto \sum_i T_{f_i,\beta}^* \hat{x} T_{\alpha,f_i}^*,$$

then $L^* \in CB(L^\infty(\mathcal{G}))$, and $(L^* \otimes \iota)(\tilde{W}) = (1 \otimes T_{\alpha,\beta}^*) \tilde{W}$. As $\tilde{W} = \sigma W^* \sigma$, this shows that $(\tau \otimes L^*)(W^*) W = T_{\alpha,\beta}^* \otimes 1$. That is,

$$T_{\alpha,\beta}^* \otimes 1 = \sum_i (1 \otimes T_{f_i,\beta}^*) W^* (1 \otimes T_{\alpha,f_i}^*) W = \sum_i (1 \otimes T_{f_i,\beta}^*) \Delta(T_{\alpha,f_i}^*).$$

So, let $\omega_1, \omega_2 \in L^1(\mathcal{G})$, and consider

$$\sum_i \langle (1 \otimes T_{f_i,\beta}^*) \Delta(T_{\alpha,f_i}^*), \omega_1 \otimes \omega_2 \rangle = \sum_i \langle T_{\alpha,f_i}^*, \omega_1(\omega_2 T_{f_i,\beta}^*) \rangle = \sum_i \langle \tilde{\pi}(\omega_1(\omega_2 T_{f_i,\beta}^*)) \alpha \mid f_i \rangle$$

$$= \sum_i \langle \tilde{\pi}(\omega_2 T_{f_i,\beta}^*) \tilde{\pi}(\omega_1) \alpha \mid f_i \rangle = \sum_i (T_{f_i,\beta}^* T_{\alpha,f_i}^* \tilde{\pi}(\omega_1) \omega_2)$$

$$= \langle (\tau \otimes \tilde{\pi}(\omega_1) \omega_2)(V_{\pi^*} \tilde{W}), \omega_2 \rangle.$$
\[\tau_t^{\text{op}} = \tau_{-t}\text{ for each } t.\] Thus \(S^{\text{op}} = R^{\text{op}}\tau_{-1/2}^{\text{op}} = R\tau_{-1/2} = S^{-1} = * \circ S \circ \ast.\) For \(x \in D(S^{\text{op}}) = D(S)^{\ast},\) and \(\omega \in L_1^1(G^{\text{op}}),\)
\[\langle x, \omega^{\sharp,\text{op}} \rangle = \langle S^{\text{op}}(x)^{\ast}, \omega \rangle = \langle S(x^{\ast})^{\ast}, \omega^{\ast} \rangle.\]
It follows that \(\omega^{\ast} \in L_1^1(G),\) as for each \(y \in D(S),\) setting \(x = y^{\ast} \in D(S)^{\ast},\) we see that
\[\langle S(y)^{\ast}, \omega \rangle = \langle x, \omega^{\sharp,\text{op}} \rangle = \langle y, (\omega^{\sharp,\text{op}})^{\ast} \rangle.\]
So \((\omega^{\ast})^{\sharp} = (\omega^{\sharp,\text{op}})^{\ast},\) and reversing this argument shows that \(L_1^1(G) = L_1^1(G^{\text{op}})^{\ast} \).

Thus, if we set \(\phi = \tilde{\pi} : L^1(G^{\text{op}}) \to B(H)\) then \(\phi\) is a completely bounded representation, and \(\tilde{\phi} = \pi,\) so that the essential space of \(\phi\) is \(H_e.\) For \(\omega \in L_1^1(G^{\text{op}}),\) we have that \(\omega^{\ast} \in L_1^1(G),\) and \(\phi^{\ast}(\omega) = \phi(\omega^{\sharp,\text{op}})^{\ast} = \tilde{\pi}(((\omega^{\ast})^{\sharp})^{\ast} = \pi((\omega^{\ast})^{\sharp}) = \pi(\omega).\) Hence, as \(\tilde{\pi}\) is completely bounded, also \(\phi\) is completely bounded; and so \(\phi^{\ast} = \tilde{\pi}\) and similarly \(\tilde{\phi} = \pi^{\ast}\). Applying the previous argument to \(\phi,\) we conclude that \(V_{\phi^{\ast}} V_{\phi} = V_{\tilde{\pi}} V_{\pi}\) is a \((\text{not necessarily orthogonal})\) projection onto \(L^2(G) \otimes H_e.\) We also see that the range of \(V_{\phi^{\ast}} = V_{\tilde{\pi}}\) is \(L^2(G) \otimes H_e.\)

Finally, we also have that \(V_{\phi} V_{\tilde{\phi}} = V_{\tilde{\pi}} V_{\pi}\) is a \((\text{not necessarily orthogonal})\) projection onto \(L^2(G) \otimes H_e.\) It follows that
\[\ker(V_{\pi} V_{\tilde{\pi}}) = \text{Im}(V_{\pi}^{\ast} V_{\tilde{\pi}}^{\ast}) = \text{Im}(V_{\pi} V_{\tilde{\pi}}) = \left(L^2(G) \otimes H_e\right)^{\perp},\]
and analogously, also \(\ker(V_{\tilde{\pi}} V_{\pi}) = \text{Im}(V_{\tilde{\pi}} V_{\pi}) = \left(L^2(G) \otimes H_e\right)^{\perp}.\) So we conclude that \(\ker(V_{\pi} V_{\tilde{\pi}}) = \ker(V_{\tilde{\pi}} V_{\pi}).\) So \(V_{\pi} V_{\tilde{\pi}}\) and \(V_{\tilde{\pi}} V_{\pi}\) are projections with the same range and kernel, and hence are equal.

The above theorem says that if both \(\pi\) and \(\pi^{\ast}\) are completely bounded and non-degenerate, then \(V_{\pi}\) is an invertible co-representation of \(L^\infty(G),\) and, informally,
\[(S \otimes \iota)(V_{\pi}) = V_{\pi}^{-1}.\]
This is well-known in, for example, the theory of algebraic compact quantum groups (compare with [11, Proposition 3.1.7(iii)]). It is interesting that our arguments seem to require a lot of structure—for example, by using the duality theory for locally compact quantum groups.

From Proposition [4.6] and the proof of Theorem [4.7] we obtain the following corollary, showing that the co-efficients \(T_{\alpha,\beta}^{\pi}\) considered in Theorem [4.7] naturally induce completely bounded multipliers on \(L^1(G).\)

**Corollary 4.8.** Let \(\pi : L^1(G) \to B(H)\) be a completely bounded representation such that \(\pi^{\ast}\) extends to a completely bounded representation. Then for any \(\alpha, \beta \in H,\) the co-efficient \(T_{\alpha,\beta}^{\pi}\) represents a completely bounded left multiplier \(L : L^1(G) \to L^1(G),\) determined by
\[\hat{\lambda}(L\hat{\omega}) = T_{\alpha,\beta}^{\pi} \hat{\lambda}(\hat{\omega}) \quad (\hat{\omega} \in L^1(G)).\]
Moreover, \(\|L\|_{cb} \leq \|\pi\|_{cb} \|\pi^{\ast}\|_{cb} \|\alpha\| \|\beta\|\).

**Proof.** The fact that \(L\) is a completely bounded left multiplier was already observed in the proof of Theorem [4.7]. Moreover, from Proposition [4.6] and the proof of Theorem [4.7] we deduce that
\[\|L\|_{cb} = \|L^{\ast}\|_{cb} \leq \|(\iota \otimes \omega_{\beta})(V_{\pi} V_{\pi}^{\ast})\|^{1/2} \|(\iota \otimes \omega_{\alpha})(V_{\tilde{\pi}} V_{\tilde{\pi}}^{\ast})\|^{1/2} \leq \|\pi\|_{cb} \|\pi^{\ast}\|_{cb} \|\alpha\| \|\beta\|.\]

\[\square\]
When $G$ is a locally compact group, the above result is classical and is due to de Canniere and Haagerup [15, Theorem 2.2]. (See also [7, Theorem 3] for when $G$ is the dual of a locally compact group.)

Let $G$ be a locally compact group, $\pi : L^1(G) \to \mathcal{B}(H)$ a bounded representation, and $\pi_0 : G \to \mathcal{B}(H)$ the uniformly bounded representation associated to $\pi$. The correspondence $\pi \leftrightarrow \pi_0$ given in Section 3 implies that each co-efficient operator $T^\pi_{\alpha,\beta} \in L^\infty(G)$ is actually (a.e.) equal to the continuous function $\varphi^\pi_{\alpha,\beta} \in C^b(G)$, $s \mapsto (\pi_0(s)\alpha|\beta)$.

Let $\mathcal{B}_0(H)$ be the compact operators on $H$, so that $M(\mathcal{B}_0(H)) = \mathcal{B}(H)$. We hence get the strict topology on $\mathcal{B}(H)$, where a bounded net $(T_\alpha)$ is strictly-null if and only if the nets $(T_\alpha x)$ and $(xT_\alpha)$ are norm-null, for each $x \in \mathcal{B}_0(H)$. One consequence of the above correspondence is that the corepresentation $V_\pi \in L^\infty(G)^{\to} \mathcal{B}(H)$ is actually a member of $C^b_{str}(G, \mathcal{B}(H))$, the space of bounded continuous maps $G \to \mathcal{B}(H)$, where $\mathcal{B}(H)$ is given the strict topology. Indeed, $V_\pi$ corresponds to the map $G \to \mathcal{B}(H); s \mapsto \pi_0(s)$.

When $G$ is a locally compact quantum group, the natural replacement for $C^b_{str}(G, \mathcal{B}(H))$ is the multiplier algebra $M(C_0(G) \otimes \mathcal{B}_0(H))$. This follows, as $M(C_0(G) \otimes \mathcal{B}_0(H))$ is isomorphic to $C^b_{str}(G, \mathcal{B}(H))$. Indeed, given $F \in C_0^{\pi}(G, \mathcal{B}(H))$ and $f \in C_0(G, \mathcal{B}_0(H)) = C_0(G) \otimes \mathcal{B}_0(H)$, clearly the pointwise products $Ff, fF$ are members of $C_0(G, \mathcal{B}_0(H))$, and so $F$ is a multiplier, and a partition of unity argument shows that every multiplier arises in this way.

The following gives a summary of the results of this section. The argument about multiplier algebras should be compared with [50, Section 4], which in turn is inspired by [2, Page 441].

**Theorem 4.9.** Let $G$ be a locally compact quantum group, and let $\pi : L^1(G) \to \mathcal{B}(H)$ be a non-degenerate, completely bounded representation. Then the following are equivalent:

1. $\pi$ extends to a completely bounded map $L^1(G) \to \mathcal{B}(H)$;
2. $V_\pi$ is invertible.

In this case, $V^{-1}_\pi = V_\pi$, and $V_\pi \in M(C_0(G) \otimes \mathcal{B}_0(H))$.

**Proof.** The equivalences have been established by Theorem 3.3 and Theorem 4.7. Suppose now that $V^{-1}_\pi$ exists. Recall that the coproduct on $L^\infty(G)$ is implemented by the fundamental unitary by $\Delta(x) = W^*(1 \otimes x)W$ for $x \in L^\infty(G)$. Furthermore, $W \in M(C_0(G) \otimes \mathcal{B}_0(L^2(G)))$.

Then

$$V_{\pi,13} = (\Delta \otimes \iota)(V_\pi) V^{-1}_{\pi,23} = W_{12} V_{\pi,23} W^{-1}_{12} V^{-1}_{\pi,23} \in M(C_0(G) \otimes \mathcal{B}_0(L^2(G)) \otimes \mathcal{B}_0(H)).$$

Thus $V_\pi \in M(C_0(G) \otimes \mathcal{B}_0(H))$ as claimed. $\square$

### 4.4 Application to (co)isometric corepresentations

A corepresentation $U \in L^\infty(G)^{\to} \mathcal{B}(H)$ is a coisometric corepresentation if $U$ is a coisometry, namely $UU^* = 1$. As $\Delta$ is a $*$-homomorphism, we see that $U^*$ is a co-anti-representation.

**Proposition 4.10.** Let $U \in L^\infty(G)^{\to} \mathcal{B}(H)$ be a coisometric corepresentation, associated to $\pi : L^1(G) \to \mathcal{B}(H)$. Then $\pi$ is a completely bounded representation, with $V_\pi = U^*$.

**Proof.** This follows almost exactly as the proof of Theorem 3.3. Let $\alpha, \beta \in H$, let $(f_i)$ be an orthonormal basis of $H$, and set

$$x_i = (\iota \otimes \omega_{f_i,\beta})(U), \quad y_i = (\iota \otimes \omega_{\alpha,f_i})(U^*).$$
Then as before, we see that
\[ \sum_i \Delta(x_i)(1 \otimes y_i) = (\iota \otimes \iota \otimes \omega_{\alpha,\beta})(U_{13}U_{23}) = (\iota \otimes \omega_{\alpha,\beta})(U) \otimes 1, \]
and similarly
\[ \sum_i (1 \otimes x_i)\Delta(y_i) = (\iota \otimes \iota \otimes \omega_{\alpha,\beta})(U_{23}U_{13}^*) = (\iota \otimes \omega_{\alpha,\beta})(U^*) \otimes 1. \]
Hence \((\iota \otimes \omega_{\alpha,\beta})(U) \in D(S)\) with \(S((\iota \otimes \omega_{\alpha,\beta})(U)) = (\iota \otimes \omega_{\alpha,\beta})(U^*)\). As before, it now follows that \(\tilde{\pi}\) is completely bounded with \(V_{\tilde{\pi}} = U^*\).

The following is now immediate from Theorem 4.7.

**Corollary 4.11.** Let \(U \in L^\infty(G) \otimes B(H)\) be a coisometric corepresentation. Then \(U\) is unitary.

**Corollary 4.12.** Let \(U \in L^\infty(G) \otimes B(H)\) be an isometric corepresentation. Then \(U\) is unitary.

**Proof.** As in the proof of Theorem 4.7, following [27, Section 4], the opposite quantum group to \(G\) is \(G^\text{op}\), where \(L^\infty(G^\text{op}) = L^\infty(G)\) and \(\Delta^\text{op} = \sigma \Delta\). It follows that corepresentations of \(G\) are co-anti-representations of \(G^\text{op}\), and vice versa. The proof follows from the observation that \(U^*\) is thus a coisometric corepresentation of \(G^\text{op}\).

An application of this result is to the theory of induced corepresentations in the sense of Kustermans, [25]. In this paper, a theory is developed allowing one to “induce” a corepresentation from a “smaller” quantum group to a larger one. However, in general the resulting corepresentation is only a coisometry, and not unitary (see [25, Notation 5.3]), and under a further “integrability” condition, and with an elaborate argument, it is shown that this corepresentation is unitary, [25, Proposition 7.5]. Our result shows that a further condition is not necessarily, and the induced corepresentation is always unitary.

5 The similarity problem

We recall from [4, Definition 3.2] (for example) that \(G\) is amenable if there is a state \(m\) on \(L^\infty(G)\) such that \(\langle m, (\iota \otimes \omega)\Delta(x) \rangle = \langle m, x \rangle \langle 1, \omega \rangle\) for \(x \in L^\infty(G), \omega \in L^1(G)\). Using the unitary antipode, we see that we could have equivalently used the obvious “left” variant of this definition instead. We call \(m\) a right invariant state.

Based on the results of the previous section, we are now a position to state the “similarity problem” for locally compact quantum groups: Suppose \(G\) has the property that every completely bounded homomorphism \(\pi : L^1(G) \to B(H)\), with \(\pi^*\) also extending to a completely bounded homomorphism, is similar to a \(*\)-homomorphism. Then is \(G\) necessarily amenable? By Theorem 4.9, this is equivalent to asking if having all invertible corepresentations being similar to unitary corepresentations forces \(G\) to be amenable? When \(G\) is commutative, this reduces to the standard conjecture that a unitarisable locally compact group \(G\) is amenable. When \(G\) is cocommutative, [7] proves this conjecture in the affirmative – there is of course the stronger conjecture that actually, no condition on \(\pi^*\) is needed, and we provide more evidence for this in Section 8 below.

In the following, we shall show how to use an invariant state to “average” an invertible corepresentation to a unitary corepresentation. This is well-known in the compact quantum group case (see, for example, [51, Theorem 5.2]). The non-compact case is similar, but we provide the details, as we are unaware of a good reference.
Theorem 5.1. Let $\mathbb{G}$ be an amenable locally compact quantum group, and let $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ be a non-degenerate homomorphism. The following are equivalent:

1. $\pi$ is similar to a $*$-homomorphism;

2. both $\pi$ and $\tilde{\pi}$ extend to completely bounded (anti-)homomorphisms $L^1(\mathbb{G}) \to \mathcal{B}(H)$.

Proof. That (1) implies (2) is Proposition 3.3.

Now suppose that (2) holds, and that $\pi$ is non-degenerate, so by Theorem 4.7, $V_\pi$ is invertible. Let $m \in L^\infty(\mathbb{G})^*$ be a right invariant state. Set

$$T = (m \otimes \iota)(V^*_\pi V_\pi) \in \mathcal{B}(H).$$

This means (by definition) that $\langle T, \omega \rangle = \langle m, (\iota \otimes \omega)(V^*_\pi V_\pi) \rangle$ for $\omega \in \mathcal{B}(H)_+^\ast$.

As $V_\pi$ is invertible, so is the positive operator $V^*_\pi V_\pi$, and so, for some $\epsilon > 0$, we have that $V^*_\pi V_\pi \geq \epsilon 1$. It follows that for any $\omega \in \mathcal{B}(H)_+^\ast$,

$$\langle T, \omega \rangle = \langle m, (\iota \otimes \omega)(V^*_\pi V_\pi) \rangle \geq \langle m, (\iota \otimes \omega)(\epsilon 1) \rangle = \epsilon \langle \omega, 1 \rangle.$$

Hence $T \geq \epsilon 1$, and so we may define

$$V = (1 \otimes T^{1/2})V_\pi(1 \otimes T^{-1/2}) \in L^\infty(\mathbb{G})\overline{\otimes}\mathcal{B}(H).$$

Then, as $\Delta$ is a unital $*$-homomorphism,

$$(\Delta \otimes \iota)(V) = (1 \otimes 1 \otimes T^{1/2})V_{\pi,13}V_{\pi,23}(1 \otimes 1 \otimes T^{-1/2}) = (1 \otimes 1 \otimes T^{1/2})V_{\pi,13}(1 \otimes 1 \otimes T^{-1/2})(1 \otimes 1 \otimes T^{1/2})V_{\pi,23}(1 \otimes 1 \otimes T^{-1/2}) = V_{13}V_{23}.$$

So $V$ is a corepresentation, say inducing a homomorphism $\phi : L^1(\mathbb{G}) \to \mathcal{B}(H)$. For $\omega \in L^1(\mathbb{G})$, we have that $\phi(\omega) = (\omega \otimes \iota)(V) = T^{1/2}\pi(\omega)T^{-1/2}$, and so $\phi$ is similar to $\pi$.

We next show that $V$ is unitary. For $\omega_1 \in L^1(\mathbb{G})$ and $\omega_2 \in \mathcal{B}(H)_+^\ast$, we may define $\psi \in \mathcal{B}(H)_+^\ast$ by

$$\langle R, \psi \rangle = \langle V^*_\pi(1 \otimes R)V_\pi, \omega_1 \otimes \omega_2 \rangle \quad (R \in \mathcal{B}(H)).$$

Then we see that

$$(\iota \otimes \psi)(V^*_\pi V_\pi) = (\iota \otimes \omega_1 \otimes \omega_2)(V^*_\pi V_\pi) = (\iota \otimes \omega_1 \otimes \omega_2)((\Delta \otimes \iota)(V^*_\pi V_\pi)).$$

Thus

$$\langle T, \psi \rangle = \langle m, (\iota \otimes \psi)(V^*_\pi V_\pi) \rangle = \langle m, (\iota \otimes \omega_1 \otimes \omega_2)\Delta((\iota \otimes \omega_2)(V^*_\pi V_\pi)) \rangle = \langle m, (\iota \otimes \omega_2)(V^*_\pi V_\pi) \rangle \langle 1, \omega_1 \rangle = \langle 1 \otimes T, \omega_1 \otimes \omega_2 \rangle.$$

As $\omega_1, \omega_2$ were arbitrary, we conclude that $V^*_\pi(1 \otimes T)V_\pi = 1 \otimes T$. Thus

$$V^*V = (1 \otimes T^{-1/2})V^*_\pi(1 \otimes T^{1/2})(1 \otimes T^{1/2})V_\pi(1 \otimes T^{-1/2}) = (1 \otimes T^{-1/2})(1 \otimes T)(1 \otimes T^{-1/2}) = 1,$$

as required.

Arguing as in Theorem 3.3, it is now easy to see that $\phi$ is a $*$-homomorphism, because $V$ is unitary. □
We can also deal with the case of degenerate representations of $L^1(\mathbb{G})$. The proof of [7] Proposition 6] actually shows the following:

**Lemma 5.2.** Let $A$ be a $\ast$-algebra, and let $\pi : A \to \mathcal{B}(H)$ be a homomorphism. Let $\pi_e : A \to \mathcal{B}(H_e)$ be the subrepresentation given by restricting to the essential space $H_e$. Suppose there is a (not necessarily orthogonal) projection $Q$ from $H$ to $H_e$ such that $\pi(a)Q = \pi(a)$ for all $a \in A$. Then $\pi$ is similar to $\ast$-representation if and only if $\pi_e$ is similar to a $\ast$-representation.

**Theorem 5.3.** Let $\mathbb{G}$ be an amenable locally compact quantum group, and let $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ be a homomorphism. The following are equivalent:

1. $\pi$ is similar to a $\ast$-representation;
2. both $\pi$ and $\bar{\pi}$ extend to completely bounded (anti-)representations $L^1(\mathbb{G}) \to \mathcal{B}(H)$.

**Proof.** That [11] implies (2) is again Proposition 3.4. If (2) holds, then Theorem 4.7 shows that $V_{\pi}$ restricts to an invertible operator on $L^2(\mathbb{G}) \otimes H_e$; that is, $V_{\pi}$ is invertible. So Theorem 5.1 shows that $\pi_e$ is similar to a $\ast$-representation. By Lemma 5.2 it suffices to construct a projection $Q : H \to H_e$ with $\pi(\omega)Q = \pi(\omega)$ for $\omega \in L^1(\mathbb{G})$.

By Theorem 4.7, $P = V_{\pi}V_{\bar{\pi}}$ is a projection of $L^2(\mathbb{G}) \otimes H$ onto $L^2(\mathbb{G}) \otimes H_e$. The proof actually shows that $\ker P = \ker V_{\pi}V_{\bar{\pi}} = (L^2(\mathbb{G}) \otimes \hat{H}_e) \perp = L^2(\mathbb{G}) \otimes \hat{H}_e^\perp$. Thus $L^2(\mathbb{G}) \otimes H_e \cap L^2(\mathbb{G}) \otimes \hat{H}_e^\perp = \{0\}$, and so $H_e \cap \hat{H}_e^\perp = \{0\}$. Similarly, $L^2(\mathbb{G}) \otimes H_e + L^2(\mathbb{G}) \otimes \hat{H}_e^\perp = L^2(\mathbb{G}) \otimes H$, and so $H_e + \hat{H}_e^\perp = H$. It follows that there is a projection $Q$ of $H$ onto $H_e$ with $\ker Q = \hat{H}_e^\perp$.

Now, $\alpha \in \hat{H}_e^\perp$ if and only if

$$0 = (\alpha|\pi(\omega)\beta) = (\alpha|\pi(\omega^*)\beta) = (\pi(\omega^*)\alpha|\beta) \quad (\omega \in L^1(\mathbb{G}), \beta \in H).$$

It follows that for $\omega \in L^1(\mathbb{G}), \alpha \in \ker Q$, we have that $\pi(\omega)\alpha = 0 = \pi(\omega)Q\alpha$. Clearly $\pi(\omega)Q = \pi(\omega)$ on $H_e$, and thus it follows that $\pi(\omega)Q = \pi(\omega)$ on $H$, as required. 

## 6 Special cases

In this section, we take an approach which is closer in spirit to [7]. A cost is that we shall have to assume that $\mathbb{G}$ is coamenable. Recall that $\mathbb{G}$ is coamenable if $L^1(\mathbb{G})$ has a bounded approximate identity. This is equivalent to a large number of other conditions, see [4] Theorem 3.1. In particular, the proof of this reference shows that $L^1(\mathbb{G})$ has a contractive approximate identity in this case. It is conjectured that the coamenability of $\mathbb{G}$ is equivalent to $\mathbb{G}$ being amenable, but except when $\mathbb{G}$ is discrete (see [12]) it is only known that $\mathbb{G}$ coamenable implies that $\mathbb{G}$ is amenable. A benefit to the approach of this section is that in special cases (as for $\mathbb{G}$ being a SIN group in [7]) we can show that if $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ is completely bounded, then $\pi$ is similar to a $\ast$-homomorphism, without assumption about $\bar{\pi}$.

**Theorem 6.1.** Let $\mathbb{G}$ be a locally compact quantum group such that $\mathbb{G}$ is coamenable. Let $\pi : L^1(\mathbb{G}) \to \mathcal{B}(H)$ be a completely bounded homomorphism, such that $\bar{\pi}$ extends a completely bounded map $L^1(\mathbb{G}) \to \mathcal{B}(H)$. Then $\pi$ is similar to a $\ast$-homomorphism.

**Proof.** Let $\alpha, \beta \in H$ and $\xi, \eta \in L^2(\mathbb{G})$. From Corollary 4.8 $T_{\beta,\alpha}^\pi \hat{\lambda}(\hat{\omega}_{\xi,\eta}) \in \lambda(L^1(\mathbb{G}))$. Moreover, an application of Theorem 4.5 to $T_{\beta,\alpha}^\pi$ shows that

$$T_{\beta,\alpha}^\pi \hat{\lambda}(\hat{\omega}_{\xi,\eta}) = \sum_i \hat{\lambda}(\hat{\omega}_{\alpha_i,\xi, S_i(\eta)}).$$
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where, if \((f_i)\) is an orthonormal basis for \(H\),

\[
a_i = T_{\beta,f_i}^\pi, \quad S(b_i^*) = S((T_{f_i,\alpha}^\pi)^*) = T_{\alpha,f_i}^\pi.
\]

In particular,

\[
\sum_i \|\hat{\omega}_{a_i,\xi} \cdot S(b_i^*)\eta\| \leq \left( \sum_i \|a_i\xi\|^2 \right)^{1/2} \left( \sum_i \|S(b_i^*)\eta\|^2 \right)^{1/2}
\]

\[
\leq \left\| \sum_i a^*_i a_i \right\|^{1/2} \left\| \sum_i S(b_i^*)^* S(b_i^*) \right\|^{1/2} \|\xi\| \|\eta\|
\]

\[
\leq \|\xi\| \|\eta\| \|\alpha\| \|\beta\| \|\pi\| \|\hat{\pi}\| \|\hat{\pi}\|_{cb}.
\]

Let \(\hat{\omega}_k\) be a contractive approximate identity for \(L^1(\hat{G})\). It follows that for each \(k\), there exists \(\hat{\omega}_k \in L^1(\hat{G})\) with

\[
(T_{\alpha,\beta}^\pi)^* \hat{\lambda}(\hat{\omega}_k) = T_{\beta,\alpha}^\pi \hat{\lambda}(\hat{\omega}_k) = \hat{\lambda}(\hat{\omega}_k') \quad \text{with} \quad \|\hat{\omega}_k\| \leq \|\alpha\| \|\beta\| \|\pi\| \|\hat{\pi}\|_{cb} \|\hat{\pi}\|_{cb}.
\]

As \(\hat{\lambda}(L^1(\hat{G}))\) is \(\sigma\)-weakly dense in \(L^\infty(\hat{G})\), it follows that for \(\omega \in L^1(\hat{G})\),

\[
\langle T_{\alpha,\beta}^\pi, \omega \rangle = \lim_k \langle (T_{\alpha,\beta}^\pi)^* \hat{\lambda}(\hat{\omega}_k), \omega^* \rangle = \hat{\lambda}(\hat{\omega}_k'), \omega^* = \hat{\lambda}(\hat{\omega}_k').
\]

The final equality follows by a simple calculation, see [13] Lemma 8.10. Thus

\[
|\langle (\pi(\omega)\alpha|\beta) \rangle| = |\langle T_{\alpha,\beta}^\pi, \omega \rangle| \leq \|\alpha\| \|\beta\| \|\pi\| \|\hat{\pi}\|_{cb} \|\hat{\pi}\|_{cb} \|\lambda(\omega)\|.
\]

As \(\lambda(L^1(\hat{G}))\) is dense in \(C_0(\hat{G})\), by continuity, there is a homomorphism \(\phi : C_0(\hat{G}) \rightarrow B(H)\) with

\[
\|\phi\| \leq \|\pi\| \|\hat{\pi}\|_{cb}, \quad \phi \circ \lambda = \pi.
\]

As \(\hat{G}\) is coamenable, it follows that \(G\) is amenable (see [4] Theorem 3.2) and that hence \(C_0(\hat{G})\) is a nuclear C*-algebra (see [4] Theorem 3.3). The similarly problem has an affirmative answer for nuclear C*-algebras (see [4] Theorem 3.3) so \(\phi\) is similar to a *-homomorphism. As \(\lambda\) is a *-homomorphism on \(L^1(\hat{G})\), it follows that \(\pi\) (restricted to \(L^1(\hat{G})\)) is also similar to a *-homomorphism.

The above reference to [9] needed that \(\phi\) (that is, \(\pi\)) is non-degenerate. But as \(C_0(\hat{G})\) has a bounded approximate identity, we can simply follow [7] Proposition 6) to deal with the case when \(\pi\) is degenerate. \(\square\)

The above proof is interesting because in special cases, it allows us remove the hypothesis that \(\hat{\pi}\) is completely bounded (or even bounded on all of \(L^1(\hat{G})\)). This idea was used for SIN groups in [7], the key point being that if \(G\) is SIN, then the Plancherel weight on \(VN(G)\) can be approximated by tracial states in \(A(G)\). It seems unlikely that many genuinely “quantum” groups will have this property, and so we shall restrict attention to the compact case, where we have many non-trivial examples.

Recall that a locally compact quantum group \(G\) is compact if \(C_0(G)\) is unital. Here, the existence of Haar weights follows from simple axioms, see [49]. We shall be interested in the case when the Haar state is tracial—by [49] Theorem 2.5 this is equivalent to \(G\) being a compact Kac algebra. See [3] [47] for some genuinely “quantum” examples of compact Kac algebras.
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Theorem 6.2. Let \( G \) be a compact Kac algebra, and let \( \pi : L^1(\mathbb{G}) \to \mathcal{B}(H) \) be completely bounded homomorphism. Then \( \pi \) is similar to a \( * \)-homomorphism.

Proof. As the dual \( \hat{\mathbb{G}} \) is discrete, \( L^1(\hat{\mathbb{G}}) \) is unital. Indeed, if \( \Lambda : L^\infty(\mathbb{G}) \to L^2(\mathbb{G}) \) is the GNS map, then it is not hard to show that the state \( \hat{\omega}_{\Lambda(1)} \) is the unit of \( L^1(\hat{\mathbb{G}}) \). Following the proof of Theorem 6.1, we wish to show that \( T_{\beta,\alpha}^\pi \hat{\lambda}(\hat{\omega}_{\Lambda(1)}) = \hat{\lambda}(\hat{\omega}) \) for some \( \hat{\omega} \) whose norm is controlled. As \( S = R \) in this case, we really have to show that

\[
\sum_i \| R((T_{f_i,\alpha}^\pi)^*)\Lambda(1) \|^2 = \sum_i \varphi \left( R\left( (T_{f_i,\alpha}^\pi)^* R((T_{f_i,\alpha}^\pi)^*) \right) \right) = \sum_i \varphi \left( (T_{f_i,\alpha}^\pi)^* T_{f_i,\alpha}^\pi \right) < \infty.
\]

where \( \varphi \) is the (normal, tracial) Haar state on \( L^\infty(\mathbb{G}) \), which satisfies \( \varphi \circ R = \varphi \). However, as \( \varphi \) is a trace, this sum is

\[
\sum_i \varphi \left( T_{f_i,\alpha}(T_{f_i,\alpha}^\pi)^* \right) = \sum_i \varphi \left( (T_{\alpha,f_i}^\pi)^* T_{\alpha,f_i}^\pi \right) = \varphi \left( (i \otimes \omega_\alpha)(V_\pi^* V_\pi) \right) \leq \| \pi \|^2_{cb} \| \alpha \|^2.
\]

Then we can just continue as in the proof of Theorem 6.1. \( \square \)

The above proof could be adapted to a general Kac algebra provided that we can find a bounded approximate identity \( \{ \hat{\omega}_{\xi_k,\eta_k} \} \) for \( L^1(\hat{\mathbb{G}}) \) such that, for each \( k \), we have that \( \omega_{\eta_k} \) is tracial (by scaling \( \eta_k \) and \( \xi_k \), we can suppose that \( \| \eta_k \| = 1 \) for each \( k \), but we also need at least that \( \sup_k \| \xi_k \| < \infty \)). In particular, we can only apply this to \( \hat{\mathbb{G}} \) if \( \mathbb{G} \) is a SIN group, by using the proof of [10] Proposition 3.2 (and so we have reproved [7, Theorem 20]). However, this argument will not extend to other classes of groups.

For a general compact quantum group, we can consider the Hopf \( * \)-algebra \( \mathcal{A} \subseteq C_0(\mathbb{G}) \) formed from the matrix coefficients of irreducible representations. On this algebra, we have reasonably explicit formulae for the antipode \( S \) and the Haar weight \( \varphi \) (see [11] Section 3.2 for example). A little calculation shows that if, in reasonable generality, we have something like

\[
\sum_i \varphi(S(b_i^*) S(b_i^*)) = \sum_i \varphi(b_i b_i^*),
\]

then already \( \varphi \) is a trace. So to extend the above result to general compact quantum groups (if it is true at all!) probably needs a new idea.

7 The importance of complete boundedness

Up to this point, we have restricted our attention to completely bounded representations \( \pi : L^1(\mathbb{G}) \to \mathcal{B}(H) \), and derived some interesting structure results for such representations. A natural question which arises is: what can be said about bounded representations \( \pi \) which are not completely bounded, if such representations even exist? In [8] Choi and the 3rd named author answered the existence part of this question by constructing a bounded, but not completely bounded, representation \( \pi : A(\mathbb{G}) \to \mathcal{B}(H) \), for any group \( \mathbb{G} \) which contains \( \mathbb{F}_2 \) as a closed subgroup. In particular, for \( \mathbb{G} = \mathbb{F}_2 \), every completely bounded representation of \( A(\mathbb{G}) \) is similar to a \( * \)-representation ([7, Theorem 20]), see also Theorem 6.2 above) but there are bounded representations of \( A(\mathbb{G}) \) not similar to \( * \)-representations.

In this section, we will consider free products of compact quantum groups, and Khintchine inequalities for reduced free products, to construct examples of non-commutative/non-cocommutative compact quantum groups \( \mathbb{G} \) such that \( L^1(\mathbb{G}) \) admits bounded representations \( \pi : L^1(\mathbb{G}) \to \mathcal{B}(H) \) which are not similar to \( * \)-representations. To be precise, we will show the following.
Theorem 7.1. Let $G$ be a non-trivial compact quantum group, and let $\hat{G} = \ast_{i \in \mathbb{N}} G_i$ be the compact quantum group free product of countably many copies of $G$ (or let $\hat{G} = T \ast G$). Then there exists a bounded representation $\pi : L^1(\hat{G}) \to B(H)$ which is not completely bounded. In particular, $\pi$ is not similar to a $*$-representation.

For completely bounded representations $\pi : L^1(\hat{G}) \to B(H)$ (with $\pi^*$ also completely bounded), a key result in the preceding sections was Corollary 4.8, which showed that each co-efficient operator $T_{\alpha,\beta}^\pi \in L^\infty(\hat{G})$ induces a completely bounded multiplier of the dual convolution algebra $L^1(\hat{G})$. The following corollary shows that for non-completely bounded representations, there is no hope of generalising Corollary 4.8.

Corollary 7.2. Let $\hat{G}$ and $\pi : L^1(\hat{G}) \to B(H)$ be as in the statement and proof of Theorem 7.1. Then there exist vectors $\alpha, \beta \in H$ with the property that the map $\hat{\lambda}(\hat{\omega}) \mapsto T_{\alpha,\beta}^\pi \hat{\lambda}(\hat{\omega})$ does not induce a bounded left multiplier of $L^1(\hat{G})$.

Proof of Corollary 7.2. We use an argument similar to the proof of [15, Theorem 2.3]. Suppose, to get a contradiction, that each co-efficient $T_{\alpha,\beta}^\pi$ induces a multiplier of $L^1(\hat{G})$, as in Corollary 4.8. Then for each $\alpha, \beta \in H$, as $L^1(\hat{G})$ is unital, there exists a unique $\hat{\omega}_{\alpha,\beta} \in L^1(\hat{G})$ such that $T_{\alpha,\beta}^\pi = \hat{\lambda}(\hat{\omega}_{\alpha,\beta})$. Define a sesquilinear map $Q : H \times H \to L^1(\hat{G})$ by setting $Q(\alpha, \beta) = \hat{\omega}_{\alpha,\beta}$. We claim that $Q$ is separately continuous. To see this, fix $\beta \in H$ and suppose $\lim_{n \to \infty} \|\alpha - \alpha_n\| = 0$ and $\lim_{n \to \infty} Q(\alpha_n, \beta) = \hat{\omega} \in L^1(\hat{G})$. Then for any $\omega \in L^1(\hat{G})$,

$$
\langle \hat{\lambda}(\hat{\omega}), \omega \rangle = \lim_{n \to \infty} \langle \hat{\lambda}(Q(\alpha_n, \beta)), \omega \rangle = \lim_{n \to \infty} \langle T_{\alpha_n,\beta}^\pi, \omega \rangle = \lim_{n \to \infty} \langle \pi(\omega) \alpha_n | \beta \rangle
$$

$$
= (\pi(\omega) \alpha | \beta) = \langle \hat{\lambda}(Q(\alpha, \beta)), \omega \rangle.
$$

Therefore $\hat{\lambda}(\hat{\omega}) = \hat{\lambda}(Q(\alpha, \beta))$, giving $\hat{\omega} = Q(\alpha, \beta)$, and the closed graph theorem implies that $Q$ is continuous in the first variable. The same argument applies to the second variable, proving the claim.

Since any separately continuous sesquilinear map is bounded (see for example [35, Theorem 2.17]), there is a constant $D > 0$ such that $\|\hat{\omega}_{\alpha,\beta}^\pi\|_{L^1(\hat{G})} \leq D \|\alpha\| \|\beta\|$ for all $\alpha, \beta \in H$. As a consequence, we have

$$
|\langle \pi(\omega) \alpha | \beta \rangle| = |\langle \hat{\lambda}(\hat{\omega}_{\alpha,\beta}^\pi), \omega \rangle| = |\langle \hat{\lambda}(\omega^*)^\pi, \hat{\omega}_{\alpha,\beta}^\pi \rangle| 
\leq \|\hat{\omega}_{\alpha,\beta}^\pi\| \|\lambda(\omega^*)\| 
\leq D \|\lambda\| \|\lambda(\omega^*)\| 
$$

$(\omega \in L^1(\hat{G}))$, showing that $\hat{\pi}$ extends to the bounded anti-representation $\sigma : C_0(\hat{G}) \to B(H)$ determined by $\sigma \circ \lambda = \hat{\pi}$. Since $\hat{G}$ is compact, $C_0(\hat{G})$ is nuclear, and it follows that $\sigma$ is automatically completely bounded. But then $\|\pi\|_cb = \|\hat{\pi}\|_cb = \|\sigma\|_cb \leq \|\sigma\|_cb < \infty$, contradicting the fact that $\pi$ is not completely bounded.

7.1 Reduced free products

Before proceeding with the proof of Theorem 7.1, let us recall the construction of the reduced free product of a collection of C*-algebras equipped with distinguished states. For further details see
Let $I$ be an index set, and for each $i \in I$ let $A_i$ be a $C^*$-algebra (assumed unital), and let $\varphi_i$ be a state on $A_i$ with faithful GNS construction $(\pi_i, H_i, \xi_i)$. Let $D_I$ be the collection of all “words” in $I$ that is, tuples $(i_1, \cdots, i_n)$ with $i_j \neq i_{j+1}$ for each $j$; we allow the empty word $\emptyset$. Set $H^0_i = \xi_i^\perp \subseteq H_i$, and let $H$ be the Hilbert space direct sum of $H^0_1 \otimes \cdots \otimes H^0_n$ as $(i_j)$ varies through $D_I$; we interpret the space for $\emptyset \in D_I$ as being a copy of $C$. Thus $H$ is some sort of generalised Fock space construction. Let $\Omega$ be the vector state induced by $\Omega$ is the GNS construction for $a_i \in A_i$, and any finitely supported family $\{a_i\}_{i \in I} \in M_k(C)$ ($k \in \mathbb{N}$).

For each $i \in I$ there is an obvious isomorphism

$$H \cong (C \oplus H^0_i) \otimes \left( \bigoplus \{ H^0_1 \otimes \cdots \otimes H^0_n : (i_j) \in D_I, i_1 \neq i \} \right) \cong H_i \otimes \left( \bigoplus \{ H^0_1 \otimes \cdots \otimes H^0_n : (i_j) \in D_I, i_1 \neq i \} \right).$$

Let $U_i$ be the unitary implementing this isomorphism, and define $\hat{\pi}_i : A_i \to B(H); a \mapsto U_i^* (\pi_i(a) \otimes 1) U_i$, a faithful $*$-representation of $A_i$ on $H$. A description of $U_i$ is given in [1], but let us just note that if $a_i \in A_i$ with $\varphi_i(a_i) = 0$, then $\hat{\pi}_i(a_i) \Omega = a_i \xi_i \in H^0_i$.

Let $A$ be the algebraic free product of the $(A_i)$, amalgamated over units. Then $\pi = \ast_{i \in I} \hat{\pi}_i$ is a faithful $*$-representation of $A$ on $B(H)$. By definition, the reduced free product $\ast_{i \in A} A_i$ is the closure of $\pi(A)$. The vector state induced by $\Omega$ is the free product of the states, denoted $\ast_{i \in I} \varphi_i$. Notice that $(\pi, H, \Omega)$ is the GNS construction for $\ast_{i \in I} \varphi_i$. Denote by $A$ the full free product, which is the completion of $A$ under the norm given by considering all $*$-representations of $A_i$ on a common Hilbert space.

If each $A_i$ were a von Neumann algebra, with normal states $\varphi_i$, then the (reduced) von Neumann algebraic free product is simply the weak operator closure of $\ast_{i \in I} A_i$ in $B(H)$.

In [48] Wang studied free products of compact quantum groups (see also [11] Section 6.3). If for each $i$ we have a compact quantum group $G_i$, then we form $G = \ast_{i \in I} G_i$ as follows. Let $C_0(G)$ be the reduced free product of $(C_0(G_i), \varphi_i)$, where $\varphi_i$ is the Haar state. For each $i$ let $\iota_i : C_0(G_i) \to A$ be the inclusion, and let $\Delta_i$ be the coproduct on $C_0(G_i)$. Set $\rho_i = (\iota_i \otimes \iota_i) \Delta_i : C_0(G_i) \to A \otimes A$. By the universal property of $A$, there is a $*$-homomorphism $\Delta : A \to A \otimes A$ such that $\Delta_i = \rho_i$ for each $i$. It is easy to see that $\Delta$ is coassociative, and by using the corepresentation theory of compact quantum groups, one can verify the density conditions to show that $(A, \Delta)$ is a compact quantum group.

Then [48] Theorem 3.8 shows that the Haar state on $(A, \Delta)$ is just the free product of the Haar states on each $C_0(G_i)$. It follows that the reduced version of $A$ is just $C_0(G)$, and thus $\Delta$ drops to a coproduct on $C_0(G)$.

We require the following non-commutative Khintchine inequality describing the operator space structure of the linear span of a family of centred freely independent operators. See [21] Proposition 7.4 or the introduction to [33]. In fact, we shall only use the $k = 1$ case, which is attributed to Voiculescu [45].

**Theorem 7.3.** Let $I$ be an index set, and for each $i \in I$, let $A_i$ be a von Neumann algebra with faithful normal state $\varphi_i$. Let $(A, \varphi) = (\ast_{i \in I} A_i, \ast_{i \in I} \varphi_i)$ be their von Neumann algebraic free product. Then for any $x_i \in A_i$ with $\varphi_i(x_i) = 0$, and any finitely supported family $\{a_i\}_{i \in I} \in M_k(C)$ ($k \in \mathbb{N}$),
we have
\[
\max \left\{ \max_{i \in I} \left\| a_i \otimes x_i \right\|_{M_k(C) \otimes A}, \left\| \sum_{i \in I} a_i^* a_i \varphi_i(x_i^* x_i) \right\|_{M_k(C)}^{1/2}, \left\| \sum_{i \in I} a_i a_i^* \varphi_i(x_i x_i^*) \right\|_{M_k(C)}^{1/2} \right\} \\
\leq \left\| \sum_{i \in I} a_i \otimes x_i \right\|_{M_k(C) \otimes A} \\
\leq 3 \max \left\{ \max_{i \in I} \left\| a_i \otimes x_i \right\|_{M_k(C) \otimes A}, \left\| \sum_{i \in I} a_i^* a_i \varphi_i(x_i^* x_i) \right\|_{M_k(C)}^{1/2}, \left\| \sum_{i \in I} a_i a_i^* \varphi_i(x_i x_i^*) \right\|_{M_k(C)}^{1/2} \right\}.
\]

Now let $G$ be a non-trivial compact quantum group, set $G_i = G$ for each $i \in \mathbb{N}$, and let $\hat{G} = \ast_{i \in \mathbb{N}} G_i$ be the free product. (We will show how to modify the following arguments to address the case of $\hat{G} = T \ast G$ in Remark 7.7.) Fix once and for all a non-trivial irreducible unitary representation $U \in L^\infty(G) \otimes M_d(C)$ and for each $i \in \mathbb{N}$, let $U_i \in L^\infty(\hat{G}) \otimes M_d(C)$ be the irreducible unitary representation of $\hat{G}$ induced by the inclusion $L^\infty(G_i) \hookrightarrow L^\infty(\hat{G})$. Note that the $U_i$’s are pairwise inequivalent representations. Finally, let $L^\infty_i = \{(\iota \otimes \rho)U_i : \rho \in M_d(C)^*\}$ be the co-efficient space of $U_i$ and let $X$ be the weak$^*$-closed linear span of all the $L^\infty_i$’s.

**Lemma 7.4.** There is a constant $C > 0$ such that
\[
\|x\Omega\|_{L^2(\hat{G})} \leq \|x\|_{L^\infty(\hat{G})} \leq C\|x\Omega\|_{L^2(\hat{G})} \quad (x \in X).
\]

**Proof.** The lower bound is immediate. To get the upper bound, fix $x \in X$ and write $x$ as an $L^2$-convergent series $x = \sum_{i \in \mathbb{N}} x_i \in X$ where each $x_i$ is a member of $L^\infty_i$. As $U$ is non-trivial, the Haar state annihilates all coefficients of $U$, and so we can apply the $k = 1$ version of Theorem 7.3 to see that
\[
\|x\|_{L^\infty(\hat{G})} \leq 3 \max \left\{ \max_{i \in \mathbb{N}} \|x_i\|_{L^\infty(\hat{G})}, \left( \sum_{i \in \mathbb{N}} \varphi_i(x_i^* x_i) \right)^{1/2}, \left( \sum_{i \in \mathbb{N}} \varphi_i(x_i x_i^*) \right)^{1/2} \right\} \\
= 3 \max \left\{ \max_{i \in \mathbb{N}} \|x_i\|_{L^\infty_i}, \|x\Omega\|_{L^2(\hat{G})}, \left( \sum_{i \in \mathbb{N}} \|x_i^* \xi_i\|_{L^2(G_i)}^2 \right)^{1/2} \right\}.
\]

Since the spaces $L^\infty_i$ are all finite dimensional and isometrically isomorphic, there exist constants $C_1, C_2 > 0$ such that
\[
\|x_i\|_{L^\infty_i} \leq C_1 \|x_i \xi_i\|_{L^2(G_i)} \quad \text{and} \quad \|x_i^* \xi_i\|_{L^2(G_i)} \leq C_2 \|x_i \xi_i\|_{L^2(G_i)} \quad (i \in \mathbb{N}).
\]

The lemma now follows by taking $C = 3 \max\{C_1, C_2\}$. $\square$

**Lemma 7.5.** The pre-annihilator $\perp X$ is a closed two-sided ideal in $L^1(\hat{G})$.

**Proof.** By linearity, it is enough to show that if $\omega \in \perp X$ and $x = (\iota \otimes \rho)U_i$ for some $i \in \mathbb{N}$ and $\rho \in M_d(C)^*$, then $\langle x, \omega \rho' \rangle = 0 = \langle x, \omega' \omega \rangle$ for $\omega' \in L^1(\hat{G})$. However,
\[
\langle x, \omega \rho' \rangle = \langle \Delta(x), \omega \otimes \omega' \rangle = \langle U_i U_{13} U_{23}, \omega \otimes \omega' \otimes \rho \rangle = \langle U_i, \omega \otimes (\omega' \otimes \iota)(U_i)\rho \rangle = 0,
\]
as $\rho' = (\omega' \otimes \iota)(U_i) \rho \in M_d(C)^*$ and $(\iota \otimes \rho')(U_i) \in X$. Similarly, $\langle x, \omega' \omega \rangle = 0$. $\square$

Consider now the space $\ell^2(N, M_d)$, which is a Banach algebra under pointwise operations.
Proposition 7.6. The map
\[ \phi : L^1(\tilde{G}) \to \ell^2(N, M_d); \quad \omega \mapsto ((\omega \otimes \iota)(U^i))_{i \in \mathbb{N}} \]
is well-defined, bounded, and is an algebra homomorphism. Furthermore, \( \phi \) drops to give a isomorphism between \( L^1(\tilde{G})/\mathcal{I} \) and \( \ell^2(N, M_d) \).

Proof. The dual space of \( \ell^2(N, M_d) \) is \( \ell^2(N, M_d^*) \). Let \( \rho = (\rho_i) \in \ell^2(N, M_d^*) \), and let \( x_i = (\iota \otimes \rho_i)(U^i) \in L_2^\infty \). For \( n \in \mathbb{N} \), let \( x = \sum_{i=1}^{n} x_i \in X \). Observe that \( x_\Omega = \sum_{i=1}^{n} x_i \Omega = \sum_{i=1}^{n} x_i \xi_i \) as \( \varphi_i(x_i) = 0 \) for each \( i \). As the \( x_i \xi_i \) are pairwise orthogonal in the Fock space \( H \), it follows that
\[ \|x_\Omega\|^2 = \sum_{i=1}^{n} \|x_i \xi_i\|^2 \leq \sum_{i=1}^{n} \|x_i\|^2 \leq \sum_{i=1}^{n} \|\rho_i\|^2 \leq \|\rho\|^2. \]

Letting \( C \) be the constant from Lemma 7.4, we see that
\[ \left| \sum_{i=1}^{n} \langle \rho_i, (\omega \otimes \iota)(U^i) \rangle \right| = \left| \sum_{i=1}^{n} \langle x_i, \omega \rangle \right| \leq \|\omega\| \|x\| \leq C \|\omega\| \|x_\Omega\| \leq C \|\omega\| \|\rho\|. \]

As \( n \) and \( \rho \) were arbitrary, it follows that \( \phi \) is well-defined, and \( \|\phi\| \leq C \).

For each \( i \), as \( U^i \) is a corepresentation, the map \( L^1(\tilde{G}) \to M_d(C); \omega \mapsto (\omega \otimes \iota)(U^i) \) is a homomorphism. It follows that \( \phi \) is also a homomorphism. Notice that \( \phi(\omega) = 0 \) if and only if \( (\omega \otimes \iota)(U^i) = 0 \) for each \( i \), if and only if \( \omega \in \mathcal{I} L_2^\infty \) for each \( i \), if and only if \( \omega \in \mathcal{I} X \). So \( \phi \) drops to give an injective map \( L^1(\tilde{G})/\mathcal{I} X \to \ell^2(N, M_d) \).

Notice that \( \phi^* : \ell^2(N, M_d^*) \to (\mathcal{I} X)^\perp = X \) is the map \( (\rho_i) \mapsto \sum_{i} (\iota \otimes \rho_i)(U^i) \). As \( U \) is irreducible, the map \( M^*_d \to L^\infty(\mathbb{G}), \rho \mapsto (\iota \otimes \rho)(U) \) is injective, and so also the map \( M^*_d \to L^2(\mathbb{G}), \rho \mapsto \Lambda(\iota \otimes \rho)(U) \) is injective. Thus there is a constant \( C' \) such that \( \|\rho\| \leq C' \|((\iota \otimes \rho)(U))\xi_i\| \) for all \( \rho \in M^*_d, i \in \mathbb{N} \). Then, for \( (\rho_i) \in \ell^2(N, M_d) \),
\[ \|\rho_i\|^2 \leq C'^2 \|\sum_{i} (\iota \otimes \rho_i)(U^i)\xi_i\|^2 = C'^2 \|\sum_{i} (\iota \otimes \rho_i)(U^i)\Omega\|^2 \leq C'^2 \|\sum_{i} (\iota \otimes \rho_i)(U^i)\|^2 = C'^2 \|\phi^*((\rho_i))\|^2. \]

Thus \( \phi^* \) is bounded below, which implies that \( \phi \) is a surjection, and so the proof is complete. \( \square \)

7.2 Proof of the main theorem

The final part of the construction is to find a bounded-below homomorphism \( \theta : \ell^2(N, M_d) \to \mathcal{B}(H) \) for a suitable Hilbert space \( H \). Given \( \xi, \eta \in H \), denote by \( \theta_{\xi,\eta} \) the rank-one operator \( H \to H; \gamma \mapsto (\gamma | \eta)\xi \). Recall from [3 Section 3.1] that if we denote by \( (\delta_i) \) the canonical orthonormal basis of \( \ell^2(\mathbb{N}_0) \) or \( \ell^2(\mathbb{N}) \), and define \( \theta_0 : \ell^2(\mathbb{N}) \to \mathcal{B}(\ell^2(\mathbb{N}_0)) \) by \( \theta_0(\delta_i) = \theta_{\delta_i, \delta_{i+1}, \delta_0} \), then \( \theta_0 \) extends by linearity and continuity to a bounded below algebra homomorphism.

Set \( H = C^d \otimes \ell^2(\mathbb{N}_0) \), and regard \( \ell^2(N, M_d) \) as \( M_d \otimes \ell^2(\mathbb{N}) \). Now define \( \theta = (\iota \otimes \theta_0) : \ell^2(N, M_d) \to M_d \otimes \mathcal{B}(\ell^2(\mathbb{N}_0)) \cong \mathcal{B}(H) \), an algebra homomorphism. As \( M_d \) is finite-dimensional, clearly \( \theta \) is bounded, and bounded below. We can now prove the main result of this section.
Proof of Theorem 7.1. Form $X$ as above, and the algebra isomorphism $\phi : L^1(\widetilde{G})/\mathbb{Z}X \to \ell^2(\mathbb{N}, M_d)$. Let $q : L^1(\widetilde{G}) \to L^1(\mathbb{G})/\mathbb{Z}X$ be the quotient map. Let $\pi = \theta \circ \phi \circ q$, so that $\pi$ is a bounded representation of $L^1(\mathbb{G})$.

Towards a contradiction, suppose that $\pi$ is completely bounded, and hence associated to a corepresentation $V_\pi \in L^\infty(\mathbb{G}) \otimes \mathcal{B}(H)$. Set

$$U = \sum_{i \in \mathbb{N}} U^i \otimes \theta_{h_i, \delta_i} \in L^\infty(\mathbb{G}) \otimes M_d \otimes \mathcal{B}(\ell^2(\mathbb{N}_0)) \cong L^\infty(\mathbb{G}) \otimes \mathcal{B}(H),$$

where the sum converges $\sigma$-weakly (think of $U$ as being a block diagonal matrix, with diagonal entries $U^i$, which are all unitary). For $\omega \in L^1(\mathbb{G})$, $\xi \in \mathbb{C}^d$ and $k \in \mathbb{N}_0$, we have that

$$\pi(\omega)(\xi \otimes \delta_k) = \delta_{k,0}(\omega \otimes \iota)(U^i)(\xi) \otimes \delta_i + \delta_{k,1}(\omega \otimes \iota)(U^k)(\xi) \otimes \delta_k.$$

Consequently,

$$(\omega \otimes \iota)(V_\pi - U)(\xi \otimes \delta_k) = \pi(\omega)(\xi \otimes \delta_k) - (\omega \otimes \iota)(U^k)(\xi) \otimes \delta_k.$$

If we now set

$$x_i = (\iota \otimes \omega_{\delta_i, \delta_i})(V_\pi - U) \in L^\infty(\mathbb{G}) \otimes \mathcal{M}_d,$$

then $\sum_i x_i^* x_i$ converges $\sigma$-weakly to $(\iota \otimes \omega_{\delta_0, \delta_0})(V_\pi - U)(V_\pi - U)$. However, for $\omega \in L^1(\mathbb{G})$ and $\xi \in \mathbb{C}^d$, also

$$\sum_i (\omega \otimes \iota)(x_i)(\xi) \otimes \delta_i = \sum_i (\omega \otimes \iota)(V_\pi - U)(\xi) \otimes \delta_0 = \sum_i (\omega \otimes \iota)(U^i)(\xi) \otimes \delta_i.$$

It follows that $x_i = U^i$ for all $i$, and hence each $x_i$ is unitary, which contradicts $\sum_i x_i^* x_i$ converging.

We conclude that $\pi$ is not completely bounded, and hence cannot be similar to a $\ast$-representation. 

Let us make a remark about $\pi^\ast$. As each $U^i$ is a unitary corepresentation, we have that $(\omega^\ast \otimes \iota)(U^i) = (\omega \otimes \iota)(U^i)^\ast$ for each $\omega \in L^1_1(\mathbb{G})$. Thus if we give $\ell^2(\mathbb{N}, M_d)$ the pointwise $\ast$ operation, it follows that $\phi \circ q : L^1(\mathbb{G}) \to \ell^2(\mathbb{N}, M_d)$ is a $\ast$-homomorphism. Thus

$$\pi^\ast(\omega) = \pi(\omega^\ast)^\ast = \theta((\phi(q(\omega))^\ast)^\ast \quad (\omega \in L^1_1(\mathbb{G})).$$

It follows that $\pi^\ast$ extends to a bounded homomorphism on $L^1(\mathbb{G})$. It is easy to compute explicitly what $\theta(a^\ast)^\ast$ is, for each $a \in \ell^2(\mathbb{N}, M_d)$, and then adapting the argument in the previous proof will show that $\pi^\ast$ is also not completely bounded.

Remark 7.7. We now briefly address the case where $\widetilde{G} = \mathbb{T} \ast \mathbb{G}$ in Theorem 7.1. Let $z$ denote the canonical Haar unitary generator of $L^\infty(\mathbb{T})$, and let $U \in L^\infty(\mathbb{G}) \otimes \mathcal{M}_d(\mathbb{C})$ be our fixed non-trivial irreducible unitary representation of $\mathbb{G}$. For each $i \in \mathbb{N}$, consider the tensor product unitary representation of $\mathbb{T}$ given by $V^i = z^i \square U \square z^{-i} \in L^\infty(\mathbb{G}) \otimes \mathcal{M}_d(\mathbb{C})$ (where $z^i$ is viewed as a one-dimensional representation of $\mathbb{T}$). It follows from [18] that the representations $\{V^i\}_{i \in \mathbb{N}}$ are pairwise inequivalent and irreducible. Our claim is that the above proof for $\widetilde{G} = \mathbb{T} \ast \mathbb{G}$ goes through unchanged with the family $\{V^i\}_{i \in \mathbb{N}}$ replaced by $\{V^i\}_{i \in \mathbb{N}}$.

To see this, observe that the only facts that we used about $\mathbb{G}$ and $\{U^i\}_{i \in \mathbb{N}}$ are: (1) each representation $U^i$ is $d$-dimensional, (2) the elements of the co-effcient spaces $L^\infty_i$ associated to
$U^i$ are centred with respect to the Haar state, and (3) the von Neumann algebras $A_i$ generated by $L^\infty$ are pairwise freely independent in $(L^\infty(\widehat{G}), \varphi)$. For the family $\{V^i\}_{i \in \mathbb{N}}$, conditions (1) and (2) are automatically satisfied. To see that condition (3) is also satisfied, note that if $A_0 \subseteq L^\infty(\widehat{G}) \hookrightarrow L^\infty(\widehat{G})$ denotes the von Neumann algebra generated by the co-efficient space of $U$, then $A_i = z^i A_0 z^{-i}$ for each $i \in \mathbb{N}$. Using this fact, condition (3) is easily seen to be a simple consequence of the definition of free independence (see [30, Definition 5.3], for example) and the fact that $z$ is $*$-free from $A_0$.

8 For the Fourier algebra

In this section, we collect some further special cases for the Fourier algebra. These add further weight to the conjecture that every completely bounded representation $\pi : A(G) \to B(H)$ is similar to a $*$-representation. The main results of this section are as follows.

Theorem 8.1. Let $G$ be an amenable locally compact group, and let $\pi : A(G) \to B(H)$ be a completely contractive representation. Then $\pi$ is a $*$-representation.

Theorem 8.2. Let $G$ be an amenable locally compact group which contains an open SIN subgroup $K \subseteq G$. Then every completely bounded representation $\pi : A(G) \to B(H)$ is similar to a $*$-representation.

The proofs of the above results rely on the fact that when $G$ is an amenable locally compact group, $A(G)$ is always a 1-operator amenable completely contractive Banach algebra, see [34].

Definition 8.3. Let $A$ be completely contractive Banach algebra, and denote by $m : A\hat{\otimes} A \to A$ the multiplication map. A net $\{d_\alpha\} \in A\hat{\otimes} A$ is called a bounded approximate diagonal for $A$ if $\{d_\alpha\}$ is bounded and for every $a \in A$,

$$a \cdot d_\alpha - d_\alpha \cdot a \to 0 \quad \text{and} \quad am(d_\alpha) \to 0,$$

where $A\hat{\otimes} A$ has the usual $A$-bimodule structure,

$$a \cdot (b \otimes c) = ab \otimes c, \quad (b \otimes c) \cdot a = b \otimes ca \quad (a, b, c \in A).$$

An element $M \in (A\hat{\otimes} A)^{**}$ is called a virtual diagonal provided that

$$a \cdot M = M \cdot a, \quad am^{**}(M) = a \quad (a \in A).$$

Ruan proved in [34] that the $a$ has a bounded approximate diagonal in $A\hat{\otimes} A$ if and only if it has a virtual diagonal in $(A\hat{\otimes} A)^{**}$ (and, in turn, these are equivalent to $A$ being operator amenable).

Now let $L > 0$. $A$ is called $L$-operator amenable if it has a virtual diagonal $M \in (A\hat{\otimes} A)^{**}$ such that $\|M\| \leq L$. The operator amenability constant of $A$ is $N := \inf \{L : A \text{ is } L\text{-operator amenable}\}$. By Alaoglu’s theorem, the operator amenability constant is attained, that is, $A$ has a $N$-virtual diagonal in $(A\hat{\otimes} A)^{**}$. Since any virtual diagonal has norm at least 1, the operator amenability constant is at least 1.

Proof of Theorem 8.1. Since $G$ is amenable, $A(G)$ has a contractive approximate identity. Hence it follows from [71, Remark 7] (see also Lemma 5.2) that $\pi$ is a $*$-representation if and only if $\pi_e$ is a $*$-representation, where $\pi_e = \pi|_{H_e}$ is the essential part of $\pi$. So, without loss of generality, we can assume that $\pi$ is non-degenerate.
Put $A = \overline{\pi(A(G))}$. Since $A(G)$ is 1-operator amenable and $\pi$ is a complete contraction, it follows that $A$ is also 1-operator amenable. It follows from [5, Theorem 7.4.18(ii)] that $A$ is a (commutative) $C^*$-algebra. (Note that the proof of [5, Theorem 7.4.18(ii)] is for unital operator algebras but it can be easily modified to apply to our case as well). We now follow the proof of [7, Corollary 9]. Indeed, the adjoint operation on a commutative $C^*$-algebra (in particular, on $A$) is a complete isometry. Recall that $\pi^*$ is defined by

$$\pi^*(u) = \pi(\overline{u})^* \quad (u \in A(G)).$$

Now, the map $u \mapsto \overline{u}$ is an anti-linear complete isometry, and thus $\|\pi^*\|_{cb} = \|\pi\|_{cb}$. Hence by [7, Theorem 8], there is an invertible operator $T \in \mathcal{B}(H)$ and a $\ast$-homomorphism $\sigma : C_0(G) \to \mathcal{B}(H)$ such that

$$\pi(u) = T^{-1}\sigma(u)T \quad (u \in A(G)).$$

Moreover, $T$ can be chosen so that

$$1 \leq \|T\|\|T^{-1}\| \leq \|\pi\|_{cb}^2\|\pi^*\|_{cb}^2 \leq 1.$$

So $\|T\|\|T^{-1}\| = 1$, and so, by replacing $T$ with $T/\|T\|$, we can assume that $\|T\| = \|T^{-1}\| = 1$ which means that $T$ is unitary. Hence

$$\pi(\cdot) = T^{-1}\sigma(\cdot)T = T^\ast\sigma(\cdot)T$$

is a $\ast$-homomorphism, as claimed.

We now turn to the proof of Theorem 8.2. For a locally compact group $G$ and an open subgroup $K$ of $G$, let $G = \bigcup_{x \in I} xK$ denote the decomposition of $G$ to distinct left cosets of $K$ (i.e. $xK \cap yK = \emptyset$ if $x \neq y$). For every element $u \in A(G)$ and $x \in I$, write

$$u_x = u\chi_{xK},$$

where $\chi_{xK}$ is the characteristic function of the coset $xK$. Since $K$ is open, each $\chi_{xK}$ is a norm-one idempotent in the Fourier-Stieltjes algebra $\mathcal{B}(G) = C^*(G)^\ast$ [19, Proposition 2.31]. Since $A(G)$ is a closed ideal in $\mathcal{B}(G)$, we conclude that $u_x \in A(G)$. We let

$$A(xK) = A(G)\chi_{xK}.$$ 

Since $K$ is open, the canonical embedding of the Fourier algebra $A(K)$ into $A(G)$ (that is, extending functions by zero outside of $K$) is completely isometric, allowing us to identify $A(K)$ with its image $A(eK)$ unambiguously. In what follows, we shall consider the translation operators $L_x : A(K) \to A(xK)$ defined by

$$(L_x u)(y) = u(x^{-1}y), \quad (u \in A(K)).$$

Since left translation on $A(G)$ is completely isometric, $L_x : A(K) \to A(xK)$ is always a completely isometric algebra isomorphism. Finally, for any homomorphism $\pi : A(G) \to \mathcal{B}(H)$, let $\pi_x$ ($x \in I$) denote the restriction of $\pi$ to the ideal $A(xK)$.

Proof of Theorem 8.2: Since $G$ is amenable, $A(G)$ has a contractive approximate identity, and we may again assume that $\pi$ is non-degenerate.
As above, we have that $G = \bigcup_{x \in I} xK$. For every $x \in I$, the mapping $\pi_x \circ L_x : A(K) \to \mathcal{B}(H)$ defines a completely bounded homomorphism of $A(K)$ on $H$, and so by [7, Theorem 20], $\pi_x \circ L_x$ extends continuously to a bounded representation $\sigma_x : C_0(K) \to \mathcal{B}(H)$ with $\|\sigma_x\| \leq \|\pi_x\|_{cb}^2$. Let $\{f_\alpha\}_{\alpha \in \Delta} \subset A(K)$ be a contractive approximate identity for $C_0(K)$. For every $u \in A(G)$, we have

$$\lim_{\alpha} \sigma_x(f_\alpha)\pi(u) = \lim_{\alpha} \sigma_x(f_\alpha(L_{x-1}u_x)) = \sigma_x(L_{x-1}u_x) = \pi(u_x).$$

This, together with the fact that $\pi$ is non-degenerate, implies that $E_{x}$, the limit of the net $\{\sigma_x(f_\alpha)\}$ in the strong operator topology of $\mathcal{B}(H)$, exists. Moreover, for every $x \in I$, $E_{x}$ is an idempotent and for every $x \neq y$,

$$E_{x}E_{y} = 0. \tag{4}$$

Now let $A = \overline{\pi(A(G))} \subseteq \mathcal{B}(H)$. Since $A$ is the closure of the range of a completely bounded homomorphism of the operator amenable Banach algebra $A(G)$, it is itself operator amenable. Hence, by combining [5. Proposition 7.4.12(ii)] and [20. Corollary 4.8], it follows that

$$A'' = \overline{A}^{s.o.t},$$

where $\overline{A}^{s.o.t}$ refers to the closure of $A$ in the strong operator topology of $\mathcal{B}(H)$. In particular, $A''$ is commutative and for every $x \in I$,

$$E_{x} \in A''.$$

Therefore, again by combining [5. Proposition 7.4.12(ii)] and [20. Lemma 4.4], there is an invertible operator $T \in \mathcal{B}(H)$ such that $T^{-1}E_{x}T$ is an orthogonal projection for all $x \in I$. Let

$$P_{x} = T^{-1}E_{x}T \quad \text{and} \quad \rho_{x}(\cdot) = T^{-1}\sigma_{x}(\cdot)T \quad (x \in I).$$

For every $x, y \in I$ with $x \neq y$, it follows from (1) that $P_{x}P_{y} = 0$. This implies that, for every $u, v \in C_0(K)$,

$$\rho_{x}(u)^*\rho_{y}(v) = \rho_{x}(u)^*P_{x}^*P_{y}\rho_{y}(v) = 0, \tag{5}$$

and

$$\rho_{x}(u)\rho_{y}(v)^* = \rho_{x}(u)P_{x}^*P_{y}\rho_{y}(v)^* = 0. \tag{6}$$

Now let $u \in A(G)$. For every $x, y \in I$ with $x \neq y$, it follows from (5) that

$$(T\pi(u_x)T^{-1})^*(T\pi(u_y)T^{-1}) = \rho_{x}(L_{x-1}u_x)^*\rho_{y}(L_{y-1}u_y) = 0.$$ 

Similarly (6) implies that

$$(T\pi(u_x)T^{-1})(T\pi(u_y)T^{-1})^* = 0.$$ 

Hence $\{(T^{-1}\pi(u_x)T)^*(T^{-1}\pi(u_x)T)\}_{x \in I}$ is a family of pairwise orthogonal positive operators on $H$, and therefore

$$\|T\pi(u)T^{-1}\|^2 = \|(T\pi(u)T^{-1})^*(T\pi(u)T^{-1})\| \leq \sum_{x \in I} \|T\pi(u_x)T^{-1}\|^2 \sup_{x \in I} \|\pi(u_x)\|^2 \leq \|T\|^2\|T^{-1}\|^2 \sup_{x \in I} \|\pi(u_x)\|^2 \leq \|T\|^2\|T^{-1}\|^2 \|\sigma_\Delta\|^4 \|u\|_\infty^2.$$ 

Thus $T\pi(\cdot)T^{-1}$ extends continuously to a bounded homomorphism of $C_0(G)$ into $\mathcal{B}(H)$, and hence, so does $\pi$. The result now follows. \qed
One class of amenable locally compact groups having open SIN subgroups are the amenable, totally disconnected groups. In particular, if we assume further that they are non-compact, then they give us examples of non-SIN groups satisfying the assumption of Theorem 8.2. These groups, for instance, include Fell groups (see [36, Section 2] for more details).

A Duality for closed operators

In this appendix, we will prove the following result.

Proposition A.1. Let $\mathbb{G}$ be a locally compact quantum group, and let $x, y \in L^\infty(\mathbb{G})$ be such that $\langle x, \omega^\sharp \rangle = \langle y, \omega^\flat \rangle$ for all $\omega \in L^1_+(\mathbb{G})$. Then $x \in D(S)$ with $S(x)^* = y$.

Firstly, note that as $S = R\tau_{-i/2}$, we have that $\omega \in L^1_+(\mathbb{G})$ if and only if there is $\omega' \in L^1(\mathbb{G})$ with

$$\langle x, \omega' \rangle = \langle \tau_{-i/2}(x), \omega^\flat \rangle \quad (x \in D(\tau_{-i/2})).$$

Indeed, if this holds, then for $x \in D(S)$, we have that $\langle x, \omega' \circ R \rangle = \langle \tau_{-i/2}(R(x)), \omega^\flat \rangle = \langle S(x)^*, \omega \rangle$, so $\omega^\sharp = \omega' \circ R$. The converse follows similarly.

Set $D = L^1_+(\mathbb{G})^* = \{\omega^* : \omega \in L^1_+(\mathbb{G})\}$ and for $\omega \in D$ let $\omega' = (\omega^*)^\sharp$. It follows that the proposition above is equivalent to the following.

Proposition A.2. Let $\mathbb{G}$ be a locally compact quantum group, and let $x, y \in L^\infty(\mathbb{G})$ be such that $\langle x, \omega' \rangle = \langle y, \omega \rangle$ for all $\omega \in D$. Then $x \in D(\tau_{-i/2})$ with $y = \tau_{-i/2}(x)$.

Perhaps the “standard” proof of the proposition would be to “smear” $x$ and $y$ by the one-parameter group $(\tau_t)$; compare [26, Proposition 4.22] or the proof of [28, Proposition 5.26], for example. Instead, we wish to indicate how to prove the result by using closed operators.

Given a topological vector space $E$ and a subspace $D(T) \subseteq E$, a linear map $T : D(T) \to E$ is closed and densely defined if $D(T)$ is dense in $E$, and the graph $\mathcal{G}(T) = \{(x, T(x)) : x \in D(T)\}$ is closed in $E \times E$. Define also $\mathcal{G}'(T) = \{(T(x), x) : x \in E\}$, which is closed if and only if $\mathcal{G}(T)$ is.

Let $E$ be a Banach space— we shall consider the case when $E$ has the norm topology, and when $E^*$ has the weak*-topology.

Let $T : D(T) \to E$ be a linear map. Set $D(T^*) = \{\mu \in E^* : \exists \lambda \in E^*, \langle \lambda, x \rangle = \langle \mu, T(x) \rangle \ (x \in D(T))\}$, and with a slight abuse of notation, set $\mathcal{G}(T^*)$ to be the collection of such $(\mu, \lambda)$. Notice that:

- $\mathcal{G}'(-T^*) = \mathcal{G}(T)^\perp$, and so $\mathcal{G}(T^*)$ is weak*-closed;
- $D(T)$ is dense if and only if $(\lambda, 0) \in \mathcal{G}(T)^\perp \implies \lambda = 0$, which is equivalent to $\mathcal{G}(T^*)$ being the graph of an operator (that is, the choice of $\lambda$ being unique);
- $\overline{\mathcal{G}(T)} = \mathcal{G}(T^*) = \mathcal{G}'(-T^*)$ and so $D(T^*)$ is weak*-dense, because $\mathcal{G}(T)$ is the graph of an operator.

It follows that $T^*$ is a closed, densely defined operator, for the weak*-topology. We can similarly reverse the argument, and start with $T^*$, and define a closed, densely defined operator $T$ by setting $D(T) = \{x \in E : \exists y \in E, \langle \mu, y \rangle = \langle T^*(\mu), x \rangle \ (\mu \in D(T^*))\}$ and $T(x) = y$. Furthermore, these two constructions are mutual inverses, so if we start with $T^*$, form $T$, and then form the adjoint of $T$, we recover $T^*$. We are not aware of an entirely satisfactory reference for this construction, but see [23, Section 5.5, Chapter III].

31
Proof of Proposition A.2. We apply the preceding discussion to $\tau_{-i/2}$ acting on $L^\infty(G)$. As $\tau_{-i/2}$ is the analytic generator of the $\sigma$-weakly continuous group $(\tau_t)$, it follows from [10] that $\tau_{-i/2}$ is $\sigma$-weakly closed and densely defined. Let $\tau_{s,-i/2}$ be the pre-adjoint, which from the above is hence a (norm) closed, densely defined operator on $L^1(G)$. It follows that $D = D(\tau_{s,-i/2})$ and that $\omega' = \tau_{s,-i/2}(\omega)$ for $\omega \in D$. The hypothesis of the proposition now simply states that $x \in D((\tau_{s,-i/2})^*)$ and $y = (\tau_{s,-i/2})^*(x)$. The claim now follows from the fact that $(\tau_{s,-i/2})^* = \tau_{i/2}$.\hfill\box

We remark that, for example, this argument gives a very easy proof that $L^1_\sharp(G)$ is dense in $L^1(G)$, without the need for a “smearing” argument (compare with the discussion before Proposition 3.1 in [24]).
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