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Abstract

Passwords are one of the most common security technologies that people use everyday. Choosing a new password is a security decision that can have important consequences for end users. Passwords can be long and complex, which prioritizes the security-focused aspects of a password. They can also be simple—easy to create, remember, and use—which prioritizes the usability aspects of the password. The tradeoff between password security versus usability represents competing constraints that shape password creation and use. We examined an ecologically valid dataset of 853 passwords entered a total of 2533 times by 134 users into 1010 websites, to test hypotheses about the impact of these constraints. We found evidence that choices about password complexity reflect an emphasis on security needs, but little support for the hypothesis that users take day-to-day ease of use of the password into account when creating it. There was also little evidence that password creation policies drive password choices.
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Introduction

User interfaces for password creation and entry are the most common security mechanisms that modern users of technology encounter; they exist on traditional desktop computers, on smartphones and tablets, at ATMs and at payment terminals (in the form of PINs), and on car doors and office doors. Hundreds of thousands of websites and applications require users to enter passwords on a regular basis. Although security experts have been predicting for decades that passwords will soon be replaced by biometrics (e.g. “Passwords could be past tense by 2002” [1]), passwords are still an essential part of computer security, and are the most common form of authentication. Most users have four to eight different passwords [2] that they enter into 10 or more websites per month. Sasse et al. [3] describe how users feel “authentication fatigue” from entering their password so often.

Good passwords have two goals that are very difficult to simultaneously meet: they must be sufficiently complex, unique, and difficult to guess that attackers cannot crack them, even using brute force (the security goal); and they must be sufficiently simple and straightforward that the user can easily remember them and enter them when they need to (the usability goal) [4]. There are wide variety of strategies that end users have identified for achieving these goals. Common strategies include writing down complex passwords [5], re-using the same complex password across multiple different accounts [2], using simple, “throwaway” passwords for accounts that aren’t important [6], or using password manager software to store and remember passwords [7].

In most computing systems, end users are empowered to choose their own passwords. User-chosen passwords are usually much easier to remember, and thus users are more accepting of user-chosen passwords [8]. However, this means that the tradeoff between the security and usability requirements of passwords is primarily the responsibility of end users, and they may value these goals differently than administrators or security professionals. In this paper, we use a dataset from 134 end users that include all of the passwords they entered into websites over a 6-week period to examine patterns in password choices. How do people decide what password to use for each account?

Historically, password research has examined a user’s choice of password as an independent decision for each account. Most technical designs for new password systems focus on helping users create...
a single password for a single account. Research on existing passwords has primarily focused on the password choices that many different individuals make for the same website (due to the use of leaked password datasets) [9]. However, passwords exist in an ecosystem [8]; each user has multiple passwords that they use on multiple accounts [2, 10]. Users have to make choices that not only work for the individual account on which they are creating a password, but that also fit into the larger ecosystem. Remembering a single password is difficult, but remembering 10 or 50 passwords is even more difficult [8]. But, reusing a password can create vulnerabilities across accounts. A better understanding of how users choose passwords and the constraints they face can help technologists create better methods to help users choose better passwords that fit with what they are already doing.

Reviewing the literature, we identify four possible strategies that users might follow to choose passwords that have been identified by prior research: (i) Reusing existing passwords, (ii) focusing on constraints on passwords imposed by websites during password creation, (iii) focusing on the day-to-day usage of the password, and (iv) focusing on the security needs of the account.

We logged data from the computers and web browsers of 134 people for 6 weeks, recorded data about every instance when they entered a password to capture evidence of their password choices, and looked for patterns in the characteristics of their passwords. We conducted a series of tests following the principle of ‘strong inference’ [11], trying to find evidence to falsify our hypotheses [12]. Traditional, weak inference derives hypotheses after seeing the data and tests them against uninformative null hypotheses. Instead, we collected data specifically to test these four preexisting hypotheses, and tested them against each other rather than against uninformative null hypotheses. Our work follows this explicit strategy to try to distinguish between these four hypotheses by examining a single set of passwords and trying to determine which hypothesis (or hypotheses) best explain how those passwords were chosen. This process helps avoid confirmation bias in scientific research [11] that may have been present in prior studies, and compares conflicting prior findings directly against each other to see which strategies are dominant.

We ruled out all but the fourth strategy as the predominant strategy: users commonly take the security needs of the websites they use into account, by choosing passwords that are perceived to be stronger on websites believed to have higher security needs, and passwords that are perceived to be weaker on websites with less need for security. This suggests that users seek a balance between usability and security, but also make distinctions between types of websites that are reflected in their password choices. In other words, most users may be voluntarily adopting a strategy that prioritizes security needs over usability. This means that, generally, the goals of users and of security professionals are not inherently at odds, and that opportunities exist to design systems that support users in their own security goals.

**Literature review**

**Password complexity**

There has been much research analyzing how users choose what password to use on a system. Passwords are often evaluated on their ‘complexity’: how many characters are in the password (its length), and how many different types of characters (letters? numbers? symbols?) does the password include. Much of the security advice that end users receive about passwords is focused on its complexity; users regularly hear that their passwords should be at least $N$ characters long (though possibly with different $N$s), and that passwords should include symbols or numbers [7].

Researchers have measured password complexity in a number of different ways. Frequently, password complexity is measured by calling upon the concept of Shannon Entropy [3]. Shannon measured entropy, or the amount of information, by taking the logarithm base 2 of the options weighted by their likelihood. This is a theoretical concept that relies on the idea that a password is chosen from some set of possible passwords, and thus Shannon’s concept mostly applies to the set rather than an individual password [13].

The U.S. National Institute for Standards and Technology (NIST) used Shannon’s concept of entropy to come up with multiple ways of measuring the complexity of a password [14]. One measure, which they called “random password entropy,” has since become a common measurement. This measure assumes that all passwords with similar characters are equally likely, and thus measures complexity with the logarithm of the number of possible passwords. This measure is often called “Shannon entropy” in the security literature, though Bonneau describes this use of the term as “imprecise” [5].

Many researchers use character classes as a way of measuring random password entropy. For example, if a password is entirely lowercase English letters, then each character must be 1 of 26 options, and if uppercase letters are included then it must be 1 of 52 options. The focus on character classes can be traced back to Microsoft Windows NT Service Pack 2, which was one of the first systems to enforce a password policy based on character classes [13]. Passwords that include characters from multiple classes have a larger set of options for each character, and longer passwords have more characters. In a supplemental guide, NIST tried to estimate the random password entropy for passwords chosen from different character classes [13], though Shay et al. [16] question the accuracy of those estimates.

**Guessability**

Much of the research looking at password choice examines datasets of passwords that a large number of users have chosen on a single system. This work often comes from cracking a password database that researchers have legitimate access to [17] or analyzing a leaked dataset of passwords from the hack of a popular web service [9]. This research repeats a common theme: a large number of users choose the same, obvious passwords as each other [9]. This insight then led researchers to use these patterns in password popularity to improve password guessing attacks by guessing more popular passwords first. Bonneau [9] formalized a new measure of password security—guessability—that measures how difficult it is to brute-force guess a password, guessing more popular passwords first [18]. NIST refers to this measure as “guessability entropy” [14], acknowledging that this is another measure inspired by Shannon’s concept of entropy. This measure depends heavily on the database of passwords used to order the guesses; however, most common databases in use today have roughly similar guessability scores [19].

There has been much debate in the password research community about the difference between password complexity (measured by random password entropy), and password guessability (usually measured using brute-force search or an approximation to such a search [20]). The consensus is emerging that password guessability is a much better measurement of the actual, real-world security of a password. However, most end users do not have a good method of determining guessability, because they do not have visibility into the
set of passwords other people have chosen. Instead, end user mental models of passwords are often focused on characteristics of passwords such as how long they are (number of characters), whether they include numbers, letters, and special characters, and whether they include common words. That is, end user mental models of passwords are usually more focused on the characteristics of passwords that are part of complexity measurements like random password entropy than they are on guessability [21, 22].

Choosing passwords

There is little direct research about how users choose passwords in real-world settings. Much of the existing research comes from users self-reporting strategies for choosing passwords. One consistent finding is that users do not seem to use the same strategy for all passwords, but instead choose different passwords for different accounts.

One strategy that has been reported by users is to create “stronger” passwords on websites that have more “sensitive” content [23, 24]. Notoatmodjo and Thomorbison [24] found that 70% of users reported having at least one password reserved for high importance websites. They also reported that users believe passwords that are difficult to recall are more secure. Haque et al. [25] suggested that users might treat different categories of websites differently when choosing passwords. Their diary study found that users commonly used words to classify websites as “financial,” “sketchy,” or “content” as ways of distinguishing different types of websites. A very similar strategy emerged from a series of diary studies of password users by Duggan et al. [26]. In these studies, users chose weaker, more memorable passwords on non-sensitive sites because the information on the site wasn’t important to them [26]. In all of these studies, users reported choosing different passwords for different accounts, and intentionally and thoughtfully making these decisions.

Steves et al. [27] conducted a diary study of password use by US Government employees. They found that users use passwords for a wide variety of authentication purposes, including access to email (both work and personal), access to specific software systems, physical access to buildings, access to devices like mobile phones and wifi networks, and to accomplish goals like encryption and making purchases. They report that users described “authentication fatigue”: that they had to authenticate too often to too many different places, and that remembering all of those passwords was very difficult. Most users utilized multiple memory aids to help them remember all of their passwords.

Stobert and Biddle [8] described this decision-making process as a “lifecycle” process. Using both interview and survey data, they described how passwords are initially chosen, lived with for a time, and then changed to accommodate a variety of different influences on password choices, including day-to-day use and security concerns. Both experts and non-experts reported taking both usability and security into account when choosing or updating passwords on accounts, devoting more attention toward accounts that they felt were more important [8].

Password strategies

In order to better understand and analyze passwords, we make a distinction between password choice and password strategy. To do so, we borrow the concept of strategy from the field of Game Theory [28].

Game theory puts a formal, mathematical structure on situations with uncertain outcomes (which it calls “games”), and makes an important conceptual distinction between a strategy and a choice. In a given situation, the choice that a person makes can be called that person’s action. Game theorists use different words to describe this, including “choice,” “action,” “move,” and (confusingly) “pure strategy.” When observing someone in that situation, it is usually possible to observe the choice that they end up making.

A strategy, though, is different; it is a higher level “plan of action” [29]. Strategies are, roughly, “how” a person goes about choosing which action to take in a situation. Strategies can include randomization (randomly choosing among possible actions, a so-called “mixed strategy”); they can include contingency plans for what to do after learning more information; they also can include reasoning for why the plan is a good idea, which can help deal with unexpected situations. Rubenstein discusses the complexities of what a strategy is, and quotes Shubik in defining a strategy to be “a complete description of how a player intends to play a game, from beginning to end” [29].

For the case of passwords, the actual password used is evidence of the choice that the user made in that specific situation. However, as Stobert and Biddle [8] argue, when users need multiple passwords for multiple different purposes (websites, apps, etc.), users do not choose those passwords independently. Instead, they form higher level plans (strategies) to help them manage their “ecosystem” of passwords. According to this definition, then, we define password strategy to be a guideline or plan for choosing multiple passwords across a range of different websites, apps, and services.

Strategies are difficult to empirically observe; they often include unobservable plans for situations that do not actually occur (such as random choices by participants or contingency plans) [30]. However, understanding the underlying strategies is critical when designing for future situations. Axelrod [31] conducted a number of simulations of the commonly studied Prisoner’s Dilemma game and showed that, even when the observed past actions are similar, if you change the rules of the game (e.g. real-world policies), then players react differently to the new rules based on their strategies, and the outcomes depend more on the strategies used than on the past actions.

Most of the past research that empirically examines passwords has focused on choices—which passwords the users actually chose. In this paper, we focus on trying to understand the strategies that users employ to choose those passwords. Following Axelrod’s example, we believe that in order to design new password systems and password policies, it is more important to understand user strategies, so we can better estimate how users will react in new situations.

Empirically examining strategies is difficult. As we mentioned above, we can often directly observe actions that people take, but we almost never can observe the strategies that they used to choose those actions. Our approach follows Popper’s idea of falsification [12]: rather than trying to measure which strategy users are following, we instead identify a number of potential strategies (hypotheses) and then collect data that potentially allows us to falsify those hypotheses, showing that it cannot be the strategy that users follow.

One example from game theory involves the game “Matching Pennies,” which is surprisingly close to the situation faced by soccer (football) players doing penalty kicks. Game theory predicts that the only equilibrium in Matching Pennies involves the use of a randomized strategy. Chiappori et al. [30] collected empirical evidence from penalty kicks in real games and looked for evidence that players were not using the predicted randomized strategy. They were unable to rule out this strategy, thus concluding that the randomized strategy is a reasonable description of how players make choices in...
penalty kick situations. We seek to do a similar task with passwords; we examine patterns in actual password choices, compare those patterns to hypotheses about password strategies, and then (hopefully) rule out some hypotheses as inconsistent with the data about password choice.

**Hypotheses about password choice**

Passwords allow the end user to make different security/usability tradeoffs for different accounts. Users can choose different passwords that are either more secure or more usable for different websites, depending on properties of those websites. Summarizing the existing literature, we posit four high-level classes of strategies that people can use for choosing passwords that represent different ways of making the security/usability tradeoff. Each class of strategies focuses on a different constraint that users face when choosing passwords. We then pose hypotheses that each class is commonly followed by users, and examine data that can help differentiate which of these strategies are most commonly being followed by users. Due to limitations in the data, we do not distinguish between patterns across different users of a website, and longitudinal patterns of a single user’s choices across different sites in our hypotheses.

**Reuse focused password strategy**

To begin, we start with the simplest possible strategy: always choose the same password for every website. Rather than choosing a (potentially) different password for each website a user encounters, users can simply reuse the same or a substantially similar password as previously used on other websites. Password re-use is a very common strategy for many end users [2, 8, 32]. However, reusing passwords across websites poses an important security risk. If an attacker learns a password for an account on one website, he or she can then also use that same password to log into similar accounts at all places where that password was reused [33]. Therefore, this practice by users creates interdependencies between websites [34].

However, password reuse is an important strategy for improving the usability of passwords in general across the password ecosystem [8]. By reusing passwords, users have to memorize fewer passwords, get more regular reminders of what the password is (because they have to enter it in more frequently), and can log in from anywhere even if they don’t have access to their written-down passwords (because reused passwords are more likely to be memorized). von Zechschwitz et al. [32] found that over 50% of their interviewees reported reusing passwords, and they claimed this was because it would be too hard to remember passwords if they did not.

Wash et al. [2] found that users frequently reuse passwords. Among their college student sample, they found their users’ most-reused passwords were reused across an average of nine different websites. Pearman et al. [10] similarly found that their more diverse, non-student sample reused approximately 80% of their passwords. Participants in Inglesant and Sasse’s [35] diary study reported that good passwords are a “resource” to return to when creating new accounts.

Reusing passwords is not entirely straightforward, however. Most websites have different policies about the minimum requirements for a password [36]. These policies require different features of passwords; e.g., some websites may require the use of special characters and other websites do not allow them. Some websites have a minimum password length, which may be above another website’s maximum password length. Pearman et al. [10] speculate that stronger passwords may be easier to reuse because they satisfy the policy requirements of a larger number of websites.

Hypothesis 1 (Reuse Focused). Users primarily choose a single complex password that meets most security requirements, and reuse that password across as many websites as will allow it.

A number of researchers have observed that users often have passwords that are slight variants of each other; one password may replace a letter with a symbol or add a number at the end of the password [10]. That is, users often “partially” reuse their passwords. Prior research has suggested at least two reasons how these variants might arise: (i) users want to reuse a password from a different website, but that password does not meet the new website’s requirements, so they make a minor modification so that it does [16] or (ii) users are forced to change their password after a certain amount of time, and to make it easier to remember the new password they simply make a minor modification to their old password [37]. This can lead to different variants in use on different websites if the original password was reused.

Hypothesis 1 only covers “exact” reuse of a password. When a person uses variants, they (by definition) have more than one variant to choose from. Using variants still leaves the strategic question open about which websites receive variants, and if so, which variant should be used? That is, there is still a security/usability tradeoff involved in choosing which variant to use. We do not explicitly have separate hypotheses about variants; all of our hypotheses are valid hypotheses about which variant gets chosen. We avoid trying to classify passwords as similar enough to be a “variant,” or different enough to be “unique”; instead we focus on the choice that the users make about which to use.

Next, we posit three hypotheses about how users make password choices that lead to the use of different passwords (or variants) on different websites.

**Creation focused password strategies**

If users do not simply reuse the same password across all websites, then how do they choose which password (or password variant) to use on which website? One possible strategy to choose is responding to the most obvious constraint: the website’s policy for what passwords need to look like [37]. When users do this, they focus their password choices on the act of creating the password and the usability concerns that arise during creation.

Hypothesis 2 (Creation Focused). Users primarily choose passwords by focusing on ease of creating a password.

We already listed one strategy that users can employ that makes both password creation and password use easier: reuse existing passwords across sites. For Hypothesis 2, we suggest that users may choose to use different passwords on different websites, but that the choice of which password to use on which website is driven mostly by concerns at the time of creation rather than use. For example, if a user wants to reuse a password but that password is not allowed by the website’s policy, then the user may create a variant that meets the policy [10].

This hypothesis, however, is too high-level, and is not a detailed, specific strategy. It represents a class of strategies. One concrete way that users can accomplish this is to take this to an extreme: always choose the simplest password that they can. This is equivalent to using creation usability as the sole criterion for password choice, and completely ignoring security needs. We do not believe that this is a realistic password choice strategy; however, we will analyze this strategy by comparing passwords to the minimum required password to determine if the data support it as a commonly employed strategy. Also note that this strategy is still incomplete; even if users
want to choose the simplest allowed password that does not help users decide which password among the simplest allowed should be chosen.

Hypothesis 2.1. Users primarily choose passwords by choosing the simplest password allowed by the website.

Other than choosing the simplest possible password, there are other ways that password policies can influence password choices. Users may, e.g., use the policy as an indicator and choose more complex passwords for websites that have more complex policies. We will not analyze these strategies individually, but we will look for broad evidence that policies are affecting password choices.

Hypothesis 2.2. User choice of passwords is influenced by the password policy of the website, with more complex passwords used on websites with policies that require more complex passwords.

Florence and Herley [36] analyzed password policies from 75 websites and found that websites that rely on voluntary use or rely on ads as part of their business model tended to have lower password requirements. They found little relationship between website-related security concerns and password policies. If users are focusing on meeting password policy constraints when creating passwords, then they are not using more complex passwords on websites with greater security concerns, because security concerns and password creation policies are not necessarily related.

Usage focused password strategies
If users choose different passwords for each website, then a reasonable strategy would be for users to choose weaker passwords for accounts where that password has to be entered frequently. Having a complex 30 character password that you enter once a year is fine, but having to enter it multiple times a day to unlock your computer is extremely burdensome. The more frequently the password needs to be entered and used, the simpler the password should be. We call this strategy the usage focused strategy because the primary concern of users is day-to-day use of the password. In situations where usability really matters (frequent entry or mobile keyboard entry), usability is the primary concern of end users, who choose simple passwords.

Hypothesis 3 (Usage Focused). Users primarily choose passwords by making a security/usability tradeoff and focusing on the usability needs of using the website.

In focusing on usage, there are two possible types of uses that users can focus on. First, the most logical use would be for users to focus on entering the password; the more often they have to enter the password, the simpler the password should be to make it easier to enter.

Hypothesis 3.1. Users choose different passwords for websites, and primarily choose passwords by focusing on how frequently they enter the password into the website with more frequent password entry leading to simpler passwords.

However, password entry is a relatively infrequent activity. Many websites have “remember me” style functionality that enables users to enter a password once and remain logged in for days or weeks. This may make it difficult for users to think about how frequently they enter passwords, and instead may lead them to focus on how frequently they visit a site. Sites that are visited more often may get simpler passwords.

Hypothesis 3.2. Users choose different passwords for websites, and primarily choose passwords by focusing on how frequently they visit the website, with more frequent visits leading to simpler passwords.

Security focused password strategy
Interviews with users about password creation have suggested that users choose more complex passwords for accounts that are very important to them, and choose simple, easy-to-remember “throwaway” passwords for accounts at transient websites. Notoatmodjo and Thorbornson [24], e.g. report that end users describe using this strategy for choosing passwords. In addition, Hanamsagar et al. [38] found that participants’ passwords for websites rated as important were longer and less guessable than their passwords for non-important websites. Importance in their study was correlated with the perception that the participant would experience negative consequences if a stranger were to gain access to their account.

We call this strategy the security focused strategy because the primary concern in this strategy is how important the account is, and therefore the security needs of the account. Accounts that need greater security get more complex passwords, and users can choose simpler passwords for accounts that don’t need strong security.

Hypothesis 4 (Security Focused). Users primarily choose passwords by making a security/usability tradeoff and focusing on security needs of the website.

Prior research has suggested at least two different ways that end users can evaluate the security needs of a website. Haque et al. [25] suggest that users might look at the kind of website—financial website, social media, “sketchy” websites, etc.—and use those logical categories as a way of determining whether to use a complex password or a simple password.

Hypothesis 4.1. Users choose different passwords for websites, and primarily choose those passwords by focusing on the security needs of the category of website.

Another option that arises from users’ self-reported password choice strategies: users consider how “important” the website is to them, and choose stronger passwords for websites that are considered more important [24].

Hypothesis 4.2. Users choose different passwords for websites, and primarily choose those passwords by focusing on whether they consider the website to be important to them in some way.

Both of these previous classes of strategies (security-focused and usage-focused) recognize the need for making a security/usability tradeoff where some passwords are more secure and others are more usable; they differ in exactly how this tradeoff is made. These two strategies are not entirely mutually exclusive, and they make similar predictions in many situations. For example, both strategies would predict that users would choose a complex password for TurboTax, an income tax preparation software that is used only once a year (low usability needs) but contains large amounts of important financial data (high security needs).

However, for many accounts, the predictions of these strategies diverge. The most common divergent case is an organizational single sign-on account, such as an employer or school login. These accounts are often very important to users because they provide access to a large number of different systems and information (high security needs); however, they frequently need to be entered multiple times a day, and sometimes on a variety of different devices or...
computers (high usability needs). In this situation, these two hypotheses would make opposite predictions about how users would choose passwords. Users following a security-focused strategy would choose complex passwords, prioritizing the security needs of the website, while users following a usage-focused strategy would choose less complex passwords to prioritize the day-to-day usability of the website.

Methods
Testing hypotheses like these is not straightforward. While we can directly observe the individual password choices made by the users, we cannot observe the higher-level strategies that led to these choices. The four hypotheses are all hypotheses about these higher-level strategies. As Popper [12] argues, it is impossible to prove a hypothesis to be true. However, it is possible to explicitly look for evidence that could prove the hypothesis to be false [12]. We take that approach here; we explicitly look for evidence about password choices from real users that have the potential to falsify each of our hypotheses. For example, while we cannot prove that people are intentionally trying to reuse a single password everywhere, if we find that they are using different passwords on different websites, then we can declare the hypothesis of a single reused password to be false. This approach has been used in the past to test hypotheses about game theoretic strategies in real world settings where only individual choices can be observed (e.g. [30]).

In order to empirically study password strategies, we needed data with two properties not commonly found in leaked password data. First, since strategies are normally enacted by an individual person, we needed a relatively comprehensive set of passwords chosen by that person. We can then look at patterns in each person’s password choice and use those patterns to rule out possible strategies that were hypothesized above. Second, we needed additional information that users might incorporate into their strategies, such as password creation policies or information about the websites those passwords are used on. This allows us to examine strategies that involve intentionally choosing different passwords on different websites, which is commonly reported in past research.

Platt [11] argues that while analyzing individual hypotheses is reasonable and scientifically valid, science progresses more quickly when we analyze sets of competing, related hypotheses. Rather than separately testing hypotheses against uninformative null hypotheses, he argues for the principle of strong inference [11]: Most scientific hypotheses make a number of similar predictions, but do not make the same predictions in all situations. The best place to look for evidence to distinguish between competing hypotheses, then, is to design “critical experiments” that create situations where the hypotheses make easy-to-distinguish, different predictions. This process helps avoid confirmation bias in scientific research.

In this paper, we are analyzing data from real-world password use; instead of creating “critical experiments,” we instead look for data representing “critical situations”: situations where our hypotheses make different, competing predictions. For example, we explicitly look at data about what type of website a password is used on because some types of website are exactly these critical situations where our hypotheses make different, competing predictions.

Additionally, we are not seeking to identify any individual person’s strategy. Instead, our hypotheses are about common strategies. If a given strategy (or class of strategies) is common, then certain patterns should logically appear in the data, and other patterns should not appear in the data. We look for those patterns to identify which strategies are commonly used.

Data
Our primary dataset of passwords comes from a study conducted in the Spring of 2015. We invited a sample of students at a large Midwestern University in the USA to participate in a research study about computer security. Students from Computer Science and Engineering were not eligible to participate. We first asked participants to fill out a survey about attitudes and intentions for computer security. Results from this survey are reported elsewhere and are not used in this paper. Second, we asked participants to install a custom software application that collected data from their computers. This application consisted of a Windows service that collected system logs on a regular basis, and a browser plugin (that works on both Mozilla Firefox and Google Chrome browsers) that collected data about the participant’s web browsing. Participants were asked to leave this application running for 6 weeks, and were compensated US$10 per week via Amazon.com gift card. Finally, at the end of the 6 weeks, participants were asked to fill out another survey (also reported elsewhere).

A total of 134 participants completed the study and provided valid web browsing data. Our sample is fairly representative of the population of the university, excluding Computer Science and Engineering students. Almost all participants were in the 18–29 age range. Close to the demographics of the student population, our sample was 53% female and 77% white. Approximately 73% of the participants were undergraduates, while the remaining were graduate students. Only 4 of the 134 participants had children. Table 1 has more details, and more information about the sample can be found in a prior paper that analyzed this data [2].

The browser plugin watched all webpages for instances where users entered a password. It primarily looked for the “password” form element, although through testing we identified that this does not capture all passwords and we added a number of special cases to catch a larger number of password entries. When the plugin identified a password, it computed some statistics about the composition of the password, and then sent a hash of the password along with the computed statistics back to our server. This allowed us to compare the hashed passwords against each other and identify instances where the exact same password was used by the same user on multiple different websites. We never collected the raw passwords, for

| Table 1: Demographics of our main sample, whose password choices we are analyzing |
|---------------------------------|---------|-----|
| demographic                      | number  | %   |
| Man                             | 61      | 46% |
| Woman                           | 71      | 53% |
| 18–29 years old                 | 127     | 95% |
| 30–49 years old                 | 7       | 5%  |
| High school diploma/undergraduate student | 98    | 73% |
| Bachelors degree/graduate student | 36    | 27% |
| Have children                   | 4       | 3%  |
| No children                     | 130     | 97% |
| White                           | 103     | 77% |
| Asian                           | 13      | 10% |
| African American                | 4       | 3%  |
| Hispanic                        | 6       | 5%  |
privacy considerations we measured included complexity, and a check for whether the password appeared on a list of common passwords. From this data, we were able to identify each time a user entered a password into a website, what website that password was entered into, and some basic summary statistics about that password. Following Wash et al. [2], we analyzed the password entries to separate out incorrect passwords from correct passwords, and identified a “likely correct” password for each participant on each website where they entered a password.

To measure password complexity, the browser plugin looked at the password that was entered and decided how many different character classes were represented from the following classes: lowercase letters, uppercase letters, numbers, symbols, and extended symbols. Each class represents a number of possible options for that character (26 letters, e.g.). Our password complexity measure was the logarithm (base 2) of the total number of possible options in the represented character classes raised to the number of characters in the password. This measure approximates how past research on passwords has measured “random password entropy” [14], sometimes imprecisely called “Shannon entropy” [5]. This measure was reported to us by the browser plugin, but the original password was not.

As described above, there are many ways to measure the complexity of a password. We chose this measure because it more closely aligns with user beliefs about password complexity, which we provide evidence for below. This measure is based mostly on character classes and length, which are commonly believed to result in more complex passwords [16, 22]. While past evidence suggests that this type of “random password entropy” does not measure real-world resistance to password guessing as well as guessability measures [9], we believe it is a better approximation of user perceptions of the complexity of a password.

To be able to test strategies that include choosing different passwords for the websites that users were entering passwords into, we conducted three additional data collections. These three datasets about websites are available in the Supplementary Materials: https://osf.io/a28q9/.

First, we identified the minimum password requirements for each website. In the Spring of 2017, we manually visited all of the websites that at least two participants had entered passwords into, to identify the minimum password requirements for each website. We did this in two ways: (i) we tried to create a number of different passwords on each website in order to determine which passwords were acceptable and which were prohibited, and (ii) we used the Google search engine and browsed around the website to look for a written password policy or a set of minimum requirements. From these requirements, we were able to identify the minimum complexity password for each website. To account for the fact that this data collection happened approximately two years after the original data collection, we also used the Internet Archive Wayback Machine [39] to look up written password policies for these websites from the time period of the original data collection.

Second, we grouped websites into a set of conceptual categories. To do this, we used the Webshrinker online categorization API [40]. This API has a set of approximately 39 categories that are assigned mostly based on a proprietary machine learning algorithm. We used this system to categorize every domain name that was ever visited by participants in the original data collection.

Third, we wanted to know how “important” each website was to the user who entered their password. We conducted a study in February 2017 that surveyed a new sample using the same sampling frame as the initial data collection: a random sample of undergraduate students in the same large Midwestern University excluding Computer Science and Engineering students. In this survey, we presented the participants with 10 randomly selected domains from the set of domains that at least two original participants had entered passwords into. For each domain, we asked a series of Likert-scale questions about the importance of that website to them. While this does not allow us to know how important the website was to the user who chose the password, it does allow us to know whether that website is important in general for members of the same population (students at the university).

This approach is similar to research that uses third-party raters to evaluate texts online (e.g. Twitter posts) for subjective perceptions of aspects of the text. The ratings are then used as ground truth in training a model. Here, we use the website importance ratings not as a proxy for what each individual participant who entered a password on a site might have thought about the website, but rather as an aggregate evaluation of baseline website importance in the same population. Therefore, we are not arguing a direct causal relationship between password choices and website importance. Rather, we’re examining importance as a characteristic of websites that may be correlated with password complexity.

Finally, in the Fall of 2018, we conducted a survey in which we measured the relationship between how people perceive the security of a password and the complexity of the password, which we report in the “Perceptions of password security” section. We recruited participants both from Amazon Mechanical Turk (MTurk), from the Qualtrics panel service, and combined these surveys together into one dataset. We did this because MTurk participants can be more tech-savvy than the general population, and we wanted a more diverse sample on that characteristic. Overall, our sampling frame was similar to that of the previously described studies: regular computer users who did not have specific technical or computer security training.

However, the MTurk and Qualtrics participants were slightly older than the university students, the modal age group was 30-49 years old.

Following McShane et al. [41], we primarily focus on effect direction and size when interpreting statistical results. We present results of null hypothesis tests and confidence intervals when available, but treat them as secondary indicators.

Ethical considerations
Collecting both website visit information and password information from participants is highly private information that could cause them harm if our research data were to become compromised in some way. We worked to protect participants’ privacy during and after this study. At any time, participants in the password study could pause data collection using a control panel we supplied with the data collection tool. Additionally, we did not collect any data from the web browsers while in incognito mode (Chrome) or private browsing mode (Firefox), and we informed participants of this and provided instructions on how to use these features. All participants provided informed consent to participate in the study, and we pre-tested the consent form to try to ensure that participants understood what data were being collected about them. All participants in the original study received $10 per week of data collection, plus an additional $10 for filling out surveys, for a total compensation of $70 for participation in the study. All studies reported here were approved by our institution’s IRB.
Perceptions of password security

Many of the strategies hypothesized above involve the user’s perception of a password’s security. To test these, we must identify a dependent variable that allows us to measure users’ perceptions of how secure a password is. We propose that password complexity, as measured by random password entropy, can be used as a proxy measure for user perceptions of password security. In this section, we provide evidence that password complexity does correlate with user perceptions of password security.

Perceptions of password security

Previous work has shown that user mental models are often focused on the characteristics of passwords, such as length and diversity of characters, that also contribute to password complexity measures. For example, in a study conducted in 2015, Ur et al. [21] showed participants carefully controlled side-by-side comparisons of passwords and asked questions about their perceptions of the password. While they did not directly compare password complexity and guessability, they found that participants largely believed that adding character sets increased security, that longer passwords were better, and that users underestimated the ease with which common words and sequences of characters could be guessed [21]. Those patterns are not the same as password complexity, but are closer to complexity than to guessability, and generally reflect a focus on character sets plus length for users’ mental models of password security.

The study conducted by Ur et al. [21] used carefully selected password pairs that only varied along a single dimension (such as adding a character or replacing one character with another, similar character). We wanted to see how well random password entropy (i.e. what we are calling “password complexity”) held up as a measure of password security perceptions across passwords more generally. We took the 16 million passwords in the RockYou dataset, calculated the complexity of each password, and then grouped them into 10 deciles. We ignored the top and bottom deciles, and randomly picked pairs of passwords from the 8 middle deciles. We showed these pairs to 200 people from a Qualtrics panel and to 100 people from Amazon Mechanical Turk and asked them to choose which password was “more secure.” (See the “Materials and Methods” section for more information about the participants.)

The blue line in Fig. 1 shows the results. The y-axis is the difference between the percentage of people choosing the higher complexity password and the percentage choosing the lower entropy password. (They also had the option of choosing “both are equal.”) Users in both samples believed that higher entropy passwords were more secure: 46% of the time participants chose the higher entropy password, and 23% for the time they said “both were equal.” While no single metric captures the full range of people’s mental models of password security, these results show that random password entropy—password complexity—is a reasonable proxy measure for user perceptions of password security.

Perceptions of password usability

An additional question is whether random password entropy is also a reasonable proxy measure for password usability. In considering this question, it is valuable to distinguish between many different ways a password may be considered to be a “usable” one. Tamborello and Greene [42] describe two types of usability errors for passwords: “motor” errors that occur when typing/entering passwords and “memory” errors that occur when misremembering passwords. Following this distinction, in this paper we separate usability of passwords into two major categories: how easy a password is to remember and how easy a password is to enter into a device when needed.

A report from NIST examined the difficulty of entering passwords and developed a GOMS model for password entry [27]. Some of the factors that played the largest role in determining difficulty of entry were the number of characters (aka password length) and the variety of characters (aka character sets). These are exactly the features of a password that are part of the random password entropy/password complexity measure. On a day-to-day basis, the NIST report estimated that entering passwords takes more time than remembering passwords [27]. Furthermore, on mobile devices, using characters from multiple character sets often requires extra clicks or taps to change keyboards, so more character sets can make password entry extra difficult on mobile. For these reasons, we suspect that password complexity is also a reasonable metric for the perceived usability of entering a password. However, we suspect that password complexity is probably not a good measure for the usability of remembering a password. Many passwords can be measured to be highly complex but at the same time be easy to remember, or vice versa. So we suspect that password complexity is not correlated with password memorability.

In the same study where we measured perceptions of password security, we also asked participants to choose which of each pair of passwords they thought to be “easier to remember” and “easier to type.” The results of these ratings are also in Fig. 1. Participants perceived the password with lower complexity to be easier to type more than 53% of the time, and chose the higher complexity password as easier to type only 27% of the time. Therefore, we conclude that password complexity does appear to be inversely related to perceptions of how easy a password is to enter. However, we find little relationship between password complexity and password memorability. A total of 43% of the time participants chose the low complexity password as easier to remember, and 38% of the time they chose the high entropy complexity. Only for very large differences in complexity did there appear to be any differences in memorability.

In this section, we have shown evidence that random password entropy—password complexity—is a representation of the characteristics of a password that is also conceptually related to people’s perceptions of password security. Indeed, for many years, the security research community used random password entropy as a...
measure of security, and much of the expert security advice about password characteristics intended for end users is given in terms of the same characteristics that are used to calculate random password entropy. We found that there is an empirical correlation between the complexity of a password and how people perceive the security of that password. Password complexity is also related to one aspect of usability: higher complexity passwords are seen as more difficult to enter, but not necessarily more difficult to remember.

Results: which password strategy?

Now we proceed to test our primary hypotheses: what strategies are commonly used by users when choosing which password to use on a given website?

For each password that was entered by a participant in the original study, our logging software calculated that password’s random password entropy—a measure of how complex the password is. Password complexity is one of the few aspects of authentication systems that end users get to choose. End users can choose more complex passwords if they want to emphasize security. Or they can choose less complex passwords as a way of increasing usability. This choice belongs to the end user, and it is exactly this choice that we focus on in this paper. The “Perceptions of password security” section, above, provides evidence that greater password complexity is related to perceptions of password security in users’ minds. We use the complexity of the passwords participants entered during our study as evidence of the strategies they used when originally creating their passwords.

Hypothesis 1: Focus on password reuse

We begin by examining the simplest strategy for choosing a password: always use the same password across all websites. This is a strawman hypothesis, because it is very extreme: users will only have one password that they use everywhere. However, at least one user in Sasse et al.’s [3] diary study reported doing exactly this. Once a user has more than one password that they use on different websites, then that raises the strategic questions: when does the user want to reuse a password? And when they do, which password do they reuse?

Out of the 134 users in this study, only 2 have exactly 1 password that they reuse everywhere (1.5% of users). These two users reused their single password on 10 and 18 different websites during the 6 weeks of the study. These two users seem to be following this strategy of exact password reuse. Thus, we conclude that while two users may be following this strategy, it is not widely used as a strategy for making a security/usability tradeoff.

The remaining 132 users all had more than one password that they had used, with different websites having different passwords. Most users had four to eight passwords [2]. For these users, we need to look at how they choose which password to use on which website. In the past, security researchers have speculated that users try to reuse one password everywhere but cannot due to password policies. In the past, security researchers have speculated that users try to reuse one password everywhere but cannot due to password policies. This is the whole point of the policies!

Whether choosing an entirely new password or creating a new variant of an existing password, one simple, straightforward way that users can choose passwords is to choose a password that just barely meets the minimum requirements of the policy. This is Hypothesis 2.1. Policies are often, but not always, explicitly written and posted, so users can choose passwords accordingly. Websites also allow users multiple attempts when creating a password so they may slowly add complexity to a password until it is allowed by the website. Our data does not allow us to examine how or why users make this choice, only whether the outcome of the choice matches the minimum requirements.

We identified a set of websites that users in our study entered passwords into that were visited frequently. We manually looked up password policies for these 274 domains. Not all domains were still active or accessible, but we were able to identify policies for 187 of these domains. Together, these 187 domains represent 18.5% of the websites where passwords were entered, but 78% of the password entry events in our dataset. Our analysis in this subsection focuses on this subset of domains. To conduct this analysis, we calculated the minimum complexity required by the password policy and compared it with the complexity of the actual password used. Passwords can be below the minimum if the policy changed since the password was first chosen.

On average, the passwords entered into websites have 21 bits of complexity more than the password composition policy requires. This is a substantial difference; it roughly corresponds to the difference between a 7 character password (36 bits of complexity) and an 11 character password (57 bits of complexity), where the passwords are composed of lowercase letters and numbers.

Only 16.2% of passwords are at or below the minimum requirements for the website they are used in. A total of 42% of users (56 out of 134) don’t have a single password that is at or below the minimum required complexity; all of their passwords are more complex than the website where they were used requires them to be. Not a single user has all of their passwords at or below the minimum required by the policy. This suggests that users are generally not
following a strategy of choosing passwords that just barely meet the requirements of the policy. This also means that users are not choosing to use the simplest password (or password variant) that meets the policy requirements.

One closely related alternative strategy is that users choose passwords by focusing on reuse, and choosing a password that just barely meets the minimum requirements of the multiple websites where it is reused. The combined set of websites may have requirements that are higher than any individual website in the set—e.g. if one website requires eight character passwords without character set requirements, and another requires only six character passwords but requires letters, numbers, and symbols, then the combined requirements are higher than both individual websites.

For each participant, we calculated the combined complexity requirements of all of the websites where they used each of their passwords, and compared that to the complexity of the password that was chosen. Only 30% of reused passwords are at or below this combined minimum. This means that about 70% of passwords are more complex than required on all of the websites that they are used on.

Figure 3 illustrates the relationship between the minimum requirements of the password policy and the actual complexity of the password that was used on that website. There is a correlation between the two \( r = 0.18, P < 0.001, 95\% \text{ CI:} [0.09, 0.25] \). Some correlation is expected, since minimum requirements are usually technically enforced.

However, this correlation is much smaller than we would expect if password creation policies were the most influential constraint on password choice. To examine this, we simulated password policy enforcement by randomly choosing 1000 passwords for each website from the RockYou dataset [43], and then throwing them out and choosing again if the password didn’t meet the policy requirements. The resulting random passwords had a \( r = 0.23 \) correlation with the minimum requirements. Simply enforcing password policies technically can induce a similar correlation to the one we observed, even when users do not intentionally choose passwords based on policies.

We also can look at the individual policy requirements separately. Figure 4 shows the relationship between the required length of password and the actual number of characters in the chosen password. Figure 5 shows the relationship between the number of character classes required by the policy and the number used in the password. Sixty percent of the passwords we observed exceed both the length and character class requirements of the website where they were used.

Greene and Choong [44] suggest that there are specific parts of password policies (such as the “special characters requirement”) that some end users find ambiguous and difficult to understand. Misunderstanding policies could lead to more complex passwords even if users were following the strategy in H2. If this were the case, then in our data, we should see a pattern where people match the minimum for the easy-to-understand parts (such as “at least six characters”) and more variance about the hard-to-understand part. However, Figs 4 and 5, we still see patterns in the data that show password choices substantially longer and more complex than even misunderstood policies would produce.

These analyses provide little evidence that the users in our study are predominantly following a strategy of choosing passwords primarily based on meeting the minimum password policies of the websites where they use those passwords. The majority of passwords exceed all of the requirements of the policy, and while there is a correlation between policy and actual passwords, it is likely the result of technical enforcement of password policies. Past lab research has found that users frequently choose passwords based on policy [37]; however, those studies did not have a real-world context with real-world websites and real usability and security consequences to
Values are whole numbers; points on this graph have been randomly spread horizontally to make them more visible.

Figure 3: The relationship between password complexity (y-axis) and the minimum complexity required by the website’s password policy (x-axis). The solid red line represents the minimum allowed policy (y = x); passwords above that line are more complex than they are required to be. The dotted blue line is a simple regression fit. Since complexity generally falls on a small number of values, points on this graph have been slightly spread to make them more visible.

Figure 4: Required password length versus actual password length. The solid red line is the policy minimum and the dotted blue line is a simple regression fit. Values are whole numbers; points on this graph have been randomly spread horizontally to make them more visible.
It is possible that in vivo usability or security concerns lead users to choose passwords that are more complex than they are required to; we analyze this next.

Hypothesis 3: focus on day-to-day usability

Passwords are only chosen once, but then users have to live with that password and enter it in every time they are prompted by that website. Entering passwords can be a very time-consuming task; recent estimates suggest that it takes 10–14 seconds to enter a password every time it is needed [27], and users enter a password approximately 3.2 times per day [2], which, when combined, suggest that users are spending over 3 hours per year just entering passwords.

One way to balance security and usability is to focus on this usability need and choose passwords that are less complex, and therefore easier to enter. If this is the user’s only concern, then they would likely choose the simplest allowable password; however, we showed above that this isn’t happening much of the time. Instead, users may recognize that security is important and use more complex passwords for websites that they don’t have to enter in very often. They then mainly use simple passwords for the everyday websites. Here, we test this idea by looking for a relationship between the frequency of using a website and the complexity of the password that users chose for that website.

We begin by examining Hypothesis 3.1: users choose simpler passwords for websites that they have to enter a password into frequently. We calculated the number of times a password was entered into each website and divided it by the number of days between the first and last uses of the website by that user. This gives us an estimate for how often a password needs to be entered—the number of password entries per day. This has very little correlation with the complexity of the password used ($r(2531) = 0.00, P = 0.72, 95\% \text{ CI: } [-0.04, 0.03])$.

An alternative way of examining how often a password is entered is by looking at how many webpages on the site the user is able to view before being asked to log in again. If, like one of our participants, you are able to view 10,000 different pages on reddit in 6 weeks but are only asked to log in once, that may seem like a very efficient use of your time entering your password. We calculated the number of visits per password entry, but also found very little correlation with the complexity of the password used ($r(2531) = 0.03, P = 0.15, 95\% \text{ CI: } [-0.01, 0.06]$).

Entering a password is a relatively rare experience that many people likely don’t explicitly remember doing. It is possible that instead of thinking about how often they enter the password, users simply think about how often they visit a website. This is Hypothesis 3.2: users choose less complex passwords when they visit a website more often. We also find a very small correlation here ($r(2531) = -0.03, P = 0.16, 95\% \text{ CI: } [-0.06, 0.01]$) between the number of webpage visits per day on a website and the complexity of the password used on that website.

Table 2 shows an OLS regression that includes all three of these usage effects together in a regression. This regression shows the relationship between password complexity and three usage indicators. The intercept—the overall average password complexity—is 52 bits. Additional password entries or webpage visits have a very small effect on the complexity of a password.

Overall, we find very little evidence that people take frequency of use into account when choosing a password. This makes sense; often users are asked to choose password very early in their use of a website, before they know how often they will use the site or how often the site will ask them to enter their password.
Table 2: OLS regression of the complexity of the password (random password entropy, measured in bits) for a website based on how often that password is entered into the website or how often that website is visited

|                         | Estimate | 95% CI          |
|-------------------------|----------|-----------------|
| (Intercept)             | 52.09*** | 51.37 52.83     |
| Password entries per day| 0.24     | -0.30 0.80      |
| Webpage visits per day  | -0.08*   | -0.14 -0.01     |
| Webpage visits per password entry | 0.003* | 0.000 0.005     |
| R²                      |          | 0.00            |

Significance codes: 0 ‘****’ 0.001 ‘***’ 0.01 ‘**’ 0.05 ‘*’ 0.1 ‘.’ 1.

Hypothesis 4: focus on perceived security
Choosing a password can be seen as making a security/usability tradeoff: for this website, do I want my password to be more secure, or easier to use? One possible way for users to make this tradeoff is to focus on security concerns: choose a more complex password on websites that the user believes need more security, and use a less complex password for websites where security is perceived to be less important. In this section, we examine the extent to which password choices seem to be following this strategy.

Security by category
We begin by examining one way that users might determine whether a website has high security needs. Hypothesis 4.1 suggests that people look at the logical category of a website—financial website versus travel website—and uses that category to decide whether they should use a more complex password or a less complex password.

To examine this, we use the automated classification system [40] to classify all of the websites that the users in our study entered passwords into. Note that some websites are classified under more than one category, when appropriate. Since all of the participants in our study were students at the same university, we separated websites for that university out into its own category.

Table 3 shows the average complexity of passwords in different categories. There is a difference between categories; approximately 15 bits of complexity difference between the top category (university websites) and the category with the least complex passwords (travel websites). This is approximately the difference between an 8 character password with only letters (45 bits of complexity) and a 10 character password with both letters and numbers (60 bits of complexity). Statistically, we are able to rule out the null hypothesis of no differences between categories; some differences are statistically significant (one-way ANOVA, F(22, 2080) = 6.62, P < 0.001; R² = 0.07).

The hypothesis states that categories with higher security needs should have more complex passwords, but doesn't really state which categories represent higher security needs. University websites are likely important since all users in this study are students at the university. Financial websites are also commonly seen as important [36]. And those two categories have the most complex passwords in our dataset. On the other end of the spectrum, travel websites, sports websites, and games have the least complex passwords in our dataset. This lends support to this hypothesis; there are moderately sized differences in complexity between categories, and the categories with approximately more security needs have more complex passwords.

However, it is also interesting to see places where this pattern doesn't hold. For example, social networking websites like Facebook and LinkedIn generally have lower than average password complexity, despite having lots of personal data. The Webshrinker category “news and media” seems like it has complex passwords, but that category mostly consists of reddit.com (since our participants did not seem to log into traditional news sites, and instead read them without logging in). It seems like websites that explicitly collect and store sensitive information (like financial websites) are more likely to have complex passwords, where websites that don't directly or explicitly ask users for sensitive information have less complex passwords.

Security by importance
The type of website, and consequently the type of data on the website, is only one way of evaluating whether a website has high security needs. We asked a sample of 231 undergraduate students at the same university as the original study participants to rate 213 different domains as to how “important” that website was to them.

To calculate importance, we asked the survey respondents 19 survey questions that were all variations on “this website is important,” such as “It would be bad if personal information that I enter into this website were stolen” and “Information about whether I visit this website is sensitive.” Averaging multiple questions allow us to measure this construct with greater fidelity and to capture different aspects of what people might mean by “importance” [45, 46]. Questions were on a 5-point Likert scale. We averaged the responses to these 19 questions to create an overall measure of “importance” of a website. Each website was randomly presented to a different number of respondents (each respondent was only asked about 10 websites, to limit survey fatigue). Websites were rated by at least five respondents, and average 10.2 respondents per website. Survey instrument and raw data are available in the Supplementary Materials: https://osf.io/a28q9/.

Hypothesis 4.2 states that websites that were rated as subjectively more important will have more complex passwords than websites rated as less important. We found a positive correlation between these importance ratings and the complexity of passwords used on that website (r(1517) = 0.09, P < 0.001, 95% CI: [0.04, 0.14]).

Table 4 shows a breakdown of password complexity grouped by...
importance. There is about 3.5 bits of complexity increase between the bottom quintile and the top quintile, which is approximately equivalent to replacing one letter with a symbol in a nine-character all letter password.

We also used the different importance questions to try to identify what aspect of websites was most strongly associated with higher complexity passwords. We grouped the importance questions into four categories: those about the website overall; those about the content on the website (such as comments, posts, or photos); those about whether the respondent visits the website; and those about personal information the respondent enters into the website. Table 5 shows the correlation between each category of importance and the complexity of passwords used. The strongest relationship was with questions about the importance of the website overall (and particularly the question “I am required to use this website”), and also with the importance of the content on the website. Surprisingly, websites that respondents rated as important because of personal information they enter showed very little relationship with password complexity.

Overall, we find a small relationship between the aggregate evaluation of importance of a website and complexity of passwords used on that website. The relationship is consistently in the expected direction—more complex passwords are used on websites seen as more important.

A critical situation: university passwords

Following the principle of strong inference, we specifically looked for situations that can help us distinguish between competing hypotheses. In the section on “Hypotheses on password choices”, we described such a situation: an organization’s single sign on. A single sign on password both needs to be entered frequently (high usability requirements) and also protects a large amount of important information (high security requirements). In such a situation, Hypotheses 3 and 4 make different predictions. If users are primarily following a strategy emphasizing usability (H3), they most should choose a low-complexity password, i.e. easy to enter. If they primarily are following a strategy emphasizing security (H4), then they should choose a high-complexity password.

All users in our study were associated with a single university, and as such, all of them had a password with that university. The complexity of these passwords is labeled “university” in Table 3. These passwords were, on average, the highest complexity passwords of any category of website. Following the logic of “strong inference,” this data suggest that strategies following H4 are more likely to be followed by users than strategies from H3.

We can also use this situation to compare Hypothesis 4 and Hypothesis 2 by looking at the password policy. At the time of the study, the minimum complexity for passwords at that university was 47 bits. This is relatively complex password policy, but it is still over 10 bits lower than the actual passwords. That is, the actual university passwords were on average 10 bits of entropy more complex than they were required to be, suggesting that users were not necessarily following Hypothesis 2 either.

University passwords are only a single website, but they represent a “critical experiment” that allows us to conduct strong inference because our three hypotheses make different predictions in this situation [11]. H2 and H3 both predict low complexity passwords, and H4 predicts high complexity passwords. The data are most consistent with Hypothesis 4, that users are following a strategy of choosing more complex passwords on websites with higher security needs.

Limitations

This study was conducted primarily with a population of non-technical students—young adults attending a large public university in the Midwest region of the USA with an undergraduate acceptance rate for Fall 2018 of greater than 70%.1 All of our subjects are likely WEIRD [47]: members of Western, Educated, Industrialized, Rich, and Democratic societies, and it is unclear whether our results would generalize to other humans.

Students in general are an interesting population with which to study passwords. Prior research has found that password habits form early and are relatively stable over time [48], which suggests that patterns in the way they choose passwords will likely continue for much of these students’ lives. However, a couple of non-peer-reviewed studies (from CSID and Research Now in 2012 [49], and from Digital Guardian in 2018 [50]) found that there appear to be generational differences in password use, with 18-to-24 year olds being the most likely to reuse passwords. It isn’t clear whether older generations make password choices in the same way as the students in this study. The Digital Guardian study did find that across age groups, people self-reported prioritizing security over convenience approximately 65% to 35%, which supports a similar conclusion to the actual password data we present here. However, there is some research that suggests older users choose stronger passwords [9]. Additionally, university students are generally more highly educated than the general population.

When we collected passwords, we sought to collect them as naturally as possible, with little intervention that would cause the participants to change their everyday behavior. For this reason, we were not able to ask our participants about their opinions of the webpages where they entered passwords because such an intervention would interrupt their web browsing and change their behavior.

---

1 https://www.usnews.com/best-colleges/michigan-state-2290.
Instead, we asked a different sample of people (from the same sampling frame) about the importance of websites, two years later. And we asked a different sample about complexity and perceptions of password strength (the “Perceptions of password security” section) a year after that. We found almost no evidence that participants in our study take into account concerns about the ease of entering passwords when choosing passwords. The frequency of use of a password has almost no relationship with the complexity of the chosen password.

However, we were unable to rule out the idea that users are choosing passwords by focusing on security concerns about the websites requesting the password. It appears that participants in our study chose more complex passwords on websites that might have important or sensitive information about them, and less complex passwords on websites that raise fewer security concerns. Our evidence suggests that the type of website is the primary driver of these concerns, though we do also find weak evidence for an overall website “importance” factor that may be playing a role also. Additionally, using university passwords as a “critical experiment” for strong inference found that password choices are most consistent with this idea that users are focusing on security concerns.

These findings are encouraging. They suggest that users consider passwords to be security-sensitive decisions, and are trying to make these decisions by focusing on security concerns more than other concerns or constraints. They also suggest that while security seems to be the major focus, users take usability seriously and choose less complex passwords on websites where there are fewer security concerns. The participants in our study appear to be following the logic recommended by security experts Florencio et al. [52] about how to manage a portfolio of passwords efficiently. These results also quantitatively confirm self-reports from users in previous qualitative studies [8, 24–26], but dispute some of the speculation about password choices by past quantitative studies [10, 21, 22, 32, 37].

This suggests that to really understand how users are choosing passwords, it is not enough to look just at passwords, or even at the set of passwords that a user has [2, 8, 10]. Passwords exist in an ecosystem, and an important part of that ecosystem is the set of websites (or apps/devices/etc.) that users need to authenticate to. Where the password is needed and what it is protecting is an important part of the way users make decisions about which password to use.

Our results suggest that there may be better ways to educate users about password security. Most current password advice focuses solely on the password, not on the importance or security needs of the website where the password is being used [53]. Authors of security advice should also consider including information about making usability tradeoffs and choosing different passwords for different websites. The participants in our study are taking this into account currently, and password advice might be able to better support users as they make these tradeoffs if it included information about the security needs of the website the password was for.

It is not clear that users are actually achieving higher levels of security with their decisions. More complex passwords are not necessarily more secure [9, 17, 18]. Passwords protect against both offline brute force attacks and online guessing attacks, and there is a big difference in security needs between these attacks. It isn’t clear that the increased complexity that results from these user decisions is enough to actually make users secure against offline attacks [54].

Kirlappos et al. [55] found that when users in large organizations don’t follow security policies, they often create “shadow” security policies that try to achieve reasonable security goals. We found that a similar situation exists for passwords in everyday web use; participants in our study might not be exactly following security experts’ guidance for passwords, but they do seem to be trying to come up with their own way of being secure. The participants in our study appear to be operating within what they have been told is a reasonable framework for thinking about the security of passwords (length + character classes).

This could help explain why password meters—real-time feedback about the strength of a password as it is being entered—are often acceptable to users and often lead to more complex passwords [56, 57]. Users are likely using the feedback to better accomplish their security goals, at least for websites they deem have high enough security needs.

From the perspective of end users, mandatory password policies effectively focus on the usability part of the security/usability...
tradeoff. While password policies try to force users into being more secure, password meters effectively enlist end users as partners in security. At least for passwords, our results suggest that this is a reasonable strategy. Understanding how users are trying to be more secure can hopefully help technologists design security systems that support users in achieving their security goals, rather than try to force them to meet goals set by other people.

Passwords represent a situation where end users have some amount of control over the usability of their technology. While usability is important, it is not necessarily the highest priority; our participants seemed to be willing to voluntarily trade off usability to gain security in situations where it was warranted.
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