Relative Altitude Estimation Using Omnidirectional Imaging and Holistic Descriptors
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Abstract: Currently, many tasks can be carried out using mobile robots. These robots must be able to estimate their position in the environment to plan their actions correctly. Omnidirectional vision sensors constitute a robust choice to solve this problem, since they provide the robot with complete information from the environment where it moves. The use of global appearance or holistic methods along with omnidirectional images constitutes a robust approach to estimate the robot position when its movement is restricted to the ground plane. However, in some applications, the robot changes its altitude with respect to this plane, and this altitude must be estimated. This work focuses on this problem. A method based on the use of holistic descriptors is proposed to estimate the relative altitude of the robot when it moves upwards or downwards. This descriptor is constructed from the Radon transform of omnidirectional images captured by a catadioptric vision system. To estimate the altitude, the descriptor of the image captured from the current position is compared with the descriptor of the reference image, previously built. The framework is based on the use of phase correlation to calculate relative orientation and a method based on the compression-expansion of the columns of the holistic descriptor to estimate relative height. Only an omnidirectional vision sensor and image processing techniques are used to solve these problems. This approach has been tested using different sets of images captured both indoors and outdoors under realistic working conditions. The experimental results prove the validity of the method even in the presence of noise or occlusions.
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1. Introduction

Currently, the presence of mobile robots in our society has increased considerably. Initially, they were used to carry out some tasks that resulted in being very demanding or dangerous to human operators. However, at present, they are used in other countless tasks with different purposes, thanks to the evolution of the perception and computation equipment and techniques. Currently, they permit designing more autonomous robots that do not require human intervention to carry out their tasks. To fulfil their task, mobile robots must be able to plan a trajectory to arrive at the target points and navigate towards them while avoiding the obstacles in the environment. To accomplish the navigation task in an efficient way, it is necessary to carry out two fundamental tasks. On the one hand, an internal representation of the initially unknown environment (map) has to be created by the robot, and on the other, the robot must be able to estimate its position within this map. The robot needs one or more sensors to extract information from the environment in order to solve the mapping and localization problems. Several kinds of sensors can provide them with useful information, such as encoders,
touch sensors, laser, or vision sensors. This information can be used both to build the model of the environment and to estimate the position of the robot.

Vision sensors have become one of the most widespread options in mobile robotics thanks to the big amount of information that they provide to the robot. Garcia et al. [1] presented a survey of mapping and localization methods using vision systems. They permitted different configurations, such as single cameras, stereo cameras, systems with an array of cameras, catadioptric systems, etc. Catadioptric vision systems consist of a single camera pointing to a convex mirror. This configuration permits taking images with a field of view of 360 degrees around the mirror axis. The richness of the information they capture is the reason why this kind of system has been chosen in this work. There are many previous works that have used catadioptric vision systems in navigation tasks. For example, Winters et al. [2] described a method for visual-based robot navigation using an omnidirectional camera. They demonstrated that it is possible to use this kind of image to perform localization tasks. Sometimes, the visual information is combined with other information sources such as encoders, GPS (Global Positioning System), or IMU (Inertial Measurement Unit). Oriolo et al. [3] presented a method for the localization of humanoid robots using a monocular camera, an IMU, encoders, and pressure sensors. Satici et al. [4] presented a navigation and control system for mobile robots that uses a vision sensor, an IMU, and an encoder. In the present work, the only sensor used to estimate relative altitude is a catadioptric vision system.

In recent years, some works have focused on the use of omnidirectional images as the only source of information to solve the mapping and localization tasks. For example, Caruso et al. [5] presented a method to perform visual odometry with a planetary rover using omnidirectional vision, and Corke et al. [6] developed large-scale SLAM (Simultaneous Localization and Mapping) using also omnidirectional cameras. The images contain much redundant information, which may change under many circumstances such as noise and occlusions. For this reason, it is necessary to extract some relevant information from each scene to create the map. This information must permit estimating the position of the robot with robustness. There are two different approaches to carry this out. On the one hand, the image can be described through the extraction and description of local landmarks from the scenes. As an example, Lowe et al. [7] carried out localization and mapping tasks using SIFT (Scale-Invariant Feature Transform), and Bay et al. [8] presented another interest point detector and descriptor, named SURF (Speeded-Up Robust Features). More recently, some alternatives have been presented to extract robust features from images captured with catadioptric vision systems and to match them [9–11]. The techniques based on local features can be considered mature methods, and some comparative analyses of their performance can be found in the literature [12]. On the other hand, more recently, a family of methods based on global appearance or holistic descriptors has emerged. They build one unique, compact descriptor per scene and usually lead to relatively straightforward mapping and localization algorithms, based on the pairwise comparison of descriptors. Payá et al. presented a study of the feasibility of some techniques based on the global appearance of omnidirectional images to carry out localization [13] and mapping tasks [14]. Fernández et al. [15] presented a global-appearance approach to carry out simultaneous localization and mapping tasks using hybrid metric-topological maps. The present paper makes use of holistic methods to describe omnidirectional images.

The map of the environment can be created using two main approaches: metrically or topologically. On the one hand, metric maps represent the environment defining the locations of some relevant characteristics with respect to a coordinate system. This configuration permits estimating the position of the robot with geometric accuracy. Munguía et al. [16] described a localization and mapping system, and they created the map using the metric information obtained by different sensors; an orientation sensor, a position sensor (GPS), and a monocular camera. Some other works used this metric approach in mapping and localization tasks, such as [17–19]. On the other hand, topological maps tend to model the environment as a graph with a set of nodes that correspond to different locations and the connectivity relationships between them. This mapping approach can be found in some works,
such as [20], where a topological framework is used to carry out SLAM (Simultaneous Localization and Mapping) in an underwater environment using computer vision. More recently, some researchers have combined the metric and topological concepts to generate hybrid maps, where the information is arranged into several layers with different levels of detail. Kostavelis et al. [21] created different map layers using the concept of hybrid maps to carry out hierarchical navigation tasks. Dayoub et al. [22] presented a mapping and navigation system, which allows the mobile robot to plan paths and avoid obstacles using a topometric map composed of a globally-consistent pose-graph with a local 3D point cloud attached to each node. In the present work, the height estimation problem is addressed in a topological fashion.

The framework proposed in this paper is presented in the next lines. The robot operates in an environment using an omnidirectional vision system as the only source of information. We also consider that the map of the environment was constructed from a set of images captured while the robot had a planar movement and using global-appearance techniques. Previous works have shown that it is possible to estimate the pose (position and orientation) of the robot in this plane using this kind of technique [23]. In this work, Berenguer et al. used a set of omnidirectional images captured from different poses in the ground plane (reference images) and obtained a holistic descriptor per image, using a combination of the Radon transform and gist. These descriptors are used to build a local map of the environment, through a method based on a spring-mass-damper system, and the pose of the robot in the ground plane is subsequently estimated by comparing the holistic descriptor of the test image with the descriptors included in the map, through a distance measurement. Taking this fact into account, we propose to go one step further in the present work. The goal is to try to estimate, in addition to the in-plane position of the robot, the relative altitude where it is located without incorporating any additional information in the available map of the environment and using only the information captured by the omnidirectional vision system. In summary, the main objective of the paper is to propose a method based on the use of holistic descriptors to estimate relative height. The descriptors are obtained from the Radon transform of omnidirectional images, and the method consists of two main steps. First, the relative orientation between the reference and test images is calculated using POC (Phase-Only Correlation) [24] between the two Radon transform descriptors. Second, an approach based on a set of compressions and expansions of the columns of these descriptors is applied to estimate topological height. The method is able to estimate the altitude in outdoor and indoor environments with robustness against noise and occlusions.

The proposed method has been validated using different sets of images. First, it has been tested using our own synthetic set of images, captured using a virtual catadioptric vision sensor into two different synthetic rooms. This step was carried out with the objective of performing preliminary tests to improve the algorithm before considering actual images. Second, it has been tested using some sets of publicly-available actual images captured both indoors and outdoors, from a variety of positions. Additionally, a straightforward method based on the extraction and matching of local features is developed and run with comparative purposes, as a benchmarking method. It permits evaluating the relative performance (accuracy and computation time) of the method based on holistic descriptors, which is the main contribution of the paper. The remainder of this paper is structured as follows. Section 2 presents the state of the art of the altitude estimation in robotics. Section 3 introduces the method we use to describe global appearance, which is based on the Radon transform. Section 4 presents the algorithm we have designed for height estimation using holistic descriptors and the benchmarking method, based on local landmarks. Section 5 describes the publicly-available sets of images used to validate the approach. Section 6 presents the experiments and results. The last Section 7 outlines the conclusions.

2. State-of-the-Art on Altitude Estimation and Global Appearance Techniques

Recently, some developments have been carried out in the field of altitude estimation using vision sensors to solve the mapping and localization problems when the mobile robot can change its
altitude during the operation, as in the case of UAVs (Unmanned Aerial Vehicles). Kim et al. [25] presented a vision system mounted in two different UAVs to assist the path planning of a ground vehicle, estimating its relative position and altitude. They used a single camera mounted on each UAV to capture the scenes. Others authors used a combination of sensors to carry out the altitude estimation task such as Angelino et al. [26], who combined the visual information of a monocular camera and the GPS to estimate the position and altitude of a high-altitude UAV. These works used a combination of several kinds of sensors or the use of two or more visual sensors to carry out the altitude estimation. Comparing to these works, the framework we propose uses only the omnidirectional images captured by one catadioptric vision sensor and global appearance methods (based on the Radon transform) to obtain a holistic descriptor per image and estimate the relative altitude of the robot.

The descriptors based on the global appearance of the scene gather information on the whole scene. Comparing to local methods, they do not extract any information on specific objects or landmarks. This characteristic can be an advantage because global appearance descriptors tend to be more compact, and less computational time is required to compute and compare them. Furthermore, they are a good alternative because global appearance descriptors represent the environment through high-level features that can be interpreted and handled easily. Furthermore, global appearance descriptors tend to be more robust against noise and partial occlusions in the images, compared to local descriptors, as shown in [27]. Several works have demonstrated the validity of these techniques in robot mapping and localization when the movement of the robot is restricted to the ground plane. For example, in [23], different 2D localization and mapping tasks have been carried out using global appearance descriptors, and they have been compared with some descriptors based on landmark extraction to compare the effectiveness and the computational cost. Ranganathan et al. [28] presented a probabilistic topological mapping method that uses information of panoramic scenes captured by a ring of cameras mounted on the robot, and they are described using Fourier signature. Furthermore, Menegatti et al. [29] showed a Monte Carlo localization method with omnidirectional images in large indoor environments using the Fourier signature as the appearance descriptor. However, few studies have been carried out about the altitude estimation using global appearance approaches. Bearing this view in mind, the objective of this work consists of exploring the use of a framework based on omnidirectional vision and global description to estimate the robot altitude.

The algorithm we propose estimates the relative altitude of the robot with respect to the altitude it had when the model was created, using only the visual information captured by the robot from its current position and the visual information stored in the model. There are many mobile robots that change their altitude during their operation, such as UAVs. Many previous works proposed different solutions to the localization problem using UAVs, such as [30], where these platforms were used in navigation tasks in outdoor environments using omnidirectional images and other different sensors such as gyro sensors. This work is mainly based on the detection of the skyline to calculate the altitude and the relative rotation of the robot. Ashutosh et al. [31] showed a combination of omnidirectional and perspective cameras to estimate the altitude of the UAV extracting some characteristics of the scenes.

Omnidirectional images are often transformed to panoramic before describing their visual appearance, such as in [32]. In the presented work, omnidirectional images are described directly, which supposes a reduction of the computational cost. With this aim, we make use of the Radon transform [33], which describes the image in terms of its line-integral projections along some sets of parallel lines. This type of descriptor has been used in [23] to solve the localization problem when the movement of the robot is restricted to the ground plane and has proven to be robust. In rough lines, the method consists of comparing the Radon transforms of two omnidirectional images captured from different altitudes. This comparison needs a previous step, which consists of calculating the difference between the two orientations the robot had when it captured the omnidirectional images. This step was carried out using POC (Phase-Only Correlation), proposed by Kuglin et al. [24]. A preliminary version of this method was presented in [34], where only virtual images were considered to evaluate its performance. In the present paper, the method has been improved, and a new distance measure has
been included to work properly with images captured in real environments. The experiments include actual indoor and outdoor images. Additionally, a comparison with a method based on local features is included to prove the effectiveness of the proposed approach.

3. Describing the Global Appearance of Omnidirectional Images

This section presents the description method based on global appearance that we have implemented to describe the omnidirectional images. A comparison of description methods has been done in previous works [14].

To be useful in mapping and localization tasks, the descriptors should present several properties, such as a compression effect in the image information; a correspondence between the distance between two descriptors and the distance between the positions where the images were captured; a low computational cost to obtain and compare them; and robustness against changes in lighting conditions, noise, occlusions, etc. Furthermore, it should contain information on the orientation the robot had when it captured the image. We have chosen the Radon transform to describe the scenes. This mathematical transform has been used previously to describe images with the objective of solving 2D localization tasks [23], and it has been proven to meet all these properties.

The Radon transform was described initially in [33]. Previous research demonstrated the efficacy of this descriptor in shape description and segmentation such as [35,36]. Hoang et al. [35] presented a new shape descriptor, invariant to geometric transformations, based on the Radon, Fourier, and Mellin transforms, and Hasegawa et al. [36] described a shape descriptor combining the histogram of the Radon transform, the logarithmic-scale histogram, and the phase-only correlation.

Mathematically, the Radon transform of an image \( \text{im}(x, y) \in \mathbb{R}^{K \times L} \) along the line \( c_1(\phi, d) \) (Figure 1) can be obtained through the next expression:

\[
R\{\text{im}(x, y)\} = \lambda_f(\phi, d) = \int_{\mathbb{R}} \text{im}(d \cos \phi - y' \sin \phi, d \sin \phi + y' \cos \phi) \, dy'
\]

where \( R \) is the Radon transform operator. \( \text{im}(x, y) \) is the image to transform. \( \lambda_f \) is the transformed function, which depends on two new variables: the distance from the line \( c_1 \) to the origin \( d \) and the angle between the \( x \) axis and the \( x' \) axis, \( \phi \) (Figure 1). The \( y' \) axis is parallel to the \( c_1 \) line.

By considering different values for \( d \) and \( \phi \) in Equation (1), the transformed function \( \lambda_f(\phi, d) \) will become a matrix with \( M \) rows and \( N \) columns. Normally, \( M \) is the set of orientations considered (to cover the whole circumference), and \( N \) is the number of parallel lines considered at each orientation (to cover the whole image). The distance between each pair of consecutive lines is considered constant.

![Figure 1. Line parametrization through the distance to the origin \( d \) and the angle between the normal line and the \( x \) axis, \( \phi \).](image)

This transform has been chosen to describe the scenes in this work because it presents some interesting properties. One of them is the scaling property, which is the basis of our altitude estimation algorithm: a scaling of the image \( \text{im}(x, y) \) by a factor \( 1/b \) in the \( x \) and \( y \) coordinates implies a scaling of the Radon transform: the \( d \) coordinate is scaled by a factor \( 1/b \) and the amplitude by a factor \(|b|\):
Another advantage is its robustness against noise or occlusions in the scenes, thanks to the integration process used to build the descriptor. This robustness against noise and occlusions is demonstrated in [23], in 2D localization, by comparing the Radon transform with other descriptors, both based on local features (SIFT) [7] and on global appearance (Fourier Signature (FS)) [37].

4. Altitude Estimation

This section details the altitude estimation method we propose, based on global appearance and the Radon transform (Section 4.1). Additionally, we have developed and implemented a method based on local features (Section 4.2) as a benchmarking method. Thanks to it, a comparative evaluation can be carried out to study the performance of the global appearance method with an approach based on the more classical extraction and description of landmarks.

In both cases, the methods provide information on the magnitude and the direction of the vertical movement of the robot using only omnidirectional images captured by a camera mounted on the robot. To do this, the robot inclination with respect to the $z_w$ axis of the world reference system (Figure 2) must not change. Figure 2 shows the world reference system and the robot reference system. A change of the robot reference system is shown when it moves upwards from $P_0$ to $P_1$. The method compares the images captured from $P_0$ and $P_1$, and as a result, a topological estimation of the distance between these positions (relative altitude) is obtained.

![Figure 2. World and robot reference systems. A change in the height is shown (the robot moves from $P_0$ to $P_1$).](image)

4.1. Altitude Estimation Using an Approach Based on Global Appearance

In this subsection, the altitude estimation method based on global appearance is presented. First, the basis of the algorithm is described (Section 4.1.1). The method is based on the compression and expansion phenomenon that the Radon transform of omnidirectional images experiences when the robot moves upwards or downwards. Second, Section 4.1.2 presents the phase-only correlation, which is the method used to estimate relative orientation between two Radon transforms. Finally, Section 4.1.3 details the complete height estimation method, which is based on the two concepts presented in the two previous subsections.

The main steps of the method can be outlined as follows. First, the Radon transform descriptors of the reference and test images are calculated. Second, the relative orientation between these descriptors is detected and corrected. Third, a set of compressions, using some different compression factors, is applied to the columns of the descriptors. Fourth, the compression factors that produce the best match between the reference and test images are retained, and finally, the direction of the movement is detected. These steps will be explained in detail in the next subsections.
4.1.1. Compression-Expansion of the Radon Transform

The method is based on the changes experienced by the Radon transform of two scenes captured from different heights when the robot moves along its vertical axis. If the vertical displacement is downwards, the objects in the omnidirectional scene tend to appear further away from the center of the image. This causes the information in the columns of the Radon transform to appear farther from the central row; vice-versa, if the displacement is upwards, the information in the columns tends to appear closer to the central row. This effect is related to the scaling property of the Radon transform.

The Radon transform undergoes a characteristic change owing to this property. The information in the columns of the Radon transform tends to move towards the central row (compression effect) when the robot moves upwards. However, when the robot moves downwards, the information in the columns tends to move away from the central row (expansion effect). This property is used by the method to estimate the relative altitude of the robot.

Figure 3 shows an example of this. Two omnidirectional images captured from different heights (1.25 m and 2 m respectively, with a purely vertical movement) and their corresponding Radon transforms are shown. In this figure, it is possible to observe that, in the second omnidirectional image, the objects have moved towards the center of the omnidirectional image compared to the first one. Both Radon transforms contain the same information, but the second one presents a “compression” effect with respect to the central row.

![Figure 3](image_url)

**Figure 3.** Example of the Radon transform compression effect. The figure shows the omnidirectional image and its Radon transform captured at (a) $h = 1.25$ m and (b) $h = 2$ m. Comparing both Radon transforms, the second one presents a compression effect with respect to the first one.

Therefore, it is necessary to design a procedure that permits quantifying these compressions/expansions in the Radon transform and studying the correlation between these values and the altitude differences between the capture points of both omnidirectional images.

We consider that the robot has only moved along the $z_w$ axis, and the objective is estimating $h$ (Figure 2). However, prior to this, it is necessary to detect if the robot has changed its orientation with respect to the $z_w$ axis, because it would introduce a shift in the columns of the Radon transform. This is a fundamental step to compare two different Radon transforms.
4.1.2. POC

In this subsection, we present the method we use to compare two Radon transforms. In general, it permits obtaining both the relative orientation between two different Radon transforms and a similitude coefficient between them, as shown in [23]. In the present work, POC is used only to estimate changes in the orientation of the robot around the $z_w$ axis. In short, a change of the robot orientation produces a shift of the columns of the Radon transform of an image, and POC is able to calculate it.

The POC operation between two matrices $R_{T1}(x, y)$ and $R_{T2}(x, y)$ with $N$ rows and $M$ columns can be calculated as:

$$C(x, y) = F^{-1}\left\{\frac{R_{T1}(u, v) \cdot R_{T2}^\dagger(u, v)}{|R_{T1}(u, v) \cdot R_{T2}^\dagger(u, v)|}\right\}$$

(3)

where $R_{T1}$ is the 2D discrete Fourier transform of $R_{T1}$ and $R_{T2}^\dagger$ is the conjugate of the 2D discrete Fourier transform of $R_{T2}$. $F^{-1}$ is the inverse 2D discrete Fourier transform operator. $u, v$ are the variables in the frequency domain. $C(x, y)$ is a matrix $M \times N$ of correlation coefficients that permits estimating the relative displacements between the two matrices along the axes $x$ and $y$ ($\Delta_x$ and $\Delta_y$, respectively) using Equation (4):

$$\langle\Delta_x, \Delta_y\rangle = \text{argmax}_{(x, y)}\{C(x, y)\}$$

(4)

If we compare the Radon transforms of two omnidirectional images using POC, the value $\Delta_x$ is proportional to the relative orientation $\theta$ of the robot when capturing the images according to Equation (5). Figure 4 shows the Radon transforms of two different omnidirectional images captured from the same point $(x_w, y_w, z_w)$, but with different robot orientations with respect to the $z_w$ axis, $\theta$.

$$\theta = \frac{\Delta_x \cdot 2\pi}{M}$$

(5)

This way, POC is able to compare two images independently of the orientation, and it is also able to estimate this change in orientation.

The POC operation compares two images based on their phase information in the frequency domain. This is an advantage with respect to other methods. Usually, only the magnitude is taken into account, and the phase information is usually discarded. However, when the magnitude and the phase
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features are examined in the Fourier domain, it follows that the phase features contain also important information because they reflect the characteristics of patterns in the images [38].

4.1.3. Height Estimation Method

The height estimation method is based on the concepts described in the two previous subsections. It is able to cope with changes in orientation with respect to the $z_w$ axis thanks to the use of POC to calculate this rotation using Equation (4). Figure 2 shows the world reference system $(x_w, y_w, z_w)$ and the robot reference systems $(x_r, y_r, z_r)$ when the robot is situated at the points $P_0$ and at $P_1$ with relative orientation $\theta$ with respect to $z_w$.

The robot captures an omnidirectional image (reference image) from its initial position ($P_0$) and calculates its Radon transform. Then, the robot moves upwards or downwards, takes a new omnidirectional image (test image), and calculates its Radon transform. After this, the robot obtains the orientation change $\theta$ between both Radon transforms, using POC, and carries out the angular offset correction of the second Radon transform, by making a shift in columns equal to:

$$- \theta = -\frac{2\pi \Delta x}{M}$$  \hspace{1cm} (6)

The next step consists of estimating the altitude difference between both images. Since a change of altitude produces a compression effect in the Radon transform with respect to its central row, the method applies a scale factor $a$ to each column of the Radon transform of the test image, obtaining $RT_2^{(a)}$ (the super-index $(a)$ indicates that the Radon transform has been compressed by a factor $a$ using Equation (10)) and comparing the result with the Radon transform of the reference image ($RT_1$). This comparison is carried out using Equation (12), and the result is the distance between each pair of columns. This equation calculates a distance between $RT_1$ and $RT_2^{(a)}$ considering a normalization factor per column (they are normalized with respect to their maximum value).

The compression is carried out by interpolating the values of the Radon transform columns taking into account the scale factor $a$ (expressed as the half of the difference between the number of pixels of the columns of both Radon transforms):

$$a = \frac{N - N^{(a)}}{2}$$  \hspace{1cm} (7)

where $N^{(a)}$ is the number of pixels of the columns in $RT_2^{(a)}$.

$$RT_1 = R \{ \text{im}_{\text{reference}} (x, y) \}$$  \hspace{1cm} (8)

$$RT_2 = R \{ \text{im}_{\text{test}} (x, y) \}$$  \hspace{1cm} (9)

$$RT_k^{(a)}(x, y) = RT_k(x, \lfloor A \rfloor) +$$

$$+ (y - \lfloor A \rfloor) \frac{RT_k(x, \lfloor A \rfloor) - RT_k(x, \lceil A \rceil)}{\lceil A \rceil - \lfloor A \rfloor}$$  \hspace{1cm} (10)

where $y = (1, 2, ... N - 2a), x = (1, 2, ... M), N$ is the size of the columns of the original Radon transform, and $A$ is calculated using the following equation:

$$A = \frac{y \cdot N}{N - 2a}$$  \hspace{1cm} (11)

Furthermore, $\lfloor A \rfloor$ is the largest integer less than or equal to $A$, and $\lceil A \rceil$ is the smallest integer greater than $A$. 
This step is repeated several times, considering different values for the compression factor \( a = \{ a_1, a_2, ..., a_c \} \), until the compression cannot be performed any more, because the compressed transform would not contain relevant information. At this moment, the robot has a vector of distance values \( \vec{Vd} = \{ Vd_1, Vd_2, ..., Vd_c \} \) calculated using Equation (12).

\[
dist(RT_1, RT_2^{(a)}) = \sum_{i=1}^{M} \sum_{j=1}^{N-2a} \left( \frac{RT_1(i,j+a)}{M_1(i+a)} - \frac{RT_2^{(a)}(j)}{M_2(j)} \right) \tag{12}
\]

\[
M_1(j+a) = \max(RT_1(j+a)) \tag{13}
\]

\[
M_2(j) = \max(RT_2(j)) \tag{14}
\]

\( M \) is the number of rows of the Radon transforms, and \( N \) is the number of columns of \( RT_1 \). \( M_1(j) \) is the maximum value of the column \( j \) of \( RT_1 \), and \( M_2(j) \) is the maximum value of the column \( j \) of \( RT_2^{(a)} \).

Each element of the vector \( \vec{Vd} \) has been calculated considering each magnitude of the compression factor \( a_i \).

From this vector, the compression factor \( a_j \) that produces the minimum of the vector of distances \( \vec{Vd} \) (Equation (15)) can be considered as a magnitude that is proportional to the relative height.

\[
j = \arg \min \{ \vec{Vd} \} \tag{15}
\]

At this point, it is necessary to distinguish if the translation of the robot has been upwards or downwards. The Radon transform of the test image experiences a compression effect when the translation is upwards. However, when the movement is downwards, the Radon transform of the reference image is the one undergoing the compression effect.

To distinguish the kind of translation (upwards or downwards), first, the Radon transform of the test image is compressed gradually, and the robot carries out the method described in the foregoing paragraphs, to obtain the \( a_j \) factor, but in this case, the robot also has to save the minimum magnitude \( d_{min} \) in the vector of distances \( \vec{Vd} \). This case would be the correct one if the robot had moved upwards. Second, \( RT_1 \) is compressed instead of \( RT_2 \), obtaining \( RT_1^{(a)} \). This case would be the correct case if the robot had moved downwards. Finally, the robot has two factors: \( a_1 \) from the first case and \( a_2 \) from the second case, and it has two \( d_{min} \) distances: \( d_{min_1} \) (from the vector of distances of Case 1 (\( \vec{Vd}_1 \)), Equation (16)) and \( d_{min_2} \) (from the vector of distances of Case 2 (\( \vec{Vd}_2 \)), Equation (17)). The minimum between \( d_{min_1} \) and \( d_{min_2} \) determines which is the correct case, Equation (18). At the end of the process, the robot has a magnitude \( a_{jk} \) proportional to the vertical displacement, and depending on the correct case, the displacement has been upwards (Case 1) or downwards (Case 2). Figure 5 shows a complete flowchart of this process.

\[
d_{min_1} = \min(\vec{Vd}_1) \tag{16}
\]

\[
d_{min_2} = \min(\vec{Vd}_2) \tag{17}
\]

\[
k = \arg \min \{ d_{min_1}, d_{min_2} \} \tag{18}
\]
4.2. Altitude Estimation Using an Approach Based on Local Features

In this subsection, an alternative method based on local features is proposed, with the objective of having a benchmarking method to compare the performance of our global appearance approach. The next paragraphs describe the steps of this method.

The robot takes an image (reference image) from its current position. Then, it moves upwards or downwards and takes another omnidirectional image (test image). The local landmarks of each image are calculated using any landmark detection algorithm. At this point, the robot has the two images with the landmarks in each image, so it needs to do the matching between the landmarks in the reference image and the landmarks in the test image (Figure 6). Then, the robot has to determine the rotation difference between both images (rotation around the $z_w$ axis). If there is not a rotation, each matching will have a direction that would be the same direction as the one between the landmark of the first image and the center of the image. If it is not the truth, there is a rotation. To estimate it, the angular difference between both directions is calculated for each pair of matched landmarks.
Then, all differences calculated are compared using RANSAC (Random Sample Consensus) to get the most repeated difference value (Figure 7). This value is the rotation difference between both images, and the matches with a different value of orientation (outliers) are discarded. Then, the second image is rotated by this angular difference, and the relative altitude estimation is carried out calculating the mean of the distance between all new matched landmarks.

Figure 8 shows an example of two omnidirectional images compared to calculate the distance between the matched features, to obtain the difference of altitude between them. The relative orientation has already been corrected, so all directions between matched landmarks are towards the center of the image. For the sake of clarity, the reference and test images are shown superimposed. The red colored image is the reference image, and the green colored is the test image. The red circles are the final landmarks in the reference image (once outliers have been removed), and the green crosses are the final landmarks in the test image.

**Figure 6.** Matches between the reference image (left) and the test image (right) in an indoor environment. The red circles are the valid landmarks in the reference image, and the green crosses are the valid landmarks in the test image.

**Figure 7.** Angular differences between the direction between each landmark in the reference image and the center of the image and the direction between the matched landmark in the test image and the center of the image.
Figure 8. Final step of the alternative method. The red-colored image is the reference image, and the blue colored is the test image. The red circles are the final landmarks in the reference image (after removing outliers), and the green crosses are the valid landmarks in the test image.

While implementing this benchmarking method, two different algorithms have been considered to perform the extraction, description, and matching of landmarks. First, SURF (Speeded-Up Robust Features) points [8] have been considered, since it constitutes a classical framework in robot localization tasks. Second, ASIFT (Affine Scale-Invariant Feature Transform) features [10] have been used, because this method permits extracting and matching features that have undergone large affine distortions; hence, they may constitute a more robust option when working with catadioptric cameras.

5. Image Database

In order to test the performance of the proposed technique, different sets of omnidirectional images have been considered. First, two virtual environments have been created to take omnidirectional images easily. These images permit testing the validity of the method under ideal conditions. After that, several sets of real images were captured both indoors and outdoors under real working conditions, and the algorithm was tested exhaustively with these actual images.

In the next subsection, the main features of both sets of images are outlined.

5.1. Set of Virtual Images

Two different virtual environments have been created, which represent two different rooms. These virtual environments permit creating omnidirectional images from any position and with any orientation. The algorithm to create these virtual images is described in [23].

The omnidirectional images used in the experiments have $250 \times 250$ pixels. These images have been created simulating the hyperbolic mirror described in Figure 9b. The parameters used in the mirror equation are $a = 40$ mm and $b = 160$ mm.
Figure 9. (a) Omnidirectional acquisition system. (b) Model of the virtual hyperbolic mirror used to capture the synthetic omnidirectional images.

To generate the virtual database, several images have been captured in both environments. Several positions have been chosen on the floor of each environment, and a set of images vertically above these positions was captured to carry out the experiments. The maximum height is 2000 mm, and the minimum 100 mm, with a step of 100 mm. Therefore, this database permits testing the algorithm with a maximum change of height equal to 1900 mm between the reference and test images. Two samples of omnidirectional images captured in one of these virtual environments are shown in Figure 4.

5.2. Set of Actual Images

In the previous subsection, a virtual images database has been presented. This database is used to make a preliminary test of the performance of the proposed technique. However, to test the effectiveness and the robustness of the method, it is necessary to use an actual database.

This actual database is composed of different omnidirectional images taken in different indoor and outdoor environments. These images have $717 \times 717$ pixels. To create this database, 10 different indoor environments and 10 different outdoor environments have been used. In each environment, several images have been captured from a variety of altitudes. The minimum height in indoor environments is 1250 mm ($h = 1$), and the maximum height is 2300 mm ($h = 8$), with steps of 150 mm. In the outdoor environments, the minimum height is 1250 mm (named as $h = 1$ in the experiments) and the maximum height is 2900 mm ($h = 12$), with steps of 150 mm. Hence, the outdoor dataset permits testing the algorithms with a maximum change of height equal to 1650 mm between the reference and test images.

These omnidirectional images have been captured using the system shown in Figure 9a. This system is composed of a hyperbolic mirror, a camera, and a tripod to change the height. The coordinates $x_w, y_w$ of the capture point in each environment are the same; only the coordinate $z_w$ changes.

The indoor environments have been chosen to cover a variety of situations: both wide and narrow areas; structured and unstructured environments. Furthermore, the $x_w, y_w$ coordinates have been chosen to cover a variety of situations outdoors: both close to buildings and in open spaces.
Some sample images can be seen in Figures 10 and 11. The whole set of images is fully accessible and downloadable from [39].

Figure 10. (a) One sample omnidirectional image per indoor environment is shown. (b) Images captured in Indoor Environment 3 from the maximum altitude (eight) to the minimum altitude (one).

Figure 11. One sample omnidirectional image per outdoor environments is shown.
6. Experiments and Results

In this section, the results of the experiments with our altitude estimation method are shown. As presented in Section 4, an important step of the algorithm is to know the direction of the displacement (upwards or downwards). To make this distinction, the robot has to calculate the difference between two values: \( \min(\vec{V}_d^1) - \min(\vec{V}_d^2) \). This difference determines which is the absolute minimum, and it determines which is the correct direction.

Figure 12 shows an example of this process to obtain the direction of displacement, using the virtual environment. In this figure, the image captured at 1.85 m (\( h = 5 \)) is the reference image, and all the other images are considered individually as test images and compared with the reference. Figure 12a shows, for each height \( h \), the minimum of the vectors \( \vec{V}_d^1 \) (Case 1, blue color) and \( \vec{V}_d^2 \) (Case 2, red color). Figure 12b shows the difference between \( \min(\vec{V}_d^1) \) and \( \min(\vec{V}_d^2) \). If this difference is positive, the correct case is Case 1 (upwards), and if it is negative, the correct case is Case 2 (downwards). In Figure 12c, the compression factor \( a_j \) is represented versus the height \( h \) of the test image in both cases. This factor is an estimator of the topological height of the test image with respect to the reference image; therefore, it is proportional to the real relative height between both images. An example of this can be observed in Figure 12b, where the correct case for heights lower than 1.85 m (\( h = 5 \)) is Case 1 (downwards) and for heights higher than 1.85 m is Case 2 (upwards), as expected. In Figure 12c, the red line to the left of \( h = 5 \) indicates the translation magnitude downwards from the reference image, and the blue line to the right of \( h = 5 \) indicates the translation magnitude upwards from the reference image. We can observe that the functions are quite linear.

![Figure 12](image)

**Figure 12.** (a) Minimum of the vectors \( \vec{V}_d^1 \) (Case 1) and \( \vec{V}_d^2 \) (Case 2). (b) Difference between \( \min(\vec{V}_d^1) \) and \( \min(\vec{V}_d^2) \). (c) The \( a_j \) factor, which is proportional to the real relative height between each image and the test image. This example has been carried out using an indoor environment of the virtual dataset.

After this, an experiment has been developed to study the computational time of the height estimation algorithm and to optimize the size of the Radon transform descriptor. Figure 13 shows the results of this experiment. The blue curve represents the average time spent in each altitude estimation using the algorithm with different Radon transform sizes \( (M \times N) \), where \( M \) is the number of orientations considered to cover the whole circumference while calculating the Radon transform and \( N \) is the number of parallel lines considered at each orientation to calculate the integral along image intensities. In the horizontal axis of the figure, the next sizes are considered: \( \{ M \times N \} = \{ 90 \times 284, 180 \times 284, 180 \times 568, 360 \times 568, 720 \times 568 \} = \{ 25, 51, 102, 204, 409 \} \times 10^3 \). Furthermore, the red curve shows an uncertainty measurement calculated as the average between the standard deviation of the altitude estimated using eight different heights in each indoor environment. To do the subsequent experiments, we have chosen a Radon transform size of \( M \times N = 204 \times 10^3 \), because it presents a good balance between computational cost and uncertainty. In this case, the necessary time to complete the whole height estimation process is around 0.2 s.
Figure 13. Average time and measurement dispersion using different Radon transform sizes. All indoor environments have been used to carry out these comparisons by calculating eight different altitude estimations in each environment.

To test the validity and the correct performance of the method, we have done some experiments using omnidirectional images of both virtual environments. Fourteen positions have been selected randomly on the floor of these environments, and 20 images per position have been captured, changing only the altitude with respect to each position, with a height gap of 100 mm between consecutive images. In Figure 14, the global results of these experiments can be observed. The value of our topological height estimator $a_j$ is represented versus the actual metric height of the test image. The red line shows the relative translation when the direction is upwards, and the blue line shows the relative translation when the direction is downwards (in both cases, $a_j$ is a magnitude, which is proportional to the real translation). We can observe that these experiments prove that the method is very linear for values of relative height around or under 1 m. After the validation of the method using virtual environments, it is necessary to test it using the database composed of omnidirectional images taken in actual environments. To do this, we have used the database described in Section 5.2. We have considered also the possible presence of noise and occlusions in the test images, as they are a usual phenomena a mobile robot has to cope with when moving autonomously in a real working environment. We have considered random noise with maximum value equal to 20% of the maximum intensity of the omnidirectional image and occlusions that hide 15% of the omnidirectional image, at most.

Different reference images have been used to prove the correct performance estimating the altitude in both directions (upwards and downwards). One of the reference images has been taken at 1250 mm ($h = 1$) and the another one at 1850 mm ($h = 5$).

Figure 15 shows the results of the experiments using the database that contains indoor environments (Figure 10). This figure shows the average and the standard deviation of all location estimations by adding different levels of noise (random noise whose maximum value depends on the maximum value of the test image pixels intensity; Figure 15a) and with the presence of different occlusions (the occlusions cover a percentage of the test image; Figure 15b). The compression factors $a_j$ in each experiment have been normalized with respect to the maximum $a_j$ factor in each environment. At last, Figure 16 shows the same experiments using the database captured in outdoor environments (Figure 11). It contains more test points than the indoor database because there are no ceiling limitations.
in outdoor environments. This way, these figures permit testing the performance of the method for different magnitudes of movement. The horizontal axes show the value of $h$, which indicates the height where each test image is captured. As stated in Section 5, $h = 1$ corresponds to a height of 1250 mm, $h = 2$ corresponds to 1400 mm, etc. There is a gap of 150 mm between consecutive values of $h$. Figure 15 shows that the behavior of the method in indoor environments is robust. The height indicator proves to be relatively linear (even when severe noise or occlusions are present) and constant (the presence of these disturbing phenomena do not change substantially the behavior of the indicators). Regarding the behavior in outdoor environments, the indicator is robust against the presence of occlusions and moderate noise. However, the presence of severe noise changes the behavior of the indicator (which presents a lower slope under the presence of high levels of noise). Anyway, even in that case, the indicator presents a monotonously-increasing behavior with respect to the reference image.

Figure 14. (a) Experiments in Virtual Environment 1 with the reference image at height = 100 mm. (b) Experiments in the environment 1 with the reference image at 1000 mm. (c) Experiments in the virtual environment 2 with the reference image at 100 mm. (d) Experiments in Environment 2 with the reference image at 1000 mm.
Figure 15. Altitude estimation using the database captured in indoor environments, using reference images at the bottom (h = 1) and in the middle of the height (h = 5). Average and standard deviation of all locations considering (a) the original test images, (b) noise added to the test images, and noise + occlusions added to the test images.

The results show that the proposed method is able to estimate the topological altitude of the robot using only one omnidirectional vision sensor. Furthermore, it goes beyond the topological concept of connectivity; the method provides a height measure, which is proportional to the geometrical altitude of the robot (except for a scale factor). It is important to highlight the fact that, since the global appearance of the images is used and a topological approach is considered, the calibration of the camera and the stability of its parameters are not critical. Comparing to a previous work that used global appearance descriptors to estimate relative height [40], the present work presents some advantages. First, the orientation of the robot can be different for the reference and the test images, because POC is able to calculate and compensate this difference in orientation. In [40], the images have to be equally orientated to estimate correctly the relative height. Second, among the methods presented in [40], those based on the use of the orthographic view present the best performance, similar to the performance of the Radon transform. However, the computation time necessary to describe and compare the reference and the test images is substantially higher in [40] than in the present paper, where this time is around 0.2 s.
Finally, the method based on Radon transform has been compared with the benchmarking method described in Section 4.2. First of all, as far as the computational time is concerned, the method based on local features takes, on average, 1.3 s when SURF is used and 6.1 s when ASIFT is used. The global appearance method we propose takes 0.2 s on average, when the Radon transform has $204 \times 10^3$ components (Figure 13). Second, the accuracy of the method in height estimation is studied. Figure 17 shows the same experiments as in Figure 15, but using the local features method and SURF. To obtain Figure 17, the maximum level of noise is 20% of the maximum pixel intensity value of the test image, and the occlusions cover 15% of the image. Comparing both frameworks, the method based on global appearance presents a more linear evolution when such moderate levels of noise and occlusions are present, and the deviation of the results tends to be lower. When the test image does not present noise nor occlusions, the result of both methods is quite similar, as far as linearity and deviation are concerned. Nevertheless, the global appearance method presents a substantially lower computational cost in all cases. Figure 18 shows the results of the same experiments as in Figure 17, but using the outdoor environments (Figure 11). In this case, when the reference image is at $h = 5$, the slope of the height estimator changes substantially for downwards and upwards movements.
To conclude the experimental section, the method based on Radon transform is compared with the benchmarking method based on ASIFT features. As stated in the previous paragraph, the method based on ASIFT takes, on average, 6.1 s to compare both images and provide the height estimation, while the method based on Radon transform takes 0.2 s. Figure 19 shows the results of the ASIFT benchmarking method when the indoors dataset is considered and Figure 20 with the outdoors dataset. In both figures, the maximum level of noise considered is 20% of the maximum pixel intensity value of the test image, and the occlusions cover 15% of the image. In this case, the benchmarking method presents relatively linear results in indoor environments, even in the presence of noise or occlusions. However, the ASIFT method loses linearity and presents a substantially higher standard deviation when the outdoors database is used, even when the original test images are used (with neither noise nor occlusions added to the test images). Figure 20d shows clearly this effect when the robot moves downwards (red curve).
Figure 18. Altitude estimation using the method based on SURF features and the outdoors database, using reference images at the bottom (h = 1) and in the middle of the height (h = 5). Average and standard deviation of all locations considering (a) the original test images, (b) noise added to the test images, and (c) occlusions added to the test images.

Figure 19. Altitude estimation using the method based on ASIFT and the indoors dataset. Reference images at the bottom (h = 1) and (a) original test images, (b) noise added to the test images, and (c) occlusions added to the test images. Reference in the middle of the height (h = 5) and (d) original test images, (e) noise added to the test images, and (f) occlusions added to the test images.
Figure 20. Altitude estimation using the method based on ASIFT and the outdoors dataset. Reference images at the bottom (h = 1) and (a) original test images, (b) noise added to the test images, and (c) occlusions added to the test images. Reference in the middle of the height (h = 5) and (d) original test images, (e) noise added to the test images, and (f) occlusions added to the test images.

7. Conclusions

In this work, a method to estimate the relative altitude of a mobile robot has been presented. The Radon transform of omnidirectional images is used by this method to build a global appearance descriptor per image. Furthermore, the method compares the descriptors and finally estimates the relative height of the robot, considering the changes that Radon transforms of images experience when the robot changes its height. A remarkable aspect is that the method is able to detect these height changes both in indoor and outdoor environments using the same map as is used in localization tasks. Furthermore, this approach permits estimating the height of the robot even when it is has a rotation with respect to the floor plane because the POC comparison permits estimating and correcting this rotation.

The experiments developed in this paper use our own sets of images created from two different virtual environments. Furthermore, experiments using actual databases have been carried out to test the validity of the method in indoor and outdoor actual environments, even using images with noise and occlusions. The results demonstrate that the method is able to estimate the relative altitude between two omnidirectional images with robustness and linearity even in the presence of noise and occlusions. Furthermore, the method is able to estimate the relative altitude of the robot in a reasonable amount of time. It would permit navigation in real time.

The method has been compared with an alternative method based on the classical framework of extracting, comparing, and tracking local features. The results have shown that the global appearance method we propose outperforms the local features method and presents a lower computational cost.

The results of this work encourage us to continue this research line. Once the method based on the Radon transform has proven to be a feasible alternative, we are working on the design of a complete visual odometry framework using this descriptor. Additionally, the team is planning to extend the algorithm to estimate movements with six degrees of freedom. It would lead to the creation of a complete SLAM algorithm using this kind of descriptor.
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