Light-weight one-cycle timing error correction based on hardware software co-design
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Abstract: A light-weight one-cycle EDAC (timing error detection and correction) technique is proposed to eliminate timing margins resulting from process, voltage, temperature and aging (PVTA) variations. The collaborative approach applies TEDPI (timing error deletion programming interface) to pre-detect most of the errors through an offline error prediction model, and pre-correct them at compilation time by using a specially designed error avoidance instruction. Experimental results based on a three-stage commercial processor show that TEDPI has improved peak performance of the traditional EDAC system by 15.6% and reduced the energy consumption by 4.4% with less than 0.71% area overhead.
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1 Introduction

In advanced technology nodes, variations in process, voltage, temperature and aging (PVTA) significantly impact circuit functionality and performance [1, 2]. To ensure correct operations under all possible variations, suitable amount of timing margins must be added to the circuits [3]. These margins are usually set to be a worst-case combination of variations, which results in significant losses in performance, energy and cost.

The in-situ error detection and correction (EDAC) techniques [4, 5, 6, 7, 8, 9, 10, 11, 12, 13] are proposed to eliminate the timing margins. They monitor timing violations by specially designed circuits, and then take measures to recover functionality of the design if such a violation occurs. Examples of EDAC techniques include Razor [3, 4, 5, 9], TIMBER [14], TDTB [6], DSTB [6, 8], time borrowing [10, 12, 14], and etc. These techniques either correct timing errors with large cycle penalty, which in return degrades energy efficiency and throughput [10, 15]; or require massive hardware cost and high design complexity to reduce the penalty, which makes them unsuitable for commercial processors [16].

Based on the locality of timing errors in instruction level [17, 18, 19, 20, 21, 22], this work proposes a novel hardware-software co-designed EDAC approach to achieve one-cycle error correction. It applies TEDPI (timing error deletion programming interface) to pre-detect most of the errors through an offline timing error prediction model, and pre-correct them at compilation time by using a specially designed timing error avoidance instruction. TEDPI is able to eliminate most of the errors with small runtime overhead, which significantly improves the overall throughput. Meanwhile, since the hardware is only responsible for errors missed-detected by software, it can be designed to be simple and robust with small cost and design complexity. Both the qualitative analysis through mathematical derivation and quantitative analysis on a commercial processor [23] demonstrate that TEDPI is feasible and effective.

2 Motivation

2.1 Locality of timing errors in instruction level

The locality can be described in two aspects.

(1) Instructions with errors. Only some specific instruction sequences and operand values can bring about timing errors [18, 19, 24]. The former determines which set of critical paths will be exercised, while the latter determines the input vectors of these critical paths. Timing errors will not occur until the input vectors trigger long-distance transition propagation in the critical paths. Meanwhile, there is a high possibility that an instruction will cause errors repeatedly due to the locality of operand values [16, 18, 22, 25].

(2) Locations of errors. Most of the timing errors are distributed in execution units [17, 18, 19, 22, 24]. For example, the authors in [17] present that errors in the LEON3 processor are distributed between ALU (arithmetic and logic unit, 24%), address generation (25%), result bus (29%) and control logic (22%). The key reason is that critical paths are usually distributed in data paths of execution units,
which are mainly composed of large combinational logic, such as adders and multipliers.

2.2 Examples of the locality

Fig. 1 shows that no more than 40 dynamic instructions are responsible for most of the errors in the 3-stage commercial CK802 processor [23], and that more than 94% errors are caused by ALU and address generation of LSU (load store unit)/BJU (branch and jump unit). The CK802 processor is based on a China RISC ISA, which has 89 32-bit and 67 16-bit instructions. The experimental platform will be described in Section 4.2.

To have insight into the locality, Fig. 2 presents hot-errant code pieces from the benchmarks. They bring about timing errors in the ALU adder, whose critical paths are in the carry propagation logic [25, 26].

(1) calc_crc8/div32. Calculation of the loop iterator ($R_3$) in calc_crc8 always brings about errors because minuend of the $\text{subi}$ is always a small value less than

![Fig. 1. Distribution of positive errant instructions (PEIs) in CK802. AG (address generation), NPEI (number of PEIs).](image)

![Fig. 2. Code pieces from EEMBC (embedded microprocessor benchmark consortium) that cause errors.](image)
eight. But the addi in div32 does not bring about errors all the time because the value of R4 varies at large scale. From this we can find that errors are closely relative to the operand values of an instruction.

(2) WriteOut. Although cmphs does not bring about long-distance carry propagation, it still causes errors. This is because cmphs has data dependency with the preceding ld.w, and the data of ld.w is from output, which is quite time consuming. From this we can find that errors are closely relative to the instruction flows and data dependencies among instructions.

In the following descriptions, an instruction which has the potential to exercise the critical paths is called errant instruction. The errant instructions which actually bring about errors are called positive errant instruction.

3 The proposed TEDPI

TEDPI is based on the locality of timing errors. Since most of the errors are distributed among critical paths in execution units and are caused by a small portion of instructions, an online timing error avoidance instruction TEAI is proposed to exercise the critical paths for these instructions and prevent the potential errors from happening. Meanwhile, since not all the errant instructions bring about errors, an offline timing error prediction model TEPM is applied to find each positive errant instruction at compilation time and then generate a TEAI before the errant instruction.

3.1 TEAI to avoid the errors at runtime

TEAI serves as an alarm instruction or a timing error messenger. It tells the processor that its succeeding instruction will bring about timing errors. Then the processor can take measures to prevent the future errors from happening.

When detecting a TEAI, the processor continuously pipes down its succeeding instruction for multiple (M+1) times. The first M times pre-exercise and stabilize the critical paths, ignore errors, and cannot update architecture status; while the last times are allowed to update the status (Fig. 3(a)). This eliminates errors caused by the errant instruction. A similar technique is multi-reissue [8] (Fig. 3(b)). The key difference is that TEAI is an integral part of our TEDPI, which is controlled by software to avoid the errors before they really happen; while multi-reissue is only a hardware-level error correction technique, which corrects the errors after they really happen.

The pre-exercise times M can be determined by the number of errant pipeline stages. When an instruction only bring about errors in one stage, it needs to pre-exercise the pipelines once, so M is one; when it brings about errors in successive stages, such as errors in EX1 and EX2 stages, it has to pre-exercise the pipelines at least twice: the first times to avoid errors in EX1, and the second times to avoid errors in EX2, so M is two.

To avoid the compatibility problem caused by adding instructions to an ISA, the existing NOP-like instructions, such as \( \text{mov} r0, r0 (M = 1) \), \( \text{mov} r1, r1 (M = 2) \), can be reused to realize TEAI.
3.2 TEPM to find errors offline

The key work for TEPM is to generate the most suitable amount of TEAIs into the binary code to achieve the highest throughput at given frequency. The frequency is determined by the hardware, and is fed back to TEPM.

TEPM must generate TEAIs before hot instructions with high error rate, and the reason will be described in Section 4.2.2. To detect each hot instruction and calculate its error rate, TEPM integrates the clustered timing model [17] into a cycle-accurate pipeline simulator. The model collects stage-level transition information from the simulator, and then uses the information to calculate the maximum path delay. Knowing the maximum path delay, TEPM is able to predict whether the currently executing instruction will cause timing errors at given frequency. In order to account for variations among chips, the model adds an extra margin to each calculated path delay.

Supposing that the predicted error status for each execution is $P_r(i)$ (“1”: error occurs, and “0”: no error occurs), then the error rate $P_e(f)$ for each instruction can be calculated by Eq. (1), where $TT$ (total execution times) is achieved from the pipeline simulator, and $TE$ (total error times) is achieved through accumulating $P_r(i)$ for each execution.

$$P_e(f) = \frac{TE}{TT} = \frac{\sum_{i=1}^{TT} P_r(i)}{TT}$$

4 Experiment analysis

4.1 Qualitative analysis

$Def 1$ $F_{POFF}$: frequency point of the first error.

$Def 2$ $F_{MAX}$: maximum frequency point that an EDAC system can work.

$Def 3$ $F_{Opt}$: optimal frequency point that provides the highest throughput.
Assuming that the average cycles needed to execute an instruction without errors is $CPI$ (cycles per instruction), then the average execution time for each instruction is $CPI/f$. Assuming that the average error correction penalty for each error is $ECP$, then the average execution time for each instruction with an error rate of $P_e(f)$ is $(CPI + P_e(f) \times ECP)/f$. Consequently, the performance speed up ratio against $F_{POFF}$ can be achieved through Eq. (2), from which we can derive Eq. (3) and Eq. (4).

$$EDAC_{speed-up}(f, ECP) = \frac{CPI}{F_{POFF}} \left( \frac{CPI + P_e(f) \times ECP}{f} - 1 \right)$$

(2)

$$\frac{\partial EDAC_{speed-up}}{\partial ECP} = - \frac{CPI}{F_{POFF} \times ECP} \frac{f}{P_e(f)}$$

(3)

$$\frac{\partial EDAC_{speed-up}}{\partial f} = \frac{CPI}{F_{POFF}} \left( \frac{1}{CPI + P_e(f) \times ECP} - \frac{f}{ECP \times P_e(f)} \right)$$

(4)

Eq. (3) is always negative, which means that $EDAC_{speed-up}(f, ECP)$ will always decrease when $ECP$ increases. This is because a higher $ECP$ increases the total error correction cycles at given error rate.

Eq. (4) should be positive to ensure that the performance will increase with the scaling of $f$. By setting “$\text{Eq. (4)} \geq 0$”, we can achieve Eq. (5), which shows that a smaller $ECP$ results in higher $F_{Opt}$, thus higher performance.

$$F_{Opt} \leq \left( \frac{P_e(f_{opt})}{CPI/ECP + P_e(f_{opt})} \right)$$

(5)

Consequently, we can conclude that a smaller $ECP$ not only improves the performance speed-up ratio of EDAC systems at given frequency, but also pushes the optimal working frequency and throughput to be higher.

4.2 Quantitative analysis

4.2.1 Experimental setup

The commercial 32-bit CK802 processor [23] shown in Fig. 4 is used to implement TEDPI. The pre-exercise times $M$ for most of the instructions is one because of simple pipeline architecture. An TEAI-discarding mechanism is applied to speed up the execution of TEAI. When TEAI is going to be piped down to EX, its opcode is replaced with that of its succeeding instruction to pre-exercise the pipeline.

![Fig. 4. Pipeline architecture of CK802.](image-url)
one-cycle earlier. This guarantees that TEAI’s succeeding instruction is usually executed with an one-cycle penalty.

Razor-Lite register [5] is applied to detect errors, and multi-reissue [8] is utilized to correct errors that escape software. The signoff frequency of CK802 in SMIC 40ll after routing is 70 MHz. After implementing EDAC, the logic area of CK802 increases from 14027 to 15688 um2. After implementing TEAI, the area is further increased by 112 um2, which is less than 0.71%.

To simplify TEPM and achieve high prediction accuracy, we apply the RTL-level model as the pipeline simulator, and the critical paths extracted from the gate-level netlist as the clustered timing model. This provides a near 100% prediction accuracy, and is several times faster than gate-level simulation. Meanwhile, as TEPM is performed offline on an Intel 24-core server, it is simply discussed in the following experiments.

The benchmark is EEMBC-1.1, and all the programs are compiled with the “-O2” optimization effort. The TEAI generation algorithm shown in Fig. 5 is embedded into the CK802 compiler, which originates from GCC.

4.2.2 TEAI insertion threshold

The TEAI insertion threshold should be carefully determined to guarantee that TEAIs are generated before hot instructions with high error rate. A small threshold results in large number of TEAIs, which leads to high code size expansion (Section 4.2.5) and many useless executions of TEAI (maybe performance degradation). A high threshold results in many miss-detected instructions, which prevents TEDPI from achieving the highest throughput as some instructions are corrected by hardware with higher cycle penalty.

TEDPI needs \( \alpha + M + CPI \) cycles to execute a positive errant instruction (\( \alpha \) cycles to execute TEAI, \( M \) cycles to pre-exercise the pipeline), while multi-reissue needs \( CPI + P_e(f) \times ECP_{multi-reissue} \) cycles (Section 4.1). The total cycles needed by TEDPI should be smaller to achieve higher performance. We can get that \( P_e(f) \), or the TEAI insertion threshold, should be higher than \( (\alpha + M)/ECP_{multi-reissue} \). As described in Section 4.2.1, \( M \) in CK802 is one, and \( \alpha \) is usually zero, we can get
that the TEAI insertion threshold should be higher than \( \frac{1}{ECP_{\text{multi-reissue}}} \) (about 15%).

Fig. 6 shows that when increasing the TEAI insertion threshold from \( \frac{1}{ECP_{\text{multi-reissue}}} \) to \( \frac{2}{ECP_{\text{multi-reissue}}} \) at \( F_{\text{Max}} \), the number of TEAIs is reduced by about 50% on average, and the throughput stays almost unchanged; when further increasing the threshold to \( \frac{3}{ECP_{\text{multi-reissue}}} \), the number of TEAIs stays still, but the throughput decreases for some programs. Consequently, the threshold is set to be \( \frac{2}{ECP_{\text{multi-reissue}}} \).

### 4.2.3 Performance improvement

Fig. 7 presents the performance speed-up ratios of TEDPI and multi-reissue against \( F_{\text{signoff}} \). The Ratio is calculated through Eq. (2) when replacing \( F_{\text{POFF}} \) with \( F_{\text{signoff}} \). CPI in Eq. (2) represents the average cycles needed to execute an instruction without errors and TEAIs, and is a constant value during frequency scaling. Fig. 7 shows that 1) TEDPI always improves the performance, while multi-reissue slows down it for several programs; 2) TEDPI has a higher peak performance and a higher \( F_{\text{Opt}} \). The key reason is that \( ECP_{\text{TEDPI}} \) (about 1.3 cycles) is lower than \( ECP_{\text{multi-reissue}} \) (about 7 cycles).

As Fig. 8 shows, the error rate for ip.pkt, canrdr, ttsprk and rspeed increases quickly when \( f \) is increased from \( F_{\text{POFF}} \) to 102 MHz, which causes the error
correction penalty of multi-reissue to be larger than the performance benefit of frequency scaling. So multi-reissue slows down the performance for these programs. Since TEDPI eliminates 99% of the errors with a one-cycle penalty (the miss-detection rate of TEDPI is below 1%), it always improves the performance. The miss-detection refers to errors that TEDPI fails to eliminate, and such errors are corrected by hardware.

We can conclude that a smaller $ECP$ improves the performance speed-up ratio, and pushes the optimal frequency to be higher, which coordinate with the conclusions in Section 4.1.

4.2.4 Energy reduction

Fig. 9 presents that TEDPI consumes less energy than multi-reissue during frequency scaling. The energy consumption is measured by $EPI$ (energy per instruction) in Eq. (6). When $f$ is near $F_{POFF}$, $EPI_{TEAI}$ is higher than $EPI_{multi-reissue}$. The key reason is that TEAIs bring about unnecessary energy consumption when there are no errors (such as instruction fetching and decoding of TEAIs, and redundant clock transitions caused by TEAIs), and this is not needed by multi-reissue. When $f$ is further scaled, the increasing errors bring about many pipeline flushes and instruction replays for multi-reissue, and result in massive energy consumption for error correction. On the other hand, TEAIs avoid most of the errors, and eliminate majority of the pipeline flushes. As a result, $EPI_{TEDPI}$ increases slower than $EPI_{multi-reissue}$ during frequency scaling.
4.2.5 Analysis of TEDPI

This section gives a brief analysis of TEDPI on: 1) the error correction penalty, 2) the code size expansion, 3) the adverse impact on normal program execution without errors. The results are presented in Fig. 10.

(1) Error correction penalty. Fig. 10(a) presents that at $F_{Opt}$, more than half of the programs have a one-cycle error correction penalty (Eq. (7)). The key reason is that error rates for most of the errant instructions are quite high at $F_{Opt}$, and most of the TEAIs are useful in avoiding errors. Since the errant instructions in conven, fbital, ospfv2 and rgbhpg have relative lower error rates (64% for conven, 48% for fbital, 60% for ospfv2 and 62% for viterb), the average error correction penalty for them is higher than 1.5 cycles, but is smaller than the seven cycles of multi-reissue.

$$EPI = \frac{\text{Total energy consumed}}{\text{Number of instructions without errors and TEAIs}}$$ (6)

$$ECP = \frac{\text{Total cycles at } f_{Opt} - \text{Total cycles at } F_{signoff}}{\text{Number of errors at } f_{Max}}$$ (7)

(2) Code size expansion. Fig. 10(b) presents that the code size increase rate (Eq. (8)) caused by TEDPI is no more than 1% due to the locality of errors described in Section 2.1. Since the number of static positive errant instructions in each program is quite small (no more than 40), a 80-Byte space in the instruction memory is enough to store them. However, size of the text section is steadily above 12000 Bytes for all the programs. As a result, the code size increase rate is quite small.

Fig. 10. Analysis of TEDPI.
\[ \text{Code size increase rate} = \frac{\text{Total code size of TEAIs}}{\text{Total size of the text section}} \] (8)

(3) Adverse impact on normal program execution. Fig. 10(c) presents that TEDPI has reduced the performance of CK802 without errors by 4.6% on average. TEDPI statically inserts TEAIs in each program, and these TEAIs have to be executed even if no error happens, which results in performance degradation. However, as the total execution times for TEAIs in each program are quite small, the performance degradation is limited (below 6%).

5 Conclusion

The EDAC technique is an effective way to eliminate timing margins resulting from process, voltage, temperature and aging (PVTA) variations. This paper proposes a cost-effective EDAC approach based on hardware software co-design. TEDPI pre-detects most of the errors through TEPM, and pre-corrects them at compilation time by using TEAI. Both the qualitative analysis through mathematical derivation and the quantitative analysis on CK802 demonstrate the effectiveness and feasibility of TEDPI. In our future work, we will try to generate TEAI at run-time by using online error profiling and dynamic code generation techniques to free our TEDPI from TEPM.
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