Image Quality Evaluation Based on Gradient, Visual Saliency, and Color Information
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Abstract

This paper proposes an image quality evaluation (IQE) metric by considering gradient, visual saliency, and color information. Visual saliency and gradient information are two types of effective features for quality evaluation research. Different regions within an image are not uniformly important for IQE. Visual saliency can find the most attractive regions to the human visual system in a given image. These attractive image regions are more strongly correlated with image quality results. In addition, the degradation of gradient information is related to the structure distortion which is a very important factor for image quality. However, the two types of features cannot accurately evaluate the color distortion of images. In order to evaluate chromatic distortion, this paper proposes the color similarity which is measured in the YIQ color space. The computation of the proposed method begins with the similarity calculation of local gradient information, visual saliency, and color information. Then, the final quality score is obtained by the standard deviation on each similarity component. The experimental results on five benchmark databases (i.e., CSIQ, IVC, LIVE, TID2013, and TID2008) show that the proposed IQE method performs better than other methods in the correlation with subjective quality judgment.

1. Introduction

Images are likely to be distorted by other irrelevant signals during acquisition, transmission, and processing [1]. In order to discriminate the quality of the resulting images, reliable quality evaluation criteria are needed. Moreover, image processing algorithms and systems require image quality evaluation (IQE) algorithms to assess their performance. Therefore, IQE becomes an essential problem in the field of image processing [2].

Because the human visual system (HVS) is the ultimate receiver of image information, image quality is a kind of subjective perception result of the HVS [3]. Therefore, the most reliable IQE method is the subjective method which means the quality of an image is determined through the evaluation of a large number of human observers [4]. Subjective IQE methods can provide reliable evaluation results which are consistent with human subjective feelings [5, 6]. But this kind of method needs human involvement, which is a costly and time-consuming operation. Moreover, it cannot be used in the real-time systems [7].

Objective IQE research aims to design quality evaluation algorithms that can automatically calculate the quality results [8–12]. According to the availability of reference image information, IQE methods can be divided into three types [6]: full-reference (FR), no-reference (NR), and reduced-reference (RR). This research mainly talks about FR-IQE problem which can be viewed as a similarity (or correlation) computation between a test image and its corresponding reference image in the sense of visual perception [13].

The traditional methods for FR quality evaluation are mean squared error (MSE) and peak signal-to-noise ratio (PSNR). However, these two metrics fail to take into account
the perception characteristics of the HVS, so their evaluation results are not consistent with the human subjective judgments [14–19]. In the past two decades, many IQE models have been proposed by using the HVS properties, such as structural information, contrast [20], frequency [21], and gradient information [22]. Among the previously proposed image quality metrics (IQMs), the structural similarity (SSIM) is one of the most widely influential [6]. SSIM is based on the assumption that the HVS is more sensitive to the structural information of a given image. The structural information mainly refers to the edge and contour information in images, which is more sensitive than other information for the HVS. Moreover, SSIM can be used to extract the edge and contour information from images.

Image structural information is very effective for IQE, so more researchers have improved and extended the original SSIM, for example, multiscale SSIM (MS-SSIM) method [23], textural similarity (content-partitioned, SSIM) method based on content segmentation, complex wavelet domain structure similarity (CW-SSIM) method [24], and information content weighted SSIM (IW-SSIM) method [25]. In addition to the SSIM, the gradient information is another effective way to reflect the structural information. Feature similarity (FSIM) combines the phase consistency with the similarity of gradient magnitude maps and uses the weighted pooling method to obtain the final quality score [26]. The image gradient is a popular feature since it can effectively capture image local structures, to which the HVS is highly sensitive. The pixel-wise gradient magnitude similarity deviation (GMSD) computes the similarity between the gradients of reference and distorted images and then computes some additional information [27].

However, the structure information cannot reflect the color changes between the reference image and the distorted image, above IQE methods using structure information can not accurately evaluate the color distortion of images. Moreover, more and more color images have been widely used in our daily life, and the color information contains important signals for visual perception. Therefore, color information should be considered to improve the accuracy of IQE methods. In order to extract the color information from images, this paper proposed the color similarity (CS) which is measured by transforming images from the RGB color space to YIQ color space [28].

Moreover, the visual attention mechanism is a very important character during visual observation, and visual saliency (VS) information is another way to improve evaluation performance of IQE methods. In general, this paper proposes an IQE model by using VS, gradient similarity (GS), and CS. The GS model is used to extract structure information from a given image. The VS model is used to find the important regions in the image which are given more weight when evaluating the quality of images. Meanwhile, CS model is used to evaluate the chromatic distortions in the image [29]. In the CS model, the image is transformed from the RGB color space to the YIQ color space, and the CS is calculated on the I and Q chromaticity channels. In addition, a fusion technique is proposed for the computation of GS. The simple IQE structure improves the accuracy of the prediction image.

The rest of this paper is organized as follows. The detailed calculation process of the proposed algorithm will be introduced in Section 2. Then, experimental results, result comparison, and discussion are introduced in Section 3. Finally, the conclusions are drawn in Section 4 of this paper.

2. Methodology

Like most IQE methods, the proposed method also utilizes a two-stage framework. Specifically, it mainly includes the following steps. First, the images are transformed into a YIQ color space. Second, the local GS, local CS, and global VS similarity (VSS) are calculated. Then, the weighted results of the three similarity components form the ultimate quality score. The framework of the proposed method is shown in Figure 1.

As shown in Figure 2, VS and GS are very sensitive to distortion because we can easily find the distorted parts in the image from Figures 2(e) and 2(f). Therefore, our research attempts to deal with IQE problems by combining visual attention model and gradient information.

The reference image and the distorted image are first transformed into another color space. In this color space, the brightness and chromaticity information can be separated. The perception of color information is a complex process of physiology and psychology. Quantitative measurement of color information can be provided by color space model. YIQ color space has the following advantages over other color spaces. The YIQ color space has a linear relationship with RGB space, which not only adapts to changes in light intensity but also requires very little computation. Besides, in line with the color perception mechanism of HVS, YIQ color space can separate color and brightness information. Therefore, the YIQ color space is selected in this paper. The RGB space is converted to YIQ space by the following equations:

$$
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} = \begin{bmatrix}
0.299 & 0.587 & 0.114 \\
0.569 & -0.274 & -0.322 \\
0.211 & -0.523 & 0.312
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix},
$$

where $Y$, $I$, and $Q$ represent brightness, hue, and saturation channel information, respectively. Besides, $I$ and $Q$ contain the color information of the image.

2.1. Gradient Similarity. The gradient function can find the direction of greatest increase. The edges of the image always have a large gradient value. Conversely, when the image has a smooth part, the gradient value is smaller. In the discrete domain, we can usually calculate the gradient amplitude based on some operators and use the difference between adjacent pixels to approximate the derivative of the image function. In the classical image gradient algorithm, the change of each pixel in the image is usually considered, and the first or second derivative of adjacent edges is used to set the gradient operator in the original image. In general,
Figure 1: The proposed IQE model framework based on local GS, CS, and VSS.

Figure 2: An illustration for the importance of visual saliency and gradient information. (a) reference image, (b) reference image in gradient domain, (c) saliency map of the reference image, (d) distorted image, (e) distorted image in gradient domain, and (f) saliency map of the distorted image.
small area templates are used for convolution calculations. These operators approximate the gradient information of image \( f(I) \) in vertical and horizontal directions by convolution calculation, represented by \( G_x(I) \) and \( G_y(I) \), respectively. Therefore, we can obtain the formula for calculating image gradient information, which is shown below:

\[
G_x(I) = P_x * f(I), \quad G_y(I) = P_y * f(I),
\]

where \( P_x \) and \( P_y \) represent the gradient operators in the horizontal and vertical directions of the image, respectively, and \(*\) represents the convolution operator.

In this paper, we use the following Prewitt filter to detect the edge of the image:

\[
P_x = \begin{bmatrix}
1 & 0 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1
\end{bmatrix}, \quad \frac{1}{3},
\]

\[
P_y = \begin{bmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1
\end{bmatrix}, \quad \frac{1}{3}.
\]

\( G_Y \) is the gradient magnitude information of the luminance \( Y \) channel, which can be obtained by the following
Figure 3: Scatter plots of the predicted value of the distorted image data model compared with the subjective evaluation scores on CSIQ database. (a) PSNR, (b) SSIM, (c) VIF-p, (d) IW-SSIM, (e) VSI, and (f) GSC.
Then, the gradient information of reference image and distorted image is obtained by Prewitt operator. Finally, the calculation formula of GS is as follows

\[
G_{Y} = \sqrt{G_x(Y)^2 + G_y(Y)^2},
\]

(4)

where \(Y_r\) and \(Y_d\) represent the brightness channel from the reference image and the distorted image, respectively, the parameter \(C_0\) is a constant which controls numerical stability.
In image processing research, gradient information is widely used. However, in many cases, the perception of image structure by HVS deviates greatly from the judgment of structural deformation by gradient. In fact, the above formula cannot effectively reflect the edge features of the image. Therefore, the edge features of the reference image and distorted image cannot effectively play a role in this model. This defect prompts us to put forward a new GS mapping method.

The above deficiency of traditional GS is mainly due to the calculation of $G_r$ and $G_d$ is independent of each other. Therefore, we fuse the correlation between the reference image and the distorted image into the calculation of GS map by using a fusion technique. First, a fused image, $Y_m$, is obtained by the weighted average of $Y_r$ and $Y_d$. In the following formula, the weight parameters are determined through a large number of experiments.

$$Y_m = 0.3Y_r + 0.7Y_d,$$  \hspace{1cm} (6)

where $Y_m$ represents the fused image.

Then two additional GS are calculated as follows:

$$G_{mr} = \frac{2G(Y_r)G(Y_m) + C_1}{G(Y_r)^2 + G(Y_m)^2 + C_1},$$ \hspace{1cm} (7)

$$G_{md} = \frac{2G(Y_m)G(Y_d) + C_2}{G(Y_m)^2 + G(Y_d)^2 + C_2},$$ \hspace{1cm} (8)

where $C_1$ and $C_2$ are the constants to maintain the stability of the formula. Note that equations (7) and (8) are usually unequal.

Finally, the result of GS, $G$, can be calculated as follows:

$$G = G_{md} - G_{mr} + G_{rd}.$$  \hspace{1cm} (9)

2.2. Visual Saliency Similarity. We use the spectral residual method to generate visual significance images. This method extracts the spectral residuals of the input image in the spectral domain, and a visual significance map based on the spatial domain is generated. The spectral residual method has obvious advantages in terms of extraction effect and computational complexity compared with other methods. We do not evaluate the saliency map of the model based on the size of the original image, but evaluate the VS of the model by reducing the resolution. The VSS information, $S$, is calculated as follows:

$$S = \frac{2VS(Y_r)VS(Y_d) + C_3}{VS(Y_r)^2 + VS(Y_d)^2 + C_3},$$  \hspace{1cm} (10)

where $C_3$ is a constant, and $VS(\cdot)$ is a function to extract saliency information from images. The result of VS could be computed using various VS models, e.g., GBVS [30], SR
The calculation formula is as follows: 

\[ Q(s) = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp\left(\beta_2(s - \beta_3)\right)} \right) + \beta_4s + \beta_5, \]  

where \( \beta_1, \beta_2, \beta_3, \beta_4, \) and \( \beta_5 \) represent the five fitting parameters of the regression model.

We use Pearson linear correlation coefficient (PLCC), Spearman rank order correlation coefficient (SRCC), Kendall rank order correlation coefficient (KROCC), and root mean square error (RMSE) commonly adopted to measure the performance of IQA models, so the experiment also used the four criteria for the validation.

PLCC is used to indicate the correlation between subjective evaluation and objective evaluation to predict the accuracy of IQE performance. SROCC is used to measure the consistency between the objective evaluation (predicted value) and the subjective evaluation value. KROCC, similar to PLCC, can be used to measure the nonlinear and linear correlation of the model. RMSE represents the root mean square error between the objective evaluation value and the subjective quality score. The value range of PLCC, SROCC, and KROCC is [-1,1]. The closer the absolute value of PLCC, SROCC, and KROCC is to 1, the better the linear grade correlation of the model and the higher the accuracy. The smaller the RMSE value is, the better the prediction effect of the model is.

Table 2 shows the evaluation results of GSC and other 7 classical IQMs on 5 commonly used databases. The two best results are shown in bold. As can be seen from Table 2, the performance of GSC performs significantly better than them on CSIQ, IVC, TID2008, and TID2013 databases. According to the results of experiments, the 7 IQMs in this paper are generally better than PSNR and SSIM methods, and the performance of VSI and GSC is comparable. In addition, the GSC evaluation algorithm proposed in this paper is not only more consistent with the subjective perception
characteristics of HVS on image quality but also has clear physical significance.

In order to provide a more visual illustration, the scatter plot in Figure 3 shows the subjective and objective scores of the six IQE methods in the CSIQ database. These methods include PSNR, SSIM, VIF-p, IW-SSIM, VSI, and GSC. Each point in the scatter diagram represents a test image, and the red curve is obtained according to the logistic regression function.

The scatter plot corresponding to a good IQE method should have good convergence and correlation. The gap between the point and the fitted curve reflects the correlation of the model. The smaller the gap between the two, the higher the correlation of the model. As shown in Figure 3, the objective score of the GSC has a stronger correlation with the subjective score. It can be seen that the clustering points of GSC are closer to the fitting curve, which proves better performance.

Table 3 shows the SROCC results of each distortion type in LIVE, CSIQ, and TID2013 databases. For each distortion type, the top two SROCC result scores for the 8 IQMs are highlighted in bold. There are 35 distortion types in the LIVE, CSIQ, and TID2013 databases, and we can see GSC has been in the top two for a total of 27 times.

In order to test the stability of performance on different distortion types, four types of distorted images were collected from LIVE, CSIQ, and TID2013. Compared to other IQM, GSC has excellent performance on JPEG compression (JPEG), JPEG-2000 compression (JP2K), and Gaussian blur (GB) distortion. Figure 4 shows the histogram of SROCC results of the 8 IQMs on four distortion types, from which we can see that GSC not only has high computational accuracy but also has very stable performance.

In Table 3, most IQE methods performed poorly on contrast change (CC), changes of color saturation (CCS), and image color quantization with dither (ICQD) in TID2013 database, because these methods ignore the correlation between color information and quality distortion. Compared with other IQMs, because GSC uses CS maps to represent color differences between distorted and reference images by color space transformation, GSC can give more accurate perceptual quality scores when evaluating color distorted images.

To further examine whether the advantage of GSC is achieved from the proposed VSS, GS, or CS, as shown in Table 4, we also conduct ablation experiments. The proposed GSC (i.e., VSS + GS + CS) measures the image quality by integrating the effects of the VSS, GS, and CS together and achieves the highest performance, about SROCC = 0.8657 and PLCC = 0.8766 in TID2013 database.

In order to compare the computing speed, we compare the time required by GSC and other IQE methods to calculate an image. Table 5 lists the running times of 9 IQE models on images of dimensions 372 × 512. The experiment was performed on a Core i5 3.40 GHz CPU with 16 GB memory. The experiment is implemented in MATLAB 2017b. As can be seen from Table 5, compared with other IQE methods, GSC is one of the three fastest IQMs and has a significant advantage in efficiency.

4. Conclusions

In this paper, we proposed a new FR IQE model, which is based on GS, VSS, and CS of images. The GS measures the deformation of local structures, VSS reflects the distortion of visual attractive regions in a given image, and CS considers the chromatic distortion of images. The three parts enhance the accuracy of the proposed method and make the method closer to human vision evaluations. The experimental results on five image databases (CSIQ, LIVE, IVC, TID2008, and TID2013) show that our method is well correlated to the subjective quality evaluation.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Thanks are due to the reviewers and editors, as well as to all the staff who have made contributions to this manuscript. This project was supported by the National Natural Science Foundation of China under Grant no. 61502435 and the Science and Technology Project of Henan Province no. 192102210136 and no. 212400410154.

References

[1] W. Sun, Q. Liao, J.-H. Xue, and F. Zhou, “SPSIM: a superpixel-based similarity index for full-reference image quality assessment,” IEEE Trans. Image Process, vol. 27, no. 9, 2018.

[2] D. Varga, “Composition-preserving deep approach to full-reference image quality assessment,” Signal Image and Video Processing, vol. 14, no. 6, pp. 1265–1272, 2020.

[3] H.-W. Chang, X.-D. Bi, and C. Kai, “Blind image quality assessment by visual neuron matrix,” IEEE Signal Processing Letters, vol. 28, pp. 1803–1807, 2021.

[4] Z. Ni, L. Ma, H. Zeng, J. Chen, C. Cai, and K.-K. Ma, “ESIM: edge similarity for screen content image quality assessment,” IEEE Transactions on Image Processing, vol. 26, no. 10, pp. 4818–4831, 2017.

[5] H.-W. Chang, H. Yang, Y. Gan, and M.-H. Wang, “Sparse feature fidelity for perceptual image quality assessment,” IEEE Transactions on Image Processing, vol. 22, no. 10, pp. 4007–4018, 2013.

[6] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assessment: from error visibility to structural similarity,” IEEE Transactions on Image Processing, vol. 13, no. 4, pp. 600–612, 2004.

[7] Z. Shi, J. Zhang, C. Qiao, K. Pang, and T. Luo, “Full-reference image quality assessment based on image segmentation with edge feature,” SIGNAL PROCESSING, vol. 145, pp. 99–105, 2018.

[8] H. Chang, Q. Zhang, Q. Wu, and Y. Gan, “Perceptual image quality assessment by independent feature detector,” Neurocomputing, vol. 151, pp. 1142–1152, 2015.
[9] H. Chang and M. Wang, "Sparse correlation coefficient for objective image quality assessment," Signal Processing: Image Communication, vol. 26, no. 10, pp. 577–588, 2011.

[10] A. Liu, W. Lin, and M. Narwaria, "Image quality assessment based on gradient similarity," IEEE Transactions on Image Processing, vol. 21, no. 4, pp. 1500–1512, 2012.

[11] J. You, T. Ebrahimi, and A. Perkis, "Attention driven foveated video quality assessment," IEEE Transactions on Image Processing, vol. 23, no. 1, pp. 200–213, 2014.

[12] A. Guo, D. Zhao, S. Liu, X. Fan, and W. Gao, "Visual attention based image quality assessment," in 18th IEEE International Conference on Image Processing, Brussels, Belgium, December 2011.

[13] H. R. Sheikh and A. C. Bovik, "Image information and visual quality," IEEE Transactions on Image Processing, vol. 15, no. 2, pp. 430–444, 2006.

[14] X. Yang, Q. Sun, and T. Wang, "Image quality assessment via spatial structural analysis," Computers and Electrical Engineering, vol. 70, pp. 349–365, 2018.

[15] D. Temel and G. AlRegib, "Perceptual image quality assessment through spectral analysis of error representations," Signal Processing: Image Communication, vol. 70, pp. 37–46, 2019.

[16] S. M. Ojeda, G. M. Britos, and R. Vallejo, "An image quality index based on coefficients of spatial association with an application to image fusion," Spatial Statistics, vol. 23, pp. 1–16, 2018.

[17] H. R. Kern, J. F. Bell, and H. Ben Amor, "Context-dependent image quality assessment of JPEG compressed Mars Science Laboratory Mastcam images using convolutional neural networks," Computational Geosciences, vol. 118, pp. 109–121, 2018.

[18] N. Damera-Venkata, T. D. Kite, W. S. Geisler, B. L. Evans, and A. C. Bovik, "Image quality assessment based on a degradation model," IEEE Transactions on Image Processing, vol. 9, no. 4, pp. 636–650, 2000.

[19] D. M. Chandler and S. S. Hemami, "VVSNR: a wavelet-based visual signal-to-noise ratio for natural images," IEEE Transactions on Image Processing, vol. 16, no. 9, pp. 2284–2298, 2007.

[20] W. Lyu, W. Lu, and M. Ma, "No-reference quality metric for contrast-distorted image based on gradient domain and HSV space," Journal of Visual Communication and Image Representation, vol. 69, article 102797, 2020.

[21] R. Hu, Y. Liu, Z. Wang, and X. Li, "Blind quality assessment of night-time image," Displays, vol. 69, article 102045, 2021.

[22] N. Yang, Q. Zhong, K. Li, R. Cong, Y. Zhao, and S. Kwong, "A reference-free underwater image quality assessment metric in frequency domain," Signal Processing: Image Communication, vol. 94, article 116218, 2021.

[23] Z. Wang, E. P. Simoncelli, and A. C. Bovik, "Multiscale structural similarity for image quality assessment," in The Thirteenth Asilomar Conference on Signals, Systems & Computers, Pacific Grove, CA, USA, November. 2003.

[24] M. P. Sampat, Z. Wang, S. Gupta, A. C. Bovik, and M. K. Markley, "Complex wavelet structural similarity: a new image similarity index," IEEE Transactions on Image Processing, vol. 18, no. 11, pp. 2385–2401, 2009.

[25] Y. Fu and M. Yin, "A blurred image quality assessment method based on content-partitioned," in 2016 International Symposium on Computer, Consumer and Control (IS3C), pp. 571–574, Xi'an, China, July 2016.

[26] Z. Wang and Q. Li, "Information content weighting for perceptual image quality assessment," IEEE Transactions on Image Processing, vol. 20, no. 5, pp. 1185–1198, 2011.

[27] L. Zhang, Y. Shen, and H. Li, "VIS: a visual saliency-induced index for perceptual image quality assessment," IEEE Transactions on Image Processing, vol. 23, no. 10, pp. 4270–4281, 2014.

[28] H. W.-Chang, C.-Y. Du, X.-D. Bi, and M.-H. Wang, "Color image quality evaluation based on visual saliency and gradient information," in 7th International Symposium on System and Software Reliability, pp. 64–72, Chongqing, China, December 2021.

[29] M. Zheng, G. Qi, Z. Zhu, Y. Li, H. Wei, and Y. Liu, "Image dehazing by an artificial image fusion method based on adaptive structure decomposition," IEEE Sensors Journal, vol. 20, no. 14, pp. 8062–8072, 2020.

[30] J. Harel, C. Koch, and P. Perona, "Graph-based visual saliency, in Advances in Neural Information Processing Systems," in vol. 19, pp. 545–552, MIT Press, Cambridge, MA, USA, 2007.

[31] X. Hou and L. Zhang, "Saliency detection: a spectral residual approach," IEEE Conference on Computer Vision and Pattern Recognition, vol. 2007, pp. 1–8, 2007.

[32] N. D. B. Bruce and J. K. Tsotsos, "Saliency, attention, and visual search: an information theoretic approach," Journal of Vision, vol. 9, no. 3, pp. 1–24, 2009.

[33] L. Zhang, Z. Gu, and H. Li, "SDSP: a novel saliency detection method by combining simple priors," IEEE International Conference on Image Processing, pp. 171–175, 2013.

[34] W. Xue, L. Zhang, X. Mou, and A. C. Bovik, "Gradient magnitude similarity deviation: a highly efficient perceptual image quality index," IEEE Transactions on Image Processing, vol. 23, no. 2, pp. 684–695, 2014.

[35] M. Jin, T. Wang, Z. Ji, and X. Shen, Perceptual gradient similarity deviation for full reference image quality assessment, vol. 56,, TECH SCIENCE PRESS, 871 CORONADO CENTER DR, SUITE 200, HENDERSON, NV 89052 USA, 2018.

[36] E. C. Larson and D. M. Chandler, "Most apparent distortion: full-reference image quality assessment and the role of strategy," Journal of Electronic Imaging, vol. 19., p. 21.

[37] N. Ponomarenko, V. Lukin, A. Zelensky, K. Egiazarian, M. Carli, and F. Battisti, "A database for evaluation of full-reference visual quality assessment metrics," Advances of Modern Radioelectronics, vol. 10, no. 4, 2009.

[38] N. Ponomarenko, Jin, Jeremeiev et al., "Image database TID2013: peculiarities, results and perspectives," Signal Processing: Image Communication, vol. 30, pp. 57–77, 2015.

[39] W. Kim, A. -D. Nguyen, S. Lee, and A. C. Bovik, "Dynamic receptive field generation for full-reference image quality assessment," IEEE Transactions on Image Processing, vol. 29, pp. 4219–4231, 2020.

[40] J. Pan, S. Liu, D. Sun et al., "Learning dual convolutional neural networks for low-level vision, in 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 3070–3079, June 2018.