Determination of Pressure Drop and Flow Velocity in Old Rough Pipes †
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Abstract: The aim of this paper is to determine the influence of irregular wall roughness of old pipes to pressure drop and flow velocity in Water Distribution Systems (WDS). Typical calibration of a numerical model of an existing WDS that contains old pipes is usually based on the estimation of roughness of the pipes using nominal pipe diameters. Due to wall build-up the shape of the inner pipe surface can vary temporally and spatially. In this study a series of numerical investigations are carried out using CFD (Computational Fluid Dynamics) software to determine the effect of irregular pipe diameter to pressure drop and flow velocity.
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1. Introduction

Many engineering pipelines, e.g., water distribution systems (WDS) contain surfaces that can be considered hydrodynamically rough. Therefore, models that are able to accurately predict turbulent flows over rough surfaces are needed. The typical calibration of a numerical model of an existing WDS that contains old pipes is usually based on the estimation of roughness of the pipes using nominal pipe diameters. However, due to build-up the shape of the inner wall can vary significantly over the pipe length, resulting in non-homogenous cross-sections. In calibration procedure the pipe wall build-up is compensated by adjusting the roughness value [1]. This approach does not take into account that the developed irregular wall roughness elements greatly complicate the flow dynamics [2]. Therefore, the usage of nominal pipe diameters in modelling process is not always justified. In addition, information about real pipe diameters and flow dynamics is very important for estimating the propagation rate of the contaminated zones in WDS in case of chemical or biological threats [3–5].

Over the years, a number of experimental and numerical studies have been conducted using pipes with regular roughness (corrugated pipes) to analyze the flow dynamics (e.g., [6–10]) but just a few of these are using pipes with irregular surface elements (e.g., [2]). Most of the numerical models used in the corrugated pipes studies are calibrated using the measured pressure difference between the inlet and outlet of the test section. Conclusions about the flow dynamics and corresponding friction factors are based only on the numerical investigations. It has been found that in case of regular roughness elements the friction factor increases with the increase of Reynolds number and groove length but is not affected by the groove height [8,9]. But real old pipe surfaces generally have a range of roughness scales. Therefore Cristensen et al. [2] conducted a series of numerical investigations to model flow through aged pipes at Reynolds numbers ranging from 6700 to 31,000. Modelled Darcy-Weisbach friction factors were compared to experimentally obtained values and it was found that the
CFD models underestimated the friction factors 8–30% (dependent on Reynolds number and model used).

Different studies carried out in Tallinn WDS (e.g., [11]) have shown that the build-up of pipe inner surface is not only time dependent but is affected by water quality, area and velocity in the pipes. Typically the roughness is not evenly distributed over the perimeter and length making it hard to estimate the average roughness. Analyses of the pipe specimens taken from the real WDS have indicated that two types of roughness build-up can occur (Figure 1a,b)—evenly distributed roughness, where roughness height is up to 10 mm (representative to areas where ground water is used) and unevenly distributed roughness where roughness height can be up to half a diameter and sometimes even block the flow (representative to areas where surface water is used). This study concentrates on the flow dynamics in pipes with the latter roughness elements.

![Figure 1. Typical pipe wall build-up: (a) evenly distributed roughness; (b) unevenly distributed roughness. Samples from Tallinn WDS [11].](image)

In this study a series of numerical investigations are carried out using CFD to determine the effect of irregular roughness and pipe diameter to pressure drop and flow velocity. CFD results are compared with EPANET2 calculations. Analysis show that in case of old rough pipes the mean velocities are higher than expected indicating that in case of modelling the propagation of contamination in a WDS actual pipe diameters need to be defined. Preliminary results indicate that the use of constant roughness estimated in EPANET2 with nominal pipe diameter may lead to quite large errors in estimating the pressure differences.

## 2. Materials and Methods

3D analyses were conducted using a pressure-based solver with a segregated solution algorithm and a standard $k\omega$ model based on the model proposed by Wilcox [12] for turbulence. The $k\omega$ is one of commonly used RANS-based two equation turbulence models that include two extra transport equations for turbulent properties of the flow. The transported variables are most often the turbulent kinetic energy $k$ and turbulent dissipation $\varepsilon$ or specific turbulence dissipation rate $\omega$, depending on the model chosen. Two transport equations are solved to determine the scale and energy of turbulence. The advantages of using the $\omega$ equation instead of the $\varepsilon$ equation are: (i) the second is easier to integrate (more robust); (ii) it can be integrated through sub-layer without the need for additional damping functions; and (iii) it performs better for flows with weak adverse pressure gradient. One of the weak points of the Wilcox model is the sensitivity of the solutions to values for $k$ and $\omega$ outside the shear layer (free stream sensitivity). Different turbulence models were compared with experimental results gained in a pipe with a sudden change in diameter using 2D PIV (Particle Image Velocimetry). The analysis of measured and modelled velocity and kinetic energy distributions over the pipe segment length and perimeter were performed [13]. The standard $k\omega$
model showed the best qualitative and quantitative correlation with the experimental results when using standard turbulence model coefficients. Therefore, in this study the CFD analyses were performed using standard k-ω model.

**Description of the Pipe Model**

A model of a 0.5 m long pipe segment with the initial internal diameter of 100 mm was modified to mimic the irregular pipe inner wall surface of a typical old rough pipe in a working WDS. A pipe configuration where the roughness height is not evenly distributed and can be up to half a diameter was taken as an example (Figure 1b). For that a random surface pattern was created (Figure 2) and “bruised into” the pipe wall. The random surface pattern was applied to the test pipe surface at four different places over the pipe length both on the top and bottom side (Figure 3).

![Figure 2. 3D visualization of a random surface pattern.](image)

The computational domain was divided into ~750,000 mesh cells with the minimal mesh size of 1 mm and maximal 2 mm. The grid distribution over the cross-section was uniform. Different mesh sizes and distributions were used to study the sensitivity of mesh parameters and the stability of the solutions. CutCell method that converts a volume mesh into a predominantly Cartesian mesh (that is, the mesh consists of mostly hexahedral elements, with faces that are aligned with the coordinates axes) was used. In case of complex geometry smaller elements were used and the interfaces between the different size elements were non-conformal.

![Figure 3. Locations of pipe deformations over the pipe length (pipe length = 0.5 m, diameter = 100 mm).](image)
Calculations were performed at 11 different pressure difference values between the pipe inlet and outlet varying from 50 to 2500 Pa. This corresponds to typical average velocities in WDS ranging from 0.2 to 1.34 m/s. The surface roughness of the pipe model was 1–2 mm. CFD was used to calculate the average flow rate at different pressure differences. Those flow values were used as inputs for the EPANET2 model and a simple optimization procedure was applied to deduce the estimated roughness values at different pressure differences. Results of the CFD and EPANET2 calculations are presented in the next section.

3. Results

In Table 1 the modelling results of CFD and EPANET2 are presented. The pipe surface roughness in CFD model in the presented case was 1 mm and the pipe cross-section was deformed in 4 places over the pipe length (Figure 3). In EPANET2 the pipe section had a uniform cross-section with an internal diameter of 100 mm. The pipe surface roughness was estimated using a simple optimization procedure to meet the required pressure drop at the predefined flow rate.

The flow in a pipe with irregular wall roughness (leading to non-circular cross section) is not uniform. In Figure 4 the axial velocity distribution and streamlines in case of 50 Pa pressure drop are shown. The flow direction in the pipe section is changing and flow velocity near the pipe wall deformations is close to zero. This means that the effective diameter of the deformed pipe is smaller than the nominal diameter used in WDS models. Smaller effective diameters lead to larger velocities that have to be taken into account especially in case of water quality modelling, but have a considerable effect on calculating pressure drop as well.

![Figure 4. Streamlines and distribution of axial velocity (m/s) in a pipe with non-homogenous cross-section.](image-url)
Table 1. Modelled average velocities and estimated roughness using CFD and EPANET2.

| Pressure Drop, Pa | $Q_{CFD}$, L/s | $U_{mean, CFD}$, m/s | Roughness in CDF Model, mm | Roughness Estimated by EPANET2, mm | $U_{mean}$ at Nominal Diameter, m/s |
|------------------|----------------|---------------------|---------------------------|-----------------------------------|----------------------------------|
| 2500             | 10.50          | 1.48                | 1.00                      | 2.66                              | 1.34                             |
| 2000             | 9.46           | 1.33                | 1.00                      | 2.56                              | 1.20                             |
| 1500             | 8.27           | 1.17                | 1.00                      | 2.43                              | 1.05                             |
| 1100             | 7.15           | 1.01                | 1.00                      | 2.3                               | 0.91                             |
| 900              | 6.51           | 0.92                | 1.00                      | 2.22                              | 0.83                             |
| 700              | 5.80           | 0.82                | 1.00                      | 2.09                              | 0.74                             |
| 500              | 4.96           | 0.70                | 1.00                      | 1.96                              | 0.63                             |
| 300              | 3.89           | 0.55                | 1.00                      | 1.81                              | 0.49                             |
| 200              | 3.19           | 0.45                | 1.00                      | 1.74                              | 0.41                             |
| 100              | 2.26           | 0.32                | 1.00                      | 1.66                              | 0.29                             |
| 50               | 1.60           | 0.23                | 1.00                      | 1.59                              | 0.20                             |
4. Discussion

In this study the wall roughness of a pipe with irregular inner wall surface was taken 1 mm. Roughness values calculated at the same pressure drop and flow rate by EPANET2 were up to 2.7 times higher than results from CFD model. Moreover, according to CFD, the roughness values were not constant. This leads to significant errors in WDS modelling. For example if one will take the average pipe roughness gained by EPANET2 and use it in the calculations, the error in estimating the pressure drop in the 0.5 m pipe segment would be 2.2 mm. In real WDS the pipe lengths can be hundreds of kilometers. So in case of a 1 km pipe the difference in the estimated pressure drop would be 2000 times larger, leading to 4.4 m error. Therefore in case of old rough pipes one should use nominal pipe diameters and take into account that roughness is dependent on Re number or try to estimate real pipe diameters while keeping the roughness values in a reasonable range [4]. The roughness values in a WDS model are much lower and more realistic in case of decreasing pipe diameters.

The aging process of pipes should rather be described by the reduction of their diameter and the increase of their absolute roughness than by the increase of absolute roughness only. It is especially important in case of water quality modelling and defining flow parameters in extreme conditions (e.g., fire flows). Simple CFD modelling reveals that the streamlines in a pipe with deformed cross section curve and the effective pipe diameter decreases compared to the nominal diameter. Calculations show that the mean velocity in EPANET2 is underestimated in this case around 10%. This is significant when modelling the propagation rate of the contamination in a WDS. For example inspections in water systems in Bergen, Norway and Tallinn, Estonia have shown that nominal pipe diameter can be reduced up to 50%. Flow variations in WDS could lead to sedimentation in pipes [14] and velocity changes cause sediment settling in the lower half of the horizontal pipe (in case of low velocities) or settling on the entire pipe wall (in case of higher velocities) [15]. This means that the diameter in old pipes is not homogenous along its length and the flow conditions in the conduits should be taken into account while calibrating the WDS model.

5. Conclusions

This study shows that:

- In case of pipes with non-homogenous diameter the flow velocity is larger than in pipes with nominal diameter, leading to errors in water quality modelling and risk assessment in WDS.
- The pipe wall roughness in old pipes is not constant at different Re numbers when using nominal diameters. This should be taken into account in WDS models to decrease the modelling errors.
- Sedimentation settling may reduce the pipe nominal diameter up to 50%, which will lead to large roughness values in WDS model calibration. Therefore the flow conditions and pipe installation age should be taken into account in the model preparation phase. Actual pipe diameters should be estimated and used in the WDS model calibration because this leads to more realistic roughness values and average flow velocities. This is very important in case of water quality modelling and risk assessment.
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