High content, quantitative AFM analysis of the scalable biomechanical properties of extracellular vesicles†
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Extracellular vesicles (EVs) are studied extensively as natural biomolecular shuttles and for their diagnostic and therapeutic potential. This exponential rise in interest has highlighted the need for highly robust and reproducible approaches for EV characterisation. Here we optimise quantitative nanomechanical tools and demonstrate the advantages of EV population screening by atomic force microscopy (AFM). Our high-content informatics analytical tools are made available for use by the EV community for widespread, standardised determination of structural stability. Ultracentrifugation (UC) and sonication, the common mechanical techniques used for EV isolation and loading respectively, are used to demonstrate the utility of optimised PeakForce-Quantitative Nano Mechanics (PF-QNM) analysis. EVs produced at an industrial scale exhibited biochemical and biomechanical alterations after exposure to these common techniques. UC resulted in slight increases in physical dimensions, and decreased EV adhesion concurrent with a decrease in CD63 content. Sonicated EVs exhibited significantly reduced levels of CD81, a decrease in size, increased Young’s modulus and decreased adhesive force. These biomechanical and biochemical changes highlight the effect of EV sample preparation techniques on critical properties linked to EV cellular uptake and biological function. PF-QNM offers significant additional information about the structural information of EVs following their purification and downstream processing, and the analytical tools will ensure consistency of analysis of AFM data by the EV community, as this technique continues to become more widely implemented.

1. Introduction

Extracellular vesicles (EVs) are a superfamily of small lipid bilayer enclosed vesicles, present in the majority of human bodily fluids, including blood, urine, saliva, tears and milk. The general term EVs encompasses many small naturally occurring vesicles, including microvesicles (MVs), exosomes or small EVs (sEVs), oncosomes and other vesicles such as apoptotic bodies. These groups of EVs can be defined by size, origin and marker expression profiles. The two most prominent classes of EVs are sEVs (also known as exosomes), with dimensions between 30 and 150 nm and originate from the endosomal system, and larger MVs with dimensions between 100 and 1000 nm and are created by the budding of the plasma membrane. EVs are released by cells into the surrounding medium and can be used as ‘vehicles’ for specific cargo molecules, such as genetic material, signalling mediators, growth factors, proteins and lipids, which can in turn be transferred to target cells through mechanisms which are not yet fully defined. In recent years, EVs have drawn a considerable amount of attention from the scientific community for their potential application in nanomedicine and therapeutics, particularly for their involvement in biological and pathogenic processes in neurodegenerative diseases and cancer. It is well established that tumour models release EVs, which can promote tumour-induced immune suppression, angiogenesis and metastasis. Furthermore, cancer cells often exhibit increased production of EVs compared to non-cancerous cells, and exogenous environmental cues such as hypoxia and other stressors can lead to changes in the molecular constituents of the released EVs. The quantity, surface molecular composition and dynamics of EVs released from cells depend on the cellular origin and (patho)physiological state of the cell. The lipid bilayer membrane of EVs is decorated with receptors and other biochemi-
eral components which originate from the parent cells and are thought to confer targeting and modulating properties. Additionally, the protein and RNA composition of EVs also generally reflects that of the progenitor cells. sEVs can be identified by specific markers indicating their endocytic origin, such as ALG-2 interacting protein X (Alix), tumour susceptibility gene 101 (TSG101) and the common tetraspanin markers such as CD9, CD63 and CD81, whereas additional markers appear to define specific sub-types. These membrane proteins may target EVs to specific cells and EVs may contain cellular markers crucial in allowing the transport of molecules to target specific cell populations, making isolated EVs a strong candidate to develop advanced therapeutics.

EVs can be isolated from fluid components using techniques such as ultracentrifugation (UC), density gradients and size exclusion chromatography (SEC). These methods, however, are limited by input volume, are time consuming and can result in limited yields. For example, UC allows for the processing of large volumes of sample but results in low recovery rates, is time-consuming and may potentially cause damage to EV structure. On the other hand, tangential flow filtration (TFF) differs from conventional isolation techniques, allowing for large-scale processing and enables scale-up requirements needed for clinical grade manufacturing, whilst resulting in a reproducible, consistent and pure endogenous EV product.

EV characterisation often involves biochemical determination of surface markers and single-particle tracking techniques, such as nanoparticle tracking analysis (NTA), to identify size distribution and concentration. Whilst NTA is fast and simple, it is hindered by the polydispersity of vesicles which complicates accurate size quantification, and incorrect sample dilutions can mask the presence of smaller vesicles leading to unreliable results.

The International Society of Extracellular Vesicles (ISEV) currently recommends electron microscopy (EM) and atomic force microscopy (AFM) as the main high-resolution imaging techniques to assess sample heterogeneity and EV morphological properties. EM has been the gold-standard method to characterise EVs as it allows for the visualisation of EV structure at the highest resolution, although the technique is hampered by complex sample preparation procedures and the presence of structural artefacts. In contrast, AFM offers the ability to measure label-free samples in their native conditions with minimal sample preparation whilst enabling the high-resolution analysis necessary to investigate EV structure. AFM measures the interaction between a probing tip and the sample surface and is able to determine EV size distribution, concentration and morphology. AFM can also map biomechanical properties including surface roughness, membrane elasticity and both non-specific, and ligand-specific surface adhesion via antibody/ligand coated tips. AFM provides a significant advantage over other techniques in evaluating the effects of EV isolation and loading methods through the simultaneous measurement of multiple parameters from a single sample.

In this study we detail a systematic approach to EV biophysical characterisation using PF-QNM. We propose a comprehensive methodology for post-acquisition data analysis as a user-friendly standardised software tool for rapid quantitative analysis of large AFM datasets. The utility of this approach is established by evaluating the effects of common protocols to isolate/concentrate and load EVs (UC and sonication, respectively) on several factors: EV surface protein content, morphological (size) and biomechanical properties (elasticity, deformation, adhesion), and cellular uptake in a standard 2-dimensional monolayer cancer cell line. Multi-parameter AFM analysis is an important addition to the arsenal of techniques essential for EV characterisation, and when combined with other techniques provides a most comprehensive understanding of the properties of EVs. This is important for the basic understanding of these biological nanoparticles, as well as for their development and production for clinical use.

2. Results

2.1 EV isolation and characterization

EVs at a manufacturing scale were successfully isolated from conditioned media (25 L) obtained from clinical grade GMP hNSC cell line CTX0E03, using TFF and SEC, and then subjected to either UC or sonication (section 5.2 and 5.3, Materials and methods). As described in the next two sections, an ELISA-like assay was used to characterize EV marker proteins, and NTA was used to analyse and quantify the size distribution and particle concentration (Fig. 1 and Table 1).

2.1.1 EV protein marker levels. EVs isolated for this study expressed typical sEV markers, namely CD9, CD63 and CD81, but lacked the expression of internal sEV markers, Alix and TSG101, Fig. 1, demonstrating that intact EVs were isolated. The protein expression profiles of the EVs were maintained even after exposure to UC, where only a significant difference in CD63 marker levels was observed compared to control EVs (Fig. 1A and B). Interestingly, for sonicated EVs, a significant reduction in the expression of the tetraspanin markers was demonstrated when compared to control EVs (p ≤ 0.05, CD63 and CD81) and to UC EVs (p ≤ 0.05, CD81 only) (Fig. 1A).

2.1.2 EV concentration, size and purity. To evaluate the concentration and size distribution of EVs isolated and exposed to post-TFF procedures, samples were diluted in particle free PBS and analysed using NTA (Table 1). EVs had comparable particle concentrations and displayed the typical size distribution of sEV-like vesicles: particle diameters ranged in size from 95.0 to 125.5 nm, and within the expected 30–150 nm size range. No differences were observed in size distribution between the control EVs and those post-processed with UC, whereas, sonication resulted in a significant reduction in particle size compared to control and UC samples (p ≤ 0.05).

2.2 Biophysical analysis of EVs using AFM

AFM in the PF-QNM mode was used to analyse both morphological and nanomechanical traits of EVs in PBS, before and after UC or sonication. Initially, substrates with different
surface properties were assessed for EV immobilization: two hydrophilic surfaces (mica and glass) and one hydrophobic (PTFE), with mica identified as the best substrate for EV deposition and AFM observation (Fig. S1A–C†). Since EVs tend to display a negative surface potential,16,17 a higher number of immobilized EVs were present when the mica surface acquired a positive charge through APTES functionalization (Fig. S1D and E†). The effect of APTES on mica topography was evaluated and the possible presence of APTES agglomerates that could complicate surface characterization was excluded (Fig. S2B†). Addition of EVs demonstrated a highly significant 4-fold increase in surface roughness compared to APTES alone (Fig. S2D†). The force applied during the scanning was optimized in order to be able to properly track the EVs’ surface with minimum deformation (Fig. S3†). This force produced a deformation of APTES on mica of only about 0.4 nm, comparable to bare mica deformation.

2.2.1 Topographical properties. For topographic characterization, EVs immobilised on a mica surface were analysed and data collected from 4 signals (sample height, sample deformation, sample elasticity and sample adhesion force) in the form of dense pixel images. A bank of high-magnification topographical images was first inspected as a 2D and 3D representation of control, UC and sonicated EVs (Fig. 2). For each condition, EVs of different sizes were observed in each recorded area or ‘field of view’, as shown in two section profiles for each area (middle panels). EVs presented the typical round-shaped structure, with no evident differences in shape following UC and sonication. For quantitative analysis, EVs were identified from 25 µm² scan areas using in-built Otsu thresholding in Gwyddion18 (Fig. 3A). This scan size appeared to provide a good representation of size distribution in each EV population. Size distributions are shown in Fig. 3, with data for EV height and radius calculation, a full quantitative analysis of control, UC and sonicated EVs (Fig. 2). For each condition, EVs of different sizes were observed in each recorded area or ‘field of view’, as shown in two section profiles for each area (middle panels). EVs presented the typical round-shaped structure, with no evident differences in shape following UC and sonication. For quantitative analysis, EVs were identified from 25 µm² scan areas using in-built Otsu thresholding in Gwyddion18 (Fig. 3A). This scan size appeared to provide a good representation of size distribution in each EV population. Size distributions are shown in Fig. 3, with data for EV height and radius calculation, a full quantitative topographical analysis was then conducted across the entire EV population. Size distributions are shown in Fig. 3, with Fig. 3B presenting the diameter distributions for the three conditions. Values were obtained from the diameters of the disc having the projected area as each masked grain, as shown in Fig. 3A. In line with observed NTA analysis, UC and control EVs were larger, with average diameters of 90.0 ± 44.0 nm and 82.9 ± 39.3 nm, compared to the smaller, sonicated samples which exhibited an average diameter of 74.2 ± 31.9 nm (inset, Fig. 3B). Frequency distributions for the three conditions indicated that sonicated EVs were on average smaller than control and UC samples.

Table 1 Measuring beads or EVs under flow conditions by nanoparticle tracking analysis (NTA)

| EVs batch       | Particle concentration ± SD (p mL⁻¹) | Mean size ± SD (nm) | Mode size ± SD (nm) | Protein ± SD (µg mL⁻¹) | Purity (particles per µg protein) | CD Marker (relative abundance) |
|-----------------|--------------------------------------|---------------------|---------------------|-------------------------|----------------------------------|---------------------------------|
| 100 nm silica beads Control | 2.12 × 10¹⁴ ± 6.81 × 10¹³ | 88.3 ± 0.8          | 96.1 ± 1.3          | N/A                     | N/A                              | N/A                             |
| Isolated EVs    | Control | 6.48 × 10¹² ± 4.67 × 10¹¹ | 113.5 ± 6.4         | 92.5 ± 3.5           | 666 ± 156                | 9.78 × 10⁸                      | CD81 > CD63 > CD9              |
| UC              | 7.74 × 10¹² ± 4.47 × 10¹¹ | 125.5 ± 6.3         | 102.5 ± 16.2        | 683 ± 125               | 1.13 × 10⁹                    | CD81 > CD63 > CD9              |
| Sonication      | 6.51 × 10¹² ± 3.86 × 10¹¹ | 95 ± 5.7           | 77 ± 10.1           | 594 ± 103               | 1.10 × 10⁹                    | CD81 > CD63 > CD9              |

Either standard 100 nm silica microsphere beads (n = 3) or EVs exposed to either ultracentrifugation (n = 3) or sonication (n = 3) and compared to control EVs (n = 3) were diluted in particle free PBS (1 in 800 000 and 1 in 500 respectively), and measured using the NanoSight nanoparticle tracking system. Data from the standard measurements and experimental groups are shown, revealing the average particle concentration ± SD (p mL⁻¹), average modal size ± SD (nm) and average sample purity (particles per µg protein). Values are average ± SD. Data were analysed using an ANOVA test, followed by a Student’s t-test. *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001 are considered significant.

Fig. 1 EVs marker profiles. (A) The effect of ultracentrifugation and sonication on the EVs marker profiles using an ELISA-like assay. The common EV markers CD9, CD63, CD81, TSG101 and Alix were investigated in EVs after exposure to ultracentrifugation (n = 3) and compared to untreated control EVs (n = 3). (B) Proteins were detected using a streptavidin-europium conjugate and measured using time resolve fluorescence (TRF) and is presented as arbitrary units. Values are average ± SD. Data was analysed using an ANOVA test, followed by a Student’s t-test. *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001 are considered significant.

Fig. 3B. Frequency distributions for the three conditions indicated that sonicated EVs were on average smaller than control and UC samples.
This difference was also observed when median height data was evaluated (Fig. 3C), where sonicated EVs had a value of 11.8 ± 3.9 nm in height, while control and UC EVs of 14.3 ± 4.3 nm and 13.9 ± 4.0 nm, respectively. Observed EV height is significantly lower than their corresponding diameter as it consists of the median of all the height values inside each masked grain, as shown in Fig. 3A. Moreover, a deviation from their original spherical shape is expected when EVs are adsorbed on solid surfaces and due to the deformation induced by the scanning of the tip (Fig. S3†). Measured dimensions are affected by the size of the tip as well. However, since the same tip type has been used for all samples and usually the same physical tip was adopted to scan the three sample types, any convolution-dependent dimensional offset will most likely not affect the identification of any dimensional difference between sample types. A tip with a nominal radius of 20 nm was used and was able to detect the full range of dimensions in an EV population as demonstrated by the large distribution in EV sizes as shown in Fig. 3. The non-linearity of diameter convolution, as elaborated by Engel et al. (1997)²⁰ and when using a tip radius of 20 nm, is limited to structures smaller than the EVs (data not shown). The difference in size after UC and sonication manifests as well in the ratio between height and diameter (Fig. 3D): a $h/r$ value of 0.16 was measured for both control and UC EVs, and of 0.15 for sonicated EVs.

2.2.2 Mechanical properties. For the analysis of nanomechanical data, modulus, deformation and adhesion maps produced by EVs, as reported in Fig. 4, were visually inspected as well. Using this scan size (between 2.9 and 4 µm²), where mechanical properties for most EVs were clearly visible and presented adequate pixel density for data extraction, was deemed appropriate to analyse EV nanomechanics. Larger scan sizes would significantly increase the uncertainty in detecting the nanomechanical properties due to the decrease in pixel number associated with each EV; on the other hand, smaller scan sizes would imply a significant increase in the time required for enough EV data collection for robust statistical analysis.

A MATLAB GUI application was developed to automatically extract the adhesion force, Derjaguin–Muller–Toporov (DMT) elastic modulus and sample deformation data following mechanical mapping of EVs (Fig. 5). The MATLAB application first identifies the pixels occupied by each EV using the Otsu threshold applied to the height signal. The mechanical properties are then extracted for the other signals at the pixel

![Fig. 2 Topographic maps of EVs. Panels A, B and C show topography for control, UC and sonicated EVs, respectively. Left: 2D representation of a 1.7 x 1.7 µm. Dotted lines represent the region where data are considered for line profiles in the centre images, representing the height and width of two EVs of different dimensions. On the right, the 3D representation of the same area on the left is shown.](image-url)
coordinates occupied by each EV as shown in Fig. 5. The analysis routine also allows image optimization and correction, object de-clumping, size filtering, and labels each EV (and associated mechanical information) with a unique number. The cumulative values for each nanomechanical property are reported in Fig. 6. Elastic modulus, which measures the resistance of the analysed sample to elastic deformation, is shown in Fig. 6A (left). There is a progressive increase in the modulus value from control EVs (24.9 ± 21.2 MPa) to UC and sonicated EVs (29.2 ± 24.3 MPa and 31.5 ± 24.2 MPa, respectively), as shown both as boxplots (inset) and frequency distributions. Although elastic modulus after UC treatment is not significantly different from sonicated EVs, the latter significantly differ from control EVs (p < 0.05). Deformation data, Fig. 6A (right), is a measure of the amount of sample deformation as the result of the force exerted by the cantilever tip during AFM scanning. For all the three conditions, median deformation values are very similar, 4.9 ± 2.9 nm, 4.2 ± 2.9 nm and 4.7 ± 2.5 nm for control, UC and sonicated EVs, respectively. This was the minimum deformation that can be achieved while tracking EV topography (Fig. S3†). The boxplots analysis (inset in Fig. 6A, right) suggests that deformation is higher for control EVs, although this trend is not clear in the frequency distribution data. Indeed, it is expected that a relationship exists between deformation and elastic modulus as Fig. 6B (right) shows: at a constant scanning force, an increase in elastic modulus is accompanied by a decrease in deformation value; therefore, stiffer EVs will deform less than softer EVs.

A word is needed concerning the approach used to calculate the elastic modulus and the amount of deformation of EVs during scanning. To determine the elastic modulus, QNM uses the Derjaguin–Muller–Toporov (DMT) model of elastic contact.21,22 We used PF-QNM as a well-established technique to automatically collect nanomechanical data,23–25 without the need to manually calculate singular properties, which inevitably is a prominent source of user-dependent errors.

Classical Hertzian mechanics establishes a 10% deformation/height ratio limit for the elastic modulus calculation to be valid. The values reported in this work exceeds this ratio, although we adopted the less invasive settings to have an appropriate scanning of exosome topography (Fig. S3†). However, the aim of this work is to detect any difference in the

Fig. 3 AFM Dimensional characterization of EVs. (A) Gwyddion was used to visualize AFM data from 25 µm² scan areas (left) and in-built Otsu thresholding was used to identify EV particle dimensions and data were exported in an Excel format. Data were then analysed and plotted using statistical software. Diameter, height and the ratio of height and diameter are plotted in B, C and D, respectively, as distributions (second order interpolation) and boxplots (insets). Control data C is shown in blue, EV data following UC is shown in red, while sonicated EVs S are plotted in orange. (B) Diameters of C, UC and S EVs. The C diameter is 82.9 ± 39.3 nm, UC diameter is 90.0 ± 44.0 nm and S diameter is 74.2 ± 31.9 nm. (C) Height data: 14.3 ± 4.3 nm (C), 15.9 ± 4.0 nm (UC), 11.8 ± 3.9 nm (S). (D) Ratio of height–diameter: 0.16 ± 0.06 (C), 0.16 ± 0.05 (UC), 0.15 ± 0.10 (S). Statistical significance was determined using the Mann–Whitney test, with the following used symbols: n.s. = P > 0.05 (threshold P value = 0.05); * = P < 0.05.
mechanical properties between the various treatments (control, UC and sonicated) and not necessarily to quantify the absolute elastic modulus values. Although the values could be offset by the influence of the underlying substrate, identical scanning settings between samples have been used. Since the systematic offset determined by the influence of the underlying substrate is expected to be the same between the samples, this approach allows the evaluation of any relative change in elastic modulus between the sample types. In order to better evaluate the possible role of the substrate, we divided the EVs into three groups based on their diameter $D$ (Fig. S4† panel B): $D \geq 30–55$ nm, $D \geq 55–70$ nm and $D \geq 70–110$ nm. An increase in diameter is linked to an increase in height, as expected (Fig. S4C†), indicating that AFM is able to track and describe the full range of EV dimensions. As regards the elastic modulus, the smaller group $D \geq 30–55$ nm shows the lowest values (Fig. S4E†), mirrored by the highest value in deformation (Fig. S4F†). Being the smallest in height, it is the group theoretically more affected by the substrate effect and therefore expected to have the highest modulus. Since this is not the case, the possible substrate effect is believed to not prevent the evaluation of elastic differences in dimensionally high diversified EV populations, like the ones of the present work. It is also worth noting that the values reported in this study are sensibly lower than the ones reported in previous PF-QNM studies (in the 100 s MPa range), indicating that the substrate offset plays a less extent role.

Similar remarks apply to the role of the cantilever tip radius in the determination of elastic modulus. We used the nominal tip radius and not the experimentally determined one. However, several probes have been used, with the same probe preferentially used in one experimental session to scan the three sample types. Therefore, the used approach will likely cancel out any effect on measuring the elastic modulus due to the variations in tip radius. The use of the same tip on different samples, however, increases the risk of tip contamination and fouling, which would affect both topography and mechanics. However, in this study, the tip was immediately replaced whenever there was evidence of tip fouling when surface artefacts appeared (such as double tip effect), and when bare mica imaging between samples did not return high resolution close-to-molecular flat scans as the one shown in Fig. S2A.

Adhesion force (Fig. 6B (left)) is the force needed to detach the cantilever tip from the sample surfaces during AFM scanning. Control EVs present the highest force, $149 \pm 39$ pN, fol-
lowed by UC, 138 ± 37 pN, and then sonicated EVs, 119 ± 40 pN. Frequency distributions show that sonicated EVs show a major peak at lower adhesion values, and control EVs at higher values, while UC EVs lacked any prominent adhesion peak. The higher deviation of adhesion as well as the elastic modulus values of sonicated EVs compared to control EVs suggests that sonication had a greater effect on EV properties.

To evaluate whether the exposure to different conditions such as UC and sonication could affect cellular uptake, both preparations and control EVs were labelled with DiD dye and incubated with SKOV3 cancer cells for 24 h. Live cell imaging showed uptake and accumulation of EVs localised in the intracellular compartments under all conditions (Fig. 6C). UC resulted in a smaller increase in EV uptake compared to control EVs, but lower than the uptake effect that resulted from sonication (Fig. 6D).

3. Discussion

Due to the growing interest in EVs, a multitude of analytical techniques are now employed to characterise their biochemical, morphological and biophysical properties. In line with the technology evolution in advanced force microscopy approaches, this study demonstrates the value of EV biophysical characterisation using AFM PF-QNM. Common EV purification and concentration methods are analysed for their effect on EV morphology and biomechanical properties, compared to the widely employed NTA technique. AFM can retrieve accurate, quantitative data on sizing, geometry and biophysical properties, while the MATLAB-based data analysis tool provides the EV community with a tool for fast, efficient and standardised analysis of large, multi-signal AFM datasets commensurate with industry-scale production processes.

Despite advances in the isolation and characterisation of EVs, there remains no consensus on an optimal method to isolate or load EVs. In terms of EV isolation and concentration, UC has become the most adopted approach. However, this method has several major limitations including low recovery rates (5–25% of the total). Recently UC has started to be replaced by alternative techniques such as filtration (including TFF), as well as size exclusion chromatography (SEC). TFF is an efficient, robust and scalable method for obtaining EV preparations from large volumes of fluids at an industrial scale. TFF in combination with chromatography can lead to improvements in EV isolation with regard to time, yield, purity and scalability. This is ideal for mass scale manufacturing of EVs, which will be needed for the formulation of advanced therapeutic products.
To date most studies only focus on the biological aspects of EVs and pay very little attention to their biophysical properties. Gardiner et al. (2016)\(^\text{10}\) identified that the characterization of EVs is dominated by conventional techniques such as ELISAs, western blotting, dynamic light scattering (DLS) and NTA, and only 10% of the work included AFM as an analytical tool.\(^\text{10,29}\)

Most of these AFM studies have been conducted to explore EV size, alone or in parallel with other microscopic techniques.\(^\text{15,30–43}\) Zlotogorski-Hurvitz et al. (2015, 2016), for example, have detected a change in EV size and shape with different isolation techniques and as a result of oncogenesis.\(^\text{36,37}\) Caponnetto et al. (2017) used both NTA and AFM to characterize EVs isolated using both UC and commercially available ExoQuick columns.\(^\text{31}\) It was found that AFM was more accurate in measuring EV size as NTA often failed to detect particles at the lowest end of the size distribution.

AFM analysis here demonstrated that EVs isolated via TFF do not suffer from any apparent morphological abnormalities or aggregation, and therefore supports the notion that this method of isolation is robust and efficient for the production and purification of EVs at scale. Using this approach, and a constant applied force of 1 nN, it was possible to acquire both high-resolution topographic and mechanical single EV-based data and to extract and process them using freely available software (Gwyddion\(^\text{18}\)) and an in-house developed MATLAB code. Gwyddion was used on scan areas of 25 \(\mu m^2\), while lower scan areas must be considered for nanomechanical property extraction. This is due to the fact that higher resolution was needed to detect signals other than topography. Dimensional trends were found to be similar between AFM and NTA datasets, when EV batches underwent UC or sonication, with lower values observed for sonicated EVs.

---

**Fig. 6** Mechanical characterization of EVs and cell uptake. In A and B, control data C is shown in blue, EV data following UC are shown in red, while sonicated EVs S are plotted in orange. (A, left) Elastic moduli of C, UC and S EVs. The C modulus is 24.9 ± 21.2 MPa, UC modulus is 29.2 ± 24.3 MPa and S modulus is 31.5 ± 24.2 MPa. (A, right) Deformation data: 4.9 ± 2.9 nm (C), 4.2 ± 2.9 nm (UC), and 4.7 ± 2.5 nm (S). (B, left) Adhesion data: 149 ± 39 pN (C), 138 ± 37 pN (UC), and 119 ± 40 pN (S). C represents the confocal images of C (left), UC (middle) or S (right) EV uptake after 24 h by SKOV-3 cells. Red corresponds to DiD-labelled EVs and blue to nuclei stained with Hoechst. D shows the quantification of DiD-labelled EV uptake. Statistical significance was indicated using the following symbols: n.s. = \(P > 0.05\) (threshold \(P\) value = 0.05); * = \(P < 0.05\).
UC has previously been shown to result in an increase in EV size as well as morphological changes and some structural bilayer lipid membrane damage.\textsuperscript{49,50} The results presented here suggest that sonication has a stronger disruptive effect than UC, but both may result in modifications that affect EV-dependent processes. Both sonication and UC are known to expose EV populations to significantly high forces, but the existing literature is very limited and gives little to no insight on their effect on EV characteristics.\textsuperscript{46–48} Using a combined approach to EV analysis, a more comprehensive understanding of the correlation between EV biophysical and biochemical properties following UC and sonication is enabled. ELISA analysis demonstrated that the EV population retained the characteristic CD marker profile (CD81 > CD63 > CD9 > Alix = TSG101), while highlighting that both UC and sonication results in variations of the CD marker levels. Sonication resulted in significantly reduced CD81 and CD63 levels, while NTA and AFM results demonstrated reduced dimensions of sonicated EVs. PF-QNM showed that sonication was associated with an increase in stiffness and a decrease in adhesion force in EVs. Importantly, this biochemical and morphophysical signature resulted in increased cancer cell line uptake using DiD staining. This may be due to the smaller EV size\textsuperscript{51} indicating that physical properties are the dominant factors in uptake mechanisms, and that reduced CD81 and CD63 marker levels do not negatively affect cellular internalisation. Sonication however has been shown to damage EV populations, resulting in morphological changes, membrane re-organisation, structural damage to the lipid bilayer and loss of spherical shape.\textsuperscript{49,50} PF-QNM analysis did not detect any significant alterations in EV shape or integrity following sonication. This may be due to the direct contact probe method of sonication which has been used primarily in previous studies, whereas a bath sonicator is used in this study, with no probe.\textsuperscript{51} Alternatively, EV populations have been shown to recover from the effects of sonication, retaining their spherical characteristics within a one-hour incubation at 37 °C.\textsuperscript{50} It is now known that labelling EVs with lipophilic dyes such as DiD can also lead to the generation of artefacts such as the formation of nanoparticles similar in size to EVs which consist of lipid micelles and non-specific labelled lipoproteins.\textsuperscript{52,53} As a result of the shear stress of either sonication or UC processes, there is potential for DiD staining of EV fragments or contaminating membrane and/or proteins. Therefore, it is of great importance to fully assess the reliability of using lipophilic dyes to track the cellular uptake of EVs and any fragments or artefacts produced by techniques such as sonication or determine whether sonication does truly result in EVs that have improved cellular uptake, despite the significant structural disruption and morphological changes. It is important to note that while NTA is limited by the resolution to identify such EV fragments within a preparation as a result of processing, the PF-QNM and ELISA-like assay presented here did not however detect significant fragmentation of the EVs.

Although AFM PF-QNM allows a range of nanomechanical measurements to be performed simultaneously, generating large datasets of spatially correlated nanomechanical properties, this technique has been rarely adopted in EV analysis.\textsuperscript{7,26} This is not completely unexpected on account of the fact that AFM has de facto entered the big data workspace since the introduction of PF-QNM. Processing rather than collecting data now becomes the main bottleneck for AFM, in line with other big data applications. The development of software tools which allow users to efficiently analyse results with consistent methodologies is critical in reducing the bottlenecks. Applications should also provide means by which the quality of data and efficacy of the analysis can be quickly assessed by the users, allowing a direct comparison of data generated across different research groups and environments. The AFM analysis app developed in this work was specifically designed to address the above points and allow users to quickly and easily analyse high-content AFM data for EV analysis. The semi-automated design allows users to inspect the output of each processing step to check for problematic datasets and specific regions within datasets. Compared with more general AFM analysis packages, our app is streamlined to simultaneously interpret the AFM measurements of EVs and nanoparticles in general and to extract all AFM signals on-the-fly. The MATLAB source code and the compiled executables are available for download on GitHub https://github.com/NachoDave/AFM_EVs_Thres. Example datasets, installation instructions and a walk-through tutorial of a complete analysis are also provided on the GitHub page.

In the last decade, there have been significant advances in high content analysis and machine learning techniques.\textsuperscript{54,55} High content analysis (HCA) combines data across different feature measurements without human biased selection, using statistical analysis to reduce the data to an optimum set of features which account for the maximum variability between samples. Machine learning utilises large multi-dimensional datasets to perform classification or regression analysis on samples, thus identifying the correlations and patterns within the data that are not accessible to more traditional analysis techniques.

AFM experiments generate high yields of multi-channel data, ideal for HCA and machine learning analysis.\textsuperscript{19} However, at the time of writing there have been a limited number of studies performing this type of analysis.\textsuperscript{56,57} The first, and possibly the most challenging, hurdle to HCA and machine learning analysis is the generation and formatting of suitable datasets. Simplified and optimised workflows will enable users without a data-science background to perform these powerful types of analysis. The development of workflows for rapid multi-dimensional analysis, such as the application presented herein, are important for bringing these analysis techniques to a wider set of users. We therefore present our app as a crucial first step in allowing HCA and machine learning approaches to be applied more generally to the study of AFM datasets.

4. Conclusions

The work presented here is intended to fully exploit the potentials of PF-QNM AFM for EV characterisation, using automated
high content analysis to identify biomechanical and/or biophysical properties, informing greater understanding of their effect on biological function. We clearly demonstrate that AFM is an essential tool to carry out high-resolution EV characterisation, able to identify subtle differences in structural and mechanical properties. As a basis for the more technical use of this contact force microscopy in this field, the work paves the route toward the standardised utilisation of the spectrum of AFM based analysis in this rapidly evolving area.

5. Materials and methods

5.1 CTX cell line and culture conditions

The human neural stem cell line (hNSC) CTX0E03 is established as a clonal cell line by conditioned immortalization with c-mycERTM technology, and clonal selection as described in Pollock et al. (2006). hNSCs were cultured in a serum-free medium (RMM), supplemented with epidermal growth factor (EGF) (20 ng mL⁻¹, Peprotech), basic fibroblast growth factor (bFGF) (10 ng mL⁻¹, Peprotech) and 4-hydroxytamoxifen (4-OHT) (10 mM, Sigma) on laminin (20 µg mL⁻¹, AMS Biotech) coated vessels and incubated at 37 °C under a humidified atmosphere containing 5% CO₂.

5.2 Extracellular vesicle generation and isolation via tangential flow filtration

EVs were generated and isolated from hNSC conditioned media which was collected over several occasions, stored at 4 °C and pooled for EV isolation. Briefly, conditioned media was collected from 80–90% confluent hNSC in sterile conditions. Conditioned media was centrifuged at 4000 g for 20 min at 4 °C to remove cellular debris. Tangential flow filtration (TFF) was carried out, where TFF was used to concentrate and diafiltrate the EV sample into PBS. A KrosFlo TFF pump system (Spectrum Labs, Repligen, USA) was used. Conditioned media was filtered using hollow fibre modified polyethersulfone (mPES) membranes with a 100 kDa molecular weight cut-off pore size (S02-E100-05-N, Spectrum Labs, Repligen, USA), to remove small molecules (including free proteins) that were eluted as permeate and eventually discarded. Molecules that were too large to pass through the pores such as EVs were kept in circulation as the retentate. The filters were first washed with the required volume of PBS (pH 7.4) and the biological samples were then processed. The input flow rate was kept at a suitable level to ensure that the shear force of the feed stream was below 2000 s⁻¹. The TFF column was incorporated into the TFF tubing system and connected to two inlets of a triple-inlet reservoir that was connected to the sample reservoir (Spectrum Labs, Repligen, USA). The pressure was monitored using a KrosFlo digital pressure transducer and monitor (Spectrum Labs, Repligen, USA) and adjustable clamps were used to stably maintain a low transmembrane pressure of between 1.5 and 3 PSI, in order to minimise the loss of EVs into the permeate. Since the molecules which are smaller than the pore size are removed via ultrafiltration, a negative pressure develops within the reservoir. This process of isolumetric ultrafiltration is continued for the buffer exchange step where the EVs were concentrated to approximately 50 mL and diafiltrated in PBS. The PBS reservoir is then detached and the EV samples is then re-circulated through the TFF system until the desired concentration is achieved. After TFF, the EV samples were filtered using a 0.22 µM filter unit membrane to remove any contaminants. Then, the EV samples were stored at 2–8 °C.

5.3 EV processing

5.3.1 Ultracentrifugation. Ultracentrifugation (UC) of purified EV samples was performed at 100 000 g using an OptimaTM L-80 XP with a TI-60 fixed angle rotor (Beckman Coulter, San Diego, USA) for 10 h at 4 °C. The pellets were suspended and washed in 1 mL of cold PBS and transferred into a low binding protein tube and stored at 2–8 °C.

5.3.2 Sonication. Sonication was carried out on 500 µL of purified EV samples using a Diagenode Bioruptor standard waterbath sonicator. The sonicator was run at the following settings: 4 °C, high intensity (320 W), with two cycles of 30 s on/off for 10 min with a 5 min cooling period between each cycle. The samples were then stored at 2–8 °C.

5.4 ELISA-like assay

The protein concentrations in the CTX EV samples were measured using a NanoDrop ND-8000 spectrophotometer (Thermo Scientific), which ranged from approximately 250 to 600 µg mL⁻¹.

A microplate-based assay to detect the EV surface markers was employed. Briefly, the EV samples were bound to high protein binding microtitre ELISA plates (Greiner Bio-One) at a concentration of 1 mg mL⁻¹. After overnight incubation to allow the EVs to bind, blocking with 1% (w/v) BSA in PBS was carried out for 2 h at room temperature. The bound and blocked material was washed and consequently labelled with primary antibodies which are specific for the markers of interest at a concentration of 1 mg mL⁻¹ for 2 h at room temperature on a plate shaker. After three washes, goat anti-mouse biotinylated antibody (PerkinElmer) was diluted at a ratio of 1:1000 and added to the plate for 1 h. After another three washes, Europium-conjugated streptavidin (PerkinElmer) diluted in a red assay buffer (Kaivogen) was added for 45 min. Finally, after six washes and the addition of a fluorescence intensifier solution (Kaivogen), the specific signal was measured using time-resolved fluorometry using an i3 Spectramax plate reader (Molecular Devices).¹⁶⁰

5.5 Nanotrack analysis

The size and concentration of EVs were analysed by nanoparticle tracking analysis (NTA) using a NanoSight LM10 instrument (NanoSight, Malvern Instruments, Malvern, UK) following the manufacturer’s instructions. The NanoSight LM10 measures the rate of the Brownian motion of nanoparticles and consists of a light scatter detection system. Measurements of each sample were performed using five 60 s
video captures with camera level 13 and a detection threshold of 5 for all the analyses carried out. The temperature was monitored manually and ranged from 18 to 21 °C. The samples were diluted in particle free PBS to obtain a suitable concentration for NTA analysis. The data obtained were analysed using the NanoSight software 3.0.

5.6 Atomic force microscopy

60 μl of 0.1% of APTES in deionized water was deposited on freshly cleaved mica flakes (1 μm²), left for 30 min, rinsed with 5 mL of deionized water and dried gently with N₂. 60 μl of EV solution and PBS at a ratio of 1 : 20 was deposited on the mica, left for one hour, rinsed with 2 mL of PBS to wash away non-deposited EVs and immediately analysed in PBS with AFM. With three biological repeats, about 400 EVs were imaged for topographical characterization and 100 EVs for mechanical analysis for each sample type. Between samples, a freshly cleaved mica surface was imaged to check that the mica surface was imaged at high resolution to exclude any tip contamination.

A Bruker BioScope Catalyst (Bruker Instruments, Santa Barbara, California, USA) atomic force microscope was used in combination with Bruker ScanAsyst Fluid probes. Each probe was calibrated for deflection sensitivity and spring constant on a glass slide prior to each measurement. All imaging was done by PeakForce Tapping in the Quantitative NanoMechanics (QNM) mode. A scan rate of 1 Hz and a force of 1 nN was applied throughout all AFM scans and scan sizes ranged from 25 μm² to 1 μm².

The roughness was measured on more than 30 areas of 2500 nm² each for bare mica, mica with APTES and following EV deposition. The roughness subroutine in the Nanoscope Analysis software v1.50 was adopted, which calculates roughness using the following equation:

$$R_{RMS} = \sqrt{\frac{\sum Z_i^2}{N}}$$

where \( N \) is the number of height points in the analysed area and \( Z_i \) is the vertical distance of data point \( i \) from the mean image data plane.

5.7 MATLAB GUI application

PF-QNM AFM captures data from all the channels simultaneously. The pixel coordinates of the objects identified from one AFM channel corresponds to the pixel coordinates of the measurements performed in the other channels at the same physical location on the object.

We provide a semi-automated, user friendly, MATLAB GUI application to locate and extract the nanomechanical properties of each EV in an AFM dataset. The app is also suitable for other particle-based datasets and is available for download on GitHub https://github.com/NachoDave/AFM_EVs_Thres. The processing steps are as follows:

1. Load AFM dataset
2. Users can apply two pre-processing steps to the height channel; (i) the height channel can be zeroed, so that all the values are positive; (ii) a (first or second order) polynomial surface can be fitted to and then subtracted from the height channel to correct for any curvature.

3. Otsu thresholding is used to identify a threshold height, separating the EVs from the substrate. Pixels with height values above the threshold are identified as belonging to EVs. On some occasions, thresholding fails due to excessive background noise. In this case, applying a median filter can reduce noise prior to reapplying threshold.

4. Users can then define a size range to accept. The upper and lower limits on the maximum pixel diameter of the EVs can be entered manually or selected interactively using the mouse pointer on the input height image. EVs outside this range are removed.

5. Erosion and dilation filters can be applied to smooth the edges of the EVs objects. These filters use circular structuring elements with the diameter set by the user.

6. Often EVs become clumped together. Users can interactively select clumped objects from the identified EVs. A watershed declumping is performed on the selected clumped EVs. The results of declumping are displayed for the user, before prompting the user whether to accept or reject the declumped EVs.

7. To remove the effect of pixels close to the edge of the EVs, to each identified EV an erosion is applied using a circular structuring element. The diameter of the structuring element for each EVs is given by (minor axis length)/3. If this value is smaller than 1 or larger than 5, then the diameter of the structuring element is set to 1 or 5, respectively.

8. Finally, the processed height channel is used as a mask for the other channels. Pixel values corresponding to each EV location are averaged. The results of these operations are written to a CSV file, or SQLite database, giving the averaged mechanical properties for each EV. Furthermore, an image is produced with each EV identified and numbered. The numbering corresponds to the numbering in the results table, allowing users to visually identify suspect results and remove the measurements from further analysis.

5.8 Uptake of DiD-labelled EVs

SKOV3 cells, 1.5 × 10⁴ per well, were plated on an 8-well chambered borosilicate coverslide (Labtek, Nunc). After 24 h, purified EVs (control, UC or sonicated) were labelled with Vybrant-DiD dye (Life technologies) and re-filtered with EV Spin Columns (MW3000) (Invitrogen) to remove any unincorporated dye. Immediately after, 20 μl of DiD-labelled EVs were added to each well and incubated at 37 °C under a humidified atmosphere protected from light. After 24 h, the cells were washed with PBS, nuclei were stained with Hoechst 33342 (Life technologies) and images were acquired using a Zeiss LSM 710 confocal microscope (Carl Zeiss Microscopy, Jena, Germany). The images were analysed using the Image J image analysis software. PBS samples with no EVs were also labelled with Vybrant-DiD dye, filtered with EV Spin Columns and used to treat cells to confirm that all the positive signals detected were
from labelled EVs and not from any artifact due to the lipophilic nature of the dye.

5.9 Statistical analysis

Statistical Analysis, for data with a normal distribution, was performed using an ANOVA test (GraphPad Prism 6, La Jolla, CA, USA) followed by Dunn’s post hoc and Student’s t-test to determine significant differences between multiple groups and between two groups, respectively. Data which were not normally distributed were analysed by the Kruskal–Wallis test followed by the Mann Whitney U test for multiple comparisons. \( p < 0.05 \) was considered statistically significant and the results are expressed as a mean \( \pm \) SD of a minimum of 3 independent experiments. Cell uptake data were analysed using a one-way ANOVA test, followed by a Tukey’s multiple comparison test. \( p \leq 0.001 \) was considered statistically significant.
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