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Abstract

In recent years residual neural networks (ResNets) as introduced by He et al. \cite{17} have become very popular in a large number of applications, including in image classification and segmentation. They provide a new perspective in training very deep neural networks without suffering the vanishing gradient problem. In this article we show that ResNets are able to approximate solutions of Kolmogorov partial differential equations (PDEs) with constant diffusion and possibly nonlinear drift coefficients without suffering the curse of dimensionality, which is to say the number of parameters of the approximating ResNets grows at most polynomially in the reciprocal of the approximation accuracy $\varepsilon > 0$ and the dimension of the considered PDE $d \in \mathbb{N}$. We adapt a proof in Jentzen et al. \cite{20} - who showed a similar result for feedforward neural networks (FNNs) - to ResNets. In contrast to FNNs, the Euler-Maruyama approximation structure of ResNets simplifies the construction of the approximating ResNets substantially. Moreover, contrary to \cite{20}, in our proof using ResNets does not require the existence of an FNN (or a ResNet) representing the identity map, which enlarges the set of applicable activation functions.
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Notation

Notation 0.1 (Natural and real numbers) We denote the set of natural numbers by \(\mathbb{N} = \{1, 2, 3, \ldots\}\), the set of natural numbers including zero by \(\mathbb{N}_0 = \{0, 1, 2, 3, \ldots\}\), and the set of real numbers by \(\mathbb{R}\).

Notation 0.2 (Scalar product and Euclidean norm) Let \(n \in \mathbb{N}\) and \(x = (x_1, x_2, \ldots, x_n), y = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n\). Then we denote by \(\langle \cdot, \cdot \rangle : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\) the standard scalar product given by

\[
\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i.
\]

Moreover, we denote by \(\| \cdot \|\) the Euclidean norm of \(x \in \mathbb{R}^n\) induced by the standard scalar product, i.e.,

\[
\|x\| = \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2}.
\]

Notation 0.3 (Identity matrix) Let \(n \in \mathbb{N}\). Then we denote by \(I_n \in \mathbb{R}^{n \times n}\) the identity matrix in \(\mathbb{R}^{n \times n}\).

Notation 0.4 (Multidimensional versions) Let \(f : \mathbb{R} \to \mathbb{R}\) be a function. Then we denote by \(M_f : (\bigcup_{n \in \mathbb{N}} \mathbb{R}^n) \to (\bigcup_{n \in \mathbb{N}} \mathbb{R}^n)\) the function which satisfies for all \(n \in \mathbb{N}\), \(x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n\) that

\[
M_f(x) = (f(x_1), f(x_2), \ldots, f(x_n)).
\]

Notation 0.5 (Gradient and Hessian matrix) Let \(n \in \mathbb{N}\) and \(f : \mathbb{R}^n \to \mathbb{R}\) be a differentiable function. Then we denote the partial derivatives (also called partials) in the \(i\)-th variable by

\[
\partial_{x_i} f, \quad i \in \{1, 2, \ldots, n\}.
\]

Furthermore, we denote the gradient and, if \(f\) is twice differentiable, the Hessian matrix by

\[
\nabla f = \begin{pmatrix}
\partial_{x_1} f \\
\partial_{x_2} f \\
\vdots \\
\partial_{x_n} f
\end{pmatrix}
\quad \text{and} \quad
\text{Hess}(f) = \begin{pmatrix}
\partial^2_{x_1} f & \partial_{x_1} \partial_{x_2} f & \cdots & \partial_{x_1} \partial_{x_n} f \\
\partial_{x_2} \partial_{x_1} f & \partial^2_{x_2} f & \cdots & \partial_{x_2} \partial_{x_n} f \\
\vdots & \vdots & \ddots & \vdots \\
\partial_{x_n} \partial_{x_1} f & \partial_{x_n} \partial_{x_2} f & \cdots & \partial^2_{x_n} f
\end{pmatrix}.
\]

Notation 0.6 (Set of continuous functions) Let \(m, n \in \mathbb{N}\). Then we denote by \(C(\mathbb{R}^m, \mathbb{R}^n)\) the set of all continuous functions \(f : \mathbb{R}^m \to \mathbb{R}^n\).
1 Introduction

In recent years residual neural networks (ResNets) as introduced by He et al. [17] have become very popular in a large number of applications, especially, in image classification and segmentation. One of their main advantages is that even very deep ResNets are able to be trained without suffering the vanishing gradient problem, see, e.g., [13, 17, 18, 24, 30]. In this article, in Corollary 4.3 below, we show that ResNets have the capacity to approximate solutions of Kolmogorov partial differential equations (PDEs) (see, e.g., [21, 22]) with constant diffusion and possibly nonlinear drift coefficients without suffering the curse of dimensionality (CoD), which is to say the number of parameters of the approximating ResNets grows at most polynomially in the reciprocal of the approximation accuracy $\varepsilon > 0$ and the dimension of the considered PDE $d \in \mathbb{N}$. We achieve this by adapting a proof in Jentzen et al. [20] - who showed a similar result for feedforward neural networks (FNNs) - to ResNets.

We define ResNets as a sequence of FNNs and linear projections of the skip connections, also called shortcuts (cf. Definitions 3.1 and 3.2 below). In this way ResNets can be seen as Euler-Maruyama approximations if we set the linear projection equal to the identity [2, 23]. Due to the similar structure to the Euler-Maruyama approximation, ResNets perfectly suit the proof structure presented in [20]. Therefore, we are able to show that ResNets approximating Kolmogorov PDEs with constant diffusion and possibly nonlinear drift coefficient overcome the CoD. We note that there are many more theoretical results about neural networks approximating solutions of PDEs in the scientific literature, see, e.g., [3, 4, 6, 9, 12, 15, 19, 20].

Our proof of the main result of this article, Proposition 4.2 below, involves several steps. With the help of the Feynman-Kac formula we obtain suitable stochastic processes linked to solutions of Kolmogorov PDEs. The weak error estimates for an Euler-Maruyama type approximation as presented in [20, Proposition 4.2] and Monte Carlo type estimates as in [10, Corollary 2.5] then yield to random fields with the desired approximation accuracy. Lemma 2.1 in [20] assures the existence of realizations of these random fields (which are deterministic) with the same approximation accuracy. Assuming that we can approximate the drift and the initial condition function of the PDE by FNNs without suffering the CoD, we then construct ResNets with realizations equal to the obtained approximating functions. As the last step we show the polynomial complexity bounds of the constructed ResNets.

The Euler-Maruyama type structure induced by the definition of ResNets simplifies the construction of the ResNet in our proof substantially compared to [20]. On one hand, a construction as in [20, Proposition 5.2] to perform one step in the Euler-Maruyama approximation becomes unnecessary. On the other hand, due to our complexity measure on ResNets, plugging in the artificial identity between two neural networks is not needed anymore to obtain polynomial complexity bounds. Therefore, we do not need to assume that FNNs have the capability to describe the identity function, which, would be an additional assumption on the activation function. This, of course, enlarges the set of applicable activation functions.

The article is structured as follows. In Section 2, we recall definitions and results on FNNs, closely following [20]. Using results from Section 2 and inspired by [18, 23], in Section 3 we develop a theory involving different manipulations of ResNets and FNNs. In Section 4, we state and prove our main result, Proposition 4.2 and its slight extension - Corollary 4.3. Finally, in Section 5 we provide some closing comments.
2 Feedforward neural networks (FNNs)

In this section, we recall some definitions and results on standard FNNs from the scientific literature (cf., e.g., [20, Section 5]). These results on FNNs allow us to obtain similar results on ResNets presented in Section 3 below. For proofs of the results of this section we refer to, e.g., Grohs et al. [11, Section 2] and Jentzen et al. [20, Section 5].

Definition 2.1 (FNNs) We denote by \( \mathcal{N} \) the set given by
\[
\mathcal{N} = \cup_{L \in \mathbb{N}} \cup_{l_0,l_1,\ldots,l_L \in \mathbb{N}} (\times_{k=1}^{L} (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))
\]
and we denote by \( \mathcal{P}, \mathcal{L}, \mathcal{I}, \mathcal{O} : \mathcal{N} \rightarrow \mathbb{N}, \mathcal{D} : \mathcal{N} \rightarrow (\cup_{L \in \mathbb{N}} \mathbb{N}^{L}), \mathcal{D}_n : \mathcal{N} \rightarrow \mathbb{N}, n \in \mathbb{N}_0, \) the functions which satisfy for all \( L \in \mathbb{N}, l_0, l_1, \ldots, l_L \in \mathbb{N}, \theta = ((W_1,B_1),(W_2,B_2),\ldots,(W_L,B_L)) \in (\times_{k=1}^{L} (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})), n \in \mathbb{N}_0 \) that \( \mathcal{L}(\theta) = L, \mathcal{I}(\theta) = l_0, \mathcal{O}(\theta) = l_L, \) and
\[
\mathcal{P}(\theta) = \sum_{k=1}^{L} l_k (l_{k-1} + 1),
\]
\[
\mathcal{D}(\theta) = (l_0,l_1,\ldots,l_L),
\]
\[
\mathcal{D}_n(\theta) = \begin{cases} l_n & : n \leq L \\ 0 & : n > L. \end{cases}
\]

We call \( \theta \in \mathcal{N} \) an FNN and we call the number of layers \( \mathcal{L}(\theta) = L \) the depth of the FNN \( \theta \), and denote by \( l_i \) the size of layer \( i \) and this represents the number of neurons in layer \( i \). Furthermore, we call \( \mathcal{I}(\theta) = l_0 \) the input dimension, \( \mathcal{O}(\theta) = l_L \) the output dimension, and we call \( \mathcal{P}(\theta) \) the complexity of the FNN \( \theta \in \mathcal{N} \). One usually refers to \( \mathcal{D}(\theta) \), respectively to \( \{\mathcal{D}_n(\theta)\}_{n \in \mathbb{N}_0} \), as the architecture of the FNN \( \theta \in \mathcal{N} \).

Note that there are different definitions for the complexity of an FNN, e.g., the depth, the size of the largest layer, the total number of neurons or the number of non-zero parameters, i.e., non-zero entries of all weights and biases, see, e.g., \([7,8,11,20,23,26]\). However, the number of non-parameter and the total number of parameters are related in the sense that a polynomial bound on the complexity of a non-degenerate FNN considering all parameters leads to a polynomial bound on the complexity of the non-degenerate FNN considering only non-zero parameters and vice versa (see, e.g., Elbrächter et al. \([7, Section 5]\) for more details).

Definition 2.2 (Realizations associated to FNNs) Let \( a \in C(\mathbb{R},\mathbb{R}) \). Then we denote by \( \mathcal{R}_a : \mathcal{N} \rightarrow (\cup_{u,v \in \mathbb{N}} C(\mathbb{R}^u,\mathbb{R}^v)) \) the function which satisfies for all \( L \in \mathbb{N}, l_0,l_1,\ldots,l_L \in \mathbb{N}, \theta = ((W_1,B_1),(W_2,B_2),\ldots,(W_L,B_L)) \in (\times_{k=1}^{L} (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})), x_0 \in \mathbb{R}^{l_0}, x_1 \in \mathbb{R}^{l_1},\ldots,x_{L-1} \in \mathbb{R}^{l_{L-1}} \) with for all \( k \in \mathbb{N} \cap (0,L) \)
\[
x_k = M_a(W_kx_{k-1} + B_k)
\]
that \( \mathcal{R}_a \theta \in C(\mathbb{R}^{l_0},\mathbb{R}^{l_L}) \) and \( \mathcal{R}_a(\theta)(x_0) = W_Lx_{L-1} + B_L \) (cf. Notation 0.4 and Definition 2.1).

![Figure 1: Realization of an FNN.](image)

Intuitively speaking, \( \mathcal{R}_a \theta \) is the function the FNN \( \theta \in \mathcal{N} \) and the function \( a \in C(\mathbb{R},\mathbb{R}) \) represent. Here, one usually calls \( a \in C(\mathbb{R},\mathbb{R}) \) the activation function. The first layer receives
an input signal $x_0$, performs a weighting with weights $W_1$ and adds the bias $B_1$. Then the activation function $a$ is applied in every component and $x_1$ is sent as input to the second layer. This procedure is repeated until the last layer is reached, where the signal $W_L x_{L-1} + B_L$ is sent as an output directly without applying the activation function (see Figure 1). There are many commonly used activation functions, see, e.g., [1, 16, 25, 28, 29] for further discussion.

**Definition 2.3 (Standard compositions of FNNs)** We denote by $(\cdot) \circ (\cdot): \{ (\theta_1, \theta_2) \in \mathcal{N} \times \mathcal{N} \mid \mathcal{I}(\theta_2) = \mathcal{O}(\theta_1) \} \to \mathcal{N}$ the function which satisfies for all $\Sigma, L \in \mathbb{N}$, $l_0, l_1, \ldots, l_\Sigma, I_0, I_1, \ldots, I_L \in \mathbb{N}$,

\[
\begin{align*}
\theta_1 &= ((W_1^1, B_1^1), (W_1^2, B_2^1), \ldots, (W_\Sigma^1, B_\Sigma^1)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})), \\
\theta_2 &= ((W_1^1, B_1^1), (W_2^1, B_2^1), \ldots, (W_L^1, B_L^1)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))
\end{align*}
\]

with $l_0 = \mathcal{I}(\theta_2) = \mathcal{O}(\theta_1) = I_\Sigma$ that

\[
\theta_2 \circ \theta_1 = ((W_1^1, B_1^1), (W_1^2, B_2^1), \ldots, (W_{\Sigma-1}^1, B_{\Sigma-1}^1),
(W_1^1 W_1 B_1 + B_1), (W_2, B_2), (W_3, B_3), \ldots, (W_L, B_L))
\]

(cf. Definition 2.1).

**Lemma 2.4** Let $\theta_1, \theta_2 \in \mathcal{N}$ be as in Definition 2.3 (cf. Definition 2.1). Then

i) it holds that

\[
\mathcal{D}(\theta_2 \circ \theta_1) = (\mathcal{D}_0(\theta_1), \mathcal{D}_1(\theta_1), \ldots, \mathcal{D}_{\Sigma(\theta_1)-1}(\theta_1), \mathcal{D}_1(\theta_2), \mathcal{D}_2(\theta_2), \ldots, \mathcal{D}_{\Sigma(\theta_2)}(\theta_2)),
\]

and

ii) it holds for all $a \in C(\mathbb{R}, \mathbb{R})$ that $\mathcal{R}_a(\theta_2 \circ \theta_1) \in C(\mathbb{R}^{I(\theta_1)}, \mathbb{R}^{\mathcal{O}(\theta_2)})$ and

\[
\mathcal{R}_a(\theta_2 \circ \theta_1) = [\mathcal{R}_a(\theta_2)] \circ [\mathcal{R}_a(\theta_1)]
\]

(cf. Definitions 2.2 and 2.3).

Statement ii) in Lemma 2.4 above shows the natural property that the realization of two composed FNNs is the composition of the realization of the two FNNs. On the other side, i) shows that $I_{\Sigma(\theta_1)-1} l_1 \leq \mathcal{P}(\theta_2 \circ \theta_1)$ and thus, in [20], $\mathcal{P}(\theta_2 \circ \theta_1)$ potentially might grow as $\mathcal{P}(\theta_2) \mathcal{P}(\theta_1)$ leading to an exponential complexity. This is solved in [20] by plugging in the artificial identity between the two FNNs (cf. [20, Proposition 5.1, Proposition 5.2]).

**Definition 2.5 (Parallelizations of FNNs with the same depth)** Let $n \in \mathbb{N}$. Then we denote by

\[
\mathcal{P}_n: \{(\theta_1, \theta_2, \ldots, \theta_n) \in \mathcal{N}^n | \mathcal{L}(\theta_1) = \mathcal{L}(\theta_2) = \cdots = \mathcal{L}(\theta_n) \} \to \mathcal{N}
\]

the function which satisfies for all $L \in \mathbb{N}$, $l_0 \Sigma, \Sigma, 1, \ldots, l_L, l_0, l_1, \ldots, l_L \in \mathbb{N}$,

\[
\begin{align*}
\theta_1 &= ((W_1^1, B_1^1), (W_1^2, B_2^1), \ldots, (W_\Sigma^1, B_\Sigma^1)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})), \\
\theta_2 &= ((W_1^2, B_1^2), (W_2^2, B_2^2), \ldots, (W_L^2, B_L^2)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})), \\
\vdots \\
\theta_n &= ((W_1^n, B_1^n), (W_2^n, B_2^n), \ldots, (W_L^n, B_L^n)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))
\end{align*}
\]
that

\[
P_n(\theta_1, \theta_2, \ldots, \theta_n) = \begin{pmatrix}
W_1^1 & 0 & 0 & \cdots & 0 & B_1^1 \\
0 & W_1^2 & 0 & \cdots & 0 & B_1^2 \\
0 & 0 & W_1^3 & \cdots & 0 & B_1^3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & W_1^n & B_1^n \\
\end{pmatrix},
\]

\[
P_2(\theta_1, \theta_2, \ldots, \theta_n) = \begin{pmatrix}
W_2^1 & 0 & 0 & \cdots & 0 & B_2^1 \\
0 & W_2^2 & 0 & \cdots & 0 & B_2^2 \\
0 & 0 & W_2^3 & \cdots & 0 & B_2^3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & W_2^n & B_2^n \\
\end{pmatrix}, \quad \ldots,
\]

\[
P_L(\theta_1, \theta_2, \ldots, \theta_n) = \begin{pmatrix}
W_L^1 & 0 & 0 & \cdots & 0 & B_L^1 \\
0 & W_L^2 & 0 & \cdots & 0 & B_L^2 \\
0 & 0 & W_L^3 & \cdots & 0 & B_L^3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & W_L^n & B_L^n \\
\end{pmatrix}
\]

(cf. Definition 2.1).

**Lemma 2.6** Let \(a \in C(\mathbb{R}, \mathbb{R})\) be the activation function and let \(n \in \mathbb{N}, \theta = (\theta_1, \theta_2, \ldots, \theta_n) \in \mathcal{N}^n\) satisfy \(\mathcal{L}(\theta_1) = \mathcal{L}(\theta_2) = \cdots = \mathcal{L}(\theta_n)\) (cf. Definition 2.1). Then

i) it holds that

\[
\mathcal{D}(P_n(\theta)) = \left(\sum_{j=1}^n \mathcal{D}_0(\theta_j), \sum_{j=1}^n \mathcal{D}_1(\theta_j), \ldots, \sum_{j=1}^n \mathcal{D}_L(\theta_j)\right)
\]

and

ii) it holds that for all \(x_1 \in \mathbb{R}^{\mathcal{T}(\theta_1)}, x_2 \in \mathbb{R}^{\mathcal{T}(\theta_2)}, \ldots, x_n \in \mathbb{R}^{\mathcal{T}(\theta_n)}\) that

\[
(R_a(P_n(\theta)))(x_1, x_2, \ldots, x_n) = ((R_a\theta_1)(x_1), (R_a\theta_2)(x_2), \ldots, (R_a\theta_n)(x_n))
\]

(cf. Definitions 2.2 and 2.5).

The second statement in Lemma 2.6 above shows the natural property that the realization of parallelized FNNs is the parallelization of the realizations of the FNNs and the first statement allows us to conclude the complexity bounds in Lemma 2.9 below.

**Definition 2.7 (Matrix multiplications of FNNs)** Let \(L \in \mathbb{N}, l_0, l_1, \ldots, l_L, n \in \mathbb{N}, \theta = ((W_1, B_1), (W_2, B_2), \ldots, (W_L, B_L)) \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))\), \(W \in \mathbb{R}^{n \times L}, \theta \in \mathbb{R}^{l_0 \times n}\). Then we denote by \(W \oplus \theta \in \mathcal{N}\) and \(\theta \oplus W \in \mathcal{N}\) the FNNs given by

\[
W \oplus \theta = ((W_1, B_1), (W_2, B_2), \ldots, (W_{L-1}, B_{L-1}), (WW_L, WB_L))
\]

and

\[
\theta \oplus W = ((W_1W, B_1), (W_2, B_2), \ldots, (W_L, B_L))
\]

(cf. Definition 2.1).
The next result shows that the matrix multiplications of an FNN correspond to the linear projection of the output, respectively input, with the multiplied matrix.

Lemma 2.8 Let \( a \in C(\mathbb{R}, \mathbb{R}) \) and let \( \theta \in \mathcal{N} \) (cf. Definition 2.1). Then

i) it holds for all \( m \in \mathbb{N} \), \( W \in \mathbb{R}^{m \times O(\theta)} \) that \( R_a(W \odot \theta) \in C(\mathbb{R}^{I(\theta)}, \mathbb{R}^m) \),

ii) it holds for all \( m \in \mathbb{N} \), \( W \in \mathbb{R}^{m \times O(\theta)} \), \( x \in \mathbb{R}^{I(\theta)} \) that

\[
(R_a(W \odot \theta))(x) = W(R_a(\theta)(x)), \tag{2.12}
\]

iii) it holds for all \( n \in \mathbb{N} \), \( W \in \mathbb{R}^{I(\theta) \times n} \) that \( R_a(\theta \odot W) \in C(\mathbb{R}^n, \mathbb{R}^{O(\theta)}) \), and

iv) it holds for all \( n \in \mathbb{N} \), \( W \in \mathbb{R}^{I(\theta) \times n} \), \( x \in \mathbb{R}^n \) that

\[
(R_a(\theta \odot W))(x) = R_a(\theta(Wx)) \tag{2.13}
\]

(cf. Definitions 2.2 and 2.7).

Lemma 2.9 (Sum of FNNs with same architecture) Let \( a \in C(\mathbb{R}, \mathbb{R}) \), \( M \in \mathbb{N} \), \( h_1, h_2, \ldots, h_M \in \mathbb{R} \) and let \( (\theta_m)_{m \in \{1, 2, \ldots, M\}} \in \mathcal{N} \) satisfy that \( D(\theta_1) = D(\theta_2) = \cdots = D(\theta_M) \) (cf. Definition 2.1). Then there exists \( \psi \in \mathcal{N} \) such that for all \( x \in \mathbb{R}^{I(\theta_1)} \) it holds that \( R_a \psi \in C(\mathbb{R}^{I(\theta_1)}, \mathbb{R}^{O(\theta_1)}) \), \( P(\psi) \leq M^2 P(\theta_1) \), and

\[
(R_a \psi)(x) = \sum_{m=1}^{M} h_m [R_a \theta_m(x)] \tag{2.14}
\]

(cf. Definition 2.2).

The proof of Lemma 2.9 follows from Lemma 2.6 and Lemma 2.8, see, e.g., [20, Lemma 5.4] for further details. Lemma 2.9 assures the existence of an FNN whose realization is equal to a weighted sum of other FNNs with same architecture. This lemma is used to obtain a similar result for ResNets in Lemma 3.9 in Section 3 below, which in turn, allows us to apply Monte Carlo type estimates using ResNets.
3 Residual networks (ResNets)

In the following section we present definitions and results on ResNets analogous to the ones for FNNs which we recalled in Section 2 above. The main difference between FNNs as introduced in Section 2 and general ResNets is the shortcut connection between different layers, see He et al. [17]. There are several different architectures of ResNets, see, e.g., [2, 5, 6, 17, 18, 23, 26, 31]. In this article, we present a definition inspired by [18, 23], where ResNets are designed as a sequence of FNNs and corresponding shortcut connections. This shortcut connections are realized by linear projections of the output from the previous step (cf. Definition 3.2 below).

**Definition 3.1 (ResNet)** We denote the set of all ResNets by

\[ \mathcal{N} := \cup_{n \in \mathbb{N}} \mathcal{N}_n, \]

where for every \( n \in \mathbb{N} \),

\[ \mathcal{N}_n := \cup_{(d_0, d_1, \ldots, d_n) \in \mathbb{N}^{n}} \left\{ (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n) \mid \begin{array}{l}
\theta_k \in \mathcal{N} \text{ is such that } \\
\mathcal{I}(\theta_k) = d_{k-1}, \mathcal{O}(\theta_k) = d_k, \\
\text{and } \Gamma_k \in \mathbb{R}^{d_k \times d_{k-1}} \forall k \in \{1, 2, \ldots, n\} 
\end{array} \right\} \]

(cf. Definition 2.1). Let \( n \in \mathbb{N} \), \( d_0, d_1, d_2, \ldots, d_n \in \mathbb{N} \), and let the ResNet \( \Theta \in \mathcal{N} \) be given by

\[ \Theta = (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n), \]

where for every \( k \in \{1, 2, \ldots, n\} \) we have \( \mathcal{I}(\theta_k) = d_{k-1}, \mathcal{O}(\theta_k) = d_k \), and \( \Gamma_k \in \mathbb{R}^{d_k \times d_{k-1}} \). We call \( \theta = (\theta_1, \theta_2, \ldots, \theta_n) \in \mathcal{N}^n \) the residual blocks of \( \Theta \). Moreover, we denote by \( \mathcal{L}, \mathcal{P} : \mathcal{N} \rightarrow \mathbb{N} \) the functions which satisfy \( \mathcal{L}(\Theta) = n \), \( \mathcal{P}(\Theta) = \sum_{i=1}^{n}(\mathcal{P}(\theta_i) + \mathcal{O}_{\theta_i}) \) (cf. Definition 2.1). We call \( \mathcal{L}(\Theta) \) the length of \( \Theta \) and \( \mathcal{P}(\Theta) \) the complexity of \( \Theta \). Furthermore, we denote by \( \mathcal{P} : \mathcal{N} \rightarrow \cup_{L \in \mathbb{N}} \mathbb{N}^L \) the function which satisfies \( \mathcal{P}(\Theta) = (d_0, d_1, \ldots, d_{\mathcal{L}(\Theta)}) \).

**Definition 3.2 (Realization of ResNets)** Let \( a \in C(\mathbb{R}, \mathbb{R}) \). Then we denote by \( \mathcal{R}_a : \mathcal{N} \rightarrow \cup_{a \in \mathbb{N} C(\mathbb{R}^n, \mathbb{R}^n)} \) the function which satisfies for all

\[ \Theta = (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n) \in \mathcal{N} \]

and \( x_0 \in \mathbb{R}^{\mathcal{I}(\theta_1)}, x_1 \in \mathbb{R}^{\mathcal{I}(\theta_2)} = \mathbb{R}^{\mathcal{O}(\theta_1)}, \ldots, x_n \in \mathbb{R}^{\mathcal{O}(\theta_n)} \) with

\[ x_i = \Gamma_i x_{i-1} + \mathcal{R}_a \theta_i (x_{i-1}) \tag{3.1} \]

for all \( i \in \{1, 2, \ldots, n\} \), that \( (\mathcal{R}_a \Theta)(x_0) = x_n \) (cf. Definitions 2.1, 2.2, and 3.1). We call \( a \in C(\mathbb{R}, \mathbb{R}) \) the activation function and the function \( \mathcal{R}_a \Theta \in C(\mathbb{R}^{\mathcal{I}(\theta_1)}, \mathbb{R}^{\mathcal{O}(\theta_n)}) \) the realization of the ResNet \( \Theta \in \mathcal{N} \).

Figure 2 illustrates the realization of a ResNet as introduced in Definition 3.2.

```
\begin{figure}[h]
\centering
\begin{tikzpicture}
  \node[draw, circle] (1) {\Gamma_1};
  \node[draw, circle] (2) [right of=1] {\Gamma_2};
  \node[draw, circle] (3) [right of=2] {\Gamma_3};
  \node[draw, circle] (4) [right of=3] {\Gamma_{n-1}};
  \node[draw, circle] (5) [right of=4] {\Gamma_n};
  \node [below of=1, yshift=-0.5cm, xshift=-0.5cm] (x) {Input \( x_0 \)};
  \node [below of=5, yshift=-0.5cm, xshift=-0.5cm] (y) {Output \( x_n \)};
  \node [below of=1, yshift=-0.5cm, xshift=0.5cm] (t1) {\theta_1};
  \node [below of=2, yshift=-0.5cm, xshift=0.5cm] (t2) {\theta_2};
  \node [below of=3, yshift=-0.5cm, xshift=0.5cm] (tn) {\theta_{n-1}};
  \node [below of=5, yshift=-0.5cm, xshift=0.5cm] (tn) {\theta_n};
  \draw[->] (1) -- (t1);
  \draw[->] (t1) -- (2);
  \draw[->] (2) -- (t2);
  \draw[->] (t2) -- (3);
  \draw[->] (3) -- (tn);
  \draw[->] (tn) -- (4);
  \draw[->] (4) -- (5);
  \node [below of=1, yshift=-0.5cm, xshift=0.5cm] (x) {Input \( x_0 \)};
  \node [below of=5, yshift=-0.5cm, xshift=-0.5cm] (y) {Output \( x_n \)};
\end{tikzpicture}
\caption{Realization of a ResNet.}
\end{figure}
```

Note that in our definition of a ResNet we only allow shortcuts over one FNN. If \( d_0 = d_1 = \cdots = d_n \), this definition suits the Euler-Maruyama type approximation when setting the shortcut matrices \( \Gamma_i \) to the identity matrices.
Definition 3.3 (Composition of ResNets) Let \( n, m \in \mathbb{N} \) and let the ResNets \( \Theta^1 = (\Gamma^1_1, \theta^1_1, \Gamma^1_2, \theta^1_2, \ldots, \Gamma^1_n, \theta^1_n), \Theta^2 = (\Gamma^2_1, \theta^2_1, \Gamma^2_2, \theta^2_2, \ldots, \Gamma^2_m, \theta^2_m) \in \mathcal{N} \) satisfy \( \mathcal{O}(\theta^1_n) = \mathcal{I}(\theta^2_1) \) (cf. Definitions 2.1 and 3.1). Then we define the composition of \( \Theta^1 \) and \( \Theta^2 \) by

\[
\Theta^2 \circ \Theta^1 := (\Gamma^1_1, \theta^1_1, \Gamma^1_2, \theta^1_2, \ldots, \Gamma^1_n, \theta^1_n, \Gamma^2_1, \theta^2_1, \Gamma^2_2, \theta^2_2, \ldots, \Gamma^2_m, \theta^2_m) \in \mathcal{N}.
\]

Note that under the condition that \( \mathcal{O}(\theta^1_n) \), the output dimension of \( \Theta^1 \), is equal to \( \mathcal{I}(\theta^2_1) \), the input dimension of \( \Theta^2 \), the composition \( \Theta^2 \circ \Theta^1 \) is well defined and again a ResNet. The following result, Lemma 3.4 below, shows the natural property that the realization of two composed ResNets is the composition of the realizations of these two ResNets.

Lemma 3.4 Let \( n, m \in \mathbb{N}, a \in C(\mathbb{R}, \mathbb{R}) \), and let \( \Theta^1 = (\Gamma^1_1, \theta^1_1, \Gamma^1_2, \theta^1_2, \ldots, \Gamma^1_n, \theta^1_n), \Theta^2 = (\Gamma^2_1, \theta^2_1, \Gamma^2_2, \theta^2_2, \ldots, \Gamma^2_m, \theta^2_m) \in \mathcal{N} \) satisfy \( \mathcal{O}(\theta^1_n) = \mathcal{I}(\theta^2_1) \) (cf. Definitions 2.1 and 3.1). Then the following properties hold

i) \( \mathcal{R}_a(\Theta^2 \circ \Theta^1) = \mathcal{R}_a(\Theta^2) \circ \mathcal{R}_a(\Theta^1) \),

ii) \( \mathcal{P}(\Theta^2 \circ \Theta^1) = \mathcal{P}(\Theta^2) + \mathcal{P}(\Theta^1) \)

(cf. Definitions 3.2 and 3.3).

**Proof.** To show statement i), for arbitrary \( x_0 \in \mathbb{R}^{\mathcal{I}(\theta^1)} \) let us define \( x_i := \Gamma^1_i x_{i-1} + (\mathcal{R}_a \theta^1_i)(x_{i-1}) \) for all \( i \in \{1, 2, \ldots, n\} \) and \( x_j := \Gamma^2_{j-n} x_{j-1} + (\mathcal{R}_a \theta^2_{j-n})(x_{j-1}) \) for all \( j \in \{n+1, n+2, \ldots, n+m\} \). Then

\[
[\mathcal{R}_a(\Theta^2 \circ \Theta^1)](x_0) = x_{n+m} = [\mathcal{R}_a(\Theta^2)](x_n) = [\mathcal{R}_a(\Theta^2)] [\mathcal{R}_a(\Theta^1)](x_0) = [\mathcal{R}_a(\Theta^2) \circ \mathcal{R}_a(\Theta^1)](x_0).
\]

For statement ii) note that

\[
\mathcal{P}(\Theta^2 \circ \Theta^1) = \sum_{j=1}^m (\mathcal{P}(\theta^2_j) + d^2_j d^2_{j-1}) + \sum_{i=1}^n (\mathcal{P}(\theta^1_i) + d^1_i d^1_{i-1})
\]

\[
= \mathcal{P}(\Theta^1) + \mathcal{P}(\Theta^2),
\]

where \( d^1_0, d^1_1, d^1_2, \ldots, d^1_n, d^2_0, d^2_1, \ldots, d^2_m \in \mathbb{N} \) satisfy \( \forall i \in \{1, 2, \ldots, n\}: \mathcal{I}(\theta^1_i) = d^1_{i-1}, \mathcal{O}(\theta^1_i) = d^1_i \) and \( \forall j \in \{1, 2, \ldots, m\}: \mathcal{I}(\theta^2_j) = d^2_{j-1}, \mathcal{O}(\theta^2_j) = d^2_j \). The proof of Lemma 3.4 is completed. \( \Box \)

Next we define the composition of a ResNet with a standard FNN.

Definition 3.5 (Composition of a ResNet with an FNN) Let \( n \in \mathbb{N}, \Theta = (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n) \in \mathcal{N}, \) and \( \phi \in \mathcal{N} \) with \( \mathcal{I}(\phi) = \mathcal{O}(\theta_n) \) (cf. Definitions 2.1 and 3.1). Moreover, let \( A \in \mathbb{R}^{\mathcal{O}(\phi) \times \mathcal{I}(\phi)} \) be the matrix with only zero entries. Then we define the composition of \( \phi \) and \( \Theta \) by

\[
\phi \circ \Theta := (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n, A, \phi).
\]

Observe that under the assumption that \( \mathcal{O}(\theta_n) \), the output dimension of \( \Theta \), is equal to \( \mathcal{I}(\phi) \), the input dimension of \( \phi \), the composition \( \phi \circ \Theta \) is well defined and again a ResNet. Similarly, to Lemma 3.4 above, the next result demonstrates that the realization of the composition of a ResNet with an FNN is the composition of the realizations of this ResNet and FNN.

Lemma 3.6 Let \( n \in \mathbb{N}, a \in C(\mathbb{R}, \mathbb{R}), \Theta = (\Gamma_1, \theta_1, \Gamma_2, \theta_2, \ldots, \Gamma_n, \theta_n) \in \mathcal{N}, \) and \( \phi \in \mathcal{N} \) with \( \mathcal{I}(\phi) = \mathcal{O}(\theta_n) \) (cf. Definitions 2.1 and 3.1). Then the following two properties hold
\[ \mathcal{R}_a(\phi \circ \Theta) = [\mathcal{R}_a(\phi)] \circ [\mathcal{R}_a(\Theta)], \]

\[ \mathcal{P}(\phi \circ \Theta) = \mathcal{P}(\Theta) + \mathcal{P}(\phi) + \mathcal{I}(\phi)\mathcal{O}(\phi) \]

(cf. Definitions 3.2, 3.5, and 2.2).

**Proof.** Let \( A \in \mathbb{R}^{\Omega(\phi) \times I(\phi)} \) be the matrix with only zero entries. The statements follow directly from Lemma 3.4 and using the fact \( \phi \circ \Theta = (A, \phi) \circ \Theta \) (cf. Definition 3.3).

The above Definition 3.5 and Lemma 3.6 are important to connect FNNs to our theory about ResNets. Setting the shortcut connection to zero allows us to compose ResNets with FNNs and obtain the natural property that the realization of the composition of a ResNet and an FNN is the composition of the realization of a ResNet and an FNN.

The next definition presents the parallelization of ResNets analogous to Definition 2.5.

**Definition 3.7 (Parallelization of ResNets with same architecture)** Let \( u \in \mathbb{N} \) and \( \Theta^j := (\Gamma_1^j, \theta_1^j, \Gamma_2^j, \theta_2^j, \ldots, \Gamma_n^j, \theta_n^j) \in \mathcal{N} \) for all \( j \in \{1, 2, \ldots, u\} \) and some \( n \in \mathbb{N} \) (cf. Definition 3.1). Moreover, assume that \( D(\theta_1^i) = \cdots = D(\theta_u^i) \) for all \( i \in \{1, 2, \ldots, n\} \) (cf. Definition 2.1). Then we define

\[ \mathcal{P}_u(\Theta^1, \Theta^2, \ldots, \Theta^u) := \left( \begin{array}{cccc}
\Gamma_1^1 & 0 & \cdots & 0 \\
0 & \Gamma_1^2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_1^u \\
\end{array} \right), \mathcal{P}_u(\theta_1^1, \theta_2^1, \ldots, \theta_1^1), \\
\left( \begin{array}{cccc}
\Gamma_2^1 & 0 & \cdots & 0 \\
0 & \Gamma_2^2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_2^u \\
\end{array} \right), \mathcal{P}_u(\theta_2^1, \theta_2^2, \ldots, \theta_2^u), \ldots, \\
\left( \begin{array}{cccc}
\Gamma_n^1 & 0 & \cdots & 0 \\
0 & \Gamma_n^2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_n^u \\
\end{array} \right), \mathcal{P}_u(\theta_n^1, \theta_n^2, \ldots, \theta_n^u) \right) \]

(cf. Definition 2.5).

Note that the above condition \( \forall i \in \{1, 2, \ldots, n\}: D(\theta_1^i) = D(\theta_2^i) = \cdots = D(\theta_u^i) \) ensures that for \( D(\Theta^1) = (d_0, d_1, \ldots, d_n) \) we have, for all \( i \in \{1, 2, \ldots, n\} \),

\[ \left( \begin{array}{cccc}
\Gamma_1^i & 0 & \cdots & 0 \\
0 & \Gamma_2^i & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_u^i \\
\end{array} \right) \in \mathbb{R}^{ud_i \times ud_i-1} \]

and, by Lemma 2.6, we get \( \mathcal{R}_a(\mathcal{P}_u(\theta_1^i, \ldots, \theta_i^i)) \in C(\mathbb{R}^{ud_i-1}, \mathbb{R}^{ud_i}) \). Thus \( \mathcal{P}_u \) is well defined and is a ResNet.

The next lemma shows a natural property that the realization of a parallelized ResNets is equal to the vector of the realizations of these ResNets.

**Lemma 3.8** Let \( n, u \in \mathbb{N} \), \( a \in C(\mathbb{R}, \mathbb{R}) \), let \( \Theta^j := (\Gamma_1^j, \theta_1^j, \Gamma_2^j, \theta_2^j, \ldots, \Gamma_n^j, \theta_n^j) \in \mathcal{N}, j \in \{1, 2, \ldots, u\} \), satisfy \( D(\theta_1^i) = D(\theta_2^i) = \cdots = D(\theta_u^i) \) for all \( i \in \{1, 2, \ldots, n\} \), and let \( x_0^1, x_0^2, \ldots, x_0^u \in \mathbb{R}^{I(\theta_1^1)} \) (cf. Definitions 2.1 and 3.1). Then
i) \[ \mathcal{R}_a(\mathbb{P}_u(\Theta^1, \Theta^2, \ldots, \Theta^u))(x_{0}^1, x_{0}^2, \ldots, x_{0}^u) = ((\mathcal{R}_a \Theta^1)(x_{0}^1), (\mathcal{R}_a \Theta^2)(x_{0}^2), \ldots, (\mathcal{R}_a \Theta^u)(x_{0}^u)), \]

ii) \[ \mathcal{P}(\mathbb{P}_u(\Theta^1, \Theta^2, \ldots, \Theta^u)) \leq u^2 \mathcal{P}(\Theta^1) \]

(cf. Definitions 3.2 and 3.7).

**Proof.** Let \( d_0, d_1, d_2, \ldots, d_n \in \mathbb{N} \) satisfy for all \( j \in \{1, 2, \ldots, u\} \) that \( \mathcal{D}(\Theta^j) = (d_0, d_1, d_2, \ldots, d_n) \) and let \( z_0 \in \mathbb{R}^{ud_0}, z_i \in \mathbb{R}^{ud_i}, x_i \in \mathbb{R}^{d_i} \) be given for all \( i \in \{1, 2, \ldots, n\}, j \in \{1, 2, \ldots, u\} \) by

\[
\begin{align*}
\begin{pmatrix}
x_0^1 \\
x_0^2 \\
\vdots \\
x_0^u
\end{pmatrix} & = z_0 \\
\begin{pmatrix}
\Gamma^1_i & 0 & \cdots & 0 \\
0 & \Gamma^2_i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma^u_i
\end{pmatrix} 
\begin{pmatrix}
x^1_{i-1} \\
x^2_{i-1} \\
\vdots \\
x^u_{i-1}
\end{pmatrix}
+ [\mathcal{R}_a(\mathbb{P}_u(\theta^1_i, \theta^2_i, \ldots, \theta^u_i))](z_{i-1}),
\end{align*}
\]

\[
x_i^j = \Gamma^j_i x^j_{i-1} + (\mathcal{R}_a \theta^j_i)(x^j_{i-1})
\]

(cf. Definitions 2.2 and 2.5). We observe that it is enough to show \( z_i = (x_1^1, x_1^2, \ldots, x^u_i) \) for all \( i \in \{1, 2, \ldots, n\} \). Applying Lemma 2.6 to every parallelized residual block yields inductively

\[
\begin{align*}
\begin{pmatrix}
x^1_{i-1} \\
x^2_{i-1} \\
\vdots \\
x^u_{i-1}
\end{pmatrix} & = \begin{pmatrix}
\Gamma^1_i & 0 & \cdots & 0 \\
0 & \Gamma^2_i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma^u_i
\end{pmatrix} 
\begin{pmatrix}
x^1_{i-1} \\
x^2_{i-1} \\
\vdots \\
x^u_{i-1}
\end{pmatrix} + [\mathcal{R}_a(\mathbb{P}_u(\theta^1_i, \theta^2_i, \ldots, \theta^u_i))]
\end{align*}
\]

For statement ii) we use again Lemma 2.6 and obtain

\[
\mathcal{P}(\mathbb{P}_u(\Theta^1, \Theta^2, \ldots, \Theta^u)) = \sum_{i=1}^{n} [\mathcal{P}(\mathbb{P}_u(\theta^1_i, \theta^2_i, \ldots, \theta^u_i))] + u d_i d_{i-1} \\
\leq u^2 \left( \sum_{i=1}^{n} [\mathcal{P}(\theta^1_i)] + d_i d_{i-1} \right) = u^2 \mathcal{P}(\Theta^1). \quad \square
\]

A simple consequence of Lemma 3.8 is the next result, Lemma 3.9 below, about the sum of ResNets. In Section 4, Lemma 3.9 allows us to construct ResNets representing Monte Carlo type approximations.

**Lemma 3.9** Let \( a \in C(\mathbb{R}, \mathbb{R}), u, n \in \mathbb{N}, h_1, h_2, \ldots, h_u \in \mathbb{R} \) and let \( \Theta^j := (\Gamma^1_i, \theta^1_i, \Gamma^2_i, \theta^2_i, \ldots, \Gamma^u_i, \theta^u_i) \in \mathcal{N}, j \in \{1, 2, \ldots, u\}, \) satisfy \( \mathcal{D}(\theta^j_i) = \mathcal{D}(\theta^j_i) = \cdots = \mathcal{D}(\theta^u_i) \) for all \( i \in \{1, 2, \ldots, n\}, \) i.e., all the \( i \)-th residual blocks have the same architecture (cf. Definitions 2.1 and 3.1). Then there exists a ResNet \( \psi \in \mathcal{N} \) such that for all \( x_0 \in \mathbb{R}^{\mathcal{D}(\theta^1_i)} \)

\[
(\mathcal{R}_a \psi)(x_0) = \sum_{j=1}^{u} h_j ((\mathcal{R}_a \Theta^j)(x_0))
\]

and \( \mathcal{P}(\psi) \leq u^2 \mathcal{P}(\Theta^1) \) (cf. Definition 3.2).
Proof. Let $d_0, d_1, d_2, \ldots, d_n \in \mathbb{N}$ satisfy for all $j \in \{1, 2, \ldots, u\}$ that $\mathcal{D}(\Theta^j) = (d_0, d_1, d_2, \ldots, d_n)$ and set

$$
\psi := \begin{pmatrix}
\Gamma_1^1 & 0 & \cdots & 0 \\
0 & \Gamma_1^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_1^n
\end{pmatrix}
A_1, \ P_u(\theta_1^1, \theta_2^1, \ldots, \theta_u^1) \otimes A_1,

\begin{pmatrix}
\Gamma_2^1 & 0 & \cdots & 0 \\
0 & \Gamma_2^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_2^n
\end{pmatrix}
A_2 \begin{pmatrix}
\Gamma_n^1 & 0 & \cdots & 0 \\
0 & \Gamma_n^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_n^u
\end{pmatrix}
A_2 \otimes P_u(\theta_1^2, \theta_2^2, \ldots, \theta_u^2),$

where $A_1 \in \mathbb{R}^{u_0 \times d_0}$ and $A_2 \in \mathbb{R}^{d_0 \times u_0 \times d_0}$. Moreover, let us set

$$
A_1 = \begin{pmatrix} I_{d_0} \\
\vdots \\
I_{d_0} \end{pmatrix}, \ A_2 = \begin{pmatrix} h_1 \ I_{d_n} & \ldots & h_u \ I_{d_n} \end{pmatrix}
$$

(cf. Notation 0.3 and Definitions 2.5 and 2.7). Moreover, let us set

$$
z_0 := x_0,
$$

$$
z_1 := \begin{pmatrix}
\Gamma_1^1 & 0 & \cdots & 0 \\
0 & \Gamma_1^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_1^n
\end{pmatrix}
A_1 z_0 + [\mathcal{R}_u(P_u(\theta_1^1, \theta_2^1, \ldots, \theta_u^1))](A_1 z_0)
$$

$$
A_1 \begin{pmatrix}
x_0 \\
x_0 \\
x_0 \\
\vdots \\
x_0
\end{pmatrix} + [\mathcal{R}_u(P_u(\theta_1^1, \theta_2^1, \ldots, \theta_u^1))]
A_1 \begin{pmatrix}
x_0 \\
x_0 \\
x_0 \\
\vdots \\
x_0
\end{pmatrix},
$$

$$
z_i := \begin{pmatrix}
\Gamma_i^1 & 0 & \cdots & 0 \\
0 & \Gamma_i^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_i^n
\end{pmatrix} z_{i-1} + [\mathcal{R}_u(P_u(\theta_1^i, \theta_2^i, \ldots, \theta_u^i))](z_{i-1})
$$

for all $i \in \{2, \ldots, n-1\}$. Let $x_i^j \in \mathbb{R}^{d_i}$ with $x_i^j = \Gamma_i^j x_{i-1}^j + (\mathcal{R}_u \theta_i^j)(x_i^{j-1})$ for all $i \in \{1, 2, \ldots, n\}$,
\( j \in \{1, 2, \ldots, u\} \) and thus, by Lemma 2.6 and Lemma 2.8,

\[
(\mathcal{R}_a \psi)(x_0) = A_2 \left( \begin{array}{cccc}
\Gamma_1^n & 0 & \cdots & 0 \\
0 & \Gamma_2^n & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma_n^n
\end{array} \right) z_{n-1} + A_2[\mathcal{R}_a(\mathcal{P}_u(\theta_1^n, \theta_2^n, \ldots, \theta_u^n))(z_{n-1})]
\]

\[
= \left[ \sum_{j=1}^u h_j \Gamma_j^n x_j^{n-1} \right] + \left[ \sum_{j=1}^u h_j[(\mathcal{R}_a \theta_j^n)(x_j^{n-1})] \right]
\]

\[
= \sum_{j=1}^u h_j[\Gamma_j^n x_j^{n-1} + (\mathcal{R}_a \theta_j^n)(x_j^{n-1})] = \sum_{j=1}^u h_j[(\mathcal{R}_a \Theta_j)(x_0)],
\]

where we used \((\mathcal{R}_a \Theta_j)(x_0) = \Gamma_j^n x_j^{n-1} + (\mathcal{R}_a \theta_j^n)(x_j^{n-1})\) for all \( j \in \{1, 2, \cdots, u\} \). Let \( \mathcal{D}(\theta_i^n) = \mathcal{D}(\theta_i^2) = \cdots = \mathcal{D}(\theta_i^n) = (d_{i-1}, l_1, l_2, \ldots, d_i) \in \mathcal{N}^{\theta_i^n} \) for all \( i \in \{1, 2, \cdots, n\} \). Using Lemma 2.6 yields that

\[
\mathcal{P}(\psi) = \mathcal{P}(\mathcal{P}_u(\theta_1^n, \theta_2^n, \ldots, \theta_u^n) \oplus A_1) + ud_1 d_0 + \sum_{i=2}^{n-1} (\mathcal{P}(\mathcal{P}_u(\theta_1^n, \theta_2^n, \ldots, \theta_i^n)) + ud_i ud_{i-1})
\]

\[
+ \mathcal{P}(A_2 \oplus \mathcal{P}_u(\theta_1^n, \theta_2^n, \ldots, \theta_u^n)) + d_n ud_{n-1}
\]

\[
= ul_1 d_0 + ul_1^n + \left[ \sum_{j=2}^{\ell(\theta_1^n)-1} (ul_j^n ul_{j-1} + ul_j) \right] + ud_i ul_{\ell(\theta_i^n)-1} + ud_i
\]

\[
+ ud_1 d_0 + \sum_{i=2}^{n-1} (\mathcal{P}(\mathcal{P}_u(\theta_1^n, \theta_2^n, \ldots, \theta_i^n)) + ud_i ud_{i-1})
\]

\[
+ ul_1^n ud_n + ul_1^n + \left[ \sum_{j=2}^{\ell(\theta_1^n)-1} (ul_j^n ul_{j-1} + ul_j) \right] + d_n ul_{\ell(\theta_n^n)-1} + d_n + d_n ud_{n-1}
\]

\[
\leq u^2 \mathcal{P}(\theta_1^n) + u^2 d_1 d_0 + \left[ \sum_{i=2}^{n-1} (u^2 \mathcal{P}(\theta_1^n) + u^2 d_i d_{i-1}) \right] + u^2 \mathcal{P}(\theta_n^n) + u^2 d_n d_{n-1}
\]

\[
\leq u^2 \left[ \sum_{i=1}^{n} (\mathcal{P}(\theta_1^n) + d_i d_{i-1}) \right] = u^2 \mathcal{P}(\Theta^n).
\]

\[ \square \]
4 ResNet approximations for Kolmogorov PDEs

In this section, we present with the Proposition 4.2, which is inspired by [20, Proposition 6.1], the main result of this article. Using results from [10, 20] we construct a perturbed Euler-Maruyama type approximation of a stochastic process which is linked to a solution of Kolmogorov PDE by the Feynman-Kac formula (see, e.g., [14, Theorem 4.16 & Corollary 4.17] and [20, Theorem 3.1]) and leads to a random field satisfying the desired weak error type approximation accuracy $\varepsilon > 0$. With the help of Lemma 2.1 in [20] we obtain the existence of a realization of this constructed random field with the desired approximation accuracy. We then apply the results obtained in Section 3 above to construct a ResNet with realization equal to the realization of the random field obtained. In the last step we derive an upper bound on the complexity of this constructed ResNet which is polynomially growing in the dimension of the PDE and the reciprocal of the approximation accuracy. In Corollary 4.3 we use Hölder’s inequality to extend the result of Proposition 4.2 from $p \in [2, \infty)$ to $p \in (0, \infty)$.

**Setting 4.1** Let $a \in C(\mathbb{R}, \mathbb{R})$ be an activation function, let $T, \kappa \in (0, \infty)$ be a finite time horizon and a positive constant, respectively, for every $d \in \mathbb{N}$ let $A_d = (a_{d,i,j})_{i,j \in \{1,2,\ldots,d\}} \in \mathbb{R}^{d \times d}$ symmetric and positive definite and let $\nu_d$ a probability measure on $\mathbb{R}^d$ w.r.t. the Borel $\sigma$-algebra. For every $d \in \mathbb{N}$, the initial condition and drift coefficient, denoted by $f_{0,d} : \mathbb{R} \to \mathbb{R}$ and $f_{1,d} : \mathbb{R}^d \to \mathbb{R}^d$, satisfy for all $x, y \in \mathbb{R}^d$

$$|f_{0,d}(x)| + \text{Trace}(A_d) \leq \kappa d^\kappa (1 + \|x\|^\kappa),$$

$$\|f_{1,d}(x) - f_{1,d}(y)\| \leq \kappa \|x - y\|.$$

Moreover, for every $\delta \in (0, 1]$, $d \in \mathbb{N}$ let $\phi^{0,d}_\delta, \phi^{1,d}_\delta \in \mathcal{N}$ be FNNs with $\mathcal{R}_d \phi^{0,d}_\delta \in C(\mathbb{R}^d, \mathbb{R})$, $\mathcal{R}_d \phi^{1,d}_\delta \in C(\mathbb{R}^d, \mathbb{R}^d)$ satisfying the growth conditions

$$|\mathcal{R}_d \phi^{0,d}_\delta(x) - \mathcal{R}_d \phi^{0,d}_\delta(y)| \leq \kappa d^\kappa (1 + \|x\|^\kappa + \|y\|^\kappa) \|x - y\|,$$

$$\|\mathcal{R}_d \phi^{1,d}_\delta(x)\| \leq \kappa (d^\kappa + \|x\|),$$

and assume that the realizations of $(\phi^{0,d}_\delta)_{\delta \in (0,1]}$ and $(\phi^{1,d}_\delta)_{\delta \in (0,1]}$ approximate $f_{0,d}$ and $f_{1,d}$ in the sense that for all $\delta \in (0, 1]$, $x \in \mathbb{R}^d$

$$|f_{0,d}(x) - \mathcal{R}_d \phi^{0,d}_\delta(x)| + \|f_{1,d}(x) - \mathcal{R}_d \phi^{1,d}_\delta(x)\| \leq \delta kd^\kappa (1 + \|x\|^\kappa) \quad \text{(4.2)}$$

(cf. Definitions 2.1 and 2.2).

We now state the main result of this article.

**Proposition 4.2** Assume Setting 4.1, let $\eta \in [1, \infty)$, $p \in [2, \infty)$, and assume the families of FNNs $(\phi^{0,d}_\delta)_{d \in \mathbb{N}, \delta \in (0,1]} \subseteq \mathcal{N}$ and $(\phi^{1,d}_\delta)_{d \in \mathbb{N}, \delta \in (0,1]} \subseteq \mathcal{N}$ satisfy

$$\mathcal{P}(\phi^{0,d}_\delta) + \mathcal{P}(\phi^{1,d}_\delta) \leq \kappa d^\kappa \delta^{-\kappa}, \quad d \in \mathbb{N}, \delta \in (0, 1]. \quad \text{(4.3)}$$

Moreover, for every $d \in \mathbb{N}$ assume $\int_{\mathbb{R}^d} \|z\|^{p(2\kappa+1)} \nu_d(dz) \leq \eta d^\eta$ and let $u_d : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ be an at most polynomially growing viscosity solution of

$$(\partial_t u_d)(t, x) = \langle (\nabla_x u_d)(t, x), f_{1,d}(x) \rangle + \sum_{i,j=1}^d a_{d,i,j}(\partial_{x_i} \partial_{x_j} u_d)(t, x) \quad \text{(4.4)}$$
for all \((t, x) \in (0, T) \times \mathbb{R}^d\) with the initial condition \(u_d(0, x) = f_{0,d}(x), x \in \mathbb{R}^d\). Then there exist \(\delta \in (0, 1]\) and a family of ResNets \((\psi_{d, \delta})_{d \in \mathbb{N}, \delta \in (0, 1]} \subseteq \mathcal{N}\) such that \(\mathcal{A}_d \psi_{d, \delta} \in C(\mathbb{R}^d, \mathbb{R}), \mathcal{P}(\psi_{d, \delta}) \leq cd^\delta \varepsilon^{-c}, \) and

$$
\left[\int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{A}_d \psi_{d, \delta})(x)|^p \nu_d(dx)\right]^{\frac{1}{p}} < \varepsilon
$$

(4.5)

for all \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) (cf. Definitions 3.1 and 3.2).

Note that the assumptions (4.3) & (4.2) imply that the functions \((f_{0,d})_{d \in \mathbb{N}}\) and \((f_{1,d})_{d \in \mathbb{N}}\) can be approximated with FNNs without suffering the CoD. This is crucial in constructing ResNets not suffering the CoD in approximating the solution functions \((u_d)_{d \in \mathbb{N}}\).

Our proof of Proposition 4.2 is similar to the proof of [20, Proposition 6.1]. Since the first part of our proof only uses results on Euler-Maruyama type approximations (cf. [20, Section 4]) and no FNN or ResNet specific results, we refer at some points to [20] for further details.

**Proof.** Let \(\iota := \max\{\kappa, 1\}\) and for every \(d \in \mathbb{N}, \delta \in (0, 1]\) let \(\mathcal{A}_d = \sqrt{2\mathcal{A}_d} \in \mathbb{R}^{d \times d}\) and \(\Phi_0^0, d : \mathbb{R}^d \to \mathbb{R}, \Phi_1^1, d : \mathbb{R}^d \to \mathbb{R}\) be given by

\[
\Phi_0^0, d(x) = (\mathcal{A}_d \Phi_0^0, d)(x), \quad \Phi_1^1, d(x) = (\mathcal{A}_d \Phi_1^1, d)(x), \quad x \in \mathbb{R}^d.
\]

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space rich enough such that we can define countably many independent standard \(\mathcal{F}\)-adapted Brownian motions \(W^{d, m, \nu} : [0, T] \times \Omega \to \mathbb{R}^d\) for \(d \in \mathbb{N}, m \in \mathbb{N}_0\), and define \(\mathcal{P}_{d, q} = \mathbb{E}[||A_d W_{T}^{d, 0, \nu}||_q^p] \in \mathbb{R}\) for all \(q \in (0, \infty)\). Furthermore, for every \(d \in \mathbb{N}, x \in \mathbb{R}^d\) let \(X^{d, x} : [0, T] \times \Omega \to \mathbb{R}^d\) be the process which satisfies

$$
X^{d, x}_t = x + \int_0^t f_{1,d}(X^{d, x}_s) ds + A_d W^{d, 0}_t, \quad t \in [0, T].
$$

(4.6)

Note that, e.g., by [20, Theorem 3.1] we get that these processes are indeed unique and satisfy

$$
u_d(T, x) = \mathbb{E}[f_{0,d}(X_T^{d, x})], \quad x \in \mathbb{R}^d, d \in \mathbb{N}.
$$

(4.7)

The connection (4.7) between the deterministic solutions of the PDEs (4.4) and the stochastic processes (4.6) leads us to the following proof structure.

i) In the first step we construct a family of perturbed Euler-Maruyama type approximations of the processes in (4.6).

ii) Using the values of these perturbed Euler-Maruyama type approximations at the final time \(T\) together with the relation (4.7), we can apply the weak error estimates presented in [20, Proposition 4.2] and a Monte Carlo type estimate to construct a random field which approximates (in expectation) a solution of the consider Kolmogorov PDE with a precision of at most \(\varepsilon > 0\).

iii) Lemma 2.1 in [20] then assures the existence of a realization of the constructed random field with this desired approximation accuracy.

iv) Using results from Section 3 we show that there exists a ResNet with realization equal to the obtained realization of the constructed random field.

v) In a last step we show that the complexity of the constructed ResNet grows at most polynomially in the dimension \(d \in \mathbb{N}\) and the reciprocal of the approximation accuracy \(\varepsilon > 0\).
Step i): To define the perturbed Euler-Maruyama type approximation we first define time discretization \( \chi_\delta : [0, T] \to [0, T] \) by

\[
\chi_\delta(t) := \delta^2 \max\left\{ N_0 \cap \left[ 0, \frac{t}{\delta^2} \right] \right\}, \quad t \in [0, T], \delta \in (0, 1],
\]
i.e., we use a stepsize of \( \delta^2 \) and \( \chi_\delta(t) + 1 \) is the number of steps made at time \( t \in [0, T] \). Then we define the perturbed Euler-Maruyama type approximation \( Y_{\delta,d,m,x} : [0, T] \times \Omega \to \mathbb{R}^d \) iteratively by

\[
Y_{\delta,d,m,x}^\delta(t) := x + \int_0^t \Phi_{\delta,d}(Y_{\chi_\delta(s)}^\delta) \, ds + \mathcal{A}_d W_{\delta,d}^{m,x}
\]
for all \( \delta \in (0, 1], d, m \in \mathbb{N}, x \in \mathbb{R}^d, t \in [0, T] \) (cf. [20, Section 4]). Note that we consider the Euler-Maruyama type approximation with the drift coefficient \( \Phi_{\delta,d} \) instead of \( f_{1,d} \) and call it perturbed Euler-Maruyama type approximation, because we approximate \( f_{1,d} \) with the FNN realizations \( \Phi_{\delta,d}^{1,d} \) which may, in general, differ from \( f_{1,d} \). However, the assumption (4.2) ensures that the functions \( \Phi_{\delta,d}^{1,d} \) approximate \( f_{1,d} \) well in the sense of (4.2).

Step ii): [20, Lemmas 4.1 & 4.2], (4.7), the weak error estimates presented in [20, Proposition 4.2], and a Monte Carlo type estimate (cf. [10, Corollary 2.5]) yield for every \( d \in \mathbb{N}, \varepsilon \in (0, 1] \) the existence of the random field

\[
\frac{1}{M_{d,\varepsilon}} \left[ \sum_{n=1}^{M_{d,\varepsilon}} \Phi_{\delta,d}^{0,d} \left( Y_T^{\mathcal{D}_{d,\varepsilon},d,m,x} \right) \right] \colon \mathbb{R}^d \times \Omega \to \mathbb{R}
\]
satisfying

\[
\int_{\mathbb{R}^d} \mathbb{E} \left[ \left| u_d(T, x) - \frac{1}{M_{d,\varepsilon}} \left[ \sum_{n=1}^{M_{d,\varepsilon}} \Phi_{\delta,d}^{0,d} \left( Y_T^{\mathcal{D}_{d,\varepsilon},d,m,x} \right) \right] \right|^p \nu_d(dx) < \varepsilon^p,
\]
(4.10)
for more details see [20, pages 1193-1198]). In this step we used \( M_{d,\varepsilon} \) independent perturbed Euler-Maruyama type approximations with step size \( \mathcal{D}_{d,\varepsilon} \), where

\[
M_{d,\varepsilon} := \min \left\{ n \in \mathbb{N} : \left( \frac{2^{(\kappa+4)}p\kappa d^p e^{\kappa^2 T}}{\varepsilon} \right)^2 \left[ 1 + \left( \kappa d^p T + \sqrt{2(pt - 1)\kappa d^p T} \right)^{p^k} + \eta d^p \right]^{\frac{1}{p^k}} \leq n \right\}
\]
and

\[
\mathcal{D}_{d,\varepsilon} := \varepsilon \left[ \max\{2\kappa d^p, 1\} + T^{-\frac{1}{2}} \right]^{-1} e^{-\left(3+3\kappa+\kappa^2+2\kappa+2\kappa+2\kappa^2+2\kappa^2\right)T} \left( \max\{1, 2\kappa (\kappa + 1) d^p\} \right)^{-1} 2^{-(2\kappa+1)} \left[ 2 + \max\{1, \kappa d^p, \|f_{1,d}(0)\|\} \right] \left( \max\{1, T\} + \sqrt{2(2t - 1)\kappa d^p T} \right)^{p+1} + \eta d^p \right]^{\frac{1}{2}}.
\]
Note that \( \mathcal{D}_{d,\varepsilon} \leq 1 \) for all \( d \in \mathbb{N}, \varepsilon \in (0, 1] \).

Step iii): Lemma 2.1 in [20] together with (4.10) assures that there exists (a not necessarily unique) \( \mathcal{W}_{d,\varepsilon} \in \Omega \) such that the realization of the random field (4.9) satisfies

\[
\int_{\mathbb{R}^d} \left| u_d(T, x) - \frac{1}{M_{d,\varepsilon}} \left[ \sum_{n=1}^{M_{d,\varepsilon}} \Phi_{\delta,d}^{0,d} \left( Y_T^{\mathcal{D}_{d,\varepsilon},d,m,x} (\mathcal{W}_{d,\varepsilon}) \right) \right] \right|^p \nu_d(dx) < \varepsilon^p.
\]
(4.11)
This gives us the desired approximation accuracy. It remains to show the existence of a ResNet \( \Psi \) with realization equal to the realization of the random field in (4.11) and with at most polynomially growing complexity in the dimension \( d \in \mathbb{N} \) and the reciprocal of the approximation accuracy \( \varepsilon > 0 \), i.e.,

\[
(\mathcal{R}_a \Psi)(x) = \frac{1}{W_{d,\varepsilon}} \left[ \sum_{m=1}^{W_{d,\varepsilon}} \phi_{D_{d,\varepsilon}}^0 \left( y_{T}^x \right) \right] 
\]

(4.12)

and \( \mathcal{P}(\Psi) \leq cd^c \varepsilon^{-c} \) for some \( c \in \mathbb{R} \) independent of \( d \in \mathbb{N}, \varepsilon \in (0, 1] \).

**Step iv:** For a fixed \( d \in \mathbb{N}, \delta \in (0, 1) \) let \( L \in \mathbb{N}, l_0, l_1, \ldots, l_L \) such that the FNN \( \phi_{\delta}^{1,d} \in \mathcal{N} \) approximating the drift function is given by

\[
\phi_{\delta}^{1,d} = \left( (W_1, B_1), (W_2, B_2), \ldots, (W_L, B_L) \right) \in \left( \times_{k=1}^{L} (\mathbb{R}^{l_k} \times \mathbb{R}^{l_k-1} \times \mathbb{R}^{l_k}) \right).
\]

To define \( \phi_{\delta,d,m,i,\omega} \) for all \( i \in \{1, 2, \ldots, \frac{x_i(T)}{\delta^2} \} \), \( m \in \mathbb{N} \), and \( \omega \in \Omega \) we slightly modify \( \phi_{\delta}^{1,d} \) by multiplying the last weight matrix \( W_L \) and bias vector \( B_L \) with the step size \( \delta^2 \) and add a Brownian motion term to the bias. This ensures that \( \mathcal{R}_a(\phi_{\delta,d,m,i,\omega}) \) performs the drift and diffusion of one step in the perturbed Euler-Maruyama type approximation, i.e., we define

\[
\phi_{\delta,d,m,i,\omega} := \left( (W_1, B_1), (W_2, B_2), \ldots, \left( \delta^2 W_L, \delta^2 B_L + \mathcal{A}_d \left[ W_{\delta,i}^d (\omega) - W_{\delta i-1}(\omega) \right] \right) \right)
\]

(4.13)

for \( i \in \{1, 2, \ldots, \frac{x_i(T)}{\delta^2} \} \) and for the last step

\[
\phi_{\delta,d,m,\frac{x_i(T)}{\delta^2}+1,i,\omega} := \left( (W_1, B_1), (W_2, B_2), \ldots, \left( T - \chi_\delta(T))W_L, (T - \chi_\delta(T))B_L + \mathcal{A}_d \left[ W_{T}^d (\omega) - W_{\chi_\delta(T)}^d (\omega) \right] \right) \right)
\]

(4.14)

Thus,

\[
(\mathcal{R}_a \phi_{\delta,d,m,i,\omega})(y) = \delta^2 \phi_{\delta}^{1,d}(y) + \mathcal{A}_d \left[ W_{\delta i}^d (\omega) - W_{\delta i-1}(\omega) \right]
\]

\[
= \int_{(i-1)\delta^2}^{i\delta^2} \phi_{\delta}^{1,d}(y) \, ds + \mathcal{A}_d \left[ W_{\delta i}^d (\omega) - W_{\delta i-1}(\omega) \right]
\]

(4.15)

for all \( y \in \mathbb{R}^d, i \in \{1, 2, \ldots, \frac{x_i(T)}{\delta^2} \} \) and

\[
(\mathcal{R}_a \phi_{\delta,d,m,\frac{x_i(T)}{\delta^2}+1,i,\omega})(y) = (T - \chi_\delta(T)) \phi_{\delta}^{1,d}(y) + \mathcal{A}_d \left[ W_{T}^d (\omega) - W_{\chi_\delta(T)}^d (\omega) \right]
\]

\[
= \int_{\chi_\delta(T)}^{T} \phi_{\delta}^{1,d}(y) \, ds + \mathcal{A}_d \left[ W_{T}^d (\omega) - W_{\chi_\delta(T)}^d (\omega) \right]
\]

(4.16)

for all \( y \in \mathbb{R}^d \). Note that this modification does not change the complexity, i.e., \( \mathcal{P}(\phi_{\delta,d,m,i,\omega}) = \mathcal{P}(\phi_{\delta}^{1,d}) \) for all \( m \in \mathbb{N}, i \in \{1, 2, \ldots, \frac{x_i(T)}{\delta^2} \} \), and \( \omega \in \Omega \).

Further, note that \( I(\phi_{\delta,d,m,i+1,\omega}) = d = O(\phi_{\delta,d,m,i,\omega}) \) for \( i \in \{1, 2, \ldots, \frac{x_i(T)}{\delta^2} \} \). This allows us to take all the shortcut matrices to be equal to the identity matrix. Using \( \phi_{\delta,d,m,i,\omega} \) as residual blocks we define the ResNet \( \psi_{\delta,d,m,T,\omega} \in \mathcal{N} \) by

\[
\psi_{\delta,d,m,T,\omega} := \left( I_d, \phi_{\delta,d,m,1,\omega}, I_d, \phi_{\delta,d,m,2,\omega}, \ldots, I_d, \phi_{\delta,d,m,\frac{x_i(T)}{\delta^2}+1,\omega} \right)
\]

(4.17)
with the realization equal to the perturbed Euler-Maruyama type approximation

\[
(\mathcal{R}_d \psi_{\delta,d,m,T,\omega})(x) = x + \int_0^T \Phi_{\delta}^{1,d}(Y^{\delta,d,m,x}_{\chi_{\xi}(s)}) \, ds + A_d W_{T}^{d,m} = Y_{T}^{\delta,d,m,x}(\omega)
\]

(cf. Definition 3.2, (4.8),(4.15), and (4.16)). The complexity of \(\psi_{\delta,d,m,T,\omega}\) is then given by

\[
\mathcal{P}(\psi_{\delta,d,m,T,\omega}) = \frac{\chi_{\xi}(T) + 1}{\delta^2} \sum_{i=1}^{\chi_{\xi}(T) + 1} (\mathcal{P}(\phi_{\delta,d,m,i,\omega}) + d^2) = (\mathcal{P}(\phi_{\delta,d}^{1,d}) + d^2) \left[ \frac{\chi_{\xi}(T)}{\delta^2} + 1 \right].
\]

(4.19)

Composing the ResNet \(\psi_{\delta,d,m,T,\omega} \in \mathcal{N}\) with the FNN \(\phi_{\delta}^{0,d} \in \mathcal{N}\) according to Definition 3.5 we obtain, by Lemma 3.6, the ResNet

\[
\varphi_{\delta,d,m,T,\omega} = \phi_{\delta}^{0,d} \circ \psi_{\delta,d,m,T,\omega} \in \mathcal{N},
\]

\[
(\mathcal{R}_a \varphi_{\delta,d,m,T,\omega})(x) = (\mathcal{R}_a \phi_{\delta}^{0,d}) \circ (\mathcal{R}_a \psi_{\delta,d,m,T,\omega})(x) = \phi_{\delta}^{0,d}(Y_{T}^{\delta,d,m,x}(\omega))
\]

for all \(x \in \mathbb{R}^d, \omega \in \Omega\), with the length \((\frac{\chi_{\xi}(T)}{\delta^2} + 2)\) and complexity

\[
\mathcal{P}(\varphi_{\delta,d,m,T,\omega}) = \mathcal{P}(\psi_{\delta,d,m,T,\omega}) + \mathcal{P}(\phi_{\delta}^{0,d}) + d
\]

\[
= (\mathcal{P}(\phi_{\delta}^{1,d}) + d^2) \left[ \frac{\chi_{\xi}(T)}{\delta^2} + 1 \right] + \mathcal{P}(\phi_{\delta}^{0,d}) + d.
\]

(4.20)

To construct \(\Psi\) as in (4.12), we apply Lemma 3.9 with \(a \cap a \subseteq \mathcal{M}_{d,\varepsilon}, \cap (\frac{\chi_{\xi}(T)}{\delta^2} + 2), h_1, h_2, \ldots h_u \subseteq \mathcal{M}_{d,\varepsilon}^{-1}\), and \(\Theta^m \cap \varphi_{\delta,d,d,m,m,T,\omega}^{d,\varepsilon} \leq \mathcal{M}_{d,\varepsilon}^{-1}\), for \(1 \leq m \leq \mathcal{M}_{d,\varepsilon}\). This assures the existence of a ResNet \(\Psi_{\varepsilon,d,m,d,\varepsilon} \in \mathcal{N}\) such that

\[
(\mathcal{R}_a \Psi_{\varepsilon,d,m,d,\varepsilon})(x) = \frac{1}{\mathcal{M}_{d,\varepsilon}} \left[ \sum_{m=1}^{\mathcal{M}_{d,\varepsilon}} \phi_{\delta,d,\varepsilon}^{0,d}(Y_{T}^{\delta,d,\varepsilon,d,m,x}(w_{d,\varepsilon})) \right]
\]

(4.21)

with the complexity estimate

\[
\mathcal{P}(\Psi_{\varepsilon,d,m,d,\varepsilon}) \leq \mathcal{M}_{d,\varepsilon}^2 \mathcal{P}(\varphi_{\delta,d,\varepsilon,d,\varepsilon,1,T,\omega}).
\]

(4.22)

Combined with (4.11) this yields

\[
\left[ \int_{\mathbb{R}^d} |u_{d}(T,x) - (\mathcal{R}_a \Psi_{\varepsilon,d,m,d,\varepsilon})(x)|^p \nu_{d}(dx) \right]^\frac{1}{p} < \varepsilon.
\]

(4.23)

**Step v:** Using (4.22), (4.20), the fact that \(\mathcal{D}_{d,\varepsilon} \leq 1\), the assumption (4.3), the inequality \(\kappa d^2 + d^2 + d \leq 3\kappa d^2\), and the bounds on \(\mathcal{M}_{d,\varepsilon}, \mathcal{D}_{d,\varepsilon}\) derived in [20, (6.33) & (6.37)] which are given by

\[
\mathcal{M}_{d,\varepsilon} \leq 2^{2(\kappa+4)} p T^2 e^{2\kappa^2 T} [2 + 2\mu \max \{1,T\} |\mu + \eta| d^{p \kappa + \eta + 2\kappa \varepsilon^{-2}}
\]

(4.24)

and

\[
\mathcal{D}_{d,\varepsilon} \geq \min \{1, \sqrt{T} \} e^{-(3^{2+3})(T+1) \varepsilon^{32-2(2+5)}
\]

\[
\cdot (16 \mu \max \{1,T\})^{2^{p} + \mu + \eta} d^{-2k + (\kappa + \kappa + 1) + \eta} \varepsilon^{-2},
\]

(4.25)
yields to the following upper bound on the complexity of $\Psiε,d,m,d,ε$
\begin{align*}
\mathcal{P}(\Psiε,d,m,d,ε) & \leq \Omega2d,ε \left( \mathcal{P}(\phi^{1,d}_d,ε) + d^2 \left[ \frac{T}{D^2_d,ε} + 1 \right] + \mathcal{P}(\phi^{p,d}_d,ε) + d \right) \\
& \leq \Omega2d,ε \left( \mathcal{P}(\phi^{1,d}_d,ε) + \mathcal{P}(\phi^{p,d}_d,ε) + d^2 + d \left[ \frac{T}{D^2_d,ε} + 1 \right] \right) \\
& \leq \Omega2d,ε \left( \kappa d^2 + d^2 + d \right) D^2_d,ε \left[ \frac{T}{D^2_d,ε} + 1 \right] \\
& \leq \Omega2d,ε \left( 3d^2 \left[ T + 1 \right] D^2_d,ε \right)^{-\kappa-2} \\
& \leq \left( 2^{2(\kappa+4)} p^2 T^2 ε^{2\kappa+2T} \left[ 2 + \left| \frac{p}{\sqrt{p}} \max\{1, T\} \right|^{p+\kappa} + \eta \right] D^{p+\kappa+2} ε^{\kappa-2} \right)^2 (4.26) \\
& \cdot 3d^2 \left[ T + 1 \right] \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-\kappa-2} \\
& \cdot \left( \left| \left[ 6 \max\{1, T\} \right]^{p+\kappa} + \eta \right|^{\frac{1}{p}} \right)^{-(\kappa+2)} \left[ \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right]^{-(\kappa+2)} \\
& = \left( 2^{2(\kappa+4)} p^2 T^2 ε^{2\kappa+2T} \left[ 2 + \left| \frac{p}{\sqrt{p}} \max\{1, T\} \right|^{p+\kappa} + \eta \right] \right)^2 \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-(\kappa+2)} \\
& \cdot \left( \left| \left[ 6 \max\{1, T\} \right]^{p+\kappa} + \eta \right|^{\frac{1}{p}} \right)^{-(\kappa+2)} \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-(\kappa+2)} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}} \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-(\kappa+2)} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}} \\
& = \left( 2^{2(\kappa+4)} p^2 T^2 ε^{2\kappa+2T} \left[ 2 + \left| \frac{p}{\sqrt{p}} \max\{1, T\} \right|^{p+\kappa} + \eta \right] \right)^2 \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-(\kappa+2)} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}} \left( \min\{1, \sqrt{T}\} e^{-(3\kappa+2)(T+1)-3\kappa-2} \right)^{-(\kappa+2)} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}} \\
& \cdot \eta^{\left(2^{(p+\kappa+2)}(\kappa+2)\max\{1, T\} \right)^{\kappa-2}}.
\end{align*}

This together with (4.23) concludes the proof of Proposition 4.2. □

**Corollary 4.3** Assume Setting 4.1, let $\eta \in \left[ 1, \infty \right)$, $p \in \left( 0, \infty \right)$, assume the families of FNNs $(\phi^{0,d}_δ)_{d \in \mathbb{N}, \delta \in \left[ 0, 1 \right]} \subseteq \mathcal{N}$ and $(\phi^{1,d}_δ)_{d \in \mathbb{N}, \delta \in \left[ 0, 1 \right]} \subseteq \mathcal{N}$ satisfy
\begin{align*}
\mathcal{P}(\phi^{0,d}_δ) + \mathcal{P}(\phi^{1,d}_δ) & \leq \kappa d^2 \delta^{-\kappa}, \\
& \quad d \in \mathbb{N}, \delta \in \left( 0, 1 \right]. (4.27)
\end{align*}

Moreover, for every $d \in \mathbb{N}$ assume $\int_{\mathbb{R}^d} \|z\|^{\max\{2p, 2(p+1)\}} \nu_d(dx) \leq \eta d^n$ and let $u_d : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}$ be an at most polynomially growing viscosity solution of
\begin{align*}
\partial_t u_d(t, x) = \langle (\nabla_x \partial_x u_d)(t, x), f_{1,d}(x) \rangle + \sum_{i,j=1}^d a_{d,i,j}(\partial_x \partial_{x,i} u_d)(t, x) (4.28)
\end{align*}
for all $(t, x) \in (0, T) \times \mathbb{R}^d$ with initial condition $u_d(0, x) = f_{0,d}(x)$, $x \in \mathbb{R}^d$. Then there exist $c \in \mathbb{R}$ and a family of ResNets $(\psi_{d,ε})_{d \in \mathbb{N}, \epsilon \in \left( 0, 1 \right]} \subseteq \mathcal{N}$ such that $\mathcal{R}_{a} \psi_{d,ε} \in C(\mathbb{R}^d, \mathbb{R})$, $\mathcal{P}(\psi_{d,ε}) \leq cd^ε \epsilon^{-c}$, and
\begin{align*}
\left[ \int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{R}_{a} \psi_{d,ε})(x)|^p \nu_d(dx) \right]^\frac{1}{p} < \epsilon (4.29)
\end{align*}
for all $d \in \mathbb{N}$, $\epsilon \in \left( 0, 1 \right]$ (cf. Definitions 3.1 and 3.2).

**Proof.** If $p \in \left( 2, \infty \right)$, the statement follows directly from Proposition 4.2. If $p \in \left( 0, 2 \right)$, we have $\forall d \in \mathbb{N}$: $\int_{\mathbb{R}^d} \|z\|^{2(\kappa+1)} \nu_d(dx) \leq \eta d^n$ and, hence, get by Proposition 4.2 (with $p \mapsto 2$ in the notation of Proposition 4.2) the existence of $c \in \mathbb{R}$ and a family of ResNets $(\psi_{d,ε})_{d \in \mathbb{N}, \epsilon \in \left( 0, 1 \right]} \subseteq \mathcal{N}$ such that $\mathcal{R}_{a} \psi_{d,ε} \in C(\mathbb{R}^d, \mathbb{R})$, $\mathcal{P}(\psi_{d,ε}) \leq cd^ε \epsilon^{-c}$, and
\begin{align*}
\left[ \int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{R}_{a} \psi_{d,ε})(x)|^2 \nu_d(dx) \right]^\frac{1}{2} < \epsilon
\end{align*}
for all $d \in \mathbb{N}$, $\varepsilon \in (0, 1]$. Applying Hölder’s inequality for $p \in (0, 2)$ therefore yields

$$\left[ \int_{\mathbb{R}^d} |u_d(T, x) - (R_a \psi_{d, \varepsilon})(x)|^p \nu_d(dx) \right]^{\frac{1}{p}} \leq \left[ \int_{\mathbb{R}^d} |u_d(T, x) - (R_a \psi_{d, \varepsilon})(x)|^2 \nu_d(dx) \right]^{\frac{1}{2}} < \varepsilon,$$

what concludes the proof of Corollary 4.3. □
5 Conclusion

We proved the existence of ResNets which are able to approximate solutions of Kolmogorov PDEs with constant diffusion and possibly nonlinear drift coefficients without suffering the CoD. Employing results of [20], in Proposition 4.2 above (and its slight extension - Corollary 4.3) we establish upper bounds on the complexity of suitable ResNets which grows polynomially in the dimension of the PDEs and the reciprocal of the approximation accuracy.

One of the tools we use to prove Proposition 4.2 is the Feynman-Kac formula, that we apply to obtain stochastic processes which are linked to solutions of the considered Kolmogorov PDEs and which we approximate with perturbed Euler-Maruyama type approximations. Employing these approximations we construct a random field which gives us the desired approximation accuracy. We establish this accuracy via weak error and Monte Carlo type estimates. Lemma 2.1 in [20] then ensures the existence of a realization of this random field with the same desired approximation accuracy. Finally, we construct a ResNet with the realization equal to this realization of the random field and which has a polynomially growing complexity.

In contrast to [20], we use ResNets instead of standard FNNs for approximating solutions of Kolmogorov PDEs. Since the architecture of ResNets suits the Euler-Maruyama type approximation, there is no need for a construction of one Euler-Maruyama type approximation step as in [20, Proposition 5.2] and therefore, we do not need to assume that the identity map can be described by an FNN. This, in turn, enlarges the set of applicable activation functions. Thus, the only assumption involving the activation function is the existence of FNNs approximating the drift and the initial conditions which do not suffer the CoD (cf. (4.2)) and satisfy the growth conditions in (4.1).

Similarly to FNNs, there are different definitions of ResNets, see e.g., [2,5,17,18,23,26,31]. We work with a definition of ResNets inspired by [18,23] (see also [2] for discussion), which allows us to process the signal in the next residual block without applying the activation function before. This and our definition of the complexity measure enables us to construct the composition of two ResNets with the complexity being equal to the sum of the complexity of the two ResNets (cf. Lemma 3.4 above), which is an important ingredient in obtaining polynomial complexity bounds. Using other definitions (see, e.g., [17,31]) might lead to not being able to directly obtain these kind of polynomial complexity bounds. This problem could be resolved, for example, by plugging in the artificial identity as a residual block analogously to [20]. However, it would require the existence of an FNN representing the identity map, which significantly shrinks the set of applicable activation functions.

As a further step, one could investigate space-time approximations of Kolmogorov PDEs using ResNets. We note that there are various articles on space-time approximations of differential equations based on FNNs or ResNets, see e.g., [11,19,23]. Other extensions of the presented theory would be an analysis of recurrent and recursive ResNets as in [27] in approximating solutions of PDEs. Some further directions could be a search for optimal complexity bounds and a consideration of complexity measures which incorporate rank constraints of the weight matrices of neural networks.
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