Creation and direct laser acceleration of positrons in a single stage
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Relativistic positron beams are required for fundamental research in nonlinear strong field QED, plasma physics, and laboratory astrophysics. Positrons are difficult to create and manipulate due to their short lifetime, and their energy gain is limited by the accelerator size in conventional facilities. Alternative compact accelerator concepts in plasmas are becoming more and more mature for electrons, but positron generation and acceleration remain an outstanding challenge. Here we propose a new setup where we can generate, inject and accelerate them in a single stage during the propagation of an intense laser in a plasma channel. The positrons are created from a laser-electron collision at 90 degrees, where the injection and guiding are made possible by an 800 nC electron beam loading which reverses the sign of the background electrostatic field. We obtain a 17 fC positron beam, with GeV-level central energy within 0.5 mm of plasma.

I. INTRODUCTION

Plasma-based compact particle sources hold great potential for future applications. While conventional accelerators are limited to a maximum acceleration gradient of 10 MV/m due to the material damage threshold, using a plasma allows sustaining stronger fields (10 GV/m), enabling short acceleration distances. In addition to the high damage threshold, plasmas self-generate fields that are suited to focus electrons [11]. Combining the acceleration and focusing forces, plasmas naturally provide both the acceleration and beam transport for the accelerated electrons. It is, however, arduous to extend this to positrons, as the accelerating structure developed for electrons is usually defocusing for a positron beam and can lead to beam breakup. This makes the acceleration of positrons a particularly challenging problem. Since the first proof of principle of positron guiding in a plasma [21,5], only a limited number of experiments on positron acceleration followed [6–9]. Theoretical works proposed ideas to accelerate positrons by tailoring the driver [10–13] or by tuning the plasma profile [13–21]. This post-acceleration of positrons in a plasma enables to create high charge and high quality beams. However, it is not a compact solution as it requires to create and transport a positron beam in a kilometre-long accelerator.

The upcoming 10-200 PW [22–31] laser infrastructures will bring us closer to answering the question "What is the best way to accelerate positrons in a plasma?". The scattering of a relativistic electron beam with a multi-PW laser pulse is predicted to generate gamma rays and electron-positron pairs (through nonlinear Compton scattering and Breit Wheeler pair creation [32]). Numerical studies have explored gamma-ray emission [33–36] or positron creation [4, 37, 38, 40], but still miss an in-depth investigation of positron acceleration. To date, very few schemes have been proposed for positron creation and acceleration [8, 11, 12, 44, 45] and they all rely on qualitative 2D and/or staged modelling. Consistent modeling of all important steps (creation, injection, and acceleration) in 3D geometry is still missing.

In this work, we propose a new setup to obtain relativistic positron beams using next-generation laser systems (see Fig. 1). Positrons are created and accelerated during the interaction of an intense laser pulse (∼ 5 × 10^{23} W/cm^2, 80 PW and 12 kJ of energy) with a relativistic electron beam at 90° of incidence, as first introduced in Ref. [8]. Even though most pairs are generated in the direction of the electron momentum, a fraction can be deflected by the laser field towards its propagation direction. These positrons are then accelerated in vacuum, but their maximum energy is limited by the laser defocusing [8]. Here, we derive a semi-analytical model for the number of positrons created, and show a few percent are deflected and available for acceleration. We propose to extend the acceleration distance of the pairs using a plasma channel, where the laser can be self-guided and the pairs can experience Direct Laser Acceleration (DLA) [46–53]. We demonstrate that for intense lasers propagating in a plasma channel, a dense central electron beam (∼ 800 nC) is self-injected and co-propagates with the laser on-axis [55,57]. This beam attracts positrons towards the channel center, enabling their acceleration to GeV energies. We present an analysis of the energy gain induced by different field components, and show that a collimated (50 mrad) positron beam of 17 fC can be obtained within 400 µm of laser propagation. This work represents a proof-of-concept that positrons can be created, injected and accelerated over 0.5 mm of plasma. Higher charge, energy and positron beam quality are expected by optimising initial conditions, and it will be a subject of a future study.

II. POSITRON GUIDING IN A PLASMA CHANNEL

The setup in Fig. 1 can be modeled using a Particle-In-Cell (PIC) code coupled with a Monte-Carlo module that...
accounts for pair creation and hard photon emission. A reliable description of laser guiding in a plasma channel requires modeling electromagnetic fields in 3D geometry. However, this is out of reach of modern supercomputers as we estimated it would require 100 million cpu.hours and a total memory of 10 petabytes. Quasi-3D modeling with the OSIRIS [2] framework is possible: an approach where the fields are represented in cylindrical coordinates \((z, \rho, \phi)\) using a Fourier decomposition in angular modes \([1, 59]\). The first two modes account for the axisymmetric self-generated channel fields (mode \(m = 0\)) and for the non-axisymmetric linearly polarized laser field (mode \(m = 1\)). With this geometry, we cannot represent the electron beam at 90 degrees, but we can represent the photons it radiates. The assumptions we made and all simulation parameters are in the Supplementary Material [6].

We consider a laser duration of 150 fs, peak intensity of \(5 \times 10^{23} \text{ W/cm}^2\) and a plasma channel with a radial density profile of parabolic shape (density \(\sim 10^{19}-10^{21} / \text{cm}^3\) ). As the laser propagates in the channel, its ponderomotive force repels electrons toward the channel walls, forming a positive radial electric field \(E_r = +|E_c|\rho\). This electric field remains positive and persists as long as ion motion is negligible [57]. In addition, the laser electric field extracts electrons in its polarization direction from the channel walls. The magnetic component of the laser can rotate these electrons along the channel axis enabling their injection and making them available for direct laser acceleration. The tenuous electron beam formed drives a negative azimuthal magnetic field \(B_\phi = -|B_c|^\phi\). The resulting transverse Lorentz force \(|E_c| - c|B_c|\rho\) pulls the co-propagating electrons towards the axis. The same force pulls positrons in the opposite direction, acting against their guiding.

In the context of DLA driven by a high-intensity laser pulse \((\geq 10^{23} \text{ W/cm}^2)\), the central electron beam density increases with the propagation distance. Ions can be injected and accelerated along the channel axis [55, 52], thus reducing the positive radial electric field \(|E_c|\) [54, 57]. In addition, the electron beam loading is enhanced by a radiative trapping [55, 56]. An excess of negative charges is thus progressively built up at the channel center, inducing a negative charge separation field \(E_{\perp} = -|E_{\perp}|\rho\), which can overcome the positive, self-generated field \(E_c\) formed by the initial expulsion of the electrons \(|E_{\perp}| > |E_c|\). This superposition results in a radial channel electric field amplitude \(|E_c| - |E_{\perp}| < 0\) guiding positive charges on axis.

We demonstrate the existence of a region focusing positrons using PIC simulations. In the upper panel of Fig. 2(a), we represent the transverse Lorentz force induced by the channel fields (mode 0) on positrons (white circles). After 280 \(\mu\)m of propagation, the force is negative in the blue region (\(275 \leq z \leq 300 \mu\)m and \(r \leq 10 \mu\)m). The lower panel of Fig. 2(a), displays the total charge density (including all plasma species) where we observe an excess of negative charges associated with electron beam loading \((\leq 800 \text{nC})\). The spatial structure of this beam generates a region of space where positrons are stably guided over 100s of micrometers.
III. POSITRON CREATION AND DIRECT LASER ACCELERATION

Now that we established the feasibility of positron guiding, we focus the discussion on positron creation, injection, and acceleration. The number of positrons generated at the laser focus can be evaluated adapting a semi-analytical model [4–6] for our specific interaction geometry. In Ref [4], the authors derive the probability of a single photon decay $P_\pm$ in a head-on collision with a plane wave with a temporal envelope. In the Supplementary Material [61], we generalize this model to an arbitrary angle of incidence. We further enriched this model to account for a focused pulse interacting with a photon beam, which has a Gaussian shape in the z direction ($3 \text{µm}$ FHWM) and is uniform in the radial direction. Each photon in the beam experiences an effective peak field amplitude denoted $a$, which is smaller than the maximum pulse amplitude [9]. The photons can be binned according to the maximum field they interact with, which defines a new distribution $dN/da$. The total number of positrons is thus obtained by integrating the probability $P_\pm$ over the distribution $dN/da$. Assuming that the interacting photons have a Quantum synchrotron spectrum $dN_{IC}/d\gamma_d$ of a monoenergetic electron beam with energy $E_{e+}$ [3], we get

$$N_{e+} = \int \int \frac{dN_{IC}}{d\gamma_d \, dt} \times \frac{dN}{da} \times P_\pm / \left( \frac{dN_{IC}}{dt} \right)$$

(1)

where $P_\pm$ is our generalised theoretical decay probability for one gamma ray in a plane wave [61].

The semi-analytical estimate in Eq. (1) provides the number of positrons that one could create within a plasma channel. The accuracy for different electron beam energies is confirmed via PIC simulations displayed in Fig. 2(b). The peak laser amplitude is $5 \times 10^{23} \text{W/cm}^2$. We considered electron beam energies $E_{e+}$ between 1 and 20 GeV to cover the range available either from plasma or conventional sources. The theory is valid in the limit where most pairs are created as a result of the decay of initial photons (no secondary pairs are accounted for). As expected, Fig. 2(b) shows that the number of positrons is an increasing function of the electron beam energy. The number of pairs in the simulation is well-approximated by Eq. (1), which can therefore be used to quickly identify optimal incident electron beam energies for future experiments. Our modelling indicates that the number of positrons (created and deflected) linearly depends on the charge of electrons interacting with the laser focal volume. For instance, using a 100 pC laser-driven beam would generate 10 times more positrons than obtained in Fig. 2(b).

Following their creation, positrons have a momentum perpendicular to the laser propagation direction. Simulations show that only a fraction of these can be deflected towards the laser propagation direction and later accelerated, see Fig. 2(c). These PIC simulations account for secondary pair production. The efficiency of deflection is maximized (4%) for the lowest value of incident electron beam energy $E_{e+} \sim 1 \text{GeV}$. Such beams produce on average lower energy positrons, which are more prone to be redirected in the laser propagation direction [8]. This trend is confirmed in the Supplementary Material [61], where we derived an estimate of the number of low-energy positrons created.

Once injected within the channel, positrons can be affected by the laser field and the nonlinear plasma response. Both laser and channel fields have a longitudinal and transverse electric component (with respect to the laser axis), shown in Fig. 3(a-b). We note that due to electron beam loading, the transverse electric field generated in the channel has a negative sign in a large region, attracting positrons on axis ($\sim 10 \text{TV/m}$). As it propagates, the laser pulse undergoes self-focusing [70]. Depending on the background plasma density, the self-focusing dynamics can be affected by parametric plasma instabilities. In addition, our study is in the relativistic regime, where also radiation reaction effects can become important due to the high laser intensity. Even though the nonlinear interplay of all these effects is not possible to predict analytically, they are all naturally incorporated in the QED-PIC simulations, which we can use to model the laser pulse guiding. We observed that the laser field amplitude is still strong ($\gtrsim 200 \text{TV/m}$) even after 340 µm of propagation due to relativistic self-focusing.
Apart from strong transverse fields, both the longitudinal channel field (due to local charge separations) and the longitudinal laser field (due to relativistic self-focusing) are significant.

The total contribution of each field component for the positron energy gain ($W$) is studied in Fig. 3(c). We show a scatter plot for 500 injected positrons, where the x-axis denotes their final energy ($E_{e^+}$) and the y-axis shows the total work of different E field components. We consider positrons injected if they remain inside the plasma channel after 420 μm of laser propagation. The energy gains $W$ are decomposed in the perpendicular/longitudinal direction $W_{\perp/\parallel} = \int \mathbf{v} \cdot \mathbf{E}_{\perp/\parallel} \, dt$. They are further split between the contribution of the channel fields ($m = 0$) and the laser ($m = 1$). This analysis is repeated in Fig. 3(d) for 500 non-injected positrons. The first result is that injected positrons in Fig. 3(c) achieve energies of 4 GeV, whereas the non-injected positrons in Fig. 3(d) are limited below 2 GeV. By definition, non-injected positrons are not trapped in the guiding structure in Fig. 3(a). They experience a partial acceleration in the laser pulse, but they cannot be collected on a detector after the plasma channel because they leave the interaction region sideways. Overall, the direct contribution of transverse channel fields for acceleration is small (though it is responsible for guiding). The parallel component of the laser plays a role for all positrons, but the work performed is purely negative for positrons deflected outside the channel. For injected positrons in Fig. 3(c) we observe that the energy gain from the transverse laser field component $W_\perp$ can be as high as 4 GeV, while the longitudinal energy gains both from the laser and the channel fields is limited below 1.5 GeV. This indicates that DLA prevails over other possible mechanisms (e.g. laser or beam-driven wakefield acceleration). We also observed the forking structure characterising DLA [67, 72]. The two beam sections are ejected at an angle ±10° with a divergence of 50 μrad.

The charge content and energy spectrum of the positron beam are summarised in Fig. 4. The number of positrons is shown as a function of the laser propagation distance for different channel sizes. The black circle marks the central interaction point of the laser pulse with the photon beam. Inset: Positron energy spectrum for $r_c = 26 \mu m$ at creation time (black). The total charge is 1.3 pC, and $N_{\text{max}} = 6 \text{pC/GeV}$. Positron spectrum at $z = 340 \mu m$. The total charge is 17 fC, and $N_{\text{max}} = 12 \text{fC/GeV}$. The normalisation facilitates the scaling of the result to higher electron beam charge.

Figure 4. The number of injected positrons as a function of the laser propagation distance for different channel sizes. The black circle marks the central interaction point of the laser pulse with the photon beam. Inset: Positron energy spectrum for $r_c = 26 \mu m$ at creation time (black). The total charge is 1.3 pC, and $N_{\text{max}} = 6 \text{pC/GeV}$. Positron spectrum at $z = 340 \mu m$. The total charge is 17 fC, and $N_{\text{max}} = 12 \text{fC/GeV}$. The normalisation facilitates the scaling of the result to higher electron beam charge.

**IV. DISCUSSION AND CONCLUSION**

We now compare our findings with other schemes one can find in the literature. Post-acceleration setups provide a higher charge and beam quality [6-21], but they are not compact as they require a kilometer-long accelerator. The strength of our method is that positrons are both created and accelerated to a GeV level in a single, sub-millimeter stage. Other setups that consider multi-PW lasers, either focus only on pair creation without acceleration [41-44] or use 2D geometry which does not allow for reliable quantitative predictions for the number and energy of the accelerated positrons [8, 41, 42, 44, 45]. For the first time, our Quasi3D approach allows to obtain quantitative estimates for a compact single-stage positron creation and acceleration.
scheme.

In conclusion, our work opens the possibility for direct laser acceleration of positrons in a plasma. We demonstrate that it is possible to create, inject and accelerate positrons in a single-stage experiment by laser-electron scattering at 90 degrees. We develop an analytical model to estimate the number of created positrons in this geometry and determine with simulations that about 4% of these particles are injected and accelerated. The essential feature for positron guiding is the self-injected electron beam in the channel center (∼800 nC). It enables positron acceleration to multi-GeV energies in less than a millimeter of laser propagation.

The presented positron acceleration scheme can be realized with the next generation of laser facilities that will reach 75-200 PW [27–31]. A minimum power of ∼80 PW, is required to drive a copious pair production and an efficient positron injection. Increasing the power further would enhance the number of injected positrons. The incident electron beam considered (10 pC at 2 GeV) can already be produced experimentally [73–76]. For the preformed plasma, we suggest to use a commercially available, dense (10^21/cm^3) and short (400 µm) plasma jet [77], and to control the channel radius as in Ref [78]. The femtosecond and micrometer synchronization was already achieved [33] and could be less restrictive using larger-scale, laser-driven DLA electron beams [66–68, 72, 79–81]. Our setup generates a broadband beam of GeV-class electrons, positrons and gamma-rays, which opens a new avenue of opportunities for QED cascade seeding or study of propagation of a fireball jet within a plasma in a laboratory setting.
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I. MODELLING GEOMETRY

This work relies on Quasi-3D modelling of Osiris \[1\]. In theory, quasi-3D modeling could recover a full Cartesian 3D description of the plasma fields if all modes \( m \geq 0 \) would be included (the Fourier decomposition makes for a complete basis). In practice, the first two modes are sufficient to describe the dynamics of the self-generated plasma fields \((m = 0)\) as well as the linearly polarised laser field \((m = 1)\). In the quasi-3D algorithm, particles are pushed in 3D Cartesian geometry, but each Fourier mode of the electromagnetic field is represented on a two-dimensional lattice. The computational cost of such a simulation is thus comparable to the 2D simulation requirements and also retains some important information about the 3D dynamics.

It is worth stressing that quasi-3D modelling goes beyond a 2D approach and retains some important information about the 3D dynamics. For example, the electromagnetic fields in 2D decay slower with distance than in 3D, which makes it difficult to make reliable quantitative predictions regarding nonlinear acceleration processes. Quasi-3D does not have this problem and it can thus model correctly the laser focusing and defocusing, even in nonlinear interaction of light with plasmas.

Simulations in this Letter were conducted with the quasi-3D version of the Particle-In-Cell (PIC) code Osiris \[1, 2\]. To this end, this version was recently merged with the QED-PIC algorithm to account for gamma-ray emission via non-linear inverse Compton scattering as well as Breit-Wheeler pair production in the local constant field approximation.

II. SIMULATION PARAMETERS

The laser pulse propagates along the axis \( z \) (the \( \parallel \) direction) and is linearly polarised in direction \( x \) (the \( \perp \) direction). The laser field has a temporal duration with a Full Width at Half Maximum (FWHM) of \( \tau_L = 150 \text{ fs} \) and waist of \( w_L = 3.2 \mu \text{m} \). For the \( \lambda_L = 1 \mu \text{m} \) laser wavelength we consider here, we choose a peak intensity of \( I_L = 5 \times 10^{21} \text{ W/cm}^2 \).

The preformed plasma channel is initialized as a fully ionized, neutral nitrogen plasma of temperature \( 2 \text{ eV} \). The radial profile has a parabolic shape and we considered a linear density gradient of length \( L = 6 \mu \text{m} \) at the longitudinal boundary \( n(z, r)/n_0 = [10^{-3} + (4 - 10^{-3})(r/r_c)^2] \times (z/L) \) with \( r_c = 26 \mu \text{m} \) the channel radius. In practice, this means the electron density on the central axis is \( 10^{-3}n_0 = 10^{18} / \text{cm}^3 \) and increases up to \( 4n_0 \) on the channel walls, at \( r = r_c \). The quantity \( n_0 = m_0c_0\omega_L^2/\epsilon_0^2 \sim 10^{21} / \text{cm}^3 \) is the critical density for the laser of frequency \( \omega_L \), with \( m \) the electron mass, \( \epsilon_0 \) the vacuum permittivity and \( e \) the electron charge.

The electron beam propagating along the \( x \) axis cannot be represented in the quasi-3D geometry using low order modes as it carries a transverse current and density distribution. For this reason, we initialise only the gamma-rays that do not carry any current. The spatial distribution of photons in the longitudinal direction \( z \) is Gaussian with a FWHM of \( 3 \mu \text{m} \), comparable to a laser-driven electron beam. The photon radial distribution is uniform for computational purposes, which adds additional photons outside the interaction region. As the pairs are created only in focus, these additional photons do not significantly affect the number of created positrons. We derived a conservative lower bound for the photon number density as follows. We assume 10 pC of charge in the incident beam \( (6 \times 10^7 \text{ electrons}) \) and that only 10\% of them will radiate due to the geometry of interaction (this estimate is based on previous results from full-3D simulations). As a result there are, at least, \( 6 \times 10^6 \) gamma-rays created in the interaction region that has a volume of \( 10 \times 1 \times 1 \mu \text{m}^3 \) (same as a LWFA electron beam). This amount to a gamma-ray density of \( 2 \times 10^{17} / \text{cm}^3 \). We then take \( 10^{17} / \text{cm}^3 \) as a conservative lower bound estimate.

The energy distribution of gamma-rays is initialised with a synchrotron spectrum illustrated in Fig. 1. The analytical expression comes from Ref [3]. Photons with an energy below \( 2 \text{ MeV} \) cannot create electron-positron pairs and are thus not initialised nor propagated.

For the spatial domain, we use a moving window (at light velocity), following the pulse propagation. The spatial steps are \( \Delta z = \Delta r = 16 \text{ nm} \), and the simulation domain extends over \( 204.8 \times 96 \mu \text{m}^2 \). Simulations run for a duration \( 1.46 \text{ ps} \) with a time step \( 26.6 \text{ as} \), which corresponds to a propagation distance of \( 438 \mu \text{m} \). Initially, we use \( 16/16/128 \) particles per cell respectively for electrons, ions, and gamma-rays. Breit-Wheeler pair production and radiation reaction in the quantum regime are accounted for with a MC module.
from theory

The function \( P_\pm \) in Eq. (1) is derived using the method applied in previous works [4–6]. It is a generalisation for any angle of incidence between the laser pulse and the gamma-ray.

Let us consider a plane wave propagating along axis \( z \) and linearly polarised along axis \( x \). Its wavelength is \( \lambda_L \) and we denote by \( \mathbf{k}_L \) its wave vector. Its angular frequency is denoted by \( \omega_L \). The field of this plane propagating wave is thus simply given by the expression \( \mathbf{E}(z,t) = E_L \sin(\omega_L t - k_L z) \mathbf{a} \), with \( E_L \) the peak amplitude of the field.

Let us consider also a single gamma ray propagating with an angle \( \psi \) with respect to the plane wave propagation axis \( z \). It has a normalised energy \( \gamma_\gamma = \hbar \omega/mc^2 \), where \( \hbar \) is the reduced Planck constant, \( \omega \) is the photon angular frequency, \( m \) the electron mass and \( c \) the light velocity. We define its wave vector as \( \mathbf{k}_\gamma = \gamma_\gamma (\sin(\psi) \mathbf{x} + \cos(\psi) \mathbf{z}) \).

The angle of interaction between the laser pulse and the gamma ray is defined as \( \cos \psi = \mathbf{k}_L \cdot \mathbf{k}_\gamma / |\mathbf{k}_L| |\mathbf{k}_\gamma| \). The quantum parameter of the photon is denoted \( \chi_\gamma \).

The pair production rate of a photon is given by Ritus [7] and denoted \( dN_{BW}/dT d\chi_\gamma \). In a similar manner as in an earlier study [5], we introduce the convenient function \( b_0 \) defined as \( dN_{BW}/dT d\chi_\gamma = W_0 b_0(\chi_\gamma)/\gamma_\gamma \), or, in other words,

\[
b_0(\chi_\gamma) = \frac{\sqrt{3}}{2\pi} \int_0^1 \frac{d\xi}{\xi(1-\xi)} \left[ 2 \frac{1 - 2\xi}{3\chi_\gamma} K_{5/3}(\mu) + K_{2/3}(\mu) \right]
\]  

(1)

where \( \mu = 2/[3\chi_\gamma(1 - \xi)] \), and the constant \( W_0 \) is defined as \( W_0 = 2\alpha mc^2/(3\hbar) \).

Using the definition of the quantum parameter of the photon, its temporal evolution in the plane wave can be derived

\[
\chi_\gamma(t) = \frac{2}{c_\psi} \frac{\gamma_\gamma E_L}{E_S} \sin \left( \frac{2\omega_L t}{c_\psi} \right)
\]

(2)

where we introduce the geometrical factor \( c_\psi = 2/(1 - \cos \psi) \), characterizing the angle of incidence between the gamma-ray and the plane wave. The function \( \chi_\gamma(t) \) reaches local maxima denoted \( \chi_\gamma^{(m)} = 2\gamma_\gamma E_L^{(m)}/(c_\psi E_S) \) with a period of \( \omega_L T = \pi c_\psi / 2 \), where \( E_L^{(m)} \) denotes the peak field amplitude of the \( m \)-th cycle of the pulse. For the \( m \)-th cycle, with \( m \geq 0 \), this maximum is reached for \( \omega_L t_m = \pi c_\psi / 4 + m\pi \) and the probability of pair production for a single gamma ray can be easily expressed on the period \( T \), if we center the integral on the maximum \( t_m \)

\[
P_\pm^{(m)} = 1 - \exp \left( - \int_{t_m - T/2}^{t_m + T/2} W_\pm(\chi_\gamma(t)) \, dt \right)
\]

(3)

We change the variable \( \phi = 2\omega_L t/c_\psi \) and recast it as

\[
P_\pm^{(m)} = 1 - \exp \left( - \frac{c_\psi W_0}{2\omega_L \gamma_\gamma} \int_0^\pi b_0 \left( \chi_\gamma^{(m)} \sin(\phi) \right) \, d\phi \right)
\]

(4)

III. PAIR PRODUCTION AT AN ARBITRARY ANGLE

Figure 1. Energy spectrum of photons initialised in our simulations, and as provided in theory [3]. The incident electron energy is 2 GeV and its quantum parameter is 3.
The evaluation of this integral can be done either numerically, or be approximated to a good degree with the saddle point approximation. Let’s denote it $I_0$ such as

$$I_0 = \int_0^{\pi} b_0 \left( \chi_{\gamma}^{(m)} | \sin(\phi) | \right) d\phi \quad (5)$$

The detailed calculation for $\psi = 180^\circ$ is done in [5] and we generalised it for any $\psi \in (0, 180^\circ)$. This relies on the fact that the main contribution of the integral comes from the maximum of the integrand, reached for $\phi_m = \pi/2$. Following the saddle point method, we can approximate the integrand close to this maximum by

$$b_0 \left( \chi_{\gamma}^{(m)} | \sin(\phi) | \right) \simeq b_0 \left( \chi_{\gamma}^{(m)} \right) \exp \left( -\frac{(\phi - \phi_m)^2}{2s^2 (\chi_{\gamma}^{(m)})} \right) \quad (6)$$

where $s \left( \chi_{\gamma}^{(m)} \right)$ is chosen so that the exact and approximated integrands have the same second derivative at $\phi = \phi_m$. This condition provides $s(\chi) = c_\psi \sqrt{b_0(\chi)/\chi b_0'(\chi)}$, where $b_0'$ is the derivative of the function $b_0$ with respect to $\chi$. The integral can now be performed, using the approximated expression for the integrand and leads to

$$I_0 = \pi b_0 \left( \chi_{\gamma}^{(m)} \right) \min \left[ F \left( \chi_{\gamma}^{(m)} \right), f(\psi) \right] \quad (7)$$

with the function $F$ given by the expression

$$F(\chi) = \frac{s(\chi)}{\sqrt{2\pi}} \left[ \text{erf} \left( \frac{c_\psi \frac{\pi}{2} \frac{1}{\sqrt{2s}}}{\chi} \right) + \text{erf} \left( \left[ \frac{\pi - c_\psi \frac{\pi}{2}}{\sqrt{2s}} \chi \right] \right) \right] \quad (8)$$

where erf denotes the error function. The function $f_0$ is introduced to bring a correction in the regime $\chi_{\gamma} \gg 1$ and can be generalised for any angle $\psi$ by the expression $\pi f_0(\psi) = \int_0^{\pi} \sin^{2/3}(\phi/c_\psi) d\phi$. The probability for the full pulse, including all its cycles obtained is a purely analytical formula and it depends on the following variables: $\omega_L$ the laser angular frequency and $\chi_{\gamma}^{(m)}$ for $m \geq 0$, the peak quantum parameter of the photon in the $m$-th cycle of the pulse

$$P_\pm = \sum_{m \geq 0} P_\pm^{(m)} \text{ with } P_\pm^{(m)} = 1 - e^{-\frac{1}{\omega_L} \chi_{\gamma}^{(m)} F(\chi_{\gamma}^{(m)})} \quad (9)$$

This probability is valid for one photon interacting with a plane wave. It is used in Eq (1) of the article in order to derive the number of positrons expected for a focused pulse interacting with a photon beam, which has a Gaussian shape in the z direction (3 µm FWHM) and is uniform in the radial direction.

**IV. MAXIMIZING THE NUMBER OF POSITRONS AVAILABLE FOR ACCELERATION**

The deflection of positrons created along the laser propagation direction depends on the number of low energy positrons generated at the interaction point [3]. This number is intuitively maximized for an incident electron beam of low energy $\mathcal{E}_{e^-}$. However, this energy $\mathcal{E}_{e^-}$ cannot be too low, otherwise no pairs are created by the Breit-Wheeler process. There is therefore an optimal value of $\mathcal{E}_{e^-}$ that can be evaluated.

We consider that the time interval $\Delta t$ that the laser spends interacting with the electron beam is $\Delta t = w_L/c \simeq 13$ fs, corresponding to a light crossing time in the laser pulse at a 90° angle of incidence, with $w_L = 3.8$ µm denoting the transverse FWHM of the laser field. As for the electron beam, we consider that it has a total charge of 10 pC. We assume that photon and pair production occur uniformly during the time interval $\Delta t$, such that the number of produced particles of differential rates $dN_{BW}/dt d\gamma_+$ is given by $\Delta t \times dN_{BW}/dt d\gamma_+$.

For a waterbag distribution of photons with a normalized energy $\gamma_\gamma$, the positron energy spectra is derived by multiplying the number of pairs produced by the pair production rate

$$\frac{dN_w}{d\gamma_+} = (\Delta t)^2 \frac{d^2 N_{BW} dN_{BW}}{dt d\gamma_+} \quad (10)$$

The positron spectra for a synchrotron energy distribution is deduced by weighting this spectra by the nonlinear Inverse Compton scattering differential cross-section $dN_{IC}/dt d\gamma_+$ [5]

$$\frac{dN_{IC}}{d\gamma_+} = \Delta t \int d\gamma_2 d^2 N_{IC} \frac{dN_w}{dt d\gamma_2} \frac{dN_{IC}}{d\gamma_+}$$
The above equation provides the positron energy distribution function emitted by a mono energetic electron beam. In order to quantify the number of low energy positrons, we integrate it numerically from 0 to 100 MeV, using the routines from the Boost library for C++ [9]. The calculation is performed for a laser intensity $I_L = 5 \times 10^{23}$ W/cm$^2$ and for a large range of electron beam energies $\varepsilon_{-\text{e}} = 0.5 \rightarrow 20$ GeV. The result is displayed in Fig. 2 and evidences the presence of an optimum electron beam energy of 3 GeV. This optimum is the value ensuring that a maximum of positrons are deflected in the laser propagation direction.
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