AN OPTIMIZATION PROBLEM IN HEAT CONDUCTION WITH VOLUME CONSTRAINT AND DOUBLE OBSTACLES
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Abstract. We consider the optimization problem of minimizing \( \int_{\mathbb{R}^n} |\nabla u|^2 \, dx \) with double obstacles \( \phi \leq u \leq \psi \text{ a.e. in } D \) and a constraint on the volume of \( \{u > 0\} \setminus D \), where \( D \subset \mathbb{R}^n \) is a bounded domain. By studying a penalization problem that achieves the constrained volume for small values of penalization parameter, we prove that every minimizer is \( C^{1,1} \) locally in \( D \) and Lipschitz continuous in \( \mathbb{R}^n \) and that the free boundary \( \partial \{u > 0\} \setminus D \) is smooth. Moreover, when the boundary of \( D \) has a plane portion, we show that the minimizer is \( C^{1,1/2} \) up to the plane portion.

1. Introduction and main results

In this paper we study a variational problem with double obstacles and a volume constraint, which naturally arises in the study of optimal thermal insulation. More precisely, the physical motivation of our study comes from an optimal design problem in heat conduction which contains a model that may briefly be described as follows:

There is a room with two positive temperature profiles while its exterior environment temperature is fixed to be zero. One is led to keep the temperature inside the room between two given profiles in a way that minimizes the energy, by surrounding a prescribed volume of insulating material outside the room.

Such an optimization problem with volume constraint arising in heat conduction has attracted the interest of many authors, see for instance \([1, 2, 12, 13, 16, 24, 25, 26]\). As far as we know, the volume constrained problems of double obstacle type have not been considered so far.

Mathematically, let \( D \) be a smooth and bounded domain in \( \mathbb{R}^n \) (\( n \geq 2 \)), and let \( \phi, \psi \in C^2(D) \) be two positive functions satisfying \( \phi \leq \psi \text{ in } D \) and \( \phi < \psi \text{ on } \partial D \).

Given \( \mu > 0 \), we are concerned with the following problem:

\[
\text{minimize } J(u) = \int_{\mathbb{R}^n} |\nabla u|^2 \, dx \quad \text{over } K_\mu, \quad (P)
\]

where

\[
K_\mu = \{ u \in H^1(\mathbb{R}^n) \mid \phi \leq u \leq \psi \text{ a.e. in } D, \ \mathcal{L}^n(\{u > 0\} \setminus D) = \mu \},
\]
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and $\mathcal{L}^n$ denotes the $n$-dimensional Lebesgue measure. In this setting, $\phi$ and $\psi$ are called lower and upper obstacles, respectively; the set $\partial\{u > 0\} \setminus \overline{D}$ is a free boundary which determines the distribution of insulating material in the above physical model. We also mention that problem ($P$) is related to the optimal interface problem in fluids; see for instance [4, 17].

The aim of this paper is to prove the existence of solutions to problem ($P$), and to study the regularity of the solutions as well as that of the corresponding free boundary. In this regard, when the upper obstacle $\psi$ is removed and the lower obstacle $\phi$ is required to be compactly supported in $D$, problem ($P$) was studied in [26]. Here we are considering the double obstacle case in a more general setting where the obstacles are allowed not to vanish on $\partial D$. Accordingly, differently from the single obstacle case treated in [26], we will encounter twofold difficulties respectively from double obstacle type problems and optimization problems with volume constraint. For this reason, we introduce below related researches on these two topics separately.

Over the past several decades, the single obstacle problems have been extensively studied, see for instance [5, 6, 7, 14, 22, 23] and the references therein. However, less results are known for double obstacle problems. They are more complicated to deal with than the single case since the obstacles may touch each other and the geometry of their contact part could be rather bad. We send readers some existing literatures about that. Devoted to regularity of solutions, Dal Maso, Mosco and Vivaldi [11] studied the pointwise regularity that the solutions were proved to be continuous if the obstacles satisfy suitable Weiner-type conditions. Afterwards, the Hölder regularity results of $C^{0, \alpha}$ and $C^{1, \alpha}$ with $0 < \alpha < 1$ were obtained under various regularity assumptions on obstacles, see for instance [10, 18, 20]. In particular, for classical double obstacle problems, Chipot [9] and then Caffarelli and Kinderlehrer [8] established the optimal regularity of $C^{1,1}$. To the best of our knowledge, up to now very little is known about the regularity of solutions when the obstacles are Lipschitz continuous. Furthermore, general regularity results of the free boundary have not been addressed yet.

Concerning optimization problems under volume constraint, the studies go back to the seminal paper [1]. There, Aguilera, Alt and Caffarelli presented a penalization method to establish the existence of minimizers and their regularity properties. This method has been applied to many optimal design problems of such type, see for instance [2, 12, 13, 16, 24]. However, in all these literatures, the Dirichlet boundary conditions are imposed on the problems considered there, which are not required in our problem ($P$).

In the present paper, we first employ penalization method to solve problem ($P$) in a way of performing nonvolume preserving variations, which is in spirit of [1]. Precisely, for $0 < \varepsilon < 1$, we introduce the following penalization problem instead:

**minimize** $J_\varepsilon(u) = \int_{\mathbb{R}^n} |\nabla u|^2 \, dx + f_\varepsilon(\mathcal{L}^n(\{x \in \Omega \mid u(x) > 0\}))$ over $K$, \hspace{1cm} \text{(P}_\varepsilon) \]

where $\Omega = \mathbb{R}^n \setminus \overline{D}$,

$K = \{u \in H^1(\mathbb{R}^n) \mid \phi \leq u \leq \psi \text{ a.e. in } D\}$,

and $f_\varepsilon$ is defined as

$$f_\varepsilon(t) = \begin{cases} 
\varepsilon(t - \mu), & \text{if } t \leq \mu, \\
\frac{1}{\varepsilon}(t - \mu), & \text{if } t \geq \mu.
\end{cases}$$
We will show that problem \((P_\varepsilon)\) can recover the original problem \((P)\) for small \(\varepsilon\). Hence, it suffices to establish the existence of solutions to \((P_\varepsilon)\). Since \((P_\varepsilon)\) is defined in the whole space \(\mathbb{R}^n\), the existence of its solutions is not immediate. For this reason, we adapt the ideas in [16] to introduce further a family of solvable problems defined in balls \(B_R\) (see \((P_{\varepsilon,R})\) in Section 2) which are equivalent to \((P_\varepsilon)\) for large \(R\). This ultimately leads to the existence of solutions to original problem \((P)\). Meanwhile, as a byproduct, we find the fact that any solution to problem \((P)\) has a bounded support. Physically, this agrees with the intuition when we go back to the model described at the beginning.

With the help of problems \((P_\varepsilon)\) and \((P_{\varepsilon,R})\), we also establish similar regularity results to those in [26]. Indeed, we obtain \(C^{1,1}\)-regularity of the solutions inside \(D\) as well as optimal Lipschitz regularity in the whole space \(\mathbb{R}^n\). And the free boundary is proved to be a locally smooth surface, except for a closed set of \((n-1)\)-dimensional Hausdorff measure zero. More precisely, our first main result is the following.

**Theorem 1.1.** There exists a solution to problem \((P)\). Any solution \(u\) is \(C^{1,1}\) locally in \(D\) and Lipschitz continuous in \(\mathbb{R}^n\). And the free boundary \(\partial\{u>0\} \setminus \overline{D}\) is smooth except for a closed set of \(H^{n-1}\)-measure zero.

Since the obstacles \(\phi\) and \(\psi\) work on \(\partial D\) in our case unlike the one considered in [26], we are able to investigate further the behavior of the solution \(u\) near \(\partial D\). Indeed, by considering the flat case, we derive the following improved regularity up to \(\partial D\) from both inside and outside of \(D\).

**Theorem 1.2.** Suppose that the boundary of \(D\) has a plane portion \(\Gamma\). Let \(u\) be a solution to problem \((P)\). Then

\[
\text{for a small neighborhood } N \text{ of } D, \\
\quad \text{and for a small neighborhood } N \text{ of } D,
\]

\[
\text{and for a small neighborhood } N \text{ of } D, \\
\quad u \in C^{1,\frac{1}{2}}((N \setminus \overline{D}) \cup \Gamma).
\]

It would be worthwhile to point out that the argument we exploit here to prove above regularity results skips the multiple parameters used in [26], and it enables us to derive Lipschitz regularity for classical double obstacle problem where the obstacles are Lipschitz continuous, see Remark 5.4 for details. As already mentioned, such a regularity result was missing in the literature. Besides, we remark that since there may have a jump in \(\nabla u\) across \(\partial\{u>0\} \setminus \overline{D}\), the Lipschitz continuity is expected to be globally optimal as stated in [1, 16] for other optimization problems under volume constraint.

Now let us comment the proofs of Theorems 1.1 and 1.2. The main idea is to split the problem into interior and exterior problems and especially to investigate the behavior of solutions near the boundary \(\partial D\). By illustrating that the set \(\partial\{u>0\}\) stays away from \(\partial D\), we carefully enlarge the obstacles \(\phi\) and \(\psi\) to be piecewise smooth in a small neighborhood \(D_\delta\) of \(D\) and to be Lipschitz continuous across \(\partial D\). It is thus observed that \(u\) still solves this extended double obstacle problem in \(D_\delta\). Then by reducing that problem locally to a single obstacle problem and employing approximation arguments, we obtain the regularity of \(u\) near \(\partial D\). Finally, together with the fine properties gained from the penalization problem \((P_\varepsilon)\), we deduce the desired regularity of \(u\) and that of the free boundary.

The paper is organized as follows. In Section 2, we introduce a family of auxiliary problems \((P_{\varepsilon,R})\) where the admissible functions are supported in \(B_R\). We show
the existence and some fine properties of a solution to problem \((P_{ε,R})\). Then in Section 3, we further perform the analysis as in Section 2 to study problem \((P_ε)\), establishing qualitative results analogous to those for problem \((P_{ε,R})\). We also derive the regularity properties of the free boundary. In Section 4, we prove that problem \((P)\) is recovered from \((P_ε)\) for small values of \(ε\). At last in Section 5, by illustrating the solution also solves a double obstacle problem near \(∂D\) where obstacles are piecewise smooth, we obtain the regularity of \(C^{0,1}\) in \(\mathbb{R}^n\) and \(C^{1,\frac{1}{2}}\) up to \(∂D\). This, together with the local properties established in the previous sections, completes the proofs of Theorem 1.1 and Theorem 1.2.

We fix some notations throughout this paper. For any \(x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n\) and \(r > 0\), define

\[
B_r(x) = \{ y \in \mathbb{R}^n \mid |y - x| < r \}, \quad B_r'(x) = \{ y \in B_r(x) \mid y_n = x_n \},
\]

\[
B_r^+(x) = \{ y \in B_r(x) \mid y_n > x_n \}, \quad B_r^-(x) = \{ y \in B_r(x) \mid y_n < x_n \}.
\]

If \(x = 0\), we would omit it and write \(B_r, B'_r\) and \(B_r^\pm\) for simplicity.

### 2. Solutions to Problem \((P_{ε,R})\)

In this section, we introduce a family of auxiliary problems \((P_{ε,R})\) for fixed \(0 < ε < 1\) by following the idea of [16]. We will show the existence of a solution \(u_{ε,R}\) to problem \((P_{ε,R})\) and also present certain fine properties of \(u_{ε,R}\), including Lipschitz regularity, nondegeneracy and density estimate. Moreover, we prove that the set \(\{u_{ε,R} > 0\}\) is bounded independently on \(R\) through some estimates on the positive phase of \(u_{ε,R}\) and Vitali covering lemma. These results will be used to study problem \((P_ε)\) in the next section.

Take a positive number \(R_0\) such that

\[
\mathcal{L}^n(B_{R_0} \setminus \overline{D}) > \mu \quad \text{and} \quad \{ x \in \mathbb{R}^n \mid \text{dist}(x, D) < 1 \} \subset B_{R_0}.
\]

For \(R \geq R_0\), let us consider an auxiliary version of the penalization problem \((P_ε)\) as follows:

\[
\text{minimize } J_{ε,R}(u) = \int_{B_R} |\nabla u|^2 \, dx + f_ε(\mathcal{L}^n(\{ x \in \Omega_R \mid u(x) > 0 \})) \quad \text{over } K_R,
\]

where \(\Omega_R = B_R \setminus \overline{D}\) and

\[
K_R = \{ u \in H^1_0(B_R) \mid \phi \leq u \leq \psi \text{ a.e. in } D \}.
\]

**Lemma 2.1.** There exists a solution to problem \((P_{ε,R})\). Moreover, if \(u_{ε,R}\) is such a solution, then

\[
0 \leq u_{ε,R} \leq \sup_D \phi \quad \text{a.e. in } B_R.
\]

**Proof.** We first prove that \(J_{ε,R}\) is not always infinite in \(K_R\). Let \(v_0 \in H^1(D)\) be the minimizer of the energy functional \(\int_D |\nabla u|^2 \, dx\) over

\[
K_D := \left\{ u \in H^1(D) \mid \phi \leq u \leq \psi \text{ a.e. in } D, \ u = \frac{\phi + \psi}{2} \text{ on } \partial D \right\}.
\]

Its existence is guaranteed by direct variational method. Take a smooth and bounded domain \(D'\) with

\[
D \Subset D' \Subset B_R \quad \text{and} \quad \mathcal{L}^n(D' \setminus \overline{D}) = \mu.
\]
We extend $v_0$ by taking an auxiliary function $w_0$ such that

$$\begin{cases}
\Delta w_0 = 0, & \text{in } D' \setminus \overline{D}, \\
w_0 = v_0, & \text{on } \overline{D}, \\
w_0 = 0, & \text{on } \overline{B_R} \setminus D'.
\end{cases}$$

Then $w_0 \in K_R$. Moreover, the strong maximum principle implies $w_0 > 0$ a.e. in $D'$.

By the definition of $f$, we have

$$f_\varepsilon(\mathcal{L}^n(\{x \in \Omega_R \mid w_0(x) > 0\})) = f_\varepsilon(\mathcal{L}^n(D' \setminus \overline{D})) = f_\varepsilon(\mu) = 0.$$

It follows that

$$J_{\varepsilon,R}(w_0) = \int_{D'} |\nabla w_0|^2 \, dx < \infty$$

holds uniformly with respect to $0 < \varepsilon < 1$ and $R \geq R_0$.

Clearly, $J_{\varepsilon,R} \geq -\mu$ in $K_R$. We set

$$m = \inf \{J_{\varepsilon,R}(u) \mid u \in K_R\} < \infty.$$

Next, we prove $m$ is attained. There exists a minimizing sequence $\{u_k\} \subset K_R$ such that

$$J_{\varepsilon,R}(u_k) \to m, \quad \text{as } k \to \infty.$$

This implies $\{J_{\varepsilon,R}(u_k)\}$ is a bounded sequence, then $\|\nabla u_k\|_{L^2(B_R)}$ is uniformly bounded. Hence, up to a subsequence,

$$u_k \rightharpoonup u_{\varepsilon,R} \text{ weakly in } H^1_0(B_R), \quad u_k \to u_{\varepsilon,R} \text{ a.e. in } B_R, \quad \text{as } k \to \infty.$$

From this,

$$\phi \leq u_{\varepsilon,R} \leq \psi \quad \text{a.e. in } D,$$

$$\mathcal{L}^n(\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\}) \leq \liminf_{k \to \infty} \mathcal{L}^n(\{x \in \Omega_R \mid u_k(x) > 0\}),$$

and

$$\int_{B_R} |\nabla u_{\varepsilon,R}|^2 \, dx \leq \liminf_{k \to \infty} \int_{B_R} |\nabla u_k|^2 \, dx.$$

We thus get $u_{\varepsilon,R} \in K_R$ and

$$J_{\varepsilon,R}(u_{\varepsilon,R}) \leq \liminf_{k \to \infty} J_{\varepsilon,R}(u_k) = m.$$

Therefore, $u_{\varepsilon,R}$ is a minimizer of $J_{\varepsilon,R}$ over $K_R$.

We proceed to show the $L^\infty$-estimate on $u_{\varepsilon,R}$. Define for $0 < t < 1$,

$$u_t = u_{\varepsilon,R} - t \min \{u_{\varepsilon,R}, 0\},$$

$$u^t = u_{\varepsilon,R} + t \min \{\sup_D \phi - u_{\varepsilon,R}, 0\}.$$ 

It is easy to check that $u_t \in K_R$. Also,

$$u_t = u_{\varepsilon,R} > 0, \quad \text{if } u_{\varepsilon,R} > 0,$$

$$u_t = (1 - t)u_{\varepsilon,R} \leq 0, \quad \text{if } u_{\varepsilon,R} \leq 0.$$

Hence we have

$$\mathcal{L}^n(\{x \in \Omega_R \mid u_t(x) > 0\}) = \mathcal{L}^n(\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\}).$$

By the minimality of $u_{\varepsilon,R}$, we have

$$\int_{B_R} |\nabla u_{\varepsilon,R}|^2 \, dx \leq \int_{B_R} |\nabla u_t|^2 \, dx.$$
Using the first variation, we get
\[
0 \leq \int_{B_R} |\nabla u_t|^2 \, dx - \int_{B_R} |\nabla u_{\varepsilon,R}|^2 \, dx
\]
\[
= \int_{B_R \cap \{u_{\varepsilon,R} < 0\}} (|\nabla u_t|^2 - |\nabla u_{\varepsilon,R}|^2) \, dx
\]
\[
= t(t - 2) \int_{B_R \cap \{u_{\varepsilon,R} < 0\}} |\nabla u_{\varepsilon,R}|^2 \, dx.
\]
This implies that
\[
u_{\varepsilon,R} \geq 0 \text{ a.e. in } B_R.
\]
On the other hand, we have
\[
u_t = \nu_{\varepsilon,R}, \quad \text{if } \nu_{\varepsilon,R} \leq \sup_D \phi,
\]
\[
u_t = (1 - t)\nu_{\varepsilon,R} + t \sup_D \phi \geq \sup_D \phi, \quad \text{if } \nu_{\varepsilon,R} \geq \sup_D \phi.
\]
By the above,
\[
u_t \geq \phi \text{ a.e. in } D.
\]
Together with \(\nu_t \leq \psi \text{ a.e. in } D\), we get \(\nu_t \in K_{\varepsilon,R}\). Moreover,
\[
\mathcal{L}^n(\{x \in \Omega_{\varepsilon,R} \mid \nu_{\varepsilon,R}(x) > 0\}) \geq \mathcal{L}^n(\{x \in \Omega_{\varepsilon,R} \mid \nu_t(x) > 0\}).
\]
Again by the minimality of \(\nu_{\varepsilon,R}\) and the first variation, we obtain
\[
\nu_{\varepsilon,R} \leq \sup_D \phi \text{ a.e. in } B_R.
\]
This finishes the proof. \(\square\)

In order to study the distribution of the positive phase, our next step is to derive the properties of \(\nu_{\varepsilon,R}\) in the exterior domain \(\Omega_{\varepsilon,R}\).

**Lemma 2.2.** Let \(\nu_{\varepsilon,R}\) be a solution to problem \((P_{\varepsilon,R})\). Then \(\nu_{\varepsilon,R}\) satisfies the following properties:

1. **Lipschitz continuity:** \(\nu_{\varepsilon,R} \in C_{\text{loc}}^{0,1}(\Omega_{\varepsilon,R})\). Moreover, for any \(\Omega' \Subset \Omega_{\varepsilon,R}\), there exists a positive constant \(C\) such that
   \[
   ||\nabla \nu_{\varepsilon,R}||_{L^\infty(\Omega')} \leq \frac{C}{\sqrt{\varepsilon}},
   \]
   where \(C\) depends only on \(n, \text{dist}(\Omega', \partial \Omega_{\varepsilon,R})\) and \(\sup_D \phi\).

2. **Nondegeneracy:** there exists a positive constant \(C = C(n)\) such that for \(B_r(x_0) \subset \Omega_{\varepsilon,R}\), if
   \[
   \frac{1}{r^{n-1}(\partial B_r(x_0))} \int_{\partial B_r(x_0)} \nu_{\varepsilon,R} \, d\mathcal{H}^{n-1} \leq C \sqrt{\varepsilon},
   \]
   then \(\nu_{\varepsilon,R} \equiv 0\) in \(B_{\frac{r}{2}}(x_0)\).

3. **Positive density:** for \(\Omega' \Subset \Omega_{\varepsilon,R}\), there exists a positive constant \(c\) such that for \(B_r(x_0) \subset \Omega'\) with \(\nu_{\varepsilon,R}(x_0) > 0\),
   \[
   \frac{\mathcal{L}^n(B_r(x_0) \cap \{\nu_{\varepsilon,R} > 0\})}{\mathcal{L}^n(B_r(x_0))} \geq c \varepsilon^n,
   \]
   where \(c\) depends only on \(n, \text{dist}(\Omega', \partial \Omega_{\varepsilon,R})\) and \(\sup_D \phi\).

4. **Harmonicity:** \(\nu_{\varepsilon,R}\) is harmonic in \(\{x \in \Omega_{\varepsilon,R} \mid \nu_{\varepsilon,R}(x) > 0\}\) and subharmonic in \(\Omega_{\varepsilon,R}\).
(5) Volume of positive phase: there exists a positive constant $M$ such that
\[ L^n\left(\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\}\right) \leq \mu + M\varepsilon, \]
where $M$ depends only on $n$, $D$, $\mu$, $\phi$ and $\psi$.

Proof. Our proof starts with the observation that $u_{\varepsilon,R}$ restricted to $\Omega_R$ minimizes
\[ J_{\varepsilon,R}(u) := \int_{\Omega_R} |\nabla u|^2 \, dx + \int_{\Omega_R} f_{\varepsilon}(u_{\varepsilon,R}) \, dx \]
over
\[ K_{\varepsilon,R} := \{ u \in H^1(\Omega_R) \mid u \geq 0 \text{ a.e. in } \Omega_R, \ u = u_{\varepsilon,R} \text{ on } \partial D, \ u = 0 \text{ on } \partial B_R \}. \]
Here we used the fact that $u_{\varepsilon,R} \geq 0$ a.e. in $B_R$ from Lemma 2.1. It is clear that $u_{\varepsilon,R} \geq \phi$ on $\partial D$ in the Sobolev trace sense. Combining $\phi > 0$ on $\partial D$, $u_{\varepsilon,R}$ restricted to $\Omega_R$ actually solves the penalization problem considered in [1]. Moreover, since
\[ \varepsilon(t_2 - t_1) \leq f_{\varepsilon}(t_2 - t_1) \leq \frac{1}{\varepsilon}(t_2 - t_1) \quad \text{for } t_1 \leq t_2, \]
we follow almost without change as in [3, Corollary 3.3 and Lemma 3.4] to obtain (1) and (2).

Take $x_0$ and $B_r(x_0)$ as in (3). By (2), there is $y_0 \in \partial B_{2r}(x_0)$ such that
\[ u_{\varepsilon,R}(y_0) > C(n)\sqrt{\varepsilon r}. \]
Combining the Lipschitz continuity (1), we obtain
\[ u_{\varepsilon,R}(y) > 0, \quad \text{if } |y - y_0| \leq \frac{C(n)\sqrt{\varepsilon r}}{2\text{Lip}(u_{\varepsilon,R})} =: c\varepsilon, \]
and (3) is proved.

For any nonnegative $\eta \in C_0^\infty(\Omega_R)$, we have
\[ 0 \leq \limsup_{t \to 0^+} \frac{1}{2t} (J_{\varepsilon,R}(u_{\varepsilon,R} - t\eta) - J_{\varepsilon,R}(u_{\varepsilon,R})) \leq -\int_{\Omega_R} \nabla u_{\varepsilon,R} \cdot \nabla \eta \, dx. \]
That is, $u_{\varepsilon,R}$ is subharmonic in $\Omega_R$. By (1), $\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\}$ is an open set.
For any $\zeta \in C_0^\infty(\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\})$ and $t > 0$ small, we have
\[ J_{\varepsilon,R}(u_{\varepsilon,R} \pm t\zeta) \geq J_{\varepsilon,R}(u_{\varepsilon,R}). \]
This implies
\[ \int_{\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\}} \nabla u_{\varepsilon,R} \cdot \nabla \zeta \, dx = 0, \]
and (4) is proved.

In the proof of Lemma 2.1, we see that
\[ J_{\varepsilon,R}(u_{\varepsilon,R}) \leq J_{\varepsilon,R}(w_0) = \int_{D'} |\nabla w_0|^2 \, dx =: M. \]
Thus,
\[ f_{\varepsilon}(L^n(\{x \in \Omega_R \mid u_{\varepsilon,R}(x) > 0\})) \leq M. \]
By the definition of $f_{\varepsilon}$, the proof is finished. \qed
We continue by showing that the free boundary \( \partial \{ u_{\epsilon,R} > 0 \} \cap \Omega_R \) stays away from the fixed boundary \( \partial D \), i.e. \( u_{\epsilon,R} > 0 \) in a neighborhood of \( D \).

Define for \( 0 < \delta < 1 \),
\[
D_\delta = \{ x \in \mathbb{R}^n \mid \text{dist}(x, D) < \delta \}.
\]
Since \( R \geq R_0 \), together with (2.1), we have \( D_\delta \subset B_R \).

**Lemma 2.3.** Let \( u_{\epsilon,R} \) be a solution to problem \( (P_{\epsilon,R}) \). Then there exists a positive constant \( \delta \) such that
\[
D_\delta \setminus \overline{D} \subset \{ x \in \Omega_R \mid u_{\epsilon,R}(x) > 0 \},
\]
where \( \delta \) depends only on \( n, D, \epsilon, \inf_{\partial D} \phi \).

**Proof.** Recall that \( u_{\epsilon,R} \) restricted to \( \Omega_R \) solves the penalization problem considered in [1]. In the proof of [1, Lemma 6] (see also [12, Lemma 3.4]), one has that for every \( y_0 \in \partial D \), there exists \( \delta = \delta(n, D, \epsilon, \inf_{\partial D} \phi) > 0 \) such that
\[
\text{dist}(x, D) < \delta \Rightarrow u_{\epsilon,R}(x) > 0 \quad \forall x \in B_\delta(y_0) \cap \Omega_R.
\]
Using standard finite-cover argument, there exists a neighborhood of \( \partial D \) in \( \Omega_R \) where \( u_{\epsilon,R} > 0 \), and the conclusion follows. \( \square \)

With Lemma 2.2 and Lemma 2.3, we finish this section by proving that solutions to problem \( (P_{\epsilon,R}) \) have uniformly bounded support independent of \( R \).

**Proposition 2.4.** Let \( u_{\epsilon,R} \) be a solution to problem \( (P_{\epsilon,R}) \). Then there exists a positive constant \( M_0 \) such that
\[
\{ x \in B_R \mid u_{\epsilon,R}(x) > 0 \}
\]
is bounded by \( B_{R_0} \). Here \( M_0 \) depends only on \( n, \mu, \epsilon, \delta, M, R_0 \) and \( \sup_D \phi \); \( M \) and \( \delta \) are given by Lemma 2.2 (5) and Lemma 2.3, respectively.

**Proof.** Denote \( W = \{ x \in \Omega_R \mid u_{\epsilon,R}(x) > 0, \text{dist}(x, \partial \Omega_R) > \frac{\delta}{2} \} \). By Lemma 2.3, \( W \neq \emptyset \). By Lemma 2.2 (3), we have
\[
\mathcal{L}^n \left( B_{\frac{\delta}{2}}(x) \cap \{ u_{\epsilon,R} > 0 \} \right) \geq c \epsilon \delta^n, \quad \forall x \in W.
\]
By Vitali covering lemma, there exists a disjoint subcollection
\[
\left\{ B_{\frac{\delta}{2}}(x_i) \right\}_{i \in I} \subset \left\{ B_{\frac{\delta}{2}}(x) \right\}_{x \in W}
\]
such that \( W \subset \bigcup_{i \in I} B_{\frac{\delta}{2}}(x_i) \), where \( I \) is an index set. It follows from Lemma 2.2 (5) that
\[
\mu + M\epsilon \geq \mathcal{L}^n \left( \{ x \in \Omega_R \mid u_{\epsilon,R}(x) > 0 \} \right)
\geq \sum_{i \in I} \mathcal{L}^n \left( B_{\frac{\delta}{2}}(x_i) \cap \{ u_{\epsilon,R} > 0 \} \right)
\geq c \epsilon \delta^n \text{Card}(I),
\]
where \( \text{Card}(I) \) is the cardinality of \( I \). We thus get \( \text{Card}(I) \) is finite. Therefore, any point \( x \in W \) can be connected to \( D_\delta \) by a chain of at most \( \text{Card}(I) \) balls with radius \( \frac{\delta}{2} \). We finish the proof by taking
\[
M_0 = R_0 + \delta + 5\delta \text{Card}(I).
\]
\( \square \)
3. Solutions to problem \((P_\varepsilon)\)

In this section, we shall exploit qualitative results for the penalization problem \((P_\varepsilon)\) that are analogous to those presented in Section 2. In particular, we find that any solution \(u_\varepsilon\) to problem \((P_\varepsilon)\) has bounded support, which leads to the equivalence of problems \((P_\varepsilon)\) and \((P_\varepsilon,R)\) for large \(R\). By illustrating that \(u_\varepsilon\) grows linearly near the set \(\partial\{u_\varepsilon > 0\} \cap \Omega\), we also derive the regularity properties of the free boundary \(\partial\{u_\varepsilon > 0\} \cap \Omega\).

First, it is not hard to establish the existence of a solution to problem \((P_\varepsilon)\) using the fact that solutions to problem \((P_\varepsilon,R)\) have uniformly bounded support with respect to \(R\) (Proposition 2.4).

Lemma 3.1. There exists a solution to problem \((P_\varepsilon)\). Moreover, if \(u_\varepsilon\) is such a solution, then

\[
0 \leq u_\varepsilon \leq \sup_D \phi \quad \text{a.e. in } \mathbb{R}^n.
\]

Proof. We set

\[
\omega = \inf\{J_\varepsilon(u) \mid u \in K\}.
\]

Then \(-\mu \leq \omega < \infty\) is finite. This follows by the same method as in Lemma 2.1. Let \(\{u_k\} \subset K\) be a minimizing sequence. Without loss of generality, we may assume \(\text{spt}(u_k) \subset B_k\) for sufficiently large \(k\). Moreover, we may also assume \(u_k\) is a solution to problem \((P_{\varepsilon,k})\). Indeed, if \(u_{\varepsilon,k}\) is a solution to problem \((P_{\varepsilon,k})\), by assuming \(u_{\varepsilon,k} = 0\) in \(\mathbb{R}^n \setminus B_k\), then

\[
J_\varepsilon(u_{\varepsilon,k}) = \int_{\mathbb{R}^n} |\nabla u_{\varepsilon,k}|^2 \, dx + f_\varepsilon(L^n(\{u_{\varepsilon,k} > 0\} \cap \Omega))
\]

\[
= \int_{B_k} |\nabla u_{\varepsilon,k}|^2 \, dx + f_\varepsilon(L^n(\{u_{\varepsilon,k} > 0\} \cap \Omega_k))
\]

\[
= J_{\varepsilon,k}(u_{\varepsilon,k}) \leq J_{\varepsilon,k}(u_k) = J_\varepsilon(u_k).
\]

By Proposition 2.4, we have

\[
\text{spt}(u_k) \subset B_{M_0}.
\]

Fix some sufficiently large \(k_0 > M_0\) and take a corresponding solution \(u_\varepsilon\) to problem \((P_{\varepsilon,k_0})\). Assume that \(u_\varepsilon = 0\) in \(\mathbb{R}^n \setminus B_{k_0}\). We thus get

\[
J_\varepsilon(u_\varepsilon) = J_{\varepsilon,k_0}(u_\varepsilon) \leq J_{\varepsilon,k_0}(u_k) \leq J_\varepsilon(u_k), \quad \forall \ k \geq 1.
\]

Letting \(k \to \infty\), we obtain that \(u_\varepsilon\) is a solution to problem \((P_\varepsilon)\).

Analysis similar to that in the proof of Lemma 2.1 shows the \(L^\infty\)-estimate on \(u_\varepsilon\) in \(\mathbb{R}^n\). This finishes the proof. \(\square\)

Proceeding as in Section 2 with minor modifications, we can easily obtain certain fine properties for solutions to problem \((P_\varepsilon)\). We state them below for complements.

Lemma 3.2. Let \(u_\varepsilon\) be a solution to problem \((P_\varepsilon)\). Then \(u_\varepsilon\) satisfies the following properties:

1. \(u_\varepsilon \in C^{1,1}_{\text{loc}}(D) \cap C^{0,1}_{\text{loc}}(\Omega)\). Moreover, for any \(\Omega' \Subset \Omega\), there exists a positive constant \(C\) such that

\[
\|\nabla u_\varepsilon\|_{L^\infty(\Omega')} \leq \frac{C}{\sqrt{\varepsilon}},
\]

where \(C\) depends only on \(n, \text{dist}(\Omega', \partial\Omega)\) and \(\sup_D \phi\).
(2) There exists a constant $C = C(n)$ such that for $B_r(x_0) \subset \Omega$, if
\[
\frac{1}{r^{n-1}(\partial B_r(x_0))} \int_{\partial B_r(x_0)} u_\varepsilon \, d\mathcal{H}^{n-1} \leq C\sqrt{\varepsilon},
\]
then $u_\varepsilon \equiv 0$ in $B_\varepsilon(x_0)$.
(3) For $\Omega' \Subset \Omega$, there exists a positive constant $c$ such that for $B_r(x_0) \subset \Omega'$
with $u_\varepsilon(x_0) > 0$,
\[
\frac{\mathcal{L}^n(B_r(x_0) \cap \{u_\varepsilon > 0\})}{\mathcal{L}^n(B_r(x_0))} \geq c\varepsilon^n,
\]
where $c$ depends only on $n$, dist($\Omega'$, $\partial \Omega$) and $\sup_D \phi$.
(4) $u_\varepsilon$ is harmonic in $\{x \in \Omega \mid u_\varepsilon(x) > 0\}$ and subharmonic in $\Omega$.
(5) $\mathcal{L}^n(\{x \in \Omega \mid u_\varepsilon(x) > 0\}) \leq \mu + M\varepsilon$, where $M$ is given by Lemma 2.2 (5).

Proof. It is easy to check that $u_\varepsilon$ restricted to $D$ solves the double obstacle problem
in $D$ with $\phi$, $\psi$ as obstacles and boundary data $u_\varepsilon$ on $\partial D$. Namely, $u_\varepsilon$ minimizes
the energy functional $\int_D |\nabla u|^2 \, dx$ over
\[
\{u \in H^1(D) \mid \phi \leq u \leq \psi \text{ a.e. in } D, \ u = u_\varepsilon \text{ on } \partial D\}.
\]
The optimal regularity theorem in [8, 9] implies that $u_\varepsilon \in C^{1,1}_{\text{loc}}(D)$.
Also, using the fact from Lemma 3.1 that $u_\varepsilon \geq 0$ a.e. in $\Omega$ again, $u_\varepsilon$ also minimizes
\[
J_\varepsilon^*(u) := \int_\Omega |\nabla u|^2 \, dx + f_\varepsilon(\mathcal{L}^n(\{x \in \Omega \mid u(x) > 0\}))
\]
over
\[
K_\varepsilon := \{u \in H^1(\Omega) \mid u \geq 0 \text{ a.e. in } \Omega, \ u = u_\varepsilon \text{ on } \partial \Omega\}.
\]
Consequently, $u_\varepsilon$ solves the penalization problem in $\Omega$ studied in [1]. The rest of
the proof runs as in Lemma 2.2. \qed

Likewise, one can see that the following assertions hold.

Lemma 3.3. Let $u_\varepsilon$ be a solution to problem $(P_\varepsilon)$. Then
\[
D_\delta \setminus \overline{\mathcal{D}} \subset \{x \in \Omega \mid u_\varepsilon(x) > 0\},
\]
where $\delta$ is given by Lemma 2.3.

By virtue of the above lemmas, we can argue as in the proof of Proposition 2.4
to verify that any solution to problem $(P_\varepsilon)$ has bounded support. As an immediate
consequence, we get the equivalence of problems $(P_\varepsilon)$ and $(P_{\varepsilon,R})$ for large $R$.

Proposition 3.4. Let $u_\varepsilon$ be a solution to problem $(P_\varepsilon)$. Then $\{x \in \mathbb{R}^n \mid u_\varepsilon(x) > 0\}$
is bounded by $B_{M_0}$, where $M_0$ is given by Proposition 2.4.

Corollary 3.5. For every $R > M_0$, $u_\varepsilon$ is a solution to problem $(P_\varepsilon)$ if and only if
$u_\varepsilon$ is a solution to problem $(P_{\varepsilon,R})$.

Recall that the solution $u_\varepsilon$ to problem $(P_\varepsilon)$ is nonnegative in $\Omega$ and harmonic
in $\{u_\varepsilon > 0\} \cap \Omega$, and with linear growth near the free boundary $\partial\{u_\varepsilon > 0\} \cap \Omega$.
Here the linear growth comes from Lipschitz regularity and nondegeneracy (Lemma
3.2 (1) and (2)). In addition, note that $u_\varepsilon$ restricted to $\Omega$ solves the penalization
problem studied in [1]. Therefore, we are allowed to apply the corresponding results
in [1, 3] to $u_\varepsilon$ to obtain the representation theorem, which contains information on
the regularity of the free boundary. To sum up, we obtain the following properties
of the free boundary $\partial\{u_\varepsilon > 0\} \cap \Omega$. 

Theorem 3.6. Let $u_\varepsilon$ be a solution to problem $(P_\varepsilon)$. Then

1. $\mathcal{H}^{n-1}(\partial\{u_\varepsilon > 0\} \cap \Omega') < \infty$ for $\Omega' \in \Omega$.
2. There exists a Borel function $q_{u_\varepsilon}$ such that in the sense of distributions
   \[ \Delta u_\varepsilon = q_{u_\varepsilon} \mathcal{H}^{n-1}\{\partial\{u_\varepsilon > 0\}\}. \]
   That is, for $\eta \in C_0^\infty(\Omega)$, there holds
   \[ -\int_\Omega \nabla u_\varepsilon \cdot \nabla \eta \, dx = \int_{\partial\{u_\varepsilon > 0\} \cap \Omega} q_{u_\varepsilon} \eta \, d\mathcal{H}^{n-1}. \]
   Moreover, there exists a positive constant $\lambda_{u_\varepsilon}$ such that
   \[ q_{u_\varepsilon} = \lambda_{u_\varepsilon} \mathcal{H}^{n-1}\text{-a.e. on } \partial\{u_\varepsilon > 0\} \cap \Omega. \]
3. For $\Omega' \in \Omega$, there exist positive constants $c$ and $C$ such that for $B_r(x_0) \Subset \Omega'$ with $x_0 \in \partial\{u_\varepsilon > 0\}$,
   \[ cr^{n-1} \leq \mathcal{H}^{n-1}(\partial\{u_\varepsilon > 0\} \cap B_r(x_0)) \leq Cr^{n-1}, \]
   where $c$ and $C$ depend only on $n$, $u_\varepsilon$, $\Omega'$ and $\Omega$.
4. For $\mathcal{H}^{n-1}$-almost every $x_0 \in \partial_{\text{red}}\{u_\varepsilon > 0\}$, there holds
   \[ u_\varepsilon(x_0 + x) = q_{u_\varepsilon}(x_0) \max\{-x \cdot \nu(x_0), 0\} + o(|x|), \quad \text{as } |x| \to 0, \]
   where $\nu(x_0)$ is the outer normal vector to the reduced boundary of $\{u_\varepsilon > 0\}$ at $x_0$.
5. $\partial\{u_\varepsilon > 0\} \cap \Omega$ is smooth, except for a closed set of $\mathcal{H}^{n-1}$-measure zero.

Proof. The proof follows exactly as that of [3, §4] and [1, §2].

4. Behavior of solutions to problem $(P_\varepsilon)$ for small $\varepsilon$

This section aims to reveal the fact that a solution $u_\varepsilon$ to problem $(P_\varepsilon)$ also solves problem $(P)$ when the penalization parameter $\varepsilon$ is small enough. Actually, it is only needed to verify that the volume of $\{u_\varepsilon > 0\} \setminus \overline{D}$ adjusts to the prescribed volume $\mu$ for small $\varepsilon$. Here, unlike Theorem 3.6, we cannot apply the perturbation result in [1] directly, since our boundary data on $\partial D$ vary with $\varepsilon$. Instead, we handle it by combining the ideas in [1] with a comparison argument.

Lemma 4.1. Let $u_\varepsilon$ be a solution to problem $(P_\varepsilon)$. Then
\[ c \leq \lambda_{u_\varepsilon} \leq C, \]
where $\lambda_{u_\varepsilon}$ is given by Theorem 3.6 (2), $c$ and $C$ are positive constants independent of $\varepsilon$.

Proof. We first prove that there are positive constants $c$ and $C$, independent of $\varepsilon$, such that
\[ c \leq \mathcal{L}^n(\{x \in \Omega_{R_0} \mid u_\varepsilon(x) > 0\}) \leq \mu + C\varepsilon, \]
where $R_0$ is given in (2.1). The estimate from above is already proved in Lemma 3.2 (5). On the other hand, in the proof of Lemma 2.1 and Lemma 3.1, we see that
\[ \int_\Omega |\nabla u_\varepsilon|^2 \, dx \leq C. \]
By Proposition 3.4, $u_\varepsilon$ has bounded support. Then Poincaré inequality gives
\[ \|u_\varepsilon\|_{H^1(\Omega)} \leq C. \]
Note that \( u_\varepsilon \geq 0 \) in \( \Omega_{R_0} \) and \( u_\varepsilon \geq \phi \) on \( \partial D \) in the Sobolev trace sense. By Sobolev trace theorem and Hölder inequality, we have
\[
\int_{\partial D} \phi \, dH^{n-1} \leq \int_{\partial \Omega_{R_0}} u_\varepsilon \, dH^{n-1} \\
\leq CL^n(\{ x \in \Omega_{R_0} \mid u_\varepsilon(x) > 0 \})^{1/2} \| u_\varepsilon \|_{H^1(\Omega_{R_0})} \\
\leq CL^n(\{ x \in \Omega_{R_0} \mid u_\varepsilon(x) > 0 \})^{1/2}.
\]
We thus obtain the estimate from below.

Take a smooth domain \( \Omega' \Subset \Omega_{R_0} \) with
\[
L^n(\Omega') > \mu \quad \text{and} \quad L^n(\Omega_{R_0} \setminus \Omega') < c,
\]
where \( c \) is the constant as above. Then for \( \varepsilon \) small enough,
\[
L^n(\Omega' \cap \{ u_\varepsilon > 0 \}) \leq \mu + C \varepsilon < L^n(\Omega').
\]
On the other hand,
\[
L^n(\Omega' \cap \{ u_\varepsilon > 0 \}) \geq L^n(\Omega_{R_0} \cap \{ u_\varepsilon > 0 \}) - L^n(\Omega_{R_0} \setminus \Omega') \geq c - L^n(\Omega_{R_0} \setminus \Omega') > 0.
\]
Hence, by the relative isoperimetric inequality, we have
\[
H^{n-1}(\Omega' \cap \partial(\{ u_\varepsilon > 0 \})) \geq c \min(\{ L^n(\Omega' \cap \{ u_\varepsilon > 0 \}), L^n(\Omega' \cap \{ u_\varepsilon = 0 \}) \})^{\frac{n-1}{n}} \geq c > 0.
\]
Let \( h_\varepsilon, h \) be the harmonic functions in \( \Omega_{R_0} \) vanishing on \( \partial B_{R_0} \) and equal to \( u_\varepsilon, \phi \) on \( \partial D \), respectively. By the comparison principle and strong maximum principle,
\[
h_\varepsilon \geq h > 0 \quad \text{in} \quad \Omega_{R_0}.
\]
Assume \( h_\varepsilon = 0 \) in \( \mathbb{R}^n \setminus B_{R_0} \). Since \( \int_{\Omega} |\nabla u_\varepsilon|^2 \, dx \) is bounded, it follows from Theorem 3.6 (2) that
\[
C \geq \int_{\Omega} \nabla u_\varepsilon \cdot \nabla \min\{ u_\varepsilon - h_\varepsilon, 0 \} \, dx \\
= \int_{\partial(\{ u_\varepsilon > 0 \}) \cap \Omega} \lambda_\varepsilon \max\{ h_\varepsilon - u_\varepsilon, 0 \} \, dH^{n-1} \\
= \int_{\partial(\{ u_\varepsilon > 0 \}) \cap \Omega_{R_0}} \lambda_\varepsilon h_\varepsilon \, dH^{n-1} \\
\geq \lambda_\varepsilon \inf_{\Omega'} h \, H^{n-1}(\partial(\{ u_\varepsilon > 0 \}) \cap \Omega') \geq c \lambda_\varepsilon.
\]
This gives an upper bound for \( \lambda_\varepsilon \).

Again by the fact that \( u_\varepsilon \geq \phi \) on \( \partial D \) in the Sobolev trace sense and \( \phi \) is strictly positive on \( \partial D \), the same arguments as in [1, Lemma 6] can be applied to \( u_\varepsilon \) to give the lower bound for \( \lambda_\varepsilon \). This finishes the proof. \( \square \)

With the uniform bounds on \( \lambda_\varepsilon \) and the fact that \( f'_\varepsilon(s) \) jumps at \( s = \mu \), we are ready to prove the desired result.

**Proposition 4.2.** There exists \( \varepsilon_0 > 0 \) such that if \( u_\varepsilon \) is a solution to problem \( (P_\varepsilon) \), then for \( 0 < \varepsilon < \varepsilon_0 \),
\[
L^n(\Omega \cap \{ u_\varepsilon > 0 \}) = \mu.
\]
Therefore, \( u_\varepsilon \) is a solution to problem \( (P) \) for such \( \varepsilon \). On the contrary, if \( u \) is a solution to problem \( (P) \), then \( u \) is a solution to problem \( (P_\varepsilon) \) for any \( 0 < \varepsilon < \varepsilon_0 \).
Proof. We prove it by contradiction. Suppose first that \( \mathcal{L}^n(\Omega \cap \{ u_\varepsilon > 0 \}) > \mu \). Let \( x_0 \in \partial\{ u_\varepsilon > 0 \} \) be a regular free boundary point, that is, \( \partial\{ u_\varepsilon > 0 \} \) is smooth in \( B_r(x_0) \) for small \( r > 0 \). Near \( x_0 \) we make a smooth inward perturbation of the set \( \{ u_\varepsilon > 0 \} \) decreasing its volume by \( \delta(V) \). We choose \( \delta(V) \) small such that
\[
\mathcal{L}^n(\Omega \cap \{ u_\varepsilon > 0 \}) - \delta(V) \geq \mu.
\]
Denote the perturbed set by \( P \), where
\[
P \subset B_r(x_0) \cap \{ u_\varepsilon > 0 \}.
\]
Let \( v_\varepsilon \) be the function in \( B_r(x_0) \) satisfying
\[
\begin{align*}
\Delta v_\varepsilon &= 0, & \text{in } P, \\
v_\varepsilon &= 0, & \text{in } \partial P \cap \partial B_r(x_0), \\
v_\varepsilon &= u_\varepsilon, & \text{on } \partial P \cap \partial B_r(x_0),
\end{align*}
\]
and let
\[
w_\varepsilon = \begin{cases} v_\varepsilon, & \text{in } B_r(x_0), \\ u_\varepsilon, & \text{in } \mathbb{R}^n \setminus B_r(x_0). \end{cases}
\]
By Hadamard variational principle and Lemma 4.1, we have
\[
\int_{B_r(x_0)} (|\nabla v_\varepsilon|^2 - |\nabla u_\varepsilon|^2) \, dx = \lambda_\varepsilon^2 \delta(V) + o(\delta(V))
\leq C^2 \delta(V) + o(\delta(V)).
\]
Hence,
\[
0 \leq J_\varepsilon(w_\varepsilon) - J_\varepsilon(u_\varepsilon)
= \int_{B_r(x_0)} |\nabla v_\varepsilon|^2 \, dx - \int_{B_r(x_0)} |\nabla u_\varepsilon|^2 \, dx
+ f_\varepsilon(\mathcal{L}^n(\Omega \cap \{ w_\varepsilon > 0 \}) - f_\varepsilon(\mathcal{L}^n(\Omega \cap \{ u_\varepsilon > 0 \}))
\leq C^2 \delta(V) - \frac{1}{\varepsilon} \delta(V) + o(\delta(V)) < 0,
\]
provided \( \varepsilon < \frac{1}{2C^2} \), which is a contradiction.

Now suppose that \( \mathcal{L}^n(\Omega \cap \{ u_\varepsilon > 0 \}) < \mu \). We make a smooth outward perturbation near a regular free boundary point. Due the facts that \( \lambda_\varepsilon \) has a lower bound and
\[
f_\varepsilon'(s) = \varepsilon \quad \text{for } s < \mu,
\]
similar arguments leads to a contradiction. Thus, we conclude that if \( \varepsilon \) is small enough,
\[
\mathcal{L}^n(\Omega \cap \{ u_\varepsilon > 0 \}) = \mu,
\]
and the conclusion follows immediately. \( \square \)

5. Proofs of Theorem 1.1 and Theorem 1.2

At this stage, since the original problem \( (P) \) is recovered from problem \( (P_\varepsilon) \) for small \( \varepsilon \) (Proposition 4.2), we already know that problem \( (P) \) admits a solution \( u_\varepsilon \) which is in \( C^{0,1}_{\text{loc}}(\mathbb{R}^n \setminus \overline{D}) \cap C^{1,1}_{\text{loc}}(D) \) (Lemmas 3.1 and 3.2), but the regularity up to \( \partial D \) has not been treated. To fill this gap, we will enlarge the obstacles to be piecewise smooth in a neighborhood of \( D \) and identify \( u_\varepsilon \) as a solution to a double
obstacle problem near \( \partial D \). Then by reducing that problem locally to a single obstacle problem, we prove that \( u_\varepsilon \) is Lipschitz continuous across \( \partial D \). Consequently, together with Theorem 3.6, we can conclude Theorem 1.1. Furthermore, we prove that \( u_\varepsilon \) is \( C^{1,1/2} \) up to \( \partial D \) and thus obtain Theorem 1.2.

To begin with, take \( \delta_\varepsilon = \frac{\delta}{2} \) where \( \delta \) is as in Lemma 3.3. Let us consider the domain \( D_{\delta_\varepsilon} \supseteq D \) and enlarge the obstacle \( \phi \) by taking an auxiliary function \( \phi_\varepsilon \) such that

\[
\begin{aligned}
\Delta \phi_\varepsilon &= 0, & \text{in } D_{\delta_\varepsilon} \setminus \overline{D}, \\
\phi_\varepsilon &= \phi, & \text{on } \overline{D}, \\
\phi_\varepsilon &= u_\varepsilon, & \text{on } \partial D_{\delta_\varepsilon}.
\end{aligned}
\]

Enlarge \( \psi \) in the same way and denote the resulting function by \( \psi_\varepsilon \). Clearly, \( u_\varepsilon \) is smooth on \( \partial D_{\delta_\varepsilon} \) in view of Lemma 3.2 (4) and Lemma 3.3. By boundary estimates for harmonic functions, it is seen that \( \phi_\varepsilon, \psi_\varepsilon \in C^{0,1}(\overline{D_{\delta_\varepsilon}}) \cap C^{1,1}(\overline{D}) \cap C^{1,1}(\overline{D_{\delta_\varepsilon}} \setminus D) \).

Let \( \varepsilon_0 \) be as in Proposition 4.2. Given \( 0 < \varepsilon < \varepsilon_0 \), we show that \( u_\varepsilon \) solves the double obstacle problem in \( D_{\delta_\varepsilon} \) with \( \phi_\varepsilon \) and \( \psi_\varepsilon \) as lower and upper obstacles, respectively.

**Lemma 5.1.** Let \( u_\varepsilon \) be a solution to problem \((P_\varepsilon)\). Then for \( 0 < \varepsilon < \varepsilon_0 \), \( u_\varepsilon \) minimizes the energy functional

\[
J^i_\varepsilon(u) := \int_{D_{\delta_\varepsilon}} |\nabla u|^2 \, dx
\]

over

\[
K^i_\varepsilon := \{ u \in H^1(D_{\delta_\varepsilon}) \mid \phi_\varepsilon \leq u \leq \psi_\varepsilon \text{ a.e. in } D_{\delta_\varepsilon}, \ u = u_\varepsilon \text{ on } \partial D_{\delta_\varepsilon} \}.
\]

**Proof.** By Lemma 3.2 (4) and Lemma 3.3, we have

\[
\Delta u_\varepsilon = 0 \quad \text{in } D_{\delta_\varepsilon} \setminus \overline{D}.
\]

By the definition of \( \phi_\varepsilon, \psi_\varepsilon \) and \( \phi \leq u_\varepsilon \leq \psi \) a.e. in \( D \), the comparison principle implies

\[
\phi_\varepsilon \leq u_\varepsilon \leq \psi_\varepsilon \quad \text{a.e. in } D_{\delta_\varepsilon}.
\]

Hence \( u_\varepsilon \in K^i_\varepsilon \).

Since \( \phi_\varepsilon > 0 \) on \( \partial(D_{\delta_\varepsilon} \setminus \overline{D}) \), the strong maximum principle gives the positivity of \( \phi_\varepsilon \) in \( D_{\delta_\varepsilon} \). We thus get

\[
u > 0 \quad \text{a.e. in } D_{\delta_\varepsilon}, \quad \forall \ u \in K^i_\varepsilon.
\]

By assuming \( u = u_\varepsilon \in \mathbb{R}^n \setminus \overline{D_{\delta_\varepsilon}} \), the function \( u \in K^i_\varepsilon \) can be considered as belonging to \( K \). It follows from Proposition 4.2 that

\[
\mathcal{L}^n(\{u > 0\} \setminus \overline{D}) = \mathcal{L}^n(\{u_\varepsilon > 0\} \setminus \overline{D}) = \mu, \quad \forall \ u \in K^i_\varepsilon.
\]

Using the minimality of \( u_\varepsilon \), the conclusion follows. \( \square \)

Based on the above observation, we can further derive the Lipschitz continuity of \( u_\varepsilon \) in \( D_{\delta_\varepsilon} \). For this, we need to introduce the following estimate for harmonic functions.
Lemma 5.2. Let $U$ be a bounded open set in $\mathbb{R}^n$. Let $h \in C^0(U \cap B_r)$ be harmonic and $g \in W^{1,\infty}(U \cap B_r) \cap C^0(U \cap B_r)$ with $\|g\|_{W^{1,\infty}(U \cap B_r)} \leq L$. Assume that
$$|h(x) - g(x)| \leq L \text{dist}(x, \partial U \cap B_r), \quad \forall x \in U \cap B_r.$$ Then there exists a positive constant $C = C(n)$ such that
$$|h(x) - h(y)| \leq CL|x - y|$$
for any $x, y \in U \cap B_r$ satisfying
$$\text{dist}(x, \partial U) < \frac{1}{4}(r - |x|) \quad \text{and} \quad \text{dist}(y, \partial U) < \frac{1}{4}(r - |y|). \quad (5.2)$$

Proof. We consider two cases:

1. Suppose that $|x - y| \geq \frac{1}{4}\max\{\text{dist}(x, \partial U), \text{dist}(y, \partial U)\}$. Take $x^*, y^* \in \partial U$ such that
$$|x - x^*| = \text{dist}(x, \partial U) \quad \text{and} \quad |y - y^*| = \text{dist}(y, \partial U).$$ By assumption (5.2), we have $x^*, y^* \in U \cap B_r$. Then
$$|h(x) - h(y)| \leq |h(x) - g(x)| + |g(x) - g(y)| + |h(y) - g(y)| \leq L|x - x^*| + L|x - y| + L|y - y^*| \leq 9L|x - y|.$$

2. Suppose that $|x - y| < \frac{1}{4}\max\{\text{dist}(x, \partial U), \text{dist}(y, \partial U)\}$. Assume $x^*$ as above and denote $\rho = \text{dist}(x, \partial U)$. Then $y \in B_{\rho}(x)$ and $B_{\frac{\rho}{2}}(x) \subset U \cap B_r$ by (5.2) again. Since $h$ is harmonic in $B_{\frac{\rho}{2}}(x)$, the interior gradient estimate gives
$$\|\nabla h\|_{L^\infty(B_{\frac{\rho}{2}}(x))} \leq \frac{C}{\rho} \|h - g(x^*)\|_{L^\infty(B_{\frac{\rho}{2}}(x))} \leq \frac{C}{\rho} \left( \|h - g\|_{L^\infty(B_{\frac{\rho}{2}}(x))} + \|g - g(x^*)\|_{L^\infty(B_{\frac{\rho}{2}}(x))} \right) \leq \frac{2C}{\rho}(L\rho + L\rho) = 2CL.$$ Hence, $|h(x) - h(y)| \leq 2CL|x - y|$.

By approximation arguments, we are able to apply regularity theory in classical obstacle problems to deduce the regularity of $u_\varepsilon$ in $D_\delta$. 

Lemma 5.3. Let $u_\varepsilon$ be a solution to problem $(P_\varepsilon)$. Then for $0 < \varepsilon < \varepsilon_0$,
$$u_\varepsilon \in C^{0,1}(\overline{D_\delta}).$$

Proof. In the proof, we would often omit the subscript $\varepsilon$ in $u_\varepsilon$, $\phi_\varepsilon$, $\psi_\varepsilon$ and $D_\delta$, for simplicity. Define for $0 < \sigma < 1$,
$$\phi^\sigma = \phi - \sigma, \quad \psi^\sigma = \psi + \sigma \quad \text{in} \ D_\delta,$$ and
$$K^\sigma = \{v \in H^1(D_\delta) \mid \phi^\sigma \leq v \leq \psi^\sigma \text{ a.e. in } D_\delta, \ v = u \text{ on } \partial D_\delta\}.$$
Denote $v^\sigma$ the minimizer of the energy functional $\int_{D_\delta} |\nabla v|^2 \, dx$ over $K^\sigma$. By Lemma 5.1, we can apply the pointwise regularity result of double obstacle problem in [11] to obtain $v^\sigma \in C^0(D_\delta)$, and so the coincidence sets

$$\Lambda^\sigma_1 := \{ x \in D_\delta \mid v^\sigma(x) = \phi^\sigma(x) \} \quad \text{and} \quad \Lambda^\sigma_2 := \{ x \in D_\delta \mid v^\sigma(x) = \psi^\sigma(x) \}$$

are compact and disjoint. It is easy to check

$$\Delta v^\sigma = 0 \quad \text{in} \quad D_\delta \setminus (\Lambda^\sigma_1 \cup \Lambda^\sigma_2). \quad (5.3)$$

We will take a smooth open set $V_1$ such that

$$\Lambda^\sigma_1 \Subset V_1 \Subset D_\delta \setminus \Lambda^\sigma_2.$$  

This implies

$$\int_{V_1} |\nabla v^\sigma|^2 \, dx = \min \left\{ \int_{V_1} |\nabla v|^2 \, dx \mid v \in H^1(V_1), \; v \geq \phi^\sigma \text{ a.e. in } V_1, \; v = v^\sigma \text{ on } \partial V_1 \right\}.$$ 

That is, $v^\sigma$ restricted to $V_1$ solves the single obstacle problem with $\phi^\sigma$ as obstacle. We claim that there exists a smooth neighborhood $U_1 \subset V_1$ of $\Lambda^\sigma_1$ such that

$$|\nabla v^\sigma| \leq C \|\nabla \phi\|_{L^\infty(D_\delta)} \quad \text{a.e. in } U_1,$$ 

where $C = C(n)$ is a positive constant. Indeed, it is sufficient to show that

$$|v^\sigma(x) - v^\sigma(y)| \leq C \|\nabla \phi\|_{L^\infty(D_\delta)} |x - y|$$ 

for any $x, y \in V_1$ satisfying

$$\text{dist}(x, \Lambda^\sigma_1) < \frac{1}{4}(r_0 - |x - x^*|) \quad \text{and} \quad \text{dist}(y, \Lambda^\sigma_1) < \frac{1}{4}(r_0 - |y - x^*|)$$

for some $x^* \in \Lambda^\sigma_1$, where $r_0 = \frac{1}{2}\text{dist}(\Lambda^\sigma_1, \partial V_1)$. To show (5.5), we consider three cases:

1. Suppose that $x, y \in \Lambda^\sigma_1$. Then

   $$|v^\sigma(x) - v^\sigma(y)| = |\phi(x) - \phi(y)| \leq \|\nabla \phi\|_{L^\infty(D_\delta)} |x - y|.$$  

2. Suppose that $x \in V_1 \setminus \Lambda^\sigma_1$, $y \in \Lambda^\sigma_1$. Take $x^* \in \partial \Lambda^\sigma_1$ such that $\text{dist}(x, \partial \Lambda^\sigma_1) = |x - x^*|$. It follows from (1) that

   $$|v^\sigma(x) - v^\sigma(y)| \leq |v^\sigma(x) - v^\sigma(x^*)| + |v^\sigma(x^*) - v^\sigma(y)|$$

   $$\leq C \|\nabla \phi\|_{L^\infty(D_\delta)} |x - x^*| + C \|\nabla \phi\|_{L^\infty(D_\delta)} |x^* - y|$$

   $$\leq C \|\nabla \phi\|_{L^\infty(D_\delta)} |x - y|,$$

   where we also used the fact that

   $$|v^\sigma(x) - v^\sigma(x^*)| \leq C(n) \|\nabla \phi\|_{L^\infty(V_1)} |x - x^*|$$

   in the second inequality, which is proved in single obstacle problems (see for instance [19, Theorem 3.1]).

3. Suppose that $x, y \in V_1 \setminus \Lambda^\sigma_1$. Using the standard estimates in single obstacle problems (see [7, Lemma 2]), we have

   $$\sup_{B_r(x^*)} |v^\sigma(x) - \phi^\sigma(x)| \leq C(n) \|\nabla \phi\|_{L^\infty(D_\delta)} r,$$

   for any $x^* \in \Lambda^\sigma_1$ and $r < r_0$. By (5.3), we can apply Lemma 5.2 to $v^\sigma$ and obtain

   $$|v^\sigma(x) - v^\sigma(y)| \leq C \|\nabla \phi\|_{L^\infty(D_\delta)} |x - y|.$$
The claim is proved.

To continue we apply similar arguments to \(-v^\sigma\) and \(-\psi^\sigma\) and find a smooth neighborhood \(U_2\) of \(\Lambda^2\) such that
\[
|\nabla v^\sigma| \leq C|\nabla \psi|_{L^\infty(D_\delta)} \quad \text{a.e. in } U_2.
\] (5.6)

On the other hand, note that \(v^\sigma\) is harmonic for some neighborhood of \(\partial D_\delta\) due to (5.3). Together with the boundedness of \(v^\sigma\) in \(D_\delta\) and smooth boundary data \(u\) on \(\partial D_\delta\), the boundary regularity result (see for instance [15, Theorem 8.33]) implies
\[
\|\nabla v^\sigma\|_{L^\infty(\partial D_\delta)} \leq C \left( \|v^\sigma\|_{L^\infty(D_\delta)} + \|u\|_{W^{2,\infty}(\partial D_\delta)} \right)
\leq C \left( \|\phi - 1\|_{L^\infty(D_\delta)} + \|\psi + 1\|_{L^\infty(D_\delta)} + \|u\|_{W^{2,\infty}(\partial D_\delta)} \right),
\] (5.7)

where \(C\) is independent of \(\sigma\). By (5.3), \(\nabla v^\sigma\) is also harmonic in \(D_\delta \setminus (\Lambda^2 \cup \Lambda^2)\). It follows from (5.4), (5.6), (5.7) and the maximum principle that
\[
|\nabla v^\sigma| \leq C \quad \text{in } D_\delta,
\]
where \(C\) is independent of \(\sigma\). By Arzela-Ascoli theorem, there exists a function \(v\) such that up to a subsequence as \(\sigma \to 0\), for any \(0 < \alpha < 1\),
\[
v^\sigma \to v \quad \text{in } C^{0,\alpha}(\overline{D_\delta})
\]
and
\[
v^\sigma \to v \quad \text{weakly in } H^1(D_\delta).
\]

Moreover, \(\phi \leq v \leq \psi\) in \(D_\delta\) and \(v \in C^{0,1}(\overline{D_\delta})\).

To this end, we check that the limit function \(v\) is actually \(u\). By the minimality of \(v^\sigma\), we have the variational inequality
\[
\int_{D_\delta} \nabla v^\sigma \cdot \nabla (w - v^\sigma) \, dx \geq 0, \quad \forall \, w \in K^i_\varepsilon \subset K^\alpha.
\]
Using the weak convergence in \(H^1(D_\delta)\), we have
\[
\int_{D_\delta} \nabla v \cdot \nabla (w - v) \, dx \geq 0, \quad \forall \, w \in K^i_\varepsilon.
\]
Equivalently, \(v\) minimizes \(J^i_\varepsilon\) over \(K^i_\varepsilon\). Note that there exists a unique minimizer of \(J^i_\varepsilon\) in \(K^i_\varepsilon\). The proof is finished by Lemma 5.1. \(\Box\)

**Remark 5.4.** In the proof of Lemma 5.3, we actually prove Lipschitz continuity of solutions to general double obstacle problem with Lipschitz continuous obstacles. Specifically, let \(U\) be a smooth and bounded domain in \(\mathbb{R}^n\), and let \(\phi, \psi \in C^{0,1}(\overline{U})\) and \(g \in C^{1,1}(\overline{U})\) satisfying
\[
\phi \leq \psi \quad \text{in } U, \quad \text{and } \phi \leq g \leq \psi \quad \text{on } \partial U.
\]
If \(u\) is a minimizer of the energy functional \(\int_U |\nabla v|^2 \, dx\) over the set
\[
K_{\phi,\psi} := \{ v \in H^1(U) \mid \phi \leq v \leq \psi \text{ a.e. in } U, \ v = g \text{ on } \partial U \},
\]
then \(u \in C^{0,1}(\overline{U})\). Summing up, we now have all ingredients to present the proof of Theorem 1.1.

**Proof of Theorem 1.1.** On the strength of Proposition 4.2, the existence of a solution \(u\) to problem (\(P\)) is given by Lemma 3.1. By Lemma 3.2 (1), Proposition 3.4 and Lemma 5.3, \(u\) is Lipschitz continuous in \(\mathbb{R}^n\). The regularity of \(\partial \{ u > 0 \} \setminus \overline{U}\) follows from Theorem 3.6 (5). \(\Box\)
Finally, combining Proposition 4.2 and Lemma 5.1, we prove Theorem 1.2.

Proof of Theorem 1.2. By Proposition 4.2, $u$ is also a solution to problem $(P_{\varepsilon})$ for any $0 < \varepsilon < \varepsilon_0$. Fix some $0 < \varepsilon < \varepsilon_0$. We may restrict the consideration to a small ball $B_\varepsilon(x_0) \subset D_{\delta_\varepsilon}$ with $x_0 \in \Gamma$. After an appropriate translation and rotation, we can assume that $x_0 = 0$ and

$$B_\varepsilon(x_0) \cap D = B_\varepsilon^+ \quad \text{and} \quad B_\varepsilon(x_0) \cap \partial D \subset \Gamma.$$  

Set $\mathcal{N} = D_{\delta_\varepsilon}$. By Lemma 3.2 (1), we have $u \in C^{1,1}_{\text{loc}}(D)$. Combining (5.1), it suffices to prove

$$u \in C^{1,1}_{\text{loc}}\left(B_2^\pm \cup B_2^-\right). \quad (5.8)$$

We divide the rest of the proof into four steps.

Step 1. We prove that there exists a constant $C$ depending only on $||\phi||_{C^{1,1}(\overline{D})}$ and $||\psi||_{C^{1,1}(\overline{D})}$ such that

$$|\Delta u| \leq C \quad \text{a.e. in } B_{2r}^\pm. \quad (5.9)$$

Indeed, Lemma 5.1 yields that $u$ solves the double obstacle problem in $B_\varepsilon$ with $\phi_\varepsilon$ and $\psi_\varepsilon$ as obstacles. We thus get $u$ satisfies the Euler-Lagrange equation

$$\Delta u = \Delta \phi_{\{u=\phi\}} + \Delta \psi_{\{u=\psi\}} - \Delta \phi_{\{\phi=\psi\}} \quad \text{in } B_{2r}^+. \quad (5.10)$$

By Lemma 3.2 (1), we have $u \in C^{1,1}_{\text{loc}}(B_2^\varepsilon)$ and so (5.10) holds a.e. in $B_{4r}^+$. On the other hand, it follows from (5.1) that

$$\Delta u = 0 \quad \text{in } B_{4r}^-,$$

and (5.9) is proved.

Step 2. We claim that $u$ solves single piecewise obstacle problems locally. Since $\phi_\varepsilon < \psi_\varepsilon$ on $B_2^\varepsilon$, together with the continuity of $\phi_\varepsilon$ and $\psi_\varepsilon$, then

$$\phi_\varepsilon < \psi_\varepsilon \quad \text{in } V,$$

where $V$ is a smooth neighborhood of $B_2^\varepsilon$ in $B_\varepsilon$. Then the coincidence sets

$$\Lambda_1 := V \cap \{u = \phi_\varepsilon\} \quad \text{and} \quad \Lambda_2 := V \cap \{u = \psi_\varepsilon\}$$

are disjoint. We may assume that $\Lambda_1$ and $\Lambda_2$ are nonempty, as otherwise the claim becomes trivial. It follows from Lemma 5.1 that

$$\int_{V_1} |\nabla u|^2 \, dx = \min \left\{ \int_{V_1} |\nabla v|^2 \, dx \mid v \in H^1(V_1), \ v \geq \phi_\varepsilon \text{ in } V_1, \ v = u \text{ on } \partial V_1 \right\}, \quad (5.11)$$

$$\int_{V_2} |\nabla u|^2 \, dx = \min \left\{ \int_{V_2} |\nabla v|^2 \, dx \mid v \in H^1(V_2), \ v \leq \psi_\varepsilon \text{ in } V_2, \ v = u \text{ on } \partial V_2 \right\}, \quad (5.12)$$

where $V_1, V_2 \subset V$ are smooth open sets satisfying

$$\Lambda_1 \subset V_1 \subset V \setminus \Lambda_2 \quad \text{and} \quad \Lambda_2 \subset V_2 \subset V \setminus \Lambda_1.$$  

By (5.11), $u_\varepsilon$ restricted to $V_1$ solves the single piecewise smooth obstacle problem studied in [21] with $\phi_\varepsilon$ as obstacle. Also, by (5.12), $-u_\varepsilon$ restricted to $V_2$ solves such single obstacle problem with $-\psi_\varepsilon$ as obstacle.

Step 3. We show that $u(\cdot, 0)$ is $C^{1,1}_{\text{loc}}$ on $B_2^-$. Denote

$$\nabla' = (\partial_{x_1}, \partial_{x_2}, \ldots, \partial_{x_{n-1}}).$$
AN OPTIMIZATION PROBLEM IN HEAT CONDUCTION

Since $u \in C^{0,1}(\overline{B_r})$ by Lemma 5.3, we only need to check that
\[
|\nabla' u(x) - \nabla' u(y)| \leq C|x - y|^{\frac{1}{2}}, \quad \forall \ x, y \in B^r_2.
\] (5.13)

Denote $V'_i = V_i \cap B'_r$ and $\Lambda'_i = \Lambda_i \cap B'_r, \ i = 1, 2.$

We will take $V_1$ and $V_2$ in Step 2 such that $V_1' \subset \{ x \in B'_r \mid \text{dist}(x, \Lambda'_2) > \frac{d_0}{4} \}, \ V_2' \subset \{ x \in B'_r \mid \text{dist}(x, \Lambda'_1) > \frac{d_0}{4} \},$

where $d_0 = \text{dist}\{\Lambda'_1, \Lambda'_2\} > 0.$ We also take
\[
U_1 = \{ x \in V_1' \mid \text{dist}(x, \Lambda'_2) > \frac{d_0}{3} \}, \quad U_2 = \{ x \in V_2' \mid \text{dist}(x, \Lambda'_1) > \frac{d_0}{3} \},
\]

with $U_1 \cup U_2 = B'_r.$

To show (5.13), we consider two cases:

1. Suppose that $x, y \in U_1.$ We may apply the local regularity theorem in [21] to $u$ and $\phi_\varepsilon$ in $V_1.$ It follows that
\[
|\nabla' u(x) - \nabla' u(y)| \leq C|x - y|^{\frac{1}{2}}.
\]

Likewise, if $x, y \in U_2,$ (5.13) also follows.

2. Suppose that $x \in U_1 \setminus U_2, \ y \in U_2 \setminus U_1.$ Then $|x - y| \geq \frac{d_0}{2}.$ Note that the local regularity theorem in [21] implies that $|\nabla' u|$ is bounded in $B'_r.

Hence,
\[
|\nabla' u(x) - \nabla' u(y)| \leq |\nabla' u(x)| + |\nabla' u(y)|
\leq C||\nabla' u||_{L^\infty(B'_r)} \left(\frac{|x - y|}{d_0}\right)^{\frac{1}{2}}
\leq C|x - y|^{\frac{1}{2}}.
\]

Step 4. Combining Step 1 and Step 3, (5.8) follows from the boundary regularity theorem (see for instance [15, Theorem 8.34]). This completes the proof. □
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