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Abstract

Reinforcement learning has been shown to perform a range of complex tasks through interaction with an environment or collected leveraging experience. However, many of these approaches presume optimal or near optimal experiences or the presence of a consistent environment. In this work we propose dual, advantage-based behavior policy based on counterfactual regret minimization. We demonstrate the flexibility of this approach and how it can be adapted to online contexts where the environment is available to collect experiences and a variety of other contexts. We demonstrate this new algorithm can outperform several strong baseline models in different contexts based on a range of continuous environments. Additional ablations provide insights into how our dual behavior regularized reinforcement learning approach is designed compared with other plausible modifications and demonstrates its ability to generalize.

1 Introduction

Reinforcement learning typically focuses on accumulating the maximum cumulative discounted reward as part the environment. In the typical reinforcement learning scenario where agents have access to their environment, active data collection is encouraged, and in doing so, algorithms are developed which discard or ignore sub-optimal behavior of an agent [18, 1]. Instead, a rather greedy approach is typically used in reinforcement learning, which focuses on mode-seeking behavior, and over modeling the density of the whole space [7, 17]. To this end, approaches generally have a bias towards high rewards, whilst penalizing and even outright ‘forgetting’ about bad experiences or rewards. This is often formulated as optimism in reinforcement learning, which is typically formulated in the regret settings [10].

Concurrently, there has been much interest in offline reinforcement learning, whereby the reinforcement learning approach is restricted to only a static offline dataset of experiences [20, 14, 16]. This setting is of particular interest when it is difficult to test or deploy a policy, or where there are practical concerns in updating the policy in an online manner [12]. For example, recommendation systems [2], autonomous driving [21] and health applications [15], are arenas which contain plentiful amounts of...
capture data, however deploying new policies may not be done in a live or active manner, rather only after extensive testing and evaluation.

Due to the "greedy" nature of many reinforcement learning algorithms, they typically perform poorly in the offline setting. Off-policy reinforcement learning algorithms such as Deep Q-Networks (DQN) [14], Deep Deterministic Policy Gradient (DDPG) [13], and Soft Actor Critic (SAC) [8] have been shown to be sensitive to the distribution of experience in the replay buffer [6].

We are interested in developing methods which address both of these challenges, and understanding conditions where a general reinforcement learning framework could be used across a variety of reinforcement learning problems, whether it be in an adversarial, offline, or partially observable setting. That is, can we develop methods which can be trained offline, and online but still remain competitive to approaches which generally approach one or the other?

Our contribution is a new model-free deep reinforcement learning algorithm based on behavior regularized actor critics that also estimates an advantage-like function, approximating a quantity called the counterfactual regret. This approach combines ideas from several algorithms, namely Behavior Regularized Actor Critic (BRAC) [20], and is a policy variation of the Advantage-based Regret Minimization (ARM) [10].

We evaluate our approach on a range of continuous control environments: the standard PyBullet environments and the PyBullet offline reinforcement learning environment [5]. In our experiments, we find that our method is more robust and generalizes better over prior methods across different reinforcement learning contexts.

2 Related Work

One challenge in the merging of offline reinforcement learning and the off-policy learning is that it can be confirmed empirically that in the offline setting, policy approaches such as TD3 and DDPG fail to learn a good policy, even when the policy is learned by a single behavior with or without noise added to the behavior policy [20]. This arises by erroneous generalization of the state-action value function (Q-value function) learned with function approximators. This has been addressed by Behavior regularized Actor Critic approaches [11, 20], which aims to regularize the learned policy towards the behavior policy based on the intuition that unseen state-action pairs are more likely to receive overestimated Q-values. These approaches may used different metrics to regularize the behavior policy with the target policy, such as the usage of Maximum Mean Discrepancy (MMD) [11] or through Kullback-Leibler (KL) divergence [20].

Concurrently, other approaches which aim to regularize policies implicitly have been studied. The advantage weighted actor-critic (AWAC) algorithm, trains an off-policy critic and an actor with an implicit policy constraint without the use of a behavior policy in the offline reinforcement learning setting. This is achieved through learning a policy that maximizes the value of the critic, but implicitly restricting the policy distribution to stay close to the data observed during the actor update [16]. Another approach is the Munchhausen Reinforcement Learning (MRL) [19], which is a more generalized approach for any Q-learning algorithm that aims to augment the immediate reward in the Q-value target update step with the scaled log-policy. That is the augmented reward in the form \( r_{mrl} = r_t + \tau \log \pi(a|s) \) is used, where \( \tau \in [0, 1] \) is the scaling factor. This augmentation has been shown to implicitly perform KL regularization between successive policies in the policy update.

In a related setting, deep reinforcement learning algorithm based on counterfactual regret minimization using advantage explores other ways to yield robust algorithms towards the update rule for a modified cumulative Q-function [10]. This form of advantage function updating resembles our approach towards the dual behavior aspect of our actor critic algorithm. A significant difference is that our approach can be used in continuous action space environments. By extension this approach also results in a multi-step update reinforcement learning algorithm shown in Self-Imitation Learning (SIL) [18], which explicitly updates using the advantage in a separate step, rather than completely inline.
3 Dual Behavior Regularized Reinforcement Learning

In this section, we provide some background on Behavior Regularized Actor critic, describe Dual Behavior Regularized Reinforcement Learning (DBR) in detail and give some intuition for why DBR works.

3.1 Markov Decision Process

We represent the environment as a Markov decision process (MDP) defined by a tuple $(S, A, P, R, \rho_0, \gamma)$, where $S$ is the state space, $A$ is the action space, $P(s'|s,a)$ is the transition distribution, $\rho_0$ is the initial state distribution, $R(s,a)$ is the reward function, and $\gamma \in (0,1)$ is the discount factor. For convenience, we define the replay buffer to be the tuple $D = (s,a,r,s')$. The goal in reinforcement learning is to find a policy $\pi(a|s)$ that maximizes the expected cumulative discounted rewards.

3.2 BRAC and BEAR

First, we consider behavior regularized approaches to the offline reinforcement learning problem, which is described by BRAC [20] and BEAR [11]. Consider the Soft Actor Critic (SAC) framework [8] where the Value function of the policy is frames as

$$V^\pi(s) = \sum_{t=0}^\infty \gamma^t \mathbb{E}_{s_t \sim P_\pi(s)}[R^\pi(s_t)] + \alpha H(\pi(\cdot|s_t))] \quad (1)$$

This is extended in the BRAC [20] and BEAR [11] framework

$$V^\pi(s) = \sum_{t=0}^\infty \gamma^t \mathbb{E}_{s_t \sim P_\pi(s)}[R^\pi(s_t) - \alpha D(\pi(\cdot|s_t), \beta(\cdot|s_t))] \quad (2)$$

Where $D$ is the choice of divergence function and $\beta$ represents the behavior policy used to generate the static dataset of transitions $D$, and as such $\beta$ is always well-defined even if the dataset was collected by multiple, distinct behavior policies. As such we do not assume direct access to $\beta$ and it is commonly approximated as $\hat{\beta} := \arg\max_{\beta} \mathbb{E}_{(s,a,r,s') \sim D}[\log \hat{\pi}(a|s)]$. In the BRAC framework it is Kullback-Leibler (KL) divergence and in the BEAR framework it is Maximum Mean Discrepancy (MMD). The BEAR framework adds an additional threshold $\epsilon \geq 0$ to the kernel MMD distance, i.e.

$$\mathbb{E}_{s \sim D}[D(\pi(\cdot|s), \beta(\cdot|s)) < \epsilon]$$

which allows the BEAR algorithm to control the level of constraint the policy has relative to the behavior policy, which in turn allows the BEAR algorithm to tune faster or slower when performing fine-tuning.

3.3 ARM and SIL

Next, we consider two approaches which use variations of the clipped advantage in the formulation of the agent policy. Self-Imitation Learning (SIL) [18] builds on top of SAC, whereby at every time step, an additional update is performed using the clipped advantage to update the actor-critic model. The clipped advantage is in the form $(R^{\text{crit}} - V_\theta(s))_+$, where $R^{\text{crit}} = \sum_{k=0}^\infty \gamma^k r_k$ is the discounted sum of rewards, where $r_k$ and $\gamma$ is the reward at time $k$ and the discount rate respectively, $(\cdot)_+ = \max(0, \cdot)$ and $V_\theta$ is the value function of an actor-critic policy parameterized by $\theta$. In comparison, the clipped advantage used in ARM is in the form $(Q_\theta(s,a) - V_\theta(s))_+$, with the cumulative clipped advantage at training iteration $T$ being $A^T_{\text{crit}} = (A^{T-1}_{\text{crit}})_+ + (Q_\theta(s,a) - V_\theta(s))$, where the key difference is ARM uses the $Q$ function instead of the cumulative discounted reward. ARM does not require a separate update step in training the policy, but instead uses the clipped advantage directly to train the policy. However if this approach was extended to policy gradient approaches, as the formulation of the policy update can yield $\log(0)$, ARM models are restricted to Q-learning approaches in the discrete action space [10]. This is not a restriction for SIL approach, as the any update which would have yielded a $\log(0)$ is simply discarded and not used in the additional update step that is performed.
3.4 From ARM and BEAR to DBR

In constructing Dual Behavior Regularized Reinforcement Learning (DBR), we address some limitations of BEAR and ARM. As part of the BEAR formulation the level of constraint is a fixed constant $\epsilon$ which is set to allow the rate of which the BEAR policy can be updated during fine tuning. For ARM, the update formulation is restricted to Q-learning and discrete action spaces. To address these deficiencies we use split the approximation of the behavioral policy into two components, being the “clipped advantage”, $(R - V_\theta(s))_+$ and the “negative clipped advantage”, $(R - V_\theta(s))_-$, where the functions are defined as $(\cdot)_+ = \max(\cdot, 0)$ and $(\cdot)_- = \min(\cdot, 0)$. We define $\hat{\beta}_+ := \arg\max_x E_{(a,a',r,s) \sim D_+}[\log \hat{\pi}(a|s)]$ and $\hat{\beta}_- := \arg\max_x E_{(a,a',r,s) \sim D_-}[\log \hat{\pi}(a|s)]$, where $D_+, D_-$ are subsets of the replay buffer where $R \geq V_\theta(s)$ and $R \leq V_\theta(s)$ respectively. This changes the formulation in the BRAC framework to be

$$V^\pi(s) = \sum_{t=0}^\infty \gamma^t E_{s_t \sim P_\pi^\pi}(s) [R^\pi(s_t) - \alpha D(\pi(\cdot | s_t), \hat{\beta}_+(\cdot | s_t))]$$

Whereby we restrict the policy improvement step to be dynamic, based on the behavior policy trained on the negative clipped advantage $\hat{\beta}_-$, which creates the dynamic constraint: $E_{s \sim D}[D(\pi(\cdot | s_t), \hat{\beta}_-(\cdot | s_t))] < \max(\epsilon, E_{s \sim D}[D(\pi(\cdot | s_t), \hat{\beta}_+(\cdot | s_t)])]$. The intuition behind this update in a fine-tuning example, is that as the replay buffer updates with new experiences, we want the divergence between the behavior policies based experiences which yield higher advantage scores to be closer to our trained policy, than the corresponding behavior policy based on experiences which yield lower advantage scores. In this formulation, we avoid the log(0) issue present in ARM without discarding experiences as in SIL through training via the behavioral policies $\hat{\beta}_+, \hat{\beta}_-$, allowing all experiences to be used in a counterfactual minimization setting by optimizing over a surrogate objective $\hat{\beta}_+$, rather than the clipped advantage directly, that is we want to ensure the update is in the form $\arg\min_{\beta} E_{s \sim D}[D(\pi(\cdot | s_t), \beta_+ (\cdot | s_t)]$ [10]. This allows the clipped advantage to be approximated through the behavioral policy $\beta_+$, that is $\beta_+ \approx A_+$

As such our approach is essentially ARM with different design choices around the surrogate objective in order to facilitate ARM-like policy gradient, which was deficient in the original ARM algorithm [10].

These changes to the BEAR algorithm still allow DBR to maintain a concentrability coefficient bound as described in BEAR based on the marginal state distribution under the dual data distribution $D_+$ and $D_-$. We are interested in sets of policies $\Pi$, constrained by support sets where $\Pi_\epsilon = \{\pi | \pi(a|s) = 0 \text{ whenever } \beta_+(a|s) < \max(\epsilon, \beta_-(a|s)) \}$, (i.e. $\Pi$ is the set of policies that have support in the probable regions of the behavior policy based on the clipped advantage, but away from the behavior policy based on the negative clipped advantage). Defining $\Pi_\epsilon$ in this way allows us to bound the concentrability coefficient.

**Assumption 3.1 (Concentrability: [11]).** Let $\rho_0$ denote the initial state distribution and $\mu(s, a)$ denote the distribution of the training data over $S \times A$, with marginal $\mu(s)$ over $S$. Support these exist coefficients $c(k)$ such that for any $\pi_1, \ldots, \pi_k \in \Pi$ and $s \in S$:

$$\rho_0 P^1_\pi P^2_\pi \ldots P^k_\pi(s) \leq c(k)\mu(s)$$

where $P^\pi$ is the transition operator on states induces by $\pi$. Then, define the concentrability coefficient $C(\Pi)$ as

$$C(\Pi) := (1 - \gamma)^2 \sum_{k=1}^\infty k\gamma^{k-1}c(k)$$

**Theorem 3.2** Let $\mu_\beta_+$ denote the the data distribution generated by behavior policy $\beta_+$. Let $\mu_\beta_+(s)$ be the marginal state distribution under the corresponding data distribution. Define $\Pi_\epsilon = \{\pi | \pi(a|s) = \ldots$
We know that, \( \pi \) is the highest discounted marginal state distribution starting from the initial state distribution \( \rho \) and following policies \( \pi \in \Pi \) at each time step thereafter. Then, there exists a concentrability coefficient \( C(\Pi) \) which is bounded:

\[
C(\Pi) \leq C(\beta_+) \cdot \left( 1 + \frac{\gamma}{(1-\gamma) f(\epsilon)} (1-\epsilon) \right)
\]

where \( f(\epsilon) := \max_{\beta \in \{\beta_+, \beta_-\}} \min_{s \in S, \mu_{\beta}(s) > 0} [\mu_\beta(s)] > 0 \).

**Proof 3.3** This follows from the result presented in BEAR, observing that despite the addition of dual behavior policies \( f(\epsilon) \) remains as a constant that depends on \( \epsilon \). Similar to BEAR, \( \Pi \), for notational clarity, we refer to \( \Pi \), as \( \Pi \) in this proof. The term \( \mu_\Pi \) is the highest discounted marginal state distribution starting from the initial state distribution \( \rho \) and following policies \( \pi \in \Pi \). Formally, it is defined as:

\[
\pi_\Pi := \max_{\{\pi_i \}} \forall s \in \mathcal{S}, \forall \pi_i \in \Pi, (1-\gamma) \sum_{m=1}^{\infty} m \gamma^{m-1} \phi_0 P^\pi_1 \cdots P^\pi_m
\]

Now, we begin the proof of the theorem. We first note, from the definition of \( \Pi \), \( \forall s \in \mathcal{S}, \forall \pi \in \Pi, \pi(a|s) > 0 \Rightarrow \beta_-(a|s) > \epsilon \). It can be shown that the marginal state distributions of \( \beta_+ \) and \( \Pi \) are bounded in total variation distance by \( D_{TV}(\mu_{\beta_+}||\mu_\Pi) \leq \frac{1}{1-\gamma} (1-\epsilon) \), where \( \mu_\Pi \) is the marginal state distribution as defined above.\(^{[11]}\)

Furthermore, the definition of the set of policies \( \Pi \) implies that \( \forall s \in \mathcal{S}, \mu_\Pi(s) > 0 \Rightarrow \mu_{\beta_+} \geq f(\epsilon) \).

where \( f(\epsilon) > 0 \) is a constant that depends on \( \epsilon \) and captures the maximum of the minimum visitation probability of a state \( s \in \mathcal{S} \) when rollouts are executed from the initial state distribution \( \rho \) while executing behavior policy \( \beta_+(a|s) \) or \( \beta_-(a|s) \), under the constraint that only actions with \( \beta_+(a|s) \geq \epsilon \) are selected for execution in the environment. Notice that compared with BEAR, this constant \( f(\epsilon) \) is greater than or equal to the minimum visitation probability over \( \beta := \beta_+ \cup \beta_- \). Combining it with the total variation divergence bound, \( \sup_{s \in S} ||\mu_{\beta_+}(s) - \mu_\Pi(s)|| \leq \frac{1}{1-\gamma} (1-\epsilon) \), we get that

\[
\sup_{s \in S} \frac{\mu_\Pi(s)}{\mu_{\beta_+}} \leq 1 + \frac{\gamma}{(1-\gamma) f(\epsilon)} (1-\epsilon) \quad (6)
\]

We know that, \( C(\Pi) := (1-\gamma)^2 \sum_{k=1}^{\infty} k \gamma^{k-1}(k) \) is the ratio of the marginal state visitation distribution under the policy iterates when performing backups using the distribution-constrained operator and the data distribution \( \mu = \mu_{\beta_+} \). Therefore as shown by \(^{[11]}\),

\[
\frac{C(\Pi)}{C(\beta_+)} := \sup_{s \in S} \frac{\mu_\Pi(s)}{\mu_{\beta_+}} \leq 1 + \frac{\gamma}{(1-\gamma) f(\epsilon)} (1-\epsilon) \quad (7)
\]

This bound provides theoretical guarantees, and proving simple and effective methods for implementing distribution constrained algorithms for dynamic approach to fine tuning. Furthermore, as we can choose actions in \( \Pi \), the support of the training distribution and not restrict action selection to the policy distribution \(^{[11]}\), that is ensuring that the Q-value for each state is staying in the support of the training distribution. This provides a mechanism which can adaptively constrain the policies to the training distribution in an offline setting or for exploration in a structured way when fine tuning.

Compared with BEAR, this approach intentionally avoids regions indicated by \( \beta_- \) which is important particularly in environments with severe degenerative states. This is demonstrated in empirical experiences using Connect-4 game, shown in Fig.\(^{[1]}\) where it demonstrates DBR’s ability to both learn key moves, and avoid key moves over BEAR and DQN.

It is natural to consider the scenarios where the dynamic constraint using \( \beta_- \) is removed, and thereby using a fixed constraint as in BEAR: \( \mathbb{E}_{s \sim D} [D(\pi(|s_t)), \beta_+(|s_t))] < \epsilon \). This would form a variation of the BEAR algorithm where the behavior policy is trained using the “clipped advantage” like the ARM model \(^{[10]}\). Alternatively, if we train using the cumulative reward, rather than the Q value function, with a separate update step, we would have a SIL variation \(^{[15]}\). Both of these
formulations are explored in the ablation experiments in Section 4.4. In constraining the actor policy, we also explore the Munchhausen Reinforcement Learning (MRL) approach, whereby we leverage the entropy regularization during the training of the policy as in SAC and MRL, however when we construct the Munchhausen reward, we instead use 
\[ r_{mrl} = r_t + \tau \log \beta_\pi(a|s), \]
where \( \tau \in [0, 1] \) is the scaling factor. These variations are explored in our ablation experiments in Section 4.4.

### 4 Experiments

We hypothesise that DBR should perform well in both offline reinforcement learning and other reinforcement learning settings where it is forced to adapt. We conduct our experiments on the standard PyBullet environments and in the offline reinforcement learning, where the agents are trained on static dataset of experiences. Our evaluations use feedforward MLP. Our hyperparameters are based on the official implementations of their respective algorithms, with further information provided listed in the Appendix.

We are interested in comparing DBR with other offline methods, and online methods, primarily TD3, SAC, BEAR, AWAC. We also explore in the ablation section, variations of DBR which leverage self-imitation and Munchhausen extensions. We report the average evaluation return which were evaluated on 1000 evaluation episodes of the underlying unaltered environment, which is used to generate the average score and variance for the plots.

For all experiments, we use a 3-layer neural network of the same size for both the actor and critic networks, with the appropriate modifications according to each algorithm. The hyperparameters used in all experiments is shown below.

The policies used leverage the default hyper-parameters based on the official implementation of TD3, SAC and BEAR using their accompanying code [11]. For our algorithm DBR leveraged the same hyper-parameters as BEAR, including the usage of the \( k = 2 \) for the \( Q \)-function ensembles for both BEAR and DBR as suggested in BRAC [20]. For the adversarial agents, the hyper-parameters used

---

**Table 1: Hyper-parameters used for RL experiments.**

| Hyperparameters          | Value          |
|--------------------------|----------------|
| Policy Hidden Sizes      | [256, 256, 256]|
| Policy Hidden Activation | ReLU           |
| Target Network \( \tau \) | 0.005          |
| Learning Rate            | 0.0003         |
| Batch Size               | 256            |
| Replay Buffer Size       | 1000000        |
| Number of pretraining steps | 1000          |
| Steps per Iteration      | 1000           |
| Discount                 | 0.99           |
| Reward Scale             | 1              |

---

Figure 1: (Left) connect-4 Game with Red to Play. Optimal action is to play the right-most file block Yellow’s winning move. (Center) Learned behavior policy (normalized) from BEAR, DBR (positive and negative) based on the board presented (Left). (Right) Evaluation performance against an (unseen) adversarial agent with MCTS depth 10, with Double DQN as the baseline approach. Error bars represent the standard deviation over these rollouts.
Figure 2: Performance over a range of PyBullet environments, when trained from scratch without the presence of offline dataset. We report the mean over the last 10 evaluation steps, where each evaluation point is average over 1000 episodes. Error bars represent the standard deviation over these rollouts.

for TD3 is identical to the official implementation. In the ablation studies, the MRL, the suggested scaling term of 0.9 is used. For AWAC implementation, we used the same hyper-parameters as SAC agents in order to make it comparable from an Actor-Critic model perspective, further details are provided in Table 1.

We evaluated on 1000 evaluation episode rollouts (separate from the train distributions) every training iteration and used the average score and variance for the plots and tables.

4.1 Connect-4

Connect-4 is a non-trivial board game of medium-high complexity, for which we constructed a heuristic agent using Monte-Carlo Tree Search [3] as an agent to determine our approaches’ ability to generalize beyond random actions and explore its representative power. We use Deep Reinforcement Learning with Double Q-learning (Double DQN) [9] as our benchmark approach due to the discrete nature of the environment. We modify both BEAR and DBR using discrete variation of SAC [4]. Figure 1 in Section 3.4 demonstrates the ability for the various approaches to generalize, as we observe the level of degeneration when the agents move from the training environment to the evaluation environment. Our agents is trained and only have access against an opponent which makes random moves, and is evaluated on a separate unseen agent trained using Monte-Carlo Tree search with varying depths, all policies were trained for 2 million rollouts against a random agent. DBR $\beta_-$ successfully identifies the importance of the right most move whereby not playing will result in a loss, notice that leveraging $\beta_+$ alone in a greedy setting would still fail to identify this action, as it has a preference for a move on the left hand side, whereas BEAR unsuccessfully identifies the correct action.

4.2 PyBullet Environments

We train our agents on PyBullet environments tabula rasa. Although algorithms such as BEAR, AWAC are not necessarily designed to be used without the presence of offline data, these experiments demonstrate DBR’s extensions to BEAR to enable dynamic control for exploration in this scenario, and explore the performance of AWAC where training is performed from the start; without the presence of offline datasets. This demonstrate DBR is superior to the offline reinforcement learning approaches (BEAR, AWAC), whilst comparable to baseline approaches (TD3, SAC). This demonstrates the reliance AWAC has in the implicit constrained on observed data, as it needs to build up the experience itself, which suggests its limitations in learning tabula rasa. In comparison, DBR demonstrates this compromise between the offline reinforcement learning techniques and the off-policy techniques, and able to balance between the two competing priorities.
4.3 Offline Reinforcement Learning

We train our agents on PyBullet Offline Reinforcement Learning datasets\(^1\). These datasets are a frozen set of experiences generated from a SAC agent under different setups. The offline datasets used for each of the competing agents are identical. Furthermore the performance shown below is based on the agent interacting directly with the environment for evaluation purposes, and is not used for training. We compare the efficacy of our approach on three different sets of imperfect demonstration data, these being (1) completely random behavior policy, (2) a partially trained, medium scoring policy, and (3) a samples of experiences generated when constructed the partially trained agent. We trained behavior policies using Soft Actor-Critic algorithm [8]. In all cases, random data was generated by running a uniform at random policy in the environment. Mediocre data was generated by training SAC agent for 1 million timesteps for each of the environment to yield “medium” agents, at which case the agent policy was frozen, and the data was generated against this agent. Mixed data was generated by leveraging the experiences created in the training of the mediocre agent. We used the same datasets for evaluating different algorithms to maintain uniformity across results.

We provide the average return and the standard deviation across all training runs in Table ??.

\(^1\)the generated PyBullet offline reinforcement learning examples are available from: https://github.com/takuseno/d4rl-pybullet
Table 2: Results in all tasks for the different environments. The average return and the standard deviation during evaluation is presented. Discrete environments in Connect-4 for BEAR and DBR were implemented using Soft-Actor Critic discrete variations [4]

| Tasks/Algorithms                        | DBR       | BEAR      | TD3       | SAC       | AWAC      | DDQN      |
|-----------------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| Connect 4 – Random                      | 0.982 ± 0.0158 | 0.967 ± 0.116 | –         | –         | –         | 0.589 ± 0.161 |
| Connect 4 – MCTS 10                     | 0.912 ± 0.0793 | 0.75 ± 0.187 | –         | –         | –         | 0.214 ± 0.161 |
| Ant-bullet (Offline – Medium)           | 175 ± 2   | 91 ± 18.25 | 266 ± 53.9 | 106 ± 2   | 169 ± 2   | –         |
| Halfcheetah-bullet (Offline – Medium)   | -1539 ± 8.2 | -1359 ± 312 | -1716 ± 14.7 | -49.9 ± 9.2 | 1456 ± 6.4 | –         |
| Hopper-bullet (Offline – Medium)        | 17.3 ± 6  | 16.1 ± 2.97 | 15.4 ± 0.65 | 11.5 ± 2.6 | 14.1 ± 6.17 | –         |
| Walker2d-bullet (Offline – Medium)      | 33.3 ± 4.8 | 46.5 ± 49.3 | 8.03 ± 7.83 | 36.6 ± 6.81 | 14.6 ± 19.8 | –         |
| Ant-bullet (Offline – Mixed)            | 292 ± 0.255 | 82.4 ± 7.32 | 43.7 ± 24.9 | 236 ± 0.153 | 403 ± 0.119 | –         |
| Halfcheetah-bullet (Offline – Mixed)    | -1694 ± 9.3 | -1669 ± 14.78 | -1675 ± 19.2 | -1654 ± 8.7 | -870 ± 3.1 | –         |
| Hopper-bullet (Offline – Mixed)         | 12.1 ± 3.38 | 16.1 ± 2.88 | 13.5 ± 0.783 | 18.3 ± 27.9 | 23.1 ± 13.6 | –         |
| Walker2d-bullet (Offline – Mixed)       | 39.3 ± 7.99 | 52.3 ± 61.2 | 8.74 ± 21.2 | 35.6 ± 5.51 | 48.4 ± 15.5 | –         |
| Ant-bullet (Offline – Random)           | 13.6 ± 5.73 | 11.1 ± 6.02 | 11.2 ± 5.99 | 10.1 ± 2.4 | 10.0 ± 4.15 | –         |
| Halfcheetah-bullet (Offline – Random)   | -226 ± 359 | -1405 ± 42.7 | 180 ± 133 | -192 ± 8.2 | 301 ± 4.6 | –         |
| Hopper-bullet (Offline – Random)        | 16.6 ± 2.88 | 16.2 ± 2.93 | 11.9 ± 0.856 | 16.2 ± 2.86 | 16.1 ± 2.68 | –         |
| Walker2d-bullet (Offline – Random)      | 0.822 ± 0.490 | 33.7 ± 4.97 | 4.69 ± 0.426 | 1.45 ± 0.465 | 13.0 ± 1.08 | –         |
| Ant-pybullet-v0                         | 2136 ± 6.5 | 567 ± 9.3 | 98.9 ± 3.4 | 2302 ± 7.5 | 547 ± 9.2 | –         |
| Halfcheetah-pybullet-v0                 | 919 ± 9.4  | 19.3 ± 18 | 2172 ± 4.5 | 1370 ± 3.2 | 383 ± 2.8 | –         |
| Hopper-pybullet-v0                      | 2435 ± 923 | 33.4 ± 1.83 | 2470 ± 9.3 | 2031 ± 7.4 | 794 ± 6.1 | –         |
| Walker2d-pybullet-v0                    | 1837 ± 758 | 47.0 ± 16.9 | 1611 ± 117 | 1721 ± 7.39 | 6.75 ± 5.82 | –         |
4.3.1 Performance on Medium-Quality Data

We first discuss the evaluation of condition with “mediocre” data, as this resembles settings where training on offline data would be the most useful. One million transitions from a partially trained policy were collected, to simulate imperfect demonstration data or data from a mediocre prior policy. Compared with BEAR, it consistently performed similarly or noticeably stronger as shown in Figure 3(a). This scenario is the most relevant, as random data may not have adequate exploration to learn a good policy. We observe in the two scenarios where SAC or TD3 outperformed DBR, DBR was the clear second-best algorithm in the “ant-bullet” and “halfcheetah-bullet” environments respectively.

4.3.2 Performance on Random and Mixed-Quality Data

In Figure 3, we show the performance of each method when trained on data from a random policy (b) and a mixed policy (c). The “random” dataset was created from generating data made from an agent randomly sampling from the environment’s action space, whereas “mixed” data was created from sampling the experiences of an agent during training. In both cases, our method DBR, achieves good results, generally performing comparable or better than BEAR and other approaches, with the exception of “walker2d-bullet-random” and “hopper-bullet-mixed” environments. These results are generally consistent with the expectation that BEAR, DBR would be more robust to the dataset composition.

4.4 Analysis of DBR

We examine the effect of using Advantage-Based Regret Minimization and Self-imitation learning variation of clipped advantage with a single behavior policy and the Munchhausen Reinforcement Learning approach using an augmented reward based on the behavior policy, with an entropy regularized approach as described in Section 3.4 to examine the effects of implicit regularization. As shown in Figure 4, we can empirically observe the stability of our approach of dual behavior policies over a range of different modifications, whereby our choice to use the ARM variation of clipped advantage is demonstrated through better performance of a range of environments.

We observe the degenerative nature of MRL, which suggests that for this particular application, it is worthwhile explicitly regularizing the behavior policy rather than implicitly, especially when compared with both the SIL and ARM approaches. We also justify our approach for using the clipped advantage variant used in ARM over SIL empirically in these experiments, as the ablation approach using ARM outperforms SIL.

5 Discussion and Future Work

We have discussed the formulation of an offline reinforcement learning approach which relaxes the constraint on its behavior policy in a dynamic manner. The key insight is that DBR removes the fixed constraint, and instead allows for a dynamic way to control the explore-exploit trade-off through consideration of the positive and negative clipped behavior policies. This appears to allow our approach to generalize and perform experimentally over a variety of dataset compositions, learning on random, medium-quality and expert data. Furthermore we have justified our choice of
clipped advantage both theoretically by demonstrating the relationship with regret minimization and empirically by comparing it with the variation used in self-imitation learning. In conclusion we have outlined an extension to offline reinforcement learning with a dynamic constraint to control for exploration. One direction of future work would be to extend this approach to large scaling problems involving multi-agents which need to cooperate or are adversarial. Of interest is the construction of different behaviors to capture the different nuances in how agents may interact with each other and the environment. If capturing this nuance is possible; how might behaviors be transferred from one context to another efficiently? Is it possible to learn and constrain agents to multiple behaviors at once which may be generated in a heuristic manner? In this way, reinforcement learning can effectively learn different behaviors from large-scale off-policy datasets, enabling rapid progress in terms of accuracy and generalization seen in recent years within the supervised learning fields.
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