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Abstract

Bilevel optimization has recently attracted growing interests due to its wide applications in modern machine learning problems. Although recent studies have characterized the convergence rate for several such popular algorithms, it is still unclear how much further these convergence rates can be improved. In this paper, we address this fundamental question from two perspectives. First, we provide the first-known lower complexity bounds of $\tilde{\Omega}(\sqrt{\frac{L_x L_y}{\mu_x \mu_y}})$ and $\tilde{\Omega}(\frac{1}{\sqrt{\varepsilon}} \min\{\kappa_y, \frac{1}{\sqrt{\varepsilon}}\})$ respectively for strongly-convex-strongly-convex and convex-strongly-convex bilevel optimizations. Second, we propose an accelerated bilevel optimizer named AccBiO, for which we provide the first-known complexity bounds without the gradient boundedness assumption (which was made in existing analyses) under the two aforementioned geometries. We also provide significantly tighter upper bounds than the existing complexity when the bounded gradient assumption does hold. We show that AccBiO achieves the optimal results (i.e., the upper and lower bounds match up to logarithmic factors) when the inner-level problem takes a quadratic form with a constant-level condition number. Interestingly, our lower bounds under both geometries are larger than the corresponding optimal complexities of minimax optimization, establishing that bilevel optimization is provably more challenging than minimax optimization. Our theoretical results are validated by numerical experiments.
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1. Introduction

Bilevel optimization was first introduced by Bracken and McGill (1973), and since then has been studied for decades (Hansen et al., 1992; Shi et al., 2005; Moore, 2010). Recently, bilevel optimization has attracted growing interests due to its important role in various machine learning applications including meta-learning (Franceschi et al., 2018; Rajeswaran et al., 2019), hyperparameter optimization (Franceschi et al., 2018; Feurer and Hutter, 2019), imitation learning (Arora et al., 2020), and network architecture search (Liu et al.,...
2019 He et al., 2020). A general formulation of unconstrained bilevel optimization can be written as follows.

$$\min_{x \in \mathbb{R}^p} \Phi(x) := f(x, y^*(x)), \quad \text{s.t.} \quad y^*(x) = \arg\min_{y \in \mathbb{R}^q} g(x, y),$$

where $f$ and $g$ are continuously differentiable functions. The problem eq. (1) contains two optimization procedures: at the inner level we search $y^*(x)$ as the minimizer of $g(x, y)$ with respect to (w.r.t.) $y$ given $x$, and at the outer level we minimize the objective function $\Phi(x)$ w.r.t. $x$, which includes the compositional dependence on $x$ via $y^*(x)$.

Most theoretical studies of bilevel optimization algorithms have focused on the asymptotic analysis without the convergence rate characterization. For example, Franceschi et al. (2018); Shaban et al. (2019) established the asymptotic convergence for gradient-based approaches when there is one single solution for the inner-level problem, and Liu et al. (2020); Li et al. (2020) extended the analysis to the setting where the inner-level problem allows multiple solutions. The finite-time analysis that characterizes the convergence rate of bilevel optimization algorithms is rather limited except a few studies recently. Grazzi et al. (2020) provided the iteration complexity of two dominant types of strategies, i.e., approximate implicit differentiation (AID) and iterative differentiation (ITD), for approximating the hypergradient $\nabla \Phi(x)$, but did not characterize the finite-time convergence for the entire execution of algorithms. Ghadimi and Wang (2018) proposed an AID-based bilevel approximation (BA) algorithm as well as an accelerated variant ABA, and analyzed their finite-time complexities under different loss geometries. In particular, the complexity upper bounds of BA and ABA are given by $\tilde{O}\left(\frac{\mu_x^2 \mu_g^2}{\kappa^2} \right)$ and $\tilde{O}\left(\frac{\mu_x^2 \mu_g^2}{\mu_x \mu_g} \right)$ for the strongly-convex-strongly-convex setting where $\Phi(\cdot)$ is $\mu_x$-strongly-convex and $g(x, \cdot)$ is $\mu_g$-strongly-convex, $O\left(\frac{\kappa_1 1.25}{\epsilon^3} \right)$ and $O\left(\frac{\kappa_0 1.25}{\epsilon^3} \right)$ for the convex-strongly-convex setting, and $O\left(\frac{\kappa_1 2.25}{\epsilon^3} \right)$ for the nonconvex-strongly-convex setting, where $U, \tilde{L}_{xy}$ and $\rho_{gy}$ are Lipschitz parameters of objective functions (see Section 2.1). Ji et al. (2021) further improved the bound for the nonconvex-strongly-convex setting to $O\left(\frac{\kappa_1}{\epsilon^2} \right)$.

In this paper, we address several open and important questions about bilevel optimization. We first observe that the existing complexity results on bilevel optimization are much worse than those on minimax optimization, which is a special case of bilevel optimization with $f(x, y) = g(x, y)$. For example, for the convex-strongly-convex case, it was shown in Lin et al. (2020) that the optimal complexity for minimax optimization is given by $\tilde{O}\left(\frac{\kappa_{y,g}}{\epsilon^2} \right)$, which is much smaller than the best known $O\left(\frac{\kappa_0 1.25}{\epsilon^3} \right)$ for bilevel optimization. Similar observations hold for the strongly-convex-strongly-convex setting. Therefore, one fundamental question arises.

1. What is the performance limit of bilevel optimization in terms of computational complexity? Whether bilevel optimization is provably more challenging (i.e., requires more computations) than minimax optimization?

Furthermore, existing analyses reply on a strong assumption on the boundedness of the outer-level gradient $\nabla_y f(x, \cdot)$\(^1\) to guarantee that the smoothness parameter of $\Phi(\cdot)$ and the

---

\(^1\) Grazzi et al. (2020) assume that the inner-problem solution $y^*(x)$ is uniformly bounded for all $x$ so that $\nabla_y f(x, y^*(x))$ is bounded.
hyperparameter estimation error are bounded as the algorithm runs. Then the following question needs to be addressed.

2. Can we design a new bilevel optimization algorithm, which provably converges without the gradient boundedness? If so, whether such an algorithm achieves the optimal computational complexity?

In addition, even when the boundedness assumption holds, existing complexity bounds show pessimistic complexity dependences on the condition numbers, e.g., $O(\kappa_y^{0.75})$ for the convex-strongly-convex case. Then, the following question arises.

3. Under the bounded gradient assumption, can we provide new upper bounds with tighter complexity dependences on the condition numbers for strongly-convex-strongly-convex and convex-strongly-convex bilevel optimizations?

In this paper, we provide affirmative answers to the above questions.

1.1 Summary of Contributions

Our main contributions lie in developing several new results for bilevel optimization, including the first-known lower bounds on the computational complexity, a new convergence analysis without the gradient boundedness assumption, and significantly tighter upper bounds for bilevel optimization under different geometries. Our upper bounds meet the lower bounds in various cases, suggesting the tightness of the lower bounds and the optimality of the proposed algorithms. We summarize our results as follows.

- We provide the first-known lower bound of $\tilde{\Omega}(\sqrt{\frac{L_x}{\mu_x} \frac{L_y}{\mu_y} \epsilon_m})$ for solving the strongly-convex-strongly-convex bilevel optimization. We then propose a new accelerated bilevel optimizer named AccBiO. In contrast to existing bilevel optimizers, we show that AccBiO converges to the $\epsilon$-accurate solution without the requirement on the boundedness of the gradient $\nabla_y f(x, \cdot)$ for any $x$. In particular, Table 1 shows that AccBiO achieves an upper complexity bound of $\tilde{O}\left( \sqrt{\frac{L_x L_y}{\mu_x \mu_y}} + \sqrt{\frac{L_z^2}{\mu_y}} Gr^* + \sqrt{\frac{L_z^2}{\mu_x \mu_y}} Fr^* \right)$. When the inner-level function $g(x, y)$ takes the quadratic form as $g(x, y) = y^T H y + x^T J y + b^T y + h(x)$, we further improve the upper bounds to $\tilde{O}\left( \frac{L_y L_z}{\mu_x \mu_y} \right)$. For such a quadratic subclass of bilevel problems with $L_y = \Theta(\mu_y)$, our upper bound matches the lower bound up to logarithmic factors, suggesting that AccBiO is near-optimal. Technically, our analysis of the lower bound involves careful construction of quadratic $f$ and $g$ functions with a properly structured bilinear term, as well as novel characterization of subspaces of iterates for updating $x$ and $y$. For upper bounds, our analysis controls the finiteness of all iterates $x_k, k = 0, ...$, as the algorithm runs via an induction proof to ensure that the hypergradient estimation error will not explode after the acceleration steps.

- We next provide lower and upper bounds for solving convex-strongly-convex bilevel optimization. As shown in Table 1, AccBiO achieves an upper bound of $\tilde{O}\left( \sqrt{\frac{L_x L_y}{\epsilon \mu_y}} + \sqrt{\frac{L_z^2}{\epsilon \mu_y} Gr^*} + \sqrt{\frac{L_z^2}{\epsilon \mu_y} Fr^*} \right)$, which is further improved to $\tilde{O}\left( \frac{L_y L_z}{\epsilon \mu_y} \right)$ for the quadratic
Table 1: Comparison of computational complexities for finding an $\epsilon$-approximate point without the gradient boundedness assumption. All listed results are from this paper, as all existing results were developed under the gradient boundedness condition, which we compare in Table 2. The complexity is measured by $\tau(n_J + n_H) + n_G$ (Theorem 3), where $n_G, n_J, n_H$ are the numbers of gradients, Jacobian- and Hessian-vector products, and $\tau$ is a universal constant. In the ‘references’ column, quadratic $g(x, y)$ means that $g$ takes a quadratic form as $g(x, y) = y^T H y + x^T J y + b^T y + h(x)$ for the constant matrices $H, J$ and a constant vector $b$. ‘LowerB’ represents ‘lower bound’. In the ‘computational complexity’ column, $L_y, L_{xy}, \rho_{xy}$ and $\rho_{yy}$ are the Lipschitz parameters of objective functions as shown in Section 2.1. $Gr^* = \sqrt{\|\nabla f(x^*, y^*(x^*))\|}$, and $Fr^* = \left( \frac{\mu}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x} \right)^{\frac{1}{2}}$, $\tilde{Gr}^*$ and $\tilde{Fr}^*$ take the same form as $Gr^*$ and $Fr^*$ but with $x^*, f, \Phi, \mu_x$ replaced by $\tilde{x}^*, \tilde{f}, \tilde{\Phi}$ and $\tilde{\mu}_x$ (see Section 4.3 for details). The lower bounds hold for both the general and quadratic $g(x, y)$ cases. By $\mathcal{L} = \Theta(\mu_y)$, we mean that there exists universal constants $C_1, C_2 > 0$ that is independent of $\mu_y$ s.t. $C_1\mu_y < \mathcal{L} < C_2\mu_y$.

| Types                     | References | Computational Complexity |
|---------------------------|------------|--------------------------|
| Strongly-Convex-Strongly-Convex | AccBiO (Theorem 9) | $\tilde{O}\left(\sqrt{L_y L_{xy} L_y} + \sqrt{L_{xy} L_y L_y} G_{\mathcal{L}}^* + \sqrt{L_{xy} L_y L_y} F_{\mathcal{L}}^* \right)$ |
|                           | AccBiO (quadratic $g$, Coro 10) | $\tilde{O}\left(\frac{L_y L_{xy} L_y}{\mu_x \mu_y^3} \right)$ |
|                           | LowerB (Theorem 4) | $\tilde{\Omega}\left(\frac{L_y L_{xy} L_y}{\mu_x \mu_y^3} \right)$ |
| Convex-Strongly-Convex     | AccBiO (Theorem 11) | $\tilde{O}\left(\sqrt{L_y L_{xy} L_y} + \sqrt{L_{xy} L_y L_y} \tilde{G}_{\mathcal{L}}^* + \sqrt{L_{xy} L_y L_y} \tilde{F}_{\mathcal{L}}^* \right)$ |
|                           | AccBiO (quadratic $g$, Coro 12) | $\tilde{O}\left(\frac{L_y L_{xy} L_y}{\mu_x \mu_y^3} \right)$ |
|                           | LowerB (Coro 7) | $\tilde{\Omega}\left(\frac{L_y L_{xy} L_y}{\mu_x \mu_y^3} \right)$ |
|                           | LowerB (Coro 8) | $\tilde{O}\left(\frac{1}{\sqrt{\epsilon}} \min\{\kappa_y, \frac{1}{\sqrt{\epsilon}}\} \right)$ |

$g(x, y)$. For such a quadratic case with $\tilde{L}_y = \Theta(\mu_y)$, our upper bound matches the lower bound up to logarithmic factors, suggesting the optimality of AccBiO. Technically, the analysis of the lower bound is different from that for the strongly-convex $\Phi(\cdot)$, and exploits the structures of different powers of an unnormalized graph Laplacian matrix $Z$.

- Furthermore, when the gradient $\nabla_y f(x, \cdot)$ is bounded, as assumed by existing studies, we provide new upper bounds with significantly tighter dependence on the condition numbers. For example, as shown in Table 2, our upper bounds outperform the best known result by an order of $1.75$ for the convex-strongly-convex case.

- To compare between bilevel optimization and minimax optimization, for the strongly-convex-strongly-convex case, our lower bound is larger than the optimal complexity for the same type of minimax optimization by a factor of $\sqrt{\kappa_y}$. Similar observation
Table 2: Comparison of computational complexities for finding an \( \epsilon \)-approximate point with the gradient boundedness assumption. \( U \) is the gradient bound.

| Types                      | References                        | Computational Complexity |
|----------------------------|-----------------------------------|--------------------------|
| Strongly-Convex-            | BA (Ghadimi and Wang, 2018)       | \( \tilde{O}\left(\max\left\{ \frac{U^2 L_x^2 \mu_x^2 L_u^2}{\rho_x \rho_u \mu_x^2 \mu_u^4}, \frac{L_x^2 L_u^2}{\mu_x \mu_u^4} \right\} \right) \) |
| Strongly-Conconvex         | ABA (Ghadimi and Wang, 2018)      | \( \tilde{O}\left(\max\left\{ \frac{U^2 L_x^2 \mu_x^2 L_u^2}{\rho_x \rho_u \mu_x \mu_u^3}, \frac{U^2 L_x^2 \mu_x^2 L_u^2}{\rho_x \rho_u \mu_x^2 \mu_u^4} \right\} \right) \) |
| AccBiO-BG (this paper, Theorem 13) | \( \tilde{O}\left(\frac{\sqrt{U^2 L_x^2 \mu_x^2 L_u^2}}{\mu_x + \rho_x} \right) \) |
| Convex-                    | BA (Ghadimi and Wang, 2018)       | \( \tilde{O}\left(\frac{\kappa_{11} \cdot 2.5}{\epsilon} \right) \) |
| Strongly-Convex            | ABA (Ghadimi and Wang, 2018)      | \( \tilde{O}\left(\frac{\kappa_{6.75} \cdot 0.75}{\epsilon} \right) \) |
| AccBiO-BG (this paper, Theorem 14) | \( \tilde{O}\left(\sqrt{\frac{L_x^2 \rho_x \mu_x L_u^2}{\epsilon \mu_x^4} \right) \) |

holds for the convex-strongly-convex case. This establishes that bilevel optimization is fundamentally more challenging than minimax optimization.

1.2 Related Works

The studies of bilevel optimization problems and algorithms can be dated back to Bracken and McGill (1973), and since then, different types of approaches have been proposed. Earlier approaches in Aiyoshi and Shimizu (1984); Edmunds and Bard (1991); Al-Khayyal et al. (1992); Hansen et al. (1992); Shi et al. (2005); Lv et al. (2007); Moore (2010) reduced the bilevel problem to a single-level optimization problem using the Karush-Kuhn-Tucker (KKT) conditions or penalty function methods. In comparison, gradient-based approaches are more attractive due to their efficiency and effectiveness. Such a type of approaches estimate the hypergradient \( \nabla \Phi(x) \) for iterative updates, and are generally divided into AID- and ITD-based categories. ITD-based approaches (Maclaurin et al., 2015; Franceschi et al., 2017; Finn et al., 2017; Grazzi et al., 2020) estimate the hypergradient \( \nabla \Phi(x) \) in either a reverse (automatic differentiation) or forward manner. AID-based approaches (Domke, 2012; Pedregosa, 2016; Grazzi et al., 2020; Ji et al., 2021) estimate the hypergradient via implicit differentiation.

Theoretically, bilevel optimization has been studied via both the asymptotic and finite-time (non-asymptotic) analysis. Franceschi et al. (2018) characterized the asymptotic convergence of a backpropagation-based approach as one of ITD-based algorithms by assuming the inner-level problem is strongly convex. Shaban et al. (2019) provided a similar analysis for a truncated backpropagation scheme. Liu et al. (2020); Li et al. (2020); Sow et al. (2022) analyzed the asymptotic performance of bilevel approaches when the inner-level problem is convex. The finite-time complexity analysis for bilevel optimization has also been explored. In particular, Ghadimi and Wang (2018) provided a finite-time convergence analysis for an AID-based algorithm under two different loss geometries, where \( \Phi(\cdot) \) is strongly convex, convex or nonconvex, and \( g(x, \cdot) \) is strongly convex. Ji et al. (2021, 2022) provided an improved finite-time analysis for AID- and ITD-based algorithms under
the nonconvex-strongly-convex geometry. In this paper, we provide the first-known lower bounds on complexity as well as tighter upper bounds under these two geometries.

When the objective functions can be expressed in an expected or finite-time form, Ghadimi and Wang (2018); Ji et al. (2021); Hong et al. (2020) developed stochastic bilevel algorithms and provided the finite-time analysis. In particular, Ji et al. (2021) proposed a SGD type of bilevel optimization algorithm named stocBiO with a sample efficient hyper-gradient estimator. Since then, there have been a few subsequent studies on accelerating SGD-type bilevel optimization via momentum-based variance reduction Chen et al. (2021); Guo et al. (2021); Khanduri et al. (2021); Yang et al. (2021); Huang and Huang (2021). For example, Guo et al. 2021 proposed a single-loop algorithm SEMA based on the momentum-based technique introduced by Cutkosky and Orabona 2019. Chen et al. 2021 proposed a single-loop method named STABLE by using a similar momentum scheme for the Hessian updates. Yang et al. 2021 improved the sample complexity of stocBiO via both single-loop and double-loop variance reduction. While the stochastic setting is not within the scope of this paper, the accelerating algorithms and lower bounds developed here can be extended to the stochastic setting.

Bilevel optimization has been applied to meta-learning and led to various algorithms such as model-agnostic meta-learning (MAML) (Finn et al., 2017), implicit MAML (iMAML) (Rajeswaran et al., 2019), and almost no inner loop (ANIL) (Raghu et al., 2019). Theoretically, Rajeswaran et al. (2019) analyzed the complexity of iMAML via implicit differentiation under the strongly-convex setting. Ji et al. (2020b); Fallah et al. (2020) characterized the convergence of MAML under the nonconvex function geometry. Ji et al. (2020a) analyzed the convergence and complexity of ANIL with either strongly-convex or nonconvex inner-level geometries.

Bilevel optimization has been applied to study various machine learning problems. For example, bilevel optimization has exhibited great effectiveness in hyperparameter optimization, and received tremendous attention recently in automatic machine learning (autoML) (Okuno et al., 2018; Yu and Zhu, 2020; Ji and Liang, 2018). A variety of bilevel optimization algorithms have been proposed for this area, which include but not limited to AID-based (Pedregosa, 2016; Franceschi et al., 2018), ITD-based (Franceschi et al., 2018; Shaban et al., 2019; Grazzi et al., 2020), self-tuning network based (Mackay et al., 2018; Bae and Grosse, 2020), penalty-based (Mehra and Hamm, 2019; Sinha et al., 2020; Liu et al., 2021), and proximal approximation based (Jenni and Favaro, 2018) approaches. Bilevel optimization has also been exploited to improve the search efficiency for neural architecture search (NAS) (Liu et al., 2019; Xie et al., 2018; He et al., 2020). For example, Liu et al. (2019) proposed a continuous relaxation of the discrete architecture representation, and tremendously accelerated the architecture search via a gradient-based bilevel optimization method named DARTS. Xie et al. (2018) further proposed a new stochastic reformulation of NAS coupled with a sampling process to address the bias issue of DARTS. He et al. (2020) reformulated the bilevel objective function of NAS into a mixed-level optimization procedure, and proposed an efficient MiLeNAS method with a lower validation error. We anticipate that the proposed acceleration schemes will be useful for the aforementioned applications.
2. Preliminaries on Bilevel Optimization

2.1 Bilevel Problem Class

In this section, we introduce the problem class we are interested in. First, we suppose functions \( f(x, y) \) and \( g(x, y) \) satisfy the following smoothness property.

Assumption 1 The outer-level function \( f \) satisfies, for \( \forall x_1, x_2, x \in \mathbb{R}^p \) and \( y_1, y_2, y \in \mathbb{R}^q \), there exist constants \( L_x, L_{xy}, L_y \geq 0 \) such that

\[
\| \nabla_x f(x_1, y) - \nabla_x f(x_2, y) \| \leq L_x \| x_1 - x_2 \|, \quad \| \nabla_x f(x, y_1) - \nabla_x f(x, y_2) \| \leq L_{xy} \| y_1 - y_2 \|
\]

\[
\| \nabla_y f(x_1, y) - \nabla_y f(x_2, y) \| \leq L_{xy} \| x_1 - x_2 \|, \quad \| \nabla_y f(x, y_1) - \nabla_y f(x, y_2) \| \leq L_y \| y_1 - y_2 \|. \tag{2}
\]

The inner-level function \( g \) satisfies that, there exist \( \tilde{L}_{xy}, \tilde{L}_y \geq 0 \) such that

\[
\| \nabla_y g(x_1, y) - \nabla_y g(x_2, y) \| \leq \tilde{L}_{xy} \| x_1 - x_2 \|, \quad \| \nabla_y g(x, y_1) - \nabla_y g(x, y_2) \| \leq \tilde{L}_y \| y_1 - y_2 \|. \tag{3}
\]

The hypergradient \( \nabla \Phi(x) \) plays an important role for designing bilevel optimization algorithms. The computation of \( \nabla \Phi(x) \) involves Jacobians \( \nabla_x \nabla_y g(x, y) \) and Hessians \( \nabla_y^2 g(x, y) \).

In this paper, we are interested in the following inner-level problem with general Lipschitz continuous Jacobians and Hessians, as adopted by Ghadimi and Wang (2018); Ji et al. (2021); Hong et al. (2020). For notational convenience, let \( z := (x, y) \) denote both variables.

Assumption 2 There exist constants \( \rho_{xy}, \rho_{yy} \geq 0 \) such that for any \( z_1 \in \mathbb{R}^p \times \mathbb{R}^q, z_2 \in \mathbb{R}^p \times \mathbb{R}^q \),

\[
\| \nabla_x \nabla_y g(z_1) - \nabla_x \nabla_y g(z_2) \| \leq \rho_{xy} \| z_1 - z_2 \|, \quad \| \nabla_y^2 g(z_1) - \nabla_y^2 g(z_2) \| \leq \rho_{yy} \| z_1 - z_2 \|. \tag{4}
\]

In this paper, we study the following two classes of bilevel optimization problems.

Definition 1 (Bilevel Problem Classes) Suppose \( f \) and \( g \) satisfy Assumptions 1, 2. We define the following two classes of bilevel problems under different geometries.

- **Strongly-convex-strongly-convex class** \( \mathcal{F}_{scsc} : \Phi(\cdot) \) is \( \mu_x \)-strongly-convex and \( g(x, \cdot) \) is \( \mu_y \)-strongly-convex.

- **Convex-strongly-convex class** \( \mathcal{F}_{csc} : \Phi(\cdot) \) is convex and \( g(x, \cdot) \) is \( \mu_y \)-strongly-convex. In addition, assume that there exists a constant \( B > 0 \) such that \( \| x^* \| = B \), where \( x^* \in \arg \min_{x \in \mathbb{R}^p} \Phi(x) \).

A simple but important subclass of the bilevel problem class in Theorem 1 includes the following quadratic inner-level functions \( g(x, y) \).

\[
\text{(Quadratic g subclass:)} \quad g(x, y) = \frac{1}{2} y^T H y + x^T J y + b^T y + h(x), \tag{5}
\]

where the Hessian \( H \) and the Jacobian \( J \) satisfy \( H \preceq \tilde{L}_y I \) and \( J \preceq \tilde{L}_{xy} I \) for \( \forall x \in \mathbb{R}^p \) and \( \forall y \in \mathbb{R}^q \). Note that the above quadratic subclass also covers a large collection of applications such as few-shot meta-learning with shared embedding model (Bertinetto et al., 2018) and biased regularization in hyperparameter optimization (Grazzi et al., 2020). Further note
that it is possible to extend the constant coupling matrix $H$ of the quadratic subclass to the more general matrix $H(x)$ that is Lipschitz continuous, i.e., $\|H(x_1) - H(x_2)\| \leq L_H \|x_1 - x_2\|$ for a constant $L_H$.

Another convex-strongly-convex example of practical interest is the fair resource allocation problem over communication networks (Srikant and Ying, 2013). Consider a network with $n$ users/devices. Each user $i$ is associated with a convex cost function $C(x_i)$ (or $U(x_i)$ for utility function $U$), where $x_i$ is the resource (e.g., the package transmission rate). In the network implementation, $C(x_i)$ is fabricated to be a simple function, e.g., $\alpha$-fairness. Let $x = \left[x_1, x_2, \ldots, x_n\right]^T$. Then, the lower-level strongly-convex problem is given by

$$x^*(\lambda) = \arg \max_x g(x, \lambda) = \sum_{i=1}^n C(x_i) + \frac{\lambda}{2} \|x\|^2,$$

(6)

where $\lambda \|x\|^2$ is used for capacity and traffic control. However, the underlying true network cost function can be more complicated, e.g., the aggregation loss $\tilde{C}(x) = \sum_{i=1}^n \tau_i C(x_i)$. Then, the upper-level problem is to find the best regularization constant $\lambda$ that minimizes the true cost

$$\max_{\lambda} \tilde{C}(x^*(\lambda)) = \sum_{i=1}^n \tau_i C(x_i^*(\lambda)).$$

We next justify that the total function $\tilde{C}(x^*(\lambda))$ is convex w.r.t. $\lambda$. Using the implicit differentiation and the optimality condition of $x_i^*$, it can be shown that

$$\nabla C(x_i^*) + \lambda x_i^* = 0$$

$$\left(\nabla^2 C(x_i^*) + \lambda \right) \frac{\partial x_i^*}{\partial \lambda} + x_i^* = 0,$$

which, in conjunction with the second-order derivative of the total upper-level function

$$\frac{\partial^2 \tilde{C}(x^*(\lambda))}{\partial^2 \lambda} = \sum_{i=1}^n \left( \tau_i \nabla^2 C(x_i^*) \left( \frac{\partial x_i^*}{\partial \lambda} \right)^2 + \tau_i \nabla C(x_i^*) \frac{\partial^2 x_i^*}{\partial \lambda^2} \right),$$

yields

$$\frac{\partial^2 \tilde{C}(x^*(\lambda))}{\partial^2 \lambda} = \sum_{i=1}^n \left( \tau_i \nabla^2 C(x_i^*) \left( \frac{\partial x_i^*}{\partial \lambda} \right)^2 + \frac{\tau_i (\nabla C(x_i^*))^2}{\lambda (\nabla^2 C(x_i^*) + \lambda)} \right) \geq 0.$$

This implies that the total objective function $\tilde{C}(x^*(\lambda))$ is convex w.r.t. $\lambda$. Besides, there are some quasiconvex-strongly-convex and convex-strongly-convex examples in batch selection problems for model fairness (Roh et al., 2021).

### 2.2 Algorithm Class for Bilevel Optimization

Compared to minimization and minimax problems, the most different and challenging component of bilevel optimization lies in the computation of the hypergradient $\nabla \Phi()$. In specific, when functions $f$ and $g$ are continuously twice differentiable, it has been shown in Foo et al. (2008) that $\nabla \Phi()$ takes the form of

$$\nabla \Phi(x) = \nabla_x f(x, y^*(x)) - \nabla_x \nabla_y g(x, y^*(x)) [\nabla_y^2 g(x, y^*(x))]^{-1} \nabla_y f(x, y^*(x)).$$

(7)
In practice, exactly calculating the Hessian inverse \((\nabla^2_y g(\cdot))^{-1}\) in eq. (7) is computationally infeasible, and hence two types of hypergradient estimation approaches named AID and ITD have been proposed, where only efficient Hessian- and Jacobian-vector products need to be computed. We present AID-based bilevel optimization algorithms as follows, and the introduction of ITD-based methods can be found in Appendix A.

**Example 1 (AID-based Bilevel Algorithms)** (Domke, 2012; Pedregosa, 2016; Grazzi et al., 2020; Ji et al., 2021) Such a class of algorithms use AID-based approaches for hypergradient computation, and take the following updates.

For each outer iteration \(m = 0, \ldots, Q - 1\),
- Update variable \(y\) using gradient decent (GD) or accelerated gradient descent (AGD)
  \[
  \begin{align*}
  \text{(GD:)} & \quad y^t_{m} = y^{t-1}_{m} - \eta \nabla_y g(x_m, y^{t-1}_{m}), t = 1, \ldots, N \\
  \text{(AGD:)} & \quad y^t_{m} = z^{t-1}_{m} - \eta \nabla_y g(x_m, z^{t-1}_{m}), \\
  & \quad z^t_m = \left(1 + \frac{\sqrt{\kappa_y - 1}}{\sqrt{\kappa_y + 1}}\right) y^t_m - \frac{\sqrt{\kappa_y - 1}}{\sqrt{\kappa_y + 1}} y^{t-1}_{m}, t = 1, \ldots, N
  \end{align*}
  \]
  where \(\kappa_y = \tilde{L}_y / \mu_y\) denotes the condition number of the inner-level function \(g(x, \cdot)\).
- Update \(x\) via \(x_{m+1} = x_m - \beta G_m\), where \(G_m\) is constructed via AID and takes the form of
  \[
  G_m = \nabla_x f(x_m, y^N_m) - \nabla_x \nabla_y g(x_m, y^N_m) v^S_m,
  \]
  where vector \(v^S_m\) is obtained by running \(S\) steps of GD (with initialization \(v^0_m = 0\)) or accelerated gradient methods (e.g., heavy-ball method with \(v^0_m = v^1_m = 0\)) to solve a quadratic programming
  \[
  \min_v Q(v) := \frac{1}{2} v^T \nabla^2_y g(x_m, y^N_m) v - v^T \nabla_y f(x_m, y^N_m).
  \]

We next verify that Example 1 belongs to the algorithm class defined in Theorem 2. For the case when \(S\)-steps GD with initialization \(\mathbf{0}\) is applied to solve the quadratic program in eq. (10), simple telescoping yields

\[
\begin{align*}
  v^S_m &= \alpha \sum_{t=0}^{S-1} (I - \alpha \nabla^2_y g(x_m, y^N_m)) \nabla_y f(x_m, y^N_m),
\end{align*}
\]

which, incorporated into eq. (9), implies that \(G_m\) falls into the span subspaces in eq. (13), and hence all updates fall into the subspaces \(\mathcal{H}^k_x, \mathcal{H}^k_y, k = 0, \ldots, K\) defined in Theorem 2. For the case when heavy-ball method, i.e., \(v^{t+1}_m = v^t_m - \eta_t \nabla Q(v^t_m) + \theta_t (v^t_m - v^{t-1}_m)\), with initialization \(v^0_m = v^1_m = 0\) is applied to eq. (10), expressing the updates via a dynamic system perspective yields

\[
\begin{bmatrix}
  v^S_m \\ v^S_{m-1}
\end{bmatrix} = \sum_{s=2}^{S} \prod_{t=s}^{S-1} \begin{bmatrix}
  (1 + \theta_t) I - \eta_t \nabla^2_y g(x_m, y^N_m) & -\theta_t I \\
  I & 0
\end{bmatrix} \begin{bmatrix}
  \eta_t \nabla_y f(x_m, y^N_m) \\ 0
\end{bmatrix}.
\]
Combining $v_m^S$ in eq. (11) with eq. (9), we can see that the resulting $G_m$ falls into the span subspaces in eq. (13), and hence this case still belongs to the algorithm class in Theorem 2. Note that the algorithm class considered in Theorem 2 also includes single-loop bilevel optimization algorithms, e.g., by setting $N = 1$ in Example 1.

We next introduce a general hypergradient-based algorithm class, which includes popular AID-based (given above) and ITD-based (in Appendix A) bilevel optimization algorithms.

**Definition 2 (Hypergradient-Based Algorithm Class)** Suppose there are totally $K$ iterations and $x$ is updated for $Q$ times at iterations indexed by $s_i, i = 1, ..., Q - 1$ with $s_0 < ... < s_{Q-1} \leq K$. Note that $Q$ is an arbitrary positive integer in $0, ..., K$ and $s_i, i = 1, ..., Q - 1$ are $Q$ arbitrary distinct integers in $0, ..., K$. The iterates $\{(x_k, y_k)\}_{k=0}^{\infty}$ are generated according to $(x_k, y_k) \in H_x^k, H_y^k$, where the linear subspaces $H_x^k, H_y^k, k = 0, ..., K$ with $H_x^0 = H_y^0 = \{0\}$ are given as follows.

$$H_y^{k+1} = \text{Span} \left\{ y_i, \nabla_y g(\bar{x}_i, \bar{y}_i), \forall \bar{x}_i \in H_x^i, \forall y_i \in H_y^i, 1 \leq i \leq k \right\}. \tag{12}$$

For $x$, we have, for all $m = 0, ..., Q - 1$,

$$H_x^{sm} = \text{Span} \left\{ x_i, \nabla_x f(\bar{x}_i, \bar{y}_i), \nabla_x \nabla_y g(x_i^t, y_i^t) \prod_{j=1}^{t} (I - \alpha \nabla^2_y g(x_i^t, y_i^t)) \nabla_y f(\bar{x}_i, \bar{y}_i), \right\}$$

$$t = 0, ..., T, \forall x_i, \bar{x}_i, x_i^t, \bar{x}_i^t \in H_x^i, \forall y_i, \bar{y}_i, y_i^t, \bar{y}_i^t \in H_y^i, 1 \leq i \leq s_m - 1, \forall \alpha \in \mathbb{R}, T \in \mathbb{N} \right\}$$

$$H_x^{sm} = H_x^{s_m}, \forall s_m \leq n \leq s_m + 1 - 1 \text{ with } s_Q = K + 1. \tag{13}$$

We note that this algorithm class in Theorem 2 can be enlarged by replacing $\nabla_y f(x, y)$ in eq. (13) with $\text{Span}(y_1, \nabla_y g(x_2, y_2), \nabla_y f(x_3, y_3))$, where $x_1, x_2, x_3, y_3$ can be any points in previous iterations.

Further note that in the algorithm class in Theorem 2, $x$ can be updated at any iteration due to the arbitrary choices of $Q, s_i, i = 1, ..., Q - 1$, and the hypergradient estimate can be constructed using any combination of points in the historical search space (which holds similarly for $y$). Moreover, this algorithm class allows to update $x$ and $y$ at the same time or alternatively, and hence include both single- and double-loop bilevel optimization algorithms. Note that the above hypergradient-based algorithm class include popular examples such as HOAG (Pedregosa, 2016), AID-FP (Grazzi et al., 2020), reverse (Franceschi et al., 2017), $K$-RMD (Shaban et al., 2019), AID-BiO and ITD-BiO (Ji et al., 2021).

### 2.3 Complexity Measures

We introduce the criterion for measuring the computational complexity of bilevel optimization algorithms. Note that the updates of $x$ and $y$ of bilevel algorithms involve computing gradients, Jacobian- and Hessian-vector products. In practice, it has been shown in Griewank (1993); Rajeswaran et al. (2019) that the time and memory cost for computing a Hessian-vector product $\nabla^2 f(\cdot)v$ (similarly for a Jacobian-vector product) via automatic differentiation (e.g., the widely-used reverse mode in PyTorch or TensorFlow) is no more than a (universal) constant order (e.g., usually 2-5 times) over the cost for computing gradient $\nabla f(\cdot)$. For this reason, we take the following complexity measures.
Definition 3 (Complexity Measure) The total complexity $C_{\text{fun}}(A, \epsilon)$ of a bilevel optimization algorithm $A$ to find a point $\bar{x}$ such that the suboptimality gap $f(\bar{x}) - \min_x f(x) \leq \epsilon$ is given by $C_{\text{fun}}(A, \epsilon) = \tau(n_J + n_H) + n_G$, where $n_J, n_H$ and $n_G$ are the total numbers of Jacobian- and Hessian-vector product, and gradient evaluations, and $\tau > 0$ is a universal constant. Similarly, we define $C_{\text{grad}}(A, \epsilon) = \tau(n_J + n_H) + n_G$ as the complexity to find a point $\bar{x}$ such that the gradient norm $\|\nabla f(\bar{x})\| \leq \epsilon$.

3. Lower Bounds for Bilevel Optimization

3.1 Strongly-Convex-Strongly-Convex Bilevel Optimization

We first study the case when $\Phi(\cdot)$ is $\mu_x$-strongly-convex and the inner-level function $g(x, \cdot)$ is $\mu_y$-strongly-convex. We present our lower bound result for this case as below.

Theorem 4 Let $M = K + QT + Q + 2$ with $K, T, Q$ given by Theorem 2. There exists a problem instance in $F_{\text{scsc}}$ defined in Theorem 1 with dimensions $p = q = d$ as in eq. (40) such that for this problem, any output $x^K$ belonging to the subspace $H^K_x$, i.e., generated by any algorithm in the hypergradient-based algorithm class defined in Theorem 2, satisfies

$$\Phi(x^K) - \Phi(x^*) = \Omega\left(\frac{\Phi(x_0) - \Phi(x^*)}{\kappa_x} r^2 M\right),$$

where $x^* = \arg\min_{x \in \mathbb{R}^d} \Phi(x)$ and the parameter $r$ satisfies $1 - \left(\frac{1}{2} + \sqrt{\xi + \frac{1}{4}}\right)^{-1} < r < 1$ with $\xi$ given by $\xi \geq \frac{L_y}{4\mu_y} + \frac{L_x}{8\mu_x} + \frac{L_u L^2_{xy}}{8\mu_x \mu_y} - \frac{3}{8}$. To achieve $\Phi(x^K) - \Phi(x^*) \leq \epsilon$, the total complexity $C_{\text{fun}}(A, \epsilon)$ satisfies

$$C_{\text{fun}}(A, \epsilon) = \Omega\left(\frac{L_u L^2_{xy}}{\mu_x \mu_y^2} \log \frac{\Phi(x_0) - \Phi(x^*)}{\kappa_x \epsilon}\right),$$

where $\kappa_x = \frac{L_x}{\mu_x}$ is the condition number for the total objective function.

Note that the inner-level function $g(x, y)$ in our constructed worst-case instance takes the same quadratic form as in eq. (5) so that the lower bound in Theorem 4 also applies to the quadratic $g$ subclass. We provide a proof sketch of Theorem 4 as follows, and present the complete proof in Appendix B.

Proof Sketch of Theorem 4

The proof of Theorem 4 is divided into four main steps: 1) constructing a worst-case instance $(f, g) \in F_{\text{scsc}}$; 2) characterizing the optimal point $x^* = \arg\min_{x \in \mathbb{R}^d} \Phi(x)$; 3) characterizing the subspaces $H^K_x, H^K_y$; and 4) lower-bounding the convergence rate and complexity.

Step 1 (construct a worse-case instance): We first construct the following instance functions $f$ and $g$.

$$f(x, y) = \frac{1}{2} x^T (\alpha Z^2 + \mu_x I)x - \frac{\alpha \beta}{L_{xy}} x^T Z^3 y + \frac{L_{xy}}{2} x^T Z y + \frac{L_y}{2} \|y\|^2 + \frac{L_{xy}}{L_{xy}} b^T y,$$
The above matrices play an important role in developing lower bounds due to their following zero-chain properties (Nesterov, 2003; Zhang et al., 2019). Let $x$ be a vector in $\mathbb{R}^d$ such that $(Zb)_t = 0$ for all $t \geq 3$, which is feasible because we show that $Z$ is invertible. Using the structure of $Z$ in eq. (16), we show that there exists a vector $\hat{x}$ with its $i^{th}$ coordinate $\hat{x}_i = r^i$ such that

$$\|x^* - \hat{x}\| = O(r^d),$$

where $0 < r < 1$ satisfies $\frac{1-r}{1+\Theta(\frac{L_2}{\mu_x\mu_y})}$. Then, based on the above eq. (18), we are able to characterize $x^*$, e.g., its norm $\|x^*\|$, using its approximate (exponentially close) $\hat{x}$.

**Step 3 (characterize the iterate subspaces):** By exploiting the forms of the subspaces $\{\mathcal{H}_x^k, \mathcal{H}_y^k\}_{k=1}^K$ defined in Theorem 2, we use the induction to show that

$$H_x^K \subseteq \text{Span}\{Z^{2(K+QT+Q)}(Zb), ..., Z^2(Zb), (Zb)\}.$$
\[ \frac{\|x^* - x_0\|}{3\sqrt{2}} M \] which, in conjunction with the form of \( \Phi(x) \), yields the result in eq. (14). The complexity result then follows because \( \frac{1}{r} = \Theta(\frac{L_y L_{xy}}{\mu_y \mu_y}) \) and from the definition of the complexity measure in Theorem 3.

**Remark.** We note that the introduction of the term \( \frac{\alpha \beta}{L_{xy}} x^T Z^3 y \) in \( f \) is necessary to obtain the lower bound \( \Omega(\frac{L_y L_{xy}}{\mu_y \mu_y}) \). Without such a term, there will be an additional high-order term \( \Omega(A^3 x) \) at the left hand side of eq. (17). Then, following the same steps as in Step 2, we would obtain a result similar to eq. (18), but with a parameter \( r \) satisfying \( 0 < \frac{1}{1-r} = \Theta(\frac{L_y L_{xy}}{\mu_y \mu_y}) \). Then, following the same steps as in Steps 3 and 4, the final overall complexity \( C_{\text{func}}(A, \epsilon) = \Omega(\frac{L_y L_{xy}}{\mu_y \mu_y}) \), which is not as tight as \( \Omega(\frac{L_y L_{xy}}{\mu_y \mu_y}) \) obtained under the selection in eq. (15).

### 3.2 Convex-Strongly-Convex Bilevel Optimization

We next characterize the lower complexity bound for the convex-strongly-convex setting, where \( \Phi(\cdot) \) is convex and the inner-level function \( g(x, \cdot) \) is \( \mu_y \)-strongly-convex. We state our main result for this case in the following theorem.

**Theorem 6** Let \( M = K + QT - Q + 3 \) with \( K, T, Q \) given by Theorem 2, and let \( x^K \) be an output belonging to the subspace \( H^K_x \), i.e., generated by any algorithm in the hypergradient-based algorithm class defined in Theorem 2. There exists an instance in \( F_{\text{csc}} \) defined in Theorem 1 with dimensions \( p = q = d \) such that in order to achieve \( \|\nabla \Phi(x^K)\| \leq \epsilon \), it requires \( M \geq \lceil r^* \rceil - 3 \), where \( r^* \) is the solution of the equation

\[
\begin{align*}
    r^4 + r \left( \frac{2 \beta^4}{\mu_y^4} + \frac{4 \beta^3}{\mu_y^3} + \frac{4 \beta^2}{\mu_y^2} \right) &= \frac{B^2 (L_{xy} L_y + L_x \mu_y^2)^2}{128 \mu_y^2 \epsilon^2}.
\end{align*}
\]

where \( \beta = \frac{L_y - \mu_y}{4} \) and \( B \) is given in Theorem 1. The complexity satisfies \( C_{\text{grad}}(A, \epsilon) = \Omega(r^*) \).

Note that Theorem 6 uses the gradient norm \( \|\nabla \Phi(x)\| \leq \epsilon \) rather than the suboptimality gap \( \Phi(x^K) - \Phi(x^*) \) as the convergence criteria. This is because for the convex-strongly-convex case, lower-bounding the suboptimality gap requires the Hessian matrix \( A \) in the worst-case construction of the total objective function \( \Phi(x) \) to have a nice structure, e.g., the solution of \( A' x = e_1 \) (\( e_1 \) has a single non-zero value 1 at the first coordinate) is explicit, where \( A' \) is derived by removing last \( k \) columns and rows of \( A \). However, in bilevel optimization, \( A \) often contains different powers of the zero-chain matrix \( Z \), and does not have such a structure. We will leave the lower bound under the suboptimality criteria for the future study. Note that \( r^* \) in Theorem 6 has a complicated form. The following two corollaries simplify the complexity results by considering specific parameter regimes.

**Corollary 7** Under the same setting of Theorem 6, consider the case when \( \beta = \Theta(\mu_y) \). Then, we have \( C_{\text{grad}}(A, \epsilon) = \Omega(\frac{B^2 L_{xy} (L_y + L_x \mu_y^2)^2}{\mu_y^2 \epsilon^2}) \).

**Corollary 8** Under the same setting of Theorem 6, consider the case when \( \beta = \Theta(1) \), i.e., at a constant level. Then, we have \( C_{\text{grad}}(A, \epsilon) = \Omega(\frac{L_{xy} L_y + L_x \mu_y^2}{\epsilon^2}) \).
The proof sketch of Theorem 6 is provided as follows. The complete proof is provided in Appendix C.

**Proof Sketch of Theorem 6**

**Step 1 (construct the worst-case instance):** We construct the instance functions \(f\) and \(g\) as follows.

\[
f(x, y) = \frac{L_x}{8} x^T Z^2 x + \frac{L_y}{2} \|y\|^2, \\
g(x, y) = \frac{1}{2} y^T (\beta Z^2 + \mu_y I) y - \frac{L_{xy}}{2} x^T Z y + b^T y,
\]

where \(\beta = \tilde{\ell}_y - \mu_y\). Here, the coupling matrix \(Z\) is different from that eq. (16) for the strongly-convex-strongly-convex case, which takes the form of

\[
Z := \begin{bmatrix}
1 & 1 & -1 \\
1 & -1 & 2 \ldots \\
-1 & \ldots & \ddots
\end{bmatrix}, \\
Z^2 := \begin{bmatrix}
2 & 1 & -1 \\
-1 & 2 & -1 \ldots \\
-1 & \ldots & \ddots
\end{bmatrix}.
\]

(21)

It can be verified that \(Z\) is invertible and \(Z^2\) in eq. (21) also satisfies the zero-chain property, i.e., Theorem 5. We can further verify that \(\Phi(x)\) is convex and functions \(f, g\) satisfy Assumptions 1 and 2.

**Step 2 (characterize the minimizer \(x^*\)):** Recall that \(x^* \in \arg \min_{x \in \mathbb{R}^d} \Phi(x)\). We then show that \(x^*\) satisfies the equation

\[
\left( \frac{L_x \beta^2}{4} Z^6 + \frac{L_x \beta^2 \mu_y}{2} Z^4 + \left( \frac{L_y \tilde{L}_{xy}}{4} + \frac{L_x \mu_y^2}{4} \right) Z^2 \right) x^* = \frac{L_y \tilde{L}_{xy}}{2} Z b.
\]

Let \(\tilde{b} = \frac{L_x \tilde{L}_{xy}}{2} Z b\) and choose \(b\) such that \(\tilde{b}_t = 0\) for all \(t \geq 4\). Then, by choosing \(\tilde{b}_1, \tilde{b}_2, \tilde{b}_3\) properly, we derive that \(x^* = \frac{\tilde{b}}{\sqrt{d}} 1\), where 1 is the all-one vector, and hence \(\|x^*\| = B\).

**Step 3 (characterize the gradient norm):** In this step, we show that for any \(x\) whose last three coordinates are zeros, the gradient norm of \(\nabla \Phi(x)\) is lower-bounded. Namely, we prove that

\[
\min_{x \in \mathbb{R}^d: x_{d-2} = x_{d-1} = x_d = 0} \|\nabla \Phi(x)\|^2 \geq \frac{B^2 \left( \frac{\tilde{L}_{xy}}{4} L_x + \frac{L_x \mu_y^2}{4} \right)^2}{8 \mu_y^4 d^4 + 16 d \beta^4 + 32 d \beta^2 \mu_y + 32 d \beta^2 \mu_y^2}.
\]

(22)

**Step 4 (characterize the iterate subspaces):** By exploiting the forms of the subspaces \(\mathcal{H}_x, \mathcal{H}_y\) defined in Theorem 2 and by induction, we show that

\[
\mathcal{H}_x^K \subseteq \text{Span}\{Z^{2(K+Q^T-Q)}(Zb), \ldots, Z^2(Zb), (Zb)\}.
\]
Since \((Zb)_t = 0\) for all \(t \geq 4\) and using the zero-chain property of \(Z^2\), we have the \(t^{th}\) coordinate of the output \(x^K\) is zero, i.e., \((x^K)_t = 0\), for all \(t \geq M + 1\), where \(M = K + QT - Q + 3\).

**Step 5 (combine Steps 1, 2, 3, 4 and characterize the complexity):** Choose \(d\) such that the right hand side of eq. (22) equals \(\epsilon\) by solving eq. (19). Then, using the results in Steps 3 and 4, it follows that for any \(M \leq d - 3\), \(\|\nabla \Phi(x^K)\| \geq \epsilon\). Thus, to achieve \(\|\nabla \Phi(x)\| \leq \epsilon\), it requires \(M > d - 3\) and the complexity result follows as \(C_{\text{grad}}(A, \epsilon) = \Omega(M)\).

4. Accelerated Gradient Method and Upper Bounds for Bilevel Optimization

In this section, we propose a new bilevel optimization algorithm, and characterize its computational complexity, which serves as new upper bounds for bilevel optimization.

4.1 Accelerated Bilevel Optimization Algorithm: AccBiO

As shown in Algorithm 1, we propose a new accelerated algorithm named AccBiO for bilevel optimization. At the beginning of each outer iteration, we run \(N\) steps of accelerated gradient descent (AGD) to get \(y_k = \arg \min_y g(x_k, y)\). Then, based on the inner-level output \(y_k\), we construct a hypergradient estimate via

\[G_k := \nabla_x f(x_k, y_k) - \nabla_x \nabla_y g(x_k, y_k) v_k^N,\]

where \(v_k^M\) is the output of an \(M\)-step heavy ball method with stepsizes \(\eta\) and \(\theta\) for solving a quadratic problem as shown in line 7. Finally, as shown in lines 8-9, we update the variables \(z_k\) and \(x_k\) using Nesterov’s momentum acceleration scheme (Nesterov et al., 2018) over the estimated hypergradient \(G_k\). Next, we analyze the convergence and complexity performance of AccBiO for the two bilevel optimization classes \(F_{\text{scsc}}\) and \(F_{\text{cs}}\) described in Theorem 1.

4.2 Strongly-Convex-Strongly-Convex Bilevel Optimization

In this setting, \(\Phi(x)\) is \(\mu_x\)-strongly-convex and \(g(x, \cdot)\) is \(\mu_y\)-strongly-convex. The following theorem provides a performance guarantee for AccBiO. Recall \(x^* = \arg \min_x \Phi(x)\).

**Theorem 9** Suppose that \((f, g)\) belong to the strongly-convex-strongly-convex class \(F_{\text{scsc}}\) in Theorem 1. Choose the inner iteration number \(N = \Theta(\kappa_y)\). Choose stepsizes \(\lambda = \frac{4}{(\sqrt{L_x} + \sqrt{\mu_y})^2}\)

and \(\theta = \max \left\{ \left(1 - \sqrt{\mu_y}\right)^2, \left(1 - \sqrt{\lambda L_y}\right)^2 \right\}\) and \(M = \Theta(\kappa_y)\) for the heavy-ball method. Let \(\kappa_y = \frac{L_x}{\mu_y}\) be the condition number for the inner-level function \(g(x, \cdot)\), and \(L_\Phi = \Theta \left(L_x + \frac{L_\Phi y^2}{\mu_y^2} + \frac{L_\Phi x^2 \rho_{x,y} L_y}{\mu_y^2} \|\nabla f(x^*, y^*(x^*))\| + \frac{L_\Phi x^2 \rho_{x,y} L_y}{\mu_y^2} \sqrt{\frac{2}{\mu_y} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\kappa_y}{\mu_y}} \right)\) be the smoothness parameter of the objective \(\Phi(\cdot)\). Then, we have

\[\Phi(z_K) - \Phi(x^*) \leq \left(1 - \frac{1}{\sqrt{\kappa_x}}\right)^K (\Phi(0) - \Phi(x^*)) + \frac{\mu_x}{2} \|x^*\|^2 \left(1 - \frac{1}{\sqrt{\kappa_x}}\right)^K (\Phi(0) - \Phi(x^*)) + \frac{\mu_x}{2} \|x^*\|^2 + \frac{\epsilon}{2},\]
increasing with the gradient norm \( \|\nabla \| \). This additional bounded gradient assumption is such a restrictive assumption because we show by induction that the optimality gap \( \Phi(\theta) - \Phi(x^*) \) turns out to be increasing with the gradient norm \( \|\nabla f(x_k, y_k^*)\| \), for which it is challenging to prove the boundedness given the theoretical frameworks in Ghadimi and Wang (2018); Ji et al. (2021) for bilevel optimization further make a strong assumption on the Lipschitz continuity of the first- and second-order derivatives of the outer- and inner-level functions \( f, g \).

To achieve \( \Phi(\theta) - \Phi(x^*) < \epsilon \), the complexity satisfies

\[
C_{\text{fun}}(A, \epsilon) = O\left( \sqrt{L_x L_y} + \sqrt{L_y L_z} \right) + \sqrt{L_z L_y} \frac{L_z}{\mu_x \mu_y} \left( \frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x} \right),
\]

where \( \kappa_x = \frac{L_x}{\mu_x} \) is the condition number for \( \Phi(\cdot) \).

To the best of our knowledge, our result in Theorem 9 is the first-known upper bound on the computational complexity for strongly-convex bilevel optimization under only mild assumptions on the Lipschitz continuity of the first- and second-order derivatives of the outer- and inner-level functions \( f, g \). As a comparison, existing results in Ghadimi and Wang (2018); Ji et al. (2021) for bilevel optimization further make a strong assumption that the gradient norm \( \|\nabla f(x, y)\| \) is bounded for all \( (x, y) \in \mathbb{R}^p \times \mathbb{R}^q \) to upper-bound the smoothness parameter \( L_{\Phi_k} \) of \( \Phi(x_k) \) and the hypergradient estimation error \( \|G_k - \nabla \Phi(x_k)\| \) at the \( k^{th} \) iteration. This is because \( L_{\Phi_k} \) and \( \|G_k - \nabla \Phi(x_k)\| \) turn out to be increasing with the gradient norm \( \|\nabla f(x_k, y^*(x_k))\| \), for which it is challenging to prove the boundedness given the theoretical frameworks in Ghadimi and Wang (2018); Ji et al. (2021) where no results on bounded iterates are established. Our analysis does not require such a restrictive assumption because we show by induction that the optimality gap \( \|x_k - x^*\| \) is well bounded as the algorithm runs. As a result, we can guarantee the boundedness of the smoothness parameter \( L_{\Phi_k} \) and the error \( \|G_k - \nabla \Phi(x_k)\| \) during the entire optimization process. In Section 5, we further develop tighter upper bounds than existing results under this additional bounded gradient assumption.
Based on Theorem 9, we next study the quadratic $g$ subclass, where the inner-level function $g(x, y)$ takes a quadratic form as in eq. (5). The following corollary provides upper bounds on the convergence rate and complexity of AccBiO under this case.

**Corollary 10 (Quadratic $g$ subclass)** Under the same setting of Theorem 9, consider the quadratic inner-level function $g(x, y)$ in eq. (5), where $\nabla_x \nabla_y g(\cdot, \cdot)$ and $\nabla_y^2 g(\cdot, \cdot)$ are constant. To achieve $\Phi(z_K) - \Phi(x^*) < \epsilon$, the complexity satisfies $C_{\text{fun}}(A, \epsilon) = \tilde{O}\left(\sqrt{\frac{L_y L_x^2 y \tilde{L}_y}{\mu_x \mu_y}}\right)$.

Theorem 10 shows that for the quadratic $g$ subclass, the complexity upper bound in Theorem 9 specializes to $\tilde{O}\left(\sqrt{\frac{L_y L_x^2 y \tilde{L}_y}{\mu_x \mu_y}}\right)$. This improvement over the complexity for the general case in eq. (23) comes from tighter upper bounds on the smoothness parameter $L_\Phi$ of the objective function $\Phi(x)$ and a smaller hypergradient estimation error $\|G_k - \nabla \Phi(x_k)\|$. In addition, it can be seen that when the inner-level problem is easy to solve, i.e., $L_y = C \mu_y$ for any constant $C \geq 1$ that is independent of $\mu_y$, the complexity becomes $\tilde{O}\left(\sqrt{\frac{L_y L_x^2 x y}{\mu_x \mu_y}}\right)$, which matches the lower bound established by Theorem 4 up to logarithmic factors.

### 4.3 Convex-Strongly-Convex Bilevel Optimization

We next provide an upper bound for convex-strongly-convex bilevel optimization, where the function $\Phi(x)$ is convex. Recall from Theorem 1 that $\|x^*\| = B$ for some constant $B > 0$, where $x^*$ is one minimizer of $\Phi(\cdot)$. For this case, we construct a strongly-convex-strongly-convex function $\tilde{\Phi}(\cdot) = \tilde{f}(x, y^*(x))$ by adding a small quadratic regularization to the outer-level function $f(x, y)$, i.e.,

$$
\tilde{f}(x, y) = f(x, y) + \frac{\epsilon}{2R} \|x\|^2.
$$

Then, we can apply the results in Theorem 9 to $\tilde{\Phi}(x)$, and obtain the following theorem.

**Theorem 11** Suppose that $(f, g)$ belong to the convex-strongly-convex class $\mathcal{F}_{\text{csc}}$ in Theorem 1. Let $L_\Phi$ be the smoothness parameter of function $\tilde{\Phi}(\cdot)$, which takes the same form as $L_\Phi$ in Theorem 9 except that $L_x, f, x^*$ and $\Phi$ become $L_x + \frac{\epsilon}{R}, \tilde{f}, \tilde{x}^*$ and $\tilde{\Phi}$, respectively. Choose $M = \Theta(\kappa_y)$ for the heavy-ball method. We consider two widely-used convergence criterions as follows.

- **(Suboptimality gap)** Choose $R = B^2$ in eq. (24), and choose the same parameters as in Theorem 9 with $\epsilon$ and $\mu_x$ being replaced by $\epsilon/2$ and $\frac{1}{R}$, respectively. To achieve $\Phi(z_K) - \Phi(x^*) \leq \epsilon$, the required complexity is at most

$$
C_{\text{fun}}(A, \epsilon) \leq \tilde{O}\left(\sqrt{\frac{B^2 L_y^2 x y \tilde{L}_y}{\epsilon \mu_y}} + \sqrt{\frac{B^3 \tilde{L}_x^2 \mu_y^2 L_y}{\epsilon \mu_y}} \sqrt{\|\nabla_y \tilde{f}(\tilde{x}^*, y^*(\tilde{x}^*))\|} + \sqrt{\frac{B^3 \tilde{L}_x^3 \mu_y^3 L_y}{\epsilon \mu_y}} \left(\frac{2B^2}{\epsilon} (\tilde{\Phi}(0) - \tilde{\Phi}(\tilde{x}^*)) + \|\tilde{x}^*\|^2 + B^2\right)\right).
$$
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(Gradient norm) Choose \( R = B \) in eq. (24), and choose the same parameters as in Theorem 9 with \( \epsilon \) and \( \mu_x \) being replaced by \( \epsilon^2 / (4L_\Phi + \frac{\mu_y}{R}) \) and \( \frac{\mu_y}{R} \), respectively. To achieve \( \| \nabla \Phi(z_k) \| \leq 5\epsilon \), the required complexity is at most

\[
C_{\text{grad}}(A, \epsilon) \leq \tilde{O}
\left( \sqrt{\frac{BL_y L_{xy} L_y}{\epsilon \mu_y^3}} + \sqrt{\frac{BL_y^2 L_{xy} L_y}{\epsilon \mu_y^4}} \sqrt{\| \nabla_y \bar{f}(\bar{x}, y^*(\bar{x})) \|}
\right)
\]

As far as we know, Theorem 11 is the first convergence result for convex-strongly-convex bilevel optimization without the bounded gradient assumption. Then, similarly to Theorem 10, we also study the quadratic \( g(x, y) \) case where the inner-level function \( g(x, y) \) takes the quadratic form as given in eq. (5).

**Corollary 12 (Quadratic \( g \) subclass)** Under the same setting of Theorem 11, consider the quadratic \( g(x, y) \) where \( \nabla_x \nabla_y g(\cdot, \cdot) \) and \( \nabla_x^2 g(\cdot, \cdot) \) are constant. Then, we have

- **(Suboptimality gap)** To achieve \( \Phi(z_K) - \Phi(x^*) \leq \epsilon \), \( C_{\text{fun}}(A, \epsilon) = \tilde{O}(B \sqrt{\frac{L_y L_{xy} L_y}{\mu_y^3}}) \).

- **(Gradient norm)** To achieve \( \| \nabla \Phi(z_k) \| \leq \epsilon \), we have \( C_{\text{grad}}(A, \epsilon) = \tilde{O}( \sqrt{\frac{BL_y L_{xy} L_y}{\epsilon \mu_y^3}} ) \).

It can be seen from Theorem 12 that for the quadratic \( g \) subclass, AccBiO achieves a computational complexity of \( \tilde{O}(\sqrt{\frac{BL_y L_{xy} L_y}{\mu_y^3}}) \) in term of the gradient norm. For the case where \( \tilde{L}_y = \Theta(\mu_y) \), the complexity becomes \( \tilde{O}(\sqrt{\frac{BL_y L_{xy} L_y}{\mu_y^3}}) \), which matches the lower bound in Theorem 7 up to logarithmic factors.

### 4.4 Optimality of Bilevel Optimization and Discussion

We compare the lower and upper bounds and make the following remarks on the optimality of bilevel optimization and its comparison to minimax optimization.

**Optimality of results for quadratic \( g \) subclass.** We compare the developed lower and upper bounds and make a few remarks on the optimality of the proposed AccBiO algorithms. Let us first focus on the quadratic \( g(x, y) \) takes the quadratic form as in eq. (5). For the strongly-convex-strongly-convex setting, comparison of Theorem 4 and Theorem 10 implies that AccBiO achieves the optimal complexity for \( \tilde{L}_y = \Theta(\mu_y) \), i.e., the inner-level problem is easy to solve. For the general case, there is still a gap of \( \sqrt{\frac{\mu_y}{\epsilon}} \) between lower and upper bounds. For the convex-strongly-convex setting, comparison of Theorem 6 and Theorem 12 shows that AccBiO is optimal for \( \tilde{L}_y = \Theta(\mu_y) \), and there is a gap for the general case. Such a gap is mainly due to the large smoothness parameter \( L_\Phi \) of \( \Phi(\cdot) \). We note that a similar issue also occurs for minimax optimization, which has been addressed by Lin et al. (2020) using an accelerated proximal point method for the inner-level problem.
and exploiting Sion’s minimax theorem $\min_x \max_y f(x, y) = \max_y \min_x f(x, y)$. However, such an approach is not applicable for bilevel optimization due to the asymmetry of $x$ and $y$, e.g., $\min_x f(x, y^*(x)) \neq \min_y g(x^*(y), y)$. This gap between lower and upper bounds deserves future efforts.

**Optimality of results for general $g$.** We now discuss the optimality of our results for a more general $g$ whose second-order derivatives are Lipschitz continuous. For the strongly-convex-strongly-convex setting, it can be seen from the comparison of Theorem 4 and Theorem 9 that there is a gap between the lower and upper bounds. This gap is because the lower bounds construct the bilinearly coupled worst-case $g(x, y)$ whose Hessians and Jacobians are constant, rather than generally $\rho_{yy}$- and $\rho_{xy}$-Lipschitz continuous as considered in the upper bounds. Hence, tighter lower bounds need to be provided for this setting, which requires more sophisticated worst-case instances with Lipschitz continuous Hessians $\nabla_y^2 g(x, y)$ and Jacobians $\nabla_x \nabla_y g(x, y)$. For example, it is possible to construct $g(x, y)$ as $g(x, y) = \sigma(y)y^T Z y - x^T Z y + b^T y$, where $\sigma(\cdot) : \mathbb{R}^d \to \mathbb{R}$ satisfies a certain Lipschitz property. For example, if $\sigma$ is Lipschitz continuous, simple calculation shows that $L_\Phi$ scales at an order of $\kappa_y^3$. However, it still requires significant efforts to determine the form of $\sigma$ such that the optimal point of $\Phi(\cdot)$ and the subspaces $H_x, H_y$ are easy to characterize and satisfy the properties outlined in the proof of Theorem 9.

**Comparison to minimax optimization.** We compare the optimality between minimax optimization and bilevel optimization. For the strongly-convex-strongly-convex minimax optimization, Zhang et al. (2019) developed a lower bound of $\tilde{\Omega}(\sqrt{\kappa_x \kappa_y})$ for minimax optimization, which is achieved by the accelerated proximal point method proposed by Lin et al. (2020) up to logarithmic factors. For the same type of bilevel optimization, we provide a lower bound of $\tilde{\Omega}(\sqrt{\kappa_x \kappa_y})$ in Theorem 4, which is larger than that of minimax optimization by a factor of $\sqrt{\kappa_y}$. A similar comparison is also observed for the convex-strongly-convex bilevel optimization. This establishes that bilevel optimization is fundamentally more challenging than minimax optimization. This is because bilevel optimization needs to handle the different structures of the outer- and inner-level functions $f$ and $g$ (e.g., second-order derivatives in the hypergradient), whereas for minimax optimization, the fact of $f = g$ simplifies the problem (e.g., no second-order derivatives) and allows more efficient algorithm designs.

**5. Upper Bounds with Gradient Boundedness Assumption**

Our study in Section 4 does not make the bounded gradient assumption, which has been commonly taken in the existing studies (Ghadimi and Wang, 2018; Ji et al., 2021; Hong et al., 2020; Ji et al., 2020a). In this section, we establish tighter upper bounds than those in existing works (Ghadimi and Wang, 2018; Ji et al., 2021) under such an additional assumption.

**Assumption 3 (Bounded gradient)** There exists a constant $U$ such that for any $(x', y') \in \mathbb{R}^p \times \mathbb{R}^q$, $\|\nabla_y f(x', y')\| \leq U$. 
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Algorithm 2 Accelerated Bilevel Optimization Method under Bounded Gradient Assumption (AccBiO-BG)

1: **Input:** Initialization $z_0 = x_0 = y_0 = 0$, parameters $\eta_k, \tau_k, \alpha_k, \beta_k, \lambda$ and $\theta$

2: for $k = 0, ..., K$ do

3: Set $\bar{x}_k = \eta_k x_k + (1 - \eta_k) z_k$

4: Set $y_k^0 = y_{k-1}^N$ if $k > 0$ and $y_0$ otherwise (warm start)

5: for $t = 1, ..., N$ do

6: \[ (\text{AGD:}) \quad y_k^t = s_k^{t-1} - \frac{1}{L_y} \nabla_y g(\bar{x}_k, s_k^{t-1}), \quad s_k^t = \frac{2\sqrt{\kappa_y}}{\sqrt{\kappa_y} + 1} y_k^t - \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} y_k^{t-1}. \]

7: end for

8: Hypergradient computation:

9: 1) Get $v_k^M$ after running $M$ steps of heavy-ball method $v_k^{t+1} = v_k^t - \lambda \nabla Q(v_k^t) + \theta (v_k^t - v_k^{t-1})$ with initialization $v_k^0 = v_k^1 = 0$ over

10: \[ \text{(Quadratic programming:)} \quad \min_v Q(v) := \frac{1}{2} v^T \nabla^2 g(\bar{x}_k, y_k^N) v - v^T \nabla_y f(\bar{x}_k, y_k^N); \]

11: 2) Compute Jacobian-vector product $\nabla_x \nabla_y g(\bar{x}_k, y_k^N) v_k^M$ via automatic differentiation;

12: 3) compute hypergradient estimate $G_k := \nabla_x f(\bar{x}_k, y_k^N) - \nabla_x \nabla_y g(\bar{x}_k, y_k^N) v_k^M$.

13: Update $x_{k+1} = \tau_k \bar{x}_k + (1 - \tau_k) x_k - \beta_k G_k$

14: Update $z_{k+1} = \bar{x}_k - \alpha_k G_k$

15: end for

5.1 Accelerated Bilevel Optimization Algorithm: AccBiO-BG

We propose an accelerated algorithm named AccBiO-BG in Algorithm 2 for bilevel optimization under the additional bounded gradient assumption. Similarly to AccBiO, AccBiO-BG first runs $N$ steps of accelerated gradient descent (AGD) at each outer iteration. Note that AccBiO-BG here adopts a warm start strategy with $y_k^0 = y_{k-1}^N$ so that our analysis does not require the boundedness of $y^*(x_k), k = 0, ..., K$ and reduces the total computational complexity. Then, AccBiO-BG constructs the hypergradient estimate $G_k := \nabla_x f(\bar{x}_k, y_k^N) - \nabla_x \nabla_y g(\bar{x}_k, y_k^N) v_k^M$ following the same steps as in AccBiO. Finally, we update variables $x_k, z_k$ via two accelerated gradient steps, where we incorporate a variant (Ghadimi and Lan, 2016) of Nesterov’s momentum. We use this variant instead of vanilla Nesterov’s momentum (Nesterov et al., 2018) in Algorithm 1, because the resulting analysis is easier to handle the warm start strategy, which backpropagates the tracking error $\|y_k^N - y^*(x_k)\|$ to previous loops.

5.2 Strongly-Convex-Strongly-Convex Bilevel Optimization

The following theorem provides a theoretical performance guarantee for AccBiO-BG.

**Theorem 13** Suppose that $(f, g)$ belong to the strongly-convex-strongly-convex class $F_{scsc}$ in Theorem 1 and further suppose Assumption 3 is satisfied. Choose $\alpha_k = 1 - \frac{1}{2L_y}, \eta_k = \frac{\sqrt{\rho_x}}{\sqrt{\rho_x + 2}}, \tau_k = \frac{\sqrt{\alpha \rho_x}}{2}, \beta_k = \sqrt{\frac{\alpha}{\rho_x}}$ and $N = \tilde{O}(\kappa_y)$, where $L_\Phi$ is the smoothness parameter of $\Phi(x)$. Choose stepsizes $\lambda = \frac{1}{(\sqrt{L_u} + \sqrt{\rho_y})^2}$, $\theta = \max\left\{ (1 - \frac{1}{\sqrt{\rho_y}})^2, \frac{1}{\sqrt{\rho_y}} \right\}$ and $M = \tilde{O}(\kappa_y)$ for the heavy-ball method. Then, to achieve $\Phi(z_K) - \Phi(x^*) \leq \epsilon$, the required complexity
\( C_{\text{fun}}(A, \epsilon) \) is at most

\[
C_{\text{fun}}(A, \epsilon) = \tilde{O}\left( \sqrt{\frac{U L_{xy}^2 \rho_{yy} L_y}{\mu_x \mu_y^4}} \right).
\]

The proof of Theorem 13 is provided in Appendix J. Theorem 13 shows that the upper bound achieved by our proposed AccBiO-BG algorithm is \( \tilde{O}\left( \sqrt{\frac{U L_{xy}^2 \rho_{yy} L_y}{\mu_x \mu_y^4}} \right) \), which improves the best known \( \tilde{O}\left( \max \left\{ \frac{U L_{xy}^2 \rho_{yy} L_y}{\mu_x \mu_y^3}, \frac{L_y^2}{\mu_y^2} \right\} \right) \) (see eq. (2.10) and (2.60) therein) achieved by the accelerated bilevel approximation algorithm (ABA) in Ghadimi and Wang (2018) by a factor of \( \tilde{O}\left( \sqrt{\frac{L_y^2}{\mu_y^2}} \right) \).

### 5.3 Convex-Strongly-Convex Bilevel Optimization

Similarly to Theorem 11, we consider a strongly-convex-strongly-convex function \( \tilde{\Phi}(\cdot) = \tilde{f}(x, y^*(x)) \) with \( \tilde{f}(x, y) = f(x, y) + \frac{\epsilon}{B^2} \|x\|^2 \), where \( B = \|x^*\| \) as defined in Theorem 1. Then, we have the following theorem.

**Theorem 14** Suppose that \((f, g)\) belong to the convex-strongly-convex class \( F_{\text{csc}} \) in Theorem 1 and further suppose Assumption 3 is satisfied. Let \( L_{\tilde{\Phi}} \) be the smoothness parameter of \( \tilde{\Phi}(\cdot) \), which takes the same form as \( L_{\Phi} \) in Theorem 13 but with \( L_x \) being replaced by \( L_x + \frac{\epsilon}{B^2} \). Choose the same parameter as in Theorem 13 with \( \alpha = \frac{1}{2L_{\tilde{\Phi}}} \), \( N = \Theta(\kappa_y) \), \( M = \tilde{\Theta}(\kappa_y) \) and \( \mu_x = \frac{\epsilon}{B^2} \). Then, to achieve \( \Phi(z_K) - \Phi(x^*) \leq \epsilon \), the required complexity \( C_{\text{fun}}(A, \epsilon) \) is at most

\[
C_{\text{fun}}(A, \epsilon) = \tilde{O}\left( B \sqrt{\frac{L_{xy}^2 \rho_{yy} L_y}{\epsilon \mu_y^4}} \right).
\]

As shown in Theorem 14, our proposed AccBiO-BG algorithm achieves a complexity of \( \tilde{O}\left( \sqrt{\frac{L_{xy}^2 \rho_{yy} L_y}{\epsilon \mu_y^4}} \right) \), which significantly improves the best known result achieved by the ABA algorithm in Ghadimi and Wang (2018) (see Table 2).

**Extension to nonconvex-strongly-convex case.** By applying the acceleration scheme in Algorithm 2 with \( \tau_k = 0, \alpha_k = \Theta(L_{\tilde{\Phi}}^{-1}), \beta_k = \frac{1}{L_{\tilde{\Phi}}} \) and \( \eta_k = \frac{2}{k+1} \) (following the ABA method in Ghadimi and Wang (2018)), we can also improve the complexity by a factor of \( \tilde{O}(\sqrt{\kappa_y}) \). In this case, we need the bounded gradient assumption because we cannot guarantee the boundedness of the iterates under the nonconvex geometry unlike the convex case.

### 6. Numerical Experiments

In this section, we conduct experiments to validate our theoretical results. We consider the following bilevel optimization problem, where the upper and lower functions are given by

\[
f(x, y) = \frac{1}{2} x^T U^2 x + \frac{1}{2} \|y\|^2
\]
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Figure 1: Gradient norm $\|\nabla \Phi(\hat{x})\|$ v.s. running time (in seconds). Left plot: dimension $d = 30$; right plot: dimension $d = 50$.

\[ g(x, y) = \frac{1}{2} y^T (H^2 + I) y - \frac{1}{2} x^T V y + b^T y, \]

where $U, H$ and $V$ are random matrices with each entry sampled from $[0, 1)$ uniformly at random. We compare the proposed AccBiO method with two widely-used bilevel benchmark algorithms AID and ITD in Grazzi et al. (2020); Ji et al. (2021).

Hyperparameter setting. For AID and ITD, we choose their best inner- and outer-loop learning rates from \{\(10^i\), \(i = -6, -5, -4, -3, -2, -1, 0, 1, 2, ..., 6\}\}. For AccBiO, we choose the coefficients $\alpha$ and $\beta$ in the inner-loop acceleration updates $y^t_k = s_k^{t-1} - \alpha \nabla y g(x_k, s_k^{t-1})$, $s_k^t = (1 + \beta) y^t_k - \beta y_k^{t-1}$ from $\{10^i, i = -5, ..., 4, 5\}$. Similarly, we choose the coefficients in the outer-loop acceleration updates (i.e., line 8-9 in Algorithm 2) from $\{10^i, i = -7, -6, ..., 6, 7\}$. For ITD, we choose the number $N$ of inner-loop iterations from $\{5, 10, 15, 20\}$. For AID and our AccBiO method, we choose $N$ from $\{5, 10, 15, 20\}$ and the number $M$ of the iterations for solving the linear system from $\{5, 10, 15\}$.

In Figure 1, we plot the gradient norm $\|\nabla \Phi(\hat{x})\|$ v.s. running time (in seconds) over the problem dimension $d = 30$ and $d = 50$, where $\hat{x}$ is the output of the algorithm. It can be seen that our proposed AccBiO has the fastest convergence rate, and AID achieves a convergence performance similarly to ITD. This validates our theoretical result that AccBiO achieves a lower computational complexity than non-acceleration methods of ITD and AID.

7. Conclusion and Discussion

In this paper, we provide the first-known lower bounds and new upper bounds with relaxed assumptions and tighter characterizations for bilevel optimization under various function geometries. We here discuss the extensions and applications of our results as follows.

Other loss geometries. In this paper, we study two typical loss geometries, i.e., the strongly-convex-strongly-convex and convex-strongly-convex geometries. It will be interesting to investigate other types of loss landscapes. For example, when the total objective function $\Phi(x)$ involves neural networks and is generally nonconvex, new efforts are needed to address the boundedness of iterates $x_k$ as the algorithm runs, e.g., by adding a projection onto a bounded domain or a regularizer to force such a boundedness. Moreover, existing convergence rate analysis relies on the strong convexity of the inner problem to
better capture the inner-level convergence behavior. It is interesting to extend to more general geometries that allows more than one unique solution, e.g., convexity or star-convexity, which, however, requires us to revise the hypergradient form in eq. (7) or explore the convergence under other criterions such as stationarity based on the Moreau envelope (Davis and Drusvyatskiy, 2019) due to the nonsmoothness of the inner-level solution $y^*(x)$ and the objective function $\Phi(x)$.

**Applications of results.** We note that some of our analysis can be applied to other problem domains such as minimax optimization. For example, our lower-bounding technique for Theorem 6 can be extended to convex-concave or convex-strongly-concave minimax optimization, where the objective function $f(x,y)$ satisfies the general smoothness property as in eq. (2) with the general smoothness parameters $L_x, L_{xy}, L_y \geq 0$. The resulting lower bound will be different from that in Ouyang and Xu (2019), which considered a special case with $L_y = 0$ and the convergence is measured in terms of the suboptimality gap $O(\Phi(x) - \Phi(x^*))$ rather than the gradient norm $\|\nabla\Phi(x)\|$ considered in this paper. Thus, such an extension will serve as a new contribution to lower complexity bounds for minimax optimization.
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Appendix A. ITD-Based Bilevel Algorithms

In this section, we present existing ITD-based bilevel optimization algorithms, and show that they belong to the hypergradient-based algorithm class we consider in Theorem 2.

Example 2 (ITD-based Bilevel Algorithms) (Maclaurin et al., 2015; Franceschi et al., 2017; Ji et al., 2021; Grazzi et al., 2020) Such type of algorithms use ITD-based approaches for hypergradient computation, and take the following updates.

For each outer iteration \( m = 0, \ldots, Q - 1 \),

- Update variable \( y \) for \( N \) times via iterative algorithms (e.g., gradient descent, accelerated gradient methods).

\[
(\text{Gradient descent:}) \quad y_m^t = y_m^{t-1} - \eta \nabla_y g(x_m, y_m^{t-1}), t = 1, \ldots, N.
\]
• Compute the hypergradient estimate \( G_m = \frac{\partial f(x_m, y_m^N(x_m))}{\partial x_m} \) via backpropagation. Under the gradient updates in eq. (26), \( G_m \) takes the form of

\[
G_m = \nabla_x f(x_m, y_m^N) - \eta \sum_{i=0}^{N-1} \nabla_x \nabla_y g(x_m, y_m^i) \prod_{j=t+1}^{N-1} (I - \eta \nabla^2_y g(x_m, y_m^i)) \nabla_y f(x_m, y_m^N).
\] (27)

A similar form holds for case when updating \( x \) with accelerated gradient methods.

• Update \( x \) based on \( G_m \) via gradient-based iterative methods.

It can be seen from eq. (27) that only Hessian-vector products \( \nabla^2_y g(x_m, y_m^i) v_j \), \( j = 1, ..., N \) and Jacobian-vector products \( \nabla_x \nabla_y g(x_m, y_m^i) v_j \), \( j = 1, ..., N \) are computed, where each \( v_j \) is obtained recursively via

\[
v_{j-1} = (I - \alpha \nabla^2_y g(x_m, y_m^i))v_j \quad \text{with} \quad v_N = \nabla_y f(x_m, y_m^N).
\]

Appendix B. Proof of Theorem 4

In this section, we provide a complete proof of Theorem 4 under the strongly-convex-strongly-convex geometry. Note that our construction sets the dimensions of variables \( x \) and \( y \) to be the same, i.e., \( p = q = d \). The main proofs are divided into four steps: 1) constructing the worst-case instance that belongs to the problem class \( \mathcal{F}_{scsc} \) defined in Theorem 1; 2) characterizing the optimal point \( x^* = \arg\min_{x \in \mathbb{R}^d} \Phi(x) \); 3) characterizing the subspaces \( H^k_x, H^k_y \); and 4) developing lower bounds on the convergence and complexity.

**Step 1: Constructing the worst-case instance that satisfies Theorem 1.**

In this step, we show that the constructed \( f, g \) in eq. (15) satisfy Assumptions 1 and 2, and \( \Phi(x) \) is \( \mu_x \)-strongly-convex. It can be seen from eq. (15) that \( f, g \) satisfy eq. (2) (3) and (4) in Assumptions 1 and 2 with arbitrary constants \( L_x, L_y, L_{xy} \) and \( \rho_{xy} = \rho_{yy} = 0 \) but requires \( L_{xy} \geq \frac{(L_x - \mu_x)(L_y - \mu_y)}{2L_{xy}} \) (which is still at a constant level) due to the introduction of the term \( \frac{\alpha \beta}{L_{xy}} x^T Z^3 y \) in \( f \). We note that such a term introduces necessary connection between \( f \) and \( g \), and yields a tighter lower bound, as pointed out in the remark at the end of Section 3.1.

We next show that the overall objective function \( \Phi(x) = f(x, y^*(x)) \) is \( \mu_x \)-strongly-convex. According to eq. (15), we have \( g(x, \cdot) \) to be \( \mu_y \)-strongly-convex with a single minimizer \( y^*(x) = (\beta Z^2 + \mu_y I)^{-1}\left(\frac{\bar{L}_{xy}}{2} Z x - b\right) \), and hence we obtain from eq. (1) that \( \Phi(x) \) is given by

\[
\Phi(x) = \frac{1}{2} x^T (\alpha Z^2 + \mu_x I) x - \frac{\alpha \beta}{L_{xy}} x^T Z^3 (\beta Z^2 + \mu_y I)^{-1}\left(\frac{\bar{L}_{xy}}{2} Z x - b\right) \\
+ \frac{\bar{L}_{xy}}{2} x^T Z (\beta Z^2 + \mu_y I)^{-1}\left(\frac{\bar{L}_{xy}}{2} Z x - b\right) + \frac{\bar{L}_{xy}}{L_{xy}} b^T (\beta Z^2 + \mu_y I)^{-1}\left(\frac{\bar{L}_{xy}}{2} Z x - b\right) \\
+ \frac{L_y}{2} \left(\frac{\bar{L}_{xy}}{2} Z x - b\right)^T (\beta Z^2 + \mu_y I)^{-1}(\beta Z^2 + \mu_y I)^{-1}\left(\frac{\bar{L}_{xy}}{2} Z x - b\right).
\] (28)
Note that $Z$ is symmetric and invertible with $Z^{-1}$ given by

$$Z^{-1} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ \vdots & \ddots & \ddots & 1 \\ 1 & \cdots & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix},$$  

and hence the eigenvalue decomposition of $Z$ can be written as $Z = U \text{Diag}\{\lambda_1, \ldots, \lambda_d\}U^T$, where $\lambda_i \neq 0$, $i = 1, \ldots, d$ and $U$ is an orthonormal matrix. Then, for any integers $i, j > 0$, simple calculation yields

$$Z^i(\beta Z^2 + \mu_y I)^{-j} = U \text{Diag}\left\{ \frac{\lambda_1^i}{(\beta \lambda_1^2 + \mu_y)^j}, \ldots, \frac{\lambda_d^i}{(\beta \lambda_d^2 + \mu_y)^j} \right\} U^T = (\beta Z^2 + \mu_y I)^{-j} Z^i. \quad (30)$$

Using the relationship in eq. (30), we have

$$\frac{1}{2} x^T \alpha Z^2 x = \frac{\alpha \beta}{2} x^T Z^4(\beta Z^2 + \mu_y I)^{-1} x + \frac{\alpha \mu_y}{2} x^T Z^2(\beta Z^2 + \mu_y I)^{-1} x,$$

which, in conjunction with eq. (28) and eq. (30), yields

$$\Phi(x) = \frac{1}{2} \mu_x \|x\|^2 + \frac{2 \alpha \mu_y + \tilde{L}_{xy} \tilde{L}_{xy}}{4} x^T Z^2(\beta Z^2 + \mu_y I)^{-1} x - \frac{\tilde{L}_{xy} b^T}{\tilde{L}_{xy}} (\beta Z^2 + \mu_y I)^{-1} b$$

$$+ \frac{L_y}{2} \left( \frac{\tilde{L}_{xy}}{2} Z x - b \right)^T (\beta Z^2 + \mu_y I)^{-2} \left( \frac{\tilde{L}_{xy}}{2} Z x - b \right) + \frac{2 \alpha \beta}{L_{xy}} b^T Z^2(\beta Z^2 + \mu_y I)^{-1} b, \quad (31)$$

which is $\mu_x$-strongly-convex.

**Step 2:** Characterizing $x^* = \arg \min_{x \in \mathbb{R}^d} \Phi(\cdot)$.

Based on the form of $\Phi(\cdot)$, we have

$$\nabla \Phi(x) = (\beta Z^2 + \mu_y I)^2 \mu_x x + \left( \alpha \mu_y + \frac{\tilde{L}_{xy} \tilde{L}_{xy}}{2} \right)(\beta Z^2 + \mu_y I) Z^2 x + \frac{L_y \tilde{L}_{xy}}{2} \left( \frac{\tilde{L}_{xy}}{2} Z^2 x - Z b \right)$$

$$= \left( \frac{\beta^2 \mu_x}{\beta^2 \mu_x + \alpha \mu_y + \frac{\beta L_{xy} \tilde{L}_{xy}}{2}} \right) Z^2 x + \left( 2 \frac{\beta \mu_x \mu_y}{\beta^2 \mu_x + \alpha \mu_y + \frac{\beta L_{xy} \tilde{L}_{xy}}{2}} \right) Z^2 x$$

$$+ \mu_x x^2 - \frac{L_y \tilde{L}_{xy}}{2} Z b. \quad (32)$$

By setting $\nabla \Phi(x^*) = 0$, we have

$$Z^4 x^* + \frac{2 \beta \mu_x \mu_y}{\beta^2 \mu_x + \alpha \mu_y + \frac{\beta L_{xy} \tilde{L}_{xy}}{2}} Z^2 x^*$$

$$+ \frac{\mu_x x^2}{\beta^2 \mu_x + \alpha \mu_y + \frac{\beta L_{xy} \tilde{L}_{xy}}{2}} x^* = \frac{L_y \tilde{L}_{xy}}{2} Z b.$$

$$\lambda = \frac{L_y \tilde{L}_{xy} Z b}{2(\beta^2 \mu_x + \alpha \mu_y + \frac{\beta L_{xy} \tilde{L}_{xy}}{2})}, \quad (33)$$
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where we define $\lambda, \tau, \tilde{b}$ for notational convenience. The following lemma establishes useful properties of $x^*$ under a specific selection of $\tilde{b}$.

**Lemma 15** Let $b$ be chosen such that $\tilde{b}$ as defined in eq. (33) satisfies $\tilde{b}_1 = (2 + \lambda + \tau)r - (3 + \lambda)r^2 + r^3, \tilde{b}_2 = r - 1$ and $\tilde{b}_t = 0, t = 3, \ldots, d$, where $0 < r < 1$ is a solution of equation

$$1 - (4 + \lambda)r + (6 + 2\lambda + \tau)r^2 - (4 + \lambda)r^3 + r^4 = 0. \quad (34)$$

Let $\hat{x}$ be a vector with each coordinate $\hat{x}_i = r^i$. Then, we have

$$\|\hat{x} - x^*\| \leq \frac{(7 + \lambda)}{\tau} r^d. \quad (35)$$

**Proof** Note that the choice of $b$ is achievable because $Z$ is invertible with $Z^{-1}$ given by

$$Z^{-1} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ \vdots & \ddots & 1 \\ 1 & \ddots & 1 \\ 1 & \cdots & 1 \end{bmatrix}.$$ 

Then, define a vector $\hat{b}$ with $\hat{b}_t = \tilde{b}_t$ for $t = 1, \ldots, d - 2$ and

$$\hat{b}_{d-1} = r^{d-3} - (4 + \lambda)r^{d-2} + (6 + 2\lambda + \tau)r^{d-1} - (4 + \lambda)r^d - r^{d+1},$$

$$\hat{b}_d = r^{d-2} - (4 + \lambda)r^{d-1} + (5 + 2\lambda + \tau)r^d - r^d + (4 + \lambda)r^{d+1} - r^{d+2}. \quad (36)$$

Then, it can be verified that $\hat{x}$ satisfies the following equations

$$(2 + \lambda + \tau)\hat{x}_1 - (3 + \lambda)x_2 + \hat{x}_3 = \tilde{b}_1$$

$$-(3 + \lambda)\hat{x}_1 + (6 + 2\lambda + \tau)\hat{x}_2 - (4 + \lambda)\hat{x}_3 + \hat{x}_4 = \tilde{b}_2$$

$$\hat{x}_t - (4 + \lambda)\hat{x}_{t+1} + (6 + 2\lambda + \tau)\hat{x}_{t+2} - (4 + \lambda)\hat{x}_{t+3} + \hat{x}_{t+4} = \hat{b}_{t+2}, \text{ for } 1 \leq t \leq d - 4$$

$$\hat{x}_{d-3} - (4 + \lambda)\hat{x}_{d-2} + (6 + 2\lambda + \tau)\hat{x}_{d-1} - (4 + \lambda)\hat{x}_d = \hat{b}_{d-1}$$

$$\hat{x}_{d-2} - (4 + \lambda)\hat{x}_{d-1} + (5 + 2\lambda + \tau)\hat{x}_d = \hat{b}_d,$$

which, in conjunction with the forms of $Z^2$ and $Z^4$ in eq. (16), yields

$$Z^4\hat{x} + \lambda Z^2\hat{x} + \tau \hat{x} = \hat{b}.$$ 

Noting that $Z^4x^* + \lambda Z^2x^* + \tau x^* = \tilde{b}$, we have

$$\tau\|x^* - \hat{x}\| \leq \|(Z^4 + \lambda Z^2 + \tau I)(x^* - \hat{x})\| = \|\hat{b} - \hat{b}\| \leq (7 + \lambda)r^d$$

where $(i)$ follows from the definition of $\hat{b}$ in eq. (36).

**Step 3:** Characterizing subspaces $\mathcal{H}_x^K$ and $\mathcal{H}_y^K$. 
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In this step, we characterize the forms of the subspaces $\mathcal{H}_x^K$ and $\mathcal{H}_y^K$ for bilevel optimization algorithms considered in Theorem 2. Based on the constructions of $f, g$ in eq. (15), we have

$$\nabla_x f(x, y) = (\alpha Z^2 + \mu_x I)x - \frac{\alpha \beta}{L_{xy}} Z^3 y + \frac{L_{xy}}{2} Z y$$

$$\nabla_y f(x, y) = -\frac{\alpha \beta}{L_{xy}} Z^3 x + \frac{L_{xy}}{2} Z x + L_y y + \frac{L_{xy}}{L_{xy}} b - \frac{2 \alpha \beta}{L^2} Z^2 b$$

$$\nabla_x \nabla_y g(x, y) = -\frac{L_{xy}}{2} Z, \nabla_y^2 g(x, y) = \beta Z^2 + \mu_y I, \nabla_y g(x, y) = (\beta Z^2 + \mu_y I)y - \frac{L_{xy}}{2} Z x + b,$$

which, in conjunction with eq. (12) and eq. (13), yields

$$\mathcal{H}_y^0 = \text{Span}\{0\}, ..., \mathcal{H}_y^{s_0} = \text{Span}\{Z^{2(s_0-1)}b, ..., Z^2 b, b\}$$

$$\mathcal{H}_x^0 = ..., \mathcal{H}_x^{s_0-1} = \text{Span}\{0\}, \mathcal{H}_x^{s_0} \subseteq \text{Span}\{Z^{2(T+s_0)}(Z b), ..., Z^2 (Z b), (Z b)\}. \quad (37)$$

Repeating the same steps as in eq. (37), it can be verified that

$$\mathcal{H}_x^{s_0-1} \subseteq \text{Span}\{Z^{2(s_0-1)+QT+Q}(Z b), ..., Z^2 (Z b), (Z b)\}. \quad (38)$$

Recall eq. (13) that $\mathcal{H}_x^K = \mathcal{H}_x^{s_0-1}$ and $s_0-1 \leq K$. Then, we obtain from eq. (38) that $H_x^K$ satisfies

$$H_x^K \subseteq \text{Span}\{Z^{2(K+QT+Q)}(Z b), ..., Z^2 (Z b), (Z b)\}. \quad (39)$$

**Step 4: Characterizing convergence and complexity.**

Based on the results in Steps 1 and 2, we are now ready to provide a lower bound on the convergence rate and complexity of bilevel optimization algorithms. Let $M = K + QT + Q + 2$ and $x_0 = \mathbf{0}$, and let the dimension $d$ satisfy

$$d > \max \left\{ 2M, M + 1 + \log_r \left( \frac{\tau}{4(7 + \lambda)} \right) \right\}. \quad (40)$$

Recall Theorem 15 that $Z b$ has zeros at all coordinates with $t = 3, ..., d$. Then, based on the form of subspaces $\mathcal{H}_x^K$ in eq. (39) and using the zero-chain property in Theorem 5, we have $x^K$ has zeros at the coordinates with $t = M + 1, ..., d$, and hence

$$\|x^K - \hat{x}\| \geq \sqrt{\sum_{i=M+1}^d \|\hat{x}_i\|} = r^M \sqrt{r^2 + ... + r^2(d-M)} \geq \frac{r^M}{\sqrt{2}} \|\hat{x} - x_0\|, \quad (41)$$

where (i) follows from eq. (40). Then, based on Theorem 15 and eq. (40), we have

$$\|\hat{x} - x^*\| \leq \frac{7 + \lambda}{\tau} \leq \frac{r^M}{2\sqrt{2}} \leq \frac{r^M}{2\sqrt{2}} \|\hat{x} - x_0\|, \quad (42)$$

where (i) follows from the fact that $\|\hat{x} - x_0\| = \|\hat{x}\| \geq r$. Combining eq. (41) and eq. (42) further yields

$$\|x^K - x^*\| \geq \|x^K - \hat{x}\| - \|\hat{x} - x^*\| \geq \frac{r^M}{\sqrt{2}} \|\hat{x} - x_0\| - \frac{r^M}{2\sqrt{2}} \|\hat{x} - x_0\| = \frac{r^M}{2\sqrt{2}} \|\hat{x} - x_0\|. \quad (43)$$
In addition, note that
\[ \|x^* - \hat{x}\| \leq \frac{7 + \lambda}{\tau} r^d \leq \frac{1}{4} r \leq \frac{1}{4} \|\hat{x}\| \leq \frac{1}{4} \|\hat{x} - x^*\| + \frac{1}{4} \|x^*\|, \]
which, in conjunction with \( \|x_0 - \hat{x}\| \geq \|x^* - x_0\| - \|x^* - \hat{x}\| \), yields
\[ \|x_0 - \hat{x}\| \geq \frac{2}{3} \|x^* - x_0\|. \]  
(44)

Combining eq. (43) and eq. (44) yields
\[ \|x^K - x^*\| \geq \|x^* - x_0\| r^M. \]  
(45)

Then, since the objective function \( \Phi(x) \) is \( \mu_x \)-strongly-convex, we have \( \Phi(x^K) - \Phi(x^*) \geq \frac{\mu_x}{2} \|x^K - x^*\|^2 \) and \( \|x_0 - x^*\|^2 \geq \frac{2}{r} (\Phi(x_0) - \Phi(x^*)) \), and hence eq. (45) yields
\[ \Phi(x^K) - \Phi(x^*) = \Omega \left( \frac{\Phi(x_0) - \Phi(x^*)}{36\kappa_x} r^{2M} \right). \]  
(46)

Recall that \( r \) is the solution of the equation \( 1 - (4 + \lambda) r + (6 + 2\lambda + \tau) r^2 - (4 + \lambda) r^3 + r^4 = 0 \). Based on Lemma 4.2 in Zhang et al. (2019), we have
\[ 1 - \frac{1}{2} + \sqrt{\frac{\lambda}{2\tau} + \frac{1}{4}} < r < 1, \]  
(47)

which, in conjunction with the definitions of \( \lambda \) and \( \tau \) in eq. (33) and the fact \( \bar{L}_{xy} \geq 0 \), yields the first result eq. (14) in Theorem 4. Then, in order to achieve an \( \epsilon \)-accurate solution, i.e., \( \Phi(x^K) - \Phi(x^*) \leq \epsilon \), it requires
\[ M = K + QT + Q + 2 = \Omega \left( \frac{\log \frac{\Phi(x_0) - \Phi(x^*)}{\kappa_x \epsilon}}{2 \log \frac{1}{r}} \right) \]
\[ = \Omega \left( \sqrt{\frac{\lambda}{2\tau} \log \frac{\Phi(x_0) - \Phi(x^*)}{\epsilon \kappa_x}} \right) = \Omega \left( \sqrt{\frac{L_y \bar{L}_{xy}^2}{\mu_x \mu_y^2}} \log \frac{\Phi(x_0) - \Phi(x^*)}{\kappa_x \epsilon} \right), \]  
(48)

where \((i)\) follows from eq. (47). Recall that the complexity measure is given by \( C_{\text{fun}}(A, \epsilon) = \Omega(n_J + n_H + n_G) \), where the numbers \( n_J, n_H \) of Jacobian- and Hessian-vector products are given by \( n_J = Q \) and \( n_H = QT \) and the number \( n_G \) of gradient evaluations is given by \( n_G = K \). Then, the total complexity \( C_{\text{fun}}(A, \epsilon) = \Omega(Q + QT + K) \), which combined with eq. (48) implies
\[ C_{\text{fun}}(A, \epsilon) = \Omega \left( \sqrt{\frac{L_y \bar{L}_{xy}^2}{\mu_x \mu_y^2}} \log \frac{\Phi(x_0) - \Phi(x^*)}{\kappa_x \epsilon} \right). \]

Then, the proof is complete.
Appendix C. Proof of Theorem 6

In this section, we provide the proof for Theorem 6 under the convex-strongly-convex geometry. The proof is divided into the following steps: 1) constructing the worst-case instance that belongs to the convex-strongly-convex problem class $\mathcal{F}_{csc}$ defined in Theorem 1; 2) characterizing $x^* \in \arg \min_{x \in \mathbb{R}^d} \Phi(x)$; 3) developing the lower bound on the gradient norm $\|\nabla \Phi(x)\|$ when the last several coordinates of $x$ are zeros; 4) characterizing the subspaces $\mathcal{H}_x^k$ and $\mathcal{H}_x^k$; and 5) characterizing the convergence and complexity.

Step 1: Constructing the worst-case instance that satisfies Theorem 1.

It can be verified that the constructed $f, g$ in eq. (20) satisfy eq. (2), (3), and (4) in Assumptions 1 and 2. Then, similarly to the proof of Theorem 4, we have $y^*(x) = (\beta Z^2 + \mu_y I)^{-1} (\tilde{L}_{xy} Z x - b)$ and hence $\Phi(x) = f(x, y^*(x))$ takes the form of

$$\Phi(x) = L_x^2 x^T Z^2 x + \frac{L_y}{2} \left( \tilde{L}_{xy} Z x - b \right)^T \left( \beta Z^2 + \mu_y I \right)^{-2} \left( \frac{\tilde{L}_{xy}}{2} Z x - b \right),$$

which can be verified to be convex.

Step 2: Characterizing $x^*$.

Note that the gradient $\nabla \Phi(x)$ is given by

$$\nabla \Phi(x) = \frac{L_x}{4} Z^2 x + \frac{L_y}{2} \tilde{L}_{xy} Z (\beta Z^2 + \mu_y I)^{-2} \left( \frac{\tilde{L}_{xy}}{2} Z x - b \right).$$

(49)

Then, setting $\nabla \Phi(x^*) = 0$ and using eq. (30), we have

$$\left( \frac{L_x \beta^2}{4} Z^6 + \frac{L_x \beta^2 \mu_y}{2} Z^4 + \left( \frac{L_y \tilde{L}_{xy}^2}{4} + \frac{L_x \mu_y^2}{4} \right) Z^2 \right) x^* = \frac{L_y \tilde{L}_{xy}}{2} Z b.$$

(50)

Let $\tilde{b} = \frac{L_y \tilde{L}_{xy}}{2} Z b$, and we choose $b$ such that $\tilde{b}_t = 0$ for $t = 4, ..., d$ and

$$\tilde{b}_1 = \frac{B}{\sqrt{d}} \left( \frac{5}{4} L_x \beta^2 + L_x \beta \mu_y + \frac{\tilde{L}_{xy}^2}{4} + \frac{L_x \mu_y^2}{4} \right),$$

$$\tilde{b}_2 = \frac{B}{\sqrt{d}} \left( -L_x \beta^2 - \frac{L_x \beta}{2} \mu_y \right),$$

$$\tilde{b}_3 = \frac{B}{\sqrt{d}} \left( -L_x \beta^2 \right),$$

(51)

where the selection of $b$ is achievable because $Z$ is invertible with $Z^{-1}$ given by

$$Z^{-1} = \begin{bmatrix}
-1 & & & & \\
& -1 & -1 & & \\
& & \ddots & \ddots & \\
& & & -1 & -1 \\
& & & & -1
\end{bmatrix}. $$
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Based on the form of $Z^2$ in eq. (21) and the forms of $Z^4, Z^6$ given by

$$Z^4 = \begin{bmatrix} 5 & -4 & 1 \\ -4 & 6 & -4 & 1 \\ 1 & -4 & 6 & -4 & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & -4 & 6 & -3 \\ 1 & -3 & 2 \end{bmatrix}, \quad Z^6 = \begin{bmatrix} 14 & -14 & 6 & -1 \\ -14 & 20 & -15 & 6 & -1 \\ & -15 & 20 & -15 & 6 & -1 \\ & & -1 & 6 & -15 & 20 & -15 & 5 \\ & & & -1 & 6 & -15 & 19 & -9 \\ & & & & -1 & 5 & -9 & 5 \end{bmatrix}, \quad (52)$$

it can be checked from eq. (50) that $x^* = \frac{B}{\sqrt{d}} \mathbf{1}$, where $\mathbf{1}$ denotes the all-one vector and thus $\|x^*\| = B$.

**Step 3: Characterizing lower bound on $\|\nabla \Phi(x)\|$**

Next, we characterize a lower bound on $\|\nabla \Phi(x)\|$ when the last three coordinates of $x$ are zeros, i.e., $x_{d-2} = x_{d-1} = x_d = 0$. Let $\Omega = [I_{d-3}, 0]^T$ and define $\bar{x} \in \mathbb{R}^{d-3}$ such that $\bar{x}_i = x_i$ for $i = 1, \ldots, d - 3$. Then for any matrix $\bar{H}$, $H\Omega$ is equivalent to removing the last three columns of $H$. Then, based on the form of $\nabla \Phi(x)$ in eq. (49), we have

$$\min_{x \in \mathbb{R}^d, x_{d-2} = x_{d-1} = x_d = 0} \|\nabla \Phi(x)\|^2 = \min_{\bar{x} \in \mathbb{R}^{d-3}} \|H\Omega \bar{x} - (\beta Z^2 + \mu_y I)^{-2} \bar{b}\|^2$$

where the matrix $H$ is given by

$$H = (\beta Z^2 + \mu_y I)^{-2} \left( \frac{L_x}{4} z^2 + \frac{L_x \beta^2}{2} z^4 + \left( \frac{L_y}{4} + \frac{L_x \mu_y^2}{4} \right) z^2 \right). \quad (54)$$

Then using an approach similar to (7) in Carmon et al. (2019), we have

$$\min_{\bar{x} \in \mathbb{R}^{d-3}} \|H\Omega \bar{x} - (\beta Z^2 + \mu_y I)^{-2} \bar{b}\|^2 = \left( \bar{b}^T (\beta Z^2 + \mu_y I)^{-2} \bar{z} \right)^2,$$

where $z$ is the normalized (i.e., $\|z\| = 1$) solution of equation $(H\Omega)^T z = 0$. Next we characterize the solution $z$. Since $H = (\beta Z^2 + \mu_y I)^{-2} \bar{H}$, we have

$$(H\Omega)^T z = (\bar{H}\Omega)^T (\beta Z^2 + \mu_y I)^{-2} \bar{z} = 0.$$

Based on the definition of $\bar{H}$ in eq. (54) and the forms of $Z^2, Z^4, Z^6$ in eq. (21) and eq. (52), we have that the solution $z$ takes the form of $z = \lambda(\beta Z^2 + \mu_y I)^2 h$, where $\lambda$ is a factor such that $\|z\| = 1$ and $h$ is a vector satisfying $h_t = t$ for $t = 1, \ldots, d$. Based on the definition of $Z^2$ in eq. (21), we have

$$1 = \|z\| = \lambda \sum_{i=1}^{d-2} (i\mu_x^2)^2 + ((d - 1)\mu_y^2 - \beta^2)^2 + (d\mu_y^2 + \beta^2 + 2\beta \mu_y)^2 \leq \lambda \sum_{i=1}^{d-2} (i\mu_x^2)^2 + 2(d - 1)^2 \mu_x^4 + 2\beta^4 + 2d^2 \mu_y^4 + 2(\beta^2 + 2\beta \mu_y)^2$$
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\[ <\lambda \sqrt{\frac{2}{3} \mu_y^4 (d + 1)^3 + 4 \beta^4 + 8 \beta^3 \mu_y + 8 \beta^2 \mu_y^2}, \]

which further implies that

\[ \lambda > \frac{1}{\sqrt{\frac{2}{3} \mu_y^4 (d + 1)^3 + 4 \beta^4 + 8 \beta^3 \mu_y + 8 \beta^2 \mu_y^2}}. \]  

(57)

Then, combining eq. (53), eq. (55) and eq. (57) yields

\[
\begin{align*}
\min_{x:x_{d-2}=x_{d-1}=x_d=0} \| \nabla \Phi(x) \|^2 &= \left( \tilde{b}^T (\beta Z^2 + \mu_y I)^{-1} \tilde{z} \right)^2 = (\lambda \tilde{b}^T h)^2 = \lambda^2 (\tilde{b}_1 + 2 \tilde{b}_2 + 3 \tilde{b}_3)^2 \\
&\geq \frac{\mu_y^d}{3} d (d + 1)^3 + 16d \beta^4 + 32d \beta^3 \mu_y + 32d \beta^2 \mu_y^2 \\
&\geq \frac{B^2 (\tilde{L}_y^2 \mu_y^2 + L_x \mu_y^2)^2}{8 \mu_y^4 d^4 + 16d \beta^4 + 32d \beta^3 \mu_y + 32d \beta^2 \mu_y^2}
\end{align*}
\]  

(58)

where (i) follows from the definition of \( \tilde{b} \) in eq. (51), and (ii) follows because \( d \geq 3 \).

**Step 4: Characterizing subspaces \( \mathcal{H}_x^K \) and \( \mathcal{H}_x^k \).**

Based on the constructions of \( f, g \) in eq. (20), we have

\[
\begin{align*}
\nabla_x f(x, y) &= \frac{L_x}{4} Z^2 x, \quad \nabla_y f(x, y) = L_y y, \quad \nabla_x \nabla_y g(x, y) = -\tilde{L}_{xy} Z \\
\nabla_y g(x, y) &= \beta Z^2 + \mu_y I, \quad \nabla_y g(x, y) = (\beta Z^2 + \mu_y I) y - \tilde{L}_{xy} \frac{Z}{2} x + b,
\end{align*}
\]

which, in conjunction with eq. (12) and eq. (13), yields

\[
\begin{align*}
\mathcal{H}_y^0 &= \text{Span}\{0\}, ..., \mathcal{H}_y^{s_0} = \text{Span}\{Z^{2(s_0-1)}b, ..., Z^2 b, b\} \\
\mathcal{H}_x^0 &= ..., \mathcal{H}_x^{s_0-1} = \text{Span}\{0\}, \mathcal{H}_x^{s_0} = \text{Span}\{Z^{2(T+s_0-2)}(Zb), ..., Z^2(Zb), (Zb)\}.
\end{align*}
\]

Repeating the above procedure and noting that \( s_{q-1} \leq K \) yield

\[
\mathcal{H}_x^K = \mathcal{H}_x^{s_{Q-1}} = \text{Span}\{Z^{2(s_{Q-1}+QT-Q-1)}(Zb), ..., Z^2(Zb), (Zb)\} \\
\subseteq \text{Span}\{Z^{2(K+QT-Q)}(Zb), ..., Z^2(Zb), (Zb)\}. 
\]

(59)

**Step 5: Characterizing convergence and complexity.**

Let \( M = K + QT - Q + 3 \) and consider the following equation

\[
r^4 + r \left( \frac{2 \beta^4}{\mu_y^4} + \frac{4 \beta^3}{\mu_y^3} + \frac{4 \beta^2}{\mu_y^2} \right) = \frac{B^2 (\tilde{L}_y^2 \mu_y^2 + L_x \mu_y^2)^2}{128 \mu_y^4 \epsilon^2},
\]

(60)
which has a solution denoted as $r^*$. We choose $d = \lfloor r^* \rfloor$. Then, based on eq. (58), we have

$$
\min_{x:x_{d-2}=x_{d-1}=x_d=0} \|\nabla \Phi(x)\|^2 \geq \frac{B^2 \left( \frac{L_x}{4} + \frac{L_y}{4} \right)^2}{8 \mu_y^2 (r^*)^4 + 16 r^* \beta^4 + 32 r^* \beta^3 \mu_y + 32 r^* \beta^2 \mu_y^2} = \epsilon^2. \quad (61)
$$

Then, to achieve $\|\nabla \Phi(x^K)\| < \epsilon$, it requires that $M > d - 3$. Otherwise (i.e., if $M \leq d - 3$), based on eq. (59) and the fact that $Z_b$ has nonzeros only at the first three coordinates, we have $x^K$ has zeros at the last three coordinates, and hence eq. (61) yields $\|\nabla \Phi(x^K)\| \geq \epsilon$, which leads to a contradiction. Therefore, we have $M > \lfloor r^* \rfloor - 3$.

To characterize the total complexity, using the metric in Theorem 3, we have

$$
C_{\text{grad}}(A, \epsilon) = \Omega(Q + QT + K) = \Omega(M) = \Omega(r^*).
$$

Then, the proof is complete.

**Appendix D. Proof of Theorem 7**

In this case, the condition number $\kappa_y$ satisfies $\kappa_y = \frac{L_y}{\mu_y} = \Theta(1)$. Then, it can be verified that $r^*$ satisfies $(r^*)^3 = \Omega\left(\frac{2 \beta^4}{\mu_y^2} + \frac{4 \beta^3}{\mu_y} + \frac{4 \beta^2}{\mu_y^2}\right)$, and hence it follows from eq. (19) that

$$
C_{\text{grad}}(A, \epsilon) \geq r^* = \Omega\left(\frac{B^2 \left( L_{xy}^2 L_y + L_x \mu_y^2 \right) \frac{1}{\mu_y \epsilon^2}}{1}ight).
$$

**Appendix E. Proof of Theorem 8**

In this case, $L_y = \Theta(1)$. Then, we consider two cases $\frac{1}{\kappa_y} = \Omega(\epsilon^\frac{3}{2})$ and $\frac{1}{\kappa_y} = \mathcal{O}(\epsilon^\frac{3}{2})$ separately.

**Case 1:** $\frac{1}{\kappa_y} = \Omega(\epsilon^\frac{3}{2})$. For this case, we have $\left(\frac{2 \beta^4}{\mu_y^2} + \frac{4 \beta^3}{\mu_y} + \frac{4 \beta^2}{\mu_y^2}\right) = \mathcal{O}\left(\frac{\kappa_y^3}{\epsilon^{\frac{3}{2}}}ight)$. Then, it follows from eq. (19) that $C_{\text{grad}}(A, \epsilon) \geq r^* = \Omega\left(\frac{\kappa_y^3}{\epsilon^{\frac{3}{2}}}\right)$.

**Case 2:** $\frac{1}{\kappa_y} = \mathcal{O}(\epsilon^\frac{3}{2})$. For this case, first suppose $(r^*)^3 = \mathcal{O}\left(\frac{2 \beta^4}{\mu_y^2} + \frac{4 \beta^3}{\mu_y} + \frac{4 \beta^2}{\mu_y^2}\right)$, and then it follows from eq. (19) that $r^* = \Omega(\frac{1}{\epsilon^2})$. On the other hand, if $(r^*)^3 = \Omega\left(\frac{2 \beta^4}{\mu_y^2} + \frac{4 \beta^3}{\mu_y} + \frac{4 \beta^2}{\mu_y^2}\right)$, then we obtain from eq. (19) that $r^* = \Omega\left(\frac{\kappa_y^3}{\epsilon^{\frac{3}{2}}}\right) = \Omega(\frac{1}{\epsilon^2})$, which yields $C_{\text{grad}}(A, \epsilon) \geq r^* = \Omega(\frac{1}{\epsilon^2})$. Then, combining these two cases finishes the proof.

**Appendix F. Proof of Theorem 9**

To simplify the notations, we define the following quantities.

$$
M_k = \|y^*(x^*)\| + \frac{L_{xy}}{\mu_y} \|x_k - x^*\|, \quad N_k = \|\nabla_y f(x^*, y^*(x^*))\| + \left( L_{xy} + \frac{L_y L_{xy}}{\mu_y} \right) \|x_k - x^*\|
$$

$$
M_s = \|y^*(x^*)\| + \frac{3 L_{xy}}{\mu_y} \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*))} + \frac{\|x^*\|^2}{\mu_x} + \frac{\epsilon}{\mu_x}, \quad N_s = \|\nabla_y f(x^*, y^*(x^*))\| + \frac{L_{xy} L_{xy}}{\mu_y} \left( \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*))} + \frac{\|x^*\|^2}{\mu_x} + \frac{\epsilon}{\mu_x} \right) \quad (62)
$$
where \( \mathcal{M}_k \) and \( \mathcal{N}_k \) change with the optimality gap \( \| x_k - x^* \| \) at the \( k \)th iteration, and \( \mathcal{M}_* \) and \( \mathcal{N}_* \) are two positive constants depending on the information of the objective function at the optimal point \( x^* \). We first establish the following lemma to upper-bound the hypergradient estimation error \( \| \nabla \Phi(x_k) - G_k \| \).

**Lemma 16** Let \( G_k \) be the hypergradient estimator used in Algorithm 1 at iteration \( k \). Then, we have

\[
\| G_k - \nabla \Phi(x_k) \| \leq \sqrt{\frac{\bar{L}_y + \mu_y}{\mu_y}} \left( L_y + \frac{2\bar{L}_{xy}L_y}{\mu_y} + \left( \frac{\rho_{xy} - \bar{L}_{xy}}{\mu_y} \right) \mathcal{N}_k \right) \mathcal{M}_k \exp \left( - \frac{N}{2\sqrt{\kappa_y}} \right) + \frac{\bar{L}_{xy}}{\mu_y} \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M \mathcal{N}_k,
\]

(63)

where the quantities \( \mathcal{M}_k \) and \( \mathcal{N}_k \) are defined in eq. (62).

Theorem 16 shows that the estimation error \( \| \nabla \Phi(x_k) - G_k \| \) is bounded given that the optimality gap \( \| x_k - x^* \| \) is bounded. We will show in the proof of Theorem 9 that \( \| x_k - x^* \| \) is bounded as the algorithm runs due to the strongly-convex geometry of the objective function \( \Phi(x) \). In addition, it can be seen that this error decays exponentially with respect to the number \( N \) of inner-level steps and the number \( M \) of steps of the heavy-ball method for solving the linear system in Algorithm 1. Then, to prove the convergence of Algorithm 1, we set \( N = M = c\sqrt{\kappa_y} \log(\kappa_y) \) in the proof of Theorem 9, where \( c \) is a constant independent of \( \kappa_y \).

**Proof** Recall line 7 of Algorithm 1 that

\[
G_k := \nabla_x f(x_k, y_k^N) - \nabla_x \nabla_y g(x_k, y_k^N)v_k^M,
\]

(64)

where \( v_k^M \) is the \( M \)th step output of the heavy-ball method for solving

\[
\min_v Q(v) := \frac{1}{2} v^T \nabla^2_y g(x_k, y_k^N) v - v^T \nabla_y f(x_k, y_k^N).
\]

Recall the smoothness parameter \( \bar{L}_y \) of \( g(x, \cdot) \) defined in Assumption 1. Then, based on the convergence result of the heavy-ball method in Badithela and Seiler (2019) with stepsizes

\[
\lambda = \frac{4}{(\sqrt{\bar{L}_y} + \sqrt{\mu_y})^2}
\]

and \( \theta = \max \{ (1 - \sqrt{\lambda\mu_y})^2, (1 - \sqrt{\lambda\bar{L}_y})^2 \} \) and noting that \( v_k^0 = v_k^1 = 0 \), we have

\[
\| v_k^M - \nabla^2_y g(x_k, y_k^N)^{-1} \nabla_y f(x_k, y_k^N) \|
\leq \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M \left\| \nabla^2_y g(x_k, y_k^N)^{-1} \nabla_y f(x_k, y_k^N) \right\|
\leq \frac{\bar{L}_y}{\mu_y} \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M \left\| y^*(x_k) - y_k^N \right\| + \frac{\| \nabla_y f(x_k, y^*(x_k)) \|}{\mu_y} \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M
\]

(65)

\[
\leq \frac{\bar{L}_y}{\mu_y} \left\| y^*(x_k) - y_k^N \right\| + \frac{\| \nabla_y f(x_k, y^*(x_k)) \|}{\mu_y} \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M
\]
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where \( y^*(x_k) = \arg\min_{y \in \mathbb{R}^q} g(x_k, y) \) and \((i)\) follows because \( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \leq 1 \). Then, based on the forms of \( G_k \) and \( \nabla \Phi(x) \) in eq. (64) and eq. (7), and using Assumptions 1 and 2, we have

\[
\|G_k - \nabla \Phi(x_k)\| \leq \|\nabla_x f(x_k, y_k^N) - \nabla_x f(x_k, y^*(x_k))\| + \bar{L}_{xy} \|v_k^M - \nabla^2 g(x_k, y^*(x_k))^{-1} \nabla_y f(x_k, y^*(x_k))\|
+ \|\nabla_y f(x_k, y^*(x_k))\| \|\nabla_x \nabla g(x_k, y_k^N) - \nabla_x \nabla g(x_k, y^*(x_k))\|
\leq L_y \|y^*(x_k) - y_k^N\| + \bar{L}_{xy} \|v_k^M - \nabla^2 g(x_k, y_k^N)\| - \nabla_y f(x_k, y^*(x_k))\|
+ \bar{L}_{xy} \|\nabla^2 g(x_k, y_k^N) - \nabla^2 g(x_k, y^*(x_k))\|^{-1} \nabla_y f(x_k, y^*(x_k))\|
+ \frac{\rho_{xy}}{\mu_y} \|y_k^N - y^*(x_k)\| \|\nabla_y f(x_k, y^*(x_k))\|
\leq \left( L_y + \frac{\bar{L}_{xy} L_y}{\mu_y} \right) \left( \frac{\rho_{xy}}{\mu_y} \right) \|y_k^N - y^*(x_k)\| \|\nabla_y f(x_k, y^*(x_k))\|
+ \frac{\bar{L}_{xy} \rho_{yy}}{\mu_y} \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M \|\nabla_y f(x_k, y^*(x_k))\|
\leq \left( L_y + \frac{2 \bar{L}_{xy} L_y}{\mu_y} \right) \left( \frac{\rho_{xy}}{\mu_y} + \frac{\bar{L}_{xy} \rho_{yy}}{\mu_y} \right) \|y_k^N - y^*(x_k)\| \|\nabla_y f(x_k, y^*(x_k))\|
\leq \left( L_y + \frac{\bar{L}_{xy} \rho_{yy}}{\mu_y} \right) \left( \frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1} \right)^M \|\nabla_y f(x_k, y^*(x_k))\|
\tag{66}
\]

where \((i)\) follows from Assumption 1 that \( \|\nabla_x \nabla g(\cdot, \cdot)\| \leq \bar{L}_{xy} \) and \( \|\nabla^2 g(\cdot, \cdot)\|^{-1} \leq \frac{1}{\mu_y} \) and \((ii)\) follows from eq. (65). Note that \( y_k^N \) is obtained as the \( N \)-step output of AGD for minimizing the inner-level loss function \( g(x_k, \cdot) \) and recall \( y^*(x_k) = \arg\min_{y \in \mathbb{R}^q} g(x_k, y) \). Then, based on the analysis in Nesterov (2003) for AGD, we have

\[
\|y_k^N - y^*(x_k)\| \leq \sqrt{\frac{L_y + \mu_y}{2 \sqrt{\kappa_y}}} \|y_k^0 - y^*(x_k)\| \exp \left( - \frac{N}{2 \sqrt{\kappa_y}} \right)
\leq \sqrt{\frac{L_y + \mu_y}{2 \sqrt{\kappa_y}}} \left( \|y^*(x^*)\| + \frac{L_{xy}}{\mu_y} \|x_k - x^*\| \right) \exp \left( - \frac{N}{2 \sqrt{\kappa_y}} \right),
\tag{67}
\]

where \( x^* = \arg\min_{x \in \mathbb{R}^p} \Phi(x) \). Moreover, based on Lemma 2.2 in Ghadimi and Wang (2018), we have \( \|y^*(x_1) - y^*(x_2)\| \leq \frac{\bar{L}_{xy}}{\mu_y} \|x_1 - x_2\| \) for any \( x_1, x_2 \in \mathbb{R}^p \), and hence

\[
\|\nabla_y f(x_k, y^*(x_k))\| \leq \|\nabla_y f(x^*, y^*(x^*))\| + \left( L_{xy} + \frac{L_y \bar{L}_{xy}}{\mu_y} \right) \|x_k - x^*\|.
\tag{68}
\]

Substituting eq. (67) and eq. (68) into eq. (66), and using the definition of \( \mathcal{M}_k \) and \( \mathcal{N}_k \) in eq. (62), we have

\[
\|G_k - \nabla \Phi(x_k)\| \leq \sqrt{\frac{L_y + \mu_y}{\mu_y}} \left( \frac{L_y + 2 \bar{L}_{xy} L_y}{\mu_y} + \left( \frac{\rho_{xy}}{\mu_y} + \frac{\bar{L}_{xy} \rho_{yy}}{\mu_y} \right) \mathcal{N}_k \right) \mathcal{M}_k \exp \left( - \frac{N}{2 \sqrt{\kappa_y}} \right)
\]
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which completes the proof.

We then establish the following lemma to characterize the smoothness parameter of the objective function \( \Phi(x) \) around the iterate \( x_k \). Recall eq. (7) that \( \nabla \Phi(x) \) is given by

\[
\nabla \Phi(x) = \nabla_x f(x, y^*(x)) - \nabla_x g(x, y^*(x)) \nabla_y g(x, y^*(x))^{-1} \nabla_y f(x, y^*(x)),
\]

(69)

where \( y^*(x) = \arg\min_y g(x, \cdot) \) denotes the minimizer of the inner-level function \( g(x, \cdot) \).

**Lemma 17** Consider the hypergradient \( \nabla \Phi(x) \) given by eq. (69). For any \( x \in \mathbb{R}^p \), we have

\[
\|\nabla \Phi(x) - \nabla \Phi(x_k)\| \\
\leq \left( L_x + \frac{2L_{xy}L_{xy}}{\mu_y} + \frac{L_y L_{xy}}{\mu_y^2} + \left( \frac{\tilde{L}_{xy \rho_{yy}}}{\mu_y} + \frac{\rho_{xy}}{\mu_y} \right) \left( 1 + \frac{\tilde{L}_{xy}}{\mu_y} \right) N_k \right) \|x - x_k\|,
\]

(70)

where \( N_k \) is defined in eq. (62). Furthermore, eq. (70) implies that, for any \( x \in \mathbb{R}^p \),

\[
\Phi(x) \leq \Phi(x_k) + \langle \nabla \Phi(x_k), x - x_k \rangle + \frac{L_{\Phi_k}}{2} \|x - x_k\|^2.
\]

(71)

Theorem 17 shows that \( \nabla \Phi(x) \) is Lipschitz continuous around the iterate \( x_k \), i.e., \( \Phi(x) \) is smooth, where the smoothness parameter \( L_{\Phi_k} \) contains a term proportional to \( \|x_k - x^*\| \).

We will show in the proof of Theorem 9 that the optimality distance \( \|x_k - x^*\| \) is bounded as the algorithm runs, and hence the smoothness parameter \( L_{\Phi_k} \) is bounded by \( \mathcal{O}(\frac{1}{\mu_y}) \) during the entire process.

**Proof** Based on the form of \( \nabla \Phi(x) \) in eq. (69), we have

\[
\|\nabla \Phi(x) - \nabla \Phi(x_k)\| \\
\leq \|\nabla_x f(x, y^*(x)) - \nabla_x f(x_k, y^*(x_k))\| + \frac{\tilde{L}_{xy \rho_{yy}}}{\mu_y} \|\nabla_y f(x, y^*(x)) - \nabla_y f(x_k, y^*(x_k))\| \\
+ \|\nabla_x \nabla_y g(x, y^*(x)) \nabla_y^2 g(x, y^*(x))^{-1} - \nabla_x \nabla_y g(x_k, y^*(x_k)) \nabla_y^2 g(x_k, y^*(x_k))^{-1}\| \|\nabla_y f(x, y^*(x_k))\|,
\]

which, in conjunction with the inequality

\[
P \leq \frac{\tilde{L}_{xy \rho_{yy}}}{\mu_y^2} (\|x - x_k\| + \|y^*(x) - y^*(x_k)\|) + \frac{\rho_{xy}}{\mu_y} (\|x - x_k\| + \|y^*(x) - y^*(x_k)\|)
\]

\[
(i) \leq \left( \frac{\tilde{L}_{xy \rho_{yy}}}{\mu_y^2} + \frac{\rho_{xy}}{\mu_y} \right) (1 + \frac{\tilde{L}_{xy}}{\mu_y}) \|x - x_k\|,
\]

and using Assumption 1, yields

\[
\|\nabla \Phi(x) - \nabla \Phi(x_k)\| \leq \left( L_x + \frac{2L_{xy}L_{xy}}{\mu_y} + \frac{L_y L_{xy}}{\mu_y^2} \right) \|x - x_k\|,
\]

(71)
where (i) follows from the $\frac{L_{xy}}{\mu_y}$-smoothness of $y^*(\cdot)$. Substituting eq. (68) into eq. (72) and using the definition of $N_k$ in eq. (62), we have

$$
\|\nabla \Phi(x) - \nabla \Phi(x_k)\|
\leq \left( L_x + \frac{2L_{xy} \tilde{L}_{xy}}{\mu_y} + \frac{L_y \tilde{L}_{xy}^2}{\mu_y^2} + \left( \frac{\tilde{L}_{xy} \rho_{yy}}{\mu_y} + 1 + \frac{\tilde{L}_{xy} \rho_{yy}}{\mu_y} \right) (1 + \frac{\tilde{L}_{xy}}{\mu_y} N_k) \right) \|x - x_k\|.
$$

(73)

Based on eq. (73), we further obtain

$$
|\Phi(x) - \Phi(x_k) - \langle \nabla \Phi(x_k), x - x_k \rangle |
= \left| \int_0^1 \langle \nabla \Phi(x_k + t(x - x_k)), x - x_k \rangle dt - \langle \nabla \Phi(x_k), x - x_k \rangle \right|
\leq \left| \int_0^1 \langle \nabla \Phi(x_k + t(x - x_k)) - \nabla \Phi(x_k), x - x_k \rangle dt \right|
\leq \left| \int_0^1 \|\nabla \Phi(x_k + t(x - x_k)) - \nabla \Phi(x_k)\| \|x - x_k\| dt \right|
\leq \left| \int_0^1 L_{\Phi_k} \|x - x_k\|^2 dt \right| = \frac{L_{\Phi_k}}{2} \|x - x_k\|^2.
$$

Then, the proof is now complete.

Based on Theorem 16 and Theorem 17, we are ready to prove Theorem 9

**Proof [Proof of Theorem 9]** Algorithm 1 conducts the following updates

$$
z_{k+1} = x_k - \frac{1}{L_{\Phi}} G_k,
$$

$$
x_{k+1} = (1 + \frac{\sqrt{K_x} - 1}{\sqrt{K_x} + 1}) z_{k+1} - \frac{\sqrt{K_x} - 1}{\sqrt{K_x} + 1} z_k,
$$

(74)

where the smoothness parameter $L_{\Phi}$ takes the form of

$$
L_{\Phi} = L_x + \frac{2L_{xy} \tilde{L}_{xy}}{\mu_y} + \frac{L_y \tilde{L}_{xy}^2}{\mu_y^2} + \left( \frac{\tilde{L}_{xy} \rho_{yy}}{\mu_y} + \frac{\rho_{xy}}{\mu_y} \right) (1 + \frac{\tilde{L}_{xy} \rho_{yy}}{\mu_y}) \|\nabla_y f(x^*, y^*(x^*))\|
+ 3 \left( \frac{\tilde{L}_{xy} \rho_{yy}}{\mu_y^2} + \frac{\rho_{xy}}{\mu_y} \right) \left( 1 + \frac{\tilde{L}_{xy}}{\mu_y} \right) \left( L_{xy} + \frac{L_y \tilde{L}_{xy}}{\mu_y} \right) \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}}
= \Theta \left( L_x + \frac{L_y \tilde{L}_{xy}^2}{\mu_y^2} + \frac{L_{xy} \rho_{xy}}{\mu_y^3} \|\nabla_y f(x^*, y^*(x^*))\|
+ \frac{\tilde{L}_{xy} \rho_{yy} L_y}{\mu_y^3} \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}},
$$

(75)
and \( \kappa_x = \frac{L_x}{\mu_x} \) is the condition number of the objective function \( \Phi(x) \).

The remaining proof adapts the results in Section 2.2.5 of Nesterov et al. (2018), but with two key differences: we need to (a) prove the boundedness of the iterates as the algorithm runs, and (b) carefully handle the hypergradient estimation error in the convergence analysis for accelerated gradient methods. In specific, we first construct the estimate sequences as follows.

\[
S_0(x) = \Phi(x_0) + \frac{\mu_x}{2} \|x - x_0\|^2 \\
S_{k+1}(x) = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right)S_k(x) + \frac{1}{\sqrt{\kappa_x}} \left(\Phi(x_k) + \langle G_k, x - x_k \rangle + \frac{\mu_x}{2} \|x - x_k\|^2 + \frac{\epsilon}{4}\right). \tag{76}
\]

Note that \( \nabla^2 S_0(x) = \mu_x I \) and \( \nabla^2 S_{k+1}(x) = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right)\nabla^2 S_k(x) + \frac{\mu_x}{\sqrt{\kappa_x}} I \). Then, by induction, it can be verified that \( \nabla^2 S_k(x) = \mu_x I \) for all \( k = 0, \ldots, K \). This implies that \( S_k(x) \) can be written as \( S_k(x) = S_k^* + \frac{\mu_x}{2} \|x - v_k\|^2 \), where \( v_k = \arg\min_{x \in \mathbb{R}^p} S_k(x) \). Next, we show by induction that

\begin{enumerate}
  \item \( \|z_k - x^*\| \leq \sqrt{\frac{2}{\mu_x}(\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}} \) for all \( k = 0, \ldots, K \). \tag{77}
  \item \( S_k^* \geq \Phi(z_k) \) for all \( k = 0, \ldots, K \). \tag{78}
\end{enumerate}

Combining the first item in eq. (77) with the updates in eq. (74) also implies the boundedness of the sequence \( x_k, k = 0, \ldots, K \) by noting that

\[
\|x_k - x^*\| \leq \left(1 + \frac{\sqrt{\kappa_x} - 1}{\sqrt{\kappa_x} + 1}\right)\|z_k - x^*\| + \frac{\sqrt{\kappa_x} - 1}{\sqrt{\kappa_x} + 1}\|z_{k-1} - x^*\| \\
\leq 3\sqrt{\frac{2}{\mu_x}(\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}}. \tag{79}
\]

Next, we prove the above two items given in eq. (77) and eq. (78) by induction. First, it can be verified that they hold for \( k = 0 \) by noting that \( \|z_0 - x^*\| = \|x^*\| \) and \( S_0^* = \Phi(x_0) \). Then, we suppose that they hold for all \( k = 0, \ldots, k' \) and prove the \( k' + 1 \) case.

Based on Theorem 17, we have, for all \( k = 0, \ldots, k' \),

\[
\Phi(z_{k+1}) \leq \Phi(x_k) + \langle \nabla \Phi(x_k), z_{k+1} - x_k \rangle + \frac{L_\Phi}{2} \|z_{k+1} - x_k\|^2 \\
\overset{(i)}{=} \Phi(x_k) - \frac{1}{L_\Phi} \langle \nabla \Phi(x_k), G_k \rangle + \frac{L_\Phi}{2L_\Phi^2} \|G_k\|^2, \tag{80}
\]

where \( (i) \) follows from the updates in eq. (74). Note that for \( k = 0, \ldots, k' \), it is seen from eq. (79) that the optimality gap \( \|x_k - x^*\| \leq 3\sqrt{\frac{2}{\mu_x}(\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}} \), which, combined with the definition of \( L_\Phi \) in eq. (70), yields \( L_\Phi \leq L_\Phi \) for all \( k = 0, \ldots, k' \), where \( L_\Phi \) is given by eq. (75). Then, we obtain from eq. (80) that for all \( k = 0, \ldots, k' \),

\[
\Phi(z_{k+1}) \leq \Phi(x_k) - \frac{1}{L_\Phi} \langle \nabla \Phi(x_k), G_k \rangle + \frac{L_\Phi}{2L_\Phi^2} \|G_k\|^2 \\
\overset{(i)}{=} \Phi(x_k) - \frac{1}{L_\Phi} \|\nabla \Phi(x_k)\|^2 - \frac{1}{L_\Phi} \langle \nabla \Phi(x_k), G_k - \nabla \Phi(x_k) \rangle + \frac{1}{2L_\Phi} \|G_k\|^2
\]
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\[
\Phi(x_k) - \frac{1}{L} \|\nabla \Phi(x_k)\|^2 + \frac{1}{2L} \|\nabla \Phi(x_k)\|^2 + \frac{1}{2L} \|G_k - \nabla \Phi(x_k)\|^2
\]

\[
\Phi(x_k) - \frac{1}{2L} \|\nabla \Phi(x_k)\|^2 + \frac{1}{2L} \|G_k - \nabla \Phi(x_k)\|^2,
\]

which, in conjunction with the strong convexity of \(\Phi(\cdot)\), yields

\[
\Phi(z_{k+1}) \leq \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \Phi(z_k) + \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \langle \nabla \Phi(x_k), x_k - z_k \rangle + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k)
\]

\[
- \frac{1}{2L} \|\nabla \Phi(x_k)\|^2 + \frac{1}{2L} \|G_k - \nabla \Phi(x_k)\|^2
\]

\[
\leq \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) S_k^* + \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \langle \nabla \Phi(x_k), x_k - z_k \rangle + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k)
\]

\[
- \frac{1}{2L} \|\nabla \Phi(x_k)\|^2 + \frac{1}{2L} \|G_k - \nabla \Phi(x_k)\|^2,
\]

where \((i)\) follows because \(S_k^* \geq \Phi(z_k)\) for \(k = 0, \ldots, k'\). Next, based on the definition of \(S_k(x)\) in eq. (76) and taking derivative w.r.t. \(x\) on both sides of eq. (76), we have

\[
\nabla S_{k+1}(x) = (1 - \frac{1}{\sqrt{\kappa_x}}) \nabla S_k(x) + \frac{1}{\sqrt{\kappa_x}} G_k + \frac{\mu_x}{\sqrt{\kappa_x}} (x - x_k)
\]

\[
= \mu_x \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) (x - v_k) + \frac{1}{\sqrt{\kappa_x}} G_k + \frac{\mu_x}{\sqrt{\kappa_x}} (x - x_k),
\]

where \((i)\) follows because \(S_k(x) = S_k^* + \frac{\mu_x}{2} \|x - v_k\|^2\). Noting that \(\nabla S_{k+1}(v_{k+1}) = 0\), we obtain from eq. (83) that

\[
\mu_x \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) (v_{k+1} - v_k) + \frac{1}{\sqrt{\kappa_x}} G_k + \frac{\mu_x}{\sqrt{\kappa_x}} (v_{k+1} - x_k) = 0,
\]

which yields

\[
v_{k+1} = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) v_k + \frac{1}{\sqrt{\kappa_x}} x_k - \frac{1}{\mu_x \sqrt{\kappa_x}} G_k.
\]

Based on eq. (76) and using \(S_k(x) = S_k^* + \frac{\mu_x}{2} \|x - v_k\|^2\), we have

\[
S_{k+1}^* + \frac{\mu_x}{2} \|x_k - v_{k+1}\|^2 = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \left(S_k^* + \frac{\mu_x}{2} \|x_k - v_k\|^2\right) + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{4\sqrt{\kappa_x}},
\]

which, in conjunction with eq. (84), yields

\[
S_{k+1}^* = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) S_k^* + \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \frac{\mu_x}{2} \|x_k - v_k\|^2 + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{4\sqrt{\kappa_x}}
\]

\[
- \left(1 - \frac{1}{\sqrt{\kappa_x}}\right)^2 \frac{\mu_x}{2} \|x_k - v_k\|^2 - \frac{1}{2\mu_x \kappa_x} \|G_k\|^2 + \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \frac{1}{\sqrt{\kappa_x}} (v_k - x_k, G_k)
\]

\[
= \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) S_k^* + \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \frac{\mu_x}{\sqrt{\kappa_x}} \|x_k - v_k\|^2 + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{4\sqrt{\kappa_x}}.
\]
\[ -\frac{1}{2\mu_x \kappa_x} \| G_k \|^2 + \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \frac{1}{\sqrt{\kappa_x}} \langle v_k - x_k, G_k \rangle. \] (85)

Based on the definition of \( \kappa_x \), we simplify eq. (85) to

\[
S_{k+1}^* \geq \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) S_k^* + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{\sqrt{4 \kappa_x}} - \frac{1}{2L_\Phi} \| G_k \|^2 \\
+ \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \frac{1}{\sqrt{\kappa_x}} \langle v_k - x_k, G_k \rangle. \] (86)

Next, we prove \( v_k - x_k = \sqrt{\kappa_x} (x_k - z_k) \) by induction. First note that this equality holds for \( k = 0 \) based on the fact that \( v_0 - x_0 = \sqrt{\kappa_x} (x_0 - z_0) = 0 \). Then, suppose that it holds for iteration \( k \), and for iteration \( k + 1 \), we obtain from eq. (84) that

\[
v_{k+1} - x_{k+1} = (1 - \frac{1}{\sqrt{\kappa_x}}) v_k + \frac{1}{\sqrt{\kappa_x}} x_k - x_{k+1} - \frac{1}{\mu_x \sqrt{\kappa_x}} G_k \\
= \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \left( 1 + \sqrt{\kappa_x} x_k - (1 - \frac{1}{\sqrt{\kappa_x}}) \sqrt{\kappa_x} z_k + \frac{1}{\mu_x \sqrt{\kappa_x}} x_k - x_{k+1} - \frac{1}{\mu_x \sqrt{\kappa_x}} G_k \right) \\
= \sqrt{\kappa_x} \left( x_k - \frac{1}{L_\Phi} G_k \right) - (\sqrt{\kappa_x} - 1) z_k - x_{k+1}, \] (87)

where \( (i) \) follows because \( v_k - x_k = \sqrt{\kappa_x} (x_k - z_k) \) and \( (ii) \) follows from the updating step in eq. (74). Then, by induction, we have that \( v_k - x_k = \sqrt{\kappa_x} (x_k - z_k) \) holds for all iterations. Combining this equality with eq. (86), we have

\[
S_{k+1}^* \geq \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) S_k^* + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{\sqrt{4 \kappa_x}} - \frac{1}{2L_\Phi} \| G_k \|^2 + \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \langle x_k - z_k, G_k \rangle \\
= \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) S_k^* + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) + \frac{\epsilon}{\sqrt{4 \kappa_x}} - \frac{1}{2L_\Phi} \| \nabla \Phi(x_k) \|^2 + \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \langle x_k - z_k, \nabla \Phi(x_k) \rangle \\
+ \frac{\epsilon}{\sqrt{4 \kappa_x}} - \frac{1}{2L_\Phi} \langle x_k - z_k, \nabla \Phi(x_k) \rangle + \frac{\epsilon}{\sqrt{4 \kappa_x}} - \frac{1}{2L_\Phi} \| G_k - \nabla \Phi(x_k) \|^2 \\
- \| G_k - \nabla \Phi(x_k) \| \| x_k - x^* \| \] (88)

where \( (i) \) follows from Theorem 17 with \( L_\Phi \leq L_\Phi \) for \( k = 0, \ldots, k' \). Based on \( \| z_k - x^* \| \leq \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \| x^* \|^2 + \frac{\epsilon}{\mu_x} } \) and \( \| x_k - x^* \| < 3 \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \| x^* \|^2 + \frac{\epsilon}{\mu_x} } \) for \( k = 0, \ldots, k' \), and using \( \| x_k - z_k \| \leq \| z_k - x^* \| + \| x_k - x^* \| \), we obtain from eq. (88) that

\[
S_{k+1}^* \geq \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) S_k^* + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) - \frac{1}{2L_\Phi} \| \nabla \Phi(x_k) \|^2 + \left( 1 - \frac{1}{\sqrt{\kappa_x}} \right) \langle x_k - z_k, \nabla \Phi(x_k) \rangle \\
+ \frac{\epsilon}{4 \sqrt{\kappa_x}} - \left( 7 - \frac{4}{\mu_x} \right) \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \| x^* \|^2 + \frac{\epsilon}{\mu_x} \| G_k - \nabla \Phi(x_k) \|} 
\]
\[ -\frac{1}{2L_\Phi} \|G_k - \nabla \Phi(x_k)\|^2. \]

Next, we upper-bound the hypergradient estimation error \(\|G_k - \nabla \Phi(x_k)\|\) in eq. (89). Based on Theorem 16, we have

\[
\|G_k - \nabla \Phi(x_k)\| \leq \sqrt{\frac{\bar{L}_y + \mu_y}{\mu_y} (L_y + \frac{2\bar{L}_xy L_y}{\mu_y} + \left(\frac{\rho_{xy}}{\mu_y} + \frac{\bar{L}_xy \rho_{yy}}{\mu_y^2}\right) N_\kappa)} \mathcal{M}_k \exp \left(-\frac{N}{2\sqrt{\kappa_y}}\right)
+ \frac{\bar{L}_xy}{\mu_y} \left(\frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1}\right)^M N_k,
\]

which, combined with \(\|x_k - x^*\| \leq 3 \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}}\) for \(k = 0, ..., k'\) and the definitions of \(\mathcal{M}_k, N_k\) in eq. (62), yields

\[
\|G_k - \nabla \Phi(x_k)\| \leq \sqrt{\frac{\bar{L}_y + \mu_y}{\mu_y} (L_y + \frac{2\bar{L}_xy L_y}{\mu_y} + \left(\frac{\rho_{xy}}{\mu_y} + \frac{\bar{L}_xy \rho_{yy}}{\mu_y^2}\right) N_\kappa)} \mathcal{M}_* \exp \left(-\frac{N}{2\sqrt{\kappa_y}}\right)
+ \frac{\bar{L}_xy}{\mu_y} \left(\frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1}\right)^M N_*,
\]

where the constants \(\mathcal{M}_*\) and \(N_*\) are defined in eq. (62). We choose sufficiently large

\[
N = \Theta \left(\sqrt{\kappa_y} \log (\kappa_x, \kappa_y, \|x^*\|, \|y^*(x^*)\|, \Phi(0) - \Phi(x^*), \epsilon)\right),
M = \Theta \left(\sqrt{\kappa_y} \log (\kappa_x, \kappa_y, \|x^*\|, \|y^*(x^*)\|, \Phi(0) - \Phi(x^*), \epsilon)\right),
\]

such that

\[
\|G_k - \nabla \Phi(x_k)\| \leq \frac{\sqrt{\epsilon L_\Phi}}{2\sqrt{2\kappa_x^{1/4}}}
(7 - \frac{4}{\sqrt{\kappa_x}}) \sqrt{\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}} \|G_k - \nabla \Phi(x_k)\| \leq \frac{\epsilon}{8\sqrt{\kappa_x}}.
\]

Substituting these two inequalities into eq. (89) yields, for any \(k = 0, ..., k'\),

\[
S_{k+1}^* \geq \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) S_k^* + \frac{1}{\sqrt{\kappa_x}} \Phi(x_k) \left(1 \frac{1}{2L_\Phi} \|\nabla \Phi(x_k)\|^2 \right.
+ \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) \langle x_k - z_k, \nabla \Phi(x_k) \rangle + \frac{\epsilon}{16\sqrt{\kappa_x}}
\]

\[
\stackrel{(i)}{\geq} \Phi(z_{k+1}),
\]

where (i) follows from \(\|G_k - \nabla \Phi(x_k)\| \leq \frac{\sqrt{\epsilon L_\Phi}}{2\sqrt{2\kappa_x^{1/4}}}\) in eq. (82), which, by induction, finishes the proof of the second item eq. (78). To prove the first item eq. (77), letting \(x = x^*\) in eq. (76) yields, for \(x = 0, ..., k'\),

\[
S_{k+1}(x^*) = \left(1 - \frac{1}{\sqrt{\kappa_x}}\right) S_k(x^*) + \frac{1}{\sqrt{\kappa_x}} \left(\Phi(x_k) + \langle \nabla \Phi(x_k), x^* - x_k \rangle + \frac{\mu_x}{2} \|x^* - x_k\|^2 + \frac{\epsilon}{4}\right).
\]
Subtracting both sides of eq. (92) by \(\Phi(x^*)\) yields

\[
(1 - \frac{1}{\sqrt{\kappa_x}})S_k(x^*) + \frac{1}{\sqrt{\kappa_x}}\Phi(x^*) + \frac{\epsilon}{4\sqrt{\kappa_x}} + \frac{1}{\sqrt{\kappa_x}}\|x_k - x^*\|\|G_k - \nabla\Phi(x_k)\|
\]

\[
\leq (1 - \frac{1}{\sqrt{\kappa_x}})S_k(x^*) + \frac{1}{\sqrt{\kappa_x}}\Phi(x^*) + \frac{\epsilon}{2\sqrt{\kappa_x}},
\]

where (i) follows because \(\|x_k - x^*\|\|G_k - \nabla\Phi(x_k)\| \leq \frac{\epsilon}{8\sqrt{\kappa_x}}/(7 - \frac{4}{\sqrt{\kappa_x}}) < \frac{\epsilon}{24\sqrt{\kappa_x}} < \frac{\epsilon}{4}\).

Subtracting both sides of eq. (92) by \(\Phi(x^*)\) yields, for all \(k = 0, \ldots, k'\),

\[
S_{k+1}(x^*) - \Phi(x^*) \leq (1 - \frac{1}{\sqrt{\kappa_x}})(S_k(x^*) - \Phi(x^*)) + \frac{\epsilon}{2\sqrt{\kappa_x}}.
\]

Telescoping eq. (93) over \(k\) from 0 to \(k'\) and using \(S_0(x^*) = \Phi(0) + \frac{\mu_x}{2}\|x^*\|^2\), we have

\[
S_{k'+1}(x^*) - \Phi(x^*) \leq (1 - \frac{1}{\sqrt{\kappa_x}})^{k'+1}(\Phi(0) - \Phi(x^*)) + \frac{\mu_x}{2}\|x^*\|^2 + \frac{\epsilon}{2},
\]

which, in conjunction with \(S_{k'+1}(x^*) \geq S_{k'+1}^* \geq \Phi(z_{k'+1})\) and \(\Phi(z_{k'+1}) - \Phi(x^*) \geq \frac{\mu_x}{2}\|z_{k'+1} - x^*\|^2\), yields

\[
\|z_{k'+1} - x^*\| \leq \sqrt{\frac{2}{\mu_x}(\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}}.
\]

Then, by induction, we finish the proof of the first item eq. (77). Therefore, based on eq. (77) and eq. (78) and using an approach similar to eq. (93), we have

\[
\Phi(z_K) - \Phi(x^*) \leq S_K(x^*) - \Phi(x^*) \leq (1 - \frac{1}{\sqrt{\kappa_x}})^K(\Phi(0) - \Phi(x^*)) + \frac{\mu_x}{2}\|x^*\|^2 + \frac{\epsilon}{2}.
\]

In order to achieve \(\Phi(z_K) - \Phi(x^*) \leq S_K(x^*) - \Phi(x^*) \leq \epsilon\), it requires at most

\[
K = \mathcal{O}\left(\sqrt{\frac{L_{yf}}{\mu_x}} \log \left(\frac{\Phi(0) - \Phi(x^*) + \frac{\mu_x}{2}\|x^*\|^2}{\epsilon}\right)\right)
\]

\[
= \mathcal{O}\left(\sqrt{\frac{L_L}{\mu_x}} + \sqrt{\frac{L_yL_{xy}}{\mu_x\mu_y^2}} + \sqrt{\frac{L_{xy}^2\rho_{xy}}{\mu_y^3}}\|\nabla_y f(x^*, y^*(x^*))\|\right)
\]

\[
+ \sqrt{\frac{L_{xy}^2\rho_{yy}L_y}{\mu_y^4}} \left(\frac{2}{\mu_x}(\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x}\right)^{\frac{1}{2}},
\]

Following from the choice of \(M = N = \tilde{\Theta}(\sqrt{\kappa_y})\), the complexity of Algorithm 1 is given by

\[
\mathcal{C}_{\text{fun}}(\mathcal{A}, \epsilon) = \mathcal{O}(n_J + n_H + n_G) = \mathcal{O}(K + KM + KN)
\]
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\[
\begin{aligned}
&= \mathcal{O}\left(\sqrt{\frac{L_x L_y}{\mu_x \mu_y} + \frac{L_y L_x^2 y y}{\mu_x^2 \mu_y^2}} + \sqrt{\frac{L_x^2 y y}{\mu_y^2}} \sqrt{\|\nabla_y f(x^*, y^*(x^*))\|} \right) \\
&\quad + \sqrt{\frac{L_x^2 y y}{\mu_x \mu_y^2}} \left(\frac{2}{\mu_x} (\Phi(0) - \Phi(x^*)) + \|x^*\|^2 + \frac{\epsilon}{\mu_x} \right),
\end{aligned}
\]

which finishes the proof. \(\blacksquare\)

Appendix G. Proof of Theorem 10

The proof follows a procedure similar to that for Theorem 9 except that the smoothness parameter of \(\Phi(\cdot)\) at iterate \(x_k\) and the hypergradient estimation error \(\|G_k - \nabla \Phi(x_k)\|\) are different. In specific, for the quadratic inner problem, we have that \(\nabla_y^2 g(x, y) = H, \nabla_x \nabla_y g(x, y) \equiv J, \forall x \in \mathbb{R}^p, y \in \mathbb{R}^q\). Then, based on the form of \(\nabla \Phi(x)\) in eq. (69), we have

\[
\|\nabla \Phi(x_1) - \nabla \Phi(x_2)\|
\leq\|\nabla_x f(x_1, y^*(x_1)) - \nabla_x f(x_2, y^*(x_2))\|
\quad + \|J H^{-1} \nabla_y f(x_1, y^*(x_1)) - J H^{-1} \nabla_y f(x_2, y^*(x_2))\|
\leq L_x \|x_1 - x_2\| + L_{xy} \|y^*(x_1) - y^*(x_2)\|
\quad + \frac{\tilde{L}_{xy}}{\mu_y} (L_{xy} \|x_1 - x_2\| + L_y \|y^*(x_1) - y^*(x_2)\|)
\]

which, in conjunction with \(\|y^*(x_1) - y^*(x_2)\| \leq \frac{\tilde{L}_{xy}}{\mu_y} \|x_1 - x_2\|\), yields

\[
\|\nabla \Phi(x_1) - \nabla \Phi(x_2)\| \leq \left( L_x + \frac{2 \tilde{L}_{xy} L_{xy}}{\mu_y} + \frac{L_y \tilde{L}_{xy}^2}{\mu_y^2} \right) \|x_1 - x_2\|. \tag{96}
\]

Note that eq. (96) shows that the objective function \(\Phi(\cdot)\) is globally smooth, i.e., the smoothness parameter is bounded at all \(x \in \mathbb{R}^p\). This is different from the proof in Theorem 9, where the smoothness parameter is unbounded over \(x \in \mathbb{R}^p\), but can be bounded at all iterates \(x_k, k = 0, ..., K\) along the optimization path of the algorithm. Therefore, the proof for such a quadratic special case is simpler.

We next upper-bound the hypergradient estimation error \(\|G_k - \nabla \Phi(x_k)\|\). Using an approach similar to eq. (66), we have

\[
\|G_k - \nabla \Phi(x_k)\|
\leq L_y \|y^*(x_k) - y_k^N\| + \tilde{L}_{xy} \|v_k^M - H^{-1} \nabla y f(x_k, y_k^N)\|
\quad + \tilde{L}_{xy} \|H^{-1} \nabla y f(x_k, y_k^N) - H^{-1} \nabla y f(x_k, y^*(x_k))\|
\leq \left( L_y + \frac{\tilde{L}_{xy} L_{xy}}{\mu_y} \right) \|y_k^N - y^*(x_k)\| + \tilde{L}_{xy} \|v_k^M - H^{-1} \nabla y f(x_k, y_k^N)\|
\]
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Recall that respectively. Similarly to eq. (90), we choose
\[ \tilde{L}_y \frac{\mu_y}{\mu_y} (L_y + \frac{L_{xy} L_y}{\mu_y}) M_* \exp(-\frac{N}{\sqrt{N_y}}) + \tilde{L}_y \frac{\mu_y}{\mu_y} (\sqrt{N_y} - 1) \frac{M}{\sqrt{N_y} + 1} N_*, \] (97)
where \( M_* \) and \( N_* \) are given by eq. (62). Based on eq. (96), eq. (97), we choose \( N = \Theta(\sqrt{N_y}), M = \Theta(\sqrt{N_y}) \). Then, using an approach similar to eq. (94) with \( \rho_{xy} = \rho_{yy} = 0 \), we have
\[ \Phi(z_K) - \Phi(x^*) \leq \left( 1 - \sqrt{\frac{\mu_x}{L_\Phi}} \right)^K (\Phi(0) - \Phi(x^*)) + \frac{\mu_x}{2} \|x^*\|^2 + \frac{\epsilon}{2} \] (98)
where \( L_\Phi \) is given in eq. (96). Then, in order to achieve \( \Phi(z_K) - \Phi(x^*) \leq \epsilon \), it requires at most
\[ C_{fin}(A, \epsilon) = O(n_J + n_H + n_G) = O(K + KM + KN) = \tilde{O}\left( \sqrt{\frac{L_y L_{xy} L_y}{\mu_x \mu_y}} \right), \]
which finishes the proof.

**Appendix H. Proof of Theorem 11**

Recall that \( \tilde{f}(\cdot) = \tilde{f}(x, y(x)) \) with \( \tilde{f}(x, y) = f(x, y) + \frac{\epsilon}{R} \|x\|^2 \). Then, we have \( \tilde{\Phi}(x) = \Phi(x) + \frac{\epsilon}{R} \|x\|^2 \) is strongly-convex with parameter \( \mu_x = \frac{\epsilon}{R} \). Note that the smoothness parameters of \( \tilde{f}(x, y) \) are the same as those of \( f(x, y) \) except that \( L_x \) in eq. (2) becomes \( L_x + \frac{\epsilon}{R} \) for \( \tilde{f}(x, y) \). Let \( x^* \in \arg \min_{x \in \mathbb{R}^p} \Phi(x) \) be one minimizer of the original objective function \( \Phi(\cdot) \) and let \( \tilde{x}^* = \arg \min_{x \in \mathbb{R}^p} \tilde{\Phi}(x) \) be the minimizer of the regularized objective function \( \tilde{\Phi}(\cdot) \). We next characterize some useful inequalities between \( x^* \) and \( \tilde{x}^* \). Based on the definition of \( x^* \) and \( \tilde{x}^* \), we have \( \nabla \tilde{\Phi}(\tilde{x}^*) = 0 \) and \( \nabla \tilde{\Phi}(x^*) = \nabla \tilde{\Phi}(x^*) + \tilde{f}(x^*) = \tilde{f}(x^*) \), which, combined with the strong convexity of \( \tilde{\Phi}(\cdot) \), implies that \( \frac{\epsilon}{R} \|x^* - \tilde{x}^*\| \leq \|\nabla \tilde{\Phi}(\tilde{x}^*) - \nabla \tilde{\Phi}(x^*)\| = \frac{\epsilon}{R} \|x^*\| \) and hence \( \|x^*\| \leq 2 \|x^*\| \). Similarly, the following (in)equalities hold:
\[
\|y^*(\tilde{x}^*)\| \leq \|y^*(x^*)\| + \frac{3\tilde{L}_{xy}}{\mu_y} \|x^*\|,
\]
\[
\|\nabla_y f(\tilde{x}^*, y^*(\tilde{x}^*))\| \leq \|\nabla_y f(\tilde{x}^*, y^*(\tilde{x}^*))\| + \frac{\epsilon}{R} \|\tilde{x}^*\|
\]
\[
\leq \|\nabla_y f(x^*, y^*(x^*))\| + \left( 3L_{xy} + \frac{3\tilde{L}_{xy} L_{xy}}{\mu_y} + \frac{2\epsilon}{R} \right) \|x^*\|
\]
\[
\tilde{\Phi}(0) - \tilde{\Phi}(\tilde{x}^*) = \Phi(0) - \Phi(\tilde{x}^*) - \frac{\epsilon}{2R} \|\tilde{x}^*\|^2 \leq \Phi(0) - \Phi(x^*),
\]
where (i) follows from the definition of \( x^* \in \arg \min_{x} \Phi(x) \).

Let \( L_{\Phi} \) be one smoothness parameter of the function \( \Phi(\cdot) \), which takes the same form as \( L_{\Phi} \) in eq. (75) except that \( L_x, f, x^*, \mu_x \) and \( \Phi \) become \( L_x + \frac{\epsilon}{R}, \tilde{f}, \tilde{x}^*, \frac{\epsilon}{R} \) and \( \tilde{\Phi} \) in eq. (75), respectively. Similarly to eq. (90), we choose
\[
N = \Theta(\sqrt{N_y} \log(\text{poly}(\epsilon, R, \kappa_y, \|\tilde{x}^*\|, \|y^*(\tilde{x}^*)\|, \|\nabla_y \tilde{f}(\tilde{x}^*, y^*(\tilde{x}^*))\|, \tilde{\Phi}(0) - \tilde{\Phi}(\tilde{x}^*)))),
\]
\[ M = \Theta(\sqrt{\kappa_y \log(\text{poly}(\epsilon, R, \kappa_y, \|\bar{x}^*\|, \|y^*(\bar{x}^*)\|, \|\nabla_y \tilde{f}(\bar{x}^*, y^*(\bar{x}^*))\|, \tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*))})). \quad (100) \]

We first prove the case when the convergence is measured in term of the suboptimality gap. Note that in this case we choose \( R = B^2 \). Using an approach similar to eq. (94) in the proof of Theorem 9 with \( \epsilon \) and \( \mu_x \) being replaced by \( \epsilon/2 \) and \( \epsilon/2\kappa \), respectively, we have

\[ \tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*) \leq \left(1 - \sqrt{\frac{\epsilon}{B^2 L_{\tilde{\Phi}}}}\right)^K (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \frac{\epsilon}{2B^2\|\bar{x}^*\|^2} + \frac{\epsilon}{4}, \]

which, in conjunction with \( \tilde{\Phi}(z_K) \geq \tilde{\Phi}(z_K) \) and \( \tilde{\Phi}(\bar{x}^*) \leq \tilde{\Phi}(\bar{x}^*) = \Phi(\bar{x}^*) + \frac{\epsilon}{2B}\|\bar{x}^*\|^2 \), yields

\[ \Phi(z_K) - \Phi(\bar{x}^*) \leq \left(1 - \sqrt{\frac{\epsilon}{B^2 L_{\tilde{\Phi}}}}\right)^K (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \frac{\epsilon}{2B^2\|\bar{x}^*\|^2} + \frac{\epsilon}{4} + \frac{\epsilon}{2B^2}\|\bar{x}^*\|^2. \quad (101) \]

Recall \( \|\bar{x}^*\| = B \). Similarly to eq. (95), we choose

\[ K = \Theta\left(\sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \log(\frac{\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*) + \frac{\epsilon}{2\kappa}\|\bar{x}^*\|^2)}{\epsilon}}\right) \]

\[ = \tilde{\Theta}\left(\sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \tilde{\Phi}_y \tilde{L}_y}{\epsilon \mu_y^2}} + \sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \mu_y}{\epsilon \mu_y^4}} \sqrt{\|\nabla_y \tilde{f}(\bar{x}^*, y^*(\bar{x}^*))\|} \right) \]

\[ + \sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \mu_y}{\epsilon \mu_y^4}} \left(\frac{2B^2}{\epsilon} (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \|\bar{x}^*\|^2 + B^2 \right) \frac{1}{2}. \quad (102) \]

Then, we obtain from eq. (101) that \( \Phi(z_K) - \Phi(\bar{x}^*) \leq \epsilon \), and the complexity \( C_{\text{fun}}(A, \epsilon) \) after substituting eq. (99) into eq. (100) and eq. (102) is given by

\[ C_{\text{fun}}(A, \epsilon) = O(n_J + n_H + n_G) = O(K + KM + KN) \]

\[ = \tilde{\Theta}\left(\sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \tilde{\Phi}_y \tilde{L}_y}{\epsilon \mu_y^2}} + \sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \mu_y}{\epsilon \mu_y^4}} \sqrt{\|\nabla_y \tilde{f}(\bar{x}^*, y^*(\bar{x}^*))\|} \right) \]

\[ + \sqrt{\frac{B^2 L_{\tilde{\Phi}}^2 \mu_y}{\epsilon \mu_y^4}} \left(\frac{2B^2}{\epsilon} (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \|\bar{x}^*\|^2 + B^2 \right) \frac{1}{2}. \quad (103) \]

Next, we characterize the convergence rate and complexity under the gradient norm metric. Note that in this case we choose \( R = B \). Using eq. (9.14) in Boyd et al. (2004), we have

\[ \|\nabla \tilde{\Phi}(z_k)\|^2 \leq 4L_{\tilde{\Phi}}(\tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*)) + \frac{4\epsilon^2}{B^2} \|z_k - \bar{x}^*\|^2 + \frac{4\epsilon^2}{B^2}\|\bar{x}^*\|^2 \]

\[ (i) \]

\[ \leq 4L_{\tilde{\Phi}}(\tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*)) + \frac{8\epsilon}{B} (\tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*)) + \frac{16\epsilon^2}{B^2}\|\bar{x}^*\|^2 \]

\[ = \left(4L_{\tilde{\Phi}} + \frac{8\epsilon}{B}\right)(\tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*)) + \frac{16\epsilon^2}{B^2}\|\bar{x}^*\|^2, \quad (104) \]

where (i) follows from the strong convexity of \( \tilde{\Phi}(\cdot) \) and \( \|\bar{x}^*\| \leq 2\|\bar{x}^*\| \), and \( L_{\tilde{\Phi}} \) takes the same form as \( L_{\Phi} \) in eq. (75) except that \( L_x, f, x^* \) and \( \Phi \) become \( L_x + \frac{\epsilon}{2} \), \( \tilde{f}, \bar{x}^* \) and \( \tilde{\Phi} \) in
eq. (75), respectively. Then, using an approach similar to eq. (94) in the proof of Theorem 9 with \( \epsilon \) and \( \mu_x \) being replaced by \( \epsilon^2/(4L_{\Phi} + \frac{8\epsilon}{B}) \) and \( \frac{\epsilon}{B} \), respectively, we have

\[
\tilde{\Phi}(z_K) - \tilde{\Phi}(\bar{x}^*) \leq \left( 1 - \sqrt{\frac{\epsilon}{BL_{\Phi}}} \right)^K (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \frac{\epsilon}{2B} \|\bar{x}^*\|^2 + \frac{\epsilon^2}{2(4L_{\Phi} + \frac{8\epsilon}{B})},
\]

which, in conjunction with eq. (90) and eq. (104), yields

\[
\|\nabla \Phi(z_k)\|^2 \leq \left( 1 - \sqrt{\frac{\epsilon}{BL_{\Phi}}} \right)^K (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \frac{\epsilon}{2B} \|\bar{x}^*\|^2 + \frac{\epsilon^2}{2} + \frac{16\epsilon^2}{B^2} \|x^*\|^2.
\]

Note that \( \|x^*\| = B \). Then, to achieve \( \|\nabla \Phi(z_k)\| \leq 5\epsilon \), it suffices to choose \( M, N \) similarly to eq. (100), and choose

\[
K = \Theta\left( \sqrt{\frac{BL_{\Phi}}{\epsilon}} \log \left( \frac{\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*) + \frac{\epsilon}{2B} \|\bar{x}^*\|^2}{\epsilon} \right) \right).
\]

This in conjunction with eq. (99) yields

\[
C_{\text{grad}}(\mathcal{A}, \epsilon) = O(n_J + n_H + n_G) = O(K + KM + KN)
\]

\[
= \tilde{O}\left( \sqrt{\frac{BL_{\Phi}L_xL_y}{\epsilon \mu_x^3}} + \sqrt{\frac{BL_{\Phi}L_xL_y}{\epsilon \mu_y^4}} \sqrt{\|\nabla_y \tilde{f}(x^*, x^*(\bar{x}^*))\|} \right)
\]

\[
+ \sqrt{\frac{BL_{\Phi}L_xL_y}{\epsilon \mu_y^5}} \left( \frac{2B}{\epsilon} (\tilde{\Phi}(0) - \tilde{\Phi}(\bar{x}^*)) + \|\bar{x}^*\|^2 + B \right)^{\frac{1}{2}}
\]

which finishes the proof.

**Appendix I. Proof of Theorem 12**

Note that for the quadratic inner problem, the Jacobians \( \nabla_x \nabla_y g(x, y) \) and Hessians \( \nabla_x^2 g(x, y) \) are constant matrices, which imply that the parameters \( \rho_{xx} = \rho_{xy} = 0 \) in Assumption 2. Then, letting \( \rho_{xx} = \rho_{xy} = 0 \) in the results of Theorem 11 finishes the proof.

**Appendix J. Proof of Theorem 13**

Based on the update in line 9 of Algorithm 2, we have, for any \( x \in \mathbb{R}^p \)

\[
(\beta_k G_k, x_{k+1} - x) = \tau_k (x - x_{k+1}, x_{k+1} - \bar{x}_k) + (1 - \tau_k) (x - x_{k+1}, x_{k+1} - x_k)
\]

\[
(\ref{eq:105})
\]

Note that \( P \) in the above eq. (105) satisfies

\[
P = (\bar{x}_k - x_{k+1}, x - \bar{x}_k) + \|x - \bar{x}_k\|^2 - \|x - x_{k+1}\|^2
\]

\[
= -P + \|x - \bar{x}_k\|^2 - \|\bar{x}_k - x_{k+1}\|^2 - \|x - x_{k+1}\|^2,
\]
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which yields \( P = \frac{1}{2} \| x - \bar{x}_k \|^2 - \| \bar{x}_k - x_{k+1} \|^2 - \| x - x_{k+1} \|^2 \). Taking an approach similar to the derivation of \( P \), we can obtain \( Q = \frac{1}{2} \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \). Then, substituting the forms of \( P, Q \) to eq. (105) and using the choices of \( \tau_k \) and \( \beta_k \), we have

\[
\langle G_k, \frac{\sqrt{\alpha \mu_x}}{2} (x_{k+1} - x) \rangle = \frac{\sqrt{\alpha \mu_x}}{8} \left( \| x - \bar{x}_k \|^2 - \| \bar{x}_k - x_{k+1} \|^2 - \| x - x_{k+1} \|^2 \right) + 2 \mu_x - \frac{\sqrt{\alpha \mu_x}}{8} \left( \| x - x_k \|^2 - \| x - x_{k+1} \|^2 - \| x_k - x_{k+1} \|^2 \right). \tag{106}
\]

Based on the update \( z_{k+1} = \bar{x}_k - \alpha_k G_k \) and the choice of \( \alpha_k = \alpha \), we have, for any \( x' \in \mathbb{R}^p \),

\[
\langle z_{k+1} - x', G_k \rangle = \frac{1}{\alpha} \left( x' - z_{k+1}, z_{k+1} - \bar{x}_k \right) = \frac{1}{2\alpha} \left( \| x' - \bar{x}_k \|^2 - \| x' - z_{k+1} \|^2 - \| z_{k+1} - \bar{x}_k \|^2 \right). \tag{107}
\]

Let \( x' = (1 - \frac{\sqrt{\alpha \mu_x}}{2}) z_k + \frac{\sqrt{\alpha \mu_x}}{2} \) and recall \( \bar{x}_k = \eta_k x_k + (1 - \eta_k) z_k \). Then, we have

\[
\| x' - \bar{x}_k \|^2 = \frac{\sqrt{\alpha \mu_x}}{2} \left( x_{k+1} - z_k \right) + \frac{\sqrt{\alpha \mu_x}}{2} \left( z_k - x_k \right) \]

\[
= \frac{\sqrt{\alpha \mu_x}}{2} \left( x_{k+1} - x_k \right) + \frac{\sqrt{\alpha \mu_x}}{2} \left( z_k - x_k \right) \]

\[
= (\alpha \mu_x) \left( 1 - \frac{\sqrt{\alpha \mu_x}}{2} \right) \left( x_{k+1} - x_k \right) + \frac{\sqrt{\alpha \mu_x}}{2} \left( x_{k+1} - \bar{x}_k \right) \]

\[
\leq \frac{\alpha \mu_x \sqrt{\alpha \mu_x}}{4} \left( x_{k+1} - x_k \right) + \frac{\alpha \mu_x \sqrt{\alpha \mu_x}}{8} \left( x_{k+1} - \bar{x}_k \right)^2, \tag{108}
\]

where (i) follows because \( \bar{x}_k - x_k = \frac{2}{\sqrt{\alpha \mu_x}} (z_k - x_k) \). Then, substituting eq. (108) into eq. (107), adding eq. (106) and eq. (107), and cancelling out several negative terms, we have

\[
\langle G_k, \frac{\sqrt{\alpha \mu_x}}{2} (z_{k+1} - x) + (1 - \frac{\sqrt{\alpha \mu_x}}{2}) (z_{k+1} - z_k) \rangle \leq \frac{\alpha \mu_x \sqrt{\alpha \mu_x}}{8} \| x - \bar{x}_k \|^2 - \frac{1}{2\alpha} \| z_{k+1} - \bar{x}_k \|^2 - \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \| x_{k+1} - \bar{x}_k \|^2 \]

\[
- \frac{\mu_x}{4} \| x - x_{k+1} \|^2 - \frac{2\mu_x - \sqrt{\alpha \mu_x \mu_x}}{16} \| x_k - x_{k+1} \|^2. \tag{109}
\]

Next, we characterize the smoothness property of \( \Phi(x) \). Using the form of \( \nabla \Phi(x) \) in eq. (7), and based on Assumptions 1, 2 and Assumption 3 that \( \| \nabla_y f(\cdot, \cdot) \| \leq U \), we have, for any \( x_1, x_2 \in \mathbb{R}^p \),

\[
\| \nabla \Phi(x_1) - \nabla \Phi(x_2) \|
\leq \| \nabla_x f(x_1, y^*(x_1)) - \nabla_x f(x_2, y^*(x_2)) \|
+ \| \nabla_x \nabla_y g(x_1, y^*(x_1)) \nabla^2 g(x_1, y^*(x_1))^{-1} \nabla y_f(x_1, y^*(x_1))
- \nabla_x \nabla_y g(x_2, y^*(x_2)) \nabla^2 g(x_2, y^*(x_2))^{-1} \nabla y_f(x_2, y^*(x_2)) \|
\leq L_x \| x_1 - x_2 \| + L_{xy} \| y^*(x_1) - y^*(x_2) \|
+ \frac{L_{xy}}{\mu_y} (L_{xy} \| x_1 - x_2 \| + L_y \| y^*(x_1) - y^*(x_2) \|)
\]
\[ + \left( \frac{U_{\rho xy}}{\mu y} + \frac{L_{xy}U_{\rho y}}{\mu_y^2} \right) (\|x_1 - x_2\| + \|y^*(x_1) - y^*(x_2)\|), \]

which, combined with Lemma 2.2 in Ghadimi and Wang (2018) that \( \|y^*(x_1) - y^*(x_2)\| \leq \frac{L_{xy}}{\mu y} \|x_1 - x_2\| \), yields

\[
\|\nabla \Phi(x_1) - \nabla \Phi(x_2)\|
\leq \left( L_x + \frac{2L_{xy}L_{xy}}{\mu y} + \left( \frac{U_{\rho xy}}{\mu y} + \frac{U_{\rho xy}L_{xy}}{\mu_y^2} \right) \left( 1 + \frac{L_{xy}^2}{\mu_y^2} \right) \right) \|x_1 - x_2\|. \tag{110}
\]

Then, based on the above \( L_{\Phi}\)-smoothness of \( \Phi(\cdot) \), we have

\[
\Phi(z_{k+1}) \leq \Phi(\bar{x}_k) + \langle \nabla \Phi(\bar{x}_k), z_{k+1} - \bar{x}_k \rangle + \frac{L_{\Phi}}{2} \|z_{k+1} - \bar{x}_k\|^2
= \left( 1 - \frac{\sqrt{\alpha \mu_x}}{2} \right) \left( \Phi(\bar{x}_k) + \langle \nabla \Phi(\bar{x}_k), z_{k+1} - \bar{x}_k \rangle \right)
+ \frac{\sqrt{\alpha \mu_x}}{2} \left( \Phi(\bar{x}_k) + \langle \nabla \Phi(\bar{x}_k), x - \bar{x}_k \rangle \right)
+ \frac{\sqrt{\alpha \mu_x} \mu_x}{8} \|x - \bar{x}_k\|^2 - \frac{1}{2\alpha} \left( 1 - \alpha L_{\Phi} \right) \|z_{k+1} - \bar{x}_k\|^2 - \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \|x_{k+1} - \bar{x}_k\|^2
- \frac{\mu_x}{4} \|x - x_{k+1}\|^2 - \frac{2\mu_x - \sqrt{\alpha \mu_x} \mu_x}{16} \|x_k - x_{k+1}\|^2,
\]

which, in conjunction with the strong-convexity of \( \Phi(\cdot) \), \( \sqrt{\alpha \mu_x} \leq 1 \) and \( \alpha \leq \frac{1}{\sqrt{\mu_y}} \), yields

\[
\Phi(z_{k+1}) \leq \left( 1 - \frac{\sqrt{\alpha \mu_x}}{2} \right) \left( \Phi(z_k) - \frac{\mu_x}{2} \|z_k - \bar{x}_k\|^2 \right) + \frac{\sqrt{\alpha \mu_x}}{2} \left( \Phi(x) - \frac{\mu_x}{2} \|x - \bar{x}_k\|^2 \right)
+ \langle \nabla \Phi(\bar{x}_k) - G_k, \frac{\sqrt{\alpha \mu_x} \mu_x}{8} \|x - \bar{x}_k\|^2 - \frac{1}{4\alpha} \|z_{k+1} - \bar{x}_k\|^2 - \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \|x_{k+1} - \bar{x}_k\|^2 \rangle
- \frac{\mu_x}{4} \|x - x_{k+1}\|^2 - \frac{2\mu_x - \sqrt{\alpha \mu_x} \mu_x}{16} \|x_k - x_{k+1}\|^2. \tag{112}
\]

Note that we have the equality that

\[
\frac{\sqrt{\alpha \mu_x}}{2} (z_{k+1} - x) + \left( 1 - \frac{\sqrt{\alpha \mu_x}}{2} \right) (z_{k+1} - z_k)
= (z_{k+1} - \bar{x}_k) + \frac{\sqrt{\alpha \mu_x}}{2} (\bar{x}_k - x) + \left( 1 - \frac{\sqrt{\alpha \mu_x}}{2} \right) (\bar{x}_k - z_k). \tag{113}
\]
Then, using eq. (113) and the Cauchy-Schwarz inequality, we have
\[
\langle \nabla \Phi(\bar{x}_k) - G_k, \frac{\sqrt{\alpha \mu_x}}{2}(z_{k+1} - x) + (1 - \frac{\sqrt{\alpha \mu_x}}{2})(z_{k+1} - z_k) \rangle \\
\leq \left(2\alpha + \frac{1}{2\mu_x} + \frac{\sqrt{\alpha \mu_x}}{4\mu_x} \right) \| \nabla \Phi(\bar{x}_k) - G_k \|^2 + \frac{1}{8\alpha} \| z_{k+1} - \bar{x}_k \|^2 + \frac{\sqrt{\alpha \mu_x} \mu_x}{8} \| \bar{x}_k - x \|
\]
\[
+ (1 - \frac{\sqrt{\alpha \mu_x}}{2}) \mu_x \| z_k - \bar{x}_k \|^2. \quad (114)
\]
Substituting eq. (114) into eq. (112) and cancelling out negative terms, we have
\[
\Phi(z_{k+1}) \leq (1 - \frac{\sqrt{\alpha \mu_x}}{2}) \Phi(z_k) + \frac{\sqrt{\alpha \mu_x}}{2} \Phi(x) - \frac{1}{8\alpha} \| z_{k+1} - \bar{x}_k \|^2 - \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \| \bar{x}_{k+1} - \bar{x}_k \|^2
\]
\[
+ \left(2\alpha + \frac{1}{2\mu_x} + \frac{\sqrt{\alpha \mu_x}}{4\mu_x} \right) \| \nabla \Phi(\bar{x}_k) - G_k \|^2. \quad (115)
\]
We next upper-bound the hypergradient estimation error \( \| \nabla \Phi(\bar{x}_k) - G_k \|^2 \). Recall that
\[
G_k := \nabla_x f(\bar{x}_k, y^N_k) - \nabla_x \nabla_y g(\bar{x}_k, y^N_k)v^M_k,
\]
where \( v^M_k \) is the \( M \)th step output of the heavy-ball method for solving
\[
\min_v Q(v) := \frac{1}{2} v^T \nabla^2_y g(\bar{x}_k, y^N_k) v - v^T \nabla_y f(\bar{x}_k, y^N_k)
\]
Then, based on the convergence result of the heavy-ball method in Badithela and Seiler (2019) with the stepsizes \( \lambda = \frac{4}{(\sqrt{L_y} + \sqrt{\mu_y})^2} \) and \( \theta = \max \left\{ \left(1 - \sqrt{\lambda \mu_y}\right)^2, \left(1 - \sqrt{\lambda L_y}\right)^2 \right\} \), we have
\[
\| v^M_k - \nabla^2_y g(\bar{x}_k, y^N_k)^{-1} \nabla_y f(\bar{x}_k, y^N_k) \| \leq \left( \frac{\sqrt{R_y} - 1}{\sqrt{R_y} + 1} \right)^M \| \nabla^2_y g(\bar{x}_k, y^N_k)^{-1} \nabla_y f(\bar{x}_k, y^N_k) \|
\]
\[
\leq \frac{(i) U}{\mu_y} \left( \frac{1}{\sqrt{R_y} + 1} \right)^M, \quad (117)
\]
where \( (i) \) follows from Assumption 3 that \( \| \nabla_y f(\cdot, \cdot) \| \leq U \). Let \( y^*_k = \arg \min_y g(\bar{x}_k, y) \). Then, based on the form of \( \nabla \Phi(x) \) in eq. (7), we have
\[
\| G_k - \nabla \Phi(\bar{x}_k) \|
\leq \| \nabla_x f(\bar{x}_k, y^N_k) - \nabla_x f(\bar{x}_k, y^*_k) \| + \bar{L}_{xy} \| v^M_k - \nabla^2_y g(\bar{x}_k, y^*_k)^{-1} \nabla_y f(\bar{x}_k, y^*_k) \|
\]
\[
+ \frac{\| \nabla_y f(\bar{x}_k, y^*_k) \|}{\mu_y} \| \nabla_x \nabla_y g(\bar{x}_k, y^N_k) - \nabla_x \nabla_y g(\bar{x}_k, y^*_k) \|
\]
\[
\leq \bar{L}_{xy} \| y^*_k - y^N_k \| + \frac{\bar{L}_{xy} \| v^M_k - \nabla^2_y g(\bar{x}_k, y^N_k)^{-1} \nabla_y f(\bar{x}_k, y^N_k) \|}{\mu_y}
\]
\[
+ \bar{L}_{xy} \| \nabla^2_y g(\bar{x}_k, y^N_k)^{-1} \nabla_y f(\bar{x}_k, y^N_k) - \nabla^2_y g(\bar{x}_k, y^*_k)^{-1} \nabla_y f(\bar{x}_k, y^*_k) \| + \frac{U \rho_{xy}}{\mu_y} \| y^N_k - y^*_k \|
\]
\[
\leq \left( \bar{L}_{xy} \overline{L}_{xy} \frac{L_y}{\mu_y} + \left( \rho_{xy} + \frac{\bar{L}_{xy} \rho_{yy}}{\mu_y^2} \right) U \right) \| y^N_k - y^*_k \| + \frac{U \bar{L}_{xy}}{\mu_y} \left( \frac{1}{\sqrt{R_y} + 1} \right)^M, \quad (118)
\]
where (i) follows from eq. (117). Note that $y^N_k$ is obtained as the $N^{th}$ step output of AGD. Then, based on the analysis in Nesterov (2003) for AGD, we have

$$
\|y^N_k - y^*_k\|^2 \leq \frac{\bar{L}_y + \mu_y}{\mu_y} \|y^0_k - y^*_k\|^2 \exp\left(-\frac{N}{\sqrt{\kappa_y}}\right) - \frac{\bar{L}_y + \mu_y}{\mu_y} \|y^N_{k-1} - y^*_k\|^2 \exp\left(-\frac{N}{\sqrt{\kappa_y}}\right)
$$

$$
\leq \frac{2(\bar{L}_y + \mu_y)}{\mu_y} \exp\left(-\frac{N}{\sqrt{\kappa_y}}\right)(\|y^N_{k-1} - y^*_k\|^2 + \|y^N_{k-1} - y^*_k\|^2)
$$

$$
\leq \frac{2(\bar{L}_y + \mu_y)}{\mu_y} \exp\left(-\frac{N}{\sqrt{\kappa_y}}\right)(\|y^N_{k-1} - y^*_k\|^2 + \kappa_y \|\bar{x}_k - \bar{x}_{k-1}\|^2),
$$

(119)

which, in conjunction with $\bar{x}_k - \bar{x}_{k-1} = \eta_k (x_k - \bar{x}_{k-1}) + (1 - \eta_k) (z_k - \bar{x}_{k-1})$, yields

$$
\|y^N_k - y^*_k\|^2 \leq \tau_N \|y^N_{k-1} - y^*_k\|^2 + \kappa_y \eta_k \tau_N \|x_k - \bar{x}_{k-1}\|^2
$$

$$
+ \kappa_y (1 - \eta_k) \tau_N \|z_k - \bar{x}_{k-1}\|^2.
$$

(120)

Telescoping eq. (120) over $k$ yields

$$
\|y^N_k - y^*_k\|^2 \leq \tau_N^k \|y^N_0 - y^*_0\|^2 + \sum_{i=0}^{k-1} \tau_N^{k-i} \kappa_y \eta_k \|x_{i+1} - \bar{x}_i\|^2 + \sum_{i=0}^{k-1} \tau_N^{k-i} \kappa_y (1 - \eta_k) \|z_{i+1} - \bar{x}_i\|^2,
$$

which, in conjunction with eq. (115) and eq. (118) and letting $x = x^*$, yields

$$
\Phi(z_{k+1}) - \Phi(x^*) \leq (1 - \frac{\sqrt{\alpha \mu_x}}{2}) (\Phi(z_k) - \Phi(x^*)) - \frac{1}{8\alpha} \|z_{k+1} - \bar{x}_k\|^2 - \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \|x_{k+1} - \bar{x}_k\|^2
$$

$$
+ \lambda \sum_{i=0}^{k-1} \tau_N^{k-i} \kappa_y \eta_k \|x_{i+1} - \bar{x}_i\|^2 + \lambda \sum_{i=0}^{k-1} \tau_N^{k-i} \kappa_y (1 - \eta_k) \|z_{i+1} - \bar{x}_i\|^2
$$

$$
+ \Delta + \lambda \tau_N^k \|y^*_0 - y^*_0\|^2,
$$

(121)

where $\Delta$ and $\lambda$ are given by

$$\Delta = \left(4\alpha + \frac{1}{\mu_x} + \frac{\sqrt{\alpha \mu_x}}{2\mu_x} \right) U^2 \bar{L}_x^2 \left(\frac{\sqrt{\kappa_y} - 1}{\sqrt{\kappa_y} + 1}\right)^2 M$$

$$\lambda = \left(4\alpha + \frac{1}{\mu_x} + \frac{\sqrt{\alpha \mu_x}}{2\mu_x} \right) \left(L_y + L_x \bar{L}_y \mu_y + (\bar{L}_x \rho_{xy} \mu_y + \bar{L}_y \rho_{xy} \mu_y) U^2\right).
$$

(122)

Telescoping eq. (121) over $k$ from 0 to $K - 1$ and noting that $0 < \eta_k \leq 1$, we have

$$
\Phi(z_K) - \Phi(x^*) \leq (1 - \frac{\sqrt{\alpha \mu_x}}{2})^K (\Phi(z_0) - \Phi(x^*)) - \frac{1}{8\alpha} \sum_{k=0}^{K-1} \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right)^{K-1-k} \|z_{k+1} - \bar{x}_k\|^2
$$

$$
- \frac{\mu_x \sqrt{\alpha \mu_x}}{16} \sum_{k=0}^{K-1} \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right)^{K-1-k} \|x_{k+1} - \bar{x}_k\|^2 + \frac{2\Delta}{\sqrt{\alpha \mu_x}}
$$

$$
+ \sum_{k=0}^{K-1} \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right)^{K-1-k} \lambda \tau_N^k \|y^*_0 - y^*_0\|^2.
$$
Recall the definition of $\tau$. Based on eq. (125) and eq. (126), the total complexity is given by

$$
+ \lambda \sum_{k=0}^{K-1} (1 - \frac{\sqrt{\alpha \mu_x}}{2}) K^{-1-k} \tau_N^{k-i} \kappa_y \| x_{i+1} - \bar{x}_i \|^2 \\
+ \lambda \sum_{k=0}^{K-1} (1 - \frac{\sqrt{\alpha \mu_x}}{2}) K^{-1-k} \tau_N^{k-i} \kappa_y \| z_{i+1} - \bar{z}_i \|^2,
$$

which, in conjunction with the fact that $k \leq K - 1$, yields

$$
\Phi(z_K) - \Phi(x^*) \leq \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right) K \left(\Phi(z_0) - \Phi(x^*)\right) - \frac{1}{8\alpha} \sum_{k=0}^{K-1} (1 - \frac{\sqrt{\alpha \mu_x}}{2}) K^{-1-k} \| z_{k+1} - \bar{x}_k \|^2 \\
- \frac{\mu_x}{16} \sum_{k=0}^{K-1} (1 - \frac{\sqrt{\alpha \mu_x}}{2}) K^{-1-k} \| x_{k+1} - \bar{x}_k \|^2 + \frac{2\Delta}{\sqrt{\alpha \mu_x}} \\
+ \sum_{k=0}^{K-1} (1 - \frac{\sqrt{\alpha \mu_x}}{2}) K^{-1-k} \lambda \gamma^{\frac{1}{2}} \| y^*_0 - y^*_N \|^2 \\
+ \frac{2\tau_N \lambda \kappa_y}{\sqrt{\alpha \mu_x}} \sum_{k=0}^{K-2} \tau_N^{K-2-i} \| x_{i+1} - \bar{x}_i \|^2 + \frac{2\tau_N \lambda \kappa_y}{\sqrt{\alpha \mu_x}} \sum_{k=0}^{K-2} \tau_N^{K-2-i} \| z_{i+1} - \bar{z}_i \|^2. \tag{123}
$$

Recall the definition of $\tau_N$ in eq. (119). Then, choose $N$ such that

$$
\tau_N = \frac{2(\bar{L}_y + \mu_y)}{\mu_y} \exp\left(-\frac{N}{\sqrt{\kappa_y}}\right) \leq \min\left\{ \frac{\sqrt{\mu_x}}{16 \lambda \kappa_y \sqrt{\alpha}}, \frac{\alpha \mu_x^2}{32 \lambda \kappa_y^2}, \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right)^2 \right\}, \tag{124}
$$

which, in conjunction with eq. (123), yields

$$
\Phi(z_K) - \Phi(x^*) \leq \left(1 - \frac{\sqrt{\alpha \mu_x}}{2}\right) K \left(\Phi(z_0) - \Phi(x^*)\right) + \frac{2\lambda \| y^*_0 - y^*_N \|^2}{\sqrt{\alpha \mu_x}} + \frac{2\Delta}{\sqrt{\alpha \mu_x}}.
$$

Then, based on the definitions of $\lambda$ and $\Delta$ in eq. (122) and $L_\Phi$ in eq. (110), to achieve $\Phi(z^K) - \Phi(x^*) \leq \epsilon$, we have

$$
K = \tilde{O}\left(\sqrt{\frac{U \bar{L}_y \rho_{yy}}{\mu_x \mu_y^3}}\right), \quad M = \tilde{O}\left(\sqrt{\frac{\bar{L}_y}{\mu_y}}\right). \tag{125}
$$

In addition, it follows from eq. (124) that

$$
N = \tilde{O}\left(\sqrt{\frac{\bar{L}_y}{\mu_y}}\right). \tag{126}
$$

Based on eq. (125) and eq. (126), the total complexity is given by

$$
C_{\text{fun}}(A, \epsilon) = \mathcal{O}(n_J + n_H + n_G) = \mathcal{O}(K + KM + KN) \\
= \tilde{O}\left(\sqrt{\frac{U \bar{L}_y \rho_{yy} \bar{L}_y}{\mu_x \mu_y^3}}\right),
$$

which finishes the proof.
Appendix K. Proof of Theorem 14

Let $\tilde{x}^*$ be the minimizer of $\tilde{\Phi}(\cdot)$. Then, applying the results in Theorem 13 to $\Phi(x)$ with the strongly-convex parameter $\mu_x = \frac{\epsilon}{B^2}$ and choosing $N = \Theta\left(\sqrt{\frac{L_y}{\mu_y}} \log\left(\text{poly} \left( B, \epsilon, \mu_y, U \right) \right) \right)$, we have

$$\Phi(z_K) - \Phi(\tilde{x}^*) \leq (1 - \frac{\sqrt{\epsilon}}{2 \sqrt{2L_y B}}) K \left( \Phi(z_0) - \Phi(\tilde{x}^*) + \frac{2 \sqrt{2L_y B} \lambda \|y_0^* - y_0^N\|^2}{\sqrt{\alpha \epsilon}} \right) + \frac{2 \Delta B L_y}{\sqrt{\epsilon}},$$

where $\Delta$ and $\lambda$ take the same forms as $\Delta$ and $\lambda$ in eq. (122) with $\mu_x$ being replaced by $\frac{\epsilon}{B^2}$.

By choosing $M = \Theta\left(\sqrt{\frac{L_y}{\mu_y}} \log\left(\text{poly} \left( B, \epsilon, \mu_y, U \right) \right) \right)$ in $\tilde{\Delta}$, we have $\frac{2 \tilde{\Delta} B L_y}{\sqrt{\epsilon}} \leq \frac{\epsilon}{4}$, and hence

$$\Phi(z_K) - \Phi(\tilde{x}^*) \leq (1 - \frac{\sqrt{\epsilon}}{2 \sqrt{2L_y B}}) K \left( \Phi(z_0) - \Phi(\tilde{x}^*) + \frac{2 \sqrt{2L_y B} \lambda \|y_0^* - y_0^N\|^2}{\sqrt{\alpha \epsilon}} \right) + \frac{\epsilon}{4},$$

which, in conjunction with $\Phi(z_K) \geq \Phi(z_0)$, $\Phi(\tilde{x}^*) \leq \Phi(\tilde{x}^*) = \Phi(x^*) + \frac{\epsilon}{2B^2} \|x^*\|^2$ and $z_0 = 0$, yields

$$\Phi(z_K) - \Phi(x^*) \leq (1 - \frac{\sqrt{\epsilon}}{2 \sqrt{2L_y B}}) K \left( \Phi(0) - \Phi(\tilde{x}^*) + \frac{2 \sqrt{2L_y B} \lambda \|y_0^* - y_0^N\|^2}{\sqrt{\alpha \epsilon}} \right)$$

$$\quad + \frac{\epsilon}{4} + \frac{\epsilon}{2B^2} \|x^*\|^2.$$  \hspace{1cm} (127)

Based on eq. (99), we have $\Phi(0) - \Phi(\tilde{x}^*) \leq \Phi(0) - \Phi(x^*)$, which, combined with $\|x^*\| = B$ and $K = \tilde{\Theta}\left(B \sqrt{\frac{L_y^2 \rho_y}{\epsilon \mu_y^2}} \right)$, yields $\Phi(z_K) - \Phi(x^*) \leq \epsilon$. Then, the total complexity satisfies

$$C_{\text{fun}}(A, \epsilon) = \mathcal{O}(n_J + n_H + n_G) = \mathcal{O}(K + KM + KN) = \tilde{O}\left(B \sqrt{\frac{L_y^2 \rho_y}{\epsilon \mu_y^2}} \right).$$  \hspace{1cm} (128)

which finishes the proof.
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