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Synthetic data generation has proven to be a promising solution for addressing data availability issues in various domains. Even more challenging is the generation of synthetic time series data, where one has to preserve temporal dynamics, i.e., the generated time series must respect the original relationships between variables across time. Recently proposed techniques such as generative adversarial networks (GANs) and quantum-GANs lack the ability to attend to the time series specific temporal correlations adequately. We propose using the inherent nature of quantum computers to simulate quantum dynamics as a technique to encode such features. We start by assuming that a given time series can be generated by a quantum process, after which we proceed to learn that quantum process using quantum machine learning. We then use the learned model to generate out-of-sample time series and show that it captures unique and complex features of the learned time series. We also study the class of time series that can be modeled using this technique. Finally, we experimentally demonstrate the proposed algorithm on an 11-qubit trapped-ion quantum machine.

\section*{Introduction}

Extracting dynamical models and their qualitative characteristics from given time series data appears in various settings, including (but certainly not limited to) tracking \cite{1}, medical imaging \cite{2}, financial \cite{3}, and video analysis \cite{4}. Broadly, such methods can be classified into a spectrum of methods bounded by two extreme settings - deterministic dynamical models and generalized learning models. Deterministic dynamical models involve analytically modeling the process based on a specific set of assumptions. The model parameters are fit to agree with the data, which can then be used as a black box to analyze/predict the characteristics of the underlying process. In contrast, generalized learning models rely on searching and exploring for a solution in the hypothesis space. In general, a searchable hypothesis space can be pretty significant, even for reasonably simple data, and thus, one often restricts the search space by various techniques including, but not limited to, restricting the model architecture, learning procedure, etc. More concretely, we define the following problem - an unknown process emits multidimensional data at various time steps; with access limited to the emitted data only, can one recreate the process as a black box? In fact, many data sets, from language sentences to stock prices, assume that form. The simplest assumption to model such a process could be to start with a deterministic dynamical model, where we assume that the process emits data in each dimension sampled from a distribution, parameters of which can be fit for the given data. On the other extreme, one can train a deep recurrent neural network \cite{5} to learn the process, training which would result in learning the black-box process. More often than not, it is unfavorable to over-parametrize a network in the hope of learning unknown features, as this increases the space of searchable models exponentially. An intriguing aspect of these learning methods is to explore architectures of networks that encode enough information about the problem to guide them to the solution model while being general enough to capture the required features.

Although there exist many networks specifically tuned for a particular model space, recently, physics-motivated architectures \cite{6, 7} have been explored to learn problems that are hard to generalize. Inspired by the these classical
learning methods, we propose a physics-inspired quantum machine learning algorithm that can model the unknown process of a multi-dimensional time series. Intuitively, we propose using the dynamics of an open quantum system as a surrogate for the unknown process. We do this by embedding the open system \((\mathcal{H}_s)\) in a larger Hilbert space interacting with an environment \((\mathcal{H}_e)\). The goal then is to learn the Hamiltonian, which dictates the combined evolution of this entangled model living in \(\mathcal{H}_s \otimes \mathcal{H}_e\). This model opens up the opportunity to dissect various information about the process. For instance, assessing changes in \(\mathcal{H}_e\) at specific times could potentially give us insights into the process’ environment. One could also, in principle, put constraints on the environment Hamiltonian based on the process’ assumptions. 

b. Formalism : To better understand the class of time series being modeled via this technique, we develop the notion of \(K\)-Coherence. For a natural number \(m\), a \(m\)-dimensional discrete time series is a sequence \(\mathbf{X} = (s_1, ..., s_m)\), all of which are of the same length, with possible states being \(\{0, 1\} \cup \{2^n - 1\}\). For \(l \in \{1, ..., m\}\), we define the transition probabilities for the time series \(s_l\), and denote \(T_{ij}^l(k)\) as the probability of transitioning from the state \(i\) to \(j\) in \(k\) steps for the time series \(s_l\). Let \(K = \{k_0, ..., k_{n-1}\}\) be a set of natural numbers. We say that an \(m\)-dimensional time series \(\mathbf{X} = (s_1, ..., s_m)\) is \(K\)-Coherent if:

1. \(\mathbf{X}\) is \(K\)-CPTP compatible.

2. There is a finite-dimensional Hilbert space \(\mathcal{H}_s\) such that, for every \(l \in \{1, ..., m\}\), \(\mathcal{H}_{s_1} \otimes \ldots \otimes \mathcal{H}_{s_{l-1}} \otimes \mathcal{H}_{s_{l+1}} \otimes \ldots \otimes \mathcal{H}_{s_m} \otimes \mathcal{H}_e\) satisfies the conclusion of Stinespring’s theorem for \(\mathcal{E}_k^l\) for every \(k \in K\).

3. There is a unitary \(U\) acting on \(\mathcal{H}_{s_1} \otimes \ldots \otimes \mathcal{H}_{s_m} \otimes \mathcal{H}_e\) such that for every \(l \in \{1, ..., m\}\) and \(k \in K\), the unitary \(U_k = U_{k,l}\) from Stinespring’s theorem for \(\mathcal{E}_k^l\) satisfies \(U_k = U^k\).

As an immediate corollary to Stinespring’s dilation theorem [8], we get the following — given a \(K\)-CPTP compatible time series \(\mathbf{X}\), for every \(k \in K\) and \(l \in \{1, ..., m\}\), there is a unitary \(U_{k,l}\) witnessing the conclusion of Stinespring’s theorem for the CPTP map \(\mathcal{E}_k^l\). Therefore, given the \(k\)-step transition matrices of \(\mathbf{X}\), it should be possible to learn the unitaries \(U_{k,l}\)’s for \(k \in K\) and \(l \in \{1, ..., m\}\). Next, we will consider the case where our learning task is reduced to learning the matrices \(U_{k,l}\) when they all arise from powers of the same matrix \(U\). We start by defining the notion of \(K\)-Coherence in the following way.

Definition 1. Let \(K = \{k_0, ..., k_{n-1}\}\) be a set of natural numbers. We say that an \(m\)-dimensional time series \(\mathbf{X} = (s_1, ..., s_m)\) is \(K\)-Coherent if:

\[
\text{Tr}(|j\rangle \langle j| \mathcal{E}_k^l(|i\rangle \langle i|)) = T_{ij}^l(k). \tag{1}
\]
for a detailed discussion of $X = (s_t)$ one-dimensional time series.

With Def. 1, we set the formal requirement for time series that can be modeled via the powers of a single unitary matrix. It can be shown that the set of $K$-Coherent time series is strictly larger than those of time series formed from unistochastic transition matrices $^8$. While characterizing all time series that are $K$-Coherent is beyond the scope of this letter, we do numerically show below that a time series formed by a general stochastic differential equation comes under this set. We see that for any $K$-Coherent time series, one can always find a single parameter quantum unitary in a higher dimensional Hilbert space, the powers of which can model the temporal correlation of the original time series. As we will see in the subsequent discussion, this amounts to finding a quantum Hamiltonian in a bigger latent space, the dynamics of which, has a unique map to the given series $X$. Thus, one can, in theory, store the temporal information of such time series in a quantum channel (or equivalently a quantum Hamiltonian in a higher dimensional space).

Although the efficiency of such storage is to be evaluated, this gives us a technique to design a black box generative model that can be used to generate unseen time series with similar characteristics of the given series.

c. Algorithm : Given $X$, a classical $m$-dimensional $K$-Coherent time series, we start by considering $m$ Hilbert spaces, in which we embed the discrete classical states to their respective Hilbert space, the basis of which is spanned by the set of available classical states $^9$. In the previous discussion, we have seen that there exists a unitary $U$, the contents of which uniquely stores the higher-order transition probabilities of the given series, which can be accessed by its higher powers. Thus, in this formalism, we consider the existence of a systems+environment entangled single parameter unitary which guides the individual evolution of the time series. Equivalently using Stone’s theorem, we are interested in the Hamiltonian $H$, that acts on the larger $H_{s_1} \otimes \ldots \otimes H_s$ space, the time evolution of which results in the probability statistics of the given classical time series. To this end, similar to Ref. $^{10, 11}$ we parameterize the time dependent Hamiltonian (or the single parameter unitary) via the form

$$U_{\alpha}(t) = e^{-iH(\alpha)t} := V_{ih}(\alpha, t) := W_1(\theta)D_h(\gamma, t)W_1^\dagger(\theta),$$

where $W_1(\theta)$ is an $l$-layered parameterized quantum circuit, $D_h(\gamma, t)$ is an $h$-local parameterized diagonal unitary evolved for time $t$ and $\alpha = \{\gamma, \theta\}$ is the parameter set $^8$. Trainability of this ansatz for general probabilities was previously shown in Ref. $^{10}$ and SM. We now define

$$a_{ijkd}^{lh}(\alpha) = \text{Tr} \left( |j\rangle_d \langle j|_d \text{Tr}_{H_d} V_{ih}(\alpha, k) \langle i_d|_{i_d} \langle i_d|_d V_{ih}^\dagger(\alpha, t) \right).$$

Here, we use the notation $|j\rangle_d$ to indicate the $j^{th}$ basis state in Hilbert space $H_{s_j}$, $|i_d\rangle_{i_d}$ to indicate a state given by $|0\rangle_{i_1} \otimes |i_{i_1}\rangle_{i_1} \otimes \ldots |0\rangle_{i_l}$, and $\text{Tr}_{H_d}$ is to trace all the Hilbert spaces but $H_{s_d}$, the result of which is a mixed state $\rho_d \in S(H_{s_d})$. More verbally, we start by initializing state $|i\rangle \in H_{s_d}$, after which we evolve the state in the bigger combined Hilbert space for time $k$, using the parameterized unitary of the form $V_{ih}(\alpha, t)$ with $l$-layered $W$ and $h$-layered $D$ ansatz. We then trace out the effect of the pseudo environment, $i.e., H_{s_1} +$ systems other than $H_{s_d}$, resulting in $\rho_d \in S(H_{s_d})$. We finally project it on to state $|j\rangle_d \in H_{s_d}$. Thus $a_{ijkd}^{lh}(\alpha)$ gives us the probability measure of how likely it is for state $|j\rangle_d \rightarrow |i\rangle_d$ using a CPTP map when evolved for time $k$ using a parameterized circuit $V_{ih}(\alpha, t)$.

Given a time series $X$, it is straightforward to calculate the transition matrix for the $d^{th}$ time series for $k^{th}$ time step $T_{ij}^d(k)$. Thus one can define the cost function as

$$C_{th}(\alpha) = \sum_{ijdk} D \left( a_{ijkd}^{lh}(\alpha), T_{ij}^d(k) \right),$$

and the corresponding objective function as

$$\text{arg min}_{\alpha} C_{th}(\alpha),$$

where $D(\cdot, \cdot)$ is an appropriate measure of loss. It is important to note that the vector formed by suppressing the index $j$ for both $a$ and $T$ gives us a probability vector that sums up to one. This probability vector for $a$ can be efficiently calculated in a quantum computer as the final statistical measurement on the qubits in the given $H_{s_d}$ space. We thus use the Kullback-Leibler divergence as the loss measure in this index and calculate the following as the loss function throughout the letter,

$$C_{th}(\alpha) = \sum_{i,j,k,d} \left( \sum_{j} a_{ijkd}^{lh}(\alpha) \log \left( \frac{a_{ijkd}^{lh}(\alpha)}{T_{ij}^d(k)} \right) \right).$$

Complexity of this sum is given by the number of states in each Hilbert space times the total time steps. For a $K$ time step learning with each $d$ time series spanning a space of $n_1, n_2 \ldots n_q$ qubits, we have $O(\sum_{i=1}^{d} 2^{n_i} K)$ elements going into the summation. Typically, one randomizes the elements in this loss function into smaller mini-batch of size $\ll \sum_{i=1}^{d} 2^{n_i} K$.

d. Experimental Demonstration : Because of the fairly adaptable nature of resource requirements, the techniques introduced above are directly applicable to current day NISQ hardware. As a concrete example, we start by first generating a synthetic pair of correlated time series using the stochastic differential equation $dX^i = \mu dt + \sum_{j} \sigma_{ij} dw^j$, where $W_i$ represents the Brownian motion, with a drift term given by $\mu = (-1, -2)$ and correlation term given by $\sigma = \left( \begin{smallmatrix} 1 & 0.5 \\ 0.5 & 0.5 \end{smallmatrix} \right)$. This series is shown in Figure 2(a/e) as the red curve. Given the continuous and unbounded nature of the time series, we first make the series stationary by converting it into first order difference series. To convert this continuous stationary series into a discrete one, we bin the
data of both series into $2^{n_i} = 2$ states by using Symbolic Aggregate approXimation (SAX) [12] transformation. Thus, we can model each of the systems using only one qubit, thus requiring two qubits in total for the system. Though there is a theoretical upper bound for the environmental dimensionality from Stinespring dilation theorem, due to the inability of ansatz to access the entire Hilbert space, this is only a weak upper bound. We thus choose $n_e = 2$ qubits as the environment dimension, leading to 5 qubits in total for the combined system that includes the systems and its environment. One can compute the $2 \times 2$ transition matrix $T$ for time steps $T_k = \{1, 2, 10, 30, 50\}$. With this, we choose the Strongly Entangling circuit ansatz [8, 13] for $W$ with $l = 2$ and choose $h = 2$ connected diagonal matrix as our ansatz. We start by initializing the respective subspace with the basis vector to generate the $|i\rangle^{th}$ basis after which we evolve it for said time steps $T_k$ to compute the cost function given in Equation 3. We choose a mini-batch size of 30 for each iteration and use the gradient-free optimization routine COBYLA [14]. Due to various practical considerations, we run the optimization routine to find the optimal $\alpha^*$ using classical simulations in PennyLane [15] after which we turn to the 11-qubit trapped ion quantum hardware provided by IonQ [16] for generating the final results using the optimal parameters shown in Figure 2.

Once the model is trained, we use the model by initializing with a starting state ($|0\rangle \otimes |0\rangle$ in our case), and based on the requirement, one can proceed with multiple read-out techniques. Here, since we are interested in generating similar time series, we do a single shot readout for various time steps and collect the statistics. Figure 2(a/e) (blue) show the mean and variance of cumulative time series obtained by the generated by the two-state model using $\alpha^*$ and (b/f) shows the corresponding distribution of the first-order difference of the mean series. For convenience, we refer to the mean of the generated series as $X_q$ and the training data as $X_d$. First, we see that the temporal feature of the time series, i.e., the exponentially decreasing nature of the synthetic data has been recognized by the generative model. Second, by comparing the properties of first order differences $\partial_t X_q, \partial_t X_d$, we see that the model is capable of accounting for higher order temporal features in the data. This ability can be attributed to the learning process, during which we encode temporal features. First order differences play a significant role in real-world applications like financial time series, where it is a stationary return series. We now turn our focus to Figure 2(c/d) where we show the joint probability distribution of $\partial_t X_q$ and $\partial_t X_d$, where in (c) we see the apparent negative correlation we have encoded between $X_d$. Figure 2(d) shows the correlation between generated $X_q$. Our result demonstrates that the model is not just capable of capturing the effect of negative correlation but also, to a reasonable extent, the degree of correlations.

e. Discussion : Quantum extension (qGANs) of classical Generative Networks have recently been proposed [17, 18]. In Ref. [19], authors use qGANs to solve problems of similar spirit, however, we see that our model has the ability to capture temporal features better than that of GANs. This can be attributed to the specificity of our networks. Networks such as the one proposed in this letter are tuned specifically for learning temporal data where we associate a one-to-one map between the time evolution of our data and the quantum process we are learning. This is in stark contrast to general-purpose networks like qGANs (or Deep Neural Networks), where one gives the network the freedom to learn all the features while expecting (hoping) it to learn the minimal set required to capture the needed details. This amounts to finding the correct model from a more expansive search space of optimal network weights than architected networks. Having said that, general networks can be applied to a broader set of problems while the current network is better suited for dynamical problems.

We now discuss the potential quantum advantage of using the proposed network. We start by studying the class of the learned quantum dynamical process. One can measure the degree of quantum non-Markovianity [8, 20] associated with a quantum process ($\Phi$) as

$$N(\Phi) = \max_{\rho_{1,2}(0), \sigma > 0} \int_0^t dt \sigma(t, \rho_{1,2}(0)),$$  
where $\sigma(t, \rho_{1,2}(0)) = \frac{d}{dt} D(\rho_1(t), \rho_2(t))$ depends on the time $t$, initial states $\rho_{1,2}(0)$ with their time evolutions given by $\rho_{1,2}(t) = \Phi(t, 0)$$\rho_{1,2}(0)$ and $D(\cdot, \cdot)$ is the trace distance. Although a complete numerical measure of $N(\Phi)$ requires a large sampling of initial $\rho_{1,2}(0)$, our goal here is to show that the quantum process that a given classical series maps to is indeed that of a quantum non-Markovian open system. In Figure 2(g), we plot $N(\Phi)$ for a 1D time series modeled using a 1-qubit system and a 2-qubit environment with $\Phi$ being the quantum CPTP process that evolves the system state. Inset shows that the distance $D(\rho_1(t), \rho_2(t))$ between a pair of initial states as a function of time. We clearly see that process is not only non-Markovian but the strength of non-Markovianity increases with time. From the result, it is evident that optimal quantum simulation of such classical time series involves quantum non-Markov processes, which in general, are inefficient to be accessed classically and can only be classically simulated under certain approximations [21].

Though a basic framework of $K$-Coherence was introduced in the previous section, further work is needed to understand the class of classical time series processes that belong to this set. It can be shown that there exists time series that are $K$-Coherent for some $K$, but cannot be modeled by a closed system. However, it is not known whether there is a time series that cannot be $K$-Coherent for any $K$ [8]. Recent works [22, 23] have explored similar questions relating to quantum time series and their classical nature; however, we are concerned with the inverse problem — when does a classical time series correspond to that of an open quantum system? Note that in the
current setup, even though we do not allow for the most general form of open evolution, one can easily reformulate the cost function to include higher-order quantum maps — comb processes [24, 25]. This can be done by modifying the ansatz from $V_{\alpha}(\alpha, t) \mapsto \Pi_{\alpha} V_{\alpha}(\alpha, t)$, where the quantum channel of each unitary acts as individual independent CPTP maps. Similar works [26–28] have shown advantage when it comes to simulating a classical process using a quantum process for simpler assumptions on classical process. It is yet to be seen if such properties exist for $K$-Coherent processes. It is interesting to note that the problem of finding such unitary turns out to be closely related to the problem of solving a set of polynomials with integer coefficients, which is known to be hard [8].

In summary, we have developed a framework that utilizes a quantum resource as a black box to learn the features of an unknown process. We then propose using this quantum process as a generative network to generate unseen samples with characteristics similar to the unknown process. Our numerical and hardware results also demonstrate the model’s capability in learning higher-order features. With this method, we hope to provide a quantum network with the minimum structure required to learn temporal features without losing its ability to generalize. We show potential quantum advantages in two ways. First, by showing that the learning and simulation of certain classical processes can be quantum non-Markovian in nature. Second, by providing evidence that this particular problem of learning involves solving systems of polynomial equations in a particular way, which is computationally hard in general. Nevertheless, there are still critical questions that need to be addressed in future works, such as the stability of the network with respect to noise in quantum hardware, the size of the set of $K$-Coherent time series, bounds on environment resource requirement arising due to incapability of unitary ansatz to explore the entire space.
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I. INTRODUCTION

We provide more details to support the main text. Organization of supplemental material is as follows. We start with a general quantum process section II, which is dynamically evolved under both closed (section II 1) and open (section II 2) quantum channels. It is followed by a discussion on the notion of $K$–Coherence in section III, where we illustrate our analysis using a 2-qubit example. We then proceed to discuss the hardness of the learning problem in section IV. In section V, we demonstrate numerically the existence of a unique Hamiltonian that models the time series. A complete description of the ansatz as well as the learning procedure used in this study is given in section VI. Finally in section VII, we numerically explore the ability of our model to simulate non-Markovian dynamics.

II. QUANTUM PROCESS

We begin with the notion of a (pure) quantum state $|\psi\rangle$, which is a vector in a $2^n$-dimensional Hilbert space $\mathcal{H}_s$, spanned by mapping the classical states (numbered 0, 1, ..., $2^n - 1$) to the quantum states $|0\rangle, |1\rangle, ..., |2^n - 1\rangle$ in $\mathcal{H}_s$ by $i \rightarrow |i\rangle$. Any such pure state can be written in terms of its basis given by

$$|\psi\rangle = \sum_i c_i |i\rangle,$$  \hspace{1cm} (S1)

where $c_i$ could be a complex number, but here we restrict it to be a real number, that is, $c_i = \sqrt{p_i}$ for some $p_i \geq 0$. The quantum state is a complex vector in a Hilbert space, which is required to satisfy the property $\langle \psi | \psi \rangle = 1$, implying $\sum_i p_i = 1$. 
1. Closed quantum modeling

We fix a quantum Hamiltonian $H$ and time evolve with initial state $|\psi(0)\rangle$ given by

$$|\psi(t)\rangle = e^{-iHt} |\psi(0)\rangle := U^t |\psi(0)\rangle,$$

(S2)

where $U = e^{-iH}$. For $i < 2^n$ and natural $t$, we let $|\psi_i(t)\rangle = e^{-iHt} |i\rangle$, so $|\psi_i(t)\rangle = |\psi(t)\rangle$ when $|\psi(0)\rangle = |i\rangle$. For a time series $X$, natural $t$ and $i, j < 2^n$, we let $p_{ij}^t(t)$ be the probability of measuring $|j\rangle$ starting from $|\psi(0)\rangle = |i\rangle$ after $t$ steps. So, assuming that the time series was obtained from a Hamiltonian as above, we have $\sqrt{p_{ij}^t(t)} = (j|\psi_i(t)\rangle)$. It follows that $|\psi_i(t)\rangle = \sum_{j<2^n} \sqrt{p_{ij}^t(t)} |j\rangle$. This corresponds to the closed evolution of quantum state $|\psi(0)\rangle$ under $H$.

Any unitary matrix $U$ of dimension $N$ can naturally be linked to a stochastic transition matrix $T$ by defining the $(i,j)$-entry of $T$ as follows:

$$U_{ij} = m_{ij} e^{i\phi_{ij}} \rightarrow T_{ij} = |U_{ij}|^2 = m_{ij}^2$$

where $m_{ij}, \phi_{ij} \in \mathbb{R}$. Because of the unitarity of $U$, it is clear that the matrix $T$ is stochastic, i.e.,

$$T_{ij} \geq 0$$

$$\sum_j T_{ij} = 1$$

However, not every stochastic matrix $T$ corresponds to a unitary $U$. The set of matrices that correspond to unitary matrices are called doubly stochastic matrix [S29] and have the additional property $\sum_i T_{ij} = 1 \forall i$. A doubly stochastic matrix is, by definition, a matrix of non-negative elements such that the elements in each row and each column sum up to 1. And not every doubly-stochastic matrix can be associated with a unitary matrix as the rows and columns of a unitary matrix have to obey orthogonality conditions which imposes further restrictions on the matrix elements. One therefore defines the subset of doubly stochastic matrices $T$ which satisfy $T_{ij} = ||U_{ij}||^2$ for some unitary matrix $U$ as unistochastic matrices [S29].

Suppose that we are given a time series $s$ and a sequence $K = \{k_0,...,k_{n-1}\}$ of time steps. Suppose in addition that for each $k \in K$, the matrix $T(k)$ whose $(i,j)$-entry is the probability of going from $i$ to $j$ in $k$ steps, is a unistochastic matrix $T(k)$. The goal is to find a fixed quantum Hamiltonian $H_s$, whose unitary evolution ($U^k_s = e^{-iH_s k}$) satisfies the following

$$\| \langle j|U^k_s |i\rangle \|^2 = p_{ij}^k(k) = T_{ij}(k) \quad \forall k \in K.$$

Here, we implicitly assume the existence of such unitaries for our time series. Note that unistochasticity means $\sum_i p_{ij}^k(k) = \sum_j p_{ij}^k(k) = 1$.

It is also important to note that the problem of finding such a Hamiltonian is closely related to finding a unitary matrix which when raised to a general power $k$ with individual elements squared, results in matrix $T(k)$ for every $k \in K$.

2. Open quantum modeling

We start by considering the case where the system defined in Equation S1 is part of a bigger Hilbert space $\mathcal{H} = \mathcal{H}_s \otimes \mathcal{H}_e$ with $\mathcal{H}_e$ corresponding to some outer environment. Let $\rho$ be the total density matrix of this combined system. Now extending the definition in Equation S1, we have $\rho_s(t) = |\psi_s(t)\rangle \langle \psi_s(t)|$. In this setting, given a total density matrix $\rho(0)$ at time $t = 0$, final state of the system is given by the partial trace

$$\rho_s(t) = \text{Tr}_e [U(t) \rho(0) U^\dagger(t)] .$$

In general, total evolution is not factorizable, i.e., $U \neq U_s \otimes U_e$ (where $U_s$ and $U_e$ are obtained by restricting $U$ to the basis elements of the system and the environment, respectively), and thus both the system and the environment are modeled to be interacting with each other. One can now analyze Equation S2 and rewrite it as a dynamical map acting purely on the system $\mathcal{H}_s$ and connecting the states of the system $S$ at time $0$ to $t$, given by

$$\mathcal{E}_{t,0} : \rho_s(0) \rightarrow \rho_s(t) .$$

In general, $\mathcal{E}$ not only depends on the global evolution operator $U$, but also on the properties of system and environment. We will now restrict ourselves to a special class of maps called the Universal Dynamical Maps (UDM), which is defined as follows [S30].
Definition 2. A dynamical map is a UDM if and only if it is induced from an extended system with the initial condition $\rho(0) = \rho_s(0) \otimes \rho_e(0)$, where $\rho_e(0)$ is fixed for $\rho_s(0)$. That is, a dynamical map is a UDM if the corresponding arrow makes the diagram in Figure 1 commute.

These maps require the system to start from separable states, and the entanglement is introduced subsequently. This can be made clear with the representation shown in Figure S1.

This consideration of UDMs instead of generic maps is important because we want the system to be separable at initial time. However, this does not restrict the system from becoming entangled as it evolves. For instance, without restricting oneself to UDMs, one could very well map the discrete classical states to a state that is entangled with the environment — $i \rightarrow \rho^e_{k+e}$, instead we only consider classical to quantum mappings which are given by the form $i \rightarrow |i\rangle \otimes |e\rangle$ (more specifically we set $|e\rangle = |0\rangle^\otimes n_e$, where $n_e$ is the size of environment Hilbert space).

With this setting, given a classical time series $X \in S^n$ with transition matrix $T(k)$ for set of $K := \{k_0, k_1, \ldots\}$, the goal in the open case is to find a global Hamiltonian $H \in \mathcal{H}$, the unitary evolution $(U^k = e^{-iHt})$ of which satisfies

$$\text{Tr}_s \hat{P}_j \text{Tr}_e \left[ U(k) \rho_i(0) U^\dagger(k) \right] = T_{ij}(k) \quad \forall k \in K,$$

where $\hat{P}_j$ is the projection operator on the $j$th basis state of system and $\rho_i = |i\rangle \langle i| \otimes |0\rangle \langle 0|$. Unlike the previously considered closed case, we are not constrained by the unitarity of $U$ as $\mathcal{E}$ can be any general universal dynamical map. This lifts off the requirement that $T(k)$ needs to be unistochastic and thus, it can model a more general transition matrix. Figure S1 gives the visual analogue of this process.

To better understand the resource needed for this type of system, we can invoke Stinespring’s theorem. Even though the theorem applies more generally to completely positive (not necessarily trace-preserving) maps between $C^*$-algebras, we use it for our UDMs.

Theorem 1 (Stinespring’s dilation). Let $\mathcal{E} : S(\mathcal{H}_s) \mapsto S(\mathcal{H}_s)$ be a completely positive and trace-preserving map between states on a finite-dimensional Hilbert space $\mathcal{H}_s$ of dimension $n_s$. Then there exists a Hilbert space $\mathcal{H}_e$ with dimension $n_e$ and a unitary operation $U$ on $\mathcal{H}_s \otimes \mathcal{H}_e$ such that

$$\mathcal{E}(\rho_s) = \text{Tr}_e \left[ U (\rho_s(0) \otimes \rho_e(0)) U^\dagger \right]$$

$\forall \rho \in S(\mathcal{H}_s)$ with $n_e \leq n_s^2$.

Thus, in the simplest case where the time series is modeled as an open quantum system interacting with environment, the maximum dimensionality needed to describe the environment scales quadratically.

In both open and closed cases, the goal turns out to learn the time dependent unitary $U(t) = e^{-iHt}$, which in turn results in learning the Hamiltonian $H$ that is responsible for producing the quantum states that have the same quantum correlations entanglement amplitudes as the the classical correlations of classical time series. In the open case, we not only learn the Hamiltonian of the system($H_s$), but also the Hamiltonian of environment ($H_e$) and the coupling between them ($H_{se}$) as given in Theorem II 2.

$$H = \begin{bmatrix} H_s & H_{se} \\ H_{se} & H_e \end{bmatrix}.$$  

It is easy to see that the closed case is a special case where $H_e = H_{se} = 0$. This formulation gives us potential insights on the classical system’s environment/bath as well as its interaction by looking at the Hamiltonian terms in respective subspaces.
III. ON THE EXTENT OF $K$-COHERENCE

In this section, we illustrate the theoretical ideas behind our algorithm using the case of a one-dimensional time series. While these ideas can be formulated for arbitrarily large systems, we shall consider a fixed 1-qubit system $H$ and a fixed 1-qubit environment $H_*$. We shall also assume for simplicity that all unitaries in question have real entries. The general case is similar though somewhat more technically complicated. As we saw earlier, our time series is obtained from some underlying unitary $U$ in the sense that its transition probabilities satisfy the equation $T_{ij}(k) = \text{Tr}(|j\rangle \langle i| \rho_k)$ for all relevant $i, j$ and $k$. Our task was to learn a unitary that will give rise to similar transition probabilities. We shall show now that this is equivalent to finding a unitary whose entries solve a certain set of polynomial equations. Let

$$\rho_0 = |0\rangle \langle 0| \otimes |0\rangle \langle 0| = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\rho_1 = |1\rangle \langle 1| \otimes |0\rangle \langle 0| = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  

Let $U$ be a $4 \times 4$ unitary and fix a natural number $k$. Suppose that $U^k = (a_{ij})$, then $U^{k\dagger} = (a_{ji})$. One can now show that

$$U^k \rho_0 U^{k\dagger} = \begin{pmatrix} a_{11}a_{11} & a_{11}a_{21} & a_{11}a_{31} & a_{11}a_{41} \\ a_{21}a_{11} & a_{21}a_{21} & a_{21}a_{31} & a_{21}a_{41} \\ a_{31}a_{11} & a_{31}a_{21} & a_{31}a_{31} & a_{31}a_{41} \\ a_{41}a_{11} & a_{41}a_{21} & a_{41}a_{31} & a_{41}a_{41} \end{pmatrix},$$

along with

$$U^k \rho_1 U^{k\dagger} = \begin{pmatrix} a_{13}a_{13} & a_{13}a_{23} & a_{13}a_{33} & a_{13}a_{43} \\ a_{23}a_{13} & a_{23}a_{23} & a_{23}a_{33} & a_{23}a_{43} \\ a_{33}a_{13} & a_{33}a_{23} & a_{33}a_{33} & a_{33}a_{43} \\ a_{43}a_{13} & a_{43}a_{23} & a_{43}a_{33} & a_{43}a_{43} \end{pmatrix}.$$  

Let $i \in \{0, 1\}$ and suppose that

$$\text{Tr}_{H_*}(U^k \rho_i U^{k\dagger}) = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

then

$$|0\rangle \langle 0| \text{Tr}_{H_*}(U^k \rho_i U^{k\dagger}) = \begin{pmatrix} a & b \\ 0 & 0 \end{pmatrix},$$

hence $\text{Tr} \left( |0\rangle \langle 0| \text{Tr}_{H_*}(U^k \rho_i U^{k\dagger}) \right) = a$. Similarly,

$$\text{Tr} \left( |1\rangle \langle 1| \text{Tr}_{H_*}(U^k \rho_i U^{k\dagger}) \right) = \text{Tr} \left( \begin{pmatrix} 0 & 0 \\ c & d \end{pmatrix} \right) = d.$$  

Now consider the basis $\{|0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle, |1\rangle \otimes |0\rangle, |1\rangle \otimes |1\rangle\}$ for $H \otimes H_*$, then by the formula for computing the partial trace we get, for $i = 0$:

$$a = a_{11}a_{11} + a_{21}a_{21},$$

$$d = a_{31}a_{31} + a_{41}a_{41},$$

and for $i = 1$:

$$a = a_{13}a_{13} + a_{23}a_{23},$$

$$d = a_{33}a_{33} + a_{43}a_{43}.$$  

\[\text{(S3)}\]
\[\text{(S4)}\]
We therefore arrive at the following conclusion.

**Conclusion:** Let $U$ be a $4 \times 4$ unitary and let $k$ be a natural number and denote $U^k = (a_{ij})$. For $i,j \in \{0,1\}$, let $T_{ij}^k(k) := Tr(||j\rangle\langle i|Tr_{\mathcal{H}_x}(U^k|i\rangle \otimes |0\rangle \langle 0|U^{k\dagger}))$, then we have,

\[
\begin{align*}
T_{00}^0(k) &= a_{11}a_{11} + a_{21}a_{21} \\
T_{01}^0(k) &= a_{31}a_{31} + a_{41}a_{41} \\
T_{10}^0(k) &= a_{13}a_{13} + a_{23}a_{23} \\
T_{11}^0(k) &= a_{33}a_{33} + a_{43}a_{43}
\end{align*}
\]

Now, let us continue using the notation in the above conclusion and let $(b_1, ..., b_{16})$ enumerate the entries of $U$, then for every $i,j \in \{1, ..., 4\}$, there is a polynomial $p_{ij}^k \in \mathbb{Z}[x_1, ..., x_{16}]$ such that $a_{ij} = p_{ij}^k(b_1, ..., b_{16})$ (note that the polynomials do not depend on $U$ but only on $i, j$ and $k$). Therefore, the conclusion can be reformulated using the following polynomial equations:

\[
\begin{align*}
T_{00}'(k) &= (p_{11}^k p_{11}^k + p_{21}^k p_{21}^k)(b_1, ..., b_{16}) \\
T_{01}'(k) &= (p_{31}^k p_{31}^k + p_{41}^k p_{41}^k)(b_1, ..., b_{16}) \\
T_{10}'(k) &= (p_{13}^k p_{13}^k + p_{23}^k p_{23}^k)(b_1, ..., b_{16}) \\
T_{11}'(k) &= (p_{33}^k p_{33}^k + p_{43}^k p_{43}^k)(b_1, ..., b_{16}).
\end{align*}
\]

Therefore, given a set of transition probabilities $\{T_{ij}(k) : i,j \in \{0,1\}, k \in K\}$, finding a unitary that satisfies $T_{ij}(k) = Tr(||j\rangle\langle i|Tr_{\mathcal{H}_x}(U^k|i\rangle \otimes |0\rangle \langle 0|U^{k\dagger}))$ for all $i,j$ and $k$ is equivalent to finding a unitary $U = (b_{ij})$ whose entries solve the polynomial equations ?? above for all $k \in K$ where $T'_{ij}(k)$ on the left hand side is replaced by $T_{ij}(k)$. Recall that the assumption of $K$-Coherence implies that there is at least one unitary as required. We shall discuss later the implications of solving systems of polynomial equations using unitary matrices.

We shall now formulate and prove the observation that the transition probabilities that are induced from unitaries on a system and environment via CPTP maps are exactly the transition probabilities that satisfy the definition of $K$-Coherence.

**Theorem 2.** If $U$ is a unitary as before, then $E(\rho) = Tr_{\mathcal{H}_x}(U \rho \otimes |0\rangle \langle 0|U^{\dagger})$ is CPTP.

**Proof.** Given $\rho = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, we have

\[
\rho \otimes |0\rangle \langle 0| = \begin{pmatrix} a & 0 & b & 0 \\ 0 & 0 & 0 & 0 \\ c & 0 & d & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

so $Tr(\rho) = Tr(\rho \otimes |0\rangle \langle 0|)$, hence $\rho \rightarrow \rho \otimes |0\rangle \langle 0|$ is trace preserving, hence CPTP. The maps $A \rightarrow UAU^{\dagger}$ and $Tr_{\mathcal{H}_x}$ are known to be CPTP. As CPTP maps are closed under composition, we are done. \hfill \square

**Definition 3.** Given a unitary $U$ acting on $\mathcal{H} \otimes \mathcal{H}_x$ and a natural number $k$, let $E^U_k$ be the CPTP map $E^U_k(\rho) = Tr_{\mathcal{H}_x}(U^k \rho \otimes |0\rangle \langle 0|U^{k\dagger})$. By the previous theorem, $E^U_k$ is indeed CPTP.

We shall now prove the existence of a $K$-coherent time series that cannot be modelled by a closed system.

**Theorem 3.** There exists a $\{1\}$-Coherent time series that cannot be modelled by a closed system.

**Proof.** Let $U = CNOT(H \otimes I) = \frac{1}{2} \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & -1 \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix}$ and consider a time series $X$ with transition probabilities $a_{ij}(1) = Tr(||j\rangle\langle i|Tr_{\mathcal{H}_x}(U|i\rangle \otimes |0\rangle \langle 0|U^{\dagger}))$, so $X$ is $K$-coherent by definition and by the previous theorem. Note that by the explicit description of $a_{ij}(k)$ that we obtained in the beginning of this section, it follows that $0 \leq a_{ij}(1)$ for all $i,j \in \{0,1\}$ and it is easy to see that $a_{00}(1)+a_{11}(1) = 1$ ($i \in \{0,1\}$), so the above are indeed probability distributions.
Suppose that $X$ can be modelled by a closed system, then there is a unitary $V$ such that $\langle j | V | i \rangle = a_{ij}(1)$ for all $i, j \in \{0, 1\}$. Therefore, by the characterization of the $a_{ij}(1)$ that we previously obtained,

$$V = \begin{pmatrix} a_{00}(1) & a_{10}(1) \\ a_{01}(1) & a_{11}(1) \end{pmatrix} = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix}. \quad (S10)$$

But $V$ is not unitary, and so we get a contradiction. It follows that $X$ cannot be modelled by a closed system. \hfill \Box

We conclude with the following conjecture.

**Conjecture 1.** There exists a time series $X$ and some $K$ such that $X$ is not $K$-Coherent.

## IV. ON THE HARDNESS OF FINDING THE UNDERLYING UNITARY

We continue working under the same assumptions — all entries of $U$ are real numbers and $U_b = U^b$. Consider the following problem:

**Input:** A set of natural numbers $K = \{k_1, ..., k_{n-1}\}$, and for each $k \in K$, we are given transition probabilities $\{T_{ij}(k) : i, j \in \{0, 1\}\}$, such that the probabilities satisfy the requirements of $K$-Coherence.

**Output:** A $4 \times 4$ unitary $U$ (whose entries are enumerated $(b_1, ..., b_{16})$) such that, for each $k \in K$, we have the following:

$$T_{00}(k) = (p_{11}^{k} + p_{21}^{k}p_{21}^{k})(b_1, ..., b_{16}) \quad (S11)$$
$$T_{01}(k) = (p_{12}^{k} + p_{22}^{k}p_{21}^{k})(b_1, ..., b_{16}) \quad (S12)$$
$$T_{10}(k) = (p_{13}^{k} + p_{23}^{k}p_{23}^{k})(b_1, ..., b_{16}) \quad (S13)$$
$$T_{11}(k) = (p_{14}^{k} + p_{24}^{k}p_{24}^{k})(b_1, ..., b_{16}). \quad (S14)$$

By the previous section, solving the above problem is equivalent to finding the underlying unitary that witnesses $K$-coherence. By ADD REFERENCE, the problem of solving general such systems is in $PSPACE$, and under the Generalized Riemann Hypothesis it’s in $AM$ (which still contains $NP$) and no better bounds are known at the moment. As we shall see in the next section, we will be able to find a reasonably small $\epsilon$ and a unitary $U$ whose entries will satisfy:

$$|T_{00}(k) - (p_{11}^{k} + p_{21}^{k}p_{21}^{k})(b_1, ..., b_{16})| < \epsilon \quad (S15)$$
$$|T_{01}(k) - (p_{12}^{k} + p_{22}^{k}p_{21}^{k})(b_1, ..., b_{16})| < \epsilon \quad (S16)$$
$$|T_{10}(k) - (p_{13}^{k} + p_{23}^{k}p_{23}^{k})(b_1, ..., b_{16})| < \epsilon \quad (S17)$$
$$|T_{11}(k) - (p_{14}^{k} + p_{24}^{k}p_{24}^{k})(b_1, ..., b_{16})| < \epsilon. \quad (S18)$$

Following this, we may consider the notion of $(\epsilon, K)$-Coherence for $\epsilon > 0$, where in the definition of $K$-Coherence, we replace equations Equation S14 with equations Equation S18. The general problem of finding arbitrarily good approximations for solutions of systems of polynomial equations with integer coefficients can be shown to be $NP$-hard using a reduction from 3-SAT. This leaves several questions open:

- Does $(\epsilon, K)$-Coherence for arbitrarily small $\epsilon$ imply $K$-Coherence?
- Is every time series $(\epsilon, K)$-Coherent for an appropriate $K$ and arbitrarily small $\epsilon$’s? Our experiments may be taken as an indication that the answer might be in the affirmative for a large class of time series.

## V. APPROXIMATING CANONICAL DYNAMICS

For a natural $n$, let $K_n = \{1, ..., n\}$. Note that for every set $K$ of natural numbers and for every collection of real numbers $P = \{a_{ij}(k) : i, j \in \{0, 1\}, k \in K\}$ (not necessarily transition probabilities of a $K$-Coherent time series), the set of unitaries whose entries satisfy the polynomial equations of the previous section Equation S8 for all $k \in K$
is compact. Denote this set by $S_K^P$. Suppose that $K \subseteq K'$ and that $P = \{a_{ij}(k) : i, j \in \{0, 1\}, k \in K\}$ and $P' = \{a'_{ij}(k) : i, j \in \{0, 1\}, k \in K'\}$ are given such that $a_{ij}(k) = a'_{ij}(k)$ for every $k \in K$, then $S_{K'}^P \subseteq S_K^P$.

Let $U$ be a $4 \times 4$ unitary as in the previous section. Fix a large $n$, and for each $k \in K_n$, consider the transition probabilities $T_{ij}(k)$ induced from the CPTP map $E^U_k$ as in the previous section. Let $P_n = \{T_{ij}(k) : i, j \in \{0, 1\}, k \in K_n\}$, and for every $m < n$, let $P_m = \{T_{ij}(k) : i, j \in \{0, 1\}, k \in K_m\}$. Then $m < l \leq n \rightarrow S_{K_l}^{P_l} \subseteq S_{K_m}^{P_m}$. As the sets $S_{K_i}^{P_i}$ are compact, the distance $d_m := d(S_{K_m}^{P_m}, S_{K_n}^{P_n})$ is well-defined for all $m \leq n$ and $d_m$ is decreasing with $m$.

Since the function that extracts transition probabilities $\{T_{ij}(k) : k \in K\}$ from a unitary as in the previous section is continuous, we should expect that as $m < n$ increases, the unitary in $S_{K_m}^{P_m}$ that we find will give rise to transition probabilities that approach $P_n$.

Furthermore, we conducted the following experiment, which suggests a similar type of “stabilization” phenomenon as we train with more time steps. From a given time series, for every $n$ we consider the learning problem $P_n$ as above, and so for each $P_n$, we increase the number of time steps we are exposing to the quantum network. Intuitively, if our assumption of the processes being emitted by a single quantum process along with our ability to model that process is true, then the resulting learned Hamiltonian would converge as we increase $t_n$. To this end, in Figure S2 we look at the diagonal elements of the learned unitary, which are proportional to the eigenvalue of the learned Hamiltonian. We see that the eigenvalues are convergent indicating that as more and more time steps (transition matrix) are involved in the learning process, the closer we get to a “canonical” set of eigenvalues. This provides some evidence for the existence of a canonical $\bar{H}$ that underlies the process.
VI. LEARNING PROCEDURE

Our goal is to learn a stationary quantum Hamiltonian, $H$, whose unitary time evolution generates the given time series. The corresponding unitary is denoted by $U = e^{-iHt}$. In this section, we set up infrastructure for the learning procedure and test the general learning ability of the algorithm before applying it to our use case in the next section. The first step in the algorithm is to encode the initial state using the basis encoding. The aforementioned Hamiltonian, $H$, is learned via training a variational circuit with appropriately chosen circuit ansatz and parameters. These parameters are trained iteratively by the variational algorithm to minimize the chosen cost function.

FIG. S3. Ansatz used as time-generative model. We start with loading our initial states in their respective sub-spaces, followed by applying the parameterized Hamiltonian evolution. Finally we measure the individual sub-spaces (marked $H_i$), the probability of which is used for calculating the loss function.

One of the key aspects of this process is choosing an appropriate ansatz. We follow the ansatz introduced in Ref. [S10]. This was used in Ref. [S10] to learn the Hamiltonian responsible for constraining the search space, while these parameters lead to a choice of $D_i$.

$V_{lh}(\alpha, t) := W_l(\theta)D_h(\gamma, t)W_l(\theta)^\dagger = e^{-iH(\theta, \gamma)t}$,

where $W_l(\theta)$ is a $l$-layered parameterized quantum circuit, $D_h(\gamma, t)$ is a $h$-local parameterized diagonal unitary (explained in following paragraphs) evolved for time $t$ and $\alpha = \{\gamma, \theta\}$ is the parameter set (as shown in Figure S3).

$V_{lh}(\alpha, t)$ could be better understood by following the application order of unitaries. Once the basis embedding is applied, we get a state given by $|\psi_i\rangle = |x_1\rangle \otimes |x_2\rangle \otimes \ldots |0\rangle \otimes |n_e\rangle$. Further application of the unitary $W_l^\dagger$, leads to the state $|\psi_2\rangle = W_l^\dagger |\psi_1\rangle$, which is equivalent to a parameterized rotation to a new basis set. We hope here that the perfect learning parameters leads to a choice of $W$, which would rotate it to the diagonal basis of the unknown Hamiltonian we are trying to learn. We then evolve the state $|\psi_2\rangle$ for a given time $t$ with the eigenvalues of the Hamiltonian given by $\gamma - |\psi_3\rangle = D(\gamma, t)|\psi_2\rangle$. Since our hope is to learn the ideal eigenbasis of this Hamiltonian, we gain the ability to time evolve the system by simply multiplying the diagonal eigenvalue matrix with the corresponding time step. Finally, to measure the final state in the original basis, we revert back to it by applying $|\psi_4\rangle = W |\psi_3\rangle$. Thus the transformation from $|\psi_1\rangle \rightarrow |\psi_4\rangle$ involves evolving the initial state for an appropriate time with a parameterized hermitian Hamiltonian. Our goal is to find such a Hamiltonian, partial trace of which gives us the correct statistics to reach the various states in various sub-spaces.

More concretely, for the numerical experiments, $W$ is implemented as shown in Figure S4. It contains $X, Y, Z$ single qubit parameterized rotation gates for each qubit followed by CNOT gates that entangle every qubit with its $l$th successor at $l$th layer i.e. CNOT gates between the qubits $j$ and $(j + i)\%n$ $j \in [1, n]$ where $i$ is the number of the layer. The diagonal unitary $D_h$ is prepared efficiently using a Walsh–Fourier series approximation as done in [S32]. It is given by

$$D = e^{iG} = \prod_{j=0}^{2^q-1} e^{i\gamma_j} \otimes \prod_{m=1}^{n} (Z_m)^{j_m},$$  \hspace{1cm} (S19)

where $q = n, G$ and $Z_m$ are diagonal operators with Pauli operator $Z_m$ acting on $m$-th bit in bitstring $j$. Efficient quantum circuits for minimum depth approximations of $D$ is obtained by resampling the function on the diagonal of
The resampled diagonal takes the same form as Equation S19 but with \( q = k \) [S32].

The PQC is a junction between the quantum and classical computations, where the probability distribution obtained from repeated measurements of the quantum variational circuit are fed into the classically evaluated cost function. The parameter values are refined by the optimizer and fed back into the variational circuit until a desired level of accuracy is reached. Throughout the paper, as mentioned in main text, we have used the COBYLA [S14] optimization scheme for learning the similarity. Because of the costly function evaluations required to compute the terms in loss function, we apply similar heuristics introduced in Ref. [S33], where the concept of stochastic batching was used to reduce the number of evaluations. We pick \( N \) batch random points from the set of points made up of time step and the initial basis set from the training set for \( i \)th iteration. We use this batch cost function in the COBYLA optimization routine until convergence is achieved. We note that this form of “stochastic” COBYLA is similar to stochastic gradient descent techniques [S34], but has no theoretical backing yet in the literature.

### A. Trainability of ansatz

Before applying it on the problem of interest, one cannot easily guarantee that a given ansatz can learn a general distribution. It was shown in Ref. [S10] that ansatz of the form used here can indeed learn distributions that gives either equal superposition of a set of basis set or a single basis set. Here we extend that and numerically show that the ansatz is capable of learning general probability distributions (albeit with error due to expressivity). This is important as our goal is indeed to learn a general distribution. To this end, we generate \( 10^3 \) random \( n = 2 \) qubit probability distribution, which we try to learn with an initial starting state \( U_{x_1|z_1} |00\rangle = |11\rangle \). That is, we try to learn a Hamiltonian that will evolve the state \( |11\rangle \) in time \( t \) (again randomly sampled) to a state which gives us a probability distribution \( p_i \) for \( 10^3 \) different \( p_i \)s. We here use fully 2—local diagonal ansatz (fully connected) and 2 layers for \( W \) ansatz. In Figure S5(right), we show one such \( p_i \) (green line), along with the learned distribution (orange histogram) evolved using the trained Hamiltonian. We also show in Figure S5(left) the mean and standard deviation of cost at each iteration for all \( 10^3 \) runs.
After the training procedure, the model can be used in various ways to generate the time series data. To generate the time series data at a particular time step $k$ for this study, we run the model with the learned transition matrix $T(k)$ and use the state from the single-shot measurement without any post processing. So, to generate a series of length $m$, we will need to run the circuit with $T(k)$ with $k = 1, 2, ..$ respectively and use the states as the generated time series data from the measurements of each of these runs. However, one can use various post-processing techniques. One such technique is to use multiple shots, say $m$, per time step and then using the probability distribution obtained from these measurements. This obviously increases the quantum complexity from 1 to $m$ shots per time step. One can also use the single-shot data in conjunction with maximum likelihood estimation to generate a probability distribution of states instead of a single state.

VII. HAMILTONIAN LEARNING, NON-MARKOVIANITY AND COMPLEXITY

As noted by Feynman [S35], simulating quantum Hamiltonians requires exponentially large resources as the system scales up. In reality, one usually resolves to perturbation theory which can only be applied to problems that can be split into an exactly solvable part and a perturbative part, provided that a relevant small parameter (e.g., weak coupling strength with respect to other energy scales) can be established. It is well known that even the static limit of strongly interacting quantum systems are often inaccessible analytically. Although numerical techniques for such systems like Quantum Monte Carlo (QMC) [S36] have been introduced, it is often plagued with stability problems. Things turn quickly out of hands when one starts exploring time dynamics of such strongly correlated quantum systems [S37, S38]. Although there exists a class of exactly solvable models of open quantum dynamics [S39], without the Markov approximation, such problems is typically impossible to solve directly because of the exponentially large dimension of the environment’s Hilbert space [S40]. Thus, when one starts dealing with non-Markovian dynamics, things become even more harder requiring very specific assumptions to simulate time dynamics such systems. In following paragraphs, we show that the stable Hamiltonian that one learns for given classical series indeed resides in this non-Markovian regime. This is not a rigorous classification of complexity for simulating the given classical process,
instead we just analyze the complexity of simulating the learnt equivalent quantum process. Thus to conclude, we note that the non-Markovian dynamics are hard to model classically and therein lies the potential quantum advantage.

We use the metric proposed in Ref. [?] as a measure of Markovianity. Briefly, a Markovian process tends to diminish the distinguishability between two states that start out maximally distinguishable, while a non-Markovian process retains some degree of distinguishability over time. Ref. [?] uses this notion of distinguishability as a proxy for the measure. To this end, one uses the trace distance as a distance measure between two quantum states, given by

\[ D = \frac{1}{2} \text{Tr} |\rho_{1} - \rho_{2}|, \]  

(S20)

where \( \rho_{1} \) and \( \rho_{2} \) are two quantum states and \( |A| = \sqrt{A^\dagger A} \). Trace distance tends to be a very natural metric in density matrix space with the property \( 0 \leq D \leq 1 \). Moreover, one can show that no trace preserving quantum operation can ever increase the trace-distance of two states [S41], which is the exact property we need in our measure.

As the system evolves given by the rules of the quantum process, one then looks at the rate of change of this distance w.r.t. time for the states \( \rho_{1}, \rho_{2} \), evolved with a given quantum process \( \Phi(t) \), which is given by

\[ \sigma(t, \rho_{1,2}(0)) = \frac{d}{dt} D(\rho_{1}(t), \rho_{2}(t)). \]  

(S21)

This quantity depends not only on time \( t \) but also on the initial states \( \rho_{1/2}(0) \) as \( \rho_{1/2}(t) = \Phi(t, 0)\rho_{1/2}(0) \). It was shown in Ref. [?] that \( \sigma(t) \leq 0 \) for all quantum Markovian processes. Thus, when a given process attains \( \sigma(t) > 0 \) for some time \( t \), the process is said to be non-Markovian during such time, with the degree of non-Markovianity given by \( \sigma(t) \). Correspondingly to characterize the process, one can look at the following cumulative measures over time

\[ N(\Phi, t) = \max_{\rho_{1,2}(0)} \int_{0}^{t} dt \sigma(t, \rho_{1,2}(0))|_{\sigma > 0}. \]  

(S22)

\( N(\Phi, t) \) measures the cumulative degree of non-Markovianity of the given process up until time \( t \). Although we use the above measure, there are equivalent and alternative measures [S42], with some researchers employing machine learning techniques to quantify such effects [S43].

We start by using the learned parameter for one dimensional time series. We choose various starting states \( \rho_{0/1} \) for initialization (seen as mean/spread in figure). We then compute the various quantities we are interested in. In the top panel of Figure S6, we plot the metric \( D \) that measures the difference at each time-step between the time series evolved by the learned quantum process. Although the states start with being maximally distinguishable, they quickly lose the distinctness. But looking closer at the rate of change of such measure (Figure S6 middle), we see that there exists time steps where the states move apart from each other (indicated by \( \sigma > 0 \)). Interestingly, when one looks at the cumulative measure, we see that non-Markovianity is injected more and more (in fact linearly) as the system is evolved. As a result of this increasing (non-saturating) non-Markovianity, the system gets harder and harder to be simulated classically.
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