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Abstract: Decision-making is a crucial and difficult step in the design process of complex systems such as the hybrid powertrain. Finding an optimal solution requires the system feedback. This can be, depending on the granularity of the models at the component level, highly time-consuming. This is even more true when the system’s performance is determined by its control. In fact, various possibilities can be selected to deliver the required torque to the wheels during a driving cycle. In this work, two different design strategies are proposed to minimize the fuel consumption and the cost of the hybrid powertrain. Both strategies adopt the iterative framework which allows for the separation of the powertrain design problem and its control while leading to system optimality. The first approach is based on model reduction, while the second approach relies on improved cycle reduction techniques. They are then applied to a parallel hybrid vehicle case study, leading to important cost reduction in reasonable delays and are compared using different metrics.
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1. Introduction

An increasing number of car makers are turning towards hybridization technologies to meet stricter environmental regulations [1,2]. To exploit this concept further, improving the overall efficiency of the hybrid powertrain is paramount. However, it has been shown that there is a strong coupling between the design and control problems, even between powertrains of similar performances (peak power, torque, and speed) [3]. This impacts the design process by adding thousands of optimization variables for typical conception cycles.

Different frameworks are used to solve plant/controller optimization problems, to which hybrid powertrain optimization belongs: sequentially, iteratively, using a bi-level approach or simultaneously [4]. The sequential approach is where the design is optimized first for a certain control strategy, before optimizing the command afterwards. The iterative approach improves the solution of the sequential method by re-optimizing the design following significant changes in the controller’s command, before reiterating again until convergence. Meanwhile, the bi-level approach finds the optimal control for each design proposed by a top level algorithm. Finally, the simultaneous approach solves the global optimization problem directly by finding the optimal values for control and design variables simultaneously.

The sequential method does not guarantee a system optimum [5]. The remaining frameworks however can guarantee system optimality as they consider the coupling between design and control optimizations and have been extensively addressed for hybrid
powertrain optimization: the authors of [6–13] implemented the bi-level framework using dynamic programming to optimize power management and explored different mono-objective and multi-objective optimization algorithms for the design problem (Sequential Quadratic Programming, genetic algorithms, Particle Swarm Optimization, and DIviding RECTangles). Although robust, this approach is very time-consuming as it optimizes the control strategy at every iteration. Thus, it leads to additional challenges when using heavy models and trying to find an optimal solution in reasonable delays. The simultaneous approach, which considers all of the variables at once, requires a much higher number of resources to be allocated and has limited applications [14,15] finds non-convergence problems when using the simultaneous approach for a large number of decision variables. This forces him to only use it for short driving cycles. The authors of [16,17] managed to apply it by adjusting the design parameters and the parameters of a simplified rule-based strategy to select the best power split between the engine and the electric machine of a parallel powertrain using genetic algorithms. This reduces the complexity of command optimization and leads to a lower number of decision variables to be optimized, which then enables faster convergence of the optimization algorithm. However, application of these approaches requires very high computation times. The authors of [18] relied on the iterative scheme to develop an analytical target cascading approach, which starts from the system specifications to deduce the components requirements, and applied it for fast optimization of a power-split hybrid powertrain. This method is however better suited when there is a need to optimize multiple physical components with strong interactions [19]. Other promising possibilities offered by the iterative framework still need to be thoroughly investigated as well.

In this paper, two new hybrid powertrain optimization methods, based on the iterative framework, are presented and compared. They are used primarily to optimally design the electric machine (EM) of a parallel hybrid powertrain over driving cycle while considering system interactions.

The first proposed variant uses an EM losses mapping model to assess the machine’s performance over the driving cycle. This model is calculated using a limited number of finite elements (FE) simulations in order to approximate the evolution of the captured flux and iron losses with the imposed current. These response surfaces are implemented in an equivalent electric circuit model which is much faster to evaluate.

The second alternative relies on cycle reduction techniques to drastically reduce the number of operating points, focusing only on a limited pool of interest points. This can allow the direct use of heavy model simulations to accurately determine the losses of the EM and evaluate the fuel consumption without leading to long computation times. Different cycle reduction methods are analyzed and studied. These methods are improved with new techniques such as mirroring to minimize the number of required operating points needed to achieve a specific precision.

The remainder of the paper presents the hybrid electric vehicle (HEV) case study as well as the models used for the various powertrain elements. Special emphasis is given to the electric machine, as different models of varying granularity are exploited to consider the impact of the design parameters on performance. The coupled optimization problem is defined afterwards before highlighting how the proposed approaches are applied. Finally, the results of the systemic design applications and conclusions are presented.

2. Hybrid Vehicle Case Study

In this paper, a compact vehicle equipped with a parallel hybrid powertrain is considered. This means it incorporates an internal combustion engine (ICE) and an EM, both of which can provide, either simultaneously or separately, the required torque to the wheels, as seen in Figure 1. The electric machine’s shaft is connected to the transmission via a fixed ratio gear set. A clutch allows the ICE to disconnect from the rest of the powertrain, reducing the braking torque. The EM, on the other hand, is always connected to the transmission shaft and is powered by a lithium battery.
The powertrain provides the required mechanical energy to negate the driving resistances applied to the vehicle when it is moving: the vehicle’s weight, the rolling resistance, and the aerodynamic drag. These forces are calculated using analytic expressions [20] and based on the vehicle’s characteristics, speed, and road conditions.

In this work, indoor settings are considered where the vehicle is on flat roller benches connected to air blowing systems. The backward approach is adopted afterwards, where the target speed is always achieved.

The vehicle model’s outputs are evaluated using a discretized time range and quasi-static models of the powertrain components. The powertrain model also assumes isothermal conditions of the components. This means the impact of temperature and other dynamic phenomena on the performance of the components is neglected.

A fuel consumption and electric losses mappings which depend on torque and rotation speed are used for the engine and EM block respectively. The latter includes the machine and inverter. These models are more accurate than efficiency mappings, especially during takeoff and low values of delivered torque.

---

**Figure 1.** Studied powertrain.

The ICE’s inertia is used to calculate the starter’s electrical energy consumption during the ICE’s restart, as the engine can be turned off to cut pumping losses and reduce fuel waste. At low speed, the ICE runs at specific idle speed to operate reasonably smoothly.

The battery uses a simplified circuit model made of an internal resistance connected in series with an open circuit voltage, whose values are assumed independent of the state of charge value. Its usage is restricted between 30% and 70% of its total charge, to limit premature aging. The battery powers both the electric machine and engine starter, as well as the 12 V auxiliary network using a DC/DC converter.

The transmission model relies on an efficiency mapping which depends on the transmission speed, mechanical torque provided and the selected gear. Energy loss during gear shifting has also been considered. Only one upshift or downshift is possible at each time step to respect the gearbox’s mechanical constraints. The vehicle model is detailed further in [3].

### 3. Electric Machine Block

The electric machine is at the core of the optimization application. Thus, more emphasis is given to this component and how its design parameters impact its performance and losses. This section presents the design variables considered before explaining how the different inputs and models are integrated to form the EM block.
3.1. Permanent Magnet Synchronous Machine Parametric Model

For this paper, the machine is a V-shape inserted permanent magnet synchronous machine (VI-PMSM). Twenty-seven machine parameters are then defined to enable a high degree of design flexibility. The number of pole pairs $p$ and the number of slots per pole $N_{\text{slot}}$ can be modified as well as other geometrical design parameters shown in Figure 2.

The selected model uses distributed winding and considers 4 additional winding parameters that can be adjusted: the number of series and parallel conductors, referred to as $N_{\text{series}}$ and $N_{\text{parallel}}$, respectively; the nature of the winding connection $\text{Wnd}_{\text{Con}}$; and the number of winding phases $N_{\text{ph}}$. The materials used for the different machine parts are imposed. Copper is adopted as a winding conductor, while steel sheets are applied for the stator and rotor cores, and high-performance NdFeB magnets are used to generate the rotor field.

![Machine design parameters](image)

**Figure 2.** Machine design parameters.

In this work, two switching strategies can be used by the inverter to convert the DC power supply to an AC power supply: Pulse Width Modulation (PWM) and Full Wave (FW). The PWM strategy is selected for less output harmonic content while the FW strategy allows for less switching losses and higher current magnitudes. $\text{Speed}_{\text{FW/WM}}$, referring to the machine’s rotational speed in rpm as of which the inverter switches from a PWM to a FW strategy, is considered as an additional design variable as well as $R_{\text{GC}}$, the ratio of the torque coupler.
3.2. EM Losses

In order to evaluate the mechanical torque of the machine for a certain electrical power input, the machine losses $\text{Losses}_{EM}$ need to be defined. In this study, they are expressed as

$$\text{Losses}_{EM} = \text{Losses}_{\text{Mech}} + \text{Losses}_{\text{Joule}} + \text{Losses}_{\text{Iron}} + \text{Losses}_{\text{Inverter}}$$ (1)

with $\text{Losses}_{\text{Mech}}$, $\text{Losses}_{\text{Joule}}$, $\text{Losses}_{\text{Iron}}$, and $\text{Losses}_{\text{Inverter}}$ referring to the mechanical, Joule, iron, and inverter losses, respectively, in W. These losses depend on the machine’s design parameters $d$ and its operation point defined by the injected current amplitude $I$ in A, the current angle $\phi$ in rad and the machine’s rotational speed $\omega_{EM}$ in rpm.

Analytic models are used to express the mechanical losses, Joule losses, which include DC and AC losses, and inverter losses. As iron losses require the knowledge of the magnetic flux density distribution in the iron core of the designed machine [21], a Finite Element (FE) model is used to guarantee precise results. This model should also allow for the precise calculation of the machine’s output torque $T_{EM}$.

3.3. Finite Element Model

A parametric FE model is established afterwards. In the case of an on-load analysis, the machine geometry, electrical circuit properties, as well as the rest of the study parameters are defined using the previously introduced parametric model and based on the values of $d$, $I$, $\phi$, and $\omega_{EM}$. Once the FE calculations have converged, the requested quantities are available as outputs of the model. The described model will also be used for no-load and short circuit scenarios, providing the short-circuit current in the latter case for example.

The parametric FE model’s results are then compared to those of the experimental bench test results. Acceptable deviations of less than 2% have been found, as detailed in Appendix $A$. However, besides a desirable level of precision, the model implemented to determine the machine’s performance should require reasonably short calculation times. Even with various adjustments to accelerate computation, such as simulation of only the 2D pole section, it still requires about one minute to evaluate the machine’s performance over a single operation point (comparison on the same work station equipped with an i7-6820HQ processor at 2.7 GHz and 31.8 GB of RAM, and using the Windows 10 Pro operating system). Thus, other possibilities should be explored to develop a more suitable model that can be used for the optimization study.

3.4. Circuit Model

The PMSM operation at different rotational speeds can be assessed using Park’s representation [22]. Through this transformation, the different AC wave forms are simplified into DC signals. Furthermore, when studying a balanced three-phase system, the equivalent circuit model can be used to describe the machine.

For a fixed machine design, the direct and quadrature flux linkage component values $\psi_d$ and $\psi_q$ are assumed dependent only on the values of injected current components $i_d$ and $i_q$. Analytic expressions for machine losses are applied afterwards and the different components of the iron losses are expressed as

$$\text{Losses}_{\text{Iron}} = k_{Hys}(i_d, i_q)\omega_{EM} + k_{EC}(i_d, i_q)\omega_{EM}^2$$ (2)

where $k_{Hys}$ and $k_{EC}$ are the hysteresis losses coefficient in $\text{Ws}/\text{rad}$ and the eddy current losses coefficient in $\text{Ws}^2/\text{rad}^2$, respectively, and are supposed to vary, similarly to the flux linkage components, only with respect to both the direct and quadrature values of the injected currents and $\omega_{EM}$ the EM’s rotational speed in rpm.

Response surfaces are used for the loss coefficients and flux linkage models, based on the simulation results of the parametric FE model launched at a selected rotation speed for different values of $(i_d, i_q)$. Based on the stated assumptions, these values can be used as well for other revolution speeds. If more values for $i_d$ and $i_q$ are considered when establishing
the response surfaces, the accuracy of the circuit model will be improved. However, the required time increases even if parallel computing has helped accelerate this process.

The number of required values to select for \((i_d, i_q)\) to achieve acceptable accuracy and complete the circuit model depends on the value of the maximum current output \(I_{\text{max}}\) and the machine geometry. Afterwards, the model will allow for the quick assessment of \(\text{Losses}_{\text{EM}}\), the phase-neutral voltage amplitude \(V\), and the output torque \(T_{\text{EM}}\) for different values of \((I, \phi, \omega_{\text{EM}})\).

### 3.5. Losses Mapping Model

Once the circuit model is established for a set of design variables \(d\), a losses mapping model is calculated: first of all, the rotation speed range of the EM is discretized into discrete values \(\omega_i\). Afterwards, the maximum torque provided by the machine in motor mode \(T_{\text{EM,max}}\) in N.m is calculated for each value of \(\omega_i\) as follows,

\[
T_{\text{EM,max}}(d, \omega_i) = \max_\phi T_{\text{EM}}(I_{\text{max}}, \phi, d, \omega_i)
\]

subject to

\[
V(I_{\text{max}}, \phi, d, \omega_i) \leq V_{\text{max}}(d)
\]

\[
\phi \in \left[\frac{\Pi}{2}, \Pi\right]
\]

where \(V_{\text{max}}\) is the maximum voltage threshold which depends on the power supply, winding configuration, and inverter switching strategy. The different values for the torque and voltage are expressed using the circuit model. The minimum torque values of the machine \(T_{\text{EM,min}}\) in generator mode in N.m are also calculated by solving the following optimization problem for

\[
T_{\text{EM,min}}(d, \omega_i) = \min_\phi T_{\text{EM}}(I_{\text{max}}, \phi, d, \omega_i)
\]

subject to

\[
V(I_{\text{max}}, \phi, d, \omega_i) \leq V_{\text{max}}(d)
\]

\[
\phi \in \left[\Pi, \frac{3\Pi}{2}\right]
\]

As a result, the envelope of the operation region is defined, as shown in Figure 3 and the machine’s mechanical torque range is known. The latter is discretized into discrete values \(T_j\) for each value of \(\omega_i\). The optimal machine control for different values of \((\omega_i, T_j)\) inside the machine operation range needs to be calculated afterwards. This is defined as values for the current supply that minimize the machine’s losses at each operation point, which is expressed as

\[
\min_{I, \phi} \text{Losses}_{\text{EM}}(I, \phi, \omega_i, d)
\]

subject to

\[
V(I, \phi, \omega_i, d) \leq V_{\text{max}}(d)
\]

\[
T_{\text{EM}}(I, \phi, \omega_i, d) = T_j
\]

\[
I \in [0, I_{\text{max}}]
\]

\[
\phi \in \left[\frac{\Pi}{2}, \frac{3\Pi}{2}\right]
\]

The losses mapping of the selected machine, delimited by its envelope is then defined, as seen in Figure 4. The EM’s electrical power consumption \(P_{\text{E}}\) for a selected operation point is then deduced as well. For imposed values of \(\omega_{\text{EM}}\) and \(d\), \(P_{\text{E}}\) is a bijective function of \(T_{\text{EM}}\), as it is strictly monotonous with respect to the latter. As a result, \(T_{\text{EM}}\) can be deduced for any set of values of \((\omega_{\text{EM}}, T_j, P_{\text{E}})\), and thus any set of values \((\omega_{\text{EM}}, d, I)\).

Therefore, this model allows for the quick and direct assessment of the machine’s optimal losses at any operation point defined by \(T_{\text{EM}}\) and \(\omega_{\text{EM}}\) without the additional time required to determine the optimal command, and is used for both the hybrid powertrain’s power management and calculation of its fuel consumption.
4. Optimization Problem

4.1. Problem Formulation

Different objectives can be studied when optimizing the hybrid powertrain such as the minimization of various types of emissions, improving the vehicle’s fuel economy over a specific driving cycle, or reducing the powertrain’s total cost.

In this work, both of the latter objectives are considered and the hybrid powertrain optimization problem is formulated as

\[
\begin{align*}
\text{minimize} & \quad J(d, u) = \alpha \text{Inv}(d) + \beta \sum_{t_0}^{t_f-\Delta t} L(d, x(t), u(t), t) \Delta t \\
\text{subject to} & \quad x(t + \Delta t) = f(x(t), u(t), t) \Delta t + x(t) \\
& \quad x_1(t_0) = x_0 \\
& \quad x_1(t_f) = x_f \\
& \quad g(d, x(t), u(t), t) \leq 0 \\
& \quad k(d) \leq 0 \\
& \quad x(t) \in [x_{\min}(t), x_{\max}(t)] \\
& \quad u(t) \in [u_{\min}(t), u_{\max}(t)] \\
& \quad d \in [d_{\min}, d_{\max}]
\end{align*}
\]

where \( L \) is the instantaneous fuel consumption in g/s which is calculated using the system model described in Section 2 and \( \text{Inv} \) is the powertrain cost in €. As the EM is the only powertrain component being modified while the rest of the drivetrain remains unchanged.
during the optimization process, only the cost of the EM matters and is considered in this work as a function of its peak power. The following expression is proposed [23–25]:

\[
\text{Inv}(d) = 1000 + 0.02P_{\text{max}}(d)
\]  

(7)

This proposition is valid for the selected machine topology and application power range, as well as the fact that the active part materials are imposed. Detailed functions separating the material and manufacturing costs could have been applied here as well. The values for \(\alpha\) and \(\beta\) are selected to bring both terms of the cost function together. For this work, \(\alpha\) is equal to 1 and the following expression is proposed for \(\beta\), which considers the penalty payment for \(\text{CO}_2\) emissions target exceedance:

\[
\beta = \frac{\text{Pen} \cdot \text{Conv}_\text{gasoline-gCO}_2}{\rho_{\text{gasoline}} \cdot \text{Dist}_{\text{cycle}}}
\]  

(8)

where \(\text{Pen}\) is the emissions target exceedance penalty value, equal to 95 €/(g\(\text{CO}_2\)/km) in Europe since 2019, while \(\text{Conv}_\text{gasoline-gCO}_2\) converts liters of gasoline consumption into grams of \(\text{CO}_2\) emissions. \(\rho_{\text{gasoline}}\) is the gasoline’s density in g/l and \(\text{Dist}_{\text{cycle}}\) is the selected driving cycle’s distance in km.

\(x\) refers to the state variables and has three components: the state of charge of the battery \(\text{SoC}\), the selected gear, and the state of the engine. \(u\) represents the command variables and is directly linked to the variations of \(x\) and as a result also has three components \((u_1: \Delta \text{SoC}(t)/\Delta t; u_2: \text{gear switch}; u_3: \text{starter command})\). Thus, the evolution function \(f\) only depends on the command variables and corresponds to the identity function, while considering the discrete/continuous nature of each variable.

The charge sustaining condition, also called iso-SoC condition, is considered in this application as well and is expressed in Equation (9) regarding the imposed initial and final value of the state of charge \(x_0\) and \(x_f\), respectively. It is an important criterion for HEV homologation, as it imposes that the energy used during the driving cycle only comes from the fuel tank. This in turn means that the energy stored in the battery at \(t_0\) should be found by the end of the driving cycle at \(t_f\).

\[
x_0 = x_f
\]  

(9)

\(g\) refers to the command inequality constraints function, while \(k\) represents the design inequality constraints that need to be satisfied by the proposed optimal solution. Both optimization constraints are detailed afterwards. The various optimization variables are also limited by their respective lower and upper bounds.

4.2. Command Constraints

The command constraints are linked to powertrain component limitations. In this work, the values for the different command variables will need to consider the maximum and minimum output torque of the EM and maximum output torque of the ICE, as well both their maximum rotational speeds.

4.3. Design Constraints

Aside from command constraints, design constraints need to be considered as well when optimizing the hybrid powertrain. The design constraints are related to the electric machine, as it is the sole component whose design is modified in this application. These are deduced by analyzing the machine specifications while considering machine design standards and restrictions to guarantee a coherent design. The different design considerations are detailed afterwards and are classified into

- geometric constraints,
- performance constraints,
- process constraints,
- mechanical constraints,
- thermal constraints,
• demagnetization constraints,
• torque ripple constraints, and
• inverter constraints.

4.3.1. Geometric Constraints

The geometric constraints need to be verified for each machine design and will ensure the machine’s mechanical integrity and the ability of the parametric model to provide a consistent machine geometry. These constraints are expressed in the form of analytical inequalities that need to be satisfied in order to have a valid design.

It is also worth mentioning that the air gap value is fixed afterwards. Thus, only the rotor’s external radius $R_{rot}^{Out}$ is considered, while the value of the stator’s internal radius $R_{Sta}^{In}$ is deduced from the latter.

4.3.2. Performance Constraints

The performance constraints are related to the peak torque and peak power that the machine should be able to produce in motor mode. For a given machine design, these values are deduced from the losses mapping model envelope described in Section 3. Both their required values are deduced from the vehicle speed and acceleration requirements.

4.3.3. Process Constraints

The only process considerations taken into account in this work are those related to the packaging requirements of the machine. The latter introduce limitations on the machine’s external diameter and its total length, which considers the machine’s end-windings in addition to its stack length. This then directly limits the maximum values of the external stator radius of the EM and its stack length.

4.3.4. Mechanical Constraints

During the design process, the mechanical integrity of the machine rotor under stress needs to be evaluated as well, specially at high speeds. In this work, mechanical simulations are launched at overspeed in steady state conditions for the proposed designs, as seen in Figure 4.

The overspeed value is defined as

$$\omega_{overspeed} = 1.2\omega_{Em,max}$$ (10)

The maximum value of the von Mises stress is then calculated at this speed and should be lower than the steel sheet’s elastic limit, above which any deformation is irreversible [26]. Furthermore, the rotor’s deformation in the radial direction should be lower than the airgap value, in order to avoid contact with the stator.

4.3.5. Thermal Constraints

Furthermore, the cooling efficiency of the machine needs to be assessed at demanding scenarios. For this study, a short-circuit at high speed is selected. Figure 5 shows the proposed thermal model of the machine. Thermal resistance values are deduced from previous test campaign results and are adjusted for each machine design while losses are adjusted using the FE model.
The aim of the thermal study is to ensure that the winding temperature, calculated using the previous model at steady state, does not exceed the melting temperature of the conductor coating.

4.3.6. Demagnetization Constraints

The short-circuit scenario at high speed is also used to evaluate its impact on the magnet’s characteristics. In this case, the stator’s magnetic field is exactly opposite to the rotor’s field, leading to the magnet’s partial demagnetization. The used FE software allows for the possibility to reuse the demagnetized magnets. The proposed criteria for the validity of a machine design is to verify if there is no significant performance loss in this case. This means the peak torque using the demagnetized magnets needs to be equal to 95% of its previous value.

4.3.7. Torque Ripple Constraints

During the design process, the torque ripple $\text{Ripple}$ of the machine needs to be monitored. It is defined as undesirable variations in the machine’s output torque during its revolution and is a result of many factors such as mechanical imbalances and flux harmonics. In the case of PMSMs and the perimeter of this work, it is mainly due to the interaction between the magnetic field of the rotor magnets and the stator slots, also known as cogging torque, and can be estimated using the FE model.

The torque ripple should remain at acceptable levels and lower than a fixed threshold, especially when providing its peak torque, in order to ensure driver comfort, prevent premature wear of the drivetrain components and reduce acoustic noise.

4.3.8. Inverter Constraints

When selecting either the PWM or FW strategy, the limitations of the embedded electronics need to be considered. In fact, the PWM strategy requires at least 10 switches per electrical period compared to the FW mode which only requires a single commutation instead. This then defines $f_{\text{PWM, max}}$ and $f_{\text{FW, max}}$ which refer to the maximum commutation frequency that should be achieved by the inverter components in PWM and FW modes, respectively. Both values of $f_{\text{PWM, max}}$ and $f_{\text{FW, max}}$ are then required to be lower than the maximum switching frequency of the inverter components used in this study.

5. Proposed Approaches

5.1. Iterative Framework

The studied approaches in this paper are both based on the iterative framework, which separates both the design and control optimization blocks, as seen in Figure 6.
At first, the design variables $d^*$ are initialized to values $d_{ini}$. The iterative framework then starts by solving the optimal control problem, expressed as

$$
\begin{align*}
\mathbf{u}^* &= \arg\min_{\mathbf{u}} \beta \sum_{t=0}^{t_f} L(d^*, \mathbf{x}(t), \mathbf{u}(t), t) \Delta t \\
\text{subject to} & \quad \mathbf{x}(t+\Delta t) = f(\mathbf{x}(t), \mathbf{u}(t), t) \Delta t + \mathbf{x}(t) \quad (11a) \\
& \quad \mathbf{x}_1(t_0) = \mathbf{x}_0 \quad (11b) \\
& \quad \mathbf{x}_1(t_f) = \mathbf{x}_f \quad (11c) \\
& \quad g(d^*, \mathbf{x}(t), \mathbf{u}(t), t) \leq 0 \quad (11d) \\
& \quad \mathbf{x}(t) \in [\mathbf{x}_{\min}(t), \mathbf{x}_{\max}(t)] \quad (11e) \\
& \quad \mathbf{u}^*(t) \in [\mathbf{u}_{\min}(t), \mathbf{u}_{\max}(t)] \quad (11f)
\end{align*}
$$

In this work, this problem is solved using an improved version of dynamic programming, DPAM, which has been studied and developed in [3]. The control strategy is then determined: variation of the battery’s state of charge, which translates to power split between the engine and electric machine and hybrid mode selection (Regenerative braking, Full electric, Boost, or Generation), gear shifting, and starter command. The design variables are updated afterwards when solving the following optimal design problem:

$$
\begin{align*}
\mathbf{d}^* &= \arg\min_{\mathbf{d}} \alpha \mathbf{Inv}(\mathbf{d}) + \beta \sum_{t=0}^{t_f} L(\mathbf{d}, \mathbf{x}(t), \mathbf{u}^*(t), t) \Delta t \\
\text{subject to} & \quad g(\mathbf{d}, \mathbf{x}(t), \mathbf{u}^*(t), t) \leq 0 \quad (12a) \\
& \quad k(\mathbf{d}) \leq 0 \quad (12b) \\
& \quad \mathbf{d} \in [\mathbf{d}_{\min}, \mathbf{d}_{\max}] \quad (12c)
\end{align*}
$$

Figure 7 sums up the different outputs of DPAM for a proposed powertrain, over the WLTC 3-b driving cycle. For better clarity, only the last portion of the cycle (extra-high speed section) is shown. The hybrid mode selection is also shown in the same figure.
This describes the first iteration of the iterative framework, which is repeated as long as cost improvements are found over a certain threshold $\epsilon$ or for a maximum number of iterations $N_{\text{iter}}$. It is imperative to include the controller cost when solving the design problem in order to ensure the consistency and convergence of this approach. During the design optimization process, the total energy used during the driving cycle, which is directly linked to the vehicle’s fuel consumption can be expressed as

\[ E_{\text{tot}} = E_u + E_{\text{L,EM}} + E_{\text{L,Pow}} \]  

(13)

where $E_u$ is the useful energy, and $E_{\text{L,EM}}$ and $E_{\text{L,Pow}}$ are the total energy losses of the EM and the rest of the powertrain components, respectively, during the driving cycle in J. As all of the vehicle’s energy comes from the fuel tank when imposing the charge sustaining condition, the total energy used during the driving cycle can also be expressed as

\[ E_{\text{tot}} = HV_{\text{gasoline}} \bar{\eta}_{\text{ICE}} \sum_{t_0}^{t_f} \Delta t L(d, x(t), u(t), t) \Delta t \]  

(14)

where $HV_{\text{gasoline}}$ is the heat value of gasoline in J/g and $\bar{\eta}_{\text{ICE}}$ is the mean efficiency of the engine.

When adopting the previously mentioned approach, fixing the operation points during design optimization means $E_u$ is constant when varying the design parameters, as well as $E_{\text{L,Pow}}$, as the other powertrain components are not modified. This means that minimizing
\( E_{\text{tot}} \) is equivalent to minimizing \( E_{L,EM} \) in this case. The design cost function to minimize becomes equivalent to

\[
J(d) = \alpha \text{Inv}(d) + \beta \frac{HV_{\text{gasoline}}\eta_{ICE}}{E_{L,EM}}
\]

The Sequentially Quadratic Programming (SQP) algorithm version included in Matlab’s Optimization Toolbox [27] is used to solve the aforementioned design problem. The use of this algorithm requires the design parameters to be initialized when the design optimization block is launched. Once the iterative framework converges, the optimal solution’s cost is calculated using the powertrain model presented in Section 2. Figure 7 summarizes the application of the iterative framework for the hybrid vehicle application.

Two approaches are proposed afterwards using the same workflow shown in Figure 8. They differ however in how they estimate the EM losses, one of the components of the cost function, at each iteration of the SQP algorithm used for the design optimization block. Both of these variants are detailed afterwards.

Figure 8. Application of the iterative framework for systemic design of the hybrid powertrain.

5.2. Approach IT + MR

The design optimization block for approach IT + MR is detailed in Figure 9: for every new design variables proposed by the optimization algorithm, a new losses mapping model of the machine is calculated using the process described in Section 3.5. Using the EM’s optimal operating points found previously, the losses mapping of the machine allows for the direct evaluation of the machine’s cycle losses.

Figure 9. Design optimization block of IT + MR approach.

The design constraints are also evaluated at every iteration. Once an optimal design is found, the corresponding losses mapping is calculated and used for control optimization...
afterwards. This optimal design also serves as initial design of the design optimization block at the next iteration of the iterative framework.

5.3. Approach IT + CR

As shown in Figure 10, the second approach, IT + CR, uses a different method to estimate the EM cycle losses. This approach relies on cycle reduction techniques to directly estimate the machine losses using either the FE model or the circuit model of the machine, described in Sections 3.3 and 3.4, respectively. The use of cycle reduction techniques in this way is detailed afterwards. In this work, the circuit model of the machine, calculated for every new values of the design parameters, is used instead. This alternative strategy to evaluate the design cost is expected to increase the calculation speed of the model compared to the previous approach. The losses mapping of the optimal design is calculated afterwards to complete the vehicle model used for the control optimization block next. Design constraints are considered as well during the optimization process.

![Figure 10. Design optimization block of IT + CR approach.](image)

6. Cycle Reduction Techniques

Cycle reduction techniques are investigated afterwards to greatly reduce the number of the EM’s operation points that are considered. This allows for faster assessment of the machine losses over the driving cycle. Four cycle reduction methods are implemented: random sampling, histogram, barycenter, and clustering methods. These methods vary first of all in the way they define the points of interest based on the thousands of operation points found for the EM during a specific driving cycle, as seen in Figure 11. These methods are packaged and provided in [28].

6.1. Studied Techniques

The random sampling method arbitrarily selects a reduced number of operation points, while the histogram and barycenter techniques divide the operation range of the machine into multiple regions before selecting their centers or barycenters, respectively. In contrast, the clustering method uses the k-means approach to form homogeneous groups of operation points called clusters, from which the barycenter is selected afterwards.

Two variants are explored to evaluate the machine losses over the driving cycle using the selected interest points. The first variant introduces an equivalency factor between the losses calculated over the interest points and the total losses over the operation points in the corresponding segment, which is expressed as
Figure 11. Application of different cycle reduction techniques.

\[ k_{eq,i} = \frac{\sum_{j=1}^{N_{pt,i}} T_{EM,(i,j)} \omega_{EM,(i,j)}}{T_{EM,i} \omega_{EM,i}} \]  

(16)

where \( N_{pt,i} \) is the number of points in group \( i \); \( T_{EM,(i,j)} \) and \( \omega_{EM,(i,j)} \) are the torque in N.m and rotation speed values in rpm, respectively, for operation point \( j \) in segment \( i \); and \( T_{EM,i} \) and \( \omega_{EM,i} \) are the torque in N.m and rotation speed in rpm, respectively, of interest point \( i \).

Meanwhile, the second variant is based on employing different expressions for the different types of machine losses, as they evolve differently with respect to the torque and rotational speed values. The following expressions are given instead:

\[ E_{Joule,cycle} = \sum_{i=1}^{N_{pt}} N_{pt,i} \sum_{j=1}^{N_{pt,i}} \left( \frac{T_{EM,(i,j)}^2 \omega_{EM,(i,j)}^2}{(\sum_{j=1}^{N_{pt,i}} T_{EM,(i,j)} \omega_{EM,(i,j)})^2} \right) \Delta t \]  

(17)

\[ E_{Iron-Hys,cycle} = \sum_{i=1}^{N_{pt}} N_{pt,i} \text{Losses}_{Iron-Hys,i} \Delta t \]  

(18)

\[ E_{Iron-EC,cycle} = \sum_{i=1}^{N_{pt}} N_{pt,i} \left( \frac{\sum_{j=1}^{N_{pt,i}} \omega_{EM,(i,j)}^2 \text{Losses}_{Iron-EC,i} \Delta t \omega_{EM,(i,j)}}{(\sum_{j=1}^{N_{pt,i}} \omega_{EM,(i,j)})^2} \right) \]  

(19)

\[ E_{Mech,cycle} = \sum_{i=1}^{N_{pt}} N_{pt,i} \text{Losses}_{Mech,i} \Delta t \]  

(20)
\[
E_{\text{Inverter-Cond,cycle}} = \sum_{i=1}^{N_{\text{pt}}} \frac{N_{\text{pt},i}}{N_{\text{pt}}} \sum_{j=1}^{N_{\text{pt},i}} T_{\text{EM},(i,j)}^2 Losses_{\text{Inverter-Cond},i} \Delta t
\]

\[
E_{\text{Inverter-Comm,cycle}} = \sum_{i=1}^{N_{\text{pt}}} N_{\text{pt},i} Losses_{\text{Inverter-Comm},i} \Delta t
\]

The machine’s total losses over the cycle are then estimated as the sum of the previously calculated values for each type of losses. For the random sampling technique however, as no divisions are defined when applying this method, the following expression is proposed to estimate the cycle losses:

\[
E_{\text{LEM}} = \sum_{i=1}^{N_{\text{pt}}} k_{\text{eq},i} Losses_{\text{pt},i} \Delta t
\]

where \( k_{\text{eq},i} = \frac{N_{\text{pt},\text{tot}}}{N_{\text{pt}}} \)

with \( N_{\text{pt}} \) is the number of interest points and \( N_{\text{pt},\text{tot}} \) is the total number of operation points. \( Losses_{\text{pt},i} \) are the machine losses calculated at the interest point \( i \) in W.

6.2. Comparison and Analysis

The studied techniques with both alternatives for loss calculation are applied afterwards to estimate the losses of an electric machine over the WLTC (Worldwide harmonized Light vehicles Test Cycle) 3-b driving cycle, while only selecting 10 points of interest. Table 1 summarizes the results of the comparison, where deviations between the output values for each type of machine losses found when using cycle reduction methods and the real total cycle losses are presented in relative values.

|                | Joule (%) | Iron (Hys) (%) | Iron (EC) (%) | Mech (%) | Comm (%) | Cond (%) | Total Losses (%) |
|----------------|-----------|----------------|---------------|----------|----------|----------|------------------|
| Random sampling | 20.72     | 5.61           | 23.13         | 11.73    | 11.63    | 15.81    | 17.93            |
| Histogram (var. 1) | 13.23   | 12.02          | 5.46          | 8.44     | 3.53     | 8.00     | 7.61             |
| Histogram (var. 2) | 13.23   | 9.14           | 2.11          | 4.92     | 3.53     | 8.00     | 5.06             |
| Barycenters (var. 1) | 17.07 | 0.64           | 7.77          | 3.94     | 10.63    | 13.60    | 9.56             |
| Barycenters (var. 2) | 17.07 | 2.08           | 0.28          | 0.27     | 10.63    | 13.60    | 6.02             |
| Clustering (var. 1) | 14.42 | 0.04           | 1.45          | 1.19     | 4.89     | 9.28     | 5.29             |
| Clustering (var. 2) | 14.43 | 1.04           | 0.45          | 0.00     | 4.92     | 9.30     | 4.34             |

It can be observed that the second variant for each technique leads to better results. Furthermore, when considering the total machine losses, it can be deduced that the clustering method is the most accurate among the studied methods. This can be enhanced by considering more interest points. However, the required calculation time when implementing the selected method will also increase proportionally.

6.3. Mirroring Technique

We propose a novel technique to improve the precision of the studied methods without increasing the number of interest points. This method, named Mirroring and shown in Figure 12, assumes that close loss values are found for two machine operation points of opposite electromagnetic torque values defined by \( (\omega_{\text{EM}}, T_{\text{El}}) \) and \( (\omega_{\text{EM}}, -T_{\text{El}}) \). The technique then “mirrors” the operation points in motor mode into the generator operation range of the EM, before applying any of the previously mentioned cycle reduction methods.
This approach allows for a much more accurate division of one of the machine modes without modifying the total number of interest points selected. Table 2 presents the results when applying this method using the second variant of the clustering technique for the same application described before.

Table 2. Comparison between the proposed cycle reduction techniques. Deviations are calculated in relative value compared to cycle loss values.

| Component       | Notation                  | Value       |
|-----------------|---------------------------|-------------|
| Vehicle         | Vehicle’s mass            | 1470 kg     |
|                 | First rolling resistance  | 4.57 × 10^{-3} |
|                 | Second rolling resistance | 1.79 × 10^{-4} s/m |
|                 | Aerodynamic coefficient   | 0.6044 m^2  |
|                 | Wheel radius              | 0.2032 m    |
| Battery         | Battery capacity          | 54,000 A.s  |
| Auxiliaries     | Auxiliary consumption     | 0 W         |
| Machine         | Air gap                   | 0.5 mm      |
| Transmission    | Transmission ratios       | [14.80;7.98;4.76;3.26;2.45] |
| Engine          | Engine inertia            | 0.259 kg.m^2|
|                 | Engine maximum speed      | 6250 rpm    |
|                 | Engine idle speed         | 750 rpm     |
|                 | Peak power                | 81 kW       |

It can be seen that the accuracy of the technique has greatly improved in this case, with a general deviation in total losses of less than 1%. This method is then selected for use with approach IT + CR.

7. Application and Results

7.1. Optimization Application

The characteristics as well as the features of the different powertrain components for the HEV case study are presented in Table 3.

Table 3. Studied vehicle characteristics.
The problem presented in Section 4 is then solved, with the vehicle’s fuel consumption evaluated over the WLTC 3-b cycle and $\Delta t$ set to 1 s. This cycle is selected as it has been designed to be more representative of the real and modern driving conditions compared to previous homologation procedure, becoming the reference cycle for measuring CO$_2$ emissions [29]. This measurement will take place in laboratory conditions on a flat and dry road.

The various design constraints enumerated in Section 4 are considered afterwards. Based on a given set of machine and project requirements, key values necessary to validate the machine design are deduced. These parameters are listed in Table 4.

The large number of design variables present in the original optimization problem however should be reevaluated, as this will lead to longer optimizations as well as convergence difficulties afterwards. Different options should be assessed to reduce the number of variables considered and allow for an optimal machine design to be found in reasonable delays.

Table 4. Required values for the definition of EM design constraints.

| Parameter                                      | Value  |
|------------------------------------------------|--------|
| Required value for the EM’s peak output power | 25 kW  |
| Required value for the EM’s peak output torque | 70 N.m |
| Maximum EM speed                               | 21,000 rpm |
| Maximum value for the EM’s external diameter   | 161 mm |
| Maximum value for the EM’s total length        | 119 mm |
| Metal sheet’s elastic limit                    | 365 MPa |
| Melting temperature of the conductor coating   | 250 $^\circ$C |
| Maximum value for the torque ripple            | 15%    |
| Inverter component maximum switching frequency | 10 kHz |

### 7.2. Screening Study

The presence of 32 design variables has prompted the launch of screening experiments, in a bid to reduce the number of decision variables during optimization. This study is one of the main stages of the design of experiments (DoE), a widely used tool in engineering that maximizes learning about a system or a process while using minimum resources [30,31].

Screening designs are used to scout the search space when little is known about the mathematical models used for the optimization application. It is possible afterwards to deduce the impact of each studied parameter, but interactions between the latter are hard to interpret. For this study, a reduced number of experiments are selected using Sobol’s Quasirandom Sequence to achieve uniform distribution over the search space [32]. An initial pool sample of 346 designs, over 10 times the total number of design variables, is chosen to achieve acceptable accuracy. The cost function is calculated using DPAM, while the various constraints adopt the models described previously. The impact of each factor is evaluated using Pearson’s correlation coefficient [33].

As constrained optimizations are conducted afterwards, this selection should be based on the impact of these factors on all of the outputs displayed above and not only the cost function by itself. Figure 13 shows the global impact of each design parameter. The global impact is a weighted sum of effects where the impact on fuel consumption is given a weight of 3, while all the other outputs discussed earlier are attributed a uniform weight of 1.
7.3. Optimization Results

The solutions found by each variant of the iterative approach are compared afterwards to an existing design referred to as REF. The machine in question satisfies the various requirements of the design application and was optimized for maximum efficiency at a single operation point: peak torque at 1000 rpm. It must be noted that the fuel consumption and total cost values are recalculated using the EM losses mapping model.

A first comparison is conducted based on the optimization of 4 continuous parameters. These are selected following the conclusions of the screening study ($d_1$: MagWd, $d_2$: O1, $d_3$: Bridge, $d_4$: Hs2). The other design parameters are fixed and are equal to those of the reference design, which also serves to initialize the chosen optimization variables when using the different approaches.

The selection of the continuous parameters over the discrete parameters has been made to simplify the search process. Their recommended values, determined based on the previous screening process, are found to correspond to the initial design’s values.

The average distance between the optimal parameters and their reference $\text{dist}_{\text{Avg}}$ and the maximum distance to reference $\text{dist}_{\text{Max}}$ are evaluated as well and calculated using the following expressions:

$$\text{dist}_{\text{Avg}} = \frac{1}{N} \sum_{i=1}^{N} \frac{|d_{i,\text{ref}} - d_i^*|}{d_{i,\text{max}} - d_{i,\text{min}}}$$

(25)

$$\text{dist}_{\text{Max}} = \max_i \frac{|d_{i,\text{ref}} - d_i^*|}{d_{i,\text{max}} - d_{i,\text{min}}}$$

(26)

where $N$ is the number of optimization variables while $d_{i,\text{min}}$ and $d_{i,\text{max}}$ refer, respectively, to the lower and upper bounds for optimization variable $d_i$, $d_{i,\text{ref}}$ and $d_i^*$ correspond, respectively, to its reference and optimal values. Table 5 compiles the optimization results. The difference in total cost $J$, EM cost $\text{Inv}$, and CO$_2$ emissions between the optimal designs and the reference machine in $\epsilon$ is estimated, as well as the number of cost function evaluations and total calculation time in $s$. 

Figure 13. Normalized global impact of the design parameters deduced from conducted screening experiments.
Table 5. Comparison of systemic design approaches based on 4 optimization variables.

| Approach | IT + MR | IT + CR |
|----------|---------|---------|
| dist\_avg | 0.0906  | 0.1225  |
| dist\_max | 0.2747  | 0.3333  |
| Total cost reduction | 377 € | 253 € |
| EM cost reduction | 87 € | 60 € |
| CO\_2 emissions reduction | 3.05 gCO\_2/km | 2.03 gCO\_2/km |
| Fuel consumption reduction | 0.13 l/100 km | 0.09 l/100 km |
| Peak power | 25.02 kW | 26.37 kW |
| Peak torque | 79.19 N.m | 70.00 N.m |
| Maximum speed | 21,000 rpm | 21,000 rpm |
| Torque ripple | 8.07% | 0.89% |
| Peak copper temperature | 152 °C | 146 °C |
| Total length | 115 mm | 115 mm |
| External diameter | 161 mm | 161 mm |
| Number of cost function evaluations | 252 | 331 |
| Calculation time | 125,019 s | 128,536 s |

The solutions provided by each approach satisfy the imposed constraints. High values of both dist\_avg and dist\_max demonstrate the ability of both approaches to search for the optimal solution outside the immediate vicinity of the initial design. In terms of total cost reduction, the best solution is the one proposed by IT + MR. Approach IT + CR on the other hand, which is based on cycle reduction techniques, should consider additional clusters in order to find similar solutions to those found by approach IT + MR. Calculation time can be improved for example by relaxing the tolerance of the iterative loop, set at 0.1 € for this application and launching more FE simulation in parallel.

A second comparison is launched afterwards for 10 optimization variables, identified based on the findings in Figure 13 as well: machine design parameters Mag\_Wd, O1, Bridge, Hs2, Length, Hs1, Bs1, B3, Mag\_Th, and gear connection ratio R\_GC. Table 6 summarizes the comparison results.

Table 6. Comparison of systemic design approaches based on 10 optimization variables.

| Approach | IT + MR | IT + CR |
|----------|---------|---------|
| dist\_avg | 0.0952  | 0.0550  |
| dist\_max | 0.5861  | 0.3784  |
| Total cost reduction | 661 € | 424 € |
| EM cost reduction | 85 € | 71 € |
| CO\_2 emissions reduction | 6.06 gCO\_2/km | 3.72 gCO\_2/km |
| Fuel consumption reduction | 0.26 l/100 km | 0.16 l/100 km |
| Peak power | 25.12 kW | 25.82 kW |
| Peak torque | 70.00 N.m | 70.00 N.m |
| Maximum speed | 21,000 rpm | 21,000 rpm |
| Torque ripple | 14.27% | 7.19% |
| Peak copper temperature | 152 °C | 184 °C |
| Total length | 115 mm | 103 mm |
| External diameter | 161 mm | 161 mm |
| Number of cost function evaluations | 252 | 331 |
| Calculation time | 125,019 s | 128,536 s |
As expected, adding more optimization variables leads to better cost reductions when using the various systemic design approaches, while significantly increasing calculation times. This justifies once more the importance of limiting the number of decision variables to obtain optimization results in reasonable delays. The use of the iterative framework makes approaches IT + MR and IT + CR sensitive to the selected design initialization [5]. Increasing the number of initial guesses will improve the quality of their solutions. Furthermore, computation times for both approaches can be easily divided by 5 folds when launching even more FE simulations in parallel.

8. Conclusions

In this work, the electric machine of a parallel hybrid powertrain is optimized. An extended hybrid vehicle model is presented, which considers the impact of the battery’s SoC variation, gear shifting, and engine stop/restart with an iso-granularity representation for all the powertrain components.

In order to quickly and accurately estimate the EM’s performance, a losses mapping model, based on parallel finite element simulations and Park’s PMSM representation, is used. This model can be recalculated rapidly for new machine parameters and leads to deviations of less than 2% when confronted to prototype tests.

Different command and design constraints are enumerated, which consider the powertrain limitations and the machine requirements. Thus, the complete hybrid powertrain optimization problem is defined. Once a case study for the optimization application is selected, a screening analysis is launched to identify the most vital factors.

Two different systemic design strategies based on the iterative framework are proposed. The first approach, IT + MR, is based on the use of the parametric losses mapping model at every iteration of the design algorithm while the second approach relies on precise cycle reduction techniques to estimate machine losses. The second approach, IT + CR, can enable the direct use of high precision models without penalizing the calculation time.

Important cost reduction is then achieved in reasonable computation times, which translates in part into improved fuel efficiency. This also cements the importance of systemic design in exploiting the hybrid powertrain to its fullest and leading to much better fuel economy as compared to focusing on the optimization of a single component, which is the case of the reference machine used for initialization.

IT + MR is more precise and leads to better solutions while IT + CR is faster. The cost gains of both approaches can be improved by increasing the number of initial guesses. Their calculation time can also be reduced through more parallelization of FE calculations.

These approaches can be easily applied for the systemic design of the other powertrain components, which requires the development of adequate parametric models to reflect the impact of the design parameters over their performance. Application over other powertrain architectures is possible as well once an efficient control strategy is selected and the necessary powertrain model adjustments are made. Comparison with other systemic design strategies such as the ones based on the bi-level and simultaneous frameworks also needs to be undertaken over the same application for better assessment.
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Abbreviations

The following abbreviations are used in this manuscript:

- **DPAM**: Dynamic programming with adaptive meshing
- **EM**: Electric machine
- **FE**: Finite Element
- **FW**: Full wave
- **HEV**: Hybrid electric vehicle
- **ICE**: Internal combustion engine
- **PMSM**: Permanent Magnet Synchronous Machine
- **PWM**: Pulse-width modulation
- **SQP**: Sequential Quadratic Programming
- **WLTC**: Worldwide harmonized Light vehicles Test Cycles

Appendix A

After selecting an existing machine and identifying the machine parameters $d$, the parametric FE model’s accuracy is assessed based on the experimental results of said machine and the 3D FE calculations of the same machine.

The different results are summarized in the following tables, with deviations determined between the bench test values and calculations of the parametric FE model. BT refers to the bench test results, while CAD and PM are correspondingly the 3D FE model and parametric FE model results and the compared quantities are the mainly used outputs in the optimization study.

The no load results are compiled in Table A1. They mainly focus on the root mean square (rms) value of the back EMF voltage (EMF) and its first harmonic (EMF-h1) at different magnet temperatures and rotational speeds.

**Table A1.** Comparison results for no load scenarios.

|                      | BT (Vrms) | CAD (Vrms) | PM (Vrms) | Deviation (%) |
|----------------------|-----------|------------|-----------|---------------|
| EMF at 25 $^\circ$C/1000 rpm | 9.72      | 9.71       | 9.77      | −0.51         |
| EMF-h1 at 25 $^\circ$C/1000 rpm | 9.70      | 9.76       | 9.68      | −0.20         |
| EMF at 80 $^\circ$C/1000 rpm   | 9.38      | 9.38       | 9.40      | −0.21         |
| EMF-h1 at 80 $^\circ$C/1000 rpm | 9.33      | 9.33       | 9.33      | 0.00          |
| EMF at 110 $^\circ$C/1000 rpm  | 9.21      | 9.18       | 9.08      | 1.41          |
| EMF-h1 at 100 $^\circ$C/1000 rpm | 9.16      | 9.13       | 9.00      | 1.75          |

Table A2 on the other hand shows the obtained rms value of the steady state short-circuit current for the three cases at high speed (6000 rpm).

**Table A2.** Comparison results on a short-circuit scenario.

|                      | BT (Arms) | CAD (Arms) | PM (Arms) | Deviation (%) |
|----------------------|-----------|------------|-----------|---------------|
| 220.7                | 227.1     | 224.1      |           | −1.50         |

Finally, Table A3 compares the average mechanical torque values obtained at multiple operation points of the machine, in both generator and motor modes. The current phase is calculated so as to minimize the losses in the machine.

The different results presented in the three tables show maximum deviations, of around 2%, for the measured quantities.
Table A3. Comparison results for on-load scenarios.

|                  | BT (N.m) | CAD (N.m) | PM (N.m) | Deviation (%) |
|------------------|----------|-----------|----------|-------------|
| Motor mode at 355 Arms/0 rpm | 95.0     | 94.9      | 95.0     | 0.00        |
| Motor mode at 234 Arms/1000 rpm | 70.0     | 68.8      | 68.8     | 1.65        |
| Motor mode at 195 Arms/2000 rpm | 60.0     | 59.0      | 58.9     | 1.83        |
| Motor mode at 217 Arms/3000 rpm | 60.0     | 60.6      | 61.1     | −1.80       |
| Motor mode at 164 Arms/5000 rpm | 40.0     | 40.2      | 40.0     | −0.01       |
| Generator mode at 131 Arms/6000 rpm | −30.0    | −30.1     | −30.0    | 0.12        |
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