Simulation of fermionic lattice models in two dimensions with Projected Entangled-Pair States: Next-nearest neighbor Hamiltonians
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In a recent contribution [Phys. Rev. B 81, 165104 (2010)] fermionic Projected Entangled-Pair States (PEPS) were used to approximate the ground state of free and interacting spinless fermion models, as well as the t-J model. This paper revisits these three models in the presence of an additional next-nearest hopping amplitude in the Hamiltonian. First we explain how to account for next-nearest neighbor Hamiltonian terms in the context of fermionic PEPS algorithms based on simulating time evolution. Then we present benchmark calculations for the three models of fermions, and compare our results against analytical, mean-field, and variational Monte Carlo results, respectively. Consistent with previous computations restricted to nearest-neighbor Hamiltonians, we systematically obtain more accurate (or better converged) results for gapped phases than for gapless ones.

PACS numbers: 02.70.-c, 71.10.Fd, 03.67.-a

I. INTRODUCTION

Several recent papers have proposed and explored the use of tensor networks to simulate fermionic lattice models in two spatial dimensions including algorithms based on the Multi-scale Entanglement Renormalization Ansatz (MERA) and Projected Entangled-Pair States. The fundamental ingredient, common to all approaches, is to incorporate fermionic statistics directly into the tensor network by regarding the tensors as linear maps of anticommuting degrees of freedom, an idea recently generalized to anyonic statistics. The main goal of fermionic tensor network methods is to address strongly correlated fermionic models, which suffer from the negative sign problem in Quantum Monte Carlo.

Fermionic PEPS were first proposed in Ref. and have been discussed in several other papers. In Ref. we provided a detailed account of how to adapt existing bosonic PEPS algorithms to the fermionic case, and we used the fermionic version of the infinite PEPS algorithms to obtain benchmark results for three models with nearest-neighbor Hamiltonian in an infinite square lattice: (i) a model of free spinless fermions with a pairing potential, (ii) a model of interacting spinless fermions with a nearest-neighbor repulsion, and (iii) the well-known t-J model. In the first case, a comparison of the numerical results with the exact solution showed that fermionic PEPS could reproduce ground-state energies and short-range correlators satisfactorily, with a larger degree of accuracy in gapped phases than in gapless ones. For the model of interacting spinless fermions, PEPS yielded significantly lower variational energies than obtained by mean-field theory (restricted Hartree-Fock theory), which enabled to determine the phase diagram more accurately. For the t-J model, PEPS energies are comparable (or even better in some cases) than variational Monte Carlo based on Gutzwiller-projected ansatz wave functions.

As with any new approach, systematic benchmarking of fermionic PEPS algorithms is important in order to establish their range of applicability. The results of Ref. while limited to three specific models, were a first step in this direction. A key question to be addressed is how good a fermionic PEPS is in practice, as a variational ansatz, at approximately representing the ground state of fermionic models. Of course, the precise answer to this question will depend on the specific model under consideration. However, insight on how fermionic PEPS methods generally perform in certain circumstances, e.g. in a given gapped phase, may be obtained from models where an exact solution or previous numerical results by other methods are already available. Such insight is essential in order to subsequently assess the validity of fermionic PEPS results obtained in more relevant (and challenging) scenarios, such as in exploring the ground state phase diagram of the t-J model, which was addressed in Ref. or of the Hubbard model.

Thus, one of the main goals of this paper is to further benchmark the performance of fermionic PEPS algorithms, by considering more complex models than those addressed in Ref. Specifically, here we will consider the effect of adding nearest-neighbor hopping terms to the three models of Ref. Recall that in many cases of interest it is desirable to consider a model where fermion particles can hop between nearest-neighbor sites (with amplitude $t$) as well as next-nearest neighbor sites (with amplitude $t'$). For example, in effective models of high-$T_c$ superconductors (cuprates), it is estimated that the ratio $t'/t$ is of the order of $0.1 - 0.3$. A finite $t'$ can have several important effects on the system. For instance band-structure calculations and experimental analysis suggest that the highest $T_c$ strongly depends on $t'/t$. Previous studies of the hole-doped $t$-$t'$-$J$ model revealed that a finite $t' < 0$ can suppress magnetic order and enhance or suppress pairing correlations (depending on the doping). It was also shown that $t'$ influences the formation of stripes.

In order to explore how well fermionic PEPS can repro-
duce such ground states, we need to extend the fermionic PEPS algorithm of Ref. [7] based on simulating imaginary time evolution, to the case where the evolution is generated by a Hamiltonian that also contains next-nearest neighbor terms. Thus a second main goal of this paper is to explain how this is accomplished. The simulation of frustrated spin models with next-nearest neighbor terms with PEPS by imaginary time evolution was considered in Ref. [13]. In contrast to Ref. [13], here we will explain how to generalize the so-called simple update scheme for time evolution to the case of next-nearest neighbor terms (in addition to accounting for the fermionic character of the PEPS).

The paper is organized as follows: In Sec. II we first explain how to update the PEPS during an imaginary time evolution in the presence of next-nearest neighbor Hamiltonian terms. Then we discuss how to evaluate the expectation value of a next-nearest neighbor operator, as required e.g., in order to compute the energy of a PEPS in the case of nearest neighbor hopping $t'$. In Sec. III we present a series of benchmark results for extensions, containing next-nearest neighbor hopping terms, of the three models addressed previously in Ref. [7] namely (i) an exactly solvable model of free spinless fermions with $t' \neq 0$, (ii) the $t$-$t'$-$V$ model [13] and (iii) the $t$-$t'$-$J$ model. [22] The accuracy and/or apparent convergence (as a function of bond dimension $D$) of ground state properties in these models are comparable to those previously obtained for the case $t' = 0$. Finally, Sec. IV summarizes our findings and conclusions. For completeness, Appendix A provides details on the two different corner-transfer-matrix (CTM) schemes used in order to evaluate expectation values from an infinite PEPS.

II. METHOD

As in Ref. [13] for spin systems, we use an infinite PEPS with bond dimension $D$ to approximate the ground state of a Hamiltonian defined on an infinite square lattice, by simulating an evolution in imaginary time starting from some (random) initial state.

The evolution itself is first approximated, through a Trotter-Suzuki decomposition, by a sequence of two-site gates [13]. After applying each two-site gate, the affected bond in the PEPS has to be truncated, so that the evolved state is again represented by a PEPS with the same bond dimension $D$. This truncation implies choosing a $D$-dimensional subspace in the vector space associated to the bond index. In Ref. [7] we distinguished between two different truncation or update schemes. The first consists of choosing the subspace that best supports the wave function. This requires taking the whole PEPS wave-function into account during the update, i.e., the environment has to be computed at every step in the imaginary time evolution [13]. Alternatively, following Refs. [13], one can update the PEPS as in the time-evolving block decimation (TEBD) method in one dimension [22] by means of a singular value decomposition (SVD). In this second, simpler option, referred to as simple update, instead of considering the full environment, only local weights attached to the bonds of the PEPS are taken into account. In one dimensional systems with open boundary conditions, this choice of update is optimal, since the full environment can be encoded in the local weights. In two-dimensional systems, however, the simple update is no longer optimal (a better choice of truncated space can be obtained by considering the whole environment) but it has a significantly lower computation cost as a function of bond dimension $D$, which allows to consider larger bond dimensions (in a suboptimal way) and potentially obtain more accurate results with the same computational cost.

Here we will use the simple update. In this section we first discuss the additional steps needed to apply the simple update of Ref. [7] in the case of a two-site gate acting on next-nearest neighbor sites. Then we will also explain how to evaluate the expectation value of a next-nearest neighbor operator.

![FIG. 1: (Color online) (a) Infinite PEPS with a four-site unit cell with tensors $A$, $B$, $C$, and $D$. (b) Representation of the same PEPS with diagonal matrices $\lambda_k$ on the bonds, which is used for the simple update. (c)-(f) Relation between the tensors in (a) and (b).](image)

A. Simple update for next-nearest neighbor terms

In order to perform the simple update the fermionic PEPS in Fig. 1(a) is recast into the form shown in Fig. 1(b), where the diagonal matrices $\lambda_k$ live on the bonds and the tensors $\Gamma_q$ live on the sites of the network. As already explained in Appendix B in Ref. [7] the simplified update for nearest-neighbor links consists of the three steps summarized in Fig. 2.

The next-nearest neighbor update is performed in a very similar way, with the difference that three PEPS
tensors and two diagonal matrices are updated at the same time, through two consecutive singular value decompositions. Figure 2 illustrates the update for the link between tensors $\Gamma_A$ and $\Gamma_D$, via the tensor $\Gamma_B$ (including all adjacent diagonal matrices $\lambda_k$). Similarly one could also perform the update for the same link involving the tensor $\Gamma_C$ instead of $\Gamma_B$ as shown in Fig. 4(a). In practice we apply the square root of the gate to both combinations of tensors, in order to make the update more symmetric. In principle it is conceivable that also the order in which the singular value decompositions are made plays a role. However, in the cases studied we have not found a significant difference when changing the order.

Figures 4(c)-(d) show the relevant diagrams for the update of the other diagonal link in the tensor network. As usual, crossings in the network have to be replaced by swap tensors (black diamonds) in order to account for the fermionic anticommutation rules. In total there are 8 different diagonal links for the $2 \times 2$ unit cell, where each link is updated in two different ways (via two different intermediate tensors).

We conclude this section with three remarks. Firstly, we note that the complexity of the update can be reduced by splitting off the parts of the tensors involved in the update by a singular value decomposition (see e.g., Fig. 32 in Ref. 2). Secondly, the same update may of course be used also for bosonic and spin systems, with the simplification that crossings do not need to be taken into account, since bosonic and spin operators commute. Finally, note that an update for next-to-next nearest neighbor interaction can be implemented in a very similar way, since it also involves three PEPS tensors (arranged on a line). This case, not further considered in the paper, requires a larger unit cell of size $3 \times 3$.

B. Computing expectation values of next-nearest neighbor terms

In order to compute the expectation value of a next-nearest neighbor operator, one proceeds in a similar way as explained in Sec. III B of Ref. 7 for nearest neighbor operators. First, one has to compute the environment $\mathcal{E}^{[ABC]}$ for the tensors $A, B, C, D$, which accounts for the infinite lattice surrounding the $2 \times 2$ unit cell formed by these tensors. In Ref. 7 this was done with the directional corner transfer matrix (CTM) method. Besides this scheme, in the present work we also use another variant of the CTM approach, as discussed in Appendix A. The CTM algorithm yields the four corner tensors $C_1, C_2, C_3, C_4$ and the eight edge tensors.
are chosen randomly. In some cases we observe that the state resulting from the time evolution depends on the initial condition (seed), which might be due to the local character of the simple update (cf. Sec. II A). We therefore typically run several (of the order of $10$) simulations with different seeds, and pick the state with lowest energy. In some cases a good choice is to initialize a PEPS from a previously converged PEPS with smaller $D$, but this does not always lead to the state with lowest energy. A converged PEPS for a certain Hamiltonian usually provides a good initial condition for simulations with slightly different Hamiltonian parameters, provided both states are in the same phase.

Evaluating the expectation value of observables requires computing an environment, which in turn requires introducing a second bond dimension $\chi$ associated to additional truncations.$^{11,11,16}$ In all present simulations the bond dimension $\chi$ of the environment has been chosen to be sufficiently large so that the expectation values of local observables do not significantly change when further increasing $\chi$. Typical values are $\chi = 36$ for $D = 2$, $\chi = 48$ for $D = 4$, and $\chi = 64$ for $D = 6$ and $D = 8$.

### A. Free fermions including a pairing potential

We first consider a model of free spinless fermions given by the Hamiltonian

$$H = t \sum_{\langle ij \rangle} \hat{c}^\dagger_i \hat{c}_j + H.c. - \gamma \sum_{\langle ij \rangle} \hat{c}^\dagger_i \hat{c}_j + H.c.$$  

$$+ t' \sum_{\langle\langle ji \rangle\rangle} \hat{c}^\dagger_i \hat{c}_j + H.c. - 2\lambda \sum_i \hat{c}^\dagger_i \hat{c}_i,$$  

(1)

with $\langle ij \rangle$ and $\langle\langle ji \rangle\rangle$ denoting the sum over nearest and next-nearest neighbor pairs, respectively. In the following we fix the hopping amplitude $t$ to 1 and the pairing potential $\gamma$ to 1, and consider a chemical potential $\lambda$ in the range $[1, 4]$. For $t' = 0$ the model reduces to the one studied in Sec. IV of Ref. [7] and is gapped for $\lambda > 2$ and

### III. BENCHMARK RESULTS.

In this section we provide benchmark results for three fermionic models on an infinite square lattice with nearest neighbor and next-nearest neighbor hopping terms, with amplitudes $t$ and $t'$. Each model is an extension of an analogous model with only nearest neighbor hopping term, that is with $t' = 0$, previously addressed in Ref. [7].

As initial condition, the tensors of the infinite PEPS

$T_{11}, T_{r1}, T_{u2}, T_{d2}, T_{l3}, T_{r3}, T_{u4}, T_{d4}$ shown in Fig. 5 which altogether constitute the environment $\mathcal{E}^{[CD]}$. Next, one connects the four tensors $A, B, C, D$ together with their complex conjugates to the environment, and joins the physical legs to the operator accordingly, as exemplified in Fig. 5 for a next-nearest neighbor operator acting between $A$ and $D$. Since the wave function encoded by the iPEPS is not normalized, the value obtained by contracting the tensor network in Fig. 5 has to be divided by the norm of the iPEPS, which is simply obtained by replacing the two-site operator $o$ by the identity operator in Fig. 5.

Evaluating a two-site operator $o$ linking tensors $B, C$ can be done in a similar way, simply by reconnecting the legs of the operator $o$ (highlighted in green in Fig. 5) to the physical legs of $B$ and $C$ accordingly. Finally, the expectation value of the remaining six next-nearest terms can be obtained analogously by first generating the environments for the plaquettes $[BA], [DC], [AB]$.

FIG. 5: (Color online) Tensor network to compute the expectation value of next-nearest neighbor operator $o$ acting between tensors $A$ and $D$. 

FIG. 4: (Color online) The remaining relevant diagrams of the next-nearest neighbor updates. The updated tensors are obtained in a similar way as explained in Fig. 3.
critical for $\lambda \leq 2$\cite{note1}. For $t' \neq 0$, the location of the transition $\lambda_C$ between gapped and gapless phases depends on $t'$.

Figure 6 shows the relative error of the ground state energy as a function of $\lambda$, for different values of $D$ and $t'$. Full and open symbols correspond to critical and gapped phases, respectively.

Figure 7 shows the two-point correlation function $C(r) = \langle \hat{c}_i^\dagger \hat{c}_{i+r} \rangle$ as a function of distance $r$ (in x-direction) in the gapless (left) and gapped (right) phase of the free-fermion model \cite{note2}. Middle panels: Absolute value of $C(r)$ in semi-logarithmic scale. Lower panels: The difference between the simulation result $C(r,D)$ and the exact result $C_{\text{ex}}(r)$ for different values of $D$.

with $V$ being the nearest-neighbor interaction strength, and $\mu$ the chemical potential. As an example we study the transition between a metal phase at low electron density $n$ to a charge-density-wave (CDW) phase at half filling ($n = 0.5$), for fixed parameters $t = 1$, $t' = -0.4$, and $V = 2$. [A similar study was done in Ref.\cite{note3} in the case of $t' = 0$.]

The HF study predicts a first order phase transition between the metallic phase for densities $0 < n \leq 0.274(1)$ and a CDW phase, which is thermodynamically stable upon doping in the range $0.368(1) \leq n < 0.5$, as illustrated in Fig. 8a. The region in $0.274(1) < n < 0.368(1)$ is unstable, corresponding to phase separation (PS) between the two states. The study was done for systems of size $100 \times 100$.

Figure 9 shows a comparison of the energies in the two phases, obtained with HF and infinite PEPS. As explained in Ref.\cite{note4} for the case $t' = 0$, the crossing of the two energies is obtained by starting from a state deep in the metal (CDW) phase and then increase (decrease) $\mu$ across the transition. Similarly as for $t' = 0$, PEPS energies in the gapped CDW phase (for $n = 0.5$) do not differ significantly from the HF energies. However, with increasing $D = 4, 6, 8$, PEPS energies do differ significantly from HF energies in the metal phase close to the transition. This produces a shift of transition point $\mu^*$ to larger values of $\mu$, corresponding to a larger value of

\begin{equation}
C(r) \equiv \langle \hat{c}_i^\dagger \hat{c}_{i+r} \rangle,
\end{equation}

as a function of distance $r$ between the two sites (in x-direction). The numerical results are seen to approach the exact values with increasing $D$, with correlations at short distances being better reproduced than correlations at long distances (see middle panels). Also in this case, the accuracy is better in the gapped phase ($\gamma = 1, \lambda = 3.5, t' = 0.4$) than in the critical phase ($\gamma = 1, \lambda = 2, t' = 0.6$).

**B. The t-t'-V model**

Next we study the $t$-$t'$-$V$ spinless fermion model and compare the infinite PEPS results with the mean-field studies from Ref.\cite{note5} based on Hartree-Fock (HF) theory restricted to states invariant under translations by two sites. The Hamiltonian reads

\begin{equation}
H = -t \sum_{\langle ij \rangle} [\hat{c}_i^\dagger \hat{c}_j + H.c.] + V \sum_{\langle ij \rangle} \hat{c}_i^\dagger \hat{c}_j \hat{c}_i^\dagger \hat{c}_j - t' \sum_{\langle ij \rangle} [\hat{c}_i^\dagger \hat{c}_j + H.c.] - \mu \sum_i \hat{c}_i^\dagger \hat{c}_i,
\end{equation}
the density \( n \), as shown in Fig. 8(b). Also, in contrast with the HF prediction, which predicts a stable doped CDW phase, we do not find a stable doped CDW phase for \( D \geq 4 \), i.e., states in the doped CDW phase obtained by our PEPS computation exhibit a higher energy than states in the metal phase or in the CDW phase at half filling. Thus, we only find a stable CDW phase at exactly half filling (for the model parameters under consideration).

\[
\begin{align*}
\text{a) } & \quad \text{metal} \quad \text{PS} \quad \text{CDW} \\
& \quad 0 \quad 0.274(1) \quad 0.368(1) \quad 0.5
\end{align*}
\]

\[
\begin{align*}
\text{b) } & \quad \text{metal} \quad \text{PS} \quad \text{CDW} \\
& \quad 0 \quad 0.308 \quad 0.343 \quad 0.350 \quad 0.5
\end{align*}
\]

FIG. 8: (Color online) (a) Mean-field phase diagram for fixed parameters \( V = 2 \) and \( t' = -0.4 \) as a function of particle density \( n \), obtained by Hartree-Fock (HF) restricted to states invariant under translations by two sites. The charge-density-wave (CDW) phase is separated from the metal by a region of phase separation (PS). The CDW phase is stable upon doping. b) Phase diagram obtained with iPEPS for different bond dimensions \( D \) for the same parameters as in a). A stable CDW phase is only found at half filling. The phase boundary to the PS region is shifted towards higher values of \( n \) with increasing \( D \).

The amount of entanglement in the gapped CDW phase is relatively low, as can be seen in the lower panel in Fig. 9 showing the entanglement entropy of a \( 2 \times 2 \) block in the system. Therefore, a PEPS with small bond dimension is already sufficient in order to obtain an accurate description of the ground state. In the metal phase, however, the entanglement entropy is considerably higher. The energies have not yet converged as a function of the bond dimension \( D \) for \( D = 8 \), and thus further corrections to the energy can be expected for larger values of \( D \). This phase appears to be particularly difficult to represent by the PEPS. This is not surprising. In the presence of a 1D Fermi surface the entanglement entropy exhibits a logarithmic multiplicative correction to the area law, as shown in the case of free fermions. A PEPS representation, however, can only reproduce an strict area law of the entanglement entropy and therefore it is unclear that the ansatz can offer an accurate approximation of the ground state of a metallic phase. Nevertheless, our results also show that, with increasing bond dimension \( D \), the PEPS can still be used to obtain a systematic improvement over HF results. Since the phase boundary does not change much when comparing the \( D = 6 \) with the \( D = 8 \) simulations, it seems likely that the \( D = 8 \) result is already close to the exact one.

We conclude this section with two remarks. Firstly, we observed states in the metal phase close to the transition that exhibit a slight density modulation between sublattices \( A \) and \( B \) in the lattice, similarly as in the CDW phase. However, this modulation becomes weaker with increasing \( D \), which strongly suggests that this symmetry breaking of translation invariance is a numerical artifact due to small \( D \) rather than a real physical feature.

Secondly, it is conceivable that the \( t-t'-V \) model exhibits also CDW phases other than the checkerboard-ordered phase at half filling, i.e., with a period larger than 2. Indeed, in some simulations we observed states where the density of e.g., sublattice \( A \) oscillates as a function of the CTM steps, which could be an indication for a CDW phase with a period larger than 2. However, in order to represent such states accurately by a PEPS, either a rather large bond dimension or a larger unit cell than the ones employed in this work would be required. We therefore point out that the final phase diagram is likely to be different than the one presented in Fig. 8.
Finally, we present benchmark results for the energy of the $t$-$t'$-$J$ model, given by the Hamiltonian

$$H = -t \sum_{\langle ij \rangle} \left[ \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + H.c. \right] + J \sum_{\langle ij \rangle} \left( \hat{S}_i \hat{S}_j - \frac{1}{4} \hat{n}_i \hat{n}_j \right)$$

$$- t' \sum_{\langle \langle ij \rangle \rangle} \left[ \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + H.c. \right] - \mu \sum_i \hat{n}_i$$

(4)

(5)

with $\sigma = \{\uparrow, \downarrow\}$ the spin index, $\hat{n}_i = \sum_\sigma \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma}$ the electron density and $\hat{S}_i$ the spin 1/2 operator on site $i$, and $\hat{c}_{i\sigma} = \hat{c}_{i\sigma}(1 - \hat{\rho}_{i\sigma})$.

Here we compare our results of the energy with variational Monte Carlo (VMC) and fixed-node Monte Carlo (FNMC) results from Ref. [26], which are based on Gutzwiller-projected ansatz wave functions including spin and density Jastrow factors.

Figure 10 shows the energy as a function of particle density $n$ for $J/t = 0.4$ and $t'/t = -0.2$. Similarly as in the case $t' = 0$ of Ref. [7], the results for $D < 8$ have a higher energy than VMC, but for $D = 8$ the energies are comparable or even lower than VMC. Thus, the additional $t'$ does not seem to change the accuracy of the ansatz significantly (compared to Fig. 26 in Ref. [7]). The FNMC results, however, are still considerably lower than the $D = 8$ results. Note that the Monte Carlo energies are for a finite lattice size (with 98 and 162 sites), and that the energy increases with increasing system size. Thus, the FNMC energy in the thermodynamic limit is slightly higher than shown in the plot. Finally we point out that for $D = 8$ the maximal dimension $\chi$ we used is 64. It is conceivable that the energies still change slightly when increasing $\chi$ further, but we do not expect a significant change.

![FIG. 10: (Color online) Energy per site (with the chemical potential term subtracted) as a function of particle density $n$ of the $t$-$t'$-$J$ model, with $J/t = 0.4$ and $t'/t = -0.2$. The best iPEPS results for $D = 8$ lie in between the VMC and the FNMC results.](image)

IV. DISCUSSION AND CONCLUSION

In this paper we have explained how to extend the fermionic PEPS algorithm for infinite lattices presented in Ref. [7] to models including next-nearest neighbor terms in the Hamiltonian. This opens the possibility to study a much larger variety of models, which are relevant e.g. for high-temperature superconductivity.

The benchmark results in Sec. III involving three different models, indicate that the accuracy of the ground state energy is comparable to the case where only nearest-neighbor terms are present in the Hamiltonian. The present results are compatible with, and provide additional evidence in favor of, the conclusions of Ref. [7] where it was indicated that a fermionic PEPS seems to offer a more accurate description of fermionic for gapped phases than for critical phases, among which two types (I and II) need to be distinguished.

**Gapped phases.**—Our simulations produced high accuracies (or better convergence as a function of bond dimension $D$) for ground state energies for gapped systems, such as the free spinless fermion model [1] for large $\lambda$ and the interacting spinless fermion model [3] at half filling. The corresponding ground states exhibit a comparatively small amount of entanglement and can therefore be approximated accurately by a PEPS with small bond dimension $D$.

**Gapless phases of type I.**—Gapless systems with a finite number of zero modes in their spectrum (that is, without a 1D Fermi surface) are in general more entangled than gapped systems, but they are believed to still obey the area law of the entanglement entropy, which a PEPS is known to be able to reproduce. Therefore, a PEPS is still expected to offer an accurate description of the ground state, provided certain bond dimension $D$, in general larger than in the gapped case, is used. This category of states includes, for the free spinless fermion model [1], the gapless p-wave paired phase corresponding to small $\lambda$; and, for the $t$-$t'$-$J$ model, both the antiferromagnetic phase at half-filling and the (expected) $d$-wave paired phase in the doped case. A remarkable achievement of fermionic PEPS simulations is that they yield better or comparable energies than the usual Gutzwiller projected ansatz wave functions for the doped $t$-$t'$-$J$ model.

We note that even if the energy in such gapless phases is obtained with a few digits of accuracy (of the order of 0.1% for the model [1] with $D = 6$), it is still unclear whether the PEPS reproduces other relevant properties of the ground state accurately. Here we found that the correlation function [2] for the free fermion model [1] is satisfactorily reproduced for short-range distances. However, there are other known cases, e.g. the Heisenberg antiferromagnet model, where the accuracy of the order parameter is two orders of magnitude worse than the accuracy of the energy for a $D = 5$ PEPS on an
infinite lattice. Therefore, the reliability of PEPS results must be carefully checked on a case by case basis. Nevertheless, and taking into account that there are no exact methods available to address systems of strongly correlated fermions, we believe that fermionic PEPS and, more generally, fermionic tensor networks, offer a useful approach to such systems that complements other approaches such as fixed-node Monte Carlo diagrammatic Monte Carlo \cite{Cheuk2016} cluster dynamical mean-field theory \cite{Kunz2021} or Gaussian Monte Carlo \cite{Cucchietti2007}.

**Gapless phases of type II.** Gapless systems with a 1D Fermi surface, such as the metal phase of the interacting spinless fermion model \cite{Delgado96}, are known to display logarithmic multiplicative corrections to the area law of the entanglement entropy. This logarithmic violation cannot be reproduced with a PEPS, and it is therefore unclear that fermionic PEPS methods will be able to accurately describe the ground state of such massively entangled phases. Nonetheless, our results for the metal phase of the interacting spinless fermion model \cite{Delgado96} show that, even in this case, PEPS with increasing values of the bond dimension $D$ can be used to obtain systematic improvements on mean-field energies, which in turn question the validity of the mean-field phase diagram.

It might well be, however, that a proper characterization of the ground state of gapless phases with a 1D Fermi surface is simply beyond the reach of fermionic PEPS. In this case other techniques, such as one of the many methods which work particularly well in Fermi-liquid type phases at weak coupling (e.g. Refs. \cite{Kunz2004,Brandow2008}), or a specialized tensor network approach \cite{Evenbly2009}, should be used instead.

We conclude by noticing that a larger bond dimension $D$, and therefore more accurate PEPS results, may be within reach in subsequent studies. This larger values of $D$ could be accessed e.g. by using more computer resources (possibly in a parallel architecture), by exploiting the symmetries of the and/or by employing Monte Carlo sampling techniques \cite{Evenbly2009}. We also point out that with the same values of $D = 2 \ldots 8$ used in this paper, more accurate results may be obtained by employing the standard update instead of the simple update in the simulations, which, however, comes with a larger computational cost (cf. Ref. \cite{Evenbly2009}).
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**Appendix A: Variant of the corner transfer matrix method**

The evaluation of the expectation value of a local observable from a PEPS requires the computation of the so-called environment \cite{Verstraete2004,Evenbly2009} which accounts locally for the ground state wave function on the rest of the system, as explained in Sec. \ref{sec:environment}. In an infinite system, corner transfer matrix (CTM) methods, originally introduced by Baxter \cite{Baxter1987} can be used to approximately compute this environment. In this case, the environment is approximated by four corner tensors $C_1$, $C_2$, $C_3$ and $C_4$ and eight edge tensors (or half-row transfer matrices) $T_{11}$, $T_{r1}$, $T_{u2}$, $T_{d2}$, $T_{r3}$, $T_{u4}$, and $T_{d4}$, as shown in Fig. \ref{fig:CTM}.

In the present work we applied two different CTM schemes: The first is the directional CTM method \cite{Evenbly2009} already used in our previous work \cite{Becca2018}, the second scheme essentially corresponds to the CTM renormalization group (CTMRG) method from Ref. \cite{Verstraete2004} adapted to the

![Diagram](image-url)
anisotropic case and to a $2 \times 2$ unit cell, with subsequent coarse-graining moves in horizontal and vertical direction as in the directional CTM method. The main difference is that in the former scheme the four corners in the lattice are renormalized individually (see Refs. [16] for details), whereas in the CTMRG approach the full environment is taken into account in each renormalization step. Figure [11] illustrates the left-right coarse-graining move, i.e. where the system size is increased by two lattice sites in the horizontal direction. In a similar way a top-bottom move is performed, which increases the system by two lattice sites in the vertical direction. These two moves are iterated until convergence is reached. Including more tensors in each renormalization step helps to better determine the relevant subspace to be kept during truncation, since more information about the system is taken into account. 1 The disadvantage is that this scheme is more strongly limited by the machine precision 1 A similar idea is pursued in the second renormalization group method [15].

We observed that the CTMRG scheme converges better in the case of highly-entangled systems, as for example in the metal phase of the model [10] close to the phase transition. In gapped systems both methods seem to converge equally well, with the directional CTM yielding slightly better accuracies than the present scheme. We used the former to address the gapped phase of the model [1], and the latter in all other simulations.
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