A theoretical framework to analyse the flow of particles in a dynamical system with stochastic transition rates and site capacities
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We study the stochasticity in a dynamical model: ribosome flow model with different site sizes that models the unidirectional movement of particles controlled by transition rates along a lattice having different site sizes. Our work models the parameters as random variables with known distributions and investigates the steady-state flow rate under this notion by using tools from the random matrix theory. Some closed-form theoretical results are derived for the steady-state flow rate under some restrictive assumptions such as random variables being independent and identically distributed. Furthermore, for arbitrary but bounded stochastic transition rates, stochastic site capacities, or both, we establish bounds for the steady-state flow rate. Our analysis can be generalized and applied to study the flow of particles in numerous transport systems in the stochastic environment.

1. Introduction

There are many natural or man-made transport processes that can be viewed as non-equilibrium systems where ‘particles’ move along a one-dimensional lattice of ordered ‘sites’. These processes include movement of molecular motors [1], gene translation [2], transcription [3], intracellular transport [4], vehicular traffic [5], phosphorelay [6] and many more. A basic physical concept in these transport processes is the simple exclusion principle which asserts that each site along the lattice can be occupied by at most one particle. Several particles move simultaneously along the same track thus forming traffic congestion behind a particle that does not move for a long time [7].
In reality, there are various types of stochasticity present in all these systems due to several reasons such as intrinsic factors, experimental noise, uncertainty, etc. For example, in many cellular transport processes, chemical reactions are stochastic due to their microscopic nature where the chemical transitions take place with exponentially distributed waiting times [8]. Therefore, it is necessary to speculate these transport processes in the stochastic environment to understand them in a better way. A key factor to analyse is the flow rate and hence it is of considerable interest to understand how this rate is affected under stochasticity in these processes. Generally, the stochastic effects are modelled by considering the parameters drawn from the probability distributions following certain physical arguments.

Mathematical models are becoming increasingly significant in understanding the particle flow dynamics because they can be used to make qualitative and quantitative predictions about the effects of changing parameters on system dynamics [9–15]. An elementary model from statistical physics based on the simple exclusion principle is the stochastic model called the totally asymmetric simple exclusion process (TASEP) [16–18]. Particles hop unidirectionally with some probability from one site to the next free site in this fundamental model, illustrating that the particles have volume and cannot pass one another. As a result, each site can be either occupied by a single particle or remain vacant, meaning that all sites are of equal size.

TASEP and its variants have been extensively used to model a variety of processes such as cellular cargo transport, pedestrian dynamics, transport across biomembrane channels, the packets flow in communication networks, and many more [19]. However, due to the indirect interactions between the particles, analysis of TASEP is cumbersome and in particular, results for TASEP hold when the number of sites goes to infinity. In particular simplified cases, such as the model with homogeneous rates, exact solutions can be obtained, whereas in the non-homogeneous stochastic case, one looks for extensive and time-consuming Monte Carlo simulations.

A deterministic mathematical model called the ribosome flow model (RFM) which is derived as a dynamical mean-field approximation of TASEP was introduced by Reuveni et al. [20]. This model is easy to simulate and highly amenable to mathematical analysis using tools from the theory of cooperative dynamical systems [21], contraction theory [22] and Perron–Frobenius theory [23]. The RFM includes n consecutive sites along a one-dimensional track. The normalized occupancy level (or density) of site i at time t is described by a state variable \( x_i(t) : \mathbb{R}_+ \rightarrow [0, 1] \) where \( x_i(t) = 0 \) means that site i is completely empty (full) at time t. The flow between site i and site i + 1 is controlled by the transition parameter \( \lambda_i > 0 \). The dynamics of the RFM is given by the \( n \) nonlinear ordinary differential equations:

\[
\dot{x}_i = \lambda_{i-1}x_{i-1}(1 - x_i) - \lambda_i x_i(1 - x_{i+1}), \quad i = 1, \ldots, n, \tag{1.1}
\]

where \( x_0(t) = 1 \) and \( x_{n+1}(t) = 0 \). Equation (1.1) depicts that the flow of particles from site i to site i + 1 is \( \lambda_i x_i(1 - x_{i+1}) \). This model includes a 'soft' version of the simple exclusion principle i.e. the flow increases with the occupancy level at site i and it decreases as site i + 1 becomes full. The flow or output rate from the last site at time t is denoted by \( R(t) := \lambda_n x_n(t) \). It has been proved that the steady state is always achieved by the dynamics [24]. Clearly, RFM is a nonlinear compartmental system where each state variable describes the amount of material in each compartment. Several generalizations of the RFM have been widely used to mimic the flow of ribosomes along an mRNA molecule or networks of mRNAs as well as other key cellular transport processes, etc. [25–32].

The capacity of each site or compartment is taken to be equal in the RFM. However, each site can have a different size, i.e. capacity of two different compartments can be unequal. For example, consider the flow of vehicles down a road: depending on the number of parallel lanes, each section would have a different capacity. To incorporate this feature, a generalization of the RFM called ribosome flow model with different site sizes (RFMD) was introduced [33]. Each particle in this model hops forward to the next site not only if it is vacant, but also if it is ready to accept the particle. The dynamics of the RFMD is given by the set of \( n \) nonlinear ordinary differential equations:

\[
\dot{x}_i = \lambda_{i-1}x_{i-1}(q_i - x_i) - \lambda_i x_i(q_{i+1} - x_{i+1}), \quad i = 1, \ldots, n, \tag{1.2}
\]

where \( x_0(t) = 1 \) and \( x_{n+1}(t) = 0 \). The state variable \( x_i(t) : \mathbb{R}_+ \rightarrow [0, q_i] \) describes the normalized occupancy level of site i at time t where \( x_i(t) = 0 \) means that site i is completely empty (full) (figure 1). The parameter \( q_i \in (0, 1] \) describes the maximal capacity at each site. We review the mathematical properties of the RFMD in the next section. In the particular case, when \( q_i = 1 \) for all i, RFMD becomes the RFM.
The transition rates that are considered fixed in the RFM generally vary depending upon the available resources, the presence of various noise sources, etc. For example, variance of elongation factors like EF-Tu, tRNA molecules, etc. leads to randomness in the transition parameters in the transition process. In a recent paper, variations in the rates of the RFM have been studied by assuming them as random variables [34]. Using tools from random matrix theory, it is proved that the steady-state output rate is bounded above and below by two random values and that both bounds converge to a constant value when the random variables are independent and identically distributed (i.i.d.) [34].

The RFMD is a more useful model for analysing the movement of particles along a one-dimensional track as it incorporates an important dynamical feature of different site sizes that do not exist in the RFM. Therefore, it is crucial to understand this model with variable rates due to various levels of stochasticity. In this paper, we characterize the notion of randomness in the RFMD in the sense that the parameters are random variables with known distributions and analyse the steady-state flow rate in the RFMD through a theoretical approach under this assumption. In particular, this also models the transport phenomena having stochastic variations in the transition rates and fixed site sizes. Our main results also include some closed-form results under restrictions such as rates are i.i.d. random variables.

The paper is organized as follows. The next section recalls the dynamical properties of the RFMD that are relevant in our context. Section 3 describes our main theoretical results. The next section includes all the proofs of the given results. The final section summarizes the findings and suggests several directions for further research.

2. Dynamical properties of the RFMD

Let \( \mathbb{R}^n_{++} \) denote the set of \( n \)-dimensional vectors with all entries positive. Consider an RFMD with dimension \( n \) having transition rates \( \lambda \in \mathbb{R}^{n+1}_{++} \) and site sizes \( q \in (0, 1)^n \). Let \( x(t, a) \) denote the solution of the RFMD at time \( t \) for the initial condition \( x(0) = a \). The state variable \( x_i(t) \) corresponds to the normalized occupancy level at site \( i \) at time \( t \), so we always assume that \( a \) belongs to the state space:

\[
C := \{ x \in \mathbb{R}^n : \ x_i \in [0, q_i], \quad i = 1, 2, \ldots, n \}.
\]

It has been proved that there exists a unique \( e \in \text{int}(C) \) such that for any initial condition in \( C \), the solution belongs to \( \text{int}(C) \) for all \( t > 0 \) and \( \lim_{t \to \infty} x(t, a) = e [33] \). In other words, the rates and site sizes determine a unique steady-state \( e \), and any solution arising from different initial conditions in \( C \) converges to it.

At the steady state, for \( x = e \), the left-hand side of all the equations in (1.2) is zero, so

\[
\lambda_0 (q_1 - e_1) = \lambda_1 e_1 (q_2 - e_2)
\]

\[
= \lambda_2 e_2 (q_3 - e_3)
\]

\[
\vdots
\]

\[
= \lambda_{n-1} e_{n-1} (q_n - e_n)
\]

\[
= \lambda_n e_n.
\]

To put it another way, at the steady state, the flow into and out of each site is equal. Let \( R := \lambda_n e_n \) denote the steady-state flow or output rate. It is clear that obtaining the solution of non-linear equations in (1.2) is not straightforward in general. However, it has been recently proved in [33] that...
the steady-state flow rate can be obtained from the spectral properties of a suitable tridiagonal matrix. Define $A_n : \mathbb{R}_+ \rightarrow \mathbb{R}^{(n+2)\times(n+2)}$ by

$$
A_n(r) := \begin{bmatrix}
0 & \lambda_0^{-1/2} & 0 & \cdots & 0 \\
\lambda_0^{-1/2} & (1 - q_1)r & \lambda_1^{-1/2} & \cdots & 0 \\
0 & \lambda_1^{-1/2} & (1 - q_2)r & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & (1 - q_n)r & \lambda_n^{-1/2} \\
0 & \cdots & 0 & \lambda_n^{-1/2} & 0
\end{bmatrix}.
$$

The above matrix $A_n(r)$ has real eigenvalues due to the fact that it is symmetric. Further, each element of $A_n(r)$ is non-negative and $A_n(r)$ is irreducible, implying that it has a simple maximal positive eigenvalue for each $r$ [23]. It was shown in [33] that there exists a unique value $r^* \in (0, \infty)$ such that

$$
\sigma(A_n(r^*)) = r^*,
$$

and the steady-state flow rate satisfies

$$
R = \frac{1}{(\sigma(A_n(r^*))^2).}
$$

The spectral representation above shows that the steady-state flow rate in the RFMD depends on the transition rates and site capacities. This spectral representation has various useful theoretical implications. It has been used to obtain results on the sensitivity analysis and quasi-concavity of the steady-state flow rate. It also allows the upper and lower bounds of $R$ to be determined when the rates are random variables with some known distributions using tools from probability theory as shown in the following sections.

The main results on the steady-state flow rate in the RFMD given random transition rates or random site capacities are presented in the next section.

3. Main results

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and all random variables in the next subsections are defined on this common probability space. We describe random variable $X$ as almost sure bounded if there exists $0 \leq c < \infty$ such that $\mathbb{P}[|X| \leq c] = 1$. Let $M_X := \inf_{c \geq 0} \{\mathbb{P}[|X| \leq c] = 1\}$ and $m_X := \sup_{c \geq 0} \{\mathbb{P}[c \leq |X|] = 1\}$. Let $\mathbb{R}_{\geq \delta} := \{x \in \mathbb{R} : x \geq \delta > 0\}$. The steady-state flow rate in the $n$-site RFMD is denoted by $R_n$.

We analyse the value of $R_n$ given the random transition rates or the site capacities. In the first §3.1, we provide results on the value of $R_n$ by assuming that the transition rates are random variables and the site capacities are deterministic. The second §3.2 deals with the case when the site capacities are random variables and the transition rates are deterministic. The last §3.3 analyses $R_n$ given the variability in all the rates.

3.1. The RFMD with stochastic transition rates

In this subsection, we consider randomness only in the transition rates, i.e. we assume that the size of all the compartments is fixed and tackle stochasticity or uncertainties in the transition rates by assuming them as random variables with some known distributions. This situation may model, for example, variations in the speed of the vehicles due to different human behaviours along a multi-lane road where there is a change in the number of lanes along the road.

The random variable $Z := X^{-1/2}$ is almost sure bounded for $X$ supported on $\mathbb{R}_{\geq \delta}$. We further examine the steady-state flow rate by investigating two cases: homogeneous and non-homogeneous site capacities. In the first case, we assume that all the site capacities are equal. This assumption is certainly restrictive and is required in order to derive some closed-form theoretical outcomes.

**Case 1.** The homogeneous compartment sizes ($q_i = q$)

Firstly, we consider an RFMD with all the $q_i$’s equal and denote their common value as $q$. The following result assumes that the rates are i.i.d. random variables.
Theorem 3.1. Assume that rates $\lambda_i$ in the RFMD with dimension $n$ are independent copies of a random variable $X$ having support on $\mathbb{R}/\mathbb{C}$. Then $R_n \rightarrow_{p} q^2 (2M_{X,1/2})^{-2}$ as $n \rightarrow \infty$, i.e. $R_n$ approaches the value $q^2 (2M_{X,1/2})^{-2}$ with probability one, as $n \rightarrow \infty$.

The above result states that as the dimension of the RFMD increases, the steady-state flow rate converges with unit probability to a fixed value depending upon the constant site size $q$ and on the minimal possible value (with probability one) that the random variable $X$ attains. Clearly, for $q = 1$, we retrieve the case of variability in the rates in the RFM [34].

Example 3.2. Suppose that $X$ follows a half-normal distribution with mean having value 2 and standard deviation having value 0.1. Note that $M_{X,1/2} = 1/\sqrt{2}$. Let $q_i = 0.5$ for all $i$. In this case as $n$ goes to infinity, $R_n \rightarrow_{p} 0.125$ by theorem 3.1. A histogram of the results for $n \in \{50, 500, 1000\}$ is shown in figure 2.

We now investigate the cases where the restrictive assumption of rates being i.i.d. random variables is a little bit relaxed. Our first case considers that the random variables $X_i$ could be non-identical, but all independent and having the same support. In this case also, the analysis of the proof of theorem 3.1 proves that the steady-state flow rate asymptotically approaches the same value as in theorem 3.1. The next example exhibits this.

Example 3.3. Let $n+1$ independent random variables $X_0, X_1, \ldots, X_{(n/2)-1}$ be distributed using the half-normal distribution with mean having value 1 and standard deviation having value 0.1 and $X_{n/2}, X_{(n/2)+1}, \ldots, X_n$ distributed uniformly on $[1, 2]$. Note that $M_{X,1/2} = 1$ for all $i$. Let $q_i = 0.3$ for all $i$. The theory predicts that as $n$ goes to infinity, $R_n \rightarrow_{p} 0.0225$. A histogram of the results for $n \in \{50, 500, 1000\}$ is depicted in figure 3.

In the second case, we allow a growing (but still tiny) number of random variables having support different from the other random variables. We use the notation $S^n$ to denote the set of permutations on $\{1, 2, \ldots, n\}$. Consider a permutation $\pi \in S^n$ and let $Y = (Y_{\pi(1)}, Y_{\pi(2)}, \ldots, Y_{\pi(n)})$. Let $Y_{i}^{\pi}$ denote the $i$th element in $Y$. The next result is a generalization of the theorem stated for $q = 1$ in [34].

Theorem 3.4. Let $d = d(n) > 0$ be an integer which has the property $\lim_{n \rightarrow \infty} d(n)/n = 0$. $\{X_{i}\}_{i=0}^{n-d}$ is a collection of $(n - d + 1)$ independent random variables having support on $\mathbb{R}/\mathbb{C}$ and satisfies

$$M_{X_{i,1/2}} = M_{X_{i,1/2}} = \cdots = M_{X_{i,d/2}}.$$  

(3.1)
Figure 3. Histograms showing 5000 distinct values each for RFMD with dimension 50, 500 and 1000 coloured in blue, red and green, respectively, for the steady-state flow rate in the RFMD with the parameters considered in example 3.3. The theory predicts that as \( n \) goes to infinity, the steady-state flow rate converges to 0.0225 with probability one.

\[
\{X_i\}_{n=d+1} \text{ is a collection of } d \text{ random variables having support on the positive semi-axis and satisfies}
\]

\[
M_{X_{j-1/2}} \leq f^{-1/2}, \quad j = n-d+1, \ldots, n.
\]

Denote \( Y = (X_{n_1}, X_{n_2}, \ldots, X_n) \). Fix a permutation \( \pi \in S^n \). Let each rate \( \lambda_i \) in the RFMD with dimension \( n \) be a copy of the random variable \( Y_i\pi \), for \( 0 \leq i \leq n \) and \( \lambda_i \)'s are independent. Then \( R_n = \sum_{i=1}^{n} \lambda_i (2M_{X_{j-1/2}})^{-2} \) as \( n \to \infty \).

The above result shows that the steady-state flow rate asymptotically approaches the same value as in theorem 3.1. We shall now describe results on the steady-state flow rate given the non-homogeneous site capacities.

Case 2. The non-homogeneous compartment sizes

Secondly, we consider the case when some (or all) \( q \)'s are non-identical. Let \( q_{i} \) and \( q_{2} \) denote the minimum and maximum value of \( q \), respectively. For given \( \epsilon > 0 \), define \( a(\epsilon) := \mathbb{P}\{X^{-1/2} \geq M_{X_{j-1/2}} - \epsilon\} \). The next result analyses the bound of \( R_n \) for the finite dimension \( n \) of the RFMD.

**Theorem 3.5.** Assume that rates \( \lambda_i \) in the RFMD are independent copies of a random variable \( X \) having support on \( \mathbb{R}_{\geq 0} \). Consider two sequences of positive integers \( (n_i) \) with \( n_i < n_j \) for \( j < i \) and \( (s_i) \) with \( s_j < s_k \) for \( j < k \) and \( s_i < n_i - 1 \) for all \( i \). Also, consider a decreasing sequence of positive scalars \( \epsilon_i \) with \( \epsilon_i \to 0 \). Then \( R_n \) in the RFMD with dimension \( n \) for any \( i \) satisfies

\[
(q_i)^2 (2M_{X_{j-1/2}})^{-2} \leq R_n \leq (q_i)^2 (2M_{X_{j-1/2}})^{-2} \left( 1 + O(\epsilon_i + s_i^2) \right),
\]

with probability at least

\[
1 - \exp\left( - \left[ \frac{n_i - 2}{s_i} \right] (a(\epsilon_i))^{n_i} \right).
\]

The following general result examines the case where we have bounded but arbitrary \( X_i \)'s. The set of all possible \( s \) consecutive integers from the set \( \{1, 2, \ldots, n - 1\} \) is denoted by \( J_{s+1}^n \).

**Theorem 3.6.** Assume that each rate \( \lambda_i \) in the RFMD with dimension \( n \) is a copy of a random variable \( X_i \) having support on \( \mathbb{R}_{\geq 0}, \) for \( 0 \leq i \leq n \). Then \( R_n \) satisfies

\[
(q_i)^2 \left( \max_{1\leq j\leq n} X_{j-1/2}^{-1/2} + X_1^{-1/2} \right)^{-2} \leq R_n \leq (q_i)^2 \left( 2 \max_{1\leq j\leq n} \cos \left( \frac{\pi}{s+2} \right) \max \min_{e_i, f_i} X_{j-1/2}^{-1/2} \right)^{-2},
\]

with probability one.
The above result shows that the steady-state flow rate may not approach a deterministic value in this scenario, but rather it is constrained by two random values above and below. Given several possible distributions of random transition rates, this result gives a notion of a range of output rates. The steady-state flow rate is examined in the next subsection, given deterministic transition rates and variability in site capacities.

3.2. The RFMD with stochastic compartment sizes

In this subsection, we consider randomness only in the site sizes, i.e. we assume that the transition rates are fixed and tackle fluctuations in the size of compartments by assuming them as random variables with some known distributions. This may model processes like the packets flow in communication networks. In the context of linear communication networks, the data packets are the moving particles and buffers are the sites [35]. Owing to many reasons such as run-down communication infrastructure or interference, there could be fluctuations in the capacity of the buffers holding the data packets [36]. The approach used here can be generalized to analyse the flow of packets in such networks.

We further analyse the steady-state flow rate by considering the cases of homogeneous and non-homogeneous transition rates. We assume that all the transition rates are equal in the first case. Of course, this assumption is limiting, yet it is required to derive some closed-form theoretical results. However, it has some empirical support, for example, the rate of data packet transmission in a communication network can be the same under similar conditions.

Case 1. The homogeneous transition rates ($\lambda_i = \lambda$)

Firstly, we consider the case when all the $\lambda_i$'s are equal and denote their common value by $\lambda$. The next result assumes that the site capacities are i.i.d. random variables.

Theorem 3.7. Assume that site capacities $q_i$ in the RFMD with dimension $n$ are independent copies of a random variable $Q$ having support on $[\beta, \gamma]$ where $0 < \beta < \gamma \leq 1$. Then $R_n \xrightarrow{p} (m_Q)^2 \lambda/4$ as $n \to \infty$.

The above result states that the steady-state flow rate asymptotically approaches a constant value with probability one that depends on the constant transition rate $\lambda$ and the minimal possible value (with probability one) of the random variable $Q$ as the RFMD's dimension grows.

Example 3.8. Assume that $Q$ has a uniform distribution on the range $[0.8, 1]$. Take note of $m_Q = 0.8$. For all $i$, let $\lambda_i = 1$. In this case, theorem 3.7 implies that as $n$ approaches infinity, $R_n \xrightarrow{p} 0.16$. A histogram of the results for $n \in \{50, 500, 1000\}$ is shown in figure 4.

Likewise, in the first subsection, we now examine the cases where we allow some relaxations in the assumption that the site capacities are i.i.d. random variables. Our first case considers the random variables $Q_i$ that might be non-identical, but all independent and they all have the same minimum bound. The following example shows that if each site capacity $q_i$ is taken from the $Q_i$ distribution, then again the steady-state flow rate approaches the same value as given in theorem 3.7.

Example 3.9. Let $n$ independent random variables $Q_1, \ldots, Q_{n/2}$ distributed uniformly on $[0.7, 0.9]$ and $Q_{n/2+1}, \ldots, Q_n$ distributed uniformly on $[0.7, 0.8]$. Note that $m_Q = 0.7$ for all $i$. Let $\lambda_i = 1$ for all $i$. Thus, our theory predicts that as $n$ approaches infinity, $R_n \xrightarrow{p} 0.125$. A histogram of the results for $n \in \{50, 500, 1000\}$ is depicted in figure 5.

We consider an increasing (but small in comparison to $n$) number of random variables modelling site sizes to have a different support than the rest of the other random variables in the next result.

Theorem 3.10. Consider an integer $d = d(n) > 0$ with the property $\lim_{n \to \infty} d(n)/n = 0$. $\{Q_i\}_{i=1}^{n-d}$ is a collection of $(n - d)$ independent random variables having support on $[\beta, \gamma]$ where $0 < \beta < \gamma \leq 1$ and satisfies

$$m_{Q_1} = m_{Q_2} = \cdots = m_{Q_{n-d}}.$$  

(3.6)

$\{Q_i\}_{i=1}^{n-d+1}$ is a collection of $d$ random variables having support on $[\mu_i, \tau_i]$ where $0 < \mu_i < \tau_i \leq 1$ for $i = n - d + 1, \ldots, n$ and satisfies

$$m_{Q_j} \geq \beta, \quad j = n - d + 1, \ldots, n.$$  

(3.7)

Denote $Y = (Q_1, Q_2, \ldots, Q_n)$. Consider a permutation $\pi \in S^n$. Each site capacity $q_i$ in the RFMD with dimension $n$ is a copy of the random variable $Y_{\pi(i)}$, for $1 \leq i \leq n$ and $q_i$'s are independent. Then $R_n \xrightarrow{p} (m_Q)^2 \lambda/4$ as $n \to \infty$. 

\[\text{royalsocietypublishing.org/journal/rsos} \]
The above result shows that the steady-state flow rate approaches the same value as \( n \) goes to infinity as in theorem 3.7. Next, we shall discuss the case of non-homogeneous transition rates.

**Case 2.** The non-homogeneous transition rates

Secondly, we consider the case when some (or all) \( \lambda_i \)'s are non-identical. Let \( \lambda_i \) and \( \lambda_L \) denote the minimum and maximum value of \( \{\lambda_i^{-1/2} : i = 0, 1, \ldots, n\} \), respectively. For \( \eta > 0 \), define

---

**Figure 4.** Histograms showing 5000 distinct values each for RFMD with dimensions 50, 500 and 1000 coloured in blue, red and green, respectively, for the steady-state flow rate in the RFMD with the parameters considered in example 3.8. Our theoretical result shows that as \( n \) goes to infinity, the steady-state flow rate converges to 0.16 with probability one.

**Figure 5.** Histograms showing 2500 distinct values each for RFMD with dimensions 50, 500 and 1000 coloured in blue, red and green, respectively, for the steady-state flow rate in the RFMD with the parameters considered in example 3.9. The theory forecasts that as \( n \) goes to infinity, the steady-state flow rate converges to 0.125 with probability one.

The above result shows that the steady-state flow rate approaches the same value as \( n \) goes to infinity as in theorem 3.7. Next, we shall discuss the case of non-homogeneous transition rates.

**Case 2.** The non-homogeneous transition rates

Secondly, we consider the case when some (or all) \( \lambda_i \)'s are non-identical. Let \( \lambda_i \) and \( \lambda_L \) denote the minimum and maximum value of \( \{\lambda_i^{-1/2} : i = 0, 1, \ldots, n\} \), respectively. For \( \eta > 0 \), define
\[ b(\eta) := P(Q \leq m_Q + \eta) \]. The following result provides the bounds of \( R_n \) for the finite dimension \( n \) of the RFMD.

**Theorem 3.11.** Let us assume that site capacities \( q_i \) in the RFMD are independent copies of a random variable \( Q \) having support on \([\beta, \gamma]\) where \( 0 < \beta < \gamma \leq 1 \). Choose two positive integer sequences \((n_i)\) with \( n_j < n_i \) for \( j < i \) and \((s_i)\) with \( s_j < s_i \) for \( j < i \) and satisfying \( s_i < n_i \) for all \( i \), and a decreasing sequence of positive scalars \( \eta_i \) with \( \eta_i \to 0 \). Then \( R_n \) in the RFMD with dimension \( n_i \) for any \( i \) satisfies

\[
(m_Q q_i) (2\lambda) q_i^{-2} \leq R_n \leq (m_Q q_i) (2\lambda) j^{-2} \left( 1 + \frac{\eta_i^2}{m_Q q_i} + \frac{2\eta_i}{m_Q q_i} \right) (1 + O(s_i^2)),
\]

with probability at least

\[
1 - \exp\left( - \left( \frac{n_i - 1}{s_i} \right) (b(\eta_i)) s_i \right).
\]

Notably, the convergence rate (3.8) to the value given for homogeneous transition rate in theorem 3.7 as \( n \) increases is slower than the rate of convergence (3.3) to the value given for homogeneous site size in theorem 3.1. The following result deals with the situation where \( Q_i \)’s are arbitrary yet bounded. They do not have to be independent or identical.

**Theorem 3.12.** Suppose that every site capacity \( q_i \) in the RFMD with dimension \( n \) is a copy of a random variable \( Q_i \) having support on \([\beta_i, \gamma_i]\) where \( 0 < \beta_i < \gamma_i \leq 1 \), for \( 1 \leq i \leq n \). Then \( R_n \) satisfies

\[
(min_{1 \leq i \leq n} q_i) (2\lambda) q_i^{-2} \leq R_n
\]

and

\[
\max_{1 \leq i \leq n} \left( 2\lambda_i \cos\left( \frac{\pi}{s+1} \right) + \max_{j \in J_i} \left( 1 - \max_{j \in J_i} 1 / (R_n)^{1/2} \right) \right) \leq \frac{1}{(R_n)^{1/2}}.
\]

The above theorem shows that steady-state flow rate is explicitly bounded below by a random quantity and the other bound follows an implicit relationship. In the above subsections, we derive the theoretical results where we allow assumptions on the transition rates as random variables and the site capacities are deterministic and vice-versa. However, in the following subsection, we provide the bounds for the steady-state flow rate in the most general scenario, when the capacities of the sites and the values of the transition rates are random.

### 3.3. The stochastic RFMD

We state our last result where we assume that all the parameters are arbitrary random variables but bounded and they need not be independent or identical. For \( J_x \in \mathcal{J}_{n-1} \), let \( H_x \) be the set \( \{J_x \cup (\ell(J_x) + 1)\} \) where \( \ell(J_x) \) denotes the last entry of the set \( J_x \).

**Theorem 3.13.** Assume that each rate \( \lambda_i \) in the RFMD with dimension \( n \) is a copy of a random variable \( X_i \) having support on \( R_{\geq \beta_i} \) for \( 0 \leq i \leq n \). Suppose that each site capacity \( q_i \) in the RFMD is a copy of a random variable \( Q_i \) having support on \([\beta_i, \gamma_i]\) where \( 0 < \beta_i < \gamma_i \leq 1 \), for \( 1 \leq i \leq n \). Then \( R_n \) satisfies

\[
(min_{1 \leq i \leq n} q_i) (2\lambda) q_i^{-2} \left( \max_{1 \leq i \leq n} X_i^{-1/2} + X_i^{-1/2} \right)^{-2} \leq R_n
\]

and

\[
\max_{1 \leq i \leq n} \max_{J_x \in \mathcal{J}_{n-1}} \left( 2 \cos\left( \frac{\pi}{s+2} \right) \min_{j \in J_x} X_j^{-1/2} + \left( 1 - \max_{j \in J_x} 1 / (R_n)^{1/2} \right) \right) \leq \frac{1}{(R_n)^{1/2}}.
\]

The above result states that steady-state flow rate is bounded by two random quantities: the lower bound is explicit and the other bound follows an implicit relationship. The theoretical result stated here is the most general result that holds for variability or fluctuations both in the transition rates and the site capacities. We state an example to demonstrate the above theorem.
Example 3.14. Consider an RFMD with dimension $n = 3$. Let the transition rates $\lambda$ distributed uniformly on $[1, 2]$ and the site sizes $q$ distributed uniformly on $[0.5, 0.7]$. We have by calculation, $0.0625 \leq R_n \leq 0.49$. Figure 6 depicts a histogram for $n = 3$.

Note: Even though both the transition rates and the site capacities themselves are i.i.d. random variables, the steady-state flow rate does not converge to a deterministic value in this situation, contrary to our earlier theoretical conclusions. This can be explained as follows. Suppose that each rate $\lambda_i$ is generated using the distribution of a random variable $X$ that takes values in the interval $[a, b]$, where $a > 0$. Consider that every site capacity $q_i$ is selected using the distribution of a random variable $Q$ taking values in the interval $[c, d]$, where $0 < c < d \leq 1$. In this respect, we have

\[
\frac{1}{\sqrt{b}} \leq \frac{1}{\sqrt{X}} \leq \frac{1}{\sqrt{a}} \tag{3.14}
\]

and

\[
c \leq Q \leq d. \tag{3.15}
\]

From equation (3.12), we have

\[
\frac{c^2 a}{4} \leq R_n. \tag{3.16}
\]

From equation (3.13), we have

\[
2 \cos \frac{\pi}{s + 2} \sqrt{b} + (1 - d) \frac{1}{\sqrt{R_n}} \leq \frac{1}{\sqrt{R_n}} \tag{3.17}
\]

and

\[
\Rightarrow R_n \leq \frac{d^2 b}{4 (\cos(\pi/(s + 2)))^2}. \tag{3.18}
\]

As $n \to \infty$, we can choose $s$ large enough such that

\[
R_n \leq \frac{d^2 b}{4}. \tag{3.19}
\]
Equations (3.16) and (3.19) imply
\[
\frac{c^2a}{4} \leq R_n \leq \frac{d^2b}{4}.
\] (3.20)

Thus, the steady-state flow rate is bounded above and below by two different deterministic values as \(n \to \infty\).

4. Proofs

Firstly, we recall a result stated in [34] that will be used later on in proving theorem 3.1.

**Proposition 4.1.** Suppose that \(\{U_i\}_{i=1}^n\) are i.i.d. random variables such that they are almost sure bounded. Let \(\epsilon > 0\). Consider an integer \(1 \leq s \leq n\) and let \(S\) be the event that there exists an index \(1 \leq k \leq n - s + 1\) such that \(U_k, \ldots, U_{k+s-1} \geq M_{U_1} - \epsilon\). Then the probability of \(S\) converges to one as \(n \to \infty\).

**Proof.** Let \(f := M_{U_1} - \epsilon\). For \(k \in [1, \ldots, n-s+1]\), let \(S(t)\) denote the event: \(U_t, \ldots, U_{t+s-1} \geq f\). Then
\[
P(S) \geq \prod_{t}(S(t) \cup S(s+1) \cup S(2s+1) \cup \cdots \cup S(hs+1)),
\]
where \(h\) is the largest integer such that \((h+1)s \leq n\). We have the i.i.d. \(U_i\)'s and thus we get
\[
P(S) \geq 1 - \left( (\prod_{t}(U_t \geq f))^s \right)^{h+1}.
\]
Since the probability \(P(U_1 \geq f)\) is positive, when \(n \to \infty\), we have \(P(S) \to 1\). \(\blacksquare\)

Proof of theorem 3.1. For ease of notation, let \(Z_i := \lambda_i^{-1/2}\) and each random variable \(Z_i\) is a copy of \(X^{-1/2}\). Then \(A_n : \mathbb{R}^+ \to \mathbb{R}^{(n+2) \times (n+2)}\) can be written as
\[
A_n(r) :=
\begin{bmatrix}
0 & Z_0 & 0 & \cdots & 0 \\
Z_0 & (1 - q)r & Z_1 & \cdots & 0 \\
0 & Z_1 & (1 - q)r & \cdots & 0 \\
& & & \ddots & \vdots \\
0 & \cdots & 0 & (1 - q)r & Z_n \\
0 & \cdots & 0 & Z_n & 0
\end{bmatrix}.
\]
The maximum eigenvalue of any symmetric matrix \(A\) having non-negative elements is bounded above by the maximum of the row sums of \(A\) [23], i.e.
\[
\lambda_{\text{max}}(A) \leq \max_{1 \leq i \leq n} \sum_{j=1}^{n} a_{ij}.
\] (4.1)

Given \(A_n(r)\) is a symmetric matrix with non-negative elements and hence,
\[
\lambda_{\text{max}}(A_n(r)) \leq \max_{1 \leq i \leq n} (Z_i + Z_{i+1}) + (1 - q)r.
\] (4.2)

Also, we have \(Z_i \leq M_{Z_i}\) for all \(i\), which implies
\[
\lambda_{\text{max}}(A_n(r)) \leq 2M_{Z_i} + (1 - q)r,
\] (4.3)

with probability one. By equations (2.1) and (2.2), we get
\[
\frac{q^2}{(2M_{Z_i})^2} \leq R_n.
\] (4.4)

Let \(G_s\) denote the \((s + 1) \times (s + 1)\) symmetric tridiagonal matrix
\[
G_s :=
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 1 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
& & & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 1 \\
0 & \cdots & 0 & 0 & 1
\end{bmatrix}.
\]

It is known that the maximal eigenvalue of the above matrix is \(\lambda_{\text{max}}(G_s) = 2\cos\left(\pi/(s + 2)\right)\) [37]. Let \(f := M_{Z_i} - \epsilon\). By proposition 4.1, we have an index \(k\) such that \(Z_k, \ldots, Z_{k+s-1} \geq f\). We shall
consider $k = 1$ and the other cases can be handled similarly. Let $B_n(r)$ be the matrix obtained by replacing the $(s + 1) \times (s + 1)$ principal minor corresponding to the indices $2, 3, \ldots, s + 2$ of $A_n(r)$ by $f G_n + (1 - q) r I_{s+1}$. Hence $B_n(r)$ is given by

$$
\begin{bmatrix}
0 & Z_0 & 0 & 0 & \ldots & \ldots & \ldots & 0 \\
Z_0 & (1-q)r & f & 0 & \ldots & \ldots & \ldots & 0 \\
0 & f & (1-q)r & f & 0 & \ldots & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & f & (1-q)r & Z_{s+1} & \ldots & 0 \\
0 & \ldots & 0 & 0 & Z_{s+1} & (1-q)r & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \ldots & \ldots & \ldots & 0 & (1-q)r & Z_n & 0 \\
\end{bmatrix}
$$

Then $A_n(r) \geq B_n(r)$ (the inequality is componentwise) and hence $\lambda_{\max}(A_n(r)) \geq \lambda_{\max}(B_n(r))$. Using Cauchy’s interlacing theorem, we have that the largest eigenvalue of $B_n(r)$ is larger than or equal to the largest eigenvalue of any of its principal minors. Thus,

$$
\lambda_{\max}(B_n(r)) \geq f \lambda_{\max}(G_n) + (1-q)r, \quad (4.5)
$$

and

$$
\Rightarrow \lambda_{\max}(A_n(r)) \geq 2f \cos\left(\frac{\pi}{s+2}\right) + (1-q)r. \quad (4.6)
$$

By equation (2.1), we get

$$
r^* \geq 2f \cos\left(\frac{\pi}{s+2}\right) + (1-q)r^*.
$$

By equation (2.2), we get

$$
R_n \leq \frac{q^2}{(2f \cos(\pi/(s+2)))^2}. \quad (4.8)
$$

Since this holds for any $\epsilon > 0$ and any integer $s$, and by equation (4.4), the proof of the theorem is completed.

Proof of theorem 3.4. By the pigeonhole principle, there exist a subsequence of $Y^\pi$ of length at least $n/d$, which consists of consecutive $X_i$’s. In the proof of proposition 1, the range of parameter $h$ becomes $(h+1)s \leq \lfloor n/d \rfloor$ and we have $n/d \to \infty$ which implies $h \to \infty$ as well. The lower bound also holds due to the condition in equation (3.2). Hence, by applying the arguments used in proof of theorem 3.1, we get the result.

Proof of theorem 3.5. Let $\epsilon > 0$. Consider an integer $1 \leq s \leq n - 1$. Let $a(\epsilon) := \|Z_1 \geq M_{Z_1} - \epsilon\}$. The arguments in the proof of theorem 3.1 implies that

$$
r^* \geq \frac{2(M_{Z_1} - \epsilon)}{q L \cos\left(\frac{\pi}{s+2}\right)}, \quad (4.9)
$$

with probability $\mathbb{P}(S) \geq 1 - (1 - (a(\epsilon))^s)^{(n-1)/s} \geq 1 - \exp(-[(n-1)/s] (a(\epsilon))^s)$. By equation (4.9), we get

$$
R_n \leq (qL)^2 \left(2(M_{Z_1} - \epsilon)\cos\left(\frac{\pi}{s+2}\right)\right)^{-2}
$$

$$
= (qL)^2 (2M_{Z_1})^{-2} \left(1 + \frac{\epsilon_i}{M_{Z_1}} + o(\epsilon_i)\right) \left(1 + \frac{\pi^2}{(s_i + 2)^2} + o(s_i^{-2})\right)
$$

$$
= (qL)^2 (2M_{Z_1})^{-2} (1 + O(\epsilon_i + s_i^{-2})).
$$

The lower bound can be attained as in theorem 3.1 and hence this completes the proof of the theorem.

Proof of theorem 3.6. From equation (4.1), we have

$$
\lambda_{\max}(A_n(r)) \leq \max_{1 \leq i \leq n} \left(X_{i-1}^{-1/2} + X_i^{-1/2}\right) + (1 - q_i)r, \quad (4.10)
$$
By equation (2.2), we have

$$r^* \leq \frac{\max_{1 \leq i \leq n}(X_i^{-1/2} + X_i^{-1/2})}{q_i}$$

(4.11)

and

$$\Rightarrow \frac{(q_i)^2}{\left(\max_{1 \leq i \leq n}(X_i^{-1/2} + X_i^{-1/2})\right)^2} \leq R_n.$$  

(4.12)

For $1 \leq s \leq n-1$, let $J_s \in \mathcal{J}_s^{n-1}$. Let $B_n(r)$ be the matrix obtained by replacing $(s+1) \times (s+1)$ principal minor corresponding to the indices $J_s$ of $A_n(r)$ by $G_n \min_{i \in J_s} X_i^{-1/2}$. Thus,

$$\lambda_{\text{max}}(A_n(r)) \geq \lambda_{\text{max}}(G_n \min_{i \in J_s} X_i^{-1/2}) + (1 - q_L)r$$

$$\geq 2 \cos \left(\frac{\pi}{s + 2}\right) \min_{i \in J_s} X_i^{-1/2} + (1 - q_L)r.$$  

Since this holds for any choice of $1 \leq s \leq n-1$ and $J_s \in \mathcal{J}_s^{n-1}$, therefore we get the upper bound given in equation (3.5).

Proof of theorem 3.7. Let $m_X := \sup_{P \geq 0} \{P[c \leq |X|] = 1\}$. We shall state a proposition that has proof similar to the proof of proposition 1.

**Proposition 4.2** Suppose that $\{V_i\}_{i=1}^n$ are i.i.d. random variables and are almost sure bounded. Let $\eta > 0$. Consider an integer $1 \leq s \leq n$ and let $S$ be the event that there exists an index $1 \leq k \leq n-s+1$ such that $V_k, \ldots, V_{k+s-1} \leq m_{V_1} + \eta$. Then the probability of $S$ converges to one as $n \to \infty$.

Now, using proposition 4.2 and the arguments in the proof of theorem 3.1, completes its proof.

Proof of theorem 3.10. Using the arguments given in theorem 3.4 and in the proof of theorem 3.7, completes the proof.

Proof of theorem 3.11. Let $\eta > 0$. Consider an integer $1 \leq s \leq n$. Let $b(\eta) := P\{Q \leq m_Q + \eta\}$. Using the arguments as in proof of theorem 3.7, we have

$$r^* \geq \frac{2\lambda_1}{(m_Q + \eta) \cos \left(\frac{\pi}{s + 2}\right)},$$  

(4.13)

with probability $P(S) \geq 1 - (1 - (b(\eta))^s)^{|n/s|} \geq 1 - \exp\{-|n/s| b(\eta)^s\}$. By equation (4.13), we get the upper bound. Similarly, the lower bound can be attained as in theorem 3.1 and hence, the proof of the theorem can be concluded.

Proof of theorems 3.12 and 3.13. The proof is based on the same approach used in theorem 3.6 and thus omitted.

5. Discussion

Analysing the flow of particles along the tracks is of paramount importance to understand the dynamics of transport processes including the flow of biological machines like motor proteins along filaments, the evacuation dynamics, etc. Various models both deterministic and stochastic have been proposed to model the movement of particles along the lattice. The RFM is a recent area of research to rigorously analyse such processes. This is a deterministic, synchronous and continuous-time mathematical model that is an approximation of TASEP.

The RFMD is a generalized version of the RFM that models an important feature of sites having different sizes that was not incorporated in the RFM. The RFMD analyses the motion of particles in a preferred direction along a lattice through a system of nonlinear ordinary differential equations. The dynamics always converge to a steady-state density and thus implying a constant flow rate eventually. Certain types of randomness or uncertainty are always present in many nonlinear systems. An important question in this context is how the steady-state flow rate in the RFMD is affected by these fluctuations.

In this paper, we analyse the stochasticity in RFMD through the consideration of randomness in all the parameters by assuming them as random variables. Our analysis includes some closed-form
theoretical results under restrictive assumptions such as rates are i.i.d. random variables. We show that, given a constant homogeneous site size, the steady-state flow rate ultimately depends on the site size and the minimal value of the random variables modelling the transition rates as the number of sites increases. This scenario also holds where the assumption on the random variables as i.i.d. is relaxed a bit. This may explain that the steady-state flow rate can be maintained in spite of some variations in the transition rates. Furthermore, we derive bounds for the steady-state flow rate in the case of a finite dimension of the RFMD having rates as i.i.d. variables and also in the case where transition rates are drawn from arbitrary but bounded random variables.

Next, we analyse the steady-state flow rate in the case of deterministic transition rates and stochastic site capacities. Similarly, we prove that given a fixed homogeneous transition rate, as the number of sites increases, the steady-state flow rate depends on the transition rate and the minimum value that the random variable modelling the site sizes attains. Our results also provide bounds on the steady-state flow rate given the general case of arbitrary site capacities. In the last and most general result, we derive bounds on the steady-state flow rate given different distributions of the transition rates or the site sizes.

In conclusion, our work provides some asymptotic results and bounds on the output of the RFMD and our observations are not dependent on the specific statistical distribution. For further research, one can develop a different approach to derive results for the convergence of the steady-state flow rate to the limiting value in the case of stochasticity in all the parameters in the RFMD. Moreover, one can analyse the steady-state flow rate in the RFMD by assuming transition rates and site capacities as dependent random variables. We believe that the results described here will be useful to analyse systems modelled through the RFMD with rates subject to uncertainties or fluctuations. For example, to analyse the performance of wireless line networks or multi-receiver diversity with random-varying connectivity.

Data accessibility. All the required data are included in the paper.

Authors’ contributions. A.J.: conceptualization, formal analysis, methodology, software, writing—original draft; A.K.: conceptualization, supervision, writing—review and editing; A.K.G.: conceptualization, methodology, project administration, supervision, writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

Conflict of interest declaration. We declare we have no competing interests.

Funding. This work was supported by DST-SERB, Government of India (grant nos. CRG/2019/004669 and MTR/2019/000312).

Acknowledgements. We thank the anonymous reviewers and the Editor for their helpful comments.

References

1. Kolomerisky AR. 2015 Motor proteins and molecular motors. Boca Raton, FL: CRC Press.
2. Alberts B, Johnson A, Lewis J, Raff M, Roberts K, Walter P. 2007 Molecular biology of the cell, 5th edn. New York, NY: Garland Science.
3. Newhart A, Janicki SM. 2014 Seeing is believing: visualizing transcriptional dynamics in single cells. J Cell Physiol. 229, 259–265. (doi:10.1002/jcp.24445)
4. Appert-Rolland C, Ebbinghaus M, Santen L. 2015 Intracellular transport driven by cytoskeletal motors: general mechanisms and defects. Phys. Rep. 593, 1–59. (doi:10.1016/j.physrep.2015.07.001)
5. Hillhurst H, Appert-Rolland C. 2012 A multi-lane TASEP model for crossing pedestrian traffic flows. J. Stat. Mech.: Theory Exp. 2012, P06009. (doi:10.1088/1742-5468/2012/06/P06009)
6. Cikáti-Nagy A, Cardelli L, Soyer OS. 2011 Response dynamics of phosphorelays suggest their potential utility in cell signalling. J. R. Soc. Interface B, 480–488. (doi:10.1098/rsif.2010.0336)
7. Leduc C, Padberg-Gehle K, Varga V, Helbing D, Diez S, Howard J. 2012 Molecular crowding creates traffic jams of kinesin motors on microtubules. Proc. Natl Acad. Sci. USA 109, 6100–6105. (doi:10.1073/pnas.1107281109)
8. Blake WJ, Karm M, Cantor CR, Collins JJ. 2003 Noise in eukaryotic gene expression. Nature 422, 633–637. (doi:10.1038/nature01346)
9. Chowdhury D, Schadschneider A, Nishinari K. 2005 Physics of transport and traffic phenomena in biology: from molecular motors and cells to organisms. Phys. Life Rev. 2, 318–352. (doi:10.1016/j.plrev.2005.09.001)
10. Sadeghi M, Al-Radhawi MA, Margaliot M, Sontag ED. 2019 No switching policy is optimal for a positive linear system with a bottleneck entrance. IEEE Control Syst. Lett. 3, 889–894. (doi:10.1109/LCSYS.2019.2918757)
11. von der Haar T. 2012 Mathematical and computational modelling of ribosomal movement and protein synthesis: an overview. Comput. Struct. Biotechnol. J. 1, e20124002. (doi:10.5936/csbj.20124002)
12. Nanikavazhil I, Zarai Y, Osevitch A, Tuller T, Margaliot M. 2019 Networks of ribosome flow models for modeling and analyzing intracellular traffic. Sci. Rep. 9, 1–14. (doi:10.1038/s41598-018-37644-1)
13. Blythe RA, Evans MR. 2007 Nonequilibrium steady states of matrix-product form: a Solver’s guide. J. Phys. A: Math. Theor. 40, R333. (doi:10.1088/1751-8113/40/46/R01)
14. Edin S, Gazit E, Cohen E, Tuller T. 2014 The RNA polymerase flow model of gene transcription. IEEE Trans. Biomed. Circuits Syst. 8, 54–64. (doi:10.1109/TBCAS.2013.2290603)
15. Lagergren JH, Nardin J, Michael Lavigne G, Ruten EM, Flores KB. 2020 Learning partial differential equations for biological transport models from noisy spatio-temporal data. Proc. R. Soc. A 476, 20190800. (doi:10.1098/rspa.2019.0800)
16. MacDonald CT, Gibbs JH, Pipkin AC. 1968 Kinetics of biopolymerization on nucleic acid templates. Biopoly.: Original Res. Biomolecules 6, 1–25. (doi:10.1002/biop.196836006102)
17. Shaw LB, Zia R, Lee KH. 2003 Totally asymmetric exclusion process with extended objects: a model for protein synthesis. Phys.
18. Zia R, Dong J, Schmittmann B. 2011 Modeling translation in protein synthesis with TASEP: a tutorial and recent developments. *J. Stat. Phys.* **144**, 405–428. (doi:10.1007/s10955-011-0183-1)

19. Schadschneider A, Chowdhury D, Nishinari K. 2010 Stochastic transport in complex systems: from molecules to vehicles. Amsterdam, The Netherlands: Elsevier.

20. Reuveni S, Meilijson I, Kupiec M, Ruppin E, Tuller T. 2011 Genome-scale analysis of translation elongation with a ribosome flow model. *PLoS Comput. Biol.* **7**, e1002127. (doi:10.1371/journal.pcbi.1002127)

21. Hirsch MW, Smith HL. 2003 Competitive and cooperative systems: a mini-review. *Posit. Syst.* **294**, 183–190. (doi:10.1007/978-3-540-44928-7_25)

22. Margaliot M, Sontag ED, Tuller T. 2016 Contracting after small transients. *Automatica* **67**, 178–184. (doi:10.1016/j.automatica.2016.01.018)

23. Horn RA, Johnson CR. 2012 Matrix analysis. Cambridge, UK: Cambridge University Press.

24. Margaliot M, Tuller T. 2012 Stability analysis of the ribosome flow model. *IEEE/ACM Trans. Comput. Biol. Bioinf.* **9**, 1545–1552. (doi:10.1109/TCBB.2012.88)

25. Pokrovsky O, Zarai Y, Margaliot M, Tuller T. 2014 Maximizing protein translation rate in the non-homogeneous ribosome flow model: a convex optimization approach. *J. R. Soc. Interface* **11**, 20140713. (doi:10.1098/rsif.2014.0713)

26. Raveh A, Margaliot M, Sontag ED, Tuller T. 2016 A model for competition for ribosomes in the cell. *J. R. Soc. Interface* **13**, 20151062. (doi:10.1098/rsif.2015.1062)

27. Zarai Y, Margaliot M, Tuller T. 2018 Modeling and analyzing the flow of molecular machines in gene expression. In Systems biology (ed. M Margaliot), pp. 275–300. Berlin, Germany: Springer.

28. Zarai Y, Ovseevich A, Margaliot M. 2017 Optimal translation along a circular mRNA. *Sci. Rep.* **7**, 1–16. (doi:10.1038/s41598-017-09602-6)

29. Zarai Y, Margaliot M, Kolomeisky AB. 2017 A deterministic model for one-dimensional excluded flow with local interactions. *PLoS ONE* **12**, e0182074. (doi:10.1371/journal.pone.0182074)

30. Ali Al-Radhawi M, Margaliot M, Sontag ED. 2021 Maximizing average throughput in oscillatory biochemical synthesis systems: an optimal control approach. *R. Soc. Open Sci.* **8**, 210878. (doi:10.1098/rsos.210878)

31. Jain A, Gupta AK. 2022 Large-scale mRNA translation and the intricate effects of competition for the finite pool of ribosomes. *J. R. Soc. Interface* **19**, 20220033. (doi:10.1098/rsif.2022.0033)

32. Jain A, Gupta AK. 2022 Modeling transport of extended interacting objects with drop-off phenomenon. *PLoS ONE* **17**, e0267858. (doi:10.1371/journal.pone.0267858)

33. Bar-Shalom E, Ovseevich A, Margaliot M. 2020 Ribosome flow model with different site sizes. *SIAM J. Appl. Dyn. Syst.* **19**, 541–576. (doi:10.1137/19M1250571)

34. Margaliot M, Huleihel W, Tuller T. 2021 Variability in mRNA translation: a random matrix theory approach. *Sci. Rep.* **11**, 1–14. (doi:10.1038/s41598-021-84738-0)

35. Zarai Y, Mendel O, Margaliot M. 2015 Analyzing linear communication networks using the ribosome flow model. In 2015 IEEE Int. Conf. on Computer and Information Technology; Ubiquitous Computing and Communications; Dependable, Autonomic and Secure Computing; Pervasive Intelligence and Computing, Liverpool, UK, 26–28 October 2015, pp. 755–761. New York, NY: IEEE.

36. Haenggi M. 2009 Outage, local throughput, and capacity of random wireless networks. *IEEE Trans. Wireless Commun.* **8**, 4350–4359. (doi:10.1109/TWC.2009.090105)

37. Noschese S, Pasquini L, Reichel L. 2013 Tridiagonal Toeplitz matrices: properties and novel applications. *Numer. Linear Algebra Appl.* **20**, 302–326. (doi:10.1002/ nla.1811)