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We investigate the formation of cluster crystals with multiply occupied lattice sites on a spherical surface in systems of ultra-soft particles interacting via repulsive, bounded pair potentials. Not all interactions of this kind lead to clustering: we generalize the criterion devised in C. N. Likos et al., Phys. Rev. E, 2001, 63, 031206 to spherical systems in order to distinguish between cluster forming systems and fluids which display reentrant melting. We use both DFT and Monte Carlo simulations to characterize the behavior of the system, and obtain semi-quantitative agreement between the two. Furthermore, we study the effect of topological frustration on the system due to the sphere curvature by comparing the properties of disclinations, i.e., clusters with fewer than six neighbors, and non-defective clusters. Disclinations are shown to be less stable, contain fewer particles, and be closer to their neighbors than other lattice points: these properties are explained on the basis of geometric and energetic considerations.

1 INTRODUCTION

Clustering is a phenomenon in which particles of a fluid aggregate into mesoscopic structure. While it is well known that this behavior can arise from the competition between short-range attractions and long-range repulsions, which model depletion and electrostatic forces in colloidal fluids, another class of interactions can also lead to clustering: soft particles interacting through purely repulsive bounded potentials can also form clusters at high density.

In this case, clustering is a cooperative phenomenon where each particle favors complete overlap with few particles over partial overlaps with many particles. The clusters formed in these fluids form crystals with a number of peculiar properties such as mass transport and unusual reactions to compression and shear.

However, not every soft repulsive potential leads to clustering: another predicted phenomenon which can occur in fluids of this class is that of reentrant melting, where crystals only form at low temperatures and melt upon compression. Based on the behavior of the structure factor $S(k)$ in the bulk within the scope of the mean field approximation, Likos et al. proposed a criterion to predict clustering in fluids with bounded, repulsive interactions. It states that potentials having power spectra (i.e. Fourier transform) with a negative minimum at $k \neq 0$ lead to the formation of cluster crystals with multiple site occupancy at high density and all temperatures.

More recently Edlund et al. found a similar criterion for pattern- ing in spin systems, showing rigorously that the patterned ground states arise from the presence of a negative minimum in the energy spectrum of the interaction potential.

In this work we investigate the clustering phenomenon in fluids of particles constrained to the surface of a sphere.

In recent years the topic of phase transitions on the sphere has attracted increasing attention because of its relevance as a model for many systems. For example, the biological world offers numerous instances of ordered structures on spherical geometries,
such as viral capsids\cite{18}, lipid rafts\cite{19} or pollen patterns\cite{20}. Moreover there is a great interest in self-assembled patterns on spherical surfaces due to the possibility of exploiting such phenomena to manufacture patchy particles avoiding current limitations of the top-down approach\cite{21,22}.

Spherical systems not only offer an interesting research topic, but also new challenges. The curvature introduces an additional lengthscale to the system, the radius of the sphere, and the finite size of the surface means that properties of the system depend separately on the surface area and the number of particles it contains, rather than simply on the density.\cite{23} Moreover, ordered structures are also subject to topological frustration, which is the geometric impossibility of establishing local order everywhere in space: in practice this means that any crystal or vectorial field displays a certain number of irreducible topological defects called disclinations\cite{24,25}.

We focus our attention on the generalized exponential model of order 4 (GEM-4), which describes a fluid of ultra-soft particles interacting via a pair potential displaying the clustering behavior mentioned above. Although our investigation is purely theoretical, it comes as a natural question asking which physical system may be described by this model, and could be realized experimentally, at least in principle.

It is not trivial to individuate such a system: in fact, while soft potentials can be used to model the effective interactions between the centers of mass of non compact macromolecules such as polymers, dendrimers or microgels, only some specific molecules display the attitude to form clusters.

In this respect, an important issue is to which extent ultra-soft pair interactions intended to model the forces between two isolated macromolecules can be trusted at the densities at which clustering is expected to occur. A simulation study\cite{26} of an assembly of ring polymers has shown that many-body effects substantially modify the effective pair interaction, to the point that clustering does not take place. On the other hand, it has been found that flexible amphiphilic dendrimers do allow the formation of cluster crystals, although many-body effects are still very important\cite{27,28}.

In our case dendrimers of this kind could be grafted to a biological membrane, such as a liposome. It is interesting to note that the realization of such a system is already possible through existing techniques, currently employed in the synthesis of drug carriers with enhanced durability\cite{29,22}. However, it is fair to say that, even for an isolated pair of dendrimers, the two-dimensional substrate is expected to affect the form of the effective interaction with respect to that in the bulk, as shown for star polymers confined on a plane\cite{31}. This is true a fortiori in the present case of a curved substrate, especially when, as in the present study, the size of the effective particles cannot be considered small with respect to the sphere radius. This point has not been investigated here since we are not interested in focusing on a specific physical system, but rather in finding how the spherical topology affects the phase behavior with respect to the extended case for a given interaction model.

The paper is laid out as follows: in Section\cite{2} we introduce our model potential for ultra-soft particles on the surface of a sphere. Then, our first objective is to generalize the clustering criterion to spherical systems and describe the density-functional theory used in this study. This is done in Sections\cite{3,1} and \cite{3,2} respectively. In order to test the theoretical predictions, we also performed Monte Carlo simulations according to the procedure briefly explained in Section\cite{2}. Our results are presented in Section\cite{5}.

Specifically, in Section\cite{5,1} we discuss theoretical and simulation results for the homogeneous fluid phase, while in Section\cite{5,2} we display the phase diagram of the GEM-4 potential on the sphere, featuring the cluster crystal phases found at high density. A more detailed characterization of the cluster crystals is provided in Section\cite{5,3} where we focus especially on the differences between disclinations and non-defective clusters by employing both DFT and Monte Carlo simulations of the model. Our conclusions are drawn in Section\cite{9}. Finally, in Appendix A we give some technical details of the numerical method adopted to minimize the free-energy functional.

2 MODEL

Because of its simplicity and ability to form cluster\cite{32}, we focus on the investigation of the generalized exponential model of order 4 (GEM-4) on the sphere surface. This is a model for colloidal particles constrained to the surface of a sphere and interacting through a bounded, purely repulsive soft pair potential (figure \cite{1}) defined by

\[
w(r) = \varepsilon \exp \left[ - \left( \frac{r}{\sigma} \right)^4 \right] \tag{1}\]

Here \(\varepsilon\) and \(\sigma\) define the energy and length scales of the model, and \(r\) is the distance between two interacting particles.

This can be used to represent the effective interactions between amphiphilic dendrimers\cite{33}. In this picture, \(\sigma\) can be interpreted as the gyration radius of the dendrimers, and the soft repulsive interactions arise from the steric hindrance between monomers of overlapping dendrimers. Because of the entropic origin of the effective interaction, one has \(\varepsilon \sim k_B T\), \(T\) being the absolute temperature, and \(k_B\) the Boltzmann constant, so that the system is actually athermal. However, hereafter we shall follow the lines of reference\cite{33,34} in regarding \(\varepsilon\) as fixed, and taking the dependence on temperature into account. Clearly, this includes the instance of an athermal interaction as a special case.

Taking into account a system of dendrimers helps us define what distance convention we use: in fact, when considering particles on a sphere, one can either use the usual euclidean distance of the three dimensional space, or the geodesic distance on the sphere (which corresponds to the so called "curved line of force" convention). While it may seem that this has little effect on the model, this choice also has repercussions on the definition of the pressure\cite{24}.

In our specific case, the dendrimers spread along the surface of the sphere and cannot penetrate it, so the shortest physical path connecting their centers of mass is given by the great circle passing through them. The length of this curve defines the geodesic distance, which for two points \(R\hat{r}\) and \(RX\) on a sphere of radius \(R\) can be written as

\[
r = R \cos^{-1} (\hat{x} \cdot \hat{x}') \tag{2}\]

where \(\hat{x}\) and \(\hat{x}'\) are normalized vectors directed along the lines connecting each point with the center of the sphere. Given that \(\hat{x} \cdot \hat{x}' = \cos \theta\), where \(\theta\) is the angle between the two points, we may rewrite the potential simply as

\[
w(\hat{x} \cdot \hat{x}') = \varepsilon \exp \left[ - \left( \frac{\arccos(\hat{x} \cdot \hat{x}')}{\sigma/R} \right)^4 \right] = \varepsilon e^{-\left( \frac{\theta}{\sigma/R} \right)^4} \tag{3}\]

Here we notice that while in the bulk the only lengthscale is given by the potential range \(\sigma\), thus allowing to rescale the system exactly by changing its value, here there is a competition with a second extrinsic lengthscale, the sphere radius \(R\), so that the system does not scale exactly with \(\sigma\) anymore, and its behavior is controlled by the ratio \(\sigma/R\).
To show that this potential leads to clustering on the sphere, in the next section we will obtain a clustering criterion valid on the sphere surface by adapting the argument in §1.

3 THEORY

3.1 Clustering criterion

In this section we establish a criterion for microphase formation on the sphere surface in fluids of particles interacting through soft pair potentials \( w(\theta) \). We will set the sphere radius \( R = 1 \) in the following argument.

Following reference\(^{11}\), potentials of this kind can be divided in two classes depending on the phase behavior of the fluid, namely on whether it displays reentrant melting or clustering at high densities. If the power spectrum displays a negative minimum at a wavenumber \( k \neq 0 \), then the homogeneous state will be unstable at high densities at all temperatures, and the fluid will form clusters; otherwise, increasing the density will lead to reentrant melting. The former characteristic defines the so called \( Q^\pm \) class of soft pair potentials.

In the case of a potential defined on the sphere, the power spectrum is given by the coefficients of its expansion over the basis of eigenfunctions which diagonalize the laplacian operator \( \Delta \), on the sphere are the spherical harmonics \( Y_{\ell,m}(\theta, \phi) \). However, since the potential is isotropic, we can write its expansion using only the zonal spherical harmonics \( Y_{\ell,0}(\theta, \phi) \equiv Y_{\ell,m=0}(\theta, \phi) \), which are also proportional to the Legendre polynomials \( P_{\ell}(\cos(\theta)) \). We obtain, dropping the index \( m \),

\[
w(\theta) = \sum_{\ell} w_{\ell} Y_{\ell,0}(\theta) \equiv \sum_{\ell} \sqrt{\frac{2\ell + 1}{4\pi}} w_{\ell} P_{\ell}(\cos(\theta))
\]  (4)

The spectrum of the potential, displaying the peculiar negative minimum which leads to clustering, is shown in Figure 2.

To proceed we treat the homogeneous fluid within the mean field approximation (MFA), which is justified by the theoretical work in reference\(^{13}\). The MFA ansatz for the direct correlation function \( c(\theta) \), which is also isotropic, is given by

\[
c(\theta) = -\beta w(\theta).
\]

We use this approximation as a closure of the Ornstein-Zernike (OZ) equation\(^{24}\) for the total correlation function \( h(\hat{x} \cdot \hat{x}') \), which on the sphere takes the form\(^{24}\)

\[
h(\hat{x} \cdot \hat{x}') = c(\hat{x} \cdot \hat{x}') \equiv 1 + \beta \rho \int_{S^2} d\Omega'' c(\hat{x} \cdot \hat{x}'') h(\hat{x}'' \cdot \hat{x}')
\]

\[
+ \beta \rho \int_{S^2} d\Omega'' c(\hat{x} \cdot \hat{x}'') h(\hat{x}'' \cdot \hat{x}')
\]  (6)

This can be solved by expanding the correlation functions on the basis of the Laplacian eigenfunctions\(^{25}\), which again are the spherical harmonics. This gives an analytic solution for the coefficients of the total correlation function

\[
h_{\ell} = - \frac{\beta w_{\ell}}{1 + \beta \rho \sqrt{\frac{4\pi}{2\ell + 1}} w_{\ell}}
\]

We can then define an analogous of the structure factor \( S_\ell \) for a fluid on the surface of a sphere as

\[
\sqrt{\frac{4\pi}{2\ell + 1}} S_\ell = \frac{1}{1 + \beta \rho \sqrt{\frac{4\pi}{2\ell + 1}} w_{\ell}}
\]  (8)

As in the bulk case, we can encounter two cases depending on the behavior of \( w_{\ell} \): (i) \( w_{\ell} \) decays monotonically from \( w_{\ell=0} = 1 / \sqrt{2\pi} \int_{S^2} d\Omega w(\ell) > 0 \) to the value \( w_{\ell=0} = 0 \) as \( \ell \to \infty \). (ii) \( w_{\ell} \) displays an oscillatory behavior at large \( \ell \), which means that it attains negative values in certain intervals. We call \( \ell^* \) the harmonic degree at which \( w_{\ell} \) has its minimum negative value.

In the latter scenario, \( S_\ell \) displays a maximum in correspondence to \( \ell^* \), which becomes a singularity when

\[
\rho = - \frac{2\ell^* + 1}{4\pi} \frac{k_B T}{w_{\ell^*}}
\]

By analogy with the bulk case, we call \( \lambda \) line the set of points in the phase diagram defined by equation (9). It delimits the region where the homogeneous phase is unstable.

In fact, the appearance of a singularity in the structure factor signals an instability of the homogeneous phase, since one can interpret \( S_\ell \) as the response function to an infinitesimal perturbation of harmonic degree \( \ell \), on the basis of the fluctuation-dissipation theorem\(^{25}\). Hence, the divergence of the structure factor at \( \ell^* \) suggests the appearance of an inhomogeneous phase with modulations of characteristic lengthscale \( \sim 2\pi R / \ell^* \).

Figure 1 The GEM-4 potential for different values of the ratio \( \sigma / R \).

Figure 2 Spherical harmonic expansion of the GEM-4 potential for different values of the ratio \( \sigma / R \). The harmonic degree \( \ell^* \) of the negative minimum increases as \( \sigma / R \) decreases.
Figure 2 shows the presence of the negative minimum at $\ell^* \neq 0$. Hence, this potential belongs to the $Q^+$ class and can lead to the formation of inhomogeneous phases on the sphere.

### 3.2 Density-functional theory

Having shown that the GEM-4 fluid forms stable inhomogeneous phases above a certain density does not tell us much about the nature of these phases. In order to obtain the phase diagram of the model and to characterize the inhomogeneous phases we employ a simple density-functional theory consisting of a mean field perturbation model and to characterize the inhomogeneous phases we employ a differentiating the grand potential potential functional for a given thermodynamic state. These minima must be solutions of the Euler-Lagrange equation obtained by setting the values of the temperature $T$, the ratio $\sigma/R$, and the putative density $\bar{\rho}$ to the homogeneous state, and is expected to be slightly larger in the inhomogeneous phases.

To obtain the density profile of the inhomogeneous phases we need to minimize the grand potential in equation (14) via numerical methods. We employ the same method used in reference 30 adapting it to study spherical systems.

We start by defining a grid of points on the unit sphere, by dividing the altitude $\theta$ over $K$ points and the azimuth $\phi$ over $2K$ points. We then sample the density profile at each of these points and use the local densities we obtain as the variational parameters over which we minimize the discretized grand potential $\beta \Omega_D(\rho_x)$ given by

$$\beta \Omega_D(\rho_x) = \frac{\pi^2}{K^2} \sum_{x} \sin \theta_x \rho_x \left[ \ln \left( \rho_x / \bar{\rho} \right) - 1 - \beta \mu^{ex} \right] + \frac{\pi^4}{2K^4} \sum_{x,x'} \sin \theta_x \sin \theta_{x'} \rho_x \rho_{x'} w_{x,x'}$$

In this study we set $K = 2^8 = 256$, so the total number of sampled points is $2^8 \times 2^9 \approx 130000$. While the total number of sampled points is lower than in reference 30, the lower dimensionality of the systems allows us to obtain double the resolution used there. To ensure the correctness of the results, the algorithm was also tested using larger values of $K$, with no significant changes in the output density profiles.

The discretized Euler-Lagrange equation becomes a set of equations for the sampled densities

$$\ln \left( \rho_x / \bar{\rho} \right) - \beta \mu^{ex} + \frac{\pi^2}{K^2} \sum_{x,x'} \sin \theta_x \rho_x w_{x,x'} = 0.$$  \[16\]

To obtain a local solution of these equations we start from a trial density profile and apply the preconditioned conjugate gradients algorithm with adaptive step size devised in reference 30.

Clearly, there is no guarantee that such a local solution is also the global minimum of the grand potential. However, we do perform a rather thorough search for the global minimum by applying this method multiple (~10) times to different starting density profiles for each state, and comparing the grand potential values of the solutions. Moreover, random perturbations are added during the minimization to help explore the grand potential landscape. The details of the algorithm are given in Appendix A.

Here we limit ourselves to pointing out the main difference from the algorithm applied to bulk systems in reference 30, namely the usage of spherical harmonic expansions instead of Fourier series to get rid of the cumbersome double summations in equations \[15\] and \[16\].

### 4 SIMULATION

To test the validity of the theoretical results obtained through DFT, we performed Monte Carlo (MC) simulations of the GEM-4 fluid in the canonical ensemble, that is, at fixed number of particles $N$, surface area $A$, and temperature $T$. Notice that, since the system we are considering is rigorously finite in size, to have a complete picture of the behavior of the fluid we must control separately the surface area $A$ (given by $4\pi R^2$ where $R$ is the sphere radius) and the number of particles $N$, rather than just fixing the number of particles and controlling the density of the system by varying the surface area.

As a consequence of this, most of the states sampled through our MC simulations require only a small number of particles ($N \leq 500$), and reliable results can be obtained even with short simulations.
Still, to speed up the onerous computations of the distances between the particles and their interaction potential, we use lookup tables computed once at the beginning of the simulation, so that the computation of $\ell$ between two particles only requires the search for $\hat{\mathbf{x}} - \hat{\mathbf{x}}' = \cos(r/R)$.

The moves of the MC are simple rotations of a particle around its position. More specifically, we consider a particle with coordinates $\mathbf{x} = [\cos\phi\sin\theta, \sin\phi\sin\theta, \cos\theta]$ and use its position as the north pole of a new coordinate system, so that its new coordinates are $\mathbf{x}_0 = [0, 0, 1]$. We then randomly choose a new value $\cos\theta'$ for its third component $z$ in $[1 - \delta, 1]$, where the parameter $\delta$ sets the maximum stride of the move, and a direction for the move $\phi' \in [0, 2\pi]$, so that its new coordinates are $\mathbf{x}_0' = [\cos\phi'\sin\theta', \sin\phi'\sin\theta', \cos\theta']$. Finally we return to the previous coordinate system by applying the rotation that gives $R\mathbf{x}_0 = \hat{\mathbf{x}}$ so that we obtain the new coordinates of the particle as $\hat{\mathbf{x}}' = R\mathbf{x}_0'$.

5 RESULTS

5.1 The homogeneous fluid

We start our discussion of the results by looking at the properties of the low-density homogeneous fluid.

To delimit the portion of the phase diagram we are interested in, we first draw the $\lambda$-line given by equation (19) at fixed reduced temperature $T^* = 1$. This is the boundary beyond which the homogeneous solution of the Euler-Lagrange equation is no longer a local minimum of the mean field grand potential $\beta\Omega$, meaning that this fluid state cannot be an equilibrium state.

In figure 5 we show the result of this operation. By fixing the radius $R$ of the sphere and varying the potential range $\sigma$, we can compare the $\lambda$-line obtained for the spherical system to the one for bulk planar fluids. In the planar case, $\sigma$ is the only length scale of the system, so the density of the $\lambda$-line is simply proportional to $1/\sigma^2$.

On the contrary, in the spherical case, the presence of two length scales gives origin to a more complex $\lambda$-line with a saw-like structure. Since the potential varies continuously as the ratio $\sigma/R$ which controls its behavior is changed, it is difficult to understand the provenance of the kinks in the $\lambda$-line. However, the explanation is plain once one considers the spectrum $w_j$ of the potential.

In fact, one finds that the kinks correspond to the values of $\sigma/R$ at which the negative minimum of $w_j$ shifts position. As we will see, the position $\ell^*$ of the minimum affects not only the properties of the homogeneous fluid, but also those of the high-density cluster crystal phases.

The inset in figure 3 also shows that as $\sigma/R \rightarrow 0$, the $\lambda$-lines for the planar and spherical fluid converge, as is expected from the fact that a sphere of infinite radius approximates the plane. From this point of view, we can take the ratio $\sigma/R$ as a measure of how much the curvature of the sphere affects the fluid behavior.

For the low-density region delimited by the $\lambda$-line, we can obtain theoretical correlation functions from equation (19) in the mean field approximation (19), and compare them with those obtained from MC simulations. In figure 4 we show the correlation function $g(r) = h(r) + 1$ for two densities at which the system is fluid, and the correlation function obtained from a simulation in the high-density regime.

We see that the theoretical predictions closely resemble the correlation functions obtained from MC simulations. The discrepancies grow as the density of the fluid approaches the $\lambda$-line, but the theoretical $g(r)$ still correctly predicts the formation of clusters even in the homogeneous phase, as can be seen from the peak of the correlation function at $r = 0$. This is a known feature of the system also for the bulk fluid [1]. We also observe in figure the appearance of fluctuations with a definite length scale, which become the clusters in the high density, inhomogeneous phase.
A qualitative explanation of this behavior is that the energetic cost a particle pays for overlapping completely with a few other particles inside a cluster is less than the cost of partially overlapping with many particles. As the density becomes larger, it becomes convenient to form clusters separated by energy barriers resulting from the cumulative repulsions of multiple clusters.

Notice that in the high-density phase the interstitial space between two consecutive peaks of the $g(r)$ is depleted of particles, so that clusters can be considered as clear-cut “objects” with a sharp interface. By contrast, in the homogeneous fluid, clusters must be regarded as polydisperse, dynamical entities in chemical equilibrium with isolated particles.

The discussion about the length scales of the oscillations of the correlation function can be made more quantitative from inspection of the structure factors, which we plot for different values of $\sigma/R$ in figure 5 at densities close to the $\lambda$-line, namely at $p \sim 0.95 \rho_d$. For densities so close to the $\lambda$-line, there are some discrepancies between theory and simulation, in particular at $\ell = 0$ and $\ell = \ell^*$, where the theory respectively underestimates and overestimates $S_c$, as well as at $\ell \sim 2\ell^*$, where the secondary bump of $S_c$ obtained from the simulation is not reproduced by the theory. Nevertheless we observe that the main expected feature of the structure factor, namely the presence of a peak at $\ell = \ell^*$, is present in both theory and simulation.

The presence of this single peak in correspondence to the position of the potential spectrum minimum $\ell^*$, shows that there is a single prominent spherical harmonic component of the correlation function $g(r)$, originating fluctuations with characteristic length scale $2\pi \ell^*/\ell^*$ which also set the expectation value of the inter-cluster distance in the cluster crystal. We also recall that the Hansen-Verlet freezing criterion states that when the height of the principal peak of the structure factor is larger than the threshold value $\sim 2.8$, the system is frozen. \[\beta P/\rho = 1 - \sum_{i \neq j} w'(\hat{x}_i \cdot \hat{x}_j) \arccos(\hat{x}_i \cdot \hat{x}_j) > 0 \tag{17}\]

where $w'(\hat{x}_i \cdot \hat{x}_j)$ is the derivative of the potential and the angled brackets denote ensemble average.

In figure 6 we compare the results for the compressibility factor $\beta P/\rho$ with the theoretical predictions obtained from the correlation function $g(r)$ through the virial route. The simulation results are closely matched at low density, but the agreement rapidly deteriorates in proximity of the $\lambda$-line, where the theory encounters a singularity while the fluid in the simulated system freezes to become the cluster crystal phase expected at high densities, as testified by the change in the slope of the compressibility factor which signals the transition.

### 5.2 The phase diagram

We obtain theoretical predictions for the phase diagram of the GEM-4 fluid based on the DFT results. We study the behavior of the system by changing the mean density $\rho$, the ratio $\sigma/R$ and the temperature $T^*$. Since the functional minimization was carried out in the grand canonical ensemble, the mean density $\rho$ was obtained \emph{a posteriori} as a function of the chemical potential $\mu$. As discussed in section 5.2, for each value of $\mu$ the minimization was carried out starting from multiple trial density profiles, resulting in multiple output distributions, from which we selected the most stable one.

In figures 7, 8, and 9 we show respectively the phase diagram at fixed range ($\sigma/R = 0.5$), at fixed mean density ($\rho = 87.0$), and at fixed temperature ($T^* = 1.0$). Figure 7 also shows the snapshots of MC simulations of the system in the low density homogeneous state and in the high density cluster crystal configuration.

The boundaries between two phases A and B are obtained by a Maxwell construction, i.e., by imposing the conditions $\mu_A = \mu_B$, $\beta \Omega_A = \beta \Omega_B$. However, we stress the fact that in a finite system, such as a fluid on the surface of a sphere, we cannot have real phase transitions, and even metastable states can contribute to the thermodynamics of the system. In particular, the melting and freezing lines which we obtain through the Maxwell construction,
do not delimit a bona fide coexistence region: in fact, since we are considering a finite system, the energy penalty for creating interfaces between different phases prevents the formation of a phase separated system. Rather, we can regard this region as an approximation of the crossover region, in which the system displays intermediate properties between the fluid and the crystal phases, along the lines developed in ref. 37. In the thermodynamic limit (the planar system) the two regions rigorously coincide. Similar considerations hold in principle also for the transition between different cluster crystal configurations, which we label by the number of clusters they form. As seen in figures 8 and 9, the number of clusters of the most stable configuration is nearly independent of the temperature or mean density of the system, especially away from the freezing transition. Thus the only parameter that controls the number of clusters formed by the fluid on the surface is the ratio \( \sigma / \mathcal{R} \).

Moreover, we observe that some cluster configurations span larger intervals of the \( \sigma / \mathcal{R} \) axis, and transitions roughly correspond to the points where the energy spectrum minimum position changes.

With this observation in mind, we ask whether it is possible to make a rough prediction of the number of clusters using only the information about \( \ell^* \). To do so, we assume that clusters are arranged on shells going from one pole to the other and corresponding to the maxima of the zonal spherical harmonic \( Y_0(\theta) \), which roughly correspond to the maxima of the correlation function.

If clusters are \( d \approx 2\pi\mathcal{R} / \ell^* \) away from each other, then each shell can host a number of clusters equal to

\[
n_{\text{shell}} \approx \frac{2\pi\mathcal{R} \sin(\theta_{\text{shell}})}{2\pi\mathcal{R} / \ell^*} = \ell^* \sin(\theta_{\text{shell}}),
\]

\[(18)\]
In the previous section we have determined the phase diagram of the model, observing that, for bulk systems, cluster crystals can be observed at high densities. It is then interesting to characterize the features of these crystals.

In figure 11 we show a selection of the observed cluster crystal configurations, comparing snapshots of the MC simulations and the density profile predicted by DFT. We also compute the Voronoi representations of the density profiles by partitioning the sphere surface according to the distance from the center of mass of each cluster. Each cell contains all the points which are closer to the center of the cluster corresponding to that cell than to any other center. This partitioning reveals one of the staple features of the spherical cluster crystals, that is the presence of defective lattice sites with a coordination number lower than that expected for hexagonal lattices observed in bulk systems.

This is not the result of a clumsy minimization. In fact, these defects are the result of topological frustration, i.e., the impossibility to propagate a favored local order over the whole space. The geometrical constraints given by the sphere surface lead to the formation of ineliminable topological defects called disclinations, corresponding to lattice sites which have an higher or, in our case, lower coordination number than that expected for systems which are not frustrated.

The total number of disclinations is strictly connected to the topology of the sphere. One can see this by using the Euler characteristic, which states that for a convex polyhedron, such as a Voronoi diagram on a sphere surface, one has

\[ V - E + F = 2 \]  

where \(V\) is the number of vertices, \(E\) is the number of edges, and \(F\) is the number of faces of the polyhedron. Then if we suppose that all faces are either hexagons or pentagons, it is easy to see that we need exactly 12 pentagons to satisfy this geometrical constraint, while the number of hexagons is free to vary.

Another way of obtaining the same constraint is to assign to each defect a topological charge, which is proportional to the difference between the coordination number in the regular lattice and the coordination number of the disclination. So for example clusters with five neighbors have a topological charge \(Q = 1/6\), while clusters with seven neighbors have \(Q = -1/6\). Moreover the total topological charge on a surface is associated with its Gaussian curvature \(G(1/R^2)\) for the sphere by the relation

\[ Q_{\text{tot}} = 1/2\pi \int dS G = 2. \]

Disclinations with seven or more neighbors have negative topological charge. They can still be encountered in some metastable configurations, as seen in figure 12, but each of these defects must be countered by an additional disclination of opposite charge, leading to an even more frustrated configuration, which may explain why these configurations are never the most stable ones. Indeed, as shown again in figure 12, negatively charged disclinations are coupled to positively charged ones, forming dislocations. This is a result of the fact that the Gaussian curvature of the sphere is positive and constant, so the condition in equation (20) must be enforced locally, requiring positively and negatively charged disclinations to screen each other, otherwise the sphere would display a local indentation.

Since the cluster crystals contain topologically distinct clusters, in order to study the characteristics of these structures we distinguish between clusters with different topological charges and compare them.

We begin by looking at the density profiles of the clusters, plotted in figure 13. For both defective and non-defective clusters, DFT as well as MC results resemble a Gaussian, as shown in the semi-logarithmic inset, where deviations from the Gaussian shape at large distances from the center of the cluster are also evidenced. Defective clusters tend to be smaller but with a higher maximum density than the non-defective clusters.

To understand the energetic effect of the disclinations on the system, we first define a local grand potential \(\beta \omega_D\) which is the grand potential of a single cell of our grid.

\[ \beta \omega_D = \frac{1}{2\pi} \int dS G = 2. \]
$\beta \omega_D(x) = \frac{\pi^2}{N^2} \sin \theta_x \rho_x \left[ \ln \left( \frac{\rho_x}{\rho} \right) - 1 - \beta \mu^x \right]$

$$-\frac{\pi^4 \beta}{2N^4} \sin \theta_x \rho_x \sum_x \sin \theta_x \rho_x w_{x,x}$$

Figure 11 A selection of cluster crystals configurations. For each configuration we show (from left to right) a snapshot of the MC simulation, the density profile obtained from DFT, and the Voronoi representation of the distribution. To help visualize the DFT profiles, alongside the color map, we display clusters as spikes whose height is proportional to the local density. In the Voronoi representation, we classify each cluster according to its topological charge, as shown in the legend.

Figure 12 A metastable configuration in which sevenfold disclinations can be observed. Positively charged disclinations tend to aggregate near the sevenfold disclinations, forming dislocation defects, in order to screen their negative topological charge.

Figure 13 Profile of a cluster at $T^* = 1$, $\sigma / R = 0.68$ and $\rho R^2 \sim 35.0$ sampled along the line connecting it to one of its neighbors. Results from the MC simulation are compared to DFT results and a Gaussian fit. The semi-logarithmic inset shows that the Gaussian approximation is only valid near the cluster center.

The sum of $\beta \omega_D(x)$ over the cells of a cluster define its local grand potential $\beta \Omega_c$, which can be used to compare its stability to that of other clusters. In figure 14 we compare the local grand potentials $\beta \Omega_c$ of clusters with different topological charges.

Clusters sitting on a disclination are less stable than non defective clusters of the same distribution. Moreover, the energy penalty increases as the topological charge of the disclination increases, so the formation of disclinations with larger topological charges is disfavored with respect to fivefold disclinations. This explains why stable configurations do not contain fourfold or higher-order disclinations, unless they are forced to by the geometrical constraints when the ratio $\sigma / R$ becomes too large to allow, at least, a stable 12-cluster configuration, as seen in figure 11 for the 10-cluster configuration.

The stability is not the only characteristic of the clusters which is affected by their topological charges. In figure 15 we plot the number of particles contained in each cluster $N_c$ (upper graph) and the distance from neighbors $d_c$ (lower graph) as a function of the mean density. The DFT predictions for these quantities display excellent agreement with the results of the MC simulations, aside from an initial discrepancy due to the crossover of the simulated system from the fluid to the cluster crystal. We remark, however, that the obtained distances are larger than the expected $d_c = \frac{2\pi R}{\rho}$.

We also observe that, as for the bulk systems, the number of particles per cluster grows linearly with the mean density $\rho$, while the distance between neighbors is nearly independent from the density. These are different aspects connected to the resilience of cluster crystals to compression. In the bulk, the cluster crystal lattice constant does not change upon compression. It is instead...
more convenient for the system to redistribute the particles into existing clusters. Notice that in the spherical case it is not equivalent to change the volume or the number of particles of the fluid because of the finite size of the system. Nevertheless, the cluster crystals exhibit the same behavior as in the bulk when the mean density is increased by increasing the number of particles.

The linear scaling of \( N_c \) with \( \rho \) is also related to the linear behavior of \( \beta \Omega_c / \rho \) as a function of \( \rho \) displayed in figure 14 for both vanishing and non-vanishing \( Q \). Each particle on a cluster interacts with \( N_c - 1 \) particles on the same cluster and with \( N_c \) particles on different clusters, so that the energy per particle depends linearly on \( N_c \). If \( \Omega \) is dominated by its energetic contribution, one then expects \( \beta \Omega_c / N_c \) to be a linear function of \( N_c \). Since \( N_c \sim \rho \), the same holds for \( \beta \Omega_c / \rho \) as a function of \( \rho \).

Here, however, we can also compare the behavior of clusters with different topological charges. We notice that defective clusters tend to be closer to their neighbors and contain fewer particles.

The former property can be explained by geometrical considerations. If one removes one of the neighbors of a non-defective cluster, the remaining neighbors will take a pentagonal arrangement. They have two ways of doing so: either they maintain the original distance from the central cluster, but grow farther from each other in the process, which we call spreading mechanism, or they maintain their original distance from each other, but come closer to the central cluster, which we call shrinking mechanism. We illustrate the two mechanisms in figure 16.

We observe that the spreading mechanism does not take place in cluster crystals. Indeed, one may argue that this mechanism is unfavorable to the overall stability of the crystal, because by creating larger gaps between the remaining clusters of the neighbor shell, it allows the particles of each cluster to spread under the push of the internal repulsion, disrupting the cluster. Hence, we argue that frustration is released only on the central cluster by way of the shrinking mechanism.

This also affects the number of particles contained in the disclination site. To understand why disclinations contain fewer par-
ticles than non-defective clusters, we compare in figure [17] the energy landscapes generated by the cluster configuration in the vicinity of clusters with different topological charges. We find that, because of their closeness, the inter-cluster energy minimum generated by the neighbors of the disclination is shallower than the one found for non-defective clusters, and as a result the number of particles the site can host is smaller.

In fact the minima in the total energy landscape, given by the sum of the inter cluster and intra cluster terms, must be equivalent for all clusters at equilibrium, otherwise we would observe a net flow of particles from the shallower minima to the deeper ones. Thus, by containing fewer particles which contribute to intra cluster repulsions, disclinations compensate for the unfavorable inter cluster interactions.

6 Conclusions
In this work we have explored the clustering of ultra-soft particles on the surface of a spherical substrate.

Using the same ideas developed in ref. Likos et al. [4], we have extended the clustering criterion to fluids on spherical surfaces. We found that a negative minimum in the spherical harmonic expansion of the pair potential at an harmonic degree $\ell^* \neq 0$ leads to clustering at high enough densities.

We focused our attention on a specific model, the GEM-4 fluid, using DFT to obtain its phase diagram. In order to solve the DFT equations we employed a version of the minimization algorithm developed in ref. [5], generalized to the spherical system, which allows us not to make a priori assumptions about the functional form of the density profile. We also performed Monte Carlo simulations to test the theory and assess the full effect of correlations in the fluid, and found quantitative agreement between theory and simulations both in the low-density fluid phase, and in the high-density cluster crystal phases.

Similarly to the bulk three-dimensional case, [9,13] cluster crystals are predicted to form at all temperatures, provided the density is sufficiently high. However, the finite size of the system introduces an additional degree of freedom, namely, the ratio $\sigma/R$ between the size of the particles and the radius of the sphere. Indeed, the number of clusters of the crystal configurations is determined by this ratio, while being nearly independent from either density or temperature. Each configuration spans a certain interval of $\sigma/R$ and, as $\sigma/R$ is decreased, the number of clusters of the more stable configuration increases.

We also studied the effect of topological frustration induced on these structures by the sphere curvature. Ineliminable disclination defects in the crystal lattice display many differences from non-defective sites: they are less stable, contain fewer particles, and their neighbors are closer to them. We explain the latter property as a geometrical effect, and find that because of the reduced distance between the disclination and its neighbors, the inter-cluster repulsions form a shallower minimum in the energy landscape at the disclination site, so that the cluster can only contain a reduced number of particles.

We remark that this work is far from exhaustive and many interesting aspects of the system could be the topic of future developments.

For example, we have not explored how the curvature of the sphere influences the dynamical properties of the GEM-4 fluid, such as the nucleation process [19] or the diffusivity of single particles in the cluster crystal phases [2,8,10].

Another interesting topic is the role of the substrate in clustering. Recent works show that a coupling between the density field and the local curvature of the sphere, by way of capillary interactions, can lead to microphase separation and patterning [16,40]. A more realistic model for lipid membranes covered by soft particles would then need to take the fluctuations of the substrate shape into account.

Moreover, the attitude of these soft particles to form patches on the surface of a spherical substrate naturally suggests their exploitation in the design and manufacture of patchy particles [2,23]. In order to fully take advantage of the properties of these systems, a multiscale modeling approach is needed to understand how to tune the hierarchical self-assembly of soft particles into patches, and patchy particles into mesoscopic structures of interest.
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Appendix A: DETAILS OF THE MINIMIZATION ALGORITHM
The algorithm employed here is adapted from the algorithm presented in reference [5], which is itself based on the steepest descent algorithm, where the equilibrium density profile $\rho(\hat{x})$ is obtained recursively as

$$
\rho(\hat{x})^{(k+1)} = \rho(\hat{x})^{(k)} - \delta \frac{\delta \Omega[\rho]}{\delta \rho(\hat{x})} \bigg|_{k} .
$$

Where $k$ refers to the $k$-th iteration of the process. Naturally, we need to discretize the density profile $\rho(\hat{x})$, as well as the grand potential functional $\beta \Omega[\rho]$, over a grid of $K \times 2K$ points in order to treat the problem numerically, as illustrated in section 3.2.

Doing so requires some care in the passage from the functional differentiation with respect to the density profile $\rho(\hat{x})$ to the differentiation with respect to the discrete sampled densities $\rho_i$; to go from the former to the latter we need to divide by the area of the sampling lattice cell.

---

Figure 17 Different contributions to the potential energy landscape in proximity of clusters with six neighbors (blue lines) and five neighbors (purple lines): we distinguish the potential $U_{int}$ produced by the surrounding clusters (dashed lines) from the internal repulsion $U_{int}$ between particles of the same cluster (dash-dotted lines). The sum of the two produces identical minima of the potential energy landscape irrespective of the topological charge of the clusters. The potentials are sampled along the great circle connecting the central clusters to one of their neighbors.
\[
\frac{\partial}{\partial \rho(x)} \frac{\Delta^2}{\pi^2 \sin \theta_k} \frac{\partial}{\partial \rho_x} = \delta_{\rho x}.
\] (23)

In fact by defining the partial derivative this way, we can obtain the discretized version of equation (22) either by taking the functional derivative of the continuous grand potential and then discretizing the result, or by discretizing the grand potential and then taking its partial derivative.

The needed partial derivative \( \partial \beta \Omega_D(\rho_x) / \partial \rho_x \) of the discretized functional \( \beta \Omega_D \) is given by the left-hand side of equation (15)
\[
\frac{\partial \beta \Omega_D(\rho_x)}{\partial \rho_x} = \ln(\rho_x / \rho) - \beta \mu x + \beta \sum_{l,m} \frac{4 \pi}{2^{l+1}} w_l \rho_{l,m} Y_{l,m}(x).
\] (24)

Here we have used the convolution theorem to deal with the double summation. In the case of spherical harmonic expansions, the convolution theorem for continuous functions takes the form\[22\]
\[
\int \int d^3 \rho'(x') w(x', x) = \sum_{l,m} \int \int \frac{4 \pi}{2^{l+1}} w_l \rho_{l,m} Y_{l,m}(x).
\] (25)

However, in our case we consider discretized densities \( \rho_x \) and interaction potentials \( w_{\rho \rho} \). As for the Fourier transform, the discretization in direct space introduces a cutoff in the spherical harmonic expansion \( \ell_{\text{max}} = \frac{1}{2} N - 1 \)\[22\].

Fast transform algorithms are available to obtain the harmonic coefficients from a sampled function and viceversa. Here we employ the SHTOOLS package\[33\], which is freely available online, based on the FFTW3 package\[24\].

As for the algorithm in\[3\], we make several improvements with respect to the steepest descent algorithm to achieve faster convergence. The first step is to use the Jacobi preconditioner, which means that we replace equation (22) with
\[
\rho^{(k+1)}_x = \rho^{(k)}_x - \delta \xi^{(k)}_x,
\] (26)
where the quantities \( \xi^{(k)}_x \) are defined as
\[
\xi^{(k)}_x = (\partial_{\rho_x} \beta \Omega_D) \times (\partial_{\rho_x} \beta \Omega_D)^{-1}
\] (27)
where the second derivative \( \partial^2_{\rho_x} \beta \Omega_D \) is given by
\[
(\partial^2_{\rho_x} \beta \Omega_D)^{-1} = \frac{\pi^2 \sin \theta_k}{K^2} \rho_x \frac{1}{\pi^2 \sin \theta_k} w_0(0)
\] (28)

The purpose of this modification is to alter the shape of the elongated basins of attraction in the grand potential landscape, in order to obtain more circular basins, which are better suited to be treated with this algorithm.

However here we see that the measure factor \( \frac{\pi^2}{K^2} \sin \theta_k \) in the derivative leads to a null preconditioner \( \xi^x \) at the poles, which is clearly a mistake, since it would mean that the density at the poles would not change from its initial value. The reason for this problem is the fact that, since the spacing in the grid is finite, the correct measure of each cell should be proportional to \( \cos(\theta_k) - \cos(\theta_k + \Delta \theta) \), instead of \( \sin \theta_k \). In principle we could make this substitution in equation (28) to obtain a formally correct preconditioner, however we find that it is more stable to simply drop the measure factor and redefine the preconditioner as
\[
\xi^{(k)}_x = \frac{\pi^2 \sin \theta_k}{K^2} \rho_x \frac{1}{\pi^2 \sin \theta_k} w_0(0)
\] (29)

Moreover we follow the conjugate gradient method and actually determine the descent direction by a linear combination of the preconditioners at each step, so that the recursive relation becomes
\[
\rho_x^{(k+1)} = \rho_x^{(k)} - \delta \psi^{(k)},
\] (30)
where \( \psi^x \) is obtained through the following relations
\[
\psi^{(k)} = \sum_x \frac{\xi^{(k)}_x - \xi^{(k-1)}_x}{\sum_x \xi^{(k-1)}_x^2}
\] (31)
As in ref\[5\] we use a preconditioned steepest descent step every 10 step of the preconditioned conjugated gradients algorithm, in order to improve the stability of our minimization algorithm.

The sampled densities \( \rho_x \) were updated according to equations (30) until the partial derivatives \( \partial_{\rho_x} \beta \Omega_D \) vanish within a prescribed accuracy. More specifically the iteration was stopped when \( \sum (\partial_{\rho_x} \beta \Omega_D)^2 \) became smaller than \( 10^{-15} \).

The step size \( \delta \) must be chosen with care to achieve convergence in a sensible time. To obtain the optimal choice for \( \delta \) one should minimize the function \( g(\delta) = \beta \Omega_D(\rho_x - \delta \psi^x) \), which must be thought of as a function of \( \delta \) at fixed \( \rho_x \) and \( \psi^x \).

As this does not yield an explicit expression for \( \delta \), its value is obtained here through a single step of the Raphson-Newton method, which amounts to setting
\[
\delta^{(k)} = -\frac{\pi^2}{K^2} \sum_x \sin \theta_k \rho_x \beta \Omega_D \psi^{(k)}
\] (32)
where the derivatives are given by
\[
\partial_{\delta} \psi^{(k)} = -\frac{\pi^2}{K^2} \sum_x \sin \theta_k \rho_x \beta \Omega_D \psi^{(k)}
\] (33)
\[
\partial_{\delta} \psi^{(k)} = \frac{\pi^4}{K^2} \sum_x \sin \theta_k \sin \theta_k \beta \Omega_D \rho_x \psi^{(k)}
\] (34)

The quantities in equation (33) are readily obtained by combining the results above. To evaluate equation (34) we need to use the convolution theorem
\[
\partial_{\delta} \psi^{(k)} = \frac{\pi^2}{K^2} \sum_x \sin \theta_k \rho_x \psi^{(k)} + \beta \sum_{l,m} \frac{4 \pi}{2^{l+1}} w_l \psi^{(k)}(x)
\] (35)

Since the grand potential functional is not globally convex, the optimization described by equations (33), (34) can also lead to a negative step-size. In order to avoid such an occurrence we set a fixed positive value of \( \delta \), which we use whenever the optimization would give a negative value.

Moreover we note that the densities must obviously be non-negative, so whenever a minimization step would lead to a negative value of the local density, we replace that density with a small positive value (\( \sim 10^{-15} \) in this work). Of course null densities are perfectly acceptable, and in principle one could think that the equilibrium density profile could also contain some null local densities. However for that to be the case, the value of \( \partial_{\rho_x} \beta \Omega_D \), evaluated at \( \rho_x = 0 \) must be non-negative, which is easily shown not to be possible because of the logarithmic divergence of the derivative at null density.
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