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Aim: To develop and pilot a General Practice (GPr) OSCE assessing medical students dealing with patient encounters, which are typical for GPr and to compare different measurement instruments (global ratings, content-specific checklists).

Methods: A blueprint based on Entrusted Professional Activities was used to develop prototypical OSCE stations. Four stations were tested with voluntary medical students. Students were videotaped and assessed with self-developed content-specific checklists, a global rating for communication skills, and mini-CEX. Results were compared according to students’ phases of studies.

Results: All three measurements were able to discriminate between clinical and pre-clinical students. Clearest results were achieved by using mini-CEX. Content-specific checklists were not able to differentiate between those groups for the more difficult stations. Inter-station reliability for the global ratings was sufficient for high-stakes exams. Students enjoyed the OSCE-setting simulating GPr consultation hours. They would prefer feedback from GPs after the OSCE and from simulated patients after each encounter.

Discussion and conclusion: Although the OSCE was short, results indicate advantages for using a global rating instead of checklists. Further research should include validating these results with a larger group of students and to find the threshold during the phases of education for switching from checklists to global ratings.

Introduction

Many activities have been implemented in recent years to enhance the visibility and attractiveness of General Practice (GPr) in Germany. Background for these activities is a major concern that primary care services especially outside large cities might not be sufficiently available. Demographic development with an increase of elderly patients and chronic patients in combination with a decrease of general practitioners (GPs) in rural areas has led to this concern (Kopetsch 2010). Additionally, a marked shift away from GPs to other medical specialties has taken place in the health care systems of most Western countries, especially in those with competition-based health care systems (Hasler et al. 2008). Working conditions of GPs does not seem to be very attractive to young doctors. Different studies mentioned the high workload, irregular working hours, as well as the low income and occupational prestige in comparison to other medical subjects as the main reasons for this development (Whitcomb and Cohen 2004; Walker 2006; Buddeberg-Fischer et al. 2008).

Practice points

- As for all OSCEs, special care should be taken in the selection of representative stations with various difficulties. Self-developed EPAs used as a blueprint can help with the selection.
- Good inter-station reliability can be achieved with as few as 4 stations using one rater and video analysis.
- When choosing between global ratings and behavioral checklists, former are more sensitive in discriminating between clinical and pre-clinical students. This is especially true when focusing on clinical competence and the ability to adapt to changing circumstances that require communication skills and empathy.
- A naturalistic OSCE setting, where SP rather than students rotate from station to station is perceived to adequately simulate a GPr consultation and can be used in a formative and summative assessment.
For instance, of all practicing physicians in Switzerland in 2006, only 13.6% were GPs, and of all newly qualified physicians in 2006, only 13.4% specialized in GPs. In Germany, the percentage of GPs has also declined, and only half of the physicians who qualified as GPs in the last years opened private practices. Overall, the shortage of physicians providing primary health care has not only been noticed in rural regions but is also starting to be a problem in metropolitan areas (Budeberg-Fischer et al. 2007).

In Germany, GPs have been strengthened in undergraduate medical education by including lectures, compulsory courses and attachments during the clinical years of medical studies (Gensichen and Gerlach 2003). Especially the optional training in GPs within the last year of studies was an important implementation in the undergraduate medical education in year 2003. It is under discussion to transform this voluntary rotation into a compulsory one. Numerous organisational and administrative challenges have to be considered in this setting and recruited practices as well as university departments of GPs should expect an additional workload. However, students might profit immensely from interactive learning experiences, which go far beyond usual rotations in hospital-based clinical departments (Gulich 2005). These activities allow students to gain an insight into how GPs work and with what kind of problems they usually have to deal with. German associations for GPs were able to establish quality standards for teaching and training in GPs outside university hospitals, e.g. by defining criteria for GPs involved in teaching and training, establishing learning outcomes for courses and electives, developing a logbook for students in their final year working in GPs (DEGAM e.V. 2013).

However, a field of improvement is formative and summative assessment of students dealing with the specific problems, which patients present when they come to a GP. According to the principles of constructive alignment (Biggs 2003), assessment is an integral part of a well-designed learning and teaching activity. It allows to clearly address intended outcomes to learners from clearly specified objectives to well informed feedback on learners’ performance and knowledge. A well-designed assessment format can therefore highlight the importance of the intended outcome, in this case the role of GPs in medical education.

The integration of Entrusted Professional Activities (EPAs) in training and formative assessment may close the gap between the theory of competency-based training and patient-centred practice (Peters et al. 2017; Ten Cate 2017; Ten Cate et al. 2018). EPAs may also function as a blueprint for assessment programs. Different assessment formats have been described to assess medical students including oral and written examinations, Objective Structured Clinical Examination (OSCE) logbooks, and workplace-based assessment (Norcini and Burch 2007; Swayamprakasam et al. 2014). By using one of these formats in a valid and reliable way, attention must be paid to test content, test design, and implementation factors, especially when the results will be used for high-stakes decision making. In recent years, OSCEs have become one of the most popular assessment formats to test clinical competence in undergraduate medical education. While questions remain around the application of OSCE testing, there are also both known and hidden benefits to students, faculty, and organizations that use OSCEs (Townsend et al. 2001; Wilkinson et al. 2003; Turner and Dankoski 2008). Educators subjectively believe in high-fidelity assessment, and students and educators generally feel positive about this type of performance testing. In a publication, reporting student, curricular, and faculty development outcomes after nine years of OSCE testing (Duerson et al. 2000), student performance improved, small-group teaching sessions were standardized, and faculty received feedback that improved instruction and enthusiasm for teaching physical exam skills. Also, the use of OSCEs for evaluation reinforces the patient-centered nature of medical practice, often provides timely and specific feedback on clinical performance (Barrows 1993). While most OSCEs use behavioural checklists when assessing student’s abilities in demonstrating single procedures (e.g. vein puncture, history taking), there is still a debate about which instruments should be used to evaluate competencies in more complex situations. Many studies have compared content-specific checklists to broader global ratings of clinical competence, but most only focus on a graduate population or comparing graduate and undergraduate students (Cunnington et al. 1996; Ilgen et al. 2015). The aim of this study was to develop and pilot a GP-specific OSCE and to explore which kind of instruments to assess students’ performance presented in the OSCE would discriminate best between preclinical students and clinical students, thus comparing the two main phases of undergraduate studies in Germany.

Methods

Setting of the study

Over 900 medical students start their medical course of undergraduate training at the Ludwig-Maximilians-University (LMU) in Munich, Germany. After two years when the students have passed the preclinical part of the national licensing examination, 60% of the cohort continues their clinical studies at LMU whereas the remaining 40% of the cohort continue their training at the Technical University. During the clinical phase of studies, students attend lectures and seminars dealing with GP specific health problems and a two-week attachment at a GP (during year four or five). In their final year of studies, only a small group of students (around 5%) decide to spend a four-month-rotation in GP. Assessment during the clinical phase of studies includes a written case presentation (during the 2-week attachment) and a logbook during the final year. There is no formative or summative assessment to evaluate students’ performance based on observation in direct contact with simulated patients (SP) or real patients. This course of studies is quite typical for medical schools in German-speaking countries.

Study design

We piloted a GP-specific OSCE (GPr-OSCE) to test the setting and different measurement instruments. We were interested in instruments, which can be used in workplace-based assessments as well as in OSCEs. The GPr-OSCE included patient problems, which were typical for primary
care on the one hand and a simulation of a GP consultation setting on the other hand. To define different patient problems and scenarios, we used self-developed EPAs as a blueprint with the following categories: (1) dealing with patients with an acute health problem, (2) dealing with patients with chronic health problems, (3) emergency situations in primary care, (4) home visits, (5) prevention, (6) intersection in health care, and (7) ambulant palliative care. In this first pilot, we focussed on four patient problems, which were perceived as most common and relevant for students in a GPr setting.

Usually, in an OSCE, students rotate through a circuit of different stations by walking from room to room. Assessors and simulated patients stay in one room and one student after another enter the room to fulfill the requirements. In our GPr-OSCE, students stay in one room (like in a consulting room) and one SP after another enter the room and present their problem. Therefore, SP walk from room to room and rotate through the circuit. We used four stations with the following patient problems based on real patient histories:

- 53-year-old female patient with subacute headache. Background is a psychosocial problem because her partner suffered a stroke a few weeks ago and the housing situation is now unclear ('headache-station').
- 35-year-old female patient with acute but harmless extrasystolic heart beats. She also wants to inform herself about a regular health check-up for 35-year-old women ('health-check-up-station').
- 57-year-old male patient after hospitalisation due to acute chest pain. He received five new drugs in the hospital to reduce his risk factors, which he was unaware of before the hospital stay. He is irritated and does not feel well informed ('Intersection-station').
- 75-year-old male patient with diabetes mellitus II. His blood sugar values are insufficient. He wants another type of insulin form another company, an insulin his neighbour uses ('Diabetes-station').

Due to the setting of the OSCE with video-analysis and a restricted time-limit of 10 minutes per encounter, we excluded physical examination as part of the requirements. For each station, we used the following measurement instruments to assess students’ abilities in gathering information, sharing information, clinical reasoning, setting up an action plan, and communication skills:

- Mini-CEX (6 items) 9-point scale (1 = not sufficient, 9 = outstanding). The mini-CEX was designed to test different aspects of clinical performance like history taking, professionalism, clinical judgment, efficiency, and overall clinical care (Norcini et al. 2003).
- Berlin Global Rating (BGR, Scheffer et al. (2008)) for assessing communication skills i.e. empathy, structure, verbal and nonverbal communication (4 items, 5-point-scale with verbal anchors for each item, 1 = incompetent; 5 = competent), which is based on the analytical global rating published by Hodges et al. (2002).
- A content-specific checklist for each station (3-point scale: 2 = fulfilled, 1 = partly fulfilled, 0 = not fulfilled). Checklists for all stations were developed by a medical doctor according to current guidelines. All checklists were reviewed by at least two GPs.

To test the GPr-OSCE, we used an experimental design with the phase of study as our independent variable and test scores as our dependent variable. We asked medical students from the first to the last years of studies to participate in our study. Participation was voluntary and reimbursed by 20 Euros. We invited students from all years of studies to achieve a broad variance in our results. Students had to complete 20 (clinical students) to 30 minutes (preclinical students) time to prepare the stations. Students received simulated patient records and medical background information to prevent excessive demands for especially the preclinical students (e.g. information about drugs, information about diabetes mellitus treatment). Due to this being a pilot study and organisational reasons (time schedule), total testing time was limited to 40 minutes. During the assessment, SPs handed out additional material if necessary, like a blood sugar diary (Diabetes station) or a discharge letter (Intersection station).

As students were videotaped during each SP consultation, ratings of students’ performance were executed by analysing these videos. For each station and measurement instrument, a rater training was conducted with three to five raters depending on the instrument: (1) one or two medical students and doctorate candidates, (2) a medical doctor and expert in assessment, (3) a GP, and (4) an educationalist. Each training lasted about two hours watching, rating, and discussing one or two videos per station. Then, each assessor rated 10 stations in parallel. Interrater reliability between the assessment expert and the other raters within the CEX and BGR was calculated using ICC. For the checklists, we used Cohen’s kappa as a measurement for interrater reliability. All results between the expert and our final rater (one of the doctorate candidates) were sufficiently high (on average $r = 0.88$) The final rater then rated all videos from the GPr-OSCE according to the coding protocol. We used R v.3.5.1 to analyze the data, setting our level of significance to 5%. Inter-station reliability of each scale was calculated using Cronbach’s alpha. Differences between preclinical and clinical students were evaluated by a multiple analysis of variance (MANOVA), followed by separate ANOVA for each independent variable hypothesizing that students in the clinical years would score higher than students in the preclinical years.

After completing the OSCE, students were asked to fill out a questionnaire to evaluate the OSCE setting and stations. They were also asked to evaluate different ways of receiving feedback: feedback from SP or GPs, feedback directly after each encounter, after the whole OSCE or based on video analysis. Each feedback method was evaluated separately on a seven-point scale (1 = totally disagree, 5 = totally agree).

Results

Study population

Eighty-eight students participated in our pilot GPr-OSCE. Of these, 33 studied in the preclinical years (year 1–2), 51 studied in the clinical years (year 3–5) and four students...
were in the last year of studies (5%). Of the students, 65 were female (74%). Mean age was 23. Most students were German native speakers (81%).

**Internal consistency and correlations**

For our content-specific checklists, alpha was $\alpha = 0.57$. Mean score was $M = 54\%$ ($SD = 9.6$), Standard error of measurement was $SEM = 6.3$. Inter-station reliability for the Mini-CEX was $\alpha = .84$ with a mean score of $M = 55\%$ ($SD = 14.7$), and $SEM = 5.8$. Cronbach’s alpha for the BGR was $\alpha = .88$. Mean score was $M = 62\%$ ($SD = 13.6$), $SEM = 4.7$. Of the four stations, the intersection station was the most difficult one. The easiest station was the headache station. Looking at the checklist items, students had in particular difficulties in the following tasks: stating a tentative diagnosis and exploring a full pain history, exploring the psychosocial history and patient perspective, exploring risk factors, explaining findings and medication, and make an action plan. Looking at the Mini-CEX items, students had most difficulties in clinical judgment, counseling skills, and organisation/efficiency in the headache-station and in the health-check-up station. In the intersection station and in the Diabetes station, they had problems in organisation/efficiency and medical interviewing skills. All results are reported in Table 1.

Bivariate correlation coefficients of all three instruments show strong correlations between mini-CEX and BGR and mini-CEX and checklists, respectively; and a slightly lower correlation between for between BGR and checklists (Table 2).

**Differences in the OSCE scores between preclinical and clinical scores**

Using Pillai’s Trace in a MANOVA, we found a significant effect of the phases of studies on the scores of each of the measurement instruments in all four stations (Table 3). However, separate univariate ANOVAs on the outcome variables revealed non-significant effects for checklists on the intersection, $F(1,86) = 1.67$ and diabetes station, $F(1,86) = 0.43$, and for the BGR on the diabetes station, $F(1,86) = 2.97$, all $p > 0.05$.

**Students’ evaluation of the GPr-OSCE**

Overall, students were very pleased with the GPr-OSCE. All students found the patient problems relevant for clinical practice. The majority of our participants (90%) found the setting adequate to simulate a GPr consultation. Students’ suggestions for improvements included the integration of a physical examination and a more authentic equipment of the rooms (e.g. computer, arrangement of chairs and tables). The majority of students would prefer a feedback of the SP directly after each encounter (85%) and a feedback of a GP after the whole OSCE (79%).

**Discussion**

Aim of the study was to pilot and test an OSCE specific for a General Practice setting. Based on previously conducted interviews with medical doctors, primarily GPs, and self-developed EPAs, we developed a GPr specific OSCE with four stations to test the effects of setting and stations with three different measurement instruments: mini-CEX, Berlin Global Rating (BGR) and self-developed content specific checklists. This is to our knowledge the first study, comparing two commonly used global ratings to content-specific checklists within an undergraduate student population in the field of General Practice.

Instead of a rotation of students through the different stations and rooms, we chose a novel more naturalistic setting, in which students stayed in one room and one SP after another entered their room. The purpose of this approach was to present the standardized problems as realistically as possible (Brannick et al. 2011) and allowed us to simulate a GP consultation hour. We calculated and compared the reliability of our three measurement instruments to find out if one of these could produce reliable results to use our OSCE in high-stakes exams. We hypothesized that clinical students would score higher than preclinical students in all measurement instruments within all stations as an expression for evidence of validity.

Although only four stations were included into our OSCE, inter-station reliability between stations was satisfactory using the BGR and mini-CEX. Reliability for using only our content specific checklists was low although items on checklists are usually rather easily observed. This might be due to the fact that our content specific checklists were specifically designed to fit each station’s circumstances rather than trying to measure an overarching construct. Downing et al. suggest that a reliability even for a low-stakes assessment ought to be above 0.70 (Downing 2004), which could only be achieved by the BGR and mini-CEX, but not by our checklists. Many studies assessing the reliability and validity of the mini-CEX were completed in Internal Medicine though recent studies have shown an implementation of the mini-CEX within multiple other disciplines but not yet in the area of General Practice (Humphrey-Murto et al. 2018).

As expected, clinical students scored better than preclinical students in all four stations using the mini-CEX, being an instrument used worldwide and tested for assessing overall clinical competence in undergraduate and graduate

---

**Table 1. Reliability and percentage of correct answers in the four OSCE-stations.**

|        | Cronbach’s alpha | Mean overall test score (%) | Headache | Health-check-up | Intersection | Diabetes |
|--------|------------------|----------------------------|----------|-----------------|-------------|----------|
| BGR    | 0.88             | 62                         | 66       | 64              | 61          | 59       |
| CL     | 0.57             | 54                         | 59       | 58              | 45          | 54       |
| Mini-CEX | 0.84            | 55                         | 60       | 57              | 51          | 51       |

**Table 2. Bivariate correlation coefficients between OSCE scores.**

|        | CL     | Mini-CEX |
|--------|--------|----------|
| BGR    | 0.515  | 0.755    |
| CL     | 0.767  |          |

---
scenarios. However, differences in scores of the content specific checklists were only significant for the ‘headache-station’ and the ‘health check-up’. This might be due to the fact that these stations focus more on history taking and stating a diagnosis rather than sharing information and a counselling consultation. The inclusion of background information by the SP (diabetes diary, discharge letter) also demanded more flexibility and the ability to deal with complexity. History taking and differential diagnosis can both easily be trained in hospital settings although patient problems might be different from ambulant settings. Sharing information and counseling are more complex tasks. This makes them more difficult to be operationalized in checklists and more complex to train.

For the mini-CEX scores, all differences were significant between clinical and pre-clinical students. Even for the two stations, where content-specific checklists could not discriminate between clinical and pre-clinical students, mini-CEX produced significant results. While checklists are still the standard in OSCEs, our findings lead us to the conclusion that mini-CEX can be used for assessing medical students, also explaining more variance than our second global rating (BGR). Especially a field like GPr with many complex and ill-defined situations with uncertain outcomes and diagnoses, global rating like the mini-CEX seem to produce more sensitive results than checklists. These results also corroborate studies that have compared global ratings to checklists in other fields of medicine, showing global rating to be more efficient and reliable especially in high-stakes exams (Cohen et al. 1996; Regehr et al. 1999). Williams et al. (1999) also reported that the use of checklists can affect students performance in high-stakes exams (Cohen et al. 1996; Regehr et al. 1999). In our results noting lower values of just .44 (Cook et al. 2009). This could lead to a combined use of the mini-CEX with another instrument like the BGR for more robust results at least in high-stakes exams. Yet within our data the addition of one or two more instruments did not account for any additional variance when comparing clinical to pre-clinical students. While our findings point in a direction of excluding checklists, we could still see that the usage of content-specific checklists can be helpful in OSCE scenarios that are more focused on evaluating and developing technical skills (Morgan et al. 2001; Ringsted et al. 2003) or in early stages of education. However, the turning point at which level of medical training a switch from checklists to global ratings should be performed could not be answered with our data. Feedback regarding our piloted OSCE showed that students took pleasure in a GPr specific scenario. For the inclusion in high-stakes exams, improvement of external validity should be the focus of further studies.

| Table 3. MANOVA comparing phase of study on measurement instruments. |  
|---------------------------------|-----------------|----|----|----|----|
|                                | Preclinic M (SD) | Clinic M (SD) | F | p    |
|---------------------------------|-----------------|---------------|---|------|
| Pillai’s trace approximate health check-up station F(1,85) = 0.970, p < 0.05 |  |  |  |  |
| BGR                             | 9.12 (2.41)     | 10.95 (2.01)  | 14.306 | <0.05 |
| Checklists                      | 16.59 (4.56)    | 19.73 (4.12)  | 10.819 | <0.05 |
| Mini-CEX                        | 25.12 (8.95)    | 34.38 (8.13)  | 24.337 | <0.05 |
| Pillai’s trace approximate headache station F(1,86) = 0.971, p < 0.05 |  |  |  |  |
| BGR                             | 9.55 (2.71)     | 11.24 (2.12)  | 10.625 | <0.05 |
| Checklists                      | 16.12 (4.32)    | 20.64 (3.82)  | 26.123 | <0.05 |
| Mini-CEX                        | 25.76 (8.54)    | 36.24 (7.52)  | 36.162 | <0.05 |
| Pillai’s trace approximate intersection station F(1,86) = 0.958, p < 0.05 |  |  |  |  |
| BGR                             | 8.7 (2.58)      | 10.44 (2.51)  | 9.678  | <0.05 |
| Checklists                      | 10.33 (3.05)    | 11.18 (2.94)  | 1.668  | n.s.  |
| Mini-CEX                        | 21.91 (8.78)    | 30.84 (8.48)  | 22.254 | <0.05 |
| Pillai’s trace approximate diabetes station F(1,86) = 0.951, p < 0.05 |  |  |  |  |
| BGR                             | 8.82 (2.20)     | 9.75 (2.58)   | 2.971  | n.s.  |
| Checklists                      | 11.67 (3.11)    | 12.18 (3.85)  | 0.424  | n.s.  |
| Mini-CEX                        | 23.91 (9.02)    | 30.04 (8.33)  | 10.489 | <0.05 |

Conclusion

With the development of an EPA-based OSCE we tried to fill the gap of a missing practical assessment in GPr. When comparing behavioral checklists and global ratings within an undergraduate student population, we conclude to favor global ratings like the mini-CEX when testing clinical competence. This is in contradiction to a still common practice to rely on checklists in OSCE settings. To improve our OSCE, our piloted naturalistic setting should be maintained while taking measures to enhance external validity and reliability for high-stakes exams like formalizing extent and scope of our test.
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