Synergy between Semantic Segmentation and Image Denoising via Alternate Boosting
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The capability of image semantic segmentation may be deteriorated due to the noisy input image, where image denoising prior to segmentation may help. Both image denoising and semantic segmentation have been developed significantly with the advance of deep learning. In this work, we are interested in the synergy between these two tasks by using a holistic deep model. We observe that not only denoising helps combat the drop of segmentation accuracy due to the noisy input, but also pixel-wise semantic information boosts the capability of denoising. We then propose a boosting network to perform denoising and segmentation alternately. The proposed network is composed of multiple segmentation and denoising blocks (SDBs), each of which estimates a semantic map and then uses the map to regularize denoising. Experimental results show that the denoised image quality is improved substantially and the segmentation accuracy is improved to close to that on clean images, and segmentation and denoising are both boosted as the number of SDBs increases. On the Cityscapes dataset, using three SDBs improves the denoising quality to 34.42 dB in PSNR, and the segmentation accuracy to 66.5 in mIoU, when the additive white Gaussian noise level is 50.
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1 INTRODUCTION

Image semantic segmentation is a fundamental task in image understanding. The goal of semantic segmentation is to assign a category label for each pixel in an input image, which can be seen as pixel-level classification. Semantic segmentation has been actively studied in recent years because of its broad applications, such as augmented reality, autonomous driving, and satellite image
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analysis. Recent methods [12, 32, 46, 64] were inspired by the groundbreaking work named **Fully Convolutional Network (FCN)** [38]. FCN discarded fully connected layers, which were adopted in previous approaches, and was able to deal with arbitrary resolution.

These methods studied semantic segmentation on clean images, but the capability of segmentation may be deteriorated due to the noisy input image. As we have observed in our experiments on the Cityscapes [13] dataset, the segmentation accuracy obtained on noisy images (training and testing are both on noisy images) is much lower than that on clean images (training and testing are both on clean images) by as high as 10% in mIoU, when the noise level (standard deviation of the additive Gaussian noise) is 50. Performing denoising prior to segmentation is a straightforward idea and is verified effective in our experiments. Note that image denoising, as one of the most classic problems in image processing, has been enhanced greatly by the powerful **convolutional neural network (CNN)** [40, 70, 72] in recent years. However, almost all of the existing denoising methods pursue visual quality of denoised image, with little concern of the utility of denoising for downstream tasks like segmentation. As the (seemingly) only exception, Liu et al. [35, 36] take into account the segmentation accuracy of denoised results when training their denoising network. However, it is observed in References [35, 36] that the denoising performance, especially in terms of PSNR, may worsen because of the additional consideration of segmentation.

Is it possible that the denoising performance can be improved with the help of semantic segmentation results? Let us consider a classic denoising method, BM3D [14], where non-local correlation is used to enhance denoising ability via collaborative processing of similar image content. Given a semantic segmentation map, the image content similarity may be better identified, and the non-local correlation may be better exploited.

With the aforementioned twofold motivations, we are interested in the synergy between image denoising and semantic segmentation by using a holistic deep model. Since the denoised image can be better segmented and segmentation result can assist in denoising, we propose a boosting method to perform the two tasks alternately. Specifically, we propose a **segmentation and denoising alternate boosting network (SDABN)**. SDABN consists of multiple **segmentation and denoising blocks (SDBs)**, each of which estimates a segmentation probability map from its input image and then uses the map to help image denoising. The output of one SDB is taken as the input to the next SDB, making a cascade that resembles boosting. Note that boosting has been proposed to improve image denoising [8, 9] and classification [19, 41]. But our network is different as we perform two tasks—image denoising and semantic segmentation—alternately. We verify that the alternate boosting idea improves the performance of both denoising and segmentation.

In summary, this work has made the following contributions:

- We propose a network known as segmentation and denoising alternate boosting network (SDABN), which performs segmentation and denoising alternately to enhance the performance of the two tasks.
- We propose the segmentation and denoising block (SDB), which is the first work that reports signal fidelity improvement (measured by PSNR and SSIM) of denoising via semantic segmentation, to the best of our knowledge.
- We conduct experiments on the Cityscapes [13] and OutdoorSeg [60] datasets with simulated noise and investigate the generalization ability to process real-world noisy images. Experimental results demonstrate the efficiency of our method. We also have interesting observations about the boosting effect.

Our code and models are publicly available at: https://github.com/powder21/SDABN.
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Fig. 1. (a) Denoising followed by segmentation: denoised results from $D_{\text{base}}$ are input to the segmentation module $S$. (b) Segmentation followed by denoising: $S$ segments the noisy images and provides the segmentation results as additional inputs to the denoising module $D$ (see Section 3.2 for more details). (c) The proposed segmentation and denoising alternate boosting network (SDABN), which is concatenating a series of segmentation and denoising blocks (SDBs). $y$, $s$, $\hat{x}$ stand for noisy image, segmentation (probability) map, and denoised image, respectively.

2 RELATED WORK

2.1 Semantic Segmentation

Recently, researchers have great interest in semantic segmentation. **Fully Convolutional Network (FCN)** [38] first discarded the fully connected layers and adopted the convolution layers throughout. Because of this, FCN can deal with arbitrary resolution images and becomes the most popular network architecture in semantic segmentation. To increase the receptive field, some methods [12, 65] adopted the dilated convolution layers in FCN. Later, most network structure for semantic segmentation can be regarded as encoder-decoder [6, 32, 46, 56, 74]. Encoder reduces the resolution of the feature maps, which can enlarge the receptive field, while decoder upsamples the feature maps to restore the resolution. The dilemma of encoder-decoder-based networks is that downsampling in encoder loses the details of the high-resolution feature maps, which influences the accuracy of segmentation. To address this problem, U-net [46] introduced skip-connections to provide the decoder with feature maps of the encoder with the same resolution. SegNet [6] recorded the location of the maximum response in max pooling, so it can restore the position of the maximum response in unpooling. RefineNet [32] restored the high-resolution feature maps by fusing the feature maps with different resolutions generated in the process of encoding. HRNet [56] maintained the high-resolution feature maps with a plain convolutional network and fused different resolution feature maps with concatenation. Yuan et al. proposed to characterize each pixel according to the corresponding object class [66]. Some more recent studies [37, 51, 59, 75] exploited Transformers [54] for image semantic segmentation. All these methods consider semantic segmentation on clean images and may have a problem in dealing with noisy input.

2.2 Image Denoising

Image denoising is one of the most fundamental problems in image processing and has been studied for several decades. Dictionary-based methods [15, 16, 39] solved the denoising problem by learning the sparse dictionary from clean images and coding the noisy images with the dictionary. BM3D [14], grouping similar patches for each location and filtering the groups collaboratively, is one of the milestones in denoising algorithm. Later, due to the development of deep learning, image denoising has made great progress in recent years. Zhang et al. [70] proposed DnCNN, which
adopted residual learning [21] rather than learning the pair relation between noisy and cleaning images directly. Batch normalization [23] also played a key role in their network. After that, some methods [3, 9, 10, 68] proposed different networks for denoising, which concentrated on the structure of networks. More recently, some studies [31, 61, 67] adopted Transformers [54] for image denoising. Besides, Lehtinen et al. proposed Noise2Noise [30], which can train a denoising network with paired noisy images whose identity is the same. In Noise2Void [27], the authors designed the blind-spot network to train the denoiser by self-supervised learning. Reference [53] trained their denoising network by mapping a random vector to the target noisy image, and the network will output the denoised image before convergence. Boosting, an algorithm for improving the performance of various tasks by cascading the same models, has been adopted in image denoising not only in the traditional way [8, 52] but also with CNN-based approach [9]. All the aforementioned methods concern the signal-to-noise ratio of denoised images, but high signal-to-noise ratio does not necessarily lead to high performance in the downstreaming tasks, like segmentation. In addition, it was never reported that signal quality of denoised images can be improved by using segmentation results, to our best knowledge.

2.3 Collaboration between Segmentation and Denoising

Liu et al. have proposed a framework, named Denoising Meeting Segmentation (DMS) [35, 36], taking into account denoising and segmentation at the same time. Since Reference [35] is the improved version of Reference [36], DMS mentioned in the following refers to Reference [35].

The pipeline of DMS is a cascade of denoising and segmentation, where the segmentation module is fixed and pretrained on clean images. Only the denoising module is updated according to a joint loss, which is composed of three terms: a signal reconstruction loss, a perceptual loss, and a segmentation loss. The signal reconstruction loss is Mean Squared Error (MSE), which is a common term used in supervised denoising method. The perceptual loss measures the feature distance, which was proposed by Johnson et al. [24] for style transfer and super-resolution, and the feature maps are from the VGG [49] backbone in the segmentation module. The segmentation loss is the cross-entropy between segmentation results of denoised images and segmentation labels.

Our method differs from DMS in the following aspects: First, we optimize the segmentation module to adapt to the noisy images, but in DMS the segmentation module is fixed and pretrained on clean images. Second, we utilize segmentation by conditional normalization to help denoising, but DMS uses the losses related to segmentation to update denoising module via back-propagation. Third, we optimize denoising module with only MSE, but DMS uses a joint loss, and the perceptual and segmentation losses are the regularization of MSE. So, our method still targets the signal reconstruction of clean images, but DMS not. The quantitative denoising performance of DMS drops because of the additional losses. Fourth, we use an alternate boosting framework, whereas DMS uses a multi-task one.

Moreover, Wang et al. proposed an unsupervised multi-task framework dealing with image denoising without knowing semantic segmentation labels [58]. It is different from our work, since we use ground-truth semantic segmentation labels for supervised learning. A number of studies have been conducted for joint denoising and segmentation on microscopy images [2, 7] or medical images [28, 29, 55, 62, 63]. In this work, we focus on natural images. There had been some non-learning-based methods for image denoising using image segmentation [22, 50], but that image segmentation had no semantic relation.

2.4 Collaboration between Other High-level and Low-level Vision Tasks

High-level tasks, such as classification and semantic segmentation, are closer to image understanding, aiming to explore the semantic information of images. Low-level tasks, such as image
denoising and super-resolution, are closer to image processing, targeting the restoration of degraded images. Besides DMS [35], there were also some studies on the collaboration between other high-level and low-level tasks. References [4, 44] brought the class prior to image denoising and needed to train a specific denoiser for each image class. Reference [34] adopted denoising to address the task of noisy image classification. In video deblurring, Reference [45] estimated the segmentation probability map to help the extraction of optical flow first and improved deblurring via the segmentation prior and the better optical flow. To improve classification, Reference [48] enhanced the target image and Reference [69] increased the resolution of the input image, and Reference [56] restored the degraded images to clean images in the feature domain of a classifier. The work above focused on the performance of only one task. In References [57, 73], the authors adopted multi-task frameworks to combine semantic segmentation and other tasks (e.g., depth estimation and super-resolution). Different from these studies, our work adopts an alternate boosting framework. The framework is studied for denoising and segmentation and may be extended to other high-level and low-level tasks.

3 PROPOSED METHOD

In Section 3.1, we first detail the exploration studies about segmentation and denoising. Second, we explain the detail of the basic unit named SDB in Section 3.2. Then, we introduce the proposed segmentation and denoising alternate boosting network (SDABN) in Section 3.3. Finally, we present the details of our training process in Section 3.4.

3.1 Exploration Studies

In this section, the observations are all on Cityscapes [13] and noisy data is with additive white Gaussian noise (AWGN).

It is intuitive that the performance of a segmentation network \( S \), trained on clean images, will drop when tested on noisy images. We verify this intuition. The results are illustrated in Figure 2, and we can observe that the drop becomes larger as the noise level increases. One may easily recall that the domain gap between training data and testing data may cause the drop. To exclude the domain gap, in the following, when we train a model with clean (or noisy, or denoised) images, we test it on clean (or noisy, or denoised) images, too. We conduct the following experiments when the noise level is 50, and the related results are in Table 1.
Table 1. Results of the Explorative Studies on Cityscapes (cf. Section 3.1)

| Denoising for segmentation | mIoU/Pix. Acc./Mean Acc. |
|----------------------------|-------------------------|
| S on clean images          | 76.2/96.0/84.5          |
| S on noisy images          | 63.9/93.4/74.0          |
| S on denoised images       | 64.7/93.8/74.7          |

| Segmentation for denoising | PSNR/SSIM              |
|----------------------------|------------------------|
| $D_{\text{base}}$ (without condition) | 34.16/0.9082          |
| $D$ with segmentation results ($SD$) | **34.23/0.9100**     |
| $D$ with noisy images ($ImgD$)       | 34.09/0.9072          |
| $D$ with constant maps ($CstD$)       | 34.09/0.9074          |

$D_{\text{base}}$ is direct denoising. $D$ accepts an extra condition as input to help denoising (Figure 1(a)).

**Observation 1 (Denoising Helps Segmentation).** We train a segmentation network $S$ on clean images, and the testing mIoU/pixel accuracy (Pix. Acc.)/mean accuracy (Mean Acc.) on clean images is 76.2/96.0/84.5. However, if we replace the training data with the corresponding noisy images and train a new segmentation module, then its testing result on noisy images drops to 63.9/93.4/74.0. Because the denoising method can reduce the noise, it is intuitive to adopt a denoiser $D_{\text{base}}$ before semantic segmentation to make up the performance drop from clean images to noisy images. As shown in Figure 1(a), we train one denoising network $D_{\text{base}}$ on Cityscapes, too, and train another segmentation network $S$ on denoised images. In this situation, the testing result on denoised images increases to 64.7/93.8/74.7. The comparison presents that noise has negative effects on semantic segmentation and denoising can reduce such effects. These results are reasonable, because noise disturbs the intensity of each pixel, which also damages the semantic information of the image and worsens the performance of segmentation methods. Therefore, denoising, as a technique for noise reduction, can help the segmentation module on noisy images.

**Observation 2 (Segmentation Helps Denoising).** Testing PSNR/SSIM of the denoiser $D_{\text{base}}$ mentioned just now is 34.16/0.9082. Then, we try to utilize semantic segmentation results to help denoising. We plug a new segmentation module $S$ for one denoising network, and this combination is as our basic unit SDB, denoted as $SD$. The denoiser accepts a segmentation condition estimated by $S$ and is denoted as $D$, which is shown in Figure 1(b). We built the segmentation-aware denoiser $D$ based on $D_{\text{base}}$, and the denoising result of $D$ increases to 34.23/0.9100. (Layers of the denoising network are normalized according to the segmentation condition, and more details will be introduced in Section 3.2.) However, more learnable parameters are brought to $D$ to utilize the segmentation condition, compared with $D_{\text{base}}$. To validate where the performance gain originates from, we replace the segmentation condition with the noisy images to train (and test) $D$, denoted as $ImgD$, which means the noisy images are inputted as not only denoising target but also condition. Besides, we replace the segmentation condition with a constant map, which is filled with constant 1, and denote it as $CstD$. $ImgD$ and $CstD$ are with the same parameter number as $SD$ in its denoising module but get worse denoising results (see Section 4.8 for further discussion). The results of these two indicate that the gain of $SD$ comes from the segmentation prior rather than the additional learnable parameters. Consequently, the experiments verify that the estimated segmentation probability map can indeed improve the performance of the denoiser.

### 3.2 Segmentation and Denoising Block (SDB)

For the denoising task, we define the clean image as $x \in \mathbb{R}^{H \times W \times C}$, where $C$ stands for the channel number of the image. Unless noted otherwise, we adopt RGB images in this article, so $C$ is equal to
3. Then the noisy image \( y \) can be formed as \( y = V(x) \), where \( V \) stands for the degradation from the clean image to the noisy image. Finally, with a denoising module \( D_{base} \), the denoising result \( \hat{x} \) can be formulated as \( \hat{x} = D_{base}(y) \).

In SDB, the noisy image \( y \) first goes through a semantic segmentation module \( S \), and the estimated segmentation probability maps can be formed by \( s = S(y) \), where \( s \in \mathbb{R}^{H \times W \times N} \) and \( N \) is the number of the categories in the dataset. We denote the segmentation-aware denoiser as \( D \), whose backbone is the common denoiser \( D_{base} \). SDB can be formulated as:

\[
\begin{align*}
\{ & s = S(y), \\
& \hat{x} = D(y, s) \}.
\end{align*}
\]

To utilize the estimated segmentation probability maps \( s \) and build our segmentation-aware denoiser \( D \), we insert Spatial Feature Transform (SFT) layers \([60]\) to the denoising backbone \( D_{base} \) (see Figure 3(a)). SFT is a kind of conditional normalization, which transforms some feature maps according to the given condition \( s \). We illustrate SFT in Figure 3(b). Specifically, there are two inputs: One is a feature maps \( F \), and the other is the segmentation probability maps \( s \) as the condition. The outputs of SFT are the normalized feature maps \( F' = (\gamma \otimes 1) \odot F \oplus \beta \), where \( \otimes \) and \( \oplus \) denote the element-wise multiplication and addition, respectively, and \( (\gamma, \beta) \) are normalization coefficients mapped from \( s \) through convolutional layers. We insert SFT after each layer of \( D_{base} \) except the last one.

To our best knowledge, we are the first to apply conditional normalization to denoising. Our idea of adopting this approach to utilize the segmentation maps is inspired by the denoising method BM3D \([14]\), where non-local correlation is used to enhance denoising ability via collaborative processing of similar image content. In SDB, feature maps of the denoising network are normalized based on the segmentation maps, which provide non-local consistency of the category information for the area belonging to the same category.

### 3.3 Segmentation and Denoising Alternate Boosting Network (SDABN)

From the exploration studies in Section 3.1, the denoised image can be better segmented and the segmentation result can assist in denoising, so we propose to perform the two tasks alternately. We construct our segmentation and denoising alternate boosting network (SDABN) and show it in Figure 1(c), which is a cascade of several SDBs. Based on Equation (1), the formula of SDABN
can be formulated iteratively:
\[
\begin{align*}
    s_1 &= S_1(y), \\
    \hat{x}_1 &= D_1(y, s_1), \\
    s_i &= S_i(\hat{x}_{i-1}), \\
    \hat{x}_i &= D_i(\hat{x}_{i-1}, s_i, y),
\end{align*}
\]
where \( i \) indicates the different SDB and \( n \) stands for the number of SDBs in total.

In SDABN, each \( D_i \) will be helped by the paired \( S_i \) and also provides cleaner images to assist \( S_{i+1} \) in the next segmentation-aware denoiser \( S D_{i+1} \), where \( S_{i+1} \) estimates segmentation maps to improve \( D_{i+1} \) further, here \( i \geq 1 \). Ignoring the segmentation part of each SDB, our SDABN can be regarded as a cascaded denoiser, whose performance is boosted as the number of denoising modules increases [9]. In Figure 1(c), there are skip connections between the noisy image and inputs of each SDB. Chen et al. [9] claimed that these connections are helpful for the boosting of image denoising.

As a result, the denoising capacity in SDABN is improved by not only segmentation prior but also the former denoising results. As for segmentation, its performance is improved by denoising, which has been shown in Section 3.1. Besides, we will verify that segmentation also helps the later segmentation modules in Section 4.5, which is bridged by the middle denoiser.

### 3.4 Training Strategy

In this article, we require noisy images, clean images, and segmentation labels for training. Note that only noisy images are required in the inference stage. To generate the training data, we follow the common settings of the supervised learning-based denoising research, i.e., collecting some clean images and producing their noisy version by introducing simulated noise, such as AWGN. AWGN had been used in most of the previous work, such as References [9, 70, 72], especially in DMS [35], which is the most related work to ours. Some recent studies have shown that the denoising models trained with AWGN may not generalize well on real-world noisy images [43]. One possible solution is using the heteroscedastic Gaussian noise instead of AWGN [18, 25]. No matter using which kind of simulated noise, as long as we have some well-labeled data including clean images and their segmentation maps, such as Cityscapes [13] and OutdoorSeg [60], we can obtain noisy images by introducing AWGN or the heteroscedastic Gaussian noise.

We train SDABN progressively in the order of \( S_1 \rightarrow D_1 \rightarrow S_2 \rightarrow D_2 \rightarrow \ldots \) All the trained modules are fixed when we train the next one. For training the denoising module \( D_i \), the loss function \( L_{D_i} \) is the **mean square error (MSE)** between the output of the current denoiser \( \hat{x}_i \) and the clean image \( x \). The loss function for semantic segmentation module \( S_i \) is the cross-entropy loss \( L_{S_i} \) between the estimated probability maps \( s_i \) and the segmentation label \( l \). Each module is trained with only one loss, so there is no need to consider weighing different losses, like in Reference [35], in our SDABN. The training strategy is shown in Algorithm 1.

### 4 EXPERIMENTS

In this section, \( S_1 D_1 S_2 D_2 \ldots S_n D_n \) denotes one SDABN composed of \( n \) SDBs, and \( S_1 D_1 S_2 D_2 \ldots S_n D_n \) stands for \( S_1 D_1 S_2 D_2 \ldots S_n D_n \) discarding the last denoising module. Considering the trade-off between the computational cost and the boosted performance, \( n \) is at the most 3 in this article.

#### 4.1 Experimental Settings

Unless otherwise noted, all the models in this section are trained and tested on noisy images. In most of this section, we generate the noisy images by adding AWGN to clean images. But in Sections 4.9 and 4.10, we use Poisson noise and heteroscedastic Gaussian noise, respectively, to investigate the generalization ability.
**ALGORITHM 1:** Training SDABN

**Input:** noisy images $y$, clean images $x$ and segmentation labels $l$.

1. **while** not converged **do**
2. Sample minibatch of paired clean images $x$ and segmentation labels $l$ from dataset;
3. Optimize the parameters of $S_{\text{clean}}$ (segmentation network trained on clean images) with $L_{S_{\text{clean}}}$;
4. **end while**
5. **for** $i = 1, 2, 3, \ldots, n$ **do**
6. **if** $i = 1$ **then**
7. Initialize the parameters of $S_1$ by those of $S_{\text{clean}}$;
8. **else**
9. Initialize the parameters of $S_i$ by those of $S_{i-1}$;
10. **end if**
11. **while** not converged **do**
12. Sample minibatch of paired noisy images $y$ and segmentation labels $l$ from dataset;
13. Optimize the parameters of $S_i$ with $L_{S_i}$;
14. **end while**
15. **while** not converged **do**
16. Sample minibatch of paired noisy images $y$ and clean images $x$ from dataset;
17. Optimize the parameters of $D_i$ with $L_{D_i}$;
18. **end while**
19. **end for**

Note that we propose performing segmentation and denoising alternately to enhance the performance of the two tasks. We do not intend to design an advanced segmentation module or an advanced denoising module. Instead, our method is generic to encompass any segmentation or denoising networks. Thus, the basic modules of segmentation and denoising are borrowed from the previous work and can be replaced by any two networks for segmentation and denoising, respectively. In this article, we adopt HRNetV2-W18-Small-v2 [56] and DDFN×1 [9] as the segmentation module ($S_i$) and denoising backbone ($D_{\text{base}}$), respectively, which both achieve the state-of-the-art performance in their tasks. DDFN×$n$ represents a cascade of $n$ DDFNs, which is the boosted version in Reference [9].

We train our network on two datasets: Cityscapes [13] and OutdoorSeg [60]. Cityscapes is a segmentation dataset of street scenes recorded in 50 different cities, where the number of categories is 19. We follow the original splits: The dataset is divided into a training set with 2,975 images and a validation set with 500 images, where the validation set is used for testing in our experiments. OutdoorSeg is a merged dataset for outdoor scene segmentation, which collects 9,900 outdoor images from ADE dataset [76], COCO dataset [33], and Flickr website. The number of categories is 8. In this article, we divide these 9,900 images into 8,800 and 1,100 as training and testing sets, respectively. We set the hyperparameters of our training process empirically and list them in Table 2.

We adopt PSNR and SSIM as the metrics for denoising and compute mIoU, **pixel accuracy** (Pix. Acc.) and **mean accuracy** (Mean Acc.) for segmentation. For these five metrics, larger is better.

### 4.2 Comparison with Other Methods

We compare the performance of image denoising and semantic segmentation of different methods on Cityscapes [13] and OutdoorSeg [60], and the results are shown in Table 3. As weak baselines, we adopt some existing denoisers and cascade each denoiser and a segmentation module pretrained...
Table 2. Hyperparameters of the Training on Cityscapes [13] and OutdoorSeg [60], Where Power Is Used in the Poly Learning Rate Policy

| Module | Dataset     | Batch Size | Learning Rate | Power | Epoch | Optimizer | Momentum | Weight Decay |
|--------|-------------|------------|---------------|-------|-------|-----------|----------|--------------|
| $S_i$  | Cityscapes  | 40         | 0.03          | 0.9   | 484   | SGD       | 0.9      | 0.0005       |
| $S_i$  | OutdoorSeg  | 48         | 0.004         | 1.5   | 2,000 | Adam [26] | 0.9      | 0.0005       |
| $D_i$  | Cityscapes  | 64         | 0.001         | 1.5   | 700   | Adam [26] | 0.9      | 0.0005       |
| $D_i$  | OutdoorSeg  | 32         | 0.001         | 1.5   | 700   | Adam [26] | 0.9      | 0.0005       |

Table 3. Quantitative Comparison Results of Denoising and Segmentation

| Dataset  | $\sigma$ | Metric | BM3D+Seg. | DnCNN+Seg. | FFDNet+Seg. | IRCNN+Seg. | DDFN×1+Seg. | DMS | DMS* | SDB |
|----------|----------|--------|-----------|------------|-------------|------------|-------------|-----|-----|-----|
| Cityscapes | 50 | PSNR | 33.68 | 33.47 | 33.97 | 33.44 | 34.16 | 34.03 | 33.74 | 34.23 |
|          |         | SSIM  | 0.8953 | 0.8916 | 0.9049 | 0.8913 | 0.9082 | 0.9032 | 0.9005 | 0.9100 |
|          |         | mIoU  | 39.2   | 34.3   | 31.7   | 33.7   | 40.3   | 44.6   | 51.9   | 63.9  |
|          |         | Pix. Acc. | 69.6 | 65.0 | 60.7 | 65.6 | 72.5 | 85.9 | 88.6 | 93.4 |
|          |         | Mean Acc. | 56.9 | 49.2 | 45.4 | 49.6 | 59.2 | 53.7 | 61.4 | 74.0 |
| OutdoorSeg | 50 | PSNR | 27.52 | 27.82 | 27.92 | 27.82 | 27.97 | 27.98 | 27.93 | 28.01 |
|          |         | SSIM  | 0.7875 | 0.8026 | 0.8054 | 0.8060 | 0.8106 | 0.8080 | 0.8063 | 0.8115 |
|          |         | mIoU  | 74.1   | 73.2   | 70.4   | 73.7   | 72.8   | 71.9   | 73.0   | 75.2  |
|          |         | Pix. Acc. | 87.4 | 86.8 | 85.3 | 87.1 | 86.3 | 86.4 | 87.9 | 88.3 |
|          |         | Mean Acc. | 81.4 | 80.3 | 80.2 | 80.6 | 80.6 | 72.0 | 77.9 | 82.3 |
| OutdoorSeg | 50 | PSNR | 31.02 | 31.14 | 31.20 | 31.15 | 31.15 | 31.35 | 31.22 | 31.39 |
|          |         | SSIM  | 0.8880 | 0.8927 | 0.8938 | 0.8934 | 0.8966 | 0.8956 | 0.8925 | 0.8973 |
|          |         | mIoU  | 76.9   | 76.9   | 76.3   | 77.0   | 76.4   | 75.8   | 77.5   | 77.4  |
|          |         | Pix. Acc. | 88.9 | 88.8 | 88.4 | 88.9 | 88.3 | 88.6 | 89.2 | 89.3 |
|          |         | Mean Acc. | 86.0 | 86.0 | 85.1 | 85.1 | 85.2 | 86.6 | 86.7 | 86.9 |

BM3D [14]+Seg., DnCNN [70]+Seg., FFDNet [72]+Seg., IRCNN [71]+Seg., and DDFN×1 [9]+Seg. stand for different denoisers followed by the segmentation module trained on clean images, respectively. DMS [35] is a joint denoising-segmentation method, and DMS* replaces its segmentation and denoising backbones with the corresponding ones used in our SDB to provide a more fair comparison.

Table 3. Quantitative Comparison Results of Denoising and Segmentation

on clean images directly. These baselines are denoted as DN+Seg., where DN is selected from BM3D [14], DnCNN [70], FFDNet [72], IRCNN [71], and DDFN×1 [9], and Seg. refers to HRNetV2-W18-Small-v2 [56]. BM3D is a traditional denoising method, and DnCNN, FFDNet, IRCNN, and DDFN×1 are four CNN-based denoising methods. For these five denoisers, we use the code released by the authors. Almost all of the existing segmentation methods were tested on clean images. Their performance on noisy images is severely degraded, as mentioned in Reference [35] and observed in Figure 2. Thus, it is unfair to compare with these segmentation methods. The only exception is DMS [35], which takes into account denoising and segmentation in one framework, so DMS is the most related work to ours. In Section 2.3, we have introduced DMS and compared it with our method in conceptual aspects. Here, we will compare them in performance. We reproduce DMS on our PyTorch [42] environment.

In DMS, the segmentation module is DeepLab-LargeFOV, proposed in Reference [11], and the denoiser is a multi-scale network designed by the authors. To present more comparable results, we revise DMS to DMS*, i.e., we replace the segmentation and denoising modules in DMS with...
Table 4. Denoising Results of One SDB with Different Backbones

| Backbone | DDFN×1 | DDFN×2 | DDFN×3 |
|----------|--------|--------|--------|
| PSNR     | 34.23  | 34.34  | 34.41  |
| SSIM     | 0.9100 | 0.9115 | 0.9121 |

DDFN×1 [9] is the denoising backbone used by default, but it can be boosted by cascading, e.g., DDFN×2 and DDFN×3.

HRNetV2-W18-Small-v2 and DDFN×1, respectively. Note that DMS* has exactly the same segmentation and denoising network structures as our SDB. We will discuss more about DMS and DMS* in Section 4.7.

In Table 3, each DN+Seg. inherits the denoising performance of the corresponding DN, since the denoising results of each DN+Seg. are exactly those of the corresponding DN. As for DMS [35], its perceptual and segmentation losses deviate the optimization from signal quality. But in our method, the denoising module is trained with only MSE and benefits from the SFT layers, so it is always better than the backbone (DDFN×1). Overall, the denoising performance of SDB is almost always better than these compared methods. Furthermore, SDB will be improved if we adopt stronger backbones, such as DDFN×2 and DDFN×3, and the results are shown in Table 4. The denoising performance of SDB depends entirely on the adopted backbone, so we can apply a strong enough backbone if SDB is compared with a strong baseline about denoising. We want to claim that our framework can improve the denoising results quantitatively with the help of segmentation, but that of DMS will drop because of considering segmentation. The contribution here is the approach of utilizing the segmentation to improve denoising, which overcomes the drawback of DMS.

As for segmentation, our method is also superior to the compared methods. The segmentation modules in the other methods are all fixed and pretrained on clean images. Even though DMS adopts the segmentation loss as guidance, our method still outperforms it, because we optimize the segmentation module for the noisy inputs. Since the network structures are the same, the comparison between DMS* and SDB demonstrates the gain is from our better framework rather than the different network structures.

In Table 3, we list the results of SDB to compare with other methods, which is just a single basic unit. Our method can be further improved by alternate boosting, and the results will be shown in Section 4.4.

Additionally, the visual results in Figures 4 and 5 show that the denoised images of our method are cleaner and with more details of texture than others, which are also boosted as the unit number increases. In Figures 6 and 7, the segmentation results of DN+Seg. are with much false estimation. When compared with DMS, our method has better segmentation performance especially on small objects. The results of segmentation are also refined as the unit number increases.

Because of the requirement of segmentation labels for training, our method has some difficulty to be trained on the common denoising datasets like BSDS [5]. We design the following experiment to verify our method on BSDS. First, we train S1 on the OutdoorSeg training set (we choose OutdoorSeg instead of Cityscapes because the images in OutdoorSeg have more similar appearance to those in BSDS than the images in Cityscapes). Second, we divide the 500 color images in BSDS into the training set (432 images) and the test set (68 images), following the previous work [70]; we train D1 on the training set. Next, we perform test of SDB×1 on the test set. The test results are shown in Table 5. It can be observed that our SDB×1 outperforms its anchor DDFN×1 as well as DnCNN, which demonstrates the effectiveness of our method despite some domain mismatching in the conducted experiment.
Fig. 4. Denoising results of BM3D [14], DnCNN [70], DDFN×1 [9], DMS [35], and our method (SDB×1 and ×3) with noise level $\sigma = 50$. The original images come from Cityscapes [13].

Table 5. Average PSNR (dB) Results of BM3D [14], DnCNN [70], DDFN×1 [9], and our SDB×1 on the BSD68 Test Set

| Noise Level | BM3D | DnCNN | DDFN×1 | SDB×1 |
|-------------|------|-------|--------|-------|
| 50          | 27.38| 27.92 | 27.93  | 27.96 |
| 25          | 30.71| 31.23 | 31.22  | 31.26 |

4.3 Comparison of Different Methods to Utilize the Estimated Segmentation Results for Denoising

In Table 1, we have verified that segmentation can help denoising with SFT layers [60], and the gain of denoising is from segmentation prior rather than the additional trainable parameters of SFT.

In fact, we have tried different approaches to utilize the estimated segmentation map; the comparison is listed in Table 5. A naive approach is concatenating the noisy image $y \in \mathbb{R}^{H \times W \times 3}$ and segmentation map $s \in \mathbb{R}^{H \times W \times N}$ as the new input $y' \in \mathbb{R}^{H \times W \times (3+N)}$ of the denoising backbone $D_{\text{base}}$, e.g., DDFN×1, which is denoted as "baseline+concatenate seg. map." The performance is even worse than that of the baseline. Since the number of categories $N$ is much larger than 3, e.g., $N$ is 19 in Cityscapes dataset, the majority of the input $y'$ is not image, which may disturb the denoiser to catch the signal of image and worsen the performance of denoising. To overcome this influence, we replace the segmentation map $s$ with its estimated category layout $s' = \text{arg max}_i s(i)$, where $i$ is the index along the channel and $s' \in \mathbb{R}^{H \times W \times 1}$. Again, we concatenate the noisy image $y$ and the estimated category layout $s'$ to build the input $y'' \in \mathbb{R}^{H \times W \times (3+1)}$. We denote it as "baseline + concatenate category" in Table 5. We can observe that "baseline + concatenate category" is better than the common baseline slightly, but cannot reach the performance of "baseline + SFT."
Synergy between Semantic Segmentation and Image Denoising via Alternate Boosting

Fig. 5. Denoising results of BM3D [14], DnCNN [70], DDFN×1 [9], DMS [35], and our method (SDB×1 and ×3) with noise level $\sigma = 50$. The original images come from OutdoorSeg [60].

Table 6. Comparison of Different Ways Utilizing the Segmentation Information

| Method                                      | PSNR   | SSIM  |
|---------------------------------------------|--------|-------|
| Baseline (DDFN×1)                          | 34.16  | 0.9082|
| Baseline + concatenate seg. map             | 34.08  | 0.9084|
| Baseline + concatenate category             | 34.18  | 0.9090|
| Baseline + SFT                             | **34.23** | **0.9100** |

Baseline + concatenate seg. map and baseline + concatenate category refer to concatenating segmentation map and estimated category layout, respectively, to noisy images as input of the baseline. Baseline + SFT is the one adopted in our SDB.

The experiments in Table 6 verify the segmentation information can help denoising by two different methods, and the method based on SFT is superior to the other naive methods mentioned in Table 6, which means it utilizes the segmentation information more sufficiently in the denoising module.
Fig. 6. Segmentation results of BM3D [19] + Seg., DnCNN [70] + Seg., DDFN×1 [9] + Seg., DMS [35], and our method (SDB×1 and ×3) with noise level \( \sigma = 50 \). The original images come from Cityscapes [13].

### Table 7. Boosting Results of DDFNs [9] and Our SDBs for Denoising

| Dataset   | \( \sigma \) | #Units | DDFN          | SDB     |
|-----------|--------------|--------|---------------|---------|
|           |              |        | PSNR | SSIM | PSNR | SSIM |
| Cityscapes| 50           | ×1     | 34.16 | 0.9082 | 34.23 | 0.9100 |
|           |              | ×2     | 34.28 | 0.9099 | 34.34 | 0.9115 |
|           |              | ×3     | 34.34 | 0.9108 | 34.42 | 0.9122 |
|           | 30           | ×1     | 36.18 | 0.9315 | 36.27 | 0.9328 |
|           |              | ×2     | 36.28 | 0.9323 | 36.39 | 0.9340 |
|           |              | ×3     | 36.34 | 0.9330 | 36.50 | 0.9351 |
|           | 10           | ×1     | 40.75 | 0.9668 | 40.83 | 0.9671 |
|           |              | ×2     | 40.84 | 0.9671 | 40.94 | 0.9677 |
|           |              | ×3     | 40.88 | 0.9672 | 41.06 | 0.9683 |
| OutdoorSeg| 50           | ×1     | 27.97 | 0.8106 | 28.01 | 0.8115 |
|           |              | ×2     | 28.06 | 0.8136 | 28.10 | 0.8152 |
|           |              | ×3     | 28.10 | 0.8147 | 28.14 | 0.8159 |
|           | 25           | ×1     | 31.35 | 0.8966 | 31.39 | 0.8973 |
|           |              | ×2     | 31.42 | 0.8988 | 31.47 | 0.8995 |
|           |              | ×3     | 31.43 | 0.8990 | 31.50 | 0.9002 |

The rows with \( \sigma = 0 \) are the results of the segmentation module trained and tested on clean images.

### Table 8. Boosting Results of SDBs for Segmentation

| Dataset         | \( \sigma \) | #Units | mIoU | Pix. Acc. | Mean Acc. |
|-----------------|--------------|--------|------|-----------|------------|
| Cityscapes      | 50           | ×1     | 63.9 | 93.41     | 74.0       |
|                 |              | ×2     | 66.1 | 94.05     | 76.3       |
|                 |              | ×3     | 66.5 | 94.06     | 75.6       |
|                 | 30           | ×1     | 67.1 | 94.42     | 76.1       |
|                 |              | ×2     | 68.5 | 94.77     | 77.8       |
|                 |              | ×3     | 69.0 | 94.80     | 78.6       |
|                 | 10           | ×1     | 73.4 | 95.47     | 82.3       |
|                 |              | ×2     | 74.4 | 95.65     | 82.9       |
|                 |              | ×3     | 74.8 | 95.73     | 83.3       |
| OutdoorSeg      | 50           | ×1     | 75.2 | 88.25     | 85.8       |
|                 |              | ×2     | 76.4 | 88.5      | 86.0       |
|                 |              | ×3     | 76.7 | 89.11     | 86.5       |
|                 | 25           | ×1     | 77.4 | 89.32     | 86.9       |
|                 |              | ×2     | 78.0 | 89.57     | 87.4       |
|                 |              | ×3     | 78.2 | 89.68     | 87.5       |

4.4 Boosting Results

In this section, we present the boosting results of SDABN on Cityscapes and OutdoorSeg. The quantitative results of image denoising and semantic segmentation are shown in Tables 7 and 8, respectively. In Table 8, note that the segmentation results of SDB×1 are also those of the
Fig. 7. Segmentation results of BM3D\cite{14}\+Seg., DnCNN\cite{70}\+Seg., DDFN×1\cite{9}\+Seg., DMS\cite{35}, and our method (SDB×1 and ×3) within noise level $\sigma = 50$. The original images come from OutdoorSeg\cite{60}.

segmentation module, since SDABN is beginning with $S_1$. As reference, the rows with $\sigma = 0$ are the results of the segmentation module (trained and tested) on clean images.

In Table 7, we also list the denoising results of DDFNs\cite{9}, because DDFN is the backbone of our denoiser. Both DDFN and SDB can be cascaded with different numbers of basic units, which are denoted as ×1, ×2, and ×3. From the results of PSNR/SSIM, we can observe that SDBs always have better performance than DDFN when the numbers of basic units are the same. These results verify that segmentation can help denoising, which has been claimed in Section 3.1.

From the results of DDFNs, we know that denoising is boosted as the number of denoising modules increases. There is the same conclusion of SDBs if we consider SDABN as a cascade of segmentation-aware denoisers. Hence, the denoising capacity of SDABN is improved by not only segmentation prior but also the former denoising results.

Besides, the results in Table 8 verify that the performance of segmentation on noisy images is negatively correlated to the noise intensity in two ways. First, if we only consider the single segmentation module with the different noise levels, then we can find that the performance on the images with a lower noise level is closer to that on clean images. Second, because the denoisers provide cleaner and cleaner images as the number of units increases, the segmentation performance is boosted and closer to the results of clean images. The inputs of SDB×1 and SDB×2 are
Table 9. Ablation Study about Training Steps

|                | PSNR  | SSIM  | mIoU  | Pix. Acc. | Mean Acc. |
|----------------|-------|-------|-------|-----------|-----------|
| SDB×1          | 34.23 | 0.9100| 63.9  | 93.4      | 74.0      |
| SDB×1-2T       | 34.28 | 0.9106| 64.2  | 93.6      | 74.0      |
| SDB×2          | 34.34 | 0.9115| 66.1  | 94.1      | 76.3      |

SDB×1-2T denotes training SDB×1 with 2× number of steps.

Table 10. Ablation Study of Segmentation-aware Design for the Later Segmentation Module (cf. Section 4.5)

| Denoising | Seg.-Aware | PSNR  | SSIM  | Segmentation | mIoU  | Pix. Acc. | Mean Acc. |
|-----------|------------|-------|-------|--------------|-------|-----------|-----------|
| DDFN×1    | ×          | 34.157| 0.9082| DDFN×1 + S   | 64.7  | 93.8      | 74.7      |
| DDFN×2    | ×          | 34.280| 0.9099| DDFN×2 + S   | 65.7  | 93.9      | 75.6      |
| S₁D₁      | ✓          | 34.231| **0.9100**| S₁D₁ + S     | 66.1  | **94.1**  | **76.3**  |
| GtD₁      | ✓          | 34.234| 0.9099| GtD₁ + S     | 87.0  | 98.4      | 92.3      |

DDFN refers to [9]. GtD₁ is using ground truth of the segmentation map as the condition to D₁.

noisy images and denoised images, respectively, the comparison verifies that denoising helps the segmentation, which is the same as the observation in Section 3.1.

From the visual comparison between SDB×1 and SDB×3 in Figures 4–7, we can observe that the results of not only denoising but also segmentation are boosted as the unit number increases. The boosting reflected by the visual results is more significant than that reflected by the quantitative results listed in Tables 7 and 8.

It is worth noting that more SDBs require more training time, but the gain is not attributed to the increased training time. To demonstrate this, we train SDB×1 with 2× number of steps and compare with SDB×2 that is trained with the same number of steps. As shown in Table 9, the performance gain obtained by increasing training time is marginal.

4.5 Segmentation Helps Segmentation

Denoising results help the further denoising [9]. In this section, we will verify that segmentation results help the further segmentation, too. That is to verify that the segmentation-aware design is helpful for the later segmentation module. The related results are on Cityscapes with noise level 50 and shown in Table 10. We list four different denoisers in this table, where GtD₁ stands for D₁ trained (and tested) with ground truth of the segmentation as a condition, rather than the estimated one from S₁. Correspondingly, there are four segmentation modules, denoted as X + S, where X ∈ {DDFN×1, DDFN×2, S₁D₁, GtD₁}, and the inputs of X + S are from the denoiser X. Note that DDFN×1 is the denoising backbone of S₁D₁.

First, S₁D₁ is with the segmentation-aware design, but DDFN×1 not. From Table 10, S₁D₁ + S is better than DDFN×1 + S on segmentation. So, we claim that our segmentation-aware design is helpful for the further segmentation. In other words, the segmentation module S₁ is beneficial to the later S₁₊₁, which is bridged by the middle denoiser D₁.

Furthermore, we compare S₁D₁ with DDFN×2, which is a cascade of two DDFN×1. DDFN×2 is with better performance than S₁D₁ on the denoising metrics. But because of the segmentation-aware design in S₁D₁, S₁D₁ + S is better than DDFN×2 + S on the segmentation metrics. This observation demonstrates that the denoising results of the segmentation-aware denoiser for the following segmentation module may achieve higher segmentation accuracy, although its denoising performance is worse. Besides, better segmentation prior is more helpful to the following
4.6 Effect of Alternate Boosting for Segmentation

In this section, we will verify the necessity of the alternate boosting for segmentation on noisy images. From Table 8, we know that the segmentation performance is boosted as the basic unit number increases. But the learnable parameters of \( S_1D_1S_2 \) are more than those of \( S_1 \), so we wonder if \( S_1D_1S_2 \) is better than the common single segmentation networks with comparable number of parameters.

In SDABN, \( S_1 \) and \( S_2 \) are both trained with segmentation losses, and \( D_1 \) is trained with a signal reconstruction loss. We train another \( S_1D_1S_2 \) jointly only with a segmentation loss, denoted as \( S_1D_1S_2 \)-joint, which is a single segmentation network with the same structure as \( S_1D_1S_2 \). The results are on Cityscapes with noise level 50 and shown in Table 11. We can observe that \( S_1D_1S_2 \)-joint is inferior to \( S_1D_1S_2 \). Besides, \( S_1D_1S_2 \)-joint is even worse than \( S_1 \), which verifies the structure of \( S_1D_1S_2 \) is not suitable for segmentation without the losses for \( S_1 \) and \( D_1 \), and the gain from \( S_1 \) to \( S_1D_1S_2 \) is from the design of the alternate boosting rather than the more parameters.

Besides, we train a wider and deeper \( S_1 \) with segmentation loss, denoted as \( S_1+ \) in Table 11, whose parameter number is comparable to that of \( S_1D_1S_2 \). The comparison between \( S_1D_1S_2 \) and \( S_1+ \) on segmentation demonstrates that our alternate boosting network outperforms the state-of-the-art segmentation network on noisy images. In the meantime, our method can provide the denoised images, which are unavailable in other segmentation networks.

### 4.7 DMS Variants

In Table 3, we provide the results of both DMS and DMS*, where the latter is a modified version of DMS [35]. There are three differences between DMS and DMS* detailed in Table 12: denoising networks, segmentation networks (used to calculate the segmentation losses), and training losses. DMS* does not use the perceptual loss, because in DMS the perceptual loss is calculated by the
VGG backbone in DeepLab-LargeFOV, but DMS* does not have this network. These differences are intentionally made because DMS* is more aligned, than the original DMS, to our proposed SDB. Then, the comparison between DMS* and SDB is more informative.

We conduct more comparative studies on the DMS variants in Table 12. From the results, we observe that: (1) U-Net seems performing better than DDFN×1, but the number of parameters of U-Net is also larger than that of DDFN×1. (2) Using perceptual loss would harm PSNR/SSIM a little, but would benefit the segmentation metrics. (3) Using HRNetV2-W18-Small-v2 instead of DeepLab-LargeFOV would improve the segmentation results significantly. (4) If considering signal quality, then the results of DMS/DMS* are worse than the results of their variants that are trained with only MSE (denoted as DMS-MSE/DMS*-MSE); this is reasonable, because the perceptual and segmentation losses deviate the optimization from signal quality. Based on these observations, we think our method can be improved twofold in the future. First, we may replace DDFN×1 with advanced denoising networks; note that our method is generic to encompass any denoising or segmentation networks. Second, we may reintroduce the perceptual loss into the training of denoising networks.

4.8 Discussion on $\text{ImgD}$ and $\text{CstD}$

As shown in Table 1, $\text{ImgD}$ and $\text{CstD}$ have more parameters but perform worse than $D_{\text{base}}$. This is somewhat surprising.

In $\text{ImgD}$ (respectively, $\text{CstD}$), we use the noisy image (respectively, the constant) as input to the SFT layers to obtain $\gamma$ and $\beta$ to modulate the features in the denoising backbone (see Figure 3). If $\gamma$ and $\beta$ are learned to be 0, then the SFT layer is equivalent to the identical mapping, and $\text{ImgD}$ (respectively, $\text{CstD}$) shall perform as well as $D_{\text{base}}$. It appears a trivial solution that $\gamma$ and $\beta$ are learned to be 0, but from the experimental results, this trivial solution is not found by the network training process. Therefore, we believe the reason may be attributed to the network training. Comparing $\text{ImgD}$ and $\text{CstD}$, it is intuitive that the latter has a better chance to find the trivial solution, because the latter is not interfered by the noisy image when learning $\gamma$ and $\beta$. Then, we focus on $\text{CstD}$.

First, we conjecture that the trained $\gamma$’s and $\beta$’s are not 0. Our conjecture is confirmed by the results shown in Figure 8. Next, we want to ask ourselves why the network cannot learn $\gamma$ and $\beta$ to be 0. We find that the SFT layer would change the initial status of the network, which may cause the network to have difficulty in learning. Specifically, let us analyze the variance of the features after the SFT layer than those before the SFT layer. Given our implementation (in Figure 3), we have $F’ = (\gamma + 1)F + \beta = \alpha F + \beta$, where $\alpha = \gamma + 1$, and for simplicity of denotation, we consider scalars. After random initialization of the network parameters, we can regard $F$, $\alpha$, $\beta$ as random variables.
Table 13. Quantitative Results of Denoising on Poisson Noise, Compared with the Denoising Method DDFN [9]

| Dataset      | #Units | DDFN     | SDB       |
|--------------|--------|----------|-----------|
|              |        | PSNR/SSIM| PSNR/SSIM |
| Cityscapes   | ×1     | 40.83/0.9691 | 40.92/0.9695 |
|              | ×2     | 40.94/0.9695 | 41.15/0.9705 |
|              | ×3     | 41.05/0.9701 | 41.25/0.9710 |
| OutdoorSeg   | ×1     | 36.61/0.9628 | 36.64/0.9630 |
|              | ×2     | 36.71/0.9637 | 36.74/0.9640 |
|              | ×3     | 36.74/0.9640 | 36.77/0.9643 |

and safely assume that they are independent from each other. Thus, let $D(x)$ be the variance of $x$, $E(x)$ be the expectation of $x$, we have

$$D(\alpha F) = E[(\alpha F)^2] - E^2(\alpha F)$$

$$= E(\alpha^2)E(F^2) - E^2(\alpha)E^2(F)$$

$$= [D(\alpha) + E^2(\alpha)][D(F) + E^2(F)] - E^2(\alpha)E^2(F)$$

$$= D(\alpha)D(F) + D(\alpha)E^2(F) + D(F)E^2(\alpha).$$

If using proper initialization, like Kaiming’s, we have $E(\gamma) = 0$, so $E(\alpha) = 1$, then

$$D(\alpha F) = D(\alpha)D(F) + D(\alpha)E^2(F) + D(F) > D(F).$$

Then

$$D(F') = D(\alpha F + \beta) = D(\alpha F) + D(\beta) > D(\alpha F) > D(F).$$

That is to say, after inserting the SFT layers, the variance of the features would be increased. Since we have used multiple SFT layers, the feature variance would be larger and larger, which is reported harmful for training networks [17, 20, 47].

However, if we use a meaningful guidance, like a good segmentation map, as the input to the SFT layers, then the network can utilize the provided guidance and may overcome the negative effect of less proper initialization. This is evidenced by the results provided in Table 1.

We shall remark that the above analyses are qualitative, because the network training dynamics remain largely unexplored in the literature. In addition, there may be other unknown factors that cause the networks to have not been trained to reject the meaningless input to the SFT layers.

### 4.9 Poisson Noise-related Results

In the former experiments, we use AWGN to generate the noisy images. Here, we conduct a set of experiments using Poisson noise to validate the generalization ability. Different from AWGN, Poisson noise is non-additive and pixel-dependent, whose parameter $\lambda$ on each pixel is different and equal to the corresponding pixel value of clean images. From the related results in Table 13, we can observe that the denoising performance of SDB is still superior to that of the baseline DDFN [9], which confirms the generalization ability of our denoising method on Poisson noise.

### 4.10 Real-world Image Denoising Results

The existing real-world image denoising datasets, such as SIDD [1] and DND [43], do not have segmentation labels. However, we still try to use our method as much as possible on these datasets to provide some information in this subsection.
Table 14. Denoising Results of DDFN×1 [9] and Our SDB×1 on the SIDD [1] and DND [43] Datasets

| Dataset  | DDFN×1   | SDB×1    |
|----------|----------|----------|
|          | PSNR/SSIM | PSNR/SSIM |
| SIDD     | 38.37/0.9480 | **38.61/0.9503** |
| DND      | 38.92/0.9468 | **39.00/0.9487** |

The models are trained on Cityscapes with heteroscedastic Gaussian noise.

Fig. 9. Visual comparison of segmentation results before and after denoising. The left two examples are from SIDD [1] and the right two are from DND [43].

Since the heteroscedastic Gaussian noise is closer (than AWGN) to real-world noise, the denoisers trained with heteroscedastic Gaussian noise show good denoising results on real-world noisy images [18, 25]. Following Reference [25], we train SDB×1 and DDFN×1 on Cityscapes with the heteroscedastic Gaussian noise, and then fine-tune the denoising modules using the SIDD training set. Note that the segmentation module in our SDB×1 is not fine-tuned because there is no segmentation label for the SIDD training set. The evaluation results are shown in Table 14. We can observe that SDB×1 consistently outperforms DDFN×1 on the two tested datasets, which demonstrates the effectiveness of our method.

Since there is no segmentation label for real-world noisy image datasets, we have to perform comparisons of segmentation results subjectively. As shown in Figure 9, the denoised images are better segmented than the noisy images.

5 CONCLUSION

We have explored the synergy between image denoising and semantic segmentation by using a holistic deep model SDABN, which is a cascade of SDBs. From our experiments, we find denoising and segmentation are both boosted as the unit number increases. In the boosting process, segmentation improves denoising performance, and the denoiser helps increase segmentation accuracy. Moreover, denoising assists the later denoising, and segmentation is beneficial to the further segmentation.
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