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We demonstrate that criticality in a driven-dissipative system is strongly influenced by the spectral properties of the reservoir. We study the open-system realization of the Dicke model, where a bosonic cavity mode couples to a large spin formed by two motional modes of an atomic Bose-Einstein condensate. The cavity mode is driven by a high frequency laser and it decays to a Markovian bath, while the atomic mode interacts with a colored reservoir. We reveal that the soft mode fails to describe the characteristics of the criticality. We calculate the critical exponent of the superradiant phase transition and identify an inherent relation to the low-frequency spectral density function of the colored bath. We show that a finite temperature of the coloured reservoir does not modify qualitatively this dependence on the spectral density function.
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I. INTRODUCTION

Quantum phase transitions in driven-dissipative systems opened up a novel research area in the field of critical phenomena [1–5]. These transitions lie beyond the standard classification of classical dynamical or equilibrium phase transitions, and define completely new universality classes [6–9]. In an open quantum system, the critical behaviour appears in the state formed by the dynamical equilibrium of the external driving and dissipation processes. The abrupt symmetry breaking change of such a steady state takes place when the external control parameters are continuously tuned across the critical point [10–13]. The correlation functions at the critical point are determined by nonequilibrium noise rather than thermal or ground-state quantum fluctuations [14–18].

Recent cavity quantum electrodynamics (cavity QED) experiments with ultracold atoms strongly coupled to the radiation field of a high-finesse resonator led to the observation of a variety of quantum critical phenomena [19–28]. Owing to the high degree of precision in controlling the system parameters in these experiments, the critical regime can be explored with sufficient resolution, such that quantitative measurements of the critical exponent are available [29]. Remarkably, the theoretical description of the system can be significantly simplified to describing the dynamics of only a few relevant modes of the interacting many-body system. Therefore, many-body cavity QED systems offer a suitable platform to describe generic features of quantum criticality.

The effective Hamiltonian underlying the observed superradiant phase transition in Refs. [19, 24] is closely related to the Dicke-model which describes the interaction of a single bosonic mode with a large spin-N degree of freedom. In the thermodynamic limit, $N \to \infty$, the Dicke-model is exactly solved by the corresponding mean-field model [30]. Approaching the critical point, the incoherent population in the bosonic mode diverges following a power law with exponent $1/2$ [31]. Dissipation can be taken into account in the mean-field theory which amounts to a model of coupled boson modes with linearized fluctuations. This is still a solvable model which results in a critical exponent 1 [32]. The experiment, which is intrinsically a dissipative system due to the presence of photon losses from the cavity, confirmed that the value of exponent is indeed in the vicinity of 1 [29]. It was argued that the dissipative system, although the actual temperature is $T = 0$, is a classical system and the critical point corresponds to a thermal phase transition at a certain effective temperature [33]. The exponent 1 observed experimentally is in accordance with this claim. On the other hand, one may note that different bosonic modes are subject to reservoirs at different effective temperatures, i.e., there is no global effective temperature. Eluding the classical analogy, too, the bosonic modes exhibit a certain amount of entanglement even in the lossy system. Moreover, the logarithmic negativity, used as an entanglement measure, undergoes a non-analytic behaviour in the critical point [32].

In a recent letter, we studied how the characteristics of the dissipation determine the critical exponent [34]. We introduced a simple model based on two coupled boson modes which corresponds well to the open-system Dicke model describing effectively the relevant dynamics of the experimental system in the normal phase, i.e., below the critical point. One of the modes representing the cavity mode is lossy simply due to the photon leakage from the cavity, which is a Markovian process to very high accuracy. Besides this simple relaxation process, we took into account that the other bosonic mode representing the density-wave mode of the ultracold atom cloud relevant to the criticality is also damped. The principal loss mechanism is the collision induced scattering into the continuum of density-wave excitation modes. The damping process is a kind of Beliaev damping of phonons dressed by photons [35, 36]. It is a complicated theoretical task to describe this effect at a microscopic level. For simplicity, we modelled the dissipation of the atomic boson mode phenomenologically, by assuming that it is subjected to a colored reservoir with sub-ohmic spectral density function. Within this approach, we pointed out the existence of a relation between the critical exponent
and the exponent of the power-law spectral density function of the reservoir. As a consequence, the critical exponent can take on, in principle, any value in an interval, including values below 1. In the present paper we generalize our calculation into two important directions. First, we extend the class of sub-ohmic reservoirs to the super-ohmic ones, i.e., we treat in full generality the spectral density function. Second, we assume finite temperature of this reservoir in order to check if the unusual exponent values survive thermal effects at finite temperature.

The paper is structured as follows. In Sect. 2, we recall the main steps to derive the effective two-boson model used for studying the dynamics in the vicinity of the critical point. We define the colored reservoir on a microscopic basis, and introduce the Keldysh path integral of the action for the lossy bosonic modes. In Sect. 3, we consider the critical phenomenon by using the various components of the Keldysh Green’s function. First, we discuss the singularities of the retarded Green’s function, and then we study the spectral properties of both the photonic and the atomic modes by means of the Keldysh component of the corresponding reduced Green’s functions. The critical exponent is extracted numerically from the divergence of the correlation functions. The finite temperature effects are calculated within the same formalism in Sect. 4. Finally, we conclude in Sect. 5.

II. MODEL

A. The Dicke Hamiltonian and its bosonization

Ultracold atom experiments where a laser-driven Bose-Einstein condensate is dispersively coupled to a high-finesse optical cavity realize the driven Dicke model [31], that is

\[ H = \omega_a a^\dagger a + \omega_b \hat{S}_z + \gamma \left(a e^{i\omega p t} + a^\dagger e^{-i\omega p t}\right) \frac{\hat{S}_x}{\sqrt{N}}. \]

The large spin of \( N/2 \) represents the motional state of \( N \) atoms distributed in two different motional modes of the ultracold gas [31]. The laser pump incident on the atoms is far detuned from an atomic transition, while it is quasi-resonant with a single cavity mode. Hence, the atoms mediate effective photon scattering between the laser and the cavity mode, that is accompanied by atomic recoil. This scattering process gives rise to the time dependent interaction term in Eq. (1) [37].

In a frame rotating at the driving frequency \( \omega_p \), the Hamiltonian becomes time independent,

\[ H = \delta_a a^\dagger a + \omega_b \hat{S}_z + \gamma (a + a^\dagger) \frac{\hat{S}_x}{\sqrt{N}}, \]

where the detuning parameter \( \delta_a = \omega_a - \omega_b \) expresses the effective photon energy in the harmonically driven system. Since the spin represents the collective motional state of the atoms, the corresponding frequency given by

the recoil frequency \( (\omega_b = \omega_R) \) is the smallest frequency scale in the system \( (\omega_R/\omega_p \leq 10^{-10}) \).

The superradiant phase transition takes place in the thermodynamic limit \( (N \to \infty) \) of the Dicke model [38]. When reaching a critical coupling \( y_{GS} = \sqrt{\delta_a \omega_b} \), a coherent photon field amplitude builds up spontaneously in the cavity and the spin becomes polarized along the \( S_z \) direction. Due to the global coupling of the model (all the spins are coupled to the same bosonic mode, i.e., the coordination number is infinite) the phase transition can be described within mean-field theory, which is exact in the thermodynamic limit [39]. In order to develop the mean-field theory, one introduces the Holstein-Primakoff boson representation of the collective spin \( \hat{S}_- = \sqrt{N} - b^\dagger b \), \( \hat{S}_+ = b^\dagger \sqrt{N} - b \), and \( \hat{S}_z = b^\dagger b - N/2 \). The Hilbert space of the boson operator \( b \) is truncated for \( b^\dagger b \geq N \).

Then the operators are displaced by their mean values \( a \to a_0 + a, b \to \beta + b \) and the square roots in the Hamiltonian are expanded up to second order in the operators \( a, b \), and their adjoints (the corrections are of the order of \( 1/N \)). The mean fields are readily solved in Ref. [40] and with dissipation in Ref. [32]. In the normal phase \( \alpha = \beta = 0 \), while in the superradiant phase the mean fields are nonzero: \( \alpha, \beta \propto \sqrt{N} \).

Our central goal is to study the dissipative effects on the quantum critical point of the model. We can freely choose to approach the critical point of the system from the side of the normal phase \( (y < y_c) \), where the Dicke problem reduces to the following simple Hamiltonian of two coupled bosonic modes,

\[ H_S/\hbar = \delta_a a^\dagger a + \omega_b b^\dagger b + y \frac{1}{2} (a + a^\dagger)(b + b^\dagger). \]

We shall consider the interplay between two dissipation channels. Mode \( a \) is assumed to be a cavity mode driven by a laser and emitting “high frequency” photons into the vacuum, thus its decay is unaffected by the interaction between modes \( a \) and \( b \). Mode \( b \) couples, on the other hand, to a colored reservoir that is sampled at the eigenfrequencies of the coupled system described by the above Hamiltonian. We apply the Keldysh path integral approach to calculate the dissipative effects of the two reservoirs [33], which is a suitable tool to obtain directly the steady-state properties of the system.

B. Markovian dissipation of the cavity mode

For mode \( a \) the photon loss dissipation can be described in frequency space by the action

\[ S_a = \int \frac{d\omega}{2\pi} \langle a^\dagger_\omega a_\omega \rangle \left( \begin{array}{cc} 0 & \omega - \delta_a - i\kappa \\ \omega - \delta_a - i\kappa & 2i\kappa \end{array} \right) \langle a_\omega a^\dagger_\omega \rangle, \]

where \( a^\dagger_\omega (\omega) \) and \( a_\omega (\omega) \) are the classical and quantum fields that correspond to the operator \( a \). Action (4) describes the standard Markovian decay process of the cavity mode by means of a constant \( \kappa \). The high-frequency
drive ensures that the cavity dissipation is unaffected by the interaction between modes \(a\) and \(b\), since \(y \ll \omega_p\) even in the superradiant phase. The parameter \(\delta_s = \omega_a - \omega_p\) expresses the fact that the cavity mode frequency is referenced to the driving frequency \(\omega_p\).

C. General description of the dissipation of the atomic mode

Let us consider a bosonic bath composed of modes \(c_k\) interacting with mode \(b\) according to the Hamiltonian

\[
H_{bc} = \sum_k \omega_k c_k^\dagger c_k + \sum_k g_k (b^\dagger c_k + c_k^\dagger b). \tag{5}
\]

Integrating out the reservoir modes \(c_k\) in the Keldysh path integral formalism, we obtain the following dissipative action for the oscillator \(b\),

\[
S_b = \int \frac{d\omega}{2\pi} \left( \omega b^\dagger b - 2 \int d\eta \frac{\omega}{\omega - \omega_b - K^A D} \right) b_{cl} \tag{6}
\]

where \(b_{cl}(\omega)\) and \(b_{cl}(\omega)\) are the classical and quantum fields corresponding to mode \(b\), with self energies

\[
K^{R/A}(\omega) = \sum_k \frac{g_k^2}{\omega - \omega_k \pm i\eta} \tag{7a}
\]

that incorporate the frequency shift and damping originating from the coupling to the reservoir. Note that this is sometimes referred to as the level-shift function in quantum optics \([41, 42]\). Finally, the Keldysh component of the action is

\[
D(\omega) = 2\pi i \sum_k g_k^2 F(\omega) \delta(\omega - \omega_k) \tag{7b}
\]

with the function \(F(\omega) = \coth \{(\omega - \mu)/k_B T\}\), which takes into account the thermal occupation of the bath modes at a given frequency. For generality, we enable a chemical potential \(\mu\) for the reservoir which is needed for the low temperature limit of the bosonic modes of the reservoir. We consider the thermal effects only in mode \(b\), since the high-frequency mode \(a\) is still effectively at zero temperature, \(\hbar \omega_b \sim k_B T \ll \hbar \omega_p\).

D. Colored reservoir

The genuine ingredient of the system is that the reservoir coupled to the low-frequency mode \(b\) is colored. Such a non-Markovian bath arises from quasi-particle scattering in the Bose-Einstein condensate, e.g., from a Beliaev-type damping process \([35, 36]\). Instead of providing a microscopic theory, we consider a general class of reservoirs described by the coupling-density profile

\[
\rho(\omega) = \sum_k g_k^2 \delta(\omega - \omega_k) \tag{8}
\]

The essential point is that this bath is sampled at the eigenfrequencies of the coupled system. Since we focus on the soft-mode criticality of the phase transition, the relevant property of the bath is its low-frequency behaviour. We use the classification of the colored reservoirs introduced by Leggett \([43]\), and we assume a power-law frequency dependence of \(\rho(\omega)\) with exponent \(0 < s < 2\),

\[
\rho(\omega) = \gamma \Theta(\omega) \frac{(\omega/\omega_b)^s}{1 + (\omega/\omega_M)^s} \tag{9}
\]

where \(\Theta(\omega)\) is the Heaviside function, \(\gamma\) is the dissipation strength and \(\omega_M\) is a cutoff frequency. The cutoff at the fourth power in the denominator enables us to consider both the sub-Ohmic (\(s < 1\)) and the super-Ohmic (\(s > 1\)) cases. Our results will be, of course, independent of the the cutoff in the end. The range \(s > 2\) can be easily described in the same way and gives no new physics.

The coupling-density function determines completely the level-shift function Eq. (7a), which can be expressed by using complex analytic extension. When \(\rho(\omega)\) is an analytic function of the real variable \(\omega\), the level-shift function can be extended to the complex plane analytically

\[
K(z) = \int_0^\infty \frac{\rho(\omega)}{z - \omega} d\omega, \tag{10}
\]

such that the retarded \(K^R(\omega)\) is extended analytically to the upper half plane \((\text{Im} z > 0)\), and the advanced \(K^A(\omega)\) is extended to the lower half plane \((\text{Im} z < 0)\). The reverse expression reads

\[
K^{R/A}(\omega) = \lim_{\eta \to 0} K(\omega \pm i\eta). \tag{11}
\]

To uncover the properties of the complex function \(K(z)\), we evoke the relation

\[
\lim_{\eta \to 0} \frac{1}{x \pm i\eta} = \mathcal{P} \frac{1}{x} \mp i\pi \delta(x). \tag{12}
\]

Substituting it into the integral in Eq. (10), we obtain

\[
\lim_{\eta \to 0} K(\omega \pm i\eta) = \mathcal{P} \int_0^\infty \frac{\rho(\omega')}{\omega - \omega'} d\omega' \mp i\pi \rho(\omega), \tag{13}
\]

where the real part describes the frequency shift and the imaginary part yields the damping rate. As \(\rho(\omega)\) is nonzero only for \(\omega > 0\), \(K(z)\) has a branch cut along the positive real axis, and its imaginary part vanishes along the negative real axis. At this point our investigation differs from the standard textbook example, where \(K^{R/A}(\omega)\) is evaluated at a large positive frequency. Usually, in the frame of the Markov approximation, the lower boundary of the integral in Eq. (10) is extended to \(-\infty\), which would continue the branch cut of \(K(z)\) to the whole real axis. On the contrary, we are looking for the effects of dissipation around zero frequency, hence we continue analytically \(K^{R/A}(\omega)\) to the complex plane by keeping the lower limit of the integral.
$R(z) = 2\pi i \left[ -\frac{(z + i\eta) / \omega_b}{z - w_0} + \text{Re} \left\{ \frac{i\omega_M / \omega_b}{1 - i z + i \eta} \right\} \right]. \quad (17)$

The second term increases with the cutoff frequency $\omega_M$, and it gives a large contribution to the real part of $K^R(z)$, hence renormalizing the frequency $\omega_b$. To eliminate the effects of the cutoff, we do the standard renormalization by taking the limit $\omega_M \to \infty$ and incorporating the diverging real part into $\omega_b$. In this way, the first term results

$$R(z) = -2\pi i \left( \frac{z + i\eta}{\omega_b} \right)^s. \quad (18)$$

Substituting this result into the left hand side of Eq. (16), we obtain

$$K^R(z) = \frac{\pi \gamma}{\sin \frac{s\pi}{2}} \left( \frac{z + i\eta}{\omega_b} \right)^s. \quad (19)$$

We keep $i\eta$ in the expression to mark that the calculation is not valid when the pole of the integrand is on the positive real axis. Normally, when calculating the level-shift function for real $\omega$, it is the $\pm i\eta$ which distinguishes between the retarded and advanced Green’s functions having the symmetry $K^A(\omega) = [K^R(\omega)]^*$. Here, in the $\eta \to 0$ limit, we obtain

$$K^{R/A}(\omega) = -\frac{\gamma \pi}{\sin \frac{s\pi}{2}} (\omega / \omega_b)^s \tilde{\Theta}(\omega) e^{\mp is\pi} + \Theta(-\omega). \quad (20)$$

The Heaviside-function $\Theta(\omega)$ assures the property stemming from Eq. (13) that the level-shift function is real for $\omega < 0$. The above result is valid up to $s < c$, where $c = 2$ is the exponent of the cutoff. Note that the trigonometric factors are periodic in $s$, namely the $K^R(\omega > 0)$ part is invariant to $s \to s + 1$, and $K^R(\omega < 0)$ is invariant to $s \to s + 2$.

In order to complete the calculation of the elements of the action in Eq. (6), we note that the Keldysh component Eq. (7b) is simply expressed as

$$D(\omega) = 2i\pi \rho(\omega). \quad (21)$$

### III. NON-EQUILIBRIUM PHASE TRANSITION

The driven Dicke model exhibits a non-equilibrium phase transition that we analyzed previously in Ref. [32] without the colored bath. We demonstrated that the cavity photon loss fundamentally changes the critical properties of the system with respect to the closed Hamiltonian model. The second order phase transition takes place in the steady state, where the critical exponent is changed to 1 (instead of the mean-field exponent 1/2 found in the ground state). Also, the critical point is shifted upward by the cavity decay rate. In the following, we describe how the colored reservoir modifies the critical point of the open system.
A. The full Keldysh action

The Keldysh action corresponding to the interaction term in the Hamiltonian, in Eq. (3), reads

$$S_{ab} = -\frac{y}{2} \int d\omega \left[ (a_q^2 + a_q^2)(b_{cl}^2 + b_{cl}^2) + (a_{cl} + a_{cl}^2)(b_q + b_q^2) \right],$$

expressed with the classical and quantum components. The counterrotating terms in the Hamiltonian results in terms like $a_q^2 b_q$ or $a_q^2 b_q$. Hence, in order to cast the Keldysh action into the standard matrix form, one doubles the variable space by introducing fields with negative frequency

$$\mathbf{v}(\omega) = \begin{pmatrix} a_{cl}(\omega) \\ a_{cl}^*(\omega) \\ b_{cl}(\omega) \\ b_{cl}^*(\omega) \\ a_q^*(\omega) \\ a_q(\omega) \\ b_q(\omega) \\ b_q^*(\omega) \end{pmatrix}.$$

Then the total Keldysh action

$$S = S_a + S_b + S_{ab}$$

can be written as

$$S = \frac{1}{2} \int \frac{d\omega}{2\pi} \mathbf{v}^\dagger \left( G_{4\times4}^R(\omega)^{-1} G_{4\times4}^A - iK_R \right) \mathbf{v}.$$

The $4 \times 4$ blocks are matrix Green’s functions:

$$G_{4\times4}^R(\omega) = \begin{pmatrix} G_{a}^{R}(\omega)^{-1} & 0 & -y/2 & -y/2 \\ 0 & G_{a}^{R}(\omega)^{-1} & y/2 & -y/2 \\ -y/2 & -y/2 & G_{b}^{R}(\omega)^{-1} & 0 \\ -y/2 & -y/2 & 0 & G_{b}^{R}(\omega)^{-1} \end{pmatrix},$$

with the inverse retarded Green’s functions of each mode

$$G_{a}^{R}(\omega)^{-1} = \omega - \delta_a + i\kappa,$$

$$G_{b}^{R}(\omega)^{-1} = \omega - \omega_b - K_R(\omega).$$

Note that the advanced and retarded Green’s functions are hermitian adjoint, $[G_{4\times4}^A(\omega)]^\dagger = [G_{4\times4}^R(\omega)^{-1}]^\dagger$, whereas the scalars $[G^A(\omega)]^{-1} = [G^R(\omega)^{-1}]^\dagger$ are complex conjugate. The inverse of the Keldysh component describing the fluctuations is a diagonal matrix

$$D_{4\times4}(\omega) = \text{diag}(2i\kappa, 2i\kappa, D(\omega), D(-\omega)),$$

with $D(\omega)$ is given in Eq. (21).

B. The soft-mode pole

Second order quantum criticality is accompanied by the vanishing of the frequency of one of the excitation modes, i.e., the soft mode. In a dissipative Markovian system the soft-mode frequency is complex, and the critical properties are encoded in its imaginary part, the so-called adiabatic decay rate [44]. Although this is not the case when the system is non-Markovian, we first calculate the characteristic frequencies of the system. These are identified by the poles of the retarded Green’s function continued analytically to the lower half of the complex plane. Note, however, that one cannot attribute a single complex frequency to describe the dynamics of the soft mode because it does not correspond simply to a Lorentzian resonance. Moreover, the non-Markovian character of the system is crucially enhanced close to the critical point.

Let us continue analytically the level shift function to the second Riemann sheet

$$K_{II}^R(z) = \gamma \frac{\pi e^{-i\pi z}}{\sin \pi z + (z/\omega_b)^s},$$

then use the symmetry property $K_{II}^R(z) = [K_{II}^R(z)]^\dagger$, and finally replace the argument $-\omega$ of the advanced components with $-z^*$, which ensures the convergence of the Fourier integrals. The poles are defined by the characteristic equation $\text{det}[G_{4\times4}^R(\omega)]^{-1}(z) = 0$, i.e.,

$$[(z + i\kappa)^2 - \delta_a^2][(z - i\kappa)(z^2 - (\omega_b + \Delta(z))^2)] - y^2\delta_a(z_b + \Delta(z)) = 0,$$

where $\Gamma(z) = (K_{II}^R(z) - K_{II}^R(-z^*))/(2i)$ and $\Delta(z) = (K_{II}^R(z) + K_{II}^R(-z^*))/2$.

FIG. 2: (Color online) Real and imaginary parts of the soft-mode frequency as a function of the coupling $y$. The parameters are $s = 0.4$ (solid red) 0.8 (dashed green), 1.2 (dotted blue), $\mu = 0$, $\gamma = 0.1\omega_b$ and $\delta_a = \kappa = 2\omega_b$.

Due to the colored reservoir the ‘decay’ $\Gamma(z)$ and the ‘frequency shift’ $\Delta(z)$ depend explicitly on the complex frequency. As a result Eq. (30) becomes an implicit equation for the characteristic frequencies. According to the
symmetry property \( K^R_I(z) = [K^R_I(z)]^* \), the poles come in pairs, if \( z_1 \) is a pole, then \( z_2 = -z_1^* \) is also a pole of the retarded photon Green’s function. This means that the poles are purely imaginary or they come in pairs with opposite real part but the same imaginary part.

Fig. 2 shows how the soft mode frequency solution of Eq. (30) vanishes at the critical point as a function of the control parameter \( y \). We plot the soft mode for three different bath exponents \( s = 0.4 \) (solid red), 0.8 (dashed green) and 1.2 (dotted blue). At \( y = 0 \) and for \( \delta_\alpha > \omega_b \) the soft mode corresponds to the bare mode \( b \), hence the real and imaginary parts show the frequency shift and decay of mode \( b \) due to the interaction with the colored reservoir. As increasing the coupling parameter \( y \), the dressing by photons leads to mode softening until reaching a threshold coupling (around \( y \approx 0.95 \)). At this point, a linewidth bifurcation takes place [45]. We plot only the upper branch of the imaginary part, because this is the one associated with the soft mode. The critical point is that where the imaginary part reaches zero. It proves to be independent of \( \gamma \),

\[
y_c = \sqrt{\frac{\delta_\alpha^2 + \kappa^2}{\delta_\alpha} \omega_b}.
\]  

(31)

It is important to note that the colored noise dissipation does not modify the position of the critical point whereas the dissipation of mode \( a \) with \( \kappa \) does increase \( y_c \). The reason is that both the decay rate and the light shift originating from the colored reservoir tend to zero at the critical point, \( \Gamma(z \to 0) = 0 \) and \( \Delta(z \to 0) = 0 \), where the reservoir modes are sampled at zero frequency.

C. Correlation functions

The soft mode pole calculated from Eq. (30) provides a good picture far from the critical point, nevertheless it fails to describe the critical dynamics and exponent. These latter can be extracted from the correlation functions which are provided for by the Keldysh component of the Green’s functions.

1. Photon correlation function

We calculate the properties of the photon field by integrating out the low-frequency mode \( b \) from the total Keldysh action in Eq. (25). This gives the photon-only action

\[
S_{\text{eff}} = \int \frac{d\omega}{2\pi} \text{Tr} \left( \left[ G^R_{2 \times 2, b} \right]^{-1}(\omega) \left[ G^A_{2 \times 2} \right]^{-1}(\omega) \right) \mathbf{v}_a ^\dagger \mathbf{v}_a, \tag{32}
\]

where the vector \( \mathbf{v}_a \) contains the classical and quantum components of the photon field

\[
\mathbf{v}_a ^\dagger(\omega) = [a_c^\dagger(\omega), a_c(-\omega), a_q^\dagger(\omega), a_q(-\omega)] \tag{33}
\]

and the \( 2 \times 2 \) photon Green’s functions incorporate the effects of interaction between the modes. With the integration over mode \( b \), the original inverse retarded photon Green’s function transforms as \( \left[ G^R_{2 \times 2, a} \right]^{-1} \rightarrow \left[ G^R_{2 \times 2} \right]^{-1} = \left[ G^R_{2 \times 2, a} \right]^{-1} - \frac{\kappa^2}{4} \mathbf{I}_{2 \times 2} \mathbf{G}^R_{2 \times 2, b} \mathbf{I}_{2 \times 2} \) with the matrix \( \mathbf{I}_{2 \times 2} = (\frac{1}{2} \frac{1}{2}) \), by which we obtain

\[
\left[ G^R_{2 \times 2} \right]^{-1} = \left( \left[ G^R_{a} \right]^{-1}(\omega) + \Sigma^R(\omega) \right) \left( \left[ G^A_{a} \right]^{-1}(-\omega) + \Sigma^R(\omega) \right), \tag{34}
\]

The photon self-energy

\[
\Sigma^R(\omega) = -\frac{y^2}{4} \left[ \frac{1}{\omega - \omega_b - K^R(\omega)} + \frac{1}{-\omega - \omega_b - K^A(\omega)} \right]
\]

(35)

has the symmetry property \( \Sigma^R(-\omega) = \Sigma^R(\omega) \), which we exploited in Eq. (34).

The correlation function of the cavity field can be derived from the \( 2 \times 2 \) inverse Keldysh Green’s function \( \mathbf{D}^K_{2 \times 2} \) of the effective photon-only action (32). It is obtained similarly to the retarded photon Green’s function. When integrating out the fields corresponding to mode \( b \), the original inverse Keldysh component \( \mathbf{D}^K_{2 \times 2, a}(\omega) = \text{diag}(2i\kappa, 2i\kappa) \) transforms as \( \mathbf{D}^K_{2 \times 2, a} \rightarrow \mathbf{D}^K_{2 \times 2, b} = \mathbf{D}^K_{2 \times 2, a} - \frac{\kappa^2}{4} \mathbf{I}_{2 \times 2} \mathbf{G}^R_{2 \times 2, b} \mathbf{I}_{2 \times 2} \), with the matrix \( \mathbf{I}_{2 \times 2} = (\frac{1}{2} \frac{1}{2}) \). The new inverse Keldysh component is no longer diagonal,

\[
\mathbf{D}^K_{2 \times 2} = \begin{pmatrix} 2i\kappa + d(\omega) & d(\omega) \\ d(\omega) & 2i\kappa + d(\omega) \end{pmatrix}, \tag{36}
\]

with

\[
d(\omega) = -\frac{y^2}{4} \left[ G^K_b(\omega) + G^K_b(-\omega) \right], \tag{37}
\]

where \( G^K_b \) is the scalar Keldysh Green’s function of mode \( b \), that reads

\[
G^K_b(\omega) = \frac{1}{(\omega - \omega_b - K(\omega))(\omega - \omega_b - K^*(\omega))}. \tag{38}
\]

The Keldysh Green’s function of the photon field is expressed from Eq. (32) as \( \mathbf{G}^K_{2 \times 2}(\omega) = -\mathbf{G}^R_{2 \times 2}(\omega) \mathbf{D}^K_{2 \times 2}(\omega) \mathbf{G}^A_{2 \times 2}(\omega) \), where the retarded Green’s function, the inverse of Eq. (34), is

\[
\mathbf{G}^R_{2 \times 2} = \frac{1}{\text{det}\left[ \mathbf{G}^R_{2 \times 2} \right]^{-1}} \left( \left[ G^A_{a} \right]^{-1}(-\omega) + \Sigma^R(\omega) \right) \left( \left[ G^A_{a} \right]^{-1}(\omega) + \Sigma^R(\omega) \right). \tag{39}
\]

The advanced Green’s function is calculated from the symmetry \( \mathbf{G}^A_{2 \times 2} = \left[ \mathbf{G}^R_{2 \times 2} \right]^\dagger \), and \( \mathbf{D}^K_{2 \times 2} \) is given by Eq. (36).

The relevant part of the Keldysh Green’s function is its first diagonal element which gives the Fourier
transform of the photon correlation function \( C_a(t) = \langle \{a(t), a^\dagger(0)\} \rangle \), that is \( C_a(\omega) = [G^K_{2 \times 2}]_{11} \),

\[
C_a(\omega) = \frac{-i}{\det[G^R_{2 \times 2}]} \left( 2i\kappa \left| \left| G^R_a \right|^{-1}(-\omega) \right|^2 \right) + \text{Re} \left\{ \Sigma^R(\omega) \left| G^R_a \right|^{-1}(-\omega) \right\} + 2\text{Re} \left\{ \Sigma^R(\omega) \right\} + d(\omega) \left| \left| G^R_a \right|^{-1}(-\omega) \right|^2 .
\] (40)

This correlation function corresponds directly to the measurable power spectrum of the outcoupled cavity field. In Fig. 3, we plot the spectrum \( C_a(\omega) \) for variable coupling \( y \) from 0 to the critical point \( y_c \), in the form of a color map. For better visibility, the bottom panel shows the spectrum at three different values of the coupling \( y \), such that the functions correspond to the cross sections of the color map at zero coupling \( y = 0 \), at an intermediate coupling \( (y/y_c = 0.5) \) and at a coupling in the critical domain \( (y/y_c = 0.99) \). For an uncoupled cavity mode \( (y = 0) \), the photon correlation function is a Lorentzian peak of width \( 2\kappa \) centered at \( \omega = \delta_a \). This peak is hardly visible in the colour code map in the top panel. The Lorentzian peak extends to negative frequencies, as the whole frequency range is shifted by the driving frequency in the rotating frame. The negative frequency part makes thus sense because of the external driving and it gives rise effectively to quantum noise which heats the system into a non-trivial steady state. For an intermediate coupling strength \( (y = 0.5y_c) \), a doublet forms symmetrical to \( \omega = 0 \) on the side of the Lorentzian peak. These two peaks correspond to the two poles \( z_1 = -z_2^* \) of the retarded Green’s function on the negative complex half plane discussed in Subsection III B. This correspondence applies only away from the critical point, where the dynamics can still be well described by Lorentzian resonances associated with the poles. Nevertheless, the soft mode frequencies taken from Fig. 2, and plotted by a white solid line on top of the color map, fit accurately to the position of the peaks of the correlation function. Close to the critical point, in the interval where the real part of the soft-mode frequency vanishes, the doublet peaks merge into a large central peak around \( \omega = 0 \) (solid red line in the bottom panel). In this range the use of the soft mode picture relying on Lorentzian resonances obviously breaks down. The criticality manifests itself in the divergence of this central peak as the coupling strength converges to \( y_c \). In order to obtain the exponent, this divergence has to be considered and fitted by a power law.

2. Atom correlation function

The correlation function of the low frequency mode \( b \) is derived from the atom-only action following a similar procedure as described in the previous subsection. The Keldysh component of the atom-only action reads

\[
\mathbf{D}^K_{b,2 \times 2} = \begin{pmatrix} D(\omega) + g(\omega) & g(\omega) \\ g(\omega) & D(-\omega) + g(\omega) \end{pmatrix},
\] (41)

with

\[
g(\omega) = -\frac{y^2}{4} \left[ G^K_a(\omega) + G^K_a(-\omega) \right],
\] (42)

where \( G^K_a \) is the scalar Keldysh Green’s function of mode \( a \),

\[
G^K_a(\omega) = \frac{-2i\kappa}{(\omega - \delta_a)^2 + \kappa^2}.
\] (43)

The retarded Green’s function of the atom field is

\[
G^R_{b,2 \times 2} = \frac{1}{\det[G^R_{b,2 \times 2}]} \begin{pmatrix} [G^R_a]^{-1}(-\omega) + \Sigma^R_b(\omega) & -\Sigma^R_b(\omega) \\ -\Sigma^R_b(\omega) & [G^R_a]^{-1}(\omega) + \Sigma^R_b(\omega) \end{pmatrix},
\] (44)

with the self energy

\[
\Sigma^R_b(\omega) = -\frac{y^2}{2} \left( \omega + i\kappa \right)^2 - \delta_a^2.
\] (45)
The advanced Green’s function is calculated from the symmetry \( G^A_{6,2 \times 2} = [G^R_{6,2 \times 2}]^\dagger \), and \( D^R_{6,2 \times 2} \) is given by Eq. (41).

The interesting part of the Keldysh Green’s function is its first diagonal element which gives the Fourier transform of the atom correlation function \( C_b(t) = \langle \{ b(t), b^\dagger (0) \} \rangle \), that is \( C_b(\omega) = |G^R_{b,2 \times 2}|_{11} \),

\[
C_b(\omega) = \frac{-i}{|\text{det}[G^R_{6,2 \times 2}]|^{-1}^2} \left( D(\omega) \left[ |G^R_b|^{-1}(-\omega) \right]^2 \right. \\
+ 2 \text{Re} \left\{ \Sigma^R_b(\omega)|G^R_b|^{-1}(-\omega) \right\} + |\Sigma^R_b(\omega)|^2 \right] \\
\left. \right\} D(-\omega)|\Sigma^R_b(\omega)|^2 + d(\omega)||G^R_b||^{-1}(-\omega)|^2 \right). \tag{46}
\]

The top panel of Fig. 4 explores how the correlation function of mode \( b \) changes when \( y \) approaches \( y_c \). Upon the color map we plot the real part of the soft mode pole (shown in Fig. 2). Although the pole gives the position of the resonance quite accurately, we stress that these peaks are not Lorentzian due to the frequency-dependent numerator of the correlation function, Eq. (46). As increasing the coupling, the single non-Lorentzian peak for \( y = 0 \) moves towards zero, and a second peak appears on the negative frequency side due to the interaction with the cavity photons. Approaching the critical point, the two peaks merge to form a diverging peak at zero frequency. In the bottom panel of Fig. 4, we plot two sets of correlation functions, for \( s = 0.8 \) (thick lines) and \( s = 1.8 \) (thin lines), in order to demonstrate the quasi-periodicity of the correlation function with respect to the bath exponent, explained earlier in connection with Eq. (9). The trigonometric factor in the expression (20) of \( K^R(\omega > 0) \) is periodic, and remains the same for \( s \rightarrow s + 1 \), only the exponent of \( \omega \) is different in the two cases. We observe that the central peak is sharper for the smaller \( s \) value. The correlation functions give the same value at \( \omega = 0 \) for the two different exponents \( s \), since the mode density of the colored bath vanishes anyway at zero frequency.

D. Critical exponent

As we indicated before, the critical exponent can be calculated only directly from the diverging fluctuations by determining the power law exponent of the divergence. The fluctuation numbers of mode \( a \) and \( b \) in the steady state are the equal-time correlations, i.e. \( \langle a^\dagger (0)a(0) \rangle = (C_a(t = 0) - 1)/2 \), which can be calculated by integrating the correlation functions in Fourier space

\[
C_{a,b}(t = 0) = \int \frac{d\omega}{2\pi} C_{a,b}(\omega). \tag{47}
\]

Let us investigate the atomic correlation function \( C_b(\omega) \) at a coupling very close to the critical point \( (y = 0.99y_c) \), which is shown in Figure 5 for three different values of the exponent \( s \). These spectra are manifestly far from a Lorentzian form, indicating that the soft mode picture cannot account for the divergence of the fluctuations. The peak points match at zero frequency, at the same time, the smaller the exponent \( s \), the narrower the peak. Hence, the area below the peaks, giving the integral in Eq. (47), varies as a function of the exponent \( s \).
The exponent is extracted from a power-law fit on the excitation numbers plotted against \( 1 - y/\gamma_c \), close to the critical point \( |y - y_c| < 10^{-4} \). In the inset of Fig. 6, we show the scaling of the photon number for a set of values of the parameter \( s \). Even in the presence of the colored noise, one clearly recognizes the power-law divergence in the close vicinity of the critical point.

The main panel of Fig. 6 presents the central result of our paper, where we explore how the critical exponent of the system varies as a function of the bath exponent \( s \). For \( s > 1 \), we recover the exponent 1, that is the original open-system exponent of the Dicke model [32]. This thermal-like exponent arises due to the Markovian dissipation process, where the fluctuations are Gaussian, similarly to thermal fluctuations. We find that a super-Ohmic reservoir does not affect this critical exponent. In contrast, the critical fluctuations are significantly reshaped in the sub-Ohmic case for \( s < 1 \), where we find a monotonic decrease of the critical exponent with decreasing bath parameter \( s \). Moreover, for \( s < 0.4 \), the critical fluctuations are completely suppressed by the colored reservoir, and \( \langle a^\dagger a \rangle \) and \( \langle b^\dagger b \rangle \) remain finite at the critical point. This means that the driving and the photon loss induced noise of the cavity mode is effectively dissipated into the colored reservoir.

**IV. THERMAL EFFECTS**

There has been a discussion whether the phase transition can be considered a classical thermal one in the open-system Dicke model. Although the cavity fluctuations are Gaussian, similarly to thermal fluctuations, certain properties of the critical behaviour make this identification doubtful. In particular, the cavity and atomic subsystems have different effective temperatures in the steady-state, hence the driven system as a whole cannot be considered to be in a thermal equilibrium [33].

Within the Keldysh formalism, we can consider the thermal effects when the low-frequency colored bath has a finite temperature. For instance, in the experimental realization, the thermal fraction of the BEC corresponds to the thermal occupation of the phonon modes that form the colored reservoir. In our general theory, we include the temperature in the inverse Keldysh component of mode \( b \), Eq. (7b). Meanwhile, we keep the Green’s functions of mode \( a \) unchanged, because the temperature is negligible at the pump frequency \( \hbar \omega_p \gg k_B T \). It is only relevant for the critical dynamics at low frequencies.

### A. Thermal equilibrium of mode \( b \)

Before turning to the coupled system, we investigate the thermal average of the population in mode \( b \) coupled to a finite-temperature colored bath. The temperature of the reservoir is included via the Keldysh component Eq. (7b) in the distribution function \( F(\omega) = \coth(\hbar \omega/k_B T) \). The thermal occupation of oscillator \( b \) is calculated as previously described. When simplifying the correlation function Eq. (46) for \( y = 0 \), we obtain the following integral for the zero-time correlation function (according to Eq. (47)),

\[
C_b(t = 0) = \int d\omega \frac{\rho(\omega) \coth(\hbar \omega/2k_B T)}{(\omega - \omega_b - \text{Re}K(\omega))^2 + (\text{Im}K(\omega))^2}. \tag{48}
\]

In order to get the usual thermal occupation number of the oscillator, one has to assume that the denominator of the integrand has a sharp peak, so that the cotangent hyperbolic function can be taken out of the integral. Accordingly, it should be a flat function around the resonance \( \omega_r \), given by \( \omega_r - \omega_b - \text{Re}K(\omega_r) = 0 \), that leads to the condition \( |\gamma r \coth(\hbar \omega_r/2k_B T)| \ll \coth(\hbar \omega_r/2k_B T) \) with \( \gamma r = \text{Im}K(\omega_r) \). Also, the coupling-density profile has to be a flat function of \( \omega \) at resonance, \( |\gamma r | f(\omega_r) \ll \rho(\omega) \). With these approximations one obtains the expected thermal occupation of the oscillator

\[
C_b(t = 0) \xrightarrow{\gamma r \to 0} \coth(\hbar \omega_b/2k_B T), \tag{49}
\]

with the renormalized oscillator frequency given by the resonance \( \omega_b = \omega_r \). The limit \( \gamma r \to 0 \) ensures that the remaining integral

\[
\int d\omega \frac{\rho(\omega)}{(\omega - \omega_b - \text{Re}K(\omega))^2 + (\text{Im}K(\omega))^2} \to 1. \tag{50}
\]

In Fig. 7, we compare the excitation numbers in mode \( b \) calculated numerically from the integral Eq. (48) to the thermal equilibrium value, Eq. (49) without the frequency renormalisation, i.e., \( \omega_b = \omega_b \) (solid red line). When the coupling to the reservoir is large \( \gamma = 0.5\omega_b \) (blue crosses) the excitation number is noticabley above the thermal occupation, while for small reservoir coupling \( \gamma = 0.03\omega_b \), green circles) the expected analytical curve of thermal equilibrium is well reproduced.

Note that, although the Keldysh path integral approach is not perturbative in \( \gamma \) when we integrate out
the reservoir modes, in the end, we still need to consider small coupling to the reservoir so as to fulfill the thermodynamics of the oscillator. This is related to the initial assumption that the bath is in thermal equilibrium. Once the system is strongly coupled to the reservoir, the system back-action significantly changes the dynamics of the reservoir modes and the thermal equilibrium is lost. Normally, realistic decay rates are orders of magnitude smaller than the oscillator frequency (γ ≪ ωb). The numerical calculations, however, are easier to carry out for larger decay rates, and this will be our choice.

**B. Thermal cross-excitation effects**

In Figure 8 the cavity photon number is plotted as a function of the relative coupling γ/y, for different temperatures of the colored bath (top panel). The thermal excitation of mode b gives rise to an increase of the cavity photon number through photon scattering. This cross-effect reflects again the driving as a substantial feature of the system. High-frequency photons can be created from the low-frequency thermal excitations. The photon number curve is pushed upward from the T = 0 curve (solid red); the larger the T, the larger the shift.

Similar behaviour can be seen on the atomic excitation number (bottom panel) for low T < 1. The interesting new feature takes place at higher temperature, kBT = 10ℏωb; the population in mode b decreases with the atom-cavity coupling before the diverging peak at the critical point. This effect can be attributed to the cavity cooling mechanism. The cavity dissipation channel through the atom-photon coupling can extract energy from the atomic mode. Then, the new excitation number is the result of the competition between the cavity cooling and thermalization. Here we stress that the theory is valid for small system-bath coupling, which ensures that the bath can remain in thermal equilibrium.

**C. Critical exponent**

Finally, we study the role of temperature on the criticality of the driven-damped system. We wish to explore how the critical exponent changes with the bath exponent when the colored reservoir has a finite temperature T = ℏωb/kB. In this analysis, the chemical potential of the colored reservoir, introduced in Eq. (7b), plays a significant role below s = 1.3. Deeply in the super-Ohmic regime s > 1.3, the same zero-temperature exponent 1 is obtained for µ = 0. For s < 1.3, our calculation breaks down indicating that the Fourier transform of the correlation function is divergent. Finite chemical potential has to be introduced in order to account for the state of the low-frequency reservoir modes, i.e., in order to regularize the diverging particle number in the reservoir modes around ω = 0. We performed the calculation on the diverging population in the modes at several chemical potential choices. Figure 9 shows that the overall behaviour of the critical exponent as a function of the exponent of the reservoir spectral density function is the same as at T = 0. The overall behaviour of the plotted curves is also unaffected by the chemical potential. For larger chemical potential (dotted brown), the zero-temperature result (solid red) is obtained. For smaller chemical potential, the central part of the curve is shifted a bit more towards lower critical exponents, all this happening in the interval 0.4 < s < 1.3. In the super-Ohmic
The critical exponent of the superradiant phase transition is highly sensitive to the spectral features of the low-frequency reservoir. In particular, we found that the critical exponent varies monotonously as a function of the bath exponent in the domain of sub-Ohmic reservoirs. The criticality vanishes completely at a given value of the bath exponent. For super-Ohmic reservoirs, the critical exponent is determined by the Markovian loss channel and is constant 1. We showed that the non-vanishing temperature does not break this dependence on the spectral density function of the bath, and non-trivial exponents are obtained for sub-Ohmic reservoirs.

Besides the field of cavity QED there are other systems whose driven-dissipative nature is inherent to their physical realization. For instance, Dicke-type systems can be designed in circuit QED [46–48], where non-Gaussian noise appears from the motion of electrons [49]. Other examples for out-of-equilibrium systems are polariton Bose-Einstein condensates created in semiconductor heterostructures, where dissipation is intrinsic to the dynamics [50, 51].
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