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1 Introduction

A carousel is an automated storage and retrieval system, widely used in modern warehouses. It consists of a number of shelves or drawers, which are linked together and are rotating in a closed loop. It is operated by a picker (human or robotic) that has a fixed position in front of the carousel. A typical vertical carousel is given in Figure 1.

Carousels are widely used for storage and retrieval of small and medium-sized items, such as health and beauty products, repair parts of boilers for space heating, parts of vacuum cleaners and sewing machines, books, shoes and many other goods. E-commerce companies use carousel to store small items and manage small individual orders. An order is defined as a set of items that must be picked together (for instance, for a single customer).

Carousels are highly versatile, and come in a huge variety of configurations, sizes and types. They can be horizontal or vertical and rotate in either one or both directions.
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Fig. 1. A typical vertical carousel.

Although both unidirectional (one-way rotating) or bidirectional (two-way rotating) carousels are encountered in practice, the bidirectional types are the most common (as well as being the most efficient) (cf. Hassini and Vickson, 2003). One of the main advantages of carousels is that, rather than having the picker travel to an item (as is the case in a warehouse where items are stored on shelves), the carousel rotates the items to the picker. While the carousel is travelling, the picker has the time to perform other tasks, such as pack or label the retrieved items, or serve another carousel. This practice enhances the operational efficiency of the warehouse.

Carousel models have received much attention in the literature and continue to pose interesting problems. There is a rich body of literature on carousels that dates back to 1980 (Weiss, 1980). In section 6 we shall review some of the main research topics that have been of interest to the research community so far. To name a few, one may wish to study various ways of storing the items on a carousel (storage arrangements) so as to minimize the total time needed until an order is completed (response time) or the strategy that should be followed in rotating the carousel so that the total time the carousel travels between items of one order is minimized (travel time for a single order). One may also consider design issues, for instance, the problem of prepositioning the carousel in anticipation of storage or retrieval requests (choosing a dwell point) in order to improve the average response time of the system. The list of references presented here is by no means exhaustive; it rather serves the purpose of indicating the continuing interest in carousels.
In this review we focus on the modelling and performance of carousel systems. Usually a carousel is modelled as a circle, either as a discrete model (Bartholdi and Platzman, 1986; Stern, 1986; Jacobs, Peck and Davis, 2000; Yeh, 2002), where the circle consists of a fixed number of locations, or as a continuous one (Ghosh and Wells, 1992; Van den Berg, 1996; Litvak, 2001a; Vlasiou, Adan and Wessels, 2004), where the circle has unit length and the locations of the required items are represented as arbitrary points on the circle. Throughout this paper we shall view the carousel as a continuous loop of unit length. Beyond this initial assumption, we shall examine modelling issues such as how to model travel times or picking times of items in a system of several carousels so as to be able to derive approximations of various performance characteristics. Under ‘performance’ one may understand a variety of notions. For example, in single-carousel single-order problems (cf. section 2), the performance measure under consideration is the travel time of the carousel until all items in an order are picked. On the other hand, in section 3, performance may be measured by the time the picker is idle between picking items from various carousels, i.e. by the picker’s utilization.

In this paper we consider two research topics in detail. In section 2, we discuss the problem of choosing a reasonable picking strategy for one order and a single carousel, where the order is represented as a list of items, and by order-pick strategy we mean an algorithm that prescribes the sequence in which the items are to be retrieved. We present a general probabilistic approach developed by Litvak (2001a), Litvak and Adan (2001, 2002) and Litvak et al. (2001) to analytically derive the probability distribution of the travel time in case when item locations are independent and uniformly distributed. This line of research seems to be the only example in the literature where exact statistical characteristics of the travel time have been obtained by means of a systematic mathematical approach. The technique presented is based on properties of uniform spacings and their relations to exponential distributions. We demonstrate the effectiveness of this method by considering several relevant order-picking strategies, such as the greedy nearest item strategies and so-called m-step strategies that provide a good approximation for the optimal (shortest) route.

In section 3 we consider the second topic that relates to multiple carousel settings and the modelling challenges that appear in such problems. Having optimized the travel time of a single carousel for a single order, one wonders if optimizing locally every time each order on each carousel leads to the best solution (fastest, cheapest or with the largest picker utilization) for a complicated system. As is mentioned later on, multiple carousel problems become too complicated too quickly, and often exact analysis is not possible. Therefore, we discuss which concessions have to be made in order to be able to obtain estimates of the performance measures we are interested in, and we give in detail the impact that these concessions have on our estimations. There exist a few exact results for two-carousel models and related models in healthcare logistics (see Vlasiou et al., 2003, 2004; Vlasiou and Adan, 2005, 2007; Boxma and Vlasiou, 2007; Vlasiou, 2007; Vlasiou and Zwart, 2007;
Vlasiou, Adan and Boxma, 2009; Vlasiou and Palmowski, 2009). However, to the best of our knowledge, no exact results exist for systems involving more than two carousels.

Preferably, these two research topics that we consider in this paper should be studied in parallel. However, establishing any exact results, say, on determining the optimal retrieval and travelling strategy for a multiple carousel model, without any restrictions to the sequence the items in an order are picked or the sequence the carousels are served, seems to be intractable. Nonetheless, quite a few research opportunities related to the optimal design and control of carousel systems are still available. We elaborate on further research topics in section 5. We conclude with section 6, which outlines the problems examined so far on carousels and related storage and retrieval systems.

2 Picking a single order on a single carousel

Performance analysis of single units is a necessary step in structural design of order-pick systems (Yoon and Sharp, 1996). In a setting of a single order on a single carousel, the major performance characteristic is the response time, that is, the total time it takes to retrieve an order. The response time consists of pick times needed to collect the items from their locations by an operator, and the travel (rotation) time of the carousel. While pick times can hardly be improved, the travel time depends on the location of each item and the order-picking sequence and, thus, it is subject to analysis and optimization. Therefore, in this section, we discuss properties of the travel time needed to collect an order of \( n \) items. In this section, our focus is on the case when the item locations are randomly distributed on a carousel circumference. This model allows one to compute statistical characteristics of the travel time such as the average travel time or the travel time distribution. Later on, in section 2 we discuss some results from the literature on evaluating the travel times under different assumptions on the item locations, in particular, the case when the pick positions are fixed.

We note that in case of a single carousel, it is natural to assume that the pick times and the travel time are independent. The situation, however, is quite different in systems of two or more carousels, where pick times on one carousel affect the travel times on other carousels. This issue will be discussed in detail in section 3.

The model addressed in this section is as follows. We model a carousel as a circle of length 1. The order is represented by the list of \( n \) items whose positions are independent and uniformly distributed on \([0, 1)\). For ease of presentation, we act as if the picker travels to the pick positions instead of the other way around. In addition, we assume that the acceleration/deceleration time of the carousel is negligible or that it is assigned to the pick time, and that the carousel rotates at unit speed. Therefore, the travel distance can be identified with the travel time (see also section 4).
Obviously, the travel time depends heavily on the pick strategy. Here, by order-pick strategy we mean an algorithm that prescribes the sequence in which the items are collected. For example, assume that the picker always proceeds in the clockwise (CW) direction and denote by $T_n^{CW}$ the time needed to collect $n$ items under this simple strategy. Then, clearly, the distribution function $P(T_n^{CW} \leq t)$ of $T_n^{CW}$ simply equals $tn$, $0 < t \leq 1$. However, we would like to study strategies that provide smaller travel times. In this sense, a better algorithm that one can think of is the ‘greedy’ strategy, also called the nearest item heuristic: always travel to the nearest item to be picked (as in Figure 2).

The nearest item strategy indeed performs very well and is often used in practice, but the question is: ‘what is the distribution of the travel time under the nearest item heuristic?’ This problem is not at all trivial. For example, straightforward methods, such as conditioning on possible item locations, do not lead to feasible calculations. The same applies to the optimal strategy. Bartholdi and Platzman (1986) showed that the shortest route admits at most one turn. Intuitively, this follows merely by observing Figure 2, where the displayed route can be shortened by collecting the first item in the anticlockwise direction and then collecting the rest of the items rotating clockwise. Thus, the shortest route is merely the minimum among the $2n$ candidate routes than have at most one turn. However, in spite of this simple structure of the shortest route, its distribution function is hard to derive.

Below we discuss in detail a general methodology developed by Litvak (2001a), Litvak and Adan (2001, 2002) and Litvak et al. (2001) to obtain the distribution of the travel time under various order-pick strategies. The proposed technique is based on properties of uniform spacings and their connection with exponential random variables. We show how this approach allows us to derive exact and often counter-intuitive results on several relevant order-pick strategies. Some other methods from the literature are described in section 6.2.

We start with introducing the notation and presenting some background results. Let the random variable $U_0 = 0$ be the picker’s starting point and the random variable $U_i$, where $i = 1, 2, \ldots, n$, be the position of the $i$th item. We suppose that
the \( U_i \)'s, \( i = 1, 2, \ldots, n \), are independent and uniformly distributed on \([0, 1)\). Let \( U_{1:n}, U_{2:n}, \ldots, U_{n:n} \) denote the order statistics of \( U_1, U_2, \ldots, U_n \) and set \( U_{0:n} = 0, U_{n+1:n} = 1 \). The uniform spacings are then defined as

\[
D_{i:n} = U_{i:n} - U_{i-1:n}, \quad 1 \leq i \leq n + 1. \tag{1}
\]

If we consider \( n \) items randomly located on a circle, then the spacings \( D_{2:n}, D_{3:n}, \ldots, D_{n:n} \) are the distances between two neighbouring items, and the spacings \( D_{1:n} \) and \( D_{n+1:n} \) are the distances between the starting point and the two items adjacent to it. Whatever strategy the picker takes, he always has to cover one or more uniform spacings on his way from one location to another. Hence, in general, the travel time can be expressed as a function of the uniform spacings.

Uniform spacings have been analysed extensively in two classical review papers by Pyke (1965, 1972). Pyke (1965) gives four useful constructions that establish a connection between uniform spacings and exponential random variables. We will use such a connection in the following form. Let \( X_1, X_2, \ldots \) be independent exponential random variables with mean 1. Moreover, define the random variables

\[
S_0 = 0, \quad S_i = X_1 + X_2 + \cdots + X_i, \quad i \geq 1.
\]

Then, according to Pyke (1965), uniform spacings can be represented as follows:

\[
(D_{1:n}, D_{2:n}, \ldots, D_{n+1:n}) \overset{d}{=} (X_1/S_{n+1}, X_2/S_{n+1}, \ldots, X_{n+1}/S_{n+1}). \tag{2}
\]

Here and throughout this paper \( a \overset{d}{=} b \) means that \( a \) and \( b \) have the same probability distribution. Linear combinations of uniform spacing have nice properties. In particular, the moments of linear combinations with non-negative coefficients can be easily computed, and their distribution function has been derived by Ali (1973) and Ali and Obaidullah (1982).

Now, let \( X \) and \( Y \) be independent exponential random variables with parameters \( \lambda \) and \( \mu \) respectively. We write \( X = X_1/\lambda \), \( Y = Y_1/\mu \), where \( X_1 \) and \( Y_1 \) are independent exponential random variables with parameter 1. Then, given the event \( \{X < Y\} \), we obtain the following useful statements: (i) the distribution of \( X = \min\{X, Y\} \) is exponential with parameter \( \lambda + \mu \) (property of the minimum of two exponentials), which is distributed as \( X_1/(\lambda + \mu) \); (ii) as \( \{Y > X\} \), according to the memoryless property, \( Y \) can be written as a sum of two terms: \( \min\{X, Y\} \) and another independent exponential with parameter \( \mu \), so \( Y \) is distributed as \( X_1/(\lambda + \mu) + Y_1/\mu \). (iii) it is easy to check that the distribution of \( S = X + \mu Y = X_1 + Y_1 \) is independent of the event \( \{X < Y\} \) because of (i) and (ii), given \( \{X < Y\} \), \( S \) is again distributed as \( X_1 + Y_1 \) (see also chapter 2 of Litvak, 2001a).

On the basis of the above-mentioned properties of exponential random variables, and their connections to uniform spacings and travel times, one may adopt the following methodology for analysing the travel times under various strategies (Litvak, 2001a; Litvak and Adan, 2001, 2002; Litvak et al., 2001):

1. Express the travel time under a given strategy as a function of uniform spacings.
2. By conditioning on linear inequalities between the spacings and employing the above-mentioned properties of exponential random variables, rewrite the travel time as a linear combination of uniform spacings or as a probabilistic mixture of such linear combinations.

3. Use the results from Ali (1973) and Ali and Obaidullah (1982) to obtain the moments and the distribution of the travel time.

Below we show how this approach works in case of the nearest item heuristic (Litvak and Adan, 2001; Litvak et al., 2001) and the so-called m-step strategies (Litvak and Adan, 2002).

2.1 The nearest item heuristic

Under the nearest item heuristic, the picker always moves towards the nearest item to be retrieved. The positions of the items partition the circle in \( n + 1 \) uniform spacings \( D_{1,n}, D_{2,n}, \ldots, D_{n+1,n} \) defined by Equation 1. Under the nearest item heuristic, the picker first considers the two spacings adjacent to his starting position and then travels to the nearest item. Next he also looks at the other spacing adjacent to that item and compares the distance to the item located at the endpoint of that spacing and the distance to the first item in the other direction, which is the sum of the spacings previously considered. Then he travels again to the nearest item, and so on. Furthermore, by employing Equation 2, we may act as if the picker faces non-normalized exponential spacings, and afterwards divide the travel time (which is equal to the travel distance) by the sum of all spacings. It is then clear that each new spacing faced by the picker is independent of the ones already observed. Now let \( X_i, i = 1, \ldots, n + 1 \), denote the \( i \)th non-normalized exponential spacing faced by the picker. That is, the spacings are numbered as observed by the picker operating under the nearest item heuristic (see Figure 3). Then \( T_{n}^{\text{NI}} \) can be expressed as

\[
T_{n}^{\text{NI}} = \sum_{i=2}^{n+1} \frac{\min\{X_i, S_{i-1}\}}{S_{n+1}}.
\]

Fig. 3. The nearest item route of the picker facing five exponential spacings.
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We first provide an informal explanation of how the proposed methodology can be applied to Equation 3. To start with, note that the first term in the right-hand side of Equation 3 is \( \min\{X_1, X_2\}/S_{n+1} \), which is distributed simply as \((1/2)X_1/S_{n+1}\). Moreover, under the event \([X_1 < X_2]\) the rest of the sum remains unaltered. Further, consider the term

\[
(1/2)X_1 + \min\{X_3, S_2\} = (1/2)X_1 + \min\{X_3, X_1 + X_2\}.
\]

Let \(X'_1, X'_2\) and \(X'_3\) be auxiliary independent exponential random variables with mean 1. Given \([X_3 < X_1]\), the random variable \(X_3\) is distributed as \((1/2)X'_1\), \(X_1\) is distributed as \((1/2)X'_1 + X'_2\) and \(X_2\) is distributed as \((1/2)X'_2 + X'_3\). Then the term in Equation 4 is distributed as \((3/4)X'_1 + (1/2)X'_2\). Furthermore, given the event \([X_3 > X_1, X_3 < X_1 + X_2]\), we obtain that \(X_1\) is distributed as \((1/2)X'_1\), \(X_3\) is distributed as \((1/2)X'_1 + (1/2)X'_2\) and \(X_2\) is distributed as \((1/2)X'_2 + X'_3\). Substituting the above in Equation 4, we obtain again \((3/4)X'_1 + (1/2)X'_2\). Remarkably, under the event \([X_3 > X_1 + X_2]\), Equation 4 again transforms into \((3/4)X'_1 + (1/2)X'_2\). Furthermore, the sum \(S_3 = X_1 + X_2 + X_3\) becomes simply \(S_3 = X'_1 + X'_2 + X'_3\). We may now rename \((X'_1, X'_2, X'_3)\) back to \((X_1, X_2, X_3)\) as the two three-dimensional vectors are identically distributed. Then the term in Equation 4 becomes \((3/4)X_1 + (1/2)X_2\), and the rest of the terms in the right-hand side of Equation 3 remain unaltered in all three cases. Proceeding further, we obtain the next statement which is proved rigorously in Litvak and Adan (2001).

**Theorem 1.** (Litvak and Adan, 2001). For all \(n = 1, 2, \ldots,\)

\[
T_{NI}^n \overset{d}{=} \sum_{i=1}^{n} \left(1 - \frac{1}{2^i}\right) D_{i,n}
\]

and

\[
P(T_{NI}^n \leq t) = \sum_{i=0}^{n} (2^i t - 2^i + 1) \prod_{j=0}^{n} \frac{2^j}{2^j - 2^i}, \quad 0 < t \leq 1,
\]

where

\[
x_+ = \begin{cases} x, & \text{if } x > 0 \\ 0, & \text{otherwise.} \end{cases}
\]

Here Equation 6 follows directly from Equation 5 and the result by Ali (1973), which we applied in the form given by Theorem 2 in Ali and Obaidullah (1982).

The above theorem is surprising because it provides an elegant solution for a problem that looks intractable at first. An interesting by-product is the distribution of the number of turns under the nearest item heuristics and the counterintuitive result that the travel time and the number of turns are independent (Litvak, 2001a)! The latter can be seen directly from Equation 3. Indeed, a turn after step \(i\) is equivalent to the event \([X_{i+1} > S_i]\). However, as we saw earlier, the form of the distribution of the travel time is given by Equation 5 and it is independent of this sort of events.
2.2 The $m$-step strategy

Under the $m$-step strategies, the picker chooses the shortest route among the $2(m+1)$ routes that change direction at most once, and only do so after collecting no more than $m$ items. Note that the optimal strategy is in fact an $(n-1)$-step strategy as it is never optimal to turn more than once, and the maximal possible number of items collected before a turn is $n-1$. The $m$-step strategies give a good approximation for the shortest travel time. In fact, they often provide the optimal route even for moderate values of $m$, as in Figure 4. ROUWENHORST et al. (1996) were the first to propose these strategies as an upper bound for the optimal route. In case of independent uniformly distributed pick positions, they obtained the distribution of the travel time under the $m$-step strategy for $m \leq 2$ using analytical methods. Later on, LITVAK and ADAN (2002) applied the described methodology based on the properties of uniform spacings to completely analyse the travel time under the $m$-step strategies, provided $2m < n$. The travel under the $m$-step strategy can be expressed as follows:

$$T_n^{(m)} = 1 - \max \left\{ \max_{1 \leq j \leq m+1} \left\{ D_{j,n} - \sum_{l=1}^{j-1} D_{l,n} \right\}, \max_{1 \leq j \leq m+1} \left\{ D_{n+2-j,n} - \sum_{l=1}^{j-1} D_{n+2-l,n} \right\} \right\}. $$

Indeed, the term

$$D_{j,n} - \sum_{l=1}^{j-1} D_{l,n}$$

is the gain in travel time (compared with one full rotation) obtained by skipping the spacing $D_{j,n}$ and going back instead, ending in a clockwise direction. On the other hand,

$$D_{n+2-j,n} - \sum_{l=1}^{j-1} D_{n+2-l,n}$$

is the gain obtained by skipping the spacing $D_{n+2-j,n}$ and going back ending anti-clockwise. Under the $m$-step strategy the picker skips the spacing that provides the largest possible gain (see Figure 4). Using the property given by Equation 2, and

![Fig. 4. A route under the $m$-step strategy.](image)
after appropriate manipulations of exponential random variables, one can prove the following result.

Theorem 2 (Litvak and Adan, 2002). For any \( m = 0, 1, \ldots, \) with \( 2m < n \),

\[
T_n^{(m)} \overset{d}{=} 1 - \frac{1}{S_{n+1}} \max \left\{ \sum_{j=1}^{m+1} \frac{1}{2j-1} X_j, \sum_{j=1}^{m+1} \frac{1}{2j-1} X_{n+2-j} \right\}. \tag{7}
\]

The maximum in the right-hand side of Equation 7 implies that \( T_n^{(m)} \) is distributed as a complicated probabilistic mixture of linear combinations of uniform spacings (Litvak and Adan, 2002). The number of terms in this mixture is the well-known Catalan number

\[
\frac{1}{m+2} \binom{2m+2}{m+1},
\]

which grows extremely fast with \( m \). Computing the expectations, we conclude that, on average, the \( m \)-step strategy performs better than the nearest item heuristic already for \( m = 2 \) provided \( n \geq 5 \).

Again, as a by-product, we can obtain the distribution of the number of steps before the turn. Moreover, the latter random variable turns out to be independent of the travel time. This surprising statement follows from a similar reasoning as the independence of the travel time and the number of turns under the nearest item heuristic. Furthermore, when \( n \) goes to infinity, the number of steps before the turn converges to a shifted geometric distribution with parameter 1/2. That is, in the limit, with probability 1/2 there will be no turn, with probability 1/4 there will be one step before a turn, etc. In addition, in the limit, the \( m \)-step strategy with \( 2m < n \) coincides with the optimal strategy as the probability of achieving the minimal travel time by making more than \( n/2 \) steps before a turn will converge to zero. Thus, for large enough \( n \), the probability that a two-step strategy provides an optimal route is about 7/8. This explains the remarkably good performance of the \( m \)-step strategies.

As a side remark, we note that Litvak (2001b) provides slightly more general results than those presented in Equations 5 and 7.

2.3 Optimal route

As the optimal strategy simply coincides with the \((n-1)\)-step strategy (at most one turn after collecting at most \( n - 1 \) items) it can be analysed by methods from section 2.2. However, the condition \( 2m < n \) is violated for \( m = n - 1 \), and hence, Equation 7 does not hold. In fact, the proposed methodology applied to the optimal travel time \( T_{n}^{\text{Opt}} \) very soon results in analytically infeasible calculations. Litvak and Van Zwet (2004) analysed the optimal route. They employed the results on the \( m \)-step strategy to derive a recursive expression for the distribution of the minimal travel time.
We also note that the process of comparing the lengths of the spacings and deriving corresponding linear combinations of normalized exponentials can be easily translated into a computer program. Then, for moderate values of \( n \) the exact distribution of the optimal travel time can be obtained numerically. The result will be a complicated mixture of linear combinations of uniform spacings. For large values of \( n \) such exact calculations will require too much computer capacity. However, in this case, the knowledge of the exact distribution is not very important as one can apply approximations based on asymptotic results discussed in the next section.

2.4 Asymptotic results

When the order is large, we can model this situation by letting \( n \to \infty \). Then the expressions in Equations 5 and 7 for the travel time allow us to obtain asymptotic results that are of independent mathematical interest. Obviously, if \( n \to \infty \) then the travel time under any strategy goes to one with probability 1. However, with linear scaling, we obtain non-trivial distributions that we present below for the nearest item heuristic and for the optimal travel time.

**Theorem 3.** Let \( X_1, X_2, \ldots, X_1', X_2', \ldots \), be independent exponentials with mean 1. Then as \( n \to \infty \) (Litvak and Adan, 2002)

\[
(n+1)(1-T_{n}^{NI}) \xrightarrow{d} \sum_{j=1}^{\infty} \frac{1}{2^{j-1}} X_j,
\]

and as \( n \to \infty \) (Litvak and Van Zwet, 2004)

\[
(n+1)(1-T_{n}^{Opt}) \xrightarrow{d} \max \left\{ \sum_{j=1}^{\infty} \frac{1}{2^{j-1}} X_j, \sum_{j=1}^{\infty} \frac{1}{2^{j-1}} X'_j \right\}.
\]

Litvak (2006) generalizes Equation 9 to the case when items positions are independent and have some positive density \( f \).

The expression on the right-hand side of Equation 8 is a well-known functional of the Poisson process, which has been extensively studied in the literature. We will briefly discuss this topic in section 4.2.

3 Multiple carousels: modelling challenges

The problems examined so far relate to one-carousel models. In industry though, one rarely meets a facility where only one carousel is used. Multiple carousel systems tend to have a higher level of throughput; however, they increase the investment cost due to the extra driving and control mechanisms (Hwang and Ha, 1991; Hwang,
A natural question is how much the throughput of a standard carousel can be improved by the corresponding multiple carousel system that has the same number of shelves as the standard carousel. Thus, the question we examine in this section is the following: given a set-up, i.e. a specific storage scheme of the items stored on the carousel and a specific travelling strategy, such as those described in the previous section, how much can we increase the utilization of the picker (by assigning to him more carousels to handle) without increasing the response time of an order above some chosen level? In other words, how do we reach a quality and efficiency regime in a real situation?

To illustrate things better, consider the following simple example. A facility assigns $n$ carousels to a single picker. Each carousel is assigned to an order of a single customer, and each order consists of exactly one item. Moreover, each carousel rotates independently until the desired item reaches the picker, who is standing at a fixed point, the origin. Once this position is reached, the carousel stops until the item is picked. Only then will the next order be given to the carousel, which will start rotating the new order to the origin. The picker serves the carousels in a fixed order, visiting each carousel only once in every cycle. Clearly, as $n$ goes to infinity, the utilization of the picker in steady state tends to one, as almost surely he will never have to wait. The carousels will have brought each of their respective items to the origin by the time the picker is ready to serve them. On the other hand, the time until the picker returns to the first carousel tends to infinity, i.e. each individual customer suffers long waiting times.

Multiple carousel problems differ intrinsically from single-carousel problems in a number of ways. Such systems tend to be more complicated. The system cannot be viewed as a number of independently operating carousels (cf. McGinnis, Hand and White, 1986 and section 6.4 below) as there may be some interaction between two separate carousels by means of the picker that is assigned to them. Namely, if the number of pickers is less than the number of carousels, then the picking strategy that is chosen for an isolated carousel may affect significantly the waiting time of another carousel. Thus, one cannot guarantee that minimizing the travel time of a single carousel maximizes the total throughput of the system; the outcome may be quite the contrary because of the system’s interdependency. Another point is that in multiple carousel problems, the independent and identically distributed (i.i.d.) assumption of the time needed to pick each of two consecutive orders with random item storage is in principle invalid. Characteristics such as the time needed to reach the optimal point or the travel time for each carousel depend on one another through the picker’s movements. For all these reasons, multiple carousel systems merit a special reference.

Ideally, the problems of minimizing the travel time of all carousels and maximizing the picker’s utilization without surpassing certain levels of each order’s response time should be studied together. However, the interdependence that appears in multiple carousel problems usually leads to complicated mathematical structures that can hardly be analysed exactly. One will have to resort to simplifications.
One technique that can help overcome some of these difficulties is the setting proposed in Vlasiou et al. (2004). The system we consider below consists of two carousels operated by a single picker. Given a setting, i.e. a storage scheme and a travel strategy, one first needs to obtain an estimate of the travel time needed in order to collect all items under this setting. For example, if the items are stored in random positions on the carousel, then the distribution of the travel time under the nearest item heuristic is given by Equation 6. In most settings though, this distribution cannot be computed analytically, in which cases the empirical distribution or simulation may provide a partial answer. Subsequently, one may need to approximate this distribution by a phase-type distribution (see, e.g. Osogami, 2005). Then, the following modelling assumption is made. We aggregate all items in one. That is, we consider an order that consists of exactly one item. It is assumed that the travel time of the carousel until that single item is reached is uniformly distributed (i.e. it is assumed that the item is located randomly on the carousel), while the distribution of the pick time for that item is taken to be equal to the phase-type distribution computed previously. Under these assumptions, one can compute the utilization of the picker by applying the results developed in Vlasiou et al. (2004). This procedure can be repeated until the desired quality and efficiency regime is reached.

To describe things concretely, we consider a system consisting of two identical carousels and one picker. At each carousel there is an infinite supply of pick orders that need to be processed. The picker alternates between the two carousels, picking one order at a time. There are two ways one can view this. Either, as mentioned above, one aggregates all items in an order in one super-item (i.e. we consider an order that consists of exactly one item) or under the term ‘picking time’ we understand the total time needed for the actual picking and travelling from the moment the picker is about to pick the first item in an order until the time the last item is picked. For ease of presentation, we will opt for the first solution, considering orders consisting of exactly one item.

As in section 2, we model a carousel as a circle of length 1 and we assume that it rotates in one direction at a constant speed. The picking process may be visualized as follows. When the picker is about to pick an item at one of the carousels, he may have to wait until the item is rotated in front of him. In the meantime, the other carousel rotates towards the position of the next item. After completion of the first pick the carousel is instantaneously replenished and the picker turns to the other carousel, where he may have to wait again, and so on. Let the random variables $A_n$, $B_n$ and $W_n$, $n \geq 1$, denote the pick time, rotation time and waiting time for the $n$th item respectively. Clearly, the waiting times $W_n$ satisfy the recursion

$$W_{n+1} = \max\{0, B_{n+1} - A_n - W_n\}, \quad n = 0, 1, \ldots$$  

where $A_0 = W_0 \overset{\text{def}}{=} 0$. We assume that both $\{A_n\}$ and $\{B_n\}$, $n \geq 1$, are sequences of i.i.d. random variables, also independent of each other. The pick times $A_n$ follow a phase-type distribution and the rotation times $B_n$ are uniformly distributed on $[0, 1)$ (which means that the items are randomly located on the carousels). Then $\{W_n\}$ is
a Markov chain, with state space \([0, 1)\). Moreover, it can be shown that \(\{W_n\}\) is an aperiodic, recurrent Harris chain, which possesses a unique equilibrium distribution. In equilibrium, Recursion 10 becomes

\[
W \overset{d}{=} \max\{0, B - A - W\}.
\]

(11)

Once the distribution of \(W\) is computed from Equation 11, we can compute \(\mathbb{E}[W]\) and thus also the throughput of the system \(\tau\) from

\[
\tau = \frac{1}{\mathbb{E}[W] + \mathbb{E}[A]}.
\]

(12)

Equation 11 with a plus sign instead of minus sign in front of \(W\) at the right-hand side is precisely Lindley’s equation for the stationary waiting time in a PH/U/1 queue. The equation for the standard PH/U/1 queue has no simple solution, but in Vlasiou et al. (2004) we show that the waiting time of the picker in our problem can be solved explicitly.

For example, assume that the service times follow an Erlang distribution with scale parameter \(\lambda\) and \(n\) stages; that is,

\[
F_A(x) = 1 - e^{-\lambda x} \sum_{i=0}^{n-1} \frac{(\lambda x)^i}{i!}, \quad x \geq 0
\]

and define \(\pi_0 = \mathbb{P}[W = 0]\). Then, for the Laplace transform \(\omega(s)\) of \(W\), i.e.

\[
\omega(s) = \int_0^1 e^{-sx} f_W(x) \, dx,
\]

where \(f_W(x)\) is the density of \(W\), the following theorem holds (recall that the domain of integration is bounded by the length of the carousel).

**Theorem 4 (Vlasiou et al., 2004).** For all \(s\), the transform \(\omega(s)\) satisfies

\[
\omega(s) R(s) = -e^{-s}(\lambda + s)^n T(-s) - \lambda^n T(s),
\]

(13)

where

\[
R(s) = s^2(\lambda^2 - s^2)^n + \lambda^{2n},
\]

\[
T(s) = \pi_0 \left( \lambda^n + e^{-(\lambda + s)} \sum_{i=0}^{n-1} \sum_{j=0}^{i} \frac{s^{i-j}(\lambda + s)^{n-i-j}}{j!} \right) - e^{-s}(\lambda + s)^n
\]

\[
+ \lambda^n \sum_{j=0}^{n-1} \sum_{i=0}^{j} \sum_{\ell=0}^{i} \frac{s^{i-j}(\lambda + s)^{n-i-j}}{j!} \omega^{(\ell)}(-\lambda).
\]

In Theorem 4 we still need to determine the \(n + 1\) unknowns \(\pi_0\) and \(\omega^{(\ell)}(-\lambda)\) for \(\ell = 0, \ldots, n - 1\). Note that for any zero of the polynomial \(R\), the left-hand side of Equation 13 vanishes (as \(\omega\) is analytic everywhere). This implies that the right-hand side should also vanish. Hence, the zeros of \(R\) provide the equations necessary to
determine the unknowns. In Vlasiou et al. (2004) it is explained how to determine these unknown parameters (which incidentally form the unique solution to a linear system of equations) and how to invert the transform. Qualitatively, the result is as follows.

**Theorem 5 (Vlasiou et al., 2004).** The density of $W$ on $[0, 1]$ is given by

$$f_W(x) = \sum_{i=1}^{2n+2} c_i e^{r_i x}, \quad 0 \leq x \leq 1,$$

and

$$\pi_0 = P[W = 0] = 1 - \sum_{i=1}^{2n+2} \frac{c_i}{r_i} (e^{r_i} - 1),$$

where $r_i$ is a zero of the polynomial $R$ appearing in Theorem 4, and where the coefficients $c_i$ are known explicitly.

As a by-product, we have Corollary 1.

**Corollary 1.** The throughput $\tau$ satisfies

$$\tau^{-1} = \mathbb{E}[A] + \mathbb{E}[W] = \frac{n}{\lambda} + \sum_{i=1}^{2n+2} \frac{c_i}{r_i^2} \left[1 + (r_i - 1)e^{r_i}\right].$$

**Remark 1.** The same qualitative result holds in case the pick times follow a mixed-Erlang distribution. In this case, the waiting time density is again a mixture of exponentials, where all parameters can be computed explicitly (cf. Vlasiou et al., 2004).

In a series of papers, Vlasiou et al. (2003, 2004), Vlasiou and Adan (2005, 2007), Boxma and Vlasiou (2007), Vlasiou and Zwart (2007), Vlasiou (2007) and Vlasiou et al. (2009) have relaxed several of the assumptions made above for the two-carousel setting. For example, the travel time needed to pick all items in an order can have any general distribution (e.g. depending on the pick strategy that is followed). In such cases, one can compute the distribution of the waiting time of the picker by approximating the distribution of the travel time by an appropriate phase-type distribution. Phase-type distributions may be used to approximate any given distribution on $[0, 1)$ for the travel times arbitrarily close (see, for example, Asmussen, 2003). As an illustrative example, we give below the steady-state distribution of the waiting time of the picker in case the pick times follow some general distribution with Laplace–Stieltjes transform (LST) $\alpha$, and the travel times follow an Erlang distribution with parameter $\mu$ and $n$ stages. Here, $\omega$ denotes the (unknown) LST of the waiting time of the picker. In this case we have Theorem 6.
**Theorem 6 (Vlasiou and Adan, 2005).** The waiting-time distribution has mass \( \pi_0 \) at the origin, which is given by

\[
\pi_0 = \mathbb{P}[B < W + A] = 1 - \sum_{i=0}^{n-1} \frac{(-\mu)^i}{i!} \phi^{(i)}(\mu)
\]

and has a density \( f_W \) on \([0, \infty)\) that is given by

\[
f_W(x) = \mu^n e^{-\mu x} \sum_{i=0}^{n-1} \frac{(-1)^i}{i!} \phi^{(i)}(\mu) x^{n-1-i} \frac{(n-1-i)!}{(n-1)!}.
\] (16)

In the above expression, we have that

\[
\phi^{(i)}(\mu) = \sum_{k=0}^{i} \binom{i}{k} \omega^{(k)}(\mu) z^{(i-k)}(\mu)
\]

and that the parameters \( \omega^{(i)}(\mu) \) for \( i = 0, \ldots, n-1 \) are the unique solution to the system of equations

\[
\omega(\mu) = 1 - \sum_{i=0}^{n-1} (-\mu)^i \left( 1 - \frac{1}{2^{n-i}} \right) \sum_{k=0}^{i} \frac{\omega^{(k)}(\mu) z^{(i-k)}(\mu)}{k!(i-k)!}
\]

and for \( \ell = 1, \ldots, n-1 \)

\[
\omega^{(\ell)}(\mu) = \sum_{i=0}^{n-1} \mu^{-i} \left( \frac{(-1)^i}{2^{n-i+\ell}} \right) \frac{(n-i+\ell-1)!}{(n-i-1)!} \sum_{k=0}^{i} \frac{\omega^{(k)}(\mu) z^{(i-k)}(\mu)}{k!(i-k)!}.
\] (17)

As a final curiosity, we present Figure 5. For single-server queueing models it is well known that the mean waiting time depends (approximately linearly) on the squared coefficients of variation of the interarrival (and service) times (for connections of this model to the classical single-server queue, see also section 4.3). The results in Figure 5, however, show that for this two-carousel model, the throughput \( \tau \), and thus the mean waiting time, is not very sensitive to the squared coefficient of variation of the pick time; it indeed decreases as \( c_A^2 \) increases but very slowly. This phenomenon may be explained by the fact that the waiting time of the server is bounded by one, that is, the time needed for a full rotation of the carousel.

We refrain from giving all results derived for the waiting time distribution in this setting, as they can be found in the papers mentioned so far. One point needs to be stressed though. This technique makes usage of several simplifications (e.g. aggregating orders in one item) and approximations (e.g. modelling various distributions as a phase-type distribution). Some of them are almost unavoidable. For example, a carousel storing items in separate drawers should be evidently modelled with a discrete travel time distribution; for the application of these results though, one should approximate this distribution by a (continuous) phase-type distribution. However, the effect that some of these assumptions have to the final result is marginal, or at least fully controlled. As was shown in Vlasiou and Adan (2007), the error made...
in computing the distribution of the time the picker has to wait (is not utilized) is bounded.

Error bounds have been studied widely. The main question is to define an upper bound of the distance between the distribution in question and its approximation, that depends on the distance between the governing distributions.

For our model, recall that $A$, $B$ and $W$ denote, respectively, the pick time needed for an item, the travel time of the carousel until this item is reached, and the waiting time of the picker until the carousel stops for the pick. Moreover, $F_B$ represents the distribution of $B$ (and similarly also for $W$) and $\hat{F}_B$ is its approximation (such as the phase-type approximation mentioned above). Using this approximation, $\hat{F}_B$, one can derive analytically an exact solution that is obtained for this case for the distribution of $W$. Denote this solution by $\hat{F}_W$. Then the following error bound holds.

**Theorem 7 (Vlasiou and Adan, 2007).** Let $\|F_B - \hat{F}_B\| = \varepsilon$. Then $\|F_W - \hat{F}_W\| \leq \varepsilon/(1 - \mathbb{P}[B > A])$.

In Theorem 7, the norm under consideration is the uniform norm. The main ingredient of the proof relies on the fact that the density for the stationary waiting time of Recursion 10 can be described in terms of an integral equation that is a contraction mapping. As a result, approximation errors can be bounded.

An almost identical result can be derived in case one approximates the pick time, rather than the travel time. Thus, as this theorem indicates, resorting to approximations yields results of validity that can be controlled, provided that one has an estimation of the error that is being made by the original approximation.

Other results derived for the two-carousel setting include the study of the conditions under which there exists a steady-state distribution (Vlasiou, 2007), the study of the tail behaviour of this distribution under general assumptions for the pick and travel times (Vlasiou, 2007), the derivation of the steady-state distribution for various cases for the distributions of the pick and travel times (Vlasiou et al., 2004; Vlasiou and Adan, 2005; Vlasiou, 2007) as well as the time-dependent distribution of the
waiting times of the picker for a specific setting for the distributions of the pick and travel times (Vlasiou and Zwart, 2007). Moreover, certain types of dependencies between the pick and travel times have also been studied, and the steady-state distribution has been derived for these cases as well (Vlasiou et al., 2009).

It is worth mentioning that such multiple carousel systems, their mathematical peculiarities, their results and the way those are derived are not limited only to carousel, warehousing or manufacturing problems. The same equation describing the dynamics of a two-carousel setting describes also the dynamics of a queueing model with two nodes that is applied to situations varying from a university canteen to a surgeon’s operating room. For a description of such systems and a detailed analysis, see Vlasiou and Adan (2005), Boxma and Vlasiou (2007), Vlasiou (2007) and Vlasiou and Zwart (2007).

What we have discussed so far on multiple carousel problems is summarized as follows. Multiple carousel problems are intrinsically different from their single-carousel counterparts. What is of interest in such problems is to strike a balance between the utilization of the picker and the response time of an order. To date, not much is known about such systems (for an exhaustive literature review, see section 6.5). A few of these results are simulation studies. However, it is almost inevitable to make use of some simulation or approximations in these problems. The results developed in Vlasiou et al. (2004) and Vlasiou and Adan (2007) help predict the performance of two-carousel systems and ultimately, combined with the results on, e.g. nearest item heuristic or m-step strategies discussed in section 2, they help design a facility having a specific quality and efficiency target. However, such results are still far from accurate. More research is needed on the subject; specific directions are provided in the next section.

4 Related research areas

The mathematics and models involved in the research regarding carousel systems have surprisingly many connections to broader areas in queueing theory and applied probability. Other than the relation to polling systems which will be explained in detail in section 6, the subjects we have presented so far are connected to the classical single-server queue, to rendezvous networks and layered queues and even to graph theory. In the following, we highlight few of these connections.

4.1 Uniform spacings

The uniform spacings defined in Equation 1 constitute a classical mathematical construction which is very well studied. Uniform spacings have been analysed extensively in two classical review papers by Pyke (1965, 1972). In particular, Pyke (1965) discusses the connections between uniform spacings and exponential random variables that are a main concept in the methodology presented in section 2. The
Markovian property (which is also called the memoryless property) of the exponential distribution is systematically exploited in operations research and in particular in queueing theory (Asmussen, 2003).

Uniform spacings play an important role in mathematical statistics. Mainly, they are used for goodness-of-fit tests which examine how well a sample of data agrees with a given distribution \( F_0 \) as its population. The idea of using uniform spacings is based on the integral transformation \( x \rightarrow F_0(x) \) which reduces the problem to the testing of uniformity of the transformed sample. There is a vast body of literature on the distributions, limiting behaviour, approximations and bounds for various goodness-of-fit test statistics and empirical processes based on uniform spacings. These investigations are of great mathematical and practical interest. Considerable progress in the area has been achieved in the 1980s, but there are still many open problems motivating new studies.

In his detailed review, Pyke (1965) distinguishes two main types of goodness-of-fit statistics based on a function of uniform spacings, namely a sum of the form

\[
G_n = \sum_{i=1}^{n} g_n(D_i),
\]

or a function of the ordered spacings and their ranks. The analysis of the first kind of tests goes back to Le Cam (1958) and gives rise to an extensive literature (see, e.g. Pyke, 1972; Wells, Jammalamadaka and Tiwari, 1993; Ghosh and Jammalamadaka, 2001 and references therein). Recent progress on multivariate spacings has been reported in Li and Liu (2008). The second type of tests requires the knowledge of the properties of ordered spacings. This subject has been extensively studied; we refer the interested reader to the work by Deheuvels (1982) and Devroye (1981, 1982). An original discrete version of the problem is analysed by Henze (1995) who derives the distribution of the maximal and minimal spacings in lottery tickets.

Apart from the tests mentioned above, there are also tests based on \( m \)-spacings which are the gaps between the order statistics \( U_{i,m} \) and \( U_{i+m,n} \). For the analysis of such test statistics and their asymptotic properties as the number of observations goes to infinity, see, e.g. Del Pino (1979), Hall (1986) and references therein. The tests based on ordered \( m \)-spacings have been also analysed (see, e.g. Deheuvels and Devroye, 1984; Beirlant and van Zuijlen, 1985). More references on this subject and results on the approximations for \( m \)-spacings can be found in Glaz et al. (1994). For further analyses and applications of various empirical processes based on spacings, see Pyke (1972), Beirlant and van Zuijlen (1985), Beirlant et al. (1991), Einmahl and van Zuijlen (1988, 1992) and references therein.

4.2 Exponential functionals of Poisson processes

Let \( X_1, X_2, \ldots \) be i.i.d. exponential random variables with mean 1. For any \( q \in (0, 1) \), define
\[ J^{(q)} = (q^{-1} - 1) \sum_{j=1}^{\infty} (q^{-j} - 1)^{-1} X_j, \]

\[ I^{(q)} = \sum_{j=1}^{\infty} q^{-1} X_j, \]

Note that the right-hand side of Equation 8 is exactly \( I^{(q)} \) with \( q = 1/2 \). Likewise, the right-hand side of Equation 9 is the minimum of two independent random variables distributed as \( J^{(1/2)} \). We see that the sums of independent exponentials with exponentially decreasing coefficients play an important role in the limiting results for the travel time in carousel systems as the number of items goes to infinity. Specifically, these random variables appear if we consider the difference between the travel time and one complete carousel rotation, and then scale this quantity linearly with the number of items.

Now let \( N(t) \) be a standard Poisson process. Then we can write \( I^{(q)} \) as an exponential functional associated with \( N(t) \):

\[ I^{(q)} = \int_{0}^{\infty} q^{N(t)} \, dt. \]

The functional \( I^{(q)} \) has been intensively studied in the literature. Its density was obtained independently in Dumas, Guillemin and Robert (2002) and Bertoin, Biane and Yor (2004), and in Litvak and Adan (2001) for \( q = 1/2 \). Carmona, Petit and Yor (1997) derived a density of

\[ \int_{0}^{\infty} h(N(t)) \, dt \]

for a large class of functions \( h: \mathbb{N} \to \mathbb{R}_+ \), in particular, for \( h(n) = q^n \). Bertoin et al. (2004) found the fractional moments of \( I^{(q)} \). If \( i^{(q)}(t) \) is a density of \( I^{(q)} \), then \( i^{(q)}(t) \) and all its derivatives equal 0 at point \( t = 0 \). This implies that all moments of \( 1/I^{(q)} \) are finite. However, for \( q = 1/e \), it was proved in Bertoin and Yor (2002) that \( 1/I^{(1/e)} \) is not determined by its moments. Guillemin, Robert and Zwart (2004) found the distribution and the fractional moments of the exponential functional

\[ I(\tilde{z}) = \int_{0}^{\infty} e^{-\tilde{z}(t)} \, dt, \quad (18) \]

where \([\tilde{z}(t), t \geq 0]\) is a compound Poisson process.

The distribution function of \( I^{(q)} \) and \( J^{(q)} \) has an interesting asymptotic behaviour in the neighbourhood of zero. Bertoin and Yor (2002) obtained the following logarithmic asymptotics:

\[ \log i(t) \sim -\frac{1}{2}(\log(1/t))^2 \quad \text{as } t \to 0^+, \]

where \( i(t) \) is a density of
\[ I = \int_{0}^{\infty} e^{-N(t)} dt = \sum_{j=1}^{\infty} e^{-jX_j}. \]

The exact asymptotic behaviour has been derived by Litvak and Van Zwet (2004). Compared with the logarithmic asymptotics, their formula contains several additional oscillating behaviour involving theta-functions. The explanation of why the oscillations appear seems to lie in the sort of a ‘binary tree structure’ of the functional \( I \), whose coefficients are negative powers of e. Later on, Robert (2005) and Mohamed and Robert (2005) found that such oscillating asymptotic behaviour is a typical feature of algorithms with a tree structure. This phenomenon is compelling and deserves further studies.

Exponential functionals of Poisson process and, more generally, of Lévy processes, appear in a number of important applications. For instance, they are relevant to the analysis of randomized algorithms (Flajolet, 2004) and in mathematical finance (Bertoin and Yor, 2005). In Dumas et al. (2002) and Guillemin et al. (2004) the exponential functionals of Poisson processes, and, respectively, of compound Poisson processes, play a key role in the analysis of the limiting behaviour of a Transmission Control Protocol connection for the Internet. We refer to the survey of Bertoin and Yor (2005) for further applications, results and references. The studies of exponential functionals of Lévy processes are a current subject of research (see, e.g. Lindner and Sato, 2009; Patie, 2009).

### 4.3 Lindley’s recursion

One of the most intriguing mathematical observations that arise when studying the two-carousel model presented in section 3 is that Recursion 10 differs from the original Lindley’s recursion Lindley (1952), which is \( W_{n+1} = \max\{0, B_n - A_n + W_n\} \), only in the change of a plus sign into a minus sign. At the right-hand side of these two recursions, the sign in front of \( W_n \) is reversed. Lindley’s recursion describes the waiting time \( W_{n+1} \) of a customer in a single-server queue in terms of the waiting time of the previous customer, his service time \( B_n \), and the interarrival time \( A_n \) between them. It is one of the fundamental and most well-studied equations in queueing theory. For a detailed study of Lindley’s equation we refer to Cohen (1982), Asmussen (2003) and references therein.

In the applied probability literature there has been a considerable amount of interest in generalizations of Lindley’s recursion, namely the class of Markov chains, which are described by the recursion \( W_{n+1} = g(W_n, X_n) \). The model in section 3 is a special case of this general recursion and it is obtained by taking \( g(w, x) = \max\{0, x - w\} \). Many structural properties of the recursion \( W_{n+1} = g(W_n, X_n) \) have been derived. For example, Asmussen and Sigman (1996) develop a duality theory, relating the steady-state distribution to a ruin probability associated with a risk process. For more references in this domain, see, for example, Borovkov (1998) and Kalashnikov (2002). An important assumption which is often made in these studies...
is that the function \( g(w, x) \) is non-decreasing in its main argument \( w \). For example, in Asmussen and Sigman (1996) this assumption is crucial for their duality theory to hold. Clearly, in the special case of \( g(w, x) = \max\{0, x - w\} \) which is discussed in section 3, this assumption does not hold. This fact produces some surprising results when analysing the equation.

The implications of this ‘minor’ difference in sign are rather far reaching. For example, in section 3 we have presented two results in Theorems 4 and 5, where we have seen that the waiting time of the picker can be solved explicitly. For Lindley’s recursion, i.e. with a plus sign instead of a minus sign for \( W \) in stationarity, this case corresponds to the stationary waiting time in a classical single-server PH/U/1 queue. However, this equation has no simple solution for Lindley’s recursion, while we have derived a closed-form expression for the carousel recursion. Furthermore, numerical results (see also Figure 5) show that for this carousel model the mean waiting time is not very sensitive to the coefficient of variation of the pick time, which is in complete contrast to Lindley’s recursion. For these reasons, we believe that it is interesting to investigate in detail the impact on the analysis of such a ‘slight’ modification to the original equation. In this section, we highlight some of the differences of these two models.

### 4.3.1 Stability

For the single-server queue, i.e. Lindley’s recursion, it is well-known (Asmussen, 2003, chapter III.6) that the random variables representing waiting times of customers converge in distribution (and in total variation) when the mean of the associated random walk is less than zero, or equivalently when the traffic intensity \( \rho \) is less than 1, i.e. when \( \mathbb{E}[B] < \mathbb{E}[A] \), where we recall that \( B \) is the generic service time random variable, and \( A \) is the generic interarrival-time random variable.

For the two-carousel model, though, which is given by Recursion 10, the situation is slightly different. In case \( \mathbb{P}[B < A] > 0 \), the stochastic process \( \{W_n\} \) is an aperiodic (possibly delayed) regenerative process with the time points where \( W_n = 0 \) being the regeneration points. Moreover, the process has a finite mean cycle length. To see this, let \( X_n = B_n - A_{n-1} \), define the stopping time \( \tau = \inf\{n \geq 1 : X_n + 1 \leq 0\} \), and observe that a generic cycle length is stochastically bounded by \( \tau \) and that

\[
\mathbb{P}[\tau > n] \leq \mathbb{P}[X_k > 0 \text{ for all } k = 2, \ldots, n + 1] = \mathbb{P}[X_2 > 0]^n.
\]

Moreover, we have that \( \mathbb{P}[X_2 > 0] < 1 \) because of the condition \( \mathbb{P}[B < A] > 0 \iff \mathbb{P}[X < 0] > 0 \). Therefore, from the standard theory on regenerative processes it follows that the limiting distribution exists and the process converges to it in total variation. Through coupling, stability can be shown also for the case where \( \mathbb{P}[X < 0] = 0 \) (for details, see Vlasiou, 2007). We see thus that while for Lindley’s recursion the stability condition is given by \( \mathbb{E}[X] < 0 \), for Recursion 10 stability always holds; moreover, excluding the deterministic case, we have convergence in total variation.
4.3.2 Tail behaviour

For Lindley’s recursion, there has been a substantial amount of investigations on the behaviour of $\mathbb{P}[W > x]$ as $x \to \infty$, the state of the art can be found in Korshunov (1997). Results of this type for Recursion 10 have been derived in Vlasiou (2007). If the right tail of $e^X$ is regularly varying of index $-\gamma$ (for a background, see Bingham, Goldie and Teugels, 1987), then

$$P(W > x) \sim \mathbb{E}[e^{-\gamma W}]\mathbb{P}[X > x].$$

If the right tail of $e^X$ is of rapid variation (see again Bingham et al., 1987), then

$$P(W > x) \sim \mathbb{P}[W = 0]\mathbb{P}[X > x].$$

In both equations, we use the notational convention $f(x) \sim g(x)$ to denote that $f(x)/g(x) \to 1$ as $x \to \infty$. Note that the class of distributions covering these results include all phase-type distributions, as well as the Weibull, Gamma, Lognormal and Pareto distributions. Moreover, these results indicate that large values of $W$ are caused by a single large value of $X$. This is contrasting with the qualitative picture for Lindley’s recursion, where a large value of $W$ is most likely caused only by a single big jump only in the case where $X$ is heavy tailed. If $X$ is light tailed (for example, phase type), then a large value of $W$ is the cause of a more intricate event involving a change in measure (for a background, see Asmussen, 2003).

A natural question is whether it is possible to unify the results for Lindley’s recursion and Recursion 10. This is possible by considering a recursion that has a minus before $W_n$ (cf. Recursion 10 too) only with probability $1 - p$, $p \in [0, 1]$, and has a plus before $W_n$ (i.e. equal to Lindley’s recursion) with probability $p$. For this recursion, the tail behaviour has been studied in Vlasiou and Palmowski (2009) under assumptions similar to the ones made in Korshunov (1997). To summarize, the qualitative picture emerging from that paper, the tail behaviour for the unified recursion with $p \in [0, 1]$ converges continuously to the results for Recursion 10 (i.e. if $p = 0$) for the heavy-tailed case, while it has a discontinuity for $p = 1$; for the so-called Cramér case, the result is reversed: the unified recursion is continuous for $p = 1$ and discontinuous for $p = 0$, while for the intermediate case (where $X$ is light tailed but does not satisfy the Cramér condition) the results for the unified recursion are continuous at both endpoints.

4.3.3 Time-dependent behaviour

It is well known that for Lindley’s recursion, the time-dependent waiting-time distribution is determined by the solution of a Wiener–Hopf problem (see, for example, Asmussen, 2003; Cohen, 1982). Recursion 10, though, regularly gives rise to generalized Wiener–Hopf equations. For example, in Vlasiou (2007) we have derived a generalized Wiener–Hopf equation for the density of the stationary waiting time, while Vlasiou and Zwart (2007) contains an integral equation for the generating function of the distribution of $W_n$ that is equivalent to a generalized Wiener–Hopf
equation, which cannot be solved in general. In Noble (1958) it is shown that such equations can sometimes be solved, but a general solution, as is possible for the classical Wiener–Hopf problem (arising in Lindley’s recursion), seems to be absent.

This makes it appear that Recursion 10 may have a more complicated time-dependent behaviour than Lindley’s recursion. However, a point we make in Vlasiou and Zwart (2007) is that this is not necessarily the case. Thus, Equation 11 is a rare example of a stochastic model which allows for an explicit time-dependent analysis. The reason is that, if $B_1$ has a phase-type distribution, we can completely describe Recursion 10 in terms of the evolution of a finite-state Markov chain.

We shall refrain from giving all results on the time-dependent behaviour of Recursion 10 or their differences from the classical Lindley recursion for the single-server queue, as these results have been well documented elsewhere (Vlasiou, 2007). Here, we simply list the major findings.

Other than deriving the time-dependent waiting time distribution for Recursion 10 under the assumption that the random variables $B_i$ are phase-type distributed, one can derive explicit expressions for the correlation between two waiting times. It results that the covariance function $c(k)$ between two waiting times with lag $k$ converges to zero geometrically fast in $k$. This is consistent with the fact that the distribution of $W_n$ converges geometrically fast to that of $W$ (cf. Vlasiou, 2005). One of the properties of $c(k)$ is that it is non-negative if $k$ is even and non-positive if $k$ is odd. If in addition, the random variable $X = B - A$ has a strictly positive density on an arbitrary interval, then the inequalities are strict. By contrast, the literature on the covariance function of the waiting times for the single-server queue seems to be sporadic. For the $G/G/1$ queue, Daley (1968) and Blomqvist (1968, 1969) give some general properties. In particular, in Daley (1968) it is shown that the serial correlation coefficients of a stationary sequence of waiting times are non-negative and decrease monotonically to zero.

As we have mentioned before, $\{W_n\}$, as given by Recursion 10, is a regenerative process; regeneration occurs at times when $W_n = 0$. Other transient results relate to the length of a generic regeneration cycle $C$. For Recursion 10, we do not need to resort to the usage of generating functions, as is necessary when analysing the corresponding quantity in Lindley’s recursion. Note that the interpretation of $C$ for the carousel model is completely different from the corresponding quantity for Lindley’s recursion. There, $C$ represents the number of customers who arrived during a busy period. In the carousel setting, $C$ represents the number of pauses a picker has until he needs to pick two consecutive orders without any pause. In this sense $C$ can be seen as a ‘non-busy period’.

4.4 The machine repair problem

When deriving Recursion 10, one of the main assumptions we have made, which led to this particular form for the equation, is that the picker is not allowed to pick two consecutive orders at the same carousel and must alternate between the two carousels.
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(thus picking all odd-numbered orders from one carousel and all even-numbered orders from the other). This condition is crucial. If we remove this condition, then under certain distributional assumptions, the problem turns out to be the classical machine repair problem, and certain analogies between these two models arise.

In the machine repair problem, there is a number of machines working in parallel (two in our situation, corresponding to the two carousels) and one repairman (corresponding to the picker), who serves the machines when they fail. The machines are working independently and as soon as a machine fails, it joins a queue formed in front of the repairman where it is served in the order of arrival. A machine that is repaired is assumed to be as good as new. The machine repair problem, also known as the computer terminal model (see, for example, Bertsekas and Gallager, 1992) or as the time-sharing system (see, e.g. Asmussen, 2003, p. 79; Kleinrock, 1976, section 4.11) is a well-studied problem in the literature. It is one of the key models to describe problems with a finite input population. A fairly extensive analysis of the machine repair problem can be found in Takács (1962, Chapter 5). In Vlasiou and Adan (2005) we compare the two models and discuss their performances.

The issue that is usually investigated in the machine repair problem is the waiting time of a machine until it becomes operational again. In the situation described in section 3 though, we are concerned with the waiting time of the repairman. It is quite surprising that although the machine repair problem under general assumptions is thoroughly treated in the literature, this question remains unanswered. In the machine repair problem the operating time of the machine is usually more valuable than the utilization of the repairman, which might explain why the classical literature has been mainly focused on performance measures related to the machines.

In Vlasiou and Adan (2005) the waiting time of the repairman is derived under the assumption that ‘rotation’ times follow a phase-type distribution, while ‘pick’ times are generally distributed. Moreover, it is shown that the random variables for the waiting time for the picker/repairman in the two models are not stochastically ordered. However, on average, the alternating strategy connected to the two-carousel model leads to longer waiting times for the picker, which readily implies that the throughput of the machine repair model is bigger. Furthermore, it is shown that the probability that the picker does not have to wait is larger in the two-carousel alternating system than in the machine repair (i.e. non-alternating) model one. This result is perhaps counterintuitive, as the inequality for the mean waiting times of the picker in the two situations is reversed. Regarding the relationship between the $i$th waiting time of the picker in the two-carousel alternating model (denote this by $W^A_i$), and that of the repairman in the machine repair problem (let this be given by $W^{NA}_i$), an immediate corollary of the results stated above is as follows.

**Corollary 2.** For all $i$, $\sum_{j=1}^i W^A_j \geq \sum_{j=1}^i W^{NA}_j$.

So, although the stationary random variables $W^A$ and $W^{NA}$ are not stochastically ordered, the partial sums of the sequences $W^A_i$ and $W^{NA}_i$ are. Moreover, a conjecture
stated in Vlasiou and Adan (2005) suggests that a direct application of the Karlin–Novikoff cut-criterion (cf. Szekli, 1995) leads to an increasing convex ordering, namely, the following conjecture.

**Conjecture.** For all increasing convex functions \( \phi \), for which the mean exists, we have that

\[
\mathbb{E}[\phi(W_{NA})] \leq \mathbb{E}[\phi(W_A)].
\]

4.5 Rendezvous networks and layered queues

The essence of layered queueing (a special case of which is rendezvous networks) is a form of simultaneous resource possession (Omari et al., 2007).

In its most simple form in computer science applications, in a rendezvous network, a task may serve requests in two rounds (phases) of service. In computer applications, tasks or applications may act both as customers that needs service from other tasks and as servers to other tasks too. As a naive example, think of an application that adds up numbers. It acts both as a server, accepting requests from other applications that need numbers added, and as a customer, requiring service from the central processing unit. One can imagine that tasks are ordered in several levels or layers. Tasks have directed arcs to other tasks at lower layers to represent service requests. A request from a task (client) to a lower layered task (server) may return a reply to the requester (a synchronous request or rendezvous). While in the first phase (i.e. in the rendezvous) the client is blocked and the server merely continues the thread of control of its client. However, in the second phase the client has an independent thread of control of its own. For example, Task A makes a request to Task B which then makes a request to Task C. While Task C is servicing the request from Task B, Tasks A and B are both blocked (Franks et al., 2009). Among the advantages of the rendezvous is efficiency, as it provides communication without the effort of buffer management and the message copying associated with asynchronous communication. However, some potential for concurrency is lost, and there may be performance-impairing bottlenecks when a key task spends long periods send-blocked (Neilson et al., 1995). Special approximations are needed to solve queueing models which contain a two-phase server because the second phase effectively creates a new customer in the queueing network, violating the conditions of product form queueing (Franks et al., 2009).

Distributed or parallel software with synchronous communication via rendezvous is found in client–server systems and in proposed open distributed systems, in implementation environments such as Ada, V, Remote Procedure Call systems, in Transputer systems and in specification techniques such as CSP, CCS and LOTOS. The delays induced by rendezvous can cause serious performance problems, which are not easy to estimate using conventional models which focus on hardware contention, or on a restricted view of the parallelism which ignores implementation
constraints. Stochastic rendezvous networks are queueing networks of a new type which have been proposed as a modelling framework for these systems. They incorporate the two key phenomena of included service and the second phase of service mentioned above. The main work on rendezvous networks focuses on mean value analysis and gives approximate performance estimates. This method has been applied to moderately large industrial software systems (Woodside et al., 1995).

A layered queueing network (LQN) model is a canonical form for extended queueing networks that represent layered service. In a layered queue a server, while executing a service, may request a lower layer service and wait for it to complete. Thus, in LQNs there exist entities that have a dual role; they act as servers to other entities of a lower layer and as customers to higher layered entities. The service time of the upper server includes the queueing delay and service time of the lower server, and this may extend through multiple layers. LQNs were developed for modelling software servers, with, for example, blocking remote procedure calls to lower layer software servers; however, it applies to any extended queueing network in which resource usages are nested, lower layer usages within higher layer usages (Omari et al., 2007).

The two-carousel model we have presented in section 3 is a layered queue, and in particular a rendezvous network. To see this, organize the system as follows. The items that are stored on the carousel and have to be picked comprise the lowest layer. Carousels are in the middle layer, while the picker is put in the highest layer. One may view the rotation time of a carousel as a first phase of service for the item that will be picked. The carousel (middle layer) acts in this case as a server. However, the second phase of service (the actual picking) does not necessarily happen immediately (rendezvous). The item might have to wait for the picker to return from the previous carousel (cf. Recursion 10). At this stage, the carousels act as customers waiting to be served by the higher layer, the picker. Thus, we see that each carousel acts both as a server (rotating items to the picking location) and as a customer (waiting until the picker completes his task before the carousel can resume its role as a server, bringing the next item to the picking location).

Layered systems are quite unknown outside the computer science community. For example, in Perel and Yechiali (2008) it is mentioned that ‘this paper presents a model, never studied before in the queueing literature, of a system of two connected queues where customers of one queue act as the servers of the other queue’ – a comment that may very well be valid outside the computer science literature. The analysis of Recursion 10, as it developed in Vlasiou et al. (2004), Vlasiou and Adan (2005, 2007), Boxma and Vlasiou (2007), Vlasiou and Zwart (2007), Vlasiou (2007), Vlasiou et al. (2009) as well as Perel and Yechiali (2008) are the only papers we are aware of that deal with LQNs using analytic and probabilistic tools, and admittedly all the aforementioned work on the two-carousel model had not made the connection between this model and layered queues.
4.6 Maximum weight-independent sets in sparse random graphs

However unusual it might be in queueing theory to encounter a non-increasing Lindley-type recursion, Recursion 10 appears in problems involving the computation of the distribution of the maximum weight of an independent set in a sparse random graph.

Consider an \( n \)-node sparse random \( r \)-regular graph (i.e. a graph selected uniformly at random from the set of all graphs on \( n \) nodes in which every node has degree \( r \)). An independent set is a set of nodes of the graph where no two nodes in the set are connected by an edge. Suppose that the nodes of the graph are equipped with some non-negative weights \( w_i \) which are generated independently according to some common distribution \( F_w \). One may be interested, for example, in the limits of maximum weight-independent sets and matchings in sparse random graphs for some types of i.i.d. weight distributions. Recursion 10 then corresponds exactly to the one related to the weight distribution in an 1-regular graph (see Gamarnik, Nowicki and Swirszcz, 2006). Moreover, if one considers \( r \)-regular graphs, then the corresponding recursion giving the weight distribution in this case is similar to the one corresponding to the waiting time of a picker serving \( r \) carousels (see Equation 19). The crucial difference in this case is in Equation 19 the random variables \( W_{n+1} \) and \( W_n \) appearing on the right-hand side of the recursion are not independent, while the corresponding variables in the recursion related to \( r \)-regular graphs are independent (see Gamarnik et al., 2006, equation 3). It would be interesting to investigate the connections between the research areas of warehouse logistics and graph theory.

5 Further research

5.1 Considering different item storage schemes

As mentioned in section 2, as of yet the case of independent uniformly distributed item locations is the only known scenario where the travel time can be evaluated analytically by applying a systematic mathematical approach. It is important to develop methods to obtain statistical characteristics of the travel time under more realistic assumptions on the item locations. As we discuss below in section 6.2, there are not many results in this direction in the literature. The non-uniform distributions of pick positions and especially the correlations between the items in an order lead to challenging mathematical problems. We believe that no feasible analytical solutions can be obtained in most of the realistic models. Thus, the problem calls for well-justified heuristics and efficient numerical methods.

5.2 Further topics in two-carousel problems

The model we have considered in section 3 applies to a two-carousel system that is operated by a single picker. Two-carousel systems have received some attention in the literature (cf. section 6.5), but many questions remain open. A line of research
is directed towards studying the performance of two-carousel systems under various storage-assignment policies (randomized or not), for various pick/travel time strategies and heuristics (sequential picking, nearest item heuristic, $m$-step strategies, etc.), for single- or dual-command cycles, and for open- and closed-loop strategies. Here, a single-command cycle assumes a single operation, such as only storage or only retrieval. In a dual-command cycle, a storage and a retrieval are combined to efficiently use the time of the operator. Furthermore, an open-loop strategy implies that the carousel remains stationary at the point where the last item was retrieved (awaiting the next order to be fed), while under the closed-loop strategy the carousel returns to a predefined point after the retrieval of an order is completed.

As explained in section 3, two-carousel systems differ in nature and in analysis from the corresponding one-carousel problems even when studied under the same assumptions on the various storage, pick, cycle and starting-point strategies that are followed. As two-carousel systems perform in broad terms better than single-carousel systems (Hwang et al., 1999), studying the expected increase in the throughput of the system can help answer questions of financial nature, such as whether the benefits from the increased throughput justify the increased cost of building and operating a two-carousel system.

### 5.3 Extensions to multiple carousels

The model discussed in section 3 can be extended to the case of multiple carousels as follows. For instance, consider the situation where a single picker operates three carousels. Apart from the number of carousels, all other characteristics of the model remain the same as in section 3. That is, we consider again an infinite queue of orders that need to be picked, we have again a rotation stage and a picking stage for each item. Moreover, as before, the picker serves all carousels cyclically. For three carousels, this leads to the recursion

\[ W_{n+2} = \max\{0, B_{n+2} - W_{n+1} - A_{n+1} - W_n - A_n\}, \]  

(19)

where now the variables appearing at the right-hand side are not independent of one another, as was the case for all variables appearing at the right-hand side of Recursion 10. We may assume for convenience that the sequences \( \{A_n\} \) and \( \{B_n\} \) are independent among them and between them. Furthermore, we note that the waiting times \( W_n \) and \( W_{n+1} \) are not independent. The state of the system can be modelled, e.g. as a two-dimensional Markov chain, where apart from the waiting time of the picker for the \( n \)th item that will be picked we also need to incorporate the remaining rotation time of the next carousel to be served. Evidently, if the rotation times are assumed to be exponentially distributed, the system (for three or more carousels) can be analysed explicitly by similar techniques as the ones applied in chapter 4 of Vlasiou (2006), although it is doubtful how realistic such an assumption is.
Naturally, if one considers a system with multiple carousels or stations, one can think about optimization questions. Namely, as the number of carousels increases, the waiting time of the picker is expected to decrease. After serving a long series of carousels cyclically, when you return to the beginning of the cycle, with high probability the item to be picked will have reached the origin. This implies that an item will have to wait for the picker at the origin more frequently than in the two-carousel system, which means that the throughput of a single carousel decreases. Intuitively, as the number of carousels increases to infinity, the utilization of the picker increases to one, while the throughput of each individual carousel decreases to zero. Given a setting, one might wonder how many carousels a single picker can operate so that we maximize both the throughput of the carousels and the utilization of the picker simultaneously.

5.4 Incorporating picking strategies to multiple carousel problems

The ultimate goal of the analysis of carousel systems is to provide a mathematical model that adequately describes the reality and, at the same time, can be efficiently evaluated either analytically or numerically. At the moment, the literature on a single carousel has advanced enough to characterize the travel time with great precision, at least for independent uniform item locations. However, as mentioned above, single-carousel models are more relevant from a practical point of view. The drawback is that such models tend to become extremely complex. Until now the studies of multiple carousel systems were either solely based on simulations or employed analytical models that involved simplifying assumption on the order-picking time. For instance, in section 3 we assumed that each order is collected within a random time that has the same distribution for each order. This is definitely a simplifying assumption because, for instance, the orders may differ in size, and as we saw in section 2, the distribution of the travel time depends on the number of items to be collected. Further literature on multiple carousels discussed in detail in section 6.5 also involves significant simplifications of the real-life situation.

In this respect, a major challenge for future studies is to develop a unified approach for rigorous studies of real-life automated storage and retrieval systems. Such an approach is expected to involve the methods proposed so far for single and multiple carousels. In sections 2 and 3 we presented well-developed methodologies for analytical studies of order picking in one and two carousel units. Thus, an important topic for further research is to combine these two problems in one integrated study of multiple carousel systems. One may hope to obtain interesting analytical results in this direction because of the analytical nature of both methodologies. However, the problems of combining these two settings are challenging. In section 2, we have seen that the travel time distribution can be of a complicated form, while the results in section 3 often rely on assumption such as exponential or phase-type pick times (recall that the travel time needed to pick all items corresponds to the pick time
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for orders aggregated in one item). In addition, as mentioned above, the travel time depends on the size of the order, while the technique of aggregating orders in one item has made use of the assumed independence between pick times and rotation times (while one might expect that in orders with multiple items, long travel times might be correlated with orders with multiple items and thus to shorter rotation times to the first item in the order). Eventually, one will have to resort to the development of reasonable algorithms rather than the derivation of exact distributions. In this respect, we emphasize again that algorithmic studies of realistic carousel models constitute an important part of further research.

5.5 Considering the order arrival process

It is also interesting to study whether single- or multiple carousel systems can be analysed in case there is an arrival process according to which the orders arrive. If orders arrive according to a Poisson process in front of the carousel, what can be said for the waiting time of the picker? This question can also be combined with a non-alternating system, where the picker serves the first carousel that has completed the rotation to the next item on that carousel that needs to be picked, or with Bernoulli-type requests, where the picker has to serve with a certain probability the ‘first’ carousel and with the complementary probability the ‘other’ carousel (potentially waiting for an item if none is present at the designated carousel). For each case, one should also consider the stability of the system in case the arrival rate of the orders is less than the throughput of the system with an infinite queue of orders.

5.6 Polling systems

A polling system is comprised of a number of customer queues that are served in an order by a single server. In the literature on polling systems, the polling system with two queues where at each queue the server serves exactly one customer before switching to the other queue is often referred to as the 1-limited alternating service model. The model described in section 3 is closely related to such polling systems. The two main differences are the existence of an extra stage, the rotation time of the carousel and the absence of an arrival process for the orders. In polling systems one deals with only one stage, which in the terminology of section 3 is represented by the picking stage. Extending the model of section 3 by introducing an arrival process of the orders as suggested above is equivalent to studying an 1-limited alternating service model with switch-over times between the stations (which can be seen as being equivalent to the rotation time towards the single item).

The polling model with two queues, Poisson arrivals and no switch-over times has first been studied by Eisenberg (1979), where the main question studied is the queue length distribution, as is often the case in the literature on polling systems. Eisenberg (1979) gives the generating function for the stationary joint distribution...
of the two queue sizes. Cohen and Boxma (1981) study the single-server queue with two Poissonian arrival streams and no switch-over times. The server handles alternatingly a customer of each queue if the queues are not empty and it is assumed that customers of the same arrival stream have the same service time distribution. It is shown that the determination of the joint queue length distribution at the departure epoch can be formulated as a Riemann–Hilbert boundary problem that can be completely solved for general service time distributions. Introducing switch-over times increases the complexity of the problem. In Boxma (1985), the analysis is extended to include switch-over times of the server between queues, under the restriction that both queues have identical characteristics. This work is further extended in Boxma and Groenendijk (1988), where the authors no longer request that both queues have identical characteristics. It is assumed that service times and switch-over times are generally distributed.

The literature on polling systems with alternating service is not limited to the references above but is rather extensive (for some references, see Groenendijk, 1990; Ibe, 1990; Ozawa, 1990). It seems, though, that the question regarding the waiting time of the picker for the 1-limited polling system with two carousels has not been considered outside the scope of Vlasiou (2006). Thus, introducing an arrival process for the orders in the model of section 3 complements the existing literature on polling systems and forms a challenging problem. The interesting feature then is that the switch-over time between two queues depends on the current picking time. Again, the results from section 2 can be incorporated into the model for adequate description of order-picking times.

An extension considered in polling systems is the \( k \)-limited service policy, where the server switches queues after having served at most \( k \) customers in one queue. For an extensive list of references on \( k \)-limited polling systems, see Van Vuuren and Winands (2006). The main focus of the existing literature is again on the queue length distribution of all stations. As the authors note in Van Vuuren and Winands (2006), ‘to this very day, not only hardly any exact results for polling systems with the \( k \)-limited service policy have been obtained, but also their derivations give little hope for extensions to more realistic systems’. It is worth considering the \( k \)-limited service discipline under the exact setting we have established in section 3, where now the focus is on the distribution of the waiting time of the server.

6 Literature overview

In the following, we classify the literature on carousels according to the main theme handled. This taxonomy allows for a better overview of the variety of the subjects examined. A crucial distinction is made between systems that involve a single carousel and systems with multiple carousels. The first four categories presented relate to single-carousel systems, while systems with multiple carousels are examined later on.
6.1 Storage

The performance of a carousel system depends greatly upon the way it is loaded and the demand frequency of the items placed on it. An effective storage scheme may reduce significantly the travel time of the carousel. Several strategies have been followed in practice to store items on a carousel. The simplest strategy is to place the items randomly on the carousel. Randomized policies have been examined extensively (Hwang and Ha, 1991; Litvak, 2001a) and various performance characteristics have been derived under the assumption that the items are uniformly distributed on the carousel.

One way to improve the throughput of a carousel system is to adopt a storage policy other than the randomized assignment policy. Ha and Hwang (1994) have studied what they call the ‘two-class-based storage’, which is a storage scheme that divides the items in two classes based on their demand frequency. The items with a higher turnover are randomly assigned to one continuous region of the carousel, while the less frequently asked items occupy the complementary region. The authors show by simulation that the two-class-based storage can reduce significantly the expected cycle time, both in the case where a cycle is a single pick or storage of an item (single-command cycle) and in the case where a cycle consists of the paired operations of storing and retrieving (dual-command cycle). The same authors in Hwang and Ha (1994) examine the effects of the two-class-based storage policy on the throughput of the system, and present a case where there is a 16.29% improvement of this policy over the randomized policy.

Another storage scheme is suggested by Stern (1986). Assignments are made using a maximal adjacency principle, that is, two items are placed closely if their probability of appearing in the same order is high. The author evaluates this storage assignment analytically by using a Markov chain model he develops.

The organ pipe arrangement for a carousel system is introduced in Lim, Bartholdi and Platzman (1985) and is proven to be optimal in Bengü (1995) and in Vickson and Fujimoto (1996) under a wide variety of settings. The organ pipe arrangement has been used widely in storage units, such as magnetic tapes (Bitner and Wong, 1979) and warehouses (Malmborg and Bhaskaran, 1990). This arrangement is based on the classical mathematical work of Hardy, Littlewood and Pólya (1952). Their concept is used in Bitner and Wong (1979) to minimize the expected distance travelled by an access head as it travels from one record to another. Various optimality properties of this arrangement have been proved (see, for example, Keane, Konheim and Meilijson, 1984 and references therein).

In carousel systems, the organ pipe arrangement places the item with the highest demand in an arbitrary bin, the items with the second and third highest demands in the bin next to the first one but from opposite sides, and sequentially all other items next to the previous ones, where the odd-numbered items according to their frequency are grouped together and placed next to one another in a decreasing order from the one side of the most frequent item (and similarly the even-numbered items...
are grouped together and placed on the other side). Figure 6 illustrates the organ pipe arrangement. The numbers at the top indicate the ranking of an item in a decreasing order of frequency.

Park and Rhee (2005) study the system throughput and the job sojourn times under the organ pipe arrangement, where independent one-item orders arrive according to a Poisson process. They explicitly quantified the gain of the organ pipe arrangement compared with random assignment and showed that this gain grows with the ‘skewness’ in the demand distribution.

Abdel-Malek and Tang (1994) study the travel times in carousels with $N$ bins and the organ pipe arrangement under the assumption that each order consists of one item and a sequence of orders forms a Markov chain: if the current order requires bin $p$ then the next order requires bin $q$ with probability $P_{pq}$. The objective is to find the optimal assignment, which minimizes the average travel time. Their extensive numerical experiments show that although the organ pipe arrangement is not optimal in this setting, it performs very close to optimality in a wide range of system parameters. The optimal solution in Abdel-Malek and Tang (1994) is determined by solving a quadratic assignment problem. The quadratic assignment problem is a well-known optimization problem on choosing an optimal permutation of $n$ coordinates of a vector $x=(x_1, \ldots, x_n)$ in order to minimize $xCx^T$, where $C$ is a cost matrix. Such problems have a long history, which started with the work of Koopmans and Beckmann (1957). Litvak (2006) shows by experimental studies and by providing asymptotic results for large orders that in general the optimal storage depends on the order size. Moreover, the organ pipe storage is disadvantageous when an order is large.

Fig. 6. Illustration of the organ pipe arrangement, where the upper numbers indicate the frequency ranking of an item.
Another question related to storage is about the number of items of each type that should be stored on the carousel in order to maximize the number of orders that can be retrieved without having to reload. This question is examined in Jacobs et al. (2000), where the authors propose a heuristic that yields a reasonable solution, the error of which can be bounded. This method has been improved by Yeh (2002), where a more accurate solution is obtained, and further on by Kim (2005), where it is observed that the heuristic described in Yeh (2002) does not always lead to the optimal solution. The author constructs an algorithm that yields the optimal solution. This algorithm is further improved in Li and Wan (2005). This line of research has been continued in the recent paper by Hassini (2008). In the formulation used in Jacobs et al. (2000), the author determines the optimal allocation. Along with exact optimal solutions for deterministic and stochastic demand, Hassini (2008) also provides heuristics that perform close to optimal.

6.2 Picking a single order

One of the most important performance characteristics of a carousel system is the total time to pick an order. The total time to retrieve all items of an order may be expressed as a sum of the total time that the carousel is travelling plus the total time that the carousel is stopped for picking. The latter is effectively the total pick time, and it is not affected by the sequence in which we choose to retrieve the objects. However, the total travelling time greatly depends upon the retrieval sequence. The analysis of the travel time under various strategies is, in general, a non-trivial problem. This problem, however, has been resolved for independent and uniformly distributed item locations (Litvak, 2001a), as we discussed in detail in section 2.

Various picking strategies have been proposed. Bartholdi and Platzman (1986) assume a discrete model and study the performance of an algorithm and three heuristics that determine an efficient, but not necessarily optimal, sequence of retrieving all items. A heuristic is a simpler, non-optimal procedure that is based on a specific strategy. The heuristic methods proposed are the nearest item heuristic, where the next item to be picked is always the one that is closer to the picker at any given moment, the shorter-direction heuristic, where the carousel chooses the shortest direction between the route that simply rotates clockwise and the route that rotates anti-clockwise, and the monomaniacal heuristic that always chooses to rotate to the right and pick items sequentially. The optimal retrieval algorithm that is presented enumerates all possible paths; therefore, it is guaranteed to find the quickest sequence in which to retrieve a single order.

In Bartholdi and Platzman (1986) the authors prove among other things that the travel time under the nearest item heuristic is never greater than one rotation of the carousel. Litvak et al. (2001) provide the upper bound of $1 - (1/2^n)$ full rotations, where $n$ is the number of items in the order, and show that the new upper bound is tight. Litvak and Adan (2001) obtained the distribution and the asymptotic properties of the travel time under the nearest item heuristic for uniformly
distributed independent item locations. These results, based on properties of uniform spacings, have been discussed in detail in sections 2.1 and 2.4. In Litvak et al. (2001), the first two moments of the travel time and the distribution of the number of turns are computed recursively by conditioning on the event that there is an empty space of size $x$ on one side of the picker’s current position. We presume that such methods may lead to the travel time distribution in some special cases with non-uniform item locations.

Another interesting picking strategy that has been already discussed in section 2.2 is the so-called $m$-step strategy, where the carousel chooses the shortest route among the ones that change direction at most once, and only do so after collecting at most $m$ items. In case of independent uniformly distributed item locations the average travel time under the $m$-step strategy is smaller than the one under the nearest item heuristic already for $m = 2$ (see Litvak and Adan, 2002). The results by Litvak and Adan (2002) on the $m$-step strategies have been presented in section 2.2. In an earlier paper, Rouwenhorst et al. (1996) apply analytical methods to study the case when $m \leq 2$. This means that the carousel changes direction after collecting at most two items. They interpret $m$-step strategies as stochastic upper bounds for the minimal travel time and present convincing numerical results on the excellent performance of such strategies.

Wen and Chang (1988) model the carousel as a discrete bidirectional loop and assume that the time to move between the bins of a shelf is not negligible. They propose three heuristic solution procedures and compare their performance. An earlier version of this work can be found in Wen (1986).

Ghosh and Wells (1992) model the carousel as a continuum of clusters and gaps, where a cluster is a segment on the circle that corresponds to a series of locations that have to be visited for the retrieval of an order, while a gap is the segment of the circle between two clusters. The authors develop two algorithms to find optimal retrieval strategies. In particular, to find an optimal path, they avoid a complete enumeration by noticing that a turn can never be made after covering more than one-third length of the carousel.

Stern (1986) studies properties of the optimal, i.e. minimal, picking sequence both for the open-loop strategy, where the carousel remains stationary at the point where the last item was retrieved (awaiting the next order to be fed), and for the closed-loop strategy, where the carousel returns to a predefined point after the retrieval of an order is completed. He formally shows that under the open-loop strategy the carousel will change its direction at most once when following the optimal picking sequence, while under the closed-loop strategy the carousel will turn at most twice. A recursive expression for the distribution of the minimal travel time needed to collect one order of $n$ randomly distributed items in the open-loop scenario is given explicitly by Litvak and Van Zwet (2004).

The case when the positions of the items in an order are dependent has not received much attention. One way to model these dependencies is described by Abdel-Malek and Tang (1994) who assume that the positions of successive items form a Markov
chain. In this setting, they study the performance of the organ pipe storage rule. **Stern** (1986) introduces correlations between items in an order by considering several order types, where each type corresponds to a fixed list of items. The work of **Wan** and **Wolff** (2004) focuses on minimizing the travel time for ‘clumpy’ orders, that is, orders concentrated on a relatively small segment of the carousel, and introduces the nearest endpoint heuristic for which they obtain conditions for it to be optimal. In this setting, one can no longer assume that the item locations are uniformly distributed. Moreover, there is clearly a strong dependence between items positions.

The model with non-uniform item locations reflects a relevant situation when some of the items are required more frequently than others. Most of the papers that assume distinct frequencies assume orders of one item (see, e.g. **Bengü**, 1995). An interesting work on non-uniformly distributed items is given by **Litvak** (2006), where the focus is on the length of the shortest rotation time needed to collect a single order when the order size is large and the item locations have a non-uniform continuous distribution with a positive density \( f \) on \([0, 1]\).  

### 6.3 Picking multiple orders

A popular strategy for reducing the mean travel time per order in carousel storage and retrieval systems is batching together a number of orders and then picking them sequentially. A **batch** is a set of orders that is picked in a single tour. Two consecutively picked items do not necessarily belong to the same order. An excellent literature survey by **Van den Berg** (1999) on planning and control of warehousing systems addresses this issue and the problems that arise if large batches are formed. Apart from the questions mentioned before, **Stern** (1986) also considers the performance of a carousel for a fixed set of order types (for example, big orders with many items, and small ones).

**Bartholdi** and **Platzman** (1986) are mainly concerned with sequencing batches of requests in a bidirectional carousel. They specify the number of orders to be retrieved (ignoring any new arrivals) and propose three heuristic methods to solve this static problem. Orders may be picked in any sequence (and not necessarily at the order they arrive), but picks within the same order are performed consecutively. They define the **minimum spanning interval**, which is the shortest interval containing all the items of an order and, by assuming that the picker always begins and finishes retrieving an order at one of the endpoints of this interval, they construct the shortest matching chain by ordering the orders accordingly. This procedure may fail to give an uninterrupted sequence in which to pick the orders; therefore, they propose the following heuristics. The first one, called the **hierarchical** heuristic, picks any order that happens to have a common endpoint with another order, and then travels clockwise until an unpicked endpoint is encountered, and repeats the procedure. The **nearest order** heuristic is practically an extension of the nearest item heuristic described earlier in the paper, as is the case with the **second monomaniacal** heuristic they propose. Under these heuristics, they obtain upper bounds for the travel time.
Ghosh and Wells (1992) assume that the orders have to be picked under a FIFO sequencing restriction, which means that the first order to arrive at the warehouse is the first order that will be picked, and so on. As the orders are retrieved in a FIFO fashion, the problem is reduced to finding how to retrieve each individual order so that the best overall retrieval is achieved. They develop an algorithm for the optimal retrieval path of \( n \) orders via dynamic programming, and show how to update dynamically the solution when new orders arrive.

Rouwenhorst et al. (1996) model the carousel as an M/G/1 queueing system, where the orders are the ‘customers’ that require service, and the service they get depends on the pick strategy that is followed. This approach permits the derivation of various queueing characteristics such as the mean response time and the waiting time when orders arrive randomly. The authors mention that the tight upper bounds for the mean response time can be further exploited to obtain also good approximations for excess probabilities of the response time.

Van den Berg (1996) assumes either a fixed or an arbitrary sequence of orders. When the sequence of the orders is given, he presents an efficient dynamic programming algorithm that finds an optimum path that visits all orders in the specified sequence. Furthermore, when there is no given order sequence, he simplifies the problem to a rural postman problem on a circle and solves this problem to optimality. The rural postman problem is the problem of finding the shortest route in an undirected graph which includes all edges at least one time. Van den Berg (1996) concludes that the obtained solution requires at most 1.5 revolutions more than a lower bound of an optimal solution to the original problem. Simulation results suggest that the average rotation time may be reduced up to 25% when allowing a free order sequence. Lee and Kuo (2008) formulate the problem of optimal sequencing of items and orders as a multi-travelling salesman problem. In the multi-travelling salesman problem, there are several salesmen in a home city, and each of the other cities has to be visited only by one salesman. Using this formulation, Lee and Kuo (2008) provide efficient heuristics for optimal picking of several orders consisting of multiple items.

6.4 Design issues

All research papers mentioned so far that deal with travel time models of carousel systems assume average uniform velocity of the carousel. In other words, the main assumption is that the carousel travels with constant speed and the acceleration from the stationary position (when a pick is performed) to its full speed, as well as the deceleration from the maximum speed to zero speed, are negligible factors when computing the travel time of the carousel. Guenov and Raeside (1989) give some empirical evidence that the error induced when neglecting acceleration and deceleration of an order-picking vehicle is indeed negligible. Thus, the problem of minimizing retrieval times can be considered to be equivalent to the problem of minimizing the average distance travelled by the carousel per retrieval.
Hwang, Song and Kim (2004), however, develop strategies for picking that take into consideration the variation in speed of the carousel. For unit-load automated storage and retrieval systems there are several travel time models that consider the speed profiles of the storage and retrieval robot. In Hwang et al. (2004) some relevant references are given. Unlike the unit-load automated storage and retrieval systems, almost all the existing travel time models for carousel systems assume that the effects of the variation in speed are negligible. In Hwang et al. (2004) the authors try to bridge this gap in the literature. They assume that the items are randomly distributed on the carousel and derive the expected travel time both in the case of a single command cycle and in the case of a dual command cycle. They verify the accuracy of the proposed models by comparing the results with the results directly obtained from discrete racks.

Egbelu and Wu (1998) study the problem of prepositioning the carousel in anticipation of storage or retrieval requests in order to improve the average response time of the system. Choosing the right starting point of a carousel in anticipation of an order is also referred as the dwell point selection problem. This strategy becomes relevant when the items are stored under the organ pipe arrangement. In this situation the dwell point should be chosen to be the location of the most popular item (see, e.g. Bengü, 1995).

Spee (1996) is concerned with developing design criteria for carousels. He states the basic conditions for designing an automatic order-picking system with carousels and comments on the optimal storage design. Namely, he is interested in finding the right number of picking robots and the right number and dimensions of a carousel so that the investment is minimized, provided that the size of the orders that need to be retrieved is given.

McGinnis et al. (1986) study some of the design and control issues relevant to rotary racks. A rotary rack is an automated storage and retrieval system that strongly resembles carousels. In fact, conceptually, a rotary rack is simply a carousel, where the only difference is that each level or shelf of this carousel can rotate independently of the others. The authors conclude that, while rotary racks appear to be a simple generalization of conventional carousels, the control strategies that have been shown effective for carousels do not appear to be as effective for these systems. Rotary racks can be viewed as a multiple carousel system (where each level is considered as a sub-carousel) with a single picker.

6.5 Problems involving multiple carousels

While almost all work mentioned in this section concerns one-carousel models, real applications have triggered the study of models involving multiple carousels. The study of such models is not as developed yet as the study of models involving a single carousel. The list of references that follows seems to be complete.

Perhaps the first academic study that investigates the performance of a system involving several carousels is that of Emerson and Schmatz (1981). The authors
N. Litvak and M. Vlasiou simulated the operation of the warehouse of Rockwell’s Collins Telecommunications Products. The system consists of 22 carousels, where each pair of carousels had a single-operator station (so there are in total 11 operator stations). The questions they are concerned with are how big the batch size of orders should be so as to complete the week’s work (which is used as a performance measure) and keep all operators busy, what happens when a carousel or a station is down and how is an overload or an imbalance (for example, unequal operator performance, unequal carousel loading or large orders) handled. In order to investigate potential solutions to these three imbalance conditions, the authors investigate two operating rules.

The first operating rule studies six different storage schemes with seven carousel pairs (and thus seven operators). It uses simulation models to study simple storage schemes such as random storage, sequential alternating storage and storage in the carousel with the largest number of openings. The aim in Emerson and Schmatz (1981) is to study the degree of carousel usage. The authors find that there is no significant difference between the carousel loads among the storage schemes. However, they do not treat the problem of optimally assigning items to carousel bins, and do not present any analytical models to help investigate the problem. The second operating rule they investigate is a floating operator. This is an operator who is trained to work at any station, and who is moving to different stations according to specific needs (for example, depending on the size of the queue at a particular station). They conclude that this solution seems advantageous for the purposes of the warehouse they investigate.

Koenigsberg (1986) presents analytic solutions for evaluating the performance of a single carousel, and discusses the ways in which this approach can be extended to a system involving two unidirectional carousels both served by a single robotic operator. The carousels are related only through the state of the robot, which means that each carousel is independent of the other except for the time it waits for an operation to commence (such as pick, storage or repair) because the robot is busy at the other carousel. The author concludes that under some conditions, it is often more advantageous to have two carousels of identical length instead of one carousel of double the length. Furthermore, going to three carousels of equal length (i.e. one-third of the length of the single carousel) will offer little further improvement.

Hwang and Ha (1991) study the throughput performance both of a single- and of a double-carousel system. Based on a randomized storage assignment policy, cycle time models are developed for single and dual commands. Furthermore, they examine the value of the information on the succeeding orders in terms of system efficiency, which may lead to better scheduling of the orders to be processed.

In a later work, Hwang et al. (1999) attempt to measure analytically the effects of double shuttles of the storage and retrieval machine (i.e. the robotic picker) on the throughput both of the standard and of the double-carousel system. Storage and retrieval machines with double shuttles are machines that have space for two items. Thus, for example, an item can be retrieved from the carousel and stored on one shuttle, while the other shuttle has an item that needs to be stored to the carousel.
After this item is stored, a second item can be retrieved from the carousel and placed on the empty shuttle. All these operations occur during a single cycle of the carousel operation. For the double-carousel system, a retrieval sequence rule is proposed which utilizes the characteristics of the two independently rotating carousels. From the test results, double shuttles are shown to have a substantial improvement over single shuttles. This improvement tends to be more prominent in the double-carousel system. Due to cost concerns, the authors note that an economic evaluation will be needed to justify the extra cost of double-carousel systems and double shuttles before implementing them in real-world situations.

Wen, Lin and Chang (1989) consider a system comprised of two carousels and a single retrieval machine. Their main assumption is that every order must be picked in a single tour, i.e. an order cannot be divided into two or more sub-tours. Batching orders together is also not allowed. They analyse the retrieval time and propose four heuristic algorithms for the scheduling sequence of retrieving items from the system to satisfy an order. Their method is an extension of the algorithm presented in Bartholdi and Platzman (1986) and Stern (1986).

Meller and Klote (2004) study the throughput of a group of several carousels, the so-called carousel pod. They use approximations to evaluate the order-pick time in one carousel and then evaluate the throughput of a pod by plugging in the average response times of each unit and modelling the pod of c carousels as a queueing system where 1/c picker operates one carousel. Further, they derive an approximation for the system’s throughput using a diffusion approximation by Gelenbe (1975) which was earlier applied by Bozer and White (1996) in the analysis of end-of-aisle order-picking systems.

Hassini and Vickson (2003) studied storage locations for items, aiming to minimize the long-run expected travel time in a two-carousel setting with a single picker. They assume that the products are available at all times (so as to be able to ignore possible delays due to lack of stock), and that orders are not batched; that is, the carousel system processes only single-item orders. This is applicable in situations where individual product orders are processed in a first-come-first-served policy, or when the next item to be retrieved is known only after the present one has been picked. The authors compare the performance of three heuristic storage schemes and a genetic algorithm (Goldberg, 1989) that for small-sized problems completely enumerates the solution space. They conclude that none of the heuristic approaches leads to a solution that outperforms the algorithmic solution they provide.

The same model is also studied by Park, Park and Foley (2003). As is the case in Hassini and Vickson (2003), in Park et al. (2003) the basic assumptions are that there is an infinite number of items to be picked and that an order consists of a single item. The authors, however, are not interested in storage issues. They further assume that the single operator, the picker, is alternately serving the two carousels. This may cause the picker to have to wait for an amount of time until the item at the carousel he is currently serving is rotated in front of him. They derive the distribution of the waiting time of the picker under specific assumptions for the pick
times. This allows them to derive expressions for the system throughput and the picker utilization.

The model presented in Park et al. (2003) has been extended further in Vlasiou et al. (2003, 2004), Vlasiou (2006), Vlasiou and Adan (2007), Vlasiou et al. (2009) by removing all assumptions related to the pick times or rotation times. In a related work, Vlasiou and Adan (2005), Vlasiou (2007), Vlasiou and Zwart (2007) have shown that the two-carousel model studied in Hassini and Vickson (2003) and Park et al. (2003) is equivalent to an alternating service queue, if one allows for rotation times with an infinite support. Some of these results have been presented in section 3.

Finally, we would like to mention that there is a huge amount of literature on automated storage and retrieval systems (see, e.g. the survey by Le-Duc, 2005). An extensive list of references has also been made available online by Roodbergen (2007).
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