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Abstract

This study compares the image classification system based on normalized difference vegetation index (NDVI) and Latent Dirichlet Allocation (LDA) using CIELab color moments as image descriptors. It was implemented for LANDSAT images classification by evaluating the accuracy values of classification systems. The aim of this study is to evaluate whether the CIELab color moments can be used as an alternatif descriptor replacing NDVI when it is implemented using LDA-based classification model. The result shows that the LDA-based image classification system using CIELab color moments provides better performance accuracy than the NDVI-based image classification system, i.e. 87.43% and 86.25% for LDA-based and NDVI-based respectively. Therefore, we conclude that the CIELab color moments which are implemented under the LDA-based image classification system can be assigned as alternative image descriptors for the remote sensing image classification systems with the limited data availability, especially when the data only available in true color composite images.
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Abstrak

Penelitian ini membandingkan 2 jenis sistem klasifikasi citra, yaitu sistem berbasis Normalized Difference Vegetation Index (NDVI) serta sistem berbasis Latent Dirichlet Allocation (LDA) menggunakan momen warna CIELab sebagai deskriptornya. Penelitian tersebut diimplementasikan untuk klasifikasi citra LANDSAT dengan mengevaluasi nilai akurasi dari kedua jenis sistem tersebut. Tujuan dari studi ini adalah untuk mengevaluasi apakah momen warna CIELab dapat digunakan sebagai deskriptor alternatif dari NDVI ketika diterapkan menggunakan model klasifikasi berbasis LDA. Hasil eksperimen menunjukkan bahwa sistem klasifikasi berbasis LDA menggunakan momen warna CIELab memberikan kinerja akurasi yang lebih baik dibandingkan sistem klasifikasi berbasis NDVI, dengan perbandingan nilai akurasi sebesar 87.43% untuk model klasifikasi berbasis LDA dan 86.25% untuk model klasifikasi berbasis NDVI. Oleh karena itu, dapat disimpulkan bahwa momen warna CIELab yang diimplementasikan pada sistem klasifikasi berbasis LDA dapat digunakan sebagai alternatif deskriptor untuk sistem klasifikasi citra penginderaan jauh pada saat data yang tersedia terbatas, khususnya ketika hanya citra true color composite yang tersedia.

Kata kunci: Normalized Difference Vegetation Index, CIELab, momen warna, Latent Dirichlet Allocation, LANDSAT, klasifikasi citra penginderaan jauh

1. Introduction

The success value of image classification process is influenced by the suitability of the used features and the domain of images to be classified. In remote sensing images, spectral values are widely used for remote sensing images classification systems [1], [2], [3], [4], [5], [6], [7]. This is because the spectral values of different materials reflect and absorb differently at different wave lengths. Thus, the objects on the earth surfaces can be easily differentiated by their spectral reflectance signatures.

Vegetation can be easily distinguished from other types of land cover by the high NIR (near infrared) but generally low visible reflectance. One of discriminative features for distinguishing
between vegetation area and non-vegetation area is NDVI (normalized difference vegetation index) which employs near infrared band and red (visible) band [2], [6], [8], [9].

However, the NDVI value can only be extracted when we have multispectral images; in particular, the availability of false color composite images. There are some types of these composite images. A common false color composite image for displaying a LANDSAT multispectral image is as follows:

- R = Band 4 (NIR Band)
- G = Band 3 (Red Band)
- B = Band 2 (Green Band)

Therefore, we propose the use of CIELab color space as an alternative feature of NDVI due to the limitation of data availability. In this study, we compare the accuracy value of an image classification system which employs CIELab color space in LDA-based image classification system and NDVI-based image classification system. The selection of LDA as a classification model since this model provides good performance for classifying land cover in another remote sensing image, IKONOS, compared to the other traditional classification models such as C4.5 and Naïve Bayes tree [10]. These systems are implemented for LANDSAT images.

This paper is organized as follows. In section 2, we will review the LDA-based classification model. Section 3 outlines the NDVI and CIELab color space. The experimental scenario and results is described in section 4. The conclusion of entire study will be explained in section 5.

2. LDA Based Classification Model

This section reviews LDA in general and then describes its implementation for image classification model.

2.1. LDA in General

LDA is a probabilistic latent space model in which each document is represented as a random mixture over a set of latent topics and each topic is represented as a distribution over a predefined and fixed vocabulary [11]. LDA can be seen in two ways, i.e. generative process and inference process. In this study, we implement LDA as inference process since we use this model for image classification process. It means that we implement LDA as inverse process of generative model, i.e. we learn a set of words in the corpus in order to identify the word distribution for each topic ($\phi$) and topic proportion for each document ($\theta$). A corpus consists of $D$ documents where each document consists of $N$ words. In order to overcome the existence of complex coupling latent variables which leads the LDA inference into an intractable process, we can implement the inference process using approximate posterior inference algorithms such as mean field variational methods [11], Gibbs sampling [12], and collapsed variational inference [13].

In this study, we implement Gibbs sampling algorithm. This algorithm updates each of the variables respectively based on the conditional probability of all other variables, although the joint probability distribution is unknown. The goal of the inference process is to compute the probability of topic $z$ given word $w$ for the entire data collection.

$$p(z|w) = \frac{\prod_{i=1}^{W} p(w_i, z_i)}{\prod_{i=1}^{W} \sum_{k=1}^{K} p(z_i = k, w_i)}$$ (1)

Gibbs sampling algorithm is used to compute the probability of topic $z_i$, being assigned to word token $w_i$ given all other topic assignments to all other words, full conditional probability $p(z_i = k | z_{-i}, w)$. This probability is used to simulate $p(z|w)$.

$$p(z_i = k | z_{-i}, w, \alpha, \beta) = \frac{p(z_i = k | w, \alpha, \beta) p(z_{-i} | w, \alpha, \beta)}{p(z_{-i} | w, \alpha, \beta)}$$ (2)

$$= \frac{n_{k,i}^{(i)} + \beta_t}{\sum_{k,i} n_{k,i}^{(i)} + \beta} \frac{n_{d,k}^{(k)} + \alpha_k}{\sum_{k} n_{d,k}^{(k)} + \alpha}$$ (3)

By the definition, we can compute the value of $\phi_k$ and $\theta_d$ as follows

$$\phi_k = p(w = t | z = k) = \frac{n_{r,k}^{(i)} + \beta_t}{\sum_{t} n_{r,t}^{(i)} + \beta_t}$$ (4)

$$\theta_d = p(z = k | d) = \frac{n_{d,k}^{(k)} + \alpha_k}{\sum_{k} n_{d,k}^{(k)} + \alpha}$$ (5)

Where $n_{r,k}$ is the number of words $w$ that are assigned to topic $z$ equals to $t$ that are assigned as topic $z$ equals to $k$, and $n_{d,k}$ is the number of words in document $d$ that are assigned as topic $z$ equals to $k$.
2.2. LDA for Image Classification

As mentioned before, we implement LDA as an inference process for image classification. There are two main processes in LDA-based image classification, i.e., training process and testing process. The aim of training process is to get the estimator for classification process, while the testing process is to classify and segment an image into vegetation and non-vegetation area. Training process consists of five steps, i.e.: 

2.2.1. Building the training data

Since the final purpose of our task is to classify an image into vegetation and non-vegetation area, then we build the training data which consist of 2 sets of images. The first set is sample of vegetation images and the second set is sample of non-vegetation images. Each set consists of 30 images in the form of 16 × 16 pixels image patch. These image patches are subsequently called as visual document.

2.2.2. Extracting visual features

In this study, we employ two image features including NDVI and CIELab color moments. These features were extracted over 4 × 4 pixels image patch which is called as visual words. The detail explanation of those features can be seen in the next section.

2.2.3. Generating visual vocabulary

The visual vocabulary is built using Gaussian mixture clustering from Bouman [14] and integrated visual vocabulary (IVV) as an approach. This approach is built as the union of all centroids obtained from the separate quantization process of each class.

2.2.4. Representing each visual document as Bag of Visual Words (BoVW)

Based on the visual vocabulary from previous step, we use K-nearest neighbor to represent each visual document as BoVW.

2.2.5. Learning data using LDA model

LDA learns the training data, a set of visual words, and the given input of hyperparameters $\alpha = \frac{50}{K}$ and $\beta = 0.01$, number of topics $K$, and number of iterations $T$, in order to get the words distribution for each topic and topic proportions for each document. Subsequently, the topic proportion for each class can be computed as a harmonic mean of topic proportion for each document of all visual documents in the respective class.

In testing process, the same steps as training process are applied including the feature extraction and BoVW representation process. The visual documents were generated using overlapping layout. Based on BoVW for each visual document, we can calculate the value of topic proportion for each visual document. The final task is to use Kullback-Leibler Divergence (KLD) [15] for comparing similarity of distribution between topic proportion each visual document in testing data and the estimator value, that is, topic proportion of each class from training data. The smallest value of KLD shows the most similar distribution. Majority vote was used to fuse the final classification results for each pixel which were obtained for each visual document class.

3. NDVI and CIELab Color Moments

As mentioned before, this study proposes the use of CIELab color moment as an alternative feature of NDVI for distinguishing vegetation and non-vegetation area. The following sub-section explains the NDVI and CIELab color moment in brief.

3.1. NDVI

NDVI was derived using formula as follows:

$$NDVI = \frac{R_{NIR} - R_{RED}}{R_{NIR} + R_{RED}}$$

Where $R_{NIR}$ is reflectance in the near infrared band and $R_{RED}$ is reflectance in the red band. In theory, NDVI value has range between -1.0 and +1.0. Non-vegetation areas such as clouds, barren, water, snow and ice give negative NDVI values, whereas positive values of NDVI indicate vegetated area [16].

3.2. CIELab

CIELab is a color space developed by CIE (Commission Internationale de L’Eclairage). This color space is linear to the visual perception and close to human vision [17]. CIELab consists of 3 color coordinates, i.e.: 

- $L^*$ coordinates
  It represents the lightness which shows grey level when $a^* = 0$ and $b^* = 0$. This coordinate has scale from 0 to 100, where 0 represents black and 100 represents white.

- $a^*$ coordinates
  This coordinate represents the red/green sensation and has scale from -127 to +127, where -
127 represents pure green and +127 represents pure red

- \( b^* \) coordinates

It represents yellow/blue sensation and also has the scale from -127 to +127, where -127 means pure blue and +127 means pure yellow.

The conversion of this color space requires intermediate conversion, that is, the conversion process of RGB image into XYZ color space. Based on the XYZ color space, the next step is to convert the XYZ color space into CIELab color space. Formally, it can be defined as follows:

\[
L^* = \begin{cases} 
116 \left( \frac{Y}{Y_n} \right)^{1/3} - 16, & \text{if } t > 0.008856 \\
903.3 \frac{Y}{Y_n}, & \text{if } t \leq 0.008856
\end{cases}
\]  

(7)

\[
a^* = 500 \left( f \left( \frac{X}{X_n} \right) - f \left( \frac{Y}{Y_n} \right) \right)
\]  

(8)

\[
b^* = 200 \left( f \left( \frac{Y}{Y_n} \right) - f \left( \frac{Z}{Z_n} \right) \right)
\]  

(9)

Where \( X, Y, Z \) are pixel values of each channel in XYZ color space. And the other variables are as follows:

\[
f(t) = \begin{cases} 
\frac{Y}{Y_n}, & \text{if } t > 0.008856 \\
7.787 t + 4, & \text{if } t \leq 0.008856
\end{cases}
\]  

(10)

\[
\begin{bmatrix} 
X_n \\
Y_n \\
Z_n 
\end{bmatrix} = \begin{bmatrix} 
0.950456 \\
1 \\
1.088754 
\end{bmatrix}
\]  

(11)

In this study, we use color moments as image descriptors including mean, standard deviation, and skewness [18]. While the illustration of CIELab color space is described as follow.

4. Experiments and Results

4.1. Experimental Setup and Scenario

Multispectral LANDSAT images were used as domain image for image classification. The training data consists of 60 images, including 30 images of vegetation and 30 images of non-vegetation, whereas the testing data consists of an image of 256 × 256 pixels. The following fig. 2 show the sample of original image.

![Fig. 2. Original Image and Its Ground Truth Classified Image](image)

The experiment was implemented using Matlab R2010a under Windows 7 – 64 bit and the hardware specifications are as follows:

- Intel Core i5-520M 2.40 GHz
- 8GB of memory (RAM)
- 500GB of hard disk drive

The main task of this study is to compare the accuracy value of LDA-based image classification system using CIELab color moments and NDVI-based image classification system.

4.2. Results and Analysis

The best result of LDA-based image classification system using CIELab color space is obtained for the following variable values, i.e. 5 for the number of topics and and 50 for the number of iterations. Figure 3 shows the samples of classified image under the previous setup. Whereas the result of NDVI-based image classification system for the same image is described in fig. 4.

![Fig. 3. Result of LDA-based image classification system using CIELab color moments](image)
Evaluation processes were performed by computing accuracy values for both LDA-based and NDVI-based classification system as shown in Table 1. The accuracy values were computed based on ratio between the number of correct classified pixels (pixel with the same label between classified image and ground truth image) and the number of pixels in an image, while overall accuracy value was computed as an average of all testing images accuracy values.

Table 1. Experimental results

| No | Overall Accuracy of Image Classification Systems |
|----|---------------------------------------------|
|    | LDA-based and CIELab Color Moments | NDVI-based |
| 1  | 87.43%                                   | 86.25%     |

Table 1 shows that the LDA-based using CIELab Color Moments gives better result than NDVI-based image classification system. This condition is influenced by the characteristics of CIELab color space which linear to the visual perception and close to human vision.

5. Conclusion

In this study, we proposed the used of CIELab color moment which is implemented under the LDA-based classification system for LANDSAT images as an alternative image descriptor to overcome the limitation of data availability when data only available in true color composite image. The classification systems are implemented to determine the vegetation and non-vegetation area. The results show that the used of CIELab color space under the LDA-based image classification system outperforms the traditional NDVI-based classification system by about 1.18%.
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