Abstract—Online social networks suffer from explosive user dynamics such as flaming that can seriously affect social activities in the real world because the dynamics have growth rates that can overwhelm our rational decision making faculties. Therefore, a deeper understanding of user dynamics in online social networks is a fundamental problem in computer and information science. One of the effective user dynamics models is the networked oscillation model; it uses a second-order differential equation with Laplacian matrix. Although our previous study indicates that the oscillation model provides us with a minimal but effective model of user interactions, there still remains the open problem as to the existence of a first-order fundamental differential equation that respects the structure of the original network. This paper fills in this gap and shows that, by doubling the dimension of the state space, we can explicitly but naturally construct a fundamental equation that fully respects the structure of the original network.

I. INTRODUCTION

The widespread adoption of information networks, has dramatically activated the exchange of information among individuals, and the dynamics of users in online social networks is beginning to have a major impact beyond online communities; social activities in the real world are being influenced. In particular, explosive user dynamics such as the flaming phenomenon that occurs in online social networks can spread far faster than human rational decision making can respond, which can cause major social unrest. Therefore, understanding the dynamics of online social networks in an engineering framework is an urgent and important issue.

Studies into the dynamics of online social networks have examined various models that reflect the diversity of characteristics of user dynamics. User dynamics that describe the adoption and abandonment of a particular social networking service (SNS) have been modeled by the SIR model, which is a traditional epidemiological model, and the irSIR model, which is an extension of that model [1], [2]. The consensus problem including user opinion formation is typical of the dynamics in online social networks [3], [4]. This is modeled by a first-order differential equation with respect to time using a Laplacian matrix that represents the social network structure. The differential equation used in this model is a sort of continuous-time Markov chain on the network. First-order differential equations with respect to time are also used in modeling of the temporal change of social network structure (how to link or to delink the nodes), and there are models that change in a continuous-time Markov chain [5]. In addition to theoretical modeling, user dynamics analysis based on real network observations has also been studied [6], [7].

This paper focuses on explosive user dynamics such as flaming, which is defined as the divergence of the intensity of user dynamics. Since both epidemiological models and continuous-time Markov chains on networks describe the transition to the final state (steady state), they cannot describe the divergence of the intensity. Moreover, it is difficult to clarify the structure of the theoretical model behind user dynamics from just an analysis of actual data. User dynamics in online social networks, including the explosive user dynamics, is generated by interactions between users. It is difficult to fully understand the details of interactions between users, but we can apply the concept of the minimal model; it models the simple interactions exhibited by a wide type of user interactions. Based on the minimal model, it has been proposed to apply the oscillation model on networks to describe user dynamics in online social networks [8]. In the oscillation model approach, network dynamics is described by the wave equation on networks. The oscillation energy of each node calculated from the oscillation model gives a generalization of node centrality and includes the conventional node centrality measures (degree centrality and betweenness centrality) [9], [10], [11] commonly used in network analysis [12]. Also, by considering that the occurrence of explosive user dynamics such as flaming in online social networks demonstrate the characteristic that the oscillation energy diverges with time, we can discuss appearance factors of explosive user dynamics in relation to the structure of the online social network [8].

This paper examines a fundamental equation [8] of the oscillation model on networks. The fundamental equation can explicitly describe the causal relation of the influence of the network structure on user dynamics. We give solutions to two major unresolved issues with the fundamental equation. Specifically, we derive all solutions of the wave equation from the fundamental equation and draw a concurrence between the link structure of the networks (represented by the fundamental equation) and that of the wave equation. Surprisingly, they are solved naturally and simultaneously.
II. Oscillation Model on Networks

This section briefly summarizes the oscillation model on networks according to [8].

Let \( G(V, E) \) be a simple directed graph (without self-loop and duplicated links) with \( n \) nodes representing a social network, \( V = \{1, \ldots, n\} \) denote the set of nodes, and \( E \) denote the set of links. Hereafter, node IDs are denoted by Roman characters \( 1 \leq i, j \leq n \) and the oscillation modes are denoted by Greek characters \( 0 \leq \mu, \nu \leq n - 1 \).

For a pair of adjacent nodes \( i, j \in V \), let us link weight of directed link \((i \rightarrow j) \in E \) be denoted by \( w_{ij} \), and define the adjacency matrix \( A = [A_{ij}]_{1 \leq i, j \leq n} \) as
\[
A_{ij} := \begin{cases} w_{ij}, & (i \rightarrow j) \in E, \\ 0, & (i \rightarrow j) \notin E. \end{cases}
\]

In addition, if the nodal degree of out-links from node \( i \) is given as \( d_i := \sum_{j \in \partial_i} w_{ij} \), the degree matrix \( D := \text{diag}(d_1, \ldots, d_n) \), where \( \partial_i \) denotes the set of out-neighbors of node \( i \). Finally, Laplacian matrix \( L \) is defined as \( L := D - A \).

Let \( n = (m_1, \ldots, m_n) \) denote a left eigenvector associated with the eigenvalue 0 of Laplacian matrix \( L \). We say that the directed graph is symmetrizable if and only if \( m_i > 0 \) for all \( i \in V \) and
\[
m_i w_{ij} = m_j w_{ji},
\]
for all pairs of adjacent nodes \((i \rightarrow j) \in E\). Hereafter, we denote the Laplacian matrix of a symmetrized directed graph as \( L_0 \). The Laplacian matrix \( L_0 \) can be transformed into a symmetric matrix \( S_0 \) by the similarity transformation using \( M := \text{diag}(m_1, \ldots, m_n) \), as
\[
S_0 := M^{1/2} L_0 M^{-1/2};
\]
\( S_0 \) and \( L_0 \) have the same eigenvalues. Furthermore, the eigenvalues are nonnegative and we sort them as
\[
0 = \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{n-1}.
\]

In addition, we choose the eigenvectors \( v_\mu \) of \( S_0 \) associated with \( \lambda_\mu \), in such a way that the eigenvectors form an orthonormal eigenbasis, \( v_\mu \cdot v_\nu = \delta_{\mu \nu} \).

Next, we consider a simple and universal interaction model among users through recourse to the concept of the minimal wave equation [8]. We assume that the state of node \( i \) at time \( t \) (representing a user in the online social network) can be described by a one-dimensional parameter, \( x_i(t) \). Also, it is assumed that the influence exists between adjacent nodes, such that they are influenced by the other’s state quantities and tend to harmonize. We specifically assume that the strength of the influence between a pair of adjacent nodes, \( i \) and \( j \), is proportional to the absolute value of the difference between their state quantities, \( [x_i(t) - x_j(t)] \). Then, the equation of motion (EoM) of state vector \( x(t) = ([x_1(t), \ldots, x_n(t)]) \) can be denoted as
\[
\frac{d^2}{dt^2} x(t) = -L x(t).
\]
This equation is called the wave equation on networks, and the above modeling is called the oscillation model on networks.

We can calculate the oscillation energy of the whole network from the solution, \( x(t) \), of EoM (2). In particular, if the social network is a symmetrizable directed graph, we can calculate the oscillation energy of each node from that of the whole network and, furthermore, the oscillation energy of each node gives a generalized notion of node centrality. Node centrality is a quantitative index indicating how important a particular node is in a network, and there are various different node centrality measures depending on the definition of importance used. The representative indices are the degree centrality and the betweenness centrality, but the oscillation model on networks gives a framework that can explain both indices in a unified manner. For example, if the weight of all links is 1, the oscillation energy for each node becomes the degree centrality for the non-biased usage condition of the network. Also, by taking the number of routes passing through a link (or the amount of passing traffic) as the link weight, the oscillation energy for each node gives an value related to the betweenness centrality, again for the non-biased usage condition of the network. In particular, the oscillation energy of each node can generalize the node centrality even in various network usage situations such as having a biased usage condition where a specific node is the information source [12].

If the social network is not symmetrizable, the oscillation energy of the whole network may diverge with time depending on the network structure. This corresponds to the phenomenon where the strength of the user dynamics activity on the network diverges, like flaming on online social networks. Since it is known that such divergence is not generated by symmetrizable directed graphs, the oscillation model on networks gives a model offers a generation mechanism of explosive user dynamics caused by the network structure [12].

III. Fundamental Equation of the Oscillation Model on Networks

This section briefly summarizes the fundamental equation of the oscillation model on networks according to [8].

We specifically consider the situation where the network is not symmetrizable, and can be decomposed into a symmetrizable and one-way link parts. We first discuss the difficulty in expressing the solution of the wave equation (4) as a product of the solutions arising from the decomposition. We then show that, by reducing the second-order differential equation (4) to a first-order equation, we can obtain a product-form solution that reflects the decomposition.

We start with the decomposition of Laplacian matrix \( L \) into the Laplacian matrix of symmetrizable directed graph, \( L_0 \), and that of a one-way link graph, \( L_1 \), as
\[
L = L_0 + L_1,
\]
where the one-way link graph is a directed graph that has at most only one-way links between nodes. The decomposition (3) is not unique and any directed graph can be decomposed as shown in (3). Since the non-uniqueness of the decomposition (3) leads to the selection of orthogonal bases in the state space through the choice of \( S_0 \), we can choose a convenient
The cause of the divergence in the oscillation energy is the influence of the one-way link graph, since the divergence of the oscillation energy is not inherent in symmetrizable directed graphs. In order to directly express the influence of a one-way link graph on a symmetrizable directed graph, let us rewrite the EoM using the coordinate system obtained by converting \( L_0 \) into a diagonal matrix. Let the orthonormal basis determined from \( S_0 \) based on the decomposition (3) be \( \{ v_0, \ldots, v_{n-1} \} \). By using the orthogonal matrix \( P := [v_0, v_1, \ldots, v_{n-1}] \), \( L_0 \) can be diagonalized as

\[
\Lambda_0 := P S_0 P = P \left( M^{1/2} L_0 M^{-1/2} \right) P,
\]

where \( \Lambda_0 = \text{diag}(\lambda_0, \ldots, \lambda_{n-1}) \). Let us define \( \psi(t) := t P M^{1/2} x(t) \) and \( \Lambda_1 := P \left( M^{1/2} L_1 M^{-1/2} \right) P \). Then, the EoM (2) can be transformed into

\[
\frac{d^2 \psi(t)}{dt^2} = -\Lambda \psi(t) = -(\Lambda_0 + \Lambda_1) \psi(t)
\]

where \( \Lambda := \Lambda_0 + \Lambda_1 \).

The solution of the wave equation (4) for \( \Lambda_1 = 0 \) (null matrix) is easily obtained. In order to explicitly describe the causal relation of the influence of \( \Lambda_1 \), it is preferable that the solution of (4) be cast in product-form; it consists of the solutions of the wave equations related to \( \Lambda_0 \) and \( \Lambda_1 \). Unfortunately, attempting the product-form solution of the wave equation (4) will not succeed. This is because the wave equation (4) is a second-order differential equation with respect to time, so the equation yields an extra cross term. Hence, to obtain a first-order differential equation with respect to time, we define the following matrix,

\[
\Omega^2 = \Lambda = \Lambda_0 + \Lambda_1.
\]

This means \( \Omega \) is the square root of matrix \( \Lambda \) and it is unique if we choose \( \Omega \) to be semi-positive definite. If we define \( \Omega_0 := \Lambda_0^{1/2} \), the square root matrix \( \Omega \) is decomposed as

\[
\Omega = \Omega_0 + \Omega_1.
\]

By using the diagonal matrix \( M \) that symmetrizes \( L_0 \) into \( S_0 \), the square root matrices \( \Omega_0 \) of \( L_0 \), and \( \Omega \) of \( L \) are defined, respectively, as

\[
\Omega_0 := M^{-1/2} \left( P \ Omega_0 \ P \right)^{1/2} M^{1/2},
\]

\[
\Omega := M^{-1/2} \left( P \ \Omega \ P \right) M^{1/2}.
\]

Also, we define \( \Omega_1 \) by using the decomposition

\[
\Omega = \Omega_0 + \Omega_1.
\]

Note that \( \Omega_1 \) is not the square root of \( L \).

By using the square root matrix \( \Omega \) of \( \Lambda \), we introduce the following two different wave equations:

\[
\begin{align*}
+ i \frac{d \psi^+(t)}{dt} &= \Omega \psi^+(t), \\
- i \frac{d \psi^-(t)}{dt} &= \Omega \psi^-(t).
\end{align*}
\]

The solutions of the wave equations (8) satisfy the following equation (double sign correspondence) as

\[
\frac{d^2 \psi^\pm(t)}{dt^2} = \pm i \Omega \frac{d \psi^\pm(t)}{dt} = -\Omega^2 \psi^\pm(t) = -(\Lambda_0 + \Lambda_1) \psi^\pm(t).
\]

This means that the solutions of the wave equations (8) solve the original wave equation (4).

Conversely, let us confirm that the solution of the wave equation (4) does not necessarily solve (8). For constants \( c^+ \) and \( c^- \), let us consider a linear combination of the solutions of the two different equations (8), \( c^+ \psi^+(t) + c^- \psi^-(t) \). The linear combination solves (4)

\[
\frac{d^2 (c^+ \psi^+(t) + c^- \psi^-(t))}{dt^2} = i \Omega \frac{d (c^+ \psi^+(t) + c^- \psi^-(t))}{dt} = -\Omega^2 (c^+ \psi^+(t) + c^- \psi^-(t)) = -(\Lambda_0 + \Lambda_1) (c^+ \psi^+(t) + c^- \psi^-(t)).
\]

However, the linear combination satisfies neither of the equations in (8). This problem is discussed later.

Next, let us consider the possibility of the product-form solution of \( \psi^\pm(t) \) for the wave equation (8). The goal here is to write solution \( \psi^\pm(t) \) in product-form, i.e. \( \psi^\pm(t) = \Psi^\pm_0(t) \psi^\pm_1(t) \) by using solutions of the two wave equations with respect to \( \Omega_0 \) and \( \Omega_1 \). By choosing the initial condition of \( \Psi^\pm_0(0) = I \) (\( n \times n \) unit matrix), that is, \( \psi^\pm(0) = \psi^\pm_0(0) \), and by using the decomposition (6), we introduce the following differential equations:

\[
\begin{align*}
\pm i \frac{d \psi^\pm_0(t)}{dt} &= \Omega_0 \psi^\pm_0(t), \\
\pm i \frac{d \psi^\pm_1(t)}{dt} &= \left( \Psi^\pm_0(t) \right) \psi^\pm_1(t).
\end{align*}
\]

where \( \Psi^\pm_0(t) \) is the diagonal matrix with diagonals \( \psi^\pm_0(t) = (\psi^0_0(0; t), \psi^0_1(1; t), \ldots, \psi^0_{n-1}(n-1; t)) \), that is,

\[
\Psi^\pm_0(t) = \begin{bmatrix}
\psi^0_0(0; t) & 0 & \ldots & 0 \\
0 & \psi^0_1(1; t) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & 0 & \ldots & \psi^0_{n-1}(n-1; t)
\end{bmatrix}.
\]

From the initial condition \( \Psi^\pm_0(0) = I \),

\[
\Psi^\pm_0(-t) = \Psi^\pm_0(t)^{-1} = \Psi^\mp_0(t).
\]

For \( \psi^\pm_1(t) = (\psi^1_0(0; t), \psi^1_1(1; t), \ldots, \psi^1_{n-1}(n-1; t)) \), the structure of the product-form solution is expressed as

\[
\psi^\pm(t) = \Psi^\pm_0(t) \psi^\pm_1(t) = \begin{bmatrix}
\psi^0_0(0; t) & \psi^0_1(0; t) & \ldots & \psi^0_{n-1}(0; t) \\
\psi^1_0(0; t) & \psi^1_1(0; t) & \ldots & \psi^1_{n-1}(0; t) \\
\vdots & \ddots & \ddots & \vdots \\
\psi^0_{n-1}(n-1; t) & \psi^1_{n-1}(n-1; t) & \ldots & \psi^0_{n-1}(n-1; t)
\end{bmatrix}.
\]
By substituting $\psi^\pm(t) = \Psi_0^\pm(t) \psi_1^\pm(t)$ into the wave equations (8), and using the differential equations (9) and (10), and the relation (11), we obtain

$$\pm i \frac{d}{dt} \psi^\pm(t) = \pm i \frac{d}{dt} \Psi_0^\pm(t) \psi_1^\pm(t) = \left( \Omega_0 + \Omega_1 \right) \psi^\pm(t) = \Omega \psi^\pm(t).$$

This implies that the attempt to derive the product-form solution has succeeded.

Summarizing the above, the solution of the wave equation (8) is also the solution of the original wave equation (4) and can be expressed as the product-form solution with respect to $\psi_0^\pm(t)$ and $\psi_1^\pm(t)$. Therefore, the causal relation of the influence of the one-way link graph can be explicitly described.

From the above examination, the wave equations (8) that describe the causality of the oscillation dynamics can be considered as more fundamental than the original wave equation (4) (or the original EoM (2)). For this reason, we call the wave equations (8) the fundamental equations of oscillation dynamics on directed graphs. Similarly, the first-order differential equations with respect to time that the original EoM (2) can be rewritten into are

$$+i \frac{d}{dt} x^+(t) = \mathcal{H} x^+(t), \quad -i \frac{d}{dt} x^-(t) = \mathcal{H} x^-(t),$$

(12)

they are the fundamental equations that are mathematically equivalent to (8).

IV. FUNDAMENTAL EQUATION AND QUANTUM THEORY

Let us rewrite the fundamental equations (12) into a single equation.

First, we set the components of the $n$-dimensional vectors $x^+(t)$ and $x^-(t)$ as

$$x^+(t) = (x_1^+(t), x_2^+(t), \ldots, x_n^+(t)),$$

$$x^-(t) = (x_1^-(t), x_2^-(t), \ldots, x_n^-(t)).$$

By combining them, we define the new $2n$-dimensional vector $\hat{x}(t)$ as

$$\hat{x}(t) := (x_1^+(t), x_1^-(t), x_2^+(t), x_2^-(t), \ldots, x_n^+(t), x_n^-(t)).$$

Also, for Laplacian matrix $\mathcal{L}$, we define the following $2n \times 2n$ square matrix

$$\hat{\mathcal{L}} := \mathcal{L} \otimes E,$$

(13)

where $E$ denotes the $2 \times 2$ unit matrix and $\otimes$ denotes Kronecker product [13], which is, for $\mathcal{L} = [\mathcal{L}_{ij}]_{1 \leq i,j \leq n}$,

$$\hat{\mathcal{L}} = \begin{bmatrix}
\mathcal{L}_{11} E & \mathcal{L}_{12} E & \cdots & \mathcal{L}_{1n} E \\
\mathcal{L}_{21} E & \mathcal{L}_{22} E & \cdots & \mathcal{L}_{2n} E \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{L}_{n1} E & \mathcal{L}_{n2} E & \cdots & \mathcal{L}_{nn} E
\end{bmatrix},$$

In order to express both $\mathcal{L} = \mathcal{H}^2$ and $\mathcal{L} = (-\mathcal{H})^2$ simultaneously, the square root $\hat{\mathcal{H}}$ of $\hat{\mathcal{L}}$ is defined as

$$\hat{\mathcal{H}} = \hat{\mathcal{L}} \otimes \begin{bmatrix} 1 & 0 \\
0 & -1 \end{bmatrix}.\quad (14)$$

$\hat{\mathcal{H}}$ satisfies $\hat{\mathcal{L}} = \hat{\mathcal{H}}^2$.

By using the above $2n$-dimensional notations, the components of the fundamental equations (12) can be expressed as the one equation of

$$i \frac{d}{dt} \hat{x}(t) = \hat{\mathcal{H}} \hat{x}(t).\quad (15)$$

It is worth to note that this equation has essentially the same structure as the Dirac equation found in relativistic quantum theory [8], [14].

V. PROBLEMS WITH THE FUNDAMENTAL EQUATION OF THE OSCILLATION MODEL

The two expressions of the fundamental equations (8) and (12) are mathematically equivalent and they can be transformed into each other by using a simple linear transformation. On the other hand, there are two crucial problems with the fundamental equation (12) as listed below.

- The solutions of the fundamental equation (12) are also solutions of the original wave equation (2). Unfortunately, the converse is not true, as shown in Sec. III. If we are to claim that the fundamental equation (12) is really fundamental, it should be possible to derive all solutions of the original wave equation (2) from the fundamental equation (12).

- The square root matrix $\mathcal{H}$ of the Laplacian matrix that is appeared in the fundamental equation (12) does not reflect the structure of social networks described by the Laplacian matrix $\mathcal{L}$. Since it is unacceptable in practice to hypothesize some direct relationships between nodes where links do not exist in the social network structure described by the Laplacian matrix, the Laplacian matrix $\mathcal{L}$ and its square root matrix $\mathcal{H}$ should have completely identical link structures.

Here, we describe the latter problem via an example. The figure on the left of Fig. 1 shows an example of a social
network structure. For the Laplacian matrix $\mathcal{L}$ describing the left figure, the figure on the right describes link structure of the square root matrix $\mathcal{H}$ of $\mathcal{L}$. Even if the structure of a social network is sparse, the link structure of its square root matrix is a complete graph, in general. This means that some direct relationships exist between all users yielding an unacceptable situation. Conversely, if we give $\mathcal{H}$ as a sparse matrix, $\mathcal{L}$ is also sparse. However, their link structures are not identical, in general, which is also an unacceptable situation.

To solve these problems at the same time, we discuss the following proposition in the next section.

**Proposition 1.** By utilizing one advantage of the structure of the $2n$-dimensional wave equation (15), the following two properties hold simultaneously:

- The fundamental equation can generate all solutions of the original wave equation (2), and
- the matrix $\hat{\mathcal{H}}$ appearing in the fundamental equation can be chosen so that its link structure completely matches the link structure represented by the Laplacian matrix.

VI. **FUNDAMENTAL EQUATION REFLECTING SOCIAL NETWORK STRUCTURE**

As shown in (14), the square root matrix $\hat{\mathcal{H}}$ of $\hat{\mathcal{L}} := \mathcal{L} \otimes E$ is chosen not as a semi-positive definite matrix, so the choice of $\hat{\mathcal{H}}$ is not unique. The first attempt utilizes this degree of freedom of the choice to yield matching link structures, $\hat{\mathcal{H}}$ and $\hat{\mathcal{L}}$.

First, we decompose $\mathcal{H}$ into diagonal matrix $\mathcal{H}^{(d)}$ and the other matrix $-\mathcal{H}^{(a)}$, which has only non-diagonal components, as

$$\mathcal{H} = \mathcal{H}^{(d)} - \mathcal{H}^{(a)}.$$  

Since $\mathcal{H}^2 = \mathcal{L}$ and

$$\mathcal{H}^2 = (\mathcal{H}^{(d)} - \mathcal{H}^{(a)})^2 = (\mathcal{H}^{(d)})^2 - \mathcal{H}^{(d)} \mathcal{H}^{(a)} - \mathcal{H}^{(a)} \mathcal{H}^{(d)} + (\mathcal{H}^{(a)})^2,$$

the link structures of both $\mathcal{H}$ and $\mathcal{L}$ are identical, if $(\mathcal{H}^{(a)})^2 = 0$. In order to realize this relation, we consider the following $2n \times 2n$ matrix

$$\hat{\mathcal{H}}^{(a)} = \mathcal{H}^{(a)} \otimes \frac{1}{2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}.$$  

The $2 \times 2$ matrix used here exhibits nilpotency and so has the following property

$$\begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}^2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},$$

so $(\hat{\mathcal{H}}^{(a)})^2 = 0$.

Let this nilpotent $2 \times 2$ matrix be $X$; by choosing a certain $2 \times 2$ matrix $Y$, we introduce

$$\hat{\mathcal{H}} = \mathcal{H}^{(d)} \otimes Y - \mathcal{H}^{(a)} \otimes X.$$  

Here, we consider the possibility of whether or not the following relation is realized:

$$\hat{\mathcal{H}}^2 = \mathcal{L} \otimes E.$$  

From the expansion of $\hat{\mathcal{H}}^2$, we obtain

$$\hat{\mathcal{H}}^2 = (\mathcal{H}^{(d)} \otimes Y - \mathcal{H}^{(a)} \otimes X)^2$$

$$= (\mathcal{H}^{(d)})^2 \otimes Y^2 - (\mathcal{H}^{(d)} \mathcal{H}^{(a)} \otimes (YX)$$

$$- (\mathcal{H}^{(a)} \mathcal{H}^{(d)} \otimes (XY) + (\mathcal{H}^{(a)})^2 \otimes X^2$$

$$= (\mathcal{H}^{(d)})^2 \otimes Y^2 - (\mathcal{H}^{(d)} \mathcal{H}^{(a)} \otimes (YX)$$

$$- (\mathcal{H}^{(a)} \mathcal{H}^{(d)} \otimes (XY)).$$

Therefore, the sufficient condition for $\hat{\mathcal{H}}^2 = \mathcal{L} \otimes E$ can be written as

$$Y^2 = E, \quad XY = YX = E, \quad X^2 = O.$$  

Here, the second condition implies $Y = X^{-1}$, but it is known that no nilpotent matrix has an inverse. Thus we cannot choose $Y$ that satisfies the condition (17).

The next step is to relax the condition $Y = X^{-1}$. As one example that satisfies the following relation

$$Y^2 = E, \quad X^2 = O,$$

let us consider the following matrix [15]

$$\hat{\mathcal{H}} := \mathcal{H}^{(d)} - \mathcal{H}^{(a)}$$

$$= \mathcal{H}^{(d)} \otimes \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} - \mathcal{H}^{(a)} \otimes \frac{1}{2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}.$$  

The corresponding fundamental equation is expressed as

$$\frac{d \hat{x}(t)}{dt} = \hat{\mathcal{H}} \hat{x}(t)$$

$$= \left( \mathcal{H}^{(d)} \otimes \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} - \mathcal{H}^{(a)} \otimes \frac{1}{2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix} \right) \hat{x}(t).$$  

Here, we obtain

$$\hat{\mathcal{H}}^2 = (\mathcal{H}^{(d)})^2 \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} - (\mathcal{H}^{(d)} \mathcal{H}^{(a)} \otimes \frac{1}{2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}$$

$$- (\mathcal{H}^{(a)} \mathcal{H}^{(d)} \otimes \frac{1}{2} \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix} + (\mathcal{H}^{(a)})^2 \otimes \frac{1}{2} E$$

$$= (\mathcal{H}^{(d)})^2 \otimes E - (\mathcal{H}^{(d)} \mathcal{H}^{(a)} + \mathcal{H}^{(a)} \mathcal{H}^{(d)}) \otimes \frac{1}{2} E$$

$$- (\mathcal{H}^{(d)} \mathcal{H}^{(a)} - \mathcal{H}^{(a)} \mathcal{H}^{(d)}) \otimes \frac{1}{2} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$  

Fig. 1: Link structures and link weights described by Laplacian matrix $\mathcal{L}$ and its square root matrix $\mathcal{H}$
So, if $H^{(d)} H^{(a)} = H^{(a)} H^{(d)}$, that is, $H^{(d)}$ and $H^{(a)}$ are commutable (the order of product of matrices is commutable), we obtain the relation $H^{2} = \mathcal{L} \otimes E$. However, the commutation relation does not hold in general, and it is limited to the case when $H^{(d)}$ is proportional to the unit matrix $I$.

From the above discussion, it can be seen that for a general Laplacian matrix $H^{2} = \mathcal{L} \otimes E$ cannot be satisfied while matching the links actually present. Conversely, in order to match the link structures of $2n \times 2n$ matrices $\mathcal{H}$ and $\hat{\mathcal{L}}$, we can recognize that two solutions of the fundamental equations (12) should be mixed by the influence of the third term of the right-hand side of (21). Expressing such a mixture of solutions yields the benefit of expressing the fundamental equation (15) by using a $2n$-dimensional vector and a $2n \times 2n$ square matrix.

Halting the attempt to realize $H^{2} = \mathcal{L} \otimes E$. We aim to reproduce the original equation of motion by pursuing the benefit of expressing the fundamental equation as a $2n$-dimensional vector. Here, as discussed in Sec. III, remember that the solutions of the wave equations (8) and that of the original equation of motion (4) are not the same. The solutions of the wave equations (8) are always the solution of the original equation of motion (4), but the linear combination of the solutions of the two different wave equations (8) is also a solution of (4). Therefore, no problem is created if $H^{2}$ mixes the solutions of the two fundamental equations (8) even if they have different signs; on the contrary, it is a desirable situation.

From the fundamental equation (20), the second derivative of $\tilde{x}(t)$ is written as

$$\frac{d^{2}}{dt^{2}} \tilde{x}(t) = -\frac{d}{dt} \hat{H} \tilde{x}(t) = -\hat{H}^{2} \tilde{x}(t) = -\left( (H^{(d)})^{2} \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} - (H^{(d)} H^{(a)} + H^{(a)} H^{(d)}) \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} - (H^{(a)} H^{(a)} - H^{(a)} H^{(d)}) \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right) \tilde{x}(t).$$

By extracting the differential equations for $x^{+}(t)$ and $x^{-}(t)$, we obtain

$$\frac{d^{2}}{dt^{2}} x^{+}(t) = -\left( (H^{(d)})^{2} - \frac{1}{2} (H^{(d)} H^{(a)} + H^{(a)} H^{(d)}) \right) x^{+}(t),$$

$$\frac{d^{2}}{dt^{2}} x^{-}(t) = -\left( (H^{(d)})^{2} - \frac{1}{2} (H^{(d)} H^{(a)} + H^{(a)} H^{(d)}) \right) x^{-}(t),$$

Here, by adding both sides of the differential equations (23) and (24), we obtain

$$\frac{d^{2}}{dt^{2}} (x^{+}(t) + x^{-}(t)) = -\left( (H^{(d)})^{2} - H^{(d)} H^{(a)} \right) (x^{+}(t) + x^{-}(t)).$$

This equation corresponds to the original equation of motion (2). In addition, the solutions $x^{+}(t)$ and $x^{-}(t)$ of the fundamental equations satisfy, respectively, the same fundamental equation even if multiplied by a constant, so equation (25) shows that the linear combination of the solutions of the fundamental equations (20) is also the solution of the original equation of motion (2).

From the above, by setting the fundamental equation to (20), it is possible to not only perfectly match the link structures between nodes represented by $\hat{H}$ and $\mathcal{L}$, but also generate all solutions of the original equation of motion (2).

The correspondences of $H$ to the Laplacian matrix $\mathcal{L}$, the adjacency matrix $\mathcal{A}$, and the degree matrix $\mathcal{D}$ are obtained as

$$\mathcal{L} = (H^{(d)})^{2} - H^{(d)} H^{(a)},$$

$$\mathcal{A} = H^{(d)} H^{(a)},$$

$$\mathcal{D} = (H^{(d)})^{2}.$$ (26)

More specifically, we obtain the simple relations of $H^{(d)} = \text{diag} \left( \sqrt{d_{1}}, \ldots, \sqrt{d_{n}} \right)$, and, since $H^{(a)} = (H^{(d)})^{-1} \mathcal{A}$, $H^{(a)} = [H^{(a)}]_{i,j \leq n}$ is obtained by

$$H^{(a)}_{i,j} := \begin{cases} \frac{w_{ij}}{\sqrt{d_{i}}}, & (i \to j) \in E, \\ 0, & (i \to j) \notin E. \end{cases}$$ (28)

Incidentally, the existence of simple relations (27) and (28) is due to the selection of the nilpotent matrix $\begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}$. If we choose the nilpotent matrix of $\begin{bmatrix} 1 & -1 \\ 1 & -1 \end{bmatrix}$, the adjacent matrix is obtained as $\mathcal{A} = H^{(a)} H^{(d)}$, and the relations are complicated. This is because it complicates the use of the property of the Laplacian matrix that the row sum is zero.

Figure 2 shows an example of social network structures of $\hat{L}$ and $\hat{H}$.

VII. CONCLUSIONS

The two key remaining problems with the fundamental equation (12) of the oscillation model on networks have been solved. One is the problem that the solutions of (12) (20) do not represent all the solutions of the original wave equation.
(2), and the other is that the link structures expressed by $\mathcal{H}$ and those expressed by $\mathcal{L}$ do not coincide.

This paper examined solutions to the latter problem and clarified that the two problems can be solved naturally and simultaneously. The constraints of the matching the link structures of $\mathcal{H}$ and $\mathcal{L}$ while keeping the characteristic of modeling that clearly describes the causality of the fundamental equation (8) is retained by considering the wave equation (15) as a $2n$-dimensional vector. By utilizing one advantage of the structure of $2n$-dimensional wave equation (15), the solutions of the fundamental equations (12) mix naturally and generate the solutions of the original equation of motion (2) of the $n$-dimensional vector, so solving the fundamental equation (20) gives all solutions of (2). While $\hat{\mathcal{H}}^2 \neq \hat{\mathcal{L}} := \mathcal{L} \otimes E$, $\hat{\mathcal{H}}$ is not the square root matrix of $\hat{\mathcal{L}}$, the following $n \times 2n$ matrix

$$I \otimes (1, 1) = \begin{bmatrix} 1 & 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 1 & 1 \end{bmatrix},$$

can be used to obtain

$$(I \otimes (1, 1)) \hat{\mathcal{H}} \hat{x} = \mathcal{L} x. \quad (29)$$

where $(I \otimes (1, 1)) \hat{x} = x$.
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