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ABSTRACT

The use of synthetic (or simulated) data for training machine learning models has grown rapidly in recent years. Synthetic data can often be generated much faster and more cheaply than its real-world counterpart. One challenge of using synthetic imagery however is scene design: e.g., the choice of content and its features and spatial arrangement. To be effective, this design must not only be realistic, but appropriate for the target domain, which (by assumption) is unlabeled. In this work, we propose an approach to automatically choose the design of synthetic imagery based upon unlabeled real-world imagery. Our approach, termed Neural-Adjoint Meta-Simulation (NAMS), builds upon the seminal recent meta-simulation approaches. In contrast to the current state-of-the-art methods, our approach can be pre-trained once offline, and then provides fast design inference for new target imagery. Using both synthetic and real-world problems, we show that NAMS infers synthetic designs that match both the in-domain and out-of-domain target imagery, and that training segmentation models with NAMS-designed imagery yields superior results compared to naïve randomized designs and state-of-the-art meta-simulation methods.
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1 Introduction

A well-known challenge of modern high-capacity recognition models, such as deep neural networks (DNNs), is their need for large quantities of training data. This is a major problem for tasks involving overhead (e.g., satellite) imagery due to the costs to purchase and label the imagery. Furthermore, there is tremendous variability in real-world overhead imagery (e.g., due to geography, weather, time-of-day, imaging hardware, and more), making it costly to capture in a dataset. Despite their tremendous benefits for the research community, recent benchmark datasets of overhead imagery (e.g., DSTL [1], DeepGlobe [2], and Inria [3]) encompass just a few geographic locations and environmental conditions. As a result, these datasets still capture a small fraction of real-world visual variability, and DNNs trained on these datasets have been found to perform unpredictably, and usually poorly, on new collections of overhead imagery [3–6]. This limitation greatly undermines their value to researchers and real-world users.

In this work we explore the use of synthetic overhead imagery to address this problem. Synthetic imagery is captured using a virtual camera operating in a virtual world, where the designer can control the scene content and environmental conditions. By systematically varying the camera properties, scene content, and environmental conditions it is possible
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Figure 1: Overview of the meta-simulation problem formulation: the goal is to estimate the target design parameters and generate realistic synthetic images in the target domain for augmenting the training of a downstream task model.

to rapidly capture large quantities of imagery. Furthermore, because we have all information about the camera and the scene, we can also automatically generate a variety of high-quality ground truth annotations, such as full pixel-wise segmentation of scene content and objects, or image depth maps. Such annotations are often expensive or impracticable to collect. For these reasons, synthetic imagery potentially offers a fast and cost-effective means to collect large quantities of diverse training imagery for DNNs. Due to these potential benefits, interest in synthetic imagery has grown rapidly in recent years, and a large number of studies have demonstrated that it is beneficial for training DNNs on a variety of tasks [6–20], including those involving overhead imagery [6–11].

One major obstacle to the success of synthetic imagery is the sim-to-real gap [21, 22], which refers to systematic visual dissimilarities between the synthetic and real-world imagery. A large body of research has been focused on overcoming this gap [19–24]. The majority of this work has focused on overcoming so-called appearance gaps, which refers to gaps caused primarily by limitations in the graphics engine that affect low-level imagery features, such as shading and texture [23, 24]. Relatively less attention has been given to overcoming the content gap, which refers to differences in scene content between the virtual world and real-world scenes - these gaps then result in significant visual differences between the imagery. Content gaps can include differences in the types of objects in the scene, their material composition (which often affects object texture and color), and their spatial arrangement [21]. Content gaps can be overcome through careful manual design, however this is costly and time-consuming [6]. Furthermore, the design process must generally be repeated for each new context, or visual domain, one wishes to perform well upon. This has led to the recent development of meta-simulation models which aim to (semi-) automate the design of the virtual world, mitigating one of the major limitations of synthetic imagery [21, 22, 25–34].

1.1 Meta-simulation

Meta-simulation methods attempt to optimize the design parameters of the simulator (which primarily influence the virtual scene content) in order to generate synthetic images that look similar to those in a set of unlabeled target imagery, as illustrated in Fig. 1. We can then use the synthetic imagery for training a task model to perform well on the target unlabeled imagery. Solving the meta-simulation problem is difficult because we must simultaneously infer the types of content in the scene, their spatial arrangement and quantity, and their material composition - a vast search space. The optimization process is made more difficult because simulators are typically complex and non-differentiable black-box functions, and may also have non-ordinal categorical input parameters.

Despite these challenges, a variety of meta-simulation methods have been proposed in recent years [21, 22, 25–34]. In these seminal works, the authors demonstrated that meta-simulation can be used to infer appropriate design parameters, as well as improve the accuracy of recognition models trained on the resulting synthetic data. However, most of this existing work has focused upon natural imagery, which exhibits some important differences with respect to overhead imagery. First, there exist simulation engines for natural imagery that are computationally fast, and produce relatively realistic synthetic imagery (i.e., a low sim-to-real visual gap). By contrast, publicly-accessible simulators for overhead imagery are substantially slower, and exhibit a relatively large sim-to-real visual gap (see Sec. 2.1). Another important distinction is that natural imagery is relatively easy to collect, and it is therefore often abundant. By contrast, overhead imagery is costly to collect, and is often limited in quantity for novel target domains.
Due to these differences, many existing meta-simulation methods are not directly applicable to overhead imagery (see Sec. 2.2) and there has been little work investigating meta-simulation specifically for overhead imagery. The authors in [21] and [22] demonstrated the effectiveness of several meta-simulation methods on overhead imagery - one of which, termed Meta-Sim2 (MS2) - we also investigate here. However these works only tested on synthetic target imagery (as opposed to real imagery), and did so on simplistic scenes with limited variability. As a result, it is unclear how well their methods would perform on more complex and realistic synthetic imagery, as well as real-world imagery.

1.2 Contributions of this work

In this work we perform the first investigation of meta-simulation for real-world overhead imagery. We compare three meta-simulation methods: two existing methods, and one novel method. Given the unique challenges of overhead imagery, we found that two existing methods were well-suited for the overhead imagery meta-simulation task (see Sec. 2.2): direct regression (DR) [26], and MS2 [22]. DR is a relatively simple approach that has recently been applied to meta-simulation [26], and is suitable for overhead imagery. MS2 [22] recently achieved state-of-the-art performance, outperforming its predecessor Meta-Sim [21] on several meta-simulation tasks.

We evaluated these two meta-simulation methods on several controlled experiments in which we isolate and examine the impact of two major real-world factors on meta-simulation models: (i) the presence of sim-to-real design gaps, and (ii) the presence of sim-to-real appearance gaps.

As is presented in Fig. 2 regarding (i) a design gap is the remaining content gap between the optimal synthetic scene design and the content in the real-world target imagery. As is mentioned in Sec. 1 meta-simulation models aim to reduce the content gap by optimizing the design of virtual scene. However, in real applications, the content gap is unlikely to be completely eliminated. This may occur, for example, if the target imagery contains a rooftop with a texture that cannot be perfectly matched by any available to the meta-simulator. Therefore, there is a “gap” between the designs available to the meta-simulator and those present in the target scene. Given the variety of real-world scenes, design gaps are likely present whenever meta-simulating on any real-world target imagery. In these cases, the meta-simulator will ideally identify the design that results in synthetic imagery that is visually most similar to the real-world imagery.

The second factor is the presence of a sim-to-real appearance gap, which are typically low-level gaps that cannot be (directly) influenced or reduced by the meta-simulator’s effectiveness, and as we show, tend to make meta-simulation much more challenging. Significant sim-to-real gaps are present in current synthetic overhead imagery simulators, and therefore this is an important factor to consider when evaluating meta-simulation models.

We incrementally introduce the two aforementioned factors into our meta-simulation problems in order to isolate their impacts on the meta-simulation models. Our experiments reveal that existing meta-simulation approaches work relatively well when there are no sim-to-real gaps, however, both MS2 and DR degrade, to varying degrees, as these gaps are introduced. Most importantly, both methods perform much more poorly when applied to real-world overhead imagery, which we hypothesize exhibits both significant appearance and design gaps. MS2 - a state-of-the-art meta-simulation method - also suffers from several additional limitations. First, it requires a large number of simulations
Meta-Simulation for the Automated Design of Synthetic Overhead Imagery

each time meta-simulation is performed, which quickly becomes impracticable if meta-simulation must be repeated (e.g., for unique collections of target imagery). This cost is exacerbated if the simulator is relatively slow, as is the case in overhead imagery. These limitations are described in greater detail in Sec. 3.2 and 3.3.

To address the limitations of existing approaches, we propose Neural-Adjoint Meta-Simulation (NAMS), which is more effective for meta-simulation on real-world overhead imagery, and has better computational complexity. NAMS relies upon training a DNN to model the simulator, yielding a differentiable function that relates synthetic imagery to its design. Using this model, we can then use gradient descent to rapidly search for design parameters that yield synthetic imagery that match some given target imagery. NAMS is therefore amortized: it still requires an initial random sampling of simulations to perform meta-simulation, however, this simulation process only needs to be done once, after which NAMS can be used to rapidly perform design inference for new domains. In our experiments we find that NAMS outperforms MS2 (and DR) when using the quantity of simulations required by MS2 for just a single meta-simulation. The contribution of this work is briefly summarized below:

1. A performance comparison of modern meta-simulation techniques for overhead imagery tasks. We compare the effectiveness of several meta-simulation models for complex and challenging synthetic and real-world overhead imagery. To our knowledge we are the first to evaluate meta-simulation methods for real-world or (complex) synthetic overhead imagery.

2. We investigate the behavior of meta-simulation methods under several important real-world scenarios. We show that meta-simulation methods perform very differently depending upon whether (i) there is an appearance gap between the synthetic and real-world imagery, and (ii) whether the target imagery is within the design space of the simulator.

3. Neural-Adjoint Meta-Simulation (NAMS), a novel meta-simulation model. NAMS achieves similar performance to other existing methods, but it is better-suited to the challenges of meta-simulation in overhead imagery. In particular, it performs better on real-world overhead imagery, and scales much better with the number of unique meta-simulation tasks that must be performed.

The remainder of this paper is organized as follows: Section 2 discusses related work; Section 3 discusses the meta-simulation problem formulation and the existing methods; Section 4 discusses the proposed NAMS methodology; Section 6 and 7 discuss our experiments and results; and Section 8 presents our conclusions.

2 Related work

2.1 Training models with synthetic data

The exploration of synthetic training data as an alternative to real-world dataset collection and annotation has grown rapidly in recent years. Synthetic training data has been studied for a variety of tasks, such as segmentation and planning in driving [12, 13, 35–39], indoor scene segmentation [4, 15, 40–44], robotic control [45–48], optical flow estimation [49, 50], home robotics [51–53], surveillance system design and evaluation [17, 18, 54], and more.

Synthetic overhead imagery has also been recently explored for object detection [7–11] and segmentation [6], respectively. In this work, we adopt the Synthinel-1 simulation approach [6], because it is the only method thus far that features a research-accessible simulator, and software to aid the generation of synthetic overhead imagery. However, as is stated in [6], it takes approximately 1 minute to create 36 synthetic overhead images, covering 1 square km of the ground on a standard desktop, which is substantially slower than processes employed for synthetic natural imagery generation. Please refer to [6] for more details about the simulator. In this work, the downstream task is building segmentation, and the main challenge is to choose building features that are appropriate for real-world target imagery. This is a challenging problem because of the substantial domain gap (noted in [6]), and the substantial visual variability in buildings across different geographic regions.

2.2 Meta Simulation Methods

Many meta-simulation methods are presented as solutions of the aforementioned meta-simulation task [21, 22, 27, 34], however, most of them cannot be directly applied to our meta-simulation task on overhead imagery, due to three major unique properties of overhead imagery with respect to natural imagery: the presence of discrete and non-ordinal design parameters (e.g., selection of textures from a bank); the absence of labels in the target domain; and the large sim-2-real visual gap between synthetic and real overhead imagery. We next summarize existing methods, and how each are rendered ineffective or inapplicable due to these factors.
In [25], a neural network with an encoder-decoder structure is used to learn the design parameters from target images, however, the networks are designed for continuous parameters and do not support discrete/categorical parameters natively, which may be impractical in real-world overhead imagery applications. In [26], a searching method is implemented, to iteratively decide whether the given parameters are higher or lower than the true parameters in the target data, and shift the parameters to approach the target parameters. However, for categorical parameters, there is no intrinsic ordering to different categories, and such a method also does not work for categorical parameters.

In [34], [33], Reinforcement Learning (RL) strategies are adopted for the searching of the target design parameters, with a bi-level optimization problem formulation. The lower level optimizes the variables in the downstream model, given the synthetic data generated with certain design parameter values, while the upper level optimizes the design parameter values, by maximizing the performance of downstream algorithms over a validation target dataset. RL techniques are applied to solve the aforementioned non-differentiable optimization. However, these methods rely on a set of labeled target data to form a validation dataset, which is very likely not available in real-world overhead imagery applications.

Other RL-based methods do not rely on labeled target data [30, 32], where adversarial learning strategies are applied. Discriminators are trained to measure the difference between synthetic data and the target data. The design parameter values are then optimized by maximizing the capability to fool the discriminator, to avoid maximizing a validation loss. Therefore, these methods rely on only unlabeled target data for training the discriminator. However, as is discussed in [21], learning with discriminators is known to suffer from mode collapses. Besides, due to the large sim-to-real gap in the overhead imagery applications, discriminators can easily distinguish synthetic image and real world target images, making the learning of the parameters fail due to vanishing gradients.

There are some existing methods that are potentially applicable to overhead imagery. One such method is direct regression (DR) [26], where a CNN model is used to directly infer design parameters from images. The model is trained using a set of synthetic images, paired with their corresponding design parameters. We include this method in our experiments because it is applicable, and to demonstrate that such a simple and straightforward approach does not work well on real-world overhead imagery. Another class of applicable approaches evaluate the difference between synthetic data and the target data by using hand-crafted distance metrics between synthetic and real-world imagery (as opposed to learned adversarial distances) and hence [21, 22, 27–29]. For example, Maximum Mean Discrepancy is used in [21] and feature distribution matching is used in [22]. Among these methods, MS2 [22] recently achieved state-of-the-art performance and therefore we include it in our experiments. We use our experiments to demonstrate that both DR and MS2 suffer from unique limitations that undermine their performance on real-world overhead imagery. Additionally, MS2 exhibits computational properties that make it scale poorly to multiple target domains, which is discussed further in Sec. 3.2.

2.3 The Neural Adjoint

The Neural-Adjoint (NA) is a recently-proposed method to solve ill-posed inverse problems [55], which is an extension of other similar methods (e.g., [50, 57]). Our meta-simulation task can be framed as an ill-posed inverse problem, where we observe some data, and then we must identify some hidden parameters (e.g., design parameters) that will give rise to the observed data. In [55] the NA achieved superior overall performance compared to other contemporary approaches on a benchmark of nonlinear inverse problems, and therefore we adopt it here.

3 Problem Setting and Existing Methods

In this section we define the meta-simulation problem, and introduce some existing methods utilized in our experiments. In our context, the goal of meta-simulation is to train some type of supervised recognition model (e.g., segmentation, object detection) for overhead imagery, denoted $y = f_{\gamma}(x)$, where $x$ is some input image, $y$ are the labels corresponding to the imagery (e.g., pixel-wise labels, or object bounding boxes), and $\gamma$ represents the model parameters (e.g., weights of a DNN). We assume the availability of some set of labeled \textit{source domain} data $(X^S, Y^S) = \{(x^S_i, y^S_i)\}_{i=1}^N$ that can be used to infer $\gamma$ (i.e., train the task model). It is assumed that $x^S_i \sim p^S$, where $p^S$ is the distribution of the source domain imagery. We then wish to apply our trained model, $f_{\gamma^*}$, to a collection of unlabeled \textit{target domain} imagery $X^T = \{x^T_i\}_{i=1}^N$ where $x^T_i \sim p^T$, where $p^T$ is the target domain distribution. We assume in general that $p^S \neq p^T$ so that the trained model is likely to perform poorly when applied to predict the labels for any $x^T_i \in X^T$.

This scenario arises frequently in remote sensing applications where we wish to apply a trained model to new imagery that was collected under different conditions than the training imagery: e.g., a novel geographic locations, weather conditions, times-of-day, and imaging hardware. Recent research has indicated that such differences across image collections often cause significant reductions in the performance of DNNs, even when using a large and diverse training dataset [31, 39].
One strategy to overcome this problem is to generate a set of synthetic imagery that resembles the target domain imagery, and then use it to help train $f_t$, so that it performs better when applied to $X^T$. More formally, assume that we have some set of synthetic data $(X^G, Y^G) = \{(x_i^G, y_i^G)\}_{i=1}^N$ that has been generated by some process, denoted $G(d, \zeta)$, where $(x_i^G, y_i^G) = G(d_i, \zeta_i)$ and $d_i \sim p^d$ and $\zeta_i \sim p^\zeta$. Here $G$ refers to a simulation engine for generating synthetic imagery, and $d \in D$ encodes the contents of the synthetic imagery that is provided to the simulator: e.g., the objects in the scene, their locations, and their appearance. We call $D$ the design space, encompassing all scene content that we can control. Note that $d$ may be composed of continuous or discrete values, or a mixture. The distribution $p^d$ therefore controls the properties of the synthetic data, and must be set by the designer. The vector $\zeta$ models the properties of the synthetic imagery that vary randomly each time synthetic imagery is generated, but that are not controlled by $d$. For simplicity we will often omit $\zeta$ when discussing $G$, since it is usually immaterial.

Recent work has demonstrated that synthetic overhead imagery can be highly beneficial for training recognition models for overhead imagery [6–11], e.g., when training on an augmented dataset $(X^S, Y^S) \cup (X^G, Y^G)$ [6][10][11]. However, choosing $p^\zeta$ is costly and time-consuming task that greatly undermines the value of the synthetic data. The goal of meta simulation is to automatically infer a setting of $p^\zeta$ that maximizes the effectiveness of the resulting set of synthetic imagery, only using the unlabeled target domain data, $X^T$.

### 3.1 Challenges and Modeling Strategies

Existing meta-simulation models generally work by trying to align the distribution of the synthetic imagery, denoted $p^G$, with the distribution of the target domain imagery $p^T$. Mathematically, they generally try to solve the following optimization problem

$$p^{d*} = \arg \min_{p^d} \mathcal{L}(p^G, p^T)$$

(1)

where $p^{d*}$ is the distribution of $d$ that minimizes the difference, measured by $\mathcal{L}$ between the synthetic and target data distributions. Note that $x^G = G(d)$ where $d \sim p^d$, and therefore $p^G$ depends directly upon $p^d$, the distribution of $d$, which is controlled by the designer.

This is a challenging optimization problem due to several factors. First, it is difficult to model $p^G$ and $p^T$ due to the high dimensionality of the imagery. Then alignment of the distributions is difficult because $p^G$ depends upon $d$ through the function $G$, which is a complex and non-differentiable function, which may also be computationally costly to evaluate. Finally, some properties of the synthetic imagery vary randomly due to $\zeta$, making it unlikely to achieve a perfect alignment of distributions, and adding noise to any estimates of the distributions or their alignment.

To simplify the meta-simulation problem, recent methods extract lower-dimensional features of the imagery using a pre-trained DNN [21][22], such as the ResNet model [58]. In this case $x^T$, $x^S$, and $x^G$ above would represent feature vectors of imagery, rather than the original imagery. These substitutions can be made without any loss of generality in the problem description, or descriptions of the methods.

### 3.2 Meta-Sim2 (MS2)

MS2 [22] was proposed as an improvement to the Meta-Sim method [21]. MS2 models $p^\zeta$ with different statistical assumptions depending on the type of variable $d$, for example, the authors use a multinomial distribution for categorical values of $d$, which has the advantage that it has continuous distribution parameters, denoted $\theta$. They then approximate $p^G$ and $p^T$ using kernel density estimation, with the approximations denoted by $\hat{p}^G$ and $\hat{p}^T$, respectively. Then the authors formulate the optimization in Eq. (1) as

$$\min_{\theta} KL[\hat{p}^T || \hat{p}^G],$$

(2)

$$\min_{\theta} \mathbb{E}_{x^G \sim p^G} [\log \hat{p}^G(x^G) - \log \hat{p}^T(x^G)],$$

(3)

where $\mathbb{E}$ represents the expectation operator, and $KL$ represents the Kullback-Leibler divergence between the two distributions. Using the relationship that $x^G = G(d)$ and $d \sim p^d$ we can rewrite the loss as

$$\min_{\theta} \mathbb{E}_{d \sim p^d} [\log \hat{p}^G(G(d)) - \log \hat{p}^T(G(d))],$$

(4)

This objective is still difficult to optimize because of the (non-differentiable) simulation engine, $G$, present in its computation. To optimize this objective the REINFORCE estimator is utilized, whereby the gradient of the loss in Eq.
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The authors use $N = 500$ to obtain an accurate estimate of the gradient, which must be simulated with $G$ with $d \sim \hat{p}^T$ using the current estimate of $\theta$. Once the gradient is obtained, it is used to adjust $\theta$, and the kernel density estimation is used to re-estimate $\hat{p}^G$. This process is repeated until convergence of the loss in Eq. (4). In \cite{22} the authors used 200 iterations. A major drawback of MS2 is its computation time, due to the number of simulations that must be run per iteration of gradient descent. Furthermore, this process must be repeated each time meta-simulation must be performed (e.g., if a new domain is encountered). For this reason MS2 scales poorly with the number of meta-simulation runs. These problems are further exacerbated if the simulator is relatively slow, such as in the case of overhead imagery. Collectively these problems make MS2 computationally intensive for overhead imagery applications.

In Section 7.4 we provide a comparison of computation time between different meta-simulation methods considered in this work.

One other important limitation of this approach is its dependence upon kernel density estimates for $\hat{p}^T$, which requires a large number of samples of real imagery from the target domain (e.g., $N = 500$ in \cite{22}), which may not always be available due to the cost of overhead imagery.

### 3.3 Direct Regression (DR)

Another way to solve Eq. (1) is to infer the appropriate design for each $x^T_i \in X^T$ independently, resulting in a collection of designs, given by $D^T = \{d_i(x^T_i)\}$, where each $d_i \in D^T$ corresponds to one target domain instance. The designs in $D^T$ can then be used to estimate $p^T$, or be sampled directly to generate synthetic training imagery. This is the approach taken by direct regression (DR), which has been previously applied in \cite{26}.

In direct regression we train a model of the form $d = f^\text{DR}_\lambda(x)$ that directly predicts the design of a given image. This model is trained using a collection of $N^{\text{DR}}$ randomly-sampled synthetic training imagery, $D^{\text{DR}} = \{(G(d_i), d_i)\}_{i=1}^{N^{\text{DR}}}$ where $d_i \sim U$. Here $U$ is a uniform distribution over $D$, the domain of $d$, so that $D^{\text{DR}}$ is representative of all possible designs, and therefore the trained regression model will be accurate for all possible designs within the design space. The regression model is then trained to satisfy the following objective

$$\min_{\lambda} \mathbb{E}_{d \sim U}[\mathcal{L}(f^\text{DR}_\lambda(G(d)), d)],$$

where $\mathcal{L}$ is some loss function. In this work we use mean-squared error for the loss, and we estimate the expectation in Eq. (6) using $D^{\text{DR}}$. As discussed in \cite{3}, $x$ in this case represents features of imagery extracted from a pre-trained DNN, rather than raw imagery, to reduce the dimensionality of the problem. We use a DNN for $f^\text{DR}_\lambda$.

This approach has the advantage that it relies upon training a standard regression model, making the training process relatively simple and fast. Furthermore, it only requires one initial collection of synthetic imagery for training, rather than requiring large quantities of simulation each time a new domain is encountered like MS2. However, this approach has the limitation that it can make highly inaccurate predictions if the real-world target imagery is visually novel compared to the synthetic training imagery \cite{26}. This can occur, for example, if there are (low-level) visual domain gaps between the synthetic and real-world imagery, or if the real-world imagery contains content that cannot be instantiated with the the simulator, $G$.

### 4 Neural-Adjoint Meta-Simulation (NAMS)

Neural-Adjoint Meta-Simulation (NAMS) combines the advantages of DR and MS2 into a single model. Similar to DR, NAMS only needs to be trained once, after which it can be applied to rapidly infer designs for new target domains. NAMS also only requires a few target domain images to infer a design (e.g., we use 9 images in our experiments). However, NAMS is more robust than DR to visual gaps between the synthetic and real-world imagery, leading to much better design inference on real-world problems. As we show in Sec. 7 DR can fail unpredictably and dramatically, while MS2 and NAMS can perform more reliably.

**Model Overview.** A diagram of NAMS is presented in Fig. 3 (top), where the functions $E$, $P$, and $D$ are all DNN with parameters given by $\theta_E$, $\theta_P$, and $\theta_D$ respectively. A major obstacle of meta-simulation is the black-box graphics
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Figure 3: Overview of NAMS in two stages: in the training stage, mappings between continuous embedding $z$ and the design $d$ using network $E$ and $D$ are trained, together with an adjoint neural network $P$, by using synthetic data $d$ and $x^G(d)$; in the searching stage, the target continuous embedding $z^*$ is searched based on the target data $x^T$ and the corresponding design $d^*$ is reconstructed.

A second challenge of meta-simulation is the presence of discrete or non-ordinal entries of $d$, which can undermine gradient descent. To mitigate this problem, we learn a continuous embedding of the designs, denoted $z$, such that similar embeddings have similar-looking synthetic imagery. We use a stochastic embedding, where $z$ is sampled from a normal distribution with parameters that depend upon the $d$. Mathematically, we have $z \sim \mathcal{N}(\mu, \sigma)$ where $(\mu, \sigma) = E(d)$. In the NAMS model, we use $z = \mu + e \odot \sigma$, where $e \sim p_e$ is a normal random variable with diagonal covariance and the operator $\odot$ performs element-wise multiplication of two vectors, following [59]. The randomness of $z$ is intended to model visual features of the synthetic and real imagery that are not controlled by $d$, and therefore vary across imagery even while $d$ is fixed (e.g., the $\zeta$ parameter in Sec. 3).

When inferring the setting of $d$ that corresponds to some target image, we first perform gradient descent with respect to $z$. We then decode the optimized value, $z^*$ using $D$ to get $d^*$ as illustrated in Fig. 3(bottom). We next present the technical details of NAMS.

Model Training. During training we minimize the following overall loss given by

$$L_{NAMS} = \lambda_P L_P + \lambda_D L_D + \lambda_{KLD} L_{KLD}, \quad (7)$$

where $\lambda_P$, $\lambda_D$, and $\lambda_{KLD}$ represent the weight of each loss term during training. The first loss, $L_P$, encourages the model $\hat{x} = P(E(d)) \sim x^G(d)$ to make accurate predictions of image features, given some design for the imagery. Mathematically, we have

$$L_P(\theta_E, \theta_P) = \mathbb{E}_{d \sim U} \mathbb{E}_{e \sim p_e, \zeta \sim p_\zeta} [L(P(E(d)), G(d, \zeta))], \quad (8)$$

where $\zeta$ is the random noise vector used as input to the true simulator, $G$. Here $L$ represents some measure of error, and we use mean-squared error. Since both $E$ and $P$ are DNNs, we can infer their parameters using gradient descent.

The second loss, $L_D$, encourages the model to obtain accurate decoding of the latent vector $z$ into its corresponding design. Mathematically we have

$$L_D(\theta_E, \theta_D) = \mathbb{E}_{d \sim U, e \sim p_e} [L(D(E(d)), d)]. \quad (9)$$
We summarize the overall algorithm of the proposed NAMS method in Algorithm 1.

We evaluate three meta-simulation methods of satellite imagery for the task of building segmentation. Building segmentation is a challenging and widely-studied problem in remote sensing [2,3,5], making it a useful and representative
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Again, since $E$ and $D$ are both DNNs, this loss can be minimized via gradient descent.

The third loss, $\mathcal{L}_{KLD}$, encourages the design embeddings to be smooth and independent. Mathematically we have

$$\mathcal{L}_{KLD}(\theta_E) = \mathbb{E}_{d \sim U,e \sim p^e}[KL(p^e, p^f)],$$

where $p^e$ is a multivariate normal distribution with zero mean and diagonal covariance. In all three loss equations above, we replace the expectation operators with sample estimators when optimizing on real-world data. In section 6 we will discuss the specific implementation details of the DNNs in NAMS, and our hyperparameter settings.

**Inference of Designs for Data Generation.** In the NAMS searching stage, we use the predictor $P$ to solve the optimization in Eq. (1) in $z$ space, similar to the DR method, by inferring the appropriate design for each $x^T$ independently, as shown in Fig. 3. With the trained predictor, $P$, we can directly infer synthetic image features $P(z) = \hat{x} \sim x^G(d)$, given the embedding $z$. We can therefore substitute this into Eq. (1), so that the searching optimization can be rewritten as:

$$\min_z \mathcal{L}_S[P(z), x^T].$$

Note that, $P$ is a differentiable neural network. As a result, the optimization can be efficiently solved using a gradient-decent-based searching method. For this, we used the recently-proposed Neural-Adjoint approach [55], which freezes the network weights of $P$ and treats the embedding $z$ as the parameters and then performs back-propagation with respect to the loss $\mathcal{L}_S$ to solve the optimization problem in Eq. (11).

**Initialization and Majority Voting.** Due to the non-linearity of the problem, the search space is likely to contain many local minima. Hence, for each target image, we propose to search from $M$ random initial points uniformly distributed within a range of $\pm k\sigma_j$ in $j^{th}$ dimension in the space of $z$ and perform a majority voting among $S$ searching results with the smallest losses, which are considered near the global minimum. Here, the hyper-parameters $M$ is set to 1000, $k$ is set to 3 and $S$ is set to 50 for all of our experiments, and $\sigma_j$ is estimated as the standard division of the training data in $j^{th}$ dimension of $z$. Together the optimization that we solve during the search phase becomes:

$$z^* = \arg \min_{z^{(i)}} \mathcal{L}_2[P(z^{(i)}) - x^T],$$

where the element-wised $L_2$-norm $L_2$ is used to measure the distance in feature space, and $V_S$ stands for the majority voting operation among $S$ best results.

Once we infer $z^*$, we can then use the decoder to obtain the corresponding design, $d^* = D(z^*)$. This searching process is repeated for each individual real-world target image, resulting in a dataset of optimized $d^*$ values, which we can use as a population to simulate data in the simulator. Similarly, we can treat the population of designs as a sampling distribution for designs of our synthetic training data for a downstream task.

**Augmentation and Feature Averaging.** In addition, to reduce the impact of the randomness caused by $\zeta$, data augmentation and averaging can be applied. In all of our experiments, both in the training and searching stages, we take 9 images with the same design $d$ to form a mini-batch each time. For each image, we create 8 augmented images with four rotations $\{0^\circ, 90^\circ, 180^\circ, 270^\circ\}$ and a horizontal flip. Then, we average the features of these 72 images in the mini-batch. Hence, $x^T, x^S$, and $x^G$ above represent the average features of 72 images with the same design $d$.

**Diversify with Rejection.** In real applications, we randomly discard some proportion of the optimized designs, and replace them with a uniformly selected design (the default non-meta-simulation design approach). This has the effect of diversifying the simulated training data for the downstream task, and mitigates risks of over-fitting to (possibly erroneous) $z^*$ estimates. To achieve this, we use a weight $r$ in $(0, 1)$ to control the probability of rejecting the selected design and replacing with a uniformly selected design, so that the probability to obtain rare designs will increase. The sampling method can be described as follows:

$$d^* = \begin{cases} D(z^*), & u \geq r \\ d \sim U, & u < r \end{cases},$$

where $u$ is a uniformly sampled value in $(0, 1)$, and note that $U$ stands for a uniform distribution over $D$.

We summarize the overall algorithm of the proposed NAMS method in Algorithm 1.

5 Experimental Datasets

We evaluate three meta-simulation methods of satellite imagery for the task of building segmentation. Building segmentation is a challenging and widely-studied problem in remote sensing [2,3,5], making it a useful and representative
Algorithm 1

if Training stage then
    Input a training dataset \( \{(d_i, x^G_i(d_i))\}_{i=1}^{N_G}\).
    Do augmentation, extract features and do averaging.
    Set weights \( \lambda_D, \lambda_KLD, \) and \( \lambda_P \).
    Train \( E \), \( D \), \( P \) with the optimization in Eq. (\).
end if

if Searching Stage then
    Input a real-world target dataset \( X^T \).
    Set hyper parameter \( r \).
    Do augmentation, extract features and do averaging.
    for Each \( x^T \in X^T \) do
        Search for the design embedding \( z^* \) by Eq. (12).
        Obtain the optimal design \( d^* \) by Eq. (13).
    end for
    Generate synthetic dataset \( X^{G*} \) using all \( d^* \) values in the simulator.
end if

Train the downstream task algorithm using \( X^{G*} \).

problem on which to examine meta-simulation for overhead imagery. To support these experiments, we construct both real-world and synthetic overhead imagery datasets, as described next.

5.1 Real-world Overhead Imagery.

We obtain real-world overhead imagery labeled with building footprints from DeepGlobe (DG) [2] and Inria [3]). These two popular benchmark datasets for building footprint segmentation feature 0.3m/pixel resolution RGB imagery collected over nine diverse cities across the world, encompassing 713km² of surface area. These two datasets collectively provide a challenging and contemporary set of real-world overhead imagery for testing both our task models and our meta-simulation models. In our experiments, all of the images are cropped into the same size \( x \in R^{384 \times 384} \).

5.2 Synthetic Overhead Imagery.

We create synthetic overhead imagery \( x \in R^{384 \times 384} \) using the only one research-accessible simulator from [6]. First, we procedurally generate virtual cities with numerous features (e.g., road network topology, building types, etc). The content of each virtual city depends upon a large number of parameters. Some parameters are set to fixed values (e.g., lighting conditions), while others are sampled from distributions (e.g., object types and density). Please see the detailed parameter settings in [6]. Then, synthetic satellite imagery is captured using a virtual camera (with 0.3m/pixel resolution) overlooking the virtual city. The simulation requires nearly 1.6 seconds per synthetic image on our hardware, which is similar to the speed stated in [6].

6 Experimental Design

In our experiments, we assume that we have access to a set of real-world overhead imagery labeled with building footprints, for training building segmentation models. We use the DG dataset as this labeled source domain data \((X^S, Y^S)\). Our goal is to apply the models to different novel unlabeled target datasets, which may be visually dissimilar to the labeled source imagery (i.e., the same DG imagery in our case) used to train our task models.

Due to the large difference between the training and target datasets, we use synthetic imagery to augment the training of the downstream building segmentation models. The ratio of the real-world training images and the synthetic augmenting images is set to 6:1, following [6] for the best performance.

To improve the efficacy of synthetic images, our meta-simulation problem aims to infer simulator design parameters that result in synthetic imagery that is most visually similar to the unlabeled target imagery. In our experiments, we infer two design parameters, \( d_{flat} \in [0, 1]^{40} \) and \( d_{slope} \in [0, 1]^{44} \), which controls “rooftop texture” of (i) flat-roofed buildings and (ii) sloped-roof buildings, respectively. For simplicity, we infer the dominant rooftop textures in each target image only. In other words, only one \( d_{flat} \) value and one \( d_{slope} \) value are inferred per target image. For consistency, in the simulator, we use the same \( d_{flat} \) and the same \( d_{slope} \) for all of the sloped-roof and flat-roofed buildings, respectively, in each virtual city.
The rooftop textures accessible to the model are shown in the left column of Fig. 4. We choose these two parameters because we hypothesize that building color and texture have a strong influence on the building segmentation task. We use a one-hot encoding for these two parameters, making them challenging categorical and non-ordinal variables to infer i.e., the roof texture at index of one may be much more similar to the texture at index of forty than to the texture at index of two. Because we use building rooftop textures as the design parameter of interest, we only include target imagery in our test set with at least 10000 building pixels (6.78% of total) in it.

6.1 Experimental Scenarios

As is mentioned in Sec. 1.2, we examine the impact of sim-to-real design/appearance gaps to meta-simulation methods with three increasingly-challenging target scenarios, as shown in Fig. 5 and summarized in Table 1.

**E1: Synthetic Target Data with No Design Gap**

| Experiment ID | Training Domain Data, $X^T$ | Target Domain Data, $(X^S, Y^S)$ | Appearance Gap? | Design Gap? |
|---------------|-----------------------------|---------------------------------|-----------------|-------------|
| E1            | Synthetic                   | Synthetic                       | No              | No          |
| E2            | Synthetic                   | Synthetic                       | No              | Yes         |
| E3            | Real                        | Real                            | Yes             | Yes         |
In the first scenario, we use imagery generated from our simulator with no design gap as target imagery. In other words, the target scene designs are accessible to the meta-simulator, and hence, the meta-simulator is able to perfectly match the target scene designs. This scenario is the easiest, and although it is unrealistic, it serves as a useful baseline to analyze the impact of adding in more realistic conditions. To increase the reliability of the experiment, we do repeated trials using 4 target datasets, each containing 900 images collected from a synthetic city with a pair of randomly sampled \(d_{\text{flat}}\) and \(d_{\text{slope}}\) accessible to the meta-simulator.

E2: Synthetic Target Data with a Design Gap

In the second scenario, we again use synthetic target imagery, however, it is constructed using designs that are not accessible to the meta-simulator, which means a design gap exists. It is unlikely that we will have access to all designs in practice. Therefore the meta-simulator will not be able to find the exact design in the target imagery, but a good meta-simulator should output a design that matches the target imagery the most. Similarly, we do four repeated trials, in which each target dataset contains 900 images generated from a virtual city with a pair of unseen \(d_{\text{flat}}\) and \(d_{\text{slope}}\) (as shown in the right column in Fig. 4).

E3: Real-world Target Data

The third scenario with real-world target imagery is the most challenging but is realistic. Both the design and appearance gap exist between the meta-simulator and the real-world target imagery. We expect the meta-simulator to output a design that matches the target imagery the most. The third target dataset is the Inria dataset with 3600 real-world images per city. We assume that the ground truth of the Inria data are not accessible to the meta-simulation models and the downstream building segmentation models in the training stage. The labels are used only for evaluating the overall performance of these models.

E4: Computation Time Comparisons.

The computation time of the NAMS and the MS2 methods is evaluated on our standard hardware, an Intel(R) Core(TM) i7-7700HQ CPU@2.80 GHz with an NVIDIA RTX 2080Ti GPU. Note that, for the MS2 method, we cannot afford the computation cost with the same training process in [22], and hence, we estimate the computation cost of the simulation process, based on the number of required simulations and the computation cost of simulating a single image.

6.2 Meta-Simulation Training and Inference

For all meta-simulation models, we use a pre-trained ViT-L16 \([60]\) model to extract 1000-D features \(x^T, x^S, \) and \(x^G\) from images. For fair comparisons, we do the same augmentation and feature averaging strategy used in the NAMS method (averaging the features of 72 augmented images with the same design, as discussed in [4] for all of the other meta-simulation methods.

NAMS. In the NAMS model, the encoder \(E\), decoder \(D\) and predictor \(P\) networks are composed of fully-connected layers. The encoder \(E\) takes a 84-D vector (a concatenation of \(d_{\text{flat}} \in [0, 1]^{40}\) and \(d_{\text{slope}} \in [0, 1]^{44}\) as input, and it consists of two fully connected layers with 1024 and 2048 hidden units respectively, each followed by a batch normalization layer, a leaky ReLU layer with 0.2 as the slope and a dropout layer with 0.5 as the dropout rate. We use a 10-D vector as the continuous design embedding, \(z\), to support the richer design space. Hence, another fully connected layer with 20 hidden units is used as the output layer, with 10 of the output dimensions as \(\mu\) and the other 10 as \(\sigma\) for sampling the continuous embedding \(z\).

We use the same structure in the decoder. The only difference is that we use a 10-D vector as the input \(z\) and a 84-D vector as the output data \(d\), and a sigmoid function is used in the output layer. Binary cross-entropy loss is used for the reconstruction loss of \(d\) in Eq. (9). We use the same structure in the predictor model, with a 10-D vector as input \(z\), and a 1000-D vector as output features.

We train the NAMS model using a synthetic dataset \((X^G, Y^G)\). To form this training dataset, we uniformly sample 1700 pairs of \(d_{\text{flat}}\) and \(d_{\text{slope}}\) values and created 9 synthetic images per pair, resulting in 15,000 synthetic images. We train the NAMS model using \((X^G, Y^G)\) dataset only once, and apply the same trained model to the target datasets in E1 to E3 for design parameter inference. Additional model training details can be found in the Appendix for each experiment.

DR. In the DR model, a network consisted of 5 fully-connected hidden layers (500 hidden units each layer followed by batch normalization and ReLu layers) is used to predict the 84-D design vector from the 1000-D input features. It is trained with regularizer strength of 0.5, learning rate of 1e-3, batch size of 1000 and train/test split of 80/20, using the same training dataset \((X^G, Y^G)\) as is used in NAMS training. The model architecture and the training hyper-parameters are selected by brute-force grid searching.
Table 2: E1 results: accuracy of design inference. The average rates of correctly selecting one of the $n_{top}$ nearest flat-roofed/sloped-roof textures to the target textures among 4 repeated trails in E1 are shown. "Uniform" stands for the uniform sampling method.

|                | Top-1 |          |          | Top-10 |          |          |
|----------------|-------|----------|----------|--------|----------|----------|
|                | Uniform | DR | MS2 | NAMS(ours) | Uniform | DR | MS2 | NAMS(ours) |
| Flat-roofed    | 0.025  | 0.963  | 0.008  | 0.705  | 0.250  | 0.983  | 0.041  | 0.893  |
| Sloped-roof    | 0.023  | 0.888  | 0.008  | 0.323  | 0.230  | 0.908  | 0.604  | 0.653  |

**MS2.** The MS2 method does not separate the training and inference stage. It searches design parameters in each target dataset from scratch. The MS2 searching requires 100000 synthetic images for each target dataset (approximated based on [22]), which will cost 1.8 days with this slow simulator. To search all the 13 target datasets in our experiments from E1 to E3, MS2 will cost unaffordable 23.4 days, let alone the extra searching required for hyper-parameter tuning and the extra needs of (8 times more) images for feature averaging. Hence, we run the simulator for about one month and generate a pool of 464640 synthetic images with 264 images for each design, which is much larger than the training dataset used for DR and NAMS. The synthetic images used in MS2 inference are generated from the pool with replacement. We used the same model architecture and training strategies described in [22] for the best performance. We only change the input and output data dimensions and adjust the learning rate, to make sure that the training converges at 20 epochs similar to [22] in our experiments.

### 6.3 Task Models and Training Details

The parameter values inferred by the meta-simulation methods are used in the simulator to generate the optimized synthetic data ($X_{G^*}, Y_{G^*}$) for augmenting the training of the downstream task.

We then train two contemporary networks for segmentation of satellite imagery, the U-Net [1] and DeepLabV3 [61], which represent popular versions of general architectures for segmentation: the encoder-decoder structure and the feature pyramid structure, respectively. For the best performance, following [6], we use a pre-trained Resnet-50 encoder for both of the models, and we train networks for 80,000 mini-batch iterations with a batch size of 7 and the learning rates of 5e-5 and 1e-4 for the DeepLabV3 and U-Net models, respectively. For both networks we drop the learning rate by one order of magnitude after 50,000 iterations of training.

### 6.4 Scoring Metrics

We measure the performance of three meta-simulation methods with two kinds of metrics.

**Accuracy of Design Inference.** In the experiments E1 and E2, we know the true design of the target domain imagery. Hence, if we rank-order the incorrect textures according to their similarity to the true texture, we can evaluate whether the meta-simulation method recovers one of the nearest $n_{top}$ textures. For these experiments we use a simple measure of similarity between two image patches [62] in HSV color space, to rank nearest textures with $n_{top} = 1$ and $n_{top} = 10$. Note that, in E1, the target texture is accessible to the simulator, hence, the nearest $n_{top} = 1$ texture is exactly the target texture. In the experiments E3 with real-world images, we visually compare the selected synthetic imagery and the real-world target imagery.

**Performance of a Task Model.** We then examined the impact of the synthetic imagery augmentation on training downstream task models. We trained two building segmentation models, U-Net and DeepLabV3, with six augmentation strategies for each experiment from E1 to E3 for comparisons: (i) real satellite images only with no augmentation, (ii) augmentation with synthetic images from uniform sampling, (iii) augmentation with synthetic images selected by DR, (iv) augmentation with MS2, (v) augmentation with NAMS; and (vi) augmentation with the ground truth target domain images. We then measure the performance of the segmentation models using the Intersection-over-Union (IoU) metric based on the ground truth labels.

### 7 Experimental Results

In this section we present the results of the experiments described in Sec 6 and summarized in Table 1. We also report the estimated computation time of all of the methods we consider.
Table 3: E1 results: performance of a task model. We report the IoU performance of the U-Net and DeepLabV3 models on the target dataset, trained with 6 augmentation strategies. "No" stands for the training with no augmentation. "Uniform" stands for the augmentation with uniformly sampled synthetic images. "GT" stands for the augmentation with the ground truth target domain images.

| Model     | No   | Uniform | DR   | MS2  | NAMS(ours) | GT   |
|-----------|------|---------|------|------|------------|------|
| U-Net     | 47.8 | 77.6    | 83.4 | 79.1 | 81.8       | 84.3 |
| DeepLabV3 | 34.8 | 80.5    | 85.8 | 81.0 | 85.2       | 86.7 |

Table 4: E2 results: accuracy of design inference. The average rates of correctly selecting one of the \( n_{\text{top}} \) nearest flat-roofed/sloped-roof textures to the target textures among 4 repeated trails in E2 are shown.

|          | Top-1 | Top-10 |
|----------|-------|--------|
|          | Uniform | DR | MS2 | NAMS(ours) | Uniform | DR | MS2 | NAMS(ours) |
| Flat     | 0.025  | 0.098 | 0.032 | 0.090 | 0.250  | 0.890 | 0.328 | 0.708 |
| Sloped   | 0.023  | 0.013 | 0.002 | 0.105 | 0.230  | 0.818 | 0.110 | 0.623 |

7.1 E1: Synthetic Target Data with No Design Gap

The accuracy of design inference with our NAMS method in E1 is presented in Table 2, in the first column (Top-1) where we report the proportion of target images for which NAMS recovers the true parameters, compared with (i) uniform sampling, (ii) searching with MS2 and (iii) regressing with DR. The results in Table 2 show that DR still performs well for this in-domain test with no design gaps, and NAMS is substantially more accurate than MS2, even with a much smaller training dataset. In the second column (Top-10) in Table 2 we see that NAMS achieves much greater accuracy when evaluating whether it finds one of the top-10 best patches (by our measure), suggesting that it is still finds a more appropriate design, even if it is not the best design.

The downstream task performance results of this experiment are presented in Table 3 for both the U-Net and DeepLabV3 models. The results indicate that DR performs pretty well as expected. NAMS improves average performance by 5.8% and 6.1% on average for the U-Net and DeepLabV3 models, which is better than MS2, and closes most of the performance gap between a uniform sampling and the best possible performance, achieved when design parameters perfectly match the testing synthetic dataset.

7.2 E2: Synthetic Target Data with a Design Gap

Here, it is impossible to check if the meta-simulation methods inferred the correct design parameters, since the target value is not in the training space. However, we can still rank the nearest \( n_{\text{top}} \) textures according to their similarity to the true texture in HSV color space, similar to the E1 experiments. As shown in Table 4, all of the results get smaller compared to the E1 tests in Table 2, and NAMS can still outperform MS2 in all cases. One interesting thing to note is that, NAMS is able to achieve better accuracy than DR for searching the top-1 sloped roof texture, suggesting that NAMS is relatively more robust to infer out-of-domain targets than DR.

Next, as shown in Table 5 NAMS improves average performance for U-Net by 3.8% and DeepLabV3 by 3.5% which is much better than MS2, while the improvement of DR is only 2.5% for U-Net and 2.8% for DeepLabV3. It indicated that, the robustness of the NAMS method is better than DR when design gap exists between the training and target dataset.

Table 5: E2 results: performance of a task model. We report the IoU performance of the U-Net and DeepLabV3 models on the target dataset, trained with 6 augmentation strategies.

| Model     | No   | Uniform | DR   | MS2  | NAMS(ours) | GT   |
|-----------|------|---------|------|------|------------|------|
| U-Net     | 47.0 | 76.0    | 77.7 | 76.3 | 78.7       | 83.0 |
| DeepLabV3 | 34.5 | 78.6    | 80.7 | 78.5 | 81.2       | 85.6 |
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Figure 6: E3 results: accuracy of design inference. Examples of the target images and the selected images by NAMS are shown.

Table 6: E3 results: performance of a task model. We report the IoU performance of the U-Net and DeepLabV3 models on the target dataset, trained with 6 augmentation strategies.

| Model      | No Uniform | DR    | MS2   | NAMS(ours) | GT  |
|------------|------------|-------|-------|------------|-----|
| U-Net      | 51.7       | 53.4  | 53.3  | 52.7       | 54.0| 58.8 |
| DeepLabV3  | 46.9       | 49.8  | 50.2  | 50.4       | 50.6| 58.9 |

7.3 E3: Real-world Target Data

In E3 experiment, we evaluate our method for building segmentation on real satellite imagery. Our goal is again to choose $d_{\text{flat}}$ and $d_{\text{slope}}$, the flat and sloped rooftop textures that best match the rooftops in the real-world target imagery.

The results of E3 are presented in Table 6 and show that NAMS outperforms both the MS2 and the DR approach, on average, across the five testing cities, and the improvement from uniform sampling is 1.2% for U-Net and 1.5% for DeepLabV3. In contrast to the synthetic experiments E1 and E2, however, the benefits associated with NAMS are generally lower. We hypothesize that this is likely due to the substantial sim-to-real appearance gap between our synthetic imagery and the real-world imagery. Fig. 6 presents examples of the real-world target imagery, and the synthetic designs that were chosen by NAMS for those cities. The designs chosen are qualitatively similar to those in the target cities, however, the sim-to-real gap is apparent in the imagery.

7.4 E4: Computation Time Comparison

Here we present the computation time of NAMS on our benchmark tasks, and compare it with the computation time of the non-amortized method, MS2. Key metrics of each approach are summarized in Table 7. NAMS must be trained on a collection of simulations first. After this training however, it can infer design parameters on new target domains (or individual images) without additional simulation. By contrast, MS2 requires no initial simulation or training, but it requires a large number of simulations for each target domain, and this process must be repeated from scratch for each new target domain.

We examine the overhead imagery task for example, which motivated the development of NAMS. NAMS required 15,000 initial simulations and 13h of training, whereas MS2 requires no offline training or simulations. However, NAMS requires 0.7h to infer parameters for each new target domain, whereas MS2 requires 1.8 days (16.2 days if average strategy is applied) with the same training process in [22]. Therefore NAMS scales much more efficiently with the number of target domains. Furthermore, NAMS can infer parameters for a small group of 9 images. In this estimation we assumed that each target domain comprises 5000 images, following [22], [21]. However, if we are satisfied with parameter estimates obtained on just 50 target images, in which case NAMS requires only 25s per domain (0.5 sec/image * 50 images).
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Table 7: Key computation time metrics for NAMS and MS2 on our benchmark task. $N_d$ denotes the number of target domains. Each target domain is assumed to comprise 5000 images.

| Experiments | Overhead imagery |
|-------------|-----------------|
| Simulation time | 1.6s/image |
| NAMS | |
| Total simulations required | 15,000 |
| Training time | 13h |
| Inference per image | 0.5s |
| Inference per target domain | 0.7h |
| MS2 | |
| Total simulations | $100,000 \times N_d$ |
| Training time | 0 |
| Inference per image | N/A |
| Inference per target domain | 1.8 days (estimated) |

Figure 7: The searching process for the NAMS method in experiments E1 to E3 is shown compared with the target design and image.

8 Conclusions

In this paper, we first investigate and compare existing meta-simulation methods for overhead imagery. We evaluate two state-of-the-art methods, direct regression and MS2, on several carefully-designed experiments. A novel NAMS method is then proposed to address the unique challenges associated with overhead imagery. NAMS is composed of
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Figure 8: City-wise performance comparisons of two models (a) U-Net and (b) DeepLabV3 in experiment E1 are shown.

Figure 9: City-wise performance comparisons of two models (a) U-Net and (b) DeepLabV3 in experiment E2 are shown.

two key ideas. First, we propose a continuous embedding for discrete/categorical design parameters, by using a VAE model. Second, we learn a Neural-Adjoint network for inferring image data from design space to by-pass the black-box simulator. We show in several synthetic and real-world experiments that, by using NAMS, synthetic images with the target design can be rapidly and accurately generated for the training of downstream task algorithms. Compared to existing methods, NAMS is much more robust to sim-to-real gaps and computationally efficient as the number of unique target domains grows larger.

Appendix for E1

NAMS training and design parameter inference. We set $\lambda_D = 1$, $\lambda_{KLD} = 0.0005$ and $\lambda_P = 0.005$ in the loss function in Eq. 7, and the model is trained using ADAM optimizer for 50000 epochs. The batch size is set to 64. We set $r = 0$ for design parameter inference in this synthetic image experiment, since there is no need to diversify the simulated training data for such a simple experiment with no diversity in the target design. To infer designs, we use $M = 1000$ initialization points and $S = 50$. For each initialization we performed gradient descent with the ADAM optimizer ($l = 0.01$, $\beta_1 = 0.9$, $\beta_2 = 0.999$) for 200 iterations.

The searching process. We show the searching process of one target image in Fig. 7(a). The selected designs, i.e., the flat and sloped roof textures, at different iterations are shown, for comparisons with the target textures.

City-wise result comparisons. We do 4 repeated trials in 4 synthetic cities, each with a randomly-selected pair of flat and sloped roof textures in the target domain. We presented average performance of our methods in the main manuscript; in Fig. 8 we present the city-wise performance. The proposed NAMS outperforms uniform sampling and MS2 on all of the target image pairs, and across two models.

Appendix for E2

NAMS training and design parameter inference. We use the same NAMS model trained in E1, and we use the same settings for design parameter inference in this synthetic image experiment.

The searching process. We show the searching process of one target image in Fig. 7(b). Note that, the target textures are not in the training domain, and hence, the aim of searching is to find the closest textures compared to the target textures.
Meta-Simulation for the Automated Design of Synthetic Overhead Imagery

Figure 10: City-wise performance comparisons of two models (a) U-Net and (b) DeepLabV3 in experiment E3 are shown.

City-wise result comparisons. We also generated 4 synthetic cities, each with new flat and sloped roof textures. In Fig. we present the city-wise performance. The proposed NAMS outperforms uniform sampling and DR in 7 out of 8 cases and outperforms MS2 in all cases.

Appendix for E3

NAMS training and design parameter inference. We use the same NAMS model trained in E1. To infer designs, we set $r = 0.25$, for the reason mentioned in Section 4, and we used the same method and other hyper-parameters as we used in the synthetic overhead experiments.

The searching process. We show the searching process of one real target image in Fig. 7 (c). Note that, the target textures are also not in the training domain, and hence, the aim of searching is to find the closest textures in the training domain.

City-wise result comparisons. We examined the performance of meta-simulation on five real-world test cities of satellite imagery. In Fig. we present the city-wise performance. The proposed NAMS outperforms uniform sampling in 7/8 cases, outperforms DR in 6/8 cases, and outperforms MS2 in 5/6 cases.
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