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Abstract—Deep Neural Networks (DNNs) have been widely applied in Internet of Things (IoT) systems for various tasks such as image classification and object detection. However, heavyweight DNN models can hardly be deployed on edge devices due to limited computational resources. In this paper, an edge-cloud cooperation framework is proposed to improve inference accuracy while maintaining low inference latency. To this end, we deploy a lightweight model on the edge and a heavyweight model on the cloud. A reinforcement learning (RL)-based DNN compression approach is used to generate the lightweight model suitable for the edge from the heavyweight model. Moreover, a supervised learning (SL)-based offloading strategy is applied to determine whether the sample should be processed on the edge or on the cloud. Our method is implemented on real hardware and tested on multiple datasets. The experimental results show that (1) The sizes of the lightweight models obtained by RL-based DNN compression are up to 87.6% smaller than those obtained by the baseline method; (2) SL-based offloading strategy makes correct offloading decisions in most cases; (3) Our method reduces up to 78.8% inference latency and achieves higher accuracy compared with the cloud-only strategy.

Index Terms—Edge-cloud Cooperation, Reinforcement Learning, Supervised Learning, Data Offloading.

I. INTRODUCTION

In the 5G and beyond 5G era, future Internet of Things (IoT) systems evolve towards a smarter and more versatile paradigm. To this end, deep neural network (DNN) models have been widely applied in IoT systems to carry out sophisticated tasks such as computer vision, natural language processing, and optimal control. However, executing DNN models is computation expensive as it usually generates massive amounts of data. To deal with this high computational task, cloud computing has been widely used to conduct DNN inference. Specifically, data generated from end devices (e.g. smartphones or Raspberry Pis) will be uploaded to a centralized cloud, and then inference results will be sent back to the end devices. Although computation latency is alleviated with the help of cloud computing, high communication latency is introduced as tremendous amounts of data are constantly transmitted between devices and the cloud. Under this circumstance, edge computing is proposed to address this issue. In edge computing, data will be processed on edge devices instead of being sent to the cloud center. The latency is reduced significantly since computational resources are located close to the end devices. Therefore, edge computing plays a critical role in IoT systems.

Nowadays, simple and shallow models can hardly satisfy increasing users’ demands. Thus, DNN models are designed to be much deeper and more heavyweight. For example, ResNet-18 and ResNet-50 contain about 11 million and 23 million trainable parameters, respectively. Edge devices are far from sufficient to support those cumbersome DNN models because of their limited computational capability, which implies that cloud computing cannot be overlooked. Thus, it is essential to develop an effective edge-cloud cooperation framework for IoT systems to tackle complex tasks. Intuitive wisdom for implementing edge-cloud cooperation is to deploy a lightweight DNN model and a heavyweight model on the edge and cloud, respectively. In this case, the edge devices will have enough resources to execute lightweight models, and the heavyweight model also participates in DNN inference. For obtaining lightweight models, we resort to DNN compression techniques. However, DNN compression is intractable due to the implicit connection between network architectures and the performance of the model. Thus, the hand-crafted design of lightweight models usually degrades their performance. In addition to DNN compression, an offloading strategy is also required to decide whether the input data should be processed on the edge or on the cloud.

In this article, we propose an edge-cloud cooperation framework that contains two key modules: reinforcement learning (RL)-based DNN compression and a supervised learning (SL)-based offloading strategy. First, RL is used to generate a lightweight model (called a student model) from a heavyweight model (called a teacher model), and the student model is trained using the knowledge distillation technique. The student model is deployed on the edge while the teacher model is deployed on the cloud. The computation capability of edge devices is adequate to execute the student model. As compressing DNN models usually harms the performance of the inference, the teacher model will provide correct inference for certain samples but the student model won’t. These data should be offloaded to the cloud to ensure the
overall accuracy of the systems. To this end, we formulate the data offloading problem between the edge and the cloud as a binary classification. A supervised learning model is used to determine which data should be offloaded to the cloud. The SL model is deployed on the edge devices together with the student model. We make sure that the SL model is lightweight and has little effect on inference speed. Besides, the experimental results of the previous work [1] have shown that the student model can make correct predictions for certain samples while the teacher model cannot. Therefore, it’s interestingly observed that the proposed edge-cloud cooperation framework achieves even higher overall accuracy than the original teacher model.

The main contributions of this work are summarized as follows:

1) We propose a RL-based DNN compression approach, where a reward function is designed to minimize compression ratios without sacrificing much accuracy. During training the RL agent, knowledge distillation is adopted to train the student model. The well-trained student model is deployed on the edge.

2) We formulate data offloading as a binary classification problem and solve it by SL models. Specifically, SL models are used to predict whether the inference result of the student model is correct. If correct, the data are processed on the edge. Otherwise, the data are offloaded to the cloud. Therefore, autonomous edge-cloud cooperation is realized with the help of SL-based offloading strategies. More importantly, since the offloading strategies alleviate the deterioration of accuracy caused by DNN compression, the proposed DNN compression approach can attach more emphasis on compression ratio, thus further speeding up DNN inference on the edge.

3) We show the effectiveness of the proposed edge-cloud cooperation framework on multiple datasets. Using the RL-based DNN compression method, the model size is up to 87.6% smaller than that compressed by the baseline method. SL-based offloading strategies enable the IoT systems to achieve higher accuracy compared with the teacher model. Overall, the proposed edge-cloud cooperation framework reduces up to 78.8% inference latency and achieves higher accuracy compared with the cloud-only strategy.

The rest of the paper is organized as follows. System model is defined in Section III. The details of the RL-based DNN compression approach and SL-based offloading strategies are introduced in Section IV and Section V respectively. Experimental results are provided in Section VI. The related work is reviewed in Section VII followed by the conclusion in Section VIII.

II. RELATED WORK

Our work falls into the classes of improvement methods for DNN inference and data offloading strategy.

DNN partition and DNN compression are two common approaches for the implementation of edge-cloud cooperation frameworks. In terms of DNN partition, a DNN model is partitioned into several parts which will be executed between edge and cloud separately. The authors in [2] propose a lightweight scheduler named Neurosurgeon that can automatically partition a DNN model. In [3], DNN models are trained by BranchyNet [4] to achieve early exit, and a joint optimization algorithm is proposed to find the partition point and exit point. By leveraging BranchyNet, the author in [5] propose distributed deep neural networks and a joint training method to achieve low latency for edge-cloud systems. In [6], DNN partition is formulated as a min-cut problem in a directed acyclic graph (DAG), and a two-stage approach is presented to solve the problem. However, DNN partition has to transmit high-dimensional intermediate features between the edge and cloud frequently, thus leading to unavoidable data transfer delay. Moreover, resource-limited edge devices also affect the performance of DNN partition.

In this paper, we resort to DNN compression to essentially address this problem. There have been several recent studies that conduct DNN compress using various techniques. In [7], the authors prune the unnecessary connections of the DNN models, and weights quantification and Huffman coding are employed to compress the model. In [8], the authors propose a one-shot whole network compression approach and implement it on the smartphone. In [9], an end-to-end DNN training framework is proposed to formulate the DNN training as an optimization problem, and an approximate algorithm is used to solve the problem. The authors in [10] use reinforcement learning to remove and shrink the layers of DNN models. However, [11] requires two individual reinforcement learning agents, which complicates the training process. In addition, most existing DNN compression methods fail to bridge the gap between DNN compression and edge-cloud cooperation.

We investigate offloading strategies to overcome the mentioned shortage of DNN compression. Traditional data offloading between the edge and the cloud usually refers to computation offloading and resource allocation [10], [11].
In the above studies, offloading strategies are proposed to minimize the execution latency given the resource constraint and amounts of data. In our work, the computation resources of the edge devices are sufficient enough for executing the student models, and the accuracy of the student model may be affected by DNN compression. In this circumstance, the offloading strategy focuses on improving the accuracy of the edge-cloud system. To achieve this, we employ supervised learning (SL) algorithms as the offloading strategies. To the best of our knowledge, it is an early effort to employ SL for offloading strategies based on the accuracy of the student models.

III. SYSTEM MODEL

In this section, we outline the proposed edge-cloud cooperation framework.

Take an image classification task as an example, an overview of the proposed edge-cloud cooperation framework is depicted in Fig. 1. The dataset is represented as \( D = \{(x_i, y_i)\}_{i=1}^{|D|} \) with \(|D|\) data samples, where \( x_i \) and \( y_i \) denote the \( i \)-th data and its corresponding label, respectively.

Before online implementation, RL-based DNN compression is carried out to obtain a student model. By using knowledge distillation, the well-trained student model is obtained. The student model along with an SL-based offloading strategy is deployed on the edge device. The teacher model is deployed on the cloud server. When the edge device receives a batch of samples (e.g., images), the student model is first used to determine the class labels. Note that the performance of the student model usually deteriorates when DNN compression achieves a high compression ratio. As a result, some data are too complex for the student model to make correct inference. We define this kind of data as complex data. Complex data are represented as \( D_c = \{(x_i, y_i)\}_{1 \leq i \leq |D|, y_i \neq y_i} \), where \( y_i \) is the predicted label given by the student model. We define \( D_N = D_c \cup D \) as normal data of the student model, where \( D_c \) represents a complement of a set with a universal set \( D \). The SL-based offloading strategy is used to decide which data belong to complex data. The data regarded by the SL-based offloading strategy as complex data are represented as \( D_{SL} \). Finally, the cloud server uses the teacher model to conduct DNN inference and returns results to the edge. In the following sections, more technical details, such as how to define the state information and how to train the SL-based offloading strategy, are provided.

IV. REINFORCEMENT LEARNING-BASED DNN COMPRESSION

In this section, we introduce the background knowledge on RL and outline the details of the RL-based DNN compression method.

A. Reinforcement Learning

RL has made remarkable achievements in optimization control and decision making problems. In RL, the problems are usually described as Markov Decision Processes (MDPs). At each time step, a RL agent obtains state information \( s_t \) from the environment. The RL then takes an action \( a_t \) after analyzing current state information. A reward \( r_t \) and the state information of next time step \( s_{t+1} \) are obtained. The cumulative discounted reward \( R \) of RL is derived as:

\[
R = \sum_{t=0}^{T} \gamma^t r(s_t, a_t)
\]

where \( T \) is the length of the trajectory. RL keeps updating the policy network \( \pi_\theta \) in order to maximize expected cumulative discounted future reward \( E_{\pi_\theta}[R] \).

B. RL-based DNN compression

Layers of a DNN model can be shrunk or removed sequentially, which is a sequential decision making problem. Thus, DNN compression is modeled as a MDP, and RL is used to deal with this problem. To employ reinforcement learning to conduct DNN compression, four important elements should be defined: agent, state, action, and reward.

- **Agent**: In this paper, gate recurrent unit (GRU) is employed as the RL agent to make sequential decision, since GRU has fewer parameters than long short-term memory (LSTM) while maintaining similar performance. By using GRU, the action of each step is determined by current state, previous state, and previous action.

- **State**: \( s_t \) denotes the state information of the \( t \)-th layer and is defined as

\[
s_t = (l, k, d, p, o)
\]

where \( l \) denotes the layer type, \( k \) is kernel size, \( d \) is stride, \( p \) is padding, and \( o \) means the number of outputs. For a neural network, each layer is represented by a 5-dimensional vector. Given a neural network with \( T \) layers in total, there will be \( T \) states in an episode (i.e., \( s_0, s_1, ..., s_{T-1} \)).

- **Action**: In this paper, we adopt a discrete action space to enable the RL agent to shrink or remove the layers of the DNN model. To this end, we design a candidate pool \( \Phi \) containing several coefficients as follows:

\[
\Phi = \{0, 0.2, 0.4, 0.6, 0.8, 1\}
\]

The action \( a_t \) is the index of the coefficients. For the \( t \)-th layer (i.e., \( s_t \)), the agent chooses a coefficient \( \phi \) from the pool. The layer is removed if \( \phi = 0 \). Otherwise, the state of this layer is shrunk as follows:

\[
s_t' = (l, k \cdot \phi, d \cdot \phi, p \cdot \phi, o \cdot \phi)
\]

- **Reward**: The reward function directly guides the training process of the RL agent. The reward is 0 for those intermediate states, and the discount factor \( \gamma \) is 1, which means DNN compression has not been finished yet.
After DNN compression, the reward will be calculated for the whole episode. In our work, DNN compression is expected to achieve a high compression ratio without sacrificing much accuracy. Therefore, we define the reward functions as shown in equation (7):

\[
C = 1 - \frac{\text{size}(w)}{\text{size}(\hat{w})}
\]

\[
R_C = e^{\alpha(C-C_0)}, \quad R_A = e^{\beta(A-A_0)}
\]

\[
R = R_A \cdot R_C
\]

where \( \hat{w} \) is the teacher model, \( w \) is the student model, \( C \) is compression ratio, \( A \) is the accuracy of the student model, \( \alpha \) and \( \beta \) are the constants, \( C_0 \) and \( A_0 \) are compression and accuracy reward thresholds, respectively, and \( R_C \) and \( R_A \) are compression and accuracy rewards, respectively.

The reward function enables the RL agent to find a highly compressed student model that maintains acceptable performance. Moreover, there will be a heavy penalty when \( C \) or \( A \) are less than their corresponding thresholds. \( \alpha \) and \( \beta \) determine the weights between accuracy and compression. \( C_0 \) and \( A_0 \) are determined based on the task requirements, while \( \alpha \) and \( \beta \) are tuned empirically through our experiments.

C. Training Process

An effective optimization method is required to train the policy. Reference [11] has demonstrated that vanilla policy gradient (VPG), so called REINFORCE [13], outperform actor critic when the recurrent policy is used in DNN compression. Therefore, we adopt VPG to train the policy \( \pi_\theta \) as follows.

\[
\nabla_\theta J_\theta = \nabla \mathbb{E}_{T \sim \pi_\theta}(\tau) [R_\tau] = \mathbb{E}_{T \sim \pi_\theta}(\tau) [\nabla_\theta \log \pi_\theta(\tau) R_\tau] = \frac{1}{N} \sum_{i=0}^{N} \sum_{t=0}^{K} [\nabla_\theta \log \pi_\theta(a_{i,t}|s_{i,t})R_s]
\]

where \( N \) is the batch size, \( K \) denotes the number of layers. In order to reduce the variance, a baseline is introduced by

\[
\nabla_\theta J_\theta = \frac{1}{N} \sum_{i=0}^{N} \sum_{t=0}^{K} [\nabla_\theta \log \pi_\theta(a_{i,t}|s_{i,t})(R_s - b)]
\]

where \( b \) is an exponential moving average of the previous rewards. As a result, the policy can be updated by

\[
\theta \leftarrow \theta + \varepsilon \nabla_\theta J(\theta)
\]

where \( \varepsilon \) is the learning rate.

The reinforcement learning-based DNN compression approach is summarized in Algorithm 1.

![Algorithm 1 Reinforcement Learning-based DNN Compression](image)

**Algorithm 1 Reinforcement Learning-based DNN Compression**

**Input:** Candidate pool \( \Phi \), teacher model \( \hat{w} \), Maximum training episodes \( N \), the number of layers \( T \), the RL agent \( \pi_\theta \)

**Output:** Optimal student model \( w^* \)

1. Initialize a reward list \( \Omega = \{-\infty\} \)
2. for \( i = 1 \) to \( N \) do
3. Initialize a student model \( w_i = \hat{w} \)
4. for \( t = 0 \) to \( T - 1 \) do
5. Obtain \( s_t \) based on the \( t \)-th layer of \( w_i \)
6. Generate action \( a_t \) using \( \pi_\theta(s_{t-1}) \)
7. Select the coefficient \( \phi \) from the \( \Phi \) based on \( a_t \)
8. Compress the \( t \)-th layer of \( w_i \) according to Equation (4)
9. end for
10. Train \( w_i \) by knowledge distillation
11. Calculate \( R_s \) according to Equation (7)
12. if \( R_s > \max \Omega \) then
13. \( w^* = w_i \)
14. end if
15. \( \Omega \leftarrow R_s \)
16. Update \( \pi_\theta \) according to Equation (10)
17. end for
18. return \( w^* \)

**Fig. 2. Training and Testing Phases of the SL-based Offloading Strategy**

A. Selecting SL model

The offloading strategy is the key technology to determine which data should be offloaded to the cloud. The offloading strategy is deployed on the edge devices and is expected to predict whether a sample belongs to normal data or complex data. The data will be sent and processed on the cloud only if the offloading strategy classifies them as complex data. Based on the above discussion, the offloading problem can be formulated as a binary classification problem, and we adopt SL models as the offloading strategies to handle this classification problem.

In addition to accuracy, the limited computation resources of the edge devices should be also taken into consideration when designing the offloading strategy. In other words, the size of the SL-based offloading strategy should be small enough to avoid high computation latency. Thus, we resort to simple but effective machine learning (ML) models such as...
support vector machine (SVM), random forest (RF), and k-nearest neighbors algorithm (KNN). To determine which SL models are the optimal offloading strategy, accuracy is the primary criterion as it directly affects the overall accuracy of the entire system. Besides, it is critical to balance the tradeoff between accuracy and the size of SL models to make sure that the offloading strategies will not significantly affect the execution time on the edge. Based on the experimental results in Section VI, the size of SVM is the smallest among other SL models in most cases, and SVM achieves suboptimal accuracy on multiple datasets. Therefore, in this work, SVM is recommended as a general SL model for offloading strategies in real implementation.

B. Training SL model with QBC-based data selection

To begin with, labels are required to be provided before training SL models. In our work, the data will be labeled as 1 if the inference result of the student model is right. Otherwise, the data are complex data and their labels are 0. Intuitively, the number of complex data depends on the performance of the student model. Next, SL models are trained to predict the labels. As SL models have difficulty dealing with high-dimensional data like image data, the logsit of the data are used as the feature vectors to train the SL models. As shown in Figure 2, the complex data and the normal data are selected from the original training dataset to train the SL models. Finally, the SL models are tested by the testing set.

A salient point to note is that the number of complex data in the training set is less than that of normal data for SL models. For example, given a student model with an accuracy of 80%, 20% of the data are complex data, and normal data account for 80% of the data. Since imbalanced training data affect model performance, we use the same number of normal data to train SL models. Therefore, the approach to select normal data affects the performance of SL models. Instead of completely random selection, we adopt the query by committee (QBC) algorithm [14] to select those normal data which are the most informative for the models. In the QBC algorithm, a score \( S(x) \) is assigned for a sample \( x \) with a class \( c \in C \) (\( C \) denotes a set of possible classes) by a committee that includes \( L \) classifiers, and the sample with the highest score will be selected. In this work, the entropy \( e_l(x) \) is used to assign the score \( S(x) \) via equation (11) and (12).

\[
e_l(x) = -\sum_c P_l(c|x) \log P_l(c|x), l = 1, 2, ..., L
\]

\[
S(x) = \max(D_1(x), D_2(x), ..., D_L(x))
\]

where \( P_l(c|x) \) denotes the probability of the class \( c \) given the example \( x \) and the \( l \)-th classifier, and \( D_l(x) \) denotes the entropy of of the class distribution.

In our work, given the number of complex data \( M \), \( r \cdot M \) normal data are first selected randomly, where \( 0 < r < 1 \). Next, the QBC algorithm is used to select \((1 - r) \cdot M\) normal data. The details of the QBC-based sample selection approach are shown in Algorithm 2.

VI. PERFORMANCE EVALUATION

A. Experiment Setup

The cloud equipment is an 8-core Intel core i7-9700k@3.60GHz processor and an NVIDIA RTX 2080i TX GPU. The edge device is the Raspberry Pi 4B platform as the edge end device, which is equipped with a 4-core BCM2835@1.5GHz processor and 4G RAM. For DNN compression, the policy network of the RL agent is a two-layer GRU model, and the learning rate is set as 0.0001. For QBC algorithms, \( r = 0.5 \), and \( L = 3 \). We adopt six candidate SL models as the offloading strategies: SVM, RF, KNN, gradient boosting decision tree (GBDT), extreme gradient boosting (XGB), and extra trees (ET).

B. DNN Compression Performance

The RL-based DNN compression approach is evaluated on a ResNet-18 model and a ResNet-34 network. Three public datasets, MNIST, CIFAR-10, and the Street View House Numbers (SVHN) dataset, are used in our paper.

First, ResNet-18 and ResNet-34 are trained as the teacher models, respectively. Then, RL-based DNN compression is carried out using the teacher models. \( \alpha \) is set as 20, \( \beta \) is set as 15, and the batch size \( N \) is set as 2 on CIFAR-10 and 3 on MNIST and SVHN. Next, similarity-preserving knowledge distillation is used to train the student model [15]. Student models are trained for 80 epochs on CIFAR-10 and for 40 epochs on MNIST and SVHN. We compared the results with
N2N learning in the table I and II. Note that the results of N2N learning are cited from its original paper [1].

Unlike N2N learning, our work places compression ratio as the first priority when designing the reward function. This is because the offloading strategy can send complex data to the cloud center to ensure the accuracy of the entire system. Table I and II show the details of the teacher models and the student models. We observe that all student models obtain a high compression ratio. On MNIST, our method achieves both high accuracy and high compression ratio. On SVHN for ResNet-18, the accuracy of N2N learning is 1.94% higher than that of our method; the model size of our method is 87.6% smaller than that of N2N learning. For CIFAR-10, the accuracy of N2N learning is 7.69% and 6.16% higher than that of our method regarding ResNet-18 and ResNet-34 as the teacher models, respectively; the model sizes of our method are 69.9% and 78.3% smaller than those of N2N learning regarding ResNet-18 and ResNet-34 as the teacher models, respectively. Compared with N2N learning, our method successfully obtains a higher compression ratio while slightly reducing models’ accuracy.

C. Offloading Strategy Performance

We evaluate the performance of SL-based offloading strategies after obtaining student models. According to Algorithm 2, M complex samples are first obtained using student models. Then, random selection and QBC are applied to choose normal data, respectively. Finally, various kinds of SL models are trained and tested based on Fig. 2. The accuracy of SL models is listed in Fig. 3.

Fig. 3 shows that SL models trained by QBC algorithms outperform those trained by random selection. The results demonstrate that QBC algorithms can find those data that are more informative for SL models. Besides, it can be seen that the SL model which obtains the highest accuracy varies depending on the datasets and teacher models. For example, on MNIST, ET achieves the highest accuracy for ResNet-18 while SVM reaches the optimal performance for ResNet-34; on SVHN, KNN achieves the highest accuracy for both ResNet-18 and ResNet-34; on CIFAR-10, KNN and RF obtain the highest accuracy for ResNet-18 and ResNet-34, respectively. In addition to accuracy, the size of SL models should also be considered as it affects the execution time on the edge. Table III and IV list the size of the SL models. Take CIFAR-10 as an example, although RF has the highest accuracy for ResNet-34, its size is larger than 10 MB, hence leading to high computation latency. In contrast, the sizes of other SL models except ET are no more than 500 KB but obtain similar accuracy. In a word, the tradeoff between accuracy and size should be considered when evaluating the SL models.

In a real-world implementation, it is inconvenient to train and test numerous SL models and then to analyze which SL model is the optimal offloading strategy. Therefore, another way to select SL models is to choose the SL model that shows stable performances and has a small size no matter what the datasets are. From Fig. 3 and Table III IV, it can be observed that the accuracy of SVM reaches the average level of all SL models, and the size of SVM is the smallest among the SL models in most cases. Thus, in practical applications, we can use SVM as a general offloading strategy.

Furthermore, the sizes of SL models are listed in Table V. It can be seen that the total sizes of SL models and student models are still much smaller than the student models generated in N2N learning, which implies that our method requires fewer computation resources.
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Fig. 3. Accuracy of SL-based Offloading Strategy

TABLE III
SIZE (KB) OF SL MODELS (RESNET-18 IS THE TEACHER MODEL)

| Dataset     | SVM | RF  | KNN | GBDT | XGB | ET  |
|-------------|-----|-----|-----|------|-----|-----|
| MNIST       | 6   | 197 | 14  | 151  | 73  | 496 |
| SVHN        | 138 | 417 | 425 | 172  | 317 | 16149 |
| CIFAR-10    | 467 | 12781 | 2009 | 174  | 404 | 44390 |

TABLE IV
SIZE (KB) OF SL MODELS (RESNET-18 IS THE TEACHER MODEL)

| Dataset     | SVM | RF  | KNN | GBDT | XGB | ET  |
|-------------|-----|-----|-----|------|-----|-----|
| MNIST       | 7   | 213 | 12  | 149  | 81  | 490 |
| SVHN        | 122 | 3800 | 507 | 171  | 307 | 14050 |
| CIFAR-10    | 166 | 3738 | 425 | 174  | 294 | 13375 |

D. Edge-cloud framework performance on real hardware

We implement the proposed framework on real hardware on three datasets. Two criteria, runtime and accuracy, are used for performance evaluation. Firstly, we only execute the student model on the edge and overlook the cloud. Secondly, all the data are offloaded to the cloud center and the teacher models are used to carry out DNN inference. Thirdly, we apply the proposed edge-cloud cooperation framework. The experiment results are listed in the Table VII and VIII. For accuracy, the proposed edge-cloud cooperation framework obtains the highest accuracy as some complex data are offloaded to the cloud server according to the SL-based offloading strategy. As mentioned in Section I, the student models can provide correct inference results for some samples while the teacher models can’t [1]. Thus, the accuracy of the whole system is higher than its corresponding teacher model. In terms of runtime, offloading all the data to the cloud causes a large delay due to data transmission, while the only edge-only strategy has the shortest runtime at the expense of accuracy. To sum up, the extra delay introduced by edge-cloud cooperation is quite small (less than 20% in most cases) compared with the edge-only strategy, while the accuracy is considerably improved; compared with the cloud-only strategy, the inference latency is greatly reduced with even higher accuracy.

TABLE V
SIZE OF OFFLOADING STRATEGIES AND STUDENT MODELS (RESNET-18 IS THE TEACHER MODEL)

| Dataset     | Proposed Method | Student | SL  | Total | N2N |
|-------------|-----------------|---------|-----|-------|-----|
| MNIST       | 407 KB          | 6 KB    | 413 KB |
| SVHN        | 491 KB          | 138 KB  | 629 KB | 2239 KB |
| CIFAR-10    | 675 KB          | 467 KB  | 1142 KB | 3963 KB |

TABLE VI
SIZE OF OFFLOADING STRATEGIES AND STUDENT MODELS (RESNET-34 IS THE TEACHER MODEL)

| Dataset     | Proposed Method | Student | SL  | Total | N2N |
|-------------|-----------------|---------|-----|-------|-----|
| MNIST       | 818 KB          | 7 KB    | 825 KB |
| SVHN        | 785 KB          | 122 KB  | 907 KB |
| CIFAR-10    | 1769 KB         | 116 KB  | 1885 KB | 8156 KB |

VII. CONCLUSION

In this paper, we present an edge-cloud cooperation framework to achieve high accuracy but low inference time
TABLE VII
ACCURACY AND RUNTIME UNDER DIFFERENT EDGE-CLOUD SYSTEMS ON REAL HARDWARE (ResNet-18 IS THE TEACHER MODEL)

| Dataset   | Only edge Runtime | Accuracy  | Only cloud Runtime | Accuracy  | Cooperation (Proposed) Runtime | Accuracy  |
|-----------|------------------|-----------|---------------------|-----------|-------------------------------|-----------|
| MNIST     | 48.6 s           | 99.49%    | 255.5 s             | 99.34%    | 54.2 s                        | 99.74%    |
| SVHN      | 196.1 s          | 93.19%    | 1407.5 s            | 95.1%     | 313.7 s                       | 98.1%     |
| CIFAR-10  | 174.2 s          | 84.12%    | 331.9 s             | 88.73%    | 182.2 s                       | 93.45%    |

TABLE VIII
ACCURACY AND RUNTIME UNDER DIFFERENT EDGE-CLOUD SYSTEMS ON REAL HARDWARE (ResNet-34 IS THE TEACHER MODEL)

| Dataset   | Only Edge Runtime | Accuracy  | Only Cloud Runtime | Accuracy  | Cooperation (Proposed) Runtime | Accuracy  |
|-----------|------------------|-----------|---------------------|-----------|-------------------------------|-----------|
| MNIST     | 89.3 s           | 99.44%    | 397.7 s             | 99.51%    | 99.1 s                        | 99.76%    |
| SVHN      | 485.7 s          | 92.91%    | 1211.8 s            | 95.08%    | 675.9 s                       | 97.81%    |
| CIFAR-10  | 261.9 s          | 86.20%    | 371.9 s             | 92.32%    | 280.3 s                       | 94.6%     |

for DNN inference. The proposed framework contains two key technologies: RL-based DNN compression and SL-based offloading strategies. The RL-based DNN compression generates a student model from a teacher model. The student model is deployed on resource-limited edge devices and can handle most of the data. As the accuracy of the student model is lower than that of the teacher model, the SL-based offloading strategy is proposed to counterbalance this deterioration. The SL-based offloading strategy identifies the complex data for the student model and sends them to the cloud. Extensive experiments have demonstrated that our framework achieves the highest accuracy compared with both Edge-Only and Cloud-Only strategies, while greatly reducing the inference latency for data offloading.
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