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We address the problem of retrieving the full state of a network of Rössler systems from the knowledge of the actual state of a limited set of nodes. The selection of the nodes where sensors are placed is carried out in a hierarchical way through a procedure based on graphical and symbolic observability approaches. By using a map directly obtained from the governing equations, we design a nonlinear network observer which is able to unfold the state of the non-measured nodes with minimal error. For sparse networks, the number of sensors scales with half the network size and node reconstruction errors are lower in networks with heterogeneous degree distributions. The method performs well even in the presence of parameter mismatch and non-coherent dynamics and, therefore, we expect it to be useful for designing robust network control laws.

The standard for a real world network is to be nonlinear. This is observed in biology, medicine, communications, power grid, etc. To investigate, monitor, control or predict network performance, it is therefore necessary to develop appropriate techniques that correctly manage its nonlinear nature. However, most of the existing approaches are designed for linear networks and give spurious results when trying to optimize the placement of sensors in nonlinear ones. Here we show a procedure that, starting at the node level and then iterating the dependencies induced by the connectivity, allows to place the sensors that lead to a global observability of the network, that is, to retrieve the whole state of the network from a limited set of variables. With this information, it is then possible to design an observer in the form of a map between the gauged variables and all the variables fully describing the network state. That is a prerequisite for an efficient control of nonlinear networks.

I. INTRODUCTION

To monitor and control a network of nonlinear dynamical systems, it is often desirable to be able to determine their state from a limited set of measurements. This is not a trivial task for many reasons. One of them is that networks from the real world are often nonlinear by nature, rendering linear approaches inefficient. There are many examples from technological (power systems, communication systems, traffic) to biological networks (biochemical reactions, brain dynamics, ecological networks). Among others, the problem results from the complexity of the considered system, because a network is high-dimensional (due to the node dynamics and/or the number of interacting units) and nonlinear (each node dynamics can be a nonlinear dynamical system and their couplings can be a nonlinear function as a sigmoid, for instance). Moreover, there is a limited access (number of sensors) to measure the variables required for a full knowledge of each state of the network under study.

Observability answers whether a system is observable from a given set of measured variables and, to safely reconstruct the state of a system, it is preferable that they provide a global observability of the state space. The concept of observability was first introduced for linear systems by Kalman. This is a structural observability obtained from the governing equations and it states whether a system is observable from a given set of measured variables or not. This observability was then extended to nonlinear systems by Hermann and Krener. Later on, a continuous quantification of observability was introduced for linear and nonlinear systems through real or symbolic coefficients based on Lie-algebraic formulations, allowing to rank which variables are the cause for a lack of observability. However, any approach based on the algebraic computation of the so-called observability matrix to assess the observability of a dynamical network, is not applicable due to the computational burden of high-dimensional systems, even for small nonlinear networks. Consequently, a graph-theoretical perspective of observability, as developed by Lin, has been presented to tackle networks of linear systems. The graph is in fact a fluence graph, as introduced by Mason which encodes the dependencies (links) between the state variables (nodes). From the structure of this graph in terms of the root strongly connected components it is possible to obtain a minimum set of variables (sensors) that render the network observable. This approach however disregards the nodal dy-
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namic structures and nonlinearities are not properly considered: as a result, it can underestimate the number of sensors as shown by a series of papers.\textsuperscript{12,20,24} and, purely graph-theoretic observability approaches may not be sufficient to design a stable state observer.

While the observability assessment provides information about which output variables should be measured, it does not tell us how to reconstruct the network state from those measurements. This is the problem of the observer design, that is, to unfold the unobserved variables to non-ambiguously retrieve the state of the system with the minimal error. While observers for linear systems have been successfully uncovered,\textsuperscript{26,27} this is still an open challenge for nonlinear systems.\textsuperscript{28,29} Several attempts have been proposed like using parameter identification,\textsuperscript{30,31} global modeling,\textsuperscript{32} reservoir computing\textsuperscript{33} or through optimization-based approaches for jointly observing the states of nonlinear networks and optimally selecting the observed variables.\textsuperscript{34,35}

Here, we propose a framework for observing the state of nonlinear dynamical networks which uses an observer directly obtained from the governing equations of the nodal dynamics through derivative coordinates and a set of sensors placed with the help of a procedure combining graphic and symbolic approaches.\textsuperscript{34} Without loss of generality, we exemplify our methodology by considering networks of diffusively coupled Rössler systems.\textsuperscript{36} The knowledge gathered from the observability analysis of dyads and triads of Rössler nodal dynamics is used to propose some rules to handle larger networks in a systematic way by decomposing the networks in blocks whose observability properties are known. Our network observer requires a rather short observation horizon — the duration of time series used to determine each state of the system — and it successfully monitors the network state in real time as long as the selected sensors are feeding the observer with a sufficient time resolution.

The organization of the manuscript is as follows. In Section II, we present the formulation of the problem and theoretical background reviewing the concepts of observability matrix, observability symbolic coefficients and the graph approach needed to assess the observability of the nodal dynamics. In Section III, we extend the nodal observability to the observability of pairs and triads incorporating the coupling function and present some propositions on the observability of an arbitrary network. In Section IV, we define the observer problem and explicitly construct the observers of a single Rössler unit, and of a pair of them while Section V is fully devoted to the observer of a network of Rössler systems and discuss its performance under different network and dynamical conditions. Finally, we present some conclusions and future work.

II. BACKGROUND

A. Problem formulation

We consider a dynamical network composed of $N$ nodes, each one of them having a $d$-dimensional dynamics, whose interactions are given by an adjacency matrix $A$. We can thus distinguish three levels of description of a network: (i) the nodal dynamics through the $d \times d$ Jacobian matrix $J_n$, (ii) the topology described by the $N \times N$ adjacency matrix $A$, and (iii) the whole dynamical network described by the $d \cdot N \times d \cdot N$ network Jacobian matrix $J_N$.

The node Jacobian matrix $J_n$, computed from the set of the $d$ differential equations governing the node dynamics, allows an easy construction of a fluence graph describing how the $d$ variables of the node dynamics are interacting. Such fluence graphs were used by Lin for assessing the controllability of linear systems and, later on, the theory was extended to address their observability.\textsuperscript{37} When nonlinear systems are considered, it was shown that those edges with a nonlinear component have to be removed from the fluence graph.\textsuperscript{38} When dealing with dynamical networks, it is important to distinguish the adjacency matrix $A$ from the network Jacobian matrix $J_N$ since, very often the observability of a network has been wrongly investigated by only taking into account the adjacency matrix and, thus, disregarding the nodal dynamics.

When the network is actually observable, the observability analysis should identify a candidate set of sensor nodes and state variables which guarantees the determination of the complete network state. Then, it remains to express the state of the system in terms of the original state variables from the measured ones. In the dynamical systems theory, it is often sufficient to reconstruct the dynamics by using derivative or delay coordinates,\textsuperscript{39} the so-called reconstructed variables: there is no need to know the governing equations to do that. Nevertheless, this is not sufficient in some applications such as the design of a control law where a replica of the real system is often required.\textsuperscript{40} Therefore, we must design a state observer whose output closely follows the evolution of the variables involved in the equations governing the system dynamics.\textsuperscript{41}

B. Graphical and symbolic observability

Here we briefly present some concepts from observability theory needed to optimally select the sensors in nonlinear networks. Let

$$\Sigma \equiv \begin{cases} \dot{x} = f(x) \\ s = h(x) \end{cases}$$

be a dynamical system $\Sigma$ in the state space $\mathbb{R}^d(x)$ with a flow $\phi_t : \mathbb{R} \times x \mapsto x$ evolving on a smooth state
space manifold $\mathcal{M}$ according to the nonlinear vector field $f: \mathbb{R}^d \to \mathbb{R}^d$. The trajectory $\psi(t)$ depends on the initial conditions $x_0$ at time $t_0$. Let $m$ be the number of variables measured according to the measurement function $h: \mathbb{R}^d \to \mathbb{R}^m$.

The observability of a system can be defined as follows: \footnote{Let us consider the case $m = 1$ (a generalization to larger $m$ is straightforward), and let $X \in \mathbb{R}^d$ be the vector spanning the reconstructed space obtained by using the $(d-m)$ successive Lie derivatives of the measured variables. The dynamical system \footnote{Rössler system} is said to be state observable at time $t$ if every initial state $x_0$ can be uniquely determined from the knowledge of a finite time series $\{X\}_{t_0}^t$. In practice, it is possible to test whether the pair $[f,h]$ is observable by computing the rank of the observability matrix.}

$$O_X(x) = \begin{bmatrix} dh(x), dL_f h(x), \ldots, dL_f^{d-1} h(x) \end{bmatrix}^T.$$ \quad (2)

where $L_f h(x)$ is the Lie derivative of $h(x)$ along the vector field $f$. The $k$th order Lie derivative is given by

$$L_f^k h(x) = \frac{\partial L_f^{k-1} h(x)}{\partial x} f(x),$$ \quad (3)

$L_f^0 h(x) = h(x)$ being the zeroth order Lie derivative of the measured variable. The observability matrix $O_X(x)$ is the Jacobian matrix of the coordinate transformation $\Phi: \mathbb{R}^d \to \mathbb{R}^d$ between the state space $\mathbb{R}^d(x)$ and the space $\mathbb{R}^d$ reconstructed from the $m$ measured variables. \footnote{By construction, the observability assessed from the observability matrix is a structural property.}

**Definition 1** The pair $[f,h]$ is said to be locally observable at $x_0$ if rank $O_X(x_0) = d$ and globally observable if rank $O_X(x) = d$ for every $x \in \mathcal{M}$. \footnote{If for large dimensional systems the observability matrix $O_X(x)$ is analytically intractable, a procedure was developed to compute the symbolic observability matrix and its determinant as follows. The Jacobian matrix of the system under study is transformed into a symbolic Jacobian matrix $\tilde{J}$ whose elements $\tilde{J}_{ik}$, are $1$ when $J_{ik}$ is constant ($l,k = 1, \ldots, d$), $1$ when $J_{ik}$ is polynomial, and $\tilde{1}$ when it is rational. From the symbolic Jacobian matrix, a symbolic observability matrix $\tilde{O}_x$ is constructed using an algebra working on the symbols $0$, $1$, $\bar{1}$ and $\bar{\bar{1}}$. The number $N_1$, $N_1$, and $N_{\tilde{1}}$ of the different terms (constant, polynomial and rational) occurring in the symbolic expression of the determinant $\text{Det} \tilde{O}_x$ computed using this algebra are counted. The symbolic observability coefficients $\eta_X$ are then computed according to the formula:

$$\eta_X = \frac{N_1}{N_{\text{tot}}} + \frac{N_1}{N_{\text{tot}}} + \frac{N_{\tilde{1}}}{N_{\text{tot}}}.$$ \quad (4)

where $N_{\text{tot}} = N_1 + N_1 + N_{\tilde{1}}$. The values of $\eta_X$ range from 0 to 1, with $\eta_X = 1$ indicating that the pair $[f,X]$ provides a global observability of the system, good observability if $\eta_X > 0.75$ and poor otherwise.}

Let us illustrate this with the Rössler system \footnote{Let us assume that the measurement function is $h(x) = x$, namely $X = \begin{bmatrix} x \ x \ \dot{x} \ \ddot{x} \end{bmatrix}$. Then the observability matrix is}

$$O_{x^3} = \begin{bmatrix} 1 & 0 & 0 & 0 & -1 & -1 & -1-x-a \ -1 & 0 & -1 & -a & c-x \ 0 & 0 & 0 & 0 & 1 \end{bmatrix}.$$ \quad (7)

where the subscript $x^3$ designates the first three Lie derivative of $x$, that is, $x$, $\dot{x}$ and $\ddot{x}$. The determinant of this observability matrix is

$$\text{Det} O_{x^3}(x) = 1 \cdot (1 \cdot (c-x) - a \cdot 1) = x - a - c,$$ \quad (8)

which is null in the singular observability manifold defined as

$$\mathcal{M}_{\text{obs}}^c = \{ x \in \mathcal{M} \subset \mathbb{R}^3 \mid x = a + c \}.$$ \quad (9)

The system \footnote{The system \footnote{Let us assume that the measurement function is $h(x) = x$, namely $X = \begin{bmatrix} x \ x \ \dot{x} \ \ddot{x} \end{bmatrix}$. Then the observability matrix is} is not observable from $\mathcal{M}_{\text{obs}}^c$ when $x$ is measured. To answer how good is the observability of the pair $[f,X]$, we resort to the symbolic approach described above. The symbolic representation of \footnote{We can compute the determinant of $\tilde{O}$ using the symbolic rules described in Ref[12] for the product and the sum of symbolic terms, leading to}

$$\tilde{J} = \begin{bmatrix} 0 & 1 & 1 & 1 & 0 & 1 \ 1 & 0 & 1 \ \bar{1} & \bar{1} \ \bar{1} & \bar{1} \end{bmatrix}.$$ \quad (10)

and the corresponding symbolic observability matrix is

$$\tilde{O}_{x^3} = \begin{bmatrix} 1 & 0 & 0 \ 0 & 1 & 1 \ 1 & 1 \end{bmatrix},$$ \quad (11)

as detailed in Ref. \footnote{We can compute the determinant of $\tilde{O}$ using the symbolic rules described in Ref[12] for the product and the sum of symbolic terms, leading to}

$$\text{Det} \tilde{O}_{x^3}(x) = 1 \otimes (1 \otimes \bar{1} \otimes 1 \otimes 1).$$ \quad (12)

Notice that there is no subtraction in the symbolic algebra. \footnote{There are $N_1 = 4$ constant terms and $N_{\tilde{1}} = 1$ rational one. According to Eq. (4), the symbolic observability coefficient is thus}

$$n_{x^3} = \frac{4}{5} + \frac{1}{5^2} = 0.84.$$ \quad (13)
Proceeding in a similar way, the two other symbolic observability coefficients are \( \eta_j^y = 1.00 \), and \( \eta_j^z = 0.44 \). Variable \( y \) therefore provides a global observability of the pair \([f, X]\) where \( X = \begin{bmatrix} y & y \end{bmatrix} \). The variable \( y \) is thus the preferred measured variable for constructing an observer of the Rössler dynamics.

From the symbolic Jacobian matrix \( J \), we can get a first graphical selection of the variables eventually rendering the system globally observable. It is based on the concept of root strongly connected components (rSCC) applied to a pruned fluence graph encoding the interdependence (links) between the state variables (nodes) \( J \). A rSCC is the largest subgraph in which there is a directed path from every node to every other node and with no links going out: therefore, any node in the rSCC has information about the others and the sensor can be placed in any of them. As described in Ref. \( \text{35} \) the pruned fluence graph is constructed retaining only the nonzero constant elements \( J_{ik} \), that is, nonlinear terms are disregarded as they diminish the observability (specifically the terms \( J_{31} \) and \( J_{33} \) of the Rössler system). Self-loops are also not taken into account since they do not contribute to the rSCC. An example is shown in Fig. 1 for the Rössler system. It has a single rSCC (dashed oval) containing the variables \( x \) and \( y \). The variable \( z \) cannot provide a global observability of the Rössler system, a result which can be analytically proved by computing the determinant \( \text{Det} O_{2,3} = -z^2 \) which vanishes for \( z = 0 \): there is a non-empty singular observability manifold.

This graphical approach can be used to determine the observability of networks of coupled dynamical systems by using the condition that a sensor should be placed at one variable in each rSCC. In the next sections, we will show how this graphical approach can be applied to networks of \( N \) diffusively coupled Rössler oscillators.

### III. OBSERVABILITY OF COUPLED DYNAMICAL SYSTEMS

Let us consider a network of \( N \) diffusively coupled Rössler oscillators, each of them being governed by the vector field

\[
f_i = (-y_i - z_i, x_i + a_i y_i, b + z_i (x_i - c))
\]  

where \( a_i \) is the parameter used to account for the network heterogeneity. The \( i \)th node dynamics is thus governed by

\[
\dot{x}_i = f_i(a_i, x_i) + \rho \sum_{j} A_{ij} [g(x_j) - g(x_i)],
\]

for \( i = 1, \ldots, N \), where \( \rho \) is the coupling strength, \( A = (A_{ij}) \) are the entries of the adjacency matrix, describing whether nodes \( i \) and \( j \) are coupled if \( A_{ij} = 1 \) or not \( (A_{ij} = 0) \), and \( g : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is the coupling function. We will consider the Rössler oscillators coupled through any of the three variables, that is, \( g_x(x) = (x, 0, 0) \), \( g_y(x) = (0, y, 0) \), or \( g_z(x) = (0, 0, z) \).

#### A. Observability of dyads of Rössler systems

Let us now investigate the placement of sensors in two Rössler systems unidirectionally coupled \( (A_{12} = 0, A_{21} = 1) \) using the graphical approach described in the Section \( \text{II B} \). The symbolic Jacobian matrix of the dyad is:

\[
J = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{bmatrix}
\]

where the \( 3 \times 3 \) diagonal blocks coincide with Eq. \( \text{10} \) for an isolated Rössler system and off-diagonal entries \( J_{ij} \) in bold represent the unidirectional coupling from node 1 to node 2 through each one of the three variables simultaneously. In the following, we will consider the three coupling schemes, \( g_x, g_y \) and \( g_z \), separately.

The pruned fluence graphs constructed for \( g_y \) and \( g_z \) are shown in Fig. 2(a) and 2(b), respectively. The corresponding rSCC are marked with oval dashed lines. There is a single rSCC when the two Rössler systems are coupled through variable \( y \); it contains variables \( x_2 \) and \( y_2 \) (the rSCC is the same for the \( g_z \) coupling). There are two rSCCs when the Rössler systems are coupled through variable \( z \).

Therefore, a dyad of Rössler systems unidirectionally coupled through the variable \( y \) (or \( z \)) is potentially globally observable by just measuring variable \( x_2 \) and/or \( y_2 \) [encircled variables in Fig. 2(a)]. To answer this in a more accurate way, we applied a systematic computation of the symbolic observability coefficients \( \eta_{x_{2}y_{2}} \) and found that, when the reconstructed space is spanned by the vector

\[
X = \begin{bmatrix} x_2 & \dot{x}_2 & y_2 & \dot{y}_2 & y_2 & \dot{y}_2 \end{bmatrix}^T,
\]

\( \eta_{x_{2}y_{2}} = 1 \), suggesting that the pair \([f_1 + f_2, x_2 y_2]\) is globally observable. This is analytically checked with the
determinant $\text{Det } O_{x_2 y_2} = -\rho^3$, confirming the global observability of the Rössler system by measuring variables $x_2$ and $y_2$ (until $\rho \neq 0$). There are two other combinations providing a global observability: $\text{Det } O_{x_3 y_2} = -\rho^3$ (measuring $x_2$ and $y_2$) and $\text{Det } O_{x_3 y_2} = \rho^3$ (measuring $x_2$ and $z_2$). Finally, there is another combination providing a good observability ($\eta_{x_1 z_2} = 0.91$) with the reconstructed vector

$$X = [y_2 \ y_2 \ \ddots \ y_2 \ z_2]^T : (18)$$

the corresponding analytical determinant $\text{Det } O_{y_2 z_2} = \rho^3(c + a_1 - x_1)$ is a first-degree polynomial (as expected for $\eta_X > 0.75$)\[14\]. There is a singular observability manifold $\mathcal{M}_{y_2 z_2}^{\text{obs}} = \{x \in \mathcal{M} | x_1 = c + a_1\}$ which cannot be observed from their measurements. Such manifold should degrade the performance of any observer built from variables $y_2$ and $z_2$.

When the coupling $g_z$ is chosen, the pruned fluence graph in Fig. [2](c) displays two rSCCs involving the two nodes and, therefore, one variable has to be chosen in each of them. In that case, the most obvious choice is to measure variable $y$ in each node. According to this analysis, the coupling function has a profound impact in the observability of a network: while couplings $g_x$ or $g_y$ permits a pair of coupled Rösslers to be globally observable by just measuring in one of them, it forces to perform measures in both systems when they are coupled through the $z$ variable.

B. Observability of triads and larger networks

From the study of a simple dyad, we have shown that the observability and, consequently, the set of variables to be measured, depends largely on the coupling function. Therefore, let us now consider a triad of Rössler systems coupled as shown in Fig. [2](c) using the variable $y$ as the coupling variable connecting nodes 1 and 3 to node 2. A graphical approach returns a single rSCC containing variables $x_2$ and $y_2$. However, a systematic study of all possible reconstructed vectors based on these two variables shows that it is not possible to get a global observability of more than two nodes from measurements on a single one\[15\]. A global observability of our triad is therefore obtained by measuring variables $x_2$ and $y_2$ in node 2, and variable $y_3$ in node 3 [encircled variables in Fig. [2](c)]. Using these three variables and their derivatives, it is possible to get a reconstructed vector $X$ providing a global observability since $\eta_{x_2 y_2 y_3} = 1$. Notice that we also have $\eta_{x_1 y_2 y_3} = 1$ if the roles of nodes 1 and 3 are exchanged.

From the knowledge gathered for dyads and triads of systems like the Rössler one, we can infer the following propositions for larger networks of any dynamical system\[15\].

**Proposition 1** When the node dynamics is globally observable from one of its variables, then a dynamical network is globally observable if that variable is measured at each node ($m = N$), independently from the coupling function and topology, even when the network is not completely connected.

**Corollary 1** When the number $N_m$ of measured nodes is such that $N_m < N$, by definition, the choice of the variables to measure not only depends on the adjacency matrix $A$ and coupling function $g$, but also, on the node dynamics.

**Proposition 2** When a network of $N$ Rössler systems is coupled by the variable $z$, then $N_m = N$ nodes must be measured to obtain a global observability.

**Proposition 3** In a network of $N$ Rössler systems linearly coupled, it is not possible to reconstruct with a global observability the space associated with three nodes from measurements in a single node.

**Corollary 2** A global observability of a network of $N$ Rössler systems is obtained from measurements of at least $m = N$ variables in at least $N_m = \frac{N}{2}$ nodes.

Therefore, in order to investigate the observability of a network of dynamical systems and address the problem of the choice of a set of sensors, we first need to tackle the observability at the node level, that is, of the nodal dynamics, and then to proceed with the observability of a pair of nodes to incorporate the role of the coupling function.
In the next sections, we will explain the strategy to select the \( N_m \) nodes and how we can build from them an observer for a whole network of Rössler oscillators.

IV. OBSERVERS

A. Observer of a single Rössler system

An observer can be easily constructed by inverting the coordinate transformation \( \Phi : x \rightarrow X \) between the original state space \( \mathbb{R}^3(x) \) and the reconstructed space \( \mathbb{R}^3(X) \). When the system is globally observable, that is, when the determinant of the Jacobian matrix of the map \( \Phi \) never vanishes, the map is easily inverted and the differentiator \( D = \Phi^{-1} \) is defined over the whole state space.\(^{[5]}\)

From the observability analysis of the Rössler system performed in Sec. II B we will construct observers using the differentiators obtained by inverting the three maps investigated. Let us start with \( X = [y \ y \ y] \), which provides a global observability.

In this case, the differentiator reads

\[
D_y \equiv \Phi_{y^{-1}} = \begin{vmatrix}
\dot{x} = -aX_1 + X_2 \\
y = X_1 \\
\dot{z} = -X_1 + aX_2 - X_3
\end{vmatrix}
\] (19)

where \( X_1 = y, X_2 = \dot{y}, \) and \( X_3 = \ddot{y} \) are the estimated variables. An alternative observer can be constructed from the governing equations \(^{[6]}\), and replacing the third equation, obtaining:

\[
O_y \equiv \begin{vmatrix}
\dot{x} = -aX_1 + X_2 \\
y = X_1 \\
\dot{z} = -X_1 - \dot{x}
\end{vmatrix}
\] (20)

where the derivative of \( \dot{x} \) has to be computed from the estimated variable \( \dot{x} \).

When variable \( x \) is measured, that is, \( X_1 = x \), the differentiator reads

\[
D_x \equiv \Phi_{x^{-1}} = \begin{vmatrix}
x = X_1 \\
\dot{y} = \frac{b + X_1 + cX_2 + X_3 - X_1X_2}{X_1 - a - c} \\
\dot{z} = \frac{-b - X_1 + aX_2 - X_3}{X_1 - a - c}
\end{vmatrix}
\] (21)

where \( X_2 = \dot{x}, \) and \( X_3 = \ddot{x} \). This differentiator is not defined in the singular observability manifold.\(^{[25]}\)

Finally, when variable \( z \) is measured, \( X_1 = z \), a differentiator reads

\[
D_z \equiv \Phi_{z^{-1}} = \begin{vmatrix}
\dot{x} = \frac{-b + cX_1 + X_2}{X_1} \\
\dot{y} = -X_1 + \frac{-bX_2 - X_1X_3 + X_2^2}{X_1^2} \\
z = X_1
\end{vmatrix}
\] (23)

where \( X_2 = \dot{z}, \) and \( X_3 = \ddot{z} \). This differentiator is not defined in the singular observability manifold

\[
\mathcal{M}^{\text{obs}}_z = \{(x, y, z) \in \mathbb{R}^3 | z = 0\}
\] (24)

that is visited by the chaotic trajectory with a null Lebesgue measure. There is no possibility to easily construct an observer from the Rössler equations \(^{[3]}\) when variable \( z \) is measured.

In order to quantify the goodness of these observers, we compute the normalized root-mean-square error (NRMSE) of the estimated state variable \( \hat{x} \)

\[
\epsilon = \frac{1}{3} (\epsilon_x + \epsilon_y + \epsilon_z)
\] (25)

being \( \epsilon_x \) the NRMSE of the \( \dot{x} \) variable and computed as

\[
\epsilon_x = \frac{1}{\Delta x} \sqrt{\frac{1}{M} \sum_{n=1}^{M} (\dot{x}(t_n) - x(t_n))^2}
\] (26)

where \( \Delta x = x_{\text{max}} - x_{\text{min}} \) is the normalization factor. Similar errors are defined for the other variables.

It is also interesting to monitor how closely an observer is able to capture the phase of the dynamics. We compute the phase using a linear interpolation between two intersections with a Poincaré section defined as

\[
\mathcal{P} \equiv \{(x, z) \in \mathbb{R}^2 | y_n = y_p, \dot{y}_n < 0\}
\] (27)

where

\[
y_p = \frac{-c - \sqrt{c^2 - 4ab}}{2a}
\]

and \( (x_n, y_n, z_n) \) are the coordinates of the \( n \)th intersection of the trajectory with the Poincaré section. Then, as for the NRMSE, we compute the normalized error of the estimated phase \( \phi \) as

\[
\epsilon_\phi = \frac{1}{2\pi} \sqrt{\frac{1}{M} \sum_{n=1}^{M} (\phi(t_n) - \phi(t_n))^2}
\] (28)

System \(^{[3]}\) was integrated using a 4th-order Runge-Kutta with a time step \( dt = 0.01 \). For any of the state observers, derivatives of the measured variables at time
The errors in the estimation of the variables $x$, $y$, and $z$ (in terms of $dt$) are computed using the first-order finite difference scheme as:

$$
\begin{align*}
\ddot{x}_{k-1} &= \frac{v(t_k) - v(t_{k-2})}{2 dt} \\
\dddot{y}_{k-1} &= \frac{v(t_k) - 2v(t_{k-1}) + v(t_{k-2})}{dt^2},
\end{align*}
$$

(29)

with $v = x, y, z$. Such a scheme implies that the derivatives are known at the discrete times $(k-1)dt$ and $(k-2)dt$. The differentiator returns the state at $(k-1)dt$ while the observer $O_y$ returns it at $(k-2)dt$ since the derivative of $\dot{x}$ requires an additional time step.

Table I summarizes the normalized errors (in percentage) for the amplitude and phase of the estimated variables using the differentiators and observers from Eqs. (19), (20), (21), and (22) for the Rössler system with $a = 0.433$ (other parameter values lead to similar errors) and a time window of $\tau = 600$ time units. As expected, the smallest errors are obtained with the observers using the variable $y$ which provides global observability.

| $D_x$ | $D_y$ | $D_z$ | $O_y$ |
|------|------|------|------|
| $\epsilon$ : 0.18% | 0.0004% | 0.0015% | 0.001% |
| $\epsilon_\delta$ : 0.1427% | 0.0000% | 0.0737% | 0.0000% |

It is well known that the results of the observer depends on the sampling frequency of the measured variable. Typically, the sampling frequency $f_s$ has to be such that $2f_s > f_{max}$ where $f_{max}$ is the highest frequency of the measured variable (here $f_{max} \approx 1$ Hz). Since the pseudo-period of the Rössler dynamics is 6.4 s, at least 13 points per revolution are needed to fulfill the Nyquist criterion. Setting a sampling frequency slightly greater than the Nyquist frequency $f_{max}$ is sufficient to recover a reasonable estimation of the phase, but recovering correctly the variable $x$ and the variable $z$ requires at about 50 points per revolution as shown in Fig. 3(a) (a common requirement for investigating accurately a chaotic dynamics).

**B. Observer of a dyad**

Let us now move to the case of designing a state observer of a dyad of Rössler systems coupled through variable $y$ as sketched in Fig. 2(a) where nodes 1 and 2 are unidirectionally coupled as $1 \rightarrow 2$. The observability analysis showed that the 6-dimensional state space $(x_1, y_1, z_1, x_2, y_2, z_2)$ associated with such a dyad is globally observable by only measuring variables $x_2$ and $y_2$ of node 2, that is, an observer can be constructed without singular observability manifold. Combining the governing equations for node 2 and a differentiator built from the reconstructed variable $\tilde{y}_1$ for node 1, we propose the following state observer $(\tilde{x}_1, \tilde{y}_1, \tilde{z}_1, x_2, y_2, \tilde{z}_2)$ for $\rho > 0$:

$$
\begin{align*}
\dot{\tilde{x}}_1 &= -a_1 \tilde{y}_1 + \dot{y}_1 \\
\tilde{y}_1 &= y_2 + \frac{1}{\rho} (\dot{y}_2 - x_2 + (\rho - a_2) y_2) \\
\tilde{z}_1 &= -\tilde{y}_1 + a_1 \tilde{y}_1 - \dot{y}_1 \\
x_2 &= y_2 \\
\dot{\tilde{z}}_2 &= -\dot{x}_2 - y_2
\end{align*}
$$

(30)

where $a_1$ and $a_2$ are the $a$ parameters of each node. Here, the observer returns the state at time $(k-1)dt$.

An example of the performance of this observer as a function of the coupling strength $\rho$ is shown in Fig. 4 for a dyad with two identical Rössler systems ($a_1 = a_2 = 0.432$) and with two different ones ($a_1 = 0.37$ and $a_2 = 0.432$). The ensemble average $(N = 2)$ of the errors in the estimation of the amplitude [Eq. (25)] and phase [Eq. (28)] of the two nodes are plotted together with the time averaged synchronization error computed as

$$
S = \frac{1}{M N (N - 1)} \sum_{n=1}^{M} \sum_{i \neq j}^{N} ||x_i(t_n) - x_j(t_n)||
$$

(31)

to help us correlating the synchronous state of the dyad and the easiness of the prediction: the estimation error of both the amplitude and phase keeps very low and stable above a given coupling value even when the nodes are not synchronous at all, and when the systems are not identical.

**V. NETWORK OBSERVER**

In Sec. III B we concluded that it is not possible to retrieve the dynamics of more than two nodes from measurements in a single one and, for instance, when we consider the small motif of three nodes shown in Fig. 2(c), we...
have to perform measurements at least in two nodes for reconstructing the whole dynamics. The observer for this configuration needs to measure $x_2$ and $y_2$ to reconstruct the dyad and $y_3$ to reconstruct the third node. Note that the dyad is not isolated and one of the sensor variables $y_2$ is receiving input from $y_3$. Therefore, we propose to generalize the observer in Eq. (30) as follows:

\begin{align}
\dot{x}_i &= -a_i y_i + \dot{y}_i \\
\dot{y}_i &= y_j + \frac{1}{\rho} [y_j - x_j - a_j y_j] + \sum_{l=1, l \neq i}^{N} A_{ij}(y_j - \tilde{y}_j) \\
\dot{z}_i &= -\tilde{y}_i + a_i \dot{y}_i - \ddot{y}_i \\
x_j &= y_j \\
\ddot{z}_j &= -\dot{x}_j - y_j
\end{align}

(32)

to reconstruct the dyads composed by nodes $i$ and $j$ embedded in a network (nodes $l$ are neighbors — according to the adjacency matrix — of the sensor $j$ except $i$), and the observer

\begin{align}
\dot{x}_k &= -a_k y_k + \dot{y}_k \\
y_k &= \nonumber \\
\dot{z}_k &= -y_k + a_k \dot{y}_k - \ddot{y}_k
\end{align}

(33)

for those nodes which have a sensor variable and are not paired. Due to the way these observers are constructed, the state (estimated or measured) of the nodes connected to the sensor variable of the dyad are needed prior the dyad reconstruction. Therefore, an iterative procedure is required for networks with $N > 3$.

In the following, we will explore first the performance of Eqs. (32) and (33) for the case of a triad and later on we will extend our results to the case of larger networks.

A. Case of a triad

We here consider the case of a triad of Rössler systems coupled through variable $y$ with the structure $1 \rightarrow 2 \rightarrow 3$ as shown in Fig. 2(c). In Fig. 5 we show the performance
of the state observer with identical and non identical oscillators. The behavior is quite similar to that of a dyad but with slightly higher amplitude errors when the triad is composed of non identical systems.

Notice that the dynamics of node 2 is now far more complex than in the case of the dyad of non identical oscillators: the first-return map of the sensor \( y_2 \) in the triad [Fig. 6(b)] is very thick although the global shape still suggests two monotone branches as for the sensor \( y_2 \) in the dyad [Fig. 6(a)]. When the first-return map has a significant thickness \( \epsilon \), there are more than one periodic orbit associated with a given orbital sequence: it is thus possible to have two different linking numbers — the number of times one periodic orbit cycles around the other — between orbits characterized by the same symbolic sequences, respectively. It is said that the attractor is \( \epsilon \)-topologically equivalent to the template which could be constructed if the thickness \( \epsilon \) was removed (see Refs. [49 and 50 for details]. It appears rather challenging to retrieve the dynamics of node 1 (a period-2 limit cycle) from such a complex dynamics observed in node 2.

**B. Observer hierarchical dependence**

According to Corollary 2 and Proposition 3, an observer for a network can be constructed from Eqs. (32) and (33) by assembling the nodes by pairs and designate as sensor one member of each pair. There are multiple configurations for decomposing the network in pairs but in order to ensure a proper functioning of the algorithm and to unravel the coupling term in Eq. (32), we have to proceed in a hierarchical way, pairing first the nodes with lower degree; moreover, it reduces the possibilities and the pairing can be performed automatically.

We illustrate the pairing procedure for the network used in Ref. [51] and sketched in Fig. 7: its size is \( N = 28 \) and its average degree is \( \langle k \rangle = 2.5 \). There, paired nodes are encircled in blue, node sensors have the green contour and those nodes which must be fully reconstructed from another one have the red dashed contour. Note that some sensors are not paired (nodes 19 and 23). The algorithm producing this pairing is as follows:

1. Search for the nodes whose degree is equal to one and make a pair with their only neighbor. If two nodes with degree \( k = 1 \) have the same neighbor (as nodes 22 and 23), then one of them is left unpaired (in the example is node 23).

2. Search for the nodes with \( k = 2 \) and pair them with an unpaired neighbor with the lowest degree.

3. Repeat step 2 increasing the degree and stop up to the stage at which all nodes which can be paired are paired.

As a result of applying these steps, we end up with 13 pairs and 2 unpaired nodes, that is, \( N_m = 15 \) sensor nodes \( \left( \frac{N}{2} + 1 \right) \). In particular, this means that we have to measure \( m = N \) variables (the \( x_j \) and \( y_j \) variables in the paired sensors and the \( y_k \) variable in the unpaired ones).
To check whether this choice provides a global observability, we have to compute the symbolic observability coefficient of the reconstructed vector whose components are \( X_i = \begin{bmatrix} y_i & \dot{y}_i & \ddot{y}_i \end{bmatrix}^T \) for the unpaired nodes \( i = 19, 23 \) and \( X_i = \begin{bmatrix} x_i & \dot{x}_i & y_i & \dot{y}_i & \ddot{y}_i \end{bmatrix}^T \) for the paired sensors \( i = 11, 12, 16, 17, 18, 20, 21, 22, 24, 25, 26, 27, \) and 28. The symbolic observability coefficient is indeed equal to one and the analytical determinant of the observability matrix is \( \text{Det} \, \mathcal{O}_X = \rho^3 \), therefore validating our selection.

Before actually applying the network observer described by Eqs. (32) for each pair \((i, j)\) and Eqs. (33) for each unpaired sensor node, let us show how the reconstruction works, especially regarding the coupling term in Eq. (32). For instance, to reconstruct node \( i = 8 \) which is paired to the sensor \( j = 16 \), we need to subtract from the variable \( y_{16} \) the signal \( y_i \) from its neighbor (see Fig. 7). But, to know this coupling signal, the dynamics of node 1 needs to be reconstructed from node 22, which is a sensor, before completing the reconstruction process. This hierarchical relationship is depicted in Fig. 8. From left to right, we uncover four different layers composed of nodes whose reconstruction depend on the precedent layers. In the first column of Fig. 8 the sensor nodes (paired and unpaired) are the nodes which do not need any other nodes to be fully reconstructed: they belong to the layer 1. The reconstruction of the dynamics of nodes belonging to layer 2 are obtained from the nodal dynamics in layer 1, and so on.

Once we solved the list of dependencies to reconstruct each node in our network shown in Fig. 7 we investigate the performance of the state observer by monitoring the error percentage in estimating the phase and amplitude of the nodal dynamics in the route to synchronization as the coupling parameter is increased. As expected, when nodes are identical \( a_j = 0.432, \forall i \), all the errors are of the same order and keep low (less than 0.3\%) as for dyads or triads of identical Rössler systems [Fig. 9(a)]; the phase and amplitude errors converge to zero when the oscillators synchronize to the same dynamics. Remarkably, when we inject a 5\% of parameter mismatch among the oscillators, the errors in the state estimation increase up to 15\% when the coupling is very low but they drop significantly down to the levels observed for identical systems when the network leaves the incoherent regime and synchronization is incipient (\( \rho > 0.1 \)).

To explore in detail the role of the network topology in the network state reconstruction, we plot in Fig. 10 how the estimation error is distributed along the different layers and how it depends on the node degree \( k \). Clearly, the best estimation is achieved in the first layer as this is the sensing layer and the reconstruction of these nodes involves only one (the \( \dot{z}_j \) of a paired sensor) or two (the \( \dot{x}_k \) and \( \ddot{x}_k \) of an unpaired sensor) variables, while in the rest of layers, the three dimensional dynamics of the nodes has to be fully reconstructed. Nevertheless, the performance of the state observer does not deteriorates as we go deeper in the layer structure, with all layers exhibiting similar errors and of the same order as the error of the first one [Fig. 10(a1)]. This also holds for the network with non-identical oscillators [Fig. 10(b1)] although here, for very low coupling regimes (\( \rho < 0.1 \)), estimation errors are two orders of magnitude higher, with deeper layers having the largest errors. For \( \rho > 0.1 \), errors drop and keep below 2\% and within the same order for all layers (see the inset in Fig 10(b1)). Figs. 10(a2) and 10(b2) show the same estimation errors as a function of the coupling strength but here each curve corresponds to the average error of all nodes having the same degree ranging between the minimum degree \( k = 1 \), and the maximum \( k = 7 \), being \( k = 3 \) the average degree. Comparing 10(a2) and 10(b2), in both cases, the hierarchical procedure implemented in the reconstruction of the node dynamics is reflected here: nodes with degrees \( k = 1,2 \) exhibit lower errors since those are most likely chosen as sensors, while those which are fully reconstructed belonging to deeper layers and having larger degrees, exhibit estimation errors larger than the average (black curve) but still low. However, not all the nodes having the same de-
SF networks, they are about the half. Second, the network observer provides better estimations than for ER networks. Figure 12 shows, for a particular coupling value and \( \langle k \rangle = 4 \), how the estimation error in the reconstruction of the \( N = 128 \) nodes, in each one of the 10 network realizations performed in Fig. 11 distributes as a function of the node connectivity \( k_i \). Again, as in the example of the network with \( N = 28 \) nodes shown in Figs. 10(a3) and 10(b3), the nodes whose connectivity is around the mean connectivity \( \langle k \rangle = 4 \) are those exhibiting a larger variety of estimation errors. This is clear in Fig. 12(a) for both ER and SF networks. However, in the latter case, the small-degree nodes are the most numerous coexisting with a few highly connected hubs and, therefore, in comparison, the population of nodes with degree within the average is more reduced. An alternative way to inspect this is to plot how much error in the network state estimation is accumulated at nodes with degree smaller than a given \( k \) [Fig. 12(b)]: it confirms the different contribution of the nodes depending on their connectivity.

It is interesting to remark that while the number \( N_{\text{sensors}} \) of sensors is linearly correlated with the number \( N \) of nodes, this is not the case for the number \( N_{\text{layers}} \) of layers which scales with \( \sqrt{N} \) (Fig. 13). Regarding \( N_{\text{sensors}} \), the slope is close to 0.5, slightly increasing as the mean degree \( \langle k \rangle \) increases (compare top panels for \( \langle k \rangle = 4 \) and \( \langle k \rangle = 6 \)). As for the hierarchical reconstruction, the number \( N_{\text{layers}} \) of layers required is reduced as the average network connectivity is increased, saturating for large \( N \). This would explain why the estimation errors are lower for networks with larger average degree (see Fig. 11).

**VI. CONCLUSION**

We developed an algorithm to optimally place a set of sensors to render a network observable and designed an observer returning its real time state. Our procedure is based on an observability analysis adequate for nonlinear networks (here, the nodal dynamics is nonlinear). Although the coupling function between nodes is linear, it is found that the observer must be constructed in a layer by layer non-trivial way. The key point is to pair the nodes according to some basic topological rules which can be automatized for treating arbitrarily large networks. We found that a network can be observed with errors which are of the same order of magnitude as those yield by dyads or triads of nodes. The errors become large in networks with heterogeneous node dynamics as long as the synchronization level remains low. The
(a) Identical oscillators: $a_i = 0.432$

(b) Non-identical oscillators: $a_i = 0.432 \pm 5$

FIG. 10. Dependence of the estimation error $\epsilon$ on the reconstruction layer $l$ [(a1) and (b1)] and on the node degree $k$ [(a2) and (b2)] as a function of the coupling strength for the small network investigated in Fig. 9. The standard deviation of the estimation error within each node degree $k$ is shown for several coupling values in (a3) and (b3). Legends on top panels apply to the bottom ones. Insets are blow ups of the main plot. Black curves show average quantities.

performance of our network observer in the phase and amplitude reconstruction is very robust against different network architectures (degree distribution, link density and network size) and parameter mismatch in the node dynamics, opening, therefore, the perspective to devise a robust control law for networks, subject which is currently under investigation.
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