Abstract

Particle-laden flows occur in a wide range of disciplines, from atmospheric flows to renewable energy to turbomachinery. They generally pose a challenging environment for the numerical prediction of particle-induced phenomena due to their often complex geometry and highly instationary flow field which covers a wide range of spatial and temporal scales. At the same time, confidence in the evolution of the particulate phase is crucial for the reliable prediction of non-linear effects such as erosion and fouling. As a result, the multiscale nature requires the time-accurate integration of the flow field and the dispersed phase, especially in the presence of transition and separation. In this work, we present the extension of the open-source high-order accurate CFD framework FLEXI towards particle-laden flows. FLEXI is a massively parallel solver for the compressible Navier-Stokes-Fourier equations which operates on (un-)structured grids including curved elements and hanging nodes. An efficient particle tracking approach in physical space based on methods from ray-tracing is employed to handle intersections with curved boundaries. We describe the models for a one- and two-way coupled dispersed phase and their numerical treatment, where particular emphasis is placed on discussing the background and motivation leading to specific implementation choices. Special care is taken to retain the excellent scaling properties of FLEXI on high performance computing infrastructures during the complete tool chain including high-order accurate post-processing. Finally, we demonstrate the applicability of the extended framework to large-scale problems.
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the aforementioned assumption leads to four-way coupled phases which resolve collisions but involve a computationally expensive search for collision partners [14].

As was shown by Balachandar and Eaton [15], both the Lagrangian point-particle approach and the particle-resolved Direct Numerical Simulation (DNS) are well suited for the numerical treatment of the considered coupling regimes. In the Lagrangian point-particle ansatz, an Eulerian field solver for the continuous fluid phase is combined with a scheme for the Lagrangian movement of the dispersed particles which are modeled as point masses. The point-particle approximation restricts the application range of the Euler-Lagrange ansatz to particle sizes in the range of the Kolmogorov scale, i.e., the smallest turbulent flow scale. A particle-resolved Direct Numerical Simulation (DNS) is recommended for larger particle sizes. In this approach, the geometry and hence the flow scales around a particle are resolved, thus this ansatz is limited to small numbers of particles. Compared to particle-resolved DNS, an Euler-Lagrange (EL) approach is less computationally intensive while still providing individual particle information which is inevitably lost in Euler-Euler or dusty gas approaches. However, since the forces induced by the interaction of the particles with the surrounding fluid are not resolved by the Euler-Lagrange approach as compared to the particle-resolved DNS, they have to be modeled appropriately. A detailed overview of the numerical treatment of the considered coupling regimes is given in [15, 16].

Beyond the choice of the coupling regime, a common characteristic of particle-laden flows is the complexity of numerical simulations due to the distinct properties of the different phases and the wide range of encountered scales. As the accuracy of the particle movement is directly dependent on the resolved scales of the underlying flow field, approaches which aim to reduce the complexity, e.g., the physical order, of the problem such as the Reynolds-Averaged Navier-Stokes equations (RANS) have shown severe deficiencies in unsteady and turbulent flow fields [17]. Large-Eddy Simulations (LES) offer the required spatial and temporal resolution but come with significant demands towards the computing resources. Thus, for cases where compromising the solution quality in favor of reduced computational effort is deemed unacceptable, the focus is placed on the efficient solution of the particle-laden LES on highly parallel systems. An example of such a case can be found in turbomachinery applications, where the boundary layer dynamics are unsteady and transition, separation and wake interactions play a dominant role [18].

High-order methods are well suited for the accurate solution of such problems due to their inherent low dissipation error. So far, the EL ansatz has been successfully coupled to high-order finite volume [19], finite differences [20] and discontinuous Galerkin [17] schemes to enable high-order accurate particle tracking and interpolation in a compressible regime. In [19], the compressible Navier-Stokes-Fourier equations (NSE) are discretized by a 5th-order WENO scheme which features a local time stepping and a block-based multiresolution ansatz to localize particles efficiently within the Eulerian mesh. While the framework shows near-optimal parallel performance on highly-parallel systems when restricted to (potentially multiple) continuous phases with a level-set approach [21], to the author’s best knowledge no scaling results have been published for particle-laden flows. The authors in [20] placed less emphasis on efficiency and utilized a finite difference method which solves the volume-filtered NSE with arbitrary order in space and time. All frameworks have in common that they are able to capture and handle discontinuities in the solution appropriately. However, high-order finite volume and finite differences schemes pose challenges to their efficient parallelization due to their inherent non-local solution representation which results in wide communication stencils stretching across multiple elements. Furthermore, to author’s best knowledge both frameworks are not publicly available as open-source.

In order to remedy some of these shortcomings, high-order methods based on a local solution representation have gained significant research interest in recent years, as they offer excellent scaling properties and are flexible enough to simulate complex geometries. One such approach is the aforementioned Discontinuous Galerkin (DG) method which was shown to be well-suited for compressible flow simulations involving turbulence and aeroacoustics [22, 23]. In this work, the open-source high-order accurate CFD framework FLEXI\(^{2}\) is utilized to solve the compressible Navier-Stokes-Fourier equations using the discontinuous Galerkin Spectral Element Method (DGSEM) on (un-)structured grids featuring curved faces and
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hanging nodes. FLEXI is equipped with pre- and post-processing tools [24] and has been successfully applied to a wide variety of problems including airfoil and turbomachinery simulations [25, 18] as well as data-driven shock-capturing [26, 27].

In this work, we aim to present a comprehensive description of the extension of FLEXI to incorporate particle tracking on (un-)structured grids with possibly curved elements. In addition, since FLEXI is designed to operate efficiently on highly parallel systems, we show that the extended framework preserves the excellent scaling properties of FLEXI. The proposed framework features the following characteristics. Both the approximation of the dispersed and the fluid phase are high-order accurate in space and time for arbitrary orders. The particle tracking (and the fluid phase) are designed to run efficiently on highly parallel systems and complex geometries including possibly curved elements and hanging nodes. The particles can be tracked across discontinuities and shocks in the solution in combination with the shock capturing scheme of FLEXI [28, 24], similar to [19, 20]. In combination, these features enable an efficient, high-order accurate particle tracking in a compressible carrier phase on arbitrary core counts. In addition, the presented framework is open-source³, easily extendable, and can be embedded in machine-learning frameworks [29].

The focus of this work is on the modeling, challenges and applications of discrete particles embedded in a continuous flow field. In section 2, we present the underlying equations for both the continuous and discrete phase including particle-wall interactions. We follow by a description of the numerical treatment for these equations in section 3. Section 4 focuses on the actual implementation, including parallelization, load balancing, and post-processing. Extensive validation studies are presented in section 5 before demonstrating the scaling capabilities in section 6. We show two possible applications of the framework, first the ash deposition within a low pressure turbine cascade and second the particle-laden flow around a finite wall-mounted cylinder in section 7. We close with a brief conclusion and outlook in section 8.

2. Theory

2.1. Continuous Phase

The fluid field is governed by the compressible unsteady Navier-Stokes-Fourier equations, given in vectorial form as

$$\frac{d\mathbf{q}}{dt} + \nabla \cdot \mathbf{F}(\mathbf{q}, \nabla \mathbf{q}) = \mathbf{S},$$  \hspace{1cm} (1)

where \( \mathbf{q} = [\rho, \rho u_1, \rho u_2, \rho u_3, \rho e]^T \) is the vector comprising the conservative variables, \( \mathbf{S} \) is a source term, \( \rho \) the fluid density, \( u_i \) the \( i \)-th component of the velocity vector and \( e \) the total energy per unit mass. The source term \( \mathbf{S} \) accounts for the influence of the dispersed phase on the fluid in two- or four-way coupled regimes. The physical flux \( \mathbf{F} \) is composed of the inviscid Euler and the viscous fluxes. The equation system is closed by the equation of state of a calorically perfect gas. The dynamic viscosity \( \mu \) is obtained from Sutherland’s law [30], while the heat flux is given by Fourier’s law. Following Stokes’ hypothesis, the bulk viscosity is set to zero.

2.2. Dispersed Phase

The particles are treated as discrete points which move in a Lagrangian manner according to the following ordinary differential equation

$$\frac{d\mathbf{x}_p}{dt} = \mathbf{v}_p,$$ \hspace{1cm} (2)

with the particle position in physical space \( \mathbf{x}_p = [x_{p,1}, x_{p,2}, x_{p,3}]^T \) and the particle velocity obtained from the integration of eq. (3). The framework is (mainly) intended for simulations which can assume a one-way coupled fluid and dispersed phase, i.e., dilute flows where the volume fraction is \( \phi < 10^{-6} \) [13]. However,
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two-way coupling is available under the previous assumption that a particle is a discrete point with zero radius whose influence remains element-local.

The equation of motion for an isolated particle in unsteady uniform fluid is described by the Basset-Boussinesq-Oseen equation, based on the works by Basset [31], Boussinesq [32] and Oseen [33]. This equation was deduced under the assumption of unsteady Stokes flow with a particle diameter $d_p$ in the range of the Kolmogorov scale $\nu$ of the surrounding fluid and for small particle Mach and Reynolds numbers, i.e.,

$$Re_p = \frac{|u_f - v_p|d_p\rho_f}{\mu} < 1, \quad M_p = \frac{|u_f - v_p|}{c} \to 0,$$

with the speed of sound $c$ of the fluid. The first attempt towards an equation for unsteady non-uniform fluid flow was derived by Tchen [34]. Including the considerations and improvements of Corrsin and Lumley [35], Auton et al. [36] as well as Maxey and Riley [37], Gatignol [38], the resulting equation is commonly called the Maxey-Riley-Gatignol (MRG) equation. A generalized version which prescribes the particle acceleration in the Lagrangian frame of reference is given as

$$m_p \frac{dv_p}{dt} = F_D + m_f \frac{Du_f}{dt} + \frac{m_f}{2} \left( \frac{Du_f}{dt} - \frac{dv_p}{dt} \right) + F_B + F_L + g (m_p - m_f), \tag{3}$$

where $m_p$ and $v_p$ are the mass and velocity of the particle, $m_f$ is the mass of the displaced fluid volume, $u_f$ is the (theoretical) fluid velocity neglecting disturbance caused by the particle itself and interpolated to the particle center of mass, and $g$ denotes the gravitational acceleration. The substantial derivative of the fluid velocity was introduced for the first time by [36] and is given as

$$\frac{Du_f}{dt} = \frac{\partial u_f}{\partial t} + u_f \cdot \frac{\partial u_f}{\partial x}, \quad \frac{dv_p}{dt} = \frac{\partial v_p}{\partial t} + v_p \cdot \frac{\partial u_f}{\partial x},$$

together with the full derivative along the particle trajectory. The original MRG equation includes the Faxén correction [39] to account for the local curvature of the fluid velocity field (non-uniform flow), the influence of which is generally neglected as it is considered to be small compared to the other forces [40].

The terms on the right represent the drag force $F_D$, undisturbed fluid stresses with contributions from viscous effects and pressure gradients, $F_P$, the added mass $F_{AM}$, the Basset force $F_B$ encompassing the history term, the combined lift force $F_L$ consisting of the Saffman and Magnus force as well as the combined term for buoyancy and gravity, respectively. The added or virtual mass considers the work required for the acceleration of the adjacent fluid due to the boundary layer surrounding a particle. The Basset history term [41] causes eq. (3) to turn into a fractional-order differential equation, thus inhibiting the use of standard numerical integration schemes [42, 43]. The approximate integration of this term is prescribed in section 2.2.4. Further modifications have enabled the extension of eq. (3) to higher Reynolds numbers, a detailed overview is provided in [44], and the compressible regime [45]. As the compressible formulation is restricted to small Mach and Reynolds numbers and for reasons of simplicity, in this work, only the incompressible form of the MRG equation is considered. Similar to subgrid scale (SGS) models for the continuous phase, the influence of the unresolved scales can be approximated by an appropriate SGS model, e.g., [46, 47, 48].

**Stokes Number.** An estimate of the contribution of the right-hand side of eq. (3) on the particle trajectory can be determined with the Stokes number. The Stokes number characterizes the particle behavior in relation to the fluid time scale and is defined as

$$St = \frac{u^*\tau_p}{L^*}, \tag{4}$$

which indicates whether a particle is mainly driven by its inertia (higher Stokes numbers) or follows the fluid streamlines (small Stokes numbers). In eq. (4), $\tau_p = d_p^2\rho_p(18\mu)^{-1}$ denotes the particle relaxation time, $u^*$ the characteristic flow velocity and $L^*$ the characteristic length, see e.g. [49].
2.2.1. Drag Force

The quasi-steady drag force is described exactly through Stokes’ law for spherical particles with \( \text{Re}_p < 1 \). To account for higher particle Reynolds numbers, a correction factor \( f_D \) is employed, yielding the generalized drag force as

\[
F_D = 3\pi \mu d_p f_D (\mathbf{u}_f - \mathbf{v}_p)
\]

with \( f_D \to 1 \) for Stokes flow. The drag factor for spherical particles with higher Reynolds number is obtained from the empirical model of Schiller and Naumann [50] as

\[
f_D = 1 + 0.15 \text{Re}_p^{0.687} : \text{Re}_p < 800.
\]

For non-spherical particles, the drag factor is extended to the four-parameter general drag correlation proposed by Haider and Levenspiel [51] as

\[
f_D = 1 + A \text{Re}_p^B + \frac{\text{Re}_p}{24} C \left( \frac{D}{\text{Re}_p} \right)
\]

where the parameters \( A \) through \( D \) depend on the particle sphericity and are obtained from a least squares fit based on experimental measurements and published in [51]. Following [52], compressibility effects are non-negligible for particle Mach numbers of \( M_p > 0.6 \). Thus, the drag factor of [52], where \( f_D = f(\text{Re}_p, M_p) \), can be employed to account for Mach number influence.

2.2.2. Saffman Lift Force

The Saffman lift force accounts for the buoyancy caused by a velocity gradient in the surrounding fluid flow and is modeled after [53, 54] as

\[
F_S = 6.46 \left( \frac{\text{Re}_p}{\text{Re}} \right)^{2} \left( \frac{\text{Re}_p}{4} \right)^{2} \frac{\rho_f}{d_p} \left| \frac{\omega}{(\mathbf{u}_f - \mathbf{v}_p)} \right|
\]

with the vorticity \( \omega = \nabla \times \mathbf{u}_f \) and the correction of [55] for higher Reynolds numbers

\[
C_S = \begin{cases} 
1 - 0.3314 \sqrt{\vartheta} e^{-0.1 \text{Re}_p} + 0.3314 \sqrt{\vartheta} & : \text{Re}_p \leq 40, \\
0.0524 \sqrt{\vartheta \text{Re}_p} & : \text{Re}_p > 40,
\end{cases}
\]

where \( \vartheta = \frac{d_p |\omega|}{2(|\mathbf{u}_f - \mathbf{v}_p|)} \) : \( 0.005 < \vartheta < 0.4 \).

2.2.3. Magnus Force

The Magnus force results from the rotation of particles in motion and is modeled according to [56] as

\[
F_M = \frac{\pi}{8} C_M d_p \rho_f (\Omega \times (\mathbf{u}_f - \mathbf{v}_p)) \frac{|\mathbf{u}_f - \mathbf{v}_p|}{|\Omega|}
\]

with an empirical correction by [57] for higher Reynolds numbers, given as

\[
C_M = 0.45 + \left( \frac{4 \text{Re}_\omega}{\text{Re}_p} - 0.45 \right) \exp(-0.05684 \text{Re}_\omega^{0.4} \text{Re}_p^{0.7}) : \\
1 < \frac{\text{Re}_\omega}{\text{Re}_p} < 3, \quad 10 < \text{Re}_p < 140.
\]

Here, the rotational Reynolds number is \( \text{Re}_\omega = \frac{d_p |\omega_p|}{4 \mu} \), the relative fluid-particle angular velocity \( \Omega = \frac{1}{2}(\nabla \times \mathbf{u}_f) - \omega_p \) and the angular particle velocity \( \omega_p = \nabla \times \mathbf{v}_p \). The latter results from the temporal integration of an additional ordinary differential equation derived by [58], which reduces to

\[
I \frac{d\omega_p}{dt} = M = \rho_f \frac{d_p}{64} C_w \Omega |\Omega|
\]
in the steady-state case, where $\mathbf{M}$ is the torque, $I = \frac{\pi}{60} \rho_p d_p^4$ the moment of inertia of a spherical particle and

$$C_w = \frac{6.45}{\sqrt{Re_w}} + \frac{32.1}{\sqrt{Re_w}} : 20 < Re_w < 1000$$

is a correction factor for higher Reynolds numbers proposed by [59].

### 2.2.4. Basset Force

The history term in the Basset force addresses the temporal delay of the particle boundary layer due to viscous effects, i.e., the acceleration history, and is given by

$$\mathbf{F}_B = \frac{3}{2} \frac{d^2}{d\tau^2} \pi \rho_p \langle \mathbf{u}_f - \mathbf{v}_p \rangle (t - \tau)^{-1/2} dt + \left( \mathbf{u}_f - \mathbf{v}_p \right)_{t_0}$$

with the original Basset kernel [41] and a correction term of [60] for particles with $(\mathbf{u}_f - \mathbf{v}_p)_{t=t_0} \neq 0$. Following [61], the derivative in the first term in eq. (8) is approximated by a linear term and the integral is solved by the use of a trapezoidal-based method to handle the singularity in the upper limit. The number of preceding terms $K$ has to be chosen appropriately to find an trade-off between integration accuracy and memory consumption.

### 2.3. Two-Way Coupling

Following the particle-source-in-cell approach proposed by [62], for the two-way coupling, the forces acting on the particles and the corresponding work appear as a source term, $\mathbf{S} = [S_{m,1}, S_{m,2}, S_{m,3}, S_e]$ in the momentum equations and the energy equation, respectively. The source terms for the momentum equations $S_m = [S_{m,1}, S_{m,2}, S_{m,3}]$ and the energy equation $S_e$ at a point $x_{ijk}$, $i, j, k \in \mathbb{N}_{>0}$ are given by

$$S_m = -\mathcal{P} \left\{ \left( \mathbf{F}_D + m_f \frac{D \mathbf{u}_f}{Dt} + \frac{m_f}{2} \left( \frac{D \mathbf{u}_f}{Dt} - \frac{D \mathbf{v}_p}{Dt} \right) + \mathbf{F}_B + \mathbf{F}_L \right), x_{ijk} \right\},$$

$$S_e = -\mathcal{P} \left\{ \mathbf{S}_m \cdot \mathbf{v}_p, x_{ijk} \right\},$$

with the projection operator $\mathcal{P} \{ a, \cdot \}$, which projects the source term onto the grid. It has to be noted that the assumption of an undisturbed fluid velocity $\mathbf{u}_f$ is violated in a two-way coupled ansatz and recent publications have proposed several approaches to reduce the error introduced through this assumption [63]. Within this work, the influence of the source term is assumed to be restricted to the nearest degree of freedom (DoF), i.e., the projection operator for an arbitrary variable $a$ is $\mathcal{P} \{ a, x_{ijk} \} = \mathbf{v}_{ijk}^a$ to ensure conservation, where $V_{ijk}$ is the volume spanned by the nearest degree of freedom $ijk$. The particle-induced source term imposes an additional time step restriction, apart from the convective and viscous restrictions. For its derivation, only the drag force with $f_D = 1$ is considered. The eigenvalue of the resulting ordinary differential equation is $\tau_p^{-1}$, which yields a maximum allowable time step of $dt \leq \tau_p$. A high-order time integration scheme allows larger time steps, e.g., $dt \leq 2.75\tau_p$ for a fourth-order Runge-Kutta scheme [20].

### 2.4. Intersection with Solid Walls

The impact of particles on a wall is approximated by means of a hard sphere model, where the particle intersections are handled in an a posteriori manner, i.e., $dt_{\text{stage}} > dt_{\text{collision}}$, with the time step $dt_{\text{collision}}$ required to resolve a collision in time and the actual time step $dt_{\text{stage}}$. The change of momentum of a particle between two instances in time is given by

$$m_{p,2}(v_{p,2} + 2(v_{p,1} \cdot \mathbf{n})\mathbf{n}) - m_{p,1}v_{p,1} = \mathbf{J},$$

where $(\cdot)_2$ denotes variables after the impact and $(\cdot)_1$ before it. The normal vector of the boundary is designated by $\mathbf{n}$. The change of momentum is $\mathbf{J} = 0$ for a perfectly reflective wall, where a purely elastic
deformation of the particle and the wall is assumed. A plastic deformation of the particle or the wall results in $J \neq 0$. In this case, the particle properties after impact are determined via coefficients of restitution (CoR); for a quantity $x$ it reads $e_x = x_2(x_1)^{-1}$. CoRs are generally approximated by so-called rebound models based on empirical correlations, often with physical constraints and tunable parameters which depend on the particles’ characteristics and the surface material. The common rebound models describe the change in the particle trajectory under the assumption that the particle mass does not change upon impact. However, the presented framework allows for a change of the particle mass if such a model is available. Further details on the implemented rebound models are given in [64, 65, 66, 67]. The change of the angular particle velocity during a wall impact is determined according to \cite{44} as

$$I_2 \omega_2 - I_1 \omega_1 = -\frac{d_{p,1}}{2} \left[ n \times \left( m_{p,2} \mathbf{v}_{p,2} - m_{p,1} \mathbf{v}_{p,1} \right) \right].$$

3. Numerical Methods

In the following, we briefly discuss the numerical treatment of the governing equations for the fluid and dispersed phase.

3.1. Discontinuous Galerkin Spectral Element Method

The Navier-Stokes-Fourier equations are solved via the Discontinuous Galerkin Spectral Element Method (DGSEM). For this, the computational domain $\Omega \subseteq \mathbb{R}^3$ is discretized by non-overlapping, (non-)conforming hexahedral elements, where the six element faces $\Gamma_k$, $k = 1, \ldots, 6$ are allowed to be curved. Curved faces are approximated in a tensor product manner by one-dimensional Lagrange polynomials $l$ up to degree $N_{geo}$ as

$$\Gamma_k(m, n) = \sum_{i,j=0}^{N_{geo}} N_k(m_i, n_j) l_i(m) l_j(n), \quad (m, n) \in [-1, 1]^2.$$  \hspace{1cm} (11)

Details on the mapping from reference to physical space are provided in \cite{68}.

To obtain an efficient discretization scheme, the governing equations are transformed into the reference coordinate system $\xi = [\xi_1, \xi_2, \xi_3]^T$ of the reference element $E = [-1, 1]^3$ via the mapping $\mathbf{x} = \chi(\xi, t)$, $\mathbf{x} \in \Omega$. The discrete $L_2$ projection onto the test space composed of polynomials $\phi(\xi)$ up to degree $N$, followed by an application of Green’s identity yields the weak form, given as

$$\int_E J \frac{\partial q_h}{\partial t} \phi(\xi) d\xi + \int_{\partial E} (\mathbf{F} \cdot \mathbf{n})^* \phi(\xi) d\mathbf{S} - \int_E \mathbf{F}(q_h, \nabla q_h) \cdot \nabla \xi \phi(\xi) d\xi = 0,$$  \hspace{1cm} (12)

with the Jacobian $J$ of the mapping and the outward pointing normal vector $\mathbf{n}$. In eq. (12), $\mathbf{F}$ denotes the contravariant flux vector and $(\mathbf{F} \cdot \mathbf{n})^*$ the numerical flux normal to the element face. The element-local solution $q_h = q_h(\xi, t)$ is approximated by a tensor product of one-dimensional nodal Lagrange basis functions $l$ of degree $N$

$$q_h(\xi, t) = \sum_{i,j,k=0}^{N} \hat{q}_{ijk}(t) l_i(\xi^1) l_j(\xi^2) l_k(\xi^3),$$  \hspace{1cm} (13)

with the nodal degrees of freedom $\hat{q}_{ijk}(t)$. Equation (12) is numerically integrated on the interpolation points by the Legendre-Gauss quadrature with $(N + 1)^3$ Legendre-Gauss-Lobatto points. This collocation of integration and interpolation points allows for a highly efficient scheme. The Euler fluxes at the cell boundaries are approximated via the numerical flux by Roe, see \cite{69}, with the entropy fix by Harten et al. \cite{70}. The viscous fluxes are computed with the BR1 scheme of Bassi and Rebay \cite{71}. The flux is split according to \cite{72, 73, 74} to mitigate aliasing errors which can lead to stability issues. Moreover, a
suitable shock capturing procedure [28] is required, as high-order schemes are subject to oscillations in the vicinity of discontinuities, also known as Gibbs phenomenon. For this purpose, the DG operator in these cells is replaced by a second-order accurate finite volume (FV) (subcell) scheme with \((N + 1)^3\) integral means, which reduces the loss of resolution caused by the inherent higher dissipation of the lower-order FV operator. The reader is referred to [28, 75, 22, 76] for further details on DGSEM, the shock capturing procedure and applications. Following the method of lines approach, the explicit low-storage fourth-order accurate Runge-Kutta (RK) scheme by Carpenter and Kennedy [77] is employed for the integration in time. The open-source framework FLEXI\(^4\) is used as a solver for the fluid and dispersed phase which includes the numerical methods mentioned below.

3.2. Particle Push and Tracking

Particles are advanced in time with the same RK scheme as the fluid phase. At each stage, the particle push is determined which includes the interpolation of the conserved variables onto the particle position, the calculation of the corresponding force on the discrete particle, and the subsequent integration of the particle trajectories in time using the updated particle acceleration. The resulting particle path is obtained through particle tracking which involves checking for element boundary intersections and subsequent application of appropriate boundary conditions. The first part of this section will focus on the particle push, while the particle tracking will be discussed in the second one.

3.2.1. Interpolation

The particle position in reference space \(\xi_p = [\xi_1^p, \xi_2^p, \xi_3^p]^T\) enables the interpolation of the conserved variables onto the center of mass of the particle from which the primitive variables \(v(\xi_p, t) = (\rho, u_1, u_2, u_3, p)^T\) can be obtained. With eq. (13), the interpolation for a DG element is defined as

\[
q_h(\xi_p, t) = \sum_{i,j,k=0}^{N} \hat{q}_{ijk}^l(\xi_1^p)l_i(\xi_2^p)l_j(\xi_3^p),
\]

while the second-order FV subcells reduce the particle interpolation to a (linear) interpolation of the conserved variables to the particle position. The particle position in reference space \(\xi_p\) is generally determined by an iterative procedure, e.g., via Newton’s method [78], to find the root of

\[
\chi(\xi_p) - x_p = 0.
\]

This necessitates an initial estimate \(\xi_0^p\) of \(\xi_p\), which can be chosen based on the following three approaches. The first approach uses the nearest, in the sense of the discrete \(L_2\) norm, interpolation point, while the second employs the nearest mesh point and is available only if curved elements are considered. Lastly, the third approach is to use the mean distance \(\langle x_p - x_{bary}, x_{i,bary} - x_{bary} \rangle\), \(i = 1, \ldots, 6\) between two opposite element faces as initial estimate, where \(x_{bary}\) is the barycenter of the element and \(x_{i,bary}\) the barycenter of the six element faces. An adequate approach is generally chosen depending on the mesh element type, e.g., the first approach is utilized for linear meshes and the second approach for curved element meshes.

3.2.2. Integration in Time

In each Runge-Kutta stage, the conserved variables are interpolated onto the particle position using eq. (14), and the particle trajectory is obtained by the integration of eq. (2) and eq. (3) in time. Hence, the initial particle trajectory (neglecting boundary conditions) in stage \(n\), i.e., \(t \in [t^n, t^{n+1}]\) describes the path traveled by the particles within \(dt_{stage} = t^{n+1} - t^n\), given by

\[
x_p(t; \alpha) = x_p(t^n) + \alpha \frac{t}{|t|}, \quad \alpha \in [0, |t|], \quad t = x_p(t^{n+1}) - x_p(t^n),
\]

where \(t\) denotes the particle trajectory and \(\alpha\) the displacement.

\(^4\) www.flexi-project.org
3.2.3. Tracking

The particle tracking in FLEXI advances particles in time through movement in physical space. While intersection handling is also performed in physical space, the code additionally offers the option to locate particles through an interpolation ansatz in reference space, cf. Ortwein et al. [79].

Tracking in Physical Space. Each element face is checked for an intersection with \( x_p(t) = x_p(t^n) + tv_p \), starting from the element in which the particle resides at \( t^n \). Intersections are considered if \( 0 < dt_{\text{inter}} \leq dt_{\text{stage}} \), i.e., the particle reaches the face within the current time step. If the element face is an internal face, the particle is considered to have moved to the adjacent element and the algorithm is repeated from \( x_p(t)|_{t=t^n+dt_{\text{inter}}} \). If the element face corresponds to a boundary, the corresponding boundary condition (open, reflective, periodic) is applied, and the algorithm is continued on the modified trajectory for \( dt_{\text{remaining}} = dt_{\text{stage}} - dt_{\text{inter}} \). A special case denotes the intersection with a non-conforming mortar side, where one big element face is matched to two or four small element faces [24]. Here, only the mapping from small to big faces is unique since the adjacent element can be determined directly. For the opposite direction, when encountering an intersection with a big mortar side, the code inverts the trajectory and performs the intersection search on the associated small element faces. Hence, the intersection is again unique and after a second inversion the algorithm can be continued from \( x_p(t)|_{t=t^n+dt_{\text{inter}}} \) on the small mortar face.

Localization in Reference Space. This tracking approach inherently does not consider boundary interactions. In the first step, all particles whose starting positions \( x_p(t^n) \) are near boundaries are again traced in physical space. Subsequently, the final element for all particles is determined by identifying the particles’ host cells with the closest barycenters through a Fast Init Background Mesh (FIBGM, see section 4.1.2) and calculating the position in reference space through Newton’s method. The particle is considered inside the element if \( x_p(\xi) \in [-1,1]^3 \), which offers a built-in verification. The first step is omitted if \( x_p(t^n) \) is far from boundary faces, so that always \( dt_{\text{inter}} > dt_{\text{stage}} \).

3.2.4. Intersection Handling

In the following, the treatment of an intersection with an element face is briefly discussed. Details on the procedure and further literature are given by [79]. To efficiently compute an intersection of the particle trajectory given in eq. (15) with an element face, the roots of

\[
x_p(t > t^n, \alpha) = x_p(t^n) + \alpha \frac{t}{|t|} = p(\xi, \eta)
\]

have to be found, i.e., \( \alpha, \xi \) and \( \eta \). In eq. (16), \( p(\xi, \eta) \) denotes the equation of the element face. However, the evaluation of eq. (16) with \( p(\xi, \eta) = \mathbf{P}(\xi, \eta) \) is time consuming and, hence, depending on whether the element faces are curved, more efficient approaches are applied, as described below.

The type of the element face (planar rectangular, bilinear, planar quadrilateral, curvilinear) is determined by placing a bounding box around their physical extent [79, 80, 81]. If this box is empty, the element face is planar, and bilinear or curvilinear otherwise. The bounding boxes are constructed for each element face at the beginning of the simulation to reduce the computational effort during runtime. A further benefit is that the bounding box allows to efficiently check whether a particle could possibly intersect an element face or not. The intersections can then be calculated as follows.
Planar Rectangular Faces. In the planar case, the particle displacement is calculated according to
\[
\alpha = \frac{(x_m \cdot n) - (x_p(t^n) \cdot n)}{(t \cdot n)}
\]
with the mid point of the Bézier surface \(x_m\). The equation of the element face for a planar rectangular face is given by
\[
p(\xi, \eta) = a\xi + b\eta + c,
\]
where the coefficients \(a\) to \(c\) are based on the corner Bézier points. The resulting equation system is solved analytically to obtain \((\xi, \eta)\), and an intersection occurs if \((\xi, \eta) \in [-1,1]^2\).

Bilinear or Planar Quadrilateral Faces. The intersection with a bilinear or quadrilateral side is computed according to [82], where the surface is described by a bilinear patch of the form
\[
p(\xi, \eta) = a\xi\eta + b\xi + c\eta + d.
\]
The parameters \(a\) to \(d\) are determined via the corner Bézier points of the face, as described in [82], and an intersection is obtained if \(\alpha \leq |t|\).

Curved Faces. To reduce the complexity, the Bézier surface is projected onto a local coordinate system spanned by two planes which are orthogonal to each other. The first plane is defined by the use of the particle trajectory and an arbitrary vector \(n_1\) orthogonal to it. The second plane is defined in the same way, with the additional condition that the two planes are orthogonal, i.e., \(n_2 = n_1 \times t\). An intersection with this new 2D plane is handled via Bézier clipping [83], a method from ray-tracing, or Newton’s method [79]. The latter is applied if the bounding box is flat (curvilinear planar face) and solves \(P(\xi, \eta) = 0\), i.e., the Jacobian of the Bézier polynomials is required. In Bézier clipping, the intersections of the particle path with a Bézier surface, i.e., \(p(\xi, \eta) = P(\xi, \eta)\), are calculated. For this, two orthonormal vectors are defined by the use of the 2D projected Bézier control points. With the help of these vectors, the convex hull of the projected Bézier points is formed. This convex hull is utilized to mark regions where intersections are most probable. The other regions are clipped away with the de Casteljau subdivision, and the procedure is repeated until the intersection point is found. Further details can be found in the respective literature [83, 79].

4. Implementation Details

FLEXI is designed to efficiently utilize arbitrary core counts on massively parallel systems. The DG method is well-suited for these applications since the inter-core exchange of information is limited to the numerical flux through the element faces along the process boundaries. Additionally, the element-local discretization of DGSEM enables latency hiding through non-blocking communication. Particles, by contrast, pose additional challenges to efficient parallelization, since both the number of particles per cell as well as the number of particles crossing the processor boundaries are varying and cannot be determined a priori. At the same time, immediate communication of particles moving to another processor would be detrimental to performance. To permit the completion of the particle tracking on the local processor as well as latency-hiding on the discrete phase, FLEXI follows the halo-region approach to extend the process-local domain. The section below follows this outline. First, details on the employed parallelization strategy for pure fluid flow are given. Subsequently, the generation of the halo region and the latency hiding of the runtime communication for both emission and tracking are presented. After that, a potential load imbalance due to unevenly distributed particles among the processes is addressed. To preserve the parallel tool chain of FLEXI from pre- to post-processing, the section concludes by presenting the extension of the post-processing to particles.

It should be noted that the particle tracking is developed in cooperation with the PICLas framework which focuses on solutions to non-equilibrium gas and plasma flows [84, 85]. For an in-depth review on the current state of the particle parallelization approach shared by both codes and their application to non-equilibrium flows, the reader is referred to [86].

5https://github.com/piclas-framework/piclas
4.1. Parallelization

The continuous phase in FLEXI is based on the distributed memory paradigm, i.e. each core is assigned and restricted to its individual memory address space. In order to ensure memory locality and improve cache hit rate, all elements are pre-sorted along a space-filling Hilbert curve during mesh generation by the open-source mesh generator HOPR [68]. The distribution of the mesh over the cores is performed by utilizing this curve to obtain a continuous segment for each core. Associated information, such as side connectivity and node coordinates, are stored non-uniquely along the same curve and are thus also available as contiguous segment. The space-filling curve approach extends to the on-disk storage format which allows massively parallel access to non-overlapping data regions through the HDF5 library [87].

Runtime information exchange is handled through non-blocking Message Passing Interface (MPI) communication [88]. Latency hiding is extensively used to ensure maximal time intervals available for communication without stalling the code. Since inter-processor information exchange is limited to direct neighbors which are known a priori, FLEXI performs in-memory re-ordering of side and node information. Thus, memory locality is facilitated, and the data is inherently stored in the linear buffers required for MPI communication.

4.1.1. Halo Region

While the continuous phase is calculated in reference space, particles are tracked in physical space. Subsequently, the complete geometry information along a path \( \mathbf{x}_p|_{t\rightarrow t+\Delta t} \) is required to complete their time integration. A halo region provides geometry information within a given distance around the local domain [79]. This region permits each core to perform particle tracking until the final particle position is achieved and avoids unnecessary communication during a time increment.

The sorting along a space-filling curve allows for fast domain decomposition, but the position along the SFC provides no information about the cell location in physical space. As a consequence, an efficient search in physical space must be performed to create the halo region required for a performant particle tracking in the parallel context. Distributed approaches encounter a severe performance bottleneck on massively parallel systems as each encountered halo element requires grid information local to one processor to be communicated to a multitude of other processors. To avoid this limitation, the Lagrangian particle implementation is based on MPI-3 shared memory programming, which results in a hybrid memory code when particles are enabled. For this, the complete raw mesh information, which is composed exclusively of element information, face connectivity and node coordinates without derived metrics, is stored in a shared memory region on each compute-node. Based on this information, a communication-free two-step search algorithm is performed to identify halo elements [86]. These elements are subsequently added to the elements locally considered for particle tracking. While the metrics are restricted to the local and halo elements, the identifiers from the global mesh are kept in order to ensure consistent numbering throughout the computational domain. Detailed information on this topic can be found in [86].

4.1.2. Cartesian Background Mesh

In addition to the halo element search, tracking a particle in physical space necessitates an efficient scheme for the identification of the element in which the particle resides. As previously stated, the element identification stored for a particular grid element allows for no correlation to its position in physical space. Thus, the task to correlate the corresponding element to any given position would involve an elaborate search over potentially the entire grid. To alleviate this problem, a Cartesian Background Mesh (BGM) is created [79]. Upon code initialization, the computational domain is overlaid with an I,J,K-identifiable Cartesian grid and the mapping from each BGM cell to all overlapping unstructured mesh elements is built. This reduces the potential mesh elements associated with each position, ideally down to a single candidate.

4.1.3. Emission

The information associated with each BGM cell is also utilized in the particle emission step. During emission, a potentially large number of initial positions in physical space must be mapped to their corresponding elements. Depending on the quality of the initial guess, this can result in a costly identification step and
thus again parallelized. A processor takes part in this step if its local mesh region has at least partial overlap with the complete emission region. However, in contrast to tracked particles, there is no guarantee that an initial position in physical space corresponds to either a local or halo element on a respective processor. Moreover, without having knowledge of the element ID associated with this particle, a processor is unable to identify the corresponding processor.

To alleviate this problem, the number of associated mesh elements and the affiliated MPI ranks are stored for each BGM cell during the initialization. Then, the first step after calculating all physical particle positions is to inquire whether the local compute node has all associated mesh elements of a BGM cell available in shared memory. If this is not the case, the particle positions are collected and sent to all processors associated with the BGM cell through non-blocking MPI communication. The localization of the remaining particles is then used to hide this communication. Particles which are localized during this step and unambiguously matched to another processors, i.e. residing either on the same compute-node or in the halo region, are sent exclusively to that core. In the last step, each processor locates all received particle positions only in the processor-local mesh elements. Thus, these particles are discarded by all processors except the relevant processor.

4.2. Latency Hiding

Any communication between processing cores incurs latency costs, which are greatly exacerbated when performing inter-node communication as is generally the case in today’s highly parallel systems. Efficient parallelization thus requires the minimization of the amount of exchanged information while at the same time maximizing the time available for the completion of the remaining part without stalling the code. DG schemes are well-suited for this task since the volume integral is a purely local operation which can be utilized to hide the latency for the communication of the cell face information across MPI borders. A detailed description of the efficient parallelization of the DG operator for the pure fluid phase (including FV subcells) is given in [24].

However, the presence of a dispersed phase adds another challenge towards efficient parallelization as the number of particles crossing an MPI boundary are generally not known a priori. This results in the necessity for a two-stage communication, as depicted in fig. 1. In the first step, only the number of exchange particles is communicated, thus enabling the receiving core to open the corresponding MPI buffers. Clearly, this step is latency-dominated rather than bandwidth-dominated. For this reason, we elected to hide this step behind the volume integral that is also utilized for the latency hiding of the fluid phase. The second step involves the transfer of the actual particle information. Since this step is more bandwidth-intensive, the communication is hidden behind the surface integral, which avoids a stacking on the DG communication and maximizes the time before data starvation occurs. The result is a highly-efficient operator for particle-laden flow.

4.3. Load Balance

Pure DG schemes generally require a fixed effort per grid element. While the exact computing time will be machine dependent, it is sensible to presume that it remains constant across the machine. Given the additional assumption of negligible stalling through communication latency, an ideal load balance distribution can be straightforwardly achieved by evenly distributing the elements among the processors.

However, the distribution of the Lagrangian particles is generally not known a priori. Additionally, the ratio of computational time required to advance one degree of freedom in time compared to a particle integration step is machine-dependent. Thus, an efficient load balancing must take both the varying particle distribution and the ratio of computing efforts into account. FLEXI follows a warm restart-based load balancing approach [89]. Runtime measurements are performed at fixed time intervals to determine the actual CPU time, which is then assigned to the individual mesh elements. If a sufficiently high imbalance is detected, load balancing is performed through in-memory redistribution of the elements along the space-filling curve. While this procedure does not seek to minimize communication as, e.g., graph-based distributions attempt, the domain decomposition step is generally faster compared to more advanced approaches [90, 91], and the resulting distribution performs similarly given sufficient latency hiding.
4.4. Post-Processing

In order to visualize our results in a highly parallel manner, we extended the custom-built visualization tool chain described in [76] with respect to particles. This tool chain can be used in combination with the open-source software ParaView [92]. The interested reader is referred to [76] for details on the post-processing and visualization tools for the fluid phase. Our post-processing tools include a plugin for ParaView written in C/C++ and a standalone visualization tool written in Fortran. In addition to the fluid flow, both methods overlay the particle location in the domain and any historical information of any particle that passed a boundary condition or impacted upon a wall since the last write-out. In order to keep this information synchronized, the instantaneous particles’ characteristics as well as historical impact data are written at the same time and to the identical HDF5 file as the nodal fluid field information. For the instantaneous particles, the particle position in physical space, the particle velocities, the species and the number of impacts with a wall are written. The old and the new particle trajectories, velocities and kinetic energies as well as the species, the impact time, the boundary it crossed and the number of reflections so far are saved for the impacting particles while we chose to visualize these particles on their impact position. Additional particle
5. Validation

Before turning to actual application cases, we validate the various building blocks for particle-laden flow, from temporal integration to two-way coupling. For the validation of the fluid phase, see e.g. [75, 93, 25]. In the following, all forces in eq. (3), except the drag force, are neglected, the drag factor in eq. (6) is utilized and one-way coupling is assumed, unless stated otherwise.

5.1. High-Order Time Integration

First, the high-order time integration of the particles is validated. For this, the particle transport and momentum equations given in eq. (3) and eq. (2) were analytically integrated in time for $f_D = 1$. A stationary flow field with a linear velocity profile was considered, i.e., $\rho = p = 1$ and $u = [g/y_{p,2}]_{t=0,0,0}^T$. The particles were initialized at $x_p = [0, 2, 0.5]^T$ with $v_p = 0$, and the particle momentum was $m_p \frac{dv_p}{dt} = F_D [1, 0, 0]^T + m_p g$ with $g = [0, g, 0] = [0, -9.81, 0]^T$. The fluid velocity at the particle position $u_f = [x_{p,2}/x_{p,2}]_{t=0,0,0}^T$ is based on the particle path in $x$-direction due to the linear velocity profile and normalized by $x_{p,2}$. The analytical integration results in

$$v_{p,1,ex} = 1 - e^{-\frac{1}{\tau_p}} + \frac{g}{2x_{p,2}} (t^2 - 2t\tau_p + 2\tau_p^2 - 2\tau_p e^{-\frac{1}{\tau_p}}),$$

$$x_{p,1,ex} = t - \tau_p (1 - e^{-\frac{1}{\tau_p}}) + \frac{g}{2x_{p,2}} (t^3 - 3t^2\tau_p + 3\tau_p^2 + 2\tau_p^2 (e^{-\frac{1}{\tau_p}} - 1)),$$

$$v_{p,2,ex} = gt + v_p, x_{p,2,ex} = \frac{1}{2} gt^2 + x_p, t=0.$$

The study was performed on a computational domain of $\Omega = [0, 2]^3$ discretized with two elements in each direction. Three particles were investigated, each with a different Stokes number $St = \{0.1, 1, 10\}$, until $t = 0.4$ with $dt = \{0.0125 \cdot 2^k : k \in \mathbb{N}, k \in [0, 4]\}$. The particle relaxation time was calculated via eq. (4), until $u^* = y/2$ and $L^* = 2$. Figure 3a depicts the discrete $L_1$ norm between the analytically, $(\cdot)_{ex}$, and numerically, $(\cdot)_{num}$, integrated particle position, defined as $L_1 = ||x_{p,ex} - x_{p,num}||$ and the theoretical slope. The 4th-order accuracy in time is achieved for all Stokes numbers considered in this study under the condition that $f_D = 1$.

5.2. Particle Push

Following [94], the effect of the forces, $F_D$, $F_p$, $F_{AM}$ and $F_B$, on a particle is quantified by the use of a turbulent channel flow at $Re_T = 175$ and $Re = 4050$ laden with particles of two different Stokes numbers. The particle density is set to $2.5\rho_p$, $\rho = 1$, and particle diameters of $d_p = 0.005\delta$ and $d_p = 0.01\delta$ were investigated, where $\delta = 1$ is the channel half height. For each particle diameter, three species were initialized, one for each of the forces, $F_p$, $F_{AM}$ and $F_B$. The computational domain $\Omega = [0, 4\pi\delta] \times [0, 2\delta] \times [0, 4\pi\delta/3]$ was discretized by $x$ elements with $N = 5$. A total of 3072 particles were uniformly emitted at four planes distributed equidistant along the streamwise direction. Since a fixed time step $dt$ is required for the temporal integration of the Basset force [61], the particles were advanced in time by the explicit Euler scheme with $dt = 10^{-5}$. As the authors in [94] omit the description of the numerical treatment of the Basset force, the number of previous time steps was chosen as $K = 20$ and $K = 100$ for $d_p = 0.005\delta$ and $d_p = 0.01\delta$, respectively. Particles were emitted at $47T^*$ and statistics have been accumulated over $0.1T^*$, with the characteristic time $T^* = \frac{1}{u^*}$. As depicted in fig. 2, the results are in agreement with the literature.

5.3. Cylinder in Cross-Flow

Haugen and Kragset [95] have shown that the impaction efficiency of a cylinder in a particle-laden cross-flow is well-suited for code validation. The impaction efficiency denotes the ratio of emitted particles which travel in the direction of the cylinder to the number of particles that actually collide with it. They identified particles with small Stokes numbers to be most sensitive since those show the strongest influence on
changes in the boundary layer while performing their simulations with Reynolds numbers $Re_D$ ranging from 20 to 6600 based on the cylinder diameter $D$. This validation study follows their example by focusing on the $Re_D = 421$ case. Figure 3b compares the results generated by FLEXI with the data from Haugen and Kragset as well as theoretical considerations of a cylinder at $Re_D = 491$ by Muhr [96]. FLEXI shows excellent agreement with the literature with a slight discrepancy for high Stokes numbers.

Figure 3: Validation for the discrete phase.

5.4. Two-Way Coupling

A comparison of the Mach angle of a supersonic particle traveling through a quiescent fluid with the theoretical value is a suitable test case to validate the source term introduced by two-way coupled Euler-Lagrangian particles. For this, a computational domain of $\Omega = [0, 2] \times [0, 1] \times [0, 1]$ was discretized by $199 \times 99 \times 1$ elements with $N = 5$. The fluid was initially at rest, i.e., $\rho = 1, p = 94.464286, \mathbf{u} = \mathbf{0}$ and $\mu = 10^{-6}$, and the particles moved continuously into the domain at $x_p = [0.0, 0.5, 0.5]$ with $v_p = [23, 0, 0]$,
resulting in a particle Mach number of $M_p = \frac{|u_f - v_p|}{c} = 2$ with the speed of sound $c = \sqrt{\kappa p}$. The Mach angle $\theta$ is given by $\sin(\theta) = \frac{1}{M_p}$, resulting in $\theta = 30^\circ$, which is reproduced by the numerical results, as depicted in fig. 4.

Figure 4: Validation of the two-way coupling. Instantaneous density (left) and pressure profile (right) at $t = 0.7$.

6. Parallel Performance

Following the validation of the framework, we now demonstrate the scaling capabilities of the extended FLEXI and the effectiveness of load balancing.

6.1. Scaling

Since FLEXI is designed as massively parallel code, scaling must be retained throughout the framework. In this work, the scaling was tested on a Cartesian box with elementary dimensions $2L \times L \times L$, $L \in \mathbb{R}_{>0}$, with a freestream flow field and approx. 175,000 particles per unit cube. The domain size was then extended with increasing processor counts to maintain an equal workload per core. To increase the practical applicability of the test case, additional code features were enabled. The flow and particles were initially convected with mean velocity $u_f = v_p = [1, 1, 1]$ while synthetic turbulence was generated in the first half of the domain through a Recycling Rescaling Anisotropic Linear Forcing (RRALF) method [97]. A sponge zone was applied in the final decile to dampen fluctuations before reaching the outflow boundary. The polynomial degree was set to $N = 5$, resulting in a sixth-order accurate scheme. Simulations were performed on the HPE Apollo Hawk system at the High Performance Computing Center (HLRS) in Stuttgart with dual-socket AMD EPYC™ nodes (128 cores per node) and an InfiniBand HDR200 interconnect. The code was compiled with the GNU compiler version 9.2.0 with the libraries mpt 2.23, hdf5 1.10.5 and aocl 3.0. Each run was repeated 3 times to eliminate fluctuations in overall machine load.

Parallel efficiency in terms of weak and strong scaling is depicted in fig. 5. The interconnect on Hawk is deployed in a 9-dimensional enhanced hypercube topology resulting in diminishing bandwidth as the node number increases. This is observable as jump in parallel efficiency with the performance leveling out again for higher node counts. Nonetheless, FLEXI demonstrates excellent scaling with parallel efficiency for the weak scaling case at $> 85\%$ including for the 256 nodes (32,768 core) run. Higher core numbers are possible but require changing some internal counters to 8 byte-integers which was omitted for this tests. Strong scaling temporarily even exceeds the ideal speedup due to relieved memory pressure and the additional latency hiding capability introduced with the particle load.

6.2. Load Balancing

Load balancing is evaluated using the setup from section 5.3. Instantaneous particle positions colored by species are shown in fig. 6a. While only the non-reflected particles are necessary for the validation in section 5.3, we opted to keep reflected particles in order to further validate the boundary intersection accuracy. Figure 6b depicts the average load per processor, sampled across 100 iterations, with red areas denoting high relative computational load and blue areas indicating minimal loading. In the top half, the
load before load balancing is illustrated, where most of the computational effort is focused on the axial direction upstream and downstream of the cylinder position. The load drops in the vicinity of the cylinder as the grid element size decreases towards the cylinder. The bottom half depicts the load after balancing using the same scale. While the distribution is not perfectly uniform, it has moved considerably closer to equilibrium.

Figure 6: Instantaneous particle positions and load distribution for the $Re_D = 491$ cylinder.

7. Applications

In this section, we briefly demonstrate the applicability of FLEXI to more challenging large-scale test cases, the ash deposition in a turbine linear cascade and the particle-laden flow around a wall-mounted cylinder. In the following, all forces except the drag force are neglected and the drag factor in eq. (6) is employed, unless stated otherwise. Furthermore, a one-way coupled fluid and dispersed phase is assumed.

7.1. Turbine Linear Cascade

Ash deposition was identified as a major contribution to performance degradation of turbines, especially on modern specimens with hot section temperatures of or exceeding 1350 K [98]. In this application, we simulate the ash deposition on a T106C low-pressure turbine linear cascade. The setup was chosen as
described by [99] with an exit Mach number of \( M = 0.65 \) and Reynolds number of \( Re = 80,000 \). The mesh is fully periodic in pitchwise and spanwise direction with the Mach number distribution shown in fig. 7a. More details on the mesh and fluid setup can be found in [17]. Ash density was estimated at \( \rho_p = 990 \text{ kg/m}^3 \), and 16 particle species with Stokes numbers ranging from 0.01 to 1000.0 were injected over the entire inlet boundary with the local fluid velocity. As the deposition rate is highly variable and thus strongly dependent on the chosen model, only the initial impaction efficiency is illustrated in fig. 7c. Note that similar to fig. 3b, the impaction efficiency will approach unity as the shading region of the blade extends across the complete passage for heavy particles.

![Figure 7](image)

**Figure 7:** T106C low-pressure turbine cascade results.

### 7.2. Wall-Mounted Cylinder

Particles suspended in the ingested air are a major source of fan and compressor erosion of jet engines. This more challenging setup investigates the particle-laden flow around a wall-mounted cylinder at \( Re_D = 32,000 \) which is representative of the leading edge of a transonic compressor blade. The numerical setup is based on experiments by Kawamura [100] who evaluated wall-mounted cylinders at varying height, \( H \), to diameter, \( D \), ratios \( H/D \). For this study, the domain of the \( H/D = 8 \) case was discretized using a fully hexahedral mesh with 788,112 elements and \( N = 7 \). In order to retain the high-order geometry near the cylinder surface, the mesh features full volume curving with \( N_{geo} = 4 \) using agglomeration to generate high-order inner element mappings. The turbulent inflow boundary layer was generated using the RRALF approach.

The generated inflow turbulence with an inlet Mach number of \( M = 0.7 \) is illustrated in fig. 8 using the instantaneous isosurface of the Q-criterion colored by the velocity component in downstream direction. The RRALF region covers the left side of the graph, distinguishable by a small discontinuity in the velocity magnitude due to the upstream pressure field of the cylinder. The RRALF is shown to produce a statistically stable boundary layer flow with a Reynolds number of \( Re_\theta = 3299.12 \) based on momentum thickness at the cylinder position.

Particles were emitted at the end of the RRALF region with the particle velocity chosen as the instantaneous fluid velocity. The particle density is set to \( \rho_p = 2500 \text{ kg/m}^3 \). A total of 11 particle species were
simulated with Stokes numbers ranging from 0.001 to 10.0. The instantaneous particle position was sampled every $8.3 \times 10^{-8}$ s, with the cumulative particle distribution at height $z \leq H$ depicted in fig. 9. Lower ($St = 0.1$, fig. 9a) and higher ($St = 10$, fig. 9c) Stokes numbers result in a more pronounced particle-free region compared to the medium Stokes number case in fig. 9b which shows the fastest return to (almost) uniform distribution, albeit with a strong variation in particle momentum. Especially the high Stokes number case yields a local increase in particle density with the impact extending several times the diameter of the cylinder downstream. Here, the working high-order boundary treatment is directly evident in fig. 9c, as particles reflect off the curved surface and move upstream in the laminar flow outside the wall boundary layer until the downstream force causes a reversal of the velocity vector. The resulting bimodal distribution between reflected and non-reflected particles needs to be considered when predicting compressor erosion, particularly of the subsequent stages.

![Figure 8: Instantaneous isosurface of the Q-criterion colored by downstream velocity.](image)

![Figure 9: Particle distribution at $z \leq H$ for different Stokes numbers colored by velocity magnitude $|v_p|$.](image)
8. Conclusion and Outlook

Particle-laden flows pose significant challenges towards their efficient and accurate numerical solution, especially in a high performance setting. In the context of the compressible Navier-Stokes equations, the focus of one- or two-way coupled Euler-Lagrangian solvers is more on the time-accurate particle tracking than on the efficiency on highly parallel systems. In this work, we aimed to alleviate this deficiency and presented the extension of the open-source massively parallel solver FLEXI towards particle-laden flows. Since the Eulerian code base was previously validated, this work focused the modeling of the dispersed phase and its numerical treatment. Particular emphasis was given to the implementation of the particle tracking on parallel systems with arbitrary and possibly curved element faces. Since extensibility was an explicit goal, we chose to extensively discuss the background and motivation leading to specific implementation choices. Subsequently, each building block of our proposed framework was validated on its own, and we have verified the predictive performance of our implementation. Furthermore, we illustrated the excellent scaling properties of our framework using a canonical test case. Finally, the complete framework was applied to more challenging test cases to demonstrate its applicability to large-scale problems. In the future, we seek to extend this open-source framework to incorporate further features such as the tracking of larger particles with a level-set ansatz or the extension to four-way coupling. At the same time, our project is open towards any external contribution.
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