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Abstract: Medium access control (MAC) protocol is an important link for achieving networks function in any wireless networks; an efficient and reliable MAC protocol is crucial for an effective underwater acoustic sensor networks (UASNs). Significant differences between UASNs and terrestrial sensor networks (TSNs) render the traditional MAC protocols applied on land inapplicable underwater. Existing MAC protocols for UASNs use the omnidirectional antenna, which wastes energy, restricts the network's coverage range, and brings about unnecessary interferences in neighbor nodes. This paper proposes a dual channel MAC protocol for UASNs based on directional antenna (DADC-MAC), which increases the network coverage range, efficiently utilizes space, and reduces node interference compared to the omnidirectional antenna. The DADC-MAC protocol divides the channel into a data transmission channel and busy prompt message channel; the node uses the former to transmit the control frame and DATA package while the sending node and receiving node use the latter channel to inform the neighbor nodes of on-going communications to prevent DATA package collision. A neighbor discovery mechanism and directional network allocation vector are applied to resolve hidden terminal and deafness problems. Simulation results show that the DADC-MAC protocol could improve network throughput and reduce end-to-end delay, is efficient, performs well, and is well suited to both symmetrical and asymmetrical UASNs topology.
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1. Introduction

More than two-thirds of the Earth’s surface is covered by ocean [1]. As land resources are increasingly exploited, there is increasing demand for new techniques to develop ocean resources. Stable, reliable, and efficient ocean development methods are a popular research direction [2–5]. Although radio frequency (RF)-based wireless communication is effective on land, it cannot be applied underwater due to the relatively poor communication performance of RF signals; the
transmitting power of a common RF transmitter reaches only a few meters underwater [6]. Optical communication may be applied underwater, but very large transmitting power and transmitting precision, which are challenging to actually obtain, are necessary over lengthy communication distances [7]. Acoustic waves are an ideal choice for underwater communication, as they provide much smaller signal attenuation than RF or optical signals over the same underwater transmission distance [8].

The extant research on underwater acoustic communication mainly centers on point-to-point communication, which is difficult to apply in real-world scenarios—particularly the dynamic and challenging scenarios of the modern age. Stringent requirements for applications such as ocean data sampling, seismic surveillance, environment monitoring, aided navigation, and distributed tactics surveillance have made underwater acoustic sensor networks (UASNs) an increasingly popular research subject [9–11]. The structure and function of UASNs are very similar to those of terrestrial sensor networks (TSNs), but UASNs have low available bandwidth, longer signal propagation time, and limited network node energy [12–14]. These differences make the design of UASNs much more complex and difficult compared to TSNs.

In the UASNs, all nodes share a public multi-access channel; each node must compete for the channel during data transmission. An efficient medium access control (MAC) protocol in UASNs is very important, because it directly determines whether the node can effectively access the shared underwater acoustic channel. The traditional MAC protocol applied in TSNs cannot be applied in UASNs due to the unique characteristics of the latter. An efficient and effective MAC protocol for UASNs remains elusive.

Previous researchers have indeed proposed MAC protocols exclusively for UASNs [15–17], but the nodes in these protocols are equipped with omnidirectional antennas, which waste energy, restrict the network’s coverage range, and introduce interference among neighboring nodes. The directional antenna, conversely, can concentrate transmission and reception gains in a certain direction, improve the network coverage, efficiently use (and reuse) space, and reduce such interference [18,19]. This paper proposes a dual channel MAC protocol for UASNs based on directional antenna (DADC-MAC). In the DADC-MAC protocol, the node is equipped with a directional antenna, which increases the network’s coverage range, improves the space reuse rate, and reduces interference in neighboring nodes compared to the omnidirectional antenna. The channel is divided into a data transmission channel and busy prompt message channel. The former is used to transmit the communication control frame and DATA package, while the latter is used to send channel busy prompt messages. The DADC-MAC protocol also contains a neighbor discovery mechanism and directional network allocation vector, which resolve hidden terminal and deafness problems.

The remainder of this paper is structured as follows. Section 2 provides a review of several exiting MAC protocols for UASNs. Section 3 discusses hidden terminal and deafness problems in UASNs. The proposed DADC-MAC protocol is presented in detail in Section 4. The performance of the proposed protocol is analyzed by simulation in Section 5, and conclusions are drawn in Section 6.

2. Related Works

There are sophisticated and highly effective MAC protocols available for TSNs [20,21], but as mentioned above, they are simply not applicable to UASNs. Many previous researchers have designed MAC protocols tailored to the unique characteristics of the underwater environment. Figure 1 shows the classification of MAC protocols for UASNs, including the contention-free MAC protocol, contention-based MAC protocol, and hybrid MAC protocol. The contention-free MAC protocol includes TDMA, FDMA, and CDMA. The contention-based MAC protocol includes random access and handshaking. Contention-free MAC protocols are particularly ill suited to UASNs, so we mainly review contention-based and hybrid MAC protocols in this section.
2.1. Contention-Based

The contention-based MAC protocols are researched most frequently of the various protocols mentioned above. Per its namesake, the node “contends” for the right to use the shared underwater acoustic channel. Random Access and handshaking are the most common contention-based protocols.

2.1.1. Random Access

ALOHA is the simplest MAC protocol available for UASNs, wherein data is sent immediately once the node obtains it (whether the data is self-generated or comes from other nodes). DATA package collision is common under the basic ALOHA protocol. Previous scholars have attempted to tailor this MAC protocol to UASNs. Luiz et al. [22], for example, proposed the Slotted ALOHA protocol to “slot” times during which the node sends data as opposed to allowing data transmission at random times. Zhou et al. [23] proposed the SA-ALOHA protocol and its improved ISA-ALOHA protocol, which adjust time slot values according to time delay estimations and yield network throughput much higher than the isochronous time slot ALOHA. Petrioli et al. [24] proposed the PDAP protocol, which can reduce DATA package collision and retransmission times through hearing the data transmission of nearby nodes.

2.1.2. Handshaking

Handshaking is another important class of contention-based MAC protocol in which each node must “reserve” a channel before data transmission. Dou et al. [25] proposed the WSF-MAC protocol, in which the receiving node hears a time signal before relaying a clear to send (CTS) signal to the sending node so as to discover the potential data transmission in the channel and maintain balanced network node contention. The DC-MAC protocol [26] solves the hidden terminal problem through a multichannel strategy and achieves efficient channel allocation through a dynamic polling strategy.

2.2. Hybrid

Hybrid MAC protocols combine multiple MAC protocols with medium access control technology. They can adapt to network topology and traffic changes to allow for high-quality network performance. Below, we introduce several classical Hybrid MAC protocols for UASNs.

Tan et al. [27] proposed the distributed MAC PLAN protocol for application in half-duplex UASNs, where CDMA serves as the underlying multi-access technology to overcome the inherent multipath effect and Doppler effect of underwater acoustic channels. The ready to send (RTS)/clear to send (CTS) handshaking mechanism is applied before any DATA package is sent. Compared to ALOHA and MACA protocols, PLAN can significantly improve network throughput.

Pompili et al. [28,29] proposed the UW-MAC protocol, which combines the ALOHA mechanism and CDMA technology. ALOHA mechanism is used to send channel reservation frame, and CDMA technology is used to send DATA package. CDMA technology is robust to channel frequency selective fading, so it can minimize the impact of multipath effects in the underwater acoustic channel on the receiving terminal and allow the receiving terminal to differentiate the signals sent from
different transmitting terminals. The protocol has high throughput capacity, low end-to-end time delay, and low power consumption.

Kredo II et al. [30] put forward the H-MAC protocol as a combination of contention-free and random access mechanisms. Each timeframe is divided into two time slots: one time slot is used to let the node transmit data through contention-free mechanism, and the other is used to let the node adapt to network traffic changes through Random Access. The protocol performs well in UASNs with frequent traffic changes, and prevents DATA package collision while minimizing network energy consumption.

Diamant et al. [31,32] established the HSR-TDMA protocol by combining CDMA and TDMA to form a hybrid media access technology. The nodes are divided into several clusters across the networks. TDMA technology is used for intra-cluster communication, while CDMA is used for inter-cluster communication. TDMA technology makes nodes in the protocol strictly synchronous. A detailed comparison of MAC protocols mentioned in related work with respect to category, aim, proposed solution, pros, and cons has been presented in Table 1.

| Category                  | Protocol        | Aim                                                                 | Proposed Solution                                                                 | Pros and Cons                                                                                     |
|---------------------------|-----------------|----------------------------------------------------------------------|-------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| CONTENTION-BASED          | ISA-ALOHA       | Minimize the adverse impact of propagation delay                     | Adjust time slot values according to time delay estimations                          | Strong robustness; high requirements for time delay estimation                                     |
| PDAP                      | Maximizing the bandwidth utilization | Keep track of the neighboring transmissions                          | Increased channel utilization; cannot reliably acquire the channel                    |                                                                                                  |
| WSF-MAC                   | Overcome the issue of spatial unfairness | Send the underwater reply packet for a silence duration time | Achieved a better performance in terms of the spatial fairness; different competition thresholds cause different fairness |                                                                                                  |
| DC-MAC                    | Enhance the performance on throughput and average end-to-end delay | Multi-channel and dynamic collision-free polling strategy | Eliminated the hidden terminal problem and improved network performance; not suitable to multiple sink nodes |                                                                                                  |
| PLAN                      | Use in half-duplex underwater acoustic sensor networks | Utilize the CDMA as the underlying medium access technique | Minimize multipath and Doppler effects; suffer from the missing receiver problem | Reduce multiple access interference; require all nodes know other nodes’ multiple access interference |
| UW-MAC                    | High network throughput, low energy consumption | Transmitter adjusts pseudo-random sequences length and signal power |                                                                                     |                                                                                                  |
| H-MAC                     | Yield the benefits from contention-free and random access protocols | Divide a time frame into two time slots | Little power consumption; not be optimal for dense and heavily loaded network |                                                                                                  |
| HSR-TDMA                  | Improve network throughput | Spatial reuse | Less sensitive to topology changes; strict synchronization among is required |                                                                                                  |
The feasibility of the above MAC protocols in UASNs has been verified by simulation or (and) experiments. In all of these protocols, the node is only equipped with an omnidirectional antenna. As discussed in the Introduction, this results in severe waste of network capacity, small network coverage range, and interference among neighboring nodes. This paper proposes a dual channel MAC protocol for UASNs based on directional antenna. The proposed protocol outperforms existing MAC protocols, to this effect, and overcomes the hidden terminal and deafness problems in UASNs.

3. MAC Issues with Directional Antenna

The hidden terminal problem and deafness problem, as mentioned above, are challenging aspects of MAC protocols as applied to UASNs with directional antennas. The hidden terminal problem may be caused by an unheard directional RTS (DRTS)/directional CTS (DCTS) or by asymmetrical antenna gains. Table 2 shows the acronyms and notations that are used.

| Acronym and Notation | Description                                  |
|----------------------|----------------------------------------------|
| UASNs                | Underwater acoustic sensor networks          |
| TSNs                 | Terrestrial sensor networks                  |
| RF                   | Radio frequency                              |
| MAC                  | Medium access control                        |
| RTS                  | Ready to send                                |
| CTS                  | Clear to send                                |
| ACK                  | Acknowledgement                              |
| DRTS                 | Directional ready to send                    |
| DCTS                 | Directional clear to send                    |
| NLT                  | Neighbor information table                   |
| Go                   | Antenna gain of the omnidirectional mode     |
| Gd                   | Antenna gain of the directional mode         |

3.1. Hidden Terminal Problem

The hidden terminal problem may be caused by an unheard DRTS/DCTS control frame. As shown in Figure 2, when Node A and Node B conduct data communication, Node C sends a DRTS signal to Node D. After receiving the signal, Node D sends a DCTS signal back to Node C. Although Node B is within the directional communication range of Node D, it cannot receive the DCTS signal sent by Node D because it is communicating with Node A and its directional antenna aligns with the direction of Node A. When Node C is communicating with Node D, Node B first completes the communication with Node A and then data is sent to Node D (or other nodes in the direction of Node D). Node B does not hear the DCTS signal sent by Node D, so it judges the channel in the direction of Node D as idle. When Node B sends DRTS signal to Node D, a collision occurs at Node D.

![Figure 2](image1.png)

**Figure 2.** Hidden terminal problem caused by unheard DRTS/DCTS.

The hidden terminal problem also may be caused by asymmetrical antenna gains. As shown in Figure 3, there are four nodes in idle state in the network: A, B, C, and D. The nodes overhear the channel with gain $G_o$ omnidirectionally. When Node C sends a DRTS signal to Node D, Node D
sends back a DCTS signal to Node C. When Node A is in the omnidirectional overhearing state and the distance between Node A and Node D is relatively long, Node A cannot hear the DCTS signal sent by Node D. When Node C and Node D directionally communicate with gain $G_D$, Node A has the data to be sent to Node B. Node A does not receive the DCTS signal sent by Node D, so it judges the channel in this direction as idle; Node A sends an DRTS signal to node B directionally. Because Node D directionally receives the signal sent by Node C with gain $G_D$, the DRTS signal sent by Node A interferes in the data reception of Node D and a signal collision occurs at Node D.

![Figure 3. Hidden terminal problem caused by asymmetrical antenna gains.](image)

### 3.2. Deafness Problem

As shown in Figure 4, Node A holds the data to be sent to Node B while Node B and Node C communicate in the directional mode. Node A cannot hear the communication between Node B and Node C, so it judges the channel in the direction of Node B as idle and the DRTS signal is sent to Node B. Node B makes the directional antenna align in the direction of Node C, so the DRTS signal from Node A cannot be received; the DCTS signal cannot be sent to Node A. If Node A cannot receive the DCTS signal from Node B, it continuously transmits the DRTS signal to Node B until reaching the preset maximum number of times. Node B is a “deafness node” for Node A under these conditions. Repeated retransmission of the control frame caused by the deafness problem wastes network resources and creates unfair competition among nodes.

![Figure 4. Deafness problem.](image)

### 4. Proposed Protocol Description

Unlike traditional RTS-CTS-DATA-Acknowledgement (ACK) handshaking data transmission modes, the proposed dual channel MAC protocol for UASNs based on directional antenna (DADC-MAC) utilizes a directional antenna, neighbor discovery, directional network allocation vector, and channel busy prompt message, among other characteristics. The DADC-MAC protocol comes with enhanced network coverage range, efficient use of space, low neighbor node interference, and resolution to the hidden terminal problem and deafness problem.

#### 4.1. Antenna Model

Each node in the network is equipped with two underwater acoustic antennas. One is an omnidirectional antenna, which is only responsible for sending channel busy prompt messages. The transmission radius of the omnidirectional antenna is the same as that of the directional antenna in the directional mode. In addition to the omnidirectional antenna, the node working under the DADC-MAC protocol is also equipped with an underwater acoustic directional antenna. According to the formation mode of antenna directivity, underwater acoustic directional antennas can be classified
into array underwater acoustic directional antenna, underwater acoustic directional antenna based on acoustic baffle, underwater acoustic directional antenna of compound excitation type, and multimode superposition underwater acoustic directional antenna categories. Compared to the first three underwater acoustic directional antennas, the multimode superposition underwater acoustic directional antenna has no side lobe, high directivity, smaller size, and high-energy conversion rate making it very well suited to UASNs [33].

Under the DADC-MAC protocol, the node is equipped with a multimode superposition underwater acoustic directional antenna, which is composed of multiple isometric beams. These beams do not intersect and jointly cover the whole omnidirectional area. The directional antenna has two working modes: omnidirectional and directional. The working mode switch time of the antenna is ignored. In the directional mode, the directional antenna can send or receive signals at only one beam direction at the same time. The directional antenna model is shown in Figure 5. It is composed of M isometric beams. Only main lobe gain is considered, and side lobe gain is ignored.

![Directional antenna](image)

**Figure 5.** Directional antenna

In the DADC-MAC protocol, we start from the three o’clock position and number the beams from 1 to M clockwise. The width of each beam is \( \theta \), so we have \( \theta = \frac{2\pi}{M} \). The directional antenna has two working modes: omnidirectional and directional. The antenna gain of the omnidirectional mode is \( G_o \). The antenna gain of the directional mode is \( G_d \), and \( G_d > G_o \). In the directional mode, the antenna can send or receive signals at any beam direction so as to increase retransmissions at this direction; the beam direction switch time of the antenna is ignored. When the node is idle, the directional antenna hears the signals from various directions in the omnidirectional mode. The signal strength of each beam is compared as the node receives signals. The direction of the beam with the maximum signal strength is the direction of the source node. Then, the node sends and receives the DRTS signal, DCTS signal, DATA package, and ACK signal in the directional mode.

### 4.2. Neighbor Discovery and Directional Network Allocation Vector

Neighbor discovery is the precondition and key to make MAC protocol work normally. The DADC-MAC protocol is equipped with a simple and efficient neighbor discovery mechanism. Each node in the network has a neighbor information table (NLT) which is empty initially. When the node is in the idle mode, it overhears the channel in the omnidirectional mode. Once the node hears any signal (e.g., RTS, CTS, DATA package, ACK), the current node extracts the source node ID and position information carried in the signal regardless of whether the signal is sent to said current node and updates the information into the NLT. By cooperating with NLT, each node in the DADC-MAC protocol also maintains a directional network allocation vector, which is used to record the duration for data transmission by the neighbor nodes. The node equipped with directional network allocation vector may judge whether the channel is busy according to such information and know how long it cannot send data.
In essence, the directional network allocation vector is a timer. The vector does not decrease by itself, but also updates itself continuously according to the heard signal. When the node in the network hears the DRTS signal, it judges whether it is the destination node. If it is, the node directionally sends the CTS signal back to the source node. If it is not, the NLT and directional network allocation vector are updated according to the information carried in the RTS signal. For example, as shown in Figure 6, Node A wants to send data to Node B, so it sends the DRTS signal to Node B. After Node B receives the DRTS signal and judges it is the destination node, the DCTS signal is directionally sent back to Node A. Node C is in the same direction as Node B and within the directional communication range of Node A, so the DRTS signal is also received. After Node C judges it is not the destination node, it does not send the DCTS signal back to Node A and the NLT and directional network allocation vector are updated. Table 3 shows the NLT and directional network allocation vector of Node C.

![Figure 6. An example of neighbor discovery and directional network allocation vector.](image)

| Beam Number | Neighbor Nodes ID | Available | Duration |
|-------------|-------------------|-----------|----------|
| 1           | -                 | -         | -        |
| 2           | -                 | -         | -        |
| 3           | A, B              | NO        | -        |
| 4           | D                 | YES       | 15 s     |

4.3. Channel Busy Prompt Message

The DADC-MAC protocol protects the on-going data transmission and avoids DATA package collision by sending channel busy prompt messages by the node. The channel is divided into two sub-channels. One is used to receive and send communication data by the directional antenna (e.g., DRTS, DCTS, DATA package, ACK). The other (which occupies a narrow bandwidth) is used to send channel busy prompt messages by the omnidirectional antenna. The transmission of communication data and channel busy prompt messages in different sub-channels does not result in interference. The channel busy prompt message contains the node ID and directional antenna beam number in \( BP(n,m) \) format, where \( n \) represents node ID and \( m \) represents the directional antenna beam number. The channel busy prompt message is very short and is sent cyclically within the required time bucket. In the communication process, the sending node sends channel busy prompt messages while sending the DATA package. It stops sending when receiving the ACK signal. After the receiving node completes CTS signal transmission, it starts to send channel busy prompt messages and stops sending after sending the ACK signal. Figure 7 shows the timing diagram of channel busy prompt message, where Node A is the sending node and Node B is the receiving node.
When the sending node receives channel busy prompt messages from other nodes, the source node ID and directional antenna beam number are extracted. If the source node is the destination node, the destination node is busy and the sending node postpones the data transmission to the destination node. If the source node is not the destination node, the sending node judges whether the source node is in the same beam area as the destination node, according to the information in the NLT. If it is, the sending node postpones data transmission to the destination node so as to avoid collision. If it is not, the sending node judges the channel in the direction of the destination node as idle and sends the DATA package to it directionally.

4.4. Protocol Process and Example

The flow chart of the DADC-MAC protocol is given in Figure 8.
Under the DADC-MAC protocol, at the transmitting terminal, the node overhears the channel in the omnidirectional mode when it has no DATA package to send. When the node has data to send, it first judges whether the channel at the direction of destination node is idle. If the channel is busy, the node enters the idle state. If the channel is idle, the node sends the DRTS signal to the destination node and set a timer, then waits for the destination node sends back the DCTS signal. If the sending node does not receive the DCTS signal from the destination node within the preset maximum waiting time, it returns to the idle state. If the sending node receives the DCTS signal from the destination node within the preset maximum waiting time, it sends the DATA package to the destination node and then set a timer and waits for the destination node send the ACK signal back while sending channel busy prompt messages through the omnidirectional antenna. If the sending node receives the ACK signal from the destination node, it stops sending the channel busy prompt messages and the data transmission process is complete. If the sending node does not receive the ACK signal within the preset maximum waiting time, the destination node sends the DATA package again and waits for the ACK signal until reaching the maximum number of retransmissions. At the receiving terminal, when the receiving node receives the DRTS signal sent by the sending node, it directionally sends the CTS signal back to the sending node, and sends channel busy prompt messages through the omnidirectional antenna and sets a timer. When the data package is received successfully, the receiving node directionally sends the ACK signal back to the sending node and stops sending the channel busy prompt messages.

Figure 9 shows the working process of the DADC-MAC protocol. There are six nodes in the network: A, B, C, D, E, and F. As described above, each node is equipped with an omnidirectional antenna and a directional antenna. The directional antenna has four beams. The communication range of the omnidirectional antenna is same as that of the directional antenna in the direction mode. When Node A has DATA packet to be sent to Node B, it first judges the channel in the direction of Node B. If the channel in that direction is idle, Node A directionally sends a DRTS signal to Node B and then waits for Node B to send a DCTS signal back. After receiving the DRTS signal from Node A, Node B sends the DCTS signal back to Node A; it also sends channel busy prompt messages by the omnidirectional antenna with the content of \( BP(B,3) \). Then, Node B waits for the DATA package sent by Node A. After Node A receives the DCTS signal, it sends the DATA package to Node B while sending channel busy prompt messages by the omnidirectional antenna with the content of \( BP(A,1) \). After Node B successfully receives the DATA package, it sends an ACK signal back to Node A and stops sending the channel busy prompt messages. After Node A receives the ACK signal, it enters an idle state and stops sending the channel busy prompt messages. The data transmission process is complete.

![Figure 9. An example of the DADC-MAC protocol.](image)
Node D is the neighbor node within the communication range of Node B. When Node B communicates with Node A, Node D has data to be sent to Node B. The data transmission process is postponed to avoid collision when the channel busy prompt message sent by Node B is heard. Node C is the neighbor node within the communication range of Node A. Node C has data to be sent to Node E. Although data is not sent to Node A, as Node A is between Node C and Node E and on a straight line, the communication between Node C and Node E interferes in the communication between Node A and Node B. Thus, after Node C hears the channel busy prompt message send by Node A, it postpones the transmission to Node E so as to prevent interference with Node A. When Node A communicates with Node B, Node F has data to be sent to Node E. Although Node F receives the channel busy prompt message sent by Node A, the channel busy prompt message indicates that the communication between Node F and Node E must not interfere in the current data transmission. Therefore, Node A/Node B and Node E/Node F communicate at the same time to efficiently utilize network space.

The DADC-MAC protocol can also well resolve the hidden terminal and deafness problems described in Section 3. For the hidden terminal problem caused by the unheard DRTS/DCTS, as shown in Figure 2, although Node B hears the channel busy prompt message (though it does not receive the DCTS signal) sent by Node D, it knows that the channel in that direction is busy. For the hidden terminal problem caused by the asymmetrical antenna gains, as shown in Figure 3, although Node A cannot receive DCTS signal sent by Node D, it can also receive the channel busy prompt message sent by Node C. It judges the channel in that direction as busy and postpones data transmission to Node B.

For the deafness problem, as shown in Figure 4, Node A has DATA package to be sent to Node B when Node B communicates with Node C. While hearing the channel in the direction of Node B, Node A receives the channel busy prompt message sent by Node B and thus knows Node B is communicating and postpones data transmission to it.

5. Performance Evaluation

We evaluated the performance of our MAC protocol by simulation in NS-3 [34,35]. In the simulation, we assumed the underwater acoustic channel to be an ideal channel without error. Each node is equipped with an omnidirectional antenna and a directional antenna, which have equal communication distance (1.8 km). The nodes are static. We assume all nodes have completed neighbor discovery and gained the position information of neighboring nodes before the simulation began. The MACA protocol and D-MAC protocol were used as references. The D-MAC protocol cannot operate smoothly without prior information of neighbor node positions, so we assume that the nodes in the D-MAC protocol networks have prior information of neighbor node positions in the simulation to ensure a fair performance comparison. The simulation process of all scenes were repeated 20 times and averaged. Simulation parameters are provided in Table 4.

| Parameter                              | Value  |
|----------------------------------------|--------|
| Speed of sound                         | 1500 m/s |
| Directional antenna beams number       | 4      |
| Maximum DATA package retransmission number | 2      |
| Channel busy prompt message size       | 16 bits |
| Control packet (i.e., DRTS, DCTS, ACK) size | 128 bits |
| DATA packet size                       | 2400 bits |
| Transmission rate                      | 1600 bps |
| Center frequency                       | 11 kHz  |
| Bandwidth                              | 6 kHz   |
5.1. Linear Networks

Firstly, two scenes are simulated in the linear networks. The first scene is shown in Figure 10. Four nodes in the networks present linear arrangement, and the distance among nodes is equal (1.2 km). The communication distance of the directional antenna and omnidirectional antenna is 1.8 km. The transmission rate of nodes is 1600 bps. Node 1 and Node 2 are an intercommunication pair (Link A): Node 2 is the sending node, and Node 1 is the receiving node. Similarly, Node 3 and Node 4 are an intercommunication pair (Link B) where Node 3 is the sending node, and Node 4 is the receiving node. The transmissions through link A from node 2 to node 1 and through link B from node 3 to node 4 are independent from each other. If the packet transmission through link A (or through link B) is successful, the transmission through the link will continue without considering the result of the transmission through link B (or link A). The duration of the simulation process is 1000 s. The total number of Data packages successfully received by Node 1 and Node 4 within the period is counted. The results are shown in Table 5.

![Figure 10. Linear networks scene 1.](image1)

Table 5. Simulation results of Linear networks scene 1.

| Node Number | MACA   | D-MAC  | DADC-MAC |
|-------------|--------|--------|----------|
| 1           | 61.45  | 120.50 | 126.50   |
| 4           | 62.7   | 120.55 | 119.05   |
| **Total**   | **124.15** | **241.05** | **245.55** |

The proposed protocol and D-MAC protocol showed far superior performance to that of the MACA protocol. This is because the application of directional antenna largely reduces the interference of the omnidirectional antenna across neighboring nodes. The difference in performance between the proposed protocol and D-MAC protocol is fairly small because the directions of two groups of communication processes in the scene are opposite to each other, and the probability of control frame collision in D-MAC is very small.

The second scene we simulated is shown in Figure 11. The nodes arrangement position and communication distance of node antenna are identical to Figure 10. Node 1 and Node 2 are an intercommunication pair (Link A): Node 1 is the sending node, and Node 2 is the receiving node. Similarly, Node 3 and Node 4 are an intercommunication pair (Link B): Node 3 is the sending node, and Node 4 is the receiving node. The transmissions through link A from node 1 to node 2 and through link B from node 3 to node 4 are independent from each other. If the packet transmission through link A (or through link B) is successful, the transmission through the link will continue without considering the result of the transmission through link B (or link A). The duration of the simulation process is 1000 s again and the total number of Data packages successfully received by Node 2 and Node 4 within the given period is counted. The results are shown in Table 6.

![Figure 11. Linear networks scene 2.](image2)

Table 6. Simulation results of Linear networks scene 2.

| Node Number | MACA   | D-MAC  | DADC-MAC |
|-------------|--------|--------|----------|
| 2           | 1.55   | 68.40  | 115.25   |
| 4           | 118.10 | 91.00  | 117.80   |
| **Total**   | **119.65** | **159.40** | **233.05** |
The performance of MACA protocol in this scene is very poor, because the process where Node 1 sends data to Node 2 greatly interferes in the communication between Node 3 and Node 4. By contrast, the proposed protocol and D-MAC protocol have effective collision prevention mechanisms. In the scene, the performance of D-MAC protocol differs markedly from the proposed protocol because the CTS signal sent by Node 2 still interferes in the communication between Node 3 and Node 4 in D-MAC. The proposed protocol prevents DATA package collision through sending channel busy prompt messages.

5.2. Grid Networks

We next simulated two scenes in grid networks. The network topology is shown in Figure 12. The interval between each line and each row is 1.2 km and the communication distance between omnidirectional antenna and directional antenna is 1.8 km. The node can directly communicate with its neighbor nodes on an adjacent line, adjacent row, and diagonal. As shown in Figure 12, Node 2 and Node 3 send DATA packages to Node 22 and Node 23 along the route of their respective rows. Node 6 and Node 11 send DATA packages to Node 10 and Node 15 along the current row. The duration of the simulation process is 1000 s. The total number of DATA packages successfully received by Node 10, Node 15, Node 22, and Node 23 within the period at different transmission rate is counted. The results are shown in Figure 13. The proposed protocol outperforms MACA and D-MAC because the omnidirectional communication mode of MACA results in severe interference, and the aligned path is problematic in D-MAC.

Figure 12. Grid networks.
Figure 13. Total number of DATA packages successfully received by Node 10, Node 15, Node 22, and Node 23 (Grid Networks scene 1).

In the second grid network simulation scene, the node arrangement and communication distance of antennas were consistent with the first scene. Node 2, Node 3, Node 6, and Node 11 still send data to Node 22, Node 23, Node 10, and Node 15. As opposed to the previous scene wherein the fixed communication path was selected, the nodes in this scene choose paths at random. The duration of the simulation is still 1000 s and again, the total number of DATA packages successfully received by Node 22, Node 23, Node 10, and Node 15 within the period at different transmission rate is counted. The results are shown in Figure 14. The proposed protocol again outperforms the others. As shown in Figure 14, the performance of the proposed protocol and D-MAC protocol in this scene are superior to those in the previous scene. This is because random selection of path gives full play to the advantages of the directional antenna, i.e., the increases reuse of space.

Figure 14. Total number of DATA packages successfully received by Node 10, Node 15, Node 22, and Node 23 (Grid Networks scene 2).
5.3. Random Distribution Networks

We next validated the performance of the proposed protocol in a random distribution network. Fifty nodes in the scene were distributed in 5 km × 5 km, 10 km × 10 km area at random. The communication distance of the omnidirectional antenna and directional antenna is 1.2 km. Each node generates a DATA packet ready to be sent in every 20 s on an average (the arrivals follow a Poisson distribution with average $\lambda = 0.05$ packets per second). The sending node chooses the receiving node at random with equal probability. The distance between the sending node and receiving node was kept at least 3 km. The route of sending node and receiving node was calculated by the Dijkstra algorithm [36] and the simulation was run for a duration of 2000 s.

The total effective throughput capacity in the networks at different transmission rate is counted as shown in Figure 15. The throughput capacity of the proposed protocol is far superior to that of MACA and D-MAC on both sparse and dense networks because, compared to MACA, the use of a directional antenna reduces DATA package collision and increases space reuse. Compared to D-MAC, the proposed protocol divides the channel into a data transmission channel and busy prompt message channel to further reduce DATA package collision. DADC-MAC protocol could achieve higher throughput in relatively sparse networks. This is because when the network is denser, the number of neighboring nodes within a single beam of the sending node is greater. When the sending node sends a signal in a certain direction, the more neighboring nodes in the beam sector are affected.

![Networks throughput at different transmission rate.](image)

End to end delay at different DATA packet length of DADC-MAC, D-MAC, and MACA is depicted in Figure 16. The transmission rate of nodes is 1600 bps. As shown in Figure 16, DADC-MAC can largely reduce the end-to-end delay of the networks in both sparse networks and dense networks than D-MAC and MACA. MACA has the highest end-to-end delay, because omnidirectional data transmission mode causes a large number of DATA packet collisions, and then causes node back-off and packet retransmission. As the length of the DATA packet increases, this disadvantage becomes more and more obvious. Although DADC-MAC and D-MAC both use directional data transmission, the end-to-end delay of DADC-MAC is much lower than that of D-MAC. It is because that DADC-MAC divides the underwater acoustic channel into a data transmission channel and a channel busy prompt message channel. The busy channel prompt message could help neighbor nodes obtain the channel status, arrange their own network behavior according to the channel status, avoid packet collision, and reduce packet retransmission.
In summary, we compared the proposed MAC protocol against the underwater protocol based on the omnidirectional antenna (MACA) and the protocol for TSNs with directional antenna (D-MAC). Simulations were run in both symmetrical network topology (linear networks and grid networks) and asymmetrical network topology (random distribution networks). The proposed protocol consistently completed more effective communications within the same amount of time and at higher network throughput than the other two protocols.

6. Conclusions and Future Work

This paper proposed a dual channel MAC protocol for underwater acoustic sensor networks based on directional antenna (DADC-MAC). In the DADC-MAC protocol, the node is equipped with a directional antenna, which comes with efficient use of space, and low interference in neighboring nodes. The channel is divided into a data transmission channel and busy prompt message channel able to inform the on-going communication of neighbor nodes to prevent DATA packages collision. The DADC-MAC protocol also adopts a neighbor discovery mechanism and directional network allocation vector to resolve the hidden terminal and deafness problems caused by the directional antenna. A series of simulations were conducted to find that compared to other underwater protocol based on the omnidirectional antenna, or protocol for TSNs with the directional antenna, the DADC-MAC protocol completes more effective communications within the same time and yields higher network throughput, lower end-to-end delay. To this effect, it is very well suited to UASNs.

As future work, due to a good cross-layer design, usually could significantly improve the performance of UASNs, it is important for us to research a cross-layer design of MAC protocol and routing protocol based on the results of this paper. Moreover, we need to consider possible problems in real implementation. For example, in this paper, the switch time between directional mode and omnidirectional mode of the directional antenna was ignored, it cannot be ignored in real-world scenarios; and when the node is placed in the water, it will randomly rotate due to factors such as water flow.
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