A comparative study of deconvolution techniques for quantum-gas microscope images
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Abstract
Quantum-gas microscopes are used to study ultracold atoms in optical lattices at the single-particle level. In these systems atoms are localised on lattice sites with separations close to or below the diffraction limit. To determine the lattice occupation with high fidelity, a deconvolution of the images is often required. We compare three different techniques, a local iterative deconvolution algorithm, Wiener deconvolution and the Lucy–Richardson algorithm, using simulated microscope images. We investigate how the reconstruction fidelity scales with varying signal-to-noise ratio, lattice filling fraction, varying fluorescence levels per atom, and imaging resolution. The results of this study identify the limits of single-atom detection and provide quantitative fidelities which are applicable for different atomic species and quantum-gas microscope setups.

1. Introduction
Quantum-gas microscopes have revolutionised the study of ultracold atoms in optical lattices by allowing the simulation and observation of many-body quantum systems at the single-atom level [1, 2]. In recent years, researchers have been able to experimentally observe strongly correlated quantum phases, such as bosonic and fermionic Mott insulators [3–7], anti-ferromagnetic phases [8–11] and use ultracold gases to probe complex quantum dynamics [2, 12–16] using direct fluorescence imaging of ultracold atoms. Many recent quantum-gas experiments use different atomic species in various lattice geometries [17–21]. In all these experiments, atoms are detected via fluorescence imaging, with a resolution close to the diffraction limit, which is on the order of the lattice spacing of about 500 nm [22–25]. A high fidelity of the atom detection is essential for quantum simulation and quantum computation experiments, and an optimised and fast deconvolution can help to reduce the time required for imaging and identifying atoms.

However, determining the presence or absence of an atom on a lattice site can be challenging in very dense atomic clouds, such as atoms in a Mott-insulating state with near unit filling, in which single empty lattice sites need to be identified with high fidelity [13]. In order to achieve this, the fluorescence images are usually processed using deconvolution techniques, such as the Lucy–Richardson (LR) method [26, 27], the Wiener deconvolution [28] and a local iterative (LI) deconvolution algorithm [3]. Which of these techniques is used varies throughout the community, and it is not a priori known which one achieves the highest atom detection fidelity in a specific experimental scenario. Recently, alternative approaches were introduced to reconstruct the atom distribution on a lattice using machine learning techniques [23] and a parametric deconvolution [29]. Other superresolution microscopy techniques have been invented to resolve ultracold atoms in 1D trap geometries beyond the diffraction limit, by probing them with a standing-wave, either in free space [30, 31], or within a cavity [32].

Here we present a systematic study of the LI, LR and Wiener deconvolution methods and characterise their performance as a function of lattice filling and signal-to-noise ratio (SNR) of the images and specific details of the imaging system, such as magnification and pixelation. To characterise the performance of the three methods when operating around and below the diffraction limit we, vary the lattice spacing for fixed microscope and imaging parameters. For our quantitative analysis, we created simulated images with a
known atom occupancy that match experimental images, and evaluated how the deconvolution methods can retrieve the initial occupancy.

This article is structured as follows. In section 2 it is shown how we simulate realistic single-atom-resolved fluorescence images from a known atomic distribution on a square lattice, including a realistic noise model. In section 3 we introduce the three deconvolution techniques used in this study. The results are presented in section 4 where we first compare the different techniques using a uniform fluorescence signal from the atoms, then it is shown how the detection fidelity is affected by a varying fluorescence signal amplitude. In the last section we vary the imaging resolution, magnification and camera pixel sizes to study how much signal is required to obtain an optimal reconstruction.

2. Simulation of fluorescence images

In typical quantum-gas microscope experiments, atoms are detected in a two-dimensional optical lattice via fluorescence imaging by a high-numerical-aperture microscope objective. Localised on individual lattice sites, the fluorescing atoms can be approximated as ideal point sources. Depending on the numerical aperture NA of the objective and the wavelength of the fluorescence light, λ, the image of a point source is given by the peak-normalised point-spread function

\[
\text{PSF}(\tilde{r}(x,y)) = \left( \frac{2J_1(\tilde{r})}{\tilde{r}} \right)^2, \text{ with } \tilde{r}(x,y) = \frac{2\pi NA}{\lambda} \sqrt{x^2 + y^2},
\]

where \(x\) and \(y\) are the coordinates in the object plane and \(J_1(\tilde{r})\) is the Bessel function of the first kind. The Rayleigh criterion states that in order to distinguish two point sources, the central intensity peak of one source must lie outwith the first minimum of the other, which is at \(d_{\text{min}} = 0.61\lambda/\text{NA}\). In an optical lattice of wavelength \(\lambda_l\) atoms in neighbouring lattice sites are separated by \(a = \lambda_l/2\), which is often of similar size compared to the diffraction limit \(d_{\text{min}}\). As a result, it is challenging to resolve the atoms or to determine the presence of individual defects in densely filled optical lattices, as it is the case, e.g. for atoms in a Mott-insulating state [3, 4].

It is the scope of this article to determine how accurately we can detect atoms in a fluorescence image as a function of SNR, varying fluorescence levels, and of imaging resolution. To study the effects of these parameters systematically, we create simulated images with a known atom occupancy, which we then retrieve using one of the deconvolution techniques mentioned above, giving access to a quantitative measure of the reconstruction fidelity. In an experimental realisation, a high-NA objective collects atomic fluorescence light, which is imaged onto an electron-multiplying CCD (EMCCD) camera. Noise in the images arises from background counts and from the electron-multiplying amplification process, which we both include in our simulations. Recently, also scCMOS cameras have been used for single-atom imaging. These cameras have a lower readout noise but also have a lower quantum efficiency [16]. As readout noise is not a dominant noise source, our simulations hold for both camera types. Other noise contributions such as clock-induced charges are not simulated as they only have a marginal impact on the overall noise level [29]. In the following we describe step by step how our simulated images are created.

(i) We start with a known binary occupation of atoms on the lattice, \(n_{k,l} = 0\) or 1, on a two-dimensional square array with \(N^2 \approx 100 \times 100\) lattice sites with indices \(k\) and \(l\). The binary occupation reflects the fact that in most quantum-gas microscope setups, pairs of atoms on the same lattice site undergo light-assisted inelastic collisions and are lost before they emit any significant amount of fluorescence [1, 3]. We define as the filling factor, \(\eta\), the fraction of lattice sites containing one atom. The simulated images contain a central region of interest with \(N^2\) lattice sites which are randomly populated with filling factors \(10\% < \eta < 90\%\).

(ii) The lattice occupation \(n_{k,l}\) is multiplied with the peak fluorescence intensity, \(F_{k,l}\), from an atom on site \((k, l)\).

(iii) The lattice occupation \(n_{k,l}\) is convolved with the point-spread function \(\text{PSF}(\tilde{r})\) of equation (1), yielding the intensity distribution \(O(x,y)\) in the object plane:

\[
O(x,y) = \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} n_{k,l} F_{k,l} \text{PSF } [\tilde{r}(x - ka, y - la)]
\]

(iv) To obtain a simulated CCD camera image with image magnification \(M\), the function \(O(x/M, y/M)\) is discretised by integrating over the camera pixel size \(d_{\text{pix}}\) (typically 5–20 \(\mu\)m). This yields the image, \(I\), as a \(512 \times 512\) matrix. We define an amplitude, \(A_{k,l}\), for each lattice site in the discretised image,
A random background signal \( \Gamma_{BG} \) is added to each pixel of the simulated camera image. This background signal is dominated by stray photons from lasers used in the cooling and trapping process, which can vary significantly between experiments. The random values \( \Gamma_{BG} \) have a half-normal probability distribution \( P_{BG}(n|\mu, \sigma_{BG}) \), with offset \( \mu \) and width \( \sigma_{BG} \):

\[
P_{BG}(n|\mu, \sigma) = \sqrt{\frac{2}{\pi \sigma_{BG}}} \exp \left[ -0.5 \left( \frac{n - \mu}{\sigma_{BG}} \right)^2 \right]; n \geq \mu
\]  

In our simulation we fix \( \mu = 200 \) counts per pixel to match the offset count of our Andor Ixon DU-897 camera. The background noise level \( \sigma_{BG} \) sets the counts on a single pixel [33]. As \( \sigma_{BG} \) represents noise originating from a region in the object plane, it changes when the pixelation or magnification is varied. This noise model accurately simulates our experimental images [33]. Using the average, \( \bar{A} \), of the amplitudes \( A_{k,l} \), we define the SNR of our simulated images as \( \text{SNR} = \bar{A}/\sigma_{BG} \). It should be noted at this point that our SNR does not depend on the pixel size \( d_{pix} \) or magnification, as we consider that the predominant noise source originates from stray light in the object plane, that should scale the same way as the fluorescence amplitude from the atoms. We do not include pixelation or discretisation noise in our definition of the SNR.

Amplification of the EMCCD camera as well as the discretisation of the image due to the camera’s pixel size introduce noise. This amplification noise is typically significantly smaller than the noise level from the background signal. In our case, a Poissonian filter is applied to simulate the signal amplification process of the EMCCD camera [34, 35].

Figure 1 illustrates the different steps involved in the simulations process. For the simulations in sections 4.1 and 4.2 we have chosen \( \lambda = 770.1 \) nm, NA = 0.69, \( a = 532 \) nm, \( M = 72 \), \( \sigma_{BG} = 3750 \) counts per pixel and a pixel size of \( d_{pix} = 13 \) \( \mu \)m. These parameters match those used for fluorescence imaging of ultracold \(^{40}\)K atoms in a square lattice (\( \lambda_k = 1064 \) nm) [33], with a diffraction limit \( d_{min} = 691 \) nm. For these parameters, the atoms are spaced at \( a = \lambda_k/2 \) and cannot be considered resolved using the Rayleigh criterion (\( a = 0.88 d_{min} \)). To test the deconvolution methods, we generate different sets of simulated images in which...
we vary the SNR by changing $\Delta A$ as well. We always consider a square lattice in which we vary the lattice filling $\eta_i$. In the last section we also vary the lattice spacing and pixelation.

Our goal is to identify the best deconvolution algorithm capable of reconstructing the known lattice occupation $n_{ij}$ with the highest fidelity, first as a function of lattice occupation, $\eta_i$, and SNR only, then also including varying atomic fluorescence levels and resolution. While such a reconstruction is possible with high fidelity in the case of sparse filling, this will be increasingly difficult in the case of dense filling and low signal.

3. Deconvolution techniques

In this study, we use three different deconvolution methods, a 'local iterative' (LI) deconvolution algorithm, the LR algorithm, and the Wiener deconvolution. Both Wiener and LR algorithms are widely used in microscopy applications ranging from biology to astronomy [36, 37]. The LI deconvolution algorithm was used in one of the first quantum-gas microscope experiments [3] to determine the lattice occupancy of Mott-insulator images with dense filling. All our simulation and deconvolution methods were implemented in MATLAB [38, 39]. The algorithms use a discrete PSF as an input ($I_{PSF}$), which can be measured with a higher resolution than the microscope images by averaging multiple images of single atoms using sub-pixel scaling [33]. In our study, a PSF with a resolution five times higher than the imaging resolution is used. In the following, we provide a detailed description of each method.

The LI algorithm [3, 40] finds the most likely distribution of atoms by placing point-spread functions of variable amplitudes on the known lattice grid, using an optimisation method similar to a fitting algorithm, minimising the difference between the camera image and a reconstructed image. First, based on the local intensity profile and the known average fluorescence signal per atom, an initial guess of the lattice occupation is made. Based on this, the algorithm optimises sub-images of $10 \times 10$ sites and creates different configurations of the lattice occupation of the central $3 \times 3$ sites, by, e.g. removing or adding an atom on a lattice site, or placing an atom on a neighbouring site. In a second step, the algorithm adjusts the amplitudes $\tilde{A}_{k,l}$ of the central site and its nearest neighbours, by decreasing or increasing the amplitude on each lattice site in discrete steps of 3% of the maximum signal. After each change of the local configuration or amplitudes, a convolved sub-image image is generated, and subtracted from the corresponding camera sub-image. An error is calculated by summing over the squares of all pixel counts of the difference image, and if this error is smaller than the previously found optimum value, the new configuration is kept. Once all local configurations have been tested, the algorithm starts with the first sub-image again and the same optimisation is repeated until the error is no longer reduced.

A typical image after LI deconvolution is shown in figure 3(b) for SNR = 2. A histogram of the resulting amplitudes, $\tilde{A}_{k,l}$, shows two peaks, corresponding to empty and occupied lattice sites, as shown in figure 2(c). We fit the distribution with a bimodal Gaussian, and find a threshold value between the two peaks at the intersection of the two Gaussians. A lattice site with a signal amplitude above the threshold is considered occupied ($\tilde{n}_{k,l} = 1$). Finally, we calculate the reconstruction fidelity, $F$, as the fraction of correctly identified lattice site occupations,

$$F = 1 - \frac{1}{N^2} \sum_{k,l=1}^{N} |n_{k,l} - \tilde{n}_{k,l}|.$$

The second algorithm is the Wiener deconvolution [28], a method that employs an inverse Fourier filter weighted by a factor $K$ that is proportional to the noise-to-signal ratio and includes the Fourier transform of both the camera image $I$ and the discretised PSF, $I_{PSF}$,

$$W = \hat{F} \left[ \frac{F(I)}{F(I_{PSF})} \frac{|F(I_{PSF})|^2}{|F(I_{PSF})|^2 + K} \right],$$

where $W$ is the deconvolved image, and $F(.)$ and $\hat{F}(.)$ are the Fourier and inverse Fourier transforms, respectively. The image $I$ needs to be upsampled without interpolation [41] to the resolution of the PSF to correctly deconvolve.

As $K$ is a priori unknown, we developed a protocol to determine the optimum $K$ value for a given image. The regular spacing of the atoms in the lattice leads to peaks in the fast Fourier transform of the deconvolved images, at a distance from the centre corresponding to the inverse lattice spacing (figure 2(a)). We tested this method and found it works efficiently for all fillings over 10%. To find the optimum $K$ for which these peaks are most prominent, we compare the peak heights for images deconvolved with different $K$ (figure 2(b)). To reduce fringes occurring during the Fourier transforms, we blur the outer 30 pixels in each image [38]. After deconvolution with the optimal $K$ value, the signal of each lattice site is integrated within a circle of radius
and the lattice occupation is calculated in the same way as for the Wiener method. I show a bimodal distribution, corresponding to empty and occupied lattice sites needs to be upscaled without interpolation and the edges of the \( \tilde{A}_{k,l} \) (figure only 66% of the signal is contained within this radius and it increases after the deconvolution process. As for the LI deconvolution, the histograms of the \( \tilde{A}_{k,l} \) show a bimodal distribution, corresponding to empty and occupied lattice sites (figure 2(c)), and again a threshold value is found by a bimodal Gaussian fit. An example of a Wiener-deconvolved image is shown in figure 3(d).

The LR deconvolution is a Bayesian-based maximum-likelihood estimation, capable of calculating the most likely original image in the presence of noise and blurring due to convolution with a (known or unknown) point-spread function. We use the MATLAB function \texttt{DECONVLUCE}(I, PSF, m), with the input image \( I \), the PSF, and the number of iterations \( m \), which is a free parameter. We found that a fixed number of 7 iterations results in the best atom reconstruction fidelity for all parameters regimes discussed in sections 4.1 and 4.2. When performing more than the optimum number of iterations, the algorithm is known to start amplifying noise instead of the signal, which in our case results in a reduction of the reconstruction fidelity. As for the Wiener deconvolution, the image \( I \) needs to be upscaled without interpolation and the edges of the images are blurred. We also found that the fidelity is increased when we apply a low-pass Fourier filter to the original image because it reduces the effect of pixelation. The filter has a cutoff set by the spatial frequency of \( 1/(1.8d_{\text{min}}) \). After deconvolution, the signal around each lattice site is integrated to give the deconvolved amplitudes \( \tilde{A}_{k,l} \) and the lattice occupation is calculated in the same way as for the Wiener method.

We tested each deconvolution technique in combination with other filters, such as higher frequency low-pass filters, not filtering at all, and by using various weighting and masking options provided by MATLAB. The results below are generated by the methods described above and represent the most successful version of each deconvolution protocol. We found that the Wiener and LR methods work well with offset present, while for the LI method it is necessary to subtract the offset such that the average background intensity is zero. To do this, we simulate a background image of which we calculate the mean pixel value \( \langle \mu + \sigma_{\text{BG}} \rangle \). In many experiments it has been customary to subtract not an average background but a single background image as a way to correct for variations of the background in time. This however increases the noise level, which can be avoided by subtracting an averaged background image, similar to the fringe-removal protocol used in absorption imaging [42, 43]. To compare the three deconvolution methods, we used the LI algorithm with a subtracted averaged background image, as we did for the LR and Wiener method.

For all deconvolution methods, we upscaled without interpolation [41] the resolution of the simulated images by a factor of five in order to match the resolution of the PSF. We can alternatively downscale the PSF to match the image resolution, which greatly increases the computation speed, but it reduces the atom detection fidelity by at least several percent. We qualitatively compare the three deconvolution methods and the resulting estimated occupation using a test image with SNR = 2 (figure 3). Such a low SNR makes it challenging to identify atoms by eye, and we can see how each method increases the image contrast in a different way. The LR algorithm reduces the noise in the image while the Wiener method creates a wavelike pattern with high maxima at occupied sites. The LI method uses the underlying optical lattice grid for its optimisation protocol whereas the other methods use the lattice only to find the signal per lattice site. In a previous study [29], a deconvolution technique has been introduced that can be seen as a combination of the
LI and Wiener method. In such a 'parametric deconvolution', knowledge of the experiment is used, such as lattice structure and specific noise properties. To our knowledge, this technique has not been implemented in a 2D experiment to date.

4. Results

4.1. Comparing deconvolution methods

We first compare the reconstruction fidelity of the different deconvolution methods (figure 4) for varying lattice filling and SNRs, with the same simulated fluorescence signal for all atoms ($\Delta A = 0$). We find that the LR and Wiener methods have the highest reconstruction fidelity, with $F > 95\%$ for $\text{SNR} = 1$ and $F > 99\%$ for $\text{SNR} = 2$. In comparison, the LI method only achieves $F < 90\%$ for $\text{SNR} = 1$ for filling factors $\eta > 50\%$, and $F$ decreases further with increasing $\eta$. Both Wiener and LR methods are least reliable around $50\%$ filling, and require $\text{SNR} > 1.5$ to obtain an error rate of below $2\%$, and both achieve $F > 99.9\%$ for $\text{SNR} > 2.5$. The fidelity of the LI method is less good throughout for all parameters and most noticeably for higher filling and SNR < 2.

A key difference between the methods is the computation time required. On a standard desktop PC, the LI method requires up to two minutes to deconvolve an image and the computation time scales with the number of occupied sites. In contrast, the LR and Wiener methods (fixed $K$) require only several seconds per deconvolution, independent of $\eta$. The automated Wiener protocol can require up to one minute per image, as about 40 deconvolutions are needed to find the best $K$.

4.2. Including inhomogeneous fluorescence

In real quantum-gas microscope images, the amount of fluorescence light emitted varies from atom to atom, e.g. due to inhomogeneous cooling laser-light intensity or polarisation, or due to spatially varying trapping frequencies. Atoms also have a small but finite probability of being heated out of a lattice site and being re-trapped on a different site. These loss and hopping events can also reduce the amount of fluorescence light collected from an atom. While one could in principle simulate these processes individually, we choose to consider only the resulting effect of inhomogeneous fluorescence. For this purpose we simulated microscope images with a variation of $\pm 20\%$ and $\pm 40\%$ of the amplitudes $A_{i,j}$ around the mean value $\bar{A}$ ($\Delta A / \bar{A} = 0.2$ and 0.4). We again use the three different deconvolution algorithms and compare the reconstruction fidelity (figure 5) after averaging over the five filling levels used previously. As expected, for all methods we see a drop in detection fidelity for increasing inhomogeneity. We also find that the Wiener and LR methods are less prone to inhomogeneous fluorescence ($F > 99.5\%$ for $\text{SNR} = 2.5$, $\Delta A / \bar{A} = 0.4$), compared to the LI algorithm for which we see a lower fidelity ($F < 97\%$) using the same parameters.

4.3. Varying the resolution

We now consider the effect of the image magnification and pixelation on the reconstruction fidelity. In many quantum-gas microscope experiments, one lattice site is imaged to about $4 \times 4$ pixels [3–7, 17–25]. Several groups have shown how sub-wavelength traps can be created for ultracold atoms [44–46], and in a recent study, Erbium atoms in an optical lattice with a spacing of $a = 266 \text{nm}$ are deemed resolvable by quantum-gas microscopes [23]. Single-atom detection in such systems is challenging and our simulations will help to understand how SNR and resolution affect the deconvolution methods. A microscope-imaging
setup can be characterised by the objective’s numerical aperture, NA, the fluorescence wavelength, λ, and the lattice spacing, a. The magnification, M, and pixelation, p (p = Ma/d_{pix}), can be varied independently of this. In previous studies, the minimum number of pixels required to resolve atomic positions on a lattice without loss of information is reasoned to be $p = 2.5$ [29, 47], based on linear-optics calculations (Shannon–Nyquist sampling).

Here we investigate both the effect of changing the number of pixels per lattice site $p$ and the effect of operating near or below the diffraction limit independently. We generated simulated images where the lattice spacing is varied from $a = 200$ nm to $a = 900$ nm. This corresponds to varying the ratio of lattice spacing over diffraction limit, $\beta = a/d_{\text{min}}$, in the range $0.29 < \beta < 1.37$. We vary the pixelation in four steps from 2.5 to 4 pixels per lattice site while we keep the magnification fixed. When increasing the lattice spacing in an experiment one would automatically increase the pixelation $p$. To keep them independent the pixel size is adjusted to keep $p$ constant while $a$ is varied. The LI deconvolution is no longer used here as it achieved consistently lower fidelities. We evaluate the reconstruction fidelity for $\text{SNR} = 2$ and $\text{SNR} = 4$, and we see a markedly reduced fidelity for atom separations well below the Rayleigh limit for both deconvolution techniques (figure 6). The distance between objects where the local minimum in between their overlapping point-spread functions vanishes is known as Sparrow’s limit. This limit at $0.77d_{\text{min}}$ matches the point at which perfect reconstruction becomes impossible. In figure 6, Rayleigh’s and Sparrow’s limits are shown by the dashed and dotted lines, respectively. For $\beta \geq 0.6$ one can keep a high fidelity ($F > 97\%$) even at $\text{SNR} = 2$.

When comparing the results for $\text{SNR} = 2$ and $\text{SNR} = 4$, one finds that more pixels per lattice spacing can improve the fidelity, most notably when the signal is lower. The Nyquist sampling limit can be recognised in our results, because only for $p > 3.0$ we reach perfect reconstruction. We found that when the signal is equal to the background noise ($\text{SNR} = 1$) there is no observable scaling with the lattice spacing (or $\beta$) and increasing the pixelation cannot increase the fidelity beyond 95%. Increasing the signal over $\text{SNR} = 4$ only leads to marginal improvements below the diffraction limit but does not move the steep decline in fidelity at $\beta = 0.5$. Likewise, increasing the pixelation over $p = 5$ does not lead to any further improvements in fidelity.
Both the LR and Wiener protocols show a reduced fidelity when the lattice spacing is increased beyond the resolution limit, and when the signal is low. This counter-intuitive reduction occurs when increasing the lattice spacing with fixed \( p \). As we keep the pixelation and lattice spacing independent in our simulations, there is a decrease in the fidelity when increasing the lattice spacing in the low signal regime (SNR = 2). In this regime, more signal from an atom is detected on just a single pixel as we keep a fixed number of pixels per lattice spacing. As the lattice spacing is increased also the noise increases as each pixel receives more background light. While the SNR stays the same, it becomes harder to distinguish atoms whose signal is captured mostly by a single pixel from pixels with a high noise value. At even larger lattice spacings, \( a > 1500 \text{ nm} \), which we have not considered in this study, all the light from an atom would be captured by a single pixel, at which point increasing the pixel would only add additional noise. Both LR and Wiener methods show a similar scaling of the fidelity with \( \beta \) for SNR = 2 and 4. The fidelity only drops significantly with high \( \beta \) when the pixelation is below the Nyquist sampling limit.

5. Conclusion

We have studied the detection fidelity of three different deconvolution techniques on simulated quantum-gas microscope images. The fidelity of each method scales differently with SNR level and lattice filling. The LR
method was found to be the best which yielded the highest reconstruction fidelities. The LI method was found to be least efficient for high-filling (\( \eta > 50\% \)) and required most computation time. The LR method was least affected by inhomogeneities in the atom brightness. Both the LR and Wiener deconvolution were able to accurately identify atoms on lattice sites separated by 0.6 times the diffraction limit, provided that the pixelation is above the Nyquist sampling threshold and that the images have a good signal-to-noise (SNR > 4.0). It was shown how the reconstruction fidelities are affected when the signal decreases and when a lattice site is imaged on fewer pixels. Our methods are scalable and applicable to a wide-range of quantum-gas microscope images with different resolution, wavelengths and lattice spacing. While many experiments using bosonic alkali atoms can benefit from a good signal of SNR \( \gtrsim 3 \), imaging other atomic species is more challenging. When imaging fermionic alkali atoms we obtain at a typical SNR of 2 [33] and in new experiments with ultracold molecules and (non-cooled) earth-alkalis, even lower signal levels of SNR \( \approx 1.5 \) are encountered [48, 49]. Using our methods, reliable atom detection far below the diffraction limit (\( \beta < 0.5 \)) is not possible. However, several other experimental techniques have been used to achieve super-resolution of ultracold atoms in 1D trap geometries beyond the diffraction limit [30–32]. Another promising approach for both 1D and 2D applications is machine learning. A recent study [23] has shown that a trained neural network is able to detect atoms in challenging signal-to-noise regimes, e.g. for non-cooled Ytterbium atoms [50]. The challenge for machine-learning approaches is to choose a suitable network architecture and to train it correctly and reliably [23, 51]. By nature, both super-resolution techniques and the neural networks often depend on the specific experiment which makes it harder to make a one-to-one comparison to the techniques that are considered here. Ultimately, the reconstruction fidelity is limited by atom hopping and loss events that can occur during imaging. In future studies, these effects could also be incorporated in the simulation [33, 52], as well as possible sub- and super-radiance effects [53–55], which cause a density-dependent fluorescence per atom.
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