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Abstract

In this article, we consider the estimation of the marginal distributions for pairs of data are recorded, with unobserved order in each pair. New estimators are proposed and their asymptotic properties are established, by proving a Glivenko-Cantelli theorem and a functional central limit result. Results from a simulation study are included and we illustrate the applicability of the method on the homologous chromosomes data.
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1 Introduction

For independent and identically distributed random variables $X_1, \ldots, X_n$ the classical approach to the estimation of the unknown distribution $F$ on $\mathbb{R}$ is to use the empirical distribution function, $F_n(x)$. This function estimates the arbitrary distribution function $F$ at a rate of $n^{-1/2}$ in the supnorm loss leading to statistical tests which are optimal, in the sense of having power against all alternatives that can be separated from the null distribution by at least a constant multiple of $n^{-1/2}$ (see e.g. [4]).

Recently, a test based on a Kolmogorov-Smirnov type statistic was shown in [3] to only distinguish alternatives with a separation boundary of order $n^{-1/4}$ when testing the equality of marginal distributions for bivariate data, with unobservable order in each pair. More precisely, given a sequence of paired observations $(X_i, Y_i)_{i \geq 1}$, with marginals $F_1$ and $F_2$, respectively, when the order in each pair is not observed, it is no longer possible to evaluate the corresponding empirical distributions, $F_{1n}$ and $F_{2n}$, and an approach based on a symmetrized empirical process was proposed. Namely, the process $R_{u,v}^n$ was defined as the symmetrized version of $R_n(x,y) = n^{1/2}\{F_n(x,y) - Q_n(x,y)\}$, with $Q_n = Q_n \times Q_n$ and $Q_n = (F_{1n} + F_{2n})/2$.

Its limiting distribution was obtained as a restriction of a Brownian pillow to the
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class of symmetric sets. The idea has further been used in [7] to propose the implementation of the Khmaladze rotation in higher dimensions.

In this article, we show that estimating the marginal distributions of the bivariate data may be achieved under the restriction of observability and propose new estimators. We show that it is possible to clearly distinguish (and hence, estimate) between the two marginals, as long as one distribution dominates the other. However, as expected, the estimation becomes more difficult in the tail regions, as well as in any neighbouring region to the intersection of the marginals. We investigate the asymptotic properties of our proposed estimators and obtain a Glivenko-Cantelli theorem, as well a functional central limit theorem result.

Our research is motivated by applications on genetic data, particularly, in karyotype analysis, where measurements of different characteristics are collected on homologous chromosomes. In this case, the question of interest is to determine if there exist significant differences between the chromosomes derived from the mother and the chromosomes derived from the father (see [1]) and if so, we propose the corresponding estimators for the marginal distributions of the paired measurements.

Another example arises in controlled trials, where “blinding” is often employed. This refers to the situation where some or more individuals (the analyst and/or the participant) involved in the study are unaware of the assigned treatment (see e.g. [2] for a detailed description and motivation). Blind assessment of the treatment outcome during the course of a clinical trial comparing, for example, the effects of two treatments on individuals, generates unordered pairs of observations. The blind analysis of interim data is often required as, in some cases, there may be an increasing risk of further experimentation (see also [1], [6]).

2 Marginal distributions estimation

To motivate the form of the proposed estimators, we begin with a few simple remarks. Let \((X, Y)\) be a bivariate random vector with independent components whose distribution functions are denoted as \(F_1\) and \(F_2\), respectively. Denote by \(F^{(1)}\) and \(F^{(2)}\) the distribution functions of the random variables \(\min\{X, Y\}\) and \(\max\{X, Y\}\) so that

\[
F^{(1)}(x) = F_1(x) + F_2(x) - F_1(x)F_2(x), \quad F^{(2)}(x) = F_1(x)F_2(x), \quad x \in \mathbb{R}.
\]

The following inequalities are equivalent, for any \(x \in \mathbb{R}\),

\[
F^{(2)}(x) \leq \left\{ \frac{F^{(1)}(x) + F^{(2)}(x)}{2} \right\}^2, \quad F_1(x)F_2(x) \leq \left\{ \frac{F_1(x) + F_2(x)}{2} \right\}^2
\]

and equality holds if and only if \(F_1 = F_2\).

Based on \(F^{(1)}\) and \(F^{(2)}\), for arbitrary \(x \in \mathbb{R}\), we consider the functions

\[
G_{1,2}(x) = \frac{F^{(1)}(x) + F^{(2)}(x) \pm \{(F^{(1)}(x) + F^{(2)}(x))^2 - 4F^{(2)}(x)\}^{1/2}}{2} = \frac{F_1(x) + F_2(x) \pm |F_1(x) - F_2(x)|}{2}.
\]

Their form shows that, unless one distribution dominates the other, the marginal distributions \(F_1\) and \(F_2\) cannot be uniquely determined from \(F^{(1)}\) and \(F^{(2)}\).

In the general case, for \(x \in \mathbb{R}\), denote the minimum and maximum functions as \(G_1(x) = \min\{F_1(x), F_2(x)\}\) and \(G_2(x) = \max\{F_1(x), F_2(x)\}\). It follows that
\[ G_1(x) = \alpha(F^{(1)}(x), F^{(2)}(x)) \quad \text{and} \quad G_2(x) = \beta(F^{(1)}(x), F^{(2)}(x)), \]

where
\[
\alpha(s, t) = \frac{s + t - \{(s + t)^2 - 4t\}^{1/2}}{2}, \quad \beta(s, t) = \frac{s + t + \{(s + t)^2 - 4t\}^{1/2}}{2}
\]
are defined on \( \mathcal{D} = \{(s, t) \in [0, 1]^2, \text{ such that } (s + t)^2 - 4t \geq 0\} \).

We are interested in making inference based on a sample \( \{(X_i, Y_i)\}_{1 \leq i \leq n} \) of paired measurements, with continuous marginals, and for which the order in each pair is not observed. Therefore, the data collected consists of a sequence of pairs \( \{(U_i, V_i)\}_{1 \leq i \leq n} \), where \( U_i = \min\{X_i, Y_i\}, V_i = \max\{X_i, Y_i\} \) and the random variables \( \{U_i\}_{1 \leq i \leq n} \) and \( \{V_i\}_{1 \leq i \leq n} \) form two sequences of i.i.d. random variables. Let
\[
F_n^{(1)}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{U_i \leq x\}} \quad \text{and} \quad F_n^{(2)}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{V_i \leq x\}}
\]
denote their empirical distribution functions, respectively.

When the two marginal distributions are different, estimation will be possible on those intervals where there is a clear separation between the two. We denote \( \mathcal{S} = \{x \in \mathbb{R}, \text{ such that } \inf_{x \in \mathbb{R}} |F_1(x) - F_2(x)| \geq m, \text{ where } m \in (0, 1)\} \).

For each \( x \in \mathcal{S} \), on the event \( \Omega_n = \{\inf_{x \in \mathbb{R}} \{F_n^{(1)}(x) + F_n^{(2)}(x)\}^2 - 4F_n^{(2)}(x) \geq 0\} \),
we consider the estimators \( G_{1n}(x) = \alpha(F_n^{(1)}(x), F_n^{(2)}(x)) \) and \( G_{2n}(x) = \beta(F_n^{(1)}(x), F_n^{(2)}(x)) \)
\[
G_{1n}(x) = \frac{F_n^{(1)}(x) + F_n^{(2)}(x) - \{(F_n^{(1)}(x) + F_n^{(2)}(x))^2 - 4F_n^{(2)}(x)\}^{1/2}}{2},
\]
\[
G_{2n}(x) = \frac{F_n^{(1)}(x) + F_n^{(2)}(x) + \{(F_n^{(1)}(x) + F_n^{(2)}(x))^2 - 4F_n^{(2)}(x)\}^{1/2}}{2}.
\]

3 Consistency and limiting distribution

In the first part of this section, we show that \( G_{1n}(x) \) and \( G_{2n}(x) \) are strongly consistent estimators of \( G_1(x) \) and \( G_2(x) \) and that the convergence is uniform.

This result relies on the Glivenko-Cantelli theorem applied to \( F_n^{(1)} \) and \( F_n^{(2)} \), which gives the corresponding almost sure uniform convergence to \( F^{(1)} \) and \( F^{(2)} \),
\[
\sup_{x \in \mathbb{R}} |F_n^{(1)}(x) - F^{(1)}(x)| \to 0, \quad \sup_{x \in \mathbb{R}} |F_n^{(2)}(x) - F^{(2)}(x)| \to 0.
\]

\textbf{Theorem 3.1} The following properties are satisfied.

(i) For large enough values of \( n \), the estimators \( G_{1n}(x) \) and \( G_{2n}(x) \) exist almost surely, \( x \in \mathcal{S} \).

(ii) \( \sup_{x \in \mathcal{S}} |G_{1n}(x) - G_1(x)| \to 0, \text{ almost surely}, \)

(iii) \( \sup_{x \in \mathcal{S}} |G_{2n}(x) - G_2(x)| \to 0, \text{ almost surely}. \)

\textbf{Proof.} (i). We show that, \( pr(\Omega_n) = 1 \), for large values of \( n \). Let \( 0 < \epsilon < m^2 \) be arbitrarily fixed and let \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) be the events on which the limits in (1) hold, respectively. Then, on \( \mathcal{E}_1 \), there exists \( n_{1\epsilon} \) such that
\[
\sup_{x \in \mathbb{R}} |F_n^{(1)}(x) - F^{(1)}(x)| < \epsilon, \text{ for } n \geq n_{1\epsilon}, \tag{2}
\]
and on \( \mathcal{E}_2 \), there exists \( n_{2\epsilon} \) such that
\[
\sup_{x \in \mathbb{R}} |F_n^{(2)}(x) - F^{(2)}(x)| < \epsilon, \text{ for } n \geq n_{2\epsilon}. \tag{3}
\]
It follows that, on $\mathcal{E}_1 \cap \mathcal{E}_2$, there exists $N_\delta = \max\{n_{1\delta}, n_{2\delta}\}$ such that (2) and (3) are satisfied, for every $n \geq N_\delta$. Since the function $\Delta(s, t) = (s + t)^2 - 4t$, defined on $[0, 1]^2$, is uniformly continuous, there exist $\delta_{1\delta} > 0$ and $\delta_{2\delta} > 0$ such that, if $|s_n - s_0| < \delta_{1\delta}$ and $|t_n - t_0| < \delta_{2\delta}$, we have

$$|\Delta(s_n, t_n) - \Delta(s_0, t_0)| < \varepsilon.$$

Let $x \in \mathbb{R}$ be arbitrary; taking $s_n = F_n^{(1)}(x)$, $s_0 = F^{(1)}(x)$, $t_n = F_n^{(2)}(x)$ and $t_0 = F^{(2)}(x)$, on the event $\mathcal{E}_1 \cap \mathcal{E}_2$, we have

$$\sup_{x \in \mathcal{S}} \left\{ \left\{ F_n^{(1)}(x) + F_n^{(2)}(x) \right\}^2 - 4F_n^{(2)}(x) - \left\{ F_1(x) - F_2(x) \right\}^2 \right\} < \varepsilon, \ n \geq N_\delta,$$

so that $\{ F_n^{(1)}(x) + F_n^{(2)}(x) \}^2 - 4F_n^{(2)}(x) > -\epsilon + m^2 > 0$ which concludes the proof of (i).

Since $\alpha$ and $\beta$ are continuous on the compact $D = \{ [2^{1/2} - t, 1] \times [0, 1], \ t \in [0, 1] \}$, the proofs of (ii) and (iii) follow similarly. $\square$

**Remark 3.2** (a) In the regions where $F_1$ and $F_2$ are closer, the estimator denoted as $D_n(x) = \{ F_n^{(1)}(x) + F_n^{(2)}(x) \}^2 - 4F_n^{(2)}(x)$ would often have negative values, which we suggest to be truncated to 0, thus leading to approximately equal (to the average of between marginals) estimators $G_1n$ and $G_2n$.

(b) Theorem 3.1 shows that estimators $G_1n$ and $G_2n$ exist almost surely and converge uniformly, on the set $\mathcal{S}$ where there is a clear discrepancy between the marginal distributions. However, on the intervals where $F_1$ and $F_2$ are close, is estimation still possible? We write $D_n(x), x \in \mathbb{R}$ as follows

$$D_n(x) = \{ F_n^{(1)}(x) + F_n^{(2)}(x) - F^{(1)}(x) - F^{(2)}(x) \}^2$$

$$+ 2 \{ F^{(1)}(x) + F^{(2)}(x) \} \{ F_n^{(1)}(x) + F_n^{(2)}(x) - F^{(1)}(x) - F^{(2)}(x) \}$$

$$+ (-4) \{ F_n^{(2)}(x) - F^{(2)}(x) \} + \{ F_1(x) - F_2(x) \}^2.$$  

where $T_n(x)$ denotes the sum of the first three terms of the expansion. From Donsker’s theorem (as in [5], below),

$$\| F_n^{(1)} - F^{(1)} \|_\infty = O_P(n^{-1/2}), \quad \| F_n^{(2)} - F^{(2)} \|_\infty = O_P(n^{-1/2})$$

so that $\| T_n \|_\infty = \| F_1 + F_2 \|_\infty O_P(n^{-1/2})$. Then, $D_n(x)$ is non-negative whenever $\{ F_1(x) - F_2(x) \}^2$ is the dominant term:

$$\tilde{\mathcal{S}} = \{ x \in \mathbb{R} \text{ such that } \inf_{x \in \mathbb{R}} |F_1(x) - F_2(x)| \geq Cn^{-(1/4-\delta)}, C > 0, 0 < \delta \leq 1/4 \},$$

implying that $G_1n$ and $G_2n$ are consistent. This property is in line with a result in [3] where it is shown that, under restricted observability of the order in pairs, the test statistic cannot distinguish alternatives converging to the null at rate $n^{-1/2}$ but with a rate which needs to decrease slower.

Next, we study the asymptotic distribution of the proposed estimators. With
where

\( x \in S \), we introduce notations

\[
\begin{align*}
h^1_-(x) &= 1 - \frac{F^{(1)}(x) + F^{(2)}(x)}{[\{F^{(1)}(x) + F^{(2)}(x)\}^2 - 4F^{(2)}(x)]^{1/2}}, \\
h^2_-(x) &= 1 - \frac{F^{(1)}(x) + F^{(2)}(x) - 2}{[\{F^{(1)}(x) + F^{(2)}(x)\}^2 - 4F^{(2)}(x)]^{1/2}}, \\
h^{1+}(x) &= 1 + \frac{F^{(1)}(x) + F^{(2)}(x)}{[\{F^{(1)}(x) + F^{(2)}(x)\}^2 - 4F^{(2)}(x)]^{1/2}}, \\
h^{2+}(x) &= 1 + \frac{F^{(1)}(x) + F^{(2)}(x) - 2}{[\{F^{(1)}(x) + F^{(2)}(x)\}^2 - 4F^{(2)}(x)]^{1/2}}.
\end{align*}
\]

The standard result on empirical processes gives

\[
\begin{align*}
\frac{\partial}{\partial s} \left( \frac{1}{n} - \frac{F^{(1)}(x)}{F^{(2)}(x)} \right) = 1 - \frac{s + t}{(s + t^2 - 4t)^{1/2}}, \\
\frac{\partial^2}{\partial s^2} \left( \frac{1}{n} - \frac{F^{(1)}(x)}{F^{(2)}(x)} \right) = \frac{2t}{(s + t^2 - 4t)^{3/2}}, \\
\frac{\partial^2}{\partial s \partial t} \left( \frac{1}{n} - \frac{F^{(1)}(x)}{F^{(2)}(x)} \right) = \frac{t - s}{(s + t^2 - 4t)^{3/2}}.
\end{align*}
\]

The standard result on empirical processes gives

\[
n^{1/2}(F^{(1)}_n - F^{(1)}) \Rightarrow v_{F^{(1)}}, n^{1/2}(F^{(2)}_n - F^{(2)}) \Rightarrow v_{F^{(2)}}, \text{ as } n \to \infty,
\]

on the space of càdlàg functions, equipped with the Skorokhod topology. Here, \( v_{F^{(1)}}(x) = B(F^{(1)}(x)) \) and \( v_{F^{(2)}}(x) = B(F^{(2)}(x)) \) are zero-mean Gaussian processes, where \( B \) is a standard Brownian bridge on the unit interval.

**Theorem 3.3** As \( n \to \infty \), we have

\[
\begin{align*}
(i) \ n^{1/2}(G_{1n} - G_1) &\Rightarrow \frac{1}{2}(v_{F^{(1)}} h^1 + v_{F^{(2)}} h^2), \\
(ii) \ n^{1/2}(G_{2n} - G_2) &\Rightarrow \frac{1}{2}(v_{F^{(1)}} h^1 + v_{F^{(2)}} h^2).
\end{align*}
\]

**Proof.** We only show part (i). Let \((s_0, t_0) \in \mathcal{D}^*\); by Taylor’s expansion of \( \alpha \) around \((s_0, t_0)\), we write

\[
\alpha(s, t) = \alpha(s_0, t_0) + \frac{(s - s_0)^T}{t - t_0} \nabla \alpha(s_0, t_0) + \frac{1}{2} \frac{(s - s_0)^T}{t - t_0} \nabla^2 \alpha(s^*, t^*) \begin{pmatrix} s - s_0 \\ t - t_0 \end{pmatrix},
\]

where \( |s^* - s_0| \leq |s - s_0| \) and \( |t^* - t_0| \leq |t - t_0| \).

Let \( x \in S \) and take \( s = F^{(1)}_n(x), t = F^{(2)}_n(x), s_0 = F^{(1)}(x) \) and \( t_0 = F^{(2)}(x) \). For \( \varepsilon > 0 \), due to [11], there exists \( n_\varepsilon \) such that, for every \( n \geq n_\varepsilon \), we have \( |s^* - F^{(1)}(x)| < \varepsilon \) and \( |t^* - F^{(2)}(x)| < \varepsilon \), almost surely, from where we obtain

\[
\begin{align*}
(s^* + t^*)^2 - 4t^* &< \{F^{(1)}(x) + F^{(2)}(x) + 2\varepsilon\}^2 - 4F^{(2)}(x) + 4\varepsilon \\
&= \{F_1(x) - F_2(x)\}^2 + 4\varepsilon^2 + 4\varepsilon\{F^{(1)}(x) + F^{(2)}(x)\} + 4\varepsilon \\
&< 1 + 4\varepsilon^2 + 12\varepsilon,
\end{align*}
\]
\[(s^* + t^*)^2 - 4t^* \geq \frac{\{F^{(1)}(x) + F^{(2)}(x) - 2\varepsilon\}^2 - 4F^{(2)}(x) - 4\varepsilon}{m^2 + 4\varepsilon^2 - 12\varepsilon}.
\]

For \(\varepsilon\) small enough such that \(m^2 + 4\varepsilon^2 - 12\varepsilon > 0\), i.e. \(\varepsilon < \frac{3 - (9 - m^2)^{1/2}}{2}\), it follows that the second order partial derivatives of \(\alpha\) are uniformly bounded
\[
\left| \frac{\partial^2 \alpha(s^*, t^*)}{\partial s^2} \right| < \frac{2(1 + \varepsilon)}{(m^2 + 4\varepsilon^2 - 12\varepsilon)^{3/2}}, \quad \left| \frac{\partial^2 \alpha(s^*, t^*)}{\partial t^2} \right| < \frac{2(1 + \varepsilon)}{(m^2 + 4\varepsilon^2 - 12\varepsilon)^{3/2}},
\]
\[
\left| \frac{\partial^2 \alpha(s^*, t^*)}{\partial s \partial t} \right| < \frac{1 + 2\varepsilon}{(m^2 + 4\varepsilon^2 - 12\varepsilon)^{3/2}}.
\]

This, together with \([5]\), justifies the uniformly negligibility of the second term of the right hand side of
\[
G_{1n}(x) - G_1(x) = \frac{1}{2} \left( \frac{F^{(1)}_n(x) - F^{(1)}(x)}{F^{(2)}_n(x) - F^{(2)}(x)} \right)^T h^{1-}(x) + \frac{1}{2} \left( \frac{F^{(1)}_n(x) - F^{(1)}(x)}{F^{(2)}_n(x) - F^{(2)}(x)} \right)^T \nabla^2 \alpha(s^*, t^*) \left( \frac{F^{(1)}_n(x) - F^{(1)}(x)}{F^{(2)}_n(x) - F^{(2)}(x)} \right).
\]

The conclusion now follows as an application of \([3]\).

\section{Simulated data}

In this section we investigate the performance of the proposed estimators under two scenarios. Firstly, we consider the case when there is a dominance relation between the two marginals and take \(F_1(x) = x\) and \(F_2(x) = x^2\).

We generate a sample of \(n\) pairs \((X_i, Y_i), i = 1, \ldots, n\) where \(X_i \sim F_1\) and \(Y_i \sim F_2\) and calculate the empirical distribution functions \(F_{1n}, F_{2n}, F^{(1)}_n, F^{(2)}_n\) of \(X_1, Y_i, U_i\) and \(V_i\), as well as functions \(G_{1n}\) and \(G_{2n}\). The value of \(\{F^{(1)}_n(x) + F^{(2)}(x)\}^2 - 4F^2_n(x)\) was truncated to 0, whenever it was negative.

Figure 1 illustrates the graphs of the marginals and their estimators when \(n = 50\). The graphs of \(F_{1n}\) and \(F_{2n}\) are only added as a reference since they cannot be obtained when the order in each pair is not observed. As Figure 1 shows, the estimators \(G_{1n}\) and \(G_{2n}\) perform well in estimating the corresponding marginals \(F_1\) and \(F_2\), but not as well as \(F_{1n}\) and \(F_{2n}\), due to the restriction. Moreover, unlike the empirical distribution functions, the estimator functions \(G_{1n}\) and \(G_{2n}\) are not monotone.

Figure 2 presents a similar conclusion, when \(n = 200\). As the sample size increases, the estimators \(G_{1n}\) and \(G_{2n}\) are shown to capture well the shape of \(F_1\) and \(F_2\) and further approaching them.

As a reference, we added the empirical distributions of \(U_i\) and \(V_i\), namely \(F^{(1)}_n\) and \(F^{(2)}_n\) to illustrate the fact that they are quite far away from the two marginal distributions and that, based only on this type of plot, a consistent estimation procedure is not evident. As remarked in \([3]\) (see e.g. their Figure 1), even when \(F_1\) and \(F_2\) are considerably different, obtaining estimators derived from only the distributions of the minima and maxima may be a challenging task.

Secondly, we consider the case of two beta distributions and generate \(n = 2,000\) pairs of data \((X_i, Y_i)\), with \(X_i \sim B(4, 4)\) and \(Y_i \sim B(0.25, 0.25)\). As Figure 4 shows, the estimators \(G_{1n}\) and \(G_{2n}\) follow closely the initial distributions even though,
around the intersection point, distinguishing between the two marginals becomes more difficult. Moreover, in this case, estimation is not unique and two variants are possible.
Figure 3: Left panel: comparison between the graph of $F_1(x) = x$ (solid) and that of the estimator $G_{1n}$ (dashed), $n = 2,000$. Right panel: comparison between $F_2(x) = x^2$ (solid) and that of the estimator $G_{2n}$ (dashed), $n = 2,000$. In each panel, the graphs of $F_n^{(1)}$ (dotted) and $F_n^{(2)}$ (dotdashed) are added as a reference only.

Figure 4: Comparison between the graphs of the distribution function of $B(4, 4)$ (denoted as $F_1$, solid) and the distribution function of $B(0.25, 0.25)$ (denoted as $F_2$, solid) to those of the estimators $G_{1n}$ (dashed) and $G_{2n}$ (dashed), $n = 2,000$.

5 Application to the homologous chromosome dataset

In each nucleus of a somatic human cell, there are 23 pairs of chromosomes and within each pair, one chromosome is derived from the mother DNA and the other is derived from the father DNA. Visually the chromosomes in the pair are not
distinguishable and a sequence of unordered pairs of normalized measurements in the C-band area of the number 9 chromosome was analysed in [5]. To determine if there exist significant differences between the chromosomes derived from the mother and those derived from the father, a test based on the empirical Shannon’s mutual information was proposed. The data is included in Table 3 of [5].

The approach proposed in [5] is based on a semiparametric assumption on the probability densities of the marginal distributions, namely that the density ratio follows an exponential tilting model. The latter holds for normal densities with different means and same variance, exponential densities with different rates and the Poisson densities.

We consider a nonparametric test for \( H_0 : F_1 = F_2 \) against \( H_1 : F_1 \neq F_2 \) and use the colour-blind empirical process proposed in [3]

\[
\mathbb{R}_n^s(u, v) = \mathbb{R}_n(u, v) + \mathbb{R}_n(v, u) - \mathbb{R}_n(u, u), \ u \leq v,
\]

introduced as the restriction of

\[
\mathbb{R}_n(x, y) = n^{1/2} \left\{ F_n(x, y) - \frac{F_{1n} + F_{2n}}{2}(x) \frac{F_{1n} + F_{2n}}{2}(y) \right\}
\]

to the class of symmetrized rectangles, where \( F_n(x, y) = \frac{1}{n} \sum_{i=1}^{n} \mathbbm{1}(X_i \leq x, Y_i \leq y) \).

The limiting distribution of the process \( \mathbb{R}_n^s \) corresponds to that of a Brownian pillow on symmetric sets. A standard Brownian pillow is a Gaussian process \( z(u, v) \) with covariance function \( \mathbb{E}(z(u', v')z(u'', v'')) = (\min\{u', u''\} - u'u'')(\min\{v', v''\} - v'v''), \ 0 \leq u', u'', v', v'' \leq 1 \) and we approximate \( \sup_{0 \leq u \leq v \leq 1} |\mathbb{R}_n^s(u, v)| \) by \( \sup_{0 \leq u \leq v \leq 1} |z^s(u, v)| \), where \( z^s(u, v) = z(u, v) + z(v, u) - z(\min\{u, v\}, \min\{u, v\}) \). Since the analytic form of the asymptotic distribution of the symmetrized Brownian pillow has not been derived, we propose the following simulation method (see also [3] for the standard Brownian pillow).

1. Generate \( m^2 \) independent and identically distributed random variables \( \xi_{ij} \sim \mathcal{N}(0, 1/m^2) \), \( 1 \leq i, j \leq m \).

2. Compute \( \eta_{kl} = \sum_{i=1}^{k} \sum_{j=1}^{l} \xi_{ij}, 1 \leq k, l \leq m \).

3. Evaluate \( \zeta_{kl} = \eta_{kl} - (l/m)\eta_{km} - (k/m)\eta_{hl} + (k/m)(l/m)\eta_{mm}, 1 \leq k, l \leq m \).

4. Take \( \zeta_{kl}^* = \zeta_{kl} + \zeta_{lk} - \zeta_{kk}, 1 \leq k \leq l \leq m \).

From the construction, \( \mathbb{E}(\zeta_{kl}) = 0 \) and \( \text{cov}(\zeta_{kl}, \zeta_{k'l'}) = (\min\{k, k'\}/m - kk'/m^2)(\min\{l, l'\}/m - ll'/m^2) \) and so, for large values of \( m \), the distribution of \( \sup_{1 \leq k \leq m} |\zeta_{kl}^*| \) is approximately equal to that of \( \sup_{0 \leq u \leq v \leq 1} |z^s(u, v)| \).

The approximations of the 100(1 - \( \alpha \))% upper quantiles (denoted as \( z_{\alpha}^s \)) of the distribution of \( \sup_{0 \leq u \leq v \leq 1} |z^s(u, v)| \) are given below.

| \( m \) | \( n \) | \( \alpha = 0.1 \) | \( \alpha = 0.05 \) | \( \alpha = 0.01 \) |
|---|---|---|---|---|
| \( z_{0.1}^s \) | 200 | 1.000 | 0.8592 | 0.9367 | 1.0489 |
| \( z_{0.05}^s \) | 300 | 1.000 | 0.8662 | 0.9390 | 1.0277 |
| \( z_{0.01}^s \) | 1,000 | 100,000 | 0.8868 | 0.9533 | 1.0804 |

For the homologous chromosomes data, the observed value of the test statistic \( \sup_{u \leq v} |\mathbb{R}_n^s(u, v)| \) is 1.04454, which leads to a \( p \)-value of 0.01664 and hence, the null
hypothesis of equality between the marginals is rejected. The result is in agreement with the one obtained in [5], where a $p$-value of 0.0141 was obtained based on the asymptotic distribution of their test statistic, whereas a $p$-value of 0.0225 was obtained using a bootstrap method.

With respect to the estimation, in Figure 5 a plot of $G_{1n}$ and $G_{2n}$ is given, illustrating that, in the case of homologous chromosomes data, there is a clear separation between the two marginals. Moreover, it appears that one distribution dominates the other and that, as expected, discerning between the two becomes more difficult especially in the lower tail region.

![Figure 5: Estimated marginal distribution functions for the homologous chromosome data.](image)
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