Abstract — This paper reviews recent advances in big data optimization, providing the state-of-art of this emerging field. The main focus in this review are optimization techniques being applied in big data analysis environments. Integer linear programming, coordinate descent methods, alternating direction method of multipliers, simulation optimization and metaheuristics like evolutionary and genetic algorithms, particle swarm optimization, differential evolution, fireworks, bat, firefly and cuckoo search algorithms implementations are reviewed and discussed. The relation between big data optimization and software engineering topics like information work-flow styles, software architectures, and software framework is discussed. Comparative analysis in platforms being used in big data optimization environments are highlighted in order to bring a state-or-art of possible architectures and topologies.
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I. INTRODUCTION

Optimization is a field at the intersection of mathematics, computer science, and operations research, which studies methods to find the best solution(s) according to a criterion usually given by an objective function, among a set of alternatives bound by a set of constraints.

The big data concept is related to the theory and technologies that allow the processing of big volumes of data, which, for size or complexity reasons, cannot be processed with traditional tools. The word “big” as a prefix means more than an evolution, and it’s a paradigm shift instead: Classical data analytics cannot deal with the big data 5Vs [1]-[2] (volume, velocity, variety, veracity, and value).

Data science is considered an evolutionary extension of statistics [3] with the added capacity of dealing with massive amounts of data. It is considered a fusion between computer science and statistics [1].

Big data analytics (BDA) is an evolution of data analytics (and data mining) techniques and algorithms [4]. A comprehensive definition of big data analytics is given in [5] [6]: “Big data analytics is the area of research focused on collecting, examining, and processing large multi-modal and multi-source data sets in order to discover patterns, correlations and extract information from data”.

Although data mining and optimization are different fields of study, there are many points in common, e.g., a classification problem can be considered an optimization problem where the goal is to maximize the classification accuracy and minimize the complexity under certain constraints [7]. In this vein, machine learning (ML) and optimization can be considered as two faces of the same coin [2]. Knowledge discovery in databases (KDD) problems can be treated as optimization problems e.g. [8]-[11].

What happens when optimization meets big data? Is there a new field of study at this intersection? If optimization algorithms could be applied to big data with no additional effort or study, then there would be no need for a new field. Also, a new field of study would not be necessary if any of the following elements do not make any effect on optimization results: new data types, new data ingest patterns, streaming, data complexity or data size. How optimization interacts with big data is discussed in this paper.

Several works in the literature like [12]-[17] contributed to consider Big Data Optimization (BDO) as a new field. BDO arises where new optimization algorithms (or scalable versions of classical algorithms) and techniques must be developed to be applied in combination with Big Data Analytics (BDA). This way, BDO arises from a cross-fertilization [18] between statistics, optimization, and applied mathematics.

BDA aids BDO in dealing with data analysis. BDO employs all the tools used in classical optimization, but the most distinctive feature of BDO is the development of distributed and scalable implementations of classical optimization algorithms, as much as the development of new methods and algorithms to deal with big data issues [15].

The remainder of the paper is organized as follows. Section II reviews previous work on exact methods including integer linear programming, classical optimization solvers, and coordinate descent methods introducing hadoop map reduce as one of the main big data platforms. Section III focuses in the use of metaheuristics, simulation, and iterative methods in BDO. Section IV discusses the role of software engineering in BDO, as well as state-of-the-art BDO information work-flow styles, software architectures and frameworks. Section V reviews the main platforms, while the conclusions and future trends are drawn in Section VI.

II. BIG DATA OPTIMIZATION IN EXACT METHODS

The first open source framework for the implementation of distributed file systems and big data processing via the map reduce (MR) framework [19] was Apache Hadoop [20].

The work in [21] integrating Integer Linear Programming (ILP) denotes the difficulty of efficiently solving ILP in this
context, and literally asks “can we find an easy way to handle the massive computations without involving sophisticated mathematical logic?” The rest of [21] advocates to answer this question by stating that the Hadoop framework is suitable to run kind of these solutions. The solution in [21] is based on applying a dual decomposition method to separate variables of an ILP problem in a smaller subset of ILP dual subproblems (i.e., of a smaller dimension), combined with the notion of iterative updates in Lagrangian multipliers can fit into Hadoop’s MR model. The authors implemented an air traffic flow optimization problem of the USA National Airspace System (NAS) to illustrate their statements. IBM Ilog CPLEX Java API was used to integrate to a Hadoop MR cluster. Distributed processing was handled by Hadoop, and parallel local processing (ILP subproblems) was handled by the CPLEX solver. Numeric results are very interesting, and denote scalability, which is an appreciated distributed processing property. Although it’s an interesting approach, well implemented and documented solution, there are a few observations to have in mind: (a) Hadoop MR is well suited to process big amounts of data in a streaming way, which excludes the iterative nature of process. If every decomposed subproblem could not be identified in only one iteration, the overhead of the framework could be traumatic. And (b), the classical Hadoop MR approach is to “send” algorithms where data is allocated. If the subproblems cannot be fulfilled by data allocated in their node, then the network impact may also be traumatic.

Another approach to implement distributed optimization is [22], where the objective is to introduce a framework for implementing distributed optimization with arbitrary local solvers. This work extends the CoCoA framework [23] with a new version called CoCoA+. In [22] is stated that traditional optimization solvers –the ones working in only one node– have been developed and improved for a long time by the software industry, and, in consequence, nowadays perform better than the new distributed solvers. Opposite to [21], [22] considers Hadoop MR a too slow hard disk-based work-flow system. CoCoA+ is implemented in C++/MPI. Numeric results show that CoCoA+ converges faster than other algorithms like DiSCO [24], but tends to be slower after some iterations. Performance analysis comparing local solvers are also shown in [22]. Some observations follow: (a) data distribution needs some prerequisites in order to run under MPI. Fault tolerance needs to be implemented manually in C++/MPI. And (b), the observation about data availability in each node in order to be processed by local solvers made to [21] is valid in [22].

Coordinate descent methods (CDM) are iterative optimization algorithms that deal with an optimization problem by solving a sequence of lower dimensional optimization problems. It’s considered one of the more successful algorithms in BDA and BDO environments [4]. Essentially, the algorithm tries to modify only one coordinate of the variables vector for each iteration. There are parallel and distributed implementations of these algorithms. In the work proposed in [4], LASSO algorithm was implemented with CDM, showing very interesting numeric results, and a near linear speedup. The experiments were executed on 24 cores. Regrettably, the work does not include multinode distributed executions of the algorithm.

III. BIG DATA OPTIMIZATION IN HEURISTIC METHODS

After Hadoop MR has become the main big data processing platform, the main problems detected were: (a) Lack of iterative nature: Hadoop MR does not admit an iterative style of programming, and implementing such an algorithm implies overhead that limits development. There were many documented efforts to avoid this non-iterative nature like [25] and [26]. And (b), limited power of expression of the map reduce style. There were efforts to make developers “think in map reduce” like [27], where graph algorithms are implemented (and extensively explained) in a pure map reduce manner. However, in general state cannot be simply shared between mappers, and it is not simple to convert algorithms to this format.

When Apache Spark was introduced, it rapidly turned into the evolution of the Hadoop MR framework. It is built upon the implementation of Resilient Distributed Data (RDD) as introduced in [28], to build in-memory clusters. This kind of structures could take advantage of all the benefits of Hadoop and could also bring iterative nature to the process and expand framework expressive power. Most of this kind of optimization needs a support for iterative implementations. The emerging of Spark as a standard for big data processing was great news for BDO.

A. Alternating direction method of multipliers (ADMM)

Originally developed in 1974 [29], this method was introduced to solve convex optimization problems by dividing them into smaller pieces. Although ADMM could be considered an exact method, its nature allows implementations (modifications) well suited for delivering approximated results. This is an appreciated feature in big data environments.

The implementation of [15] aims to apply ADMM-based algorithms to the optimization of communications smart grids, particularly power flow systems with security constraints. It introduces the ADMM technique in two blocks, and an extension to $n$ blocks. The authors affirm that ADMM has a parallel nature that can be implemented with Spark, excluding Hadoop MR because its problems with iterative procedures. The authors referenced a previous publication [20] where they proposed a distributed parallel approach for a big data scale optimal power flow with security constraints. The goal of [15] is to optimize economics in the power flow of electric energy dispatch introducing the evaluation of security constraints or risk analysis scenarios. This implementation takes the classical economic dispatch problem and introduces some previously elaborated contingency scenarios as constraints. The implementation is based in ADMM distributed process in a way that each node can solve a different subproblem in parallel. The numerical results showed that after a few iterations, the output of the proposed algorithm were near to optimal solutions, which means that the solution is able to approximate good solutions rapidly. They used a standard benchmark (called IEEE 57 bus), which shows a speedup factor within the interval (1.4, 2.4), but it is supposed to raise the speedup factor within the interval (4.4, 4.8) by improving communications.
B. Metaheuristic algorithms

1) Evolutionary algorithms (EA): EA, including genetic algorithms (GA) is a field that naturally can make use of distributed and parallel computing. The work described in [1] focuses on GA and swarm intelligence. The authors vision with respect to the simultaneous application of BDA and EA should be considered dual: apply EA on big data, or apply big data techniques in order to improve EA.

The authors of [1] emphasize the difference in methods used to generate new solutions in metaheuristics, recognizing two main categories: instance based search (IBS), and model based search (MBS). In IBS new candidate solutions are generated using only the current solution. Simulated annealing and iterated local search belong to IBS category. In MBS the candidate solutions are generated using an (explicit or implicit) model that employs information of previous candidate solutions, making the search focus in high quality solution regions. Ant colony optimization and estimation of distribution algorithms belong to the MBS category. Finally, [1] establishes key challenges of EA in order to solve BDA problems:

- BDA requires rapid data mining on big volumes of data. It reinforces the idea of characterizing data mining problems as optimization problems.

- The complexity of data is also relevant, given that high-dimensional data is not the same that a big volume of data. Performance in optimization problems uses to decrease exponentially according to the number of variables or goals, as far as the search spaces grows (also exponentially).

- Dynamic problem management: data nature in real world is dynamic, changes rapidly in short periods of time. Sometimes this kind of problems can be considered non-stationary environment [30] or uncertain environment [31] problems, in both cases EA were applied successfully [32] [33].

- Multi-objective optimization: EA are particularly good on this kind of problems, allowing to find a Pareto optimal set in only one run [34].

A big data perspective on EA is given in [35], where it is stated that in order to explore a big data store (and also high-dimensional data) some kind of data analysis is needed to guide genetic operations. The use of informed genetic operators (IGOs) is illustrated in order to achieve a good performance in big data EA (or GA). IGOs usually use a meta-model (or reduced model) that is built on top of data analysis. In [35] the use of IGOs is aligned with the idea of expanding the search to non-explored regions. These kind of regions are discovered by allowing not well-suited individuals to develop. It implies that the flow of GA (or EA) must not kill those kinds of individuals prematurely. In order to achieve this goal, populations are divided in tiers of sub populations built with the idea of being dynamic niches classified by fitness ranks where promising sub-optimal solutions could survive. Its implementation [35] is very similar to the multiple-deme GA approach in [36], in particular, the idea of population islands and migration process. The algorithm avoids local convergence by identifying it in the algorithm work-flow and replacing redundant individuals (minor fitness criteria) by more promising candidate solutions from unexplored areas of the solution space. The IGO operation in [35] is a mutation.

2) Parallel Particle Swarm Optimization: The PSO approach based on Hadoop MR was used in [37] in order to optimize a back propagation (BP) neural network. The goal of this work is to improve the precision and performance of the classification. The implementation, based in Hadoop MR, makes use of a classical PSO algorithm with a parallel design. Authors highlight how optimization techniques (algorithms and metaheuristics like PSO and GA) have been used successfully to adjust neural networks weights. Besides, this work valuates research works focused in developing parallel or distributed designs for classical algorithms as, e.g., [38] where a MPI implementation for a BP neural network algorithm in a supercomputer was developed. Some of these works rely on GPU technology, which require a detailed knowledge of the hardware where the solution runs, highlighting Hadoop MR as a hardware independent solution. Some works in Hadoop MR were referenced in [37], like [39] where a MR model was used to design a density-based clustering algorithm with good experimental results.

One of the most important problems in migrating BP algorithms to big data platforms referenced in [37] is how inadequate traditional attribute reduction (fundamental in sets theory) perform, and in order to deal with it, authors reference [40], where hierarchical attribute reduction algorithms for big data using MR were proposed.

C. Simulation optimization (SO)

SO studies how to find optimal solutions to systems represented in computer simulation models. It has some distinctive characteristics [42]: objective values can only be estimated with certain noise level and an important computational cost, given that each objective function evaluation requires a simulation run.

SO has been used in several environments, given the complex nature of models of real stochastic systems that cannot be processed with other techniques.

The authors emphasize the advantages of cloud computing related to SO, remarking possibilities brought by parallelism and distributed processing. The authors state two types of challenges presented by big data adoption in SO: large data, and the quantity of existent data sources and the different styles of information processing. The authors suggest to adopt “multi-fidelity optimization with ordinal transformation and optimal sampling” MO²TOS [43], a framework for SO running as far as data processing.

IV. BIG DATA OPTIMIZATION AND SOFTWARE ENGINEERING

As stated in [18], BDO emphasizes the idea of a cross-fertilization between statistics, applied mathematics, and
optimization, but it seems to be insufficient: BDA and software engineering (SE) need to be heavily considered when implementing algorithms in this field.

As seen on [13], [14], and [17], researchers had to build software frameworks to deal with BDO. It seems to be evident that the complexity of big data not only affects the “data” dimension of the BDO solutions. Usually, optimization researchers do not need to deal with software frameworks, but BDO researchers cannot ignore this need. Something similar happens with the “process” dimension: optimization researchers just needed the data in order to use it as an input for the optimization model, but BDO interacts with processes and data in a different way, a much more integrated way. Hence, the big data paradigm shift in optimization implies to deal not only with big databases or high-dimensional data, but also with work-flows and software frameworks.

As seen in [2], it is a good practice to tackle a complex system by dividing it in less complex parts, in order to optimize them sequentially. With BDO, optimization problems need to be tackled in an integrated way.

In particular, software architecture turns out to be a relevant issue in this cross-fertilization schema, in order to develop better BDO solutions and to be able to apply optimization to new types of data like, e.g., stream data [13] [44].

To the best of our knowledge, there are no specific publications on BDO SE, but there are several interesting works in big data SE like [45]-[48]. In BDA SE, the conference paper [47] appeared at the 2017 IEEE CCWC in BIGDSE [48].

The “process” dimension, usually studied in SE, adds value to BDO by specifying the information work-flow style to be used in a particular solution. There are no studies of information work-flow styles in BDO, but information extracted from the study of the bibliography suggests the following classification.

A. A classification of BDO Information work-flow styles

1) Classical cascade work-flow

The simplest work-flow to implement. It starts with the BDA phase, where the data sources are processed in order to build the optimization model input. Then, the optimization model (e.g., LP) produces results or solutions. The particle swarm algorithm implementation shown in [37] implements this type of work-flow, as well as the airline route profitability analysis and optimization in [41]. The diagram in “Fig. 1” represents the classical cascade work-flow.

2) Iterative cascade work-flow

This style of work-flow is similar to the classical cascade work-flow. The iteration may happen when (a) a refinement is required in the data process, or (b) streams processing may refine the data process because of its real time nature. More refined results are output from the optimization process at each iteration. The simulation methods for optimization [42] employ this style of work-flow. The diagram in “Fig. 2” represents this style.
3) Feedback model work-flow

This style of work-flow is designed under the premise of the optimization model being the main process of the solution, and implementing a producer-consumer pattern style, where BDO is the producer and the optimization model is the consumer. The Fireworks Algorithm Framework in [14] works under the premise of an information work-flow similar to the feedback model work-flow, as well as the work in [49] and [50]. The diagram in “Fig. 3” illustrates the feedback model work-flow.

4) Integrated model

This model is not a work-flow at all, just because both processes are conceived fully integrated to each other. In this model, the feedback between optimization and BDA is continuous, and the results are conceived as dynamic. When streaming in real time is the main data source, and the model must solve in near real time, this work-flow model should be employed, also when the “best solution possible” approach is needed in a real time context. The diagram in “Fig. 4” illustrates this model.

B. Software architecture (SA)

Developments in SA like Lambda Architectures [51] allow BDO to implement solutions with sophisticated BDA on-line and in a near real time manner. In this kind of architectures, the “best result right now” approach is preferred. Usually the dynamic nature of the BDO problems would make obsolete results in short periods of time. Although there are many critics to Lambda Architecture like [52], other software frameworks to provide similar solutions are still developing, like Apache Samza and Apache Beam. Researches in SA are worried about how cloud computing can serve as a platform for enterprise integrated big data solutions. An interesting road map is documented in [48].

C. Software frameworks (SF)

SF are usually studied in SA, as part of SE. The value added by software frameworks to BDO allows optimization researchers to focus in “optimization” itself, dealing with data and process distribution and parallelization as well as domain model design. SA should be studied as high level conceptual frameworks.

One of the main ideas of SA is the reuse and extension of software and concepts. The authors of [17] extend jMetal, an existent multi-objective optimization framework implemented in Java [53]. This extension enables the possibility of running distributed metaheuristics on Spark. It also manages streaming Spark data sources. In order to validate the new extension, authors have implemented a bi-objective TSP [54] with real traffic flow data. They choose a GA called NSGA-II (Non-dominated Sorting Genetic Algorithm-II), extending provided jMetal functionality in order to dynamically adjust several execution parameters.

In Section III we mentioned that [14] presents a FWA framework. This framework groups several implementations of FWA, and sets some domain entities suitable for extending the framework by adding another FWA. There is not enough documentation in [14] to evaluate this SF from a SA perspective. Judging its utility by studying [14], it is a reasonably good toolkit for FWA.

Something similar occurs with [13]. Also introduced in Section III, it presents an automated differential evolution SF (ADEF). Its main objective is to encapsulate DE algorithms and variants (e.g., multi-objective) logic, but it automatically configures the best set of operators to use, as no single DE operator is considered the best for solving all types of optimization problems. There is not enough information in [13] to evaluate the SF from a SE perspective.

Mentioned in Section II, CoCoA+ was developed in [22] as an extension of the CoCoA framework in C++/MPI with the objective of managing the distributed processing of local arbitrary solvers running on a cluster. Observations from the SE perspective were presented in Section II. Too much work is needed to efficiently distribute data, manage process, and
synchronize state in MPI with arbitrary tools running locally all over the cluster.

Mentioned in Section II, MO²TOS was presented in [43] and used in [42] to run SO. This SF has two main objectives: (1) support SO modeling and (2) support BDA data processing activities. The SF consists of two methodologies: ordinal transformation (OT low fidelity) and optimal sampling (OS high fidelity). No details about its implementation are provided in the bibliography, so it is impossible to find out its internal architectural characteristics.

V. BIG DATA OPTIMIZATION PLATFORMS
The focus in this section is to review useful BDA platforms in the BDO context.

The Hadoop file system (HDFS) is one of the most important standard on distributed file systems for big data purposes. A great early and extensive work about HDFS from Yahoo researchers is given in [55].

MPI is a portable library designed to provide synchronization and communication functionality to distributed processes. It specification was standardized in 1993. It is well suited for supercomputer architectures and high performance network clusters. Nowadays its main application is to process heavy CPU intensive solutions [56]. When used with commodity hardware, it can be combined with Beowulf clusters [57], which is a cluster architecture specification compatible with low cost clusters and open source software.

As mentioned in Section II, Hadoop MR was introduced as a simplified and highly scalable data processing platform [19] well suited for BDA processing. There are many higher abstraction level tools that are based on MR. Its main advantages on the big data context over previous technologies like MPI are discussed in [27]:

- The way the problem is divided in smaller parts in order to be executed in a distributed platform: Hadoop MR abstracts these processes.
- The way tasks are assigned to workers in a cluster: In MPI it must be explicitly defined by developers. Hadoop MR leverages the assignment of map or reduce task in agreement with historical performance.
- In MPI, data must be allocated carefully in order to let the workers have all they need to process. Hadoop MR employs a different paradigm: algorithms travel through the network to where the data is allocated, not the other way around.
- The way synchronization between nodes is coordinated: MPI developers usually specify a master program. In Hadoop MR there is a job and a task coordinator implemented in the core of the platform.
- The way high availability (HA) and fault tolerance (FT) are achieved: MPI HA and FT has to be programmed by developers, or to be provided by cluster. Hadoop MR is designed to provide HA and FT.

MR disadvantages include the lack of iterative nature and a limited power of expression. Spark emerged as a solution for both MR disadvantages. Based on RDD structures, Spark enables in-memory cluster processing [28]. It also includes several actions and transformations that facilitate BDA processing. It also includes specific ML, streaming, and graph processing libraries.

Several works have compared distributed and big data platforms. Specifically for the BDA context, [6] is a comparative performance analysis for Spark on Hadoop against MPI/OpenMP on Beowulf clusters. The selected algorithms for performance benchmarking were KNN (K-Nearest Neighbors) and Pegasos SVM (Support Vector Machines). Data used for benchmark were 7Gb of HIGGS data [58] with 11 million records and 28 dimensions. Ref [6] highlights the difference in performance between Spark and Hadoop, placing Spark closer to the high performance computing (HPC) paradigm. In CPU terms, numeric results showed a superior performance in Beowulf, but, in a qualitative analysis, Spark advantages on FT, replication management, hot nodes swapping and simplicity. Several observations about the results shown in [6] must be considered: (a) Spark’s own KNN and SVM algorithms were not used. MLLib provides such implementations, and it should overperform a simple MR implementation. (b) An advantage on Spark/Hadoop to process large data is shown. Big data platforms were designed to process many terabytes of data, even petabytes. The amount of 7 Gb should not be considered enough volume of data in order to compare big data platforms with HPC platforms, as this may bias the results.

Near real time BDA is an emerging field related to streaming. In this kind of solutions, analysis should not be based on batch patterns. As stated in [2] and [44], there are many cases where BDO must be applied directly on streaming data. A comparative analysis on streaming BDA performance is made in [44], where Spark Streaming capacities were compared with Apache AsterixDB use. AsterixDB is a scalable, open source big data management system that still has not reached version 1 release, but has many of BDA concerning features to be considered. In [44], the Spark/Cassandra was compared with AsterixDB in a social network data streaming solution. The algorithms used in [44] were “word count” and a sentiment analysis algorithm. Results in [44] show that AsterixDB reached a better throughput and lower latency. AsterixDB suffered some performance issues when data batch segments size was increased. The author remarked that the work was not accomplished by Spark or AsterixDB experts, and neither implemented in a functional language like Scala. Several discussion issues were documented after publication, e.g., Spark/Cassandra version stores streaming data before processing, which generates overhead, where a simple workaround or design improvement would increment Spark/Cassandra throughput.

VI. CONCLUSIONS AND FUTURE TRENDS
BDO has emerged as a new field of study in last years. BDO emerges from a cross-fertilization environment between optimization, applied mathematics, statistics, BDA,
and SE. Not always classical HPC platforms are suitable for running BDO software, but specific BDA platforms like Spark on Hadoop have demonstrated to be more accurate for this task. Several optimization algorithms have been successfully rewritten in order to be applied to BDO environments. Other algorithms have been developed specifically to match BDO requirements.

A new classification on information work-flow styles for BDO is proposed in this work, inspired by the review of the bibliography and previous studies.

Future trends include new comparative studies and benchmarks in specific BDO problems with accurate amounts of data; new applications in classical optimization problems as well as new industrial applications; studies on the implications of real time streaming BDO and the paradigm shift of continuous real time BDO.
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