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Abstract

We study in this work an integral formulation for the radiative transfer equation (RTE) in anisotropic media with truncated approximation to the scattering phase function. The integral formulation consists of a coupled system of integral equations for the angular moments of the transport solution. We analyze the approximate separability of the kernel functions in these integral formulations, deriving asymptotic lower and upper bounds on the number of terms needed in a separable approximation of the kernel functions as the moment grows. Our analysis provides the mathematical understanding on when low-rank approximations to the discretized integral kernels can be used to develop fast numerical algorithms for the corresponding system of integral equations.
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1 Introduction

The radiative transfer equation (RTE) is an important mathematical model for the quantitative description of particle transport processes in many physical and biological systems [13, 14, 28, 33, 34, 39, 46, 49]. In recent years, research interests in the RTE has been fueled with its newly-discovered application in emerging areas such as optical imaging [2, 3, 17, 18, 21, 22, 23, 30, 32, 35, 37, 41, 42, 44, 48, 50, 53] and imaging in random media [4, 5, 8].

In the steady-state, RTE is usually formulated as the following integro-differential equation:

\[ \mathbf{v} \cdot \nabla u(x, \mathbf{v}) + \sigma_t(x)u(x, \mathbf{v}) = \sigma_s(x) \int_{S^{d-1}} p(\mathbf{v}, \mathbf{v}') u(x, \mathbf{v}') d\mathbf{v}' + q(x, \mathbf{v}), \quad \text{in } D \]

\[ u(x, \mathbf{v}) = f(x, \mathbf{v}), \quad \text{on } \Gamma_- \]

where \( u(x, \mathbf{v}) \) is density of the radiative particles at location \( x \in \Omega \) traveling in the direction \( \mathbf{v} \in S^{d-1} \). The physical space \( \Omega \) is assumed to be a bounded convex set in \( \mathbb{R}^d \) and the angular space, that is the space of all possible traveling directions, \( S^{d-1} \), is the unit sphere in \( \mathbb{R}^d \). The phase space is defined as \( D = \Omega \times S^{d-1} \) with incoming and outgoing boundaries, \( \Gamma_- \) and \( \Gamma_+ \) respectively, given as \( \Gamma_{\pm} = \{(x, \mathbf{v}) \in \partial \Omega \times S^{d-1} \mid \pm \mathbf{v} \cdot \mathbf{n}(x) > 0\} \), \( \mathbf{n}(x) \) being the outward normal vector at \( x \in \partial \Omega \). The functions \( q \) and \( f \) denote respectively the internal and boundary sources of particles in the problem.
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The coefficients $\sigma_t(x)$ and $\sigma_s(x)$ are the transport and scattering coefficients respectively. For the well-posedness of solution, we assume that there exist positive constants $k_0$, $\sigma_0$, and $\sigma_1$ such that

$$\sup_{x \in \Omega} \frac{\sigma_s(x)}{\sigma_t(x)} = k_0 < 1, \quad \sigma_0 \leq \sigma_s(x) < \sigma_t(x) \leq \sigma_1 < \infty.$$ 

The scattering phase function $p(v, v')$ represents the probability of particles with propagation direction $v$ being scattered into direction $v'$. A very common choice for $p(v, v')$ in application is the Henyey-Greenstein function which depends on $v$ and $v'$ only through their inner product $v \cdot v' := \cos \theta$:

$$p(v, v') = p(v \cdot v') = p_{HG}(\cos \theta) := \begin{cases} 
\frac{1 - g^2}{(1 + g^2 - 2g \cos \theta)} & d = 2, \\
\frac{1 - g^2}{(1 + g^2 - 2g \cos \theta)^{1/2}} & d = 3,
\end{cases} \quad (2)$$

where $g \in (-1, 1)$ is the anisotropy parameter. For the simplicity of the presentation, we have normalized the surface measure $dv'$ over $S^{d-1}$ so that the scattering term of Equation (1) does not carry the factor $1/|S^{d-1}|$ in front of the integral. For a scattering phase function that can be parameterized as in (2), the normalization of the surface measure, $dv' = d\theta/2\pi$ when $d = 2$ and $dv' = \sin \theta d\theta d\varphi/4\pi$ when $d = 3$ ($\varphi$ being the azimuthal angle), leads to the usual normalization conditions on the scattering phase function: $\int_{S^{d-1}} p(v, v') dv' = 1$, required for the scattering process to have mass conservation.

The major challenge of solving the RTE (1) is due to its high dimensionality: the equation is posed in the phase space $D = \Omega \times S^{d-1}$ which has dimension $2d - 1$ when the physical space $\Omega$ is in $\mathbb{R}^d$ ($d \geq 2$). Therefore, dimension reduction, or model reduction in general, is often preferred in the study of RTE. A classical dimension reduction method is the diffusion approximation. This is the case when the mean free path of the particles is very small (assuming that the size of the domain $\Omega$ is of order 1). In this case, one can show that the solution $u(x, v)$ of the RTE becomes independent of the directional variable $v$ when the mean free path goes to zero, and converges to the solution to the classical diffusion equation. Therefore in the diffusion limit, the dimension of the problem reduces to the dimension of the physical space. In [43], a different dimension reduction method is introduced for the RTE in the case of isotropic scattering, that is the case of $p(v, v') \equiv 1$. In this case, one can derive an integral equation for the average of $u$ over the direction variable $v$, that is, the quantity $U(x) = \int_{S^{d-1}} u(x, v) dv$. More precisely, assuming that the source functions $q(x, v) = q(x)$ and $f(x, v) = 0$ for simplicity, then $U(x)$ satisfies the following Fredholm integral equation:

$$U(x) = \frac{1}{V_d} \int_{\Omega} \frac{E(x, y)}{|x - y|^{d-1}} (\sigma_s(y)U(y) + q(y))dy,$$  \quad (3)$$

with the function

$$E(x, y) = \exp \left( -|x - y| \int_0^1 \sigma_t(x + (y - x)s)ds \right)$$  \quad (4)$$

representing the path integral of $\sigma_t$ on the segment connecting $x$ and $y$. This integral formulation can be used to solve for $\mathcal{U}$ with existing fast algorithms for integral equations; see [43] for an algorithm based on the fast multipole method (FMM).

The above integral formulation can be generalized to the case of anisotropic scattering when the scattering kernel $p(v, v')$ is highly separable, in appropriate sense that we will specify later. This was done in [20]. Instead of solving one integral equation, the anisotropic case involves a system of coupled integral equations. Unless the kernel $p$ has only a finite number of modes, one has to truncate the coupled system to obtain a finite system of integral equations for the (generalized) modes of $u$; see [20] for more details. The key difference between the integral formulation and the classical P_N method (i.e. the method of spherical harmonics truncated at order $N - 1$) [15] is that the truncation in the integral formulation is taken in the scattering phase function while the truncation in the P_N method is taken on the modes of the RTE solution $u$. When the scattering kernel $p$ is highly separable, the former approach, that is the integral equation approach, leads to small truncated system that would give highly accurate approximation to the original solution $u$, regardless of the scattering strength of the medium, that is the size of $\sigma_s$. 

2
In this work, we consider the general expansion of the scattering phase function of the form \( p(\mathbf{v}, \mathbf{v}') = p(\mathbf{v} \cdot \mathbf{v}') \equiv p(\cos \theta) \), the Henney-Greenstein function (2) being a special example, as follows

\[
p(\cos \theta) = \begin{cases} 
\sum_{n=-\infty}^{\infty} \chi_n \cos n\theta, & d = 2 \\
\sum_{n=0}^{\infty} (2n + 1) \chi_n P_n(\cos \theta), & d = 3 
\end{cases}
\]  

(5)

where \( P_n \) is the \( n \)th Legendre polynomial and \( \chi_n \) is a real number for each \( n \). Due to symmetry of cosine function, we may assume \( \chi_n = \chi_{-n} = \chi_{|n|} \) for \( d = 2 \). The system of integral equations resulted from such expansions, of the form (1), has integral kernels that are quite different from existing integral kernels in the literature (most of which are related to the fundamental solutions to the Laplace operator, the Helmholtz operator and alike) [19, 27]. Our objective in this work is to characterize the separability properties of these kernel functions for the general anisotropic scattering phase function \( p \) given in (5). Since the separability property of an integral kernel is directly related to the numerical rank of the discretized integral operators, our objective is essentially to understand whether or not (hierarchical) low-rank approximations to the corresponding integral kernels exists for such anisotropic scattering phase functions. Existence of such (hierarchical) low-rank approximations is crucial in developing fast solvers for the system of integral equations.

The rest of the paper is organized as follows. In Section 2, we introduce the integral formulations of the RTE in two- and three-dimensional domains with with the above scattering phase function. We review also some basic properties of the resulted system of integral equations. We then derive lower and upper bounds for the separability of the integral kernels in the integral formulations in Sections 3. Concluding remarks are made in Section 4.

2 Truncated integral formulation

We now present the integral formulation of the radiative transfer equation (1) with anisotropic scattering. We consider the following \( M \)-term truncated approximation to the phase scattering function (5):

\[
p(\cos \theta) \simeq p_M(\cos \theta) := \begin{cases} 
\sum_{n=0}^{M-1} (2 - \delta_{0n}) \chi_n \cos n\theta & d = 2, \\
\sum_{n=0}^{M-1} (2n + 1) \chi_n P_n(\cos \theta) & d = 3.
\end{cases}
\]

(6)

where \( \delta_{0n} \) denotes Kronecker delta. By the orthogonality of the Fourier basis (resp. Legendre polynomials), the above expansions are the best \( M \)-term approximations in \( L^2(\mathbb{S}^{d-1}) \).

Some of the most famous examples of truncated approximations of the form (6) are Chandrasekhar’s one-term and two-term models \( p_1 = 1 + \chi_1 \cos \theta \) and \( p_2 = 1 + \chi_1 \cos \theta + \chi_2 P_2(\cos \theta) \), and the Rayleigh phase function \( p_{\text{Rayleigh}} = \frac{3}{4}(1 + \cos^2 \theta) \) (which is the special case of \( p_2 \) with \( \chi_1 = 0 \) and \( \chi_2 = 1/2 \)) [14].

Remark 2.1. When the scattering phase function \( p(\cos \theta) \) is analytic in \( \theta \), one concludes from the Paley-Wiener theorem [for example Theorem 13.2.2 in [16] for \( d = 3 \)] that the coefficients of the expansion, \( \chi_n \), decay exponentially with \( n \).

Remark 2.2. For the popular Heney-Greenstein scattering phase function (2), we verify easily that \( \chi_n = g^{[n]} \), \( -1 \leq g \leq 1 \). When the anisotropy factor \( g \) is close to 1, that is, when the scattering is highly forward-peaking, the above expansion converges very slowly. One therefore needs a large \( M \) in (6) to have good approximation accuracy. There are some other approximation schemes, mostly empirical, in the literature to handle such forward-peaking phase functions. For instance, the \( \delta - M \) method tries to approximate highly forward-peaking phase functions with the superposition of a Dirac function \( \delta(\theta - \theta_0) \) in the forward direction.
\( \theta_0 \) and a M-term expansion of the smooth part of the phase function \([52]\). The Dirac function term in the phase function can be integrated out in the scattering operator, resulting in only a modification of the transport coefficient \( \sigma \) in the same radiative transfer equation (1). Therefore, the \( \delta - M \) approximation can be treated in exactly the same way as the general \( M \)-term truncation (6).

### 2.1 The two-dimensional case

When \( d = 2 \), we use the parameterization \( \mathbf{v} := (\cos \theta, \sin \theta) \), normalized measure \( d\mathbf{v} = \frac{d\theta}{2\pi} \) and the notation \( u(x, \theta) := u(x, v) \). Taking the \( M \)-term approximation of the scattering phase function, note that \( \cos n\theta = \frac{1}{2}(e^{in\theta} + e^{-in\theta}) \), we can write the RTE (1) as

\[
\mathbf{v} \cdot \nabla u(x, \theta) + \sigma_t(x)u(x, \theta) = \sigma_s(x) \sum_{n \in \mathcal{J}} \frac{1}{2\pi} \int_S \chi_{|n|} e^{in(\theta - \theta')} u(x, \theta') d\theta' + q(x, \theta),
\]

where the index set \( \mathcal{J} = \{ n \in \mathbb{N} : |n| < M \} \). Let us define the \( n \)-th angular Fourier modes of solution \( u(x, \theta) \) and source \( q(x, \theta) \) as follows

\[
u_n(x) = \frac{1}{2\pi} \int_S u(x, \theta) e^{-in\theta} d\theta, \quad q_n(x) = \frac{1}{2\pi} \int_S q(x, \theta) e^{-in\theta} d\theta.
\]

We then check that if the angular Fourier modes of \( q(x, \theta) \) is only nonzero when \( n \in \mathcal{J} \), that is, \( q_n = 0 \) \( \forall n \not\in \mathcal{J} \), then the equation (7) could be rewritten as

\[
\mathbf{v} \cdot \nabla u(x, \theta) + \sigma_t(x)u(x, \theta) = \sigma_s(x) \sum_{n \in \mathcal{J}} \chi_{|n|} e^{in\theta} u_n(x) + \sum_{n \not\in \mathcal{J}} e^{in\theta} q_n(x).
\]

Following the same derivation as in [43], we first integrate the transport part, that is the left side, of the equation by the method of characteristics to obtain that

\[
u(x, \theta) = \int_0^{\tau_-(x, \theta)} \exp \left( - \int_0^l \sigma_t(x - s\mathbf{v}) ds \right) \phi(x - l\mathbf{v}, \theta) dl,
\]

where \( \tau_-(x, \theta) = \sup \{ s \mid x - s\mathbf{v} \in \Omega \} \) is travel distance inside the physical domain from point \( x \) along direction \( -\mathbf{v} \) (i.e. \( \theta + \pi \)) to reach the domain boundary, and \( \phi(x, \theta) \) denotes the right-hand-side of (8):

\[
\phi(x, \theta) = \sigma_s(x) \sum_{n \in \mathcal{J}} \chi_{|n|} e^{in\theta} u_n(x) + \sum_{n \not\in \mathcal{J}} e^{in\theta} q_n(x).
\]

We then compute the \( k \)-th moment of \( u(x, \theta) \) by multiplying (9) with \( \frac{1}{2\pi} e^{-ik\theta} \) and integrate over \([0, 2\pi]\). The result, after a change of variable from Cartesian to polar coordinate, is the following system of coupled integral equations for the angular Fourier modes of \( u(x, \mathbf{v}) \), \( \{u_k(x)\}_{k \in \mathcal{J}} \):

\[
u_k(x) = \frac{1}{2\pi} \int_D \frac{E(x, y)}{|x - y|} \left( \sigma_s(y) \sum_{n \in \mathcal{J}} \chi_{|n|} e^{-i(k-n)\theta} u_n(y) + \sum_{n \not\in \mathcal{J}} e^{-i(k-n)\theta} q_n(y) \right) dy, \quad k \in \mathcal{J}
\]

where \( \theta = \arg(x - y) \) and \( E(x, y) = \exp \left( - \int_0^{|x-y|} \sigma_t(x - s\mathbf{v}) ds \right) \) is the total attenuation from \( x \) to \( y \).

The system of integral equations in (11) can be written in a more compact form. To do that, let us define the integral operator \( \mathcal{K}_n : L^2(\Omega) \to L^2(\Omega) \):

\[
\mathcal{K}_n f := \frac{1}{2\pi} \int_{\Omega} G_n(x, y) f(y) dy, \quad \text{where} \quad G_n(x, y) = \frac{E(x, y)}{|x - y|} e^{-in\theta}
\]

and the vector space \( V \):

\[
V = \{ v_{\mathcal{J}} := (v_j)_{j \in \mathcal{J}} \mid \forall j \in \mathcal{J}, v_j \in L^2(\Omega; \mathbb{C}) \text{ and } \mathbf{v}_j = v_{-j} \}
\]
equipped with induced norm \( \|v,\|_V^2 = \sum_{j \in J} \|v_j\|_{L^2(\Omega)}^2 \), where \( \overline{v}_j \) is the complex conjugate of \( v_j \). Then the function vector \( U = (u_j)_{j \in J} \in V \) and satisfy a system of integral equations
\[
(I - LD)U = LQ, \tag{13}
\]
where \( I \) is the identity operator, \( L \) is an operator Toeplitz matrix with entry \( L_{ij} = K_{i-j} \) and \( D \) is a multiplicative operator matrix with only diagonal entries \( D_{nn} = \chi_{|n|\sigma_s}, \forall n \in J \). The source term \( Q = (q_j)_{j \in J} \in V \).

### 2.2 The three-dimensional case

The derivation in the three-dimensional case is similar. First, we observe that by the addition theorem, the Legendre polynomial satisfies the following relation
\[
P_n(v \cdot v') = \frac{4\pi}{2n+1} \sum_{m=-n}^{n} Y_{nm}(v)Y_{nm}^*(v') \text{ with } v, v' \in S^2, \tag{14}
\]
where \( Y_{nm} \) is the \( m \)th spherical harmonics of degree \( n \). We then define the spherical harmonic moment of \( u \) and \( q \) in a similar way as in the two-dimensional case:
\[
\begin{align*}
    u_{nm}(x) &= \int_{\mathbb{S}^2} u(x, v) Y_{nm}^*(v) dv, \quad q_{nm}(x) = \int_{\mathbb{S}^2} q(x, v) Y_{nm}^*(v) dv,
\end{align*}
\]
where we emphasize that the surface measure \( dv \) is normalized.

Under the same assumption that the source function \( q \) has only nonzero moment within the index set \( J' = \{(n, m) \in \mathbb{N}^2 : 0 \leq n < M, |m| \leq n \} \), we can write the RTE again as
\[
v \cdot \nabla u(x, v) + \sigma_t(x) u(x, v) = \sigma_s(x) \sum_{(n, m) \in J'} \chi_n Y_{nm}(v) u_{nm}(x) + \sum_{(n, m) \in J'} Y_{nm}(v) q_{nm}(x). \tag{15}
\]

Using the same technique as in the two-dimensional case, we can show that the spherical harmonic moments of \( u \) satisfy the following integral equation system, \( \forall (k, l) \in J' \),
\[
\begin{align*}
    u_{kl}(x) &= \frac{1}{4\pi} \int_{\Omega} \frac{E(x, y)}{|x - y|^2} \left( \sum_{(n, m) \in J'} Y_{nm} \left( \frac{x-y}{|x-y|} \right) Y_{kl}^* \left( \frac{x-y}{|x-y|} \right) (\chi_n \sigma_s(y) u_{nm}(y) + q_{nm}(y)) \right) dy. \tag{16}
\end{align*}
\]

We can introduce a similar vector space \( V \), and formulate this integral equation system about \( U = (u_{kl})_{(k,l) \in J'} \) again into the form
\[
(I - LD)U = LQ \tag{17}
\]
with the operator matrix \( L \) having entries
\[
L_{nm, kl}(x) := \frac{1}{4\pi} \int_{\Omega} \frac{E(x, y)}{|x - y|^2} Y_{nm} \left( \frac{x-y}{|x-y|} \right) Y_{kl}^* \left( \frac{x-y}{|x-y|} \right) f(y) dy, \tag{18}
\]
the multiplicative operator matrix \( D \) having only diagonal entries \( D_{nm, nm} = \chi_{n\sigma_s} \), and the source vector \( Q = (q_{nm})_{(n, m) \in J'} \).

### 2.3 Elementary properties

In general, it is not guaranteed that the truncated approximations (6) of the scattering phase function are always non-negative [52]. If indeed we have \( p_{2\pi} \geq 0 \), then we can easily adapt results from standard transport theory, for instance those in [1], to show the uniqueness of the solution to the truncated radiative transfer equation (7), which automatically implies the uniqueness of the solution to the integral equation system (13). We summarize the result in the following theorem whose proof we omit here.
\textbf{Theorem 2.3.} If the truncated phase function $p_M(\cos \theta) \geq 0$ for all $\theta \in [0, 2\pi]$, then the system of integral equations (13) is uniquely solvable in $V$. In this case, the operator $L^D : V \rightarrow V$ is a contraction, that is
\[ \|L^D\|_{op} \leq \sup_{x \in \Omega} \frac{\sigma_L(x)}{\sigma_D(x)} \leq k_0 < 1, \]  
where $\| \cdot \|_{op}$ denotes the operator norm on $V$.

The above theorem says that when the truncated scattering phase function $p_M$ is non-negative, the linear operator $(I - L^D)$ is invertible in $V$, and the solution $U \in V$ to the integral equation can be found as
\[ U = (I - L^D)^{-1} LQ, \]  
through either direct or iterative methods. In the two-dimensional case, although the integral operator matrix $L$ has $O(M^2)$ entries in total, there are only $O(M)$ distinct integral operators $K_n$ due to the Toeplitz structure of the matrix. In the three-dimensional case, we will have to deal with $O(M^4)$ different integral operators $L_{nm,kl}$ for $(n,m),(k,l) \in J'$ if no further simplification can be made. Direct application of the operator $L$ would be very expensive if we could not find good ways to compress the operators. Let us look at this in more detail. Let us first use the contraction rule of spherical harmonics to have the following equality using the 3-j-symbols [51]:
\[ Y_{nm}(v)Y^*_{nl}(v) = \sqrt{\frac{(2n+1)(2k+1)}{4\pi}} \sum_{r,s} (-1)^{s+l} \sqrt{2r+1} \binom{n}{m} \binom{k}{l} \binom{r}{s} Y_{rs}(v), \]  
where $r$ and $s$ are integers satisfying the 3-j-symbol selection rules [51]:
\[ |s| \leq r, \quad m - l - s = 0, \quad |n - k| \leq r \leq n + k. \]  
Using this equality, we can express the operator $L_{nm,kl}$ as:
\[ L_{nm,kl}f(x) = \frac{1}{4\pi} \sum_{r,s} \rho_{mls}^{nk} \int_{\Omega} G_{rs}(x,y)f(y)dy, \quad G_{rs}(x,y) = \frac{E(x,y)}{|x-y|^2} Y_{rs}\left(\frac{x-y}{|x-y|}\right) \]  
with the constant
\[ \rho_{mls}^{nk} := \sqrt{\frac{(2n+1)(2k+1)(2r+1)}{4\pi}} (-1)^{s+l} \binom{n}{m} \binom{k}{l} \binom{r}{s} \binom{0}{0} \binom{0}{0}. \]  
It is clear that applying each $L_{nm,kl}$ on average will involve $O(M)$ integrals. Therefore the total complexity to apply $L$ is $O(M^2)$, while there are only $O(M^2)$ distinct integral kernels $G_{rs}$ in total. Numerically, compressing integral operators usually takes much more time than applying the operators. It is therefore more favorable to have less compression when $M$ is kept small.

The number of integral equations and integral kernels in the system (20) depends on the number of terms $M$ in the truncation (6). $M$ depends on the accuracy requirement and the smoothness of the scattering kernel in $\theta$. When the scattering kernel is highly anisotropic, large $M$ is needed to get a good approximation since $\chi_n$ decays slowly. In such a case, the integral kernels $G_n(x,y)$ in (12) and $G_{rs}(x,y)$ in (23) become more oscillatory as $n$ and $r$ increases, resulting in larger computational cost in the evaluation of integral operators with such kernels.

Evaluation of the application of an integral operator in the discretized case is equivalent to the evaluation of a matrix-vector multiplication with a dense matrix. The technique to reduce the computational complexity of such matrix-vector multiplication is to construct (hierarchical) low-rank approximations to the dense matrix involved. When such low-rank approximations are available, it is often the case that one can reduce the complexity of a matrix-vector multiplication to something that is comparable to that of a vector-vector multiplication. Examples of algorithms based on such low-rank approximations are fast multipole methods [25, 24] and butterfly algorithms [38, 12, 36].

In the rest of the paper, we will analyze the separability properties of the kernel functions, for instance $G_n(x,y)$ and $G_{rs}(x,y)$, in the integral equation formulation of the truncated anisotropic radiative transfer equation. Our analysis will provide a mathematical understanding on low-rank approximations of the matrices corresponding to the discretization of these continuous integral kernels.
3 Separability of the kernel functions

We are interested in the approximate separability property of the integral kernels defined in (12) and (23). For a given function of two variables, $G(x, y)$, we characterize its approximate separability as follows. Take two disjoint sets $X, Y \subset \Omega \subset \mathbb{R}^d$ and a tolerance $\varepsilon > 0$, we would like to characterize the smallest number $N^\varepsilon$ for which there exists $(f_i(x), g_i(y)), i = 1, 2, \ldots, N^\varepsilon$ such that

$$
\left\| G(x, y) - \sum_{i=1}^{N^\varepsilon} f_i(x)g_i(y) \right\|_{L^2(X \times Y)} \leq \varepsilon \|G\|_{L^2(X \times Y)}.
$$

(25)

We choose $L^2$ norm in the function space because the approximate separability definition is directly related to the best rank-$r$ approximation of a matrix, a discretized version of $G(x, y)$, which can be computed by the singular value decomposition (SVD). The reason we require the two sets $X$ and $Y$ be disjoint is because the integral kernels have singularities at $x = y$ which make the kernel not square integrable in its domain of definition. This means that the full matrix corresponding to an integral kernel in the computation domain, i.e., $G(x, y), (x, y) \in \Omega \times \Omega$, does not have a low-rank approximation. However, if the kernel is highly separable, i.e., $N^\varepsilon$ grows at most (poly-) logarithmically in $\varepsilon$ as $\varepsilon \to 0$, for well separated $X$ and $Y$, with proper ordering, i.e., grouping indices into well separated admissible sets, the matrix allows a hierarchical structure for which the off-diagonal sub-matrices have low-rank approximations. For example, it was shown that the Green’s functions corresponding to coercive elliptic differential operators in divergence form are highly separable [7], i.e., $N^\varepsilon = O(\log \varepsilon^{d+1})$, when $X, Y$ are well separated. This property implies that the inverse matrix of the linear system $Ax = b$ resulting from a discretization of the differential equation has a hierarchical low-rank structure. This property has been exploited in developing fast direct solvers for coercive elliptic partial differential equations [26, 6, 9, 29] using the fact that each column of $A^{-1}$ is a discrete version of the underlying Green’s function. On the other hand, it was shown that the Green’s function for high frequency Helmholtz equation is not highly separable due to the highly oscillatory phase in the function [19] and hence hierarchical low-rank approximations do not exist for the inverse matrix of the discretized linear system when the wavenumber is large. The concept has been generalized to study the separability of the covariance function for random fields [10] which relates the number of terms needed for the Karhunen–Loève expansion of a random field to a given accuracy requirement.

**Remark 3.1.** If we view the function $G(x, y)$ as a family of functions of $x$ in $L^2(X)$ parametrized by $y \in Y$ (or vice versa), then the concept of approximate separability can be directly related to the concept of Kolmogorov $n$-width for this family of functions [31]. Any linear subspace in the function space that approximates this family of functions within relative tolerance $\varepsilon$ has a dimension of at least $N^\varepsilon$, and the space spanned by $f_i(x), i = 1, 2, \ldots, N^\varepsilon$ in (25) is an optimal one. The Kolmogorov $n$-width of a set reveals its intrinsic complexity.

In the next two subsections, we show the approximate separability property of the integral kernels (12) (in 2D) (23) (in 3D) in the following two scenarios:

- For a fixed $\varepsilon$, we derive the lower bound for $N^\varepsilon$ to show how it grows as $n$ (resp. $r$) increases in 2D (resp. 3D) due to the increasing oscillations in the kernel.
- For a fixed $n$ (resp. $r$ in 3D), we derive the upper bound for $N^\varepsilon$ to show how it grows as $\varepsilon \to 0$.

The main procedure for the derivation is the same in 2D and 3D. However, as we will see, the calculations in 3D are much more complicated.

---

1The Kolmogorov $n$-width of a set $S$ in a normed space $W$ is its worst-case distance to the best $n$-dimensional linear subspace $L_n$:

$$d_n(S, W) := \inf_{\ell_n} \sup_{f \in W} \inf_{g \in \ell_n} \|f - g\|_W.$$
3.1 Separability’s lower bounds

3.1.1 The two-dimensional case

Let us first estimate the separability for the integral kernel $G_n$ defined in (12) for large $n$ in 2D. Analogous to the phenomenon shown in [19], for a fixed tolerance $\varepsilon$, the number of terms in the separable approximation of $G_n$ has to grow as some power of $n$ due the fast oscillation of the kernel. For simplicity, we assume that the coefficients $\sigma_j$ and $\sigma_s$ are smooth over the physical domain $\Omega$.

Following the idea in [19], we first characterize the correlation between two integral kernels $G_n(\cdot, y_1)$ and $G_n(\cdot, y_2)$ with $y_1, y_2 \in Y$.

\[
C(y_1, y_2) = \frac{1}{\|G_n(\cdot, y_1)\|_2 \|G_n(\cdot, y_2)\|_2} \int_X G_n(x, y_1) G_n(x, y_2) dx.
\]

(26)

Lemma 3.2. Let $X, Y$ be two disjoint compact domains in $\mathbb{R}^2$ and $\text{dist}(X, Y) \geq \gamma \text{diam}(Y)$ for some $\gamma = O(1)$. Then there exists $\frac{1}{2} \geq \alpha \geq 1$ such that

\[
|C(y_1, y_2)| \leq O\left((n|y_1 - y_2|)^{-\alpha}\right), \quad \text{as} \quad n|y_1 - y_2| \to \infty.
\]

(27)

Proof. First, $\|G_n(\cdot, y)\|_2$ is a smooth function of $y$ since the fast oscillation phase is not present and there exist positive constants $C_1$ and $C_2$, independent of $n$, such that $C_1 < \|G_n(\cdot, y)\|_2 < C_2$. For the integral part, let us introduce

\[
\tilde{n} = n|y_1 - y_2|,
\]

\[
\phi(x) = \frac{\text{arg}(x - y_2) - \text{arg}(x - y_1)}{|y_1 - y_2|},
\]

\[
u(x) = \frac{E(x, y_1) E(x, y_2)}{\|G_n(\cdot, y_1)\|_2 \|G_n(\cdot, y_2)\|_2 |x - y_1| |x - y_2|}.
\]

The sign of $\phi$ depends on the locations of $x$. The correlation can then be written as the following oscillatory integral,

\[
|C(y_1, y_2)| = \int_X e^{i\tilde{n}\phi(x)} \nu(x) dx.
\]

(29)

We also have $|\phi(x)| \leq O(1/\text{dist}(X, Y))$ and $|\nabla \phi(x)| \neq 0$ unless $x$ sits inside the segment between $y_1, y_2$. Therefore, there is no stationary point in our setting and $|\nabla \phi(x)| \geq O(\gamma^{-2}), \forall x \in X$. $\nu(x)$ is smooth since $E(x, y)$ is smooth. We define the differential operator $L$:

\[
L = \frac{1}{|\nabla \phi|^2} \nabla \phi \cdot \nabla, \quad L^* = -\nabla \cdot \frac{1}{|\nabla \phi|^2} \nabla \phi.
\]

(30)

Using integration by part, we have

\[
\int_X e^{i\tilde{n}\phi(x)} \nu(x) dx = \frac{1}{i\tilde{n}} \int_X (Le^{i\tilde{n}\phi(x)}) \nu(x) dx
\]

\[
= \frac{1}{i\tilde{n}} \left[ \int_X e^{i\tilde{n}\phi(x)} (L^* \nu(x)) dx + \int_{\partial X} |\nabla \phi(x)|^{-2} \nabla \phi(x) \cdot \nabla \nu(x) e^{i\tilde{n}\phi(x)} \nu(x) dS(x) \right]
\]

\[
= \frac{1}{i\tilde{n}^2} \left[ \int_X e^{i\tilde{n}\phi(x)} (|L^*|^2 \nu(x)) dx + \int_{\partial X} |\nabla \phi(x)|^{-2} \nabla \phi(x) \cdot \nabla \nu(x) e^{i\tilde{n}\phi(x)} L^* \nu(x) dS(x) \right]
\]

\[
+ \frac{1}{i\tilde{n}} \int_{\partial X} |\nabla \phi(x)|^{-2} \nabla \phi(x) \cdot \nabla e^{i\tilde{n}\phi(x)} \nu(x) dS(x)
\]

(31)

The last term has leading order and is an oscillatory integral along the boundary $\partial X$. If $\phi(x)$ has isolated non-degenerate critical points on $\partial X$, which is a one dimensional curve, then the boundary integral is of order $O(\tilde{n}^{-\frac{3}{2}})$ by stationary phase theory. So we have

\[
\int_X e^{i\tilde{n}\phi(x)} \nu(x) dx \leq O(\tilde{n}^{-3/2}), \quad \tilde{n} \to \infty.
\]

(32)
Figure 1: The normalized correlation of two kernel functions at two different locations $y_1$ and $y_2$. $X$ is unit square $[0, 1] \times [0, 1]$. Left: $y_1 = (2, 0), y_2 = (2, \frac{1}{2})$. In this case, $\phi$ has isolated non-degenerate critical points on $\partial X$. Right: $y_1 = (2, 0), y_2 = (\frac{3}{2}, 0)$. In this case, all points on the bottom side of $\partial X$ are critical points of $\phi$.

In the special case that $\phi(x)$ has non-isolated critical points, which means that $\partial X$ and some level set of $\phi$ have coincidental part, the boundary integral will be at order of $O(1)$ and

$$\left\| \int_X e^{i\tilde{n}\phi(x)} u(x) dx \right\|_{L^p(X \times Y)} \leq O(\tilde{n}^{-1}), \quad \tilde{n} \to \infty.$$  \hspace{1cm} (33)

This completes the proof.

Figure 1 shows numerical evidence of the scaling of the (normalized) correlation function $C(y_1, y_2)$ with respect to $\tilde{n}$ at two different locations. In both cases, we observed the expected decay behavior as predicted by the theory, i.e. $O(\tilde{n}^{-3/2})$ for general case and $O(\tilde{n}^{-1})$ if part of $\partial X$ coincides with the level set of $\phi$.

Using the above correlation estimate with $\alpha \geq \frac{d}{2}$ where $d = 2$, by Lemma 3.1 and Theorem 3.1 of [19], we directly conclude the following lower bound for the separability of the integral kernel $G_n$.

**Theorem 3.3.** Let $X, Y$ be two disjoint compact domains in $\mathbb{R}^2$ and $\text{dist}(X, Y) \geq \gamma \text{diam}(Y)$ for some $\gamma = O(1)$, then for any $\varepsilon > 0$, if there are functions $f_l(x) \in L^p(X), g_l(y) \in L^p(Y), p = 2$ or $p = \infty, l = 1, \ldots, N^\varepsilon$ such that

$$\left\| G_n(x, y) - \sum_{l=1}^{N^\varepsilon} f_l(x) g_l(y) \right\|_{L^p(X \times Y)} \leq \varepsilon \|G_n\|_{L^p(X \times Y)}, \quad x \in X, y \in Y,$$  \hspace{1cm} (34)

then $N^\varepsilon \geq O(n^{2-\delta})$ for any small $\delta > 0$ when $n$ is sufficiently large.

The growth of $N^\varepsilon$ with respect to $n$ in the above theorem is a direct manifest of the growth of the number of leading singular values of the corresponding integral operator above a certain threshold. In Figure 2, we show the number of the leading singular values of the matrix $(a_{ij}) := (G_n(x_i, y_j))$ above different threshold $\varepsilon$ with respect to $n$. In the plots, we take $x_i$ and $y_j$ from uniformly distributed grid points in $X$ and $Y$ respectively, with the grid size resolves the length scale of $n^{-1}$. The left plot shows the result for two unit squares $X$ and $Y$ at centers of $(0.5, 0.5)$ and $(1.75, 1.0)$ respectively while the right plot shows the result for two unit squares at centers $(0.5, 0.5)$ and $(1.75, 0.5)$ respectively. In both plots, we observe quadratic growth of the number of leading singular values above a certain threshold with respect to $n$.

### 3.1.2 The three-dimensional case

Let $X$ and $Y$ be two disjoint convex compact domains in $\mathbb{R}^3$. In the same manner as in the 2D case, to study approximate separability of the kernel $G_{nm}$ in (23), we first characterize the correlation of two integral
Figure 2: The growth of the number of leading singular values of the matrix $(G_n(x_i, y_j))$ above different threshold $\varepsilon$ with respect to $n$ in the two-dimensional case. Left: $x_i \in [0 1]^2$ and $y_j \in [1.25 2.25] \times [0.5 1.5]$; Right: $x_i \in [0 1]^2$ and $y_j \in [1.25 2.25] \times [0 1]$.

Figure 3: The sets $X$ and $Y$ are compact manifolds. The correlation function estimates the inner product in (35) as $n \to \infty$.

Kernels $G_{nm}(\cdot, y_1)$ and $G_{nm}(\cdot, y_2)$ for $y_1, y_2 \in Y$; see Figure 3 for an illustration of the setup:

$$
C(y_1, y_2) = \frac{1}{\|G_{nm}(\cdot, y_1)\|_2 \|G_{nm}(\cdot, y_2)\|_2} \int_X G_{nm}(x, y_1) G_{nm}(x, y_2) dx.
$$

(35)

The separability of $G_{nm}$ depends on the behavior of the spherical harmonics $Y_{nm}$. Here we present the case when $m = 0$. In this case, the spherical harmonics actually is closely related to the Legendre polynomial of degree $n$:

$$
Y_{n0}(\theta, \phi) = \sqrt{\frac{2n + 1}{4\pi}} P_n(\cos \theta).
$$

(36)

We first show some basic properties of $Y_{n0}$.

**Lemma 3.4.** Let $f \in L^\infty(S^2)$, then

$$
\lim_{n \to \infty} \int_0^{2\pi} \int_0^\pi |Y_{n0}(\theta, \phi)|^2 f(\theta, \phi) \sin \theta d\theta d\phi = \frac{1}{2\pi^2} \int_0^{2\pi} \int_0^\pi f(\theta, \phi) d\phi d\theta.
$$

(37)

**Proof.** From (36), we find

$$
\int_0^{2\pi} \int_0^\pi |Y_{n0}(\theta, \phi)|^2 f(\theta, \phi) \sin \theta d\theta d\phi = \frac{2n + 1}{2} \int_0^{2\pi} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta,
$$

(38)
where \( \tilde{f}(\theta) = \frac{1}{\pi} \int_0^{2\pi} f(\theta, \phi) d\phi \). Then by the classical Darboux formula, see for instance Theorem 8.21.13 of [47], for a fixed absolute constant \( c > 0 \), when \( n \to \infty \) and \( \theta \in (\frac{c}{n}, \pi - \frac{c}{n}) \), we have

\[
P_n(\cos \theta) = \sqrt{\frac{2}{n\pi \sin \theta}} \left[ \cos \left((n + \frac{1}{2})\theta - \frac{\pi}{4}\right) + O\left(\frac{1}{n \sin \theta}\right) \right]. \tag{39}
\]

Therefore, for \( \theta \in (\frac{c}{n}, \pi - \frac{c}{n}) \), we have

\[
|P_n(\cos \theta)|^2 \sin \theta = \frac{2}{n\pi} \cos^2 \left((n + \frac{1}{2})\theta - \frac{\pi}{4}\right) + \frac{O(1)}{n^2 \sin \theta} + \frac{O(1)}{n^3 \sin^2 \theta}. \tag{40}
\]

We decompose the integral (38) into three parts:

\[
\frac{2n + 1}{2} \int_0^{\pi} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta = \frac{2n + 1}{2} \left[ \int_{\pi/c/n}^{\pi} + \int_{\pi-c/n}^{\pi} + \int_{0}^{c/n} \right] |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta. \tag{41}
\]

Using the fact \( |P_n(\cos \theta)| \leq 1 \), we can estimate the following

\[
\left| \int_{c/n}^{\pi/c/n} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta \right| \leq \int_{c/n}^{\pi/c/n} |\tilde{f}(\theta)| \sin \theta d\theta \leq \frac{2}{n^2} \|f\|_{L^\infty(S^2)} = O\left(\frac{1}{n^2}\right). \tag{42}
\]

The same estimate applies to the integral over \([\pi-c/n, \pi] \). On the other hand, since \( \theta \leq \frac{c}{n} \sin \theta \) for \( \theta \in [0, \frac{c}{n}] \), we find that

\[
\left| \int_{\frac{\pi}{n}}^{\frac{\pi-\frac{c}{n}}{n}} \frac{1}{n \sin \theta} \tilde{f}(\theta) d\theta \right| \leq \frac{\pi}{2n^2} \int_{\frac{\pi}{n}}^{\frac{\pi}{2}} \left[ \frac{1}{2} + \frac{1}{2} \sin((2n + 1)\theta) \right] \tilde{f}(\theta) d\theta = O\left(\frac{\log n}{n}\right),
\]

\[
\left| \int_{\frac{\pi}{n}}^{\frac{\pi-\frac{c}{n}}{n}} \frac{1}{n^2 \sin^2 \theta} \tilde{f}(\theta) d\theta \right| \leq 2\|f\|_{L^\infty(S^2)} \int_{\frac{\pi}{n}}^{\frac{\pi}{2n}} \frac{\pi^2}{4n^3 \theta^2} d\theta = O\left(\frac{1}{n}\right). \tag{43}
\]

Therefore

\[
\frac{2n + 1}{2} \int_{0}^{\pi} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta = \frac{2n + 1}{2} \int_{0}^{\frac{\pi}{n}} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta + O\left(\frac{1}{n}\right)
\]

\[
= \frac{2n + 1}{n\pi} \int_{0}^{\frac{\pi}{n}} \left[ \frac{1}{2} + \frac{1}{2} \sin((2n + 1)\theta) \right] \tilde{f}(\theta) d\theta + O\left(\frac{1}{n}\right)
\]

\[
+ \int_{\frac{\pi}{n}}^{\frac{\pi}{2}} \frac{O(1)}{n \sin \theta} \tilde{f}(\theta) d\theta + \int_{\frac{\pi}{n}}^{\frac{\pi}{2}} \frac{O(1)}{n^2 \sin^2 \theta} \tilde{f}(\theta) d\theta
\]

\[
= \frac{2n + 1}{n\pi} \int_{0}^{\frac{\pi}{n}} \left[ \frac{1}{2} + \frac{1}{2} \sin((2n + 1)\theta) \right] \tilde{f}(\theta) d\theta + O\left(\frac{\log n}{n}\right), \tag{44}
\]

\[
= \frac{2n + 1}{n\pi} \int_{0}^{\frac{\pi}{n}} \left[ \frac{1}{2} + \frac{1}{2} \sin((2n + 1)\theta) \right] \tilde{f}(\theta) d\theta + O\left(\frac{\log n}{n}\right).
\]

Using the Riemann-Lebesgue lemma on the integral of \( \tilde{f}(\theta) \sin((2n + 1)\theta) \), we obtain

\[
\lim_{n \to \infty} \frac{2n + 1}{2} \int_{0}^{\pi} |P_n(\cos \theta)|^2 \tilde{f}(\theta) \sin \theta d\theta = \lim_{n \to \infty} \frac{2n + 1}{2n\pi} \int_{0}^{\pi} \tilde{f}(\theta) d\theta = \frac{1}{\pi} \int_{0}^{\pi} \tilde{f}(\theta) d\theta. \tag{45}
\]

The proof is complete. \( \square \)

**Lemma 3.5.** Let \( X, Y \) be two disjoint compact domains in \( \mathbb{R}^3 \), we have

\[
\|G_{n0}(\cdot, y)\|_2 = O(1), \quad n \to \infty. \tag{46}
\]
Proof. By definition, we have

\[ \int_X G_{n0}(x,y)G_{n0}(x,y)dx = \int_X \left( \frac{E(x,y)}{|x-y|} \right)^2 Y_{n0} \left( \frac{x-y}{|x-y|} \right) \frac{Y_{n0}^*}{|x-y|} \frac{Y_{n0}^*}{|x-y|} dx. \] (47)

We now do a change of coordinate by shifting \( y \) to the origin and transforming \( x = (r, \theta, \phi) \). We denote by \( V \) the transformed domain of \( X \). Using the fact that \( E(x,y) \) is bounded from below (since \( X \) and \( Y \) are compact), we only need to estimate the following

\[ \int_X \frac{1}{|x-y|^4} Y_{n0} \left( \frac{x-y}{|x-y|} \right) \frac{Y_{n0}^*}{|x-y|} \frac{Y_{n0}^*}{|x-y|} dx = \int_V \frac{1}{r^4} |Y_{n0}(\theta, \phi)|^2 r^2 dr \sin \theta d\theta d\phi \]

\[ = \int_V \frac{1}{r^2} |Y_{n0}(\theta, \phi)|^2 dr \sin \theta d\theta d\phi \]

\[ = \int_0^{2\pi} \int_0^{\pi} \left( \int_0^\infty \frac{\chi_V}{r^2} dr \right) |Y_{n0}(\theta, \phi)|^2 \sin \theta d\theta d\phi, \]

where \( \chi_V \) is the characteristic function of \( V \). The \( O(1) \) upper bound can be immediately concluded since \( X \) and \( Y \) are disjoint, which means \( \chi_V \equiv 0 \) when \( r \) is close to zero. When \( n \to \infty \), use the Lemma 3.4,

\[ \lim_{n \to \infty} \int_0^{2\pi} \int_0^{\pi} \left( \int_0^\infty \frac{\chi_V}{r^2} dr \right) |Y_{n0}(\theta, \phi)|^2 \sin \theta d\theta d\phi = \frac{1}{2\pi^2} \int_0^{2\pi} \int_0^{\pi} \left( \int_0^\infty \frac{\chi_V}{r^2} dr \right) d\theta d\phi. \] (49)

On the other hand, we know that

\[ \frac{1}{2\pi^2} \int_0^{2\pi} \int_0^{\pi} \left( \int_0^\infty \frac{\chi_V}{r^2} dr \right) d\theta d\phi \geq \frac{1}{2\pi^2} \int_0^{2\pi} \int_0^{\pi} \int_0^\infty \frac{\chi_V}{r^2} dr \sin \theta d\theta d\phi \geq \frac{|X|}{2\pi^2 \ell^4}, \] (50)

where \( \ell = \sup_{x \in X, y \in Y} |x-y| \) and \( |X| \) is the volume of \( X \). Therefore \( \|G_{n0}(\cdot,y)\|^2 \) is \( O(1) \), \( \forall y \in Y \) when \( n \) is sufficiently large. \( \square \)

Lemma 3.6. Let \( X \) and \( Y \) be two disjoint convex compact domains in \( \mathbb{R}^3 \). Suppose \( X \) and \( Y \) have disjoint projections onto the \( xy \)-plane and \( z \)-axis, then for the correlation function

\[ C(y_1, y_2) = \frac{1}{\|G_{n0}(\cdot,y_1)\|_2\|G_{n0}(\cdot,y_2)\|_2} \int_X G_{n0}(x,y_1)G_{n0}(x,y_2)dx, \] (51)

there exists constant \( 1 \leq \alpha \leq 2 \) such that when \( n|y_1 - y_2| \to \infty \), \( C(y_1, y_2) \) satisfies

\[ |C(y_1, y_2)| \leq O((n|y_1 - y_2|)^{-\alpha}). \] (52)

Proof. From Lemma 3.5, the correlation function \( C(y_1, y_2) \)'s decay rate only depends on the integral part. We represent \( (x - y_i) \) in spherical coordinate as \( (r_i, \theta_i, \phi_i), i = 1, 2 \). From the assumption that \( X \) and \( Y \) have disjoint projections onto \( xy \)-plane, \( \theta_1 \in [\pi', \pi - \epsilon'] \) for some fixed \( \epsilon' > 0 \). From the convexity, \( |\varphi_1 - \varphi_2| < \pi - \epsilon'' \) for some fixed \( \epsilon'' > 0 \). Using the approximation for Legendre polynomial in Theorem 8.21.4 of [47], we have

\[ P_n(\cos \theta) = \left( \frac{2}{\pi n \sin \theta} \right)^{1/2} \cos \left( \frac{n\theta - \pi}{4} \right) \]

\[ + \frac{\cos \theta}{8} \left( \frac{2}{\pi n^3 \sin^3 \theta} \right)^{1/2} \cos \left( \frac{n\theta - 3\pi}{4} \right) + O \left( \frac{1}{n^{5/2}} \right), \] (53)

where \( \hat{n} = n + \frac{1}{2} \). Since \( \theta_1 \in [\epsilon', \pi - \epsilon'] \), \( \sin \theta_1 \) and \( \sin \theta_2 \) are both \( O(1) \). Therefore,

\[ \int_X G_{n0}(x,y_1)G_{n0}(x,y_2)dx = \frac{\hat{n}}{2\pi} \int_X E(x,y_1)E(x,y_2) \frac{P_n(\cos \theta_1)P_n(\cos \theta_2)dx}{|x-y_1|^2|x-y_2|^2} \]

\[ = \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 + O(\hat{n}^{-2}), \] (54)
where $\mathcal{L}_1, \mathcal{L}_2$ and $\mathcal{L}_3$ are

\[
\mathcal{L}_1 = \frac{1}{\pi^2} \int_X \frac{E(x, y_1)E(x, y_2)}{|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}} \cos \left(\frac{\hat{n}\theta_1 - \pi}{4}\right) \cos \left(\frac{\hat{n}\theta_2 - \pi}{4}\right) \, dx,
\]

\[
\mathcal{L}_2 = \frac{1}{8\pi^2} \int_X \frac{E(x, y_1)E(x, y_2)\cos \theta_2}{|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}} \cos \left(\frac{\hat{n}\theta_1 - \pi}{4}\right) \cos \left(\frac{\hat{n}\theta_2 - 3\pi}{4}\right) \, dx,
\]

\[
\mathcal{L}_3 = \frac{1}{8\pi^2} \int_X \frac{E(x, y_1)E(x, y_2)\cos \theta_1}{|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}} \cos \left(\frac{\hat{n}\theta_1 - \pi}{4}\right) \cos \left(\frac{\hat{n}\theta_2 - \pi}{4}\right) \, dx.
\]

To simplify the presentation, we again introduce the new variables:

\[
\tilde{n} = \hat{n}|y_1 - y_2|, \\
\tilde{\phi}(x) = \frac{\theta_1 - \theta_2}{|y_1 - y_2|}, \\
\tilde{\phi}(x) = \theta_1 + \theta_2, \\
u(x) = \frac{E(x, y_1)E(x, y_2)}{\pi^2|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}}, \\
v(x) = \frac{E(x, y_1)E(x, y_2)\cos \theta_2}{8\pi^2|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}}, \\
w(x) = \frac{E(x, y_1)E(x, y_2)\cos \theta_1}{8\pi^2|x - y_1|^2|x - y_2|^2} \frac{1}{\sqrt{\sin \theta_1 \sin \theta_2}}.
\]

It is then clear that $|\tilde{\phi}| \leq C(1/\text{dist}(X, Y))$ and $\tilde{\phi} \in [2c', 2\pi - 2c']$. Obviously $\tilde{\phi}$ does not have any stationary points in $X$, which means there exists a positive constant $\hat{c} > 0$ such that $|\nabla \tilde{\phi}| > \hat{c}$ in $X$. For $\tilde{\phi}$, we compute $|\nabla \tilde{\phi}|^2$ as follows,

\[
|\nabla \tilde{\phi}|^2 = \frac{1}{|y_1 - y_2|^2} \left(\frac{1}{r_1^2} + \frac{1}{r_2^2} - \frac{2}{r_1 r_2} \cos \theta_1 \cos \theta_2 \cos (\varphi_1 - \varphi_2) + \sin \theta_1 \sin \theta_2\right). 
\]

Since $|\varphi_1 - \varphi_2| < \pi - c''$, the stationary points happen only when $\theta_1 = \theta_2 = \frac{\pi}{2}$ and $r_1 = r_2$. Because $X$ and $Y$ have disjoint projections on $z$-axis, then these stationary points do not appear either, which means there exists a positive constant $\hat{c} > 0$ such that $|\nabla \tilde{\phi}| > \hat{c}$ in $X$ as well.

Because $\theta_1, \theta_2$ are away from both 0 and $\pi$, then $u, v, w$ are smooth functions for $x \in X$ and $y \in Y$. The integrals $\mathcal{L}_1, \mathcal{L}_2$ and $\mathcal{L}_3$ are represented as

\[
\mathcal{L}_1(x) = \frac{1}{2} \mathbb{R} \left[ \int_X u(x)e^{i\tilde{\phi}(x)} \, dx \right] + \frac{1}{2} \mathbb{I} \left[ \int_X u(x)e^{i\tilde{\phi}(x)} \, dx \right],
\]

\[
\mathcal{L}_2(x) = \frac{1}{2n} \mathbb{I} \left[ \int_X v(x)e^{i\tilde{\phi}(x)} \, dx \right] - \frac{1}{2n} \mathbb{R} \left[ \int_X v(x)e^{i\tilde{\phi}(x)} \, dx \right],
\]

\[
\mathcal{L}_3(x) = \frac{1}{2n} \mathbb{R} \left[ \int_X w(x)e^{i\tilde{\phi}(x)} \, dx \right] - \frac{1}{2n} \mathbb{I} \left[ \int_X w(x)e^{i\tilde{\phi}(x)} \, dx \right].
\]

Similar to the proof of Lemma 3.2, let us introduce the operators:

\[
\tilde{L} = \frac{1}{|\nabla \tilde{\phi}|^2} |\nabla \tilde{\phi}| \cdot \nabla, \quad \tilde{L}^* = -\nabla \cdot \frac{1}{|\nabla \tilde{\phi}|^2} \nabla \tilde{\phi},
\]

We can verify that

\[
\int_X u(x)e^{i\tilde{\phi}(x)} \, dx = \frac{1}{i\tilde{n}} \int_X \left[ \tilde{L}e^{i\tilde{\phi}(x)} \right] u(x) \, dx
\]

\[
= -\frac{1}{i\tilde{n}} \left[ \int_X e^{i\tilde{\phi}(x)}(\tilde{L}^*)^2 u(x) \, dx + \int_{\partial X} (\nabla \tilde{\phi}(x))^{-2} n(x) \cdot \nabla \tilde{\phi}(x)e^{i\tilde{\phi}(x)} \tilde{L}^* u(x) \, dS(x) \right] + \frac{1}{i\tilde{n}} \int_{\partial X} (\nabla \tilde{\phi}(x))^{-2} n(x) \cdot \nabla \tilde{\phi}(x)e^{i\tilde{\phi}(x)} u(x) \, dS(x).
\]
For the first term on right-hand-side of (60), we have the estimates
\[
\frac{1}{\tilde{n}^2} \left[ \int_X e^{i\tilde{n}\tilde{\phi}(x)}|\tilde{L}^*|^2 u(x)dx + \int_{\partial X} |\nabla \tilde{\phi}(x)|^{-2} n(x) \cdot \nabla \tilde{\phi}(x) e^{i\tilde{n}\tilde{\phi}(x)} \tilde{L}^* u(x)dS(x) \right] \leq O(\tilde{n}^{-2}), \tag{61}
\]
The second term is an oscillatory integral on the surface \(\partial X\). When \(\tilde{\phi}\) has only non-degenerated isolated stationary points on \(\partial X\), from stationary phase theory,
\[
\left| \frac{1}{\tilde{n}} \int_{\partial X} |\nabla \tilde{\phi}(x)|^{-2} n(x) \cdot \nabla \tilde{\phi}(x) e^{i\tilde{n}\tilde{\phi}(x)} u(x)dS(x) \right| \leq O(\tilde{n}^{-2}), \quad \tilde{n} \to \infty. \tag{62}
\]
Therefore we have the estimate
\[
\left| \int_X u(x) e^{i\tilde{n}\tilde{\phi}(x)}dx \right| \leq O(\tilde{n}^{-2}), \quad \tilde{n} \to \infty. \tag{63}
\]
When \(\tilde{\phi}\) has degenerated isolated stationary points on \(\partial X\), then there is an \(1 \leq \alpha \leq 2\) such that the boundary integral (62) is bounded by \(O(\tilde{n}^{-\alpha})\), then
\[
\left| \int_X u(x) e^{i\tilde{n}\tilde{\phi}(x)}dx \right| \leq O(\tilde{n}^{-\alpha}), \quad \tilde{n} \to \infty. \tag{64}
\]
When \(\tilde{\phi}\) has non-isolated stationary points, which means \(\partial X\) coincides with part of the level set of \(\tilde{\phi}\), then the boundary integral (62) will be \(O(\tilde{n}^{-1})\) instead. Hence in this case, we have
\[
\left| \int_X u(x) e^{i\tilde{n}\tilde{\phi}(x)}dx \right| \leq O(\tilde{n}^{-1}), \quad \tilde{n} \to \infty. \tag{65}
\]
Since \(\tilde{\phi}\) does not have stationary points in \(X\), same analysis can be applied to conclude that there is an \(1 \leq \alpha \leq 2\) such that
\[
\left| \int_X u(x) e^{i\tilde{n}\tilde{\phi}(x)}dx \right| \leq O(\tilde{n}^{-\alpha}) \leq O(\tilde{n}^{-\alpha}), \quad \tilde{n} \to \infty. \tag{66}
\]
From the relation \(|L_2| \leq \tilde{n}^{-1}\mathcal{O}(L_1)\) and \(|L_3| \leq \tilde{n}^{-1}\mathcal{O}(L_1)\) as \(\tilde{n} \to \infty\), we complete the proof.

\[\square\]

**Remark 3.7.** When projection of \(y\) onto \(xy\)-plane is contained in the projection of \(X\) onto \(xy\)-plane, the function approximation (53) is not applicable anymore.

The above lemma identifies a length scale \(n^{-1}\) at which the kernel function \(G_{n_0}(\cdot, y)\) decorrelates. From this decorrelating behavior, we follow the approach in [19] to show a lower bound for the dimension of a linear space in \(L^2(X)\) that can approximate a discrete set of functions \(G_{n_0}(x, y_m)\) to an error in root mean square sense.

**Lemma 3.8.** Let \(X\) and \(Y\) be two disjoint convex compact domains in \(\mathbb{R}^3\). Suppose \(X\) and \(Y\) have disjoint projections onto \(xy\)-plane and \(z\)-axis, then for any \(\delta \in (0, 1)\), there are points \(y_m \in Y, m = 1, 2, \ldots, M_\delta \sim n^{3-3\delta}\), such that the matrix \(A = [a_{m_k}]_{M_\delta \times M_\delta}\) with entry \(a_{m_k} = \mathcal{C}(y_m, y_k)\) satisfies the following: let \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{M_\delta} \geq 0\) be the eigenvalues of \(A\) and \(N_{\delta}^\alpha = \min M\) such that \(\sum_{m=M+1}^{M_\delta} \lambda_m \leq \varepsilon^2 \sum_{m=1}^{M_\delta} \lambda_m\). If the correlation function \(\mathcal{C}(y_m, y_k)\) satisfies
\[
|\mathcal{C}(y_m, y_k)| \leq \mathcal{O}((n|y_m - y_k|)^{-\alpha}), \tag{67}
\]
then
\[
N_{\delta}^\alpha \geq \begin{cases} \mathcal{O}(n^{3-3\delta}), & \text{if } \alpha \geq \frac{3}{2}, \\ \mathcal{O}(n^{2\alpha}), & \text{if } \alpha < \frac{3}{2}. \end{cases} \tag{68}
\]
Proof. Without loss of generality, we assume that $Y$ contains a unit cube. Then take $y_m, m = 1, 2, \ldots, M_\delta \sim n^{3-3\delta}$, the grid points of a uniform grid in $Y$ with grid size $h = n^{\delta-1}, \delta \in (0,1)$. The matrix $A = [a_{mk}]_{M_\delta \times M_\delta}$, $a_{mk} = C(y_m, y_k)$, has the following properties

$$a_{mm} = 1, \quad |a_{mk}| \leq O((n|y_m - y_k|)^{-\alpha}),$$

where $1 \leq \alpha \leq 2$. Meanwhile, we have

$$\sum_{m=1}^{M_\delta} \lambda_m = \text{tr}(A) = M_\delta.$$  

By the definition of $N^\epsilon$, that is, $N^\epsilon = \min M$ such that $\sum_{m=M+1}^{N_\delta} \lambda_m \leq \epsilon^2 \sum_{m=1}^{N_\delta} \lambda_m$, we obtain

$$\sum_{m=1}^{N_\delta} \lambda_m \geq (1 - \epsilon^2) \sum_{m=1}^{M_\delta} \lambda_m = (1 - \epsilon^2) M_\delta$$

and

$$\sum_{m=1}^{M_\delta} \lambda_m^2 > \sum_{m=1}^{N_\delta} \lambda_m^2 \geq N_\delta^2 \left[ \frac{(1 - \epsilon^2) M_\delta}{N_\delta} \right]^2 = \frac{(1 - \epsilon^2) M_\delta^2}{N_\delta^2}. $$

Therefore

$$N_\delta^2 \geq \frac{[(1 - \epsilon^2) M_\delta]^2}{\sum_{m=1}^{M_\delta} \lambda_m^2} = \frac{[(1 - \epsilon^2) M_\delta]^2}{\text{tr}(A^T A)} = \frac{[(1 - \epsilon^2) M_\delta]^2}{\sum_{m=1}^{M_\delta} \sum_{k=1}^{N_\delta} |a_{mk}|^2}. $$

On the other hand, denote dist($y_m, y_k$) as the Hamming distance between $y_m$ and $y_k$, we can estimate the following summation in terms of dist($y_m, y_k$):

$$\sum_{m=1}^{M_\delta} |a_{mk}|^2 = 1 + \sum_{j=1}^{N_\delta-1} |a_{mk}|^2. $$

The first terms means the case $y_m = y_k$. The second summation will be grouped into box surfaces by the distances. Using the estimate $|a_{mk}| \leq O((n|y_m - y_k|)^{-\alpha})$ and equivalence between Euclidean distance and Hamming distance, we obtain the bound

$$\sum_{j=1}^{O(n^{1-\alpha})} |a_{mk}|^2 \leq \sum_{j=1}^{n^{1-\delta}} O(j^2) \left( \frac{1}{n j h} \right)^{2\alpha} = \begin{cases}
O(n^{-2\alpha \delta}) & \text{if } \alpha > \frac{3}{4}, \\
O(n^{-2\alpha \delta} \log n) & \text{if } \alpha = \frac{3}{4}, \\
O(n^{3-2\alpha-3\delta}) & \text{if } \alpha < \frac{3}{4}.
\end{cases}$$

The next step is to combine the 1 and the estimate (75) for different choices of $\alpha$. This yields the following result.

1. When $\alpha \geq \frac{3}{4}$, we obtain

$$\sum_{m=1}^{M_\delta} |a_{mk}|^2 = O(1).$$

Using the relation (73), we conclude that the lower bound of $N_\delta$ satisfies

$$N_\delta \geq O(n^{3-3\delta}).$$

2. When $\alpha < \frac{3}{4}$, we obtain

$$\sum_{m=1}^{M_\delta} |a_{mk}|^2 = \begin{cases}
O(1), & \delta \geq \frac{3-2\alpha}{4}, \\
O(n^{3-2\alpha-3\delta}), & \delta \leq \frac{3-2\alpha}{4}.
\end{cases}$$


Therefore the lower bound of $N_\delta^\varepsilon$ satisfies

$$N_\delta^\varepsilon \geq \begin{cases} O(n^{3-3\delta}), & \delta > \frac{3-2\alpha}{3}, \\ O(n^{2\alpha}), & \delta \leq \frac{3-2\alpha}{3}. \end{cases}$$

(79)

When $\delta = \frac{3-2\alpha}{2\alpha}$, the above lower bounds join at $O(n^{2\alpha})$.

\[ \]

\[ \]

\[ \]

\[ \]

**Remark 3.9.** The above lemma is equivalent to the principal component analysis (PCA) of the set of unit vectors $\frac{G_{n0}(\cdot, y_m)}{\|G_{n0}(\cdot, y_m)\|_2}$, $m = 1, 2, \ldots, M_\delta$ in $L^2(X)$. The leading $N_\delta^\varepsilon$ eigenvectors of $A$ form an orthonormal basis of the best linear space of dimension $N_\delta^\varepsilon$ that approximates the set of functions $\frac{G_{n0}(\cdot, y_m)}{\|G_{n0}(\cdot, y_m)\|_2}$ in least square sense in $L^2(X)$. Since $\|G_{n0}(\cdot, y_m)\|_2$ is uniformly bounded for $y \in Y$, it is easy to see that bounds of the same order hold for $G_{n0}(\cdot, y_m), m = 1, 2, \ldots, M_\delta$.

With the above estimate in the discrete setting for $y \in Y$, we can follow the technique in [19] to derive the following theorem for continuous case in $L^2(X \times Y)$ with a two-grid approach. We first use a grid (finer than the grid used in Lemma 3.8) to approximate the integration over $Y$ by an integral of a piecewise constant function in $y$ on the fine grid, which reduces the continuous case to a discrete setting. We then apply Lemma 3.8 to a coarse grid used in the lemma.

**Theorem 3.10.** Let $X$ and $Y$ be two disjoint convex compact domains in $\mathbb{R}^3$. Assume that $X$ and $Y$ have disjoint projections onto $xy$-plane and $z$-axis. For any $\varepsilon > 0$, if there are functions $f_l(x) \in L^2(X)$ and $g_l(y) \in L^2(Y)$, $l = 1, \ldots, N^\varepsilon$, such that

$$\left\|G_{n0}(x, y) - \sum_{l=1}^{N^\varepsilon} f_l(x) g_l(y)\right\|_{L^2(X \times Y)} = \varepsilon \left\|G_{n0}\right\|_{L^2(X \times Y)}.$$

then as $n \to \infty$,

$$N^\varepsilon \geq \begin{cases} O(n^{3-3\delta}), & \frac{3}{2} \leq \alpha \leq 2, \\ O(n^{2\alpha}), & 1 \leq \alpha < \frac{3}{2}, \end{cases}$$

(81)

where $\alpha$ is defined in (52) and $\delta \in (0, 1)$ is an arbitrary number.

**Remark 3.11.** Let us point out that the case $|C(y_1, y_2)| \leq O(n^{-2})$ in Lemma 3.6 is generic for a general domain $X$ and two points $y_1, y_2 \in Y$. Hence $O(n^{3-3\delta}), \forall \delta > 0$ is the generic lower bound for the approximate separability $N^\varepsilon$ for the 3D integral kernel $G_{n0}(x, y)$.}

**Remark 3.12.** The kernel $G_{nn}$ (or $G_{n,-n}$) is related to the special spherical harmonics at $|m| = n$ given in the following form

$$Y_{n,\pm n}(\theta, \varphi) = \frac{(\mp 1)^n}{2^n n!} \sqrt{\frac{(2n + 1)!}{4\pi}} \sin^n \theta e^{\pm in\varphi}.$$

(82)

With this explicit oscillating form in $\theta$ and $\varphi$, it is not hard to perform the previous analysis to get the lower bound for certain simple cases. For instance, when the convex compact domains $X$ and $Y$ have disjoint projections on both $z$-axis and $xy$-plane, with similar notations to those in Lemma 3.6, we can show that the correlation function $C(y_1, y_2)$ involves integral

$$\int_X e^{in\phi} u(x) dx, \quad \phi = (\varphi_1 - \varphi_2) - i \log(\sin \theta_1 \sin \theta_2),$$

(83)

which does not have any stationary point inside $X$. The analysis of an arbitrary kernel $G_{nn}$ involves more sophisticated spherical harmonics, and is therefore much more complicated.
3.2 Separability’s upper bounds

We now establish the upper bound for $N^\varepsilon$ for the approximate separability of the kernel functions $G_n(x, y)$ in 2D and $G_{n_0}(x, y)$ in 3D (defined by (12) and (23) respectively) in terms of tolerance $\varepsilon$ and $n$ under certain regularity assumptions. In particular, we use polynomials to construct separable approximations in $L^\infty(X \times Y)$. Since $X, Y$ are compact, $L^\infty$ is stronger than $L^2$. Hence the upper bound holds in $L^2(X \times Y)$.

In our analysis, we assume that $\sigma_t(x) \in C^{k+1}(\Omega), k \geq 1$ is a real-valued function on $\Omega$.

3.2.1 The two-dimensional case

**Theorem 3.13.** Let $X, Y$ be two disjoint compact sets in $\Omega \subset \mathbb{R}^2$ and $x_c \in X, y_c \in Y$ be their centers respectively. The distance between the two centers is $|x_c - y_c| = \rho = O(1)$ and $\sup_{x \in X} |x_c - x| = \zeta, \sup_{y \in Y} |y_c - y| = \eta$. Assume further that $\left(1 + \frac{\varepsilon}{\rho}\right)^2 < \frac{1}{\zeta^2}$, then for any $\varepsilon > 0$, there exists $N^\varepsilon \leq O((n + \log \varepsilon)^{2\varepsilon^{-4/(k+1)})}$, and functions $f_l \in L^\infty(X), g_l \in L^\infty(Y), l = 1, 2, \ldots, N^\varepsilon$, such that

$$
\left\| \frac{E(x, y)}{|x - y|} e^{-in \arg(x - y)} - \sum_{l=1}^{N^\varepsilon} f_l(x)g_l(y) \right\|_{L^\infty(X \times Y)} \leq \varepsilon,
$$

where the constant in the upper bound for $N^\varepsilon$ depends on $X$ and $Y$.

**Proof.** Since $X$ and $Y$ are compact and disjoint, and $\sigma_t(x) \in C^{k+1}(\Omega), h(x, y) := \frac{E(x, y)}{|x - y|}$ is $C^{k+1}(X \times Y)$.

Without loss of generality, we assume that $X \subset \bigcup_{i=1}^{N_X} C_i$ and $Y \subset \bigcup_{j=1}^{N_Y} D_j$, where $C_i$ and $D_j$ are disjoint square cells of size $\ell$ and $N_X = O(\ell^{-d}), N_Y = O(\ell^{-d})$ with $d = 2$. Let the centers of $C_i$ and $D_j$ be $x_i$ and $y_j$ respectively. From Taylor expansion, locally for $x \in C_i$ and $y \in D_j$, we have that

$$
h(x, y) = \sum_{|\alpha| \leq k, |\beta| \leq k} \frac{D_\alpha^2 D_\beta^2 h(x_i, y_j)}{\alpha!\beta!} (x - x_i)^\alpha (y - y_j)^\beta + O(\ell^{k+1}).
$$

We choose the cell size $\ell = O(\varepsilon^{1/(k+1)})$ such that the remainder’s magnitude in (85) is strictly less than $\varepsilon$. Then the following $|N_X||N_Y| = O(\varepsilon^{-2d/(k+1)})$ function pairs

$$(\chi_{C_i}(x - x_i)\alpha, \chi_{D_j}(y - y_j)\beta) \in L^\infty(X) \times L^\infty(Y), \ 1 \leq i \leq |N_X|, 1 \leq j \leq |N_Y|, |\alpha| \leq k, |\beta| \leq k,
$$

$\chi_K$ being the characteristic function of set $K$, provide a piecewise polynomial separable approximation to $h(x, y)$ within an error of $\varepsilon$ in $L^\infty(X \times Y)$. Next, let us estimate the separability of $e^{-in \arg(x - y)}$. Since the function is only determined by the relative locations of $x$ and $y$, we assume that the origin is at $x_c$ to obtain

$$
\frac{|x|}{|y|} = \frac{|x - x_c|}{|y - y_c + y_c - x_c|} \leq \frac{\zeta}{\rho - \eta} < \frac{1}{2}.
$$

On the other hand,

$$
e^{-in \arg(x - y)} = \left(\frac{|x| \cos \theta_1 - |y| \cos \theta_2 - i(|x| \sin \theta_1 - |y| \sin \theta_2)}{|x - y|}\right)^n,
$$

where $\theta_1$ and $\theta_2$ are the polar angles for $x$ and $y$ respectively. The numerator in (88) is

$$
\left[|x| \cos \theta_1 - |y| \cos \theta_2 - i(|x| \sin \theta_1 - |y| \sin \theta_2)\right]^n = |y|^n e^{-in\theta_2} \sum_{k=0}^{n} \binom{n}{k} (-1)^k |x|^k |y|^{-k} e^{-ik(\theta_1 - \theta_2)}.
$$

The denominator of (88) can be expressed by the generating function of the Gegenbauer polynomials [40]

$$
\frac{1}{|x - y|^n} = \sum_{s=0}^{\infty} C_s^{n/2}(\cos(\theta_1 - \theta_2)) \frac{|x|^s}{|y|^{n+s}},
$$

1
which is convergent when $|x| < |y|$. Moreover, from the estimate [40],

$$|C_{n/2}^{n/2}(x)| \leq C_{n/2}^{n/2}(1) = \frac{\Pi_{i=0}^{s-1}(n + i)}{s!}, \quad (91)$$

we have that, when $s > 2n$,

$$\frac{\Pi_{i=0}^{s}(n + i)}{(s + 1)!} \cdot \frac{\Pi_{i=0}^{s-1}(n + i)}{s!} = \frac{s + n}{s + 1} < \frac{3}{2}. \quad (92)$$

Since $|x|^2 < \frac{1}{2}$, a truncation of $N = 2n + O(\log \varepsilon)$ terms is needed in (90) to achieve an error less than $\varepsilon$.

The function $C_{n/2}^{n/2}(x)$ is a polynomial of order $s$, therefore

$$C_{s}^{n/2}(\cos(\theta_1 - \theta_2)) = C_{s}^{n/2}\left(\frac{e^{i(\theta_1 - \theta_2)} + e^{-i(\theta_1 - \theta_2)}}{2}\right) = \sum_{t=0}^{s} c_{st}^{n/2} \sum_{l=0}^{t} \frac{1}{2l} l \Gamma(l) e^{i(t-2l)(\theta_1 - \theta_2)}, \quad (93)$$

where $c_{st}^{n/2}$ is the coefficient of $x^t$ of the Gegenbauer polynomial $C_{s}^{n/2}(x)$. Combine (89), (90) and (93),

$$|e^{-i n \arg(x-y)} - e^{-i n \theta_2} \sum_{k=0}^{N} \sum_{s=0}^{n} \sum_{t=0}^{s} \frac{n}{k} \left(\frac{l}{t}\right) (-1)^{l} \frac{1}{2l} c_{st}^{n/2} |x|^{k+s} |y|^{-k-s} e^{i(t-2l-k)(\theta_1 - \theta_2)}| \leq \varepsilon. \quad (94)$$

It can be easily seen that $0 \leq k + s \leq 2N$ and $-2N \leq t - 2l - k \leq 2N$. Therefore we can choose the following functions

$$p_{k,l}(x) = |x|^k e^{i\theta_1}, \quad 0 \leq k \leq 2N, -2N \leq l \leq 2N, \quad (95)$$

and some constants $\gamma_{k,l}$ such that

$$|e^{-i n \arg(x-y)} - \sum_{k=0}^{2N} \sum_{l=-2N}^{2N} \gamma_{k,l} p_{k,l}(x) q_{k,l}(y)| \leq \varepsilon. \quad (96)$$

It is now clear that the tensor product of $\{p_{kl}, q_{kl}\}$ with the functions in (86) is a choice for the functions $\{f_{kl}, g_{kl}\}$ in the theorem. \hfill \Box

**Remark 3.14.** When the coefficient $\sigma_i$ is analytic in $\Omega$, one can replace $e^{-2d/(k+1)}$ by $(\log \varepsilon)^{2d}$. In particular, when $n$ is small, the kernels $G_n$ with homogeneous and analytic total absorption coefficient $\sigma_{1}$ admit a separability with $O((\log \varepsilon)^6)$ terms. Such low-rank structure has been computationally observed in a previous work [43].

### 3.2.2 The three-dimensional case

We first show an asymptotic upper bound for the separability of $G_{n \cdot 0}(x, y)$ as $n \to \infty$.

**Theorem 3.15.** Let $X$ and $Y$ two compact domains embedded in $\mathbb{R}^3$. Suppose that $X$ and $Y$ have disjoint projections onto the $xy$-plane. For any $\varepsilon > 0$ and $\delta > 0$, there exist $N^\varepsilon \leq O(n^{1+\delta})$ and functions $f_l(x) \in L^\infty(X), g_l(y) \in L^\infty(Y), l = 1, 2, \ldots, N^\varepsilon$ such that

$$\left\| G_{n \cdot 0}(x, y) - \sum_{l=1}^{N^\varepsilon} f_l(x) g_l(y) \right\|_{L^\infty(X \times Y)} \leq \varepsilon, \quad (97)$$

for sufficiently large $n$, where the constant in the upper bound for $N^\varepsilon$ depends on $X$ and $Y$. 
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We then use the fact when the projections of \( X \) and \( Y \) are disjoint and their projections onto the \( xy \)-plane are disjoint as well, the polar angle \( \theta_0 \) of \( x - y \) is away from \( 0 \) and \( \pi \). Hence there exists a constant \( c' \) that \( \theta_0 \in [c', \pi - c'] \) for any \( x \in X \) and \( y \in Y \). From the asymptotic expansion (53),

\[
\nabla_y G_{n0}(x, y) = \frac{n}{2\pi} \left( P_n(\cos \theta) \nabla_y E(x, y) \frac{E(x, y)}{|x - y|^2} + \frac{E(x, y)}{|x - y|^2} \nabla_y P_n(\cos \theta) \right) \\
\leq O(1) + O(n) = O(n)
\]

(99)

and \( |\nabla^2_y G_{n0}(x, y)| \leq O(n^2) \), where the bounds are uniform in \( x, y \), and the constants depend on \( c' \) and the distance between \( x, y \). Then follow the proof of Theorem 3.2 in [19], given any non-grid point \( y \in Y \), \( G_{n0}(x, y) \) can be approximated by a linear interpolation of \( G_{n0}(x, y_m) \) at neighboring grid points. Suppose \( y_{m_1}, \ldots, y_{m_{d+1}} \) form the \( d \)-simplex containing \( y \), then the barycentric coordinates \( \lambda_j \geq 0 \) satisfies

\[
y = \sum_{j=1}^{d+1} \lambda_j y_{m_j}, \quad \sum_{j=1}^{d+1} \lambda_j = 1.
\]

Therefore

\[
\left| G_{n0}(x, y) - \sum_{j=1}^{d+1} \lambda_j G_{n0}(x, y_{m_j}) \right| \leq O \left( h^2 \sup_{y \in Y} \|\nabla^2_y G_{n0}(x, y)\| \right) = O(n^2h^2) = O(n^{-2s/3}).
\]

(101)

This completes the proof.

\[ \square \]

**Remark 3.16.** When the projections of \( X \) and \( Y \) onto \( xy \)-plane are overlapped, \( |\nabla_y G_{n0}(x, y)| \) will be bounded by \( O(n^{3/2}) \) instead. This means that the upper bound could be larger than \( O(n^{3+\delta}) \). In fact, we can construct a \( O(n^{4+\delta}) \)-term separable approximation for the general case, see Theorem 3.18.

To prove the main result of this subsection, we need the following lemma.

**Lemma 3.17.** The Legendre polynomial \( P_n(z) \) for \( |z| \leq 1 \) has the following bound,

\[
\sup_{|z|=1} |P_n(z)| = |P_n(\pm i)|
\]

(102)

and \( \sup_{|z|=1} |P_n(z)| \leq 3^n \).

**Proof.** First, we can write the Legendre polynomial in the explicit form:

\[
P_n(z) = \frac{1}{2^n} \sum_{k=0}^{n-1} (-1)^k \binom{n}{k} \binom{2n-2k}{n} z^{n-2k}.
\]

(103)

We then use the fact \( i^{n-2k}(-1)^k \equiv i^n \) to obtain the following bound:

\[
\sup_{|z|\leq1} |P_n(z)| \leq \frac{1}{2^n} \sum_{k=0}^{n-1} \binom{n}{k} \binom{2n-2k}{n} = |P_n(\pm i)|.
\]

(104)

The estimate is based on the Schlaffi’s integral representation [45],

\[
P_n(z) = \frac{1}{2\pi i} \oint_C \frac{(w^2 - 1)^n}{2^n(w - z)^{n+1}} dw
\]

(105)
with $C$ being any simple counter-clockwise loop around $z$. By taking the loop as a circle centered at $z$ with radius $\sqrt{|z^2 - 1|}$ [11], we have

$$P_n(z) = \frac{1}{\pi} \int_0^\pi (z + \sqrt{z^2 - 1} \cos t)^n dt,$$

(106)

when $z = \pm i$, $|z + \sqrt{z^2 - 1} \cos t| \leq |1 + \sqrt{2} \cos t| < 3$, therefore $|P_n(\pm i)| \leq 3^n$. \qed

Here is the main result on the upper bound in the three-dimensional case.

**Theorem 3.18.** Let $X, Y$ be two disjoint compact sets in $\Omega \subset \mathbb{R}^3$ and $x_c \in X$ and $y_c \in Y$ be their centers respectively. The distance between the two centers is $|x_c - y_c| = \rho = O(1)$ and $\sup_{x \in X} |x_c - x| = \zeta$, $\sup_{y \in Y} |y_c - y| = \eta$. Assume $n \geq 1$ and $\frac{(k+n)}{\rho} < \frac{1}{2}$, then for any $\varepsilon > 0$, there exists $N^\varepsilon \leq O((n + \log \varepsilon)^4 \varepsilon^{-6/(k+1)})$ and functions $f_l \in L^\infty(X), g_l \in L^\infty(Y), l = 1, 2, \ldots, N^\varepsilon$ such that

$$|E(x,y) - Y_{n0} \left( \frac{x - y}{|x - y|} \right) - \sum_{l=1}^{N^\varepsilon} f_l(x) g_l(y) | \leq \varepsilon,$$

(107)

where the constant in $N^\varepsilon$ depends on $X$ and $Y$.

**Proof.** From the first part of the proof in Theorem 3.13, we can conclude that the separability of $E(x,y)$ is at most $O(\varepsilon^{-2d/(k+1)})$ with $d = 3$. Now we only discuss the separability of the function $Y_{n0} \left( \frac{x - y}{|x - y|} \right)$. Again due to the fact that separability does not depend on the choice of the origin, we can select the origin at $x_c$ to have $\frac{|x|}{\rho} < \frac{1}{2}$. Using the spherical coordinate $x = (|x|, \theta_1, \phi_1)$ and $y = (|y|, \theta_2, \phi_2)$, where $\theta_i$ is the polar angle and $\phi_i$ the azimuth angle respectively, we have

$$Y_{n0} \left( \frac{x - y}{|x - y|} \right) = \sqrt{\frac{2n + 1}{4\pi}} \sum_{k=0}^{n} \frac{c_{nk}^{1/2}}{|x| \cos \theta_1 - |y| \cos \theta_2} \left| x - y \right|^{-k},$$

(108)

where $c_{nk}^{1/2}$ is the coefficient of $x^k$ of the Legendre polynomial $C_n^{1/2}(x)$. On the other hand, we can expand $|x - y|^{-k}$ with the generating function of the Gegenbauer polynomials to have

$$\frac{1}{|x - y|^k} = \sum_{s=0}^\infty C_s^{k/2}(\Delta) \frac{|x|^s}{|y|^s + \varepsilon}$$

with $\Delta = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2)$

(109)

with $C_s^{k/2}$ the same as in the 2D case. Following the same argument in Theorem 3.13, for each $|x - y|^{-k}$, the truncated series from (109) with

$$N_k = 2k + O\left( \log \left( \frac{\varepsilon}{\sqrt{n} 3^n |x - y|^k} \right) \right) \leq O(n) + O(\log n) + O(\log \varepsilon)$$

(109)

terms has an approximation error less than $\sqrt{\frac{4\pi}{2n + 1} \frac{\varepsilon}{3^n |x - y|^k}}$, where the constants depend on the distance between $X$ and $Y$. Therefore we can put the above truncated series into (108), leading to an approximation.
error at most

\[
\left| Y_{n0} \left( \frac{x - y}{|x - y|} \right) \right| = \sqrt{\frac{2n + 1}{4\pi}} \sum_{k=0}^{n} \sum_{j=0}^{k} \sum_{s=0}^{N_k} \left( \frac{k}{j} \right)^{1/2} \left( -1 \right)^j C_s^{k/2}(\Delta) |x|^{j+s} |y|^{-(j+s)} \cos^j \theta_1 \cos^{k-j} \theta_2
\]

\[
\leq \sqrt{\frac{2n + 1}{4\pi}} \sum_{k=0}^{n} \left| c_{nk}^{1/2} \left( |x| \cos \theta_1 - |y| \cos \theta_2 \right)^k \right| \leq \frac{\varepsilon}{3^n} \sum_{k=0}^{n} \left| c_{nk}^{1/2} \right| \leq \varepsilon.
\]

The last inequality follows from Lemma 3.17. We now continue to expand \( C_s^{k/2}(\Delta) \) into

\[
C_s^{k/2}(\Delta) = \sum_{t=0}^{k} c_{st}^{k/2} \left( \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2) \right)^t
\]

\[
= \sum_{t=0}^{k} c_{st}^{k/2} \sum_{l_1+l_2 \leq t} \left( \cos \theta_1 \cos \theta_2 \right)^{t-l_1} \sin \theta_1 \sin \theta_2 \cos(\phi_1 \cos \phi_2)^{l_2} \sin \phi_1 \sin \phi_2)^{l_1-l_2}.
\]

Therefore the truncated expansion can be written in the following form:

\[
\sqrt{\frac{2n + 1}{4\pi}} \sum_{k=0}^{n} \sum_{j=0}^{k} \sum_{s=0}^{N_k} \sum_{t=0}^{l_1+l_2 \leq t} c_{nk}^{1/2} c_{st}^{k/2} \left( -1 \right)^j p_{k,j,s,t,l_1,l_2}(|x|, \theta_1, \theta_1) q_{k,j,s,t,l_1,l_2}(|y|, \theta_2, \phi_2)
\]

where \( p_{k,j,s,t,l_1,l_2} \) and \( q_{k,j,s,t,l_1,l_2} \) are given as:

\[
p_{k,j,s,t,l_1,l_2} = |x|^{j+s} \cos^j \theta_1 \sin^{t-l_1} \theta_1 \cos^{l_2} \phi_1 \sin^{t-l_1-l_2} \phi_1,
\]

\[
q_{k,j,s,t,l_1,l_2} = |y|^{-(j+s)} \cos^{k-j+l_1} \theta_2 \sin^{t-l_1} \theta_2 \cos^{l_2} \phi_2 \sin^{t-l_1-l_2} \phi_2.
\]

The theorem is then proved with the observation that the set \( \{ p_{k,j,s,t,l_1,l_2} \} \) contains only \( O(N^4_n) \) different functions of the form

\[
|x|^m \cos^a \theta_1 \sin^b \theta_1 \cos^c \phi_1 \sin^d \phi_1
\]

subject to the constraints

\[
0 \leq m \leq 2N_n, \quad a + b \leq m, \quad c + d = b.
\]

Therefore, the approximate separability that is, separable approximation with certain accuracy tolerance, of the integral kernels of this coupled system of integral equations. More precisely, we developed asymptotic lower and upper bounds on the separability in both two- and three-dimensional physical space; see Theorem 3.3 and Theorem 3.13 respectively for lower and upper bounds in the two-dimensional case, and Theorem 3.10 and Theorem 3.18 respectively for lower and upper bounds in the three-dimensional case. A general observation is that, the separability indicator, that is the number of terms needed for the separable approximation, grows very fast (often at some power rate) with respect to the frequency in the angular space, but much slower with respect to the accuracy tolerance.
Integral formulations play important roles in developing fast algorithms for partial differential equations. Separability properties of the integral kernels decide whether or not (hierarchical) low-rank approximations exist for the integral operator. Low-rank approximations are often the foundation of fast computational algorithms for integral equations. In our case, the growth rates of the approximate separability of the integral kernels for the anisotropic radiative transfer equation provide some insight on the computational cost of the integral formulation of the RTE: when the scattering phase function \( p(\mathbf{v} \cdot \mathbf{v}') \) is very anisotropic, we need a large number of terms in the approximate scattering phase function \( p_M \) to have an accurate approximation. However, the corresponding integral kernels for large \( M \) are very “un-separable”. Therefore, the matrices corresponding to those kernels cannot be compressed much, and thus require high computational cost to be multiplied to a given vector. This results in a high overall computational cost for a problem with large \( M \). On the other hand, if the scattering phase function can be approximated accurately with only a small number of terms in \( p_M \), for instance in the case of isotropic scattering as discussed in [43], one can have quite efficient compression for the integral kernels involved. Fast computational algorithms can be developed in this case.
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