Abstract
Graph representation learning (GRL) on attribute-missing graphs, which is a common yet challenging problem, has recently attracted considerable attention. We observe that existing literature: 1) isolates the learning of attribute and structure embedding thus fails to take full advantages of the two types of information; 2) imposes too strict distribution assumption on the latent space variables, leading to less discriminative feature representations. In this paper, based on the idea of introducing intimate information interaction between the two information sources, we propose our Siamese Attribute-missing Graph Auto-encoder (SAGA). Specifically, three strategies have been conducted. First, we entangle the attribute embedding and structure embedding by introducing a siamese network structure to share the parameters learned by both processes, which allows the network training to benefit from more abundant and diverse information. Second, we introduce a K-nearest neighbor (KNN) and structural constraint enhanced learning mechanism to improve the quality of latent features of the missing attributes by filtering unreliable connections. Third, we manually mask the connections on multiple adjacent matrices and force the structural information embedding sub-network to recover the true adjacent matrix, thus enforcing the resulting network to be able to selectively exploit more high-order discriminative features for data completion. Extensive experiments on six benchmark datasets demonstrate the superiority of our SAGA against the state-of-the-art methods.

Introduction
Graph representation learning (GRL), which aims to learn a graph neural network that embeds nodes to a low-dimensional latent space by preserving node attributes and graph structures, has been intensively studied and widely applied into various applications (Hu, Chan, and He 2017; Zhang et al. 2018; Wang et al. 2019; Peng et al. 2020). One underlying assumption commonly adopted by these methods is that all attributes of nodes are complete. However, in practice, this assumption may not hold due to 1) the absence of particular attributes; 2) the absence of all the attributes of specific nodes. These circumstances are usually called attribute incomplete (Taguchi, Liu, and Murata 2021) and attribute missing (Chen et al. 2020b), respectively. The existence of the above circumstances makes existing GRL methods unable to effectively handle corresponding learning problems.

To solve the first type of problem, the early methods mainly concentrate on imputation techniques or deep generative approaches for data completion, such as matrix completion via matrix factorization (Monti, Bronstein, and Bruna 2017; van den Berg, Kipf, and Welling 2017; Zheng et al. 2018; Gao et al. 2019) and generative adversarial learning (Spinelli, Scardapane, and Uncini 2020). Finding that the imputation-based methods disconnect the processes of imputation and network learning, which decreases the diversity and discriminability of the learned representations, some advanced algorithms, e.g., GRAPE (You et al. 2020a) and GCNMF (Taguchi, Liu, and Murata 2021), merge the both processes of data imputation and representation learning into a united graph-based framework, where they adopt bipartite message passing strategy and Gaussian mixture model (GMM) to restore incomplete values, respectively. The above-mentioned methods could work well when handling attribute-incomplete problems. Nevertheless, they could hard to produce high-quality data completion when node attributes are entirely missing.

Compared to the first type of methods, the second category aims to tackle a newly proposed problem, which has not been sufficiently studied in the literature and remains an open yet challenging issue. To tackle this issue, SAT (Chen et al. 2020b) makes the first attempt by introducing a distribution consistency assumption between attribute and structure embedding sub-networks to guide the generation of more meaningful latent embedding. Though demonstrating high quality of attribute restoration in various downstream tasks, SAT suffers from the following non-negligible limitations: 1) adopts two decoupled sub-networks for information extraction, thus isolates the learning of attribute and structure embedding; 2) imposes too strict distribution assumption on the latent variables, which largely decreases the discriminative capability of the learned representation; 3) it lacks a structure-attribute information filtering and refining mechanism for data completion, resulting in less robust feature representations.

Motivated by the above observations, we propose a novel graph representation learning network for attribute-missing graphs, termed as Siamese Attribute-missing Graph Auto-encoder (SAGA), as illustrated in Fig. 1. The main idea of
our method is to establish a structure-attribute mutual enhanced learning strategy to 1) allow sufficient interaction between the attribute-missing matrix and the adjacent matrix for information filtering; 2) introduce a structure refinement strategy for high-quality data completion. To facilitate the above ideas, we entangle the attribute information embedding and structural information embedding by introducing a siamese framework to share the parameters learned by the two processes. Then, we design a dual correlation aggregating (DCA) module to filter unreliable connections by utilizing $K$-nearest neighbor (KNN) and structural constraint enhanced learning mechanism. With this mechanism, each node in the latent space could well collect and preserve the most informative information from global features. This boosts the quality of latent embedding of the restored attributes. Moreover, to enhance the quality of structural information embedding, we propose a hidden structure refining (HSR) module. In this module, we manually mask the connections on multiple adjacent matrices and force the structure information embedding sub-network to recover the true adjacent matrix. In this way, the network is allowed to pull closer the representations of neighbor nodes to refine their structure information, especially for that of attribute-missing nodes. This in turn enforces the resulting network to be able to selectively exploit more discriminative features from hidden high-order attributes for data completion. The main contributions of this paper are listed as follows:

- We propose a novel graph representation learning framework termed as Siamese Attribute-missing Graph Auto-encoder (SAGA) to handle attribute-missing graphs, which allows us to elegantly achieve powerful data completion without any prior assumption.

- By promoting the learning processes of attribute and structure information to sufficiently interact with each other via DCA and HSR modules, we can take full advantages of two-source information to filter unreliable connections as well as preserve more informative information in the latent space. In this way, the discriminative capacity of resultant latent embedding is improved.

- Extensive experimental results on six benchmark datasets demonstrate that our proposed method is highly competitive and consistently outperforms the state-of-the-art ones with a preferable margin.

Related Work

Siamese Networks. Siamese network is a kind of network that contains more than one identical weight-sharing sub-networks, which can naturally introduce inductive biases for invariance modeling (Bromley et al. 1993). It has wide applications including video super-resolution (Zhang, Liu, and Xiong 2019), medical object detection (Chen et al. 2020a), visual tracking (Fu et al. 2021), etc. Inspired by its success in various visual tasks, researchers have successfully introduced siamese networks into the field of graph learning (Krivosheev et al. 2021; Jin et al. 2021). However, it has not been extended to handle incomplete or missing graphs.

Graph Representation Learning. Early graph representation learning (GRL) methods learn node embeddings by utilizing probability models on the generated random walk paths on graphs (Perozzi, Al-Rfou, and Skiena 2014; Grover and Leskovec 2016). However, these methods overly emphasize the structural information while ignore the important attribute information. Thanks to the development of graph neural networks (GNNs), GNN-based GRL methods that jointly exploit graph structure information and node attribute information in spectral or spatial domain have been widely studied in recent years. These methods can be roughly categorized into auto-encoder-based methods (Kipf and Welling 2016; Tao et al. 2019; Pan et al. 2020; Bo et al. 2020; Tu et al. 2021) and contrastive learning-based methods (Velickovic et al. 2019; Hassani and Ahmadi 2020; Peng et al. 2020; You et al. 2020b; Zhu et al. 2021). One underlying assumption commonly adopted by current GRL methods is that all node attributes are complete. However, in practice, the absent data makes it difficult to utilize the existing methods for satisfactory performance.

Graph Deep Learning with Absent Data. To handle incomplete graph data, one popular way commonly adopted by existing algorithms is data imputation technique, such as matrix completion and generative adversarial learning. For matrix completion, sRGCNN (Monti, Bronstein, and Bravman 2017), GC-MC (van den Berg, Kipf, and Welling 2017), and NMTR (Gao et al. 2019) formulate the user-item rating matrix, users (or items), and the observed ratings as bipartite graph, nodes, and links, respectively. Then they apply a graph auto-encoder (GAE) to predict the absent linkages between node pairs. By introducing an additional adversarial loss, GINN (Spinelli, Scardapane, and Uncini 2020) trains a graph denoising auto-encoder to build intermediate representations of all nodes with the help of a pre-processing graph for data imputation. To further improve the quality of attribute restoration, recent efforts combine the processes of data imputation and representation learning into a unified framework. For instance, GRAPE (You et al. 2020a) formulates the feature imputation as an edge-level prediction task on the graph. After that, GCNMF (Taguchi, Liu, and Murata 2021) estimates the incomplete variables by enforcing them to follow the Gaussian mixture distribution using a Gaussian mixture model (GMM).

Although these methods can be competent to effectively handle attribute-incomplete problem, they fail to perform preferably on datasets with missing attributes, i.e., the entire attributes of specific nodes are missing. More recently, an advanced algorithm SAT is proposed to learn on attribute-missing graphs. It adopts two decoupled sub-networks to process node attributes and graph structures, and then utilize structure information to conduct data completion under the guidance of a shared-latent space assumption (Chen et al. 2020b). Despite its success, SAT not only isolates the learning processes of attribute and structure embeddings but also heavily relies on a prior distribution assumption for latent representation learning. Thus it fails to take full advantages of both types information, leading to less discriminative latent representations. In contrast, our method allows both learned features to sufficiently interact with each other via a structure-attribute mutual enhanced learning strategy. As a results, the learned latent embedding has the potential
Figure 1: Illustration of SAGA. Our siamese architecture consists of two branches where the attributes and the affinity matrices are closely entangled. Specially, in the upper branch, the DCA module improves the quality of missing attribute latent feature learning by introducing an unreliable similarity filtering mechanism. While in the bottom branch, the HSR module adopts a multi-order edge recover strategy to make the network able to exploit intrinsic data structures for information recovery.

The Proposed Method

Our SAGA mainly consists of two components, i.e., a dual correlation aggregating (DCA) module and a hidden structure refining (HSR) module. In the following sections, we will provide details on notations, two carefully-designed components, and the optimization target, respectively.

Notations

Given an undirected graph $\mathcal{G} = \{V, E\}$ with $C$ classes, where $V = \{v_1, v_2, \ldots, v_N\}$, $E$, and $N$ are the node set, edge set, and the number of nodes, respectively. In classic graph learning, a graph is usually characterized by its attribute matrix $X \in \mathbb{R}^{N \times D}$ and normalized adjacency matrix $A \in \mathbb{R}^{N \times N}$, where $D$ is the node attribute dimension (Kipf and Welling 2017). Specially, in attribute-missing graph learning, with the existence of missing attributes, we further define $\mathcal{V}^a = \{v_1^a, v_2^a, \ldots, v_N^a\}$ and $\mathcal{V}^m = \{v_1^m, v_2^m, \ldots, v_N^m\}$ to be the set of attribute-observed nodes and the set of attribute-missing nodes, respectively. Accordingly, $\mathcal{V} = \mathcal{V}^a \cup \mathcal{V}^m$, $\mathcal{V}^a \cap \mathcal{V}^m = \emptyset$ and $N = N_a + N_m$. In this circumstance, the missing attributes in $X$ is firstly filled with all zeros and the resulting matrix is denoted as $\tilde{X} \in \mathbb{R}^{N \times D}$. To introduce high-order adjacent information, we construct a series of adjacent matrices of different orders $\mathcal{A} = \{A^1, A^2, \ldots, A^H\}$, where $A^h \in \mathbb{R}^{N \times N}$, $H$ is the number of orders. Specially, $A^h = A^1 A^{(h-1)}$, where we denote $A^1$ as identity matrix $I \in \mathbb{R}^{N \times N}$, $1 \leq h \leq H$. During the training, we manually mask partial connections on multi-order adjacent matrices to boost the network learning, thus $\mathcal{A}$ is redefined as $\mathcal{A} = \{\hat{A}^1, \hat{A}^2, \ldots, \hat{A}^H\}$, where $\hat{A}^h = \sum_{i=1}^{H} (\alpha S^i A^{(i-1)})$, where $\alpha$ is the learnable weighting coefficient and we set $\alpha = 0.5$ for initialization. $S^i, S^{j^t} \in \mathbb{R}^{N \times N}$ are two refined global similarity matrices (i.e., indicator matrices) which are constructed in two different manners. As shown in Fig. 2(a), to construct $S^i$ and $S^{j^t}$, we first generate the affinity matrix according to the latent embedding matrix as follow:

$$Z_{ij} = \frac{z_{i} z_{j}^{T}}{\|z_{i}\| \|z_{j}\|}, \quad \forall \ i,j \in [1,N].$$

| Notations | Meaning |
|-----------|---------|
| $X \in \mathbb{R}^{N \times D}$ | Original attribute matrix |
| $A \in \mathbb{R}^{N \times N}$ | Original adjacency matrix |
| $\tilde{X} \in \mathbb{R}^{N \times D}$ | Zero-filled attribute matrix |
| $\hat{A} \in \mathbb{R}^{N \times N}$ | Normalized adjacency matrix |
| $\hat{A}^h \in \mathbb{R}^{N \times N}$ | Normalized $h$-order adjacency matrix |
| $Z \in \mathbb{R}^{N \times d}$ | Edge-masked $h$-order adjacency matrix |
| $R \in \mathbb{R}^{N \times d}$ | Latent embedding matrix |
| $\alpha \in \mathbb{R}^{N \times d}$ | Attribute-enhanced latent embedding matrix |
| $h \in \mathbb{R}^{N \times d}$ | Edge-path latent embedding matrix |
| $S \in \mathbb{R}^{N \times d}$ | Structure-enhanced latent embedding matrix |
| $\hat{X} \in \mathbb{R}^{N \times N}$ | Rebuilt adjacency matrix |
| $\hat{A}^h \in \mathbb{R}^{N \times N}$ | Rebuilt attribute matrix |

Table 1: Summary of notations

Structure-attribute Mutual Enhancement

In this part, we introduce the two proposed components, i.e., the dual correlation aggregating (DCA) module and the hidden structure refining (HSR) module in detail. Both modules are illustrated in Fig. 2. The information of the shared siamese network will be introduced during the introduction of the two parts.

Dual Correlation Aggregating. For given inputs $X$ and $\hat{A}$, a siamese graph encoder $E$ conducts the following layer-wise propagation in hidden layers as:

$$Z^{(l)} = \sigma(\hat{A} Z^{(l-1)} W^{(l)}),$$

where $W^{(l)}$ denotes the learnable parameters of the $l$-th encoder layer, $\sigma$ is a non-linear activation function, e.g., ReLU. We denote $Z^0$ as zero-filled attribute matrix $\tilde{X}$. As we can see, the GCN conducts neighborhood aggregation operation in each layer, it can be viewed as neighbor imputation. Thus, the missing attributes are gradually imputed during the calculation of the network and become complete in the latent embedding matrix $Z$. Although the neighborhood aggregation could provide primary imputation, the imputed value could be noisy and with little discriminative capability. To this end, we further refine it by performing accurate global information enhancement to introduce reliable global information with few layers. Specially, we introduce an extra operation after the encoder as follow:

$$Z_{a} = \alpha S^{N} Z_{i} + (1 - \alpha) S^{N^t} Z_{i},$$

where $\alpha$ is the learnable weighting coefficient and we set $\alpha = 0.5$ for initialization. $S^{N}, S^{N^t} \in \mathbb{R}^{N \times N}$ are two refined global similarity matrices (i.e., indicator matrices) which are constructed in two different manners. As shown in Fig. 2(a), to construct $S^{N}$ and $S^{N^t}$, we first generate the affinity matrix according to the latent embedding matrix as follow:

$$S_{ij} = \frac{z_{i} z_{j}^{T}}{\|z_{i}\| \|z_{j}\|}, \quad \forall \ i,j \in [1,N].$$

$\hat{A}^h \in \mathbb{R}^{N \times N}$. Table 1 summarizes the commonly used notations.
Here $z_i$ indicates the latent embedding of the $i$-th sample. To improve the reliability of $S$, two mechanisms are introduced.

To construct $S^N$, we adopt a $K$-nearest neighbors (KNN) strategy to filter the less confident similarity estimation in $S$. Specifically, only the largest similarity values of each of the samples are kept while other values are assigned as 0.

To construct $S^N$, we first collect all the neighbors in the 1- to $P$-order affinity matrix, then filter the non-neighbor elements in $S$ by setting them to $-1$. Finally, we further conduct a KNN strategy to get the final refined similarity matrix.

With the refined similarity matrices, we update the latent embedding with Eq. (2) for reliable global information aggregation, so as to improve the quality of missing attribute imputation and the discriminative capability of the latent features simultaneously.

**Hidden Structure Refining.** In addition to the information filtering mechanism that guarantees the quality of attribute restoration, the structure information of attribute-missing nodes has not been fully considered yet, which acts as a strong constraint to their linkage relations in the graph. Fig. 2(b) illustrates the design of HSR module, which consists of two schemes, i.e., the multi-order observed attributes fusion and the edge recovery.

Likewise, by transferring given inputs, i.e., $\hat{X}$ and $\hat{A} = \{\hat{A}^1, \hat{A}^2, \ldots, \hat{A}^H\}$, into a weight-sharing graph encoder $E$, we model the $h$-th path latent representations $Z^h(l)$ as:

$$ Z^h(l) = \sigma(\hat{A}^h Z^h(l-1) W(l)), $$

where we consider 1- to 3-order neighbors, i.e., $H=3$, $h \in [1, H]$. $Z^h(0)$ and $Z^h$ are denoted as $X$ and the $h$-th path latent embedding matrix where each node aggregates $h$-order observed attributes, respectively. Then we transform these embedding matrices though a nonlinear transformation (e.g., one-layer MPL) to estimate the importance of each path. For node $n$, where its embedding in $Z^h$ is $z_n^h \in \mathbb{R}^{1 \times d}$, an normalized attention weight $\alpha^h_n$ using softmax function is formulated as follows:

$$ \alpha^h_n = \frac{e^{\langle W^h(z_n^h)^T + b^h \rangle}}{\sum_{h=1}^{H} e^{\langle W^h(z_n^h)^T + b^h \rangle}}, $$

where $W^h \in \mathbb{R}^{d \times 1}$ denotes the learnable attention parameters and $b^h \in \mathbb{R}^{d \times 1}$ denotes the bias vector of $h$-th path. Larger $\alpha^h_n$ illustrates that the $h$-order observed neighbors could provide more informative information for node $n$. Next, we combine these latent embedding matrices with attention weights:

$$ Z_s = \sum_{h=1}^{H} (\text{Att}^h)^T \odot Z^h, $$

where $\odot$ means matrix product, $\text{Att}^h \in \mathbb{R}^{d \times N}$ is denoted as $[a^h_1, a^h_2, \ldots, a^h_N]$ and $a^h_n \in \mathbb{R}^{d \times 1}$ is an attention vector that repeats $a^h_n$ with $d$ times. After that, $Z_s$ is decoded into $\hat{A}$ through matmul product with an activation function:

$$ \hat{A} = \text{Sigmoid}(Z_s Z_s^T). $$

According to Eq. (7), we can model the linkage relation between node $i$ and node $j$ by minimizing:

$$ l_{ij} = -[A_{ij} \ln \hat{A}_{ij} + (1 - A_{ij}) \ln(1 - \hat{A}_{ij})], $$

where there exists a linkage between node $i$ and node $j$ in original graph if $A_{ij} = 1$, otherwise 0. To enable the network to focus more on attribute-missing nodes to exploit their intrinsic structures, we introduce a pre-defined hyperparameter $\gamma$ to balance the edge recovery processes of two types of linkage relations, i.e., the manually-masked part and the manually-preserved part, corresponding to the red and green lines in Fig. 2(b). Eq. (8) can be reformulated as:

$$ l_{ij} = \begin{cases} \gamma_{li}, & v_i, v_j \in V_m \\ l_{ij}, & \text{otherwise} \end{cases}. $$

### Algorithm 1 Training procedure of SAGA

**Input:** Zero-filled attribute matrix $\hat{X}$; Normalized adjacency matrix $A$; A series of edge-masked adjacent matrices of different orders $\hat{A}$; Iteration number $\tau$; Hyper-parameters $P, K, \gamma, \lambda$.

**Output:** Rebuilt attribute matrix $\hat{X}$.

1. Initialize the model parameters $\theta$ with an Xavier initialization;

2. for $i = 1$ to $\tau$ do

3. Utilize $E$ to encode $Z$ by Eq. (1);

4. Construct $S^N$ and $S^N$ using KNN by Eq. (3);

5. Calculate $Z_s$ by Eq. (4);

6. Utilize $E$ to encode ($Z', Z', \ldots, Z'^H$) by Eq. (4);

7. Calculate $Z_s$ by Eq. (5) and Eq. (6);

8. Rebuilt $\hat{A}$ based on $Z_s$ by Eq. (7);

9. Calculate $L_s$ by Eq. (8), Eq. (9), and Eq. (10);

10. Fuse $Z_s$ using $Z_s$ and $Z_s$ by Eq. (11);

11. Utilize $D$ to decode $Z_s$ and output $\hat{X}$ by Eq. (12);

12. Optimize the network with Adam by minimizing Eq. (13);

13. end for

14. return $\hat{X}$
This is very different from the structure preservation fashion of missing nodes as in SAT (Chen et al. 2020b) that we manually mask the edge between attribute-missing nodes on multiple graphs and enforce the network to focus more on these linkage relations. We summarize the merits of the fashion of our edge recovery: 1) more naturally evaluates the overall quality of restored attributes via structure refinement; 2) in turn enforces the resulting network to be able to selectively exploit more high-order discriminative information for data completion. Finally, the average structure reconstruction loss of all node pairs can be written as:

\[
\mathcal{L}_s = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{L}_{ij},
\]

(10)

Information Aggregation and Decoding. After obtaining the attribute-enhanced latent embedding matrix \(Z_a\) and the structure-enhanced latent embedding matrix \(Z_s\) from DCA module and HSR module, we combine both with a learnable weighting coefficient \(\beta\), where \(\beta\) is initialized as 0.5. Then we directly feed the fused latent embedding matrix \(Z_f\) with \(A\) into a graph decoder \(D\). This process is formulated as:

\[
Z_f = \beta Z_a + (1 - \beta)Z_s,
\]

(11)

\[
Z_f^{(l)} = \sigma(\hat{A}Z_f^{(l-1)}W^{(l)}),
\]

(12)

where \(W^{(l)}\) denotes the learnable parameters of the \(l\)-th decoder layer, \(Z_f^{(0)}\) and \(\hat{X} \in \mathbb{R}^{N \times D}\) are denoted as \(Z_f\) and the rebuilt attribute matrix, respectively.

Joint Loss and Optimization

The overall learning objective consists of two parts, i.e., the attribute reconstruction loss of SAGA, and the structure reconstruction loss which is correlated with HSR module:

\[
\mathcal{L}_{total} = \lambda \mathcal{L}_a + \mathcal{L}_s.
\]

(13)

In Eq. (13), \(\mathcal{L}_a\) denotes the mean square error (MSE) between the observed parts of \(\hat{X}\) and \(\hat{X} \). \(\lambda\) is a pre-defined hyper-parameter which balances the importance of both reconstruction processes. The detailed learning procedure of the proposed SAGA is shown in Algorithm 1.

Experiments

Experimental Setup

Benchmark Datasets. We evaluate the proposed SAGA on six benchmark datasets, including four datasets with categorical attributes, i.e., Cora (McCallum et al. 2000), Citeseer (Sen et al. 2008), Amazon-Computer and Amazon-Photo (Shchur et al. 2018), and two datasets with real-valued attributes, i.e., Pubmed (Sen et al. 2008) and Coauthor-CS (Namata et al. 2012). Table 2 summarizes the brief information of these datasets.

| Dataset       | Nodes | Edges | Dimension | Classes |
|---------------|-------|-------|-----------|---------|
| Cora          | 2708  | 10556 | 1433      | 7       |
| Citeseer      | 3327  | 9228  | 3703      | 6       |
| Amazon-C      | 13752 | 574418| 767       | 10      |
| Amazon-P      | 7650  | 287326| 745       | 8       |
| Pubmed        | 19717 | 88651 | 500       | 3       |
| Coauthor-CS   | 18333 | 327576| 6805      | 15      |

Table 2: Dataset summary

Parameters Setting. We follow the same data splits as in SAT (Chen et al. 2020b) on all benchmark datasets, including the split of attribute-observed/missing nodes and the split of train/test sets. For GINN (Spinelli, Scardapane, and Uncini 2020) and GCNMF (Taguchi, Liu, and Murata 2021), we set the hyper-parameters of both methods by following their original papers. For other compared methods, we report the results listed in the paper of SAT directly. For our SAGA, we adopt 4-layer GCNs as our backbone and train it with Adam optimizer, where the learning rate is set to 1e-3. We first conduct profiling task using Recall@K and NDCG@K as metrics to evaluate the quality of restored attributes by training SAGA for at least 500 iterations until convergence. Then we utilize a GCN-based classifier to perform node classification task over the rebuilt graph with five-fold validation in 10 times, and report the averages evaluated by accuracy (ACC). We adopt an early stop strategy when the loss value comes to a plateau to avoid over-fitting. According to the results of hyper-parameter analysis, we set the hyper-parameters \(P\), \(K\), and \(\gamma\) as 5, and fix \(\lambda\) to 10. More implementation details are presented in Appendix A.

Baselines and Comparison Results

In the following, we compare our SAGA with 11 related methods to illustrate its effectiveness. Among these baselines, NeighAggre (Özgür Simsek and Jensen 2008) is the representative one of classical profiling algorithms. VAE (Kingma and Welling 2014) is a well-known auto-encoder based generative method. GCN (Kipf and Welling 2017), GraphSage (Hamilton, Ying, and Leskovec 2017), and GAT (Veličković et al. 2018) are typical graph convolutional network (GCN)-based methods, where the node representations are embedded with structure information by GCN. GraphRNA (Huang et al. 2019) and ARWMF (Chen et al. 2019) are representatives of attributed random walk-based methods, which apply random walks on the node-attribute bipartite graphs and can potentially tackle the attribute-missing issue. Since attribute-missing restoration is similar to cold-start recommendation problem, thus one representative cold-start recommendation method called Hers (Hu et al. 2019) is involved as a baseline. Further, we report the performance of two attribute-incomplete methods, i.e., GINN (Spinelli, Scardapane, and Uncini 2020), GCNMF (Taguchi, Liu, and Murata 2021) and a state-of-the-art attribute-missing method, i.e., SAT (Chen et al. 2020b). Table 3 and Table 4 summarize the performance comparison on the tasks of profiling and node classification.

On profiling task, four observations can be obtained from
Table 3: Profiling performance. The red and blue values indicate the best and the runner-up results, respectively.

Table 4: Node classification performance. The red and blue values indicate the best and the runner-up results, respectively.
Figure 3: Ablation study on four datasets. The baseline is a naive graph auto-encoder. +HSR and +DCA indicate that the baseline adopts HSR module and DCA module, respectively. +PS denotes a pseudo-siamese counterpart of SAGA.

Figure 4: Network performance with variations of $P$ and $K$.

graph auto-encoder is developed as the baseline. +HSR and +DCA indicate that the baseline adopts HSR module and DCA module, respectively. +PS denotes a pseudo-siamese counterpart of SAGA. We experimentally compare all methods on four datasets and report the results in Fig. 3. We can see that 1) +HSR method and +DCA method consistently improve the baseline in terms of all metrics over all datasets. Taking the results on Amazon-C for example, +HSR method and +DCA method gain 2.12%/2.21% and 3.43%/3.49% accuracy increment in terms of Recall@50/NDCG@50. These results verify the effectiveness of sufficient interaction between attribute and structure information (i.e., information filtering and graph structure refinement) for data completion. We can obtain similar observations from the results on other metrics and datasets; 2) this ablation study also reveals the advantage of our siamese architecture, which can help to better exploit the two-source information for data imputation. As seen, the proposed SAGA demonstrates slightly better performance than the pseudo-siamese counterpart. According to these observations, the effectiveness of the proposed components in SAGA has been clearly verified.

Analysis of Hyper-parameters

Parameter Analysis of $P$ and $K$. In this part, the effect of two hyper-parameters has been investigated on Cora and Citeseer. In Fig. 4 the performance variation of SAGA when $P$ and $K$ vary from 1 to 9 is presented, where we can see that 1) for a fixed $P$, $K$ value between 3 and 5 achieves better performance; 2) for a certain $K$, SAGA obtains stable results when $P$ varies from 3 to 7; 3) SAGA tends to perform well by setting $P$ and $K$ to 5 across both datasets.

Parameter Analysis of $\gamma$. Furthermore, we conduct experiments to show the effect of hyper-parameter $\gamma$ in Eq.(9) on three datasets. Fig. 5 presents the results of node classification with different $\gamma$. We can observe that 1) $\gamma$ is effective in improving the performance; 2) the ACC metric increases to a higher value when $\gamma$ varies from 0 to 5; 3) with the increasing value of $\gamma$, the performance on Cora tends to drop but still keeps better than that of the baseline ($\gamma = 1$); 4) SAGA performs well by setting $\gamma$ to 5 across all datasets.

$t$-SNE Visualization Comparison

To intuitively verify the effectiveness of SAGA, we visualize the distribution of the learned graph embedding in two-dimensional space by employing $t$-SNE algorithm (Maaten and Hinton 2008). As illustrated in Fig. 6 the visual results show that our proposed SAGA presents a cleaner division between classes compared with SAT.

More experimental results are presented in Appendix B.

Conclusion

In this paper, we propose the SAGA method to handle attribute-missing graphs. In our network, two core components, i.e., DCA and HSR modules, take full advantages of structures and attributes, and allow both types of information to sufficiently interact with each other in a siamese framework. In this way, unreliable information is filtered while more informative information can be well collected and preserved, which effectively enhances the discriminative capacity of the learned latent embedding for data completion. Moreover, our siamese design is able to assist in boosting the learning capability of SAGA. Extensive experiments on six benchmark datasets have demonstrated the effectiveness and superiority of the proposed method. Future work may aim to extend SAGA to handle multi-view attribute-missing GRL, where various observed information from different views can be exploited to further improve the performance.
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