A proposed framework in an intelligent recommender system for the college student
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Abstract. This article aims to proposed framework an Intelligent Recommender System (IRS) for students in higher education institutions. This conceptual framework includes problems in predicting student performance, the possibility of graduating on time, and recommends choosing subjects according to performance, and career interests, which are useful for assisting pedagogical interventions in future student development. The success in the development and implementation of the proposed IRS framework is inseparable from using data mining and machine learning techniques in predicting and providing recommendations. Data analysis consisted of clustering techniques, association rules, and classification using Support Vector Machine (SVM), Naïve Bayes, and k-Nearest Neighbour (k-NN). These techniques are used to solve problems related to students and to provide appropriate recommendations. The result is an IRS conceptual framework for the college student that can be used as smart agents to provide student guidance and suggestions to support the process of education in higher education.

1. Introduction

Academic information systems are a place of storage for data collection, processing, analysis and reporting of educational information. Besides aiming to collect, store data and process information, it also helps in monitoring, policy formulation, decision making, management, and evaluation. Large amounts of data stored in academic databases. This database contains information that is useful if explored more deeply to foster future students so that the risk of failure of studies can be avoided [1]. On the other hand, improving the quality of education in higher education can be seen from one of the high rates of student success and low failure rates of students. In Indonesia based on 2017 statistics, the number of students who experienced study failure was 195,176 people [2]. That has become a challenge for higher education institutions to maintain their reputation and business continuity.

John MC Carthy first introduced the term Artificial Intelligence (AI) in the field of computer science in 1956 and developed after Alan Turing proposed ideas about machines that can simulate humans and the ability to do smart things [3]. AI technology in the form of intelligent recommender systems (IRS) has also developed along with massive data growth in electronic form and is not only used in the domains of business, health, entertainment, government, but also the field of Education [4,5]. In the area of education, the IRS has an essential role in guiding students in the future. The IRS is an intelligent software application process analytical data using machine learning technology with the use of historical data and real-time in making predictions and recommendations automatically [6]. Analytic of data
education aims to study the data that comes from the area of education so that they can better understand the student's character and bring up the hidden knowledge [7]. The analytic process is the process of discovering, analysing, and interpreting meaningful patterns from large amounts of data [8]. Analysis of data mining technique relying on data such as classification, Association, correlation, estimation, prediction, categorization, grouping, analysing trends, and visualization [9]. So that the projections and recommendations given are not only based on expectations but come from existing empirical facts. Besides, the advantages of using data mining are rules or knowledge recommendations that can be updated based on new circumstances that may arise and influence the results.

In Indonesia, the education standard for Higher Education levels widely uses semester credit units (SCU). SCU is a system for implementing educational programs that frees students to determine for themselves how much learning burden will be followed in each semester [10,11]. With a system of SCU, students can plan courses of the higher semester based on their performance last semester. But time limitations and capabilities of the academic supervisor are traditionally determining barriers and fostering students following their interest. Students are not aware of the subjects chosen to set her career path so that it will have an impact on academic performance the next year. The selection of the appropriate subjects in the study period played a critical factor in shaping the future of the students, improving product performance timely graduation and academic.

Academic performance can be illustrated from close to learning outcomes at each course taken. To maximize the process of counselling for studying will help plan and understand the subject better way and can improve academic performance. It is possible to know the ability of students in learning courses last semester and also similar dug pattern learning from a previous academic database. So to produce the accumulation of excellent academic performance can be started by analysing and predicting performance based on each item subjects, then recommend the courses for next semester that match similar interest and there is nothing academic achievement of related classes [12–14]. This can be done by developing intelligent recommendation system as a smart agent specifically for college students, who can provide academic performance prediction, the likelihood of graduating on time, and give recommendations to choose appropriate subjects that match the achievement on the next semester without having to involve the academic supervisor directly.

Based on the background described, the purpose of this article is to propose an IRS framework that can be used as an intelligent agent of students to support the process of education in higher education. As for the focus of the discussion of the article is on student problems concerning the assessment of academic performance, the possibility of graduating on time and recommendations for choosing appropriate subjects that match the achievement of ongoing students or undergoing education at the university.

2. Methodology
The method used in writing this paper is based on the literature review of previous research. First introduced Educational Data Mining in the recommendation system, secondly identifying existing research problems and gaps related to student problems in the education domain, thirdly identifying machine learning and data mining methods used by previous researchers. The final stage is compiling the results of the study based on problem groups and method approaches so that there are opportunities to propose new frameworks with different methods.

3. Result and discussion

3.1. Educational data mining in recommendation system
Data Mining is the process of finding the model and relationships between data and is used to classify and analyse large databases [15]. Educational Data Mining (EDM) is a scientific discipline that is concerned with developing, researching, and applying computational methods to study the data that comes from the world of education so that they can better understand the characters of college students [16,17]. EDM is an exciting new field and rapidly developing that combines many disciplines include
computer science, science education, and statistics. This is also confirmed by Cristobal Romero and Sebastian Ventura in his research i.e. Data Mining Journal in Education that this research domain is an exciting research topic that continues to be developed one of the recommendations is developed Generic frameworks and methods to build the tools, frameworks, methods, algorithms, approaches, etc., specifically research-oriented Educational data mining [18]. While the recommendation system is the software tools and techniques that give suggestions for items that most likely to be of interest to a specific user [19]. Thus, the methods used in data mining Education became an essential component in building an intelligent recommendation system.

3.2. Problem studied and prediction method used
In the area of education, Intelligent Recommendation System has an essential role in guiding students in the future, such as predicting student performance based on prior knowledge, a recommendation of courses, student career prediction, prediction of graduation on time, the chances of dropout, until the projections of scholarship recipients. Conclusions based on the study of article 2014 – 2018 year related to the problem of the student includes student performance [20–22], course selection [23], graduation [24], dropout [25,26], career [27], and scholarship [28,29], and see issues regarding work student performance performed continuously as in figure 1.

Other work on the system recommendations for improving the academic performance of the students recently based on background factors (family and education before University entrance) was done by Goga et al. [30]. One of the limitations of the study in the collection of data used is limited to first-year students, which then the results of the work that had been done is difficult to differentiate between the accuracy of the framework developed and the accuracy of other frameworks. So further research is needed with a more effective method of approach.

Figure 1. Related work in student problems.

Figure 2 illustrates the algorithm is the most widely used in solving academic performance based on the highest accuracy with cumulative attribute Grade Point Average (GPA) is Decision tree 91%, K-Nearest Neighbour 83%, Support Vector Machine 80% Neural Networks 75%, and Naïve Bayes 75% [31–33].

3.3. Proposed framework intelligent recommender system for college student
Intelligent Recommender System (IRS) the proposed applying statistical methods, artificial intelligence, and data mining techniques that are different from previous research. The IRS plan can be implemented and used as an intelligent agent to give students’ academic performance and provides recommendations for how to choose appropriate subjects that match the achievement of students who are currently in progress or educated at University, so minimize the failure study in the middle of the street that had a significant impact on students' graduation. Jose Aguilar et al., has proposed a general framework for an intelligent recommendation system that expands the concept of knowledge-based recommendation system [6], as shown in figure 3.
There are four main elements as the difference of the recommendation of the knowledge-based approach in the IRS namely: Knowledge Acquisition, Knowledge Modeling, Reasoning, and Recommendation. Knowledge acquisition is a mechanism based on machine learning algorithms; knowledge modeling is explicit knowledge, which represents all the knowledge that is needed for recommended. Meanwhile, Reasoning is verification of the mechanism of thinking to retrieve information from the knowledge stored, and Recommendation whereas a system based on the inquiries automatic inference capabilities the IRS.

Figure 3. General architecture for intelligent recommendation systems.

Figure 4 illustrates a proposed framework of intelligent recommender system (IRS) for the college student. This proposal aims to analyse student based on academic record, the results close to the item the previous subjects, and the score of each subject every semester and an overall GPA of academic databases. The results will then be used to predict academic performance and graduation. Recommendation system will then provide recommendations for the most appropriate subjects for students following academic achievement.

Figure 4. The proposed framework IRS for the college student.

The proposed framework uses data mining and machine learning techniques consisting of Clustering, Association Rule, and Classification techniques using support vector machine, Naïve Bayes, and k-Nearest Neighbour, the selection of the combination of methods was chosen based on the results of the literature review from previous studies. The stages include of Storing Data, Data Analysis, and Visualization with Predictive Modelling, with the following steps.

3.4. Data storing
This step is the preparation of the data collected from an academic database. The data is then reformatted at the stage of data transformation to prepare the processing with the next algorithm. In the process of
cleaning the data, the parameters used in the analysis of data is identified, and the missing data are discarded, then separated into the training data.

3.5. Analysing data
In the stages of data analysis, Clustering techniques with K-Means algorithm are used to classify data of the same objects based on historical academic performance [34]. From the perspective of machine learning, the cluster corresponding to the hidden pattern and cluster search categorized as learning without supervision. Furthermore, the Association Rule used to examine the relationship between the subgroup by identifying the features most frequently appearing students based on the number of instances that are predicted correctly [35]. The most common outputs will be analysed and compared to clustering output to ensure more correct predictions. Next is the generation model, where we compare the performance of three classifiers namely, Support Vector Machine, Naïve Bayes, and k-Nearest Neighbour. The best performing classifiers will then be used to predict and classify academic performance data, the possibility of graduating on time, and recommendations for subjects.

3.6. Visualization
At this stage is to describe future prediction and recommendation results of data analysis and interpretation of prediction models with output in the form of predictions of possible GPA obtained for year 1 to year 4, forecasts of the possibility of graduating on time, and recommending subjects according to performance in the next semester.

4. Conclusion
The proposal of an intelligent recommender system (IRS) framework for college students in this article is to provide and build an IRS system in the form of a smart agent that can be used as a guide for students in the future. The focus of the next work is on testing, developing, and implementing the proposed framework, including the process of identifying parameters to be used, testing models, and recommendations for solving problems faced by students who are undergoing education in college.
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