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Abstract—Combining Global Navigation Satellite System (GNSS) with visual and inertial sensors can give smooth pose estimation without drifting. The fusion system gradually degrades to Visual-Inertial Odometry (VIO) with the number of satellites decreasing, which guarantees robust global navigation in GNSS unfriendly environments. In this letter, we propose an open-sourced invariant filter-based platform, InGVIO, to tightly fuse monocular/stereo visual-inertial measurements, along with raw data from GNSS. InGVIO gives highly competitive results in terms of computational load compared to current graph-based algorithms, meanwhile possessing the same or even better level of accuracy. Thanks to our proposed marginalization strategies, the baseline for triangulation is large although only a few cloned poses are kept. Moreover, we define the infinitesimal symmetries of the system and exploit the various structures of its symmetry group, being different from the total symmetries of the VIO case, which elegantly gives results for the pattern of degenerate motions and the structure of unobservable subspaces. We prove that the properly-chosen invariant error is still compatible with all possible symmetry group structures of InGVIO and has intrinsic consistency properties. Besides, InGVIO has strictly linear error propagation without linearization error. InGVIO is tested on both open datasets and our proposed fixed-wing datasets with variable levels of difficulty and various numbers of satellites. The latter datasets, to the best of our knowledge, are the first datasets open-sourced to the community on a fixed-wing aircraft with raw GNSS.
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I. INTRODUCTION AND RELATED WORK

T
ons of efforts in improving the performance of various filter-based Visual-Inertial Odometry (VIO) frameworks [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12] in the past decade have made filter-based algorithms an efficient off-the-shelf choice for pose estimation. For a review of both optimization- and filter-based VIOs, the authors would recommend [13] instead of listing works here. The main constraint for filter-based VIO is its inconsistency. By tackling consistency maintenance from different perspectives, modern state-of-the-art filter-based VIOs even possess competitive estimation precision compared to optimization-based methods while still keeping very low computational cost. [2], [3], [9] use ‘first estimate’ values instead of their ‘latest best estimate’ values to calculate certain Jacobians to make the filter possess the same number of unobservable directions as the true system, and thus guarantee consistency. [4] utilizes the ideal unobservable directions of VIO to adjust the matrix blocks of the state transition and the observation Jacobians through optimization, which forces the filter to behave as if it has a similar structure of the unobservable subspace like the true case. This observability constraint methodology is later used in [14] and has been proved to improve accuracy. A few works [5], [7] employ robocentric frames to avoid the rank degeneration of the unobservable subspace. The above algorithms, though powerful, may consume either extra memory to store multiple copies of the same state or extra computation to transform states and adjust matrix blocks.

Differential geometry plays vital roles in discovering the symmetries of the manifold structure of the state and the evolution of the dynamical system. These symmetries have helped develop algorithms which carry nice properties such as guaranteed convergence and consistency. [15] proposes the invariant EKF (InEKF), modelling state evolution on a matrix Lie group and meanwhile employing the natural matrix logarithm as nonlinear errors. InEKF has very rare local convergence properties due to its strictly linear propagation of errors and state-estimate-independent observations. [15] also introduces $\text{SE}(3)$ manifold as the extended pose for SLAM (Simultaneous Localization and Mapping). Moreover, InEKF is proved to intrinsically preserve the unobservable structure of the system [8], [16] and has been adopted within various filter-based techniques in VIO, such as the Multi-State Constraint Kalman Filter techniques (MSCKF) [10], [17] and its hybrid form with landmarks [11]. Another approach of symmetry-preserving filters is the equivariant observer (EqF) [18], [19], being also intrinsically consistent. VIO implemented by EqF propagates the system on the Lie group acting on the state manifold, as opposed to viewing the state itself as an evolving Lie group. EqF-VIO also proposes new symmetries $\text{SO}(3)$ for landmarks to make the monocular observation equation equivariant [12], [20].

Despite efforts in VIO, four natural unobservable directions, i.e. yaw and translations, still cause the filter to drift slowly. Meanwhile, the yaw offset to the true north and the origin position of the local world frame in geographical coordinates are still unknown. By combining GNSS data, the system may become fully observable with enough number of satellites and can still output globally smooth trajectories in GNSS intermittent situation. Specifically, if the GNSS data are utilized per satellite, i.e. using raw measurements, the system can offer non-drifting estimations even if the number of satellites is below four, when GNSS alone is unable to conduct localization. Apart from triple sensor fusion using GNSS position and velocity [21],
we only focus on related works using raw GNSS data in visual-inertial navigation (GVIO). [23], [24], [25] are fantastic optimization-based algorithms to fuse data from triple sensors, and meanwhile [26], [27] are filter-based implementations. Though adding GNSS greatly improves the performance of the fusion system, our previous work [26] reveals GVIO may still encounter inconsistency in various degenerate motions through observability analysis, especially when the number of satellites is not enough for independent GNSS localization. To the best of our knowledge, the symmetry of the fusion system involving visual, inertial and raw GNSS data is not systematically studied before. We find that GVIO only possesses ‘infinitesimal’ symmetries as opposed to the ‘total’ symmetries [8] of the VIO system. Such motion patterns constitute the degenerate motions of GVIO. Moreover, we reveal that the infinitesimal symmetry group of GVIO has various structures under different conditions. We also prove herein that invariant filter can intrinsically hold guaranteed consistency properties in variable ‘infinitesimal’ symmetry cases, i.e. invariant error being compatible with all possible symmetry group structures. When applying MSCKF techniques in this letter, the cloned poses are not organized by a sliding window for visual updates, but are pairwise thrown in a properly-designed way to extend baseline and control complexity. Since MSCKF features are \( SE(3) \) instead of \( \mathbb{R}^3 \)-type states in invariant filter implementations, they can be arbitrarily anchored to one of the \( SO(3) \) structures in the state formulation, e.g. [10]. The anchor change is coupled with the marginalization strategy, and needs careful discussions. The above describes a new visual marginalization strategy in InGVIO and the related tuning comparisons show such techniques greatly accelerate processing time with slight sacrifice of accuracy. The loss of accuracy is acceptable since in InGVIO we have one more sensor, i.e. the GNSS.

In the experiment sections, not only do we compare our InGVIO to other fusion algorithms in public datasets, but also we produce real-world data by a fixed-wing aircraft. Firstly, the number of public visual-inertial datasets with raw GNSS is far less than the number of VIO datasets. Secondly, most datasets are collected by slow-flying quadrotors, land vehicles or handheld devices. The fixed-wing datasets are themselves a contribution.

The key contributions of this letter are listed as follows:

- We propose InGVIO, a symmetry-preserving invariant filter to fuse visual, inertial and raw GNSS data. InGVIO is fast due to a powerful albeit concise marginalization strategy. To the best of our knowledge, this is the first open-sourced invariant-filter-based platform for triple sensor fusion.
- We analyze and propose GVIO has ‘infinitesimal’ symmetry properties, being different from the VIO case. All possible structures of the GVIO symmetry group are derived. Moreover, we provide the degenerate motions of GVIO and prove InGVIO is intrinsically consistent.
- We compare InGVIO on public datasets to a well-known optimization-based algorithm termed GVINS [23] to show its advantages among accuracy and speed.
- We propose open-sourced fixed-wing datasets to validate InGVIO with various satellite numbers, which are supplements to existing datasets in the community.

| Dataset | Alg | Avg Pts | RMSE (m) | Time (ms) |
|---------|-----|---------|----------|-----------|
| sp_f1  | m/s-InGVIO | 140.37/122.88 | 1.08/0.98 | 2.65/3.74 |
| sp_f2  | m-GVINS | 140.26 | 1.10 | 15.13 |
| co_en | m/s-InGVIO | 129.85/108.77 | 3.83/3.45 | 2.53/3.54 |
| ur_dr  | m/s-InGVIO | 114.99/93.46 | 4.52/3.82 | 1.86/2.14 |
| ur_dr  | m-GVINS | 115.20 | 4.32 | 13.28 |
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Tests of pure invariant VIO are conducted on a PC with Intel i7-12700 @ 3.2 GB memory in simulation environments for around 400 meters. Statistics involve 'monocular/stereo' configurations. All other conditions are kept the same (max points per frame = 150, IMU and visual noises). ‘Num-Links’ implies the number of landmarks added into the state. ‘KF’ is the strategy proposed herein, and ‘SW’ indicates sliding window marginalizing only the oldest one. The bold gives the best trade-off.

II. SYMMETRIES OF GVIO AND DEGENERATE MOTIONS

In this section, we tackle the ‘infinitesimal’ symmetry group structures of GVIO through symmetry group actions and derive conditions for degenerate cases. Five frames\(^2\) are considered in GVIO estimations, and they are abbreviated in a usual way in our notation system\(^3\). Unbiased GVIO system is modelled herein since gyroscope bias \( b_p \) and accelerometer bias \( b_a \) are even observable in VIO [28].

A. Infinitesimal Symmetries of System on Lie Groups

The motivation is that raw GNSS measurement equations possess a nonlinear norm structure which does not allow direct applications of the ‘total invariance’ definition in VIO. Definition 1: Let \( \chi_t \) be a state on a Lie group \( G \) with dynamical evolution \( \dot{\chi}_t = f(\chi_t, u_t) \) and discrete observation \( y_{\chi_t} = h(\chi_t) \). The system is called infinitesimally invariant under the left action \( \triangleright \) of Lie group \( S \) on \( G \), if \( \forall s \in S \), we have \( \triangleright_s(\chi_t) = f(s \triangleright \chi_t, u_t) \) and \( \partial_s |_{s=\text{id}} h(s \triangleright \chi_t) = 0, \) where

\(^2\)They’re the Earth-Centered-Earth-Fixed frame (ECEF), the East-North-Up frame (ENU), the world frame (w), the IMU (estimation target) frame (i) and the camera frame (c). Fig. 2 of [23] clearly reveals their relations, and thus we omit these descriptions to save space.

\(^3\)Variable ‘\( \Delta \)’ implies its estimation value, and that with nothing above implies its true value. Variables with \( \dot{\chi} \) symbol at the left are the error states. \( R_{\text{frame}2} \) and \( R_{\text{frame}1} \) are \( SO(3), SE(3) \) transformations from ‘frame1’ to ‘frame2’. Specifically, \( \theta \) is chosen to represent the error state for \( SO(3) \).

\(^1\)The InGVIO code and links to download our fixed-wing datasets and flight videos can be found in https://github.com/ChangwuLiu/InGVIO
$\triangleright: S \times G \rightarrow G$ is a well-defined group action and $\triangleright_{ss} : TG \rightarrow TG$ is the induced linear push-forward map between the tangent bundles $TG$ of $G$ by a fixed $s \in S$.

**Remark 1:** $D : \frac{d}{d\lambda} |_{\lambda=0} h(\chi \triangleright \chi_{tk})$, which means taking the derivative along a curve induced by $A \in T_\pi S$, $T_\pi S$ is the Lie algebra of the infinitesimal symmetry group $S$, and the exponential is from $T_\pi S$ to $S$.

**Remark 2:** Infinitesimal invariance is a weakened version of total invariance defined in [8]. The only difference is that we only require the observations remain unchanged under the $G$-group action to just first order.

The group $S$ describes the infinitesimal symmetries of the system on Lie group $G$. To use error state observers of such system in a vector space, we need to define two maps $\triangleright : G \times \mathbb{R}^n \rightarrow G$ and $\triangleright : G \times G \rightarrow \mathbb{R}^n$ to regulate the behaviors of the error, i.e. $\chi = \tilde{\chi} \triangleright \delta \chi$ and $\delta \chi = \chi - \tilde{\chi}$.

**Proposition 1:** For a system on Lie group $G$ with initial value $\chi_0$ infinitesimally invariant under the left action of group $S$, column vectors $N = \frac{d}{d\tau} |_{\tau=\chi_{0}} (k \triangleright \chi_0) \in \mathbb{R}^n$ lie in the right nullspace of the observability matrix of its error state EKF evaluated by true values. Each column of $N$ is the so-called ideal unobservable direction.

**Proof:** Steps to prove Proposition 1 of [8] are also suitable for this infinitesimally invariant case. $\square$

### B. Conditional Infinitesimal Symmetries of GVIO

Let the GVIO state be $\chi = (T_i^w, w_v, T_c^w, u_pft)$ in our notation, where $T_c^w$ is the $m$-th historical camera pose kept in the filter and $u_pft$ is the $j$-th landmark position. $(T_i^w, w_v)$ is the pose and velocity of the IMU frame. Note that we do not involve GNSS related states such as clock biases and frequency shifts just in this section, meaning we must later modify the GNSS measurement model to cancel these terms. The process model for GVIO is shown in (1).

\[
T_i^w = T_i^w U, w_v = R_i^w \hat{a} + u g, T_c^w = 0, u_p = 0
\]

Unbiased angular rate and acceleration are marked as $\omega, \hat{a}$, and $U$ is from the Lie algebra of SE(3) with the form $U = \left[\begin{array}{cc} \omega \times & R_i^w \omega \times v_i \\ 0 & 0 \end{array}\right]$. \implies the skew-symmetric matrix of $\mathbb{R}^3$.

The visual measurement related to the $j$-th feature and the $(m-2)$ camera pose is shown in (2).

\[
r_{j}^{(m)} = \pi((T_c^w)^{-1} u_pft), \pi : (x_1, x_2, x_3) \mapsto \left[\frac{x_1}{x_3} \frac{x_2}{x_3}\right]
\]

Define a subgroup of $\text{SE}(3)$ by a semidirect product structure $S := \mathbb{S}_O(2) \ltimes \mathbb{R}^3$, where $\mathbb{S}_O(2)$ indicates rotation along the direction of $u g$. The $S$-action $\triangleright$ on $\chi$ is defined as $T_S \triangleright \chi \rightarrow (T_S T_i^w, R_S w_v, T_S T_c^w, T_S u_pft)$, where $R_S$ is the $S$-rotation part of $T_S \in S$. Both (1) and (2) are totally invariant under the left action of $S$. These are the well-known unobservable directions of VIO. To simplify analysis herein, we consider only one constellation with GNSS involved, though our implementation supports four. The pseudo range $\rho^k$ and Doppler shift $\rho^k$ (pseudo-range rate) corresponding to the $k$-th satellite are listed as (3).

\[
\rho^k = \left| T_{w}^{\text{ECEF}} p_i - p_{sat}^k \right| + c(t - \Delta t^k) + D^k
\]

Rationales of (3) can be found in [29]. The rotation $R_{w}^{\text{ECEF}}$ and isometry $T_{w}^{\text{ECEF}}$ are constants provided by the initializer. $p_{sat}^k, v_{sat}^k$ are the position and velocity of the $k$-th satellite in ECEF. $\nu_{k}$ is the unit vector pointing from the receiver to the $k$-th satellite. $\nu_{k}$ varies slowly and is viewed constant in symmetry analysis. $c$ is the light speed, $t$ is the clock bias of the local system to GNSS time and $f$ is the clock bias random walk, indicating the frequency shift of the local receiver. Both $t$ and $f$ are unknown GNSS states to be estimated. $\Delta t^k$ and $\Delta f^k$ are the broadcasted clock bias and shift of the onboard satellite clock. $D^k = \Delta \rho_{drift}^k + \Delta \rho_{dop}^k$ is the propagation delay consisting of ionospheric [30], tropospheric [31] and Sagnac Effect [32] contributions. $D^k$ is considered known by prior models with broadcasted parameters. For symmetry analysis, cancelling $(t, f)$ by conducting single difference for both pseudo-ranges and Doppler shifts between the $k$-th and $l$-th satellite at the same timestamp yields (4).

\[
\tilde{\rho}^k = \left| T_{w}^{\text{ECEF}} p_i - p_{sat}^k \right| - \left| T_{w}^{\text{ECEF}} p_i - p_{sat}^k \right| = -n_i^T R_{w}^{\text{ECEF}} w_v + n_i^T R_{w}^{\text{ECEF}} w_v
\]

Please note the differences of pseudo range $\rho^k$ and Doppler shift $\tilde{\rho}^k$ in (4) also absorb the remaining constants in (3). (4) is compatible with $\chi$ without any unknown GNSS states.

The norm and dot-product structure in (4) make it impossible to hold the total invariance of $S$-action. However, infinitesimal invariance may exist under certain circumstances.

**Proposition 2:** Consider the number of satellites being $N$. Stack rows $(n_i - n_{i-1} - 1)^{T} R_{w}^{\text{ECEF}}, i = 2, \ldots, N$ to define matrix $N$. If rank($\text{null}(N_g)) > 0$, GVIO has infinitesimal symmetries, i.e. infinitesimally invariant under the action of $H$. Moreover, if $w g \times u p_i \in \text{null}(N_g)$ and $w g \times u v_i \in \text{null}(N_g)$, then $H = \mathbb{S}_O(2) \times \text{null}(N_g)$. Otherwise, $H = \text{null}(N_g)$.

**Proof:** $H$ is a subgroup of $S$, and thus the $H$-action on $\chi$ inherits that of $S$. Besides, total $H$-invariance of (1) and (2) naturally holds, and thus is infinitesimally invariant. Denote $t_g \in \text{null}(N_g)$, and substitute $w p_i \rightarrow w p_i + t_g$ in (4). We have $\frac{d}{d\lambda} \chi = 0$ and $\frac{d}{d\lambda} \rho^k = 0$ (w). However, if we substitute $w p_i \rightarrow \exp(\lambda w g) w p_i$ and $w v_i \rightarrow \exp(\lambda w g) w v_i$ in (4), only with conditions $w g \times w p_i, w g \times w v_i \in \text{null}(N_g)$ can we establish (w). $\square$

**Remark 3:** When the number of satellites is lower than 4, degenerate motion happens. Certain translations determined by satellite geometric structure $N_g$ yield the unobservable translations of GVIO. The yaw of GVIO can be unobservable when the motion pattern follows conditions in Proposition 2.

**Remark 4:** Partial unobservability of GVIO indicates inconsistency happening, which will be discussed later. The elegant and concise analysis using infinitesimal group action gives equivalent results compared to our previous work [26] using total observability matrix. Following proposition 1 will give the exact same basis of its right nullspace.

### III. InGVIO Filter Framework

#### A. State on Matrix Lie Group and its Error Form

Let the state of InGVIO be $\chi = (R_i^w, w_p_i, w_v_i, b_g, b_u, R_c^w, i_p_c, R_w^w, u_p_{sat}, t_{sat}, f)$, and $\chi$ evolves on a product structure $\text{SE}(2) \times \mathbb{R}^3 \times \text{SE}(3) \times \mathbb{S}_O(2) \times \mathbb{R}^3$.
(\SE(3))^N \times \mathbb{R}^4 \times \mathbb{R}$. \((R_w^w, p_t, v_t) \in \SE(3)\) is the IMU extended pose and \((b_g, b_a) \in \mathbb{R}^3\) are the gyroscope and accelerometer biases. \((R_c^c, p_c)\) is the (left) camera extrinsics. \((R_{cm}^w, p_{cm})\) is one of the \(N\) historical poses of the camera frame. \(t_c\) is the clock bias of the local system to one of the four constellations, and \(f\) is the random-walk of the clock biases. With \(\Gamma\)-functions (see Appendix), the \(R_{26+6\,\nu}\) error corresponding to \(\chi\) is defined in (5). This is the right-invariant matrix logarithmic error of the above state manifold structure.

\((R_w^w, p_t, v_t) \bigoplus (\delta\theta_t^w, \delta w, p_t, v_t) = \)
\[
\begin{align*}
&\Gamma_0(\delta\theta_t^w)R_w^w, \\
&= \Gamma_0(\delta\theta_t^w)v_t + \Gamma_1(\delta\theta_t^w)\delta w p_t, \\
&= (b_g, b_a) \bigoplus (\delta b_g, \delta b_a) = (b_g + \delta b_g, b_a + \delta b_a), \\
&= \Gamma_0(\delta\theta_t^c)\delta c + \Gamma_1(\delta\theta_t^c)\delta c p_c, \\
&= (R_{cm}^w, p_{cm}) \bigoplus (\delta w, \delta v_t) = (\Gamma_0(\delta w)R_{cm}^w, \\
&= (\Gamma_0(\delta w)R_{cm}^w)p_{cm} + \Gamma_1(\delta w)\delta w p_{cm}, \\
&= (\tilde{t}_\alpha, \tilde{f}) \bigoplus (\delta t, \delta f) = (\tilde{t}_\alpha + \delta t, \tilde{f} + \delta f) \\
\end{align*}
\]

(5)

**B. Intrinsic Consistency Property of InGVIO**

Unlike FEJ [2, 3], invariant-filter-based algorithm does not rely on the ‘disturbance term’ of the estimated observability matrix compared to the ideal case, and thus such term is omitted here. Readers can refer to our previous [26] for the proof of conditional inconsistency in GVIO.

**Definition 2:** The error \(\square\) is said to be compatible with the infinitesimal symmetry group \(H\) of GVIO if \(\square(h \triangleright \chi) \bigoplus \chi\rangle\big|_{h = id_H}\) does not depend on \(\chi\). This compatibility criterion guarantees intrinsic consistency of the error-state observer even in the infinitesimally invariant case.

**Remark 5:** A key observation is that the proof of theorem 1 of [8] only relies on ‘Jacobians’ and thus covers not only totally but also infinitesimally invariant case.

**Proposition 3:** The error state defined by (5) is compatible with all possible structures of \(H\) listed in Proposition 2.

**Proof:** Direct computation of \(\frac{\partial}{\partial \chi}\big|_{h = id_H}(h \triangleright \chi) \bigoplus \chi)\) for \(H = \mathbb{SO}(3)\) using null\((\mathbb{N}_g)\) or null\((\mathbb{N}_g)\) yields results independent of \(\chi\), and thus InGVIO is consistent.

**C. Propagation and Augmentation**

The InGVIO state is propagated adaptively from \(t_k\) to \(t_{k+1}\) by the assumption that the IMU measurements hold unchanged between consecutive time-steps, as shown in (6).

\[
\begin{align*}
\hat{R}_{t_{k+1}}^{w} &= \hat{R}_{t_k}^{w}\Gamma_0(\omega_k\Delta t_k) \\
\hat{v}_{t_{k+1}} &= \hat{v}_{t_k} + w g \Delta t_k + \hat{R}_{t_k}^{w}\Gamma_1(\omega_k\Delta t_k)\hat{a}_k \Delta t_k \\
\hat{p}_{t_{k+1}} &= \hat{p}_{t_k} + \hat{v}_{t_k} \Delta t_k + \frac{1}{2} w g \Delta t_k^2 \\
&+ \hat{R}_{t_k}^{w}\Gamma_2(\omega_k\Delta t_k)\hat{a}_k \Delta t_k^2 \\
\hat{t}_{\alpha, k+1} &= \hat{t}_{\alpha, k} + \hat{f}_k \Delta t_k (\alpha = \text{GPS, BDS, GAL, GLO}) \\
\end{align*}
\]

(6)

**Algorithm 1:** Monocular/Stereo Visual Updates in InGVIO.

1: repeat
2: Every new image comes. (treated as key-frame)
3: Remove lost-tracked features and do MSCKF update.
4: Select two poses for marginalization as Fig. 1, and update using features involved in these two poses.
5: Change anchor for features anchored at those poses.
6: until Navigation stops.

The time interval is \(\Delta t_k := t_{k+1} - t_k\). For raw IMU measurements (\(\omega_k, a_k\)) at \(t_k\), \(\omega_k = b_g - b_a\) and \(a = a_k - b_a\) are unbiased IMU gyroscope and accelerometer inputs. All other states not appearing in (6) remain the same during propagation. The discrete-time state transition matrix from \(t_k\) to \(t_{k+1}\) for the error state defined in (5) has a block diagonal structure \(\Phi_k = \text{diag}(\Phi_{\text{IMU}}, I_6, I_6, \Phi_{\text{IMU}})\). \(\Phi_{\text{IMU}} \in \mathbb{R}^{15 \times 15}\) can also be analytically solved using \(\Gamma\)-functions and such expression is the same as the right-invariant case in [33]. \(\Phi_{\text{IMU}}\) is trivially acquired by the matrix exponential of a nilpotent matrix to first just order. \(\Phi_k\) is independent of the estimated states due to the state-independent and strictly linear propagation [15] of the error states in the invariant filter, preserving the Gaussian distribution of such error. With \(\Phi_k\), the covariance of the error state can be propagated with IMU measurement noises and the random walk noises of their biases. InGVIO does not take the hybrid form to simultaneously keep landmark states \(p_j\) due to an efficient trade-off in visual updates. The camera pose in monocular configuration or just the left camera pose in stereo case is statistically augmented [11] to the state after propagation, and these historical poses kept in the state are termed ‘cloned poses’ in MSCKF techniques. The augmentation steps of InGVIO resemble those in [9, 14] and thus are omitted here.

**D. Marginalization Strategy and Anchor Change**

The sliding window approach saves computational load and utilizes MSCKF updates in the recent work on invariant VIO [11] compared to earlier works [8, 16] which directly add landmark positions in the state. [11] is based on [9] and most publicly-available parameter tunings of the latter project maintain a sliding window with time-duration around 1 s. To improve accuracy, [9] also puts lots of SLAM features tracked longer than the sliding window in the state. However, the anchor change of SLAM features are much more complex than MSCKF features because the former involves computing and substituting rows and columns in the total covariance matrix. In contrast to [9, 11] marginalizing only the oldest clone, we propose a marginalization strategy in Fig. 1, where we recurrently choose two clones to marginalize in every alternate image. Every image is viewed as a key-frame to guarantee the frequency for visual updates is at least half of that of the image. To avoid triangulation failure in stationary motions, the features corresponding to the second-latest frame and one of the older frames are chosen to construct updates. The advantages for our strategy are: (a) extending the longest baseline to almost twice compared to a sliding window method [9, 11] with the same number of

\(A_{\text{in}}\) or \(O_{\text{in}}\) denotes an \(n \times n\) identity or zero matrix.
cloned poses kept; (b) compressing the dimension of sub-states corresponding to features contained in the two target poses compared to algorithms marginalizing more than two poses at once; (c) cancelling SLAM-type features to reduce the dimension of the state and saving computational expenses for anchor change; (d) automatically keeping relatively old poses without extra computation for selection compared to algorithms marginalizing more than two poses at once.

Again, $\delta_0$ denotes the initial values for each epoch. For any newly-tracked constellation system, the initial values for $(t_0, f)$ are acquired by Single Point Positioning (SPP) algorithm \[29\], and then those values are inserted into the state by delayed initialization. Some $t_0$ may be removed from the state if no satellite of this constellation is observed in this epoch.

The Jacobians of the nonlinear GNSS measurement (3) in the right-invariant error form are shown in (8).

$$
\delta \rho_j = n_j^T R_{ECEF}^w \xi^w \times \delta \theta^w - n_j^T R_{ECEF}^w \delta \theta^w + c \delta f
$$

$$
\delta \rho_j = n_j^T R_{ECEF}^w \xi^w \times \delta \theta^w - n_j^T R_{ECEF}^w \delta \theta^w + c \delta f
$$

(8)

Again, $\delta \rho_j$ and $\delta \rho_f$ are the error of pseudo range and Doppler shift to the $j$-th satellite. $n_j$ is the unit vector pointing from the IMU to the corresponding satellite. The measurement noises weighted by satellite elevation angles are similar to those in \[23\]. Though $\chi^2$-test to avoid polluted GNSS measurements due to multi-path effect is supported in our open-sourced code, it's disabled in the experiment section to avoid biasing the evaluation of consistency maintenance. In real-world applications, $\chi^2$-test should be enabled along with intrinsic consistency maintenance to achieve the best performance. Even though the number of satellites at a certain timestamp is above 4, the number of satellites constructing measurements may still be lower than 4 after removal of multi-path observations by the $\chi^2$-test, and thus the consistency maintenance is required under such circumstances.

IV. PUBLIC DATASET EXPERIMENTS

InGVIO is compared to GVINS \[23\], an open-source state-of-the-art optimization-based algorithm, on three publicly-available datasets\[5\] provided by \[23\]. The planar trajectories of InGVIO and GVINS tested in sports_field and urban_driving are shown in Fig. 2. With GNSS involved, yaw and translations no longer drift. The InGVIO and GVINS estimations are much smoother than pure SPP results and fit RTK ground truth quite well.

The other dataset, namely complex_environment, is much more challenging due to intermittent GNSS situations. It’s recorded by a handheld device traversing indoors and outdoors, and thus the receiver may lose track of all satellites and then recapture some of them later. When the receiver is near obstacles or stays indoors, the number of available satellites can be below four or even zero, when the GNSS alone cannot conduct

\[5\]https://github.com/HKUST-Aerial-Robotics/GVINS-Dataset
localization. Both GVINS and InGVIO can give consistent and smooth 3-dimensional trajectories in such intermittent GNSS environments as shown in Fig. 3.

We compare our filter-based InGVIO to optimization-based GVINS in terms of computational load and accuracy on a PC with Intel i7-12700 and 32 GB of memory. InGVIO takes the best trade-off parameter tuning in Table I, and all other conditions are kept the same, e.g. the maximal number of tracked features per frame. The accuracy of the estimation is measured by position RMSE. RTK offers the ground truth when there’s an enough number of satellites in open areas. The time evolutions of the translational errors are shown in Fig. 4. Note that the error value is set to zero if RTK itself is lost.

Statistics for accuracy and speed comparison among the above algorithms are shown in Table II. The actual average number of features per frame processed by the fusion back-end is shown in Table II to prove that the computation consumption comparison between InGVIO and GVINS is not biased by the feature tracking front-end, since the numbers of features in monocular configuration are very close between these two algorithms. Besides, it’s natural to see that the average number of features in stereo camera is less than monocular case under the same condition since failures during feature matching between the left-right camera reject some points. In monocular case, InGVIO has slightly worse accuracy (RMSE+5%) than GVINS but just consumes less than 1/5 of the average time per frame than GVINS. In stereo case, InGVIO performs better in both accuracy and speed. This shows the obvious superiority of the efficiency of our InGVIO compared to optimization-based algorithms. In VIO, the filter-based framework sacrifices substantial accuracy

for exchange of some reduction in computational load. However, with one more sensor (GNSS) and intrinsic consistency maintenance, the InGVIO filter is very competitive to current graph-based algorithms without this painful balance.

V. FIXED-WING REAL-WORLD EXPERIMENTS

Apart from comparisons on public datasets, we also propose testings of InGVIO on a fixed-wing aircraft. In contrast to various well-known datasets for VIO, there are only a few publicly-available datasets containing raw GNSS data along with visual inertial measurements. The triple sensor datasets recorded by a fixed-wing aircraft are useful supplements to the GVINS datasets [23] which are recorded by either handheld or ground-vehicle-attached devices. Our fixed-wing datasets are open-sourced to the community.

The 12 kg-level fixed-wing aircraft for data collection is illustrated in Fig. 5. We adopt ZED 2i\(^6\) as our synchronized visual-inertial sensor and Ublox-ZED-F9P\(^7\) as the GNSS module. RTCM messages are broadcasted from a ground station in our flight field, and then Real-Time Kinematic is enabled for ground truth by receiving such correction messages through the radio. The fixed-wing aircraft is trimmed with a head-up pitch in most flight phases, and therefore the camera is pointing downwards to maintain enough number of tracked features during climbing, cruising and descending.

The down-pointing camera greatly raises the difficulties for initialization of the VIO. Our fixed-wing aircraft remains stationary at the beginning of each dataset and then quickly starts takeoff run. The distance from the camera to the runway is very close and the runway pavement lacks stable features for the front-end. This will cause lots of trouble for the VIO until the aircraft gains enough height, not to mention the violent acceleration during initial roll and climb. Thanks to the good convergence properties of the invariant filter framework, our InGVIO goes smoothly in all fixed-wing datasets with or without GNSS. To the best of our tuning, the VIO part of GVINS cannot be successfully initialized no matter on the ground or in the air and thus the fusion of GNSS in GVINS cannot be further initiated. GVINS is not included in the comparisons in this section.

Three datasets are proposed herein with different difficulty levels. Difficulty is evaluated from the aspect of trajectory shapes, flight duration and maneuvers. The estimated flight paths of the fixed-wing datasets are illustrated in Fig. 6. Unlike the traditional ‘Airfield Traffic Pattern’ in the easy-level dataset,

\(^6\)https://www.stereolabs.com/zed-2i/
\(^7\)https://www.u-blox.com/en/product/zed-f9p-module
Fig. 6. Comparisons among invariant VIO (InVIO, Num-Sat = NONE), InGVIO and RTK ground truth in the easy- (left), medium- (middle) and hard- (right) level fixed-wing datasets. Similarly, ‘m/s’ indicates the monocular/stereo configuration. The path lengths are 2485.3, 2911.2, 5679.3 meters, respectively.

TABLE III
FIXED-WING EXPERIMENTS ON OUR PROPOSED DATASETS @ INTEL I7-12700 WITH 32 GB MEMORY

| Dataset          | Num-Cam | Num-Sat | Max-KFs | Max-Pts | Avg-Pts | RMSE-Att (deg) | RMSE-Pos (m) | Avg-Time-Frame (ms) |
|------------------|---------|---------|---------|---------|---------|----------------|--------------|--------------------|
| fw_gvi_easy      | M/S     | FULL    | 30      | 150     | 116.6/104.35 | 1.03/0.97     | 3.18/3.16   | 2.73/3.91         |
| fw_gvi_easy      | M/S     | 3       | 30      | 150     | 117.89/103.51 | 1.14/1.08     | 4.26/4.19   | 2.64/3.26         |
| fw_gvi_easy      | M/S     | 2       | 30      | 150     | 116.64/103.87 | 4.36/4.29     | 25.78/22.64 | 2.64/3.25         |
| fw_gvi_medium    | M/S     | NONE    | 30      | 150     | 117.21/103.68 | 7.88/7.65     | 34.24/30.11 | 2.63/3.24         |
| fw_gvi_medium    | M/S     | FULL    | 30      | 150     | 122.83/103.64 | 1.04/0.99     | 3.27/2.94   | 2.89/3.57         |
| fw_gvi_medium    | M/S     | 3       | 30      | 150     | 121.94/103.47 | 1.30/1.19     | 6.63/6.23   | 2.78/3.42         |
| fw_gvi_medium    | M/S     | 2       | 30      | 150     | 122.46/103.38 | 8.01/7.83     | 64.77/40.19 | 2.79/3.42         |
| fw_gvi_medium    | M/S     | NONE    | 30      | 150     | 122.88/103.41 | 25.92/22.78   | 82.13/54.55 | 2.77/3.40         |
| fw_gvi_hard      | M/S     | FULL    | 30      | 150     | 124.57/104.54 | 1.07/0.99     | 3.43/3.24   | 2.84/3.22         |
| fw_gvi_hard      | M/S     | 3       | 30      | 150     | 124.03/103.95 | 1.33/1.27     | 6.95/6.10   | 2.46/3.66         |
| fw_gvi_hard      | M/S     | 2       | 30      | 150     | 123.63/104.13 | 10.25/8.94    | 67.61/45.99 | 2.43/3.66         |
| fw_gvi_hard      | M/S     | NONE    | 30      | 150     | 124.30/103.32 | 26.49/22.32   | 78.62/51.77 | 2.42/3.63         |

*M’ is short for monocular camera and ‘S’ is stereo camera. ‘KFs’ indicates the maximum number of cloned poses kept in the filter. ‘Max-Pts’ is the preset maximal number of features tracked in each frame. ‘Avg-Pts’ is the actual average features in each frame. Attitude and position RMSEs are calculated via the ground truth generated by an iEKF combining IMU and RTK. The average processing time only involves the fusion back-end.

fw_gvi_medium contains continuous spirals and one more loop. The most challenging flight-test is fw_gvi_hard, where a great many steep turns are conducted and the height of the aircraft varies from 20 to 80 meters. We tried our best to operate our fixed-wing aircraft to reach its vertical speed limits and the airspeed reaches a maximum value of 25 m/s. The fixed-wing experiments reveal the fact that InGVIO overcomes the drifting of unobservable directions and is capable of navigating in global frames.

Unlike slow motions in the GVINS datasets, using the state-of-the-art left-invariant EKF to fuse RTK measurements and IMU on the fast-flying fixed-wing can give reliable 6-DoF ground truth. Speed and accuracy of these flight-tests are analyzed in Table III. Besides, low satellite number experiments are conducted to show the benefits of intrinsic consistency preserving in InGVIO. Since the vehicle is operated in open areas, no potential multi-path effect happens and thus χ²-tests are disabled to avoid affecting the validation of the algorithm. The results show that accuracy slightly degrades in 3-satellite case and drifting is obviously smaller than pure VIO in 2-satellite case.

The meter-level difference of the estimated path of GVINS [23] or InGVIO to the RTK is attributed to: (a) the inaccuracy of the atmospheric propagation models of the pseudo range; (b) not utilizing carrier phase measurements. GVINS and InGVIO will gradually converge to SPP results when the number of satellites is enough. By respecting the geometry, even if in open areas when the system is fully observable, InGVIO is preferred over conventional methods due to its IMU propagation with no linearization error [15].

VI. CONCLUSION

In this letter, an invariant filter approach InGVIO to fuse visual, inertial and raw GNSS is proposed and open-sourced to the community. We demonstrate that the nonlinear log-error of the state in matrix Lie group form automatically captures all presented infinitesimal symmetry structures of the GVIO system even in degenerate motions, and therefore InGVIO is intrinsically consistent. Moreover, a powerful albeit concise marginalization strategy is proposed to extend the baseline in feature triangulation and meanwhile control the computational consumption of visual updates and anchor change. It’s a trade-off between speed and accuracy making MSCKF features dominate the visual updates in contrast to [9], [11] and thus InGVIO is superiorly fast. InGVIO is tested and compared to the optimization-based GVINS [23] on open datasets to show it reduces computational consumption while possessing the same or even better accuracy level over the former. Besides, we propose open-sourced datasets containing visual, inertial and raw GNSS data with ground truth on our fixed-wing platform, which are strong supplements to the current GVINS datasets. InGVIO gives smooth and small-drifting pose estimations in the above fixed-wing datasets among all difficulty levels with various satellite numbers.
Appendix

Auxiliary $\Gamma$-functions $\mathbb{R}^3 \rightarrow \mathbb{R}^{3 \times 3}$ are defined by power series $\Gamma_m(\theta) = \sum_{i=0}^{\infty} \frac{(\theta \cdot \theta)^i}{i! m^{i+1}}$. $\Gamma_m$ has explicit analytical expression [33]. Specifically, we have $\exp(\theta^3) = \Gamma_0(\theta)$ and $J_1(\theta) = \Gamma_1(\theta)$, where $J_1$ is the left Jacobian of $SO(3)$.
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