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Abstract
The increasing demands on the usage of data centers especially in provisioning cloud applications (i.e. data-intensive applications) have drastically increased the energy consumption and becoming a critical issue. Failing to handle the increasing in energy consumption leads to the negative impact on the environment, and also negatively affecting the cloud providers’ profits due to increasing costs. Various surveys have been carried out to address and classify energy-aware approaches and solutions. As an active research area with increasing number of proposals, more surveys are needed to support researchers in the research area. Thus, in this paper, we intend to provide the current state of existing related surveys that serve as a guideline for the researchers as well as the potential reviewers to embark into a new concern and dimension to compliment existing related surveys. Our review highlights four main topics and concludes to some recommendations for the future survey.
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1. Introduction
The emergence and development of complex data-intensive applications influence the need to increase and improve the service provisioning of cloud infrastructure. A few studies have shown that the clouds especially its data center consumed lots of energy. Many internet companies (e.g. Amazon, Google) are operating such huge data centers around the world [1]. This huge demand on the data center causes high energy consumption from different cloud elements that include software, hardware (i.e. IT equipment and non-IT equipment), and network. The effect of high energy consumption can be interpreted as high operational cost, which reduces the profit margin of cloud providers, and leads to high carbon emissions which are not environmentally friendly [1]. As a consequence, the environment is in danger due to the high amount of carbon emissions. Thus, there is a need to overcome this issue with energy-efficient solutions which can minimize the impact of cloud computing on the environment.

Cloud computing needs energy efficiency solutions in managing resources (i.e. Virtual machines (VMs), physical servers). From the literature, various approaches and techniques have been proposed to realize energy efficiency of cloud computing. From the opposite perspective, the cloud computing itself can be viewed as the most desirable technology to deal with the energy crisis [2]. This fact is supported by several studies, among others [3] that predict the energy consumption may decrease by 87% if organizations move to the cloud.

Many surveys have been done in relation to energy-aware cloud computing. Thus, there is a need to understand the current state of these surveys to assist the future survey direction. This is significance to minimize from repeating similar surveys and to enrich the information gathering and analysis of energy-aware cloud computing. Therefore, this paper aims to contribute to the classification of existing surveys and several recommendations for the direction of future survey.

The rest of this paper is organized as follows. We introduce the key concepts related to this paper in section 2. We discuss and summarize existing energy-aware cloud surveys with a working taxonomy in section 3. We provide several suggestions for future survey in section 4. We conclude the paper in section 5.
2. Background

In this section, we introduce two main concepts related to this paper, namely, cloud computing and energy-aware cloud management.

2.1. Cloud Computing

Cloud computing can be defined as a paradigm for the dynamic provisioning of computing services provided by data centers that commonly utilize Virtual Machine (VM) technologies [4]. The definition given by U.S. National Institute of Standards and Technology (NIST) states that the cloud computing is a model that enables ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources, e.g., networks, servers, storage, applications, and services [5].

The computing services provided by cloud computing to the cloud consumers include Infrastructure as a service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) [6]. The IaaS layer is responsible for managing the physical machines, creating a pool of virtual computation or storage resource. The PaaS layer consists of operation systems and application frameworks. Meanwhile, the SaaS layer contains the actual cloud application. Furthermore, the IaaS can be divided into three sub-layers. Firstly, the physical resource layer that consists of a traditional data center which contains IT equipment (e.g. servers, network devices, disks) and non-IT equipment (e.g. cooling, lightening, air conditioner). Secondly, the virtual resource layer that consists of multiple virtualized computation or storage resources provided through virtualization technology. Thirdly, the management tool layer that provides the capability to manage virtual resources, accounting, and monitoring. In addition, some researchers have further classified the cloud services into Hardware-as-a-Service (HaaS) and Data-as-a-Service (DaaS) [7].

There are a set of key characteristics of clouds that includes virtualization, elasticity, service-orientation, dynamic and distributed, shared, market-oriented and autonomic [1]. Virtualization is a concept of provisioning resources to enable cloud to deploy and execute many applications on possibly different operating systems and running on the same physical machines. The resource refers to the server, storage and network [8]. The elasticity provides the support of scaling capability, which is to scale up or down the cloud resources depending on the workload demands. Implementing Service-oriented based on Service-oriented Architecture (SOA) enables various services can be offered from different layers. Dynamic and distributed emphasizes the ability of clouds to delivery services in high performance. The shared characteristics highlight the shared infrastructure of clouds based on the multi-tenant model. The market-oriented represents the common practice of utilizing cloud services (also called metered services) as a pay-per-use basis. The autonomic represents the need for highly reliable cloud services which can manage itself and recover from failures.

2.2. Energy-aware Cloud Management

Efficient energy management is one of the most challenging research areas in resolving the issue of increasing power consumption. Various studies have focused on the data centers since it requires large amounts electrical energy that contributes to high operational costs and carbon footprints to the environment [4]. Any efforts and solutions which can significantly reduce energy consumption for the data centers and would also make a significant contribution to greater environmental sustainability [6]. However, striving to minimize the energy consumption is insufficient as it can potentially affect other objectives, such as QoS and scalability. Thus, another major challenge is to tackle the tradeoffs between multi-objectives. Despite these challenges, it has been known that the virtualization technology provides great opportunities to improve energy efficiency for the cloud data center as well as satisfying other objectives. Many strategies have been proposed in relation to effectively and efficiently handle virtualization [6]. Among the strategies are energy-aware dynamic resource allocation, thermal-aware energy efficient load balancing, and energy-aware task consolidation [9] as well as VM consolidation [10].

3. Review of Existing Surveys

In this section, we review the existing energy-aware cloud surveys according to four topics. Through this review, we propose a classification of existing surveys as illustrated in
Figure 1. For each topic, we provide the highlighted dimensions from the reviewed papers. The topics are discussed as follows.

Energy-aware Cloud Surveys

General Surveys
- Historical
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    - Infrastructure
    - Networking
- Energy-efficient Techniques
  - Allocation
  - Placement
  - Scheduling
  - Migration
  - Consolidation
- Deployment
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Energy-driven Modelling Surveys
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3.1. General Energy-aware Cloud Surveys

We have selected a set of surveys under this topic, namely, [1] [6] [11–16]. We now elaborate each of them as follows. Surveying the historical perspective can assist to understand the motivation and evolution of energy-aware solutions. For this reason, the interested reader can refer to Kaur and Chana [14]. The historical evolution is discussed from data centers perspective. It has shown that ICT industry becomes the major culprit of energy consumption throughout the world. ICT industry also contributes to increasing Greenhouse Gases which is posing a danger to environmental sustainability. The maximal power consumption of ICT is also caused by a large number of servers hosted in data centers where some of them remain idle most of the time and consume energy.

The next aspect is the power management which becomes the key aspect for an energy-aware solution. Two of the selected papers have surveyed into this aspect. Firstly, Beloglazov et al. [11] that presented a set of taxonomies for power management of cloud computing. The higher level of computing systems taxonomy focuses on the Static Power and Dynamic Power Management. The taxonomy for the hardware level is divided into Dynamic Component Deactivation and Dynamic Performance Scaling. The taxonomy of the operating system level is classified according to several dimensions (i.e. application adaptation, target systems and power saving techniques) as well as the data center level (i.e. virtualization, system resources and workload).

Secondly, Raj and Shriram [15] that emphasized on the joint IT and non-IT components. A classification of power management approaches has been presented from several aspects, among others, the application, cluster architecture, and server hardware and other infrastructure level.

Other surveys namely [1], [6], [12,13], [16] have presented different interpretation of cloud elements. The survey by Kumar and Buyya [1] emphasized the key characteristics exhibited by clouds, the components of clouds, the deployment models through public, private and hybrid clouds, and energy usage model. Furthermore, they explained the key features of clouds to enable Green computing, namely, dynamic provisioning, multi-tenancy, server utilization, and data center efficiency. Then, the state-of-the-art approaches towards energy
efficiency are discussed followed with a proposal of green cloud architecture. The key ingredient of the architecture is the application of green aware for each layer of cloud, SaaS, PaaS and IaaS.

Another survey by Jing et al. [6] focused on the cloud elements categorized as IT (e.g. processor, server, storage, network) and non-IT equipment (cooling, lightning, air conditioning). These elements were then used to classify the existing techniques. Among the techniques discussed for the IT-equipment are the task scheduling [17], the voltage scaling, and the VM migration/allocation/provisioning. Meanwhile, the techniques related to the non-IT equipment involves efficient thermal management which can be divided into two levels, facility and system level. The facility level concerns with optimizing the flow of hot and cold air in the data center. The system level addresses the optimization of placing the workload across the servers to minimize the cooling requirement.

Mastelic et al. [12] viewed the cloud elements from the infrastructure domains with two categories, hardware and software. The hardware part refers to IT-related equipment i.e. network and servers. The energy consumption within the network context refers to the connections inside of a data center, the fixed network between data centers, and the end user network. The server domain includes computing and storage servers, as well as other components such as processors, memory, etc. Meanwhile, the software part consists of Cloud Management Systems (CMS) and appliances.

Meanwhile, Moghaddam et al. [13] addressed the networking elements which have a huge influence to the cloud environment, specifically, the network devices which consume around 90% even at the low load or in an idle state [18]. A metamodel has been proposed to classify the existing works that include strategy, scale, solution, technology, and energy efficiency evaluation. The strategy refers to the existing proposed plan for total energy consumption reduction. The scale refers to the size of the data center, namely the intra-data center, inter-data center, and mixed-scale data center. The solution focuses on the device, routing/switching protocols, network architecture, and decision framework. The technology summarizes the technologies to realize the solutions. Meanwhile, the energy efficiency evaluation focuses on the proposed evaluation methods which can be either through simulations, empirical experiments, and numerical analysis.

Finally, Zakarya and Gillam [16] paid a special attention to the ICT equipment in large scale computing systems (i.e. High Performance Computing (HPC), Cluster, Grid, Cloud, and Datacenter). The studies also include the modeling aspect of energy consumption for non-virtualized and virtualized platforms, and workload scheduling. They presented a taxonomy of energy efficient computing from hardware, resource and application perspective. They then discussed the existing energy efficient techniques based on host, network, thermal-aware, virtualized and geographic level.

3.2. Energy Efficient Resource Allocation and Placement Surveys

In this section, we have chosen [19] and [20] for the energy-aware resource allocation, and [21] and [22] for the VM placement techniques with energy efficiency concern. We now briefly summarized each of the work. In Hameed et al. [19], they reviewed the existing energy efficient resource allocation from hardware-based and software-based techniques. They classified the existing proposals from four dimensions and presented the advantages and disadvantages of each techniques. The dimensions are resource adaptation policy, objective function, allocation method, allocation operation, and interoperability.

Meanwhile, Madni et al. [20] conducted a systematic review by focusing on the cloud infrastructure layer that includes energy-aware concern. The review include the categorization and discussion of existing works and discussion of the addressed resource elements and parameters in the existing studies. The categorization is based on two core dimensions, strategic (i.e. artificial intelligent, dynamic, predictive) and parametric (i.e. cost, performance, load balance, energy-aware, QoS, utilization) resource allocation.

In the case of placement and migration, the work by Filho et al. [21] considered the proposed techniques in achieving multi-objectives and conflicting goals that includes energy saving goal. They discussed the state-of-the-art of placement and migration techniques based on a few categories, among others, business-aware, energy-aware, interference-aware, and fault-tolerance and elasticity-aware. Then, four types of reviews are presented. Firstly, the architecture, openness of source code, pro-activeness, and problem formulation and
technologies. Secondly, the concerns of each proposed works. Thirdly, the experiments and implementation approach. Fourthly, the paper category and involved parameters.

Attouei and Sabir [22] also reviewed the VM placement techniques, but focused on the multi-objective optimization that includes energy saving. They discussed the state-of-the-art works from five objective dimensions, namely, energy, cost, network traffic, resource and QoS. They also presented the existing proposals from the algorithm types, notably, heuristic, meta-heuristic, deterministic, and approximation algorithms. The findings of the review stated that heuristic and/or metaheuristics are dominant selection since it can provide good quality solutions.

3.3. Energy-aware Modeling Surveys

In this section, we have chosen the recent works, namely [23] and [24] which specifically focus on the energy-related modeling. The motivation of the modeling approach is to represent real-world systems and thus can assist to quantify some values. Each of them is summarized as follows.

Dayaratna et al. [23] surveyed the state-of-the-art techniques that targeted at the infrastructure layer. They presented the energy consumption modeling and prediction process, and the system perspective of data center energy consumption. Then, a set of modeling approaches is discussed, namely, digital circuit power, aggregate view of server power, processor power, memory and storage power, data centers power, and software energy. All of these approaches are summarized and classified according to software-centric and hardware-centric classification.

Li Z [24] came up with a survey of the existing modeling efforts by focusing on the energy consumption of cloud applications. A set of factors were identified related to the environment and workload that can influence the energy consumption on cloud applications. Then, they presented a model with unified notations which can assist to understand the fundamental concepts and facilitate simulations to address cloud application energy efficiency problems.

3.4. Energy-aware Architectural Surveys

In this section, we have chosen two surveys, namely [25], and [26] that reviewed on the energy-aware architectures. Each of them is summarized as follows. Hammadi and Mhamdi [25] surveyed the architectural evolution of data center networks and their energy efficiency. They provided a classification of existing data center network architectures into two broad classifications, namely, electronic and optical data center. The electronic data center is further divided into two topologies. Firstly, the conventional data center called the switch-centric.

Secondly, the emerging architecture that is based on packet-switched electronic networks, called the server-centric. Meanwhile, the optical data center mainly relies on a mixture of active and passive optical devices to provide switching, routing, and interconnection.

Ruiu et al. [26] also categorized the data center architectures into switch-centric or server-centric. For the analysis, they considered two and three-tier architectures. Furthermore, a comparison study is reported that includes different power models and the resource allocation scheme. The power models focused on energy-proportional, non-proportional and realistic. Meanwhile, the focused allocation schemes are Random Server Selection (RSS) and Min-Network Power (MNP). A testing framework is also illustrated to investigate the performance of different data center architectures with power consumption profiles.

4. Recommendations

The need for different aspects of future surveys are important to foster the energy-aware cloud research. Therefore, we suggest four potential areas. Firstly, the aspect of survey on energy-aware multi-controllers. The current surveys are lacking in terms of reviewing the multi-controllers perspective of energy-aware clouds. This kind of survey is relevant since there are a few approaches aligned with this direction. For instance, the work by Hasan et al. [27] that proposed an auto-scaler architecture based on Monitor-Analyze-Plan-Execute-Knowledge (MAPE-K) loop framework [28].

Secondly, the area of survey related to the renewable energy. The current surveys are lacking in terms of proposals that take renewable energy into consideration. For instance,
Hasan et al. [29] that presented a concept of virtualization of green energy. Specifically, they introduced a scheme for green energy management in the presence of renewable energy in the data center. Therefore, a distinct classification is needed for the related works.

Thirdly, the survey related to energy-aware resiliency. We notice a branch of study in this direction, known as cloud resiliency that refers to the ability of the cloud systems to remain reliable, survivable, and dependable in case of failures. These failures may originate from any of the major components in a cloud architecture which can affect others. We note a survey done by Colman-Meixner et al. [30]. To compliment the existing surveys, the future survey can focus on investigating cloud resiliency approaches with energy-aware concern.

Finally, the aspect of survey on energy-aware prediction. Prediction plays an important role to enable proactive solution for energy-aware cloud computing. A survey by Mukwevho and Celik [31] addressed the fault-tolerance of cloud systems that includes some prediction works. However, this survey does not take the energy-aware into consideration. An example of predictive solution that relates to the energy-aware is referred to Farahnakian et al. [10]. This survey should considers prediction from multi-criteria aspects, such as energy, performance, workload, and cost.

5. Conclusion
Energy-aware cloud computing is a significant research area towards realizing sustainable and green cloud computing. For this reason, this paper contributes to the analysis of existing related surveys and proposals of energy efficiency techniques. Based on our analysis, we have identified four main topics to classify the existing surveys namely, (i) general energy-aware cloud surveys, (ii) energy-efficient resource allocation and placement surveys, (iii) energy-driven modeling surveys, and (iv) energy-aware architectural surveys.

We have also recommended several directions which can be taken into future energy-aware cloud reviews. These recommendations were formulated by considering the established survey classification and the recent research works. Firstly, we recommend a survey on the aspect of energy-aware cloud multi-controllers. Secondly, we suggest a review on the virtualization of green energy. Thirdly, we recommend a survey on energy-aware cloud resiliency.
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