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Abstract. A non-zero element of the Lie algebra \( se(3) \) of the special Euclidean spatial isometry group \( SE(3) \) is known as a twist and the corresponding element of the projective Lie algebra is termed a screw. Either can be used to describe a one-degree-of-freedom joint between rigid components in a mechanical device or robot manipulator. This leads to a practical interest in multiple twists or screws, describing the overall instantaneous motion of such a device. In this paper, invariants of multiple twists under the action induced by the adjoint action of the group are determined. The ring of the polynomial invariants for the adjoint action of \( SE(3) \) acting on a single twist is well known to be finitely generated by the Klein and Killing forms, while a theorem of Panyushev [9] gives finite generation for the real invariants of the induced action on two twists. However we are not aware of a corresponding theorem for \( k \) twists, where \( k \geq 3 \). Following Study [16], we use the principle of transference to determine fundamental algebraic invariants and their syzygies. We prove that the ring of invariants for triple twists is rationally finitely generated by 13 of these invariants. Euclidean isometry group and twist and polynomial invariant and dual number

1. Introduction

Joints in mechanisms and robot manipulators correspond mathematically to subalgebras of the Euclidean Lie algebra and the motions they admit are exponentials of these. The subalgebras are known in the kinematics literature as screw systems [6]. In the simplest case of a joint with one degree of freedom, these are simply a single screw—the span of any non-zero element of the Lie algebra, known as a twist. A typical mechanism or manipulator will involve a number of joints so that determining invariants of sets or sequences of twists under the adjoint action provides a means for classification, as well as providing geometric insight into the variety of such devices. The goal of this paper is to present an approach to obtaining a complete picture of such Euclidean adjoint invariants, with particular emphasis on the case of three twists, via dualisation of classical invariants.

The special Euclidean group \( SE(n) \) of order \( n \) is the subgroup of the isometry group of affine \( n \)-space consisting of the direct isometries, that is, isometries preserving orientation. It is well known that, relative to a choice of orthogonal coordinates identifying affine with Euclidean \( n \)-space, any such isometry can be nicely identified as a composition of a rotation about the origin—an element of the special orthogonal group \( A \in SO(n) \)—followed by translation by some vector \( a \in \mathbb{R}^n \). Thus the group is isomorphic to a semi-direct product:

\[
SE(n) \cong SO(n) \ltimes \mathbb{R}^n.
\]
Correspondingly, the Lie algebra \( \mathfrak{se}(n) \) is isomorphic to a semi-direct sum (so the Lie bracket is not defined component-wise) of the Lie algebra \( \mathfrak{so}(n) \) of skew-symmetric \( n \times n \) matrices and the abelian algebra \( \mathfrak{t}(n) \) of infinitesimal translations. We shall be interested only in the case \( n = 3 \) which has very special properties arising from the identification of the natural action of \( SO(3) \) that determines the semi-direct product with its adjoint action.

A twist is an element of the Lie algebra \( \mathfrak{se}(3) \). Twists can be represented in a variety of ways, but the most succinct is using (generalised) Plücker coordinates (see, for example, \([15]\)). Making use of the isomorphism between \( \mathfrak{so}(3) \) and \( \mathfrak{t}(3) \) given by:

\[
\begin{pmatrix}
0 & -\omega_3 & \omega_2 \\
\omega_3 & 0 & -\omega_1 \\
-\omega_2 & \omega_1 & 0 \\
\end{pmatrix} \leftrightarrow \begin{pmatrix}
\omega_1 \\
\omega_2 \\
\omega_3 \\
\end{pmatrix},
\]

we denote a twist \( s \) as a 6–vector consisting of a pair of 3–vectors: \( s = (\omega, \upsilon) \). Strictly speaking, this should be \( (\omega^t, \upsilon^t)^t \), but there should be no ambiguity in the simpler notation. Kinematically, a joint in a manipulator with one degree of freedom can be represented by a twist \( s \) and the motion of one link with respect to its adjoined link is given by \( \exp(\theta s) \) where \( \theta \in \mathbb{R} \) is the joint variable. These Plücker coordinates rely on the choice of spatial coordinate frame, but we would expect kinematic properties to be invariant under change of coordinates. Mathematically, they should be invariants of the adjoint action \( \text{Ad} \) of the Euclidean group on its Lie algebra. The most familiar of these invariants is the pitch of a twist which, in terms of Plücker coordinates for \( \omega \neq 0 \), is the ratio:

\[
h = \frac{\omega \cdot \upsilon}{\omega \cdot \omega}
\]

of the Klein form:

\[
\omega \cdot \upsilon = \omega_1 \upsilon_1 + \omega_2 \upsilon_2 + \omega_3 \upsilon_3
\]

and the Killing form:

\[
\omega \cdot \omega = \omega_1^2 + \omega_2^2 + \omega_3^2.
\]

Each of these forms is an invariant polynomial \( f(\omega, \upsilon) \) of the adjoint action in the sense that for any \( g \in SE(3) \), that is:

\[
f(\text{Ad}(g)(\omega, \upsilon)) = f(\omega, \upsilon).
\]

We are working here with the adjoint action of the semi-direct product \( SO(3) \ltimes \mathbb{R}^3 \)—that is we assume a given coordinate frame in affine 3–space. From now on we shall work under this assumption and therefore identify \( SE(3) \) with the product.

Almost every twist gives rise to an exponential motion having an invariant axis about which it rotates and along which it translates. The pitch represents the displacement along the axis resulting from one full rotation about it. Exceptional cases are those for which \( \omega = 0 \), when the pitch is conventionally set to be \( \infty \). On the other hand, if \( \omega \neq 0 \) and the Klein form vanishes, the pitch is zero and one can identify the twist with its axis—in this case the coordinates correspond with the Plücker line coordinates of the axis.
For a serial kinematic chain, we have several joints, and hence are interested in the invariants of a set of twists $s_1, \ldots, s_k$. Since the Euclidean group is algebraic—that is it can be represented as the zero set of polynomials—its polynomial invariants are of particular significance. Other geometrically relevant invariant quantities, such as the pitch, may be expressed rationally or algebraically in terms of them. Our primary goal is to determine fundamental invariants of the action induced by the adjoint action of $SE(3)$ for sets of three twists and to show that the ring of invariants is rationally finite generated. In the terminology of Weyl [18], these are called vector invariants—that is, the invariants of an action on a ‘vector’ of elements in the space of the action.

While this paper concentrates on establishing the theory of $k$-fold invariants, their geometric interpretation is, of course, important and is explored further in [3, 4].

A number of authors [5, 10, 13, 17] have explored invariants of the adjoint and co-adjoint action (the latter of importance in theoretical physics). Selig [13] explicitly makes use of the principle of transference to derive invariants that essentially correspond to those we obtain. In [2], the algebraic method of SAGBI bases is employed to find some of these invariants. The work of Takiff [17] has been extended by Panyushev [9], but in a technical algebraic–geometric setting, and he too obtains the dualised form of 2-fold invariants.

Our guide to find the vector invariants is the principle of transference, whose origins are in the work of Clifford and which was subsequently formulated by A P. Kotelnikov and E. Study [16]. For more recent descriptions of the principle see, for example, Rico and Duffy [11], Chevallier [1], Selig [15] and Rooney [12]. An algebraic version of the principle states that on replacing real coordinates by dual coordinates, valid statements about vectors in $\mathbb{R}^3$ become valid statements about twists, written as dual vectors $\omega + \epsilon\upsilon$. Here $\epsilon$ is a quantity such that $\epsilon^2 = 0$.

Chevallier [1] notes that this should not be regarded as a theorem, as there are exceptions to its application: it is a valuable generic guide. We make use of the principle by starting with invariants of the rotation group $SO(3)$, acting on $k$ vectors in $\mathbb{R}^3$ [18], which we refer to as $k$-fold invariants. As was already observed by Study, dualisation of $k$-fold $SO(3)$ invariants leads to dual invariant polynomials, whose real and dual parts are invariants of the Euclidean group. While the relevant invariants are identified in this manner by Study, he does not explore the question whether they generate all invariants, nor does he provide proofs.

The content of this paper is as follows. In Section 2, the connection between the Euclidean group and the dualised special orthogonal group is set out. Section 3 provides the justification for using dualisation as a means of generating invariants, which does not seem to have been set down previously. The invariants for multiple twists and the associated syzygies are derived in Section 4. Finally, in Section 5, a proof that these invariants rationally generate all invariants in the triple-twist case is given.

2. The Euclidean group and dualisation

Let $\mathbb{D}$ denote the ring of dual numbers $a + \epsilon b$, $a, b \in \mathbb{R}$ and $\epsilon^2 = 0$ with component-wise addition, and multiplication defined in the obvious way. Note that $\mathbb{D}$ is not a field, as there are zero divisors and not every non-zero quantity has a multiplicative inverse. However, it is a 2-dimensional real associative algebra. In the dual number
a + εb, a is referred to as the primal part and b, the dual part. Various modules of interest, such as \( \mathbb{D}^3 \), can be constructed by taking vectors or matrices of dual numbers; these can also be written as a sum of primal and dual parts. We shall show shortly the relevance of this for the Euclidean group.

The position of a rigid body, for example a component in a robot arm, with respect to some reference frame is represented by an element of the Euclidean group \( SE(3) \). As noted above, the group is isomorphic to a (semi-direct) product \( SO(3) \times \mathbb{R}^3 \) of the orientation-preserving rotations \( SO(3) \) and vector translations \( \mathbb{R}^3 \). It is a 6-dimensional Lie group. Correspondingly, the Lie algebra \( se(3) \) of the Euclidean group is, as a vector space, the direct sum of \( so(3) \), the infinitesimal rotations and \( \mathfrak{t}(3) \), infinitesimal translations. Geometrically, a twist \( s = (\omega, v) \in se(3) \) can be interpreted as a vector field on \( \mathbb{R}^3 \) whose integral curves—the motion generated by the twist—are helices of pitch \( h = \omega \cdot v / \omega \cdot \omega \) about an axis with direction vector \( \omega \) and moment \( \omega \times q = v - h\omega \) about the origin (where \( q = (v \times \omega) / \omega \cdot \omega \) is a point on the axis [15]). Note that if \( h = 0 \) then the motion is revolute—the integral curves are circles centred on the axis and lying in planes orthogonal to it. If, on the other hand, \( \omega = 0 \), then the motion is translational and the integral curves are lines parallel to \( v \). In this case, the twist is said to have infinite pitch and the corresponding motion is translational.

The algebra \( so(3) \) consists of \( 3 \times 3 \) skew-symmetric matrices but these in turn can be identified with elements of \( \mathbb{R}^3 \) as in (2). Note that we can also reverse this identification, so that a translation vector \( a \in \mathbb{R}^3 \) corresponds to a skew-symmetric matrix \( T \), say. The adjoint action of the Lie group \( SE(3) \) on its Lie algebra can then be represented in partitioned matrix form by:

\[
(A, a) \cdot s = \begin{bmatrix} A & 0 \\ TA & A \end{bmatrix} \begin{bmatrix} \omega \\ v \end{bmatrix}
\]

where \( (\omega, v) \) are the Pl"ucker coordinates of a twist \( s \in se(3) \) [15].

The rotation group \( SO(3) \) is characterised by the following conditions on a \( 3 \times 3 \) (real) matrix \( A \):

\[
AA^t = I, \quad \det A = 1.
\]

Replacing entries in \( A \) by dual numbers gives rise to a dual matrix \( \hat{A} = A_0 + \epsilon A_1 \) where \( A_0, A_1 \) are real \( 3 \times 3 \) matrices, the primal and dual parts respectively. The same equations (8) determine a group \( SO(3, \mathbb{D}) \) [8]. Equating primal and dual parts we obtain:

\[
A_0 A_0^t = I, \quad (A_1 A_0^t)^t = -A_1 A_0^t, \quad \det(A_0) = 1,
\]

so that \( A_0 \in SO(3) \) and \( A_1 A_0^t \) is skew symmetric. Identifying this skew-symmetric matrix with a translation vector in \( \mathbb{R}^3 \) gives rise to an isomorphism between \( SO(3, \mathbb{D}) \) and \( SE(3) \) that is at the heart of the principle of transference. Explicitly,

\[
\phi : SO(3, \mathbb{D}) \to SE(3); \quad \phi(A_0 + \epsilon A_1) = \begin{bmatrix} A_0 & 0 \\ A_1 & A_0 \end{bmatrix}
\]

Note that the skew-symmetric matrix in (7) \( T = A_1 A_0^t \).

Dualising works in the Lie algebra, in that twists in \( se(3) \) can be written as dual vectors \( \hat{\omega} = \omega + \epsilon \nu \), where the primal and dual parts \( (\omega, \nu) \) constitute the Pl"ucker coordinates. A change of coordinate frame corresponds to conjugation in the group, giving rise to the Lie bracket in \( se(3) \). Under the isomorphism of \( so(3) \)
with $\mathbb{R}^3$, the Lie bracket on $\mathfrak{so}(3)$ corresponds to the standard vector product on $\mathbb{R}^3$, $[\omega_1, \omega_2] = \omega_1 \times \omega_2$. Writing elements of $\mathfrak{so}(3)$ as dual vectors $\hat{\omega}_i = \omega_i + \epsilon v_i$, $i = 1, 2$, the Lie bracket is the dual vector product:

$$[\hat{\omega}_1, \hat{\omega}_2] = (\omega_1 + \epsilon v_1) \times (\omega_2 + \epsilon v_2) = \omega_1 \times \omega_2 + \epsilon(\omega_1 \times v_2 + v_1 \times \omega_2).$$

The geometric interpretation of the Lie bracket $[s_1, s_2]$, in the generic case $\omega_1 \times \omega_2 \neq 0$, is as a twist whose axis is the common perpendicular to the axes of $s_1, s_2$. Its twist $h_{12}$ is given by a function of the pitches $h_i$ of $s_i$, $i = 1, 2$ and the relative placement of the twists [14].

It follows from the isomorphism (10) that the adjoint action of $SE(3)$ becomes, in dual form, the standard action of $SO(3, \mathbb{D})$ on $\mathbb{D}^3$. (Note that the adjoint action of $SO(3)$ is equivalent to the standard action under the identification of skew-symmetric matrices and 3-vectors.) This is the essential ingredient in determining invariant polynomials for sets of twists.

3. Dual mapping and invariants of $SE(3)$

The principle of transference, as presented by Study in Section 23 of [16], is given a modern interpretation by Duffy and Rico [11], in terms dualisation of the commutative algebra of real differentiable functions. Since we shall mainly be interested in polynomials, it will be sufficient to consider this process on the ring of polynomials in $n$ variables, $\mathbb{R}[\omega_1, \ldots, \omega_n] = \mathbb{R}[\omega]$. We regard a polynomial here synonymously with the associated real-valued function. Then the process of dualisation is simply the evaluation of the polynomial in terms of dual variables $\omega_1 + \epsilon v_1, \ldots, \omega_n + \epsilon v_n$. The resulting function can be identified with a certain type of polynomial in $2n$ variables with dual coefficients. Expanding powers and applying $\epsilon^2 = 0$ determines the dual mapping, $\delta : \mathbb{R}[\omega] \rightarrow \mathbb{D}[\omega, v]$, defined by:

$$\delta(f)(\omega_1, \omega_2, \ldots, \omega_n) = f(\omega_1, \omega_2, \ldots, \omega_n; v_1, v_2, \ldots, v_n)
= f(\omega_1, \omega_2, \ldots, \omega_n) + \epsilon \sum_{r=1}^n v_r \frac{\partial f}{\partial \omega_r}(\omega)
= f(\omega) + \epsilon \nabla f(\omega) v.$$

(12)

Note that dualisation is a partial polarisation (see for example [7]).

Given a matrix group $G$ acting linearly on $\mathbb{R}^n$, the set of polynomials $f \in \mathbb{R}[\omega]$ invariant under $G$ is denoted $\mathbb{R}[\omega]^G$. A $k$-fold invariant of $G$ is a polynomial $f \in \mathbb{R}[\omega_1, \ldots, \omega_k]$ (where each $\omega_i$ denotes $n$ variables) so that for all $g \in G$,

$$f(g.\omega_1, \ldots, g.\omega_k) = f(\omega_1, \ldots, \omega_k).$$

We employ the same terminology for invariants of dual matrix groups acting on the module $\mathbb{D}^n$.

Lemma 3.1. Let $f \in \mathbb{R}[\omega]^{SO(3)}$. There is a scalar-valued function $\lambda(\omega)$ such that for $\omega \in \mathbb{R}^3$, the gradient $\nabla f(\omega) = \lambda(\omega) \omega^t$.

Proof. Given $A \in SO(3)$, by invariance we have $f(A\omega) = f(\omega)$. Given $\omega'$ so that $||\omega'|| = ||\omega||$, there exists $A \in SO(3)$ so that $\omega' = A\omega$. Hence the level sets of $f$ are (possibly unions of) spheres and the origin $0$. From vector calculus, $\nabla f(\omega)T = 0$ for the tangent $T$ to any level curve of $f$ through $\omega$ and hence $\nabla f(\omega) = 0$, or is normal to the sphere through $\omega$. Since $\omega$ is also orthogonal to the sphere, therefore there is a scalar $\lambda(\omega)$ such that $\nabla f(\omega) = \lambda(\omega)\omega^t$. 
The following theorem asserts that dualising a \( k \)-fold invariant of \( SO(3) \) yields a dual invariant polynomial.

**Theorem 3.2.** Let \( f \in \mathbb{R}[\omega_1, \cdots, \omega_k]^{SO(3)} \), then \( \delta(f) = \hat{f} \) is a dual \( k \)-fold invariant of \( SO(3, \mathbb{D}) \).

**Proof.** Let \( \hat{A} = A_0 + \epsilon A_1 \in SO(3, \mathbb{D}) \), so that \( A_0^t A_0 = I \). Furthermore \( A_0^t A_1 \) is skew symmetric, therefore \( \omega^t (A_0^t A_1) \omega = 0 \) so that from Lemma 3.1,

\[
\nabla f(\omega_1, \cdots, \omega_k)(A_0^t A_1 \omega_1, \cdots, A_0^t A_1 \omega_k)^t = 0.
\]

Since \( f \) is invariant,

\[
f(A_0 \omega_1, \cdots, A_0 \omega_k) = f(\omega_1, \cdots, \omega_k).
\]

Suppose \( \hat{u}_i = \omega_i + \epsilon v_i \in \mathbb{D}^3 \) for \( i = 1, \ldots, k \). By the chain rule,

\[
\nabla f(A_0 \omega_1, \cdots, A_0 \omega_k) = \nabla f(\omega_1, \cdots, \omega_k) \text{diag}(A_0^t, \cdots, A_0^t)
\]

Hence,

\[
\hat{f} (\hat{u}_1, \cdots, \hat{u}_k) = f(A_0 \omega_1, \cdots, A_0 \omega_k) = f(A_0 \omega_1, \cdots, A_0 \omega_k; A_1 \omega_1 + A_0 v_1, \cdots, A_1 \omega_k + A_0 v_k)
\]

\[
= f(A_0 \omega_1, \cdots, A_0 \omega_k) + \epsilon \nabla f(A_0 \omega_1, \cdots, A_0 \omega_k) \left[ \begin{array}{c} A_1 \omega_1 + A_0 v_1 \\ \vdots \\ A_1 \omega_k + A_0 v_k \end{array} \right] \text{ by (12)}
\]

\[
= f(\omega_1, \cdots, \omega_k) + \epsilon \nabla f(\omega_1, \cdots, \omega_k) \text{diag}(A_0^t, \cdots, A_0^t) \left( \begin{array}{c} A_0 v_1 \\ \vdots \\ A_0 v_k \end{array} \right) \text{ by (14,15)}
\]

\[
= f(\omega_1, \cdots, \omega_k) + \epsilon \nabla f(\omega_1, \cdots, \omega_k) \left( \begin{array}{c} v_1 \\ v_2 \\ \vdots \\ v_k \end{array} \right) \left( \begin{array}{c} [A_0 A_1 \omega_1] \\ \vdots \\ [A_0 A_1 \omega_k] \end{array} \right) \text{ by (14)}
\]

\[
= f(\omega_1, \cdots, \omega_k) + \epsilon \nabla f(\omega_1, \cdots, \omega_k)(v_1, \cdots, v_k)^t \text{ by (14)}
\]

\[
= f(\hat{u}_1, \cdots, \hat{u}_k).
\]

Therefore, \( \hat{f} \) is dual \( k \)-fold invariant of \( SO(3, \mathbb{D}) \). \( \square \)

This leads us to a method for determining real \( k \)-fold invariants of the adjoint action of the Euclidean group.

**Theorem 3.3.** If \( f \) is \( k \)-fold invariant of the adjoint action of \( SO(3) \), then the primal and dual parts of \( \delta(f) = \hat{f} \) are (real) \( k \)-fold invariants of the adjoint action of \( SE(3) \). Furthermore, the primal and dual parts of the dualisation of any syzygy among \( SO(3) \) \( k \)-fold invariants are syzygies for \( SE(3) \) invariants.
Proof. The first part follows immediately from Theorem 3.2 and the identification of the adjoint action of $SE(3)$ on $se(3)$ with the action of $SO(3,\mathbb{D})$ on $\mathbb{D}^3$. That syzygies arise from dualisation is a consequence of the observation of Rico Martínez and Duffy [11] that the dualisation $\delta$ is an algebra homomorphism. □

4. INVARINATS AND DUALISATION

The standard action of the rotation group $SO(3)$ on $\mathbb{R}^3$ is the same as its adjoint action on $so(3)$ under the identification of 3-vectors with skew-symmetric matrices (2). Weyl [18] gives a complete account of the vector invariants for the standard action of the orthogonal groups of all orders, which for $n=3$ we may therefore treat as vector invariants for the adjoint action. There are two basic types: given $\omega_1, \ldots, \omega_m \in \mathbb{R}^3 \cong so(3)$, every $m$-fold polynomial invariant is generated by (i.e. is a polynomial function of) the quadratic and cubic invariants

\begin{align}
I_{ij} &= \omega_i \cdot \omega_j, \quad 1 \leq i, j \leq m \\
I_{ijk} &= [\omega_i, \omega_j, \omega_k], \quad 1 \leq i < j < k \leq m
\end{align}

(17)

where the bracket in $I_{ijk}$ denotes the determinant of the matrix whose columns are the three vectors. Note that these invariants are not algebraically independent but are linked by several types of syzygies, that is, polynomial relations. We shall only be concerned with $m \leq 3$ and in these cases the only syzygy occurs when $m = 3$.

There are six quadratic invariants and one of cubic type connected by the single syzygy

$$I_{123} = \text{det}(I_{ij}).$$

(18)

For the adjoint action itself, $SO(3)$ has the single generating invariant $I_{11} = \omega \cdot \omega$ which dualises to give:

$$ (\omega + \epsilon \nu) \cdot (\omega + \epsilon \nu) = \omega \cdot \omega + 2\epsilon \omega \cdot \nu. $$

(19)

By Theorem 3.3 the primal and dual parts are invariants $I_{11}$ and $\tilde{I}_{11} = 2\omega \cdot \nu$, respectively. Up to a constant multiple, these are the familiar Killing and Klein forms whose ratio is the pitch of the twist $S = (\omega, \nu)$. They are known to generate the ring of polynomial invariants.

For $m = 2$, there are 6 quadratic invariants arising from dualisation of the $SO(3)$ invariants (see [2] for an alternative derivation of these invariants). In the case $m = 3$, there are 14 invariants arising from the primal and dual parts of the dualisations of the 7 generating 3-fold invariants for $SO(3)$:

\begin{align}
I_{ij} &= \omega_i \cdot \omega_j, \quad \tilde{I}_{ij} = \omega_i \cdot \nu_j + \nu_i \cdot \omega_j, \quad 1 \leq i \leq j \leq 3 \\
I_{123} &= [\omega_1, \omega_2, \omega_3], \quad \tilde{I}_{123} = \sum_{\sigma \in C_3} [\omega_{\sigma(1)} \omega_{\sigma(2)} \nu_{\sigma(3)}].
\end{align}

(20)

where $C_3$ denotes the cyclic group of order 3. Note that $\tilde{I}_{ii} = 2\omega_i \cdot \nu_i$ for $i = 1, 2, 3$.

The first 12 quadratic 3-fold invariants of the adjoint action of $SE(3)$ in (20) are algebraically independent, since their Jacobian matrix has rank 12 [3].
syzygy \(^{(18)}\) dualises to give, on the left-hand side:
\[
[\omega_1 + \epsilon \upsilon_1 \quad \omega_2 + \epsilon \upsilon_2 \quad \omega_3 + \epsilon \upsilon_3]^2
\]
\[
= (|\omega_1 \omega_2 \omega_3| + |\upsilon_1 \upsilon_2 \omega_3| + |\omega_1 \upsilon_2 \omega_3|)^2
\]
\[
= (|\omega_1 \omega_2 \omega_3| + \epsilon(|\upsilon_1 \upsilon_2 \omega_3| + |\omega_1 \upsilon_2 \omega_3| + |\omega_1 \omega_2 \upsilon_3|))^2
\]
\[
= (|\omega_1 \omega_2 \omega_3|)^2 + 2 \epsilon |\omega_1 \omega_2 \omega_3|(|\upsilon_1 \omega_2 \omega_3| + |\omega_1 \upsilon_2 \omega_3| + |\omega_1 \omega_2 \upsilon_3|)
\]
\[
= I_{123}^2 + 2 \epsilon I_{123}\tilde{I}_{123},
\]
while the right-hand side gives:
\[
\begin{vmatrix}
I_{11} + \epsilon \tilde{I}_{11} & I_{12} + \epsilon \tilde{I}_{12} & I_{13} + \epsilon \tilde{I}_{13} \\
I_{12} + \epsilon \tilde{I}_{12} & I_{22} + \epsilon \tilde{I}_{22} & I_{23} + \epsilon \tilde{I}_{23} \\
I_{13} + \epsilon \tilde{I}_{13} & I_{23} + \epsilon \tilde{I}_{23} & I_{33} + \epsilon \tilde{I}_{33}
\end{vmatrix}
\]
\[
= \begin{vmatrix}
I_{11} & I_{12} & I_{13} \\
I_{12} & I_{22} & I_{23} \\
I_{13} & I_{23} & I_{33}
\end{vmatrix} + \epsilon \begin{vmatrix}
\tilde{I}_{11} & \tilde{I}_{12} & \tilde{I}_{13} \\
\tilde{I}_{12} & \tilde{I}_{22} & \tilde{I}_{23} \\
\tilde{I}_{13} & \tilde{I}_{23} & \tilde{I}_{33}
\end{vmatrix}
\]
\[
= (I_{12}I_{22}I_{33} - I_{11}I_{23}^2 - 2I_{12}I_{13}I_{23} - I_{12}^2I_{33} - I_{13}^2I_{22})
\]
\[
+ \epsilon (I_{11}I_{22}I_{33} + I_{11}\tilde{I}_{22}\tilde{I}_{33} + I_{11}\tilde{I}_{12}\tilde{I}_{13}
\]
\[
- \tilde{I}_{11}I_{23}^2 - 2I_{11}I_{23}\tilde{I}_{23} + 2I_{12}I_{13}I_{23} + 2I_{12}\tilde{I}_{13}\tilde{I}_{23} + 2I_{12}I_{13}\tilde{I}_{23}
\]
\[
- 2I_{12}I_{13}\tilde{I}_{33} - I_{12}^2\tilde{I}_{33} - 2I_{13}I_{12}\tilde{I}_{22} - I_{13}^2\tilde{I}_{22}).
\]
The terms of the dual part are ordered to emphasise the differential nature of dualisation.

Equating primal and dual parts of the two expressions we obtain the pair of syzygies:
\[
I_{123}^2 = I_{11}I_{22}I_{33} - I_{11}I_{23}^2 + 2I_{12}I_{13}I_{23} - I_{12}^2I_{33} - I_{13}^2I_{22}
\]
\[
2I_{123}\tilde{I}_{123} = I_{11}\tilde{I}_{22}\tilde{I}_{33} + I_{11}\tilde{I}_{12}\tilde{I}_{13} + I_{11}I_{22}\tilde{I}_{33}
\]
\[
- \tilde{I}_{11}I_{23}^2 - 2I_{11}I_{23}\tilde{I}_{23} + 2I_{12}I_{13}I_{23} + 2I_{12}\tilde{I}_{13}\tilde{I}_{23} + 2I_{12}I_{13}\tilde{I}_{23}
\]
\[
- 2I_{12}I_{13}\tilde{I}_{33} - I_{12}^2\tilde{I}_{33} - 2I_{13}I_{12}\tilde{I}_{22} - I_{13}^2\tilde{I}_{22}.
\]

Bracket versions of these syzygies appear in the work of Study \(^{(10)}\), Section 23.

5. Finite rational generation of 3-fold invariants

Having obtained finite lists of 3-fold invariants and syzygies for \(SE(3)\), one would like to establish fundamental theorems asserting that these generate the corresponding rings. The fact that \(SE(3)\) fails to be reductive means that such theorems could not follow from the classical theory. Panyushev \(^{[9]}\) uses a theorem of Igusa to establish a general result for so-called Takiff Lie groups \(G \ltimes \mathfrak{g}\) (of which \(SE(3)\) is an example). This asserts that, in the absence of syzygies, a fundamental set of \(G\)-adjoint invariants and their duals generate the \(G \ltimes \mathfrak{g}\) adjoint invariants. This suffices for the \(k\)-fold invariants of \(SE(3)\), \(k = 2\), where there are no syzygies, but not in the case \(k = 3\). In this section we follow Weyl’s method \(^{(18)}\) to show that all rational 3-fold invariants of the adjoint action of \(SE(3)\) can at least be expressed as rational functions of the 14 invariants in \(^{(20)}\). Indeed, 13 suffice, since \(^{(22)}\) enables us to express \(\tilde{I}_{123}\) rationally in terms of the remaining invariants.
We modify Weyl’s argument for $SO(n)$ to the semi-direct product $SE(3) = SO(3) \ltimes \mathbb{R}^3$. In particular, we introduce even and odd invariants of the adjoint action of $E(3) = O(3) \ltimes \mathbb{R}^3$ and establish that these are all invariants of the adjoint action of $SE(3)$.

5.1. **Even and odd invariants.** Let $O(3) = SO(3) \cup O^-(3)$ so that for $R \in O^-(3)$, $\det R = -1$. We also denote by $E^-(3)$ the Cartesian product $O^-(3) \times \mathbb{R}^3$ and recall the identification of $so(3)$ and $\mathbb{R}^3$ which is used throughout the following.

**Definition 5.1.** A polynomial $f \in \mathbb{R}[\omega_1, v_1, \cdots, \omega_k, v_k]$ under the $k$-fold adjoint action of the isometry group $E(3)$ is called:

1. **an even invariant** if for all $(R, T) \in E(3)$:
   $$f(R\omega_1, \cdots, TR\omega_k, Rv_k, \cdots, R\omega_k, TR\omega_k + Rv_k) = f(\omega_1, v_1, \cdots, \omega_k, v_k);$$
2. **an odd invariant** if for all $(R, T) \in E(3)$:
   $$f(R\omega_1, \cdots, TR\omega_k + Rv_k, \cdots, R\omega_k, TR\omega_k + Rv_k) = \det(R) f(\omega_1, v_1, \cdots, \omega_k, v_k),$$

Denote by:

- $A^{(k)}_E$ the subalgebra of all even $k$-fold invariants of the adjoint action of $E(3)$,
- $A^{(k)}_O$ the subalgebra of all odd $k$-fold invariants of the adjoint action of $E(3)$,
- $B^{(k)}$ the subalgebra of all $k$-fold invariants of the adjoint action of $SE(3)$.

**Theorem 5.2.** For all $k$, $A^{(k)}_E + A^{(k)}_O = B^{(k)}$.

*Proof.* Let us fix $k$ and suppress the superscript $(k)$. Since $SO(3)$ is a subgroup of $O(3)$ and for $R \in SO(3)$, $\det R = 1$, we have $A_E, A_O \subseteq B$, so that $A_E + A_O \subseteq B$.

To prove the reverse inclusion, let us assume $f \in B$, so $f$ is invariant under the $k$-fold adjoint action of $SE(3)$. Given $(R, T) \in E^{-}(3)$, define

$$f'_{(R,T)}(\omega_1, \cdots, v_k) = f(R\omega_1, \cdots, TR\omega_k + Rv_k).$$

We shall prove that for any $R_1, R_2 \in O^-(3)$, $f'_{(R_1, T_1)} = f'_{(R_2, T_2)}$. As a result, the products $R_1 R_2, R_2^2 \in SO(3)$, and therefore $(R_1 R_2, T_1), (R_2^2, T_2) \in SE(3)$. Given that $f$ is $SE(3)$–invariant:

$$f'_{(R_1, T_1)}(\omega_1, \cdots, v_k) = f(R_1 \omega_1, \cdots, T_1 R_1 \omega_k + R_1 v_k)
= f(R_1 R_2 R_2^{-1} \omega_1, \cdots, T_1 R_1 R_2 R_2^{-1} \omega_k + R_1 (R_2 R_2^{-1} v_k))
= f(R_1 R_2 R_2^{-1} \omega_1, \cdots, T_1 R_1 R_2 R_2^{-1} \omega_k + R_1 (R_2 R_2^{-1} v_k))
= f(R_2^{-1} \omega_1, \cdots, R_2^{-1} v_k)
= f(R_2^{-1} \omega_1, \cdots, T_2 R_2 R_2^{-1} \omega_k + R_2 R_2^{-1} v_k))
= f(R_2 \omega_1, \cdots, T_2 R_2 \omega_k + R_2 v_k)
= f'_{(R_2, T_2)}(\omega_1, \cdots, v_k).$$

So for any $f \in B$, let $f'$ to be the unique element of the set

$$\{f'_{(R,T)} \mid (R,T) \in E^{-}(3)\}.$$

Define

$$f_E = \frac{1}{2}(f + f'), \quad \text{and} \quad f_O = \frac{1}{2}(f - f').$$
Clearly \( f = f_e + f_o \), and it remains to show that \( f_e \in A_e \) and \( f_o \in A_o \). To show \( f_e \in A_e \), let \((R, T) \in E(3)\), then the two cases, \( R \in SO(3) \) and \( R \in O^-(3) \), will be considered separately.

Suppose \( R \in SO(3) \), then clearly \(-R \in O^-(3)\). For any \((R^*, T^*) \in E^-(3)\) we have, using the invariance of \( f \) and the uniqueness of \( f' \):

\[
f_e(R\omega_1, \cdots, TR\omega_k + Rv_k)
= \frac{1}{2}[f(R\omega_1, \cdots, TR\omega_k + Rv_k) + f'(R\omega_1, \cdots, TR\omega_k + Rv_k)]
= \frac{1}{2}[f(\omega_1, \cdots, v_k) + f(R^*(R\omega_1), \cdots, T^* R^*(R\omega_k) + R^*(TR\omega_k + Rv_k))],
\]

and choosing, in particular, \( R^* = -I_3 \) and \( T^* = O_{3 \times 3} \)

\[
= \frac{1}{2}[f(\omega_1, v_1) + f(-R\omega_1, T(-R)\omega_1 + (-R)v_1)]
= \frac{1}{2}[f(\omega_1, \cdots, v_k) + f'(\omega_1, \cdots, v_k)]
= f_e(\omega_1, \cdots, v_k).
\]

On the other hand, for \( R \in O^-(3) \), using a similar argument but with \(-R \in SO(3)\), we have:

\[
f_e(R\omega_1, \cdots, TR\omega_k + Rv_k)
= \frac{1}{2}[f(R\omega_1, \cdots, TR\omega_k + Rv_k) + f'(R\omega_1, \cdots, TR\omega_k + Rv_k)]
= \frac{1}{2}[f'(\omega_1, \cdots, v_k) + f(-R\omega_1, \cdots, T(-R)\omega_k + (-R)v_k)]
= \frac{1}{2}[f'(\omega_1, \cdots, v_k) + f(\omega_1, \cdots, v_k)]
= f_e(\omega_1, \cdots, v_k).
\]

Therefore \( f_e \in A_e \). The argument that \( f_o \in A_o \) is essentially the same and the theorem follows. \( \square \)

### 5.2. A normal form for three twists.

In order to express 3–fold invariants of the adjoint action of \( SE(3) \) in a standard form, we make a change of coordinates in the space of twists. We transform three given non-zero twists \( s_i = (\omega_i, v_i) \) to a normal form \( S'_i = (\omega'_i, v'_i) \), for \( i = 1, 2, 3 \) using the Euclidean transformation:

\[
\omega_i \mapsto \omega'_i = R\omega_i, \quad v_i \mapsto v'_i = TR\omega_i + Rv_i.
\]

First, choose a rotation matrix \( R \in SO(3) \) so that \( \omega_1 \) along the \( x_1 \)–axis, \( \omega_2 \) lies in the \( x_1x_2 \)-plane, and \( \omega_3 \) transforms to an arbitrary vector in the space, that is:

\[
R\omega_1 = \begin{bmatrix} \alpha_1 \\ 0 \\ 0 \end{bmatrix}, \quad R\omega_2 = \begin{bmatrix} \alpha_2 \\ \alpha_3 \\ 0 \end{bmatrix}, \quad R\omega_3 = \begin{bmatrix} \alpha_4 \\ \alpha_5 \\ \alpha_6 \end{bmatrix},
\]

for some \( \alpha_i, \ i = 1, \cdots, 6 \). Note that this can be done even if \( \omega_i = 0 \) for any \( i = 1, 2, 3 \). However, assume for the moment that \( \omega_1, \omega_2 \) are linearly independent so that \( \alpha_1, \alpha_3 \neq 0 \).
we obtain:

\[
T = \begin{bmatrix}
0 & -t_3 & t_2 \\
t_3 & 0 & -t_1 \\
-t_2 & t_1 & 0
\end{bmatrix}
\]

we obtain:

\[(26) \quad \mathbf{v}_1' = (v_{11}, -t_3\alpha_1 + v_{12}, t_2\alpha_1 + v_{13})^t,\]

so that, with \(\alpha_1 \neq 0\), setting \(t_2 = -v_{13}/\alpha_1\) and \(t_3 = -v_{12}/\alpha_1\) gives \(v_{12}' = v_{13}' = 0\). Likewise, we have:

\[(27) \quad \mathbf{v}_2' = (t_3\alpha_3 + v_{21}, t_3\alpha_3 + v_{22}, -t_2\alpha_2 + t_1\alpha_3 + v_{23})^t.\]

Then, with \(\alpha_3 \neq 0\), \(t_1 = (t_2\alpha_2 - v_{23})/\alpha_3\) gives \(v_{23}' = 0\).

If, in fact \(\omega_1 = 0\) then \(\mathbf{v}_1 \neq 0\) and we choose \(R\) so that

\[
R\mathbf{v}_i = \begin{bmatrix}
\beta_1 \\
0 \\
0
\end{bmatrix}.
\]

Likewise, if \(\omega_1, \omega_2\) are linearly dependent, then \(R\) can be chosen so that \(\mathbf{v}_2\) lies on the \(x_1x_2\)-plane in 3-space. In all cases, we therefore obtain a change of coordinates so that the twists have the form \(s_i' = (\omega_i', \mathbf{v}_i') \quad i = 1, 2, 3\), where:

\[(28) \quad s_1' = \begin{bmatrix}
\alpha_1 \\
0 \\
\beta_1 \\
0
\end{bmatrix}, \quad s_2' = \begin{bmatrix}
\alpha_2 \\
0 \\
\beta_2 \\
0
\end{bmatrix}, \quad s_3' = \begin{bmatrix}
\alpha_3 \\
0 \\
\beta_3 \\
0
\end{bmatrix}, \quad s_4' = \begin{bmatrix}
\alpha_4 \\
\alpha_5 \\
\beta_4 \\
\beta_5
\end{bmatrix}, \quad s_5' = \begin{bmatrix}
\alpha_6 \\
\beta_6
\end{bmatrix}
\]

and \(\alpha_i, \beta_i \in \mathbb{R}\) for \(i = 1, \cdots, 6\).

5.3. Even invariants of \(E(3)\). We may now make use of the normal form to establish finite generation theorems for \(E(3)\) invariants. First note that the quadratic invariants \(I_{ij}, \bar{I}_{ij}, 1 \leq i \leq j \leq 3\) are even since for any orthogonal \(R \in O(3)\) and \(\mathbf{x}, \mathbf{y} \in \mathbb{R}^3\), we have \(Rx \cdot Ry = \mathbf{x} \cdot \mathbf{y}\).

**Theorem 5.3.** Every even 3-fold polynomial invariant \(f\) of the adjoint action of \(E(3)\) can be expressed as a polynomial function of the 12 quadratic vector invariants \(I_{ij}, \bar{I}_{ij}, 1 \leq i \leq j \leq 3\).

**Proof.** Given a set of three twists \(s_i = (\omega_i, \mathbf{v}_i), i = 1, 2, 3\) let \(s_i' = (\omega_i', \mathbf{v}_i'), i = 1, 2, 3\) denote their normal forms as in (28). Evaluating the 6 primal quadratic invariants on \(s_i'\), we have:

\[
I_{11} = \alpha_1^2, \quad I_{12} = \alpha_1\alpha_2, \quad I_{13} = \alpha_1\alpha_3
\]

\[
I_{22} = \alpha_2^2 + \alpha_3^2, \quad I_{23} = \alpha_2\alpha_3, \quad I_{33} = \alpha_4^2 + \alpha_5^2 + \alpha_6^2
\]

\[(29) \quad I_{23} = \alpha_2\alpha_3 + \alpha_3\alpha_4.
\]
while the dual-part quadratic invariants are:

\[
\begin{align*}
\tilde{I}_{11} &= 2\alpha_1\beta_1 & \tilde{I}_{12} &= \alpha_1\beta_2 + \beta_1\alpha_2 \\
\tilde{I}_{22} &= 2\alpha_2\beta_2 + 2\alpha_3\beta_3 & \tilde{I}_{13} &= \alpha_1\beta_4 + \beta_1\alpha_4 \\
\tilde{I}_{33} &= 2\alpha_4\beta_4 + 2\alpha_5\beta_5 + 2\alpha_6\beta_6 & \tilde{I}_{23} &= \alpha_2\beta_4 + \alpha_3\beta_5 + \alpha_4\beta_2 + \alpha_5\beta_4.
\end{align*}
\]

(30)  

However, even invariants are also fixed by improper rotations, so we can additionally make any of the following three (simultaneous) transformations by changing the sign of one coordinate:

\[
\begin{align*}
\alpha_6 \rightarrow -\alpha_6 & \quad \text{and} \quad \beta_6 \rightarrow -\beta_6 \\
\alpha_3, \alpha_5 \rightarrow -\alpha_3, -\alpha_5 & \quad \text{and} \quad \beta_3, \beta_5 \rightarrow -\beta_3, -\beta_5 \\
\alpha_1, \alpha_2, \alpha_4 \rightarrow -\alpha_1, -\alpha_2, -\alpha_4 & \quad \text{and} \quad \beta_1, \beta_2, \beta_4 \rightarrow -\beta_1, -\beta_2, -\beta_4
\end{align*}
\]

(31)  

The polynomial \( f \) is a linear combination of monomials

\[
M = \alpha_1^a \alpha_2^b \alpha_3^c \alpha_4^d \alpha_5^e \alpha_6^f \beta_1^g \beta_2^h \beta_3^i \beta_4^j \beta_5^k \beta_6^l.
\]

(32)  

Invariance under the three transformations (31) gives:

- the exponents \( a_6 \) and \( b_6 \) are of equal parity, that is, either both even, or both odd;
- the sum of the exponents \( a_3, a_5, b_3, \) and \( b_5 \) must be even;
- the sum of the exponents \( a_1, a_2, a_4, b_1, b_2, \) and \( b_4 \) must be even.

It follows that \( M \) can be written as a product of powers of the following quadratic monomials:

\[
\begin{align*}
\alpha_6^2, \beta_6^2, \alpha_6\beta_6 \\
\alpha_3^2, \alpha_5^2, \alpha_3\alpha_5, \beta_3^2, \beta_5^2, \beta_3\beta_5, \alpha_5\beta_3, \alpha_3\beta_3, \alpha_3\beta_5 \\
\alpha_1^2, \alpha_2^2, \alpha_4^2, \beta_1^2, \beta_2^2, \beta_4^2, \alpha_1\alpha_2, \alpha_1\alpha_4, \alpha_2\alpha_4, \beta_1\beta_2, \beta_1\beta_4, \beta_2\beta_4, \\
\alpha_1\beta_1, \alpha_1\beta_2, \alpha_1\beta_4, \alpha_2\beta_1, \alpha_2\beta_2, \alpha_2\beta_4, \alpha_4\beta_1, \alpha_4\beta_2, \alpha_4\beta_4.
\end{align*}
\]

(33)  

Equations (29), (30) can be solved simultaneously to provide rational expressions for each of these basic monomials in terms of the invariants. For example, we have immediately \( \alpha_1^2 = I_{11} \) and \( \alpha_1\alpha_2 = I_{12} \), from which we deduce \( \alpha_1^2\alpha_2 = I_{12} \), so that \( \alpha_2 = I_{12}/I_{11} \). Likewise, we have \( \alpha_1\beta_1 = \tilde{I}_{11} \) and hence:

\[
\alpha_2\beta_1 = \frac{(\alpha_1\alpha_2)(\alpha_1\beta_1)}{\alpha_1 \beta_1} = \frac{I_{12}\tilde{I}_{11}}{2I_{11}}.
\]

(34)  

The expressions for \( \alpha_6^2 \) becomes:

\[
\alpha_6^2 = \frac{I_{11}I_{22}I_{33} - I_{11}I_{23}^2 + 2I_{12}I_{13}I_{23} - I_{12}^2I_{33} - I_{13}^2I_{22}}{I_{11}I_{22} - I_{12}^2} = \frac{I_{12}^2}{I_{11}I_{22} - I_{12}^2}
\]

(35) from which we can obtain by applying a differentiation rule:

\[
2\alpha_6\beta_6 = \frac{2I_{12}I_{23}(I_{11}I_{22} - I_{12}^2) - I_{12}^2(I_{11}I_{22} + I_{11}\tilde{I}_{22} - 2I_{12}\tilde{I}_{12})}{(I_{11}I_{22} - I_{12}^2)^2}
\]

(36)  

The monomial \( \alpha_6\beta_6 \) can then be rewritten in rational form in terms of the quadratic invariants by reversing these of the syzygies (21) (22).
In summary, \( f \) can be written in the form:

\[
p(I_{11}, \cdots, \tilde{I}_{23}) \frac{p(I_{11}, \cdots, \tilde{I}_{23})}{I_{11}(I_{11}I_{22} - I_{12}^2)^s} = 0
\]

for some polynomial \( p \) and non-negative integers \( r, s \). Observe, however, that we could have permuted the order in which the normal form of the original three twists was derived and thereby obtained an alternative form for \( f \), in which the subscripts would be permuted likewise. From this it follows that, for example:

\[
p(I_{11}, \cdots, \tilde{I}_{23})I_{22}^r(I_{22}I_{33} - I_{23}^2)^s - q(I_{11}, \cdots, \tilde{I}_{23})I_{11}(I_{11}I_{22} - I_{12}^2)^s = 0,
\]

for a polynomial \( q \) and non-negative integers \( r', s' \). Since the 12 quadratic invariants are algebraically independent, the polynomial

\[
p(\xi_1, \cdots, \xi_6, \eta_1, \cdots, \eta_6)\xi_2^{r'}(\xi_2 \xi_3 - \xi_6^2)^{s'} - q(\xi_1, \cdots, \xi_6, \eta_1, \cdots, \eta_6)\xi_1^{r}(\xi_1 \xi_2 - \xi_4^2)^s = 0
\]

so that \( \xi_1^{r}, (\xi_1 \xi_2 - \xi_4^2)^s \) divide \( p \) and we may reduce the expression (37) to a polynomial in \( I_{11}, \cdots, \tilde{I}_{23} \).

\[\Box\]

5.4. **Odd invariants of \( E(3) \).** The cubic invariants are themselves odd since for any \( R \in O(3) \) and \( 3 \times 3 \) matrix \( W \), \( \det(RW) = \det R \cdot \det W \). Evaluating the cubic invariants on the standard form for three twists gives:

\[
I_{123} = \begin{bmatrix}
\alpha_1 & \alpha_2 & \alpha_4 \\
0 & \alpha_3 & \alpha_5 \\
0 & 0 & \alpha_6
\end{bmatrix} = \alpha_1 \alpha_3 \alpha_6
\]

\[
\tilde{I}_{123} = \begin{bmatrix}
\beta_1 & \alpha_2 & \alpha_4 \\
0 & \alpha_3 & \alpha_5 \\
0 & 0 & \alpha_6
\end{bmatrix} + \begin{bmatrix}
\alpha_1 & \beta_2 & \alpha_4 \\
0 & \beta_3 & \alpha_5 \\
0 & 0 & \beta_6
\end{bmatrix} = \beta_1 \alpha_3 \alpha_6 + \alpha_1 \beta_3 \alpha_6 + \alpha_1 \alpha_3 \beta_6.
\]

**Theorem 5.4.** The odd invariants of 3-fold adjoint action of \( E(3) \) can be expressed as rational functions of the 12 quadratic vector invariants (20) and \( I_{123} \).

**Proof.** Any odd invariant \( f \) of the action of \( SE(3) \) on a set of three twists must change sign under improper rotations and thus under the transformations itemised in (31). It follows that for every monomial \( M \) as in (32), in the expression for \( f \) evaluated on a normal form (28) the sum of the exponents of the variables in each of the following sets \( \Theta_i \), \( i = 1, 2, 3 \), must be odd:

\[
\Theta_1 = \{ \alpha_1, \alpha_2, \alpha_4, \beta_1, \beta_2, \beta_4 \}
\]

\[
\Theta_2 = \{ \alpha_3, \alpha_5, \beta_3, \beta_5 \}
\]

\[
\Theta_3 = \{ \alpha_6, \beta_6 \}.
\]

For example, considering only the variables in \( \Theta_1 \), we have: the two possibilities:

\[
\alpha_6^{2n} \beta_6^{2m} = (\alpha_6^2)^n (\beta_6^2)^m \alpha_6
\]

\[
\alpha_6^{2n} \beta_6^{2m+1} = (\alpha_6^2)^n (\beta_6^2)^m \beta_6,
\]

and similarly for the terms in \( \Theta_2, \Theta_3 \). Therefore \( M = \theta_1 \theta_2 \theta_3 M' \), where \( M' \) is a monomial of even degree that can be written in terms of the monomials listed.
in (33) and \( \theta_i \in \Theta_i, i = 1, 2, 3 \). Every such cubic monomial can be rewritten as follows:

\[
\theta_1 \theta_2 \theta_3 = \frac{(\alpha_1 \theta_1)(\alpha_2 \theta_2)(\alpha_3 \theta_3)\alpha_1 \alpha_2 \alpha_3}{\alpha_1^2 \alpha_2^2 \alpha_3^2} = p(I_{11}, \ldots, I_{23}) I_{123}
\]

where \( p \) is the polynomial determined by the expressions for quadric invariants obtained in Theorem 5.3, \( q \) is the right-hand side in (21) and we use equation (38).

It follows immediately that every odd 3-fold invariant of the adjoint action of \( SE(3) \) is rationally generated by the 12 quadric invariants together with \( I_{123} \). Note that a similar trick would enable us to replace \( I_{123} \) by \( \tilde{I}_{123} \).

Combining the results for even and odd invariants gives the following.

**Corollary 5.5.** Every invariant of the 3-fold adjoint action of \( SE(3) \) can be expressed as a rational function of the 12 quadratic invariants (20) and \( I_{123} \).

6. Conclusion

It would clearly be desirable to go beyond the Corollary 5.5 to obtain a polynomial finite-generation theorem for multiple twists. However, both the original argument of Weyl for vector invariants of the special orthogonal group and the method employed by Panyushev for the Euclidean group and two twists fail for \( k \geq 3 \) twists because of the existence of syzygies among the known invariants. Nevertheless, we conjecture that the 14 invariants listed in (20) do generate the ring of polynomial invariants in this case.
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