Testing SALT Approximations with Numerical Radiation Transfer Code. I. Validity and Applicability
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Abstract

Absorption line spectroscopy offers one of the best opportunities to constrain the properties of galactic outflows and the environment of the circumgalactic medium. Extracting physical information from line profiles is difficult; however, for the physics governing the underlying radiation transfer is complicated and depends on many different parameters. Idealized analytical models are necessary to constrain the large parameter spaces efficiently, but are typically plagued by model degeneracy and systematic errors. Comparison tests with idealized numerical radiation transfer codes offer an excellent opportunity to confront both of these issues. In this paper, we present a detailed comparison between SALT, an analytical radiation transfer model for predicting UV spectra of galactic outflows, with the numerical radiation transfer software, RASCAS. Our analysis has led to upgrades to both models including an improved derivation of SALT and a customizable adaptive mesh refinement routine for RASCAS. We explore how well SALT, when paired with a Monte Carlo fitting procedure, can recover flow parameters from nonturbulent and turbulent flows. Overall we find that turbulence leads to biases in the recovery of kinematic parameters and the optical depth, but find that derived quantities (e.g., mass outflow rates, column density, etc.) are still well recovered. From the analysis, we estimate average uncertainties in our ability to measure metal flow rates spanning $0.65$ (0.95) dex in $M_\odot$ yr$^{-1}$ and uncertainties spanning $0.54$ (0.94) dex in cm$^{-2}$ for column densities at a resolution of $20$ (100) km s$^{-1}$ and signal-to-noise ratio $= 10$.

Unified Astronomy Thesaurus concepts: Interstellar absorption (831); Circumgalactic medium (1879); Galactic winds (572); Radiative transfer simulations (1967); Radiative transfer (1335); Monte Carlo methods (2238); Analytical mathematics (38); Ultraviolet spectroscopy (2284)

1. Introduction

Spectroscopic studies over the past decade have made remarkable progress toward revealing the properties of the circumgalactic medium (CGM), or the gaseous halo surrounding a galaxy, separating the interstellar medium (ISM) from the intergalactic medium. Both space and ground-based instruments have provided critical observations in the optical (Martin et al. 2012; Rubin et al. 2014; Henry et al. 2018; Eggen et al. 2021), submillimeter (Cicone et al. 2015; Gallerani et al. 2018), UV (Werk et al. 2013; Heckman et al. 2015; Henry et al. 2015; Zhu et al. 2015; Prochaska et al. 2017; Berg et al. 2022; Saldana-Lopez et al. 2022; Xu et al. 2022), and X-ray (Laha et al. 2018) revealing the CGM to be multiphase, dynamic, and metal-enriched. The current paradigm posits that massive multiphase flows—spanning up to six orders of magnitude in temperature ($10$–$10^7$ K)—are constantly moving pristine and metal-enriched gas in and out of the CGM at all redshifts (Somerville & Davé 2015; Rupke 2018; Veilleux et al. 2020). This transport of material by flows is fundamental to the baryon cycle and surrounding ecosystems. Indeed, the metals entrained in flows can radically alter the properties of a plasma by changing the cooling time and hence the dynamics of the gas.

While we have drawn back the curtain to reveal the primary features of the CGM, precise measurements of the properties of flows are still lacking, and are a top priority for astronomers in the coming decade (see priority area: unveiling the drivers of galaxy growth, The Astronomy & Astrophysics Decadal Survey 2022). Future instruments such as the 30 m class telescopes and the 6 m class infrared/optical/ultraviolet space telescope will greatly improve on our current observational limitations in terms of resolution and collecting area, giving astronomers the necessary boost in performance to place tighter constraints on the properties of flows.

The modeling of absorption and emission lines in down-the-barrel spectroscopy (i.e., centered on the object of study) represents one of the most promising approaches to constraining the properties of flows. The robustness and scope of predictions, however, depend on the complexity of the model used (or lack thereof). On one end, empirical-based measurements such as EWs, FWHMs, centroid velocities, etc., can be used to successfully establish the presence of flows by placing constraints on basic kinematic properties such as terminal speeds, line widths, etc., (e.g., Heckman et al. 2015; Henry at al. 2015; Chisholm et al. 2016a); while on the other end, models of the underlying radiation transfer (e.g., Chisholm et al. 2015; Scarlata & Panagia 2015; Zhu et al. 2015; Krumholz et al. 2017; Carr et al. 2018; Carr & Scarlata 2022) have the potential to constrain a much larger range of phenomena including outflow rates (Chisholm et al. 2016b, 2017; Xu et al. 2022), different driving mechanisms...
(Yuan et al. 2023), and escape fractions of ionizing radiation (Chisholm et al. 2018, 2020; Gazagnes et al. 2018). The latter of which have the potential to constrain the Epoch of Reionization.

The art or challenge behind this process is to design a model which is simple enough to constrain its parameter space quickly while still maintaining enough complexity to capture the underlying physics. Typically, as models grow in complexity, degeneracy appears, and higher quality data is often necessary (if even possible, see Gronke et al. 2015) to distinguish between different model predictions.

To achieve analytical simplicity, the radiation transfer models used to interpret spectral lines typically rely on analytical approximations and idealized model configurations to solve the radiation transfer equation. This contrasts with numerical methods, which often treat the radiation transfer process in full. While numerical codes are computationally expensive, they do provide an excellent opportunity to test the simpler analytical models (e.g., Gronke & Dijkstra 2016) with potential benefits to both participants. In this paper, we test the semianalytical line transfer (SALT) model of Scarlata & Panagia (2015) against the numerical radiation transfer code, RASCAS. SALT (and similar models) have been and will be used in future studies to estimate mass outflow rates (e.g., M. H. Huberty et al. 2023, in preparation), constrain the neutral gas distribution to infer the LyC escape fraction (e.g., Carr et al. 2021), and to understand the relation between metal line profiles and Lyα scattering (e.g., Carr et al. 2021). For these reasons, it is important that SALT is tested to the best of our ability.

Inspired by our comparison, we have developed upgrades to both models, and present them here for the first time. These include an alternative derivation of the SALT model which accounts for the absorption of nonradially traveling photons by an expanding shell and a customizable adaptive mesh refinement (AMR) routine for RASCAS. Because RASCAS is a mesh-based radiation transfer code, it depends on the natural resolution associated with the dimensions of the mesh. Therefore, using the SALT model as a guide, we develop an AMR routine capable of resolving features of idealized flows in RASCAS.

SALT relies on the Sobolev approximation (Lamers & Cassinelli 1999; Scarlata & Panagia 2015), and does not account for turbulent/thermal line broadening when computing line profiles. As such, turbulence is a key physical aspect of reality missing from the SALT model. RASCAS, on the other hand, does account for turbulent/thermal line broadening when computing line profiles thereby creating the perfect opportunity to establish SALT’s range of validity and applicability. While the limitations of the Sobolev approximation in the context of line profiles is well known (e.g., de Koter et al. 1993; Woocki & Puls 1999), it has not been studied in the SALT formalism before. Therefore, we review the formalism behind the Sobolev approximation and establish a validity criterion for SALT. We then test how well SALT can recover the bulk properties of turbulent flows from mock spectra generated with RASCAS.

The rest of this paper is organized as follows. We present an improved derivation of the SALT model in Section 2 and introduce the RASCAS customizable AMR routine in Section 3. We then compare spectral line predictions of the upgraded versions of SALT and RASCAS in the limit of low turbulent/thermal motion in Section 4. In Section 5, we review the formalism behind the Sobolev approximation and establish a validity criterion in terms of the SALT parameter space. We then test how well SALT can recover the bulk properties of turbulent flows in Section 6. Finally, we give our conclusions in Section 7.

2. SALT Upgrade: Nonradial Absorption

To achieve analytical simplicity, interpretive radiation transfer models must rely on approximations to solve the radiation transfer equation, accommodate for the scattering of photons, etc. The ability to test these approximations against numerical code is powerful with benefits for each participant. Motivated by our desire to better match the results of numerical scattering experiments, in this section we present an alternative derivation of the SALT model originally presented by Scarlata & Panagia (2015). Physically, the new model accounts for the absorption of photons traveling in nonradial directions by the outflow. Since these photons were neglected in earlier versions of SALT, this new model represents an upgrade to the older versions. In addition, we relax the assumption of a constant mass outflow rate (e.g., Carr et al. 2018, 2021) by accounting for a density field of an arbitrary power law.

For consistency, we preserve what notation we can from previous works. All models are to assume a spherical source of isotropically emitted radiation of radius, \( R_{\text{SF}} \), surrounded by an envelope of outflowing material that extends to a terminal radius, \( R_{\text{W}} \). A diagram has been provided in Figure 1. The \( \xi \)-axis runs perpendicular to the line of sight and is measured in units of distance normalized by \( R_{\text{SF}} \). The \( s \)-axis runs parallel to the line of sight and is measured using the same normalized units.

We spread our analysis of the upgrades across Sections 2.1–2.4: We begin with the absorption profile, advance to the emission profile, generalize to arbitrary density

---

5 The SALT code is publicly available at https://semi-analytic-line-transfer-salt.readthedocs.io.
fields, and conclude by mending the new model with machinery derived for SALT in other papers (viz., Scarlata & Panagia 2015; Carr et al. 2018, 2021). To make the analysis more transparent, we start with the simple case of pure resonant scattering in a spherical dust free homogenous (i.e., no clumps or holes) outflow in Sections 2.1–2.3, and then generalize to accommodate more realistic scenarios (i.e., dusty biconical nonhomogenous flows, fluorescence, etc.) in Section 2.4.

2.1. New Absorption Profile

In the original version of the SALT model, the outflow is decomposed into shells and the observed spectrum is computed one shell at a time. In the case of the absorption profile, the total energy removed from the continuum by a single shell is approximated by considering only radially emitted photons absorbed at resonance by the shell. In other words, it was assumed that a single shell could only absorb photons at a single wavelength. In reality, however, for an extended source, a single shell is capable of absorbing nonradially traveling photons from a range of wavelengths. Thus, to improve upon the original SALT model, we seek to account for the additional absorption of these photons. To this end, we abandon the approach of decomposing the outflow into thin shells, and instead, focus on calculating the total amount of energy removed from the continuum at a single wavelength from all points of resonance in the outflow.

Since the observer is located very far from the source, we can assume that the continuum consists only of photons emitted parallel to the line of sight. For simplicity, we also assume that the source projects continuum photons uniformly onto the plane of the sky—that is, we treat the source as a uniform emitting area in the shape of a circle. A diagram has been provided in Figure 2. We assume the outflow is characterized according to the description of Carr et al. (2018). In particular, we assume a velocity field of the power law,

\[ v = v_0 \left( \frac{r}{R_{\text{SF}}} \right)^\gamma \] for \( r < R_W \)

\[ v = v_\infty \] for \( r \geq R_W \),

where \( v_0 \) is the wind velocity at \( R_{\text{SF}} \), \( v_\infty \) is the terminal velocity of the wind, and \( 0.5 < \gamma < 2 \) is a typical range for an accelerating velocity field (e.g., Scuderi et al. 1992; Carr et al. 2018, 2021). We adopt the Sobolev approximation (Lamers & Cassinelli 1999), and assume only photons propagating exactly at resonance with a given point in the outflow can be absorbed at that point. Lastly, to stay consistent with previous works, we use the normalized units \( y = v/v_0 \) and \( x = v_{\text{obs}}/v_0 \) where \( v_{\text{obs}} \) is the observed velocity (i.e., the projection of the velocity field onto the line of sight).

Let photons of wavelength, \( \lambda \), be at resonance with material moving at velocity, \( y \). Then only points in the outflow with observed velocity, \( x = y \), can absorb photons from the continuum at wavelength, \( \lambda \). Geometrically, these points form a smooth surface. We refer to this surface, \( \Omega_x \), as the surface of constant observed velocity, \( x \). Following Carr et al. (2018), we can compute the intersection, \( \Gamma_s \), of such a surface with the \( s\xi \)-plane as

\[ \Gamma_s = (x^{y(1-\gamma)/\gamma}, \gamma^{2/\gamma} - x^2 y^{(1-\gamma)/\gamma} y^{1/2}) \]

(2)

where \( S \) and \( \Xi \) represent the parameterizations of the \( s \) and \( \xi \) coordinates of \( \Gamma_s \), respectively.

Our goal now is to calculate the fraction of the continuum energy emitted at wavelength, \( \lambda \), and absorbed by \( \Omega_x \). To achieve this goal, we consider the intensity emitted from a ring centered on the \( s\)-axis with radius, \( h \). To compute the normalized spectrum in the absence of the outflow, we would have

\[ I(h)_{\text{abs,blue}}/I_0 = \frac{F_\lambda}{F_{c,\lambda}} \frac{\int_0^1 2\pi h dh}{\pi(1)^2} \]

(4)

where

\[ \frac{F_\lambda}{F_{c,\lambda}} \]

is the flux observed at wavelength, \( \lambda \), normalized by the continuum.\(^6\) The fraction of energy removed from each ring by \( \Omega_x \) is \( 1 - e^{-\tau_S} \) where \( \tau_S \) is the Sobolev Optical depth (Lamers & Cassinelli 1999). Then, accounting for

\[ F_\lambda/F_{c,\lambda} = 1 \]

However, this may not hold for all line profiles of interest—for example, in the cases of overlapping absorption profiles, nebular lines, absorption in the ISM, etc.

---

\(^6\) For a flat continuum, \( F_\lambda/F_{c,\lambda} = 1 \); however, this may not hold for all line profiles of interest—for example, in the cases of overlapping absorption profiles, nebular lines, absorption in the ISM, etc.
new models using both the new and old SALT model in Figure 3. The older models largely resemble one another at larger radii, the pro-
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2.2. New Emission Profile

To stay consistent with our new derivation of the absorption profile, we must also account for the absorption of nonradially traveling photons by a shell before reemission.⁷ As a first step, we seek to compute the amount of energy absorbed by a single shell of intrinsic velocity, y, and thickness, dy, from the continuum (i.e., we consider only photons emitted parallel to the line of sight). In other words, we aim to compute the amount of energy absorbed from the continuum by the surfaces of constant observed velocity, Ω_v(y), which intersect the shell in the observed velocity range, [y cos Θ_C, y], where Θ_C = arcsin(y⁻¹/γ) is the angle subtended by the shell along the continuum. A diagram has been provided in Figure 4. We can view the problem geometrically by treating Ω_v(y) as a homotopy, or as a continuous map from one surface to the next, where our goal is to add up the varying fractions of continuum energy removed by each surface intersecting the shell as we continuously deform from x = y cos Θ_C to x = y. Once again, it will be sufficient to consider the curve or intersection of each surface with the sλ-plane, Γ_v(y). Fortunately, we have already computed the fraction of the continuum energy absorbed by Γ_v(y) in the interval dy in the integrand of Equation (7). Thus, the amount of continuum energy absorbed by material in the shell at resonance with observed velocity x ∈ [y cos Θ_C, y] is

\[
\frac{dL_{s\text{-}c,\text{shell}}}{dy} = \frac{2L_c(y^2-\gamma)/\gamma + (\gamma - 1)x^2y^2(2-3\gamma)/\gamma(1 - e^{-\gamma y^2(3\gamma-3)/\gamma})dy}{\sqrt{\xi}}
\]

where \(L_c(x)\) is the amount of continuum energy emitted at resonance with material moving at velocity, x. It follows that the total amount of continuum energy absorbed by the shell is

\[
L_{c,\text{shell}} = \int \frac{dL_{s\text{-}c,\text{shell}}}{dy} dx = \int_{y \cos \Theta_C}^{\gamma} \frac{2L_c(x)(y^2-\gamma)/\gamma + (\gamma - 1)x^2y^2(2-3\gamma)/\gamma(1 - e^{-\gamma y^2(3\gamma-3)/\gamma})}{\sqrt{\xi}} dx.
\]

Our goal is to find the total amount of energy absorbed by the shell, but Equation (10) only considers rays emitted parallel to the line of sight. Observe, however, that Equation (9) has the form \(dL_{s\text{-}c,\text{shell}} = L_c^s[\text{fraction}] \) (see Equations (6) and (7))—that is, Equation (9) computes the fraction of continuum energy, at a given wavelength, absorbed by the shell. Furthermore, notice that any ray emitted by the source can be observed as a continuum emission following a suitable rotation of the reference frame. (Just draw a line parallel to the emitted ray through the origin, then use this line to define the new line of sight.) It follows that we can replace \(L_c \) in Equation (7) with \(L_\text{s}(x) \), or the total energy emitted by photons at the resonant wavelength, because the fraction of the total energy absorbed by the shell is the same as that defined in Equation (9).

⁷ The line profile resulting from the resonant scattering of photons through a spherically symmetric outflow is known to have equal absorption and emission equivalent widths (i.e., assuming energy is conserved, Prochaska et al. 2011). Thus the greater absorption achieved by the new absorption component of SALT (see Figure 3) suggests a similar adjustment must be made to the emission component as well.
Therefore, the total energy absorbed by the shell becomes

\[
L_{\text{shell}} = \int_{y \cos \theta_C}^\gamma \frac{2I_C(t) \left( \frac{y(1-\gamma)}{\gamma} \right)}{\gamma} \left( 1 - e^{-\gamma(t,x,y)} \right) dx.
\]

(11)

Assuming the band reemits isotropically, the observed flux emitted by the band, \(dF_{BC}\), becomes

\[
dF_{BC} = L_{\text{shell}} \frac{dv_{\text{obs}}}{4\pi r_\infty^2 2v}.
\]

(15)

where \(r_\infty\) is the distance to the observer. Finally, after integrating over all shells, projecting, and normalizing by the continuum, the normalized blue emission profile becomes

\[
I(x)_{\text{em,blue}} / I_0 = \int \frac{1}{F} \frac{dF_{BC}}{dv_{\text{obs}}} dv
\]

\[
= \int_{\max(x,1)}^{\gamma_C} \frac{dy}{2y} \int_{y \cos \theta_C}^\gamma \frac{2F(t')}{F(t)} \left( \frac{y(1-\gamma)}{\gamma} \right) \left( 1 - e^{-\gamma(t',x,y')} \right) dx'.
\]

(16)

and the normalized red emission profile becomes

\[
I(x)_{\text{em,red}} / I_0
\]

\[
= \int_{\gamma_1}^{\gamma_C} \frac{dy}{2y} \int_{y \cos \theta_C}^\gamma \frac{2F(t')}{F(t)} \left( \frac{y(1-\gamma)}{\gamma} \right) \left( 1 - e^{-\gamma(t',x,y')} \right) dx'.
\]

(17)

where \(F(i) = L(i)/4\pi r_\infty^2\) represents the flux at observed velocity, \(i\). The red and blue components account for reemission occurring at negative and positive observed velocities, respectively. The only difference between the two profiles is the range of integration. The lower bound for the red integral, \(\gamma_1\), takes the same definition as in Equation (8) and accounts for the blocking of rays emitted from behind the source.

Using an identical setup as in Figure 3, we have plotted emission profiles for various values of \(\gamma\) using both the new and old SALT model in Figure 5. Similar to the absorption case, the new model achieves more emission at smaller observed velocities, and converges with the old model at higher observed velocities. This time, however, the latter can be explained by noting that the behavior of the line profile.
should approach that of a point source as the radius of the shell grows large.

2.3. Arbitrary Density Field

Here we relax the assumption of a constant mass outflow rate assumed by, for example, Carr et al. (2018, 2021), and assume a general density field to characterize the flow. We assume the density field, \( n(r) \), follows a power law of the form \( n(r) = n_0 (r/R_{\text{sf}})^{-\delta} \) (see Werk et al. 2013), where \( n_0 \) is the number density of the relevant ion at \( R_{\text{sf}} \). We note however that SALT can easily account for more complicated expressions due to—for example, abrupt changes in the ionization state and breaks from monotonicity (e.g., Gray et al. 2019; Sarkar et al. 2022). In general, for a well-defined function \( n(r) \), SALT only requires piecewise continuity.8 The density field determines the strength of the absorption coefficient and is manifestly part of the optical depth. Following Carr et al. (2018), we compute the Sobolev optical depth (Castor 1970; Lamers & Cassinelli 1999) as

\[
\tau_S(r) = \frac{\pi e^2}{mc} f_{\text{lu}} \lambda_{\text{lu}} \left[ 1 - \frac{n_0 g_1}{n_1 g_{\text{lu}}} \right] n(r) \frac{r/v}{1 + \sigma \cos^2 \phi},
\]

(18)

where \( \sigma = \frac{d \ln n(r)}{d \ln r} - 1 \) and \( \phi \) is the angle between the velocity and the trajectory of the photon, \( f_{\text{lu}} \) and \( \lambda_{\text{lu}} \) are the oscillator strength and wavelength for the \( \text{lu} \) transition, respectively. All other quantities take their usual definition. Neglecting stimulated emission (i.e., \( 1 - \frac{n_0 g_1}{n_1 g_{\text{lu}}} = 1 \)) and writing Equation (18) in terms of the quantities relevant to the SALT model, the expression for the optical depth in Equations (7), (16), and (17) becomes

\[
\tau_S(x, y) = \frac{\tau_0}{1 + (\gamma - 1)(x/y)^2} \gamma^{(1-\gamma)\delta/\gamma},
\]

(19)

where

\[
\tau_0 = \frac{\pi e^2}{mc} f_{\text{lu}} \lambda_{\text{lu}} n_0 R_{\text{sf}} \frac{R_{\text{sf}}}{v_0}.
\]

(20)

We investigate how the line profile varies with \( \delta \) for a spherical homologous (i.e., \( \gamma = 1 \)) outflow with fixed column density, \( \log(N \ [\text{cm}^{-2}]) = 15 \), in Figure 6. Identical colors correspond to the same model in each panel. The fraction of the continuum, \( 1 - e^{-\gamma S} \), absorbed by a shell of intrinsic velocity, \( v \), plotted against the entire extent of the outflow (1 < \( y < 20 \)). As \( \delta \) increases, a larger volume of energy is removed from the continuum. To the right are the absorption profiles, and the bottom left are the emission profiles. Each feature increases with decreasing \( \delta \) as expected. The bottom right shows the complete P Cygni profiles. The rest of the parameters used in this model are \( \log(N \ [\text{cm}^{-2}]) = 15, \lambda_{\text{lu}} = 1190.42 \text{ Å}, f_{\text{lu}} = 0.277, R_{\text{sf}} = 1 \text{ kpc}, \alpha = 90^\circ, \psi = \text{NA}, \delta = \gamma + 2, v_0 = 25 \text{ km s}^{-1}, v_{\infty} = 500 \text{ km s}^{-1}, v_{\text{ap}} = 500 \text{ km s}^{-1}, f_c = 1, \) and \( \kappa = 0 \).

8 Whether or not the Sobolov approximation will hold for such \( n(r) \) is a different debate, and will depend on other properties of the flow. See Section 5.

9 Note that this definition of the covering fraction differs from the typical value, \( CF \), used throughout the literature, in the case of a biconical flow, viz., \( CF = 4\pi (1 - \cos \alpha)/R_c \).
uniformly distributed throughout the outflow\(^\text{10}\) (e.g., McCourt et al. 2018). To account for reemission losses due to a limiting finite observing aperture and dust extinction, we can also scale the value of \(L_{\text{shell}}\) in Equation (15) by the aperture factor, \(\Theta_{\text{AP}}\), defined by Carr et al. (2018), and \(e^{-\tau_{\text{dust}}}\) where \(\tau_{\text{dust}}\) is the dust optical depth defined by Carr et al. (2021), respectively. Lastly, we can account for the possibility of both fluorescent and resonant reemission from a given shell by scaling Equation (15) by the appropriate fraction, \(F_{R} \) or \(F_{F} \), defined by Scarlata & Panagia (2015), which corresponds to the fraction of emitted photons escaping at the relevant resonant and fluorescent wavelengths, respectively. The final and complete line profile for the upgraded SALT model is

\[
\frac{(\lambda \lambda_{\text{abs,blue}}) + (\lambda \lambda_{\text{em,blue}}) + (\lambda \lambda_{\text{em,red}})}{I_{0}} = \frac{F_{\lambda}}{F_{\text{e}}(\lambda)} - \frac{2}{\gamma_{\lambda}} \int_{y_{\cos\theta_{\lambda}}}^{\gamma_{\lambda}} f_{\lambda} f_{\lambda} f_{\lambda} \frac{e^{-\tau_{\text{abs}}}}{2\gamma_{\lambda}} \\
\times \frac{2}{\gamma_{\lambda}} \frac{F_{\lambda}(\gamma)}{F_{\text{e}}(\lambda)} \left[ (\gamma - 1) \chi^{2} \gamma^{2} (2-\gamma) (1 - e^{-\tau_{\lambda}(\gamma,\lambda)}) \right] \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}} \\
\times \frac{\Theta_{\text{AP}} F_{\lambda} f_{\lambda} f_{\lambda} e^{-\tau_{\text{dust}}}}{2\gamma_{\lambda}}. 
\]  

(21)

The new version of SALT can accommodate a much wider range of spectral features and is more easily adaptable to different flow characteristics than its predecessors. As an example of the latter, Carr & Scarlata (2022) used the same constructs to develop a SALT model for galactic inflows. In principle, a similar model could be designed for decelerating flows which have been found to better explain some observations (Burchett et al. 2021).

To demonstrate the versatility of the new SALT model, we show a line profile for the Si \(\text{II} \ 1190 \ \text{Å} \ 1193 \ \text{Å} \) doublet which includes an ISM absorption component in the left panel of Figure 7. While we do not perform any radiation transfer modeling in the ISM (i.e., \( r < R_{SP} \)) with SALT, we are able to assume the profile which emerges from the ISM with the ratio \( F/F_{\text{e}} \) in Equation (21) and then propagate that profile through the outflow. For this profile, we have modeled the ISM absorption with a Gaussian of width 50 km s\(^{-1}\) and height equal to one or reaching saturation in the normalized profile. In a similar fashion, we can also account for the possibility of nebular emission, which typically appears in Mg II (e.g., Henry et al. 2018) and C IV (e.g., Senchyna et al. 2022; C. S. Scarlata et al. 2023, in preparation) lines, occurring in the ISM. We show an example of a C IV 1548 Å 1551 Å doublet in the right panel of Figure 7 which has nebular emission. For this profile, we assumed initial Gaussians of heights two and one and widths 100 km s\(^{-1}\) for the nebular emission peaks centered on the 1548 Å and 1551 Å lines, respectively. SALT scatters these profiles through the outflow to recover the observed spectrum.

The rest of this paper is dedicated to testing the upgraded version of SALT. As such, all of the following results which depend on SALT can be assumed to have been derived from the new model. For convenience, we have provided a complete list of the SALT parameters along with their definitions in Table 1. This includes parameters from other papers which may be useful in the following analysis, but were not used in this section.

3. RASCAS Upgrade: Adaptive Mesh Refinement

RASCAS (for RAdiation SCattering in Astrophysical Simulations, Michel-Dansac et al. 2020) is a numerical radiation transfer code to compute the propagation of resonant and nonresonant photons through astrophysical environments. These may be provided by numerical simulations, e.g., of galaxies (Mauerhofer et al. 2021; Garel et al. 2021) or turbulent molecular clouds (Kimm et al. 2022), or they may be an implementation of idealized models. RASCAS treats the radiation transfer process in full, but—as a numerical routine—must rely on a 3D grid to perform computations.

While a regular grid may be enough to describe a number of idealized models with enough accuracy (e.g., Verhamme et al. 2006; Prochaska et al. 2011; Song et al. 2022), this approach

\(^{10}\) While Carr et al. (2018) assume a radially constant value for \(f_{\lambda} \) in their work, the above analysis can accommodate a radially dependent scale factor (e.g., M. H. Huberty et al. 2023, in preparation) just as well.
are the maximum and minimum densities found in the str. α = 90°, ψ = NA, $R_{SG} = 1$ kpc, $v = 25$ km s$^{-1}$, $v_{\infty} = 500$ km s$^{-1}$, $f_{c} = 1$, and $\kappa = 0$. Right Panel line profile for the 1548 Å, 1551 Å doublet. The nebular emission lines were made with Gaussians of standard deviation $\sigma = 300$ km s$^{-1}$, $v_{\infty} = 300$ km s$^{-1}$, $f_{c} = 1$, $\delta = 4.0$, and $\kappa = 0$.

Figure 7. Features of the new SALT model. The intrinsic profile that emerges from the ISM is shown in black and the observed spectrum after scattering of the intrinsic profile with the outflow appears in red. Left Panel Line profile for the Si II 1190 Å, 1193 Å doublet with a symmetric ISM absorption component. The ISM line features were made with Gaussians of standard deviation $\sigma = 50$ km s$^{-1}$ and height equal to one. The rest of the parameters used in this model are $\tau = 0.21$, $\alpha = 90°$, $\psi = NA$, $R_{SG} = 1$ kpc, $\gamma = 1.0$, $\delta = 3.0$, $v_{\infty} = 25$ km s$^{-1}$, $v_{\infty} = 500$ km s$^{-1}$, $f_{c} = 1$, and $\kappa = 0$. Right Panel line profile for the C IV 1548 Å, 1551 Å doublet. The nebular emission lines were made with Gaussians of standard deviation $\sigma = 300$ km s$^{-1}$, $v_{\infty} = 300$ km s$^{-1}$, $f_{c} = 1$, $\delta = 4.0$, and $\kappa = 0$.

Table 1

| Symbol | Definition | Symbol | Definition |
|--------|------------|--------|------------|
| $R_{SG}$ | Radius of continuum source | $R_{WF}$ | Wind radius |
| $\alpha$ | Half-opening angle | $\psi$ | Orientation angle |
| $v_{0}$ | Launch velocity | $v_{\infty}$ | Terminal velocity |
| $R_{AP}$ | Aperture radius | $v_{inf}$ | Velocity field at $R_{AP}$ |
| $\gamma$ | Velocity field power-law index | $\delta$ | Density field power-law index |
| $\tau_0$ | Optical depth | $\tau$ | $\tau_0$ divided by $f_{ul}\lambda_{ul}$ |
| $\kappa$ | Dust opacity multiplied by $R_{SG}\psi_{ul,0}$ | $f_{c}$ | Covering fraction inside the bicone |
| $\rho_0$ | Number density at $R_{SG}$ | $\rho_{\infty}$ | Terminal velocity normalized by $v_{0}$ |
| $\gamma$ | Shell velocity normalized by $v_{0}$ | $\phi$ | Angle between the velocity and photon ray |
| $\tau_s$ | Sobolev optical depth | $\Gamma_{s}$ | Intersection of $\Omega_{s}$ with the $s\xi$-plane |
| $\Omega_s$ | Surface of constant observed velocity $\gamma$ | $s$ | $s$ coordinate of $\Gamma_{s}$ |
| $\xi$ | $\xi$ coordinate of $\Gamma_{s}$ | $\lambda_{ul}$ | Wavelength for the $lu$ transition |
| $f_{ul}$ | Oscillator strength for the $lu$ transition | $f_{c}$ | Geometric scale factor for wind geometry |
| $\Theta_{C}$ | Max angle for continuum absorption | $\rho_{\infty}$ | Terminal velocity normalized by $v_{0}$ |

quickly demands prohibitive amounts of memory in the general case. The models we wish to explore, in particular, feature steep velocity and density gradients which require very high resolution. In the present paper, we use an updated version of the RASCAS code, which allows us to implement idealized models with adaptive mesh refinement (AMR). This adaptive grid is defined as follows.

The user first fixes a maximum level of refinement, $l_{\text{max}}$, which defines the maximum grid size, corresponding to $2^{l_{\text{max}}}$ cells on a side.

The refinement procedure then begins as a loop on cells existing at each refinement level, starting with the unique cell at level $l = 0$ (the only one always defined at initialization) to possible cells at level $l = l_{\text{max}} - 1$. At each level, we decide to refine a cell if its properties meet any of the following criteria:

1. density variations across the cell are such that $Q_{\rho} = (\rho_{\text{max}} - \rho_{\text{min}})/($ $\rho_{\text{max}} + \rho_{\text{min}}$) > $\epsilon_{\rho}$, where $\rho_{\text{max}}$ and $\rho_{\text{min}}$ are the maximum and minimum densities found in the cell, and $\epsilon_{\rho} \leq 1$ is a user-defined parameter. In order to speed up computations, we first evaluate $\rho_{\text{max}}$ and $\rho_{\text{min}}$ at grid points of level $l + 1$, and only if $Q_{\rho} < \epsilon_{\rho}$ do we evaluate points at level $l + 2$, and so on until the cell is refined or no variation is found at a resolution of $l_{\text{max}}$.

2. velocity variations across the cell are such that $Q_{v} > \epsilon_{v}$, where $Q_{v}$ is defined as $Q_{\rho}$, but using the norm of the velocity field instead of density.

3. the maximum velocity difference across the cell ($\Delta v = v_{\text{max}} - v_{\text{min}}$) is larger than the thermal (or turbulent) velocity dispersion $v_{t}$. $\Delta v$ is evaluated along $Q_{v}$ with the same strategy.

Note that our strategy will robustly identify (and refine if needed) details down to a scale $1/2^{l_{\text{max}}}$.

If one of the criteria is met, the cell is refined and 8 level $l + 1$ cells are inserted in a linked list to be later tested.
After this first pass, we run a second pass over all cells at all levels in order to ensure that two adjacent cells never differ by more than one level of refinement. This rule is inherited from the AMR code RAMSES (Teyssier 2002), and the search for neighboring cells in RASCAS requires it (see Michel-Dansac et al. 2020, for more details).

Generating an AMR grid tailored to each idealized model is an improvement, but in practice, this is not enough to keep the memory footprint of the code low for any model. An example of an AMR grid for the biconical wind model is shown in Figure 8. As it can be seen, the velocity/density gradients and the small value of thermal velocity ($v_{th} = 1 \text{ km s}^{-1}$) used for this model make the whole wind region resolved at the maximum level of refinement.

We thus also use domain decomposition, as described in Michel-Dansac et al. (2020), and build the AMR grid across any number of predefined subdomains. Because some of our models break spherical symmetry, we have introduced into RASCAS a new implementation of multidomain peeling off (see Dijkstra 2017), which allows us to compute efficiently mock spectra in any direction despite this domain decomposition.

Once the mesh is generated, the propagation of the photon packets is computed in the standard way with RASCAS, as described in detail in Michel-Dansac et al. (2020), and we have introduced no further modifications to the code.

It is interesting to understand the resolution required with RASCAS to reach numerical convergence. Suppose a photon emitted at frequency, $\nu$, comes into resonance at a point, $p$, moving with the outflow at a velocity, $v$, with respect to the frame in which the photon was emitted. If we ignore line broadening, the optical depth will be effectively zero everywhere except exactly at $p$—that is, the photon will only come into resonance and interact with the outflow exactly at $p$. In this circumstance, the point $p$ is often called the Sobolev point (see Lamers & Cassinelli 1999) and the profile function or cross section will be a Dirac delta function. If we consider line broadening, the photon will be able to come into resonance in a volume centered on $p$ where the thermal motion can negate the Doppler shift due to the bulk flow of the outflow. This volume describes where a resonance interaction between the outflow and photon can occur and is called the line interaction region (see Lamers & Cassinelli 1999). The line interaction region can be approximated by the Sobolev length, $S_L$, or the distance over which the velocity field changes by an amount, $v_{th}$. The volume enclosed by computing $1.5S_L$ around $p$ has been found to be a good approximation to the line interaction region (Lamers & Cassinelli 1999). Therefore, to properly resolve resonance scattering in a moving medium, RASCAS must at least resolve the interaction region.

To determine the maximum level of refinement, we test for convergence of the numerically derived optical depth, $\tau_D$, with the true (continuous) optical depth, $\tau_C$, on a uniform mesh in Figure 9 where we have plotted the normalized difference as a function of the total number of grids. We find that the condition

$$2^{l_{\text{max}}} > \frac{2R_W}{S_L}$$

is sufficient for convergence as expected and the locations of equality are marked with X’s in Figure 9. Thus Equation (22) can be used to find $l_{\text{max}}$ for the AMR routine in the case where the most restrictive value of $S_L$ is known.

4. Testing SALT With RASCAS

The SALT formalism (see Section 2) relies on approximations (e.g., the Sobolev approximation) and idealized model setups to solve the radiation transfer equation. In this context, SALT is capable of exploring large dimensional parameter spaces quickly at minimal cost in terms of memory and storage space, making it an efficient means for interpreting data (e.g., Carr et al. 2021, M. H. Huberty et al. 2023, in preparation). In contrast, RASCAS relies on Monte Carlo numerical calculations to solve the radiation transfer equation in full. While accurate and highly adaptable, this approach is costly and renders RASCAS an inefficient means for constraining models in large parameter spaces. When used together, however, these models have the potential to create a powerful tool to perform precision astronomy (e.g., C. C. Carr et al. 2023, in preparation), but they must be shown to be both compatible and well tested. While RASCAS has been tested and upheld to various known analytical results throughout the literature (see Michel-Dansac et al. 2020), the SALT model has yet to be thoroughly tested. In this section, we seek to thoroughly test SALT by comparing model predictions to those of RASCAS directly and then assuming the agreement with other models in the literature follows transitively.

To form a rigid basis of comparison, we attempt to recreate the exact same radiation transfer experiment assumed by SALT in RASCAS—that is, using the idealized model’s module (see Michel-Dansac et al. 2020), we construct a biconical outflow defined by the same density and velocity fields as SALT in RASCAS. Photons are drawn uniformly and emitted isotropically from a centrally located spherical source of radiation, and isotropic scattering is further assumed to occur in the outflow. See Figure 1. We set the Doppler parameter, $v_{th} = 1 \text{ km s}^{-1}$, in RASCAS to ensure we are comparing SALT to RASCAS in the limit of low thermal velocity (i.e., in the limit that the Sobolev approximation is valid, see Section 5). To test SALT against RASCAS, we first compare the predictions of SALT to
RASCAS with a fiducial model, then isolate and change a single parameter between subsequent predictions. The fiducial model assumes a spherical outflow (i.e., $\alpha = 90^\circ$), a homologous flow (i.e., $\gamma = 1.0$), a constant outflow rate (i.e., $\delta = 3$), no dust (i.e., $\kappa = 0.0$), no holes or clumps (i.e., $f_e = 1.0$), a sufficiently large aperture to capture the entirety of the outflow (i.e., $v_{\text{ap}} > v_\infty$), a launch velocity, $v_0 = 25$ km s$^{-1}$, a terminal velocity, $v_\infty = 500$ km s$^{-1}$, a column density, $\log(N_{\text{Si}} [\text{cm}^{-2}]) = 15$, and a source of radius, $R_{\text{SP}} = 1$ kpc. For a complete list of the SALT parameters and their definitions, see Table 1.

For each comparison, we have chosen to model the Si II 1190 Å, 1193 Å doublet absorption lines. All relevant atomic information has been provided in Table 2. These transitions have a fluorescent component (see Scarlata & Panagia 2015 for a description of the atomic structure) and will thoroughly test every aspect of the SALT model including the multiple scattering procedure developed by Scarlata & Panagia (2015). Sections 4.1–4.4 are broken down according to the parameters tested. All RASCAS predictions rely on the AMR routine described above to ensure all boundaries and gradients are resolved. Specifically, we set $I_{\text{max}} = 10$, $\epsilon_\rho = 1.0$, $\epsilon_v = 1.0$, used the velocity refinement condition (i.e., $\Delta v > v_{\text{th}}$), and propagated 5 million photon packets. Any deviations from these parameters will be stated explicitly.

4.1. Geometry

SALT assumes a biconical outflow geometry characterized by a half-opening angle, $\alpha$, and an orientation angle with respect to the line of sight, $\psi$. To account for the effects of varying the opening and orientation angles on the predicted line profiles of SALT, Carr et al. (2018) first predicted the spectrum for a spherical outflow then removed energy from each shell according to a multiplicative factor which they called the geometric scale factor, $f_g$. $f_g$ is a complicated function of $\alpha$ and $\psi$ which relies on the theory of band contours (see Beals 1931), and as such, deserves to be tested. In Figure 10, we compute the Si II 1190 Å, 1193 Å doublet absorption profile for a biconical outflow with a half-opening angle, $\alpha = 45^\circ$. Each panel shows the predicted spectrum of both SALT and RASCAS as it would appear from a different orientation with respect to the line of sight. The agreement between RASCAS and SALT is impeccable for each orientation. This not only reassures the accuracy of the calculations of Carr et al. (2018), but also demonstrates the effectiveness of the AMR upgrade of RASCAS to resolve the boundary of the outflow.

4.2. Density

We compare the predictions of SALT and RASCAS for different densities/column densities of a spherical outflow in Figure 11. In each model, we only change the column density, $N$, by changing the number density of Si$^+$, $n_{0,\text{Si}}$, at the launch radius while keeping the other parameters fixed. (See the definition of $N$ in Section 6.) We assume a constant mass outflow rate (i.e., $\delta = \gamma + 2.0$) in every model. As the column density grows large ($\log(N_{\text{Si}} [\text{cm}^{-2}]) \sim 17$), the predictions of SALT and RASCAS start to diverge. In particular, RASCAS is able to achieve absorption occurring to the red or right-of-line center (see right panel). Furthermore, when this is the case, RASCAS achieves more emission at the fluorescent wavelengths (see left panel). The latter reflects the fact that the photons absorbed at resonance by these transitions always have a nonzero probability of being reemitted at a longer or fluorescent wavelength (which is set by the Einstein coefficients of the relevant transitions, see Scarlata & Panagia (2015) for a description). Since there are fewer atoms in the excited ground state, fluorescent photons have a much greater chance of escaping the outflow. Therefore, by increasing the density or number of interactions, one increases the probability that a given photon escapes the outflow at fluorescence. In regards to the former, the absorption of photons to the red or right-of-line center is a clear indication of the finite width of the interaction cross section. Indeed, redshifted absorption is impossible in SALT because it assumes the Sobolev approximation. Even though we set the width of the interaction cross section to be small (we set $v_{\text{th}} = 1$ km s$^{-1}$ in RASCAS for these tests), there is still a nonzero chance that a photon can be absorbed out of resonance with the bulk flow of the outflow due to the random or turbulent motion in the gas. We will take a closer look at the role density plays in the spectral predictions of RASCAS and SALT in Section 4.3 where we examine precisely how RASCAS and SALT compute the optical depth.

4.3. Density and Velocity Gradients

We test SALT against RASCAS for different values of the density field gradient (left panel) and velocity field gradient (right panel) in Figure 12. For all models in the left panel, we assume a $\gamma = 1$ velocity field which implies $\delta = 3$ represents a constant mass outflow rate. SALT is in excellent agreement with RASCAS for all values of $\delta$ shown. For all models in the right panel, we assume a constant mass outflow rate for each trial (i.e., $\delta = \gamma + 2.0$, Carr et al. 2018). Again, SALT and RASCAS are in excellent agreement for the range $0.5 < \gamma < 2.0$ which has been shown by Carr et al. (2021) and M. H. Huberty et al. (2023, in preparation) to achieve reasonable fits to the spectra of local galaxies. This agreement validates the generalization of SALT to arbitrary density fields made in Section 2. Furthermore, these results suggest that the Sobolev approximation and SALT are valid for the range of velocity field gradients covered as long as one remains
Figure 10. SALT (black) and RASCAS (red) predictions for the Si II 1190 Å, 1193 Å doublet line profiles for a biconical outflow ($\alpha = 45^\circ$). The different panels represent different orientations of the outflow with respect to the observer ($\psi = 0^\circ$, 90$^\circ$, 45$^\circ$ for the left, middle, and right panels, respectively); all emblems in the upper left corner are to be viewed from the right.

Figure 11. Spectral predictions of SALT and RASCAS for varying column densities. The fiducial model is the same as Figure 10, except it now assumes a spherical outflow geometry. Left panel: SALT and RASCAS predictions for column densities $\log(N_{\text{Si}^+} \, \text{cm}^{-2}) = 13$, 15, 16, and 17 shown in red, blue, and green, respectively. For $\log(N_{\text{Si}^+} \, \text{cm}^{-2}) = 17$, the predictions of RASCAS and SALT start to diverge. In particular, RASCAS achieves redshifted absorption and more fluorescent emission than SALT. Right panel: close-up view of the 1193 Å transition line. It is clear that the equivalent width of the redshifted absorption feature in RASCAS grows with increasing density.

Table 2

| Ion | Vac. Wavelength Å | $A_{\text{nl}}$ s$^{-1}$ | $f_{\text{nl}}$ | $E_{f} - E_{u}$ eV | $g_{f} - g_{u}$ | Lower Level Conf.,Term,J | Upper Level Conf.,Term,J |
|-----|-------------------|---------------------------|---------------|---------------------|----------------|--------------------------|--------------------------|
| Si II | 1190.42 | $6.53 \times 10^{8}$ | $2.77 \times 10^{-1}$ | 0.0000–10.41520 | 2 – 4 | $3s^{2}3p^{2}, \frac{3P}{2}$, 1/2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 1/2 |
|      | 1193.28 | $2.69 \times 10^{9}$ | $5.75 \times 10^{-1}$ | 0.0000–10.39012 | 2 – 2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 1/2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 1/2 |
|      | 1194.50 | $3.45 \times 10^{9}$ | $7.37 \times 10^{-1}$ | 0.035613–10.41520 | 4 – 4 | $3s^{2}3p^{2}, \frac{3P}{2}$, 3/2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 3/2 |
|      | 1197.39 | $1.4 \times 10^{9}$ | $1.5 \times 10^{-1}$ | 0.035613–10.39012 | 4 – 2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 3/2 | $3s^{2}3p^{2}, \frac{3P}{2}$, 1/2 |
| C IV | 1548.202 | $2.65 \times 10^{9}$ | $1.90 \times 10^{-1}$ | 0.0000–8.00835 | 2 – 4 | $1s^{2}2s, \frac{3S}{2}$, 1/2 | $1s^{2}2s, \frac{3S}{2}$, 1/2 |
|      | 1550.772 | $2.64 \times 10^{9}$ | $9.52 \times 10^{-2}$ | 0.0000–7.99500 | 2 – 2 | $1s^{2}2s, \frac{3S}{2}$, 1/2 | $1s^{2}2s, \frac{3S}{2}$, 1/2 |

Notes. Data taken from the NIST Atomic Spectra Database.

* http://www.nist.gov/pml/data/ASD.cfm
reasonably close to a constant outflow rate. We will explore this claim further in Section 4.4.

4.4. Observing Aperture

Lastly, we test the SALT formalism for accounting for the effects of a limiting, finite circular observing aperture (e.g., the Cosmic Origins Spectrograph, or COS aperture) on a line profile. In the formalism presented by Carr et al. (2018), all reemission occurring in shells lying outside the aperture radius, as projected onto the plane of the sky, $R_{AP}$, is excluded from the line profile. In this way, the amount of both blueshifted and redshifted emission is diminished as the aperture captures smaller and smaller portions of the outflow. In contrast, the observing aperture is accounted for in RASCAS by simply adjusting the radius of the circular collecting area in the Monte Carlo scattering experiment. In Figure 13, we compare the predictions of SALT and RASCAS for a spherical outflow with different aperture sizes. The aperture scale is provided as a fraction of the wind radius, $R_{AP}$. We see that the predictions of both RASCAS and SALT are near-perfect agreement for every model.

The fact that this occurs at every scale tested demonstrates that the approximations of SALT agree with RASCAS on local scales, and does not represent a global averaging. This fact bodes well for the application of SALT to an integral field unit (IFU) data in future studies (e.g., those with JWST) where data can be collected from subsets of the total image.

5. Sobolev Criterion

The SALT model assumes the Sobolev approximation (Lamers & Cassinelli 1999) where radiation of a given wavelength can only interact with the outflow at a single point...
of resonance called the Sobolev point. Consequently, SALT does not consider turbulence, thermal motion, or natural line broadening when computing the optical depth. In contrast, RASCAS, which solves the radiation transfer process numerically, considers all three types of line broadening when computing the optical depth. In this context, the optical depth can be computed as

$$\tau_R = \int n(r) C_\nu \Phi_\nu dr,$$

where $n(r)$ is the number density, $C_\nu$ is the cross section for the relevant atomic interaction, and $\Phi_\nu$ is the frequency-dependent profile function. The profile function is represented by the convolution of a natural Lorentzian profile and a Maxwellian velocity distribution for thermal broadening. Its width is determined by the Doppler parameter, $v_{th}$ (see Michel-Dansac et al. 2020 for an explicit definition). Thus by adjusting the value of $v_{th}$ in different scattering experiments, we are able to explore how well the Sobolev approximation captures the radiation transfer process given different models of turbulence and bulk properties of the outflows. Ultimately, since the purpose of SALT is to interpret real astronomical data, we want to be able to determine precisely when the Sobolev approximation is valid. In this section, we review the theory behind the Sobolev approximation to establish a validity criterion within the SALT formalism and to better understand the differences between the spectral line predictions of RASCAS and SALT.

The justification for the Sobolev approximation relies on the fact that in the case of a steep velocity field gradient, as one moves away from the Sobolev point, the surrounding material is quickly shifted out of resonance with the incoming photon and the absorption coefficient drops to effectively zero. In this context, a scale length is typically assigned to the interaction region called the Sobolev length, $S_L$, which is defined as the distance from the Sobolev point over which the velocity field changes by an amount equal to the Doppler width—that is, $S_L = v_{th}/|d(\mu)/dl|$, where $\mu = \cos \theta$ and $dl = d(\mu)$. A typical requirement for the validity of the Sobolev approximation is for changes in the bulk flow to occur on length scales greater than the Sobolev length (e.g., de Koter et al. 1993 and Owocki & Puls 1999). Using the density scale height, $H = n(r)/[d(\mu)/dl]$, to define the flow scale, the criterion for the validity of the Sobolev approximation becomes $H > S_L$, or in terms relevant to the SALT model,

$$\frac{\gamma}{\delta} > \frac{v_{th}}{v(r)}$$

Equation (24) states that the Sobolev approximation is most applicable when the density field approach a constant and the velocity field gradient is large relative to the Doppler width. When this is the case, one can factor the density out of the integral in Equation (23), and $\Phi_\nu$ approaches a delta function in position space, $r$. Under these conditions, the optical depth will converge to the Sobolev optical depth, $\tau_S$, or the expression defined by Equation (19). We test this claim in the left panel of Figure 14 by showing the normalized difference between $\tau_R$ and $\tau_S$ as a function of $\delta$ for various values of $\gamma$. The X’s mark the location of a constant mass outflow rate for each $\gamma$. From the plot, it is clear that $\tau_S$ is a good approximation for $\tau_R$ in the case of a constant mass outflow rate or when the density field decays slower than is necessary to maintain a constant mass outflow rate (i.e., for $\delta > \gamma + 2$). For density fields that decay quicker than is necessary to maintain a constant mass outflow rate (i.e., $\delta < \gamma + 2$) the values of $\tau_R$ and $\tau_S$ start to diverge and the rate of divergence with $\delta$ grows more slowly with larger $\gamma$ or steeper velocity fields. Therefore, for the range $0.5 \leq \gamma \leq 2.0$, the Sobolev optical depth is a good approximation for the true optical depth computed by RASCAS which explains the good agreement between the predictions of RASCAS and SALT in Figure 12.

While Equation (24) can explain the agreement between RASCAS and SALT in Figure 12 well, it does not explain the divergence between the predictions of RASCAS and SALT in

---

**Figure 14.** Testing the validity of the Sobolev criterion according to the Doppler parameter, $v_{th}$. Left panel: the normalized difference between the true optical depth, $\tau_R$, as computed by RASCAS, with the Sobolev optical depth, $\tau_S$, as a function of the power-law index of the density field, $\delta$. Each curve assumes a different value for the power index of the velocity field, $\gamma = 0.5$ (red), $\gamma = 1.0$ (blue), and $\gamma = 2$ (green). The optical depths were computed at a radius, $r = 200, 10, 5$ kpc for each value of $\gamma$, respectively, assuming all photons were traveling in the radial direction (i.e., $\phi = 0$). The X’s mark the locations for a constant outflow rate (i.e., $\delta = \gamma + 2$). The remaining parameters required to compute the optical depth are $v_0 = 25$ km s$^{-1}$, $v_{th} = 500$ km s$^{-1}$, $R_{BB} = 5$ kpc, and $n_0 S_L = 10^{-23}$ cm$^{-3}$. Right panel: spectral predictions of RASCAS (red) and SALT (black) for different values of $v_{th}$. The primary differences are that RASCAS can achieve redshifted absorption and more emission at fluorescence, all of which increase in equivalent width with increasing $v_{th}$. We assume the same fiducial parameters as in Figure 9.
Each spectrum has a resolution of 20 km s$^{-1}$ however, the outflowing Equation (24) surrounding the redshifted absorption in the RASCAS spectrum which increases in equivalent width with increasing density. The reason for this shortcoming lies in the fact that the analysis increases in equivalent width with increasing density. The orientation angle $\psi$ is undefined for spherical flows, and it is unclear what the best fit represents for these points.

Figure 11. In particular, it does not explain the appearance of the redshifted absorption in the RASCAS spectrum which increases in equivalent width with increasing density. The reason for this shortcoming lies in the fact that the analysis surrounding Equation (24) assumes that there is an infinite amount of material to compute the optical depth. In reality, however, the outflow has a well-defined boundary. Indeed, SALT will automatically set $\tau_{\infty} = 0$ for all photons which are not at resonance with the outflow, while RASCAS will always compute a value for $\tau_{\infty}$ which grows in magnitude based on the density and Doppler shift relative to points in the flow. This explains the discrepancy between the predictions of SALT and RASCAS in Figure 11. We further verify this claim by examining how the profile changes with $v_{th}$ in the right panel of Figure 14. We see that the equivalent width of the redshifted absorption features increases when increasing the value of $v_{th}$. This is because by increasing $v_{th}$, we are increasing the width of the profile function $\phi_{v_h}$ and increasing the amount of photons that can be absorbed by the outflow according to RASCAS, but are otherwise neglected by SALT. Since this discrepancy between RASCAS and SALT will always be present regardless of the SALT parameters chosen, it is fair to ask if we can still recover the bulk properties of flows when assuming the Sobolev approximation. We investigate this question in Section 5, when we test our ability to recover the SALT parameters from mock spectra generated by RASCAS assuming different models of turbulence.

6. Discussion

The comparison tests between SALT and the low thermal velocity limit of RASCAS performed in Section 4 demonstrate that the analytical approximations used in SALT can accurately reproduce the results of the Monte Carlo scattering experiments in RASCAS to within a high level of signal-to-noise ratio (S/N). While this analysis does provide some reassurance into the SALT formalism, it does not address the question of whether or not we can use the idealized models of SALT to gather physically meaningful information from real data. Indeed, in Section 5, we saw that the predictions of RASCAS and SALT begin to diverge when a turbulent/thermal velocity component is included in RASCAS. Turbulence is thought to play a key role in the formation of outflows (Elmegreen & Scalo 2004; Scalo & Elmegreen 2004; Hayward & Hopkins 2017) as well as in setting their multiphase structure (Fielding et al. 2020). As such, turbulence is surely a key physical aspect of reality missing from the SALT model. Differences between the predicted spectra are limited to a few isolated regions, however, and it is worth asking if there is still enough information contained in the spectrum for SALT to recover the bulk properties of the flow. We begin to answer these questions in this section by testing our ability to recover parameters from mock spectra of idealized outflows which include a turbulent/thermal velocity component.

6.1. Zero Thermal Velocity Limit

To begin, we first consider how well SALT can recover parameters from mock spectra generated directly from the idealized models of SALT (i.e., we assume $v_{th} = 0$ km s$^{-1}$). These tests will act as a control and allow us to gauge the success of our fitting procedure as well as test for any model degeneracy in the SALT parameter space. To perform the model fits, we use Python’s emcee package (Foreman-Mackey et al. 2013), which relies on an implementation of Goodman and Weare’s Affine Invariant Markov Chain Monte Carlo (MCMC) Ensemble sampler (Goodman & Weare 2010). Similar tests were performed by Carr et al. (2018), but we
repeat the tests here because SALT has been modified since then and includes additional parameters.

We generated 100 mock spectra with SALT by uniformly sampling parameters from the following ranges. $30^\circ \leq \alpha \leq 90^\circ$, $0^\circ \leq \psi \leq 90^\circ$, $2 \text{ km s}^{-1} \leq v_0 \leq 100 \text{ km s}^{-1}$, $100 \text{ km s}^{-1} \leq v_\infty \leq 1250 \text{ km s}^{-1}$, $-2 \leq \log(\tau [\text{A}^{-1}]) \leq 3$, and $0.5 \leq \gamma \leq 2$. The power-law index of the density field, $\delta$, was chosen to allow for deviations from a constant mass outflow rate by setting $\delta = \gamma + 2.0 + \Delta \delta$ where $\Delta \delta$ was drawn from a flat distribution ranging from $-1.5$ to $1.5$. We assumed the wind was fully captured by the aperture (i.e., we set $v_{ap} = v_\infty$). We did not account for holes or clumps in the outflow during this work, and have chosen to set $f_c = 1$ (see Carr et al. 2018). This is potentially a major limitation given that other works find degenerate line profiles for different covering fractions and optical depths (e.g., Li & Gronke 2022)—although, by fitting to a doublet we may be able to alleviate this degeneracy (e.g., Hamann et al. 1997; Chisholm et al. 2017). In the case of a multiphase flow where cold clumps are entrained in a warmer medium, we speculate that our optical depth would represent an effective average between the optical depth of the denser clumps and diffuse medium in agreement with other studies (e.g., Li & Gronke 2022). Still, the transition from homogenous to clumpy multiphase media is known to alter line profiles in both absorption and emission (e.g., Gronke et al. 2017) and unexpected results may occur. We plan to study these effects in more detail in future works when we compare SALT predictions against more realistic models of outflows in simulations of galaxy formation. In addition, we have chosen to set the dust opacity, $\kappa = 0$, assuming dust extinction can be constrained by other means. We assumed Normal measurement errors with variance consistent with observed measurements in COS observations. We simulated the observed spectra by drawing each spectral element from a normal distribution centered on the predicted value and set the standard deviation equal to the error. The data was smoothed to a resolution of 20 km s$^{-1}$ and binned to achieve 3 pixels per resolution element. We explore the effects of resolution on our ability to recover parameters by performing the same experiments at a resolution of 100 km s$^{-1}$, or the approximate resolution of the NIRSpec G235H mode of JWST, in the Appendix.

We assume uniform priors over identical ranges throughout the fitting procedure. In practice, $v_\infty$, $\kappa$, and $v_{ap}$ can be constrained directly from data ($v_\infty$ from the absorption limit, $\kappa$ from more traditional means such as Balmer ratios, and $v_{ap}$ by identifying the size of the star-forming region from UV images (see Carr et al. 2021)). Thus, we have chosen not to fit to these parameters. Scatter plots of the recovered parameters (horizontal axis vs the true values (vertical axis) are shown in the panels of Figure 15 where the best-fit (i.e., recovered) parameters were chosen to maximize a Gaussian likelihood function (see Carr et al. 2021)). The error bars on each point were drawn from the marginal PDFs recovered by the Monte Carlo fitting procedure. Specifically, the lower (upper) error bar represents the median value of the deviation from below (above) the best-fit parameter. In addition, we show the distributions of the differences between the true and recovered values, $\Delta \equiv \text{recovered} - \text{true}$, in Figure 16. Once again we take the median of the deviation from below and above the mean to define the width of the distribution or uncertainty surrounding the recovery of the parameters. We have provided the mean and widths for each distribution in Table 3.

We include the wind radius, $R_W$, column density of Si$^+$, $N_{Si^+}$, and mass outflow rate of Si$^+$, $M(\dot{R})_{Si^+}$, at $R_Si$ and $R_W$ in the bottom right panels of Figures 15 and 16. Each of these quantities depends on multiple SALT parameters. The wind
Table 3

Uncertainty Surrounding Parameter Fits

| \( R \) km s\(^{-1} \) | \( v_\text{th} \) km s\(^{-1} \) | \( \alpha \) | \( \psi \) \(^\circ\) | \( v_0 \) km s\(^{-1} \) | \( \gamma \) | \( \log \tau \) \( \log(A^{-1}) \) | \( \delta \) | \( R_W \) kpc | \( \log N \) log(cm\(^{-3} \)) | \( \log(\dot{M}(R_W)) \) log(M\(_\odot\) yr\(^{-1} \)) | \( \log(\dot{M}(R_W)) \) log(M\(_\odot\) yr\(^{-1} \)) |
|-----------------|-----------------|---------|---------|-----------------|---------|-----------------|---------|-------|-----------------|-----------------|-----------------|-----------------|
| 20              | 0.0             | -0.21\(^{+1.3}_{-1.1} \) | 1.6\(^{+2.5}_{-3.3} \) | -0.67\(^{+4.6}_{-3.3} \) | -0.14\(^{+0.26}_{-0.25} \) | -0.019\(^{+0.25}_{-0.44} \) | -0.18\(^{+0.51}_{-0.60} \) | 0.060\(^{+0.19}_{-0.32} \) | -0.020\(^{+0.16}_{-0.28} \) | 0.21\(^{+0.28}_{-0.38} \) | 0.00040\(^{+0.13}_{-0.22} \) |
| 20              | 10              | 0.66\(^{+1.9}_{-1.7} \) | -0.02\(^{+5.7}_{-6.2} \) | -13\(^{+13}_{-6.3} \) | -0.26\(^{+0.26}_{-0.46} \) | -0.19\(^{+0.24}_{-0.76} \) | -0.56\(^{+0.57}_{-0.76} \) | -0.059\(^{+0.19}_{-0.35} \) | 0.12\(^{+0.15}_{-0.37} \) | -0.17\(^{+0.40}_{-0.54} \) | 0.097\(^{+0.19}_{-0.50} \) |
| 20              | 0.1v(r)         | 2.7\(^{+1.6}_{-2.1} \) | 1.8\(^{+4.5}_{-3.3} \) | -79\(^{+8.9}_{-19} \) | -0.047\(^{+0.30}_{-0.31} \) | 0.16\(^{+0.23}_{-0.24} \) | -0.21\(^{+0.54}_{-0.73} \) | 0.13\(^{+0.24}_{-0.34} \) | 0.090\(^{+0.16}_{-0.29} \) | 0.12\(^{+0.31}_{-0.32} \) | -0.20\(^{+0.36}_{-0.35} \) |
| 100             | 0.0             | -2.0\(^{+3.3}_{-3.1} \) | -3.4\(^{+9.2}_{-5.1} \) | -13.2\(^{+8.8}_{-22} \) | -0.15\(^{+0.42}_{-0.48} \) | -0.12\(^{+0.58}_{-0.67} \) | 0.092\(^{+0.81}_{-0.74} \) | -0.12\(^{+0.27}_{-0.31} \) | -0.13\(^{+0.38}_{-0.62} \) | 0.22\(^{+0.92}_{-0.67} \) | -0.0028\(^{+0.36}_{-0.36} \) |
| 100             | 10              | 0.48\(^{+2.5}_{-2.2} \) | 0.092\(^{+8.2}_{-8.7} \) | -17\(^{+17}_{-15} \) | -0.64\(^{+0.75}_{-0.76} \) | 0.63\(^{+0.81}_{-0.75} \) | -0.10\(^{+0.68}_{-0.75} \) | -0.15\(^{+0.17}_{-0.49} \) | 0.22\(^{+0.36}_{-0.66} \) | 0.14\(^{+0.56}_{-0.63} \) | -0.035\(^{+0.27}_{-0.30} \) |
| 100             | 0.1v(r)         | -0.16\(^{+4.8}_{-4.3} \) | -3.6\(^{+8.6}_{-9.9} \) | -26\(^{+14}_{-23} \) | 0.018\(^{+0.41}_{-0.44} \) | 0.58\(^{+0.57}_{-0.71} \) | -0.31\(^{+0.81}_{-0.71} \) | 0.26\(^{+0.37}_{-0.49} \) | 0.13\(^{+0.33}_{-0.48} \) | 0.30\(^{+0.60}_{-0.42} \) | 0.079\(^{+0.35}_{-0.46} \) |

**Note.** Data represent the mean of each distribution of parameter differences, \( \Delta = \) recovered − true, +/− the median of the deviations above and below the mean.
radius is computed as

$$R_{W} = R_{SF} \left( \frac{v_{\infty}}{v_{0}} \right)^{1/\gamma},$$  \hspace{1cm} (25)$$

the column density as

$$N_{Si^+} = \begin{cases} \frac{n_{0, Si^+} R_{SF}}{\gamma} \ln \left( \frac{v_{\infty}}{v_{0}} \right) & \text{if } \delta = 1 \\ \frac{n_{0, Si^+} R_{SF}}{1 - \delta} \left[ \left( \frac{v_{\infty}}{v_{0}} \right)^{1 - \delta} - 1 \right] & \text{otherwise,} \end{cases}$$  \hspace{1cm} (26)$$

and the mass outflow rate of Si\(^{+} \) as

$$M_{Si^+}(v) = 4\pi (1 - \cos \alpha) R_{SF}^{2} \times m_{Si^+} n_{0, Si^+} v_{0} \left( \frac{v}{v_{0}} \right)^{2 + \alpha - \delta},$$  \hspace{1cm} (27)$$

where we have written Equations (26) and (27) in terms of the velocity instead of the radius using Equation (1). \(m_{Si^+} = 4.66 \times 10^{-23} \text{ g} \) is the mass of silicon and \(n_{0, Si^+} \) is the number density of Si\(^{+} \) at \(R_{SF} \). We set \(R_{SF} = 1 \text{ kpc} \) in all models. We have color coded all points according to the following density ranges in units of \(\text{cm}^{-3} \): orange: \(10^{-7} \leq n_{0, Si^+} < 10^{-6} \), magenta: \(10^{-6} \leq n_{0, Si^+} < 10^{-5} \), green: \(10^{-5} \leq n_{0, Si^+} < 10^{-4} \), and red: \(10^{-4} \leq n_{0, Si^+} \leq 10^{-3} \).

Overall, we found that all parameters are well recovered, except for the power-law exponents of the density (\(\delta \)) and velocity (\(\gamma \)) fields whose uncertainties span roughly 22% and 34%, respectively, of their total parameter space. By inspecting Figure 12, one can see that the spectral predictions of SALT for different values of \(\gamma \) and \(\delta \) are very slight which can explain the degeneracy. After rerunning these tests at an \(S/N = 20 \), we found that we are able to reduce the uncertainties to 17% and 23% of their parameter ranges, respectively. Achieving this level of \(S/N \) should become more practical with the enhanced gathering power of future telescopes such as the 6 m class infrared/optical/ultraviolet space telescope prioritized by The Astronomy & Astrophysics Decadal Survey (2022).

Interestingly, the derived quantities such as the mass outflow rate and column density were among the best recovered as they show a small degree of scatter from the perfect 1:1 relation (i.e., uncertainties of the mass outflow rate and column density, respectively). The wind radius does appear to be less well recovered compared to the mass outflow rates and column density. This fact likely reflects the weaker dependence the mass outflow rates and column density have on \(\gamma \) and \(\delta \) compared to the wind radius. Indeed, the exponents in Equations (26) and (27) are normalized by \(\gamma \).

The degree of scatter starts to increase with larger values in all quantities proportional to density (i.e., the red points). This reflects the inherent degeneracy in saturated lines—that is, once all of the photons have been absorbed by the outflow at a given wavelength, one cannot detect the addition of more material at resonance with this wavelength. Lastly, our ability to recover geometric information such as the opening angle, \(\alpha \), diminishes with decreasing density (i.e., the orange points). This reflects the weakening of absorption and emission features relative to the noise with decreasing density. We found that \(\alpha \) was better recovered during the \(S/N = 20 \) tests which supports this claim.

## 6.2. Turbulent/Thermal Line Broadening

Here we repeat the procedure above except this time we generate mock spectra using RASCAS and include the effects of turbulent/thermal motion set by the Doppler parameter, \(v_{th} \). We consider two basic models for turbulence: a uniform model with constant speed throughout the outflow and a radially dependent model which scales as 10% of the flow speed (i.e., \(v_{th} = 0.1 v(r) \)).

The former is based on the high-resolution Cholla Galactic Outflow Simulations (CGOLS) suite by Schneider & Robertson (2018) which measures turbulence to gradually change with scale height from roughly 25–10 km s\(^{-1} \) starting at the base of the outflow in the CGM. The latter comes from the analytical models by Fielding et al. (2020) who consider a shear-driven turbulence model for the mixing of cool and hot gas in the CGM. For the uniform model, we considered Doppler parameters equal to 25 km s\(^{-1} \) and 10 km s\(^{-1} \) spanning the range measured by Schneider & Robertson (2018).

We found that the 25 km s\(^{-1} \) RASCAS model showed exceptionally enhanced fluorescent emission which is not observed in the spectra of local galaxies (e.g., Berg et al. 2022). For this reason, we did not include this model in our results. We suspect that RASCAS’ inability to account for holes (i.e., \(f_{h} \)) in the outflows is a major reason for the unrealistic features in these mock spectra. Including holes in the outflows will reduce the number of times a photon can scatter and thereby reduce its probability of getting absorbed in the wings of the cross section. Dust, which acts to reduce reemission in normalized profiles (see Carr et al. 2021), should also play a factor. The 10 km s\(^{-1} \) model shows spectra more consistent with reality and we have decided to show the scatter plots in Figure 17 and distributions in Figure 18, but we advise the reader to proceed with caution by viewing the results of these tests more as the results of a mathematical exercise rather than an experiment done with real data.

Overall, we see the same trends as in the \(v_{th} = 0 \text{ km s}^{-1} \) case, however, biases do emerge. For example, \(v_{0} \) is consistently underestimated by SALT in Figure 17. The corresponding distribution in Figure 18 is skewed with a mean of \(-12 \text{ km s}^{-1} \). These results can be expected because adding thermal/turbulent motion increases the amount of absorption occurring at velocities less than \(v_{0} \) (the value of \(v_{th} \) can be used roughly to indicate where absorption begins in observed velocity space). Thus SALT is underestimating \(v_{0} \) to compensate for this extra absorption. The fact that the discrepancies in the recovery of \(v_{0} \) in Figure 17 are consistent regardless of the value of \(v_{th} \) verifies our claims in Section 5 that the differences between RASCAS and SALT (i.e., the redshifted absorption) depend largely on \(v_{th} \) and the density. Similarly, SALT can obtain more absorption by increasing the optical depth, \(\tau \), as well as by increasing the amount of material available to absorb by increasing the size of the opening angle of the flow, \(\alpha \). These results are reflected in the distributions in Figure 18 which show skewed distributions to the right corresponding to an overestimate in recovery.

Interestingly, the dependent quantities—wind radius, column density, and mass outflow rate—appear to be well recovered again, albeit the wind radius does appear to be overestimated in several cases and the column density shows a slight bias toward being overestimated. This suggests that the biases observed in the recovered values for individual parameters cancel out in the calculation of the dependent quantities.

We consider the radially dependent model, \(v_{th} = 0.1 v(r) \), in Figures 19 and 20. We have implemented a lower bound of 2.8 km s\(^{-1} \), or about the thermal speed of Si\(^{+} \) gas at a
temperature of $10^4$ K, to ensure that we do not obtain an unreasonably small value of the Doppler parameter for all locations in the outflow. This cutoff is similar to the lower limit studied by Fielding & Bryan (2022) who assumed an injection velocity of 30 km s$^{-1}$. Overall, we see similar patterns emerge as in the uniform turbulence model, but the results appear to be better recovered. This is because, by design, this model achieves weaker turbulent speeds at the densest portion of the outflow near the launch radius. Thus, in the regions where most of the scattering is taking place, photons have a smaller chance of getting absorbed in the tails of the cross section. This is reflected in the reduction of the magnitude of the means from Figure 17.
12 to 7.9 km s$^{-1}$ for the distributions corresponding to the recovery of $v_0$ in Figures 18 and 20, respectively.

7. Conclusions

In this paper, we tested the semianalytical line transfer (SALT) model for predicting galactic spectra against the numerical radiation transfer code, RASCAS, in the context of idealized models of biconical outflows. Our comparisons between SALT and RASCAS inspired upgrades to both models which we presented here for the first time. These include an alternative technique for computing the SALT model which considers the absorption of nonradially traveling photons by an expanding envelope and a customizable adaptive mesh refinement (AMR) routine for RASCAS capable of resolving the features of galactic winds including edges or
boundaries, the velocity and density field gradients, and the optical depth.

We tested how well SALT can recover the bulk properties of flows from mock spectra in the cases of nonturbulent and turbulent gases. In regards to the former, after invoking observable constraints on the aperture, dust opacity, and terminal velocity, we found that SALT can recover the geometry (opening angle and orientation) of the bicones, the optical depth, column density, mass outflow rate, and wind radius well, but struggled to constrain the velocity and density field gradients when simulated data with S/N = 10 and $R = 20 \, \text{km s}^{-1}$ are used. We found that by increasing the S/N one can start to better constrain the gradients. In regards to the latter, at the same resolution and S/N, we found that biases appear in the recovery of the independent parameters listed above, but found that the biases tend to cancel out in the calculation of the dependent quantities such as the column density, wind radius, and mass outflow rate. We reran these tests at a lower resolution of $R = 100 \, \text{km s}^{-1}$ and obtained similar results, albeit with a larger degree of scatter in the recovered values.

We estimate average uncertainties in our ability to measure metal flow rates spanning 0.65 (0.95) dex in $M_\odot \, \text{yr}^{-1}$ and uncertainties spanning 0.54 (0.94) dex in cm$^{-2}$ for column densities at a resolution of $20 \, (100) \, \text{km s}^{-1}$ and S/N = 10.

The results of our comparisons confirm the accuracy of the SALT model with numerical calculations, and we deem it a suitable model for interpreting future data sets at high ($R \sim 20 \, \text{km s}^{-1}$) and medium ($R \sim 100 \, \text{km s}^{-1}$) resolution at a moderate S/N of 10. If the idealized model configurations can accurately describe galactic environments, then the SALT model should be particularly effective at constraining metal outflow rates and the column densities of metal ions. The SALT code is publicly available.$^{11}$
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**Appendix**

**Low-resolution Results**

Here we perform the same tests as in Section 6, but at a resolution of $100 \, \text{km s}^{-1}$, or the approximate resolution of the NIRSpec G235H mode of JWST. We show the results for all three different turbulence models: $v_{\text{th}} = 0$, 10, and $0.1 v_{\psi}$ km s$^{-1}$ in the top, middle, and bottom rows of Figure 21, respectively. Because decreasing the resolution will only lessen our ability to recover parameters, we only show the outflow rates, column density, opening angle ($\alpha$), and orientation angle ($\psi$). The latter three quantities can be used to infer the escape fraction of ionizing radiation. All of the displayed quantities are well recovered, albeit with a larger degree of scatter compared to the $R = 20 \, \text{km s}^{-1}$ results, regardless of the turbulence model assumed. The distributions of the differences between the true and recovered values are shown in Figure 22. This result is promising because it suggests we can use models such as SALT to interpret JWST data to constrain outflow rates and the escape fraction of ionizing radiation in the early universe.

---

$^{11}$ https://semi-analytic-line-transfer-salt.readthedocs.io

$^{12}$ http://www.msi.umn.edu
Figure 21. Same setup as Figure 15, except each spectrum has been smoothed to a resolution of 100 km s$^{-1}$. Top row: mock spectra were generated with SALT with Doppler parameter $v_{\text{th}} = 0$ km s$^{-1}$. Middle row: mock spectra were generated with RASCAS with Doppler parameter $v_{\text{th}} = 10$ km s$^{-1}$. Bottom row: mock spectra were generated with RASCAS with Doppler parameter $v_{\text{th}} = 0.1 v(r)$ km s$^{-1}$. 
Figure 22. Same setup as Figure 16, but the different distributions correspond to the panels in Figure 21. Note the similarity of the distributions in each row. This indicates that at this resolution (i.e., 100 km s$^{-1}$) any effects on the spectra due to turbulent line broadening appear to be unresolved.
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